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The initial stages of reliability-based design optimization involve the formulation of
objective functions and constraints, and building a model to estimate the reliability of the
design with quantified uncertainties. However, even experienced hands often overlook
important objective functions and constraints that affect the design. In addition, uncertainty
reduction measures, such as tests and redesign, are often not considered in reliability
calculations during the initial stages. This research considers two areas that concern the
design of engineering systems: 1) the trade-off of the effect of a test and post-test redesign
on reliability and cost and 2) the search for multiple candidate designs as insurance against
unforeseen faults in some designs.
In this research, a methodology was developed to estimate the effect of a single
future test and post-test redesign on reliability and cost. The methodology uses assumed
distributions of computational and experimental errors with re-design rules to simulate
alternative future test and redesign outcomes to form a probabilistic estimate of the reliability
and cost for a given design. Further, it was explored how modeling a future test and redesign
provides a company an opportunity to balance development costs versus performance by
simultaneously designing the design and the post-test redesign rules during the initial design
stage.
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The second area of this research considers the use of dynamic local surrogates, or
surrogate-based agents, to locate multiple candidate designs. Surrogate-based global
optimization algorithms often require search in multiple candidate regions of design space,
expending most of the computation needed to define multiple alternate designs. Thus,
focusing on solely locating the best design may be wasteful. We extended adaptive sampling
surrogate techniques to locate multiple optima by building local surrogates in sub-regions
of the design space to identify optima. The efficiency of this method was studied, and the
method was compared to other surrogate-based optimization methods that aim to locate the
global optimum using two two-dimensional test functions, a six-dimensional test function, and
a five-dimensional engineering example.
12
EXTENDED SUMMARY (FRENCH)
Introduction. Les premie`res e´tapes d’une conception fiabiliste impliquent la formu-
lation de crite`res de performance et de contraintes de fiabilite´ d’une part, et le choix d’une
repre´sentation des incertitudes d’autre part. Force est de constater que, le plus souvent,
des aspects de performance ou de fiabilite´ conditionnant la solution optimale ne seront pas
connus ou seront oublie´s lors des premie`res phases de conception. C’est pourquoi des tests
et de nouvelles conceptions comple`nt la conception amont pour mieux garantir que la solu-
tion choisie n’est ni dangereuse, ni trop conservatrice. En outre, l’identification de plusieurs
solutions possibles apporte une garantie comple´mentaire contre une solution initiale rendue
caduque par de nouvelles informations. Le travail expose´ dans ce manuscrit aborde la con-
ception optimale de syste`mes sous deux angles : 1) le compromis entre performance et couˆt
ge´ne´re´ par les tests supple´mentaires et les re-conceptions et, 2) l’identification de solutions
optimales multiples en conception comme strate´gie contre les erreurs initiales de conception.
Dans la premie`re partie de notre travail, une me´hodologie est propose´e pour estimer
l’effet sur la performance et le couˆt d’un produit d’un test supple´vvvmentaire et d’une
e´ventuelle re-conception. Notre approche se base d’une part sur des hypothe`ses proba-
bilistes sur les distributions des erreurs de calcul et des erreurs expe´rimentales et, d’autre
part, sur une reˆgle de reconception a priori. Ceci permet d’estimer a posteriori la probabilite´
et le couˆt d’un produit. Nous montrons comment, a` travers le choix de politiques de prochain
test et de re-conception, une entreprise est susceptible de controˆler le compromis entre
performance et couˆt de de´veloppement.
Dans la seconde partie de notre travail, nous proposons une me´thode pour l’estimation
de solutions candidates multiples a` un proble`me de conception. Cette me´thode d’optimisation
est base´e sur des agents optimiseurs utilisant des me´tamode`les et se reconfigurant dy-
namiquement. Notre algorithme traite le proble`me de l’optimisation globale. A ce titre, il doit
explorer diffe´rentes re´gions de l’espace de recherche, ce qui est couˆteux en calculs. Dans
le contexte de fonctions couˆts et contraintes obtenues a` travers des simulateurs nume´riques
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couˆteux en calculs qui est le notre, nous utilisons des me´tamode`les pour remplacer une
partie des appels aux simulateurs. Nous proposons de conserver plusieurs candidats op-
tima car conserver simplement la meilleure solution d’une optimisation globale repre´sente
une perte d’informations difficiles a` recueillir. Nous avons ainsi ge´ne´ralise´ les approches
d’optimisation globale par me´tamode`les en leur faisant traiter l’espace de conception par
sous-parties pour qu’elles localisent diffe´rentes solutions. Notre me´thode est teste´e et
compare´e a` d’autres approches d’optimisation globale par me´tamode`les sur des exemples
analytiques en dimensions 2 a` 6, ainsi que sur la conception d’un bouclier thermique en 5
dimensions.
Ces deux contributions sont pre´sente´es avec davantage de de´tails ci-apre`s. Une
dernie`re section de´crit les perspectives ouvertes par ce travail.
Conception fiabiliste incluant les effets d’un test futur et d’une re-conception. Il
est courant de tester un produit juste apre`s sa conception et de recommencer son optimisa-
tion si le test montre une fiabilite´ trop grande (solution conservatrice non performante) or trop
faible. Le test post-conception permet de re´duire les incertitudes portant sur le produit, par
exemple les incertitudes entachant la probabilite´ de rupture. Cette re´duction d’incertitudes
n’est typiquement pas prise en compte dans les calculs de conception fiabiliste. Pourtant,
elle peut induire une re-conception, quand il devient clair que le design est trop risque´ ou
trop conservateur (et non performant).
Une me´thodologie est de´veloppe´e pour estimer l’effet d’un test futur lors de la con-
ception d’une structure. Le test affine le calcul de fiabilite´ et peut eˆtre suivi d’une nouvelle
conception, ce qui change la fiabilite´ de la structure finale. Notre approche utilise les dis-
tributions des erreurs expe´rimentales et de simulation, qui doivent eˆtre fixe´es a priori. Elle
utilise e´galement une re`gle de re-conception. Au moyen d’une proce´dure d’e´chantillonnage
des re´sultats de tests et de simulation, la fiabilite´ de la structure apre`s test et re-conception
e´ventuelle peut eˆtre estime´e.
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Plus pre´cise´ment, l’algorithme de simulation d’un test futur contient les e´tapes suiv-
antes:
1. Instancier une valeur vraie des erreurs expe´rimentales et de simulation. Ces valeurs
seront conside´re´es comme les valeurs vraies du test et de la simulation.
2. Comparer la pre´diction de la simulation (avec erreur) et du test.
3. Mettre a` jour le mode`le de simulation a` partir du test vrai , soit en calibrant un facteur
de correction (me´thode de´terministe) soit par mise a` jour baye´sienne de l’erreur de
simulation (me´thode probabiliste).
4. De´cider si une re-conception est ne´cessaire (solution trop risque´e ou trop conserva-
trice),
5. Si re-conception, utiliser le simulateur avec mode`le mis a` jour. Dans le cas de´terministe,
le nouveau design restaure la marge de se´curite´ originale. Dans le cas probabiliste, le
nouveau design atteint une probabilite´ de rupture cible.
6. Mettre a` jour les crite`res de performance (e.g., la masse) et la probabilite´ de rupture
pour ce test futur particulier.
Ces proce´dures sont re´pe´te´es pour plusieurs tests futurs, ce qui veut dire que les
erreurs vraies des tests et des simulations sont e´chantillonne´es plusieurs fois. Une
distribution des crite`res de performance et des probabilite´s de rupture est obtenue.
La me´thodologie est teste´e pour la conception d’un bouclier thermique de ve´hicule
spatial re´utilisable. De tels boucliers inte`grent a` la fois des fonctions de tenue structurale et
de protection thermique.
Nous observons que la re-conception a` la suite d’un test peut re´duire la probabilite´ de
rupture de plusieurs ordres de grandeur quand l’objectif de la re-conception est de restaurer
les marges de se´curite´ originales. La re-conception pour une probabilite´ de rupture cible
quant a` elle permet des gains de masse.
Nous e´tudions l’impact de la simulation du test futur et de la re-conception sur le
compromis entre le couˆt de de´veloppement du produit et la performance. En particulier, ce
compromis est contrle´ a` travers le crite`re de re-conception. Ainsi, on peut simultane´ment
optimiser le produit et sa reˆgle de re-conception. Du fait des normes et des traditions de
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conception, l’usage de facteurs de se´curite´ est beaucoup plus commun dans l’industrie
que l’usage des probabilite´s. Ce travail montre qu’il est possible de continuer d’utiliser les
facteurs de se´curite´ en employant les probabilite´s pour choisir leurs valeurs et choisir les
crite`res de re-conception.
Cette me´thode est applique´e a` l’optimisation du bouclier thermique avec comme vari-
ables d’optimisation de haut niveau les facteurs de se´curite´ initiaux, les marges de´clenchant
la re-conception, et les valeurs cibles des marges apre`s re-conception. Les crite`res de
performance sont la masse et la probabilite´ de re-conception (comme quantification du
couˆt). Nous observons que les marges de se´curite´ et de re-conception optimales cre´ent
d’abord une solution conservatrice dont la masse est ensuite re´duite par re-conception, par
opposition a` un cycle commenant avec un design le´ger dont la fiabilite´ est ensuite restaure´e.
Ce cycle optimal est conforme aux normes et pratiques qui commencent par des solutions a`
fortes marges de se´curite´.
Optimisation par syste`mes d’agents pour trouver de multiples optima locaux. La
seconde partie de notre recherche s’inte´resse au partitionnement adaptatif de l’espace des
variables d’optimisation pour trouver les optima locaux de fonctions couˆteuses en calculs.
Trouver les optima locaux d’un proble`me est une pre´caution supple´mentaire contre les
erreurs de mode´lisation et de formulation du proble`me d’optimisation (de conception) initial.
Notre strate´gie pour trouver les optima locaux s’appuie sur les principes suivants:
1. L’espace de recherche est partitionne´ dynamiquement en cellules de Voronoi au sein
desquelles ont lieu des optimisations autonomes ce qui constituent autant d’agents.
Une cellule de Voronoi est repe´re´e par son centre.
2. Dans chaque partition, les optima locaux sont trouve´s par des algorithmes d’optimisation
locale utilisant les gradients des fonctions. Les recherches locales sont initialise´es en
plusieurs points et les meilleures solutions non encore connues sont garde´es. Si toutes
les recherches locales (dans une partition) produisent le meˆme re´sultat, le prochain
point de recherche est obtenu par remplissage d’espace.
3. Le centre de chaque cellule de Voronoi est localise´ sur le meilleur point connu dans la
partition. Ainsi a` convergence, les partitions se stabilisent sur les optima locaux.
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4. Les optimisations locales re´alise´es par les agents portent sur des approximations
des vraies fonctions par me´tamode`les (de type krigeage). Ces me´tamode`les peuvent
eˆtre construits localement dans la partition de chaque agent ou globalement (i.e., un
me´tamode`le est partage´ par tous les agents).
5. Les agents se coordonnent par e´change de points d’e´valuations exactes des fonctions
optimise´es et en modifiant les partitions.
6. Les agents sont cre´e´s et enleve´s par les me´canismes suivants:
• Des agents sont cre´e´s lors de l’apparition de plusieurs bassins d’attraction dans
une partition (identifie´s par clustering) ou pour explorer de nouvelles re´gions en
cas de stagnation.
• Des agents sont enleve´s lorsque leurs centres sont trop proches (cas de conver-
gence vers le meˆme optimum).
Les ide´es sous-jacentes a` cet algorithme sont 1) la re´solution collective d’une t¢che par des
processus autonomes (syste`me d’agents) et 2) l’utilisation de me´tamode`les pour re´soudre le
proble`me du temps de calcul des fonctions couˆt et contraintes base´es sur des simulateurs
nume´riques. Un agent est donc un processus d’optimisation ayant son propre me´tamode`le
pour re´soudre un sous-proble`me d’optimisation dans sa propre sous-partie de l’espace.
Les agents avec me´tamode`les locaux sont compare´s aux meˆmes agents mais avec
un me´tamode`le commun. Il est observe´ qu’il n’y a pas d’avantage clair a` utiliser des
me´tamode`les locaux. La me´thode a donc e´volue´e vers l’emploi d’un me´tamode`le global.
Ensuite, la me´thode a e´te´ compare´e 1) a` un algorithme d’optimisation locale produisant
plusieurs solutions par cycle par re´pe´tition de recherches locales sur me´tamode`le en variant
les points initiaux 2) a` l’algorithme Efficient Global Optimization (EGO) qui est une me´thode
e´tat de l’art pour l’optimisation globale a` partir d’un me´tamode`le de krigeage. EGO produit
des points qui re´alisent un compromis entre zones a` haute performance et zones mal
connues. EGO re´alise un compromis entre exploration et intensification. Notons que notre
me´thode d’agents, contrairement a` EGO, intensifie d’abord a` travers les recherches locales
sur me´tamode`les, et n’explore que quand c’est ne´cessaire. L’exploration de la me´thode
d’agent est stratifie´e par les partitions du domaine de recherche.
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En moyenne sur plusieurs fonctions tests, nous n’observons pas de diffe´rence de
performance entre la me´thode multi-agents et l’algorithme avec me´tamode`le unique ajoutant
plusieurs points par ite´ration. Par performance, nous entendons ici l’aptitude et l’efficacite´
a` trouver tous les optima locaux. Nous observons que le partitionnement de l’espace de
recherche cre´e´ une distribution des recherches locales non uniforme (contrairement a`
l’algorithme sans partition), stratifie´e autour des candidats optima locaux de´ja` trouve´s.
Nos tests montrent qu’EGO permet de localiser tous les optima locaux quand ceux ci
sont de fonctions couˆts e´quivalentes. Par contre, EGO n’a pas de me´canisme lui permettant
de trouver avec une probabilite´ suffisante les optima locaux non compe´titifs.
Les expe´riences re´alise´es montrent bien que les recherches locales sont la cle´ pour
de´terminer avec pre´cision les optima locaux. La plupart des algorithmes d’optimisation
globale, comme EGO, sont lents a` converger vers les optima locaux car une fois que les
bons bassins d’attraction sont approximativement localise´s, les phases d’exploration de
nouvelles re´gions ralentissent la convergence. Au contraire, notre me´thode d’agents qui
repose sur des recherches locales multiples trouve les optima locaux avec pre´cision.
Perspectives. Les travaux pre´sente´s dans ce manuscrit sont un premier pas qui me´rite
d’eˆtre prolonge´ dans trois directions:
1. l’identification efficace des optima locaux,
2. l’estimation de la gamme des solutions acceptables a` partir de la vulne´rabilite´ de la
meilleure solution connue,
3. les algorithmes d’optimisation distribue´s.
Pour les deux premie`res directions de recherche, il s’agit d’isoler les bassins d’attraction
et d’allouer plus ou moins de ressources de calcul a` leur exploration en fonction de leur
potentiel et de la vulne´rabilite´ de la meilleure solution connue. Nos travaux sur les tests
futurs et la re-conception fournissent un indicateur de vulne´rabilite´ de solutions e´tablies.
La troisie`me direction de recherche peut se baser sur les partitions et leurs gestion dy-
namiques (nos agents) pour distribuer l’optimisation sur des noeuds de calcul inde´pendants
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et asynchrones. Quand le nombre de noeuds croıˆt, la plupart des algorithmes d’optimisation
peuvent distribuer les e´valuations de points (fonctions couˆt et contraintes) mais la vitesse de
ge´ne´ration de nouveaux points (l’optimiseur) devient bloquante. L’optimisation avec syste`me
d’agents ne connait pas ce goulot de paralle´lisation.
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CHAPTER 1
INTRODUCTION
Designers in the aerospace industry have typically used a safety factor approach in
order to compensate for uncertainties. This practice of using safety factors in design, along
with safety margins and knockdown factors, is known as deterministic design. It is common
to use safety factors that are based on tradition and experience without consideration of
uncertainties. Therefore, the deterministically optimized design may not lead to a minimum
cost design. For example, a failure mode with too high of a safety factor will be over-
designed and unnecessarily costly. In reliability based design optimization (RBDO), the
design is optimized in consideration of the uncertainties and their effect on the probability
of failure of the design taking into account each failure mode and the system as a whole. In
probabilistic design, the designer can optimally allocate risk amongst the failure modes such
that most risk is allocated to the most difficult failure mode to protect against. Less risk is
then allocated to the cheaper, easier-to-protect-against modes.
An important step in probabilistic design is the identification and quantification of un-
certainties in the design or the tools used in the design process. A broad and often used
classification of uncertainties categorizes uncertainty as either aleatory (or intrinsic) or
epistemic [1, 2]. The terms “aleatory” and “epistemic” are often used interchangeably with
“variability” and “error”, respectively. Aleatory uncertainty generally refers to inherent uncer-
tainties, such as those associated with physical properties of materials or the environment
[3]. Some examples include the variations in the yield strength of a material, applied loads,
or geometric dimensions of a structure. Epistemic uncertainty, or error, arises due to lack of
knowledge. It is often associated with the inability to adequately characterize a phenomenon
by use of models, such as finite element models, or through experiments.
These uncertainties are considered when calculating the reliability of the structure,
and, in RBDO, the structure is optimized with constraints on the reliability. However, after
design, it is customary for the component to undergo various uncertainty reduction measures
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(URMs) followed by possible remediation, such as redesign or repair, if necessary. Examples
of URMs in the aerospace field include thermal and structural testing, inspection, health
monitoring, maintenance, and improved analysis and failure modeling. These URMs are
generally not considered at the initial design stage, and the effect of future remediation are
not reflected in the reliability calculations or design optimization.
In recent years, there has been a movement to quantify the effect of URMs and as-
sociated remediation on the safety of the product over its life cycle. Much work has been
completed in the areas of inspection and maintenance for structures under fatigue loading
[4–7]. Studies by Acar et al. [2] investigated the effects of future tests and redesign on the
final distribution of failure stress and structural design with varying numbers of tests at the
coupon, element, and certification levels. Sankararaman et al. [8] proposed an optimization
algorithm of test resource allocation for multi-level and coupled systems.
RBDO can become quite costly, partly due to the need for numerous reliability assess-
ments. Though cheaper analytical approaches exist (e.g., first order reliability method),
computationally expensive simulation methods, such as Monte Carlo simulation (MCS), are
attractive because they can consider the interaction between failure modes, whereas the
analytical approaches can not.
The use of expensive models is another source of cost of an optimization problem. In
many engineering applications, it is not uncommon for complex simulations to take up to
days or weeks to complete. For instance, consider the cost of using a Monte Carlo simulation
in combination with a moderately expensive finite element model to evaluate the probability
of failure. Even if the amount of time required to complete one simulation of the finite element
model is on the order of one minute, a Monte Carlo simulation with a sample size of 1000
would take nearly a day! Consequently, much research has been devoted to the formulation
of problems and development of methodologies that reduce the cost of RBDO.
Surrogates, or metamodels, are frequently used to reduce the computational cost in
optimization problems. The purpose of a surrogate is to replace an expensive model by a
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simple mathematical model - the surrogate - fitted to a set of data points evaluated using
the expensive model. The surrogate can then provide predictions of the expensive model at
a lower cost. One of the most well known and cheapest to fit surrogates is the polynomial
response surface, but others such as kriging, radial basis neural networks, and support
vector regression are becoming increasingly popular though they can be more costly to fit.
Surrogate-based optimization generally proceeds in cycles, where in one cycle a new point is
found through optimization, the point is added to the surrogate, and the surrogate is updated
(refit using the new point). This updated surrogate is used in the next cycle to find a new
point.
The recent advances in computer throughput have been followed by an increased
interest in parallel and distributed computing. Parallel computation is now regularly used to
reduce the time and cost of expensive simulations, such as finite element models. In the
area of surrogates, there is a growing interest in combining the predictions obtained with the
simultaneous use of multiple surrogates during optimization, rather than a single one [9–12].
The aim is to protect against poor surrogates, possibly while reducing the number of cycles
required to find the optimum. Viana and Haftka have developed an algorithm to add several
points per optimization cycle, which are found through parallel simulations [13]. They have
shown that better results can be found in a fraction of the cycles compared to a traditional
implementation.
The increased interest in distributed computing is clearly evident in the area of multi-
agent systems for optimization. With its roots in computer science, multi-agent systems
have a natural connection with constrained optimization. Multi-agent systems solve complex
problems by decomposing them into autonomous sub-tasks. A general definition posits a
multi-agent system to be comprised of several autonomous agents with possible different
objectives that work toward a common task. Through their own objectives, the agents as a
system reach a global solution for the whole constraint-based problem. A multi-agent system
can solve decomposed problems such that the agents only know subproblems.
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Generally, the optimization framework consists in distributing variables and constraints
among several agents that cooperate to set values to variables that optimize a given cost
function, like in Distributed Constraint Optimization Problem (DCOP) model [14]. Another
approach is to decompose problems or to transform problems in dual problems that can
be solved by separate agents [15] (for problems with specific properties, as with linear
problems). This cooperative approach as been applied to numerous distributed constraint-
based problems, such as preliminary aircraft design [16] and university time-tabling [17].
1.1 Outline of Dissertation
1.1.1 Objectives
The objective of this research is to address the following topics:
1. Future tests and redesign in reliability assessment: Develop a methodology to incorpo-
rate the effect of a test that will take place in the future (possible followed by redesign)
into the reliability assessment at the design stage. In addition, consider the effect of
redesign due to an unacceptable test result. A methodology based on Monte Carlo
sampling of uncertainties, particularly the errors, simulates possible results of the
future test, and we propose two methods of model calibration and redesign based on
the test result. The aim is to explore the reduction in uncertainties, the probability of
failure, the uncertainty in the probability of failure, and mass that can occur.
2. Tradeoff of tests vs weight: Compare the cost of performing a test and redesign to
building a conservative design at the design stage. The aim of this research is to
explore what changes occur in the initial design knowing that a test will occur, while
also being able to design the test with redesign.
3. Dynamic design space partitioning use surrogate-based agents to locate multiple
candidate designs: The aim is to exploit multi-agent system techniques to reduce the
cost of solving problems that require expensive function evaluations. We propose to
define agents based on surrogates, with inspiration drawn from multiple surrogate
techniques. The goal is to locate multiple local optima as a means of obtaining multiple
candidate designs for insurance in the design process.
1.1.2 Outline of Text
The organization of this work is as follows. Chapter 2 presents an overview of reliability-
based design optimization and some techniques, such as Monte Carlo simulation and
surrogates, that are used in this work. It also describes a test problem, the design of an
integrated thermal protection system. Chapter 3 presents a methodology to include the
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effect of a future test and redesign on reliability assessments. It shows how performing
redesign following a single future test can potentially lead to both a reduction in probability of
failure and weight reduction through an example that uses the integrated thermal protection
system. Chapter 4 uses the modeling of future redesign to provide a way of balancing
development costs (test and redesign costs) and performance (mass) by designing the
design and redesign rules. By simultaneously designing safety margins and redesign
criterion based on probabilities and costs, we show that a company can balance probabilistic
design and the more traditional deterministic approach. Chapter 5 describes a method to
dynamically partition the design space and locate multiple candidate designs by surrogate-
based optimization. Chapter 6 further investigates the use of surrogates to locate multiple
candidate designs. The final chapter concludes with a summary of the major aspects of the
work presented and describes some research directions that could be pursued based on this
work.
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CHAPTER 2
BACKGROUND AND LITERATURE REVIEW
Reliability-based design involves evaluating the safety of the design in terms of the
probability of failure, and designing to meet a specified level of reliability. The terms reliability
and probability of failure are complementary, in that the more reliable the design, the
lower the probability of failure. This section discusses the formulation of reliability-based
design optimization problems, the methods used to evaluate the reliability, the methods
used in optimization, and various methods that reduce uncertainty and consequently
affect the reliability. Since surrogate-based methods are widely used in the optimization
methods discussed, this section concludes with a review of surrogates and surrogate-based
optimization.
2.1 Reliability-Based Design Optimization
Reliability-based design optimization is a probabilistic approach to optimization that is
attractive in its ability to allow the designer to prescribe the required level of reliability. RBDO
problems are primarily formulated to minimize a cost function f , such as the mass, while
satisfying constraints on the reliability. The optimization occurs over the design variables
x, considering the uncertain random variables r. The uncertainty present in the random
variables is discussed in the next section, Sec. 2.2.
A basic optimization problem1 can be formulated over the failure modes to form a
component level optimization problem. For a problem with n failure modes, the problem can
be formulated as
minimize
x
E[ f (x, r)]
subject to P f ,i(x) ≤ P
allow
f ,i i = 1 . . . n
(2–1)
where P f ,allow is the allowable probability of failure.
1 Here, the objective function is shown as the expectation f . This is only an example; the
objective can also be a percentile of f .
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System-level failure occurs in parallel, series, or a combination of both. For parallel
failure, failure must occur in all modes for system failure to occur. For series series, system
failure results from the failure in any mode. If the system-level failure is considered, the
problem a basic formulation is
minimize
x
E[ f (x, r)]
subject to P f ,sys(x) ≤ P
allow
f ,sys
(2–2)
Though both Eqs.(2–1) and (2–2) show constraints on probability of failure, these
constraints can also be formulated in terms of the reliability index β. The reliability index is
related to the probability of failure by P f = Φ(−β), where Φ is the standard normal cumulative
density function (CDF). The constraints would then be formulated such that β(x, r) ≥ βtarget,
where βtarget is the minimum allowable reliability index .
2.1.1 Optimization Methods
2.1.1.1 Double-loop (nested) methods
In the double-loop approach to RBDO, the design optimization is carried out in the
outer loop and the probability of failure is estimated in the inner loop. This can be quite
costly due to the methods used to evaluate the reliability (see Sec. 2.1.2), and, in addition,
there can be problems with convergence (as seen in the Reliability Index Approach [18])so
techniques have been proposed to reduce the computational costs. Two categories have
been identified: (i) techniques to improve the efficiency (e.g. fast probability integration [19],
two-point adaptive non-linear approximations [20], (ii) techniques that modify the formulation
of probabilistic constraints (e.g. inverse reliability measures such as the performance
measure approach [18] or the probabilistic sufficiency factor [21]).
2.1.1.2 Single-loop methods
The basic idea of a single loop method is to formulate the probabilistic constraints as
deterministic constraints by two ways: (i) the approximation of the Karush-Kuhn-Tucker
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optimality conditions at the most probable point [22], (ii) finding approximations of proba-
bilistic design through deterministic design [23–25]. Du and Chen developed the sequential
optimization and reliability assessment method (SORA), which uses the information from the
reliability assessment to shift the boundaries of violated constraints to the feasible region
[26].
2.1.2 Methods to Evaluate Reliability
Failure is defined by a limit state function g, which is a function of the design variables x
and the random variables r. It is often defined as the difference between the response R and
capacity C defined for a failure mode. The limit state function can be expressed as
g(x, r) = C(x, r) − R(x, r) (2–3)
where R and C are both functions of both the design and random variables. Failure occurs
when the response exceeds the capacity (g < 0). The probability of failure can be expressed
as
P f = P(g(R) < 0) =
∫
. . .
∫
g(R)<0
fR(R)dX (2–4)
where fR(R) is the joint probability density function for the vector R that contains the random
variables r. As Melchers explains, the analytical calculation of this expression is challenging
because the joint probability density function fR(R) is not usually easily obtained, and, for the
cases when it is obtained, the integration over the failure domain is not easy. Moment and
simulation based methods were developed to calculate the probability of failure.
2.1.2.1 Moment based methods
In moment based methods, the vector of variables is mapped to an independent stan-
dard normal space (known as u-space) by a transformation. Different transformations exist
(e.g., Nataf transformation), but a common transformation is the Rosenblatt transformation
[3, 27]. Moment based methods of calculating the reliability have the advantage of being
generally cheaper than other methods. However, they can only evaluate the probability of
failure of a single mode.
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One of the most common moment based methods is the first-order reliability method
(FORM). The variables are mapped to an independent standard normal space (u-space)
by a transformation. The limit state function is approximated as linear, and FORM is fairly
accurate when the curvature of the limit state function is not too severe. In the standard
normal space, the point on the limit state function where g(u) = 0 at the minimum distance
from the origin is the most probable point (MPP) of failure. The reliability index β is the
distance from the origin to the MPP. The MPP is expressed as
minimize
u
β =
√
uT u
subject to g(u) = 0
(2–5)
where u is the vector of variables in standard normal space.
Second order methods can be used when the curvature of the limit state function
is high. The second-order reliability method (SORM) approximates the limit state as a
quadratic, and provides a more accurate approximation in such cases.
2.1.2.2 Sampling based methods
Monte Carlo sampling (MCS) is a technique to numerically integrate the probability
of failure as expressed in Eq.(2–4). It requires random sampling of the random variables
r for design x. The limit state is checked for each realization. Formally, for N trials, this is
expressed as
P f =
1
N
N∑
i=1
I[g(Ci,Ri) < 0] (2–6)
where I is the indicator function, which equals 1 when g < 0 and 0 otherwise. The main
advantage of MCS is that it allows the evaluation of the probability of failure considering joint
failures between two or more modes.
The accuracy of the probability of failure given by Eq.(2–6) is estimated by the coeffi-
cient of variation of the probability of failure given by Eq.(2–7), and approximated as shown
when P f is small [28].
CV(P f ) =
√
(1 − P f )
P f N
≈
√
1
P f N
(2–7)
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By this approximation, it is seen that, for a probability of failure of 1e-6, 100 million simula-
tions are needed to achieve 10% accuracy for one-sigma level of confidence. Clearly, when
the calculation of the limit state involves complex analyses, such as finite element models,
the accurate calculation of small probabilities of failure becomes expensive.
Smarslok et al. developed the separable Monte Carlo method (SMC) to reformulate the
limit state when the types of uncertainty in the limit state (i.e. response and capacity) are
independent [28]. In separable Monte Carlo, the number of simulations of the response and
capacity can be different, such that an expensive response can be evaluated a fewer number
of times.
P f =
1
MN
N∑
i=1
M∑
j=1
I[g(C j,Ri) < 0] (2–8)
2.2 Definition of Types of Uncertainty
Many have attempted to identify and classify different types of uncertainty that should be
considered in a reliability assessment. A broad and often used classification of uncertainties
categorizes uncertainty as either aleatory (or intrinsic) or epistemic [1, 2]. The terms
“aleatory” and “epistemic” are often used interchangeably with “variability” and “error” ,
respectively.
Aleatory uncertainty generally refers to inherent uncertainties, such as those associated
with physical properties of materials or the environment [3]. Some examples include the
variations in the yield strength of a material, applied loads, or geometric dimensions of
a component. Variability can be reduced with more data (e.g. more tests to reduce the
variation of the yield strength of a material), or quality control (e.g. improved quality control to
reduce variations in dimensions).
Epistemic uncertainty, or error, arises due to lack of knowledge. It is often associated
with the inability to adequately characterize a phenomenon by use of models, such as finite
element models, or through experiments. Epistemic uncertainty can often by reduced by
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simply adding more knowledge by more research, expert consultation, and tests to calibrate
analytical models, for example.
2.3 Uncertainty Reduction Methods in Reliability Based Design
After design, it is customary for the component to undergo various uncertainty reduction
measures (URMs) followed by remediation, such as redesign or repair, if necessary. Exam-
ples of URMs in the aerospace field include thermal and structural testing, inspection, health
monitoring, maintenance, and improved analysis and failure modeling.
In recent years, there has been a movement to quantify the effect of URMs on the safety
of the product over its life cycle. Much work has been completed in the areas of inspection
and maintenance for structures under fatigue loading. Fujimoto et al. [4], Toyoda-Makino
[5], and Garbatov et al. [6] developed methods to optimize inspection schedules for a given
structural design to maintain a specific level of reliability. Even further, Kale et al. [7, 29]
explored how simultaneous design of the structure and inspection schedule allows the
trading of cost of additional structural weight against inspection cost of stiffened panels
affected by fatigue crack growth.
There have been few studies that have incorporated the effects of future tests followed
by possible redesign on the design of a structure. Studies by Acar et al. [2, 30] investigated
the effects of future tests and redesign on the final distribution of failure stress and structural
design with varying numbers of tests at the coupon, element, and certification levels. Such
studies showed that these tests with possible redesign can greatly reduce the probability
of failure of a structure, and estimated the required structural weight to achieve the same
reduction without tests. Sankararaman et al. [8] proposed an optimization algorithm of test
resource allocation for multi-level and coupled systems.
2.4 The Role of Surrogates
Surrogate models, or meta-models, are often used to reduce the cost associated with
expensive function evaluations, such as those from finite element analysis or computational
fluid dynamics. Some examples of surrogates include polynomial response surfaces
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[31, 32], kriging [33–35], support vector regression [36], and neural networks [37, 38]. In
optimization, surrogates are often used to provide approximations of the objective function
and/or constraints in optimization. The use of surrogates has been well documented, and for
a complete review surrogates and surrogate-based optimization techniques, the reader is
referred to references [39–43].
Traditional surrogate-based optimization progresses in iterations, or cycles, until an
optimum or suitable solution is found. In one cycle, data from expensive simulations is fit to a
surrogate, the surrogate is used to find a candidate optimum, and the optimum is evaluated
by the expensive simulator. The optimum is generally added to the surrogate in the next
iteration.
In recent years, many have proposed strategies for using multiple surrogates for opti-
mization [9–12]. Viana explains that the use of multiple surrogates over a single surrogate
makes sense because “(i) no single surrogate works well for all problems, (ii) the cost of
constructing multiple surrogates is often small compared to the cost of simulations, and (iii)
use of multiple surrogates reduces the risk associated with poorly fitted models” [39]. In
particular, the ability of multiple surrogates to give different interpretations (i.e., predictions
and uncertainty estimates) of the same design space is attractive.
Multiple surrogates have been used to simply compare the multiple solutions given by
each surrogate. For example, Samad et al. [10] compared polynomial response surface,
kriging, radial basis neural network, and a weighted average surrogate in the shape optimiza-
tion of a compressor blade, and found that the most accurate surrogate did not lead to the
best solution. Zerpa et al. [44] showed that the use of multiple surrogates helped to identify
alternative optimal solutions corresponding to different regions in the design space.
Multiple surrogate techniques include using an ensemble of surrogates, where the
prediction is a weighted result of the surrogate predictions [45–47]. The weights placed on
each surrogate prediction are generally based on local or global error metrics. Proposed
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methods for choosing the weight factors include error correlation, cross-validation error,
prediction variance, and error minimization.
The addition of multiple points per optimization cycle has also been explored [48–50].
Viana and Haftka and later Chaudhuri et al. developed an algorithm for adding several
points per optimization cycle based on approximated computation of the probability of
improvement (the probability of being below a target value) [13, 51]. Comparing their results
with traditional sequential based optimization with kriging, they were able to deliver better
results in a fraction of the optimization cycles using this algorithm.
2.5 Integrated Thermal Protection System Test Case Description
This section describes the main test case that is used to illustrate the methodologies
presented in this proposal. The integrated thermal protection system was used as an
illustrative example in the articles in Refs. [52–57].
2.5.1 Integrated Thermal Protection System
Large portions of the exterior surface of many space vehicles are devoted to providing
protection from the severe aerodynamic heating experienced during ascent and atmospheric
reentry. Traditionally, thermal protection systems (TPS) do not provide structural support
functions, and are added to only to protect the underlying structure, thereby adding to the
launch weight. This is the case with the TPS of the Apollo, Space Shuttle Orbiter, and X-33
VentureStar. A proposed integrated thermal protection system (ITPS) provides structural
load bearing function in addition to its insulation function, and in so doing provides a chance
to reduce launch weight.
One proposed ITPS design is the corrugated core sandwich structure, which is illus-
trated in Fig. 2-1. This design evolved from studies for reusable launch vehicles (RLV) and
evolved towards robust metallic TPS concepts [58–60], which been the subject of several
studies [61–63]. These studies have shown that this design should be an adequately robust,
weight-efficient, load-bearing structure.
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Figure 2-1. Corrugated core sandwich panel ITPS concept
The design consists of a top face sheet and webs made of titanium alloy (Ti-6Al-4V),
and a bottom face sheet made of beryllium (grade S200-F, vacuum hot pressed). Saffil R©
foam is used as insulation between the webs. The material properties are assumed to
be normally distributed (with the exception of the density of the insulation foam), with the
nominal values and coefficient of variations given in Table 2-1.
Table 2-1. ITPS material properties
Property Symbol Nominal CV(%)
density of titanium1 ρTi 4429
kg
m3
2.89
density of beryllium2 ρBe 1850
kg
m3
2.89
density of foam ρS 24
kg
m3
0
thermal conductivity of titanium kTi 7.6
W
m/K
2.89
thermal conductivity of beryllium kBe 203
W
m/K
3.66
thermal conductivity of foam kS 0.105
W
m/K
2.89
specific heat of titanium cTi 564
J
kg/K
2.89
specific heat of beryllium cBe 1875
J
kg/K
2.89
specific heat of foam cS 1120
J
kg/K
2.89
1 Top face sheet and web material
2 Bottom face sheet material
The relevant geometric variables of the ITPS design are also shown on the unit cell in
Fig. 2-1. The variables considered are the top face thickness (tT ), bottom face thickness (tB),
thickness of the foam (dS ), web thickness (tw), corrugation angle (θ), and length of unit cell
(2p).
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The thermal and structural requirements often conflict due to the nature of the mecha-
nisms that protect against the failure in the different modes. Examples of conflicts between
thermal and structural requirements include:
• Thin webs allow less heat to flow to the bottom face sheet, but are more susceptible to
buckling failure.
• As the depth of the ITPS is reduced, the design resists buckling better but is a poorer
insulator.
• A thick bottom face sheet increases stresses in the web, but decreases the bottom face
sheet temperature.
2.5.2 Thermal and Structural Analysis
Thermal analysis of the ITPS was performed using 1-D heat transfer equations on a
model of the unit cell. The heat flux incident on the top face sheet of the panel is highly
dependent on the vehicle shape as well as the vehicle’s trajectory. As in previous studies by
Bapanapalli [61], incident heat flux on a Space Shuttle-like vehicle was used. A large portion
of the heat is radiated out to the ambient by the top face sheet, and the remaining portion is
conducted into the ITPS. We consider the worst-case scenario where the bottom face sheet
cannot dissipate heat by assuming the bottom face sheet is perfectly insulated. Also, there
is no lateral heat flow out of the unit cell, so that heat flux on the unit cell is absorbed by that
unit cell only. For an in-depth description of the model and boundary conditions, the reader is
referred to the Bapanapalli and Sharma references [61, 63].
The maximum temperature of the bottom face sheet of the ITPS panel is calculated
using the quadratic response surface developed by Villanueva et al. [53] by a process similar
to that of Gogu et al. [62], using the MATLAB toolbox developed by Viana [64]. It is a function
of the previously described geometric variables and the density, thermal conductivity, and
specific heat of titanium alloy, beryllium, and Saffil R© foam.
The maximum von Mises stress in the web was also found using an analysis in Abaqus,
at the time when the temperature difference between the top and bottom face sheets was
maximum. A quadratic response surface of the maximum von Mises stress in the web
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was developed as a function of the geometry, Young’s modulus, Poisson’s ratio, and the
coefficient of thermal expansion. The overall buckling of the web is assumed to be Euler
buckling. It is modeled as a function of the web thickness and width of the foam, along with
the coefficient of thermal expansion and Young’s modulus of the web material to represent a
load due to the temperature difference between the top and bottom.
The mass per unit area m of the ITPS is calculated using Eq.(2–9) where ρT , ρB, and ρw
are the densities of the materials that make up the top face sheet, bottom face sheet, and
web, respectively.
m = ρT tT + ρBtB +
ρwtwdS
p sin θ
(2–9)
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CHAPTER 3
INCLUDING THE EFFECT OF FUTURE TESTS AND REDESIGN IN RELIABILITY
CALCULATIONS
It is common to test components after they are designed and redesign if necessary. The
reduction of the uncertainty in the probability of failure that can occur after a test is usually
not incorporated in reliability calculations at the design stage. This reduction in uncertainty
is accomplished by additional knowledge provided by the test and by redesign when the test
reveals that the component is unsafe or overly conservative. In this chapter, we develop a
methodology to estimate the effect of a single future thermal test followed by redesign, and
model the effect of the resulting reduction of the uncertainty in the probability of failure. Using
assumed distributions of computation and experimental errors and given re-design rules, we
obtain possible outcomes of the future test and redesign through Monte Carlo sampling to
determine what changes in probability of failure, design, and weight will occur. In addition,
Bayesian updating is used to gain accurate estimates of the probability of failure after a test.
These methods are demonstrated through a future thermal test on an integrated thermal
protection system. We observe that performing redesign following a single future test can
reduce the probability of failure by orders of magnitude, on average, when the objective of
the redesign is to restore original safety margins. Redesign for a given reduced probability of
failure allows additional weight reduction.
3.1 Motivation for Examining Future Tests and Redesign
Traditionally, aerospace structures have been designed deterministically, employing
safety margins and safety factors to protect against failure. After the design stage, most
components undergo tests, whose purpose is to validate the model and catch unacceptable
designs and redesign them. After production, inspection and manufacturing are done to en-
sure safety throughout the lifecycle. In contrast, probabilistic design considers uncertainties
to calculate the reliability, which allows the trade-off of cost and performance.
In recent years, there has been a movement to quantify the effect of uncertainty
reduction measures, such as tests, inspection, maintenance, and health monitoring, on
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the safety of a product over its life cycle. Much work has been completed in the areas of
inspection and maintenance for structures under fatigue [4–7]. Studies by Acar et al. [2]
investigated the effects of future tests and redesign on the final distribution of failure stress
and structural design with varying numbers of tests at the coupon, element, and certification
levels. Golden et al. [65] proposed a method to determine the optimal number of experiments
required to reduce the variance of uncertain variables. Sankararaman et al. [8] proposed
an optimization algorithm of test resource allocation for multi-level and coupled systems.
A method to simultaneously design a structural component and the corresponding proof
test considering the probability of failure and the probability of failing the proof test was
introduced by Venter and Scotti [66].
Most aerospace components are designed using a computational modeling technique,
such as finite element analysis. We expect some error, often labeled as epistemic uncer-
tainty (associated with lack of knowledge), in the modeled behavior. The true value of this
error is unknown, and thus we consider this lack of knowledge to lead to an uncertain future.
Tests are performed to reduce the error, thus narrowing the range of possible futures through
the knowledge gained and the correction of unacceptable futures by redesign.
In this study, we examine the effect of a single future thermal test followed by possible
redesign on the reliability and weight of an integrated thermal protection system (ITPS).
A description of the integrated thermal protection system is presented in Sec. 2.5.1. An
experiment that finds the bottom face sheet temperature of a small ITPS panel is usually
conducted in a vacuum chamber with heat applied to the top face sheet by heat lamps. The
sides of the panel are typically surrounded by some kind of insulation to prevent lateral heat
loss. The temperature of the bottom face sheet is found with thermocouples embedded into
or in contact with the lower surface of the bottom face sheet. The thermal test considered
in this study measures the maximum temperature of the bottom face sheet, which is critical
due to its proximity to the underlying vehicle structure. A design is considered to have failed
thermally if it exceeds the maximum allowable temperature.
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In previous work on the optimization of the ITPS, Villanueva et al. [53] used probability of
failure calculations that considered only the variability in geometric and material parameters
and error due to shortcomings in the analytical model. Expanding on those studies, we
include the information gained from a test in a temperature estimate, the reduction in
uncertainty resulting from the test, and the ability of the test to guide redesign for dangerous
or overly conservative designs. Thereby, the objective of this chapter is to:
1. Present a methodology to both predict and include the effect of a future redesign
following a test during the design stage
2. Illustrate the ability of a test in combination with redesign to reduce the probability of
failure even when a test shows that the design is computationally unconservative
3. Examine the overall changes in mass resulting from redesign based on the future test
The uncertainty model and probability of failure calculations are described in Section
3.2. Section 3.3 continues with the methodology to calibrate the computational model based
on a test and includes redesign based on the test. The method to simulate future tests is
summarized in Section 3.4. Section 3.5 presents an illustrative example that details the effect
of including the test and redesign in probability of failure calculations.
3.2 Uncertainty Modeling
3.2.1 Classification of Uncertainties
Oberkampf et al. [1] provided an analysis of different sources of uncertainty in engineer-
ing modeling and simulation, which was simplified by Acar et al. [2]. We use classification
similar to Acar’s to categorize types of uncertainty as errors (uncertainties that apply equally
to every ITPS) or variability (uncertainties that vary in each individual ITPS). We further
describe errors as epistemic and variability as aleatory. As described by Rao et al. [67], the
separation of the uncertainty into aleatory and epistemic uncertainties allows more under-
standing of what is needed to reduce the uncertainty. Tests reduce errors by allowing us to
calibrate analytical models. For example, testing can be done to reduce the uncertainty in
failure predictions due to high stresses. Variability can be reduced by lowering tolerances in
38
manufacturing. Variability is modeled as random uncertainties that can be modeled proba-
bilistically. In contrast, errors are fixed for a given ITPS and are largely unknown, but here
they are modeled probabilistically as well.
Variability in material properties and construction of the ITPS leads to variability in
the ITPS thermal response. More specifically, we will have variability in the calculated
temperature due to the input variabilities. We simulate this process with a Monte Carlo
simulation (MCS) that generates values of the random variables r based on an estimated
distribution and calculates the bottom face sheet temperature Tcalc for each, generating the
probability distribution function. The calculated temperature distribution that reflects the
random variability is denoted fcalc(T ). In estimating the probability of failure, we also need to
account for the modeling or computational error. We denote this computational error by ec,
where ec is modeled as a uniformly distributed random variable within confidence limits the
in the computational model as defined by the analyst. Unlike the variability, the error has a
single value, and the uncertainty is due to our lack of knowledge.
For a given design given by d and r, the possible true temperature TPtrue can be found by
Eq.(3–1) in terms of possible computational errors ec. The sign in front of ec is negative so a
positive error implies a conservative calculation, meaning it overestimates the temperature.
TPtrue(d, r, ec) = Tcalc(d, r)(1 − ec) (3–1)
Since the analyst does not know ec and it is modeled as a random variable, we can
form a distribution of the possible true temperature, denoted as fPtrue(T ). To illustrate
the difference between the true distribution of the temperature ftrue(T ) and possible true
distribution fPtrue(T ), let us consider a simple example where the calculated temperature
of the nominal design is 1, the true temperature is 1.05, and the computational error is
uniformly distributed in the range [-0.1,0.1]. The possible true temperature without variability
are uniformly distributed in [0.9,1.1] by Eq.(3–1). Now, let us consider an additional variability
in the temperature due to manufacturing tolerances in the range [-0.02, 0.01], such that
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Tcalc(d, r) is uniformly distributed in the range [0.98,1.01]. Finally, the true temperature will
vary from [1.03,1.06] as ftrue(T ), and the possible true temperature from [0.882, 1.111] as
fPtrue(T ).
Figure 3-1 illustrates how we arrive at the distribution fPtrue(T ). The input random
variables have initial distributions, denoted as finp(r), and these random variables, in
combination with the design variables, lead to the distribution of the calculated temperature
fcalc(T ). The random computational error is applied, leading to the distribution of the possible
true temperature fPtrue(T ), which has a wider distribution than fcalc(T ).
Figure 3-1. Illustration of the variability of the input random variables, calculated value,
computational error, and resulting distribution of possible true temperature
As previously noted, ec is modeled as a random variable not because it is random,
but because its value is unknown to the analyst. To emphasize this point, the actual true
temperature is known only when we know the actual value of ec as ec,true as illustrated in
Eq.(3–2).
Ttrue(d, r) = Tcalc(d, r)(1 − ec,true) (3–2)
Again, these true values are unknown to the analyst. This distinction between true values
and analyst-estimated, possible true values is important and will be a point of comparison
throughout this chapter.
Figure 3-2 shows an example of the probability distribution of the true temperature
ftrue(T ), as well as the probability density functions (pdf) of fcalc(T ) and fPtrue(T ). For this
example, we modeled the variability in the material properties and variability in geometry
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with normal distributions, and the computational error with a uniform distribution. The plots of
each pdf show the probability of exceeding the allowable temperature Tallow, represented by
the area where the temperature exceeds the allowable.
Figure 3-2. Illustration with unconservative calculation of temperature. When including the
error in the estimate, the estimate of the probability of failure is improved.
We chose an illustration where the computational error is unconservative so the fcalc(T )
provides an underestimate of the probability of failure given by ftrue(T ). This computational
error between the mean of fcalc(T ) and the mean of ftrue(T ) is ec,true. However, since we
include ec as a random variable, we widened the distribution fcalc(T ), resulting in fPtrue(T ).
This provides a more conservative estimate of the probability that can compensate for the
unconservative calculation. Of course, when the error in the calculation is conservative, this
wide distribution will grossly overestimate the probability of failure.
3.2.2 True Probability of Failure Calculation
The true probability of failure of a design d with random variables r can be found when
the true computational error is known. This is clearly a hypothetical situation because in
reality the true computational error is not known by the analyst. Here, Monte Carlo simulation
(MCS) is used to calculate the true probability of failure. The limit state equation g is
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formulated as the difference between a capacity C and response R as shown in Eq.(3–3).
g = Tallow − Ttrue(d, r) ≡ C − R (3–3)
Since we consider failure to occur when the maximum bottom face sheet temperature
exceeds the allowable temperature Tallow, the response is Ttrue and the capacity is the
allowable temperature. The true probability of failure p f ,true is estimated with Eq.(3–4).
p f ,true =
1
N
N∑
i=1
I[g(Ci,Ri) ≤ 0] (3–4)
The indicator function I equals 1 if the response exceeds the capacity, and equals 0 for the
opposite case. The number of samples is N.
3.2.3 Analyst-Estimated Probability of Failure Calculation
Since the true computational error is unknown, the true probability of failure is unknown
as well. Because of this, the best estimate the analyst can obtain uses the calculated
temperature Tcalc and the computational error through the possible true temperature of
Eq.(3–1) to determine the estimated probability of failure with the limit state equation
formulated as in Eq.(3–5).
g = Tallow − TPtrue(d, r, ec) ≡ C − R (3–5)
Since the two types of uncertainty (computational errors and variability in material
properties and geometry) in the response are independent, Separable Monte Carlo (SMC)
sampling[28] can be used when evaluating the probability of failure. The limit state equation
can be reformulated so that the computational error is on the capacity side, and all random
variables associated with material properties and geometry lie on the response side.
g =
Tallow
1 − ec
− Tcalc(d, r) ≡ C
′ − R′ (3–6)
This analyst-estimated probability of failure p f ,analyst can then be calculated with Eq.(3–7),
where M and N are the number of capacity and response samples, respectively.
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p f ,analyst =
1
MN
N∑
i=1
M∑
j=1
I[g(C j,Ri) ≤ 0] (3–7)
3.3 Including the Effect of a Calibration Test and Redesign
We consider a test, performed for the purpose of validating and calibrating a model,
for a selected design dtest to determine the temperature of the test article Ttest. We further
assume that the test article is carefully measured for both dtest and rtest so that both are
accurately known, and that the errors in the computed temperatures due to uncertainty in the
values of dtest and rtest are small compared to the measurement errors and can be neglected.
If no errors are made in the measurements of dtest, rtest, and Ttest, then the experimental result
is actually the true temperature of the test article. We denote this error-free test temperature
Ttest,true.
Ttest,true = Ttrue(dtest, rtest) (3–8)
However, there is unknown measurement error ex, which we model as a random
variable based on our estimate of the accuracy of the test. The measured temperature Tmeas
then includes the experimental error ex,true. The experimental error could also include a
component due to the fact that rtest is not perfectly known.
Tmeas =
Ttest,true
1 − ex,true
(3–9)
Using the computational and experimental results, along with the corresponding error
estimates for the test article, we are able to refine the calculated value and its error for any
design described by the design variables d and random variables r. In this way, the result
of the single test can be used to calibrate calculations for other designs. We examine two
methods, which take different approaches in using the test as calibration. The first approach
introduces a simple correction factor based on the test result. The second uses the Bayesian
method to update the uncertainty of the calculated value for dtest based on the test result and
then transfers this updated uncertainty to other calculations as the means of calibration.
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3.3.1 Correction Factor Approach
The correction factor approach is a fairly straightforward method of calibration. Assum-
ing that the test result is more accurate than the calculated result for the test article, we scale
Tcalc for any value of d and r by the ratio of the test result to the calculated result to obtain the
corrected calculation Tcalc,corr.
Tcalc,corr = Tcalc(d, r)
(
Tmeas
Tcalc(dtest, rtest)
)
(3–10)
3.3.2 Bayesian Updating Approach
Before the test, we have an expectation of the test results based on the computational
result of dtest and rtest. We denote this distribution by f
ini
test,Ptrue
, which can be viewed as the
distribution of fPtrue(T ) of the test article with fixed random variables rtest. Furthermore, it may
be viewed as the possible true temperature distribution of the test article just before the test.
In the test, we measure a temperature Tmeas. Because of experimental error ex, the true
test result Ttest,true is not equal to Tmeas (as seen in Eq.(3–9)). The possible true value of the
test result is instead given as
T meastest,Ptrue = Tmeas(1 − ex) (3–11)
where T meas
test,Ptrue
forms the distribution of possible true test results available from the measure-
ments only. We thus have two distributions of possible true test results. One is based on the
calculated value and the distribution of the calculation error, and the other is based on the
measurement and the distribution of the measurement error.
The Bayesian approach combines these two distributions to obtain a narrower and more
informative distribution. In this formulation, the probability distribution of the possible true
temperature of the test article ftest,Ptrue(T ) is updated as
f
upd
test,Ptrue
(T ) =
ltest(T ) f
ini
test,Ptrue
(T )∫
+∞
−∞
ltest(T ) f
ini
test,Ptrue
(T )dT
(3–12)
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where the likelihood function ltest(T ) is the conditional probability density of obtaining the test
result Tmeas when the true temperature of the test article is T . That is, ltest is the probability
density of T
1−ex
evaluated at T = Tmeas.
The updated estimate f
upd
test,Ptrue
(T ) is the distribution of the updated true possible
test result T
upd
test,Ptrue
. This is used to find the distribution of the Bayesian estimate of the
computational error eBayes with Eq.(3–13).
eBayes = 1 −
T
upd
test,Ptrue
Tcalc(dtest, rtest)
(3–13)
We can then replace the possible true temperature given by Eq.(3–1) with a true
temperature that uses the Bayesian estimate of the error.
TPtrue(d, r, eBayes) = Tcalc(d, r)(1 − eBayes)(1 − eextrap) (3–14)
The additional error eextrap is included to account for the error that occurs when applying this
Bayesian estimate of the error to some design other than the test design. This extrapolation
error is further described in Sec. 3.3.2.2.
Note that it is also possible to perform the Bayesian updating by reversing the roles of
the two possible true test temperatures. That is, we could take the distribution based on the
measurement error as the initial distribution, and take the computed result as the additional
information. However, in this case the likelihood function would require repeated simulations
for different possible true temperatures, greatly increasing the computational cost.
3.3.2.1 Illustrative example of calibration by the Bayesian approach
To illustrate how Bayesian updating is used to calibrate calculations based on a single
future test, we consider a simple case where both the computational and experimental errors
are uniformly distributed. To simplify the problem, we normalize all temperatures by the
calculated temperature so that Tcalc(dtest, rtest) = 1. The error bound of the calculation is ±10%
and the error bound of the test is ±7%. The normalized test result is Tmeas = 1.05.
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In this work, we make the simplifying assumption that the likelihood function is about
Tmeas rather than T . That is, we use conditional probability of obtaining the temperature T
given the measured temperature. This allows for a uniform value of the likelihood function
where it is nonzero, which thereby results in a uniform distribution of the updated Bayesian
estimate of the computational error since the distribution of f
upd
test,Ptrue
will also be uniform.
The effect of this approximation of the likelihood function is examined in Appendix A. The
initial probability distribution f ini
test,Ptrue
(T ) and the likelihood function ltest are described by Eqs.
(3–15) and (3–16), respectively.
f initest,Ptrue(T ) =

1
0.2Tcalc(dtest ,rtest)
if
∣∣∣∣ TTcalc(dtest ,rtest) − 1
∣∣∣∣ ≤ 0.1;
0 otherwise.
(3–15)
ltest(T ) =

1
0.14Tmeas
if
∣∣∣∣T−TmeasTmeas
∣∣∣∣ ≤ 0.07;
0 otherwise.
(3–16)
Since Tcalc(dtest) = 1 and the computation error bounds are ±10%, the initial distribution
of the true temperature is f ini
test,Ptrue
(T ) = 5 on the interval (0.9, 1.1) and zero elsewhere. This
is shown in Fig. 3-3. The test result of Tmeas = 1.05 results in a likelihood of ltest = 6.803
on the interval (0.9765, 1.1235) and zero elsewhere. Equation (3–12) is used to find the
updated Ttrue distribution so that f
upd
test,Ptrue
(T ) = 8.1 on the interval (0.9765, 1.1) and zero
elsewhere.
The updated distribution shows that the true temperature is somewhere on the interval
(0.9765, 1.1). Using this temperature distribution along with the calculated value Tcalc(dtest),
the updated error distribution eBayes can be found. Through Eq.(3–13), we determine that
eBayes is uniformly distributed from -10% to 2.35%.
3.3.2.2 Extrapolation error in calibration
Figure 3-4 illustrates how the Bayesian approach is used to calibrate the calculations for
other designs described by d. Here, we consider the case when the calculated temperature
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Figure 3-3. Illustrative example of Bayesian updating showing the initial distribution (top),
initial distribution and test (middle), and updated distribution (bottom).
is linear in the design variable d, and there is no variability (random variables fixed at nominal
values).
Figure 3-4. Illustration of the calibration using Bayesian updating
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At design dtest, we have the same error scenario similar to that illustrated in Fig. 3-3.
That is, we represent the calculated temperature at dtest as a point on the solid black line,
and the error bounds about this calculation by the dotted black lines. The star represents
the experimentally measured temperature, and the error bars show the uncertainty in
this temperature. By the Bayesian approach, we obtain a corrected test temperature as
represented by the point on the grey line, as well as updated error bounds represented by
the grey dash-dot line.
However, this correction and updated error is most accurate at the test design. There-
fore, we apply an additional error, the extrapolation error eextrap, when calibrating designs
other than dtest. Note that at dtest the updated error bounds in Fig. 3-4 coincide with the error
bounds of the test. As the design becomes increasingly different from dtest, the updated error
bounds become wider.
The magnitude of eextrap is assumed to be proportional the distance between d and dtest,
such that
eextrap = (eextrap)max
‖d − dtest‖
∆dlim
(3–17)
This defines the extrapolation error so that it is maximum when the distance between d and
dtest is at limit of this distance ∆dlim and zero at the test design. The extrapolation error is a
measure of the variation of the errors in the model away from the test design. In this work,
we assume that the magnitude of eextrap is linear with the distance between d and dtest, which
would be reasonable for small changes in the design. However, we examine the effect of this
assumption in Appendix B where we use a quadratic variation.
3.3.3 Test-Corrected Probability of Failure Estimate
The corrected probability of failure p f ,analyst−corr after the test can be estimated by the
analyst using the updated error obtained from the Bayesian approach. Separable Monte
Carlo is used to calculate p f ,analyst−corr.
g =
Tallow
1 − eBayes
− Tcalc(d, r)(1 − eextrap) ≡ C − R (3–18)
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p f ,analyst−corr =
1
MN
N∑
i=1
M∑
j=1
I[g(C j,Ri) ≤ 0] (3–19)
3.3.4 Redesign Based on the Test
Two criteria for redesign are considered, each with different perspectives on the purpose
of the redesign. The first criterion is based on the agreement between the measured and
calculated values for the test article. The second criterion considers the probability of failure
estimated by the analyst.
3.3.4.1 Deterministic redesign
In deterministic redesign, redesign occurs when there is a significant difference between
the experimentally measured temperature Tmeas and the expected temperature given by the
computational model. It is assumed that the temperature given by the computational model
(Tcalc) is the desired value. Therefore, the component is redesigned to restore this original
temperature.
The deterministic redesign criterion is implemented by imposing limits on the acceptable
ratio of the measured temperature to the calculated temperature. Redesign occurs when
Tmeas
Tcalc(dtest ,rtest)
is less than the lower limit DL (conservative computational model) or exceeds the
upper limit DU (unconservative computational model).
3.3.4.2 Probabilistic redesign
In probabilistic redesign, the original structure is designed for a specified probability of
failure, and redesign is also done to achieve a specified probability of failure. It is reasonable
to select the target redesign probability p f ,target to be the same as that obtained with proba-
bilistic design. The target redesign probability of failure can also be set to make the design
safer after the test. Therefore, redesign occurs when the test-corrected probability of failure
estimate, given by Eq.(3–19) is outside the limits of the acceptable range. The lower limit of
this range is denoted PL, and the upper limit PU .
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3.4 Monte Carlo Simulations of a Future Test and Redesign
Monte Carlo simulations are used to simulate the effect of a future test for a design
described by design variables d and random variables r with the goal of simulating multiple
possible outcomes of this test. To simulate a single outcome of the future test, we first obtain
a single sample of the true computational and experimental errors.
Using the calculated value for the test design and the true computational error, we can
obtain the true temperature by Eq.(3–2). Next, the experimentally measured temperature is
found using Eq.(3–9). The choice can be made to calibrate by the correction factor approach
or the Bayesian updating approach, and, further, the choice of deterministic or probabilistic
redesign can be made.
The true and corrected analyst-estimated probabilities of failure after the test can then
be determined. At this point, the effect of only one possible outcome of the test has been
examined. The major steps and equations involved in the simulation of a single outcome of
the test are summarized in the pseudocode given in Algorithm 1 1 .
To determine another possible outcome, the true computational and experimental errors
are re-sampled and the process is repeated. Therefore, for n possible outcomes of a future
test, we sample n pairs of the errors and true probabilities of failure, n analyst-estimated
probabilities of failure after the test, and up to n updated designs. Note that there is a single
initial design, but if k of the n cases are re-designed we will end up with up to k + 1 different
designs.
3.5 Illustrative Example
In this example, we compare the probabilities of failure of an ITPS with the dimensions
and material properties of probabilistic optimum found in [53]. In that study, the optimum
1 In the implementation of this algorithm, it is assumed that all analysts performing the test
have the same value of rtest. Since each analyst accurately measured rtest,the effect of this
assumption is likely to be negligible.
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Algorithm 1 Procedure to simulate n possible true computational errors to calculate proba-
bility of failure for design d and r, and n possible outcomes of the future test with redesign for
a design described by dtest and rtest. The random variables rtest are fixed for the test. The set
of samples of r are fixed over the original design and the redesigns.
1: Sample set of values of random variables r (this set is fixed over the n possible out-
comes, and for the original design d and any redesigned d)
2: Sample n values of ec and ex
3: Calculate Tcalc(d, r) using computational model and Tcalc,test(dtest, rtest)
4: Calculate p f ,analyst by n samples of ec and Eqs. (3–6) and (3–7)
5: for i = 1→ n do
6: Set ec,true = ec(i) and ex,true = ex(i)
7: Calculate p f ,true by Eqs. (3–3) and (3–4)
8: Calculate Ttrue,test(dtest, rtest) by Eq. (3–2) and Tmeas by Eq. (3–9)
9: if Correction-Factor Calibration then
10: Calculate Tcalc,corr(d, r) by Eq. (3–10)
11: else if Bayesian Calibration then
12: Calculate eBayes by Eqs. (3–12) and (3–13), and eextrap by Eq. (3–17)
13: Update p f ,analyst−corr by n samples of ec and Eqs. (3–18) and (3–19)
14: end if
15: if Deterministic Redesign then
16: if Tmeas
Tcalc(dtest ,rtest)
< DL ||
Tmeas
Tcalc(dtest ,rtest)
> DU then
17: Redesign for (Tcalc,corr(d, r))redesign = (Tcalc(d, r))original design
18: Update p f ,true by Eqs. (3–3) and (3–4)
19: end if
20: else if Probabilistic Redesign then
21: if p f ,analyst−corr > p f ,target + PU || p f ,analyst−corr < p f ,target − PL then
22: Redesign for p f ,analyst−corr = p f ,target
23: Update p f ,true by Eqs. (3–3) and (3–4)
24: Update p f ,analyst−corr by n samples of ec and Eqs. (3–6) and (3–7)
25: end if
26: end if
27: end for
was found with constraints on the maximum bottom face sheet temperature, buckling of the
web, and maximum von Mises stress in the webs with the bottom face sheet, web thickness,
and foam thickness as the design variables. The failure considered here is exceeding the
allowable bottom face sheet temperature Tallow. All random variables are normally distributed
with the mean and coefficient of variation (CV) shown in Table 3-1.
In this example, we consider uniform distributions of the errors, with the experimental
error significantly smaller at ±3% than the computational error at ±10%, as shown in Table
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Table 3-1. ITPS variables
Variable Symbol Nominal CV(%)
web thickness tw 1.77 mm 2.89
bottom face sheet tB 7.06 mm 2.89
foam thickness ds 71.3 mm 2.89
top face sheet thickness tT 1.2 mm 2.89
half unit cell length p 34.1 mm 2.89
angle of corrugation θ 80◦ 2.89
density of titanium1 ρTi 4429
kg
m3
2.89
density of beryllium2 ρBe 1850
kg
m3
2.89
density of foam ρS 24
kg
m3
0
thermal conductivity of titanium kTi 7.6
W
m/K
2.89
thermal conductivity of beryllium kBe 203
W
m/K
3.66
thermal conductivity of foam kS 0.105
W
m/K
2.89
specific heat of titanium cTi 564
J
kg/K
2.89
specific heat of beryllium cBe 1875
J
kg/K
2.89
specific heat of foam cS 1120
J
kg/K
2.89
1 Top face sheet and web material
2 Bottom face sheet material
3-2. The original estimated probability of failure is 0.12% and the nominal mass per unit area
is 35.1 kg/m2. Since the distributions of the errors are bounded, we remove the possibility
of extreme differences between the calculated and experimentally measured values in
the simulated the future test. With these values of the errors, in the most extreme case,
the temperatures differ by approximately 13%, which occurs when the errors are sampled
at opposing bounds of the distribution (e.g. ec,true = 0.1 and ex,true = −0.03). If normal
distributions of the errors were used, this difference can become infinite.
Table 3-2. Distribution of errors
Error Distribution Bounds
ec Uniform ±10%
ex Uniform ±3%
The extrapolation error eextrap is estimated to be 2% when d is changed by ±10% from
dtest, and varies linearly with change in d.
eextrap = 0.02
‖d − dtest‖
0.1‖dtest‖
(3–20)
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It is possible to assume other relationships between of the extrapolation error and the
distance of d from dtest. In Appendix B, we examine the effect of assuming the magnitude of
eextrap is quadratic with the change in d.
In this example, we examine the benefits of including a future test by examining several
cases that include future tests, one without redesign and one with redesign based on the
future test by the process described in Section 3.4. We will examine 10,000 possible future
test outcomes (10,000 samples of the errors), and use 10,000 samples of the random
variables. Therefore, the true probability of failure is calculated with 10,000 samples each of
the response and capacity, whereas the analyst-estimated probability of failure is calculated
with 10,000 samples of the capacity and 10,000 of the response by separable Monte Carlo.
To reduce the effect of noise, the set of 10,000 random variables was held constant through
each of the 10,000 possible future test outcomes.
3.5.1 Future Test without Redesign
Using the 10,000 possible outcomes of the single future test, we can estimate the
effectiveness of the Bayesian approach by comparing three cases. In the first case, the
analyst accepts Tcalc as the best estimate of the test article temperature. In the second, the
analyst accepts Tmeas. In the third, the analyst accepts TBayes where TBayes is the temperature
with the maximum likelihood in the updated distribution . Since this example simplifies the
likelihood function (see Section 3.3.2.1) so that the updated distribution is uniform, we take
the mean the distribution as TBayes. We compare the absolute error of each from the true
temperature in Table 3-3.
Table 3-3. Comparing absolute true error when using Tcalc, Tmeas and TBayes as the test article
temperature
T compared Mean error (%) Standard deviation of error (%)
Tcalc 5.0 2.9
Tmeas 1.5 0.8
TBayes 1.3 0.8
These results show that the Bayesian approach provides the analyst with the most
accurate estimate of Ttrue for the test article. Accepting Tmeas results in a slightly increased
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error and accepting only the original Tcalc has the worst error with a mean value of 5%. Table
3-4 shows the in which number of occurrences the comparison temperature is closer to the
true temperature compared to another temperature out of the 10,000 possible outcomes It
Table 3-4. Number of occurrences in which the comparison temperature is closer to the true
temperature compared to another temperature out of 10,000 possible outcomes
Comparison Temperature
TBayes Tmeas Tcalc
(# of occurrences)
Better than Tcalc 8490 8490 –
Better than Tmeas 1964 – 1507
Better than TBayes – 998 1507
Better than all temperatures 1962 997 1507
Equal to Tcalc 2 2 –
Equal to Tmeas 7038 – 2
Equal to TBayes – 7038 2
was observed that accepting either TBayes or Tmeas instead of Tcalc was better in 8490 cases.
Of these cases, TBayes and Tmeas were equal in 5531. In the remainder of the 7038 times
TBayes and Tmeas were equal (1507 cases), accepting Tcalc was better.
In addition, we can compare the analyst-estimate probability of failure to the true
probability of failure. These results are given in Table 3-5. We observe that the mean true
probability of failure is equal to that of the original estimated probability of failure before the
test. This result is not unexpected as we did not allow redesign, thus preventing any changes
in design and thus the probability of failure.
Table 3-5. Probabilities of Failure without Redesign (using Bayesian Correction)
Parameter Mean Standard Deviation Minimum Maximum
p f ,true (%) 0.12 0.39 0 2.00
p f ,analyst−corr (%) 0.12 0.27 0 1.93
It is important to note that 8884 out of the 10000 possible outcomes show that the true
probability of failure is less than the original estimate of the probability of failure. In fact, the
median true probability of failure is zero, and is zero up to the 85th percentile. A summary of
the percentiles is shown in Table 3-6.
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Table 3-6. Summary of the percentiles of the true probability of failure without redesign
Percentiles
25% 50% 75% 88.8% 90% 95% 97.5%
p f ,true (%) 0 0 0 0.15 0.20 1.10 1.80
Based on the large number of true probability of failures that are zero, it would be
expected that if redesign were implemented to restore the original estimated probability of
failure, most redesigns would increase the probability of failure.
3.5.2 Redesign Based on Test
In this section, we examine the effect of deterministic and probabilistic redesign for the
example. These two redesign methodologies are described in Sec. 3.3.4.
3.5.2.1 Deterministic redesign
We chose deterministic redesign to occur when the ratio Tmeas
Tcalc(dtest ,rtest)
is greater than 1.05
(unconservative computational model) or less than 0.95 (conservative computational model).
We consider one design variable, the foam thickness ds. This variable was chosen since it
has a large impact on the bottom face sheet temperature. The results including deterministic
redesign are given in Table 3-7.
Table 3-7. Calibration by the correction factor approach with deterministic redesign.
Parameter Original Mean Standard Deviation Minimum Maximum
dS (mm) 71.3 71.5 1.2 44.8 99.4
mass (kg/m2) 35.1 35.1 2.8 28.9 41.6
p f ,true (%) 0.12 0.0007
12 0.009 0 0.20
1 Of the 10000 possible outcomes of the future test, 4964 required redesign.
Conservative cases account for 2425 of the redesigns, and unconservative
cases account for 2539.
2 99.3% of true probability failures are below the mean.
These results show that the true probability of failure is greatly reduced when redesign
is allowed. In addition, the standard deviation is also reduced. Since the redesign is sym-
metric, it does not cause much change in the average mass. The reason for this drastic
reduction in probability of failure is the substantial reduction in error that allowed us to re-
design all the designs that had a probability of failure above 0.12%. So while the system was
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designed for a probability of failure of 0.12%, it ended up with a mean probability of failure of
0.0007%.
However, we note a large standard deviation in ds, with the minimum and maximum
values quite different from the design value of 71.3 mm. In practice, the redesign may not
be allowed to be this drastic. Therefore, we also examine the case where the bounds of the
redesigned ds are restricted to ±10% of the original nominal dS . These results are given in
Table 3-8.
Table 3-8. Calibration by correction factor with deterministic redesign, bounds of redesigned
ds restricted to ±10% of original ds
Parameter Original Mean Standard Deviation Minimum Maximum
dS (mm) 71.3 71.4 0.5 64.1 78.4
mass (kg/m2) 35.1 35.1 1.2 33.4 36.7
p f ,true (%) 0.12 0.0007 0.009 0 0.20
We observe that restricting the bounds of dS does not change the true probability of failure,
and does not cause a significant change in the average mass.
3.5.2.2 Probabilistic redesign
The initial design does not necessarily meet the reliability requirements of the designer.
It can be, for example, a candidate design in a process of design optimization. When it
comes to probabilistic redesign, one may examine re-design to the mean probability without
redesign or to a target probability. Here we assume the latter, and we examine cases where
the target redesign probability is p f ,target = 0.01% with and without bounds on ds. Here, we
require redesign to occur when the estimated probability of failure is not within ±50% of the
target. We require that all unconservative (dangerous) designs above the 50% threshold be
redesign but reject the redesign of overly conservative cases if its mass does not decrease
by at least 4.5%. Since only one design variable, the foam thickness, is considered, a
decrease in mass can only result from a decrease in foam thickness, which causes an
increase in temperature. The results are shown in Table 3-9.
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Without bounds on the redesigned ds, we observe that the analyst-estimated target
probability of failure is close to the target of 0.01%. It is also observed that there is a signif-
icant reduction in mass (4% reduction) and a reduction in the original mean true probability
of failure from 0.12% to 0.003%. The analyst is able to estimate this true probability of failure
with reasonable accuracy.
When we include the bounds on ds, the true probability of failure is unable to converge
to the target probability of failure, but there is better agreement between the analyst-
estimated probabilities of failure and the true value. This is due to the inclusion of the
extrapolation error in the probability of failure in the redesign process. We also observe a
1.7% reduction in mean mass from the original value.
On a final note, we recognize that the large percentage of redesigns is undesirable. This
percentage can be greatly reduced by less stringent redesign rules while still having very low
probabilities of failure.
3.6 Summary and Concluding Remarks
This study presented a methodology to include the effect of a single future test followed
by redesign on the probability of failure of an integrated thermal protection system. Two
methods of calibration and redesign based on the test were presented. We observed that
the deterministic approach, which represents current design/redesign practices, leads to a
greatly reduced probability of failure after the test and redesign, a reduction that usually is
not quantified.
The probabilistic approach includes the Bayesian technique for calibrating the temper-
ature calculation and re-design to a target probability of failure. It provides a way to more
accurately estimate the true probability of failure after the test. In addition, it allows us to
trade weight against performing additional tests.
Though the methodology is presented in the context of a future thermal test and
redesign on the ITPS, the methodology is applicable for estimating the reliability of almost
any component that will undergo a test followed by possible redesign. Given a computational
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model, uncertainties, errors, and redesign procedures, along with the statistical distributions,
the procedure of simulating the future test result by Monte Carlo sampling, calibration, and
redesign can be readily applied.
This study brought to light many tunable parameters in the test, such as the bounds on
the design variables, the target probability of failure for redesign, and the redesign criterion
itself. By including these parameters into the optimization, we will not only optimize the
design but optimize the test as well. This work is the focus of Ch. 4.
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Table 3-9. Calibration by the Bayesian updating approach with probability of failure based redesign
(p f ,target = 0.01%)
Restriction on redesigned ds Parameter Original Mean Standard Deviation Minimum Maximum
No bounds
dS (mm) 71.3 65.3 8.9 47.5 77.7
mass (kg/m2) 35.1 33.7 2.1 29.5 36.5
p f ,true (%) 0.12 0.003
12 0.016 0 0.100
p f ,analyst−corr (%) 0.12 0.007 0.004 0 0.015
Within ±10% of dtest
dS (mm) 71.3 68.8 5.1 64.1 77.7
mass (kg/m2) 35.1 34.5 1.2 33.4 36.5
p f ,true (%) 0.12 0.003 0.016 0 0.100
p f ,analyst−corr (%) 0.12 0.003 0.005 0 0.015
1 Of the 10,000 possible outcomes of the future test, 7835 are redesigned. With the requirement of a 4.5%
decrease in mass, 5126 of the 7001 conservative models (p f ,analyst < p f ,target) are redesigned. For unconser-
vative designs, 2709 are redesigned.
2 97.4% of true probabilities of failure are below the mean.
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CHAPTER 4
ACCOUNTING FOR FUTURE REDESIGN TO BALANCE PERFORMANCE AND
DEVELOPMENT COSTS
As seen in the previous chapter, most components undergo tests after they are de-
signed and are redesigned if necessary. Tests help designers find unsafe and overly con-
servative designs, and redesign can restore safety or increase performance. In general, the
expected changes to the performance and reliability of the design after the test and redesign
are not considered. In this chapter, we explore how modeling a future test and redesign
provides a company an opportunity to balance development costs versus performance by
simultaneously designing the design and the post-test redesign rules during the initial design
stage. Due to regulations and tradition, safety margin and safety factor based design is
common practice in industry as opposed to probabilistic design. In this chapter, we show that
it is possible to continue to use safety margin based design, and employ probability solely to
select safety margins and redesign criteria. In this study, we find the optimum safety margins
and redesign criterion for an integrated thermal protection system. These are optimized in
order to find a minimum mass design with minimal redesign costs. We observed that the
optimum safety margin and redesign criterion call for an initially conservative design and use
the redesign process to trim excess weight rather than restore safety. This would fit well with
regulatory constraints, since regulations usually impose minimum safety margins.
4.1 Motivation for Accounting for Future Redesign
The previous chapter described a method to simulate these possible futures including
test and redesign, and studied the effect of a single future thermal test followed by redesign
on the initial reliability estimates of an integrated thermal protection system (ITPS). Monte
Carlo sampling of the assumed computational and experimental errors was used to sample
future test alternatives, or the possible outcomes of the future test. Using the future alterna-
tives, the methodology included two methods of calibration and redesign. It was observed
that the deterministic approach to calibration and redesign, which acted to restore the orig-
inal (designed) safety margin, led to a greatly reduced probability of failure after the test
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and redesign, a reduction that usually is not quantified. A probabilistic approach was also
presented, which provided a way to more accurately estimate the probability of failure after
the test, while trading off weight against performing additional tests. Matsumura et al. [68]
extended the methodology to include additional failure modes of the ITPS.
In this chapter, we show that modeling future redesign provides a company with the
opportunity to trade off development costs (test and redesign) and performance (mass) by
designing the initial design criteria and the redesign rules. As regulations and tradition drive
companies to use traditional deterministic design with safety margins and safety factors, we
limit ourselves to deterministic design and redesign processes. The probabilistic approach
can be limited to select safety margins and redesign criteria. This is a two-stage stochastic
optimization problem [69], a type of problem which has been studied extensively in the area
of process planning under uncertainty [70, 71]. Here, in the first stage, a decision is made
about the initial design before the test (i.e., an initial optimum design is found) and then
decisions are taken based on the updated information from the test result (i.e., to redesign or
not) in the second stage.
The following section of the chapter will provide a brief description of the test problem,
the integrated thermal protection system. In Sec. 4.3, the process of test and redesign
is described in detail. Section 4.4 provides a detailed description of the uncertainties
considered in this study, and Sec. 4.5 describes how these uncertainties are used to obtain
a distribution of the probability of failure. In Sec. 4.6, the process of simulating the future test
and redesign for a single candidate design is described. An illustrative example is provided in
Sec. 4.7.
4.2 Integrated Thermal Protection Shield Description
Figure 4-1 shows the ITPS panel that is studied, which is a corrugated core sandwich
panel concept. The design consists of a top face sheet and webs made of titanium alloy
(Ti-6Al-4V), and a bottom face sheet made of beryllium. Saffil R© foam is used as insulation
between the webs. The relevant geometric variables of the ITPS design are also shown
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Figure 4-1. Corrugated core sandwich panel ITPS concept
on the unit cell in Figure 4-1. These variables are the top face thickness (tT ), bottom face
thickness (tB), thickness of the foam (dS ), web thickness (tw), corrugation angle (θ), and
length of unit cell (2p). The mass per unit area is calculated using Eq.(2–9).
m = ρT tT + ρBtB +
ρwtwdS
p sin θ
(2–9)
where ρT , ρB, and ρw are the densities of the materials that make up the top face sheet,
bottom face sheet, and web, respectively. In this chapter, the material properties used are
the same as listed in Table 3-1, but the density and the thermal conductivity values of the
materials are correlated as shown in Table 4-1.
Table 4-1. Correlated random variables
Variable Correlation Coefficient
density of titanium
0.95
thermal conductivity of titanium
density of beryllium
0.95
thermal conductivity of beryllium
density of foam
0.95
thermal conductivity of foam
In this study, we again consider thermal failure to occur when the temperature of the
bottom face sheet exceeds an allowable temperature, and assume that tests of the structure
will be conducted to verify the design. Observed data from the test is used to calibrate errors
in analytical calculations.
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4.3 Analysis and Post-Design Test with Redesign
It is assumed that an analyst has a computational model by which to calculate the
change in the temperature of the bottom face sheet of the ITPS, ∆Tcalc, for a design de-
scribed by design variables d and random variables r. The randomness is due to variabilities
in material properties, manufacturing, and environmental effects. Using ∆Tcalc, the calculated
temperature is defined as
Tcalc(d, r, v0) = T0(1 − v0) + ∆Tcalc(d, r) (4–1)
where T0 is the initial temperature of the bottom face sheet, which also has variability
represented by v0.
The design is obtained via a deterministic optimization problem which requires that the
calculated temperature be less than or equal to some deterministic allowable temperature
T det
allow
by some a safety margin S ini as shown in Eq.(4–2). Traditionally, the value of this safety
margin is determined by regulations and past experience.
min
d={tw,tB,dS }
m(d)
subject to T0 + ∆Tcalc(d, rnom) + S ini ≤ T
det
allow
tw,L ≤ tw ≤ tw,U
tB,L ≤ tB ≤ tB,U
dS ,L ≤ dS ≤ dS ,U
(4–2)
Note that for the deterministic design, the random variables are held at the nominal value
rnom and the variability in the initial temperature is zero. The subscripts L and U on the
design variables represent the lower and upper bounds, respectively. The solution of the
optimization problem is denoted as d∗ini.
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After the design stage, a test is conducted to verify the chosen design. The test is
performed on a test article described by dtest (possibly slightly different than d
∗
ini due to man-
ufacturing tolerances) and rtest
1 , and an experimentally measured change in temperature,
∆Tmeas, is found. For this test design, ∆Tcalc(dtest, rtest) and Tcalc(dtest, rtest) are also calculated.
As a means of calibration, the experimentally measured and calculated temperatures
can be used in the form of a correction factor θ for the computational model. That is, the
corrected calculated temperature is given as
Tcalc,corr(d, r, v0) = T0(1 − v0) + θ∆Tcalc(d, r)
where θ =
∆Tmeas
∆Tcalc(dtest ,rtest)
(4–3)
Note that this results in an updated distribution of the corrected-calculated temperature.
Should the test result show that a design is unacceptable, redesign occurs. The criterion
for redesign is based on the safety margin of the corrected calculated temperature of the
original design. The lower and upper limits of the safety margin of the corrected temperature
are represented with S L and S U , respectively. This is expressed as
Redesign if: S corr = T
det
allow −
(
T0 + θ∆Tcalc(d
∗
ini, rnom)
)
< S L
or S corr = T
det
allow −
(
T0 + θ∆Tcalc(d
∗
ini, rnom)
)
> S U
(4–4)
Deterministic redesign is performed so that the corrected calculated temperature of the
redesign (with the correction factor) is less than or equal to the allowable temperature by
a safety margin S re. This safety margin S re does not necessarily need to be equal to the
initial safety margin S ini. Since more information is gained from the test, the designer may
choose to design to save weight by reducing the safety margin. This can be formulated into
an optimization problem to minimize the mass given a constraint on the corrected calculated
1 It is assumed that the test article design is accurately measured such that both dtest and
rtest are known, and there is no variability in the initial temperature.
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temperature of the new redesign, where the design variables are the geometry.
min
d={tw,tB,dS }
m(d)
subject to T0 + θ∆Tcalc(d, rnom)re + S re ≤ T
det
allow
tw,L ≤ tw ≤ tw,U
tB,L ≤ tB ≤ tB,U
dS ,L ≤ dS ≤ dS ,U
(4–5)
The optimum updated design is denoted d∗
upd
.
4.4 Uncertainty Definition
As described in Ch. 3 and summarized again here, this study requires the classification
of uncertainties. Oberkampf et al. [1] provided an analysis of different sources of uncertainty
in engineering modeling and simulation, which was simplified by Acar et al. [2]. We use
classification similar to Acar’s to categorize types of uncertainty as errors (uncertainties
that apply equally to every ITPS) or variability (uncertainties that vary in each individual
ITPS). We further describe errors as epistemic and variability as aleatory. As described by
Rao et al. [67], the separation of the uncertainty into aleatory and epistemic uncertainties
allows more understanding of what is needed to reduce the uncertainty (i.e., using tests to
gain more knowledge thereby reducing the error), and trade off the value of the information
needed to reduce the uncertainty against the cost of the reduction of the uncertainty.
Variability is modeled as random uncertainties that can be modeled probabilistically.
We simulate the variability through a Monte Carlo simulation (MCS) that generates values
of the random variables r based on an estimated distribution and calculates the change in
bottom face sheet temperature ∆Tcalc. In addition, we sample the variability v0 in the initial
temperature. This forms the temperature Tcalc for each sample, generating the probability
distribution function. The calculated temperature distribution that reflects the random
variability is denoted fcalc(T ). Additionally, we have variability in the allowable temperature
Tallow. Note that in Ch. 3, the variability in Tallow and v0 were not included, and we considered
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the bottom face temperature rather that that change in temperature. The effect of this
different formulation and the additional uncertainties is discussed in Appendix D.
In contrast to variability, errors are fixed for a given ITPS and the true values are largely
unknown, so they can be modeled probabilistically as well. We have classified two sources of
error, which are described in Table 4-2.
Table 4-2. Description of Errors
Symbol Description
ec computational error due to modeling of the temperature change ∆Tcalc
ex experimental error in measuring ∆Tmeas
In estimating the temperature of a design, the error must also be considered. As
previously described, the calculated temperature distribution fcalc(T ) of the design reflects
random variability. If the true value of the computational error is known, then the true
temperature distribution, ftrue(T ), associated with fcalc(T ) is known, as shown in Fig. 4-2(a).
The true temperature still has randomness due to the variabilities.
Since the error is unknown and modeled probabilistically, we instead sample the
computational error to create several possible distributions of the true temperature
distributions, f i
Ptrue
(T ) corresponding to the ith sample of ec. This sampling is illustrated in
Fig. 4-2(b) for four samples of ec. Using the allowable temperature distribution, the proba-
bility of failure can be calculated for each sample of the computational error. This forms a
distribution of the probability of failure, which is further described in the next section.
4.5 Distribution of the Probability of Failure
The true temperature for a design described by geometric design variables d and
random variables r can be defined as
Ttrue(d, r, v0) = T0(1 − v0) + (1 − ec,true)∆Tcalc(d, r) (4–6)
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(a) Calculated, true, and allowable temperature distri-
butions
(b) Calculated, allowable, and sampled possible true
temperature distributions
Figure 4-2. Example illustrating (a) known calculated and allowable temperature distributions
and unknown true distribution, (b) 4 possible true temperature distributions
obtained by sampling of 4 values of ec
The limit state for the probability of failure takes into account the variability in the
allowable temperature2 along with the distribution of the true temperature. The limit state
equation g is formulated as the difference between a capacity C and response R as shown in
Eq.(4–7).
2 The absence of the superscript “det” for Tallow denotes the allowable temperature with
variability to distinguish it from the deterministic allowable temperature T det
allow
.
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gtrue = Tallow − Ttrue(d, r, v0) = C − R (4–7)
Using the limit state equation, the probability of failure is calculated using Separable
Monte Carlo [28]. The probability of failure p f is calculated with Eq.(4–8), where M and N
are the number of capacity and response samples, respectively. The indicator function I is 1
if the g is less than zero and 0 otherwise.
p f =
1
MN
N∑
i=1
M∑
j=1
I[gtrue(C j,Ri) < 0] (4–8)
As described in the previous section, a distribution of the probability of failure can be
formed by sampling the computational error for ec,true and calculating the probability of failure
for each sample. Therefore, for n samples of ec,true there are n probability distributions ftrue(T )
from which we can calculate n p f values. Recall that each sample represents a possible
future for the design. From these n values, we can calculate the mean and 95th percentile
of the probability of failure. The following section will describe this process of sampling the
errors to simulate the future alternatives.
4.6 Simulating Future Processes at the Design Stage
Monte Carlo sampling of the true values of the computational and experimental errors
from the assumed error distributions is used to simulate the future test and redesign alterna-
tives for the initial optimum design d∗ini. The steps to simulate a single alternative of the future
test with possible redesign, which has been simplified and adapted from Algorithm 1 to fit the
work in this chapter, are listed below:
1. Sample set of errors ec and ex from assumed distributions (from this, the “before
redesign” probability of failure using the ec sample can be calculated)
2. Use the true ec and ex samples to simulate a test result and correction factor θ (Eq.(4–
3) with further details in Appendix C)
3. Apply the correction factor based on the test result to ∆Tcalc (Eq.(4–3))
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4. Calculate the safety margin with the corrected temperature and evaluate if redesign is
necessary based on S L and S U (Eq.(4–4)), then redesign, if necessary (Eq.(4–5))
5. If redesign took place, calculate the mass and probability of failure for this alternative
To simulate another alternative future, the true errors are re-sampled and the process
is repeated. For n possible future alternatives, we sample n sets of the errors, and obtain n
true probabilities of failure and up to n updated designs (with n mass values). With these n
values, we can calculate the mean and 95th percentile of the probability of failure and mass.
In how many futures we will need to redesign is determined by the the window defined by
S L, S U . If a redesign is needed, the updated design will be determined by the choice of
safety margin S re required in redesign. Figure 4-3 illustrates how the distribution of Tcalc,corr,
probability of failure, and mass changes with redesign for a given S ini, S re, S L, and S U for n
alternative futures.
If the choice of the safety margin and redesign window lead to k redesigns, the probabil-
ity of redesign pre is
pre =
k
n
× 100% (4–9)
Figure 4-4 displays the above process, and the calculation of the mean mass, mean
probability of failure, and 95th percentile of the probability of failure of a candidate design,
for n alternative futures In this figure, a test is performed from which the correction factor
θ is obtained. The corrected safety margin is then used to determine if redesign should be
performed based on the redesign criterion. If redesign is required, then the design given
the redesign safety margin is found, and the mass and probability of failure are calculated.
Otherwise, the original mass of the design and probability of failure is calculated. After this is
repeated for the n alternatives (i.e., n θ values), the mean mass, mean probability of failure,
and 95th percentile of the probability of failure can be calculated.
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(a) Tcalc,corr before redesign (b) Tcalc,corr after redesign
(c) p f before redesign (d) p f after redesign
(e) m before redesign (f) m after redesign
Figure 4-3. Illustrative example of before and after redesign distributions of (a)-(b) Tcalc,corr,
(c)-(d) probability of failure, and (e)-(f) mass for n alternative futures for a given
S ini, S re, S L, and S U
4.7 Optimization of the Safety Margins and Redesign Criterion
4.7.1 Problem Description
The process shown in Fig. 4-4 can be thought of as the process that is used by a
designer in the design of an ITPS with a given set of safety margins (S ini and S re) and
redesign criterion (S L and S U), leading to a distribution of the future mass and probability
of failure. In this section, we explore how a company may use the probability of failure with
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Figure 4-4. Flowchart of the process to calculate the mean mass, mean probability of failure,
and 95th percentile of the probability of failure for a candidate design that
satisfies the problem in Eq.(4–10) for n future alternatives. Note that the design
variables are underlined to show their position in the process.
future redesign to choose the safety margins and redesign criterion to minimize mass and
probability of redesign. To do this, we formulate an optimization problem that minimizes
the mean mass µm and probability of redesign pre subject to constraints on the future mean
probability of failure µp f , and the 95th percentile of the probability of failure P95(p f ). The
design variables are the safety margins and redesign criterion. The formulation is shown in
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Eq.(4–10).
min
S ini,S L,S U ,S re
µm, pre
subject to (µp f )Be f oreRedesign ≤ 0.1%
(P95(p f ))Be f oreRedesign ≤ 0.5%
(µp f )A f terRedesign ≤ 0.01%
(P95(p f ))A f terRedesign ≤ 0.05%
35 ≤ S ini, S re ≤ 65
S ini − 35 ≤ S L ≤ S ini
S ini ≤ S U ≤ S ini + 35
1.24mm ≤ tw ≤ 1.77mm
4.94mm ≤ tB ≤ 7.06mm
49.9mm ≤ dS ≤ 71.3mm
(4–10)
The constraints on S ini and S re restrict the two values to be within the window of 35 to
65 K, and they are not constrained to have equal values. The lower limit is intended to reflect
a regulatory mandate, but, just in case, bounds on the before redesign probability of failure
are present to prevent designs that are largely unsafe before redesign. The constraints
on S L and S U restrict the acceptable values of the safety margin after correction to within
35 K of S ini. Note that in this chapter the design and redesign policy is optimized on the
basis of a single panel. If an optimization like that is carried out in practice, we assume that
compromise values will be used based on similar optimization for several cases.
For this problem, the computational and experimental errors were distributed as
described in Table 4-3. Given these distributions, the correction factor θ ranged from 0.85
to 1.15. The distributions of the variables with uncertainty due to variability are provided in
Appendix D.
To reduce the computational cost of simulating a future test, surrogates of the mass and
reliability index were developed. The reliability index β is related to the probability of failure
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Table 4-3. Bounds of computational and experimental errors
Error Distribution Bounds
ec Uniform ±0.12
ex Uniform ±0.03
by p f = Φ(−β), where Φ is the standard normal cumulative density function. For example,
for a probability of failure of 0.1%, the reliability index is 3.72. The development of these
surrogates is described in Appendix C.
The problem in Eq.(4–10) was solved by forming a cloud of 10,000 points using Latin
Hypercube sampling of the design variables S ini, S L, S U , and S re. For each set of design
variables, 10,000 alternative futures were sampled to obtain the distributions of the mass
and probability of failure, and the probability of redesign. The set of points that satisfied the
constraints on the probability of failure was found, and, from this set of feasible points, we
formed the Pareto front for minimum probability of redesign and mean mass after redesign.
4.7.2 Results
As a point of comparison, we first found the optimum design for minimum mass that
satisfied the “before redesign” constraints on the probability of failure. Since redesign was
not performed, the only value of interest is S ini. The minimum value of S ini = 48.9 K which
satisfied the probability constraints of a mean of 0.1% and 95th percentile of 0.5% led to
a mass of 24.7 kg/m2. In addition, we found the minimum S ini design that satisfied the
“after redesign” probability of failure constraints without actually performing redesign (i.e.,
the minimum S ini that satisfied µp f ≤ 0.01% and P95(p f ) ≤ 0.05% without any redesign).
In this case, the minimum S ini was 62.5 K for a mass of 25.3 kg/m
3 for µp f = 0.01% and
P95(p f ) = 0.05%. Plots of the probability density of the safety margin after correction (i.e.,
S corr = Tallow − Tcalc,corr) for the S ini = 48.9 K and S ini = 62.5 K cases are shown in Fig. 4-5.
Figure 4-5 shows the distribution of the corrected safety margins with the two values
of S ini. The figure also shows the value of S needed to achieve the desired probabilities of
failure (S ini = 29.7 K for µp f = 0.1% in Fig. 4-5(a) and S ini = 41.3 K for µp f = 0.01% in Fig.
4-5(b)) in the absence of epistemic uncertainty. We observed that 79% of S corr values were
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(a) S ini = 48.9K (b) S ini = 62.5K
Figure 4-5. Probability density function of the safety margin after correction for (a)
S ini = 48.9K which also displays the S ini required in the absence of epistemic
uncertainty for a mass of 23.9kg/m2 and (b) S ini = 62.5K which also displays the
S ini required in the absence of epistemic uncertainty for a mass of 24.3kg/m
2
greater than 29.7 K for S ini = 48.9 K and 84% greater than 62.5 K for for S ini = 41.3 K. This
was because the mean probability of failure was influenced disproportionally by a few large
values as the median probability of failure before redesign was 7.3e-4% for S ini = 48.9 K and
3.2e-6% for S ini = 62.5 K. The figure caption also notes that the mass required to achieve
the desired probability of failure in the absence of epistemic uncertainties was 23.9kg/m2
for 0.1% and 24.3kg/m2 for 0.01%. With the epistemic uncertainty, we required 25.3kg/m2
to compensate for the computational error, and this 1 kg/m2 or 4% penalty was what can be
reduced by more accurate computation or tests.
Allowing redesign, the Pareto front for minimum probability of redesign and mean
mass after redesign is displayed in Fig. 4-6 that satisfies the constraints of the problem in
Eq.(4–10). We observed reductions in mean mass with increasing probabilities of redesign.
The mean mass values after redesign at these points were less than the minimum mass
of 25.3 kg/m3 obtained when redesign was not allowed. At 40% probability of redesign,
the mean mass was even less than 24.7 kg/m3, the mass of the optimum design that
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satisfied the relaxed “before redesign” constraints on probability of failure (µp f ≤ 0.1% and
P95(p f ) ≤ 0.5%).
Figure 4-6. Pareto front for minimum probability of redesign and mean mass after redesign.
Feasible points in the design space are shown, along with the before-redesign
mass of the points on the Pareto front
The values of the safety margins for the designs on the Pareto front are displayed in Fig.
4-7. We observed that the initial safety margin S ini was nearly constant at approximately 63
K. The lower bound of the acceptable safety margin with correction S L remained between 28
to 32 K, for which the difference from S ini is near the upper bound of 35 K (i.e., the constraint
on the lower bound of S L is active or nearly active). This resulted in the small probability of
redesign of unconservative designs. In Fig. 4-8, which shows the percentage of the total
probability of redesign that is conservative and unconservative, we observed that this was
indeed the case, and that less than 5% of the total probability of redesign was attributed to
unconservative redesign for all points on the Pareto front.
For the upper bound on acceptable safety margin with correction S U , we observed
that the values were large (nearly 100 K) but gradually reduced to values near S ini at 65 K.
This led to the gradual increase in probability of conservative redesign as the probability
of unconservative redesign remained at low values. Thus, the probability of conservative
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(a) Initial and redesign safety margins (b) Bounds of corrected safety margin
Figure 4-7. For Pareto front for minimum probability of redesign and mean mass after
redesign, (a) initial and redesign safety margins versus total probability of
redesign and (b) bounds of the acceptable corrected safety margins versus total
probability of redesign
Figure 4-8. Percentage of conservative and unconservative redesigns of the points on the
Pareto front
redesign comprised the majority of the total probability of redesign for the designs on the
Pareto front. At the same time, we observed that the safety margin S re of the redesign
was set to values below S ini and at values less than the minimum value without tests and
redesign of 63.5 K. That is, after the test, the redesign has a smaller safety margin than
possible for the original design. This value is even less that the safety margin required to
satisfy the relaxed before redesign constraints of S ini = 48.9 K. The combined effect of
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redesigning conservative designs for a reduced safety margin was a reduction in the mean
mass while satisfying more stringent constraints on the probability of failure.
The results show that the optimal choice safety margins and redesign criterion can be
chosen based on the probability of failure that accounts for future redesign. We observe
that companies can benefit by having designers consider conservative safety margins for
the initial design, which correspond to the safety margin required to satisfy the probabilistic
constraints. The redesign criterion should then mostly result in the redesign of overly
conservative designs to trim mass by allowing a smaller safety margin for redesign (because
of additional knowledge due to the test in the correction factor), with a few unsafe designs
redesigned for safety.
4.7.3 Unconservative Initial Design Approach
While the Pareto optimal designs showed that the initial design should be conservative
with redesign performed to trim mass, we examined the trade-off in probability of redesign
and mass when starting with an initially unconservative design (i.e., an initial design that
does not satisfy the constraints of p f ). In this approach, the designer uses a smaller
safety margin to achieve a minimal weight design, relying on the test and redesign to
correct any dangerous designs. In this problem, the initial safety margin was fixed at 48.9
K (corresponding to a mass of 24.7 kg/m2) and the remaining safety margins (S re, S L, and
S U) were the design variables. The same constraints as in Eq.(4–10) were used. Figure 4-9
displays the Pareto front found with the unconservative approach, and compares the result to
the previously found results that used a conservative-first approach found in Sec. 4.7.2.
It was observed that to meet the probability of failure requirements, the probability of
redesign was at least 27% for the unconservative approach with S ini = 48.9 K. That is, the
designer must accept at least a 27% probability of redesign, which would lead to a mean
mass of approximately 25.2 kg/m2. This value of the mass is only 0.4% smaller than the
initial mass required to satisfy the probability constraints without redesign with the initially
conservative design.
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Figure 4-9. Pareto front showing the Pareto front found for the unconservative approach (with
S ini = 48.9 K) in comparison to the Pareto front with the conservative approach
(with S ini = 62.5 K)
.
Figure 4-10 displays the values of the design variables of the Pareto optimal solutions,
and Fig. 4-11 displays the breakdown of the total probability of redesign due to conservative
and unconservative designs. It was observed that redesign was primarily performed to
increase safety at the smallest probabilities of redesign (27%), increasing the redesign of
conservative designs with increasing probability of redesign.
The histogram of the mass for 10,000 alternative futures after redesign is displayed in
Fig. 4-12(a). The approximately 2% increase in the mean mass after redesign is attributed
to the large probabilities of failure associated with redesign of unconservative designs. A
breakdown of the alternative futures that resulted in the mean mass is shown in Table 4-4. It
was observed that the redesign of unconservative designs resulted in a increase of 8% in the
mean mass.
In contrast, the same mean mass of 25.2 kg/m2 after redesign can be achieved with the
conservative-first approach with a probability of redesign around 8%, and for a probability of
redesign of 27%, the mean mass is nearly 24.7 kg/m2. In this case, the reduction in mean
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(a) Initial and redesign safety margins (b) Bounds of corrected safety margin
Figure 4-10. For Pareto front for minimum probability of redesign and mean mass after
redesign with the unconservative-first approach, (a) initial and redesign safety
margins versus total probability of redesign and (b) bounds of the acceptable
corrected safety margins versus total probability of redesign
Figure 4-11. Percentage of conservative and unconservative redesigns of the points on the
Pareto front with the unconservative-first approach
mass is due to large reductions in mass in the cases that required redesign of conservative
designs. The histogram of the mass for 10,000 alternative futures is shown in Fig. 4-12(b)
and the mass and probability of redesign is detailed in Table 4-4. It was observed that the
redesign of overly conservative designs resulted in a 10% reduction in the mean mass.
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(a) Initially Unconservative (b) Initially Conservative
Figure 4-12. Histograms of mass after redesign for 10,000 alternative futures for (a) initially
unconservative design with 27% probability of redesign and (b) initially
conservative design with 8% probability of redesign.
Table 4-4. Breakdown of alternative futures for the unconservative initial design with 27%
probability of redesign and conservative initial design with 8% probability of
redesign
Outcome pre (%) Mean Mass (kg/m
2)
Initially Unconservative
No redesign 73 24.7
Unconservative 25.5 26.8
Conservative 1.5 23.5
Total 25.21
Initially Conservative
No redesign 93.5 25.3
Unconservative 2.1 25.8
Conservative 4.4 22.7
Total 25.21
1 Calculated as pnoredesignm0+(preµm)conservative+
(preµm)unconservative
Comparing this value along with the 8% increase in mass seen in the initially unconservative
case, we observed that the change in mass due to redesign is much larger than the 2%
difference in mass of the two initial designs. However, with the initially conservative design
most redesigns act to reduce the mass, whereas the mass is mostly increased in the initially
unconservative redesign cases. Therefore, the designer has a choice:
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1. use a smaller initial safety margin for an initially small mass and accept a 27% proba-
bility of redesign that will increase the mass, or
2. use a larger initial safety margin for an initially larger mass that can achieve less than
or equal to the same mass with probabilities of redesign greater than 8%.
If the test shows the component does not have to be redesigned, there would be a nearly 2%
mass penalty in using the conservative safety margin.
4.7.4 Discussion
Using the minimal safety margin for the initial design can be thought of as using safety
margins given by regulatory agencies, which provide minimum values of safety margins
and safety factors. For example, the Federal Aviation Administration has recommended
minimum design and test factors for structures on reusable launch vehicles [72]. In this work,
the values of S ini (and S re) of 35 K may be the minimum value imposed by an agency, and
the value of 48.9 K may be the current minimum value imposed by a company based on
history or experience. The results presented in the chapter show that a company may have
an incentive to impose their own safety margins, and set the design and redesign rules to
balance development costs. The results in Sec. 4.7.2 showed that probabilistic constraints
can be satisfied by first using a conservative safety margin and accepting a risk of increased
development cost through increased redesign to trim excess mass. This directly contrasts
the approach of using minimal safety margin values and redesigning based on the test result
to increase safety. Considering the possible future redesign and its cost allows the company
to make better decisions at the design stage.
4.8 Summary and Discussion on Possible Future Research Directions
In this chapter, we used the modeling of future redesign to provide a way of balancing
development costs (test and redesign costs) and performance (mass) by designing the
design and redesign rules. We observed that the presence of epistemic uncertainty led to
a mass penalty, which could be reduced by a test and redesign. Since deterministic design
employing safety margins and safety factors is common practice in industry, we showed
that safety margins and redesign criteria can be chosen using the probability of failure with
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future redesign. A study on an integrated thermal protection system showed that a minimum
mass design that satisfied probabilistic constraints can be achieved by having an initially
conservative design and a redesign criterion such that redesign is mainly performed on
overly conservative designs to trim excess mass. In contrast, we examined the trade-off in
starting with an initially small safety margin, which may be a minimum value recommended
by a regulatory agency, and using the test and redesign to correct dangerous designs.
Therefore, in this example, a company would have an incentive to use conservative safety
margins at the initial design stage, while increasing performance by implementing a redesign
criterion aimed at discovering overly conservative designs. This also provides a balance
between probabilistic design and the more traditional deterministic approach.
Possible future research includes considering the uncertainty reduction methods that
often take place after a component is designed but before a component is tested. For
example, lower fidelity methods may be used to find a starting point for the initial design.
Before a design is tested, it may be better characterized through higher fidelity modeling or
optimization in a smaller design space about this design. Both the higher fidelity modeling
and re-optimization can reduce the uncertainty in the design before a test is even performed.
Therefore, a study that models these actions and considers the subsequent uncertainty
reduction would be useful in finding the optimal balance in design and development costs
and performance.
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CHAPTER 5
DYNAMIC DESIGN SPACE PARTITIONING FOR LOCATING MULTIPLE OPTIMA: AN
AGENT-INSPIRED APPROACH
In this chapter, we explore the use of design space partitioning to tackle optimization
problems in which each point is expensive to evaluate and there are multiple local optima.
The overarching goal of the method presented is to locate all local optima rather than
just the global one. Locating multiple designs provides insurance against discovering
that late in the design process a design is poor due to modeling errors or overlooked
objectives or constraints. The proposed strategy to locate multiple candidate designs
dynamically partitions the search space among several “agents” that approximate their
sub-region landscape using surrogates. Agents coordinate by exchanging points to form
an approximation of the objective function or constraints in the sub-region and by modifying
the boundaries of their sub-regions. Through a self-organized process of creation and
deletion, agents adapt the partition as to exploit potential local optima and explore unknown
regions. This idea is demonstrated on a six-dimensional analytical function, and a practical
engineering example, the design of an integrated thermal protection system.
As part of a history on this research, the idea of working in partitioned designs spaces
was born out of an idea to decompose the problem among several agents, which act to
solve their own sub-problems and coordinate to solve the global problem. Combined with
the idea of solving these sub-problems cheaply, we then turned to the use of surrogates to
approximate expensive objective functions or constraints. Thus, we developed a method-
ology, presented in this chapter, in which an agent uses its own local surrogate to solve
the sub-problem in its sub-region. The goal was to limit the amount of information shared
between the agents, where each agent would find the best solution in its region. Later on, as
presented in the next chapter, we explored the effectiveness of using local surrogates rather
than global surrogates and also the use of partitions rather than starting optimization runs
from different points of the design space.
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5.1 Motivation and Background on Locating Multiple Optima
Many contemporary applications can be modeled as distributed optimization problems
(ambient intelligence, machine-to-machine infrastructures, collective robotics, complex
product design, etc.). Optimization processes iteratively choose new points in the search
space and evaluate their performances until a solution is found. However, a practical and
common difficulty in optimization problems is that the evaluations of new points require ex-
pensive computations. For instance, if one wants to compute a property of a complex object
(e.g. large deflections of an aircraft wing under some loading), a high fidelity computation
(e.g. finite element analysis) may be required. Therefore, many researchers in the field of
optimization have focused on the development of optimization methods adapted to expensive
computations. The main ideas underlying such methods are often the use of surrogates,
problem decomposition, and parallel computation. The use of surrogates to replace ex-
pensive computations and experiments in optimization has been well documented [40–43].
Moreover, in optimization, a common way to decompose problems is to partition the search
space [73, 74]. Furthermore, to take advantage of parallel computing, many have proposed
strategies for using multiple surrogates in optimization [9–12]. The goal of most of these
algorithms is to locate the global optimum, while trying to minimize the number of calls to
the expensive functions. Like these algorithms, we try to reduce the number the number of
calls to the expensive functions, but our main goal is to locate multiple optima as multiple
candidate designs. For real-world problems, the ability to locate many optima in a limited
computational budget is desirable as the global optimum may be too expensive to find, and
because it provides the user with a diverse set of acceptable solutions as insurance against
late formulation changes (e.g., new constraints) in the design process.
Besides the aforementioned techniques for distributing the solving process, multi-
agent optimization is an active research field proposing solutions for distinct agents to
cooperatively find solutions to distributed problems [75]. They mainly rely on the distribution
(and decomposition) of the formulation of the problem. Generally, the optimization framework
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consists of distributing variables and constraints among several agents that cooperate to set
values to variables that optimize a given cost function, like in the DCOP model [14]. Another
approach is to decompose or transform problems into dual forms that can be solved by
separate agents [15] (for problems with specific properties, such as linearity).
Here, we describe a multi-agent method in which the search space is dynamically
partitioned (and not the problem formulation) into sub-regions in which each agent evolves
and performs a surrogate-based continuous optimization. The novelty of this approach
comes from the joint use of (i) surrogate-based optimization techniques for expensive
computation and (ii) self-organization techniques for partitioning the search space and
finding all the local optima. Coordination between agents, through exchange of points and
self-organized evolution of the sub-region boundaries allows the agents to stabilize around
local optima. Like some nature-inspired niching methods [76, 77], such as particle swarm
[78–80] and genetic algorithms [81, 82], or clustering global optimization algorithms [83], our
goal is to locate multiple optima, but unlike these algorithms, our approach aims to sparingly
call the true objective function and constraints. Our multi-agent approach further (i) uses
the creation of agents for exploring the search space and, (ii) merges or deletes agents to
increase efficiency.
Additionally, the use of surrogates combined with partitioning of the design space allows
us to take advantage of local search methods by aiming to optimize using the surrogate
predictions rather than the true functions. Here, we propose a methodology that aims to
first exploit the surrogate prediction (i.e., by seeking first to minimize the function) and only
explore when no points that lead to further improvements can be found. Thus, in this method
we do not aim to explicitly balance exploitation versus exploration iterations as with most
global optimization algorithms, but instead primarily exploit, and explore through design
space partitioning and the occasional addition of space filling points.
In the following section, we discuss more deeply the motivation for multiple candidate
designs. Next, we provide some background on surrogate-based optimization. In Sec. 5.4,
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we describe the autonomous agents that perform the cooperative optimization process.
In Sec. 5.5, we present the methods of space partitioning and point allocation that are
intended to distribute local optima among the partitions while maximizing the accuracy of
the surrogate in a self-organized way – through agent creation and deletion. In Sec. 5.6 a
six-dimensional problem is tackled using our multi-agent optimizer, and in Sec. 5.7 a practical
engineering example, the design of an integrated thermal protection system, is presented.
5.2 Motivation for Multiple Candidate Designs
In optimization courses, we often tell students that defining an optimization problem
properly is the most important step for obtaining a good design. However, even experienced
hands often overlook important objective functions and constraints. There are also epistemic
uncertainties, such as modeling errors, in the objective functions and constraints definitions
that will typically perturb their relative values throughout the design space. In one case, Na-
gendra et al. [81] used a genetic algorithm to find several structural designs with comparable
weight and identical load carrying capacity. However, when three of these designs were
built and tested, their load carrying capacity was found to differ by 10%. For such reasons,
alternative local optima may be better practical solutions to a given optimization problem than
a single idealized global optimum. As advances in computer power have made it possible to
move from settling on local optima to finding the global optimum, when designing engineer-
ing systems. This usually requires search in multiple regions of design space, expending
most of the computation needed to define multiple alternate designs. Thus, focusing solely
on locating the best design may be wasteful.
In engineering design, the simulated behavior of objective functions and constraints
usually has modeling error, or epistemic uncertainty, due to the inability to perfectly model
phenomena. Modeling errors can degrade local optima or even cause them to disappear.
Let us now turn to a practical engineering design example to demonstrate the presence,
diversity, and fragility of candidate designs. Large portions of the exterior surface of many
space vehicles are devoted to providing protection from the severe aerodynamic heating
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experienced during ascent and atmospheric reentry. A proposed integrated thermal pro-
tection system (ITPS) provides structural load bearing function in addition to its insulation
function and in doing so provides a chance to reduce launch weight. Figure 5-1 displays the
corrugated-core sandwich panel concept of an ITPS, which consists of top and bottom face
sheets, webs, and insulation foam between the webs and face sheets.
Figure 5-1. Integrated thermal protection system provides both insulation and load carrying
capacity, and consequently can lead to alternative optima of similar mass but
different way of addressing the thermal and structural requirements.
The thermal and structural requirements often conflict due to the nature of the mecha-
nisms that protect against the failure in the different modes. For example, thin webs prevent
the flow of heat to the bottom face but are more susceptible to buckling and strength failure.
A reduction in foam thickness (panel depth) improves resistance against buckling of the
webs but increases heat flow. A thick bottom face sheet acts as a heat sink and reduces the
temperature at the bottom face but increases stress in the web.
These conflicts may be resolved by candidate designs in different ways. Figure 5-2
displays the infeasible and feasible regions with constraints on the temperature of the bottom
face sheet and stress in the web for the three-dimensional example, in which the web, bottom
face, and foam thicknesses were the design variables.
Three islands of feasibility are observed, in which the design is driven to protect against
different failure modes. The two minimum mass designs are in Regions 1 and 2. In Region
1, the failure is primarily from stress, because the webs are thin. This is compensated by
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Figure 5-2. Feasible regions 1-3 and infeasible regions (left) and mass objective function
represented by color (right). The two competitive optima in Regions 1 and 2 rely
on different concepts. In Region 1 the thermal function is satisfied by a thick
bottom face sheet acting as heat sink, while in Region 2 it is satisfied by thick
insulation.
reducing the length of the web by reducing the foam thickness, and to compensate for
the increase heat flow, the bottom face sheet is increased to provide a larger heat sink. In
Region 2, both failure modes are present, so that the insulation is thicker to prevent thermal
failure and the bottom face is thinner to reduce stress in the web. With both feasible regions
being rather narrow, modeling errors can easily wipe out one of these regions, so that having
both designs provides valuable insurance. Furthermore, even if modeling errors do not wipe
out Region 2 but only narrow it, this can result in substantial increase in mass, while Region
1 is more robust.
This example demonstrates the benefit of multiple candidate designs due to the
fragility designs from errors. In the following sections, the dynamic design space partitioning
algorithm is described, and a six dimensional analytical example is presented before
returning to the ITPS example in Sec. 5.7.
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5.3 Surrogate-Based Optimization
A surrogate is a mathematical function that (i) approximates outputs of a studied model
(e.g. the mass or the strength or the range of an aircraft as a function of its dimensions),
(ii) is of low computation cost and (iii) aims at predicting new outputs [84]. The set of initial
candidate solutions, or points, used to fit the surrogate is called the design of experiments
(DOE). Known examples of surrogates are polynomial response surface, splines, neural
networks or kriging.
Let us consider the general formulation of a constrained optimization problem,
minimize
x∈S⊂1n
f (x)
subject to g(x) ≤ 0
(5–1)
In surrogate-based optimization, a surrogate is built from a DOE, denoted by X that consists
of sets of the design variables x. For the design of experiments, there are the calculated
values of the objective function f and constraints g that are associated with the DOE, which
we denote as F and G, respectively. We will refer to X and its associated values of F and G
as a database.
The database is used to construct the surrogate approximation of the objective function
fˆ and the approximation of the constraint gˆ. We can approximate the problem in Eq.(5–1)
using the surrogates and formulate the problem as
minimize
x∈S⊂1n
fˆ (x)
subject to gˆ(x) ≤ 0
(5–2)
The solution to this approximate problem is denoted xˆ∗.
Surrogate-based optimization calls for more iterations to find the true optimum, and
is therefore dependent on some iteration time t. That is, after the optimum of the problem
in Eq.(5–2) is found, the true values f (xˆ∗) and g(xˆ∗) are calculated and included in the
DOE along with xˆ∗. At the next iteration, the surrogate is updated, and the optimization is
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performed again. Therefore, we denote the DOE at a time t as Xt and the associated set of
objective function values and constraint values as Ft and Gt, respectively. The surrogate-
based optimization procedure is summarized in Algorithm 2 (which also refers to a global
optimization procedure in Algorithm 3).
Algorithm 2 Overall surrogate-based optimization
1: t = 1 (initial state)
2: while t ≤ tmax do
3: Build surrogates fˆ and gˆ from (Xt,Ft,Gt)
4: Optimization to find xˆ∗ (see Algorithm 3)
5: Calculate f (xˆ∗) and g(xˆ∗)
6: Update database (Xt,Ft,Gt) ∪ (xˆ∗, f (xˆ∗), g(xˆ∗))
7: t = t + 1
8: end while
Algorithm 3 Constrained optimization procedure
1: Input: fˆ , gˆ, Xt,L
2: Output: xˆ∗
3: xˆ∗ ← argmin
x∈L
fˆ (x) subject to gˆ(x) ≤ 0
4: if xˆ∗ is near Xt or out of the search domain L then
5: xˆ∗ ← argmax
x∈S
distance(Xt)
6: end if
5.4 Agent Optimization Behavior
As stated in the introduction, our approach consists in splitting the space in sub-regions
and assigning agents to each of these sub-regions as presented in Fig. 5-3. Therefore,
Algorithm 6 can be thought of as the procedure followed by a single agent to find one point,
that will be repeating until termination. However, in the multi-agent approach we describe
here, each agent is restricted to only a sub-region of the design space, i.e., S is replaced
by a part of S. The rationale behind this idea is that each agent has an easier optimization
subproblem to solve because it searches a smaller space, which we denote as Pi for the ith
agent, and considers a simpler function. Each agent must consider only the points in its sub-
region, which are available in its internal database (Xt,Ft,Gt)i. The sub-region of an agent
is defined by the position of its center c. A point in the space belongs to the sub-region with
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the nearest center, where the distance is the Euclidean distance. This creates sub-regions
that are Voronoi cells [85]. The choice of where to place the center is discussed in the next
section. Figure 5-3 illustrates the partition of a two-dimensional space into four sub-regions
for four agents, which requires four centers. In this example, we place the centers randomly.
space partitions will be discussed in Section 5.5.
Figure 5-3. Multi-agent System overview: agents perform surrogate-based optimization in
different sub-regions of the partitioned search space based on personal
surrogates (dashed l.) and exchange points with their direct neighbors (dotted l.)
The procedure of a single agent is given in Algorithm 4. Assuming that sub-regions are
defined, each agent fits several surrogates it knows (as many different ways to approximate)
and chooses the one that maximizes the accuracy in its sub-region (line 5-9). To avoid
ill-conditioning, if more points are needed than are available to an agent, the agent asks
neighboring agents for points. The neighboring agents then communicate the information
associated with these points (lines 6–8). We define the best surrogate as the one with the
minimum cross-validation error, the partial prediction error sum of squares PRES S RMS . This
is found by leaving out a point, refitting the surrogate, and measuring the error at that point.
The operation is repeated for p points in the agent’s sub-region (disregarding any points
received from other agents) to form a vector of the cross-validation errors eXV . The value of
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PRES S RMS is then calculated by
PRES S RMS =
√
1
p
eT
XV
eXV (5–3)
Algorithm 4 Agent i optimization in its sub-region.
1: t = 1 (initial state)
2: while t ≤ tmax do
3: Update Pi = {x ∈ S s.t.||x − ci||
2 ≤ ||x − c j||
2 , j ! i}
4: Update internal database from the new space partition
5: Build surrogates fˆ and gˆ from (Xt,Ft,Gt)i
6: if Not sufficient number of points in internal database to build a surrogate then
7: Get points from other agents closest to ci
8: Build surrogates
9: end if
10: Choose best surrogate based on partial PRES S RMS error
11: Optimization to find xˆ∗ [with Algorithm 3 ( fˆ , gˆ,Xt,Pi)]
12: Calculate f (xˆ∗) and g(xˆ∗)
13: (Xt+1,Ft+1,Gt+1)i ← (X
t,Ft,Gt)i ∪ (xˆ
∗, f (xˆ∗), g(xˆ∗))
14: Update center ci (see Section 5.5.1)
15: Check for merge, split or create (see Section 5.5.2)
16: t = t + 1
17: end while
Once the agents have chosen surrogates (line 10), the optimization is performed to
solve the problem in Eq.(5–2) inside the sub-region (line 11). If the optimizer gives an
infeasible point (i.e., the point does not satisfy the constraint in Eq.(5–2) or is out of the sub-
region) or repeats an existing point, the agent then explores to find an alternate point in the
sub-region. To explore, the agent adds a point to the database that maximizes the minimum
distance from the points already in its internal database (see Algorithm 3). The true values f
and g of the iterate are then calculated (line 12), and (xˆ∗, f (xˆ∗), g(xˆ∗)) is added to the internal
database (lines 12–13).
5.5 Dynamic Design Space Partitioning
The previous section expounds the cooperative optimization process performed by
agents in a pre-partitioned space. The goal of this method is to have each agent locate a
single optimum, such that the partitioning strongly depends on the topology of the space.
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Therefore, as a part of the cooperative optimization process, we propose a self-organizing
mechanism to dynamically partition the space which adapts to the search space. By self-
organizing, we mean that agents (and therefore sub-regions) will be created and deleted
depending on the cooperative optimization process. Agents will split when points are
clustered inside a single region (creation), and will be merged when local optima converge
(deletion).
5.5.1 Moving the Sub-regions’ Centers
The method of space partitioning we propose focuses on moving the sub-regions’
centers to different local optima. As a result, each agent can choose a surrogate that is
accurate around the local optimum, and the agent can also explore the sub-region around
the local optimum. At the beginning of the process, only one agent exists and is assigned to
the whole search space. Then it begins optimization by choosing a surrogate, fitting it and
optimizing on this surrogate. As a result the agent computes a new point xˆ∗t−1. Then, the
center of the sub-region is moved to the “best” point in the sub-region in terms of feasibility
and objective function value (line 14). This is done by comparing the center at the last
iteration ct−1 to the last point added by the agent xˆ∗t−1. The center is moved to the last point
added by the agent if it is better than the current center. Otherwise, the center remains at the
previous center. For convenience, in comparing two points xm and xn, we use the notation
xm 4 xn to represent xm “is better than” xn. For two centers, instead of points x we would
consider the centers c. The conditions to determine the better of two points are given in
Algorithm 5.
5.5.2 Merge, Split and Create Sub-regions
Once an agent has added a new point in its database (line 13) and moved its center
to the best point (line 14), it will check whether to split, or to merge with other ones (line
15). Merging agents (and their sub-regions) prevents agents from crowding the same area,
allowing one agent to capture the behavior in a region. Splitting an agent is a way to explore
the space as it refines the partitioning of the space in addition to the search that each agent
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Algorithm 5 Algorithm to determining if, for two points xm and xn, xm “is better than” xn
(xm 4 xn) and vice versa. Note that for the algorithm below, the time (superscript t) is omitted
as the algorithm is valid for the comparison of any two points at any time.
1: Given f (xm), f (xn),max(g(xm)),max(g(xn))
2: if max(g(xm)) ≤ 0 & max(g(xn)) ≤ 0 then
3: // both points are feasible
4: if f (xm) ≤ f (xn) then
5: xm 4 xn
6: else
7: xn 4 xm
8: end if
9: else if max(g(xm)) ≤ 0 & max(g(xn)) > 0 then
10: // only xm is feasible
11: xm 4 xn
12: else if max(g(xm)) > 0 & max(g(xn)) ≤ 0 then
13: // only xn is feasible
14: xn 4 xm
15: else if max(g(xm)) > 0 & max(g(xn)) > 0 then
16: // both are infeasible
17: if max(g(xm)) ≤ max(g(xn)) then
18: // maximum constraint violation of xm is less thanxn
19: xm 4 xn
20: else
21: xn 4 xm
22: end if
23: end if
can perform in its sub-region. Split and merge occurs at the end of each iteration (line 15):
agents are first merged (if necessary), the points belonging to the merged agent(s) are
distributed to the remaining agents based on distance from the center of the remaining
agents’ sub-regions, and then each remaining agents examines to determine whether to split
or not.
5.5.2.1 Merge converging agents
Agents are merged (deleted) if the centers of the agents’ sub-regions are too close as
measured by the Euclidean distance between the centers. We measure the minimum Eu-
clidean distance between two centers as a percentage of the maximum possible Euclidean
distance between points in the design space. When examining the agents, the agent with the
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center with the lowest performance is deleted. For example, for agents 1 and 2, if c1 4 c2,
agent 2 is deleted. Before deletion, the deleted agent distributes its internal database points
to closest neighbors.
5.5.2.2 Split clustered sub-regions
It is desirable to create an agent if it is found that points are clustered in two separate
areas of a single agent’s sub-region, as illustrated in Fig.5-4(a). Such a situation can occur if
there are two optima in a subregion.
.
Potential clusters
Present best
solution &
Agent i’s center
(a) Potential clusters within a sub-region
.
Centers from k-means
Present best
solution &
Agent i’s center
c1
c2
(b) Clusters from k-means
.
New agent j’s center
Present best
solution &
Agent i’s center
c2
(c) Final clusters after moving centers to
present best solution and nearest data
point
Figure 5-4. Illustration of process used to create an agent j given points in a single agent i’s
sub-region.
Agents are created by using k-means clustering [86] for two clusters (k = 2) given the
points in the sub-region, where the initial guesses of the centers are the present best solution
(the current center) and the mean of the dataset. Since k-means clustering gives centers
that are not current data points as illustrated in Fig.5-4(b), we move the centers to available
data points to avoid more calls to evaluate the expensive functions. This is done by first
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measuring the distance of the centers from k-means to the present best solution, and moving
the closest center to the present best solution, as we want to preserve this solution. For the
other center, we measure the distance of the current data points to the other center, and
make the closest data point the other center. The final clustering is illustrated in Fig.5-4(c).
The result is a new agent with a center at an already existing data point, where the creating
agent retains its center at its present best solution.
This final clustering is validated using the mean silhouette value of the points in the
sub-region. The silhouette, introduced by Rousseeuw [87], is used to validate the number
of clusters, by providing a measure of the within-cluster tightness and separation from other
clusters for each data point i for a set of points. The silhouette value for each point is given
as
s(i) =
b(i) − a(i)
max{a(i), b(i)}
(5–4)
where ai is the average distance between point i and all other points in the cluster to which
point i belongs, and bi is the minimum of the average distances between point i and the
points in the other clusters. The values of si range from -1 to 1. For si near zero, the point
could be assigned to another cluster. If si is near -1, the point is misclassified, and, if all
values are close to 1, the data set is well-clustered. The average silhouette of the data points
is often used to characterize a clustering. In this work, we accept the clustering if all si are
greater than 0 and the average value of the silhouette is greater than some value.
5.5.2.3 Create new agents
The agents may reach a point where there is no improvement made by the overall
system in several iterations (i.e., the centers of all agents have remained at the same
points). For example, this can occur when each agent has located the best point in its
sub-region, the area around each best point is populated by points, each agent is driven
to explore for several iterations, and no other potential local optima are located. This can
also occur at early iterations in which the surrogates are not well-trained in the sub-region.
In order to improve exploration, a new agent is created in the design space when there is
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no improvement for n iterations (i.e., the centers of the sub-regions have not moved for n
iterations). We call this parameter the stagnation threshold. To create a new agent, a new
center is created at an already existing data point that maximizes the minimum distance
from the already existing centers, thus forming a new agent. The design space is then
repartitioned.
5.6 Six-Dimensional Analytical Example
In this section, we examine the six-dimensional Hartman function (Hartman 6) that is
often used to test global optimization algorithms.
minimize
x
fhart(x) = −
q∑
i=1
aiexp
−
m∑
j=1
bi j(x j − di j)
2

subject to 0 ≤ x j ≤ 1, j = 1, 2, . . . ,m = 6
(5–5)
In this instance of Hartman 6, q = 4 and a =
[
1.0 1.2 3.0 3.2
]
where
B =

10.0 3.0 17.0 3.5 1.7 8.0
0.05 10.0 17.0 0.1 8.0 14.0
3.0 3.5 1.7 10.0 17.0 8.0
17.0 8.0 0.05 10.0 1.0 14.0

D =

0.1312 0.1696 0.5569 0.0124 0.8283 0.5886
0.2329 0.4135 0.8307 0.3736 0.1004 0.9991
0.2348 0.1451 0.3522 0.2883 0.3047 0.3047
0.4047 0.8828 0.8732 0.5743 0.1091 0.0381

As we wish to locate multiple optima, we modified Hartman 6 to contain 4 distinct local
optima by “drilling” two additional Gaussian holes at two locations to form two local optima,
in addition to the global optimum and one local optimum provided in the literature [39]. The
modified Hartman 6 function is
f (x) = fhart(x) − 0.52φ1(x) − 0.18φ2(x) (5–6)
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where the mean and standard deviation associated with φ1 and µ1 =
[
0.66 0.07 0.27 0.95 0.48 0.13
]
and σ = 0.3 (all directions), respectively. The mean and standard deviation associated with
φ2 and µ2 =
[
0.87 0.52 0.91 0.04 0.95 0.55
]
and σ2 = 0.25 (all directions), respectively.
The optima are displayed in Table 5-1. To obtain an approximate measure of the size of the
basins of attraction that contain the optima, we measured the percentage of local optimiza-
tion runs that converged to each optimum. To do this, twenty-thousand points were sampled
using Latin Hypercube sampling and a local optimization was performed starting at each one
of these points using a SQP algorithm.
Table 5-1. Modified Hartman6 optima and the percentage of runs that found each optimum
with multiple starts and a SQP optimizer
Optimum f x percentage of runs
Global -3.33 (0.20 0.15 0.48 0.28 0.31 0.66) 50
Local 1 -3.21 (0.40 0.88 0.79 0.57 0.16 0.04) 21
Local 2 -3.00 (0.87 0.52 0.91 0.04 0.95 0.55) 9
Local 3 -2.90 (0.64 0.07 0.27 0.95 0.48 0.13) 20
The percentage of starts that converged to an optimum is also a measure of the volume
of its basin of attraction in comparison to other basins. Since Local 2 has the smallest
percentage of runs, it was expected that it would be the most difficult optimum to locate by
the agents. Note, however, that in six-dimensional space a ratio of 9%
50%
in volume would be
produced by a ratio of 0.75 in characteristic dimension.
5.6.1 Experimental Setup
Since there are no nonlinear constraints, only the objective function is approximated by
surrogates.. The three possible surrogates, which are kriging surrogates with different trend
functions, are described in Table 5-2. From this set, each agent chose the best surrogate
based on PRES S RMS . The set of surrogates and the minimum number of points used to fit
each surrogate are provided in Table 5-2. If the minimum number of points are not available,
points are borrowed from neighboring sub-regions in the order of increasing distance to the
agent center, and, if the requirement is still not met, then all available points are used.
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Table 5-2. Surrogates considered in this study
ID Description minimum # of pts for fit
1 Kriging (quadratic trend)
1.5 * # coefficients for quadratic response surface2 Kriging (linear trend)
3 Kriging (constant trend)
The parameters in Table 5-3 were used for all results. These parameters include
maximum number of agents (e.g., the maximum number of computing nodes available),
parameters that dictate how close points and centers can be, and parameters that define
if a new agent should be created. Since we are simulating expensive function evaluations,
we also fixed a computational budget to 400 function evaluations. Beyond this number, the
system stops: this is our only termination criterion. Finally, we start the multi-agent system
with a single agent able to split and merge with time.
Table 5-3. Multi-Agent Parameters for modified Hartman 6
Parameter Value
Max # of function evaluations 400
Max # of agents 8
Initial/Min # of agents 1
Min distance between agent centers 10% of max possible distance in
space
Minimum distance between points 1e-3 (absolute for each dimension)
Min average silhouette 0.25
Min # of points in each agent after creation 4
Stagnation threshold 3
The success and efficiency of the multi-agent approach is compared to a single agent
system which performs a classical surrogate-based optimization procedure as described
in Algorithm 6. However, this single agent is unable to perform dynamic partitioning and
optimizes over the whole space. This single agent has also a computation budget of 400
calls to the expensive function. The single agent configuration is a standard to which we
compare our multi-agent optimizer.
In each case, (multi- or single agent), as to evaluate the capability of the algorithms
to explore the search space, we also ran several experiments for different initial DOE sizes
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(351 , 56, and 100) that still account for the number of function evaluations. Therefore, for a
larger initial DOE, the system executes fewer steps. For each of the cases that were studied,
the results shown are the median of 50 repetitions (i.e, 50 different initial DOEs). The local
optimization problems were solved with a sequential quadratic programming (SQP) algorithm
[88]. DOEs are obtained using Latin Hypercube sampling and the maximin criterion for five
iterations.
5.6.2 Successes to Locate Optima
For 50 repetitions, the percentage of repetitions that successfully located a solution a
1% distance from the optimum with a single agent and a multi-agent system is shown in Fig.
5-5. This distance is the Euclidean distance normalized by the maximum possible distance
between points in the design space (here,
√
6). It was observed that the single agent had
fewer successes with an equivalent number of function evaluations compared to the multi-
agent case. In both the single and multi-agent cases, Local 2 was the optimum that was the
most difficult to locate with less than 10 successes with a single agent and 32 successes
with a multi-agent system. Based on the small percentage of runs that located Local 2 with
multiple starts and the true function values with the SQP optimizer (c.f. Table 5-1), this was
not unexpected.
5.6.3 Agent Efficiency and Dynamics
The median objective function value of the solution closest to each optimum is shown
in Fig. 5-6. For the global optimum and Local 1, it was observed that the efficiency is nearly
equal in the single and multi-agent cases. It was also observed that the smaller DOEs
required fewer function evaluations to find these optima. For Local 2 and Local 3, the multi-
agent system has a clear advantage in finding solutions with the objective function near the
1 This does not satisfy the minimum required number of points for the fit, so all points are
used (a single surrogate spans the entire design space) until a sufficient number of points
are obtained.
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Figure 5-5. For the modified Hartman 6 example, the percentage of repetitions that located a
solution within 1% distance from each optimum.
true optimum value. While it is clear for the global optimum and Local 1 that smaller DOEs
are more efficient, there is no clear relationship between DOE size and efficiency (consider
Local 2). Recall that Local 2 was expected to be the most difficult optimum to find judging by
the small percentage of runs of multiple starts with the SQP optimizer that were successful.
These results confirm that exploration is required to locate Local 2, and the multi-agent
system, in which exploration is an inherent feature, is more capable of finding this optimum.
Exploration by the multi-agent system was measured by the percentage of calls to the
true objective function in which exploitation or exploration occurred as shown in Fig. 5-7.
We define an exploitation call as when the agent adds a point that minimizes the objective
function. Note that we constrained the minimum distance a new point should be from an
already existing data point so that multiple local optima could be located. Exploration is when
a random point is added by an agent. Exploration generally occurs when exploitation has
failed, meaning all starts in the sub-region resulted in points that were not far enough from
existing data points or were outside of the sub-region.
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Figure 5-6. Median objective function value of solution closest to each optimum with number
of function evaluations. The single agent case is denoted by “S” and the
multi-agent case by “M”, with the initial DOE size represented by the number.
Figure 5-7. For the modified Hartman 6 example, the percentage of points that were added
in exploitation or exploration.
We observed that the multi-agent case mostly performed exploitation with a few
explorations, whereas the single agent performed exploration only 1% of the time. This
could be due to the single agent seeking to tune around the global optimum and Local 1,
which it locates with the fewest function evaluations. The number of times in which the an
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agent puts point to tune around the optimum can be reduced by increasing the minimum
distance between points. In addition, it was observed that the single agent was slowly adding
exploitation points in the vicinity of Local 3 as shown in Fig. 5-6.
Figure 5-8 shows the median number of agents. While up to 8 agents could be created,
it was observed that the median number of agents stabilized around 4, the number of local
optima. This is because once all the local optima are located, new agents are created but
are soon deleted as they converge to the basins of attraction of the already found optima.
Figure 5-8. For a multi-agent system, the median number of agents
The accuracy of the surrogates was measured by the partial PRES S RMS and the error
at 1000 test points by the erms. PRES S RMS is a leave-one-out cross-validation error. In the
single agent case the calculation of PRESS is straightforward, but for the multi-agent case it
is taken by calculating PRES S RMS in each sub-region and taking the mean of the values. The
values of PRES S RMS and eRMS are displayed in Fig. 5-9. The PRES S RMS indicated that the
error was decreasing for both the single and multi-agent cases, with the single agent case
slightly more accurate. However, the eRMS provided a more global indication of the accuracy
of the surrogate and showed that the approximation made by the multiple agents improved
with function evaluations more than the approximation of the single agent did. This is due
to the single agent putting many points near the global optimum and Local 1, making the
surrogate accurate in these locations but less accurate globally. The slow location of Local 3
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by the single agent can also be partially explained by the poor accuracy of the single agent’s
surrogate.
(a) PRES S (b) erms
Figure 5-9. For the modified Hartman 6 example, (a) the PRES S RMS and (b) error at 1000
test points.
5.7 Engineering Example: Integrated Thermal Protection System
In this section, we illustrate the multi-agent method and the importance of locating
multiple candidate designs on an integrated thermal protection system (ITPS). Figure 2-1
shows the ITPS panel that is studied, which is a corrugated core sandwich panel concept.
The design consists of a top face sheet and webs made of titanium alloy (Ti-6Al-4V), and a
bottom face sheet made of beryllium. Saffil R© foam is used as insulation between the webs.
The relevant geometric variables of the ITPS design are also shown on the unit cell in Figure
5-10. These variables are the top face thickness (tT ), bottom face thickness (tB), thickness
of the insulation foam (dS ), web thickness (tw), and corrugation angle (θ). The mass per unit
area is calculated using Eq.(2–9)
f = ρT tT + ρBtB +
ρwtwdS
p sin θ
(2–9)
where ρT , ρB, and ρw are the densities of the materials that make up the top face sheet,
bottom face sheet, and web, respectively.
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Figure 5-10. Corrugated core sandwich panel ITPS concept
The optimization problem to minimize the mass subject to constraints on the maximum
bottom face sheet temperature TB and maximum stress in the web σw is shown in Eq.(5–7).
minimize
x={tw,tB,dS ,tT ,θ}
f (x)
subject to TB(x) − T
allow
B ≤ 0
σw(x) − σ
allow
w ≤ 0
xL,i ≤ xi ≤ xU,i for i = 1 . . . 5
where xL =
[
1.31 6.00 60.6 1.13 75.3
]
and xU =
[
1.96 9.00 60.6 1.27 84.8
]
(5–7)
The bottom face sheet temperature and the maximum stress, which are both functions of
the design variables all five design variables, are constrained to by their maximum allowable
values. As described in Sec. 5.2, the 3-D problem, where the bottom face, web, and foam
thicknesses were the design variables, had three distinct feasible regions containing three
local optima. For the 5-D problem, we found the true optima by solving the true optimization
problem with 1000 random initial points with the SQP optimizer. Table 5-4 lists the optima
that were found and gives the percentage of the runs that located each optimum. As the
percentage of runs that converge to each optimum is a measure of the difficulty to locate the
optimum, we observed that optimum 3 would be the most difficult to locate by the agents.
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Table 5-4. 5-D ITPS example optima and the percentage of runs that found each optimum
with multiple starts and a SQP optimizer
Optimum f x percentage of runs
1 29.27 (1.31 6.00 76.8 1.13 81.5) 50
2 29.29 (1.31 6.00 75.6 1.13 76.5) 30
3 29.30 (1.31 6.00 77.5 1.13 84.8) 4
4 31.30 (1.31 8.29 60.6 1.27 84.8) 8
5 34.65 (1.31 9.00 74.0 1.13 75.3) 6
6 38.06 (1.84 9.00 65.9 1.25 84.8) 1
Other (points that were not true local optima) 1
5.7.1 Experimental Setup
In this example, we follow the same experimental setup as for the modified Hartman6
example, with the parameters provided in Table 5-3. However, the computational budget
is fixed at 120 evaluations of the expensive functions and the maximum number of agents
is raised to 10. As the objective function, the mass, calculated by the simple expression in
Eq.(2–9) the agents only approximate the two limit states g1 and g2 with surrogates. The
initial DOE size was varied at 25, 42, and 84 points.
5.7.2 Successes to Locate Optima
For 50 repetitions, the percentage of repetitions that were successful at locating a
feasible solution within 1% distance from each optimum is provided in Fig. 5-11. The
differences in the number of successes between the single and multi-agent cases for all
optima were small partitcularly for optima 1 and 2, while the single agent was clearly more
efficient and successful in locating optimum 3. It was observed that the multi-agent system
was less successful at locating optimum 3, particularly with the initial DOE size of 84. In
comparing the success of locating all optima in a single repetition, it was clear that the
success in locating all optima was dictated by the success in locating optimum 3.
5.7.3 Agents Efficiency and Dynamics
The median objective function value of the closest solution to each optimum is shown in
Fig. 5-12. It should be noted that all solutions were feasible and that in all cases the smallest
initial DOE size of 25 was the most efficient. For optima 1, 2, and 4, it was observed that the
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Figure 5-11. For the 5-D ITPS example, the percentage of repetitions that located a solution
within 1% distance from each optimum.
differences between the single and multi-agent cases with varying initial DOEs were small.
Within 30 function evaluations, both the single and multi-agent cases were able to locate
each optimum. For optima 5 and 6, it is clear that the single agent is more efficient that the
multi-agent, locating the optimum with 5-10 fewer function evaluations. For optimum 3, which
both agents had difficulty locating, we observed that the single agent is clearly much more
efficient than the multiple agents. Note that for all initial DOE sizes, the closest solution to
optimum 3 is at optimum 1 ( f = 29.27), which is not unexpected as the two optima are only a
distance of 0.16 (in the normalized design space and normalized by
√
5) apart making these
the closest pair of all the optima.
Figure 5-13 displays the median number of agents. Though up to 10 agents could be
created, the median number of agents stabilized around 3. Figure 5-14 compares the num-
ber of exploitations and explorations for the single and multi-agent cases for different initial
DOE sizes. We observed that, although the number of agents stabilizes at 3, exploitation
is still performed more by the multiple agents considering the constraint on the minimum
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(a) Opt 1 (b) Opt 2
(c) Opt 3 (d) Opt 4
(e) Opt 5 (f) Opt 6
Figure 5-12. For the 5-D ITPS example, the median f of the solution nearest to each
optimum. The single agent case is denoted by “S” and the multi-agent case by
“M”, with the initial DOE size represented by the number.
distance between points. In all multi-agent cases, there was more exploitation than explo-
ration. For the single agent, there was more exploration, except for the initial DOE of 84
points. This was due to the ability of the single agent to locate the multiple optima quickly
with exploitation iterations due the constraint on the minimum distance between points. After
this occurred, the single agent performed more exploration, which aided in the location of the
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most difficult optimum to locate, optimum 3. For the initial DOE of 84, the single agent had
fewer evaluations in which to locate all optima, so exploitation was dominant.
(a) Number of active agents (b) Number of iterations vs function evaluations
Figure 5-13. For the 5-D ITPS example, the number of active agents and the number of
iterations.
Figure 5-14. For the 5-D ITPS example, the percentage of points that were added in
exploitation or exploration.
The superior performance by the single agent was also attributed to the accuracy of
its surrogate approximations. Fig. 5-15 compares the PRES S RMS of each surrogate for
the single and multi-agent cases. The PRES S RMS decreased with increasing number of
function evaluations after it initially increased. This was due to the placement of points
around the optima, which made the surrogate less accurate further from the optima. This led
to large errors when a point that was far away from other points was left out in calculating the
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cross-validation error. As more exploration points were added, the PRES S RMS was reduced.
For the multi-agent case, we observed that the PRES S RMS increased through the function
evaluations. This was due to the large number of points put around the optima in exploitation
iterations, which outnumbered the exploration iterations.
Figure 5-15. Median PRES S RMS of the surrogates of the limit states for the 5-D ITPS
example
Figure 5-16 displays the error at 1000 test points eRMS . We observed much of the
same trends as with PRES S RMS , with the surrogates in the multi-agent case decreasing in
accuracy while the surrogates of the single agent cases increased accuracy.
5.8 Discussion
The single agent approach showed a clear advantage over the multi-agent method in
the ITPS example in Sec. 5.7. The single agent approach is simple : a global surrogate is
used and a constraint on the minimum distance between points is the only way to instigate
exploration of the design space. It is advantageous in its simplicity and ease of implemen-
tation, but its success depends on how well a single surrogate can approximate the global
behavior. The accuracy measures of the limit states for the ITPS example in Fig. 5-16 show
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Figure 5-16. Median error at 1000 test points eRMS of the surrogates of the limit states for the
5-D ITPS example
that the global surrogate of the single agent is indeed more accurate than several local sur-
rogates. Upon further investigation of the temperature and stress trends in the design space,
it was found that simple quadratic response surfaces over the design space were sufficient
approximations.
On the contrary, the modified Hartman 6 function presented in Sec. 5.6, for which
the unmodified version is often used as a benchmark function for surrogate-based global
optimization algorithms, is thought to be more complex compared to the ITPS example. The
error at test points (c.f. Fig. 5-9(b)) shows that the accuracy of the local surrogates is slightly
better than that of the single agent’s global surrogate. In this example, we observed that the
multi-agent method can be successful and efficient.
With that said, the comparisons made here in terms of efficiency are based on the
number of function evaluations. Ideally, the multi-agent partitioning method would be
parallelized such that a single iteration would involve simulatenous optimization in each
sub-region. That is, a single iteration could account for four function evaluations if there
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are four agents working in four sub-regions. Therefore, in terms of efficiency the iterations,
which give an idea of wall clock time, should also be compared. For the ITPS example, the
single agent was shown to be more efficient at locating some optima by five to ten function
evaluations, but in terms of iterations the multiple agents are more efficient if the number of
function evaluations is translated into iterations by Fig. 5-13(b).
Otherwise, what does this say about this multi-agent algorithm? Based on these two
examples, the success rate and efficiency of the multi-agent method may be dependent on
having higher accuracy local surrogates compared to a global surrogate. Otherwise, simpler
algorithms may be more efficient. Further investigation on the need for local surrogates is
required, and a study that uses a global surrogate with the agent-based dynamic design
space partitioning is planned. It will allow us to study separately two ingredients that make
up the method investigated here: local versus global surrogate and space partitioning to
increase chances of visiting many basins of attraction leading to different local optima.
Additionally, the efficiency gains from parallelization should be investigated.
5.9 Summary and Discussion on Possible Future Research Directions
This chapter introduced a multi-agent methodology for optimization that dynamically
partitions the design space as to find multiple optima. Multiple designs provide insurance
against discovering that late in the design process a design is poor due to modeling errors or
overlooked objectives or constraints. The method used surrogates to approximate expensive
functions and agents optimized using the surrogates in the sub-regions. The centers of the
agents subregions moved to stabilize around optima, and agents were created and deleted
at run-time as a means of exploration and efficiency, respectively.
The method was applied to two examples, an analytical test function and a practical
engineering example. It was observed that for problems in which the behavior is simple to
approximate with a global surrogate, the simpler single agent is more efficient and successful
than the multiple agents. For the more complicated test function, in which local surrogates
were slightly more accurate, the multiple agents outperformed the single agent. These
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results lead us to believe that the success of the current agent algorithm is dependent on
local surrogates being more accurate than a global surrogate.
This method aims too exploit the surrogate predictions by purely minimizing the function
rather than exploring the design space as evidenced by the comparison of the percentage
of iterations that put points near the optima. There is a focus on using surrogate predictions
to aid multiple cheap local searches throughout the design space. This is an important
differentiation between this algorithm and many global optimization algorithms that aim for
and tout the balance of exploitation and exploration.
Continuing research can focus on using a global surrogate with the dynamic partitioning
still in place. The reason for this is two-fold: (i) in the authors’ experience, there are few
situations in which local surrogates are significantly more accurate than a global surrogate,
(ii) the complication of managing points between sub-regions to create surrogates is
removed. Efficient Global Optimization[89] (EGO) is a popular global optimization algorithm
that uses a global surrogate and adds points based on the present best solution (the present
best data point). It is planned to modify the EGO algorithm for use with the dynamic design
space partitioning, in which each sub-region has its own present best solution.
The proposed agent optimization method also has a great potential for parallel com-
puting. As the number of computing nodes n increases, the calculation of the expensive
objective and constraints functions scales with 1/n in terms of wall-clock time. But the speed
at which problems can be solved then becomes limited by the time taken by the optimizer,
i.e., the process of generating a new candidate solution. In the algorithm we have developed,
the optimization task itself can be divided among the n nodes through agents. We plan to
explore how agents can provide a useful paradigm for optimizing in parallel, distributed,
asynchronous computing environments.
113
CHAPTER 6
FURTHER INVESTIGATION ON THE USE OF SURROGATE-BASED OPTIMIZATION TO
LOCATE MULTIPLE CANDIDATE DESIGNS
The previous chapter presented a method to dynamically partition the design space
to locate multiple candidate designs. The overall conclusion was that the success of the
partitioning method depended on the degree of difficulty in approximating the problem with
surrogates. The work in previous chapter led us to question if local surrogates were actually
better than using a single global surrogate. Afterall, we did find that the error in the single
agent’s global surrogate was generally less than that of the multiple agents. As a result, we
performed a study in which the design space was partitioned and global and local surrogates
were fit to the design space and sub-regions. We measured the error at test points and
concluded that using local surrogates were generally not less accurate than a single global
surrogate, particularly when the number of design points was small. This study can be found
in Appendix E.
In this chapter, we compare this method to a method that performs local optimization
with a global surrogate that adds multiple points at a time and the Efficient Global Optimiza-
tion algorithm. We observed the surprising result that partitioning of the design space may
not hold as important of a role as spreading out many local searches in the design space. It
was observed that existing global optimization algorithms have potential to be adapted to lo-
cate multiple candidate designs, but the key to efficiency lies in parallelization of optimization
processes.
6.1 Motivation for Investigating Surrogate-Based Techniques
Locating multiple optima is often done with nature-inspired algorithms using niching
methods (Beasley et al., 1993 [76]; Hocaoglu and Anderson, 1997 [77]). For example, Na-
gendra et al. [81] used a genetic algorithm to find several structural designs with comparable
weight and identical load carrying capacity. However, when three of these designs were
built and tested, their load carrying capacity was found to differ by 10%. Parsopoulos and
Vrahas used particle swarm optimization [90]. Restarted local optimization methods with
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clustering (To¨rn and Zilinkas [83], To¨rn and Viitanen [91]) have also been proposed for
finding many local optima. These methods require a large number of function evaluations,
which is prohibitively costly if the functions are expensive to evaluate.
To reduce the cost of optimization, surrogate models are often used (e.g. Jones et
al., 1998 [89], Alexandrov et al., 1998 [92]) to approximate the output of the simulations.
A surrogate (or metamodel) is an algebraic expression fit to a number of simulations.
Traditionally, the locations where simulations are carried out were selected independently
of the optimization, so that a surrogate fitting phase preceded the optimization phase. More
recently, global optimization algorithms that combine surrogate fitting and optimization have
gained popularity, most notably the Efficient Global Optimization (EGO) algorithm (Schonlau,
1997 [93], Jones et al., 1998 [89]). These use adaptive sequential sampling with points
added at locations with high potential of improving the design.
The research in the previous chapter described a methodology that sought to extend
adaptive sampling surrogate techniques to locate multiple optima. The proposed approach
was based on the conjunction of two principles to identify many candidate optima: i) dynamic
partitioning of the search space and ii) local surrogate approximations. In this chapter,
we examine the effectiveness of this approach in locating multiple optima along with two
methods: multiple starting points for local optimization and EGO, which is perhaps the
currently favored surrogate-based global optimization algorithm. Additionally, we compare
the use of global surrogate approximations in our previously developed approach in place of
local surrogates.
The next section of this chapter briefly summarizes the general idea behind surrogate-
based optimization to motivate the two approaches used as comparisons in this study,
multiple starting points of multiple local optimizations and the EGO algorithm, and describes
why they are interesting for this study. Section 6.3 compares these methods on two two-
dimensional numerical examples, minimization of the Branin-Hoo and Sasena functions.
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6.2 Surrogate-Based Optimization
As described in Sec. 5.3, a surrogate is a mathematical function that (i) approximates
outputs of a studied model (e.g. the mass or the strength or the range of an aircraft as a
function of its dimensions), (ii) is of low computation cost and (iii) aims at predicting new
outputs [84]. The set of initial candidate solutions, or points, used to fit the surrogate is
called the design of experiments (DOE). Well-known examples of surrogates are polynomial
response surface, splines, neural networks, and kriging. Using the surrogate, a new point is
added based on some sampling criterion, and the surrogate is updated with the new point.
This process continues as dictated by some stopping criterion. The general procedure for a
problem with inequality constraints described by the limit states g proceeds as in Algorithm
6. The choice of how to use the surrogate prediction to find the optimum x∗ is considered in
Algorithm 6 Overall surrogate-based optimization
1: t = 1 (initial state)
2: while t ≤ tmax do
3: Build surrogates fˆ and gˆ from (Xt,Ft,Gt)
4: Optimization to find xˆ∗ (see Algorithm 3)
5: Calculate f (xˆ∗) and g(xˆ∗)
6: Update database (Xt+1,Ft+1,Gt+1) ∪ (xˆ∗, f (xˆ∗), g(xˆ∗))
7: t = t + 1
8: end while
the next two sub-sections. There is the choice of simply solving original optimization problem
(i.e, minimizing fˆ ) by solving Eq.(5–2), but there are many popular in-fill sampling criteria
that have been developed. The following two sub-sections expand on two options to find the
optimum x∗ .
minimize
x∈S⊂1n
fˆ (x)
subject to gˆ(x) ≤ 0
(5–2)
6.2.1 Multiple-Starting Points
In this research, we focus on local, gradient-based algorithms that remain efficient in
high dimensions, but have the disadvantage of being highly dependent on the starting point.
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The choice of the starting point or “initial guess” can affect the ability of a local algorithm
to find the global optimum. Note that stochastic methods are also affected by the initial
configurations (e.g., the initial population in genetic algorithms). An optimizer that uses
gradients may not find the global optimum if its starting point is in the basin of attraction of a
poorer local optimum. To overcome this, multiple starting points are often used, in order to
take multiple trajectories to find a solution. Thus, the use of multiple starting points is good
practice when using such algorithms. There is the possibility of obtaining as many solutions
as starting points, though not all solutions may be unique as some starts may find the same
solution. The choice of starting points is important, and typically comes from sampling
methods (e.g., random sampling, grid sampling, Latin Hypercube sampling, etc.). There is
also the option of halting the optimization for poor trajectories.
Using multiple starting points is a relatively simple approach that can become pro-
hibitively costly if the objective function or constraints is expensive. In problems where the
cost of fitting and evaluating a surrogate is much less than the cost of evaluating the true ob-
jective function or constraints, using multiple starting points in conjunction with surrogates is
a viable approach to find multiple optima. Thus, we can investigate the use of multiple start-
ing points to find multiple optima by solving Eq.(5–2). In an iterative optimization scheme,
the single best solution of the starts or the multiple points resulting from multiple starting
points can added per iteration. Some random sampling is needed to prevent premature
convergence. This research investigates both surrogate and multi-start approaches.
6.2.2 Efficient Global Optimization
The Efficient Global Optimization (EGO) algorithm [89] is a sequential sampling global
optimization method. It starts by fitting a surrogate that comes with a prediction uncertainty.
After fitting the surrogate, the algorithm iteratively adds points to the data set in an effort to
improve upon the present best sample. In each cycle, the next point to be sampled is the
one that maximizes the expected improvement, E[I(x)]. Though another variant of the EGO
algorithm uses maximizes the probability of improvement on a targeted solution (EGO-AT
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[51]), this work focuses on E[I(x)]. E[I(x)] is a measure of how much improvement upon
the present best sample we expect to achieve if we add a point. Rather than only searching
for the optimum predicted by the surrogate, EGO will also favor points where surrogate
predictions have high uncertainty. Therefore, EGO is able to balance exploitation of areas
with small objective function values and exploration of areas with high uncertainty. For further
details on the EGO algorithm, the reader may seek out one of the many papers on EGO,
notably [89, 93].
Since EGO tries to improve upon the present best solution, it may not be possible for it
to locate multiple optima if the values of the optima are very different or when some optima
are very poor. For example, if a local optimum of a function is already found, the expected
improvement may not be large enough to put a point in an area that contains another
optimum with a poorer objective function value. For this reason, for locating multiple optima
we restrict the comparisons of the EGO method to optima that are close in objective function
value. Additionally, EGO is capable of adding more than one point per iteration [50, 94], but
this research only considers the use of EGO in adding a single point per iteration.
6.3 Numerical Examples
This section compares the success and efficiency of the methods presented in this
chapter on locating multiple candidate designs for two numerical examples. Five methods
are compared: Two multi-agent methods that use dynamic partitioning but different surrogate
setups, two single agent methods that add one or three points per iteration, and EGO. The
methods considered are described in Table 6-1. The first case listed in Table 6-1 uses the
dynamic partitioning described in Ch. 5, but shares a global surrogate among the agents
rather than fitting a local surrogate to each agent. Using a global surrogate removes the
complication of exchanging points between sub-regions in order to avoid ill-conditioning
when fitting a local surrogates. Additionally, it may be more accurate than several local
surrogates as shown in the previous chapter. The method that uses local surrogates with
partitioning is still studied and listed as the second method in Table 6-1.
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Table 6-1. Description of methods
Method Description
Agents and Partitioning: Global
(Sec. 5.4)
Uses multi-agents with dynamic partitioning. Agents use the
same global surrogate. As many points as agents are added
per iteration.
Agents and Partitioning: Local
(Sec. 5.4)
Uses multi-agents with dynamic partitioning. Agent uses
local surrogate for its sub-region. As many points as agents
are added per iteration.
Single (Sec. 6.2.1) Single global surrogate agent adding one point per iteration.
Multiple starts are used and the best point in terms of fea-
sibility and objective function value is chosen. Exploration
occurs when a start gives a solution too near an already
existing point. Exploration adds a point that maximizes the
minimum distance from existing points.
Single: Multiple Points Per Iteration
(MPPI) (Sec. 6.2.1)
Single global surrogate adding 3 points per iteration by 3
start points for local optimization. Exploration occurs when
a start gives a solution too near to an already existing point.
Exploration adds a point that maximizes the minimum dis-
tance from existing points.
EGO (Sec. 6.2.2) Global surrogate using EGO algorithm to add one point per
iteration
In all cases, the number of function evaluations was fixed at 100, including those
required for the initial design of experiments, for both examples. The number of points added
for the Single:MPPI case was set to three because it was observed that this was the mean
number of points added in the multi-agent cases for the same examples. Thus, we fixed
the number of points per iteration to three to provide a fairer comparison between the two
methods.
As different methods listed in Table 6-1 add a different number of points per iteration
(i.e., the Single:MPPI method adds three points per iteration, multi-agent method adds as
many points as agents, and Single and EGO cases only add one point per iteration), we
examine two values when comparing efficiency: number of function evaluations and number
of iterations. The advantage of adding multiple points per iteration as in the Single:MPPI and
multi-agent methods comes from parallelization between the processes that add the multiple
points. Thus, comparing these methods to ones that add only a single point per iteration
should be done based on the number of iterations rather than function evaluations. In the
119
results presented for the two examples in this section, we present both values. Note that for
the Single Agent and EGO cases the iterations and function evaluations are equal as both
only add a single point per cycle.
6.3.1 Experimental Setup
For the example considered in this study, there are no nonlinear constraints, so only the
objective function is approximated by surrogates.. The three possible surrogates are kriging
surrogates with quadratic, linear, or constant trend function. From this set, each agent chose
the best surrogate based on PRES S RMS . The set of surrogates and the minimum number of
points used to fit each surrogate is 1.5 x the number of coefficients of a quadratic response
surface. If the minimum number of points are not available when fitting local surrogates to
the sub-regions, points are borrowed from neighboring sub-regions in the order of increasing
distance to the agent center, and, if the requirement is still not met, then all available points
are used.
For the agent cases with partitioning, the parameters are provided in Table 6-2. For
Table 6-2. Multi-agent parameters for example problems
Parameter Value
Max # of function evaluations 100
Max # of agents 6
Initial/Min # of agents 1
Min distance between agent centers 10% of max possible distance in space
Min distance between points 0.2% of max possible distance in space
Min average silhouette 0.25
Min # of points in each agent after creation 4
Stagnation threshold 3
Number of starting points for local optimization 10
distances, we consider the distance in the normalized space as a fraction of the maximum
possible distance between two points in the design space (e.g., for two-dimensional prob-
lems, we normalized by
√
2). For example, we use this distance when considering the
minimum distance between centers and the minimum distance between data points as given
in Table 6-2.
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The initial size of the DOE for both example problems was 12, with the points sampled
by Latin Hypercube Sampling. In each case given in Table 6-1, the results shown are the
median of 50 repetitions (i.e, 50 different initial DOEs). The local optimization problems were
solved with a sequential quadratic programming (SQP) algorithm [88]. DOEs are obtained
using Latin Hypercube sampling and the maximin criterion for five iterations.
6.3.2 Branin-Hoo Test Function
The first example is the minimization of the Branin-Hoo test function, a common
benchmark test function used in surrogate-based global optimization. It is given in Eq.(6–1).
f (x) =
(
x2 −
5.1
4pi2
x21 +
5
pi
x1 − 6
)
+ 10
(
1 −
1
8pi
)
cos(x1) + 8 ≤ 0 (6–1)
The domain of the function is −5 ≤ x1 ≤ 10 and 0 ≤ x1 ≤ 15. There are three global optima
of the Branin-Hoo function, for which f = 0.40. A contour plot of the Branin-Hoo function is
shown in Fig. 6-1.
Figure 6-1. Contour plot of Branin-Hoo function showing three optima. For all optima,
f = 0.40.
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For 50 repetitions, the percentage of repetitions that successfully located a solution a
1% distance from the optimum is shown in Fig. 6-2, where the number of function evalua-
tions shown does not include the evaluations required for the inital DOE of 12 points. This
distance is the Euclidean distance normalized by the maximum possible distance between
points in the design space (here,
√
2).
Figure 6-2. For the Branin-Hoo example, the percentage of 50 repetitions that found a
solution within 1% distance from each optimum. For the cases that multiple
points per iteration (agents and Single:MPPI) the value in terms of iterations is
given by the solid lines and dashed lines for function evaluations.
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First, if we make the comparison in terms of iterations, we observed that the Sin-
gle:MPPI method is quickly successful in 80% of the repetitions. However, to reach percent-
ages greater than 90%, the multi-agent method with the global surrogate located all optima
with the fewest iterations. In terms of the number of iterations, the general trend was that the
multi-agent method with a global surrogate reached 100% success with the fewest iterations
followed by either the multi-agent method with local surrogates or Single:MPPI, then the
single agent adding one point per iteration, and finally EGO. However, it should be noted that
EGO actually found solutions near to the optima with a small number of function evaluations,
but required more function evaluations to put a point within 1% of all optima as it was driven
to search other regions with higher expected improvement due to larger uncertainty in the
surrogate.
When considering the number of function evaluations, which does not account for the
parallelization in the addition of multiple points per iteration, the single agent is the most
efficient while the multi-agent method with local surrogates is the least efficient with the other
methods falling in between.
Figure 6-3 displays the median objective function value with iterations and function
evaluations for the solution nearest to each optimum. We observed that the Single:MPPI
method had a median f value closest to the global optimum of f = 0.39 with the fewest
iterations, and even the fewest function evaluations as compared to the other cases. In
fact, the Single:MPPI method considering function evaluations was even more efficient than
agents in terms of iterations. Otherwise, we observed much of the same trends between the
one-point-per iteration methods and the agent methods.
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Figure 6-3. For the Branin-Hoo example, the median objective function of the solution
nearest to each optimum. For the cases that multiple points per iteration (agents
and Single:MPPI) the value in terms of iterations is given by the solid lines and
dashed lines for function evaluations.
Figure 6-4 displays the placement of points in the design space after 100 total function
evaluations for each method for a single repetition. It is observed that the single agent
method put many points around the optima and only few points in the rest of the design
space in exploration. In contrast, the Single:MPPI method both clustered points around
the optima and filled the design space. The EGO method did not put nearly as many
points around the optima and put many points in exploration in the design space, which is
consistent with its goal of searching in areas with promising improvement.
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Figure 6-4. For the Branin-Hoo example, the plot of the points found by different methods for
one repetition
The placement of points for the multi-agent cases was quite different when using global
and local surrogates. While both put many points around each optimum, local surrogates
resulted in many points away from the optima. This was partially due to the error in the
surrogate, which predicted good objective function values away from the optima. To measure
the error, we calculated the error at 1000 test points by erms. The erms normalized by the
estimated range of the Branin-Hoo function is provided in Fig. 6-5.
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Figure 6-5. For the Branin-Hoo example, the error at 1000 test points with erms as the
percentage of the estimated range of the function
It was observed that local surrogates were the least accurate, while the single global
surrogate in the Single:MPPI method had less than 1% error after 20 function evaluations.
After observing that agent method using the global surrogate was only slightly less
efficient than using a single agent adding 3 points per iteration, we examined the case with a
constant 3 agents (3 sub-regions) and compared it to the Single:MPPI method adding three
points per iteration. This simulates a case when three computing nodes are available, and all
resources are used by assigning one agent to one node. Recall, that we previously set the
initial number of agents at one, and let the number of agents evolve over time while setting
the maximum number of agents at six. Figure 6-6 displays the percentage of 50 repetitions
that located a solution with 1% distance from each optimum with iterations and function
evaluations.
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Figure 6-6. For the Branin-Hoo example, a comparison between the percentage of 50
repetitions that found a solution within 1% of the each optimum for the a constant
3 agents with a global surrogate and the Single: MPPI approach. Note that both
methods add three points per iteration.
It was observed that the rate at which 100% success was achieved was quite similar
between the two cases, with the agent method slightly more efficient. Therefore, efficiency
may be increased by maximizing the use of computational resources by setting a constant
number of agents rather than letting the number of agents evolve over time. However, it
should be noted that Single:MPPI only allows three starting points in the design space,
whereas the three agents each have ten starting points in the design space, for a total of
30 starting points. Thus, it is not entirely unexpected that the three agents achieve success
at a slightly higher rate as they choose from 10 points to find the best point per iteration as
compared to one. This shows that spreading out a large number of local searches in the
design space, which is done by adding multiple points per iteration with the single global
surrogate, may simply be as effective as partitioning of the design space.
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6.3.3 Sasena Test Function
The second example problem, is the minimization of the Sasena function, which was
used by Sasena under the name “mystery” function due to its unknown origin[95].
f (x) = 2 + 0.01(x2 − x
2
1)
2
+ (1 − x1)
2
+ 2(2 − x2)
2
+ 7sin(0.5x1)sin(0.7x1x2) (6–2)
The domain of the function is 0 ≤ x1, x2 ≤ 5. A contour plot of the Sasena function is
shown in Fig. 6-7. There are four optima, as shown in the figure, but the values of optima 3
( f = 12.7) and 4 ( f = 33.2) are 40% and 90% from the global optimum ( f = −1.46) in terms
of the range of the function (38.6). Optimum 2 ( f = 2.87), which has 11% difference from the
global optimum is the only competitive optimum. Therefore, it is expected that the methods
compared here are only effective at locating optimum 1 and 2.
Figure 6-7. Contour plot of Sasena function showing four optima
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In addition to its poor objective function value, optimum 4 has a small basin of attraction.
In cases where the model that is being optimized has error, such small regions are may be
wiped out by errors so a design in this region could be vulnerable.
For 50 repetitions, the percentage of repetitions that successfully located a solution
a 1% distance from the optimum is shown in Fig. 6-8. We observed very little success at
locating all optima by all methods, which was not unexpected as optima 3 and 4 are poor in
comparison to the top two optima.
Figure 6-8. For the Sasena example, the percentage of 50 repetitions that found a solution
within 1% distance from each optimum
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When the comparison is made in terms of number of iterations, the methods that call for
parallelization of the optimization processes (i.e, the multi-agent methods and Single:MPPI)
outperform the one-point-per-iteration single agent and EGO algorithm. The Single:MPPI
method again achieves a high percentage of successes with only a few iterations for optima
1 and 2, but the rate of success for both multi-agent cases is comparable for the global
optimum. Another thing to note is the comparable performance of the multi-agent method
with local surrogates compared to the global surrogate, which was not observed in the
Branin-Hoo example.
It was also observed that EGO was efficient in locating the global optimum, but only had
under 10% success in locating optimum 2. Based on this example, the current implementa-
tion of EGO has less potential to be successful in locating multiple optima when the optima
are not almost equal.
When comparing the efficiency in terms of number of function evaluations, the one-
point-per-iteration single agent is the most efficient. In fact, the single agent is able to locate
optimum 3 in 90% of the repetitions. This is because the single agent locates optima 1 and 2
in early iterations, and is able to put points in the other parts of the space to locate optimum
3.
Figure 6-9 displays the median objective function value with iterations and function
evaluations for the solution nearest to each optimum. We observed that the Single:MPPI
method had a median f value closest to optima 1, 2, and 3 with the fewest iterations, and in
most cases, the fewest function evaluations. Additionally, it was observed that for optimum 3,
the median f for the Single:MPPI method is quite close to the true value, which was not clear
when examining the success percentage. For optimum 4, it was observed that the nearest
solution for all cases except Single:MPPI had a median f of 35.9, which corresponds to a
space-filling point at the corner of the design space at (5, 5).
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Figure 6-9. For the Sasena example, the median objective function of the solution nearest to
each optimum. For the cases that multiple points per iteration (agents and
Single:MPPI) the value in terms of iterations is given by the solid lines and
dashed lines for function evaluations.
The error of the surrogate approximations at 1000 test points is shown in Fig. 6-10. As
in the Branin-Hoo example, it is observed that the single surrogate with multiple points per
iterations was the most accurate and the local surrogates from the multi-agent system were
the least accurate.
Figure 6-10. For the Sasena example, the error at 1000 test points with erms as the
percentage of the estimated range of the function
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Finally, we compared the success in locating a solution within 1% distance from each
optimum using a constant 3 agents with a global surrogate and the Single:MPPI method. In
both cases, three points are added per iteration. The results are shown in Fig. 6-11.
Figure 6-11. For the Sasena example, a comparison between the percentage of 50
repetitions that found a solution within 1% of the each optimum for the a
constant 3 agents with a global surrogate and the Single: MPPI approach. Note
that both methods add three points per iteration.
For the optimum 1, it was observed that the multi-agent method was slightly more
efficient in achieving 100% success, but for optimum 2, the Single:MPPI method was only
slightly more efficient. For optimum 3, the agent method had a slightly higher success
percentage, while the success percentage was below 10% for both methods for optimum
4. As in the Branin-Hoo example, this showed that efficiency of the agent method may be
increased by maximizing the use of computational resources by setting a constant number of
agents. More interestingly, we observed again that spreading out local searches was nearly
as successful and efficient as using agents and partitioning.
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6.4 Discussion and Summary
This chapter provided a comparison of the success and efficiency in locating multiple
optima by different surrogate-based optimization methods. Our previously developed multi-
agent method that dynamically partitions the design space was compared against the EGO
algorithm and a simple method that uses multiple starts in the design space to either add
one or several points in an iteration. It was observed that EGO has the potential to locate
multiple optima when optima functions values are similar, while the other methods presented
here have this ability for optima that are within 11% of the range of the function. In practice,
this is an ideal scenario as one would not want to waste resources on searching for poor
optima.
The most efficient methods of those studied here aimed to take advantage of parallel
computing for optimization. The use of multiple starting points for local optimization and
adding multiple points per cycle proved to be a simple yet efficient method that warrants fur-
ther research. The multi-agent approach, which involves optimization in several dynamically
changing sub-regions in parallel, was also shown to be efficient in locating competitive op-
tima. This shows that the benefit of partitioning the design space is that it helps spread local
searches throughout the design space, and also increases the potential for parallelization.
We observed that the error in local surrogate approximations by the multiple agents
was larger compared to a global surrogate. Additionally, we did not observe that local
surrogates outperformed the global surrogate in either test problem, which supports the
study in Appendix E that compared the accuracy of global to local surrogates for several
test functions. For these reasons, it may be possible to only use a global surrogate, which
removes the complication of exchanging points between agents to fit local surrogates.
In the future, a more in-depth look at the advantages of using multiple points per
iteration can be studied. There is the possibility to explore asynchronous agents that partition
the starting points for local optimization in the space and update the global surrogate as new
points are added.
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CHAPTER 7
CONCLUSIONS
The initial stages of design include the formulation of the optimization problem, including
objective functions and constraints, and often include building a computational model with
which to perform the initial design optimization. However, there is uncertainty in the process,
which stems from the inability to perfectly formulate the optimization problem, inherent
uncertainties in the design, and the uncertainties in the computational model. Tests and
redesign are often performed on candidate designs, which allows for the identification of
dangerous designs that can be redesigned and also provides measures by which to calibrate
computational models. This research considers two areas of the design of engineering
systems: 1) the trade-off of the effect of a test and post-test redesign on reliability and cost
and 2) the search for multiple candidate designs as insurance against unforeseen faults in
some designs.
The main contributions of this research are as follows:
1. A methodology to quantify the effect of a single future test and redesign on perfor-
mance and cost
2. An investigation on how to trade off performance and development costs by includ-
ing the effect of a single future test and redesign, and additionally how this allows
companies probabilistically set design and re-design rules
3. A dynamic partitioning method of the design space that combines surrogates and local
search to locate multiple candidate designs
First, a methodology to quantify the effect of a single future test and redesign on
performance and cost was presented for fixed design and redesign rules. This method was
based on sampling computational and experimental errors to simulate alternative future
test outcomes, for which the decision to design or redesign was made. Two methods of
calibration and redesign were presented. In one method, a simple correction factor based
on the ratio of the simulated experimental measurement to the predicted value from the
computational model was used in calibration, and redesign was performed deterministically
to restore the initial level of safety of the design as dictated by a required safety margin. The
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second method used Bayesian updating to update the initial computational error distribution
and redesigned to meet a targeted reliability level given the updated error distribution. It was
observed these methods provided estimates of the distribution of the probability of failure
and performance of a design after test and redesign.
As an extension of the previous research, it was shown that the probabilistic quantifi-
cation of the effect of the future test and redesign could be used to trade off performance
and development costs by setting design and redesign rules. This research considered
deterministic design and redesign rules, which are representative of current design practice
used presently in industry. In this study, it was shown that the optimal trade-off called for
initially conservative designs with large safety margins, which were made less conservative
but with increased performance with increasing redesign (development) costs. This result
was compared to the opposite approach in which a minimum required safety margin is given,
which reflects the practice of regulatory agencies providing minimal required safety margins
and factors.
The third area of research focused on locating multiple candidate designs by a combi-
nation of dynamic design space partitioning and surrogate-based optimization by mutliple
local searches in sub-regions. This research focused on how to partition the design space
such that the center of each region was located on a local optimum, while creating regions
to explore the design space and merging regions that converged to the same area. The
coordination between regions for surrogate-fitting, optimization, and exchange of design
points was inspired by multi-agent approaches seen in distributed optimization algorithms
that take advantage of the decomposition of the optimization formulation. This research
mainly explored the use of local and global surrogates, where a local surrogate was used in
each region of the design space in order to provide a more accurate approximation of the
local behavior. This method was compared to a relatively simple approach in which a single
surrogate using multiple starting points for local optimization over the entire design space.
It was observed that the success of the partitioning method was primarily due to the use
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of multiple starting points for local searches in the space. In effect, this led the multi-agent
method to exploit regions of predicted low function value and only explore sparsely populated
regions of the design space when this was not possible. Additionally, it was found that the
success and efficiency of the partitioning with local versus global surrogates method may
be dependent on the degree of difficulty in approximating the behavior with surrogates. For
several test problems, it was found that using local surrogates was not as advantageous as a
single global surrogate. It was also observed that there may be large gains in efficiency if the
optimization in the regions is parallelized.
7.1 Perspectives
Based on the research presented in this dissertation, future research includes three
tasks: 1) efficient identification of individual local optima, 2) establishing the range of accept-
able designs based on the vulnerability of the best optima 3) distributed implementation of
the methods.
7.1.1 Efficient Identification of Individual Local Optima
While the research in Ch. 5 have shown that locating multiple optima with surrogates
is a promising direction of research, there are remaining formidable challenges that can be
addressed.
7.1.1.1 Isolating basins of attraction
The goal is to isolate and characterize the basins of attraction of each local optimum.
In past implementations, only the performance of design points was considered to center
the agents. Yet, one sub-region may span two or more basins of attraction, such that a local
optimum may be missed because the optimization repeatedly finds the optimum with the
lower objective function value. There is a need to develop an efficient method to detect that a
sub-region contains more than one acceptable optimum.
Proposed approach. Since the center of the sub-region is at the best point in the
sub-region in terms of the objective function value (and feasibility in constrained problems),
the poorer other optima are not explicitly identified. The proposed improvement is to tag
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the potential local optima that are found using multi-start local methods on the surrogates
according to whether or not they satisfy optimality conditions.There should also be a
distinction between optima inside a sub-region and optima at the boundary of a sub-region,
as the boundaries between sub-regions are artifacts of the method but not real design
constraints. For example, if there are three optima in two sub-regions, two centers may
be located at the two centers, but one basin of attraction may span both sub-regions.
Recognizing the position of the points at the boundary along with tagging the potential
optima may aid in the creation of sub-regions that will lead to the isolation of basins of
attraction.
7.1.1.2 Suspending or allocating few resources to unpromising sub-regions
Some sub-regions may appear to have local optima that are too poor to be worthwhile.
It is important to not write-off these regions completely as they may contain a good optimum
in a very narrow basin of attraction. However, search in the sub-region may be suspended
or fewer expensive function evaluations may be allocated to this region until more promising
sub-regions are explored. Developing such a criterion is an important step to make this type
of method more efficient.
Proposed approach. A common stopping criterion found in global optimization is based
on the convergence of the objective function value [96, 97]. For this research, it is proposed
that the criterion to suspend search in a sub-region or allocate fewer resources to the region
is based on objective function value, feasibility, size of the domain, and its vulnerability to
modeling errors. Such a criterion would differentiate between relatively small regions with
poor objective function values in which search may be suspended, and large regions with
small function values which may still benefit from further exploration to identify more optima.
In the DIRECT method, Jones et al. [98] allocated resources in the regions of the design
space that represented the best compromises, according to Pareto dominance, between the
objective function and the size of the unexplored neighborhood. It is proposed to extend such
a multi-criterion rationale in guiding the search considering i) the performance of the designs
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and ii) the density of the starting points in the agent sub-regions, and (iii) vulnerability indices
as the criteria for allocating computing resources. With such an approach, narrow basins
of attraction will be found early if they are in a region of good objective functions, and vice
versa, which matches the practical interest they may have (an optimum in a narrow valley
surrounded by poor performance designs is likely to be too unstable for practical purposes).
7.1.2 Vulnerability Analysis and Range of Acceptable Objective Functions
Chapters 3 and 4 presented a methodology that sought to model the effect of errors
on the eventual mass of a design by simulating futures where the errors force redesign
based on bounds on modeling errors. This was done assuming that the errors are small to
moderate and future tests that will reveal them to require only re-calibration of the analysis.
The research demonstrated that a design can significantly change when considering errors
in combination with tests and redesign to check for and compensate for these errors. By
considering the effect of errors and simulating possible futures, the vulnerability of a design
to be affected by errors can be measured by the probability of redesign (the probability that
the design does not meet requirements), while performance measures, such as mass, give
an indication of the extent of the changes to the design that have to be made to compensate
for the errors.
Additional research in this area has extended this methodology to multiple failure modes
[68] and also sought to model the effect of unexpected large errors [99]. This work can
be extended to allow the comparison of multiple designs and to estimate the probability of
islands of feasibility being wiped out.
Proposed approach that takes advantage of modeling of the effect of future tests
and redesign. The present approach is based on Monte Carlo simulations of multiple
possible futures associated with different error magnitudes. The associated computational
cost is high, and therefore not feasible to be incorporated inside a global optimization
algorithm. We propose to develop approximate estimates of the mean objective function
increment after future redesign as well as its standard deviation. This will be based on a
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simple re-calibration approach that we have explored in Ch. 3. It is also proposed to develop
estimates of the probability that an island of feasibility associated with a given local optimum
will completely disappear. This can happen when the island is narrow due to small errors
that are within the expected range anticipated by the designer. For example, for the example
presented in Ch. 5, an error of 12 K in the temperature model of the ITPS will wipe out
Region 2 of Figure 3 due to thermal failure. However, feasible regions may also disappear
due to unexpected appearance of overlooked failure modes or objective functions. It is
proposed to allow designers to assign such probabilities based on the closeness of the
design to their past experience. Designs that appear to be mere refinements of previous
experience may be assigned low probability while designs that look very different may be
assigned higher probabilities.
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APPENDIX A
COMPARISON OF BAYESIAN FORMULATIONS
In a rigorous formulation of the likelihood function, we would calculate the conditional
probability of obtaining the measured temperature when the true temperature of the test
article is T , as shown in Eq.(A–1)
ltest(T ) =

1
0.14T
if
∣∣∣T−Tmeas
T
∣∣∣ ≤ 0.07;
0 otherwise.
(A–1)
In the illustrative example in Section 3.3.2.1, we simplified this formulation so that we
calculated the conditional probability of obtaining T given Tmeas, as shown in Eq.(3–16). In
Fig.A-1, we compare the two likelihood functions and the resulting updated distribution of
f
upd
test,Ptrue
for the case in the example.
Figure A-1. Illustrative example of Bayesian updating using the likelihood about Tmeas (top),
and the likelihood about T (bottom)
The figures show only a small difference in the bounds of the updated temperature
distribution and the values of the pdf. A comparison is shown in Table A-1.
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Table A-1. Comparison of f
upd
test,Ptrue
with different formulations of the likelihood function
Comparison ltest(T ) about Tmeas ltest(T ) about T
Bounds where updated distribution is nonzero [0.9765, 1.1] [0.9813, 1.1]
Max f
upd
test,Ptrue
and location 8.1 on [0.9765, 1.1] 8.9 at T = 0.9813
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APPENDIX B
EXTRAPOLATION ERROR
In this research, it was assumed the variation in the magnitude of the extrapolation
error eextrap was linear with the distance of the design from the test design. The choice of this
extrapolation error is very much up to the analyst, as it is a measure in the variation of the
errors from the updated Bayesian estimate away from the test design. Here, we examine the
effect of an assumption that the extrapolation error is quadratic, as expressed in Eq.(B–1).
eextrap = (eextrap)max
(
‖d − dtest‖
∆dlim
)2
(B–1)
For the example problem in Section 3.5, we estimated eextrap to be 2% when d is
changed by ±10% from dtest. With the quadratic extrapolation error, this is expressed as in
Eq.(B–2). Because of this requirement, the magnitude of the quadratic extrapolation error
is smaller for designs at a distance less that ±10% away from the test design but larger at
greater distances compared to the linear variation. We present this comparison in Fig.(B-1).
Examining the same 10000 possible outcomes of the future test with probabilistic redesign
(p f ,target = 0.01%), the results in Table B-1 were obtained.
eextrap = 0.02
(
‖d − dtest‖
0.1‖dtest‖
)2
(B–2)
The results show that there is improved agreement between the true and analyst
estimated probabilities of failure, as well as a slightly decreased mass and variation in the
mass, with the quadratic variation in extrapolation error. Since the extrapolation error is
smaller at a distance less than ±10% away from the test design, the agreement between the
true and analyst-estimated probabilities of failure is better with the quadratic extrapolation
error. However, the agreement still suffers due to the large magnitude of the extrapolation
error at distances greater than ±10%.
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Figure B-1. Comparison of the eextrap with linear and quadratic variation with the distance of
the design from the test design (test design is d = 71.3 mm)
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Table B-1. Calibration by the Bayesian updating approach with probability of failure based redesign (p f ,target = 0.01%), quadratic
extrapolation error, and no bounds on redesign dS
Variation in eextrap with ds Parameter Original Mean Standard Deviation Minimum Maximum
Linear
dS (mm) 71.3 65.3 8.9 47.5 77.7
mass (kg/m2) 35.1 33.7 2.1 29.5 36.5
p f ,true (%) 0.12 0.003 0.016 0 0.100
p f ,analyst−corr (%) 0.12 0.007 0.004 0 0.015
Quadratic
dS (mm) 71.3 66.4 7.3 54.4 77.1
mass (kg/m2) 35.1 33.9 1.7 31.1 36.4
p f ,true (%) 0.12 0.004 0.019 0 0.100
p f ,analyst−corr (%) 0.12 0.007 0.004 0 0.015
1
4
4
APPENDIX C
SIMULATING A TEST RESULT AND CORRECTION FACTOR θ
As described in Sec. 4.3, a test is performed to verify a design, and the test is performed
on a test article denoted by dtest and rtest to find the experimentally measured temperature
∆Tmeas. For this design, we can calculate ∆Tcalc(dtest, rtest). We can relate both the mea-
sured and calculated temperatures to the true temperature of the test article by the true
experimental and computational errors as
Ttest,true = T0 + ∆Tmeas(dtest, rtest)(1 − ex,true) = T0 + ∆Tcalc(dtest, rtest)(1 − ec,true) (C–1)
Rearranging this equation, we arrive at the correction factor θ =
1−ec,true
1−ex,true
.
In this section, it is shown that the mass before and after redesign can be found
using a surrogate that is a function of safety margin and difference between the allowable
temperature Tallow and initial temperature T0. A surrogate of of the probability of failure that is
a function of the same two variables and the computational error ec can be made as well.
As shown in Eq.(4–2), the initial design satisfies
T0 + ∆Tcalc(d, r) + S 1 = Tallow (C–2)
Rearranged so that ∆Tcalc(d, r) is on the left hand side, this becomes
∆Tcalc(d, r) = (Tallow − T0) − S 1 (C–3)
By Eq.(4–5)the redesign should satisfy
T0 + θ∆Tcalc(d, r) + S 4 = Tallow (C–4)
which rearranged so that ∆Tcalc(d, r) is on the left hand side is
∆Tcalc(d, r) = (Tallow − T0)/θ − S 4/θ (C–5)
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By Eqs.(C–3) and (C–5), the two are equivalent if (Tallow − T0) = [(Tallow − T0)/θ]a f terredesign and
S 1 = S 4/θ. Therefore, ∆Tcalc, along with its corresponding mass and probability of failure, is a
function of (Tallow −T0) and S , where the values with and without redesign are related through
θ. This allows the mass to be calculated simply using surrogates with the inputs (Tallow − T0)
and S . A surrogate to obtain the probability of failure can also be obtained by including the
computational error ec as an input.
Note that ∆Tcalc(d, r) does not need to be calculated because, for a given (Tallow − T0)
and S 1, we can find ∆Tcalc(d, r) by
(Tallow − T0) − S 1 = ∆Tcalc(d, r) (C–6)
When the correction is applied, then we evaluate if redesign is necessary by
Redesign if: (Tallow − T0) − θ[(Tallow − T0) − S 1] ≤ S 2
or (Tallow − T0) − θ[(Tallow − T0) − S 1] ≥ S 3
(C–7)
which simplifies to
Redesign if: (Tallow − T0)(1 − θ) + θS 1 ≤ S 2
or (Tallow − T0)(1 − θ) + θS 1 ≥ S 3
(C–8)
Kriging surrogates (quadratic trend function with a Gaussian correlation model) were
used for the surrogates of the mass and reliability index. The accuracy of the surrogates was
measured by the PRES S RMS , a leave-one-out cross validation error measure, and the eRMS
at 50 test points. A summary of the surrogates is provdied in Table C-1.
Table C-1. Summary of surrogates
Surrogate Inputs # of Points for Fitting PRES S RMS
1(%) Test eRMS
2(%)
β (Tallow − T0) , S , ec 40 11 7
m (Tallow − T0) , S 20 0.5 0.1
1PRES S RMS =
√
1
p
eT
XV
eXV , where p is the number of points used for fitting and eXV is
the vector of the difference between the true value and the surrogate prediction
2 eRMS =
√
1
q
eTtestetest, where q is the number of test points and etest is a the vector of
the difference between the true value and the surrogate prediction
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APPENDIX D
EFFECT OF ADDITIONAL UNCERTAINTIES
In Ch. 4 we formulated the probability of failure is calculated with the limit state g as
gtrue = Tallow − Ttrue(d, r, v0) (4–7)
where
Ttrue(d, r, v0) = T0(1 − v0) + (1 − ec,true)∆Tcalc(d, r) (4–6)
Given the uncertainties in v0, ∆Tcalc, ec, and Tallow, we can calculate the variance of the limit
state as
σ2g,current = T
2
0σ
2
v0
+ σ2
∆Tcalc
+ ∆T 2calcσ
2
ec
+ σ2
∆Tcalc
e2c + σ
2
ec
σ2
∆Tcalc
+ σ2Tallow (D–1)
We use the subscript “current” to denote this as the limit state that is used in Ch. 4.
In Ch. 3 and in [100], the limit state was formulated as
gprevious = T
det
allow − Tcalc(d, r)(1 − ec) (D–2)
for which the variance is
σgprevious = σ
2
Tcalc
+ T 2calcσ
2
ec
+ σ2Tcalce
2
c + σ
2
ec
σ2Tcalc (D–3)
In Ch. 4, we included the additional uncertainties in the initial temperature, calculated change
and temperature, and allowable temperature to form a more realistic problem.
Let us consider two cases where redesign the combination of the test and redesign
reduces the standard deviation of ec for the design listed in Table D-1. The values of the
uncertain variables are given in Table 3-1, for which the variables involved in the calculation
of Tcalc and ∆Tcalc result in a standard deviation of 12.4 K in these values.
Using Eqs.(D–3) and (D–1), we calculate the standard deviation of the limit state g
as shown int Table D-2. It was observed that the additional uncertainties, particularly the
uncertainty in Tallow, reduced the effect of the test and redesign’s reduction of σec on the
reduction of the standard deviation of the limit state. The reductions were more than two
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Table D-1. Values of the uncertain variables in the limit states.
Distribution Before Redesign After Redesign Case 1 After Redesign Case 2
T0 300 (deterministic)
Tcalc N(550,12.4
2)
∆Tcalc N(250,12.4
2)
Tallow LN(660,16
2)
ec N(0,0.069
2)1 N(0,0.06212)2 N(0,0.0352)3
1 This is the standard deviation of the normal distribution that is equivalent to
the uniform distribution of ec between ±0.12 (i.e.,
0.12
√
3
).
2 In case 1, redesign causes a 10% reduction in standard deviation of ec.
3 In case 2, redesign causes a 50% reduction in standard deviation of ec.
Table D-2. Standard deviation of the limit states before and after redesign. Note that the
nominal value of ec is 0.
Distribution Before Redesign After Redesign Case 1 After Redesign Case 2
(% change) (% change)
σgprevious 39.9 36.4 (-9%) 22.7 (-43%)
σgcurrent 26.8 25.7 (-4%) 22.2 (-17%)
times larger using the previous formulation, which accounts for the differences in mean and
95th percentile of the probability of failure we observed in Ch. 4 and the work in the Ch. 3.
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APPENDIX E
GLOBAL VS LOCAL SURROGATES
In this appendix, the accuracy of a single global surrogate over the design region
is compared to several local surrogates fit in sub-regions. In this study we examine five
two-dimensional functions and one six-dimensional function. Four of the two-dimensional
functions were taken from a study by Xiong et al. [101], in which some functions were
examined because they had visible non-stationary behavior (varying levels of smoothness
or bumpiness in the space) such that the stationary assumption of a stationary covariance
structure that underlies kriging does not hold. The six functions studied are listed below,
where the functions that come from the study [101] are labeled.
1. Branin-Hoo:
f (x) =
(
x2 −
5.1
4pi2
x21 +
5
pi
x1 − 6
)
+ 10
(
1 −
1
8pi
)
cos(x1) + 8 ≤ 0
x1'[−5, 10], x2'[0, 15]
(6–1)
2. Sasena (“mystery function” in [101]):
f (x) = 2 + 0.01(x2 − x
2
1)
2
+ (1 − x1)
2
+ 2(2 − x2)
2
+ 7sin(0.5x1)sin(0.7x1x2)
x1,x2'[0, 1]
(6–2)
3. Function 3 [101]:
f (x) = sin(
1
x1x2
), x1,x2'[0.3, 1] (E–1)
4. Function 4 [101]:
f (x) = x1exp(−x
2
1 − x
2
2), x1,x2'[−2.5, 2.5] (E–2)
5. Function 5 [101]:
f (x) = cos(6(x1 − 0.5)) + 3.1|x1 − 0.7| + 2(x1 − 0.5) + · · ·
7sin(
1
|x1 − 0.5| + 0.31
) + 0.5x2 x1,x2'[0, 1]
(E–3)
6. Hartman 6:
f (x) = −
q∑
i=1
aiexp
−
m∑
j=1
bi j(x j − di j)
2

xi'[0, 1]
(E–4)
In this instance of Hartman 6, q = 4 and a =
[
1.0 1.2 3.0 3.2
]
where
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B =

10.0 3.0 17.0 3.5 1.7 8.0
0.05 10.0 17.0 0.1 8.0 14.0
3.0 3.5 1.7 10.0 17.0 8.0
17.0 8.0 0.05 10.0 1.0 14.0

D =

0.1312 0.1696 0.5569 0.0124 0.8283 0.5886
0.2329 0.4135 0.8307 0.3736 0.1004 0.9991
0.2348 0.1451 0.3522 0.2883 0.3047 0.3047
0.4047 0.8828 0.8732 0.5743 0.1091 0.0381

The test procedure can be described as follows:
1. Generate a DOE using LHS
2. Fit a global surrogate
3. Fit local surrogates: Partition the design space into n regions by choosing c random
centers from the DOE and partition the space based on the distance of a point to the
nearest center. Fit a surrogate in each region. Repeat for 10 random sets of centers.
4. Calculate error at 500 test points and then calculate eRMS for global and local surro-
gates
This process is repeated for 50 DOEs for the size of 12, 22, 31, 41, and 50 points for the
two-dimensional functions and 56, 80, 103, 127, and 150 for Hartman 6.
Due to the randomness in choosing centers, it is possible that some sub-regions may be
small and hold only a small number of points. In order to avoid ill-conditioning in these cases,
the nearest points from neighboring sub-regions used to build the surrogate. For both the
quadratic response surface and kriging, the minimum number of points used to fit a surrogate
was 12 for the two-dimensional problems and 56 for the six-dimensional problem.
Figure E-1 shows the test error at 500 test points, measured by the root mean square
of the error, and normalized by the mean of the available data. Overall, it was observed
that the kriging surrogate was more accurate than the quadratic response surface. It was
observed that a global kriging surrogate was clearly more accurate for the Sasena function
and function 4. For the other test problems, there was only a small observable distance
in accuracy between global and local kriging, with global kriging seemingly slightly more
accurate. At large DOEs, there is less of a difference in accuracy between global and local
surrogates.
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Figure E-1. For 4 equal sized regions, a comparison of the test error for global and local
kriging surrogates.
From this study, we can conclude that several local surrogates generally do not carry an
advantage over local surrogates. However, in this study, the sub-regions did not result from a
partitioning scheme that considered function value; they were the results of randomly placed
centers in the design space. It is not clear if dividing the design space into partitions that
captured local behavior would improve the accuracy of the surrogate.
Additionally, knowing how to smartly split the design space would require an accurate
estimation of the global behavior, which would come from an accurate global surrogate. In
terms of optimization, accurate global surrogates could lead to a switch from optimization
with a surrogate to local optimization with the true function in interesting regions rather
than forming a local surrogate at the interesting region and continuing optimization with a
surrogate.
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Abstract : 
The initial stages of reliability-based design optimization involve the formulation of 
objective functions and constraints, and building a model to estimate the reliability of the 
design with quantified uncertainties. However, even experienced hands often overlook 
important objective functions and constraints that affect the design. In addition, uncertainty 
reduction measures, such as tests and redesign, are often not considered in reliability 
calculations during the initial stages. This research considers two areas that concern the 
design of engineering systems: 1) the trade-off of the effect of a test and post-test redesign on 
reliability and cost and 2) the search for multiple candidate designs as insurance against 
unforeseen faults in some designs.  
In this research, a methodology was developed to estimate the effect of a single future 
test and post-test redesign on reliability and cost. The methodology uses assumed 
distributions of computational and experimental errors with re-design rules to simulate 
alternative future test and redesign outcomes to form a probabilistic estimate of the reliability 
and cost for a given design. Further, it was explored how modeling a future test and redesign 
provides a company an opportunity to balance development costs versus performance by 
simultaneously designing the design and the post-test redesign rules during the initial design 
stage. 
The second area of this research considers the use of dynamic local surrogates, or 
surrogate-based agents, to locate multiple candidate designs. Surrogate-based global 
optimization algorithms often require search in multiple candidate regions of design space, 
expending most of the computation needed to define multiple alternate designs. Thus, 
focusing on solely locating the best design may be wasteful. We extended adaptive sampling 
surrogate techniques to locate multiple optima by building local surrogates in sub-regions of 
the design space to identify optima. The efficiency of this method was studied, and the 
method was compared to other surrogate-based optimization methods that aim to locate the 
global optimum using two two-dimensional test functions, a six-dimensional test function, 
and a five-dimensional engineering example. 
  162 
École Nationale Supérieure des Mines 
de Saint-Étienne 
 
NNT : 2013 EMSE 0687 
 
Diane VILLANUEVA 
 
      OPTIMISATION FIABILISTE : PRISE EN COMPTE DES TESTS       
      FUTURS ET APPROCHE PAR SYSTÈMES MULTI-AGENT 
Spécialité: sciences pour l'ingénieur 
 
Mots clefs : optimisation fiabiliste, tests, incertitudes, systèmes multi-agent  
 
Résumé : 
Les premières étapes d'une conception fiabiliste impliquent la formulation de critères 
de performance et de contraintes de fiabilité d'une part, et le choix d'une représentation des 
incertitudes d'autre part. Force est de constater que, le plus souvent, des aspects de 
performance ou de fiabilité conditionnant la solution optimale ne seront pas connus ou seront 
négligés lors des premières phases de conception. De plus, les techniques de réduction des 
incertitudes telles que les tests additionnels et la reconception ne sont pas pris en compte dans 
les calculs de fiabilité initiaux.  
Le travail exposé dans ce manuscrit aborde la conception optimale de systèmes sous 
deux angles : 1) le compromis entre performance et coût généré par les tests supplémentaires 
et les re-conceptions et, 2) l'identification de multiples solutions optimales (dont certaines 
locales) en tant que stratégie contre les erreurs initiales de conception.  
Dans la première partie de notre travail, une méthodologie est proposée pour estimer 
l'effet sur la performance et le coût d'un produit d'un test supplémentaire et d'une éventuelle 
re-conception. Notre approche se base, d'une part, sur des distributions en probabilité des 
erreurs de calcul et des erreurs expérimentales et, d'autre part, sur une rêgle de reconception a 
priori. Ceci permet d'estimer a posteriori la probabilité et le coût d'un produit. Nous montrons 
comment, à travers le choix de politiques de prochain test et de re-conception, une entreprise 
est susceptible de contrôler le compromis entre performance et coût de développement. 
Dans la seconde partie de notre travail, nous proposons une méthode pour l'estimation 
de plusieurs solutions candidates à un problème de conception où la fonction coût et/ou les 
contraintes sont coûteuses en calcul. Une approche pour aborder de tels problèmes est 
d'utiliser un métamodèle, ce qui nécessite des évaluations de points en diverses régions de 
l'espace de recherche. Il est alors dommage d'utiliser cette connaissance seulement pour 
estimer un optimum global. Nous proposons une nouvelle approche d'échantillonnage à partir 
de métamodèles pour trouver plusieurs optima locaux. Cette méthode procède par 
partitionnement adaptatif de l'espace de recherche et construction de métamodèles au sein de 
chaque partition. Notre méthode est testée et comparée à d'autres approches d'optimisation 
globale par métamodèles sur des exemples analytiques en dimensions 2 à 6, ainsi que sur la 
conception d'un bouclier thermique en 5 dimensions. 
