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SOME SYSTEM APPROACHES TO WATER RESOURCES PROBLEMS 
11. STATISTICAL EQUILIBRIUM OF PROCESSES I N  DAM STORAGE 
Yu.  A. R o s a n o v  
F e b r u a r y  1 9  7 5  
R e s e a r c h  R e p o r t s  are p u b l i c a t i o n s  r e p o r t i n g  
on t h e  w o r k  of t h e  a u t h o r .  A n y  v i e w s  or 
conc lus ions  are  those of t h e  a u t h o r ,  and do 
n o t  necessa r i ly  ref lect  t hose  of I I A S A .  

Some System Approaches to Water Resources Problems 
11. Statistical Equilibrium of Processes in Dam Storage 
Yu. A. Rosanov 
1. Suppose we are dealing with a reservoir with a capacity 
R designed to meet water demands over a long period 
of time. 
One realizes that the water demands Wt during the time 
period (t, t + A) are connected with general climatological 
processes in the region concerned. Suppose these processes 
can be described by a multidimensional vector (or more 
abstract) function 
of the time parameter t. 
Because of the obvious annual cycle in a climate eval- 
uation, it seems reasonable to assume that water demands 
during time period t are the same as during time period to 
if u = t -  to is a period of integer years and the 
corresponding historical records { w '  =wl,s <t) and {w =us, 
S 
s - < to} differ from each other only by a shift in time, i.e. 
W' = W 
S s-u' 
A similar property seems natural for the reservoir inflow. 
Say that during a period (t, t t A) the reservoir receives an 
amount of water 
t+A 
Xt = I Xs ds , 
t 
where the inflow velocity xt depends on the climatological 
processes (1) in such a way that 
if u = t - t is a period of integer years. One can assume, 
0 
for example, that Wt and xt are components of Equation (1); 
in this case the relation ( 3 )  becomes trivial. 
Let us consider a sequence of intervals (t, t + A) where 
A is a time unit (year, month, etc.) and according to A = 1, 
the parameter t runs integer numbers. A discrete time oper- 
ation usually corresponds to the following description: the 
release of an amount of water is Z = Wt if there is enough t 
water in the reservoir. Otherwise the release is Zt = Vt , 
where Vt is the total amount of water available during the time 
period t. Furthermore, if there is too much water and the 
reservoir cannot contain it all, the amount Zt = Vt - R 
overflows. Thus, we have the so-called "z-shaped" policy 
where the operation parameter Wt has to be chosen on the basis 
of the previous historical record ws, s < t - 1 ,  in order to 
- 
meet the actual water demands (see Figure 1). 
The rest of the water at the end of time period t which 
is allowed to be used for operation of the reservoir during 
the next time period is 
(see F i g u r e  2), and t h e  t o t a l  amount o f  wa t e r  a v a i l a b l e  a t  t h e  
n e x t  s t e p  w i l l  be 
if Xt+l is t h e  new in f low.  
The con t inuous  analogue o f  t h e  r e s e r v o i r  model ( 4 ) - ( 6 )  
may be d e s c r i b e d  a s  f o l l ows .  
I f  t h e  u s e f u l  r e s e r v o i r  volume Y t  is  n o t  z e r o ,  t h e n  i n  
accordance  w i t h  a  g e n e r a l  c l i m a t e  c o n d i t i o n ,  a r e l e a s e  v e l o c i t y  
( a  d i s c h a r g e )  2 = w i s  a f u n c t i o n  of  t h e  cor responding  h i s t o r i c a l  t t 
r e c o r d  u = s < t .  I n  t h e  c a s e  of  a  wa t e r  s p i l l  ( Y t  = R )  , s f  
t h e  r e l e a s e  v e l o c i t y m u s t  n o t  be  less t h a n  t h e  i n f l ow  
v e l o c i t y  xt andmoreover ,  Z t  = 0 i f  Yt = 0 .  Thus 
where t h e  "demand v e l o c i t y "  f u n c t i o n  w is  assumed t o  be of t 
t h e  t y p e  d e s c r i b e d  above (see ( 2 ) ) .  
FIGURE 1. 
FIGURE 2.  
Suppose the reservoir system evaluation in time is 
considered a random process on a probability space 
(52,b.P) of all possible elementary outcomes w € Q where 
9 is an ensemble of possible events A that may occur with 
probabilities 
One can assume that each elementary outcome w C R is 
described by the entire historical record 
of the climatological processes used above (see (1 ) 
and (3)). 
As is known, most practical applications of any 
stochastic reservoir model are based on the assumption that 
random processes in the reservoir system will eventually reach 
a so-called statistical equilibrium; this means that during 
a long term operation the probability of an annual 
event A becomes independent of a particular year and initial 
reservoir conditions, and moreover, the frequency of 
event A during a series of years N is approximately equal 
to the corresponding probability P (A) : 
where V (A) is a number of years in which event A occurs. 
n 
It will be shown that a statistical equilibrium 
phenomenon occurs under a general assumption concerning 
I 
climatological random processes . 
Let A be an event which may or may not occur, depending 
upon the behaviour of the processes 
and let 
be a probability of A under a fixed previous historical 
record w = w s < t up to time to. One can realize that a sf - of 
similar historical record w' = w s f to + u might occur S-uf 
at the other time period to + u, and that event SUA may occur 
which is similar to A but shifted in time u (see Figure 3 ) .  
We assume that if historical records w = us, s 5 to, 
W' = w 
s-u ' 
s 5 to + U, and events A, SuA differ from each 
other only by a time shift over a number of years, then the 
probabilities of such events are the same: 
(A. = us, s - < to 1 = kuAr Iw' = ws-u ' s < t o + u  - ) 19) 
where u is a period of integer years. 
One supposes that Equation (9) may conform to reality 
because of the obvious annual cycle in climate processes 
which may be considered homogeneous over a long period of time. 
This problem was posed by M. Fiering in a 
personal communication. 
I i 
I I  
I It, 
I 
i b to1 , 
I I 
I 1  I 
W = W  t;u I ' I , t s t o + u  ; 
I I 
I I 
A= (a < x t  
I a 
I I i 
I I I 
I I I I 
1 I t,l I ~ 1 . "  
to t,+u 
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Note that for the year unit of time, Equation (9) 
holds true in the case of the stationary or homogeneous Markov 
process W - a  < t < a. t' 
Let a general process which satisfies Equation (9) 
(with respect to the shift transformations S ) be called 
u 
homogeneous. It is also assumed that a non trivial event 
A cannot be predicted more precisely from an infinite past 
history; if one can find out by any historical record 
*s ' s < to (to -+ -a) the event A certainly did or did not - 
occur, then such an event is trivial, i.e. 
This is the so-called regularity condition (well known in the 
theory of stationary processes) which holds true particularly 
for homogeneous ergodic Markov processes (see, for example,[l]). 
Our purpose is to show that generally, in a regular 
homogeneous case, the process (Vt,Yt,Zt) in the reservoir 
system considered will reach statistical equilibrium, 
i.e. the Large Numbers Low (8) is valid. 
It is worthwhile to note that an error in the approximate 
Equation (8) strongly depends on the time required for the 
process to reach the state of statistical equilibrium. 
Example. Let the inflow Xt, t - > 0 be a sequence of 
independent identically distributed random variables which 
may take values 0,l with corresponding probabilities p, 1 - p 
(Bernoulli scheme). Suppose that 
Wt E R = l  
and an initial amount of water in the reservoir is Yo = 1. 
Then after a random series of events 
certainly occurs, a zero inflow XT+l = 0, and VtE Xt, 
- Yt = 0, Zt = Xt, for all t > T (see Figure 41.. 
One can say that the process (Vt,Yt,Zt) reaches 
statistical equilibrium after time T. The corresponding 
statlonary is such that, for example, 
Therefore, a frequency of the event A = {yt = 01 by Equation 
(8) should be equal to 1. However, if the probability p 
of the zero inflow Xt is very small, then a long series of 
non-zero inflows Xo = 1, ..., xT = 1 is very likely: 
and for a series of years n, n 5 T, one has Vn(A) = 0. So 
the corresponding frequency of the event A will be equal to 0. 
Concerning a method of the statistical equilibrium proof, 
it should be mentioned that in a case of homogeneous Markov 
processes the standard ergodic theorem on the convergence 
F I G U R E  4. 
to the stationary probability distribution can be applied (see 
for example, [ 2 1 - [ 5 1 ) .  This method is quite different 
and may be called a method of imbedded stationary processes. 
2.  Let us consider a standard probability space (R,O,P) 
of abstract functions 
which is invariant with respect to shift transformations 
Suw = w - w < t < r n  I t-u ' 
where 
u = n A  , 
n = runs integer numbers , 
A = a time unit . 
Suppose that w = wt, - w < t < a, as the random process of 
the probability space (R,OIP) is regular and homogeneous, i.e. 
Equations (9) and (10) hold true. Xemember that 
the shifted event SUA which was used in Equation (9) is 
The regularity condition (10) means that 
where OF, d e n o t e s  a  6-a lgebra  of  e v e n t s  gene ra t ed  by 
w = w s < t ,  and 6 i s  a  t r i v i a l  6-a lgebra  of  e v e n t s  
S f  - 
A € 19 w i t h  p r o b a b i l i t y  1 o r  0. 
Suppose t h a t  i n  a d d i t i o n ,  t h e  fo l l owing  p r o p e r t y  
h o l d s  : 
i f  a  set  R * c R  c o n t a i n s  a lmos t  a l l  of t h e  e lements  
w € R .  Then 
P(SUA) = P ( A )  , A € O  . ( 1 4  
One can v e r i f y  t h i s  u s ing  t h e  well-known l i m i t  r e l a t i o n  
f o r  a lmos t  a l l  w € R  (see, f o r  example , [ I ] )  ; i . e .  f o r  
eve ry  f i x e d  A €  9 t h e r e  i s  a  set R * c  R  such t h a t  
t h e  r e l a t i o n  (15) h o l d s  t r u e  f o r  a l l  w € R  . The s i m i l a r  
l i m i t  r e l a t i o n  concerned w i t h  a  s h i f t  e v e n t  S A ,  
u  
fulfils almost all @ '  = S ~c52* particulary for almost all 
-u 
w € R* n SUR* where, according to Equation (13), one has 
P(R* n S 52*) > 0. But the process w = w is homogeneous, i.e. 
u t 
and obviously has to be 
Thus, one can say that the regular homoqeneous process is 
stationary with respect to the correspondinq shift trans- 
formations. 
Example (non-stationary homogeneous process). Let 
52 be aspace of all functions 
where O is a real parameter, - a < O < a. Let Q(dO) 
be a probability distribution on the real line and P(dw) be 
the corresponding probability on R. Obviously in this case, 
and 
because 
if and only if w C A. The probability distribution Q(dO), 
-a < 0 < - , is not uniform' and it is easy to verify that the 
homogeneous random process = Wt, - < t < is non-stationary. 
Here the condition (10) does not hold true. Besides, if 
for some fixed value 0 ,and R* is the set containing the 
0 
single function Ut = t + 00, -m < t < - of the probability 
1, then 
Thus, Equation (13) also is not valid. 
Note that a general stationary process = -m < t < t' 
is homogeneous. Indeed, if 
is a conditional probability of A € gwith respect to the 
6-algebra 9-m, then for any B €gt we have 
-OD 
because in the stationary case the probability measure ~ ( d w )  
is invariant under the shift transformations 
t 
The set of allevents SUB, B € , coincides with the 
6-algebra t9t+u so that Jl (w') = $I ( S  w') is a conditional 
-u 
t+u. probability of SUA with respect to 9- rn  . 
and 
Thus the original abstract process (1) and any random 
process of type ( 2 )  or ( 3 )  are regular and stationary with 
respect to the shift transformations SU. 
Remember that for such processes the following phenomenon 
occurs for any period u of integer years. With the 
probability 1, 
N 
where 13 (B)is an indicator of an event B ( 6  (B) = 1 if B 
occurs otherwise S (B) = 0 )  , Moreover, 
if an event A is invariant under the shift transformation 
Su. i. e. S u ~  5 A (see, for example, [l] ) . 
3. Let us consider the discrete time model (4) - ( 6 )  . 
Note that even for the very simple inflow Xt the 
corresponding random process Y may be quite complex. t 
Example. Let Xt, t > 0, be the sequence of independent 
Bernoulli variables: Xt = 0 or R with probabilities p 
and 1 - p. 
Let the water demand function W be a constant t 
Then the process Y is determined by the t 
homogeneous Markov chain of Equation (4) with the infinite 
number of states 
Yt+l = max ( 0 , ~ ~  - W) or min (RtY + R - W) t 
with probabilities p and 1 - p. One can verify that there 
is an ergodic class of states which can be achieved from points 
0 or R, and other states are non-essential. All ergodic states 
may be described as 
where m,n are integer numbers such that 
~ h u s ,  in the case of an irrational value W/R there is an 
infinite number of ergodic states. 
Generally if the process (Xt,Wt) forms a lag-(m,n) 
Markov chain, that is if 
is a simple Markov chain, then the process 
should be of a similar type. Well-known ergodic theorems 
can be applied in order to establish the existence of I 
statistical equilibrium (in other words, the existence of 
a limit stationary distribution--see, for example, [I]). 
The process (Xt,Wt) considered is of a much more I 
general type. Of course, it is actually observed from an 
initial time moment to = 0 but one can realize that 
(Xt,Wt), t > 0, is part of a regular process 
(Xt.Wt) , - w < t < w  , 
which is homogeneous with respect to the time shift trans- 
formations SU with period u of integer years, as was 
described in Section 1. 
Obviously, if the inflow Xt and the water demand Wt 
precisely coincide: 
then there is no statistical equilibrium because any 
variation of initial reservoir conditions absolutely changes 
the process Yt: - Yt - Yo' t > 0. 
A similar phenomenon occurs if, for example, the 
current water demands are formed in such a way that Wt is 
equal to the inflow Xt-l during the previous period of time 
and if this inflow is less than the useful reservoir capacity 
R, say 
That is, under the initial volume Yo, 
the process Yt, t >totas one can easily verify, will be 
of the form 
Obviously, the probability distribution of the variables 
Yt even fora distant future time t depends strongly on the 
initial reservoir condition Y . 
0 
One can construct more complex examples of 
nonergodic reservoir processes by considering a relationship 
between Xt and Wt of the following type: 
where St is a stationary process. 
Let us assume that the relationship of the type (17) 
is not valid. Roughly speaking, this means that the 
differences 
accumulate in such a way that their sums 
'It = f (Xs - W,) , t -+ 
s=l 
become unbounded, i.e. for every R, there is a number n 
for which 
with non-zero probability 
This condition holds true, for example, for discrete 
(integer) type variables if, for any historical record of 
reservoir processes up to the current time t, one 
can expect with non-zero probability that the inflow Xt+l 
during the next time period will exceed the corresponding 
water demands Wt+l. In this case, even the initially empty 
reservoir will be full (nn 2 R) with non-zero probability 
at the end of the period n, n = R. 
Now one can be sure that sooner or later the 
random process 
will exceed the upper or lower boundaries R or -R. That is, 
the event 
A = { l'lnl 2 R for some n>ll 
- 
is invariant with respect to time-shift transformations 
SUA = {lqnl - > R for some n - > u + 1) C A  - - , 
and (see (16) P.(A) = 1 because of Equation (18) . 
Moreover, P(SUA) = 1 for any u, i.e. there is certainly 
a finite time T at which a sequence 
is out of the interval (-R,R). Let T = ~ ( u )  be the first 
such moment (see Figure 5 . 
FIGURE 5 .  
Let it be shown that 
According to Equation (5) this is obvious for 
T = u: 
and, for any T = n, follows from a relationship 
(this will be proved), because if nu < - RI then 
In - 
Y ~ - ~  +kn -wn) + n u,n - < O  r 
'n-1 + x n 5 w n  , Y n = O  ; 
and if n > R then 
urn - 
> R  r 
'n-1 + ( ~ n  - ~ n )  nu,n - 
+ 
'n-1 Xn 1 Wn + R  , Y n = R  
Now let the inequalities (20) be established. In the 
case where T > u we have 
and obviously 
so that the inequalities (20) are valid for t = u. Suppose 
they are valid for T > n + 1 and all t - < n. Because 
'n+l < 'n + 'n+l < 'n+l + R  r 
in this case, 
"urn + (Xn+l - 'n+l) = 'uIn+l - < 'n + Fn+l - 'n+l) 
- - + n u  
- 'n+l - In wn+$ 




'n+l - 0 < R + QuIn+l I if Yn + Xn+l I Wn+l I 
- 
'n+l ' 'u,n+l I if Yn + Xn+l L Wn+l + R  I 
so that the inequalities (20) are valid for all t, u < t < T. 
- 
The inflow-demand p roces s  ( X t I N t ) ,  -m < t < w I  w i l l  be 
a s s o c i a t e d  w i th  a  s t a t i o n a r y  process  
(V;IY;Iz;)  I - m <  t < m ( 2 1 )  
which p r e c i s e l y  c o i n c i d e s  w i th  t h e  r e s e r v o i r  p roces s  de f ined  
by ( 4 ) - ( 6 )  
f o r  a l l  t > - T whatever t h e  h i s t o r y  was up t ime T ( p a r t i c u l a r l y  
f o r  every  i n i t i a l  r e s e r v o i r  c o n d i t i o n  Yo) where 
T = min ~ ( u )  . 
u>o 
The r e a l  r e s e r v o i r  system o p e r a t e s  ( o r  w i l l  o p e r a t e  
i f  n o t  y e t  des igned)  from some moment t --say to = 0; and 0 
we c o n s i d e r  t h e  inflow-demand p roces s  ( X t I W t )  d u r i n g  t h e  
p rev ious  t ime p e r i o d  a s  a  p a r t  o f  t h e  g e n e r a l  c l i m a t o l o g i c a l  
p roces se s  w t I  - < t < a ,  i n  t h e  r eg ion  concerned ( s e e  
S e c t i o n  1).  Noreover one can assume wi thou t  any l o s s  of 
g e n e r a l i t y  t h a t  
L e t  t h e  random v a r i a b l e  T ( u )  = T ( W , U )  be de f ined  a s  t h e  
f i r s t  moment when t h e  random sequence 
i s  o u t  of t h e  i n t e r v a l  ( - R I R )  , and l e t  
T ~ ( w )  = min -r(w,u) . 
u> t 
- 
Obvious ly  
and 
where SU i s  t h e  t i m e - s h i f t  t r a n s f o r m a t i o n  (see ( 1 1 ) )  . 
L e t  u s  se t  
t % = { w :  T~ < t ) ,  R t = u n  
- S 
s < t  
and 
(remember w e  are c o n s i d e r i n g  t h e  i n t e g e r  t i m e  p a r a m e t e r ) .  
Because o f  t h e  r e l a t i o n s h i p  
w e  have 
where a c c o r d i n g  t o  Equa t ion  ( 1  8 )  
t P ( Q s )  > 0 f o r  t - s - > n 
s o  t h e  i n v a r i a n t  e v e n t  fit c e r t a i n l y  o c c u r s ,  as  d o e s  t h e  
* 
e v e n t  52 
T h e r e f o r e ,  f o r  e v e r y  t i m e  moment t t h e r e  i s  
a  random s ,  s 5 t ,  such t h a t  rs < - t .  
For any t l e t  t h e  cor respond ing  s t  T < t (which i s  
s - 
n o t  u n i q u e l b e  t a k e n  and d e f i n e  a random v a r i a b l e  
* yt a s  i n  ( 5 ) :  
f o r  a l l  u ,  rs < u - < t ,  w i t h  t h e  i n i t i a l  c o n d i t i o n  
where 
Also  l e t  
be d e f i n e d  a c c o r d i n g  t o  Equat ion  ( 4 )  . 
Apparen t ly ,  because  of  t h e  r e l a t i o n s h i p  ( 1 9 ) , t h e  v a r i a b l e s  
do  n o t  depend on o u r  c h o i c e  of t h e  c o r r e s p o n d i n g  moments 
and p a r t i c u l a r l y  
i n  t h e  c a s e  
where t h e  v a r i a b l e s  V t ,  y t ,  Z t  have  been  d e f i n e d  above  
(see ( 4 )  - ( 6 )  1 . 
One c a n  v e r i f y  f rom ( 2 5 ) - ( 2 7 )  t h a t  b e c a u s e  o f  t h e  
r e l a t i o n s h i p s  
w e  have  
Thus t h e  random p r o c e s s  
a s  w e l l  a s  t h e  o r i g i n a l  inflow-demand p r o c e s s  
a = ( X t , W t )  , - w < t < m  , t 
is regular, homogeneous and stationary with respect to the 
time shift +ransformations S (with a period u of integer 
u 
years) . 
As previously mentioned, (see (28)), the reservoir process 
* * * *  
ct = (V ,Y ,Z ) , coincides with 5 = (V ,Y ,Z ) , t t t  t t t t  
for all t 2 ro. 
Let us consider 
and its probability distribution P = P(B) on the space of all 
possible trajectories: 
where [= St, t - > 0, is a trajectory of our ranlom process. 
Let PU = PU(B) be a shifted probability distribution, namely 
where SU St = St+,, t 2 0, is a trajectory shifted in 
time u - > 0. 
Let us consider also the stationary process 
* * 
and its probability distribution P = P (B) which is invariant 
under shift transformations: 
(if u is a period of integer years). 
One can verify that 
* 
SUP I P ~ ( B )  - P ~ ( B )  I - < 2 pIro > U I  
B 
where T~ is the time moment determined by Equation (23). 
Indeed, 
and because under the condition T < u we have 
0 - 
and thus 
As for any probability distribution failure, 
lim P { T ~  > U} = O  . 
U'W 
Moreoverfin the most interesting cases we have an exponential 
rate of convergence 
for some positive constants C,D. For example, if apart from 
Equation ( 1 8 )  we assume that 
then for an integer years period t 
(remember our process is homogeneous), and 
so finally we have 
t 
- -1 
P { T ~  > t} - < (1 - pln 
* 
Concerning the stationary distribution P , the following 
remark may not be useless in the case when the reservoir 
process Ct = (V ,Y , Z  1 is considered as a component of t t t  
some Markov process with transition probabilities Q. Namely 
* 
the proper probabilities P can be uniquely determined 
from the corresponding equation of the type 
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