Abstract We consider two-player zero-sum stochastic games on graphs with ω-regular winning conditions specified as parity objectives. These games have applications in the design and control of reactive systems. We survey the complexity results for the problem of deciding the winner in such games, and in classes of interest obtained as special cases, based on the information and the power of randomization available to the players, on the class of objectives and on the winning mode.
Introduction
Games on graphs. Games played on graphs provide the mathematical framework to analyze several important problems in computer science as well as in mathematics. In particular, the synthesis problem (Church's problem) can be reduced to the construction of a winning strategy in a game played on a graph where the vertices and edges of the graph represent the states and transitions of a reactive system [7, 36, 34, 32] . Game-theoretic formulations have also proved useful for the verification [1] , refinement [26] , and compatibility checking [22] of reactive systems. Games played on graphs are dynamic games that proceed for an infinite number of rounds. In each round, one of the players chooses a move which, together with the current state, determine a probability distribution over the successor state. An outcome of the game, called a play, consists of the infinite sequence of states that are visited.
Strategies and objectives.
A strategy for a player is a recipe that describes how the player chooses a move to extend a play prefix. Strategies can be classified as follows: pure strategies, which always deterministically choose a move to extend the play, and randomized strategies, which may choose at a state a probability distribution over the available moves. If the randomized strategy is allowed to observe the result of the move chosen from the probability distribution, then it is a randomized action-visible strategy; otherwise it is a randomized action-invisible strategy. Objectives are generally Borel measurable functions [31] : the objective for a player is a Borel set B in the Cantor topology on Q ω (where Q is the set of states), and the objective is satisfied if the outcome of the game is a member of B. In verification, objectives are usually ω-regular languages. The ω-regular languages generalize the classical regular languages to infinite strings; they occur in the low levels of the Borel hierarchy (they lie in Σ 3 ∩ Π 3 , called the first 2 1 / 2 -levels of the Borel hierarchy) and they form a robust and expressive language for determining payoffs for commonly used specifications. We consider the parity objective and its subclasses, which is a canonical form to express ω-regular objectives in verification.
Classification of games.
Games played on graphs can be classified according to the knowledge of the players about the state of the game. Accordingly, there are (a) partialobservation games, where each player only has a partial or incomplete view about the states visited and the actions played in the game; (b) one-sided partial-observation games, where one player has partial knowledge and the other player has complete knowledge; and (c) complete-observation games, where each player has complete knowledge of the play. Partial-observation games are useful to model many important problems related to reactive systems, for example, the interaction of a plant and controller when the plant has private variables not accessible to the controller. The class of one-sided partial-observation games has two important subclasses when there is only one player: (a) one-player partial-observation games, called partial-observation Markov decision processes (POMDPs); and (b) the special case of POMDPs with a single observation, which are called blind POMDPs or probabilistic automata [35] .
Analysis. The analysis of games can be classified into qualitative and quantitative analysis. The qualitative analysis consists of the following questions: given an objective and a state of the game, (a) can player 1 ensure that the objective is satisfied with certainty against all strategies of player 2 (sure winning problem); (b) can player 1 ensure that the objective is satisfied with probability 1 against all strategies of player 2 (almost-sure winning problem); and (c) can player 1 ensure that the objective is satisfied with probability arbitrarily close to 1 against all strategies of player 2 (limit-sure winning problem). Given an objective, an initial state of the game, and a rational threshold ν, the quantitative analysis problem asks whether the maximal probability with which player 1 can ensure the objective against all player-2 strategies is at least ν.
Structure of the paper. We survey the main complexity results about various classes of partial-observation games, for different classes of parity objectives, for all three types of strategies (pure, randomized action-visible, and randomized action-invisible). We organize the results according to sure winning (see Table 1 ), almost-sure winning (see Table 2 and  Table 3 ), limit-sure winning (see Table 4 ), and quantitative analysis (see Table 5 ).
Definitions
We define the class of two-player partial-observation stochastic games, and we consider some relevant subclasses.
A probability distribution on a finite set S is a function κ :
The support of κ is the set Supp(κ) = {s ∈ S | κ(s) > 0}. We denote by D(S) the set of probability distributions on S.
Stochastic games. Given finite alphabets A i of actions for player i (i = 1, 2), a two-player stochastic game (or simply a game) is a tuple G = Q 1 , Q 2 , δ where -Q 1 is a finite state of player-1 states, Q 2 is a finite state of player-2 states, with
Games are played for infinitely many rounds from an initial state q 0 ∈ Q. In each round, if the current state is q ∈ Q i (i ∈ {1, 2}), then player i chooses an action a ∈ A i and the game proceeds to the next round in state q ′ with probability δ(q, a)(q ′ ). In this way, the players construct an infinite path called a play.
The game is deterministic if for i = 1, 2, for all states q ∈ Q i and all actions a ∈ A i , there exists a state q ′ ∈ Q 3−i such that δ(q, a)(q ′ ) = 1.
Partial-observation stochastic games. In partial-observation games, the players have a partial or incomplete view of the states visited in the game, and the views of the two players are in general different. A partial-observation two-player stochastic game consists of a game G = Q 1 , Q 2 , δ and two sets O i ⊆ 2 Q (i = 1, 2) of observations for player i that define two partitions of Q. The states in an observation of O i are indistinguishable for player i. These partitions uniquely define two functions obs i : Q → O i (i = 1, 2) that map each state q ∈ Q to its observation for player i such that q ∈ obs i (q). A model of games where states may have multiple observations (i.e., the observation sets can overlap) can be encoded in the model where observations form a partition of the state space [17] . Fig. 1 shows an example of a two-player stochastic game where the player-1 states Q 1 = {q 1 , q 2 , q 5 } are circles, and the player-2 states Q 2 = {q 0 , q 3 , q 4 , } are boxes. The transition from q 1 on a is such that δ(q 1 , a)( Special cases. We consider the following subclasses of partial-observation stochastic games:
-(Observation restriction). The games with one-sided partial-observation are the special case of games where O 2 = {{q} | q ∈ Q} (equivalently, obs 2 (q) = {q} for all q ∈ Q), i.e. player 2 has complete observation, and only player 1 has partial-observation. The games of complete observation are the special case of games where O 1 = O 2 = {{q} | q ∈ Q}, i.e. every state is visible to each player and hence both players have complete observation. Two-player games of complete observation are also called perfectinformation stochastic games, or 2 1 / 2 -player games.
-(Player restriction). The partial-observation Markov decision processes (POMDP) are the the special case of games where A 2 is a singleton, i.e. only player 1 has multiple choice. An important subclass of POMDP is obtained when player 1 has only one observation (i.e., O 1 = {Q}) and is called blind POMDPs or probabilistic automata [35] .
Strategies. Strategies are recipes used by the players to choose their action. In partialobservation games, it is more powerful to use randomization in strategies, and when randomization is used it is more powerful to observe which action was (randomly) chosen, as compared to the case where the action is not visible. Therefore, we consider the following classes of strategies.
is the set of nonempty sequences of observations.
-Pure. A pure strategy in G for player i is a randomized action-invisible strategy such that for all observation sequences ρ ∈ O + i , there exists an action a ∈ A i such that σ i (ρ)(a) = 1.
For pure strategies, it does not matter whether the actions are visible or not because given a pure strategy σ i , and a finite prefix ρ ∈ O + i , the actions played by player i along ρ can be completely reconstructed.
Note that games where the players use randomized action-visible strategies can be encoded into games where the actions are invisible, in which the last action played is stored in the state space, and the observations on states are enriched to reveal the last action. This encoding has a polynomial blow-up. The same trick can be used to encode games where the actions can be partially observed (e.g., through observations on the action sets) into games with actions invisible [25] . Hence the model with action invisible is more general. Outcome. Strategies induce a set of plays and a (probability) measure µ over play prefixes, defined as follows:
Memory of strategies.
-For randomized action-visible strategies, we lift the functions obs i to sequences of interleaved states and actions: for i = 1, 2, denote by obs i (q 0 a 0 q 1 a 1 . . . q k ) the sequence
e., the projection that removes all actions). A play ρ = q 0 q 1 . . . is an outcome of the randomized action-visible strategies σ 1 for player 1 and σ 2 for player 2 from a state q ∈ Q if q 0 = q and there exists a sequence π = q 0 a 0 q 1 a 1 . . . q k such that ρ = state(π) and for all j ≥ 0, if q j ∈ Q i then σ i (obs i (q 0 a 0 q 1 . . . q j ))(a j ) > 0, and δ(q j , a j )(q j+1 ) > 0. We denote by Outcome(G, q, σ 1 , σ 2 ) the set of all outcomes of the strategies σ 1 and σ 2 from q. Define the function ξ σ1,σ2 q
and q ′ ∈ Q, let i ∈ {1, 2} such that Last(π) ∈ Q i (where Last(π) is the last state in the sequence π), and define
-For randomized action-invisible strategies, we lift the functions obs i to sequences of states and denote by
. is an outcome of the strategies σ 1 for player 1 and σ 2 for player 2 from a state q ∈ Q if q 0 = q and for all j ≥ 0, if q j ∈ Q i then there exists a ∈ A i such that σ i (obs i (q 0 . . . q j ))(a) > 0, and δ(q j , a)(q j+1 ) > 0. We denote by Outcome(G, q, σ 1 , σ 2 ) the set of all outcomes of the strategies σ 1 and σ 2 from q. Define the function µ σ1,σ2 q
is the last state in the sequence ρ), and define
-The definition of outcome for pure strategies is derived as a special case of the definition of outcome for randomized action-invisible strategies.
By Caratheódary's extension theorem, the function µ σ1,σ2 q can be uniquely extended to a probability measure Pr σ1,σ2 q (·) over Borel sets of infinite plays [39, 6] .
Objectives. An objective in G is a Borel set ϕ ⊆ Q ω of plays in the Cantor topology on Q ω [28] . All objectives we consider in this paper lie in the first 2 1 / 2 -levels of the Borel hierarchy. We specifically consider the parity objective, which is a canonical form to express all ω-regular objectives [38] . For a play ρ = q 0 q 1 q 2 . . ., denote by Inf(ρ) = {q ∈ Q | ∀i ≥ 0·∃j ≥ i : q j = q} the set of states that occur infinitely often in ρ. We consider the following objectives.
-Reachability and safety objectives. Given a set T ⊆ Q of target states, the reachability objective Reach(T ) = {q 0 q 1 q 2 . . . ∈ Q ω | ∃k ≥ 0 : q k ∈ T } requires that a target state in T be visited at least once. Dually, the safety objective Safe(T ) = {q 0 q 1 q 2 . . . ∈ Q ω | ∀k ≥ 0 : q k ∈ T } requires that only states in T be visited. -Büchi and coBüchi objectives. Given a set T ⊆ Q of target states The Büchi objective
. . , d} be a priority function that maps each state to a nonnegative integer priority. The parity objective
} is even} requires that the smallest priority that appears infinitely often be even.
Note that a reachability objective Reach(T ) can be viewed as a special case of Büchi objectives, and safety objectives are special cases of coBüchi objectives.
And the objectives Buchi(T ) and coBuchi(T ) are special cases of parity objectives defined by respective priority functions p 1 , p 2 such that p 1 (q) = 0 and p 2 (q) = 2 if q ∈ T , and p 1 (q) = p 2 (q) = 1 otherwise.
Winning modes. Given a game structure G, a state q, and an objective ϕ, and classes C 1 , C 2 of strategies, we say that:
-a strategy σ 1 ∈ C 1 for player 1 is sure winning if Outcome(G, q, σ 1 , σ 2 ) ⊆ ϕ for all strategies σ 2 ∈ C 2 for player 2, -a strategy σ 1 ∈ C 1 for player 1 is almost-sure winning if Pr σ1,σ2 q (ϕ) = 1 for all strategies σ 2 ∈ C 2 for player 2, -player 1 is limit-sure winning if for all ε > 0 there exists a strategy σ 1 ∈ C 1 for player 1 such that for all strategies σ 2 ∈ C 2 for player 2, we have Pr
Q → R for player 1 assigns to every state the maximal probability with which player 1 can guarantee that ϕ using a strategy in C 1 , against all strategies of C 2 for player 2. Formally, let
In the above definitions, the class C 2 of player-2 strategies can be taken as any of the three classes of strategies we have defined (i.e., pure, randomized action-invisible, or randomized action-visible) without changing the definition. This is because once a strategy of player 1 is fixed, we obtain a (possibly infinite-state) POMDP in which pure strategies are sufficient for parity objectives [15] .
For limit-sure and the value function, the complexity and decidability results presented in this survey are independent of the choice of the class C 1 among the three classes we have defined.
Qualitative and quantitative analysis. We are interested in the problems of deciding, given a game G, a state q, and an objective ϕ, whether there exists a {pure, randomized actioninvisible, randomized action-visible} strategy for player 1 that is {sure, almost-sure} winning from q for the objective ϕ, or whether player 1 is limit-sure winning from q for the objective ϕ Given a rational value 0 ≤ ν ≤ 1, the value decision problem asks whether the value 1 G val (ϕ)(q) of the game at q is at least ν. The qualitative analysis consists of the sure, almost-sure and limit-sure winning problems, and the quantitative analysis is the value decision problem.
Consider the objective Buchi({ }) in the example of Fig. 1 . There is no sure winning strategy for player 1 for this objective, but player 1 has an almost-sure winning strategy that uses randomization (play everywhere a and b with probability 1 2 ), as well as a pure almostsure winning strategy (alternate playing a and b). Hence for the three classes of strategies, we have 1
The Complexity of Partial-Observation Stochastic Parity Games
In this section we present a survey of results about the computational complexity and strategy complexity of different classes of partial-observation games, with different classes of parity objectives and strategies, both for qualitative and quantitative analysis. We organize the results as follows: we first present the results for sure winning, then for almost-sure winning, followed by limit-sure winning, and finally the quantitative analysis (value problem).
Complexity of sure winning
In this section we consider partial-observation games and its subclasses with parity objectives and the winning mode is sure winning. We first present a simple result from the literature that shows that for sure winning, pure strategies are sufficient for all partial-observation games.
Pure strategies suffice for sure winning. The key argument to show that pure strategies suffice for sure winning is as follows. Consider a randomized action-visible strategy σ 1 for player 1, let σ P 1 be a pure strategy such that for all finite prefixes ρ, the strategy σ P 1 (ρ) chooses an action from Supp(σ 1 (ρ)). Then for all states q and all strategies σ 2 for player 2, we have Outcome(G, q, σ
, and thus if σ 1 is sure winning, then so is σ P 1 . Counting spoiling strategies. To spoil a strategy of player 1 (for sure-winning), player 2 does not need the full memory of the history of the play, but only needs counting strategies [17] . We say that a pure strategy σ 2 for player 2 is counting if for all finite prefixes ρ, ρ
The memory needed by a counting strategy is only the number of turns that have been played. This type of strategy is sufficient to spoil the non-winning strategies of player 1 [17] .
Sure winning coincide for partial-observation and one-sided games. For all partitions O 2 of a partial-observation game, counting strategies are valid strategies. Since pure strategies suffice for sure winning and counting strategies suffice for spoiling pure strategies, it follows that for spoiling strategies in sure winning games, the observation for player 2 does not matter, and hence for sure winning, partial-observation and one-sided games coincide. Computational complexity of sure winning. We now summarize the results related to the computational complexity of sure winning in various classes of partial-observation games. The following basic facts follow from the above argument: (1) For sure winning, pure strategies are as powerful as randomized action-visible strategies, and hence we only focus on pure strategies. (2) For sure winning, partial-observation games are equivalent as the special class of one-sided partial-observation games.
1. Complete-observation games. The results for complete-observation games are as follows: (1) safety and reachability objectives can be solved in linear time (this is alternating reachability in AND-OR graphs) [27] ; (2) Büchi and coBüchi objectives can be solved in quadratic time [38] ; and (3) parity objectives lie in NP ∩ coNP and no polynomial time algorithm is known [23] . The results for sure winning are derived as follows: for sure winning since all paths need to satisfy the objective, the probabilistic choices can be interpreted as the choice of the adversary (player 2) and then we obtain complete-observation deterministic games, and all results follow from the results for complete-observation deterministic games. 2. Probabilistic automata and POMDPs. The sure winning problem for probabilistic automata is the same as the blind games problem considered by Reif [37] , and the POMDP problem is same as the sure winning problem for one-sided deterministic games (again interpreting the probabilistic choice as adversarial choice). The results for blind games are as follows: using the subset construction technique, Reif showed that the blind games problem can be solved as a graph problem on an exponentially large graph for reachability objectives [37] . It follows from [17] that the same (subset construction) technique also works for parity objectives, and [5] presents a reduction of parity objectives to safety objectives. As a consequence it follows that the sure winning problem for probabilistic automata with parity objectives can be solved in PSPACE, and the PSPACE lower bound follows from the universality problem for non-deterministic finite automata [37] . Hence we have PSPACE-completeness for the sure winning problem for probabilistic automata. The result for POMDPs is the same as for one-sided games discussed below. 3. One-sided and partial-observation games. The results for one-sided partial-observation games are as follows: (1) the EXPTIME-completeness for reachability objectives follows from the results of [37] ; (2) the EXPTIME-completeness for safety objectives follows from the results of [5] ; and (3) the EXPTIME-upper bound for all parity objectives follows from the results of [17] and hence it follows that for all Büchi, coBüchi and parity objectives we have EXPTIME-complete bound. Again the EXPTIME upper bound follows by constructing and solving an exponential-size game of complete observation. The lower bound follows from a reduction of the membership problem of alternating polynomial space Turing machines. The results follow for partial-observation games as sure winning for partial-observation games coincides with sure winning for one-sided partial-observation games.
The results are summarized in Theorem 1 and shown in Table 1 . Strategy complexity of sure winning. The sure winning problem for complete-observation games is the same as complete-observation deterministic games, and hence the existence of pure memoryless sure winning strategies for complete-observation games with parity objectives follows from the results of [23] . For probabilistic automata, POMDP, and partialobservation games, sure-winning strategies of exponential size suffices: the witness sure Table 2 Complexity of almost-sure winning: randomized action-visible strategies.
winning strategy is based on the subset construction where the subset represents the belief of the player (where belief represents the possible current states of the game). It follows that pure belief-based sure winning strategies exist. The exponential lower bound for memory follows from the fact that the shortest word to witness the non-universality of a non-deterministic finite automata is of exponential size.
Theorem 1 (Complexity of sure winning)
The following assertions hold: 
The sure winning problem for complete-observation games (i) with reachability and safety objectives can be solved in linear time; (ii) with Büchi and coBüchi objectives can be solved in quadratic time; and (iii) with parity objectives is in NP

Complexity of almost-sure winning
In this section, we discuss the results for almost-sure winning. In contrast to sure winning in partial-observation games where all problems are decidable, the almost-sure winning problem becomes undecidable in many cases. We start with the main undecidability result related to almost-sure winning.
Undecidability result for almost-sure winning. The main undecidability result for the almost-sure winning problem was established in [2] where it was shown that the problem of deciding the existence of a pure almost-sure winning strategy for probabilistic automata with coBüchi objectives is undecidable. The key steps of this deep result are: (1) First the authors consider the undecidability of the approximation problem for probabilistic automata over finite words which shows that given a probabilistic automata on finite words and a constant 0 < ε < 1 such that either there is a word accepted with probability 1 − ε or all words are accepted with probability at most ε, decide which is the case, is undecidable [30] .
(2) Then the approximation problem is reduced to the problem of checking, given two probabilistic Büchi automata, whether there is a word that is accepted with positive probability by both the automata. (3) Using the closure properties of probabilistic Büchi automata [3] , it follows that the problem of deciding the existence of a word (which is same as a pure strategy for probabilistic automata) that is accepted with positive probability is undecidable for probabilistic automata with Büchi conditions. As the coBüchi condition is dual to the Büchi condition, and almost-sure acceptance criteria is dual to acceptance with positive probability, it follows that the problem of deciding the existence of pure almost-sure winning strategy for probabilistic automata with coBüchi objectives is undecidable. Undecidability result for randomized strategies. As discussed above, the existence of pure almost-sure winning strategy for probabilistic automata with coBüchi objectives is undecidable. It was established in [15] that for POMDPs pure strategies are as powerful as randomized action-visible strategies for all objectives (i.e., for one-player games randomization is not useful for strategies). As a consequence it follows that the existence of randomized action-visible almost-sure winning strategy for probabilistic automata coincides with the existence of pure almost-sure winning strategies. Hence it follows that the existence of almostsure winning strategy for probabilistic automata, POMDPs, one-sided partial-observation games, and partial observation games is undecidable for coBüchi (and hence also for parity) objectives for all classes (pure, randomized action-visible, and randomized action-invisible) of strategies. Some basic facts. In contrast to sure winning in all classes of games and almost-sure winning for probabilistic automata and POMDPs, where pure strategies are as powerful as randomized action-visible strategies, the scenario is quite different for one-sided partialobservation games. It was shown in [17, Example 2.3] that for almost-sure winning, randomized action-visible strategies are more powerful than pure strategies for one-sided partialobservation games with reachability objectives (and the example of [17] also shows that randomized action-invisible strategies are more powerful than pure strategies for almostsure winning in one-sided partial-observation games). It was shown in [21, Section 3] that for one-sided partial-observation games, randomized action-visible strategies are more powerful than randomized action-invisible strategies for almost-sure winning with reachability objectives. For safety objectives, the counter-examples are always finite prefixes, and it can be shown that for a given strategy for player 1 if there is a strategy for player 2 to produce a finite counter-example, then the finite counter-example is produced with some constant positive probability. It follows that for partial-observation games and one-sided partialobservation games, and all the subclasses with safety objectives, the almost-sure problem coincide with the sure winning problem. Complexity of almost-sure winning: randomized action-visible strategies. We now summarize the results related to the computational complexity of deciding the existence of randomized action-visible almost-sure winning strategies in various classes of partialobservation games. As for safety objectives the results are exactly the same as in the case of sure winning, we omit the discussion of safety objectives below.
Complete-observation games.
A quadratic-time reduction of the almost-sure winning problem to the sure winning problem for parity objectives was established in [18, 12] .
The reduction is linear-time for reachability, Büchi and coBüchi objectives. It follows that reachability objectives can be solved in linear time, Büchi and coBüchi objectives in quadratic time, and parity objectives in NP ∩ coNP. 2. Probabilistic automata. The PSPACE-completeness of the almost-sure winning problem for reachability and Büchi objectives was established in [9, 10] for pure strategies. Since for probabilistic automata, the problem for pure strategies coincides with randomized action-visible strategies, the result of PSPACE-completeness follows for all classes of strategies. The almost-sure winning problem is undecidable for coBüchi and parity objectives [2] . 3. POMDPs. The EXPTIME upper bound for the almost-sure winning problem for reachability and Büchi objectives was established in [2] for pure strategies (and hence also for randomized action-visible strategies), and the EXPTIME lower bound was shown in [16] . The almost-sure winning problem is undecidable for coBüchi and parity objectives [2] . 4. One-sided games. The EXPTIME-completeness for almost-sure winning with reachability and Büchi objectives for one-sided partial-observation games was established in [17] . The standard subset construction does not work for almost-sure winning, as the standard subset construction yields a complete-observation game where randomization is not useful, whereas in one-sided partial-observation games randomized strategies are more powerful than pure strategies for almost-sure winning with reachability objectives. A slightly more involved exponential-size game can be constructed to solve the almostsure winning problem, and an EXPTIME lower bound was established through a reduction of the membership problem of alternating polynomial-space Turing machine [17] . The almost-sure winning problem is undecidable for coBüchi and parity objectives [2] . 5. Partial-observation games. The 2EXPTIME-completeness for almost-sure winning with reachability and Büchi objectives for partial-observation games was shown in [4] : the upper bound was established generalizing the result of [17] and the lower bound was established through a reduction of the membership problem of alternating exponentialspace Turing machine. The almost-sure winning problem is undecidable for coBüchi and parity objectives [2] .
This gives the results for almost-sure winning, summarized in Theorem 2 below (see also Table 2 ).
Strategy complexity of almost-sure winning: randomized action-visible strategies. The existence of pure memoryless almost-sure winning strategy for complete-observation games with parity objectives was established in [18, 12] , and a consequence of the result also shows that for complete-observation games with parity objectives pure memoryless strategies are as powerful as randomized action-visible strategies. It was shown in [17] that in onesided partial-observation games belief-based randomized action-visible almost-sure winning strategies exist for reachability and Büchi objectives. As a consequence, an exponential upper bound for memory follows for all decidable problems. The exponential lower bound for memory for POMDPs with reachability objectives was established in [16] , and the construction can be adapted to show the same lower bound for probabilistic automata. It was shown in [4] that even in partial-observation games belief-based randomized action-visible almost-sure winning strategies exist for reachability and Büchi objectives. As a consequence optimal exponential memory bound follows for randomized action-visible almost-sure winning strategies for reachability and Büchi objectives for probabilistic automata, POMDPs, one-sided partial observation games, and partial-observation games. For coBüchi and parity objectives, no bound on memory of almost-sure winning strategies can be established as the problem is undecidable. In the sequel, we do not discuss the memory bounds for problems where undecidability has been established as the undecidability result implies that infinite memory is necessary (as sufficiency of finite-memory strategies would imply semidecidability, contradicting the undecidability results).
Theorem 2 (Complexity of almost-sure winning: randomized action-visible strategies)
The following assertions hold for randomized action-visible strategies: Computational and strategy complexity of almost-sure winning: pure and randomized action-invisible strategies. We now summarize the results related to the computational complexity of pure and randomized action-invisible almost-sure winning strategies. We start with some basic facts.
(1) For complete-observation games, probabilistic automata, and POMDPs, the results for randomized action-visible, randomized action-invisible and pure strategies are the same for almost-sure winning, as for all these classes pure strategies are as powerful as randomized action-visible strategies [13] . (2) For almost-sure winning for reachability and Büchi objectives, the equivalence of the pure and randomized actioninvisible strategies has been established in [14] (polynomial-time reduction in both directions for equivalence). Note that randomized action-invisible strategies are more powerful than pure strategies for almost-sure winning; however, the reduction of [14] shows that given a game G, a game H (polynomial in the size of G) can be constructed such that there is a randomized action-invisible almost-sure winning strategy in G iff there is a pure one in H; and similarly a reduction in the other direction. (3) For safety objectives, all results are similar to the case of sure winning. (4) For almost-sure winning for Büchi objectives, there is a linear-time reduction to reachability objectives for probabilistic automata [2] , and the same reduction also works for partial-observation games. (5) The undecidability results for coBüchi and parity objectives follows from the results of probabilistic automata. In view of the above facts we discuss the results for almost-sure winning strategies for reachability objectives in one-sided partial-observation games and in general partialobservation games. It was previously claimed that belief-based randomized action-invisible strategies suffices for almost-sure winning for reachability objectives in partial-observation Table 3 Complexity of almost-sure winning: pure and randomized action-invisible strategies. games, and enumerating over the space of exponentially many belief-based strategies gives a 2EXPTIME upper bound for the problem [25] . However, it was shown that this result is not correct, and even in the special case of one-sided partial-observation games both pure and randomized action-invisible almost-sure winning strategies require more than belief memory, still exponential memory is sufficient for reachability objectives and the problem is EXPTIME-complete for one-sided partial-observation games [14] . However, the scenario is much more complicated for partial-observation games, and although finite-memory pure and randomized action-invisible strategies suffice for almost-sure winning for reachability objectives, memory of non-elementary size is required in general [14] , in contrast to the exponential upper bound claimed in [25] . The exact computational complexity of the problem remains open. The results are summarized in Table 3 . Table 4 Complexity of limit-sure winning.
Complexity of limit-sure winning. We summarize the results for limit-sure winning. Like in the case of almost-sure winning, for safety objectives limit-sure winning coincides with sure winning (the same argument of finite counter-examples applies). Hence, all results for limit-sure winning for safety objectives follow from the results for sure winning.
1. Complete-observation games. It follows from the results of [18, 12] that for completeobservation games limit-sure winning coincide with almost-sure winning for all parity objectives, and hence all results follow from the results for almost-sure winning 2. Probabilistic automata. The main undecidability result for limit-sure winning was established for probabilistic finite automata. In [24] the authors start with the automata construction of [2] and show that the following question is undecidable for probabilistic finite automata: for all ε > 0 is there a word wε that is accepted with probability greater than 1 − ε? The results of [24] can be easily adapted to show that the existence of pure strategies for limit-sure winning is undecidable for probabilistic automata with reachability objectives. By the result of [15] for probabilistic automata pure strategies are as powerful as randomized action-visible strategies, and hence the limit-sure winning problem is undecidable for all classes of strategies in probabilistic automata. Since (i) reachability objectives are a special case of Büchi, coBüchi and parity objectives, and (ii) probabilistic automata are a special class of POMDPs, one-sided partial-observation games, and partial-observation games, the undecidability follows for all more general problems.
This gives the results for limit-sure winning, and they are summarized in Theorem 4 (see also 
Complexity of value decision problem
In this section we consider the quantitative analysis problem, i.e., the value decision problem.
Complexity of the value decision problems. Since the limit-sure winning problem is a special case of the value decision problem (with ν = 1), the undecidability results for all objectives other than safety objectives follow from Theorem 4 for all classes other than completeobservation games. The undecidability of the value decision problem for probabilistic safety automata with pure strategies can be derived from the results of [35, 33] , and from [15] the undecidability follows for all other classes of strategies. For complete-observation games, the value decision problem was shown to be in NP ∩ coNP for reachability and safety objectives in [20] , and parity objectives in [19, 12] , and for complete-observation games with parity objectives pure memoryless optimal strategies exist [20, 19, 12] . We summarize the results in Theorem 5 and Table 5 . 
Other Related Results
We presented a survey of results for partial-observation stochastic games and their subclasses, with parity objectives for different classes of strategies. To keep the presentation focused we omitted several special cases (such as deterministic games), generalizations (such as arithmetic hierarchy characterizations of the undecidable problems), other variants (such as positive winning), and applications. We briefly discuss them below. Deterministic games. In this article we considered stochastic games where the transition function is probabilistic. The special case of deterministic games consist of games graphs with deterministic transition function that given a state and an action gives a unique next state rather than a probability distribution over the next states. All the problems we studied in this work can also be studied for deterministic games, and the collection of results for deterministic games is presented in [13] . Arithmetic hierarchy characterization. As we have discussed in the survey, many problems related to qualitative and quantitative analysis are undecidable. An interesting theoretical question is to establish in which level of the arithmetic hierarchy the undecidable problems lie. The arithmetic hierarchy characterization for many of the problems we consider for the special case of probabilistic automata has been considered in [10, 11] where it has been established that the undecidable problems lie in the low level of arithmetic hierarchy. Positive winning. Along with sure, almost-sure and limit-sure winning, there is another variant of qualitative analysis, namely positive winning, considered in literature. The positive winning problem asks for the existence of a strategy to ensure that an objective is satisfied with positive probability. Intuitively, the positive winning problem is dual to the almostsure winning problem, and the results of [2] show that the positive winning problem for Büchi objectives is undecidable for probabilistic automata. The positive winning problem for partial-observation games with safety and reachability objectives has been considered in [4] where optimal complexity and memory bounds have been established.
Applications and future directions. Partial-observation games are an important generalization of complete-observation games, and arise naturally in many applications such as controller synthesis where the controller does not have access to private variables of the plant; in program analysis such as synchronizers for lock placement in concurrent programs [8] ; and in artificial intelligence such as controllers for robot planning [29] . Thus analysis of partial-observation games is an important practical problem. However many problems are undecidable and decidable problems often have high complexity. An interesting direction of future research would be to identify natural and practically relevant subclasses of partial-observation games where the qualitative and quantitative analysis problems are more tractable.
