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We present a detailed first-principles DFT study of the equation of state (EOS), energy-optimized
geometries, phase stabilities and electronic properties of bulk crystalline Cu3N, CuN and CuN2 in
a set of twenty different structural phases. We analyzed different structural preferences for these
three stoichiometries and determined their equilibrium structural parameters. Band-structure and
density of states of the relatively most stable phases were carefully investigated. Further, we carried
out GW0 calculations within the random-phase approximation (RPA) to the dielectric tensor to
investigate the optical spectra of the experimentally synthesized phase Cu3N(D09). Obtained results
are compared with experiment and with previous calculations.
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I. INTRODUCTION
In 1939, Juza and Hahn succeeded to produce Cu3N
1
for the first time2–4. Since then, copper nitride has been
prepared in various techniques3,5–7, its properties and ap-
plications have been researched, both theoretically and
experimentally, and it may now be considered as the most
accessible among the noble metal nitrides4.
Synthesis and reliable characterization of the prop-
erties of a stoichiometric copper nitride constitute a
big challenge because it is thermally unstable material3.
However, this low thermal stability results in promising
applications in optical memories and laser writing4,6.
The viability of using the simple cubic stoichiometric
Cu3N films for write-once optical data storage has been
widely explored and confirmed8–10, superior to other
toxic and unstable materials in air at room temperature
which are used for the same purpose9. Also, the feasibil-
ity of using Cu3N as a coating to generate metal lines by
maskless laser writing has been studied; where conduct-
ing lines of a few micron in width could be generated with
resistivities within an order of magnitude of the bulk Cu
metal11. This interesting material has been suggested for
usage in a number of nano-electronic and nano-photonic
devices7.
Depending on the total sputtering pressure and on
the content of nitrogen gas, Hayashi et al.12 prepared
four categories of sputter-deposited Cu–N films: metallic
Cu–rich Cu3N, semiconducting Cu-rich Cu3N, semicon-
ducting stoichiometric Cu3N and semiconducting N–rich
Cu3N films. In general, it has been reported that it is
possible to achieve sub-, over- and stoichiometric copper
nitrides13,14, and the effect of the nitrogen to copper ra-
tio on the physical properties has been studied by many
researchers5,13–15.
The structural properties of Cu3N in the experimen-
tally reported cubic anti-ReO3 phase are interesting on
their own. This structure has many vacant intersti-
tial sites like WO3. The latter could be made into a
conductor by doping it with some metal ions16. This
is very suggestive, since one may be able to engineer
the physical properties of such technologically important
material15,17. In fact, the study of possible intercalated
copper nitride alloys has been an active subject of re-
search on its own (cf. Ref. [5] and references therein).
Although copper nitride possesses interesting proper-
ties leading to different technological applications, there
is still a large discrepancy in the formation mechanism
and inconsistency in the experimentally reported and in
the theoretically predicted physical properties of cop-
per nitrides3,5,7,15,18. These differences and contradic-
tions are stemming mainly from the unstable nature (i.e.
the metastability and low decomposition temperature) of
copper nitride3,7,19, the experimental conditions15, the
experimental analysis methods3, the non-stoichiometry
of the prepared samples12 or the lack of knowledge of
2the real stoichiometry of the prepared samples7; and
from the different theoretical calculation methods and
approximations15.
Thus, the emerging potential technological applica-
tions of copper nitride are faced by the inconsistency
in its basic physical properties. This may explain the
tremendously increasing interest in further studying this
material, especially within first-principles quantum me-
chanical approaches. Moreover, concerning its optical
properties, only a few experiments are available in the
literature20 and there are very few theoretical studies.
Motivated by all these, and searching for a wider range
of possible applications, we present in the current work
first-principles calculations on bulk crystalline Cu3N,
CuN and CuN2 over a series of reported and theoreti-
cal structural phases. The studied structural properties
include energy-volume equation of state (EOS), equilib-
rium lattice structural parameters, cohesive and forma-
tion energies, relative phase stabilities, bulk modulus and
its pressure derivative. Electronic characterization of the
energetically most stable phases was done via the analysis
of their band structure and their total and partial density
of states (DOS). In order to improve the calculated elec-
tronic structure, and to investigate the optical spectra,
we carried out GW0 calculations within the the random-
phase approximation (RPA) to the dielectric tensor. The
frequency-dependent optical constants (absorption coef-
ficient, reflectivity and refractive index spectra) of the
experimentally reported phase Cu3N(D09) were derived
from the calculated frequency-dependent microscopic di-
electric tensor.
We hope that the present work would serve as a ref-
erence source for meaningful comparisons which may be
made among the largely different calculations.
II. STOICHIOMETRIES AND CRYSTAL
STRUCTURES
There had been no known binary nitrides of the noble
metals until Gregoryanz et al.21 reported the discovery
and characterization of crystalline PtN. From their re-
sults, they strongly suggested that it would be possible to
synthesize other novel nitrides with late transition metals
such as those in the Ni and Cu groups. They claimed that
such nitrides would have potentially intriguing physical
properties, and that their results should stimulate further
theoretical studies21.
To the best of our knowledge, the only experimentally
reported stoichiometries of copper nitride are Cu3N
1,13,22
and Cu4N
13,22,23, while CuN and CuN2 have not been
observed yet. However, many transition-metal nitrides
(TMNs) are known to form more than one nitride24 (p.
835). Our interest in the latter two nitride stoichiome-
tries is based on the fact that for other late transition
metals close to Cu in the periodic table these 1:1 and 1:2
nitrides have been reported; as will shortly be mentioned.
In general, the recent success in experimentally pro-
ducing some late TMNs has motivated many researchers
to further investigating the possibility of synthesizing
other TMNs25 in those reported stoichiometries and
structures. Thus, it is of interest to know whether copper
can form CuN and CuN2 with the reported structures of
other TMNs.
In this work, we investigate Cu3N in the following
seven structures: D03 (the fcc structure of AlFe3, space
group Fm3¯m No. 225, Z = 1)26, A15 (the sc structure of
Cr3Si, space group Pm3¯n No. 223, Z = 2), D09 (the sc
structure of the anti-ReO3 (α), space group Pm3¯m No.
221, Z = 1), L12 (the sc structure of Cu3Au, space group
Pm3¯m No. 221, Z = 1), D02 (the bbc structure of CoAs3
skutterudite, space group Im3¯ No. 204, Z = 4), ǫ-Fe3N
(the hexagonal structure of ǫ-Fe3N, space group P6322
No. 182, Z = 2) and RhF3 (the trigonal (rhombohedric)
structure of RhF3, space group R3¯c No. 167, Z = 2).
CuN was investigated in the following nine structures:
B1 (the fcc structure of NaCl, space group Fm3¯m No.
225, Z = 1) which is the most popular structure for
TMNs27,28 and many early TMNs have been synthesized
in this structure29, B2 (the sc structure of CsCl, space
group Pm3¯m No. 221, Z = 1), B3 (the fcc structure
of ZnS zincblende, space group F4¯3m No. 216, Z = 1)
which is the structure of the first synthesized binary ni-
tride of the noble metals group PtN21 , B81 (the hexag-
onal structure of NiAs, space group P63/mmc No. 194,
Z = 2), Bk (the hexagonal structure of BN, space group
P63/mmc No. 194, Z = 2), Bh (the hexagonal structure
of WC, space group P6¯m2 No. 187, Z = 1), B4 (the
hexagonal structure of ZnS wurtzite, space group P63mc
No. 186, Z = 2), B17 (the s tetragonal structure of PtS
cooperite, space group P42/mmc No. 131, Z = 2) which
was theoretically predicted to be the ground-state struc-
ture of PtN30, and B24 (the fc orthorhombic structure of
TlF, space group Fmmm No. 69, Z = 1).
For CuN2, the following four structures were consid-
ered: C1 (the fcc structure of CaF2 fluorite, space group
Fm3¯m No. 225, Z = 1) in which PtN2 was theoreti-
cally predicted to be stabilized31, C2 (the sc structure
of FeS2 pyrite, space group Pa3¯ No. 205, Z = 4), C18
(the s orthorhombic structure of FeS2 marcasite, space
group Pnnm No. 58, Z = 2) and CoSb2 (the s monoclinc
structure of CoSb2, space group P21/c No. 14, Z = 4).
Apart from the synthesized Cu3N(D09), we consider
these stoichiometries and most of these structures be-
cause there have been some experimental reports or pre-
vious theoretical investigations on copper nitrides or on
other TMNs, as will be pointed out in the text. Neverthe-
less, our first aim is to examine some possible structures
of the infinite parameter space in order to identify the
most energetically favorable candidates.
III. ELECTRONIC OPTIMIZATION DETAILS
Our electronic structure calculations were based on
spin density functional theory (SDFT)32,33 as imple-
3mented in the all-electron Vienna ab initio Simulation
Package (VASP)34–39. SDFT is the most widely used40
form of density functional theory (DFT)41,42. Its main
advantage over the original Hohenberg-Kohn-Sham DFT
formalism is that it enables us to build in more of the
actual physics into the approximate functionals with
greater flexibility43.
In solving the self-consistent Kohn-Sham (KS)
Schro¨dinger-like eigenvalue equations42{
− ~
2
2me
∇2 +
∫
dr′
n(r′)
|r− r′| + Vext(r)
+V σ,kXC [n(r)]
}
ψσ,ki (r) = ǫ
σ,k
i ψ
σ,k
i (r),
(1)
VASP expands the pseudo part of the Kohn-Sham one-
electron spin orbitals ψσ,ki (r) on a basis set of plane-waves
(PWs). We included only those PWs with kinetic en-
ergy ~
2
2me
|k +G| < Ecut, such that the change in total
electronic energy and in the so-called Fermi energy EF
corresponding to an increase in this energy cut-off Ecut
by 100 eV is less than 3 meV/atom and 2 meV , respec-
tively. This is always met by Ecut = 600 eV for the
systems investigated.
The lattice translation symmetry of a crystalline solid
manifests itself in the quantum number k. In principle,
there is one equation of type (1) for each k-point in the
first Brillouin zone (BZ), and the expectation value 〈O〉
of any operator O is obtained by integrating its matrix
elements
〈
ψσ,ki (r)|O|ψσ,ki (r)
〉
over all occupied bands in
the k-space. For example, the electronic spin density
nσ(r), which also couples equations (1) above, is given
by
nσ(r) =
∑
k∈BZ
ωk
Nk,σ∑
i=1
fσ,ki |ψσ,ki (r)|2; (2)
where the index σ indicates the spin component (↑ or
↓), Nk,σ is the number of the occupied single-electron
eigenstates ψσ,ki (r) (with spin projection σ) at each k-
point of the sampled BZ, and fσ,ki are the corresponding
occupation numbers. The weights ωk should satisfy∑
k∈BZ
ωkNk,σ = Nσ; (3)
where Nσ is the total number of electrons with spin σ.
For performing BZ integrations, our BZs were sampled
using Γ-centered Monkhorst-Pack meshes44. We found
that a 17× 17× 17 mesh corresponds to a number of k-
points in the irreducible wedge of the Brillouin zone (IBZ)
which is always dense enough such that any increase in
the density of the mesh produces a change in the total
energy less than 2 meV/atom, accompanied by a change
in EF of less than 0.02 eV.
For static calculations of the total electronic energy
and the density of states (DOS), partial occupancies
fσ,ki were set using the tetrahedron method with Blo¨chl
corrections45–47; while in the ionic relaxation, the smear-
ing method of Methfessel-Paxton (MP)48 was used. In
doing this, the Fermi surface has been carefully treated
and the smearing width was chosen such that the ficti-
tious entropy - introduced by the smearing occupation
scheme - has been kept always below 1 meV/atom.
The generalized gradient approximation (GGA)49–51
was used for the exchange-correlation potentials
V σ,kXC [n(r)], where the Perdew-Burke-Ernzerhof (PBE)
parametrization52–54 is applied. The electron-ion inter-
actions - the third term in Eq.(1) - were described by
the projector augmented wave (PAW) method39,55. The
PAW potential explicitly treats the 5 electrons of 2s22p3
as valence electrons for nitrogen; while the 11 electrons
of 3d104p1 are treated as valence electrons in the Cu case,
assuming completely filled d shell and placing all other
electrons into the atomic core. Concerning relativistic
effects, VASP performs a fully relativistic calculation for
the core electrons, while for valence electrons only scalar
kinematic relativistic effects are incorporated in the PAW
potential via mass-velocity and Darwin corrections38. We
have not considered spin-orbit interaction (SOI) of the
valence electrons.
The implemented blocked Davidson iteration scheme56
was chosen for the relaxation of the electronic degrees
of freedom. Convergence was considered to be achieved
when the change in the total energy and in the eigenval-
ues between two successive self-consistent (SC) steps are
both smaller than 1× 10−4 eV .
IV. GEOMETRY RELAXATION AND
RELATIVE STABILITIES
To study the energy-volume E(V ) equation of state
(EOS), and to determine the equilbrium parameters
of each structure, we make isotropic variation of the
cell volume while ions with free internal parameters
are allowed to search for local minima on the Born-
Oppenheimer potential hyper-surface57, following the im-
plemented conjugate-gradient (CG) algorithm58, untill
all Hellmann-Feynman force components59 on each ion
are smaller than 1× 10−2 eV/A˚.
Cohesive energy Ecoh of a solid is defined relative to
a state with all atoms neutral and infinitely separated60.
Thus, in practice, it corresponds to the difference be-
tween the crystal energy per unit cell and the total energy
of the isolated atoms5
Ecoh = E(crystal)− E(atoms). (4)
Thus, cohesive energy per atom can be expressed, in our
case, as61
ECumNncoh =
ECumNnsolid − Z ×
(
mECuatom + nE
N
atom
)
Z × (m+ n) , (5)
where Z is the number of CumNn per unit cell, E
Cu
atom
4and ENatom are the atomic energies, and m,n = 1, 2 or 3
are the stoichiometric weights.
Both crystal and atomic energies must be calculated
at the same level of accuracy5,62. VASP, however, cal-
culates cohesive energies with respect to spherical non
spin-polarised reference atoms63. Moreover, Vasp, in
principle, allows only for the use of periodic systems.
Thus, after being placed in an orthorhombic cell with
13 A˚ × 14 A˚ × 15 A˚ dimensions, the energy of each iso-
lated spin polarised pseudo-atom (with the same forego-
ing electronic configuration) was calculated. The large
dimensions of the cell ensures that there is no significant
interaction between the atom and its images; while the
physically incorrect spherical states are avoided by means
of the orthorhombic symmetry (cf. Ref. [64] and Ref. 28
therein.)65. Γ point and Gaussian smearing method with
a small width of 0.002 eV were used, and the obtained
atomic energies were subtracted manually from the co-
hesive energies ECumNnsolid calculated by VASP.
Ecoh represents the energy needed to decompose the
solid into its atomic constituents66. Hence, those phases
with the lower Ecoh are the relatively most stable. So, in
order to investigate the relative stabilities of the phases
under consideration, the obtained Ecoh as a function of
volume V per atom were fitted67 to a Birch-Murnaghan
3rd-order equation of state (EOS)68
E(V ) = E0 +
9V0B0
16

[(V0
V
) 2
3
− 1
]3
B′0
+
[(
V0
V
) 2
3
− 1
]2 [
6− 4
(
V0
V
) 2
3
] ,
(6)
where V0, E0, B0 and B
′
0 are the equilibrium volume,
the equilibrium cohesive energy, the equilibrium bulk
modulus and its pressure derivative, respectively. These
four equilibrium fitting parameters were determined by
a least-squares method.
Cohesive energy versus atomic volume data for the dif-
ferent phases of Cu3N, CuN2 and CuN are visualized
graphically in Fig. 1, Fig. 2 and Fig. 3, respectively. The
corresponding obtained equilibrium structural parame-
ters and energetic and elastic properties are presented in
Table I. In this table, phases are first grouped according
to the nitrogen content, starting with the stoichiometry
with the lowest nitrogen content Cu3N, followed by the
1:1 phases and ending with the nitrogen-richest CuN2
ones. Within each group, phases are ordered accord-
ing to their structural symmetry, starting from the high-
est symmetry (i.e. space group) to the least symmetry.
Our results are compared with available experiment and
with previous theoretical calculations; with the calcula-
tion methods andXC functional pointed out in the Table
footnotes whenever appropriate.
To deeper analyze and to compare the obtained equi-
librium properties of the three stoichiometries series
with respect to one another, these quantities are de-
picted/visualized again in Fig. 4. All quantities in this
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FIG. 1. (Color online.) Cohesive energy Ecoh(eV/atom) ver-
sus atomic volume V (A˚3/atom) for Cu3N in seven different
structural phases.
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FIG. 2. (Color online.) Cohesive energy Ecoh(eV/atom) ver-
sus atomic volume V (A˚3/atom) for CuN in nine different
structural phases.
figure are given relative to the corresponding ones of the
fcc crystalline elemental copper given in Table I. This
will allow us to study the effect of nitridation on pure
crystalline Cu87.
A. Relative Stability: Cohesive Energy
Considering Ecoh in the Cu3N series, one can use Fig.
4 to group these phases into two groups: a lower en-
ergy (more stable than the elemental Cu) group, contain-
ing D09, D02, RhF3 and Fe3N structures; and a higher
5TABLE I. Calculated and experimental zero-pressure properties of the twenty studied phases of Cu3N, CuN and CuN2: Lattice
constants (a(A˚), b(A˚), c(A˚), α(◦) and β(◦)), equilibrium atomic volume V0(A˚
3
/atom), cohesive energy Ecoh(eV/atom), bulk
modulus B0(GPa) and its pressure derivative B
′
0, and formation energy Ef (eV/atom). The presented data are of the current
work (Pres.), experimentally reported (Exp.) and of previous calculations (Comp.).
Structure a(A˚) b(A˚) c(A˚) α(◦) or β(◦) V0(A˚
3/atom) Ecoh(eV/atom) B0(GPa) B
′
0 Ef (eV/atom)
Cu
A1a,b
Pres.. 3.636 – – – 12.02 −3.474 136.351 5.032 –
Exp. (3.6148 ± 0.0003)c, (3.6077 ± 0.0002)f – – – 11.811g, 11.810f −3.49i 137i, 137p 5.48q –
Comp. 3.52d,e – – – 11.009h −4.29j, −3.12k, −3.30l, −4.66m, −3.69n,o 189d, 190e 4.46r, 5.20s, 5.14t –
Cu3N
D03 Pres.. 5.585 – – – 10.89 −2.960 142.829 Pres..: 4.845 0.944
A15 Pres. 4.455 – – – 11.05 −2.915 138.164 4.845 0.989
D09
Pres. 3.827 – – – 14.05 −3.614 112.5 4.899 0.287
Exp.
(3.810 ∼ 3.830)u, 3.815x , 3.83y, 3.82gg
– – –
(3.830 ± 0.005)z , < 3.868dd, 3.855aa
Comp. 3.846v, 3.82w,ee, 3.826bb, 3.841cc , 3.83ff – – – 13.94w, 14.02ee −4.863w, −4.865ee 115.2w, 116bb, 104ee 4.066w , 4.47bb, 5.26ee
L12
Pres. 3.507 – – – 10.78 −3.022 147.516 4.817
Comp. 3.50bb – – – 153bb 4.74bb 0.882
D02 Pres. 7.674 – – – 14.12 −3.616 111.776 4.757 0.286
ǫ-Fe3N Pres. 5.263 – 4.905 – 14.71 −3.579 109.798 4.819 0.325
RhF3 Pres. 5.426 – – α = 60.003 14.12 −3.615 111.192 4.758 0.286
CuN
B1
Pres. 4.182 – – – 9.143 −3.300 200.770 4.687 1.035
Comp. 4.185hh, 4.05ii, 4.336jj, 4.074kk, 4.17ll – – – 201.60hh, 307ii, 244.27jj, 257.46kk , 207ll 3.811hh, 4.491kk
B2
Pres. 2.615 – – – 8.936 −2.937 195.896 4.775 1.398
Comp. 2.61hh, 2.54kk, 2.51ll – – – 200.01hh, 265.40kk , 196ll 4.352hh, 4.373kk
B3
Pres. 4.445 – – – 10.98 −3.343 161.726 4.677 0.992
Comp. 4.447hh, 4.34ii, 4.078jj, 4.341kk, 4.44ll – – – 164.96hh, 305ii, 240.66jj, 212.16kk , 158ll 4.534hh, 4.311kk
B81
Pres. 3.174 – 4.415 – 9.603 −3.128 184.371 4.850 1.211
Comp. 3.08ll – 5.020ll – 227ll
Bk Pres. 3.160 – 8.406 – 18.17 −3.074 86.124 4.494 1.261
Bh Pres. 2.805 – 2.738 – 9.327 −3.149 192.9 4.779 1.186
B4
Pres. 3.148 – 5.155 – 11.06 −3.309 152.956 4.963 1.026
Comp. 3.17hh, 3.077kk, 3.16ll – 5.16hh, 5.016kk , 5.151ll – 157.85hh, 202.10kk , 155ll 4.41hh, 4.35kk
B17 Pres. 2.870 – 5.052 – 10.40 −3.509 174.324 4.948 0.818
B24 Pres. 3.928 4.167 4.611 – 9.435 −3.253 189.745 4.708 1.082
CuN2
C1
Pres. 4.8 – – – 9.214 −2.712 198.265 4.652 1.910
Comp. 4.694jj – – – 258.94jj
C2 Pres. 4.919 – – – 9.920 −4.065 80.907 6.170 0.557
C18 Pres. 3.039 3.988 4.867 – 9.831 −4.132 92.680 6.317 0.490
CoSb2 Pres. 5.303 5.015 9.106 β = 151.225 9.714 −4.110 92.028 6.167 0.512
a Ref. [69]: Information is given at RTP.
b Ref. [70].
c Ref. [71]: This is an average of 66 experimental values, at 20◦C.
d Ref. [72]: using LAPW-TB.
e Ref. [72]: using LAPW-LDA.
f Ref. [73].
g See Ref. 15 in [74].
h Ref. [74]: using APW-MT-LDA.
i Ref. [75]: Cohesive energies are given at 0 K and 1 atm = 0.00010 GPa; while bulk mudulii are given at room temperature.
j Ref. [76]: using LDA
k Ref. [76]: using BP-GGA.
l Ref. [76]: using PW-GGA.
m Ref. [77]: using PAW-LDA.
n Ref. [77]: using PAW-PW91.
o Ref. [77]: using PAW-GGA(PBE).
p Ref. (25) in [78]: at room temperature.
q See Refs. (8)–(11) in [78].
r Ref. [78]: using the so-called method of transition metal pseudopotential theory; a modified form of a method proposed by Wills and
Harrison to represent the effective interatomic interaction.
s Ref. [78]: using a semiempirical estimate based on the calculation of the slope of the shock velocity vs. particle velocity curves
obtained from the dynamic high-pressure experiments. The given values are estimated at ∼ 298 K.
t Ref. [78]: using a semiempirical method in which the experimental static P − V data are fitted to an EOS form where B0 and B′0 are
adjustable parameters. The given values are estimated at ∼ 298 K.
u Values obtained in the experimental work by Gallardo-Vega and Cruz 13 are between 3.810 A˚and 3.830 A˚.
v Ref. [15]: using PAW-GGA(Perdew-Wang).
w Ref. [79]: using FP-LAPW-GGA(PBE). Only the total energy (−19.45 eV ) is given!
x Ref. [16].
y Ref. [3].
z Ref. [8].
aa Ref. [80].
bb Ref. [81]: using FP-LAPW-GGA(PBE).
cc Ref. [82]: using UPP-GGA.
dd Ref. [83].
ee Ref. [17]: using FP-LAPW-GGA(PBE). Only the total energy (−19.46 eV ) is given!
ff Ref. [5]: using FP-LAPW+lo-GGA(PBE)
gg Ref. [84]
hh Ref. [25]: using FP-LAPW+lo method within GGA(PBE).
ii Ref. [29]: using FLAPW-LDA.
jj Ref. [85]: using UPP-GGA(PBE).
kk Ref. [25]: using FP-LAPW+lo method within LDA.
ll Ref. [86]: using full-potential linear muffin-tin orbital (FP-LMTO) method within GGA(PBE).
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FIG. 3. (Color online.) Cohesive energy Ecoh(eV/atom) ver-
sus atomic volume V (A˚3/atom) for CuN2 in four different
structural phases.
energy (significantly less stable than the elemental Cu)
group containing L12, D03 and A15 structures. The dif-
ference in cohesive energy between the least stable phase
in the lower group (Fe3N) and the relatively most stable
phase in the higher group (L12) is 0.557 eV/atom, as one
can see from Table 4. It is interesting to point out here
that, except Cu3N(Fe3N), all phases in the first group are
insulators, while all the less stable phases are metallic88.
Although this simple cubic D09 phase was indeed
found to be stable, yet one interesting result we ob-
tained is that, in their equilibrium, the Cu3N(RhF3)
and the Cu3N(D02) phases would be 0.001 eV/atom and
0.002 eV/atom more stable than Cu3N(D09), respec-
tively. Moreover, Fig. 1 shows clearly that the E(V )
relations of Cu3N in D09, D02 and in RhF3 structures
are almost identical. This marginal89 difference in energy
(Table I) and the almost identical E(V ) curves (Fig. 1)
may indicate the possiblity of the co-existence of these
phases during the copper nitride synthesis process. How-
ever, this behaviour in the EOS could be attributed to
the structural relationships between these three struc-
tures that being discussed in Ref. [24, p. 265] and in
Ref. [90].
The bcc skutterudite structure (D02) can be derived
from the more symmetric sc D09 structure by simply dis-
placing four of the N atoms located on parallel edges of
the Cu cube to its center. This is done for two adjacent
Cu cubes but in two vertical displacement directions, as
nicely explained in Ref. [90]. On the other hand, to see
the relation between D09 and RhF3, it is better to think
of D09 as built of Cu6N octahedra (cf. Fig. I in Ref.
[81]). A simple rotation of 60◦ of an octaheron about a
shared vertex with another octahedron brings the system
to a structure in which Cu atoms are in hcp positions.
Interested readers are referred to Ref. [24, p. 266] for
more details. Thus, both D02 and RhF3 can simply be
derived from D09. Hence it is not surprising that these
structural relations reflect in their EOS’s and in other
physical properties.
The odd behaviour of the EOS of Fe3N with the
existence of two minima (Fig. 1) shows that the
first minima (to the left) is a metastable local min-
imum that cannot be maintained as the system is
decompressed. Cu ions are in the 6g Wyckoff positions:
(x, 0, 0), (0, x, 0), (−x,−x, 0), (−x, 0, 1
2
), (0,−x, 1
2
), (x, x, 1
2
);
with x = 1
3
to the left of the potential barrier (rep-
resented by the sharp peak in Fig. 1), and x = 1
2
to
the right of the peak. It may be relevant to mention
here that Wang and Xue86 obtained an additional local
minimum at high pressure (lower volume) in the E(V )
EOS of CuN(B1).
In the CuN series, all phases show less binding than
the Cu(fcc), except that the simple tetragonal struc-
ture of cooperite (B17) is slightly more stable, with
0.043 eV/atom lower Ecoh. This structure, B17, was the-
oretically predicted to be the ground-state structure of
PtN30.
In the CuN2 nitrogen-richest phase series, we can see
from Table I and from Fig. 4 that the phases of this
group are significantly more stable than all the studied
phases, except C1, which, in contrast, is the least stable
among the twenty studied phases.
Comparing the relative stability of Cu3N, CuN and
CuN2, we find from Table I and from Fig. 4 that
CuN2(C18) is the most energetically stable phase with
0.526 eV/atom lower than the experimentally reported
Cu3N(D09) phase.
B. Volume per Atom and Lattice Parameters
The equilibrium volume per atom V0 is an average
quantity referring to the volume of the unit cell divided
by the number of all atoms in the unit cell regardless of
the type of the contained atoms. V0 is a quantity that
is being used frequently in the literature in the calcula-
tions from the EOS and to compare the packing of the
different considered phases, since V0 is the inverse of the
so-called number density. Our obtained numerical values
are given in Table I and visualized in Fig. 4. Relative to
the Cu(fcc), all phases tend to slightly lower the V0 values
except CuN(Bk) and the semiconducting Cu3N phases.
To study the structural effect of the nitrogen on the
hosting Cu lattice, we, instead of using the commonly
used average V0, introduce the volume per metal atom
V Cu0 . In the case of CuN and CuN2 it is numerically
equivalent to the volume per formula unit, while for Cu3N
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FIG. 4. (Color online.) Calculated equilibrium properties of the twenty studied phases of copper nitrides. All quantities are
given relative to the corresponding ones of the fcc crystalline elemental copper given in the first row of Table I.
8it equals to (volume per formula unit)/3. Hence, this
quantity (V Cu0 ) may be considered as a direct measure
of the Cu-Cu bond length and, thus, as an indicator of
the effect of nitridation on the mechanical properties of
the elemental Cu. That is, for a given cohesive energy,
an increase in V Cu0 may/should lead to a decrease in B0
and vise versa, as will be seen when we discuss the trends
in B0 values.
In the same sub-window as V0, obtained V
Cu
0 values
are depicted relative to the Cu(fcc) in Fig. 4. Having a
look at this figure, one can see a general behaviour: V Cu0
tends to increase with the increase in the nitrogen content
and with the decrease in the structural symmetry. There
is only one phase which has a clear odd bevaviour, that
is CuN(Bk). It is worth to mention here that this Bk
is not an hcp structure, and we have not optimized its
c/a ratio. Thus, this is the most open phase among all
the investigated set. Nevertheless, all phases show an
increase in V Cu0 relative to the elemental Cu, and thus
Cu-Cu bond is longer in all these nitrides than in the
elemental Cu. This cannot be seen directly from the V0
values given in Tabel I.
C. Bulk Modulus and its Pressure Derivative
Beside E0 and V0, the equilibrium bulk modulus
B0 = −V ∂P
∂V
∣∣∣∣∣
V=V0
= −V ∂
2E
∂V 2
∣∣∣∣∣
V=V0
(7)
and its pressure derivative
B′0 =
∂B
∂P
∣∣∣∣∣
P=0
=
∂B
∂V
∂V
∂P
∣∣∣∣∣
V=V0
=
1
B0
(
−V ∂B
∂V
) ∣∣∣∣∣
V=V0
=
1
B0
(
V
∂
∂V
(V
∂2E
∂V 2
)
) ∣∣∣∣∣
V=V0
(8)
appear in Eq. 6 as fitting parameters. The last parts to
the right in Eq. 7 and Eq. 8 show that the only DFT
calculated quantity is the total energy E (or, equivalently
Ecoh), and that B0 and B
′
0 are a second- and a third-
order energy derivative, respectively. Thus, B0 and B
′
0
are directly related to the curvature of the shown E(V )
curves.
Eq. 7 and Eq. 8 also tell us that if all phases have
the same Ecoh, the B0 curve in Fig. 4 would become a
mirror reflection-like with respect to the V Cu0 curve, and
vise versa. In fact, such a general trend can be seen in
Fig. 4.
Compared to the parent Cu(fcc), the CuN phases tend
to increase B0. Such a conclusion has also been arrived
at by Shimizu, Shirai and Suzuki29 who calculated B0
for a series of 1:1 TMNs, including CuN. On the other
hand, the considered CuN2 phases are all, except C1,
more compressible than the Cu(fcc). Considering the 1:3
phases, one can easily see that the trend in Ecoh manifests
itself again and divides this series into two groups: a
group of more compressible semiconductors containing
D09, D02, RhF3 and Fe3N; and a group with almost no
change in the Cu(fcc) bulk mudulus containing L12, D03
and A15 metallic phases.
Having a look at Fig. 4, one may argue that, rela-
tive to Cu(fcc), the lower V0 and the lower Ecoh of the
CuN2(C2), CuN2(C18) and CuN2(CoSb2) phases must
have led to higher B0 values. Since this is not the case,
we turn to our introduced V Cu0 : Fig. 4 tells us that all
these three nitrogen-rich phases have higher V Cu0 rela-
tive to Cu(fcc). Hence, V Cu0 won the competition with
their relatively lower Ecoh, leading to lower B0. This,
again,makes sense and justifies our introduction of V Cu0
when dealing with such nitrides.
Take, for example CuN2(C18). One can notice from
Table I that, relative to Cu3N(D09), CuN2(C18) has
about 30% less atomic volume V0 and about 14% less
Ecoh, but resulting in about 30% less bulk modulus
than Cu3N(D09). However, if we consider our intro-
duced V Cu0 , rather than the commonly used V0, one
can see that CuN2(C18) has about 57% more V
Cu
0 than
Cu3N(D09), which explains the lesser B0 value. In
fact, CuN2(C2), CuN2(C18) and CuN2(CoSb2) share al-
most the same features when compared to Cu3N(D09),
Cu3N(D02) and Cu3N(RhF3) as CuN2(C18) when com-
pared to Cu3N(D09).
Compared to the other CuN2 phases, the relatively
greater value of Ecoh of C1 is overtaken by the relatively
less V Cu0 value, resulting in a greaterB0 than all the three
other CuN2 phases. It is also worth to notice from Table I
that all the CuN phases, except the open Bk, have higher
bulk moduli than all Cu3N and CuN2 phases, except the
least compressible phase, C1.
Hence, the isotropic elastic properties depend on, and
are more appropriately described by, V Cu0 rather than V0.
Fig. 4 tells that the more the nitrogen content, the longer
the Cu-Cu bond length. Thus nitrogen tends to open
the hosting Cu lattice and to reduce the bulk mudulus.
Nevertheless, bulk mudulus is a result of the competition
between the change in V Cu0 and the change in Ecoh.
Physically, the pressure dependence of B0 can be quan-
tified via its pressure derivative B′0 given by Eq. 8. Ex-
cept for the last three CuN2 phases in Fig. 4, all phases
show almost equal sensitivity. However, the change
in B0 of the elemental Cu would be greater than all
these phases. On the other hand CuN2(C2), CuN2(C18)
and CuN2(CoSb2) show high elastic sensitivity to any
isotropic pressure. It is worth to mention here that this
quantity is a measurable quantity78, but we cannot find
any experimental value for the synthesized Cu3N(D09)
phase.
Table I shows that our obtained B0 andB
′
0 values agree
well with many other theoretical works. However, clear
differences between the current and, and among, the the-
oretically obtained values exist. This can be traced back
to two factors:
• From Eq. 7 and Eq. 8, one needs only to calculate
9Ecoh from DFT. Hence, B
′
0 values depends on the
DFT algorithm/method and functional. For exam-
ple, in Table I, the GGA (e.g. Refs. 25 and 85)
calculated B0 values of B1, B2 and B3 are all lower
than the obtained LDA (e.g. Refs. 25 and 29)
corresponding ones. This is, in fact, a well-known
feature of GGA compared to LDA. That is, relative
to the latter,the former understimates the cohesion
and thus overstimates V0 resulting in a lower B0.
• Yet, there are considerable differences among the
GGA values and among the LDA values! Recalling
that B0 and B
′
0 are obtained from the EOS fitting,
the accuracy in the obtained values depends not
only on the accuracy of the DFT calculated Ecoh,
but also on the numerical fitting; e.g. number of
points around V0 and how far these points are from
both V0 and E0. Moreover, B
′
0 is numerically more
sensitive than B0
64, that why, we believe, there is
no even clear/general trend/systematic in the cal-
culated B′0 values of Table I.
D. Relative Stability: Formation Energy
Since the driving force for the formation of a solid
may lie in the energy released when the elements con-
dense to form the solid91, it has become a common prac-
tice in ab initio studies to calculate the so-called en-
ergy of formation in order to test the formation pos-
sibility of materials under consideration92 as well as a
measure/indicator of the relative stabilities of the phases
under consideration5,93.
Within first-principles calculations, the formation en-
ergy Ef can be calculated from the difference of the cohe-
sive energies (or enthalpies) of products Ecoh(products)
and reactants Ecoh(reactants)
94,95
Ef =
∑
Ecoh(products)−
∑
Ecoh(reactants); (9)
where Ecoh(reactants) should be given in the reference
states of the reactants; that is, at their most stable state
at specified temperature and pressure94.
In our case, if we assume that our product CumNn
results from the interaction between the gaseous diatomic
molecular N2 and the solid Cu metal in its reference fcc
A1 structure through/via the chemical reaction
mCusolid +
n
2
Ngas2 −→ CumNsolidn , (10)
then Eq. 9 above can be written for formation energy
per atom as (cf. Refs. 5, 93, and 96):
Ef (CumN
solid
n ) = Ecoh(CumN
solid
n )
−mEcoh(Cu
solid) + n
2
Ecoh(N
gas
2 )
m+ n
,
(11)
where m,n = 1, 2, 3 are the stoichiometric weights and
Ecoh(CumN
solid
n ) is, again, the cohesive energy per atom
calculated via Eq. 597.
To determine the equilibrium cohesive energy of the
elemental metallic copper Ecoh(Cu
solid) in its well-known
fcc A1 structure (space group Fm3¯m No. 225)73,98,99, we
followed the same procedures described in Sec.III and
Sec.IV. The obtained structural and cohesive properties
of the bulk Cu are placed in the first row of Table I, where
they show excellent agreement with experiment and good
agreement with the theoretically predicted ones.
The total energy of the gaseous diatomic molecular ni-
trogen (Ecoh(N
gas
2 )), was obtained by placing one N atom
at a corner of a cubic cell with a = 14 A˚, while the second
atom is displaced along the diagonal direction and was
allowed to move during the relaxation. Ecut of 800 eV ,
Γ point and Gaussian smearing method with width of
0.05 eV were used. Molecular and cohesive energies were
calculated in the same way as described in Sec. IV. Ob-
tained cohesive and structural results are given in Table
II and compared with experiment and with previous cal-
culations therein.
TABLE II. Calculated and experimental cohesive energy
Ecoh(eV ) and bond length d(A˚) of the gaseous diatomic
molecular nitrogen (Ngas2 ). The presented data are of the
current work (Pres.), experimentally reported (Expt.) and of
previous calculations (Comp.).
Pres. Expt. Comp.
Ecoh(eV ) −10.392 −(9.797658 ± 0.0061149)
a 10.49b, 11.75c, 11.57d, 10.69e
d(A˚) 1.113 (1.0976 ± 0.0002)f 1.102b, 1.085c, 1.095d, 1.095e
a This bond strength in nitrogen diatomic molecule is taken from
Ref. [70, p. 9:55] where it is given there as
(945.33 ± 0.59 KJ/mol) with positive sign convention and at
298 K. In p. 9:76 of the same reference, the force constant for
bond stretching in nitrogen diatomic molecule is given to be
22.95 N/cm.
b Ref. [100], PBE(GGA)-LAPW, with spherical ground-state
density of the N free atom.
c Ref. [100], LDA-PP, with spherical ground-state density of the
N free atom.
d Ref. [100], LDA-LAPW, with spherical ground-state density of
the N free atom.
e Ref. [100], PBE(GGA)-PP, with spherical ground-state density
of the N free atom.
f Ref. [101, p. S7].
The obtained formation energies Ef of the twenty re-
laxed phases are given in Table I and shown graphically in
Fig. 4. All these values are positive; which means that all
these twenty phases are, in principle, thermodynamically
unstable (endothermic). However, these results have to
be interpreted with some caution:
• Many other theoretical calculations found posi-
tive formation energy for experimentally synthe-
sized transition metal nitrides; e.g. OsN2
102 (us-
ing PP and PBE-GGA), PtN2
103 (using PP and
PBE-GGA) and InN100 (using PP with LDA and
different GGAs)104 (using PW91-GGA).
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• The fact that we obtained a positive formation en-
ergy for the successfully synthesized Cu3N(D09)
phase means that it may be possible that other
phases can still be synthesized, and it may indi-
cate that there is a problem with our calculations
method (i.e. with the approximations) and/or with
the physical conditions assumed for the calculations
(i.e. pressure and temperature); see below.
• These positive values are the result of static DFT
calculations (T = 0 K) at equilbrium volume
(P = 0 GPa); while the fact is that most, if not
all, of the successfully synthesized TMNs were ob-
tained by subjecting their parent elements to ex-
treme conditions of pressure and temperature (c.f.
Ref. [102]).
• Referring to Table II, the difference between our
calculated cohesive energy of N2 and experiment
(Ref. [70]) is about −0.297 eV/atom; while for
the bulk Cu the difference is about 0.016 eV/atom.
Now, using Eq. 11 with this significant overes-
timation of Ecoh(N
gas
2 ) and the reasonable value
of Ecoh(Cu
solid) will result in underestimation of
Ef (CumN
solid
n ). This contribution has to be consid-
ered, as an apparent shortcoming of the PBE-GGA,
whenever one deals with a dimeric crystal64,100.
• Nevertheless, since all formation energies are cal-
culated as the difference between the ab initio co-
hesive energies, which in turn are calculated at the
same level of accuracy, one can still use these for-
mation energies to measure the relative thermody-
namic stabilities of these structures. That is, the
lower the formation energy, the lower the propen-
sity to dissociate back into the constituent elements
Cu and N2 (c.f. Ref. [102]).
• Moreover, because Cu3N(D09) has been synthe-
sized, we can take it as a reference measure of sta-
bility. It is also worth to recall here that experi-
ment found Cu3N(D09) to be metastable at room
temperature3.
Relative to each other, and within each series, Ef of
the twenty phases shows almost the same trend as Ecoh.
However, the CuN phases tend to be relatively less sta-
ble than the Cu3N and CuN2 phases, except the odd C1
phase. In fact, C2, C18 and CoSb2 are the most sta-
ble and share almost the same features when compared
to Cu3N(D09), Cu3N(D02) and Cu3N(RhF3). This may
agree well with Armenta and Soto5 who proved, from
the study of formation energy, that the metallic phases
of copper nitrides would be more stable than the semi-
conducting phase.
E. More Comparison with Experiment and with
Theory
Comparing our obtained results with experiment, one
can see from Table I that the lattice parameter a of
Cu3N(D09) was reproduced very well. Excellent agree-
ment with previous calculations is also clear, though,
with respect to experiment (or: with respect to each
other), the common overestimation of a by GGA and
the underestimation of a by LDA (c.f. Refs. 15, 79, and
81; and Refs. 105 and 106) is showing up.
Using the full-potential (linearized) augmented plane
waves plus local orbitals (FP-LAPW+lo) method within
LDA and within GGA, Kanoun and Said25 studied the
E(V ) EOS for CuN in the B1, B2, B3 and B4 struc-
tures. While within GGA, they found equilibrium lattice
parameters which are in excellent agreement with ours,
their obtained LDA lattice parameter values show the
common underestimation with respect to our and their
GGA values (see Table I). Also, the relative stabilities
of these phases they arrived at agree well with ours, and
they concluded that B3 is the ground-state phase of CuN
and is metalic.
Shimizu, Shirai and Suzuki29 performed first-principles
calculations using full-potential linearized augmented-
plane-wave (FLAPW) method in the framework of LDA
and found that CuN(B1) is less than 0.20 eV/atom more
stable than CuN(B3), while we found that CuN(B3) is
0.043 eV/atom (GGA) more stable than CuN(B1). Some
of their findings are shown in Table I; and, again, their
predicted LDA lattice constants are slightly less than our
GGA values, while their obtained bulk moduli are over-
estimated when compared to ours.
Using full-potential linear muffin-tin orbital (FP-
LMTO) method within GGA(PBE), Wang et al.86 stud-
ied the E(V ) EOS of CuN in the B1, B2, B3, B81 and
B4 structures. Their obtained equilibrium lattice param-
eters and bulk muduli are included in Table I which show
good agreement with ours. However, Fig. 2 shows that,
within this parameter space, equilibrium cohesive energy
decreases as B2, B81, B4, B1 and B3. This is consistent
with Wang et al. but B81 and B4 are swaped. Neverthe-
less, B3 is the most stable in both works, contrary to the
findings of Shimizu, Shirai and Suzuki29.
Whatever the case, in our wider parameter space, Fig.
2 and Table I reveal that CuN(B17) is 0.17 eV/atom
and 0.21 eV/atom (GGA) more stable than CuN(B3)
and CuN(B1), respectively. It may be worth to mention
again here that B17 was theoretically predicted to be the
ground-state structure of PtN30.
Using norm-conserving ultra-soft pseudopotential
within GGA and the so-called BFGS scheme for geom-
etry optimization, Bouayed et al.85 studied CuN in the
B1 and B3 structures, and CuN2 in the C1 structure.
Although their obtained lattice constants (given in Table
I) are in good agreement with our findings, the notica-
ble difference in bulk moduli may be traced back to the
numerical fitting (see Sec. IVC).
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V. ELECTRONIC PROPERTIES
Band structure (i.e. ǫσi (k) curves) and spin-projected
total and partial (i.e. orbital resolved) density of states
(DOS) of the energetically most stable phases are pre-
sented in Figs. 5, 6, 7, 8 and 9. Spin-projected
total density of states (TDOS) are shown in subfig-
ure (b) in each case. In all cases, TDOS’s are com-
pletely symmetrical in majority and minority spins.
That is, electrons occupy the majority and minority
spin bands equally and result in a zero total spin mo-
ment and a zero spin-polarization ratio: SPRDOS(E) =
| (D↑(E)−D↓(E)) / (D↑(E) +D↓(E)) |. That is why it
was sufficient only to display spin-up partial density of
states (PDOS) and spin-up band structures. To properly
show details of the electronic structure of these phases,
we plotted the energy bands along densely sampled high-
symmetry string of neighbouring points in the k-space;
while displaying the Cu(s, p, d) and N(s, p) partial DOS
allows us to extract information about the orbital char-
acter of these bands.
Energy bands ǫσi (k), total density of states (TDOS)
and partial (orbital-resolved) density of states (PDOS)
of Cu3N(D09) are shown in Figs. 5. It is clear that
Cu3N(D09) presents insulating character in its spin band.
It has its valence band maximum (VBM) at R which lies
0.13 eV below the Fermi energy EF , and its conduc-
tion band minimum (CBM) at M which also lies 0.13
eV above EF , resulting in a narrow indirect gap of 0.26
eV . By looking at the PDOS plots, energy bands can be
divided into three parts: a deep band around ∼ −16 eV
below EF consists mainly of N(2s), a broad group of 12
valence bands with ∼ 8 eV of width that comes mostly
from the 3d electrons of Cu plus smaller contribution
from N(2p), and the conduction bands.
Our obtained band structure of Cu3N(D09) agrees
qualitatively well with many previous theoretical
works2,15,79; however, depending on the calculation
method, the value of the indirect band gap of Cu3N(D09)
was predicted to be 0.23 eV (LAPW+LDA)2, 0.25
eV (FP-LAPW+GGA(PBE))17,79, 0.355 eV (UPP-
GGA(Perdew-Wang))15 and 0.9 eV (LCAO+LDA)2. Al-
though our predicted band structure and gap value agree
well with many theoretical calculations, the experimen-
tally reported values of the energy gap Eg of Cu3N(D09)
are larger, as will be discussed in Sec. VI. This is a well
known drawback of Kohn-Sham DFT-based calculations
to understimate the band gap.
Fig. 6 shows that the top of the valence band and
the bottom of the conduction band of Cu3N(RhF3) are
about to touch the Fermi level at (Γ,−0.13 eV ) and
(Σ, 0.15 eV ), respectively. Hence, we have an indirect
band gap of 0.28 eV with EF slightly shifted towards the
VBM.
The third most stable candidate in this 3:1 series is
Cu3N(D02). Its band structure (shown in Fig. 7) has the
VBM at (H,−0.14 eV ), and the CBM at (Γ, 0.14 eV ),
resulting in an indirect energy gap of 0.28 eV .
The orbital resolved density of states (PDOS) of both
Cu3N(D02) and Cu3N(RhF3) share the same qualita-
tive features with those of Cu3N(D09). As expected,
the structural relation between these three phases are
reflected into their electronic properties.
Energy bands ǫσi (k), total density of states (TDOS)
and partial (orbital-resolved) density of states (PDOS)
of CuN(B17) are shown in Figs. 8. It is clear that
CuN(B17) would be a true metal at its equilibrium. The
major contribution to the very low TDOS around Fermi
energy EF comes from the 2p states of the N atoms. Be-
neath EF lies a band with ∼ 8 eV of width, in which
one can notice that the main contribution is due to the
mixture of Cu(3d) states with N(2p) states. The N(2s)
states dominate the deep lowest region, while the unoc-
cupied states stem mainly from the N(2p) states. Fermi
surface intersects two bands: a lower one in the M -Γ-
X-R directions, and a higher band in the Γ-M -A and
M -X directions. Hence, EF is not a continous surface
contained entirely within the first BZ.
So, in CuN(B17), the nitridation effects on the pure Cu
can be summarized from previous sections as: significant
increase in the volume per atom V0, increase in the bulk
modulus resulting in a less compressible material than
the pure metal, while the metallic character is preserved
. Similar results for CuN(B3) were also arrived at by
other researchers85.
It may be worth to mention here that B125,85, B225,85,
B325 and B425 phases of CuN were also theoretically pre-
dicted to be metallic.
With EF crossing the finite TDOS, Fig. 9 shows that
CuN2(C18) is metallic at 0 K. The PDOS reveals that
the major contribution to the TDOS at EF comes from
the N(2p) states with minor contribution from the Cu(3d)
states. Compared to CuN(B17), a new feature of this 1:2
nitride is the contribution of N(2p) states to N(2s) states
at the deep lowest region. However, variation in N(2s)
energy with respect to k is smaller than the variation of
N(2p) states, resulting in a narrower and higher PDOS.
It may be instructive to mention here that CuN2(C1)
phase was also found to be metallic85.
A common feature between all the studied cases is the
higly structured, intense and narrow series of peaks in the
TDOS valance band corresponding to superposition of
N(2p)-states and Cu(3d)-states. In their k-space, Cu(3d)
energies show little variation with respect to k; hence the
Hove singularities-like sharp features.
To summarize this section, we have found that the
most stable phases of CuN and CuN2 are metallic, while
Cu3N is a semiconductor. This finding agrees well with
literature, specially with Armenta and Soto5 who pre-
dicted theoretically that the semiconducting state is sen-
sitive to the nitrogen concentration and changes to metal-
lic when the composition is out of the ideal nitrogen to
copper ratio, x = 1/3. Armenta and Soto, who studied
the effect of introducing N atoms in one by one basis to
the bulk cubic Cu matrix, also pointed out that as x in-
creases, the TDOS at EF , due to both N and Cu atoms,
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and (d) band structure along the high-symmetry k-points which are labeled according to Ref. [107]. Their coordinates w.r.t.
the reciprocal lattice basis vectors are: M(0.5, 0.5, 0.0), Γ(0.0, 0.0, 0.0), X(0.0, 0.5, 0.0), R(0.5, 0.5, 0.5).
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FIG. 6. (Color online.) DFT calculated electronic structure for Cu3N in the RhF3 structure: (a) spin-projected total density
of states (TDOS); (b) partial density of states (PDOS) of Cu(s, p, d) orbitals in Cu3N; (c) PDOS of N(s, p) orbitals in Cu3N,
and (d) band structure along the high-symmetry k-points which are labeled according to Ref. [107]. Their coordinates w.r.t.
the reciprocal lattice basis vectors are: F (0.5, 0.5, 0.0), Q(0.375, 0.625, 0.0), B(0.5, 0.75, 0.25), Z(0.5, 0.5, 0.5), Γ(0.0, 0.0, 0.0),
L(0.0, 0.5, 0.0), Y (0.25, 0.5,−.25), Σ(0.0, 0.5,−.5).
increases as well. Concerning this point, our findings are
in excellent agreement with theirs, since we found for the
most stable phases (i.e. Cu3N, CuN and CuN2, respec-
tively) that TDOS(x = 1/3) = 0, TDOS(x = 1) ∼ 0.70
and TDOS(x = 2) ∼ 0.85, in relative arbitrary units.
VI. GWA CALCULATIONS AND OPTICAL
PROPERTIES
Although a qualitative agreement between DFT-
calculated optical properties and experiment is possible,
accurate quantitative description requires treatments be-
yond DFT level108. Another approach provided by many-
body perturbation theory (MBPT) leads to a system of
quasi-particle (QP) equations, which can be written for
a periodic crystal as109–111
{
− ~
2
2m
∇2 +
∫
dr′
n(r′)
|r− r′| + Vext(r)
}
ψQPi,k (r)
+
∫
dr′Σ(r, r′; ǫQPi,k )ψ
QP
i,k (r
′) = ǫQPi,k ψ
QP
i,k (r).
(12)
Practically, the wave functions are taken from the DFT
calculations. However, in consideration of computational
cost, we used a less dense mesh of k-points (12×12×12).
The term Σ(r, r′; ǫQPi,k ) is the self-energy which contains
all the exchange and correlation effects, static and dy-
namic, including those neglected in our DFT reference
system. In the so-called GW approximation, Σ is given
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FIG. 7. (Color online.) DFT calculated electronic structure for Cu3N in the D02 structure: (a) spin-projected total density
of states (TDOS); (b) partial density of states (PDOS) of Cu(s, p, d) orbitals in Cu3N; (c) PDOS of N(s, p) orbitals in Cu3N,
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`10 a5 0 5 10
TDOS (arb. units) 
 (b)
b15
c10
d5
0
5
10
15
TDOS up
TDOS down
0 2 4 6 8 10
PDOS (arb. units)
 (c)
e15
f10
g5
0
5
10
15
Cu s 
Cu p 
Cu d 
0.0 0.2 0.4 0.6 0.8 1.0 1.2
PDOS (arb. units)
 (d)
h15
i10
j5
0
5
10
15
N s 
N p 
X M k Z A M l X R Z
 (a)
m15
n10
o5
0
5
10
15
E
p
E
F
 (e
V)
FIG. 8. (Color online.) DFT calculated electronic structure for CuN in the B17 structure: (a) spin-projected total density
of states (TDOS); (b) partial density of states (PDOS) of Cu(s, p, d) orbitals in CuN; (c) PDOS of N(s, p) orbitals in CuN,
and (d) band structure along the high-symmetry k-points which are labeled according to Ref. [107]. Their coordinates
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FIG. 10. (Color online.) Normal-incidence frequency-
dependent optical constants of Cu3N(D09) obtained using
Eqs. 15–17 and GW0 eigenvalues.
in terms of Greens function G as
ΣGW = j
∫
dǫ′G(r, r′; ǫ, ǫ′)W (r, r′; ǫ), (13)
where the screened interaction W is related to the bare
Coulomb interaction v through
W (r, r′; ǫ) = j
∫
dr1ε
−1(r, r1; ǫ)v(r1, r
′), (14)
with ε the dielectric function. We followed the GW0 self-
consistent routine on G, in which the QP eigenvalues are
updated in the calculations of G, while W is kept at the
DFT level. After the final iteration of G, ε is calcu-
lated, within the so-called random phase approximation
(RPA)112, using the updated QP eigenvalues63,110,111.
From the real εre(ω) and the imaginary εim(ω) parts
of this frequency-dependent microscopic dielectric ten-
sor one can derive all the other frequency-dependent di-
electric response functions, such as absorption coefficient
α (ω), reflectivity R (ω) and refractive index n (ω):
R (ω) =
∣∣∣∣∣ [εre (ω) + jεim (ω)]
1
2 − 1
[εre (ω) + jεim (ω)]
1
2 + 1
∣∣∣∣∣
2
(15)
α (ω) =
√
2ω
([
ε2re (ω) + jε
2
im (ω)
] 1
2 − εre (ω)
) 1
2
(16)
n (ω) =
1√
2
([
ε2re (ω) + ε
2
im (ω)
] 1
2 + εre (ω)
) 1
2
(17)
Fig. 10 displays the real and the imaginary parts of
the frequency-dependent dielectric function εRPA(ω) of
Cu3N(D09) and the corresponding derived optical con-
stants within the optical region113. The real part εre(ω)
shows an upward trend before 0.3 eV , reaches a maxi-
mum value at 1 eV and generally decreases after that.
The imaginary part εim(ω) has two main peaks located
at ∼ 1.3 eV and ∼ 2.0 eV . Niu et al.82 carried out
DFT(UPP-GGA) calculations and derived an ε(ω) spec-
trum with a real part that shows an upward trend before
1 eV , reaches the maximum value at 1 eV (as ours) and
decreases after that. The imaginary part they obtained
has two main peaks, in the range 0 eV to 5 eV , located at
2.07 eV and 3.51 eV . By analyzing the DOS, Niu et al.
claimed that these two peaks are mainly due to the elec-
tron transition from the Cu(3d) band to the conduction
band.
Refractive index n (ω) spectrum (Fig. 10) shows al-
most the same frequency dependance as εre(ω). Compar-
ing our obtained n (ω) with the experimental results of
Gordillo et al.7, one can see a kind of general qualitative
agreement between the experimental curve and the theo-
retical one, represented by the increase in n with increase
in the photon energy till reaching a maximum, then fol-
lowed by a generally decreasing behaviour. However, the
experimental peak of n is at ∼ (1.4 eV, 3.65), while our
obtained peak is at ∼ (1.2 eV, 4.5). Surprisingly, the
DFT(UPP-GGA)-refractive index spectrum derived by
Niu et al.82 shows far better agreement with the experi-
mental results of Gordillo et al.7 and they got the peak
at ∼ (1.6 eV, 3.9).
From the absorption coefficient α (ω) spectrum (Fig.
10), it can be seen that Cu3N(D09) starts absorbing pho-
tons with ∼ 0.75 eV energy. Hence, it is clear that
GW0 calculations give a band gap of ∼ 0.75 eV , which
is a significant correction to the obtained DFT value.
Our presented α (ω) spectrum agrees qualitatively well
with the experimental work of Gordillo et al.7, who,
in the ∼ (0.6 − 1.4) eV region, obtained a smooth
exponential-like curve. However, their obtained α (ω)
reaches 1 × 105 cm−1 in the visible range before 1.4 eV ,
while ours (Fig. 10) never reaches such a value before
3.3 eV . Niu et al.82 got a curve that reaches this value
at ∼ 3.6 eV . However, their α (ω) spectrum starts to be
non-zero from ∼ 0.71 eV !
Gordillo et al.7 prepared nearly stoichiometric copper
nitride polycrystalline films having nitrogen contents of
(27± 2)% with lattice parameter a = 3.8621 A˚. They re-
ferred to it in their article as stoichiometric Cu3N, and, at
room temperature and with orientation along the (1 0 0)
crystallographic axis, they carried out some optical mea-
surements and fitted the obtained data. From the fits,
they managed to derive the refractive index and the ab-
sorption coefficient, while reflectance was measured di-
rectly. So, although our calculated optical properties
show partial agreement with this experimental work, dis-
crepancies may be attributed due to the lack of knowl-
edge of the exact stoichiometry of the prepared samples.
Wang, Nakamine, and Hayashi12 also prepared nearly
stoichiometric Cu3N films at 67 Pa. Their experimen-
tally obtained α (ω) spectra reach 1× 105 cm−1 at about
2.4 eV . However, α leaves the zero level only at about
(1.8 ∼ 1.9) eV .
On the other hand, the usedEcut = 290 eV and 8×8×8
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k-mesh in the DFT(UPP-GGA) calculations by Niu et
al.82 may not be sufficient to reproduce qualitatively sim-
ilar spectra as those we obtained from GWA calculations.
No quantitative correspondence is to be expected.
Experimentally reported values of the Cu3N(D09) opti-
cal gap spread over a wide range3,7. Some of these values
are: (0.25 ∼ 0.83) eV 14, 1.30 eV 6,83, (1.7 ∼ 1.84) eV 80,
1.85 eV 4 and (1.8 ∼ 1.9) eV 12. Hence, although GWA
calculations give a band gap of ∼ 0.75 eV , which is a sig-
nificant correction to the obtained DFT value of 0.26 eV ,
the difference between theory and experiment is still con-
siderable. This is a well known problem with GWA cal-
culations on top of DFT eigenvalues and eigenstates that
correspond to a very small bandgap compared to exper-
iment.
Given that standard DFT functionals severely under-
estimate the band gaps while the Hartree-Fock (HF) ap-
proximation overestimates them114, a potential solution
is to combine local or semilocal DFT exchange with a
portion of nonlocal exact exchange thereby construct-
ing the so-called hybrid functional115. Much improved
band gaps can be obtained by screening the nonlocal HF-
type portion of exchange potential with a suitable screen-
ing parameter116,117. A more appropriate approach is
to apply the partially self-consistent GW method on
eigenvalues obtained using hybrid functionals or DFT+U
schemes118 which readily provide better band gaps for
insulators119.
VII. SUMMARY AND CONCLUSIONS
DFT-based first-principles calculations on bulk crys-
talline Cu3N, CuN and CuN2 over a series of twenty
structural phases have been successfully carried out.
The studied structural properties include energy-volume
equation of state (EOS), equilibrium lattice structural
parameters, cohesive and formation energies, relative
phase stabilities, bulk modulus and its presssure deriva-
tive. Electronic characterization of the energetically most
stable phases was done via the analysis of their band
structure and their total and partial density of states
(DOS). Further, we carried out GW0 calculations within
the random-phase approximation (RPA) to the dielec-
tric tensor εRPA(ω). The frequency-dependent optical
constants (absorption coefficient, reflectivity and refrac-
tive index spectra) of the experimentally reported phase
Cu3N(D09) were derived from the updated εRPA(ω). Ob-
tained results were compared with experiment and/or
with previous calculations whenever possible. The main
conclusions which we can derive from all these calcula-
tions are the followings:
• The calculated lattice constants are in good agree-
ment with experiment and with theory.
• From the obtained cohesive energies, the energeti-
cally most stable phases are D09, B17, and C18 in
the Cu3N, CuN and CuN2 stoichiometric series, re-
spectively. However, other Cu3N phases show simi-
lar stability to Cu3N(D09) and may present during
the nitridation process.
• Including the successfully synthesized Cu3N(D09)
phase, all obtained formation energies are positive,
yet they can be used to measure the relative ther-
modynamic stabilities of these phases.
• Although CuN2(C18) is the most bound phase, its
tendency to decompose back into its elemental con-
stituents is more than the less bound Cu3N phases.
• The volume dependence of the bulk modulus is
more precisely described by the change in volume of
the Cu sublattice rather than the common average
atomic volume of the nitride.
• The most stable Cu3N phases are predicted to be
indirect-gap semiconducing materials with lower
bulk modulus than the pure metal, while CuN(B17)
preserves the metallicity and improves the bulk
modulus. However, the CuN2(C18) phase substan-
tially increases the compressibility while preserving
the metallicity.
• Our GWA calculated optical properties show par-
tial agreement with experiment and with the avail-
able theoretical work (Ref. [82]). Discrepancies are
probably due to the lack of knowledge of the exact
stoichiometry of the prepared samples, and due to
the big difference in the used plane waves cut-off
energy and in the density of the k-mesh. Conver-
gence criterion with respect to these two quantities
have not been referred to in Ref. [82].
• Our GWA calculated energy gap of Cu3N(D09)
shows significant improvement over the calculated
DFT value.
We hope that the present work would serve as a reference
source for meaningful comparisons which may be made
among the largely different calculations.
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