Abstract. Ψ(x, y) denotes the number of positive integers ≤ x and free of prime factors > y. Hildebrand and Tenenbaum gave a smooth approximation formula for Ψ(x, y) in the range (log x) 1+ < y ≤ x, where is a fixed positive number ≤ 1/2. In this paper, by modifying their approximation formula, we provide a fast algorithm to approximate Ψ(x, y). The computational complexity of this algorithm is O( (log x)(log y)). We give numerical results which show that this algorithm provides accurate estimates for Ψ(x, y) and is faster than conventional methods such as algorithms exploiting Dickman's function.
Introduction
Let Ψ(x, y) be the number of positive integers ≤ x and free of prime factors > y. Estimates for Ψ(x, y) are useful for many number-theoretic algorithms and modern cryptography. The behavior of Ψ(x, y) has been investigated by many authors ( [3] , [4] , [6] , [8] , [9] , [10] , [11] , [13] , [16] ). We see good summaries for the investigations of Ψ(x, y) in [12] and [15] .
Dickman [8] showed that the probability that a random integer between 1 and x has no prime factors exceeding x 1/u (0 < u) approaches the value ρ(u) as x −→ ∞, where u = (log x)/ log y and ρ(u) is the unique solution to the following equations:
The estimate Ψ(x, y) ≈ xρ(u) is, in practice, accurate only for small u. Hunter and Sorenson [13] gave some experimental data to show this fact. Dickman's ρ can be computed by using the following equation:
Several authors [2, 5, 14] proposed other methods to efficiently calculate Dickman's ρ. Hildebrand and Tenenbaum [11] gave an estimate of Ψ(x, y) which is accurate for large u. They showed that uniformly for 2 ≤ y ≤ x, (1.2) Ψ(x, y) = h(x, y, α u ) and α u is the unique solution to the equation
In [11] , they also gave a smooth approximation for h(x, y, s) in the range u is not too large. They showed that uniformly for x ≥ 2, (log x) 1+ < y ≤ x,
where is a fixed positive number ≤ 1/2 and ξ u is the unique solution to the equation
The use of the above equation for approximating Ψ(x, y) requires good estimates for ξ u , ξ u , and
(e t − 1)/tdt. Hunter and Sorenson [13] provided an algorithm to evaluate Hildebrand and Tenenbaum's approximation (1.2). Their algorithm uses a bisection method for obtaining approximations of α u , the unique solution to (1.3). The complexity of their algorithm is given by (1.5) O y log log x log y + 1 log log y .
Hunter and Sorenson also showed that Newton's method can improve the complexity of the algorithm. To prove quadratic convergence for Newton's method, one needs a preliminary search by bisection for obtaining a suitable starting point, and it costs O(y(log((log x)/ū)/ log y) operations. Then, if log x ≤ y, the total running time of this algorithm is dropped to O(y/ log log y), and if log x > y, it corresponds to (1.5). Although Newton's method can reduce the running time for finding the unique solution of (1.3), one can only prove quadratic convergence. Furthermore, assuming the validity of the Riemann Hypothesis (RH), Sorenson [17] proposed a modification of Hunter and Sorenson's algorithm. The running time of this modified algorithm is roughly proportional to √ y.
The author [18] gave another algorithm to evaluate (1.2). Let m = log u + log log y log log u + 1
where l is a positive integer and
where is any fixed positive number. E(m) is an approximation of ξ u . Using the aboveα u (m), one can obtain
in the above range. The complexity of the algorithm to approximate Ψ(x, y) with (1.8) is the same as (1.5). By assuming the validity of the RH and applying the same method as in [17] to this algorithm, one can obtain an algorithm with the running time roughly proportional to √ y [18] .
In this paper, by modifying (1.4), we provide a fast algorithm to approximate Ψ(x, y). To approximate 
where γ is Euler's constant and
Let m = √ u log y + 1. The following theorem shows g(m ) can approximate Ψ(x, y) in almost the same range as (1.7). Theorem 1.1. Let be any fixed positive number ≤1/2. In the range (log logx)
,
Using the above theorem, we can obtain the following algorithm to approximate Ψ(x, y).
6). (3) Compute and output g(m ).
Since the conventional methods based on (1.2) need to find all primes ≤ y, these methods require at least O(y/ log y) operations. However, our new algorithm does not require these primes and therefore it is very fast. The complexity of Algorithm A is given by
Also, the algorithm to approximate Ψ(x, y) using (1.1) requires O(u) operations. Therefore, our algorithm is faster than the methods with (1.1) in the range log x > (log y) 3 . The structure of this paper is as follows. In Section 2 we give the proof of Theorem 1.1. In Section 3 we give numerical results for showing that Algorithm A provides an accurate approximation to Ψ(x, y) and is much faster than conventional algorithms.
2. Proof of Theorem 1.1
In this section, we provide the proof of Theorem 1.1. The author [18] showed that for u > e, n ≥ 1,
Using the above equation iteratively, we can have good approximations for ξ u . By this iterative method and the midpoint one, we can obtain an approximation for 
Proof. Let s(t) = (e t − 1)/t and h = E(m )/m . In the following, we denote t k (m ) by t k . Since m ≥ m = (log u+log log y)/ log log u +1 for u ≥ e 1+ and sufficiently large y, we have
From (2.1), we obtain log u < E(1) < ξ u < E(1) + 1 < log u + log log u + 2.
Hence, since s(t) is increasing for t ≥ 0, we get
Since s (t) is increasing for t ≥ 0, we have for an integer k ≥ 1,
Hence,
Similarly, we have
From the above equation and (2.4), we obtain the proof of this lemma.
Using the above lemma, we obtain the proof of Theorem 1.1. 
By Lemma 2.1 of [18] , we have
in the range (log log x) 5/3+ < log y. From the above equation and (2.3), we obtain α u (m ) = α u + O (1/(u(log y) 2 )) in the range of this theorem. Hence, we have
In the range of this theorem, y → ∞ for x → ∞. Hence, by the above equations, Lemma 2.1, and (1.2), we can obtain the proof of Theorem 1.1.
Numerical results
In this section, we compare Algorithm A with conventional algorithms to approximate Ψ(x, y). We implemented Algorithm A, Hunter and Sorenson's (HS), Sorenson's based on the RH (SO on RH), Suzuki's (SU), Suzuki's based on the RH (SU on RH), de Bruijn's method (DB), and Patterson and Rumsey's method (PR) to compute the dickman's ρ in C++ programs.
To find primes required for the algorithms HS, SO on RH, SU, and SU on RH, we used Atkin and Bernstein's sieve method [1] , which uses O(y/ log log y) operations and y 1/2+o(1) bits of memory for finding all primes ≤ y. For Algorithm HS and SO on RH, we used Newton's method for finding an estimate of α u . Instead of a value given by a preliminary search by bisection, we used α 0 := log(1 + y/(5 log x))/ log y as a starting point.
Using Patterson and Rumsey's method, one can efficiently compute Dickman's ρ [2] . Let r denote a positive integer, and let ρ r (x) = ρ(x) for r − 1 ≤ x ≤ r. Let 0 ≤ ν ≤ 1. Then, ρ r (x) can be computed by
where φ(i, j)'s are given by the following relations:
In the calculation of ρ r (x) with the above equation, we truncated the infinite sums in the above equations at i = j = 100. This algorithm requires O(u) operations.
We can obtain another method to calculate Dickman's ρ by using de Bruijn's approximation formula. De Bruijn [7] showed ρ(u) = exp −u log u + log log u − 1 + log log u − 1 log(u + 1) + O u log log u log u Tables 1, 2 , and 3 provide the estimates of Ψ(x, y) and the running times of the algorithms. Tables 1 and 2 list the estimates of Ψ(x, y) for x = 2 350 and 2 1000 , respectively, with y ranging from 2 20 up to 2 25 . Table 3 lists the estimates of Ψ(x, y) for y = 2 15 , with x ranging from 2 50 up to 2 300 . In the tables, "TIME" denotes the total amount of CPU time (milliseconds), "RATIO" denotes the ratio of the estimates by SO on RH, SU, SU on RH, PR, DB, and A to that by HS. In Tables 1 and 3 , "R-L" and "R-U", respectively, denote the ratio of those estimates to the lower bound and the upper bound of Ψ(x, y) given by Bernstein's method [3] . In our calculations for Bernstein's method, we used the scaling factor = 500 and the precision parameter =2
18 . All calculations were performed using a PC with Pentium III 1.066GHz and 130Mbyte memory.
The tables show that Algorithm A provides accurate estimates and is much faster than the conventional methods, except for Algorithm DB. Although Algorithm DB is as fast as Algorithm A, the estimates by Algorithm DB are very crude. 
