In this article, we consider eigenfunctions u of the bi-harmonic operator, i.e., △ 2 u = λ 2 u on Ω with some homogeneous linear boundary conditions. We assume that Ω ⊆ R n (n ≥ 2) is a C ∞ bounded domain, ∂Ω is piecewise analytic and ∂Ω is analytic except a set Γ ⊆ ∂Ω which is a finite union of some compact (n − 2) dimensional submanifolds of ∂Ω. The main result of this paper is that the measure upper bounds of the nodal sets of the eigenfunctions is controlled by √ λ. We first define a frequency function and a doubling index related to these eigenfunctions. With the help of establishing the monotonicity formula, doubling conditions and various a priori estimates, we obtain that the (n − 1) dimensional Hausdorff measures of nodal sets of these eigenfunctions in a ball are controlled by the frequency function and √ λ. In order to further control the frequency function with √ λ, we first establish the relationship between the frequency function and the doubling index, and then separate the domain Ω into two parts: a domain away from Γ and a domain near Γ, and develop iteration arguments to deal with the two cases respectively.
Introduction
In this paper, we focus on the eigenvalue problem △ 2 u = λ 2 u in Ω, where △ is the Laplacian operator. We always assume that Ω ⊆ R n (n ≥ 2) is a bounded domain and ∂Ω is of C ∞ piecewise analytic and ∂Ω is analytic except a set Γ ⊆ ∂Ω which is a finite union of some (n − 2) dimensional submanifolds of ∂Ω. Through this paper, we always consider the following homogeneous boundary condition:
where B j u = |α|≤3 a α, j (x)D α u(x) on ∂Ω, and we also assume that the constants a α, j (x) are all C ∞ and piecewise analytic on ∂Ω, and analytic on ∂Ω \ Γ.
In 1979, F.J.Almgren in [1] introduced the frequency concept for the harmonic functions. Then in 1986 and 1987, N.Garofalo and F.H.Lin in [6] and [7] established the monotonicity formula for the frequency functions and the doubling conditions for solutions of uniformly linear elliptic equations of second order, and obtained the unique continuation property of such solutions. In 1991, F.H.Lin in [13] investigated the measure estimates of nodal sets of solutions to some uniformly linear elliptic equations of second order. In 2000, Q.Han, R.Hardt and F.H.Lin in [8] showed the structure of the nodal sets of solutions for a class of uniformly linear elliptic equations of higher order. It is pointed out that the nodal sets of solutions to higher order elliptic equations are very different from those of solutions to second order elliptic equations. For uniformly linear elliptic operators of second order, Hausdorff measures of critical zero sets of solutions are at most n − 2 dimensional. But for uniformly linear elliptic operators of higher order, this conclusion is not always true. In fact, it is showed in [8] that, if u is a solution of an l−th order homogeneous uniformly elliptic equation, then the set x ∈ R n |u(x) = 0, |∇u(x)| = 0, · · · , |∇ l−2 u(x)| = 0 may be n − 1 dimensional, and the set x ∈ R n |u(x) = 0, |∇u(x)| = 0, · · · , |∇ l−1 u(x)| = 0 must be at most n − 2 dimensional.
The latter set is called the singular set of those solutions. In 2003, Q.Han, R.Hardt and F.H.Lin in [8] investigated the structures and measure estimates of singular sets of solutions to uniformly linear elliptic equations of higher order. In 2014, the authors in [20] gave the measure estimates of nodal sets for bi-harmonic functions.
On the other hand, there have been a number of very interesting and intensive results on nodal sets for eigenfunctions to elliptic operators. S.T.Yau conjectured that, for a Laplacian eigenfunction u, i.e., u satisfies the equation
on a compact n dimensional Riemannian manifold without boundary, it holds that
where H n−1 ({u(x) = 0}) denotes the (n − 1) dimensional Hausdorff measure of the nodal set {u = 0} on the whole manifold, C is an absolute positive constant independent of λ and u. This conjecture was proved for real analytic manifolds by Bruning and Yau independently in two dimensional case, and by H.Donnelly and C.Fefferman in [4] in higher dimensional case. For C ∞ manifolds, the following upper bound was proved by H.Donnelly and C.Fefferman in [5] in two dimensional case and R.T.Dong gave a very different proof for the same bound in [3] by introducing a second order frequency function. The upper bound was refined to Cλ 3/4−ǫ by A.Logunov and E.Melinnikova in [17] . For the high dimensional case, the estimate
was given by R.Hardt and L.Simon in [9] . In 2016, A.Logunov in [18] improved the upper bound to Cλ α for some α > 1/2.
There are also a large number of papers concerning the lower bounds for the measure of nodal sets of Laplacian eigenfunctions(see for example [2] , [4] , [19] .)
For eigenfunctions of higher order equations, the related results are very limited.
I.Kukavica in [12] gave the optimal upper measure bound of nodal sets for eigenfunctions of higher order elliptic operators in the analytic case. The eigenfunctions can be extended pass through the boundary of Ω because the operator and the boundary ∂Ω are assumed to be analytic in that paper. And then the growth order of an eigenfunction can be estimated and the measure upper bound of its nodal set can be derived. In this paper, we do not assume that the boundary ∂Ω is totally analytic. In this case, the method in [12] cannot be used directly. So first we will define a frequency function related to an eigenfunction and establish the monotonicity formula, doubling conditions, and various estimates. As a result, we will further derive a measure upper bound of the nodal set of an eigenfunction, where the bound contains the corresponding eigenvalue λ and the frequency function. Next we will derive an upper bound for the frequency function, whose center is away from the nonanalytic part Γ ⊆ ∂Ω, with the help of the doubling index of the bi-harmonic eigenfunction in a ball. We also construct an iteration scheme to control the frequency function and extend the eigenfunction u to outside of Ω by passing through the part of the boundary ∂Ω away from Γ. These lead to prove the upper bound for the measure of the nodal set of the eigenfunction u in the domain Ω \ T R 0 (Γ) for some suitable domain T R 0 (Γ) = x ∈ Ω : dist(x, Γ) < R 0 , where R 0 is some suitable positive constant depending only on n and Ω. Finally, we locally establish an upper bound of the doubling index near the points in the nonanalytic parts by applying the upper bound of the frequency function in Ω. And then by using an iteration method, we can get the desired estimation of the nodal set of u near Γ.
More precisely, in order to get the upper bound for the frequency function, we first start to derive an upper bound for the frequency function centered at some point y 0 = (x, 0) withx ∈ Ω satisfying that the function value |u(x)| is suitable large. Then from an iteration argument, the relationship between the frequency function and the doubling index, the "changing center" property for the frequency function, and the dou-bling conditions, we can get the upper bound for the frequency function centered at some point away from Γ. Then by the similar iteration argument again, we can get the upper bound for the frequency function at any point away from Γ. For the frequency centered near Γ, we start from some point away from Γ, whose doubling index is controlled by √ λ. Then by using the iteration arguments, the analytically extending of u, the relationship between the frequency function and the doubling index, and the doubling conditions, we can get the upper bound for the frequency function centered near Γ.
Actually one notes that the bound for the frequency function may go to infinity when the corresponding center tends to the nonanalytic part Γ. However, because the dimension of Γ is (n − 2), and the upper bound for the frequency function goes to infinity not very fast as the center of the frequency function tends to Γ, the measure for the nodal set of u in a domain near Γ can be obtained by using the iteration method.
The main result of this paper is as follows.
Theorem 1.1. Let u be a solution to the following boundary value problem:
where B j , j = 1, 2 are linear boundary operators defined as
on ∂Ω, where a α, j (x) are all C ∞ and piecewise analytic on ∂Ω, and analytic on ∂Ω \ Γ.
Then the measure of nodal set of u has the following estimate:
where C is a positive constant depending only on n, Ω and the boundary operators B j ,
The rest of this paper is organized as follows. In the second section, we give the definition of a frequency function related to bi-harmonic eigenfunctions and show some interesting properties including the monotonicity formula and some estimates for the frequency function. In the third section, we obtain some doubling conditions and show the "changing center" property for the monotonicity formula. In the fourth section, we
give a measure estimate of nodal sets of eigenfunctions in Ω(R 0 , Γ).
Here Ω(R 0 , Γ) ⊆ Ω and the distance of Ω(R 0 , Γ) and Γ is greater than some constant R 0 depending only on n and Ω. Finally in the last section, we give the measure estimate of the nodal set of the eigenfunction u near the nonanalytic set Γ.
Frequency function
We rewrite the equation △ 2 u = λ 2 u as the following forms:
where g and h are all considered as functions of n + 1 dimensional variable y = (x, x n+1 ).
Then we define the frequency function centered at y 0 as follows:
where dσ is the n dimensional Hausdorff measure on ∂B r (y 0 ). We use the notation
Then the frequency function can be written as
and it is also easy to check that
where g n and h n mean ∇g · − → n and ∇h · − → n respectively, and − → n is the outer unit normal vector on ∂B r (y 0 ).
Such a frequency function has following properties. Proof. Without loss of generality, we may assume that y 0 = 0. Because the vanishing order of g at the origin is k, we have
where P k (y) is a homogeneous polynomial of degree k. Similarly, we have
where P l (y) is a homogeneous polynomial of degree l. In the polar coordinate system (r, θ) = (r, θ 1 , θ 2 , · · · , θ n ), P k (y) and P l (y) can be written as the following forms.
Then from (2.2), we have
Letting r −→ 0+, we have the desired result.
Lemma 2.2. The frequency defined in (2.1) has the following lower bound:
Proof. Without loss of generality, we may assume that y 0 = 0. Then
Because h is a harmonic function, we have
which can be seen in [10] . So
which is the desired result. Now we will show the monotonicity formula. for r ≤ 1.
.
First we calculate the term D
Here dσ means the n − 1 dimensional Hausdorff measure on ∂B r (0). Similarly, we have
For the term B r (0) |h||∇g|dy and B r (0) |g||∇h|dy, we have
and
Now we consider the term B r (0) g 2 dy. Note that △g = h +2λg, we can separate g = g +g,
where g and g satisfy that
Write the term B r (0) g 2 dy as follows:
Now we consider g and g. Because hgdy + 2λ
Because g and h both are harmonic functions, we have
By the above arguments, we have that
where C is a positive constant depending only on n.
On the other hand, from the assumption that N(0, r) ≥ C 0 , where C 0 is a constant to be determined, we have
Also note that
By choosing C 0 = 1/(n + 1), we have
By some direct calculation, we have
which is just the result we want.
From this "monotonicity formula", the following corollary can be got easily.
Moreover, if for any r ∈ (r 1 , r 2 ), it holds that N(0, r) > C 0 , then
Here C 0 is the same constant as in Theorem 2.3; C and C ′ are positive constants depending only on n.
Proof. Let I = {r ∈ (0, r 2 )|N(0, r) > C 0 }. Then I is a union of at most countable number
If r 1 ∈ (a i , b i ) with B i = r 2 , then by the same arguments, we have 8) and thus
Then we get the first result, i.e., (2.6).
If for any r ∈ (r 1 , r 2 ), it holds that N(0, r) > C 0 , then r 1 and r 2 must be in the same interval (a i , b i ). So from (2.6), the second result can be got directly.
Doubling conditions
In this section, we show the doubling conditions based on the monotonicity formula. First we can show the following doubling condition including both g and h.
Lemma 3.1. Let λ > 1. Then for any 0 < r 1 < r 2 < 1, it holds that
and Proof. We only need to prove (3.1) and (3.3). The inequality (3.2) and (3.4) can be easily deduced from (3.1) and (3.3). Without loss of generality, we assume that y 0 is the origin. DefineH
where ω n is the Hausdorff measure of an n dimensional unit sphere. It is easy to check
So from Theorem 2.3 and Corollary 2.4, it holds that
So we haveH
On the other hand, it also holds that
So we also haveH
Thus we get the desired result.
Basing on this doubling condition, we can prove the following doubling condition only for g.
In order to prove this doubling condition, we need the following interior estimation.
Proof. Without loss of generality, let y 0 = 0. Let φ be the cut-off function satisfying
where c > 1 is a positive constant depending only on n. Define a test function ψ as follows:
Then, up to a limit, it also holds that
for any positive constant k. From the equation △g = h + 2λg, we have
First calculate the left hand side.
gh△ψdy.
we have
From (3.11), we have
Because △h = 0, we have
On the other hand, we also have
Put these inequalities into (3.12), it holds that
From (3.9) and (3.10), we know that 0 ≤ ψ ≤ 1 when 0 ≤ φ ≤ 1, ψ = 1 when φ = 1, ψ = 0 when φ = 0, and ψ/φ k = 0 when φ = 0 for any positive integer k. So we have
where C is a positive constant depending only on c and n, and thus only on n. That is just the desired result.
Now we will present the proof of Lemma 3.2.
Proof of Lemma 3.2:
Without loss of generality, we assume that y 0 is the origin. Then by using Lemma 3.3 and Lemma 3.1, we have
which is the desired result.
Remark 3.4. Similarly, it is easy to check that the following doubling condition also holds:
B r 2 (0)
where C is a positive constant depending only on n and 0 < r 1 < r 2 < 1. In fact, in the proof of Lemma 3.3, if we change r and r/2 into r 2 and r 1 , we can get that
where C is a positive constant depending only on n. Then by using the same arguments in the proof of Lemma 3.2, we can get the desired result.
At the end of this section, we will give a "changing center" property for the frequency function, which can be proved by using the above doubling conditions. Theorem 3.5. Let λ > 1, and 0 < r 0 < 1. Then for any p ∈ B r 0 /4 (0), we have Thus from Lemma 3.1, we have
Now we will show that
In fact, On the other hand,
It also holds that 
Measure estimates of the nodal sets away from nonanalytic parts
In this sectioin, we will give a measure estimate of the nodal set for an eigenfunction u in a subset of Ω away from Γ, the non-analytic part of ∂Ω. We divide our task into two steps. First we will show the measure upper bounds for the nodal set of u in some small balls in terms of the frequency function. Then we will give the upper bound for the frequency function.
Nodal set in a ball
In order to get an upper bound of the measure of the nodal set of an eigenfunction u in some small ball, we need to estimate an upper bound of the L ∞ norm of u.
Lemma 4.1. Let u and v satisfy
in B 1 (0), and assume λ > 1. Then, for any r ∈ (0, 1) and t > 1 and tr < 1, we have
where C is a positive constant depending only on n and t.
Proof. From the equation
the standard interior estimates of elliptic equations, we have that,
for any positive integer k > 0, where κ > 1 and C is a positive constant depending only on n and κ. On the other hand, from the standard elliptic estimation and △v = λv, it also holds that
where C > 0 depends only on n and κ. From the above inequalities, we have that
Then from the Sobolve's imbedding theorem and let t = κ k for k = [n/2] + 1, we can get the desired result.
Remark 4.2. From the relationship of u and g, and the doubling condition for g, it is
easy to check that for any 0 < r 1 < r 2 < √ 2/2, it holds that 
Proof. Without loss of generality, we may assume that 
Here we have used the doubling condition in the first and fourth inequalities, and the "changing center property" for the frequency function in the third inequality. 
In the above estimates, we have used λ > 1, the assumption that 4r < r 0 and the monotonicity formula for the frequency function. Thus we arrive at
where S n−1 means the unit sphere on R n . Then x p i + tω ⊆ B r (0). Then from (4.5), we have that
On the other hand, from (4.4), we have
Then from Lemma 2.3.2 in [10], we have that
Thus from the integral geometric formula (see [14] , [10] ), and the fact that
Upper bound for the frequency function
We first give the definition of the "doubling index", which is borrowed from [17] and [18] and will be used to help us to give an upper bound for the frequency function. where C and C ′ are positive constants depending only on n. Here
is defined in Section 2.
Proof. Note that △g = h + 2λg and △h = 0. So from the standard interior estimate of g and h, and note that g is a function defined in a subset of R n+1 , we have
Thus we haveN
where C is a suitable large positive constant depending only on n, Ω and B j , j = 1, 2.
From the doubling condition, i.e., Lemma 3.1, we have log 2
It tells us thatN
where C is a positive constant depending only on n. By the similar arguments, we also 
if λ is large enough. Thus we can get the result we need. Now we will go to establish the upper bound for the frequency function. We first prove the following two lemmas. 
where r * = C 1 λ −(n+2)/2 < 1, and C 1 is a positive constant depending only on n, Ω and the boundary operators B j , j = 1, 2.
Proof. First we have the following global L ∞ (Ω) estimate of u:
for some suitable constant C 1 depending only on n, Ω, H n−1 (∂Ω), and the boundary operators B j , j = 1, 2. That is the desired result.
Because ∂Ω is analytic except the set Γ, one can extend the function u out of Ω except a neighborhood of Γ. Thus we have the following conclusion. such that for any 1 ≥ r ≥ r, u can be analytically extended into the set B τr (x) \ Ω, and
Proof. Because x ∈ Ω \ T r (Γ) with r ≥ r, we know that dist(x, Γ) > r. So from the standard elliptic estimate, the Sobolev's embedding theorem and the fact that ∂Ω is of C ∞ and compact, we know that there exists a positive constant C depending only on n, Ω, B j , j = 1, 2, but independent of x, such that for any fixed multi-index α,
Because u is analytic in some neighborhood of x, the Taylor power series of u at point
x is convergent in B τr (x) for any τ ∈ (0, 1). So
In the last inequality in the above, we have used the fact that r ≥ r = λ −d , ln λ < √ λ for λ large enough, and C is a positive constant depending only on n, Ω, d and B j , j = 1, 2, but independent of x because ∂Ω is of C ∞ and compact. That is the desired result. Now we begin to show an upper bound for the frequency function. with r * = C 1 λ −(n+2)/2 is the same radius as in Lemma 4.5. Moreover, the function u is analytic at any point of the set Ω(r * , ∂Ω) = Ω \ T r * (∂Ω).
Letx denote a maximum point of |u| in Ω(r * , ∂Ω) and define y 0 = (x, 0). From the
On the other hand,
Then the doubling index of g centered at y 0 with radius r 0 = r * can be bounded as . Choose R 0 to be a suitable small positive constant depending only on n and Ω but independent of λ, such that the following conditions hold:
(2) For any fixed r ≤ R 0 , it holds that, ∀ x ∈ ∂Ω(r, ∂Ω), there exists unique point
Repeat the same argument for k times, such that r k−1 < R 0 , and r k ≥ R 0 . Then
These show that k ≤C ln λ, whereC is a positive constant depending only on R 0 , C 1 and n. Thus we have, x k ∈ Ω(R 0 , ∂Ω), y k = (x k , 0), and
if λ is large enough such that ln λ < √ λ. These imply that
Now we will consider the upper bound for the doubling index centered at y = (x, 0) for any fixed point x ∈ Ω(R 0 , Γ). Because x k and x can be connected by some curve
in Ω(R 0 , Γ) whose length is bounded by some positive constant depending only on Ω, the upper bound for the doubling index centered at y with radius R 0 can be obtained by the similar iteration arguments as above in finite many steps, and the number of the iteration steps depends only on Ω and dist(x k , x). In fact, from Lemma 4.6, we know
On the other hand, because
Thus from the above inequalities, we havē
Then by repeating the finite steps whose number depends only on R 0 and Ω, we can get the desired result by using Lemma 4.4 and Theorem 2.3.
Combining Theorem 4.7 and Theorem 4.3, and note that we have already extended u outside Ω except a neighborhood of Γ in Lemma 4.6, we can get that 
Here C is a positive constant depending only on n, Ω and the boundary operators B j , j = 1, 2.
5 Measure estimates of nodal sets near Γ
In this section, we begin to consider the domain including the nonanalytic set Γ.
Lemma 5.1. Let x ∈ Ω \ Γ, and r = dist(x, Γ) > 0. Then the eigenfunction u can be extended analytically into B σr (x) for any σ ∈ (0, 1), and satisfies that
where C is a positive constant depending only on n, Ω and B j , j = 1, 2.
Proof. From the proof of Lemma 4.6, it is known that, ∀ x ∈ Ω \ Γ and any σ ∈ (0, 1),
where C is a positive constant depending only on n, Ω and B j , j = 1, 2. Because ln λ < √ λ when λ large enough, the desired result is hold.
By the same iteration argument in the proof of Theorem 4.7, we have that 
Here C is a positive constant depending only on n, Ω and B j , j = 1, 2.
Proof. For any x * 0 ∈ Ω with dist(x * 0 , Γ) = R 0 , from Theorem 4.7, we have already known thatN (x * 0 , r) ≤ C √ λ for any r < R 0 . Let σ be a constant in (0, 1). Because Γ is compact, we know that
where ǫ = θσ/16 and θ ∈ (0, 1) is a positive constant depending only on Ω and Γ. Let Repeat these arguments for k times such that R k−1 ≥ r and R k < r. Then we have that for y = (x, 0),
From R k−1 ≥ r and R k < r, we have that
and
(1 − ǫ) k R 0 < r.
These show that
k ≤ −C ln r for some positive constant C depending only on n, Ω, Γ, and R 0 . Thus we havē
Because σ can be chosen as any number in (0, 1), we can get the desired result.
Now we can establish the measure upper bound of the nodal set of u near the boundary ∂Ω. 
