Abstract Some of the currently best-known approximation algorithms for network design are based on random sampling. One of the key steps of such algorithms is connecting a set of source nodes to a random subset of them. In a recent work [Eisenbrand,Grandoni,Rothvoß,Schäfer-SODA'08], a new technique, core-detouring, is described to bound the mentioned connection cost. This is achieved by defining a sub-optimal connection scheme, where paths are detoured through a proper connected subgraph (core). The cost of the detoured paths is bounded against the cost of the core and of the distances from the sources to the core. The analysis then boils down to proving the existence of a convenient core. For some problems, such as connected facility location and single-sink rent-or-buy, the choice of the core is obvious (i.e., the Steiner tree in the optimum solution). Other, more complex network design problems do not exhibit any such core. In this paper we show that core-detouring can be nonetheless successfully applied. The basic idea is constructing a convenient core by manipulating the optimal solution in a proper (not necessarily trivial) way. We illustrate that by presenting improved approximation algorithms for two well-studied problems: virtual private network design and single-sink buy-at-bulk.
Introduction
In a seminal work, Gupta, Kumar, and Roughgarden [17] introduced a randomsampling-based framework to design and analyze approximation algorithms for network design. This way, they achieved improved approximation algorithms for three relevant network design problems: virtual private network design, single-sink rent-or-buy, and single-sink buy-at-bulk (see also [4, 5, 12, 21] ). Generalizations and adaptations of their approach were later successfully applied to several other problems, including multi-commodity rent-or buy [1, 8, 16] , connected facility location [6] , stochastic (online) Steiner tree [8, 9, 18] , universal TSP [9, 26] and many others.
One of the key ingredients in Gupta et al.'s approach [17] is connecting a set of source nodes to a randomly and independently sampled subset of them. The shortest-path distances from the source set to the sampled subset are then bounded against the cost of an optimum Steiner tree over the sampled nodes. In a recent work [6] , Eisenbrand, Grandoni, Rothvoß, and Schäfer gave an improved analytical tool, core detouring, to bound the connection cost above. The crux of their method is designing a sub-optimal connection scheme, and bounding its cost. In their scheme connection paths are detoured through a proper connected subgraph (core). More formally, consider an undirected graph with edge weights ¾ . We let ´Ú Ùµ be the shortest path distance between Ú and Ù, and ´Ú Íµ Ñ Ò Ù¾Í ´Ú Our Results and Techniques. The Core Detouring Theorem is existential in flavor: it is sufficient to show the existence of a convenient core ¼ , of small cost and sufficiently close to the clients . For some network design problems, a natural candidate is provided by the structure of the optimum solution. For example, the optimum solution for connected facility location and single-sink rent-or-buy contains a Steiner tree Ì. Applying the Core Detouring Theorem to Ì leads to improved approximation algorithms for those two problems [6] .
In this paper we show that core-detouring can be successfully applied to other network design problems, where the optimum solution does not exhibit any convenient core. The basic idea here is constructing one such core by manipulating the optimal solution in a proper way. We illustrate that by presenting improved approximation algorithms for virtual private network design and single-sink buy-at-bulk. As we will see, the construction of a good core for the considered problems involves a few non-trivial ideas. Virtual Private Network Design (VPN). VPN models scenarios where the traffic pattern is uncertain or rapidly changing, and henceforth the network must be able to support a family of traffic matrices. This family is implicitly expressed by upper bounding the amount of traffic which each node can send and receive. VIRTUAL PRIVATE NETWORK DESIGN (VPN). Given 
We remark that an optimal solution to SROB consists of a Steiner tree containing the root and whose edges support at least Å paths each, and a shortest path from each client to the Steiner tree. The second step of our proof is showing that, for any ×, Á × is (deterministically) equivalent to an SROB instance Á ¼ × with clients Ê, root Þ × and parameter Å Ë . We achieve the claimed approximation guarantee by applying the Core Detouring Theorem to the Steiner
Single-Sink Buy-at-Bulk (SSBB). SSBB is another prototypical network design problem, which is used to model scenarios where the capacity is reserved on edges in a discrete fashion to support a given traffic matrix. (For a comparison, in the case of VPN the traffic is unknown but the capacity is installed in a continuous fashion). This is formalized by defining a set of cable types, each one characterized by a cost (per unit length) and a capacity. We are allowed to install Ò ¼ copies of each cable type on edge .
SINGLE-SINK BUY-AT-BULK (SSBB). Given an undirected graph
with edge weights ¾ , a set of source nodes and a sink node Ö. Depending on whether the flow originating at a given source can be routed along several paths or not, we distinguish between splittable SSBB (s-SSBB) and unsplittable SSBB (u-SSBB), respectively. The best-known approximation bounds for s-SSBB and u-SSBB are ¾¿ ¿ [2, 12] and ½ [2, 21] , respectively.
Theorem 3. There is an expected ¾¼ ½-approximation algorithm for s-SSBB.
The best-known approximation algorithms for s-SSBB [12, 17, 21] are based on random sampling. These algorithms consist of a sequence of aggregation rounds.
In their analysis, in order to upper bound the cost of cables installed at round Ø, it is convenient to consider the cost paid by the optimum solution to install cables of type larger than ×, for a proper ×. That subset of cables induces a graph × which is in general disconnected. This rules out a direct application of the Core Detouring Theorem. For this reason, we developed the following generalized version of that theorem, which applies also to the case ¼ is disconnected.
For a given subgraph ¼ , we let ¼´Ú Ûµ be the distance from Ú to Û in the graph resulting from the contraction (of the connected components) of ¼ . 
The theorem above is achieved by embedding the shortest paths in the contracted graph into the original graph, and considering the graph ¼¼ induced by edges crossed by a large enough number of paths. This graph is connected and contains the root. The Core Detouring Theorem is then applied to ¼¼ . With respect to our applications, we can think of Theorem 4 as a way of extracting from the optimum solution (providing ¼ ) a convenient core.
We describe a simple polynomial-time procedure, inspired by an existential proof by Karger and Minkoff [22] , to transform any solution Ë to s-SSBB into a tree solution 5 Í on the same input instance, while increasing the cost of the solution at most by a factor ¾. Being Í feasible for the corresponding u-SSBB instance, we obtain the following corollary.
Corollary 1. Given a -approximation algorithm for s-SSBB, there is a ¾ -approximation algorithm for u-SSBB. In particular, there is a ¾ ¡ ¾¼ ½ ¼ ¾ approximation algorithm for u-SSBB.
The results concerning VPN and SSBB are described in Sections 2 and 3, respectively.
Related Work. VPN was independently defined by Fingerhut et al. [7] , and by Duffield et al. [3] and since then, studied by various authors in several variations. The version that we refer to is also called asymmetric VPN. This problem is NP-hard even when we restrict to tree solutions [15] . Constant approximation algorithms are presented in [5, 15, 17, 28] . It is known that the optimum solution is not always a tree. Curiously, the algorithms in [15, 17] construct a tree solution, while the current best algorithm in [5] does not. We will use a variant of the latter algorithm to achieve our improved bound.
A ¾-approximation is known [5] for the balanced case Ë Ê , which improves on the ¿-approximation in [20] . In [20] it is proved that an optimal tree solution for the balanced case can be computed in polynomial time. Very recently [24] , it has been shown that the optimal solution is not a tree even in the balanced case, and that the problem remains NP-hard in that special case as well. In the same paper, a´¾ · µ-approximation for the almost balanced case Ê Ë Ç´½µ was stated, for an arbitrary but fixed ¼.
In symmetric VPN the traffic is undirected, and each terminal Ú has a unique threshold Ú which upper bounds the amount of traffic which Ú is responsible for. In [15] a ¾-approximation is given for symmetric VPN. In the same paper the authors show that an optimal tree solution can be computed in polynomial time. The so-called VPN conjecture states that symmetric VPN always has an optimal tree solution, and hence can be solved in polynomial time. In a breakthrough paper [11] , this conjecture was recently proved to be true (see also [13, 19] for former proofs of the conjecture on ring networks, which introduce part of the ideas used in [11] ).
SSBB has been extensively studied in the literature. It is NP-hard, e.g., by reduction from the Steiner tree problem. Meyerson, Munagala, and Plotkin [23] gave an Ç´ÐÓ Òµ approximation for s-SSBB. Garg, Khandekar, Konjevod, Ravi, Salman, and Sinha [10] described an Ç´ µ approximation, where is the number of cable types. The first constant approximation is due to Guha, Meyerson, and Munagala [14] : the approximation ratio of their algorithm is roughly ¾¼¼¼. This approximation was reduced to ¾½ by Talwar [27] . Gupta, Kumar, and Roughgarden [17] described an improved approximation algorithm, based on random sampling. Refining their approach, the approximation was later reduced to by Jothi and Raghavachari [21] , and eventually to ¾ ¾ by Grandoni and Italiano [12] .
The unsplittable case u-SSBB is less studied, though probably more interesting from an application point of view. The algorithm by Talwar is a ¾½ -approximation for u-SSBB as well. Unfortunately, this is not the case for the following improved random-sampling algorithms (i.e., those algorithms do not guarantee that the flow is unsplittable). Jothi and Raghavachari [21] show how to transform the approximation algorithm for s-SSBB by Gupta et al. [17] into a ¾ ¡ ½ ¿ approximation algorithm for u-SSBB. Their approach is algorithm-specific: it would not work with an (even slightly) different algorithm. (In particular, it cannot be applied to our s-SSBB algorithm nor to the s-SSBB algorithms in [12, 21] ). In contrast, the reduction from Corollary 1 can use any s-SSBB algorithm as a black box. SROB [15, 22, 25] is the special case of SSBB where there are only two cable types, one of very small capacity and cost per unit capacity AE ½ ½, and the other of cost ¾ Å ½ and very large capacity. The current best approximation ratio for SROB is ¾ ¾ [6] . The recent result in [2] , trivially implies improved approximation factors ¿ ¿ , ¾ ¼, ¾¿ ¿, and ½ for VPN, SROB, s-SSBB, and u-SSBB, respectively.
Virtual Private Network Design
In this section we present our improved ¾ ¼-approximation algorithm for VPN, hence proving Theorem 2. Having in mind that for any fixed AE ¼, there is á ¾ · AE Ê Ë µ-approximation algorithm for VPN [24] (recall that Ê Ë ), we may assume that Ë Ê for an arbitrarily small ¼.
Algorithm vpn, which is a slight adaptation of the VPN algorithm in [5] , is described in Figure 1 . The quantity « is a positive constant to be fixed later. The best-known approximation factor for the Steiner tree problem is denoted by ×Ø . Currently ×Ø ½ ¿ [2] .
For a given VPN instance Á and any sender × ¾ Ë, we let Á × be the VPN instance with the same receiver set as Á, and with sender set × , where the 
The claim follows since 
Theorem 2 then follows.
Single-Sink Buy-at-Bulk
In this section we present our improved algorithms for SSBB. We start with the proof of the Multi-Core Detouring Theorem. Then we present our results for the unsplittable and splittable case.
Multi-Core Detouring. Moving from a leaf of Ì to the root Þ, the quantity Ñ can only increase, hence the subgraph ¼¼ is connected and Þ ¾ Î´ ¼¼ µ. To upperbound Ô´ ¼¼ µ, we still use È ÚÞ as Ú-Þ path, even if ¼¼´Ú Þµ is attained by a different path. Consider any edge ¾ Ì. If ¾ ¼ , then contributes cost to Ô´ ¼ µ, otherwise it contributes ¾Ñ . Note that ¾Ñ iff Ñ ¾. By the definition of ¼¼ , the contribution of to Ô´ ¼¼ µ is Ñ Ò ¾Ñ , which is never larger than the contribution to For an arbitrary concave cost function ´¡µ, Karger and Minkoff [22] showed that there is always an optimum solution inducing a tree. It is not hard (just slightly technical) to turn their existential proof into a polynomial-time procedure to transform any given solution into a tree solution without increasing its cost with respect to ´¡µ. The proof of Theorem 5, which is omitted here for lack of space, is obtained by combining that procedure with the concave function provided by Lemma 5.
Proof (of Theorem 4).
The Splittable Case. Our algorithm sssbb for s-SSBB, which is described in Figure 2 , is a slight variant of the algorithms in [12] . By adding dummy clients in the sink, we can assume that is a multiple of all the capacities . The quantity « is a proper constant to be fixed later. The aggregation algorithm [17] is a randomized procedure to aggregate a given set of demands Ü´Úµ ¾ ¼ Íµ on the nodes Ú ¾ Î´Ìµ of a given tree Ì, under the assumption that the sum of the demands is a multiple of Í ¼. This is obtained by moving demands over Ì such that: (1) The amount of flow along each edge of Ì is at most Í, 
Ù Ø
The proof of Theorem 3, omitted here due to space constraints, follows easily by combining Lemmas 6, 7, and 8, and imposing ¬ ¾ ¼ and « ¼ ¿½.
