The objective of measuring poverty is usually to make comparisons over time or between two or more groups. Common statistical inference methods are used to determine whether an apparent difference in measured poverty is statistically significant.
Introduction
A principal objective of poverty measurement is to make comparisons between groups. Analysts and policymakers are generally interested less in the absolute level of poverty at a given place and time than they are in knowing how measured poverty levels compare to levels observed in other settings or at other points in time. Is poverty higher in the hills or on the coast? Did poverty decline following implementation of a poverty reduction program? These questions have gained an even higher profile in recent years.
Besides the high profile Millennium Development Goal of halving world poverty by 2015, country development programs and donor support are increasingly driven by the Poverty Reduction Strategy Paper (PRSP) process, which requires close monitoring of poverty levels and detectable progress in reducing poverty. For example, indications of a recent increase in poverty in Uganda sparked a debate about whether the national development strategy, which had steadily reduced poverty in the 1990s, needed an overhaul (Kappel, Lay, and Steiner 2005) .
There are many ways to define and measure poverty, but with few exceptions the empirical basis for poverty comparisons is statistical, employing point estimates of relevant poverty measures and their associated standard errors. These are generally estimated from household survey data. Statistical tests are applied to assess whether differences or changes in poverty levels are significant. Research over the past 15 years has increasingly refined statistical inference methods for poverty measures. Kakwani (1993) develops distribution-free asymptotic standard errors for several additively decomposable poverty measures. Bishop, Chow, and Zheng (1995) provide asymptotic theory for testing poverty measures decomposed by subgroup. Ravallion (1994a) examines the effect of errors in consumption data on poverty comparisons, finding that noisier data for some subgroups can lead to re-rankings of poverty measures, with the exact nature of the re-ranking dependent upon the poverty measure used. These approaches assume that the data are generated by simple random sampling, but Howes and Lanjouw (1998) note that most poverty data come from stratified cluster sample surveys. Using data from Pakistan and Ghana, they find that when complex sample design is taken into account, estimated standard errors of FGT poverty measures increase by 26 to 33 percent in Pakistan and 45 to 64 percent in Ghana. Preston (1995) demonstrates that the precision of poverty estimates depends not only on the sampling properties of the welfare measure, but also on the error associated with the poverty line itself. He presents standard error formulae for poverty measures that incorporate simple random sampling error in relative poverty lines (based on sample quantiles) as well as the welfare measure. He observes that the two sources of error could reinforce or offset one another, so that one cannot say a priori whether accounting for sampling error in the poverty line will increase or reduce the precision of poverty estimates.
1 Zheng (2001) builds on this work to develop analytical expressions for asymptotic distribution-free inference applicable to several additively decomposable poverty measures when relative poverty lines are set as percentages of mean income or percentages of quantiles, and allows for cluster sampling. In his empirical applications with relative poverty lines, Zheng (1997 Zheng ( , 2001 finds that the sampling error of the poverty line always increases the standard error of poverty estimates. Zheng (2001) states that the sampling variability of poverty lines is only relevant for relative poverty measures, asserting that absolute poverty lines are not estimated from sample survey data. However, a review of the absolute poverty literature shows that absolute poverty lines are routinely estimated from sample survey data, especially in low income countries over the past 10 to 20 years. For example, influential articles on estimation of absolute poverty lines have been based on survey data (Greer and Thorbecke 1986; Ravallion and Bidani 1994 The remainder of the paper is structured as follows. Section 2 considers challenges in estimating poverty and assessing the precision of estimated poverty measures. This is followed by a description of the methods and data in Section 3.
Section 4 presents empirical results. Section 5 summarizes and concludes, including remarks about the scope for wider application of this procedure.
Estimating Poverty
The measurement of poverty poses two fundamental questions (Sen 1976) . First, how does one identify the poor among the total population? Second, how does one aggregate information on individuals and households into a scalar measure of poverty?
The first question has two components, namely, how do we measure individual welfare and, using this same metric, how do we determine the threshold that separates the poor from the nonpoor? Following Zheng (2000) , one can formally write a generic poverty
where y is a money-metric welfare measure, z is a monetary poverty line, and φ is a poverty function that is decreasing in y, increasing in z, and homogenous of degree 0.
The poverty line can be considered as the expenditure function that corresponds to a reference level of utility, u z , which defines the poverty threshold, or
where x is a vector of commodities consumed and p is the corresponding price vector.
It is possible to make interpersonal welfare comparisons over space or time by defining money-metric utility, or what Blackorby and Donaldson (1987) call the welfare ratio, as
The poverty measure can then be written in terms of money-metric utility as the definite
It bears noting that when the poverty line is estimated from sample survey data, y* is the ratio of two random variables whose distribution functions are not known. Computing the variance of equation (3), where y* is an argument, thus poses some challenges, which we discuss in greater detail in Section 3.
In empirical work, there are numerous options available with regard to constructing the welfare metric, setting the poverty lines, and computing poverty measures. For the purposes of the present illustration we use total consumption per capita (Deaton and Zaidi 2002) , Cost of Basic Needs (CBN) poverty lines (Ravallion 1994b (Ravallion , 1998 , and the poverty measures proposed by Watts (1968) and Foster, Greer, and Thorbecke (1984) .
Consider the Foster-Greer-Thorbecke (FGT), or P α , class of poverty measures. At the household level, the general form of the FGT measure for household j can be written By using h j as weights, equations (5) and (6) assume that poverty is distributed equally within the household. Although this may be a strong assumption, it is difficult to avoid because individual-specific information on the welfare metric is rarely available. If such data were available then poverty could be measured by equation (6), but with j indexing individuals instead of households and h j = 1. Howes and Lanjouw (1998) define the estimator of the poverty measure in equation (6) as π α = t/p, where p (the denominator in (6)) is the sample estimate of the population size and t (the numerator in (6)) is the sample estimate of "total poverty." They show that under fairly weak assumptions that also conform well to the non-selfweighting stratified multiple-stage cluster sampling procedures that are common among household living standards surveys, a Taylor series expansion provides a consistent estimator of the variance of π α . More specifically, for survey stratum k, cluster c, and n k cluster samples drawn in the survey sample, a consistent estimator of the variance of
where
and
The crux of our argument goes back to equation (1). Whereas the welfare metric y is treated as a random variable with a sampling error, the absolute poverty line z is routinely treated as a fixed constant, even though it is also estimated from the survey data. Standard absolute poverty analyses ignore this variance component, leading to incorrect estimates of the precision of poverty measures, and potentially misleading poverty comparisons over time and space.
The intuition of the argument is seen in Figure 1 . In both panels of the figure, the horizontal axis is the welfare measure, the vertical axis is the proportion of the population, the dark curved line is the empirical cumulative density function ( are independent (i.e., the covariance is zero), then the confidence interval around 0 P would expand, as shown by the interval CD along the vertical axis of the lower panel. In practice, the poverty line and the welfare metric are unlikely to be independent, and the overall effect on the precision of the estimate of 0 P will depend on the joint distribution of the two random variables, including the possibility that the estimate of 0 P will be more precise when the variance of the poverty line is taken into account, as noted by Preston (1995) . Figure 1 also illustrates that whether or not the poverty line variance is included in the poverty measure's standard error, the precision of the poverty estimate also depends on the location of the poverty line. Poverty lines that are closer to the mode of the distribution, where the CDF has its steepest slope, will also tend to generate less precise poverty estimates. It should also be noted that analogous illustrations could be employed for higher orders of the FGT poverty measures, for example, by using the poverty deficit curve (Ravallion 1994b; Deaton 1997) in place of the CDF for the estimate of the average poverty gap, P 1 .
Data and Methods
This section describes our approach to incorporating the sampling error of the poverty line in estimates of standard errors of poverty measures using household data from Mozambique as a case study. Before describing the approach to calculating standard errors specifically, we first describe the data collection process, the definition of the welfare metric, and the setting of poverty lines. This is presented in some detail because the individual steps determine not only the point estimates of the poverty lines and poverty measures, but also the bootstrapped estimates of their standard errors.
Data Collection
We use data from the 2002-03 national Household Budget Survey in Within each stratum, primary sampling units (PSUs) (already defined on the basis of the 1997 Census) were selected with probability proportional to size. One month before the launch of the survey, the survey teams carried out a complete listing of all households in each of the 857 selected PSUs. In the second stage, households were randomly selected within each PSU, with 12 households per urban PSU and 9 households per rural PSU.
The survey was limited to households residing in private residences, thus excluding those living in institutions (e.g., prisons, boarding schools, military barracks), diplomatic residences, and the homeless. The complex sampling structure implies unequal probability of selection across PSUs, so sampling weights were calculated as the inverse of the probability of selection.
The content of the 2002-03 IAF is similar to that of other household budget surveys conducted in low income countries. Households were visited by interviewers at least three times over a seven-day period. On the first visit, the interviewer and household completed the module on general household characteristics, and collected consumption information on food and selected common nonfood items with reference to the preceding day (purchases, consumption from home production, and in-kind transfers received). On subsequent visits other parts of the questionnaire were completed (monthly expenditures, annual expenditures, and income), as well as daily consumption information for the period since the previous interview.
Definition of the Welfare Metric
The approach used to calculate consumption follows closely the one described by Deaton and Zaidi (2002) and Deaton and Grosh (2000) , drawing from several modules of the IAF. It measures the total value of consumption of food and nonfood items (including purchases, home-produced items, and gifts received), as well as imputed usevalues for owner-occupied housing and household durable goods. Market purchases were valued at the price paid, whereas nonmarket purchases were valued at the prevailing market price in the area at that time. The only two significant omissions from the consumption measure-both because of lack of data-are consumption of commodities supplied by the public sector free of charge (or the subsidized element in such commodities) and consumption of home produced services. For example, an all-weather road, or a public market, or a public water tap, presumably enhances the well-being of the people who use those facilities. Similarly, home-produced services, such as cooking and cleaning, also add to welfare. These are often not captured by household surveys.
Food prices tend to follow a seasonal pattern, which implies that the purchasing power of a given amount of money varies during the year. For example, to acquire the same amount of food, a given household might have to spend twice as much in January as it spends in June. If the household consumed the same amount in real (quantity) terms in those months, it would appear to have a higher standard of living in January in nominal monetary terms. To avoid this kind of inconsistency, an intra-survey temporal food price index was developed from the survey data, and all nominal values of food consumption were adjusted by the index to take these price fluctuations into account.
As larger households tend to have higher subsistence requirements than smaller households, we divide total household consumption by household size and use consumption per capita in our poverty comparisons. Alternative normalizations or equivalency scales exist, but the per capita scale is sufficient for the purposes of the present analysis. Adapting the method to other equivalence scales is straightforward.
Setting Poverty Lines
Poverty lines were set using the CBN approach (Ravallion 1994b) . Mozambique is a large country with poorly developed infrastructure and markets. High transactions costs, combined with wide variation in agro-climatic conditions and production costs, lead to wide spatial and temporal variation in the prices of basic goods. In particular, differences in relative prices across space and time affect not only the total cost of acquiring basic needs, but also the composition of the basic needs bundle, as households adjust their consumption patterns in response to differences in relative prices.
As absolute poverty lines are supposed to represent the cost of achieving the same standard of living across the domain of comparisons, it is necessary to establish regionspecific poverty lines. To define the poverty lines, the country was divided into 13 regions, based on an aggregation of the 21 survey strata that preserved the distinction between rural and urban areas, but grouping adjacent strata with similar characteristics (especially food prices and consumption patterns) if they had relatively few observations. For each poverty line region, the food poverty line is constructed by an iterative procedure that determines the caloric content of the typical diet of the poor in that region, the average cost (at local prices) of a calorie when consuming that diet, and the food energy intake requirements for the reference population (the poor). The food poverty line-expressed in monetary cost per person per day-is the region-specific cost of meeting the caloric requirements when consuming a food bundle comprised of goods that the poor in the region actually consume.
3 It bears emphasizing that the food bundle is not determined by an externally imposed least-cost diet, but rather by the food consumption characteristics of poor households as recorded in the survey, which contributes to the sampling error of the poverty line.
The decision to allow the basic needs food bundles to vary by region was driven by the large differences in relative food prices across the 13 poverty line regions, and corresponding consumer behavior consistent with cost minimization. Within the 13 poverty line regions, relative prices and consumption patterns are fairly homogeneous.
Ravallion (1998) and Tarp et al. (2002) present arguments that allowing the food bundle to vary by region can result in more consistent poverty comparisons than using a fixed national bundle. Recent poverty studies that use region-specific poverty bundles and prices include Tarp et al. (2002) , Mukherjee and Benson (2003) , Gibson and Rozelle (2003) , Ravallion and Lokshin (2003) , Datt and Jolliffe (2005) , and Arndt and Simler (2005) . Note that the same arguments in favor of allowing the bundle to vary over space can also be applied to comparisons over time.
3 The typical food bundle of the poor may contain more or less calories than the requirement for that region. This bundle is then proportionally scaled up or down until it yields exactly the pre-established caloric requirement, and the cost of this rescaled bundle at region-specific prices determines the food poverty line for that region. Also, it is recognized that food energy is only one facet of human nutrition, and that adequate consumption of other nutrients, such as protein, iron, vitamin A, and so forth, is also essential for a healthy and active life. However, like most multipurpose household surveys, the information on food consumption in the IAF data set is not sufficiently detailed to permit estimation of the intake and absorption of other nutrients. Use of energy requirements alone is also well established in the poverty measurement literature (Greer and Thorbecke 1986; Ravallion 1994b Ravallion , 1998 .
The relevant food bundles and associated prices were estimated for relatively poor households using the iterative procedure described by Ravallion (1998) . All households were ranked in descending order by nominal consumption per capita, with the bottom X percent identified as the relatively poor. The cutoff point may be considered as a preliminary estimate of the poverty headcount, and can be chosen based on past poverty assessments or other information. Preliminary poverty line bundles were constructed using the consumption patterns of the relatively poor, and the nominal consumption values converted to real terms (i.e., taking into account region-specific differences in the cost of acquiring the basic needs bundles). Households were then re-ranked using this first approximation of consumption per capita in real terms; households in regions with high (low) price levels are poorer (richer) than indicated by nominal consumption, and thus move down (up) when ranked in real terms. Revised food poverty line bundles were constructed, producing a second estimate of food poverty lines, by which the households were re-ranked again. The iterative process continues until it converges, meaning that the same, or nearly the same, subsample of households appears below the cutoff point on successive iterations. We experimented with several starting values, ranging from 40 to 65 percent, and found that all tended to converge on 48 percent (the poverty headcount ratio), with convergence occurring after four or five iterations. This implies that the poverty headcount estimate is robust to the choice of population subgroup that is used to construct the food poverty line bundles.
Caloric requirements for moderately active individuals, disaggregated by age and sex, were obtained from the World Health Organization (WHO 1985) . Average per capita requirements were allowed to vary by poverty line region, reflecting differences in the average household composition across regions. In practice, the average daily food energy requirement varies little across the 13 regions, averaging approximately 2,150 kilocalories per person.
Whereas physiological needs provide the conceptual underpinning of the food poverty lines, no similar basis is readily available for defining nonfood needs. In virtually all settings, even very poor households allocate a sizeable proportion of their total consumption to nonfood items, such as shelter and clothing. We estimate the nonfood poverty line by examining the proportion of total consumption allocated to nonfoods among those households whose total expenditure is approximately equal to the region-specific food poverty line (Ravallion 1994b (Ravallion , 1998 Ravallion and Bidani 1994) .
The logic is that if a household's total consumption is only sufficient to purchase the minimum amount of calories using a food bundle typical for the poor, any expenditure devoted to nonfoods is clearly a basic need, as it is displacing expenditure on basic food items. Specifically, we estimate the nonfood component of the poverty line as the average nonfood budget share of households whose total consumption is between 80 and 120 percent of the food poverty line, using a triangular kernel to give more weight to those households closer to 100 percent of the food poverty line.
Estimating Poverty Measures and Their Standard Errors
After calculating the consumption variable and estimating the region-specific poverty lines, obtaining point estimates of FGT poverty measures for the population and subgroups requires nothing more than application of equation (6) to the survey data.
Obtaining consistent estimates of the standard errors of the poverty measures is less obvious.
It should be clear from the description of constructing the poverty lines that the poverty lines, as well as the welfare metric, are built from a series of estimates of population characteristics from the sample survey data. Food energy requirements are based on survey estimates of the population's age and sex distributions. The expenditure patterns that determine the basic needs food bundles are also estimates that are subject to sampling error, as are the nonfood budget shares that determine the nonfood poverty line.
Similarly, the prices used to estimate the cost of the basic needs bundles come from the survey. In this light, it seems difficult to justify the common assumption that the poverty lines are not a source of sampling error in poverty estimates.
More formally, assume that the entire procedure for estimating P α , including estimation of the poverty line, is summarized as a function H α (x) where x represents a vector of exogenous inputs. As argued above, these inputs are random variables, which we represent via distribution function g (x) . 4 The variance of P α is, then,
where Ω defines the domain of integration. Given the complexity of H α (·), an analytical solution to the integral does not exist. In these instances, an approximate solution to the integration problem must be obtained numerically.
Problems of numerical integration have occupied mathematicians for centuries
with contributions by luminaries such as Gauss, Hermite, and Chebychev; and a wide variety of numerical integration formulae are available. With modern computer power, the Monte Carlo method has become popular. Under the Monte Carlo method, the integrand is evaluated J times with each draw being a random selection from the domain Ω of the distribution function g(x). The approximate solution is the simple average of all evaluations. If J is large, the numerical approximation to the integral will have good properties under extremely mild conditions on the integrand (Haber 1970 ).
More recently, econometricians, wishing to take advantage of the desirable properties of Monte Carlo but lacking a specific form for g (x) , have resorted to the bootstrap (Efron 1979; Efron and Tibshirani 1993) . The bootstrap approach is based on repeated (J times) samples, drawn with replacement, of size K from the original sample data, of size N, where K ≤ N. As the original sample size, N, increases, the bootstrap approach converges to Monte Carlo for fixed K. The primary assumption behind the bootstrap is that the distribution of the observed sample is a good approximation of the distribution of the population.
In sum, the bootstrap method can be applied to the problem of estimating the variance of P α in a manner analogous to the bootstrap estimate of the variance of an econometrically estimated parameter. In both cases, resort to the bootstrap is made because the estimate is derived from a complex, and hence analytically intractable, estimation procedure.
In our application, the bootstrap samples are drawn in a manner that mimics the The process of estimating the poverty lines and poverty measures in each bootstrap replication is summarized in Table 1 , which is divided into three columns. The first column lists processes that can be undertaken prior to the bootstrap loop. The calculation of nominal consumption per capita for each household occurs at this step as this measurement is (almost entirely) independent of the particular sample drawn. 5 The second column contains processes undertaken within the bootstrap loop. These are the steps described earlier for calculating the poverty lines and the point estimates for the poverty measures for each bootstrap sample. The third column shows post-bootstrap 5 In the Mozambique case, hedonic regressions were used to impute use-values for owner-occupied housing. Obviously, the value obtained then depends upon the sample. Nevertheless, nominal use-values (rent foregone) for owner-occupied housing are in principle observable at the household level. The poverty line, in contrast, is not. Based on this distinction, we elect to treat estimates of use-value for owner occupied housing as data.
processing, which is simply the calculation of the standard deviations of the poverty measures over the bootstrap replications. 
Results
The 13 region-specific food, nonfood, and total poverty lines are shown in Table 2 . The variation in the cost of basic needs is considerable across regions. Some general patterns are evident, such as the higher poverty lines in urban areas of a given province or province grouping, and the tendency for the poverty lines to increase (within urban and rural zones) as one moves down the list, which is roughly ordered from northern provinces to southern provinces.
6 Table 2 also shows the estimated standard errors of the total poverty line, estimated via the bootstrap process described earlier with 6 It should be noted that these poverty lines, and the poverty measures presented in Tables 3 and 4 , differ from the official poverty lines reported elsewhere (MPF 2004; Arndt and Simler 2005) . The official poverty lines include a relatively novel entropy estimation adjustment to ensure that the basic needs food bundles satisfy revealed preference conditions across regions and over time. While we believe that revealed preference consistent poverty lines yield superior poverty measures, we elect to omit the revealed preference adjustment procedure in this presentation in order to focus on a commonly used approach for measuring poverty. It is straightforward to include the revealed preference adjustment procedure in the calculation of standard errors. With the Mozambique data the resulting standard errors are, on average, only slightly smaller than the results presented here. These results are available upon request.
1,000 replications. The poverty line standard errors range from 3 to 19 percent of the point estimates, with most of them between 5 and 10 percent. Table 3 presents estimates of the poverty headcount index at the national level and for several subnational groupings. The national headcount ratio is 48 percent, and ranges from 30 percent in Nampula Province to 76 percent in Maputo Province. The column showing standard errors without poverty line error uses the Howes and Lanjouw (1998) method described in section 2, which includes complex sample design effects and is the method used most often in the current literature. At higher levels of aggregation, such as the national level or estimates for rural and urban areas, the standard errors are 2 to 3 percent of the point estimate. As sample size decreases with further disaggregation, the standard errors reach as high as 12 percent of the point estimates, although some of the provincial estimates are still fairly precise (e.g., Inhambane and Maputo provinces). The next to last column of Table 3 shows the standard errors including the sampling error of the poverty lines, as estimated using the bootstrap procedure described in the preceding section. These standard errors are larger in all instances, despite the possibility of poverty line error offsetting the error in the welfare measure that Preston (1995) described. As seen in the rightmost column, the standard error of the national headcount is 18 percent higher when poverty line sampling error is included. For other levels of aggregation, including the poverty line as a source of variation increases the standard error of the headcount estimate from a negligible amount in Niassa Province to over 60 percent in Gaza Province. On average, including the poverty line sampling error increases the estimated standard errors of the subnational poverty headcount estimates by about 20 percent. Table 4 shows the same set of results for the poverty gap index. At each level of aggregation the standard errors of the poverty gap index are larger relative to the point estimate than is observed for the headcount index. This is consistent with Kakwani's (1993) observation that the precision of FGT poverty measures (measured as the standard error divided by the point estimate) tends to decrease for higher levels of α, a finding that is corroborated by the results of Howes and Lanjouw (1998) . Comparing the standard errors estimated with and without poverty line sampling error, we see that in Zambézia
Province, including the poverty line sampling error marginally reduces the total standard error of the poverty gap estimate. For all other estimates, the poverty line error increases the standard error of the poverty gap estimate, in some cases by as much as two-thirds.
On average, the inclusion of poverty line sampling error increases the standard errors of the poverty gap estimates by about 30 percent, considerably more than the increase observed for the poverty headcount index.
As noted earlier, the issue of poverty line variance is not limited to the FGT class of measures, and the method presented here is readily adapted to other poverty measures.
The Watts index (Watts 1968 ) is one of the earliest summary measures of poverty.
Although it is not as widely used as the FGT class of poverty measures, it has been noted for its favorable theoretical properties (Zheng 1993) , and has also received considerable attention recently in the "pro-poor growth" literature (see, for example, Ravallion 2004 ).
The Watts index may be written as
where H is the headcount index and y(p) is the quantile function, which is the inverse of the cumulative distribution function p = F(x) at the p'th quantile. The Watts index was estimated using the Mozambican data, with the results presented in Table 5 . These are qualitatively similar to the poverty gap results in Table 4 . At the national level, the standard error for the Watts index is 30 percent larger when the poverty line error is included. In four instances (Tete, Manica, and Maputo provinces, plus Maputo City), incorporation of the poverty line error reduces the standard error of the Watts index.
However, in most cases, it increases the standard error of the estimates of the Watts index, varying widely from marginally higher in Inhambane Province to more than double for the northern region.
How important is the increase in standard errors of the estimated poverty measures when poverty line sampling error is included? One way of assessing this is to put it in the context of the existing literature. As indicated earlier, Howes and Lanjouw percent. This suggests that accounting for poverty line sampling error may be nearly as important quantitatively as accounting for complex sample design, although results from other countries, and using alternative methods of setting the poverty lines, would be needed before drawing a firm conclusion in this regard. It should also be noted that there is no conflict between incorporating sample design and including poverty line error.
Rather, it is advisable to do both, as in the present example, in which the complex sample design was also included in estimating the poverty line error. Even though the impact of incorporating the variability of the poverty line might not be quite as dramatic as the effect of complex sample design found by Howes and Lanjouw (1998) , there is no good reason to consistently overstate the precision of the poverty headcount by 15 to 20 percent, and the poverty gap or Watts indices by an even greater margin.
Conclusions
Poverty reduction is a fundamental objective of economic development, and reducing poverty is a major focus of governments, international financial institutions, and nongovernmental and community-based organizations. The success of policies, programs, and development lending is increasingly judged in terms of poverty reduction.
There has been substantial progress over the past three decades in the measurement of poverty, with the development of additively decomposable measures that reflect not only the number of poor persons, but also the depth and severity of poverty for subgroups of the population. As most poverty estimates come from sample survey data, the statistical properties of poverty measures and appropriate inference procedures are important for evaluating the precision of poverty estimates and the statistical significance of poverty comparisons.
Studies of relative poverty have observed that there is sampling error associated with both the welfare metric and relative poverty lines calculated from the survey data.
The recognition of poverty lines' sampling error has not extended to absolute poverty lines, even though they are also routinely estimated from sample survey data. This paper addresses this gap by proposing a general method for including the sampling error of poverty lines in the standard error of poverty measures, using CBN poverty lines and FGT and Watts poverty indices as an illustration. The approach is based on bootstrap methods that can be similarly applied to other methods of setting poverty lines (such as the Food Energy Intake approach) and to other poverty measures.
Using recent data from Mozambique, we estimate that accounting for the sampling error of poverty lines increases the standard errors of FGT poverty measures by an average of 20 to 30 percent, with the standard errors increasing by up to 65 percent for some subgroups, with similar results for the Watts index. Thus, to be considered statistically significant, changes in poverty levels need to be larger than previously believed.
Are there circumstances in which one can safely ignore the sampling error of poverty lines, and treat them as fixed constants, without sampling error that contributes to the error of the poverty measures? In our view, the only situation would be the case of poverty lines that are determined exogenously, without reference to survey data. As absolute poverty lines are supposed to reflect the same standard of living across the domain of comparisons, and the cost of acquiring basic needs inevitably varies spatially and temporally, it is highly improbable that one could divine utility-consistent poverty lines without reference to data. Given a choice between arbitrarily specifying poverty lines that are certain to be utility-inconsistent to an unknown degree, and accepting a measurable loss in precision by estimating poverty lines from available data, the latter has clear advantages.
Poverty analysts are increasingly employing stochastic dominance approaches to make robust poverty comparisons across a range of plausible poverty lines, rather than a single set of poverty lines pegged to a somewhat arbitrary level of utility (Atkinson 1987; Davidson and Duclos 2000) . This is intuitively appealing, and avoids the need to make the (usually unconvincing) claim that the poverty line divides the population into discrete states of poor and nonpoor. However, while stochastic dominance approaches usefully sidestep the issue of the point estimates of poverty lines, they do not necessarily avoid the issue of the variance of poverty lines. To make interpersonal welfare comparisons when the cost of acquiring basic needs varies over time or space, nominal consumption must be deflated by cost of living indices (Ravallion 1998) . Establishing a common welfare metric is typically accomplished by computing the welfare ratio, which is nominal consumption divided by the relevant poverty line, or y*/z (Blackorby and Donaldson 1987) . If these poverty lines or cost of living indices are estimated from survey data, then the associated sampling error should be included in the confidence interval around the empirical CDFs. To the extent that the poverty line error increases the total error of the poverty estimates, the confidence regions around each CDF will be wider, and it will become more difficult to reject a null hypothesis of no dominance. 7 Adapting the methods presented in this paper to stochastic dominance approaches to poverty comparisons is an area for future research.
7 Likewise, because the dollar-a-day poverty line is based in part on statistically estimated purchasing power parity (PPP) calculations, it is not immune from the poverty line sampling error described in this paper.
