We present a new reliable multicast protocol, called ARM for Adaptive Reliable Multicast. Our protocol integrates ARQ and FEC techniques. The objectives of ARM are (1) reduce the message overhead due to NACK requests, (2) reduce the amount of data transmission, and (3) reduce the time it takes for all receivers to receive the data intact (without loss). During .data transmission, the sender periodically informs the receivers of the number of packets that are yet to be transmitted. Based on this information, each receiver predicts whether this amount is enough to recover its losses. Only if it is not enough, that the receiver requests the sender to encode additional redundant packets. Using ns simulations, we show the superiority of our hybrid ARQ-FEC protocol over the wellknown Scalable Reliable Multicast (SRM) protocol.
Introduction
An increasing number of distributed applications involve one sender transmitting data to many recipients concurrently. Examples include distributed games, teleconferencing, live auctions, concurrent engineering, and interactive distance learning. Such applications require the underlying network t o provide a one-to-many (multicust) communication.
The Internet implements a multicast service that is unreliable best-effort [2] . To support the needs of applications, reliable multicast has been an active area of research and many reliable multicast transport protocols have been recently proposed.
Reliable multicast transport protocols can be catege rized into two groups: (1) ARQ (Automatic Repeat reQuest) based protocols, which retransmit lost data upon request, and (2) FEC (Forward Error Correction) based protocols, which transmit redundant data, called parity data, along with the original data. The ARQ technique is appropriate for unicast communication, such as in the Transmission Control Protocol (TCP), but problems arise when a straightforward ARQ based protocol is used in a multicast setting. A major problem is the so-called NACK implosion problem, which takes place when every receiver sends a negative acknowledgment (NACK) message for the same lost packet back to the sender. SRM (Scalable Reliable Multicast) [3] is one of the most p o p ular ARQ based protocols that have been proposed to reduce this NACK implosion. The basic idea is to have a receiver multicast NACK packets to the entire group. A receiver waits for a random time before sending a NACK packet, and refrains from sending a NACK if it sees a NACK from another receiver for the same packet.
The basic principle of FEC is that the original data is encoded to obtain some parity data, which is sent by the sender along with the original data. This parity data is used by a receiver to independently recover lost data. With FEC, retransmission can, in principle, be completely avoided, thus significantly reducing latency to receive all data intact (without loss) at all receivers. However, FEC by itself caqnot provide full reliability, because the sender does not receive any feedback from the receivers about their losses, thus there is no way for the sender to know how much redundancy is needed to fully recover lost data.
Many reliable multicast protocols based on merging FEC and ARQ techniques have also been proposed (e.g.
[8, 41). The main idea behind these hybrid ARQ-FEC approaches is that the sender encodes data and transmits the original data along with some redundant data. If a receiver detects losses which cannot be recovered from the data received from the sender, then the receiver requests the number of (lost) packets that it needs to fully recover the original data. The benefit of this approach is that the sender and receivers need to be only aware of the number of lost packets and not their sequence numbers. Thus, the same (repair) packets sent by the sender, in response to NACK requests from receivers who may have lost diferent packets, can be used by all receivers for loss recovery. Hybrid ARQ-FEC approaches clearly reduce the number of repair packets while reducing NACK implosion. However, the problem of setting the proper redundancy so as to avoid retransmission in such hybrid protocols still remains. If the sender uses a fixed redundancy that is in-dependent of the loss rates experienced by receivers, then if the loss rates are much higher than what FEC is able to mask, the sender may suffer from NACK implosion. Also, the need for retransmissions will increase the overall transmission latency. On the other hand, if the loss rates are much lower than predicted, bandwidth is wasted due to the unnecessary redundant data sent to receivers. Finally, with a static redundancy, additional repair packets may not be available when NACK requests arrive from receivers. This suggests that the sender should adjust the amount of redundancy dynamically based on feedback from the receivers about their loss state. This, however, raises challenging issues regarding the times of these adjustments and the loss conditions under which a receiver sends a feedback (NACK) message.
Our Contribution:
We propose an Adaptive Reliable Multicast protocol, called ARM, that is based on a hybrid ARQ-FEC approach. In our protocol, the sender dynamically adjusts the amount of redundancy needed for full recovery from losses. This is achieved as the data is being transmitted. The sender in ARM keeps track of the required redundancy by periodically sending probes which are piggy-backed on the data packets. Based on their estimated loss rates, receivers predict the number of packets they will successfully receive, and only if this number is not sufficient to fully recover the original data, a receiver responds to the probe with a NACK. Upon receiving this NACK information, the sender readjusts the required redundancy, and encodes more repair packets if needed.
ARM has several salient features: (1) the proper number of redundant packets is encoded based on the loss state of receivers as it changes over the lifetime of the data transmission, (2) the transmission time needed for all receivers to receive the original data intact is significantly reduced, and (3) the message overhead due to data and NACK transmission is significantly reduced.
The reduction in transmission times is due to the elimination of most NACK requests as a result of the proper dynamic adjustment of redundancy employed in ARM. Furthermore, encoding additional redundancy to combat expected (future) losses is overlapped with data transmission.
The reduction in message overhead is due to the fact that the sender encodes new repair packets as needed, hence receivers do not receive duplicate (useless) packets. Also, receivers do not send NACK requests if the redundancy that is currently estimated is enough for full recovery, hence dramatically reducing NACK implosion. Finally, once a receiver receives the number of packets needed to fully recover the original data, it can leave the multicast group, thus the multicast routing tree shrinks (and hence less resources are consumed) over time.
The rest of the paper is organized as follows. Section 2 describes our proposed ARM protocol. Section 3 presents our simulation results. Section 4 concludes the paper. Due to space limitations, we refer the reader to [9] for detailed discussion of related work and ARM description.
Adaptive Reliable Multicast Protocol
In this section we detail our Adaptive Reliable Multicast (ARM) Protocol. We start with an overview. Next, we present a detailed description of the protocol.
ARM Protocol Overview
As with other FEC-based protocols, we assume that all receivers know the least number of packets, K', that they must receive to be able to reconstruct the original data. Therefore, a receiver is not concerned about receiving a particular set of packets. Rather, it is concerned with receiving a minimum number of distinct packets. To reduce latency, the sender starts by multicasting original packets. In the meantime, the sender encodes the original data to obtain additional repair packets. Thus, the encoding time is overlapped with the data transmission time. To reduce the number of packets transmitted by the sender, the sender transmits probes (piggy-backed on data packets), and (a small subset of the) receivers respond with NACKs that allow the sender to estimate the number of repair packets that are needed to mask the effects of current loss conditions.
We assume that the encoding and decoding technique used by the sender and receivers is Tornado 151.' With Tornado coding, a receiver must receive at least
where K is the number of original data packets and E is the reception (decoding) overhead.2 In [l], E was found to be very small.
To determine the amount of redundancy needed, the sender periodically sends a probe with information about the number of packets that are yet to be sent. We denote this quantity by PTS.
Upon receiving a probe, a receiver uses the P T S information as follows: first, it is used to predict whether or not the yet-to-be transmitted packets are enough to reconstruct the original data-based on the current loss rate it is experiencing. If the forthcoming packets are insufficient to recover the original data, the receiver sends a (unicast) NACK to the sender, which includes the maximum sequence number that should be delivered. If the forthcoming packets are sufficient to recover the original data, the receiver simply does not need to respond to the sender's probe. Second, by adding PTS to the current sequence number of the probe packet, a receiver calculates the current mazseqno of the sender. If it is the same as the receiver's maxseqno previously calculated and sent back to the sender in a NACK, the receiver considers itself the bottleneck as it is the one that had set the mmseqno of the sender. Then, the receiver responds to the probe with a NACK containing the updated mmseqno, which can be less or greater than the current value of the sender.
Upon receiving a NACK from a receiver, the sender adjusts its maximum sequence number to accommodate 
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i.e. the one that had set the current value of mazseqno of the sender. T&S is if maxseqno that it had sent to the sender in a previous NACK, equals the current sequence number plus PTS. In case the receiver is the bottleneck, it proceeds as in RP.3.5 and RP.3.6.
We describe the details of ARM by presenting the steps undertaken by the Sender and Receiver(s) at various stages of the protocol. RP.3.5 A new maxseqno is computed as follows: RP. 2 If R P C is greater than or equal to K', the original data can be reconstructed from the packets received so far. The receiver then decodes the received data and leaves the multicast RP. 3 If RPC is less than K' and a probe is received from the sender, then the receiver proceeds as follows: RP.3.1 Compute m, the number of packets expected to be received, as follows: 
= -( A R P C / A s e q n o )
where Aseqno is the difference in sequence numbers of packets received at the beginning and end of the update time interval. A R P C is the number of packets received during the update interval. Thus, the ratio I
gives the current proportion of packets lost.
RE.2 Based on I , a receiver maintains exponential mov-
ing average and deviation of the loss rate. Specifically,
where r is the estimated loss rate. AugL and DevL are the moving average and deviation, respectively.6 SENDER: NACK PROCESSING SN.l Upon receipt of a NACK, the sender updates maxseqno as the maximum value among maxseqno returned by receivers in response to the same probe.
SN.2
If the new maxseqno requested by a receiver is greater than N , the sender needs to encode more repair packets, and the new value of N becomes: N = maxseqno. This makes it possible to adjust the level of redundancy in the middle of a multicast transmission.
5By allowing receivers to leave the multicast group once they receive the K' packets needed, we significantly reduce the bandwidth consumed over the network.
61n our experiments, we take a = 6 = 0.5, and we set 7 t o 3.
-y could be set to higher values to account for high variability in loss conditions. We take the estimation update interval t o be 0.2 seconds.
SENDER: END SE.l After transmitting all mazseqno packets, the sender sets a timer with RTT. If a NACK is received before the timer expires, the sender resets the timer. If the timer expires before every receiver receives K' packets, the sender increases maxseqno by the number of packets per RTT, which is calculated as RTT x packet sending rate.
SE.2 The transmission ends once the sender transmits all
maxseqno packets and all receivers leave the multicast group after each receiving at least K' packets.
Performance Evaluation
In this section we present the results of our prototype implementation and performance evaluation of ARM.
Simulated Protocols: We evaluated the performance of our ARM protocol by comparing it to the well-known SRM protocol of Floyd et al. [3] .
We prototyped an implementation of our ARM protocol using the UCB/LBNL/VINT network simulator, ns- We used the SRM implementation of 11s version 2.lb4. The code is modified to stop the simulation once every receiver receives K packets, instead of stopping at a predefined simulation time. SRM senders start sending session messages at time 20.0 and start sending data at time 25.0. Session messages are sent periodically, so receivers can estimate RTT [3] .
In our experiments, we didn't account for the Tornado encoding and decoding times and we did not account for the delays resulting from SRM's need to send session messages periodically to estimate RTT.
Simulation Model and Metrics: To evaluate the performance of ARM and SRM we set up a simulated multicast network using the 15-node tree topology depicted in Figure 1 . In this topology, a CBR (Constant Bit Rate) data source is attached to node 14 and all other nodes (i.e. nodes 0 to 13) act as receivers. In our simulations, the packet interarrival time for the CBR source is set to 0.01 seconds. Each link in the network is subjected to a maximum of 32 on-off cross connections generated by a UDP-based agent. This UDP-based agent generates connections with an inter-arrival time uniformly distributed between 0 and 0.1 second. Each connection is an onoff source with Pareto distributed "on" and "off" periods with average durations of 0.1 second and 0.9 second, respectively. The Pareto distribution has a skew parameter of 1.35. During the "on" periods, packets are generated at a rate of 1000Kbps. This cross-traffic resulted in up to 30% loss rates observed at receivers. The bandwidth of the links in our simulated topology are set to 1.5Mbps.
All links have a propagation delay of 15ms. The packet size is 1KB. So, for example, if K is 1000, the data size is 1MB. We assume that the receivers join the multicast group before starting data transmission. P 4
Figure 1. Simulated Network Topology
In our simulations, we measured three performance metrics. The f i s t is the transmission time, which is defined as the time it takes from the start of the multicast transmission until all receivers are able to reconstruct the original data transmitted. The second is the total number of packets injected by the sender into the network. This metric allows us to evaluate the goodput, which is the ratio of the packets needed to the packets actually sent. The third is the request trafic, i.e., the number of NACKs emitted from the receivers to the sender.
Simulation Results: In Figure 2 (a), we compare the transmission time of ARM against that of SRM. As expected, ARM completes its transmission faster than SRM.
The transmission delay is cut by almost 50% by using ARM as opposed to SRM. In ARM, receivers do not recover their lost packets by waiting for retransmissions as in SRM. Rather, receivers can recover their losses as they receive "fresh" repair packets from the sender. Under SRM, the total number of transmitted packets is the number of original and retransmitted data packets from the sender, as well as the repair packets sent by receivers. Under ARM, it is the total number of packets sent from the sender (including original and repair packets). The figure shows that ARM consistently reduces the total number of packets and thus has a better goodput than that of SRM. ARM transmits enough packets to compensate for the worst-case loss among all receiversi.e. it transmits K/(1-R) packets, where R is the worstcase loss among all receivers. In Figure 3 , we studied how the value of maxseqno of the sender changes over time. As explained in step SN.l of the ARM protocol described in Section 2.2, the value of mazseqno is increased based on the NACK feedback from receivers. It might also be decreased based on the NACK feedback from bottleneck nodes as described in step Rp.3.4. This process ensures that maxseqno adjusts dynamically to the actual loss rates experienced by receivers, which are estimated as in RE.1 and RE.2. 
Conclusion
In this paper we have proposed and evaluated a hybrid ARQ-FEC Adaptive Reliable Multicast (ARM) protocol, which uses minimal feedback from receivers to dynamically adjust the amount of redundant data that the sender must transmit to ensure a reliable delivery of multicast data to all receivers. In particular, an ARM sender employs a probing mechanism to solicit feedback from only those receivers experiencing a loss rate that cannot be accommodated given the current level of redundancy adopted by the sender. Such feedback (or lack thereof) is used by an ARM sender to select (or readjust) "on the fly" the level of redundancy to be used to mask packet losses. Our preliminary evaluation of ARM suggests that it promises shorter transmission times, decreased NACK traffic, and improved bandwidth utilization (or goodput) when compared t o the well-known SRM reliable multicast protocol. We have recently proposed SOMECAST, a paradigm that extends ARM to support reliable multicast delivery subject to real-time constraints [lo] .
