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Abstract
In recent years, all-neural end-to-end approaches have obtained
state-of-the-art results on several challenging automatic speech
recognition (ASR) tasks. However, most existing works focus
on building ASR models where train and test data are drawn
from the same domain. This results in poor generalization char-
acteristics on mismatched-domains: e.g., end-to-end models
trained on short segments perform poorly when evaluated on
longer utterances. In this work, we analyze the generalization
properties of streaming and non-streaming recurrent neural net-
work transducer (RNN-T) based end-to-end models in order to
identify model components that negatively affect generalization
performance. We propose two solutions: combining multiple
regularization techniques during training, and using dynamic
overlapping inference. On a long-form YouTube test set, when
the non-streaming RNN-T model is trained with shorter seg-
ments of data, the proposed combination improves word error
rate (WER) from 22.3% to 14.8%; when the streaming RNN-T
model trained on short Search queries, the proposed techniques
improve WER on the YouTube set from 67.0% to 25.3%. Fi-
nally, when trained on Librispeech, we find that dynamic over-
lapping inference improves WER on YouTube from 99.8% to
33.0%.
Index Terms: Speech recognition, RNN-T, end-to-end,
sequence-to-sequence, long-form
1. Introduction
The last decade has seen rapid improvements in automatic
speech recognition (ASR) technology through advances in deep
learning [1]. Recently, there has been growing interest in build-
ing so-called end-to-end ASR systems – systems consisting of
a single neural network, which directly output character-based
or word-based units: e.g., connectionist temporal classifica-
tion (CTC) [2, 3] with character [4, 5] or word [6, 7] targets;
attention-based encoder-decoder models [8, 9, 10, 11, 12]; and
the recurrent neural network transducer (RNN-T) [13, 14, 15].
Most previous works investigating end-to-end models have
evaluated models in the setting where training and test utter-
ances are relatively short (i.e., tens of seconds) and drawn from
the same domain1 [11, 17, 18]. In previous work, we identified
two problems that affect end-to-end models: first, we observe
that end-to-end models are particularly sensitive to a domain-
mismatch between training and inference, caused by overfitting
to the training domain [19]. Since end-to-end models learn all
components jointly, the effect is more pronounced than would
1,2Work conducted while the authors were at Google
1In this context, we use ‘domain’ to refer to utterances which share a
common property. E.g., audiobooks (long read speech utterances [16]),
or voice search queries (short utterances).
be expected in conventional models [20]. A second problem – a
specific kind of domain mismatch – is the observation that end-
to-end models trained on short training segments do not perform
well when decoding much longer utterances during inference
(e.g., longer YouTube videos) [19, 21]; this problem is particu-
larly acute for non-streaming attention-based models [21], but,
somewhat surprisingly, also affects streaming end-to-end mod-
els such as RNN-T.2
Our previous works proposed a number of solutions to ad-
dress these problems: training on diverse domains [19]; simu-
lating long-form speech by manipulating the encoder/decoder
states [19]; or by performing inference over short overlapping
segments which can be assembled into the complete hypoth-
esis [21]. Although our proposed solutions improved perfor-
mance on out-of-domain and long-form audio, our previous
works did not characterize the fundamental reasons for the
degradation in performance. In the present work, we perform a
detailed analysis of the RNN-T model to determine which mod-
els components are primarily responsible for this performance
degradation, finding that the encoder network in the model is
most susceptible to overfitting. In light of this observation,
we reinterpret previously proposed solutions [19, 21] as addi-
tional regularization constraints imposed on the model to pre-
vent overfitting, and find that combining multiple regulariza-
tion techniques results in the best performance. In experimental
evaluations, we decode a YouTube test set using three RNN-
T models: a model trained using short-segments of YouTube
data; a model trained using short-segments of Search data; and
a model trained on the Librispeech dataset. We find that com-
bining various regularization techniques improves the models
trained on YouTube and Search data by 33.6% and 62%, re-
spectively. In combination with our proposed dynamic overlap-
ping inference technique (See Section 5), our mismatched Lib-
rispeech trained models show dramatic word error rate (WER)
improvements from 99.8% to 33.0% on the YouTube test set.
2. RNN Transducer
The RNN-T model was proposed by Graves [13, 14] as an im-
provement over CTC [2]. As with CTC, the RNN-T model in-
troduces a special blank symbol, 〈b〉, which models the align-
ments between the speech frames, x = [x1, · · · ,xT ], and the
output label sequence, y = [y1, · · · , yU ]. We denote the num-
ber of speech frames by T , with each xt ∈ Rd, and Y de-
notes the set of output labels with yu ∈ Y . The set of all
2By streaming models, we refer to models which produce and up-
date hypotheses for each input speech frame (e.g., the CTC, or RNN-T
models with unidirectional encoders). Similarly, we refer to models
which examine all of the input speech before producing an output hy-
pothesis (e.g., RNN-T with a bi-directional encoder, or attention-based
encoder-decoder models) as non-streaming models.
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Figure 1: Block diagram of an RNN-T model [13, 14].
valid frame-level alignments, can be written as: B(x,y) =
{yˆ = (yˆ1, · · · , yˆT+U )}, where yˆi ∈ Y ∪ {〈b〉}, such that yˆ is
identical to y after removing all blank symbols. During train-
ing, RNN-T uses the forward-backward algorithm to maximize
P (y|x), taking all valid alignments into consideration. The
RNN-T model, depicted in Fig. 1, consists of an encoder, a pre-
diction network (an LSTM [22] network), and the joint network
(a feed-forward network) which integrates information from the
other two. More implementation details can be found in [19].
3. The Generalization Problem
This section characterizes the generalization problem for
streaming and non-streaming models and presents experimen-
tal observations that identify components that contribute to poor
generalization.
3.1. Non-streaming ASR Models
Our experimental setup is similar to [21]. The training data is
extracted from YouTube videos [23]. The training utterances
are generally short: the 50th percentile length is 5.13 seconds
and the 90th percentile is 12.67 seconds. During training we fil-
ter out utterances that are longer than 15.36 seconds. We eval-
uate the model on two YouTube test sets, YT-short and YT-long.
YT-short is comprised of 119 videos with length ranging from
2 to 10 minutes, with a total duration of 11.37 hours. YT-long
is comprised of 87 videos with length ranging from 41.8 sec-
onds to 30 minutes, with a total duration of 24.12 hours. The
videos in both test sets are much longer than the training sam-
ples, thus allowing us to test the long-form generalization of
non-streaming ASR models.
Our RNN-T model’s encoder stacks a macro layer 3 times,
where the macro layer consists of 1-D convolution with filter
width 5 and 512 filters with stride 1, a 1-D max pooling layer
with width 2 and stride 2, and 3 bidirectional LSTM layers with
512 hidden units in each direction and a 1, 536-dimensional
projection per layer [24]. The prediction network has an unidi-
rectional LSTM with 1, 024 hidden units. The output network
has 512 hidden units and the final output uses a 4k word piece
model [25]. As input, the model uses 80-dimensional log-Mel
features, computed with a 25ms window, shifted every 10ms.
Observations: As shown in Figure 2, the RNN-T model
trained with short utterances exhibits high WER (due to dele-
tion errors) when evaluated on both test sets. Analyzing overall
word errors as a function of training steps, we observe that the
model starts to introduce higher deletion errors as training pro-
ceeds; the phenomenon is particularly significant on YT-long,
which has longer utterances. The model stops improving after
50k steps on YT-short and gets worse on YT-long, which indi-
cates a form of overfitting.
To better understand this overfitting issue we compare var-
ious training setups that freeze parts of the model after initially
WER (short) deletion (short) WER (long) deletion (long)
10 14.6 2.6 22.1 5.6
20 11.8 2.5 19.6 6.7
30 11.1 2.5 18.3 6.2
50 10.4 2.5 21.2 10.7
100 10.6 3.2 22.3 13.2
150 10.4 3.1 23.3 14.4
200 10.6 3.2 22.3 13.1
Short
10 20 30 50 100 150 200
Baseline 14.6 11.8 11.1 10.4 10.6 10.4 10.6
Encoder 14.6 11.8 11.1 10.4 10.4 11.4 11.4
Prediction + Joint 14.6 11.8 11.1 10.4 10.1 11 10.3
Prediction 14.6 11.8 11.1 10.4 10.1 10.3 10.3
Small 17.9 14.3 12 10.9 10.4 10.1 10.2
Long
10 20 30 50 100 150 200
22.1 19.6 18.3 21.2 22.3 23.3 22.3
22.1 19.6 18.3 21.2 21 25.3 29.1
22.1 19.6 18.3 21.2 18.5 19.3 18.8
22.1 19.6 18.3 21.2 19 17.6 17.8
26.5 20.4 19.7 20.9 18.4 17.7 17.4
YtTDNNckpt200k 
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
1 0.1193209431 0.116346479 0.09094658962 0.07866750916 0.1508031553 0.1676359601 0.1782487413 0.1869814896 0.2379633647 0.2854302817 0.4799416212 0.6343184718 0.7022299001 0.6297110821 0.6670441782 0.7539008444 0.6877693178 0.6894534934 0.6359925423 0.6578414959
2 0.6556649471 0.5984076625 0.532250845 0.5289999349 0.6639663457 0.6932926419 0.7286283598 0.7129018188 0.7639467981 0.7832410625 0.8708636518 0.9118863944 0.9333439552 0.9146124766 0.9246262648 0.9464477776 0.9297845215 0.9318922582 0.9165053929 0.9206914923
3 0.681709449 0.6465113864 0.6628420294 0.6573817578 0.7272936015 0.7725092715 0.8672942602 0.7807727778 0.8463708926 0.8999248412 0.9402257907 0.9622900961 0.9680915331 0.9574462658 0.9633831838 0.9725694536 0.9681085123 0.9684418017 0.9615862217 0.9649647047
4 0.9504339513 0.9404285929 0.9367393903 0.8443590898 0.9377525226 0.9474997991 0.9733638117 0.9546188332 0.9729154091 0.980815846 0.9883135791 0.9904354574 0.9917645059 0.9916621538 0.9922984155 0.9930060176 0.9932789209 0.9933437297 0.9926216683 0.9929077578
5 0.9913950592 0.9902631183 0.9898752821 0.9900121991 0.9915026295 0.9925668189 0.9947663522 0.9923792972 0.9935338524 0.9950745719 0.9963171718 0.9968756606 0.9970818334 0.9967695268 0.9970160623 0.9972431579 0.9973074175 0.9973300648 0.9970234092 0.9971463095
YtTDNNckpt50k 
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
1 0.8686451649 0.8512680342 0.841246322 0.8384298472 0.8226629761 0.8225272107 0.8350965202 0.8248808012 0.8175163453 0.8160789838 0.8035328469 0.7827486693 0.7783809796 0.7947926417 0.7935999664 0.7677284559 0.8012647392 0.8061652288 0.8083783878 0.8096862669
2 0.9921438496 0.9907321062 0.9905960426 0.9894833145 0.9887616084 0.9891707336 0.9899592738 0.9898321817 0.9892322069 0.9886894721 0.9878436209 0.9865447772 0.9863104672 0.986987371 0.9868264453 0.9851918362 0.9876995105 0.9880905322 0.9882174099 0.9883109015
3 0.9943008454 0.9935330284 0.9934744309 0.9931593234 0.9925268898 0.9928730894 0.9934226639 0.9932795087 0.9930509232 0.9929889735 0.9924232062 0.9913164472 0.9910235469 0.9919235273 0.9918295858 0.9901994129 0.9924443407 0.9926984913 0.9928404208 0.9928883667
4 0.9950277131 0.994452547 0.9943653157 0.994072614 0.9934344283 0.9937747864 0.9942198863 0.9940437539 0.9939057193 0.9938418966 0.9934176054 0.9925091575 0.9923056932 0.9930421061 0.9929752215 0.9916088171 0.9934698422 0.9936704889 0.9937879724 0.9938194079
5 0.9949443931 0.9943782817 0.9943066205 0.9940118328 0.9935619764 0.9939485855 0.994391366 0.9942422757 0.9941457731 0.9940909909 0.9937541839 0.9928683887 0.9926886235 0.9934265465 0.9933743138 0.992049867 0.9938189372 0.9939980518 0.9941160841 0.994147305
Figure 2: WERs for non-streaming model on YT-short (solid
line) and YT-long (dotted line) as a function of training steps.
Results are also shown when only the encoder, prediction, or
the prediction + joint networks are trained after 50k steps of
training all components.
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Figure 3: Probability of blank symbol for steps 1 – 5, as a func-
tion of utterance length. Dotted and solid lines correspond to
predictions at 50k and 200k steps, respectively. At 200 steps
the model exhibited inconsistent prediction as a function of ut-
terance length.
training all components for 50k steps: updating only the en-
coder; or the prediction network; or both the prediction and
the joint networks. As can be observed in Fig. 2, high word
error rates (WERs) are correlated with models that update the
encoder. Models with a smaller encoder, or the ones that do
not update the encoder layers show better generalization than
the baseline model. Furthermore, updating only the encoder re-
sults in worse performance on long-form sets than the baseline
model, which indicates that the overfitting issue does not simply
reflect the number of parameters being updated but is particu-
larly associated with the encoder.
To analyze why encoder overfitting results in high deletion
errors, we sample one video from YT-long, and segment the first
10, 11, . . . , 29 seconds of audio. We then evaluate the model at
50k and 200k steps on these segments and compare the prob-
ability of blank prediction for the first 5 steps. Note that the
encoder is bidirectional, so the entire audio segment will influ-
ence the predictions for the first 5 steps. Furthermore, the first 5
frames contain no speech and the models should, ideally, predict
blanks with high probability. As can be seen in Fig. 3, at 50k
steps, the model has similar confidence amongst different utter-
ance lengths. On the other hand, at 200k steps the model’s con-
fidence varies a lot with respect to the utterance length, in par-
ticular for utterances longer than 15 seconds. Note that during
training the model has only seen utterances less than 15.36 sec-
onds long. Thus, as training proceeds, the encoder’s prediction
Figure 4: Word error rates on in-domain (Search) and out-
of-domain (TTS-Audiobook) test sets as a function of training
steps. On Search (solid line), all models improve WER with
more training; on TTS-Audiobook, only the models that do not
train the encoder further generalize well.
for blank symbols fails to generalize well on long utterances.
Since this model has bidirectional LSTMs, the backward LSTM
contributes towards the high variance of blank probability at the
first few steps of predictions. This affects the model’s hypothe-
ses in multiple ways: first, a high blank probability would result
in partial hypotheses consisting of a sequence of blank tokens
to have a higher probability than the correct sequence; eventu-
ally this blank sequence would also cause other partial hypothe-
ses that have fewer blanks and are more accurate to be dropped
from the beam, causing additional search errors. This results in
the WER being dominated by deletions.
3.2. Streaming ASR Models
A typical streaming application is voice search on mobile
phones. We, therefore, choose this task for the streaming use-
case. Due to latency constraints the model size is more lim-
ited than the non-streaming cases, and our experimental setup
mimics those in [19]. 128-dimensional log-mel features from
4 contiguous frames are stacked to form a 512 dimensional in-
put, which is then subsampled by a factor of 3 along the time
dimension. The RNN-T model has 8 encoder layers made up
of unidirectional LSTMs. Each layer has 2048 units and a pro-
jection layer with 640 outputs units [26]. The decoder consists
of 2 unidirectional LSTMs, also with 2048 units and 640 pro-
jections similar to the encoder layers. The joint network has
a single layer with 640 units. The target is represented by a
sequence of word piece tokens [25], with a vocabulary size of
4096.
The training data consists of anonymized and hand-
transcribed utterances representative of the Google search traf-
fic [19]. We use multicondition training (MTR) to simulate
noisy conditions, and randomly downsample the data from
16 kHz to 8 kHz to improve generalization to varying input
sample rates. The training utterances are short, with mean and
median duration of 6.3 and 4.8 seconds, respectively. The 90th
percentile is 10.9 seconds. The 50th and 90th percentiles for
the target sequences of word-pieces, are respectively, 5 and 17
tokens. As test sets, we use a mix of in-domain and out-domain
data. A test set similar to the training domain and composed
of 60 hours of anonymized and hand transcribed search queries
forms the in-domain test set (Search; median length is 6 sec-
onds). Our out-of-domain test set consists of 7 hours of speech
generated using a text-to-speech system [27], which is acousti-
cally simple but much longer than the training utterances (TTS-
Audiobook; median length is 62 seconds).
Observations: Similar to the non-streaming models, we ob-
serve that the streaming model also overfits to the training do-
main after approximately 50k steps as shown in Fig. 4. Unlike
non-streaming models, however, performance keeps improving
on the in-domain Search set with more training. Performance
on the TTS-Audiobook set, in contrast, gets worse as training
progresses. Next, we freeze parts of the model after 50k steps,
as before, and continue training just the encoder; the prediction
network; or both the prediction and joint networks. Confirm-
ing the observations made for the non-streaming models, freez-
ing the encoder layers and only updating the prediction, or the
prediction and the joint layers prevents this overfitting behavior.
After 300k steps, both the baseline, which updates all model pa-
rameters, and the model that only updates encoder layers obtain
WERs of 45.1 and 48.7, respectively, on TTS-Audiobook; the
model that only updates the prediction network obtains a WER
of 14.0%. Thus, the degradation in performance is significantly
less severe when the model does not update the encoder after
50k steps.
The results presented in the streaming and the non-
streaming case indicate that the encoder is most responsible for
the overfitting behavior of RNN-T. In the next section, we ex-
plore various regularization strategies to reduce overfitting.
4. Regularization Cocktail
As the generalization issue is caused by encoder overfitting, it
can be remedied effectively through regularization. Different
domains and architectures can benefit from different regulariza-
tion techniques, and thus we combine them during training to
create a regularization cocktail:
• Variational Weight Noise: Variational weight noise adds
Gaussian noise to the weight matrix during training [28],
and has been shown to be effective in improving generaliza-
tion [14]. In our approach we start the training process with-
out noise, and start adding it after a predefined number of
steps. The weight noise is re-sampled at every training step.
• SpecAugment: SpecAugment [17, 29] is a data augmenta-
tion algorithm that alters the spectrogram of the input utter-
ances. The approach applies time warping, time masking, and
frequency masking on the spectrogram, and trains the model
to be robust to such data augmentation.
• Random state sampling and random state passing: Ran-
dom state sampling (RSS) and random state passing (RSP)
were proposed in [19] as a way to address generalization of
streaming RNNT models to long-form speech. RSS assumes
that LSTM states follow a normal distribution and samples
initial LSTM states from it during training. RSS is readily
applicable for bidirectional models as well. RSP, on the other
hand, saves LSTM states from each mini-batch during train-
ing, and uses them as initial states for examples in the sub-
sequent batch. When used with unidirectional models, this
mimics random concatenation of examples during training.
5. Dynamic Overlapping Inference
In addition to improving generalization during training, we at-
tempt to improve generalization during decoding with overlap-
ping inference [21]. This method segments a long utterance
into multiple fixed-length segments which are decoded inde-
pendently. Since each segment lacks context from neighboring
segments, we allow some overlap between successive segments,
and merge the decoded hypotheses in the overlapped region.
The original method [21] was proposed in the context of models
segment 2
segment 3
segment 4
segment 1 segment 5
2 sec 2 sec 2 sec 2 sec
16 sec 16 sec 16 sec
16 sec 16 sec
Figure 5: Dynamic overlapping inference with 16 second seg-
ments and 2 second overlap. Reducing the overlapped regions
from 8 seconds as in [21] greatly improves inference efficiency.
Models YT-short YT-long Call-center
Reg. DOI Reg. DOI Reg. DOI
Base 10.6 9.7 22.3 17.0 27.6 22.4
SpecAugment 9.4 9.4 15.9 15.3 21.5 20.3
+ RSS 9.3 9.2 15.6 15.2 19.6 19.5
+ RSS + VN 9.1 9.0 14.8 14.9 19.3 19.2
Table 1: Non-streaming model WERs with regular inference
(Reg.) and DOI on YT-short, YT-long and Call-center test sets.
VN uses encoder variational noise (std= 0.05) and SpecAug-
ment uses 10 time masks up to 4% of audio length, 2 frequency
masks up to 27 dims.
which do not have any alignment information for the hypothesis
which required a 50% overlap between segments, and thus 2×
the computational cost compared to regular inference.
Here, we extend overlapping inference to relax the 50%
overlap requirement. Our proposed algorithm – dynamic over-
lapping inference (DOI) – infers frame-level alignment obtained
from each RNN-T hypothesis, yˆ, (i.e., we use the frame asso-
ciated with each non-blank label) to match and merge hypothe-
ses between segments. Thich allows us to significantly relax
the 50% overlap requirement, thus greatly increasing computa-
tional efficiency. The process is illustrated in Fig 5.
6. Experiments
We evaluate generalization performance of the proposed tech-
niques for the models described in Sec. 3. The experiment setup
is identical to those in Sec. 3. All models are implemented with
Lingvo [30].
Non-Streaming Models: The results using the regularization
cocktail and dynamic overlapping inference (DOI) are shown
in Tab. 1. All regularization techniques and their combinations
help improve performance. In particular, SpecAugment + RSS
+ VN obtains a 14.2% improvement on YT-short and a 33.6%
improvement on YT-long, and DOI obtains 8.5% and 23.8%
improvement on YT-short and YT-long respectively. We further
evaluate the model on a long-form call-center test set described
in [19] to assess its robustness on unseen domain. The proposed
regularization cocktail improves WER by 30.1% and 18.8%
when using regular inference and DOI, respectively. In gen-
eral, DOI provides significant improvement when models have
generalization issue on the target domain, and provide similar
quality as regular inference for models that do no have this is-
sue.
Streaming Models: Results are shown in Tab. 2. As with
the non-streaming models, the model with multiple regulariza-
tions gave the best improvements. SpecAugment+VN+RSP
obtains a 76% improvement on TTS-Audiobook and a 62% im-
provement on YT-short. Other combinations also help, but
are slightly worse than SpecAugment+VN+RSP. It should be
noted that some of these models still perform better at 50k
checkpoint. For example, SpecAug+VN obtains 14.5% and
22.5% on TTS-Audiobook and YT-short, respectively, at 50k
steps. Although the combination doesn’t completely prevent
Models Search TTS-Audiobook YT-short
Baseline 4.9 48.6 67.0
VN 4.7 31.3 59.8
SpecAugment 4.6 16.5 52.9
+ RSP 5.1 11.9 27.3
+ RSP + VN 5.1 11.9 25.3
Table 2: WERs using streaming RNN-T models trained on
Search data with variational noise on all layers (std=0.03) and
SpecAugment uses 2 time masks and 2 frequency masks with
widths up to 1.5 seconds and 27 dimensions, respectively.
Reg. DOI
Librispeech test clean 3.2/0.2 3.2/0.2
Librispeech test other 7.8/0.7 7.8/0.6
YT-short 99.8/99.5 33.0/3.6
Table 3: WERs / deletions for Librispeech with regular infer-
ence (Reg.) and DOI using 16s window with 2s overlap.
overfitting, the degradation, as the model converges on the train-
ing data, is much lower than the baseline. We note that DOI
does not help with streaming models, likely because it relies on
alignment and end-to-end streaming models are know to pro-
duce poor alignments unless they are constrained during train-
ing [31].
Librispeech: The final set of results are when the RNN-T
model is trained on Librispeech [32]. We follow the architec-
ture of LAS-6-1280 described in [17]. The prediction network
has the same LSTM setup as the LAS decoder. The joint net-
work has 640 hidden units, and uses the same word piece model.
The results are shown in Tab. 3. Despite achieving low WERs
on the Librispeech test sets, the model exhibits high deletion er-
rors on YT-short. DOI reduces the deletion error from 99.5%
to 3.6%. The model still has a WER of 33.0% after using
DOI, mainly due to substitutions (22.2%) caused by phoneti-
cally similar words. This is likely caused by the limited vocab-
ulary the Librispeech model is exposed to during training.
The Librispeech RNN-T model exhibited> 99% WERs on
YT-short even at early stages of training, and, therefore, multiple
regularizations do not remedy the issue as well as DOI. The
regularization cocktail mainly addresses generalization to new
domains. When the gap between training and test domains is
large, addressing the long-form issue during inference provides
a more robust solution.
7. Conclusions
This work presents an analysis of the generalization problem
observed in RNN-T based end-to-end ASR models. Our results
demonstrate that the model’s affinity to predict blank sequences
when there is a mismatch between training and test distribu-
tions causes this problem, which results in high deletion rates.
Our analysis identified the root cause of this problem to be en-
coder overfitting. We proposed a regularization cocktail that
significantly improves the performance of streaming and non-
streaming RNN-T models trained with large-scale data. For
models trained on a smaller dataset, where regularization alone
doesn’t improve performance, we proposed a dynamic overlap-
ping inference strategy that significantly improves generaliza-
tion. Future work will explore alternative model architectures
and regularization techniques that address the generalization of
models trained on smaller datasets.
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