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Graphs are used to represent various large and complex networks in sci-
entific applications. In order to understand the structure of these graphs, it is
useful to treat a set of nodes with similar characteristics as one community and
analyze the community’s behavior as a whole. Finding all such communities
within the graph is the object of community detection. In our research, we com-
pare dozens of existing community detection methods and develop a new class
of algorithms for finding communities.
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CHAPTER 1
INTRODUCTION
1.1 Community Detection
Consider an application that studies objects and the interactions between those
objects. The application could study anything from people and their friend-
ships, to papers and their citations; a variety of applications fall into this for-
mat. If we let nodes represent the objects and edges represent the interactions
between those objects, we can store the application’s data in a graph. While
it can be possible for the application to draw conclusions by looking at every
node within the graph, if the graph is large and complex, analyzing every node
can be unmanageable and can produce incomprehensible results. We simplify
the graph by finding communities of nodes. In particular, we want communi-
ties, whose members interact with each other in a particular way and interact
with nonmembers of the community in a different way. If such a community is
Matt
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Rebecca
Maarika
Figure 1.1: A simple graph of people and their friendships. The graph is
regular enough to reveal two communities.
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found, then two questions arise. How are members of the community related?
How does the community interact with the rest of the graph? Given answers to
these questions, we can comprehend what is happening in the graph at a local
level. Within social networks, we know that communities exist, but due to the
large, complex nature of social networks, communities can be hard to find. In
order to find communities, we must develop the ability to see the forest through
the trees. We have to be able to extract the communities of nodes from the inter-
actions of the graph. This is the object of community detection.
Given a graph, there are two prominant questions community detection
seeks to answer. First, what is a community and second, what are the commu-
nities? Several approaches have been developed to answer these two questions,
some with a particular application as motivation. We outline the coupling of
a few sciences and one of their preferred detection methods in Table 1.1. Prior
to 2002, most development of community detection was done within specific
fields of applications. Since then, computer scientists have contributed a large
volume of advances toward answering these two questions for applications in
general. The first goal of this thesis and tie together a portion of these advances
into a cohesive understanding of community detection. The second is to use
this perspective to create fast and parallel algorithms.
Application Community Detection Method
Parallel Computation Distribution k means clustering
Physics Belief Propogation
Storage of Large Matrices Spectral Analysis
Taxonomy Neighbor Joining
Table 1.1: A subset of applications and one of their preferred community
detection methods.
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1.2 Graph Partitioning Methods
For many applications the object is to partition the graph into disjoint compo-
nents. We call each component a community. There are an exponential number
of possible partitions, but not every partition will provide useful information.
While much analysis of useful or unuseful information must be left up to the
application, there are two characteristics that most applications want in com-
munities. The first is that nodes within a community be well connected. The
second is that the community is not well connected to the rest of the graph. The
definition of well connected is different for each community detection method.
There are two genres of finding good partitions of the graph, top down ap-
proaches that recursively cut the graph and bottom up approaches that united
existing partitions.
1.2.1 Top Down Approaches
Top down approaches work by recursively dividing the graph, see Algorithm 1
for their structure. For methods in this cateogry there are two necessary com-
ponents. The first is the ability to tell if a set of nodes C is a community. The
second, if a set of nodes is not a community, then the algorithm finds a way to
divide the nodes, without splitting up any communities.
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Algorithm 1: RECURSIVE PARTITIONING
Input: G = (V; E)
if V is a community then
return V
else
divide V into C and V  C
return fRECURSIVE PARTITIONING(C);RECURSIVE PARTITIONING(V  C)g
end if
Conductance
Conductance is a measure of a cut within the graph. For a given cut, if conduc-
tance is low, then there are relatively few edges crossing the cut. Intuitively, this
implies that the cut does not divide a community. If further divisions do not
improve conductance, then we have found a community.
CONDUCTANCE(C) =
P
u2C;v<C
w(u; v)P
u2C;v<C
w(u; v) +
P
u;v2C
w(u; v)
(1.1)
While this algorithm is not in heavy use, conductance is used as a measure
of whether or not other algorithms that cut the graph have split a community.
Betweenness and Centrality Measures
Betweenness and centrality measures were first presented by Givan and New-
man [8]. The intuition is, if an edge lies between two communities, then several
shortest paths between nodes of the two communities will traverse the edge.
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We remove these edges to divide a network into components. When there are
no preferential edges for shortest paths within a component, there are no more
edges between communities, and the component is a community.
1.2.2 Bottom Up Approaches
Bottom up approaches work by uniting together subsets of nodes until the sub-
set becomes a community. See Algorithm 2 for their structure. For algorithms in
this category there are two components. The first is the determination of which
subsets to union. The second is the determination of when a set of nodes is a
community. To accomplish these, most bottom up approaches use a metric over
the set of subsets. If no two subsets can be united to increase the metric then,
every subset is a community.
Algorithm 2: RECURSIVE UNIONING
Input: S = fC1;C2; : : :g
if There exists Ci and C j, such that Ci [C j is a community then
return RECURSIVE UNIONING(fS  Ci  C jg [ fCi [C jg)
else
return S
end if
Modularity
The overwhelmingly popular metric in this category is modularity. Modularity
was first presented by Newman [20]. The metric measures the distance between
5
a provided set of communities and a randomly generated set of communities.
Maximizing modularity finds the least random set of communities.
Fast algorithms have been developed for maximizing modularity. In this
paper we use the Louvain Algorithm developed by Blondel et. al [2]. The same
fast algorithm can be used for the similar metric, modularity ratio.
1.3 Overlapping Community Detection
We call two communities overlapping, if there exists a node that is a member of
both communities. In practice, these communities are common. For example,
think of the community of your colleagues and the community of your family.
You are a member of both communities, and while they are different communi-
ties, they are overlapping. In fact, for most social networks, we expect there to
be many overlapping communities.
1.3.1 Alpha Beta Clustering
In previous sections, communities were the partitions of a graph. Each node
was placed in exactly one community. So if it was optimal to place node, n, in
community C1, then node n would not be placed in community C2. Alpha beta
clustering makes a change to this step. If adding node n to community C2 has
a high value, alpha beta clustering adds node n to community C2, as well as C1.
This simple change dramatically restructures community detection. The new
structure is a two part process:
6
1. Create a definition of a community that does not depend on other com-
munities in the graph.
2. Find each community seperately.
We now present Mishra’s et al [19] approach following these guidelines. Let
us say the strength of a connection between a node and a community is the num-
ber of edges the node has tomembers of the community, denoted as jE(n;C)j. See
Table 1.2 for a list of all notations. Mishra et al [19] use this notion of strength to
define a community satisfying the first guideline. In particular, no node outside
of the community is more strongly connect to the community than any of the
nodes inside the community. Here is the formal definition of an (; ) commu-
nity.
Definition 1 ((; )  Community) For community C, let:
(C) = min
n2C jE(n;C)j
(C) = max
n<C
jE(n;C)j
If (C) > (C), then C is an (; ) community.
Given this definition, Mishra et al[19] are able to find communities quickly
and in parallel. In our development of a parallel algorithm we use the same
guidelines.
1.4 More Approaches
So far, we have introduced the community detection methods that have pro-
vided inspiration for this thesis. There are countless more methods. We briefly
7
outline the most prominent of those methods.
 Kernighan-Lin Algorithm
 k-Clique Percolation
 Belief Propogation
 Heirarchy methods
 Principle Component Analysis
1.5 Desired Improvements
In the field of community detection both algorithms and data sets are increasing
in complexity. Hence, a useful theoretical result is the ability to compare and
understand complex algorithms. Additionally, a useful experimental result is
the ability to compute overlapping communities in parallel on large networks.
We deliver these results:
 A framework for comparing existing community detection methods
 A community definition encouraging overlapping communities
 A parallel algorithm with near perfect scalability to analyze large net-
works
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1.6 Notation
We use the same notation throughout the thesis. A brief description of variables
is listed in Table 1.2.
The assumptions we make are:
 Self-Loops We presume there are no self loops in the networks. As a node
will always be in the same community as itself, self-loops provide redun-
dant information. Accordingly, w(u; u) = 0, for all u 2 V . We note that this
assumption is not held in some of the literature we reference.
 Edges We presume that all edges exist and are weighted between 0 and
1. The edge weight function is w : VxV ! R[0;1] Unweighted graphs can
easily be adapted into this notation.
We also introduce internal and external edges.
Definition 2 (Internal Edges) Internal edges are edges between members of the same
community C.
Definition 3 (External Edges) External edges are edges between a member of com-
munity C and a nonmember of C.
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Table 1.2: Notation
Variable Name Description Constraints
V Set of all nodes within the network fuju 2 the network g
u and v Nodes u; v 2 V
w(u; v) Edge Weight Function w : VxV ! R[0;1]
G Network or Graph G(V; E)
C Community C  V
k Fraction of nodes within C k = jCjjV j
jCj Size of C jCj = kjV j
S Set of Communities S = fC1;C2; : : : ;Cng
Table 1.3: Introduced Functions
Function Description
I(C) Internal Density of a single Community, C, Definition 4
E(C) External Density of a single Community, C, Definition 5
I(S ) Internal Density of a set of Communities, S , Definition 7
E(S ) External Density of a set of Communities, S , Definition 8
CONCISENESS(S ) Conciseness of a set of Communities, S , Definition 9
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CHAPTER 2
A FRAMEWORK FOR COMPARINGMETRIC BASED DETECTION
Given the variety of community detection methods, we would like to know the
differences and similarities between each. Experimental comparisons from Lan-
cichinetti and Fortunato [13] found that an algorithm’s performance depends
on the network it is provided. Also from experiments, Leskovec et. al [17]
found large communities optimizing metrics diverge from our understanding
of a strong community. The process for developing experimental results is to
begin with a set of metrics, a set of algorithms to optimize each metric, and a
network. Communities found by the algorithms are then compared via their
characteristics. Characteristics include: diameter, average path length, degree
distribution, size, internal density, etc.
Our approach is the reverse of previous comparisons. We begin with consid-
ering the characteristics of a community. The possible values of these character-
istics create a multidimensional space. Metrics collapse this multidimensional
space onto the real numbers. We can then categorize the multidimensional
space according to how the metric evaluates communities in the space. With
this method, we can get an understanding of metrics independent of particular
networks. We follow through with experiments on four networks to confirm
our findings.
11
2.1 Community Characteristics
A community can be described by a variety of characteristics. Each characteris-
tic provides a dimension in the multidimensional space for describing commu-
nities. We now outline the more commonly used characteristics of a community.
 INTERNAL DENSITY is density of edges within the community.
 EXTERNAL DENSITY is the density of edges leaving the community.
 SIZE is the number of nodes within the community.
 DIAMETER is the maximum, shortest path between all pairs of members
of the community, using only edges within the community.
 AVERAGE SHORTEST PATH is the average shortest path between any two
members of the community.
 OUT DEGREE FRACTION is the fraction of a node’s edges leaving the com-
munity. Characteristics of the community are then the maximum, mini-
mum, and average of the out degree fraction of all nodes in the commu-
nity.
 DEGREE DISTRIBUTION is the distribution of the degrees of nodes within
the community.
There are more characteristics, but we find that a community can be well de-
scribed by the above list. The listed characteristics are not independent. A high
internal density indicates a small diameter and short average path length. A low
external density limits the average out degree fraction. In fact, the value of most
characteristics can be bounded by internal and external density values. The size
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of a community can not be. Hence, the characteristics of internal density, exter-
nal density, and community size capture a large amount of information about a
community’s set of characteristics.
2.2 Previous Comparisons
All known comparisons have been experimental. The experiments are run by
first selecting a set of networks. Then, each detection method finds the com-
munities within each network. Finally, using a set of metrics the communities
found by each method are compared. Lancichinetti and Fortunato [13] com-
pared three popular partition algorithms with generated graphs and used nor-
malized mutual information as the comparison metric. Their results conclude
that partition algorithms are fast and work well for non-overlapping communi-
ties. Leskovec et. al [17] conducted a broader study. They used eight classes of
algorithms over 40 networks and compared the results with a series of metrics
covered in this chapter.
2.3 Individual Community Based Metrics
Here, we explore metrics that evaluate the strength of a single community.
There are three uses of such metrics. The first is for use in a Top Down (Sec-
tion 1.2.1) or Bottom Up (Section 1.2.2) style algorithm to find a partitioning of
the network. The second is to find a single community within the network. The
third is to compare communities found by complex detection techniques. The
later use is more common for these metrics, of which conductance is the most
13
popular. From the multidimensional space describing communities, we will
use the subspace of internal density, external density, and community size. We
analyze how single community metrics evaluate this three dimensional space.
2.3.1 Internal and External Density
We now provide formal definitions of internal and external density. We briefly
restate that internal edges are edges between members of the same community
and external edges are edges between members of different communities.
Definition 4 (Internal Density) Internal density is the total weight of internal
edges, compared to the total possible weight. Hence, I(C) : C ! R[0;1], where
I(C) =
P
u2C
P
v2C w(u; v)
jCj(jCj   1) : (2.1)
For a community C that has no edges between its members, the internal density
will be minimized with, I(C) = 0. For a community C that is a clique, internal
density will be maximized with I(C) = 1. The closer a community, C is to an
internal density value of 1, the closer it is to being a clique.
Definition 5 (External Density) External density is the total weight of external
edges, compared to the total possible edge weight that could exist leaving the commu-
nity:
E(C) =
P
u2C
P
v<C w(u; v)
jCj(jV j   jCj) : (2.2)
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(I(C); E(C)) Weak Community Characteristic
0; 12

Infinite Diameter
1
2 ; 1

Large Average Out Degree Fraction
Table 2.1: Examples of internal and external density values and why they
represent poor communities.
For a community C that has all possible external edges, external density will be
maximized at E(C) = 1. For a community C, disconnected from the rest of the
graph, external density will be minimized at E(C) = 0.
There are other representations of I(C) and E(C) that vary how the jCj and
jV j terms are used. The analysis and conclusions that follow are not sensitive to
such variations.
With our parameterization, all communities can be mapped to a point
(I(C); E(C)) in the square R[0;1]xR[0;1]. Communities with certain values do not
correspond to our understanding of a strong community. Such values are listed
in Table 2.1. However, a community mapped to

1
2 ; 0

has a short average path
length, minimal average out degree fraction, and small diameter. This corre-
sponds to a strong community. The higher the internal density and the lower
the external density the stronger a community must be in all characteristics. We
define the strongest possible community to be ideal.
Definition 6 (Ideal Single Community) A community,C, is ideal if it is an isolated
clique, specifically having the following properties:
I(C) = 1
E(C) = 0:
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2.3.2 Study of Relevant Metrics
Given that we can map a community, C, to the point (I(C); E(C)), we now ana-
lyze how different metric based detection methods operate in the I; E plane. We
cover six metrics that evaluate a single community. We use one approximation
to simplify the equations, jCj  jCj   1. This approximation has a larger impact
on smaller communities, but most communities of interest are large enough to
allow the approximation. Additionally, we introduce a variable k representing
the portion of the nodes within community C such that jCj = kjV j
 CONDUCTANCE is the probability that a step in a random walk will leave
the community.
CONDUCTANCE(C) =
(1   k)E(C)
kI(C) + (1   k)E(C) (2.3)
 CUT RATIO is the fraction of existing edges to possible edges leaving the
community.
CUT RATIO = E(C) (2.4)
 EDGES CUT is the number of edges connecting the community to the rest
of the graph .
EDGES CUT = k(1   k)jV j2E(C) (2.5)
 EXPANSION the average number of edges leaving the community per
node.
EXPANSION = (1   k)jV jE(C) (2.6)
 INTERNAL DENSITY as a metric, previously existed before our definition
of I(C). However, we stick to our definition of I(C) for intuitive reason-
ing and note that in previous work internal density represents the mirror
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image of our definition.
INTERNAL DENSITY = 1   I(C) (2.7)
 VOLUME is the total degree of nodes within the community.
VOLUME = jCj2I(C) + k(1   k)jV j2E(C) (2.8)
With this parameterization of the metrics, we can already draw some conclu-
sions. All metrics mentioned, besides VOLUME and CONDUCTANCE are a func-
tion of either I(C) or E(C), but not both. A metric that considers only I(C) will
be optimized by any clique. This is a very restrictive definition of a community
and finding all communities in the graph under such a definition is equivalent
to finding all the cliques in a graph, a NP-hard problem. Ametric that considers
only E(C) will be optimized by any disconnected component of the graph, in-
cluding a community that includes the entire graph. While it is possible to find
all disconnected components in linear time, it also provides no useful informa-
tion about most datasets.
For the metrics that can be parameterized in terms of I(C) and E(C), all men-
tioned metrics, we can use level sets. Level sets are a way to visually catego-
rize a space. Let us pick the metric conductance. An optimal value of con-
ductance is 0. We can find all points of (I(C); E(C)) (without knowing C) that
evaluate to CONDUCTANCE(C) = 0. These points form a line in the (I; E) space.
Now, we find all the points of (I(C); E(C)) that have a conductance value of
CONDUCTANCE(C) = . These points will also form a line in the (I; E) space.
Because of the continuity of conductance, any community, C, that evaluates to
an (I; E) point that lies between these two lines must have a conductance value
of CONDUCTANCE(C) 2 (0; ). In this way we can visually categorize the space.
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Figure 2.1: Level Sets in the (I; E) plane for different metrics of a single
community. There are four ways the (I; E) space is categorized.
In level set figures, any two points in the I; E plane connected by a curve
have the same metric value. In our Greedy Algorithm 3, if the algorithm can
add a node to the community that crosses a level set to a higher metric valua-
tion, the algorithm will add that node. Visually, the more level sets crossed by
a change to the community, corresponds to a higher change in the metric. Tra-
ditionally, level sets are used in this manner to show gradient descent to find a
local minimum. The minimum that a gradient descent will find, can be found
by traveling perpendicular to the level sets. While we find in practice this is a
good analogy to understand the behavior of optimizing these metrics, we can
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not complete the analogy because the metrics are discrete.
While it is possible to draw conclusions now from the level sets, we proceed
with finding communities based on these metrics. In doing so, we confirm and
expand experimental results.
Metric Optimal C (I(C); E(C))
CONDUCTANCE G (x; 0)
CUT RATIO G (x; 0)
EDGES CUT G (x; 0)
EXPANSION G (x; 0)
INTERNAL DENSITY any clique (1; x)
VOLUME G (x; 0)
Table 2.2: Communities that optimize each metric. A value of x, indicates
that the optimization is independent of that value.
Greedy Algorithm
The Greedy Single Community Metric Optimization Algorithm 3 takes as input
a community and a metric. The algorithm then expands the community, one
node at a time, until the metric can not be improved. The resultant community
is a local optimum of the metric.
Somemetrics require minimization rather thanmaximization, this algorithm
can be adapted accordingly. In the following sections, we use the algorithm
by starting with a metric and a subset of two connected nodes. The algorithm
produces a series of nested communities, each with an increasing metric score.
For each nested community, we compute their (I(C); E(C)). This gives us a path
through the (I; E) plane. We can use level sets to explain the pattern of node
selection that increases the metric.
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Algorithm 3: GREEDY SINGLE COMMUNITY METRIC OPTIMIZATION
Input: C, G = (V; E), and METRIC
inc = 1
while inc  0 and C , V do
Let u 2 V maximize METRIC(C [ u).
inc  METRIC(C [ u) METRIC(C)
C  C [ u
end while
return C
Expansion, Edges Cut, and Cut Ratio
We now consider metrics that are functions of E(C) and not of I(C): EXPAN-
SION, EDGES CUT, and CUT RATIO. To understand these metrics we plot how
they categorize the (I; E) plane with level sets and how iterations of the greedy
algorithm choose communities in the (I; E) plane.
For these three metrics, their definitions vary, but their level sets are identi-
cal, as shown in Figure 2.1. The level set of E(C) = 0 corresponds to the metric’s
optimal set of communities. These communities are disconnected from the rest
of the graph, and can have an arbitrary internal density. These metrics favor
decreases in external density over increases in internal density. In fact, for a
community at any position in the (I; E) plane, the node that decreases external
density the most will be choosen by the greedy algorithm, rather than a node
that improves internal density. The effect of this is visible in the greedy algo-
rithm’s path through the (I; E) plane.
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Figure 2.2: External Density based metrics (CUT RATIO, EDGES CUT, and
EXPANSION) optimized in different networks. The lower left
diamond is the (I(C); E(C)) point corresponding to a commu-
nity of the entire graph. The lower right diamond is the
(I(C); E(C)) point corresponding to an ideal community. The
path corresponds to the intermediatory (I; E) values of adding
nodes that optimize the metrics using Greedy Algorithm 3
.
Because all of these metrics only respond to changes in external density, the
order of nodes the greedy algorithm adds to the community does not vary be-
tween the three metrics. The difference between the three metrics is the point
at which they terminate. Termination in this case is determined by the size of
the community, k = jCjjV j . Cut ratio is unresponsive to changes in the size of the
community, while expansion linearly discounts larger communities. Edges cut
heavily favors very large or very small communities. See Fig. 2.3.
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Figure 2.3: Influence of size of community on the values of external den-
sity based metrics.
Internal Density as Previously Defined
INTERNAL DENSITY is a function that has been in use before our formalization
of I(C). INTERNAL DENSITY is a function of only I(C) and is unresponsive to
changes in the the external density. Hence, only cliques and subsets of cliques
optimize internal density. We do not include indepth analysis, but rather a sum-
mary. The level sets of internal density are vertical lines in the I; E plane, as seen
in Figure 2.1. The greedy algorithm augments our input of two connected nodes
to the largest clique it can find (if forced to), as two connected nodes are already
a clique.
Volume
A metric that takes both internal and external density into account is volume.
The next conclusion is not apparent just from the equation parameterized in
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Figure 2.4: Tracing of communities found by volume through the IE plane
for a maximum of 100 steps. The lower left diamond is the
(I(C); E(C)) point corresponding to a community of the entire
graph. The lower right diamond is the (I(C); E(C)) point corre-
sponding to an ideal community. The path corresponds to the
intermediatory (I; E) values of adding nodes that optimize the
metrics using Greedy Algorithm 3.
terms of internal and external density. However, observing the level sets of
volume reveal that the optimal community is at (I; E) = (0; 0) and volume as a
metric is optimal for communities with low external density and low internal
density. Apart from communities of unconnected nodes, volume can best be
optimized by a community encompassing the entire graph. Volume contradicts
our intuition that communities should have good internal connectivity.
Conductance
For conductance the level sets are rays radiating from (I; E) = (0; 0), see Fig. 2.1.
As the rays come closer to horizontal, E(C) = 0, conductance is closer to opti-
mal. Near E(C) = 0, changes to internal density have little effect on the value of
conductance. Improvements in conductance come from modifying the commu-
nity to decrease E(C) as much as possible. If the rays are away from E(C) = 0,
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Figure 2.5: The affect, increasing the size of the community has on volume,
even for a constant I(C) and E(C).
then improvements to internal density have a larger impact on conductance.
We now analyze the performance of the Greedy Algorithm 3 with conduc-
tance and four networks, results are displayed in Figure 2.6. In the College Foot-
ball League, the greedy algorithm finds communities in the (I; E) plane where
improvements in I and E are balanced. The final community found corresponds
to our notion of a good community. For Zachary’s Karate Club, the greedy algo-
rithm begins to enter the region where external density determines conductance
and returns a community of debateable quality. This effect is more emphasized
in the relativity and astrophysics co-author networks. The greedy algorithm ini-
tially returns communities in the region of the (I; E) planewith balancedweight-
ings between internal and external density. When external density reaches the
region of low external density, the level sets show that small improvements to
external density at the cost of lower internal density dramatically improve con-
ductance.
This is the cause of the problem found by Leskovec et. al [17]. As a metric,
conductance either incorporates internal density, as in the small College Foot-
24
ball communities, or does not incorporate internal density, as in the larger Rela-
tivity and Astrophysics Co-author communities.
0 0.3 0.7 1
I(C)
0
0.4
E
(C
)
Zachary's Karate Club
0 0.3 0.7 1
I(C)
0
0.1
E
(C
)
College Football League
0 0.3 0.7 1
I(C)
0
0.02
E
(C
)
Relativity Co-author Network
0 0.3 0.7 1
I(C)
0
0.01
E
(C
)
Astrophysics Co-author Network
Figure 2.6: The progression of communities that optimize conductance.
Note, both the entire graph and the ideal community optimize
conductance. In the relativity and astrophysics networks, we
stop following the progression of conductance once it becomes
clear the entire graph will be engulfed. (In the case of the col-
lege football league, a local optimum was reached, but reports
an undesireable value of conductance.)
This problem is amplified by the effect a community’s size has on conduc-
tance. Nowwe fix the I; E ratio and observe how changes in jCj = kjV j affect con-
ductance in Figure 2.7. Conductance always values a larger community more
favorably. As long as the community is of small to moderate size and has a
large E(C) value, the greedy algorithmwill return communities that correspond
to our intuition of a good community.
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Figure 2.7: Influence of size of community on the value of conductance.
The object is to minimize conductance.
2.4 Set of Communities Based Metrics
We now explore metrics that evaluate the strength of a set of communities, S =
fC1;C2; : : : ;Cng. Several community detection methods are based on finding a
partitioning of the network that optmizes such a metric. The most popular of
these metrics is, modularity developed by Newman [20].
2.4.1 Internal Density, External Density, and Conciseness
Our parameterization of internal and external density for single community
metrics can not be directly applied to a set of communities, S = fC1;C2; :::Cng.
We begin as we did for single communities and consider the characteristics of
a good set of communities. A good set of communities is a set of cliques such
that every edge is within some community and every community is a maximal
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clique. Hence an ideal set of communities has three parameters. Internal density
is a representation of how close the set of communities is to being a set of cliques.
External density is a representation of how close the set of communities are to
covering all edges in the graph. Size of the set of communities is a represen-
tation of how concise the set of communities are. With the same methodology
for parameterizing and understanding metrics of individual communities we
proceed to parameterize metrics for sets of communities with internal density,
external density, and conciseness. Formal definitions follow.
Definition 7 (Internal Density of a Set of Communities) For a set of communi-
ties, S = fC1;C2; : : : ;Cng, the internal density of the set is the sum of the number of
edges that do exist within each community compared to the mazimal number of edges
that could exist.
I(S ) =
P
C2S
 P
u2C
P
v2C w(u; v)
P
C2S jCj(jCj   1) (2.9)
Definition 8 (External Density of a Set of Communities) In a set of communi-
ties, S , the EXT EDGES is the set of edges not covered by any community. External
density is the number of edges in EXT EDGES compared to the number of edges in the
graph.
E(S ) =
P
(u;v)2EXT EDGES w(u; v)P
u;v2V w(u; v)
(2.10)
Definition 9 (Conciseness of a Set of Communities) Conciseness is the size of S .
CONCISENESS(S ) = jS j (2.11)
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Our choice of parameter definitions, allows the analysis of any set of com-
munities, including overlapping communities. In particular, our definition of
internal density for a set of communities, allows nodes to be placed in multiple
communities. External density allows overlapping communities, as well as the
conciseness function.
Definition 10 (Ideal Set of Communities) A set of communities, S , is ideal if it is
a set of maximal cliques that cover the graph in very few communities:
I(S ) = 1
E(S ) = 0
jS j = number of connected components of the network.
All three parameters are necessary to ensure a complete description of a set
of communities. For any two parameters, there exists a set of communities that
can optimize those two parameters. Failure to evaluate the third parameter re-
veals an undesired characteristic of the set of communities. Figure 2.8, illustrates
the types of communities that can optimize for any two parameters.
2.4.2 Study of Relevant Metrics
Modularity is the most popular of these metrics. It compares the number of in-
ternal edges found, to the number of expected edges in a random graph. Mod-
ularity was developed by Newman [20] and has found wide spread use due to
the fast algorithms for maximizing modularity. In particular, the use of dendo-
grams in the Louvain Algorithm [2] runs in minutes for large networks.
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Figure 2.8: The communities that optimize 2 out of 3 parameters. Nodes
are in red, lines are edges, and communities are blue ellipses.
The left community configuration optimizes I(S ) = 1 and
E(S ) = 0, but not conciseness at jS j = 3. The middle config-
uration optimizes E(S ) = 0, jS j = 1, but not internal density at
I(S ) = 12 . The right configuration optimizes I(S ) = 1 and con-
ciseness at jS j = 1, but does not optimize external density at
E(S ) = 1.
There is not a closed form parameterization of modularity in terms of our
definitions of I(S ), E(S ), and jS j. However, for each module’s contribution there
is a closed form parameterization in terms of internal and external density for a
single community, I(C) and E(C). If we allow, p = jCj(jCj 1)2L and q =
jCj(jV j jCj)
2L , where
L is the number of edges in the graph then:
MODULARITY(S ) =
X
C2S
pI(C)   (pI(C) + qE(C))2 : (2.12)
We first note that if there exists a set of disjoint cliques in the graph, only
a partitioning of each clique into a module maximizes modularity. Modularity
already aligns more strongly with our understanding of strong communities
than previous metrics.
We can not plot the level sets for modularity over a set of communities, but
we can plot the level sets for the contribution to modularity from each commu-
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Figure 2.9: The level sets of how MODULARITY treats the I(C), E(C) space
for one community of size 9 in the College Football League
(CFL). Note the sharp transition from a region that heavily fa-
vors improvements in external density to a region that heavily
favors improvements in internal density(E(C) < 0:1).
nity. In Figure 2.9 we find that modularity is a two part optimization. When
E(C) is large, modularity maximization attempts to decrease E(C) as quickly
as possible. Once a threshold of E(C) is crossed, modularity maximization at-
tempts to increase I(C) as quickly as possible. The transition between these two
phases of optimization is sudden and revealed by a dramatic turn in the level
set curves. The larger the graph the more sudden this transition.
Modularity has a resolution limit, the cause is that modularity first optimizes
external density, which is prone to joining communities together.
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Figure 2.10: Here we run the Louvain Algorithm [2] tomaximizemodular-
ity. The (I(S ); E(S )) path is each level of the dendogram. The
(I(G); E(G)) value for the entire graph is the diamond in the
lower left. In the general relativity and astrophysics co-author
networks, modularity does not present much of an improve-
ment over I(G) and has a much higher E(G) value.
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CHAPTER 3
A NEWMETRIC: LINEARITY
Previously analyzed metrics fell into two categories. In the first, the metrics:
edges cut, cut ratio, expansion, and internal density, reflect either internal or ex-
ternal density but not both. These metrics are optimized by sets of nodes that
do not provide insight into the structure of the network. The second category,
including modularity and conductance, is unpredictable. They have the same
values for radically different communities. In being unpredictable, conductance
and modularity sometimes produce strong communities and sometimes, espe-
cially as the size of the communities increases, return poorly connected commu-
nities.
In this chapter we will present metrics for single communities and sets of
communities that measure both internal and external density and are consistent.
3.1 Single Community Detection
Let us now discuss the criteria of a good metric and find a such a metric. In the
previous chapter, we show that internal and external density provide bounds
for the characteristics of diameter, average shortest path, etc. While it is possible
to design a metric that covers an arbitrary number of characteristics, we argue a
metric that reflects both internal and external density provides a good measure
of many characteristics. Thus, a good metric should reflect a community’s in-
ternal and external density. In particular, the metric should be optimized by the
ideal community and minimized, or minimal, for communities with poor val-
ues of internal and external density. It easy to check the how a metric handles
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extreme communities, but we also want an element of predictability for how
the metric handles all communities. Here is one definition of predictability. Let
communities C and C0 have internal and external values: (I(C); E(C)) = (x; y)
and (I(C0); E(C0)) = (x + x; y + y). Then, a metric M as function of internal and
external density is predictable if:
M(x + I ; y + E)   M(x; y) = M(I ; E): (3.1)
A linear metric satisfies all mentioned criteria.
Definition 11 (Linearity) Let C be a community, LINEARITY(C) is a metric with
a linear weighting of internal density, I(C), and external density, E(C), such that
LINEARITY: C ! [ 1; 1].
LINEARITY(C) = aI(C)   bE(C) (3.2)
The constants a and b are restricted to a; b 2 (0; 1].
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Figure 3.1: The level sets are predictable. The size of a community does
not influence LINEARITY.
In some applications, we may want to relax the predictability constraint to
find communities of a certain size, internal, or external density. If this is the
case, we suggest a polynomial approach to building a metric.
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Definition 12 (General Metric) The general metric for evaluating any single com-
munity is a sum of polynomial functions on internal and external density, weighted
with a function of the community’s size.
GENERAL(C) =
X
i=0
fi(C)I(C)i   gi(C)E(C)i (3.3)
The functions fi and gi can be any function of the size of a community.
When using the general equation, the level sets and size of the community’s
affect should be analyzed. In particular, the local and global maximums should
correspond to the desired communities, and the level sets should aid finding
desired communities in a manner similar to gradients.
We now analyze LINEARITY in the same way we analyzed other single com-
munity metrics. The level sets in Figure 3.1 reveal a predictable metric that
is only optimized by the ideal community. The size of the community does
not change the behavior of the metric. We test the LINEARITY metric with the
Greedy Algorithm 3 on four networks in Figure 3.2. The parameter a was set
to one, while b required a binary search. The parameter b was set within four
steps, such that the greedy algorithm did not return the entire graph or the ini-
tial community. There is room for future research on the impact of b. For all
possible values of b, we find very few different communities.
3.2 Multiple Community Detection
As we constructed a linear metric for a single community, we now construct
a linear metric for sets of communities, S . The characteristics of a set of com-
munities can be summarized by internal density (Definition 7), external density
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Figure 3.2: Single Communities produced by Linearity, in red. The colored
diamonds are the (I(C); E(C)) values produced by previously
tested single community metrics. In the Karate Club and CFL
network Linearity returns a community close to conductance.
In the relativity and astrophysics network Linearity returns a
community closer to internal density. The black diamond is
the ideal community, but does not exist in these networks.
(Definition 8) and the number of communities in the set (Definition 9). A good
metric should reflect a set of community’s E(S ), I(S ), and jS j values. In particu-
lar, the metric should be optimized by the ideal set of communities andminimal
for sets of communities with poor values of E(S ), I(S ), or jS j. As with single
community metrics, we want a predictable metric for sets of communities. The
most predictable metric is linear.
Definition 13 (Linearity) Given a set of communities, S = fC1;C2; : : :g
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LINEARITY(S ) is a metric mapping S to [ 2; 1].
LINEARITY(S ) = aI(S )   bE(S )   cjS j; (3.4)
where a; b; c 2 (0; 1].
Depending on the application, communities with particular values of internal
density, external density, or size may be desired. In these cases we recommend
a polynomial expression for the metric.
Definition 14 (General Metric) Our metric for single communities in its greatest
generality:
GENERAL(S ) =
X
i=0
fi(S )I(S )i   gi(S )E(S )i   hijS ji (3.5)
Whenever creating a metric of this form it is recommended to check the level
sets for elements of unpredictability.
To maximize our linear algorithm for sets of communities, we will create a
greedy algorithm with two stages. The first is to use an adapted Louvain al-
gorithm [2] to find a partition maximizing linearity. The final stage will be to
expand each partition to include individual nodes. This algorithm is a heuristic
to maximize linearity, but runs in complexity equivalent to the Louvain Algo-
rithm.
We first state a conjecture about greedy algorithms.
Conjecture 15 (Maintaining Internal Density) Let community C have internal
density I(C) and external density E(C). If an expansion of C to include node v1 re-
sults in a decrease in internal density, ie I(C [ v1) < I(C), then expansion will only
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create a community with internal density I(C [ v1 [ v2 [ : : : [ vi) = I(C) by including
a large clique, v1; v2; : : : ; vi.
We have stated the conjecture corresponding to single communities, and a sim-
ilar conjecture exists for sets of communities. The conjecture comes from our
experience that once internal density is decreased it can rarely be increased by
a greedy algorithm. When internal density is decreased and then increased by
a greedy algorithm, a clique is involved. Improvements to internal density are
hard, improvements to external density are easy. External density can be low-
ered by incorporating more nodes into the community and minimized by in-
cluding the entire connected component containing the community. This leads
to the development of a greedy algorithm that maintains or improves internal
density, until only improvements in external density can be made. This order
of greedy algorithm is opposite the order of modularity maximization that first
minimizes external density and then tries to maximize internal density.
To adapt the Louvain Algorithm, we must show that the following property
holds:
Property 16 (Louvain Criteria) Let M be any metric, S = fC1;C2; : : :g, and commu-
nities Ci and C j have no edges between them. Let S 0 be the set of communities S , with
communities Ci and C j replaced by their union, ie S 0 = S  Ci  C j +Ci [C j, then:
M(S )  M(S 0) (3.6)
The contributions of the characteristics I(S ) and E(S ) decrease linearity by join-
ing unconnected sets of nodes. The third characteristic of our linearity metric jS j
can increase linearity by joining unconnected sets of nodes. However, we will
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limit ourselves to a, b, and c values such that overall linearity is not increased
and use the Louvain Algorithm.
To adapt the Louvain Algorithm, we could exchange the modularity metric
for the linearity metric and get a good partition. We take it one step further
and use the Conjecture 15. So far we have not set the parameters a, b, and c in
linearity. From the conjecture, the algorithm should optimize internal density
first and then external density. We begin with the parameters set to a = 1, b =
0, and c = 1jV j . Maximizing the linearity metric with these parameter values
results in a partitioning of maximal cliques. We now relax the parameter b =
b and complete the Louvain Algorithm. This will result in a partitioning of
near cliques. The process is continued, gradually increasing b and completing
the Louvain Algorithm on the new parameters. The question is when to stop
increasing b. In practice we increase b until the partitioning of the graph is the
entire graph and then retract b by one increment.
The final step of our algorithm for maximizing linearity uses the advantage
of overlapping communities. Given the partitions produced by the previous
step, we augment each partition by nodes that increase linearity. Note, because
the partition produced in the previous step was a local maximal partitioning,
no partition will be augmented to include another partition.
We now run our algorithm on four data sets and compare to known results
and modularity results. The object is to provide a preliminary analysis of the
algorithm. In depth results are provided in Chapter 5.
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Figure 3.3: Linearity for sets of communities compared to Known Solu-
tions (the black stars). Linearity produces sets of communities
with better values of internal and external density. In depth
analysis is provided in Figure: 5.1.
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Figure 3.4: The I(S ), E(S ) values produced by modularity are provided by
black squares. The linearity path is traced in red. The first seg-
ment corresponds to finding maximal cliques, the middle seg-
ments correspond to improvements in the partition due to the
Louvain Algorithm. The last segment is from expanding the
partitions to produce overlapping communities. In both cases
linearity produces sets of communities with better internal and
external density values.
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CHAPTER 4
PARALLEL COMMUNITY DETECTION
The metric based detection methods can analyze networks with on the order
of 104 nodes. For networks with more nodes, the computational time to com-
plete these methods becomes prohibitive. The Amazon network of products has
500 thousand items, the Twitter following network has 17 million people, and
the memetracker network has 96 million phrases. Analysis of these large net-
works requires a parallel algorithm. In this chapter we adapt and modify our
understanding of communities to develop an embarrassingly parallel algorithm
for community detection.
4.1 Parallel Algorithms
Here we briefly introduce the two important aspects of good parallel algo-
rithms.
Parallel algorithms take an application and divide the computational cost
into units. Each unit of computation is then assigned to a processor. The wall
clock time of an application is the time it takes from beginning the computation
to receiving an answer. The computational time is the number of processors
times the wall clock time, in other words the man hours of cpu’s. For most
applications, we are concerned with lowering the wall clock time. For parallel
algorithms, this can be achieved by increasing the number of processors used.
Ideally, if we double the number of processors, we halve the wall clock time.
This is known as perfect scalability. How close an algorithm comes to perfect
scalability is the scalability of the algorithm. The primary bottleneck prevent-
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ing perfect scalability is the communication cost between processors. In order
for one processor to finish computations, it may rely on results produced by
another processor. For a good parallel algorithm it is essential to minimize com-
munication between processors.
A common biproduct of designing an algorithm that scales well, is that the
parallel algorithm redefines howwe perceive an application. The intuitions and
techniques used for small datasets rarely scale to large datasets. Vice versa, the
intuitions and techniques needed to process large datasets rarely work on small
datasets.
We design a parallel algorithmwith these two aspects in mind. The perspec-
tive of algorithms for small networks, metric based detectionmethods, has been,
is this community a good community to include in the set of communities. Modularity
and linearity have a parameter that depends on the entire set of communities.
If we parallelize modularity maximization by placing each community on a cpu
the communication cost will be O(n2). In order for a cpu that owns one commu-
nity to modify that community, it must father information about communities
stored on all other cpus. For a good parallel algorithm we need a new perspec-
tive. The perspective we use is given a node and a set of nodes, do they belong to the
same community? There is no communication between communities necessary
for this perspective to be parallelized.
4.1.1 Previous Parallel Algorithms
There have been at least two notable parallel algorithms, Wang andHopcroft (to
appear) andMishra et al [19] with (; ) communities. They answer the question
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of given a node and a set of nodes, do they belong to the same community? Mishra et al
developed (; ) communities described in Section 1.3.1. In brief, if a node has
more links to the members of a set of nodes, than any other node outside of the
set, then the node and the set of nodes belong to a community.
4.2 Characteristics and Statistical Significance
Previously, all characteristics have been of a community to determine the
strength of a community. Now, we consider the characteristics between a node
and a set of nodes to determine the likelihood that the node and set of nodes
belong to the same community. In a social network a characteristic between a
person, n, and a set of people, C is the number of friends n has in C. In a citation
network a characteristic between a paper, n, and a set of papers, C, is number
of papers n cites in C. We name the characteristic representing the number of
connections between node, n, and set of nodes, C, to be e.
Definition 17 (Characteristic e) The characteristic e is the number of edges be-
tween a node, n, and a set, C:
e(n;C) = jE(n;C)j: (4.1)
Another chacteristic relies on the percentage of edges from n to other members
of the graph are within C. In a social network, this characteristic is the percent-
age of friends node n has that are within C. We name this characteristic p.
Definition 18 (Characteristic p) The characteristic p is the percentage of edges n
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has that lead to members of C:
p(n;C) =
jE(n;C)j
degree(n)
: (4.2)
Given more details about nodes and their connections to a set of nodes more
characteritics can be defined. In a social graph with dates of when friendships
begin, a duration characteristic reflects average time of friendship between a
node and a set of nodes. Depending on the network more characteristics may
exist. For an undirected, unweighted graph, the only two characteristics be-
tween a node, n, and a set of nodes, C, are e and p.
Given a node, n, and a set of nodes C, we would like to find the probabil-
ity that n and C belong to some larger community, C0. In particular, the two
probabilities we would like to compute are:
P(n [C  C0je(n;C))
P(n [C  C0jp(n;C))
Direct calculation of these quantities is only possible for networks where in-
ternal and external edges are created with known probability distributions. If
either of these probabilities is particularly high, we say the probability that n
and C belong to a larger community is statistically significant. We assign the
bounds at which e(n;C) and p(n;C) are statistically significant to be be and bp.
These thresholds be and bp are set by each application. We can now define the
set of nodes with a statistically significant e value to be e(C) = fnje(n;C)  beg.
Similarly, p(C) = fnjp(n;C)  bpg.
We can use the e(C) and p(C) to define some characteristics of communi-
ties.
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Definition 19 (Closed Community) A community C is closed under two condi-
tions. The first is for every node n in C, either e or p is statistically significant. The
second is that no statistically significant node in either e(C) or p(C) is not included
in C.
e(C) [ p(C) = C (4.3)
An application will set the thresholds be and bp to determine statistically signif-
icant, we use these to describe the strength of a community.
Definition 20 (Strength of a Community) The strength of a community C is a set
of bounds, fbe; bpg.
4.3 Algorithm
We would like to find all of the closed communities of a network. Given the
definition of e and p a greedy algorithm presents itself. Let us say a seed is a
set of nodes with a very high probability of belonging to the same community.
This seed can be a large clique. How to find seeds is covered in Section 4.3.2.
Given a seed, S , it may already be a closed community. If it is not closed, there
is some node, n, such that n [ S has the highest probability of being contained
in a community. We can augment the set of nodes to include n and continue in
a similar fashion until we have found a set of closed nodes. The pseudocode is
in Algorithm 4 and the algorithm for GET SEEDS is in Section 4.3.2. The rest of
this section analyzes the greedy algorithm.
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Algorithm 4: FIND ALL COMMUNITIES
Input: G = (V; E)
Seeds = GET SEEDS(G)
Communities = fg
for S 2Seeds do
while S is not closed, ie S , e(S ) [ p(S ) do
Find node n 2 S c \ (e(S ) [ p(S )) with highest probability n [ S is a
community.
S  S [ n
end while
Communities Communities [fS g
end for
return Communities
4.3.1 Correctness of Expansion
The step of augmenting the seed to include another node is the expansion step.
The algorithmwill expand to include the nodewith either themaximum e(n; S )
or p(n; S ) value. We would like to know the probability that the algorithm ex-
pands to include a node such that n and S do belong to the same community. Let
the probability of an external edge existing be drawn from the distribution PE.
Similarly, let the probability of an internal edge existing follow the distribution
PI .
Let us first consider the node, n, that has the maximum e(n; S ) value. We
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can calculate the probability that n and S belong to the some community, C:
P(n [ S  Cjnmaximizes e(n; S )) = 1  
0BBBBBB@1   jS jX
x=0
PI(X = x)PE(X < x)jV Cj
1CCCCCCA
jC S j
:
This equation can be difficult to calcuate. We now simplify the equation. If we
want the probability to grow as:
P(n [ S  Cjnmaximizes e(n; S ))  1  
 
1
2
+ a
!jC S j
:
The more nodes needed to find the closed community C, the higher the prob-
ability of selecting a node that belongs to C. The factor a controls how quickly
the probability of selecting such a node converges to 1. To satisfy this bound,
we need:
1
2
  a 
jS jX
x=0
PI(X = x)PE(X < x)jV Cj
For certain PI and PE, this may be hard to calculate a. A trick is to use a step
function to bound PjV CjE from below. The function P
jV Cj
E is monotonically in-
creasing from 0 to 1 and at y 2 (0; jS j) crosses 12 . We bound PjV CjE with the step
function. If x < y, then PE(X < x)jV Cj is bounded below by 0. If x > y, then:
PE(X < x)jV Cj  12 :
This lower bounding function can be used to find a stricter and simpler require-
ment:
1   2a 
jS jX
x=y
PI(X = x)
We calculate these values for the Binomial and Power Law Distributions in
the following sections.
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Binomial Distribution
We now presume the graph is a random binomial graph. Edges between mem-
bers of the same community exist with probability p and edges between mem-
bers of different communities exist with probability q. The number of edges
a node has into a set of nodes, S , is either represented by the random variable
B(jS j; p) or B(jS j; q), depending onwhether or not it belongs to a community con-
taining S . The binomial distributions have defined probability and cumulative
density distributions that we can use in Equation 4.4. The equation allows us
to calculate what p and qmust be for the algorithm to choose a node n with the
maximal e characteristic such that n and S belong to some community C, with
high probability.
We want to find a y and p; q 2 (0; 1) that satisfy the previously found Equa-
tion 4.4:
jS jX
x=y
PI(X = x)  1   2a:
The equation determining y is:
PE(X < y) =
1
2
1
jV Cj
:
If jS j > 20, we can approximate B(jS j; q) with a normally distributed random
variable and use standard deviations to calculate y. For graphs of the size 10z
the equation is roughly 1   10 z. For a million node network, y must be at least
5:5 standard deviations from the mean qjS j. For any network with less than a
million nodes we approximate PE(X < x)jV Cj by the step function 12 Ix>7qjS j. We
now apply y:
1   2a 
jS jX
7qjS j
PI(X = x):
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The function PI(X = x) is determined by B(jS j; p). If we set a, we can find what p
must be. If we set a to 14 , then p = 7q. The probability of choosing an n such that
n [ S is a subset of a community C is then:
P(n [ S  Cjnmaximizes e(n; S ))  1  
 
3
4
!jC S j
:
If the network contains a million nodes, 10 of which we want to find from C S ,
then with probability 94% the algorithm selects a desired node.
For small graphs the bound that the probability of edges between members
of different communities is less than 17 does not always hold. For all available
large networks, the probability of an edge between members of different com-
munities is close to 0. In these large networks requiring p  7q is reasonable.
Pareto Distribution
We now perform a similar calculation for the Pareto Distribution, a power law
distribution. An analytic solution is not possible. We provide a derivation of the
equation governing the probability of correctness and numerical solutions. The
distribution has the parameters: xm, the minimum connectivity of n to S and 
the rate of decay. For nodes not in C, the probability and cumulative density of
e(n; S ) are:
PE(X = x) =
xm
x+1
PE(X < x) = 1  
 xm
x

:
For nodes in C, we assume PI is PE shifted by . The probability and cumulative
densities for e(n; S ), where n is in S :
PI(X = x) =
(xm + )
x+1
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PI(X < x) = 1  
 xm + 
x

We limit the graph to all nodes that are connected to S . This sets xm to one. A
node that is in C is connected to S by some minimal amount, 1 + .
Given PI and PE, the equation for P(n [ S  Cjnmaximizes e(n; S )) can then
be calculated:
P( n [ S  C jnmaximizes e(n; S )) = 1  0BBBBB@1   (1 + )jV  Cj + 1
0BBBBB@1    1   1(1 + )
!jV Cj+11CCCCCA1CCCCCAjC S j :
We provide sample numerical solutions in Table 4.1. In the table, let set A be the
set of nodes connected to S , but that do not belong to a community containing
S . Let set B be the set of nodes connected to S and belong to a community
containing S . The probability P(n[S  Cjnmaximizes e(n; S )) is the probability
the expansion step picks a node from set B.
jAj jBj  P(n [ S  Cjnmaximizes e(n; S )) description
200 20 5 78% S is half of C
200 30 5 90% S is 14 of C
400 30 5 67% number of nodes doubled
200 30 2:5 63% PI shift halved
Table 4.1: The probability that the expansion step recovers a desired node
from set B.
4.3.2 Seeds
Our algorithm and probability of correctness rely on having a set S such that S
is a subset of some community C. From our analysis, the larger S is, the higher
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the probability the algorithm recovers a mojority of C. We would like to find
maximally sized seeds in a local manner. We introduce the function Br(S ) as the
set of all nodes within r hops from a node in the set S . This is called the ball of
radius r around S . We now prove a short theorem.
Theorem 4.3.1 (Size of S with diameter at most 3) Within a community, C, there
exists a subset S with diameter at most 3, and of size:
jS j  max
LC
fjB1(L) \Cjg > max
LC
jLj; (4.4)
where L is a clique within C.
Proof 21 The proof is straight forward. Let L be a clique such that L  C. Consider
the ball B1(L) \ C, ie all nodes in C that are connected to a member of L. For all
u; v 2 B1(L) \ C, let u be connected to the node nu 2 L and v be connected to the node
nv 2 L. Then a candidate shortest path between u and v is (u; nu); (nu; nv); (nv; v), a path
of length 3. Thus, B1(L) \ C has a diameter of at most 3. Since this is true for all such
balls centered around cliques within the community, it must be true for the largest such
ball.
The theorem allows us to create a local algorithm for finding seeds. We presume
that the nodes of B1(L)\C form a community in the subgraph B1(L). In practice,
we find these seeds are easy to recover from the network.
Lemma 22 (The size of a community containing two seeds) Let seeds, S 1 and
S 2 be found by Algorithm 5. Then the minimum size of a community, C, containing
both S 1 and S 2 is jCj  4max(jS 1j; jS 2j).
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Algorithm 5: GET SEEDS
Input: G
Seeds = fg
while There exists a clique of size  5 in G do
Let L be a large clique in G.
Let S be a community in the subgraph of B1(L).
Seeds Seeds [fS g
Remove all nodes in B1(L) from G
end while
return Seeds
We provide a sketch of the lemma’s proof. The proof follows from the nodes
of the two seedsmust be at least distance three apart. Additionally, for the nodes
in B1(S 1) S 1 to be included in the community, but not in S 1, kB1(S 1) S 1k  kS 1k.
Similar logic follows for nodes at each distance from the seed kS 1k. Since the
logic is independent of S 1 and applies to S 2, the maximum size of the two seeds
provides the bound for the number of nodes at each distance from a seed.
4.4 Scalability
The algorithm for finding all communities first finds all seeds and then expands
all seeds. Each step can be performed in an embarrassingly parallel manner.
Finding seeds can be run in parallel by assigning a randomly selected node
to each processor. Each processor then finds a seed containing the node. The
nodes considered by one round of seed selection are then removed from the
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graph and the processes is continued until all seeds are found.
Expanding each seed is an independent process. Each seed is assigned to a
processor and expanded until a closed community is found. The hierarchical
structure of a graph can be found by finding a larger community that is also
closed.
Analysis of the communities is not a parallel process. Future work may in-
volve how to processes the communities found and find the hierarchical struc-
ture in a parallel manner. Use of Lemma [?] will limit the number of communi-
ties that need compared for duplicity after running the parallel algorithm. For
now we find this structure in a brute force manner.
4.5 Results
Our algorithm runs quickly and efficiently. We compare the communities found
with this algorithm to others in the Chapter 5. The algorithm is named PARAL-
LEL.
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CHAPTER 5
CASE STUDIES OF NETWORKS
We have developed a family algorithms for metric based community detec-
tion. We have developed a fast and efficient parallel algorithm. We now study
the communities found by these algorithms and compare them to communities
found by existing community detection algorithms.
5.1 Known Community Comparisons
We cover in depth community detection performance on Zachary’s Karate Club
and the College Football League networks. Both have a known community
structure we can compare algorithmic results against.
5.1.1 Karate Club Network
The Karate Club Network represents a set of students belonging to a karate
club. Zachary studied the students in [22] and found that students interacted
with each other outside of the club’s practice times. In our representation the
students are the nodes and their interactions are the edges. In the course of
Zachary’s observations, the club split into two groups that wanted to practice
seperately. We consider the two groups the club split into to be the known
communities. We now compare the communities found by different detection
methods with the known communities in Figure 5.1.
Each of the detection methods produces different sets of communities, each
with its own merit. Compared to the known communities, the communities
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Known Communities Modularity Communities
Linearity Communities Parallel Communities
Metis Communities
Figure 5.1: Communities produced by the different community detection
methods, communities are marked by coloration. Linearity
produces two communities with the overlap colored in grey.
Parallel produces four communities with four nodes in black
not belonging to any community.
produced by linearity are the most similar. Linearity produces two communi-
ties with an overlap. Within the network there is a set of centerally connected
nodes, these are the ones in the overlap. Maximizing modularity produces four
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Communities From I(S ) E(S ) jS j
Known 0:25 0:13 2
Modularity 0:39 0:27 4
Linearity 0:21 0:0 2
Parallel 0:43 0:35 4
Table 5.1: Internal Density, External Density, and number of communities
for the set of communities returned by each detection method
on the Karate Club network.
communities. Two of the communities are large portions of the two known
communities. The additional two communities are more independent and near
clique like. Parallel produces four communities that are subsets of the commu-
nities produced bymaximizingmodularity. Parallel does not classify five nodes,
marked in black. These nodes have exactly two edges, each going to a different
community. These nodes do not to have a statistically strong connection to any
community.
5.1.2 College Football Network
The college football network represents the 115 collegiate football teams and
their games. The nodes are the teams and the edges represent pairs of teams that
played a game. The collegiate teams are split into divisional conferences, we
consider these to be the known communities. For the games, a team must play
nearly every member of its conference. Additionally, each team plays teams
from other conferences. If team A belongs to a conference with only a few teams,
then Amust play more teams from other conferences than a teamwithin a larger
conference. This makes large conferences easy to detect and smaller conferences
harder to detect.
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Communities From I(S ) E(S ) jS j
Known 0:75 0:36 12:0
Modularity 0:68 0:29 10:0
Linearity 0:85 0:34 13:0
Parallel 0:87 0:35 13:0
Table 5.2: Internal Density, External Density, and number of communities
for the set of communities returned by each detection method
on the CFL network.
The communities returned by different detection methods are in Figure 5.2.
There are twelve conferences and we plot each at an hour on a clock face. Each
color represents a different community. For a majority of the nodes, all detection
methods produce the same communities. The smallest conferences are located
at five o’clock and ten. Each detection method breaks these conferences up and
handles their nodes in a different way. Modularity places each node in another
conference. The nodes from the five o’clock conference are incorporated into
the six and seven o’clock conferences. Linearity and parallel create two com-
munities for the split five o’clock conference. Parallel does not classify four of
the nodes, in black, in the ten o’clock conference. These nodes do not have a
strong connection to another community. The last difference is that linearity
and parallel break the nine o’clock conference into two communities. Overall,
modularity deviated from the known communities by creating fewer communi-
ties to cover more of the edges. Linearity and parallel deviated from the known
communities by creating more and denser communities.
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Known Communities Modularity Communities
Linearity Communities Parallel Communities
Metis Communities
Figure 5.2: Different solutions produced by the different community de-
tection methods, communities are marked by coloration.
5.2 Collaboration Networks
The set of collaboration networks consists of authors as nodes and collabora-
tions as edges. We modify these networks slightly. In collaboration networks
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there are several graduate students that collaborate with only one professor. We
eliminate these nodes in a way that maintains the structure of the graph.
Definition 23 (Bridge) A bridge is an edge that replaces a low degree node connecting
two high degree nodes. If the graph has edges (i; j) and ( j; k), but not (i; k) and i; k are
nodes with degree greater than d and j is a node with degree less than or equal d, we
replace node j with a bridge connecting i and k.
There are no known solutions to the collaboration networks, but we can com-
pare the communities returned by each method. Our comparison reveals the
resolution limit of modularity. Modularity returns fewer and larger communi-
ties than our linearity and parallel methods. In particular, we can see howmod-
ularity returns communities that deviate from our understanding of a strong
community. Linearity and Parallel illuminate different community structure,
much closer to our understanding of strong communities.
5.2.1 General Relativity
Modularity produces 34 communities in the general relativity graph. It is the
smallest of the coauthor networks, but we begin to see the resolution limit of
modularity. A clear example of resolution limit is in Figure 5.3. We provide
visualizations of the largest community returned by each method. Linearity
and Parallel return several small dense and isolated communities.
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Communities From I(S ) E(S ) jS j Avg C Diameter Avg NCP
Linearity 0:33 0:05 235 3:99 0:03
Parallel 0:18 0:07 408 4:94 0:05
Modularity 0:06 0:11 34 7:15 0:09
Metis 0:19 0:50 117 4:57 0:00006
Table 5.3: Internal Density, External Density, and number of communities
for the set of communities returned by each detection method
on the astrophysics coauthor network.
Modularity Communities Metis Communities
Linearity Communities Parallel Communities
Figure 5.3: One of the smaller communities produced by Modularity with
40 nodes. Grey nodes are nodes shared by communities and
black nodes are nodes not within a community. Note the reso-
lution limit of modularity.
5.2.2 Condensed Matter
CondensedMatter is the largest of the coauthor networks. The properties found
in the relativity network are found in the condensed matter network.
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Modularity Communities Metis Communities
Linearity Communities Parallel Communities
Figure 5.4: The largest community produced by Linearity at 54 nodes.
Communities From I(S ) E(S ) jS j Avg Diameter Avg NCP
Linearity 0:42 0:22 1451 3:32 0:004
Parallel 0:17 0:36 825 3:92 0:36
Modularity 0:01 0:25 52 10:8 0:206
Metis 0:25 0:44 725 4:19 0:0008
Table 5.4: Internal Density, External Density, and number of communities
for the set of communities returned by each detection method
on the astrophysics coauthor network.
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Modularity Communities Metis Communities
Linearity Communities Parallel Communities
Parallel Subcommunities
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Figure 5.5: The largest community produced by Parallel within 10 forces at
94 nodes. Five subcommunities were created by parallel. The
core of the community has 65 nodes and I(C) = 0:22.
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Modularity Communities Metis Communities
Linearity Communities Parallel Communities
Figure 5.6: The median sized community for Modularity with 63 nodes.
Grey nodes are nodes shared by communities and black nodes
are nodes not within a community. Note the resolution limit of
modularity.
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Modularity Communities Metis Communities
Linearity Communities Parallel Communities
Figure 5.7: The largest community produced by Modularity with 234
nodes. The most discernable difference is that the wiskers con-
nected by two or fewer edges are broken off. The core of the
community has 80 nodes and an internal density of I(C) = 0:07
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Figure 5.8: The distribution of community sizes.
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Figure 5.9: The number of communities a node belongs to. Follows a
power law distribution. Comes from the degree distribution
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Figure 5.10: Condensed Matter Coauthor network. One of the smallest
communities returned by Modularity with 103 nodes.
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Figure 5.11: The number of communities a node belongs to. Follows a
power law distribution. Comes from the degree distribution.
The number of communities a node belongs to.
66
CHAPTER 6
CONCLUSION
This thesis makes three contributions. The first is a framework for compar-
ing metric based community detection methods. The other contributions are
fast community detection algorithms. The first algorithm, developed in Chapter
3, provides a reliable detection method to recover large and small communities.
The second algorithm, developed in Chapter 4, has near perfect scalability and
can analyze enormous networks. In addition to being able to detection com-
munities in large networks, it can find the complex overlapping patterns that
communities form, Chapter 5.
When these algorithms are applied to applications, in Chapter 5, a new set
of conclusions can be drawn. The first is that the number of communities a
node belongs to is selected from a power law distribution. The second is that
communities in citation networks are created by the union of previous topics.
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