A class of arity-monotonic aggregation operators, called impact functions, is proposed. This family of operators forms a theoretical framework for the so-called Producer Assessment Problem, which includes the scientometric task of fair and objective assessment of scientists using the number of citations received by their publications.
Introduction
In many areas of human activity like engineering, science, statistics, economy or social sciences, data summarization is often required for further reasoning and decision making. A kind of synthesis of all individual inputs can be achieved by an appropriate aggregation.
Aggregation operators merge several numerical values into a single, representative one. Thus, from the perspective of mathematics, aggregation operators are just projections from a multidimensional state space into a single dimension. Apart from particular applications, the theory of aggregation operators is a rapidly developing mathematical domain (we refer the reader to [1] for the recent state of the art monograph).
Most often, aggregation operators are considered for a fixed number of arguments. This might be too restrictive in some applications. We face such situation in the so-called Producer Assessment Problem (PAP) described in Sec. 3, where given alternatives are rated not only with respect to the quality of delivered items but also to their productivity. The issue of fair assessment of scientists based on the number of citations gained by their papers is the most representative instance of the PAP. The h-index proposed by J.E. Hirsch [2] is one of the most widely known tools used in this domain. This is the reason why aggregation operators defined for arbitrary number of arguments are of interest.
The paper is organized as follows. In Sec. 2 we present the conventional notation used throughout the article and recall some general information on aggregation functions and possibility measures. In Sec. 3 we describe the class of impact functions which form a model for the Producer Assessment Problem. Also we present some basic properties of impact functions.
Then, in Sec. 4, we study a class of aggregation operators, called the Sstatistics [3, 4] . These functions generalize the Ordered Weighted Maximum (OWMax) and the h-index.
In Sec. 5 we analyze the behavior of impact functions from a dynamic perspective, in which two possible situations are taken into consideration. Firstly, some of the elements of the input vector may be likely to increase their values, e.g. when papers gain more citations. Secondly, we may also be faced with rightcensored data, e.g. when we gather bibliometric records from databases that do not cover the whole spectrum of journals, i.e. that underestimate the true number of citations. In both cases we are interested in predicting the effects of input vector alteration on the impact function's output value. Here we utilize possibility theory to express this kind of uncertainty. Our results are then illustrated in Sec. 6 . Finally, Sec. 7 summarizes the paper.
Preliminaries

Basic notation
Let I = [a, b] denote any nonempty closed interval of extended real numbers R = [−∞, ∞]. The family of all subsets of I will be denoted by P(I). Unless stated otherwise, n, m ∈ N. We assume that N 0 = {0, 1, 2, . . . } denotes the set of all nonnegative integers while [n] = {1, 2, . . . , n}.
Given any x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ I n , we write x ≤ y iff (∀i ∈ [n]) x i ≤ y i . Similarly, we say that x < y when x ≤ y and x y. Additionally, x y iff there exists a permutation σ of [n] such that (x 1 , . . . , x n ) = (y σ(1) , . . . , y σ(n) ).
Let x (i) denote the ith-smallest value of x = (x 1 , . . . , x n ) and (n * x) the n-tuple (x, x, . . . , x) ∈ I n . The set of all vectors of arbitrary length with elements in I, i.e. ∞ n=1 I n , will be denoted by I 1,2,... . For any x ∈ I n , y ∈ I m and any function g defined on I n+m the notation g(x, y) stands for g(x 1 , . . . , x n , y 1 , . . . , y m ).
Aggregation functions
To establish a point of reference for further discussion, let us first recall the notion of the aggregation function extended to any number of arguments. Here is the definition given in [1] . Note that much more restrictive sine qua non conditions were proposed by Calvo et al [5, 6] by means of so-called α-and β-orderings.
From now on, let E(I) denote the family of all aggregation operators in I 1,2,... , i.e. all the functions from I 1,2,... toR. This description reflects the very general idea of data summarization/synthesis mentioned in the Introduction. Definition 1. An (extended) aggregation function in I 1,2,... is any function A ∈ E(I) such that for any n (A1) is nondecreasing in each variable, i.e. (∀x, y ∈ I n ) x ≤ y ⇒ A(x) ≤ A(y), (A2) fulfills the lower boundary condition: inf x∈I n A(x) = a, (A3) fulfills the upper boundary condition: sup x∈I n A(x) = b.
Typical examples of aggregation functions are: the sample minimum, maximum, arithmetic mean, median, Bonferroni mean [7] , OWA [8] and OWMax [9] operators. On the other hand, the sample size, sum or any constant function generally are not aggregation functions in the sense of Def. 1.
It is worth noting that axioms (A1) and (A2) imply A(n * a) = a. We also have A(n * b) = b by (A1) and (A3).
The set of all extended aggregation functions in I 1,2,... will be denoted by E A (I).
Possibility theory
Let us recall here some definitions and concepts relevant to fuzzy measures that will be useful in further considerations.
Possibility theory is one of the formal representations of uncertainty. It may be used to describe the knowledge of an agent about the value of some quantity ranging on I; some states may be marked on a scale with "impossible" state on one side and "normal" or "unsurprising" on the other.
Definition 3.
A fuzzy measure Pos is called a possibility measure iff for any family {A k ∈ P(I) : k ∈ K} and an arbitrary index set K,
With each possibility measure Pos we may associate another fuzzy measure Nec, called necessity measure, defined by
where A ∈ P(I) andĀ denotes the complement of A. It may be shown that for every A ∈ P(I) and for any possibility measure Pos with the associated necessity measure Nec the following relations hold:
Moreover, every possibility measure Pos is uniquely determined by a possibility distribution π : I → [0, 1], i.e. for any A ∈ P(I)
The possibility distribution plays a central role in possibility theory. It represents the knowledge distinguishing what is plausible from what is surprising, e.g. π(x) = 0 means that x is considered impossible, while π(x) = 1 means that x is totally possible. For more details concerning possibility theory, further references and other representations of uncertainty the reader is referred e.g. to [10, 11, 12, 13, 14] .
Impact functions and their properties
The Producer Assessment Problem
Consider a producer (e.g. a writer, scientist, artist, craftsman) and a nonempty set of his products (e.g. books, papers, works, goods). Suppose that each product is given a rating (of quality, popularity, etc.) which is a single number in I = [a, b], where a denotes the lowest admissible valuation. Some typical examples of such situation are listed in Table 1 . It is clear that each possible state of producer's activity can be described by a point in I 1,2,... . The Producer Assessment Problem (or PAP for short) involves constructing and analyzing aggregation operators which can be used for rating producers [4] . A family of such functions should take into account the two following aspects of producer's quality:
• the ability to make highly-rated products,
• overall productivity.
Clearly, the first component can be properly described by a very broad class of (extended) aggregation functions (Def. 1). However, note that any two restrictions A| I n and A| I m of an extended aggregation function A, where n m, are generally not necessarily related. Formally, we say that the family E A (I) is arity-free, i.e. (∀n m) (∀f (n) ∈ E A (I)| I n ) it holds
As stated above, in practice we are also interested in distinguishing between entities of different productivities. Therefore, we need some sine qua non requirements which should be satisfied by such assessing functions.
Impact functions
Consider the following definition. Its slightly modified version was given in [4] . 
Conditions (I1) and (I4) correspond to the principle called "the more the better", which is justified in many practical instances of the PAP. According to (I5) each product is of equal importance and the overall rating is not affected by the presentation order of the products.
Such formal model given for the PAP allows us to abstract from its contextdependent interpretation (to avoid any bias) and focus solely on the analysis of its mathematical properties.
The family of all impact functions will be denoted by E I (I). Note that the set of requirements given in Def. 4 is similar to the axiomatization proposed by Woeginger [15, 16] for the so-called bibliometric impact indices (for other axiomatizations see [17, 18, 19, 20] ).
It should be stressed that impact functions are not necessarily extended aggregation functions (in the sense of Def. 1), because axioms (A2) and (A3) are replaced by their weaker forms (I2), (I3), respectively. For example, (A3) in conjunction with (I1), (I4), (I5) yields (∀x
. . , x n ) = b, which generally is not a desirable property.
Moreover, (I1), (I4) and the closedness of I imply that (I2) is equivalent to the condition J(a) = a, and (I3) holds iff lim n→∞ J(n * b) = b.
Alternative definition
From now on, let P (I1) stand for the family of nondecreasing functions (i.e. functions satisfying axiom (I1) in Def. 4), P (I2) denote the functions fulfilling (I2), and so on. For example,
Consider the following relation on I 1,2,... which will be needed in further discussions. For any x ∈ I n and y ∈ I m x y ⇐⇒ n ≤ m and
Of course, is a partial order. Moreover, we write x y if x y and x y.
The following result is very important when considering the class of impact functions.
and take any x y, x ∈ I n , y ∈ I m . We consider two cases.
(a) n = m.
. . , y (m−n+1) ) ∈ I n . By (I1) and (I5) we have F(x) ≤ F(y ) and by (I4) F(y ) ≤ F(y).
(⇐) Take any σ, σ ∈ S [n] and x ∈ I n . We have (x σ(1) , . . . ,
, . . . , x σ (n) ) and hence F is symmetric (axiom (I5)). Now, take any x, y ∈ I n such that x ≤ y. As x ≤ y implies that x y, we have F(x) ≤ F(y) and so F is nondecreasing in each variable (axiom (I1)).
Lastly, for all x ∈ I n and any y ∈ I m , (x) (x, y), hence F(x) ≤ F(x, y). Therefore F is arity-monotonic (axiom (I4)) and the proof is complete. Therefore, the class of impact functions is equivalent to the set of orderpreserving maps (morphisms) from the partially ordered set I 1,2,... , to (R, ≤) that fulfill (I2) and (I3).
Basic properties
Axiomatic modeling in decision making dates back to Finetti [21] , von Neumann and Morgenstern [22] , Arrow [23] (impossibility theorem in the problem of social states ordering) and May [24] (group decision functions).
Formally, a property P of functions in E(I) is an appropriate subset of E(I). Below we discuss some basic properties which may be useful to describe the behavioral aspects of aggregation operators. Some of them are desirable in particular instances of the PAP.
It can sometimes be justifiable to treat a = min I as the "minimal admissible quality". Then adding new products with such rating should not affect the overall ranking (such elements are treated as negligible). By formalizing this idea we obtain the following property.
The family of a-insensitive functions will be denoted P (a0) . By Def. 4 we get
The above property may be strengthened as follows.
Definition 7.
We say that a function
The family of F-insensitive aggregation operators will be denoted by P (F0) . Note that if F ∈ E I (I) then F ∈ P (F0) iff (∀x ∈ I 1,2,... ) F(x, F(x)) = F(x). We may also see that P (F0) ⊆ P (a0) .
On the other hand, in some applications it would be admissible that the function is sensitive for the addition of elements greater that F(x).
The family of F+sensitive functions will be denoted by P (F+) . For certain aggregation operators such a vector x may exist that any increment of the values of its coordinates never results in a change of the aggregator's output. We say then that such operator is saturated at x. In this case only the addition (concatenation) of elements to x may increase the output value. Here is a formal definition of a saturable operator.
Definition 9. We say that a function
S-statistics
In this section we present a particular family of aggregation operators, called S-statistics (or ordered conditional maximum). We then show which S-statistics are impact functions and in which cases the above-proposed properties are fulfilled.
For a different example of such analysis, we refer the reader to [4] , where the class of L-statistics (or ordered linear combination), which generalize the ordered weighted averaging operator (OWA), is also considered.
Definition 10.
A triangle of coefficients (compare [5, 6] ) is a sequence = (c i,n ∈ I : i ∈ [n], n ∈ N).
Note that such object can be represented graphically by
Definition 11. The S-statistic associated with a triangle of coefficients = (c i,n ∈ I : i ∈ [n], n ∈ N) is a function S ∈ E(I) such that
for x = (x 1 , . . . , x n ) ∈ I 1,2,... , where ∨ and ∧ denote the supremum (and hence the name) and infimum operators, respectively.
Without loss of generality we assume further on that (∀n) c 1,n ≤ c 2,n ≤ · · · ≤ c n,n . Actually, because if
The ordered weighted maximum operator (OWMax) defined for a fixed n, I = [0, 1] and such that n i=1 c i,n = 1 is an example of a function S | I n . It was first introduced in [9] .
This extension of the OWMax operator to arbitrary number of arguments is analogous to the construction in [6, 25] done for OWA. For some general OWA operator weights construction methods see e.g. [26, 27] .
The class of S-statistics was introduced in [4] as the ordered conditional maximum (OCM) operator. Some of its basic statistical properties were examined in [3] . For instance, it turns out that for random input data (continuous i.i.d. random variables) the distribution of an S-statistic is asymptotically normal.
It is worth noting that S-statistics generalize the well-known Hirsch h-index mainly used in the field of scientometrics. This index was originally defined in [2] for input vectors with elements in N 0 as a function H such that
where we assume that x (n+1) = x (n) . The h-index was proposed as a method of assessing the scientific merit of individual researchers by means of the number of citations received by their scientific papers. It quickly received much attention in the academic community [28, 29] . Its popularity possibly arose from an appealing interpretation: the author of n papers has h-index of, say H, if H of his papers gained at least H, while the remaining n − H papers -at most H citations. Interestingly, a similar object was defined earlier in the context of Bonferroni-type multiple significance testing (see e.g. [30] ).
For the expression of the h-index as a Sugeno integral (for more details compare [1] ) of some function with respect to a fuzzy counting measure see [31] . The next proposition is inspired by this result. Let = (c i,n ) i∈[n],n∈N be the triangle of coefficients which may be represented graphically as follows. Proof. Let H = max{i :
Proof. (⇐) Trivial.
(⇒) Assume conversely. Let k be such that c k < c k . Take any x (k * c k , (n−k) * a). As c, c are nondecreasing, we have
Therefore the proof is complete.
Additionally, it is easily seen that we have equality at the left side of (6) iff (∀k ∈ [n]) c k = c k .
. Then for any = (c i,n ) i∈[n],n∈N , c i,n ∈ I such that c i,n ≤ c j,n for i ≤ j we have a) S ∈ E A (I) iff (∀n) c n,n = b, b) S ∈ E I (I) iff (∀n) (∀i ∈ [n]) c i,n+1 ≥ c i,n ≥ a and lim n→∞ c n,n = b.
We omit the simple proof, which bases on the previous lemma and the fact that for arbitrary always S ∈ P (I1) ∩ P (I5) .
We now characterize the S-statistics fulfilling the properties given in the previous section.
Proposition 15. For any I = [a, b] and any = (c i,n ) i∈[n],n∈N , c i,n ≤ c j,n for i ≤ j, such that S ∈ E I (I), the following holds:
Sketch of the proof. a) It follows from the remark to Lemma 13. b) Let us fix n. We should only show that (∀i ∈ [n]) i j=1 c j,n = i j=1 c j,n+1 implies S ∈ P (s−) . Let S (x) = c j,n ∧ x (n− j+1) for some j. But as S (x) ≤ x (n− j+1) and
c) Let us fix n and let c j,n = i∈[n],c i,n <b c i,n for some j ∈ [n]. Take x = (n * c j,n ). Then for any ε > 0 S (x, c j,n + ε) > c j,n = S (x) iff c 1,n+1 > c j,n . Now take any y ∈ I n . Let S (y) = c j,n ∧ y (n− j+1) for some j. Then c j,n ∧ y (n− j+1) < c 1,n+1 ∧ ((c j,n ∧ y (n− j+1) ) + ε).
d) S (n * c n,n ) = c n,n and (∀y ∈ I n : y > (n * c n,n )) S (y) = c n,n . There exists z ∈ I n+1 such that F(z) > F(x) iff b > c j,n+1 > c n,n for some j ∈ [n + 1] (z = ((n + 1) * c j,n+1 )). But c i,n+1 ≤ c j,n+1 for i ≤ j so it holds iff c n+1,n+1 > c n,n , and the proof is complete.
For example, the generalized h-index, S , is clearly an F-insensitive and saturable impact function.
Moreover, the only S ∈ E I (I) which is both F-insensitive and F+sensitive is equivalent to the sample maximum (x (n) ). This is because for F-insensitive Sstatistics we have c 1,n = c 1,m for all n < m. However, F+sensitivity requires that when c 1,n < b, then it should increase at c 1,m . Therefore c 1,n = b for any n. This indicates that the two properties together are too restrictive.
Quality assessment in the dynamic perspective
Motivation
In this section we discuss a problem strongly related to "the more the better" principle of the PAP. To be more illustrative let us focus our attention on the scientometric interpretation (Table 1 .A).
The problem is twofold. Firstly, perfect knowledge of the author's publications and number of their citations is assumed. In practice we gather bibliometric data from large databases, such as Thomson Web of Science, Elsevier Scopus or Google Scholar (see e.g. [32, 33] ). The coverage of digital libraries is limited, so in most cases we are dealing with right-censored data (see [29] for discussion). In other words, the true number of citations received by a paper is at least equal to the value obtained from a given database.
Secondly, citations are merely an indicator of a paper's quality as actually perceived by the scientific community. Every paper, even the most influential one, has its initial number of citations equal to 0. That number grows as the work is recognized to be valuable (for some attempts to construct theories of citations in the social sciences see e.g. [34, 35, 36] ). Note that the acceptance of a paper for publication only expresses the fact this contribution meets at least some minimal journal standards.
Therefore, we may say that the process of publishing and citing in its very nature is dynamic, i.e. an input vector x shows only the current state of the producer and not its overall capability/potential. This state is very likely to change in the future as he publishes more works and his papers gain more citations. This process itself is always accumulative as the states x (1) , x (2) , . . . in consecutive time intervals form a chain w.r.t. the relation , that is x . . . . Suppose someone described by x is applying for an academic tenure and he should determine his current impact F(x) for some F ∈ E I (I). Can he be sure that his rating is not about to increase shortly, due to the fact that some new papers citing his work will have been published before his application will be considered?
On the other hand, in case of saturable impact functions, the real values of input vector coordinates are sometimes ignored. Consider S (discussed in Prop. 12) and I = [0, ∞]. The function value of S (x) = 4 may be obtained for uncountably many x ∈ I 4 : we have S (x) = 4 iff x (n−3) ≥ 4. However, it is not a sufficient condition for S (x, 5) = 5.
For another illustration let us consider the two vectors:
x = (4, 4, 4, 4, 0, 0, 0, 0), and y = (9, 8, 7, 6, 4, 4, 3, 1) .
In both cases we have S (x) = S (y) = 4. However, not much is needed to increase S (y) even to 6 (actually, some increments of y (3) and y (4) or appropriate element additions are only necessary).
Generally, given an impact function F ∈ E I (I) and a vector x ∈ I n we may try to raise the value of F(x) < b either by o1) increasing the value of some of the elements of x, i.e. finding y ∈ I n such that F(x + y) > F(x), or o2) adding (concatenating) some elements to x, i.e. finding z ∈ I m such that F(x, z) > F(x), or o3) increasing the value of some of the elements and adding other elements simultaneously, i.e. finding y ∈ I n and z ∈ I m such that F(x + y , z ) > F(x).
In each case some effort/cost (e.g. a publication of another paper, a marketing campaign) is required to improve the rating of the producer described by x. However, one should be aware that there are impact functions and input vectors for which some of the above-mentioned actions do not result in the desired rating improvement. For example, in case of (o1), if F is saturable such y may sometimes not exist.
Effort-measurable functions
In this paragraph we distinguish a class of aggregation operators, called effortmeasurable functions and its subclass, effort-dominable functions. Then we propose some general methods of creating possibility distributions that can help to describe how the aggregation operator's output value is likely to change when the above-mentioned operations (o1)-(o3) are applied to an input vector.
Let
(Note that, technically, in the level set we should retain only the elements that are unique w.r.t. the relation to avoid ambiguities.)
, is a partially ordered set with a least element.
In other words, F ∈ P (em) iff F −1 [v] , is a bounded semi-lattice for all v ∈ V F . Not all impact functions are effort-measurable. For example, some L-statistics, i.e. aggregation operators of the form L (x) = n i=1 c i,n x (n−i+1) , such that L ∈ E I (I), do not belong to P (em) .
Let us denote the least element of
. Moreover, let M F denote the set of all least elements corresponding to level sets for all v, i.e.
For example, consider the impact function Max(x) = x (n) . We have Max
Definition 17. We say that an effort-measurable function F is effort-dominable (denoted as F ∈ P (ed) ) iff (M F , ) is a chain.
Every effort-dominable function F ∈ P (ed) may be defined as follows. For any x ∈ I 1,2,...
For example, the r p -indices discussed in [37, 38] are effort-dominable. Their definition will be recalled in Sec. 6, see (8) .
Of course, not all effort-measurable functions are effort-dominable, e.g.
Now we turn back to our exemplary class of functions. We check which of the S-statistics are effort-dominable and effort measurable.
. Then the following conditions are equivalent: a) given any n and k = min{i : c i,n = c n,n } we have (∀i < k) c i,n+1 = c i,n and
(c ⇒ a) Please note that for any effort-measurable operator S ∈ E I (I) we
By Theorem 14, c i,n ≤ c i,m < v ≤ c k,n . However, considering any v ∈ V S , this statement implies c i,n = c i,m for i < min{ j : c j,n = c n,n } and the proof is complete.
Moreover, this result implies that S ∈ P (a0) ⇒ S ∈ P (ed) .
Possibilistic approach
The modeling of complex processes underlying the changes of products' ratings can hardly be described by stochastic methods, even if we accept drastic simplifications and idealizations. Hence, we should try to develop approximate methods that can help to answer the question: Which input vectors are more likely to entail greater impact function values?
Thus our final goal is to establish a framework for some qualitative possibility relations between values of the impact function under study for different input data. Such possibility distribution functions might be useful for comparing the effects of increment and/or addition of elements on the aggregation operator's value.
Definition 19. An impact possibility distribution for an effort-measurable function F ∈ P (em) is a mapping π F : I 1,2,... ×R → [0, 1] such that for any x ∈ I 1,2,... the following conditions hold:
The first condition states that the actual rating F(x) is obviously fully possible. Secondly, due to the accumulative nature of particular production-rating processes of concern, the values smaller that the actual one can not be obtained. The last two conditions ensure monotonicity with respect to input vectors and the relation in (c), and, on the other hand, the output values of the impact function F and the standard ordering of reals in (d).
Further on we will write π F,x (v) instead of π F (x; v) for convenience. It might be seen easily that if F ∈ P (ed) then π F,x is non-increasing on Supp
Below we suggest two general methods for constructing impact possibility distributions.
Prediction based on effort metrics
The first method may be applied for effort-measurable functions. It is based on calculation of quasi-distances between an input vector x and the least elements of
Definition 20. We say that a function d : I 1,2,... × I 1,2,... →R is an effort metric for an effort-measurable function F ∈ P (em) if and only if for any x, y, z ∈ I 1,2,...
Effort metrics may be used to express numerically the intuitive idea of the cost required to upgrade one input vector to another by means of the operations (o1)-(o3).
Each effort metric d is a quasi-metric. This is because it is non-negative, it satisfies the triangle inequality and d(x, x) = 0. 
An example of prediction based on such construction will be considered in the next section.
Prediction based on exploring sets
The second approach utilizes a parameterized class D q : q ∈ [0, 1] that consists of effort-dominable functions, that is D q ∈ P (ed) for any q ∈ [0, 1]. This very general method is applicable to impact functions which often ignore full information (e.g. saturable aggregation operators).
Intuitively, the functions in the exploring set require the same or even less effort to reach given impact rating v than F. Note that if q ≤ q then D q (x) ≥ D q (x). This fact may be used to derive an immediate proof of the following proposition.
is an exploring set for F ∈ P (ed) , and
is an impact possibility distribution for F.
Examples
In this section we illustrate two prediction methods introduced above in a typical real-life PAP. Our data set consists of three vectors listed in Table 2 representing the number of citations of papers written by Polish computer scientists, Prof. A with n A = 19 publications, Prof. B with n B = 29 and Prof. C with n C = 18 publications (the citation data were gathered from Scopus on January 20, 2009, and the names of the authors were intentionally masked).
Thus our PAP concerns scientists considered as producers and publications treated as their products (see Table 1A ). Finally, the effort-dominable S operator discussed in Prop. 12, i.e. the generalized Hirsch index, is considered as a rating method. Assume that I = [0, ∞]. From the first glance at the Table 2 it is clear that the outputs of our three authors differ. However, S (x A ) = S (x B ) = S (x C ) = 7 so our aggregation operator does not discriminate between them.
Note that the least element of S −1 [v] , i.e. µ v is equal to ( v * v) (compare the proof of Prop. 18), where v = min{n ∈ Z : n ≥ v} denotes the ceiling function. That is just 7 items with rating 7 in the input vector x are sufficient to obtain S (x) = 7.
Below we present two examples. It should be stressed here that the choice of appropriate effort metrics or exploring sets is always dependent on the context. Some more formal approach to the topic deserves consideration in further research.
Example 1: Prediction based on an effort metric
Let us consider the following exemplary effort metric. For
Also, let g 1 (v) = (0 ∨ 1 − v/22) (some non-increasing function). Thus we may obtain, by Prop. 21, an impact possibility distribution associated with d * . Of course, the choice of d * and g 1 here is somehow arbitrary. As we suggested above, the development of some general effort metrics construction methods is left for further research. The impact possibility distributions for each of our three authors are given in Figure 1 . We may easily conclude that, in this case, the author B is more plausible to reach a greater impact function value than the others.
Example 2: Prediction based on an exploring set
Consider a family of r p -indices proposed in [37] . The r p -index for p ≥ 1 is defined as follows r p (x) = max r : (∀i = 1, . . . , r ) (r p − (i − 1)
One can find its limit as r ∞ ≡ S . It follows directly from the definition that it is an effort-dominable impact function for each p. Moreover (as shown in [37] ), r p (x) ≤ r q (x) for any 1 ≤ q ≤ p. This illustration is equivalent to the one given in [38] . It can be shown that, e.g., D * = {r 2−2 1/q : q ∈ [0, 1]} is an exploring set for S . It has a nice property that if r 1 (x) = r ∞ (x) then the impact possibility distribution π S ,x associated with D * is a function given by (see [38] for the proof) After introductory considerations we focused on an important problem related to some instances of the PAP: the impreciseness and changeability of input data. We proposed a possibilistic approach which may help to make predictions on likely future input vector ratings. The suggested impact possibility distributions have an intuitive graphical interpretation and may be easily applied for comparing different state vectors.
All tools proposed in this paper may support the decision process and hence be useful in many areas, e.g. in scientometrics, marketing, management, etc. The proposed impact possibility distributions may for example be recommended as a complement to the Hirsch index.
However, many questions related to impact functions and the proposed prediction methods are still open. For example, the prediction based on the effort metrics may take into account different weights attributed to particular products, e.g. when it is much easier to increase the rating of a "good" product than of the "worse" one or when the costs required for getting a new product seem to be higher than those needed for the improvement of an existing one.
On the other hand, the prediction based on the exploring sets enables a precise requirement specification for each stage of the improvement process. It might be of special interest if the impact function under study takes a countable number of values only.
Of course, the choice of appropriate exploring sets or effort metrics is always dependent on the context or application of concern. However, some more formal, property-based approach to the topic deserves consideration in further research. Moreover, we still lack some general S-statistics coefficient triangles construction methods. For related work on OWA and similar operators compare e.g. [26, 39, 27, 40] .
