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Two methods are presented for the experimental determination of 2D implanted ion distribution resulting from implantations 
with a line source into amorphous targets. It is shown that the relation between the 2D distribution and the depth profiles resulting 
from tilted angle implantations is described by the Radon transformation. The inverse transformation has been applied to accurately 
measured epth profiles. The first method uses a digitization of the 2D distribution and the second method uses a parameterized 
function for the 2D distribution. The methods are tested for a 400 keV boron implantation in an amorphous layer of silicon. The 
experimental obtained 2D distributions are compared with a TRIM Monte Carlo simulation. A good agreement between experiment 
and simulation is observed. 
1. Introduction 
When an ion penetrates a substrate it will lose its 
energy through collisions with substrate atoms and in- 
teractions with the substrate electrons. Finally the ion 
comes to rest. The depth probability distribution of the 
ions can be described with a distribution function. 
Originally a Gaussian distribution function was used, 
which only needs two moments. These are the mean 
projected range and the projected range straggle (stan- 
dard deviation). Today it is well established that for a 
realistic description of depth probability distributions 
four moments must be taken into account. For this 
purpose the Pearson IV distribution is commonly used 
PI. 
One of the first models including lateral spread was 
presented by Furukawa in 1972 [l]. It is based on the 
statistical distribution function f( y, x) of a line source, 
with y the vertical coordinate (perpendicular to the 
surface) and x the lateral coordinate. Furukawa used a 
2D Gaussian function for f(r, x), which may be writ- 
ten as: 
f(v, x) =gauss(y) gauss(x). (1) 
The moments of this 2D distribution function may be 
obtained either by theory [l] or by experiment [2-41. 
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The methods for experimental determination of the 
moments are generally based on implantations in tilted 
targets. The projected range straggle of the 1D profiles 
of the tilted implants are related to the standard devia- 
tions in the 2D distribution function. 
Results of Monte Carlo simulations deviate very 
much from the 2D Gaussian distribution function [5]. A 
more general 2D distribution function may be written 
as: 
f(Y, x) =fd&).L(x~ m(u)), (2) 
where ft,(y, x) is a lateral distribution function with 
moments m that depend on the depth y. j&(y) is a 
proper depth distribution function. 
In this paper a novel method is introduced to experi- 
mentally determine the 2D distribution function 
f(y, x). The method is based on several tilted beam 
implants. It will be shown that the relation between 
f(y, x) and depth profiles of tilted implants is de- 
scribed by the Radon transformation. This transforma- 
tion occurs when measured data have the form of line 
integrals of the spatial distribution of a physical prop- 
erty [6]. Calculations of the inverse transformation gives 
the desired 2D distribution function. 
In section 2 the relation between the 2D distribution 
function and depth profiles of tilted beam implants will 
be derived. In section 3 two methods to perform the 
inverse transformation will be discussed. In section 4 a 
Monte Carlo simulation of a 2D distribution function is 
discussed, which is used as a test case. In section 5 the 
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experimental setup is discussed. In section 6 experimen- depth 
tal results of a 400 keV boron implant are presented. 
It 
Finally in section 7 the conclusions are drawn. 
2. The relation between the 2D distribution function aud 
1D profiles 
A line source results in a 2 dimensional distribution 
lateral 
-+ 
C&y, x), where y is the depth in the substrate and x 
is the lateral distance from the beam. See fig. 1, where 
contours are drawn of C&y, x) for a beam thickness 
d[ + 0. This 2D distribution can be used to construct 
depth profiles resulting from tilted implants. These 
depth profiles can be measured with analysis methods 
such as SIMS. In this section the relation between the 
2D distribution and the measurable depth profiles will 
be derived. First a proper definition of a 2D distribu- 
tion function C&y, x) is needed. 
In order to define C&y, x), the ion distribution 
will be calculated of an implantation with a small beam 
width d[. The number of ions per unit length, passing 
the surface is: 
N, d4, (3) 
where N, is the implantation dose in ions/cm3 and d[ 
is the beam width in cm. The number of ions per unit 
length NY,X, ending up in a square at position y, x is 
then given by: 
NY,* = N, dG,(y, x) dy dx, (4) 
where: dy, dx are the sides in cm and C&y, x) is a 
probability distribution function in cm-‘. 
The implantation into a tilted substrate can now be 
calculated as a summation over shifted responses as 
shown in fig. 2a. Mathematically this can be formulated 
as a line integral as shown in fig. 2b. The number of 
ions per unit length Nd at a depth d, ending up in a 
square with sides dx and dy is then given by: 
Nd=NocosBdxdy 
X J co CzD(d/cos 0-t sin 8, 5 cos 0) d5, (5) -m 
Fig. 1. Contours of 2D distribution resulting from a Line 
Source with a beam width d[ * 0. The ions enter the target at 
the position indicated by the arrow. 
C,,(d) = N, COS 6 
where 19 is the tilt angle and N, cos 0 is the effective 
dose. To obtain a measurable quantity, Nd has to be 
divided by the square size. Then the concentration C,, 
in ions/cm3 as a function of the measurement depth d 
is obtained. 
X 
/ 
m C20(d/cos 8-t sin 8, .$ cos 0) d.$. 
-cc 
(6) 
If this transformation is normalized with respect to the 
effective dose, a pure line integral is obtained. 
p(d) =jm c,,(d/cos S-5 sin 8, 6 cos 0) dE. (7) 
--m 
This integral is known as the projection integral or 
Radon transformation [6] and occurs in many other 
situations as for instance Computerized Tomography 
(CT). In accordance with the literature concerning pro- 
jections and their reconstructions, the measurable pro- 
files p(d) will be called projections. 
Some limitations on the availability of measured 
projections exist. First, not a complete range of angles 
can be obtained. If the tilt angle is near 90” the back 
scattering of implanted ions will be very significant, 
especially if the mass of the impinging ion is lower then 
the mass of the target atom. This effect causes the line 
a b 
bevel angle 0 
measuremnt 
depth d 
Fig. 2. a) Shifted Line Source Responses in a bevelled target. b) The resulting 1D depth profile is obtained with line integrals. 
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integral to be invalid near the surface. Second for every 
angle unequal to 0 ’ a part of C,, falls outside the 
integration area, i.e. the profiles are truncated by the 
surface. The shaded area in fig. 2b illustrates this part 
for a certain angle. These limitations constrain the 
choice of available reconstruction algorithms and limits 
the application of the technique to cases where the 
implantation energy is high. The reconstruction meth- 
odology is introduced in the next section. 
3. Introduction to reconstruction techniques 
In general three methods can be distinguished for 
image reconstruction from projections: a) Transform 
methods, b) algebraic reconstruction techniques (ART) 
and c) nonlinear optimization techniques (NOT). Trans- 
form methods are based on Fourier transformations of 
the projection integral. However this method is not 
suitable for the purpose of 2D profiling for two reasons 
[6]. First an equidistant sampling of data is needed over 
the complete ranges both in depth and angle. The 
implantation experiments cannot directly fulfill these 
demands. Second the 2D profile has a very steep flank 
(high contrast image). This will cause alliasing and 
overshoot problems. Because of these problems the 
transform methods are not considered here. In this 
section only the ART and NOT methods are discussed. 
3.1. Algebraic reconstruction techniques (ART) 
3.1.1. General 
In ref. [7] a detailed review of algebraic reconstruc- 
tion techniques is presented. To give some idea of the 
basic principal, this subsection summarizes the applica- 
tion of the ART approach to the reconstruction prob- 
lem with emphasis on our application. In the next 
subsection refinements to this basic approach will be 
discussed. The fundamental model in the ART ap- 
proach to the image reconstruction problem is for- 
mulated in the following way: A Cartesian grid of 
square picture elements, called pixels, is introduced into 
the region of interest so that it covers the whole picture 
which has to be reconstructed. The pixels are numbered 
in some manner, say from 1 (top left comer pixel) to n 
(bottom right comer pixel), see fig. 3. For the jth pixel 
a value cI is assumed. On this grid the 2D image is 
represented with a set of basis function { b,(y, x)};=,, 
The digitization of the 2D image is then given by: 
Let (F,)Z”,, be a set of linear and continuous function- 
als which assigns to any image C&v, x) a real number 
F,C. In our case, F,C is the line integral (7) of C,,(y, x) 
Fig. 3. Discretization of the 2D distribution to obtain a 
numerical line integration. 
at a certain depth with a certain angle. Now if pi is the 
measured value for lF,C we may write 
pizF,C=Fi~= i c,F,b,(y, x)= i c-a. J rj’ (9) 
j=l J=l 
where aij = Fibj( y, x). For the case that the basis 
function b, is 1 if it belongs to the jth element and 0 
elsewhere, the coefficient aij is the length of intersec- 
tion of the i th line integral with the jth pixel. In matrix 
notation (9) may be written as 
p=h. (W 
where 
P’ is the measurement vector, with dimension m (m 
line integrals). 
: 
is the image vector, with the dimension n (n pixels). 
is the projection matrix, with dimension m x n 
The reconstruction problem is now defined as find- 
ing an image vector c which reproduces the measure- 
ments p. The system of equations obtained is some- 
times under determined due to a lack of information, 
often it is greatly over determined in which case it is 
most probably inconsistent (i.e. there does not exist a 
solution in the ordinary sense c = A-’ .p). Moreover, 
we might have reason to believe that the exact algebraic 
solution of the system, even if it would exist and we 
could compute it accurately, is no more desirable in 
terms of the reconstruction problem than some other, 
differently defined, “solution”. Such a belief may stem 
from evidence about measurement inaccuracy or noise 
corruption of data and the fact that the original prob- 
lem has undergone discretization. The solution tech- 
niques which are developed in view of this special 
features of the system at hand are classified as row 
action methods. These are iterative solution procedures. 
An iteration process starts with an initial approxima- 
tion co to the image vector c. In an iterative step, the 
current iterate ck is corrected to a new iterate ck+i by 
taking into account only a single line integral, say the 
i th, and changing only the image values of the pixels 
which intersect this line integral. The discrepancy be- 
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tween the measurement yi and the pseudo-projection 
data 
j=l 
obtained from the current image ck is redistributed 
among the pixels along the i th line integral proportion- 
ally to their weights a,j in the whole line integral, In 
this way, the pixel values along the i th line integral are 
corrected to conform with the i th measurement without 
changing the rest of the image. Denoting the vector ui 
as the i th row of the matrix A, a reconstruction process 
can be described by the following algorithm, ALGl: 
Initialization 
co = start estimation. 
Typical step 
=k+’ = ek + xk. 6’ 
with 
8’ = 0, if Ipi-(ai, ck)l<ci, 
si= Pi-(ai* ck) 
II ai It 2 
Ui, if ]pi-(ai, c’)]kCj, 
where 
i = the index indicating the i th line integral (the 
line integrals are chosen cyclically, i = ik = 
k(mod m) + 1); 
k = the index indicating the k th iteration; 
6’ = the correction vector; 
xk = a relaxation parameter; 
& = is a feasibility parameter for the ith projec- 
tion; 
ai = the i th row of the matrix A; 
Ck = the k th image vector; 
(ai, ck)= the inner product of u’ and ck (pseudo 
projection); 
II ai II = the Euclidean norm of ai ((a,, a,)). 
Little is known about the mathematical properties of 
the iterates such as: 1) does the sequence converge, 2) 
what is the rate of convergence, 3) how do the iterates 
behave when the data is not consistent. Especially the 
latter is interesting. In ref. [7] it is stated that the use of 
relaxation parameters is extremely important for such 
cases. However no general recipe exists for how such 
cases should be handled, and the iteration process is 
stopped when the user of the algorithm sees the image 
has certain properties. 
The application of this algorithm to the reconstruc- 
tion problem arising from ion implantation does not 
give satisfactory results. The function which has to be 
reconstructed is a rapidly varying quantity with values 
ranging over 3 decades. On a linear scale this means 
that the function has very steep edges. For more stan- 
dard reconstruction problems the position of the edge is 
more important than the form of the edge. For ion 
implantation however the form of the edge is the infor- 
mation which is most important. In the next subsection 
the adaptation of the basic algorithm ALGl is dis- 
cussed. 
3.1.2. The reconstruction technique for ion implantation 
Because of the rapidly varying reconstruction object 
the standard approach failed to give accurate results. In 
the final reconstruction algorithm two adaptations to 
the standard approach were carried out. First the data 
was transformed to the logarithmic domain and second 
a filtering step was introduced. 
The most straightforward thing to do was to take the 
logarithm of the image vector c and to choose another 
basis function to obtain the digitization of the 2D 
image. The consequence of this, however, is that the 
simple matrix equation (10) is not appropriate anymore. 
The calculation of the pseudo projections and the calcu- 
lation of the corrections have to be adapted. 
The pseudo projections are obtained by using the 
trapezium rule for the numerical calculation of the line 
integral (7). The values of &, at arbitrary positions 
inside a pixel are obtained by a bilinear interpolation of 
the 4 nearest pixel values. Because the logarithmic value 
is interpolated, the interpolation error is small. 
The corrections which must be carried out after 
comparison of the pseudo projection with the measure- 
ment are not straightforward anymore. The following 
correction is used for all the pixels j which where used 
to calculate the line integral of a pseudo projection i. 
Algorithm for ion implantation, ALG2: 
Initialization 
[109(cj)]o= start estimation. 
Typical step 
[log(Cj)lk+i= [log(cj)]k+A log(&), 
with 
8’ = 1, if 11 -pi/p: 1 < ci, 
8’ =p/p:, if II-pi/pi*12ri, 
where 
i = the index indicating the i th projection (the projec- 
tions are chosen cyclically, i = ik = k(mod m) + 
I); 
k = the index indicating the k th iteration; 
j = the index of the j th pixel used in the calculation 
of the i th projection; 
8’ = the correction parameter; 
p: = the pseudo projection obtained by numerical in- 
tegration; 
X = a relaxation parameter; 
ei = is a feasibility parameter for the ith projection; 
c,” = the k th j th pixel value. 
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This type of correction is equivalent to a relative 
correction as given by 
$+1/c; = (P/P,*)“. 
If a pseudo projection is too large, a corresponding 
pixel value has to decrease. The relaxation parameter X 
can increase or decrease the correction. If X = 1 the 
pseudo projection, which is calculated with the updated 
pixel values, will match the measured projection. 
Furthermore a filter has been introduced to speed up 
convergence and to fill pixels which are not covered by 
d’ I -0.90 -0.54 -0.18 0.18 0.54 0.90 
lateral In micron 
any of the line integrals. The filter contains two parts. 
The first part is a smoothing operation in two dimen- 
sions. It takes the logarithmic average of a block of 9 
pixels to replace the middle pixel value. The middle 
pixel is weighted with 4, the east, south, west and north 
pixels are weighted with 2 and the remaining pixels are 
weighted with 1. So the high frequency components are 
removed from the distribution. Care must be taken 
however with the distribution edges because a sort of 
diffusion occurs. This effect is governed by the number 
of pixels used to represent the image. Furthermore any 
90 -0.54 -0.18 0.18 0.54 0.90 
lateral In micron 
I 
d 
r 
0.90 -0.54 -0.18 0.18 0.54 
lateral I" m,cron 
90 
Fig. 4. Reconstructions with ART using simulated profiles. Shown are the contours at 0.9, 0.09, 0.009, and 0.0009 below the top. The 
dotted lines represent the original. a) Result with exact data. b) Result with errors in the dose for different angles. c) Result with 
errors in the depth scale. d) Result with shifted profiles. 
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diffusion effect is corrected by subsequent reconstruc- 
tion cycles. The second part makes sure that the image 
is a decreasing function with respect to the symmetry 
axis. It has appeared that the convergence of the itera- 
tion process improves by using this filter repeatedly 
after some (between 5 and 10) iteration cycles. 
3.1.3. Test of the reconstruction algorithm with simulated 
data 
90 
To test the robustness of the reconstruction al- 
gorithm some simulated “measurement” profiles are 
used. These simulated profiles are obtained by a fit of 
the Monte Carlo result of a 400 keV boron implant and 
applying the transformation given by eq. (6). The angles 
which are used vary from 0 to 80 o in steps of 10 O. 
Because the 2D distribution function is symmetric the 
negative angles are not necessary. 
The results of the tests are shown in figs. 4a to 4d. In 
fig. 4a the result of the reconstruction process is shown 
with the perfect data. The dotted lines represent the 
original and the drawn lines represent the reconstruc- 
tion result. The reconstruction parameters are 80 X 80 
pixels, X = 0.1, e = 0.01 (1% accuracy), 50 iteration 
cycles, and after every 6 iteration cycles one filter cycle. 
It can be seen that at depths less then of 0.4 pm the 
reconstruction starts to deviate from the original. This is 
due to the fact that at large angles those parts of the 2D 
distribution fall in the shaded area of fig. 2b, i.e. outside 
the target. In figs. 4b to 4d the results are shown with 
corrupted data. 
Fig. 4b shows the result when the dose of the profiles 
under different angles is varied randomly by 15%. For 
this case the effect is largest at depths less than 0.4 pm. 
The overall picture at depths greater then 0.4 pm is not 
influenced. 
Fig. 4c shows the result when the relative depth scale 
of the different angles is varied randomly by 5%. It can 
be seen that now the whole picture is somewhat dis- 
torted, but that the overall picture is still quite good. 
Fig. 4d shows the result when the profiles of the 
different angles are shifted randomly in depth by 5% of 
the mean projected range. The effect is quite dramatic 
now. 
The conclusion is that the relative position of the 
profiles of different angles should have an inaccuracy 
below 1% to obtain acceptable results. Secondly the 
result at depths less then 0.4 pm is most sensitive to 
corrupted data. 
C 
’ 0.00 0.40 0.80 I .20 
Fig. 5. Monte Carlo simulation results. a) The 2D distribution 
function. b) The lateral straggling as a function of the depth. c) 
The lateral kurtosis as a function of the depth. death in micron 
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3.2. A nonlinear optimization technique (NOT) 
The recons~ction algorithm in the former section 
used no a priori information of the image to be recon- 
structed. In this section a method is described which 
uses as much as possible a priori knowledge of the 
image to be reconstructed. In ref. [5] it is shown that the 
Line Source Response (LSR) of the ion implantation 
can be fitted accurately with a function of the form 
&(Y? x) ==fdep(Y)fiat(Y. x>* (11) 
This function determines the LSR given a few parame- 
ters (say 5 or 10). Now we can write 
e = fJ (pi - F,c^)‘, (12) 
i=l 
where 
e is the fitted function, with parameter vector a. 
Fi is the ith Line integral (6) at a certain depth under a 
certain angle. 
pi is the corresponding measured value. 
e is an error estimate to be minimized. 
The choice of the fit function is rather ad hoc and 
depends on the implantation atom and energy. The 
disadvantage of this method is that it can only be used 
to calibrate the theoretical image. If any large dis- 
crepancy between theory and experiment exists no con- 
clusions can be drawn about the experimental image. In 
the following section the results of the Monte Carlo 
simulation are shown, which is used as the test case for 
the 2D profiling method. 
4. Results of a Monte Carlo sim~ati~ of the test case 
In order to test the reconstruction algorithms, a 
simulation of a 400 keV boron implant is performed. In 
this section the simulation result is analyzed and the fit 
function is defined. 
The s~ulation is performed with a Monte Carlo 
program based on the simulation program TRIM f&9]. 
A total number of 10’ ion trajectories are calculated. 
The resulting Line Source Response is shown in fig. 5a, 
where contour lines are drawn at levels 0.9, 0.09, 0.009 
and 0.0009 below the top of the 2D distribution func- 
tion. The resulting 2D profile is described by a set of 
moments. In depth these moments are 
m 00 
pdep = I J JGD(Y, xl dx dy> -m -cs 
Note that these are the moments of a standard implan- 
tation profile with angle 0. Now the lateral straggling 
(I( y ) and lateral kurtosis #I( y ) as function of the depth 
y are defined as follows 
e(y>2 = /_,_ ~'C~D(Y, x)dx, (13) 
P(Y)= f_mmx4C2tAy, +k'4y)4. (14) 
These values are obtained by numerical integration of 
the discretized 2D function. The lateral skewness or 
other odd moments are zero due to symmetry. In fig. 5b 
and fig. 5c a(y) and p(y) are shown. It can clearly be 
seen that both the lateral straggle and the lateral kurto- 
sis are depth dependent. Note that when eq. (1) is 
appropriate, this depth dependency does not occur. 
To fit C,,( y, x) an approach as in ref. [S] is adopted. 
The function description is as follows. Pq. (2) is used as 
starting point 
For fdep(y) a Pearson IV distribution is used, see [lo] 
for a detailed description of the relation between mo- 
ments and the Pearson parameters. This distribution is 
the usual projected range-profile (no beveling of the 
target) and is described by three parameters pCtdt u, and 
yd. For the kurtosis & = 3ptin is chosen. It has ap- 
peared that the calculation of the Pearson parameters 
out of the moments obtained with the numerical in- 
tegration, do not give the best fit. It appeared that a fit 
optimization gives better results. Therefore when depth 
moments are presented both the numerical integrated 
values and the opti~ation values are given. For 
fut( y, x) a pseudo Gaussian is chosen 
ftat(y, ~)=n(~)exp(-lb(~)xl~(~)), (15) 
where the depth dependent parameters u(y), b(y) and 
p(y) are related to the lateral moments as 
1= jm fia,,(y. x) dx, 
--oo 
ucyy= jm x%at(~r xl dx> 
-CQ 
(17) 
B(Y) = j_;x4/lat(y, x> N’+)4. 
In ref. [5] this relation is derived. 
(18) 
Finally the o(y) and /I(y) have to be fitted for use 
of the NOT technique described in section 3.2. For this 
purpose a piecewise linear function is used 
u1 (Y -n)(s - 4 , ;l:y;‘<y2, u(y) = 9+ 
(YZ -Y1) 
(19) 
62 YkY2, 
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p(y)=;;+ (J-)@-~), I:c’:‘c,, 
(Y2 -Yd 
(20) 
a2 Y kY2. 
5. Experimental setup 
The reconstruction algorithm was tested for a boron 
(B”) implant with 400 keV acceleration voltage and a 
dose of 2x 1015. The implantations were performed 
into amorphous targets of silicon at angles 0 to 80’ in 
steps of 10”. These amorphous targets were obtained 
by a low temperature polysilicon deposition on a 
oxidized silicon wafer. The implants were not in crystal- 
line silicon because channeling under different bevel 
angles is likely to render the rest&s inconsistent. For 
each angle one ~pl~~tion was performed. Because 
the 2D ~st~bution fiction is s~et~c the implants 
at negative angles are not needed. For this experiment it 
is very important that the relative depth measurements, 
of the implants at different angles, are very accurate. In 
a routine SIMS analysis the accuracy of the depth scale 
will be 5%. 
Numerical experiments with simulated profiles 
showed that this is insufficient for successful recon- 
structions. Therefore for each substrate a reference im- 
plantation with the boron isotope l”B was performed 
under an angle of 0 * with the acceleration voltage 400 
keV and dose 1014. This reference implant was used to 
calibrate the relative positions of the “B implants, 
because for each substrate the i”B profiles should be 
identical. In this way the relative positions of the *iB 
implants are within 1%. Furthermore the reference im- 
plant could be used to calibrate the measured dose of 
the ‘*B implants [12], which is especially useful for 
those angles were reflections are expected to be signifi- 
cant. 
depth In micron 
Table 1 
Normalized effective dose for the implants for the experimen- 
tal ones and the ones obtained by simulation. As a reference 
the cosine is also included 
Angle 
(deg.1 
0 
10 
20 
30 
40 
50 
60 
70 
80 
Siiulated Experimental Cosine 
1 1 1 
0.98 0.96 0.98 
0.94 0.89 0.94 
0.87 0.81 0.87 
0.77 0.71 0.77 
0.64 0.61 0.64 
0.50 0.46 0.50 
0.33 0.30 0.34 
0.15 0.11 0.17 
All the SIMS analyses were performed at the Philips 
Research Laboratories with a CAMECA3F instrument. 
For the analysis a 10 keV 0: beam was used, incident 
at 37O with respect to the surface normal. The beam 
current was about 2 uA. The raster area was 350 X 350 
pm2 and the analysis area had a diameter of 60 pm, so 
redeposition effects from the crater edges are minimal. 
The minimum attainable decay length, i.e. for an in- 
finitely steep “true” profile, of the SIMS analysis under 
these conditions was about 0.01 to 0.02 pm/decade. 
The effective doses under different angles should 
follow the cosine rule. In table 1 the doses of the 
different implants scaled with the dose of the O* im- 
plant are listed together with the co~~~n~g cosine 
of the angle. The same is done with the simulated 
profiles. The simulated profiles were obtained by using 
the transformation eq. (6) to the Monte Carlo simulated 
2D distribution function. The difference between the 
cosine and the measured quotient for the angle from 0 
to 60” is due to the inaccuracy of the concentration 
0.80 1 
depth in micron 
Fig. 6. a) Measured 1D profiles. The dotted lines are MC results. b) The relative difference between measurement and MC 
simulations. 
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measurements. The larger difference for the angles 70 o 
and 80° is probably due to backscattering and reflec- 
tions. The quotients of the simulated profiles show a 
good cosine rule for the angles 0 to 60 O. The deviation 
for 70° and 80 o is due to backscattering, because a 
pure reflection is not accounted for in the simulation. 
Because the simulated and the measured profiles are 
otherwise very close it was decided to correct the mea- 
sured profiles to follow the cosine rule as it is predicted 
by the simulation. This final measured profiles are 
shown in fig. 6a together with the Monte Carlo predic- 
ted profiles. These plots are scaled to an equivalent dose 
of 104. Furthermore the relative difference between the 
measurement and the Monte Carlo predictions is plotted 
as an indication of the appropriateness of the 2D distri- 
bution. It can be seen that the simulated profiles are 
very close to the measured profiles. In the next two 
sections the reconstruction to 2D profiles is discussed. 
6. Discussion of the reconstruction process 
6.1. Reconstruction with the algebraic reconstruction tech- 
nique ART 
The output of the ART algorithm after handling the 
measured data is shown in fig. 7. In this figure the 2D 
distribution function is shown together with the corre- 
sponding profiles and the relative errors of these pro- 
files with the measured profiles. It can be seen that 
some inconsistency in the data exists. This inconsistency 
appeared to be due to the profiles at 70 o and 80 o near 
the surface of the substrate. The parts of these profiles 
are marked by thicker lines in fig. 6. If these thick 
marked parts are ignored in the reconstruction process 
the results become much better. 
These final results are shown in figs. 8a to 8d. Fig. 8 
contains the 2D distribution function together with the 
Monte Carlo result (dotted lines). Also the correspond- 
ing profiles and errors compared with the measured 
profiles are shown. Finally it contains the lateral stan- 
dard deviation and lateral kurtosis as a function of 
depth. 
6.2. Reconstruction by optimization with a parameterized 
function 
All the experimental data is used for the optimi- 
zation, including the inconsistent thick marked parts of 
fig. 6. It appeared that the functional description does 
not allow the inconsistency to exist in the 2D distri- 
bution function. First the profile of the O” implant is 
used to extract the depth parameters I.~epa,, ydep. The 
kurtosis in the fit is fixed to 1.5 times the minimal 
allowed kurtosis. Finally the data from 10” to 80” is 
used to extract the lateral parameters, where the in 
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Table 2 
Extracted parameters for the optimization technique. For the depth moments the values obtained by numerical integration are given 
between brackets 
cdcp “dep Yd, Yl Y2 01 a2 81 82 
0.96 0.13 -3.9 0.6 1.2 0.28 0.07 2.25 2.59 
(0.97) (0.10) (-1.2) 
depth parameters were fixed to the previously obtained 
values. As starting values for the parameters some val- 
ues were used which were close to the ART reconstruc- 
tion results. In fig. 9 the results are shown of the 
reconstruction analog to the ART results. In table 2 the 
extracted parameters are shown. 
6.3. Discussion 
The measured profiles appear to contain some incon- 
sistent parts. First at large tilt angles back. scattering 
effects give some distortion of the data. The ART 
technique is very sensitive to this distortion. If the 
inconsistent parts are removed from the reconstruction 
data. The technique works, however, quite well. These 
inconsistent parts are thick marked in fig. 6. The NOT 
method is not sensitive to this inconsistency. The results 
are identical with or without the inconsistent data be- 
cause the functional description does not allow for a 
distortion and the error term is mainly determined by 
other parts in the data. 
Second both methods appear to have ~fficulti~ 
fitting the profiles at O” and lo* at the edge of the 
profiles at depths greater than 1.2 pm. The error indica- 
tor however is very sensitive for minor distortions in the 
depth scale at these edges, so any error is exaggerated. 
The measured profiles at 0 and 10’ are almost identi- 
cal, whereas according to the simulations some dif- 
ference should exist. This difference is however within 
the 1% inaccuracy of the depth scale. In the case that 
the measured profile at 0 is expanded in depth with 
0.5% and the measured profile at 10 o is shortened with 
OS%, the error indicators reduce significant but, the 
reconstruction result is not significantly influenced. The 
depth resolution of the SIMS analysis is not expected to 
disturb the reconstruction. The maximum decay in the 
experimental data is about 0.04 pm/decade attained for 
0°, whereas the decay length caused by the SIMS 
analyses conditions is about 0.01 to 0.02 pm/decade. 
Both reconstruction techniques give about the same 
results. The ART technique however can reveal more 
details of the actual shape of the 2D distribution. The 
NOT technique will always be limited by the ap- 
propriateness of the functional description. A possible 
measure of the reconstruction quality is the average 
value of the error estimator for all the measured data. 
For the ART torque this value is about 5% and for 
the NOT technique this value is about 15%. The NOT 
results can possibly be improved by using a better 
piecewise approximation to the moments as a function 
of the depth [13]. The surface truncation of the profiles 
at large tilt angles causes the ART technique to give 
inaccurate results at depths less than 0.4 pm, as was 
demonstrated in section 3. The quality of the NOT 
technique in that region is determined by the ap- 
propriateness of the functional description. For the used 
fit function [eqs. (19) and (ZO)] the fit with the Monte 
Carlo data is not accounted for in this region, so for 
both methods the results at depths less than 0.4 pm 
should be considered not significant. 
The Monte Carlo simulation results are close to the 
measured results. However both reconstruction tech- 
niques indicate some deviations between the simulation 
and the measurement. First the lateral standard devia- 
tion near the peak of the measured 2D distribution 
function is not as small as indicated by the simulation. 
The measured 2D distribution function is not as steep 
at the back side as the simulated one. Finally the lateral 
kurtosis of the measured 2D ~st~bution function is a 
bit larger. i.e. more near to a Gaussian form (kurtosis = 
3). 
The fact that the ART reconstruction process is 
successful implies that the assumptions made to derive 
eq. (6) are correct. To stress the significance of this fact 
these assumptions are given as: a) the implantation 
process in a target may be expressed as a convolution of 
one Line Source Response. b) the properties of the 2D 
distribution are independent of the implantation angle. 
7. Conclusions 
It has been shown that it is possible to measure a 
two dimensional ion distribution resulting from implan- 
tation into amorphous targets using a line source. The 
measurement methods combine SIMS depth profiling 
methods with inverse Radon transforms. The depth 
profiles are obtained from implantations into beveled 
targets. The measured distributions for 400 keV *‘B ions 
implanted into amorphous silicon were found to be 
closely similar to theoretical distributions obtained using 
the TRIM computer code. The accuracy of the depth 
scales of the profiles appeared to be very important for 
successful inverse ~ansforms. By using *‘B implants 
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