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Abstract—This letter is devoted to the concept of instant model
predictive control (iMPC) for linear systems. An optimization
problem is formulated to express the finite-time constrained
optimal regulation control, like conventional MPC. Then, iMPC
determines the control action based on the optimization process
rather than the optimizer, unlike MPC. The iMPC concept
is realized by a continuous-time dynamic algorithm of solving
the optimization; the primal-dual gradient algorithm is directly
implemented as a dynamic controller. On the basis of the
dissipativity evaluation of the algorithm, the stability of the
control system is analyzed. Finally, a numerical experiment is
performed in order to demonstrate that iMPC emulates MPC
and to show its less computational burden.
I. INTRODUCTION
Model predictive control (MPC) is a control strategy in
which an optimization problem is solved at each sampling
instant and the control action is determined based on the
optimizer. Due to its high ability of handling various control
requirements, MPC has attracted much attention. See e.g.,
the survey paper [1] and references therein for the recent
development of MPC. There are still drawbacks of MPC; due
to its high computational burden, implementing optimization
especially in embedded controllers is not always viable. To
avoid destabilization, the terminal cost and constraints need to
be chosen carefully [2]. This letter addresses the computational
burden and the stability guarantee by MPC.
There have been many trials of reducing the computational
burden in the MPC framework [3]–[6]. The trials include the
concepts of fast MPC [3], explicit MPC [4], sub-optimal MPC
[5], and their combination etc. For example, in fast MPC or
explicit MPC, the control law is designed offline, and the
control action is determined online based on an implemented
lookup table. In sub-optimal MPC, the major effort of online
computation is dedicated to finding a feasible solution for
guaranteeing the stability, and the control action is determined
by the initial feasible solution. This letter proposes an alterna-
tive concept of MPC for reducing the computational burden;
the control action is determined instantaneously at the early
stage of the optimization process rather than the optimizer.
More specifically, the concept of such instant MPC (iMPC)
is realized by the direct implementation of the primal-dual
gradient algorithm [7], which is a continuous-time dynamic al-
gorithm of pursuing the optimizer; the algorithm itself behaves
as a dynamic controller. Therefore, no optimization solver
needs to be implemented, which would be benefitable for
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embedded controllers with limited computation performances
and memory.
Recently, the primal-dual gradient algorithm has been stud-
ied well. For example, the stability, passivity, and control
performance of the algorithm itself are addressed in [8]–
[14]. Utilizing the passivity analysis [11]–[13] in a more
extended way, we further evaluate the dissipativity [15], [16]
of the algorithm. Then, we derive the stability condition of
the feedback control system composed of the algorithm and a
plant system.
The rest of the letter is organized as follows. Section II
formulates the problem statement of general MPC. Section
III gives the realization of iMPC and is dedicated to the
dissipativity-based stability analysis of the control system.
Section IV gives a numerical experiment of iMPC. Section
V gives concluding remarks.
Notation: The symbol v˙ represents the derivative (upper
Dini derivative) of a differentiable (continuous) function v(t).
II. PROBLEM STATEMENT
A. Plant System and Dissipativity
We consider a continuous-time linear plant described by
x˙ = Acx+Bcu, (1)
where x ∈ Rn is the state, u ∈ Rm is the input, and Ac ∈
Rn×n and Bc ∈ Rn×m are constant matrices. The following
assumption is imposed on the plant system.
Assumption 1: The plant system (1) is dissipative with
respect to the following w(1)(x,u)
w(1)(x,u) :=
[
x
u
]> [
Qc Sc
S>c Rc
] [
x
u
]
,
where Qc ∈ Rn×n, Rc ∈ Rm×m, and Sc ∈ Rn×m are constant
matrices; in other words, for some storage function S(x) ≥ 0,
it holds that
S˙(x) ≤ w(1)(x,u).
The dissipativity property stated in the assumption is called
QSR dissipativity. The QSR dissipativity characterizes the
set of various dynamical systems by the common matrix
parameters (Qc, Sc, Rc). In this letter, a control problem is
addressed where control performance is pursued based on the
detailed plant model (1), while the stability of the overall
control system is guaranteed based on the set-characterizing
parameters (Qc, Sc, Rc).
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B. Discrete-time MPC Framework
In this subsection, the conventional framework of discrete-
time MPC is reviewed. To this end, we consider that the plant
state x(t) is measured and the control input u(t) is applied to
the plant at time t. Then, the state behavior is predicted based
on the discrete-time model
x(t,1) = Ax(t) +Bu(t),
x(t,p+1) = Ax(t,p) +Bu(t,p), p ∈ {1, 2, ..., N − 1},
where system matrices A and B are given by
A := eAc∆t, B :=
∫ ∆t
0
eAcτdτBc,
respectively. Here, N represents the predictive horizon, and
∆t is the time step for the discretization. Then, we formulate
an optimization problem associated with constrained optimal
control including the model-based state prediction:
minimize
z∈R(m+n)N
f(z) (2a)
subject to g(z) ≤ 0, (2b)
h(z,x(t)) := Hz + V x(t) = 0, (2c)
where z ∈ R(m+n)N is the decision variable defined by
z = [u(t)
>
u>(t,1) · · · u>(t,N−1) x>(t,1) · · · x>(t,N) ]>.
The symbol f is the cost function, which includes the stage
cost and the terminal cost [2]. We emphasize here that in MPC
setup the equality constraint (2c) includes the sequence of the
discretized plant models; in other words, the matrices H and
V of (2c) are expressed as follows;
H =

B 0 · · · 0 −I 0 · · · 0
0 B 0 · · · 0 A −I 0 · · · 0
...
0 · · · 0 B 0 · · · 0 A −I
∗
 ,
V =
[
A> 0 · · · 0 ∗ ]> ,
where ∗ represents matrices come from some requirements by
control designer.
Conventional MPC schemes are based on the implicit as-
sumption that the problem (2) is solved in some time interval
such as the sampling period. Then, MPC outputs u∗(t), which
is the first m elements of the optimizer z∗, to the plant system
as a control action. Although there are a variety of numerically
tractable methods of solving convex optimization [17]–[21],
they still require a high computational load annoying control
designers.
This letter addresses the drawback of conventional MPC
and aims at realizing the idea of “instantaneously” deciding
the control action u(t) even in the MPC framework.
The following assumptions are imposed on the optimization
problem (2).
Assumption 2: The function f is strongly convex and
continuously differentiable. The function g is convex and
continuously differentiable. For any x, there exists z such
that g(z) < 0, h(z,x) = 0, and f(z) is finite. In addition,
・Conventional MPC
・Instant MPC
MPC
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・Contour Line
Fig. 1: Sketch of control action decisions by MPC and iMPC.
The figure in the right-side illustrates optimization process on
the contour lines of a cost function.
the gradients ∇f and ∇g are locally Lipschitz and satisfy
∇f(0) = 0.
III. INSTANT MODEL PREDICTIVE CONTROL
First, we introduce the brief idea of instant MPC (iMPC)
in a discrete-time algorithm of solving (2). Let the optimizing
sequence be generated by the algorithm and denoted by
{z1, z2, . . .}. In conventional MPC, the control input u(t)
is determined based on the optimizer, which is denoted by
z∗ = zi, i → ∞ and is obtained by e.g., the gradient
method. On the other hand, in iMPC, u(t) is instantaneously
determined based on z1, which is the first element of the
optimizing sequence. The iMPC concept is illustrated in Fig. 1.
It is expected that iMPC contributes to significantly reducing
the computational burden.
The rest of this section is organized as follows. First, we
present a realization of the iMPC concept, which is stated by a
discrete-time algorithm above, by a continuous-time algorithm
of solving (2), in particular, the primal-dual gradient algorithm
[7]–[9]. Then, the overall control system is expressed by a state
equation. Next, we analyze an equilibrium point of the control
system to guarantee its stability based on dissipativity theory
[15], [16]. Finally, we give some remarks on iMPC including
ideas of further extensions and of practical implementation.
A. Realization of Instant MPC
Under Assumption 2, for any given x, the optimiza-
tion problem (2) has a unique optimizer (z∗,µ∗,λ∗) =
(z∗(x),µ∗(x),λ∗(x)). It is well known that the optimizer
satisfies the following KKT condition [22]:
∇f(z∗) +∇g(z∗)µ∗ +∇h(z∗,x)λ∗ = 0,
µ∗ ≥ 0, g(z∗) ≤ 0, µ∗ ◦ g(z∗) = 0,
h(z∗,x) = 0,
where the symbol ◦ represents the Hadamard product. In
iMPC, we are particularly interested in solution methods
of pursuing the optimizer (z∗(x(t)),µ∗(x(t)),λ∗(x(t))) for
time-varying x(t). In this letter, we consider the following
primal-dual gradient algorithm as a solution method.
z˙ = −∇f(z)−∇g(z)µ−K∇h(z,x)(λ+ βλ˙), (3a)
µ˙ = [g(z)]+µ , (3b)
λ˙ = −α(1 + αβ)−1λ+ (1 + αβ)−1h(z,x), (3c)
+
－－
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Fig. 2: Block diagram of overall control system Σall.
where α is a positive constant, β is a nonnegative constant,
K is given by
K = 1 + 2αβ, (4)
and [·]+∗ is an operator defined as
[σ]+ε :=
{
σ, if ε > 0
max{0, σ}, if ε = 0.
for scalars σ, ε ∈ R. For vectors σ, ε ∈ Rn, [σ]+ε denotes the
vector whose i-th component is [σi]+εi , i ∈ {1, ..., n}.
The algorithm (3) is modified from the original one pro-
posed in [9]; the parameters α and β are additionally intro-
duced to the original algorithm in order to reinforce its “dis-
sipativity”. The reinforcement plays key roles in guaranteeing
the stability of the control system and also in reducing the
gap between iMPC and MPC. The details of the roles are
mentioned later in Remark 1 and utilized in Section IV.
In this letter, the iMPC concept is realized by the
continuous-time algorithm (3). In the realization, we let
u(t) = Ez(t), (5)
where
E := [ I 0 · · · 0 ] ∈ Rm×(m+n)N .
Then, the overall control system Σall is composed of the plant
(1) and the controller (3) and (5). In the control system, the
plant state x(t) is measured from (1) and fed back to (3)
continuously, and the control input u(t) is generated by (3)
and actuates (1) continuously.
B. Equilibrium Analysis
In this subsection, we analyze the stability of the overall
control system Σall. The block diagram of Σall is illustrated
in Fig. 2, where ξ, η, e, and λ′ are defined by
ξ := K∇h(z,x)λ′ = KH>λ′, (6)
η := ∇g(z)µ, (7)
e := −ξ − η, (8)
λ′ := λ+ βλ˙, (9)
respectively.
We aim at finding the equilibrium of Σall. The equilibrium
(xe, ze,µe,λe) satisfies
Acx
e +Bcu
e = 0, (10a)
∇f(ze) +∇g(ze)µe +KH>λe = 0, (10b)
µe ≥ 0, g(ze) ≤ 0, µe ◦ g(ze) = 0, (10c)
Hze + V xe − αλe = 0. (10d)
Recalling ∇f(0) = 0 from Assumption 2, we see that
(xe, ze,µe,λe) = (0, 0, 0, 0) satisfies (10). This fact is stated
in the following lemma.
Lemma 1: The origin is an equilibrium of Σall.
Note that the uniqueness of the equilibrium is not stated in
the lemma. The stability of the origin is analyzed in the next
subsection.
C. Dissipativity of Instant MPC and Stability Assurance
In this subsection, the stability of the overall control system
is analyzed based on dissipativity theory [15], [16]. Recall that
the dissipativity property of the plant system is assumed in (1)
and characterized by (Qc, Sc, Rc). We then aim at evaluating
the dissipativity of the iMPC realization (3) as follows.
Lemma 2: Let ρ be a positive constant such that
∇f(z)>z ≥ ρz>z (11)
holds for all z ∈ R(m+n)N . Then, the iMPC (3) is dissipative
with respect to the following supply rate:
w(3)(z,x)
:=
[
z
x
]> [ −ρI − βH>H −βH>V
−βV >H 14α(1+αβ)A>A
] [
z
x
]
. (12)
Proof 1: See Appendix A.
There have been various studies on the property of the
primal-dual gradient algorithm. For example, the asymptotic
stability, passivity, and control performance of the isolated
algorithm with no connection to plant systems, are studied in
e.g., [8]–[14]. It is noted that the input-output ports considered
in Lemma 2 are different from those in the previous works.
The dissipativity is evaluated for the input-output pair (x, z)
in Lemma 2, while the passivity is shown for (x, V >λ′) or
other “symmetric” pairs in e.g., [13].
Here, we recall that the control input is given by (5) and
that the plant system (1) generates the state x(t) continuously.
From Assumption 1, the dissipativity of the plant (1) with (5)
is evaluated as follows. Letting the storage function be given
by S(1,5)(x) := 12x>x, we show that the input-output system
from z to x is dissipative with respect to the following supply
rate:
w(1,5)(x, z) :=
[
x
z
]> [
Qc ScE
E>S>c E
>RcE
] [
x
z
]
.
(13)
On the basis of the dissipativity evaluation given by (12)
and (13), we derive a condition for the partial stability of the
overall control system Σall.
Theorem 1: Suppose that
Qall :=[ −ρI − βH>H + δE>RcE −βH>V + δE>S>c
−βV >H + δScE 14α(1+αβ)A>A+ δQc
]
is negative definite for some positive constant δ. Then, the
origin (x, z,µ,λ) = (0, 0, 0, 0) is asymptotically stable with
respect to (x, z,λ); i.e., the origin is Lyapunov stable, and
for any initial state (x(0), z(0),µ(0),λ(0)), it holds that
(x(t), z(t),λ(t))→ (0, 0, 0), t→∞.
Proof 2: See Appendix B.
The result of this letter is compared with the related
literature. In [23]–[25], continuous-time algorithms of solv-
ing optimization problems are embedded into dynamic con-
trollers, called dynamic KKT control [23], optimal steady-
state control [24], and dynamically embedded MPC [25].
The main difference from them, i.e., the contribution of this
letter, is dissipativity-based stability analysis as presented in
Theorem 1. We note that the stability-guaranteeing parameters
(α, β) are characterized in the theorem. Then, based on the
set of the parameters, control designer can pursue the control
performance without impairing the stability. The dissipativity-
based stability analysis in iMPC releases the troublesome
choice of the terminal cost or terminal state constraints, which
needs to be addressed essentially in conventional MPC [2]. In
iMPC, there is no explicit requirement on the cost or constraint
for guaranteeing the stability of Σall unlike conventional
MPC.
Remark 1: (Role of α) The role of α, introduced in the
proposed algorithm (3), is discussed in this remark. Let α be
sufficiently small to reduce the algorithm to the conventional
one [9] with fixed β. Then, Qall of Theorem 1 cannot be
negative definite, and the stability is not guaranteed by the
dissipativity-based analysis. This concludes that α plays a role
in guaranteeing the stability of Σall.
Remark 2: (Robustness) It should be noted that the
continuous-time model (1) is not utilized directly for guar-
anteeing the stability by Theorem 1. The stability Σall is
not impaired as long as Qall is negative definite, which is
independent of (Ac, Bc). To be extreme, Theorem 1 is still
valid even if (A,B) and (Ac, Bc) are completely unrelated or
if the actual plant system is nonlinear instead of (1). This ex-
hibits the robustness of the proposed iMPC to modeling errors.
In iMPC, the plant model contributes directly to improving
control performance.
D. Extensions of Algorithm
In this subsection, two extensions of the algorithm (3) are
discussed.
1) Algorithm with Projection: We recall that iMPC realized
by (3) and (5) outputs the transient response of u(t). Then,
the inequality and equality constraints, given by (2b) and (2c),
may not be satisfied except the steady state. To activate the
constraints for all time, we can apply the projection of z onto
the constraints. For example, the projection onto the equality
constraint (2c) is described by
zproj = {I −H>(HH>)−1H}z −H>(HH>)−1V x.
The projection-based iMPC is realized by u = Ezproj instead
of (5). The projection onto the inequality constraint (2b)
requires of solving some optimization problem. The details
of handling inequality constraints are omitted in this letter,
due to the severe limitation of pages.
2) Algorithm with Additional Parameters: The algorithm
(3) contains two design parameters α and β, which can
contribute to stability assurance and improving control perfor-
mance. An extension of the algorithm with additional design
parameters is given as follows. Letting γ be a non-negative
constant, we define the algorithm
z˙ = −∇f(z)−∇g(z + γz˙)µ−H>(λ+ βλ˙), (14a)
µ˙ = [g(z + γz˙)]+µ , (14b)
λ˙ = H(z + γz˙) + V x− α(λ+ βλ˙). (14c)
We see that the algorithm (14) is reduced to (3) if z˙ = 0 holds.
This fact motivates us to replace (3) by this (14) aiming at
improving the transient response of Σall, while preserving its
steady state property.
IV. NUMERICAL EXPERIMENT
In this section, the effectiveness of the proposed iMPC
scheme is presented, and the role of the design parameter
β is demonstrated. To focus only on the behavior of iMPC
and its computational burden, inequality constraints are not
considered in the numerical experiment.
Consider the DC motor model given in [26], where the state
x = [ i ω ]> is composed of the current i and the angular
velocity ω. The control input u is the applied voltage. The
system dynamics are described by the continuous-time model
(1) with system matrices
Ac =
[ −4 −0.03
0.75 −10
]
Bc =
[
2
0
]
.
The control objective is to track the desired reference r =
[ ir ωr ]
>, where ir = 200/3 and ωr = 5. To this end,
we formulate an optimization problem where the predictive
horizon is N = 30, the sampling time is ∆t = 0.1s,
and the cost function is given by f(z) = z>Fz, where
F = blkdiag(IN , 1000I2N ). The state responses and com-
putational burden are examined by applying 1) conventional
MPC, 2) iMPC with (α, β) = (10, 10), and 3) iMPC with
(α, β) = (10, 1000). The computational burden is evaluated
by the processing time for each control input decisions. The
algorithms of MPC and iMPC are implemented in CPU [Core
i7-6500U 2.5 GHz]. For Case 1, the quadratic optimization
problem is solved using the Matlab quadprog intentionally,
though its explicit solution is available. For Cases 2 and 3, the
algorithm (3) is implemented to pursue the optimal solution.
In Case 2, the stability of the control system is guaranteed in
advance by Theorem 1; we show that Qall is negative definite
by letting Qc = Ac, Sc = 12Bc, Rc = 0, ρ = 2, and δ = 1.
On the other hand, in Case 3, Qall cannot be negative definite.
The stability is not guaranteed in advance, but is shown by the
numerical experiment below.
The results of the state response and processing time are
given in Figs. 3 and 4, respectively. In the figures, the results
of Cases 1, 2, and 3 are depicted by red solid, green dot-
dashed, and blue dashed lines, respectively. We see from Fig. 3
that every state trajectory converges to the reference value.
Although the tracking performance is deteriorated in iMPC
compared with MPC, tuning of (α, β) significantly relax the
deterioration. In fact, the response of iMPC in Case 3 is almost
the same as that of MPC in Case 1. The average processing
time is 9.80ms for Case 1, 0.331ms for Case 2, and 0.185ms
for Case 3. We conclude that iMPC contributes to reducing
the computational burden.
V. CONCLUDING REMARKS
This letter was devoted to the concept of instant MPC
(iMPC), which dynamically emulated conventional MPC. To
realize the concept, the continuous-time dynamic algorithm of
solving optimization problems, in particular, the primal-dual
gradient algorithm, replaced the conventional static predictive
controller. The iMPC realization contributed to significantly
reduce the computational burden. The stability of the overall
control system was analyzed based on dissipativity theory,
where any requirement on the terminal cost or constraints were
not necessary unlike conventional MPC.
The concept of iMPC includes a variety of extensions
and applications. Alternative algorithm replacing (3) will be
studied and applied for tracking control. In the problem setting
of this letter, it is assumed that the plant system is stable
or stabilized in advance by some local controller. Stabilizing
iMPC will be addressed for unstable plant systems. As implied
in Case 3 of Section IV, Theorem 1 provides only a sufficient
condition for the stability. Less conservative stability analysis
will be addressed in future work.
REFERENCES
[1] D. Q. Mayne, “Model predictive control: Recent developments and
future promise,” Automatica, vol. 50, no. 12, pp. 2967–2986, 2014.
[2] D. Q. Mayne, J. B. Rawlings, C. V. Rao, and P. O. Scokaert, “Con-
strained model predictive control: Stability and optimality,” Automatica,
vol. 36, no. 6, pp. 789–814, 2000.
0 0.5 1 1.5 2
Time [s]
0
20
40
60
0 0.5 1 1.5 2
Time [s]
0
2
4
6
Fig. 3: State response [ i ω ].
0 0.5 1 1.5 2 2.5 3
Time [s]
10-5
100
Fig. 4: Computational time (in logscale).
[3] Y. Wang and S. Boyd, “Fast model predictive control using online opti-
mization,” IEEE Transactions on Control Systems Technology, vol. 18,
no. 2, pp. 267–278, 2010.
[4] A. Bemporad, M. Morari, V. Dua, and E. N. Pistikopoulos, “The explicit
linear quadratic regulator for constrained systems,” Automatica, vol. 38,
no. 1, pp. 3–20, 2002.
[5] P. O. Scokaert, D. Q. Mayne, and J. B. Rawlings, “Suboptimal model
predictive control (feasibility implies stability),” IEEE Transactions on
Automatic Control, vol. 44, no. 3, pp. 648–654, 1999.
[6] M. N. Zeilinger, C. N. Jones, and M. Morari, “Real-time suboptimal
model predictive control using a combination of explicit MPC and online
optimization,” IEEE Transactions on Automatic Control, vol. 56, no. 7,
pp. 1524–1534, 2011.
[7] K. J. Arrow, L. Hurwicz, and H. Uzawa, Studies in Linear and Non-
Linear Programming. Cambridge Univ. Press, 1958.
[8] D. Feijer and F. Paganini, “Stability of primal–dual gradient dynamics
and applications to network optimization,” Automatica, vol. 46, no. 12,
pp. 1974–1981, 2010.
[9] A. Cherukuri, E. Mallada, and J. Corte´s, “Asymptotic convergence of
constrained primal–dual dynamics,” Systems & Control Letters, vol. 87,
pp. 10–15, 2016.
[10] G. Qu and N. Li, “On the exponential stability of primal-dual gradient
dynamics,” IEEE Control Systems Letters, vol. 3, no. 1, pp. 43–48, 2019.
[11] H. Yamamoto and K. Tsumura, “Control of smart grids based on
price mechanism and network structure,” The University of Tokyo,
Mathematical Engineering Technical Reports, 2012.
[12] K. C. Kosaraju, V. Chinde, R. Pasumarthy, A. Kelkar, and N. M. Singh,
“Stability analysis of constrained optimization dynamics via passivity
techniques,” IEEE Control Systems Letters, vol. 2, no. 1, pp. 91–96,
2018.
[13] S. Yamashita, T. Hatanaka, J. Yamauchi, and M. Fujita, “Passivity-
based generalization of primal-dual dynamics for non-strictly convex
cost functions,” arXiv preprint arXiv:1811.08640, 2018.
[14] J. W. Simpson-Porco, B. K. Poolla, N. Monshizadeh, and F. Dorfler,
“Input-output performance of linear-quadratic saddle-point algorithms
with application to distributed resource allocation problems,” arXiv
preprint arXiv:1803.02182, 2018.
[15] D. J. Hill and P. J. Moylan, “Stability results for nonlinear feedback
systems,” Automatica, vol. 13, no. 4, pp. 377–382, 1977.
[16] B. Brogliato, R. Lozano, B. Maschke, O. Egeland, et al., Dissipative
Systems Analysis and Control: Theory and Applications. Springer,
2006.
[17] C. V. Rao, S. J. Wright, and J. B. Rawlings, “Application of interior-point
methods to model predictive control,” Journal of Optimization Theory
and Applications, vol. 99, no. 3, pp. 723–757, 1998.
[18] C. Kirches, H. G. Bock, J. P. Schlo¨der, and S. Sager, “Block-structured
quadratic programming for the direct multiple shooting method for
optimal control,” Optimization Methods & Software, vol. 26, no. 2, pp.
239–257, 2011.
[19] S. Richter, C. N. Jones, and M. Morari, “Computational complexity
certification for real-time MPC with input constraints based on the fast
gradient method,” IEEE Transactions on Automatic Control, vol. 57,
no. 6, pp. 1391–1403, 2012.
[20] P. Patrinos and A. Bemporad, “An accelerated dual gradient-projection
algorithm for embedded linear model predictive control,” IEEE Trans-
actions on Automatic Control, vol. 59, no. 1, pp. 18–33, 2014.
[21] Y. Pu, M. N. Zeilinger, and C. N. Jones, “Complexity certification
of the fast alternating minimization algorithm for linear MPC,” IEEE
Transactions on Automatic Control, vol. 62, no. 2, pp. 888–893, 2017.
[22] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge
University Press, 2004.
[23] A. Jokic, M. Lazar, and P. P. van den Bosch, “On constrained steady-
state regulation: Dynamic KKT controllers,” Transactions on Automatic
Control, vol. 54, no. 9, pp. 2250–2254, 2009.
[24] L. S. Lawrence, Z. E. Nelson, E. Mallada, and J. W. Simpson-Porco,
“Optimal steady-state control for linear time-invariant systems,” in
Proceedings of the 57th IEEE Conference on Decision and Control.
IEEE, 2018, pp. 3251–3257.
[25] M. M. Nicotra, D. Liao-McPherson, and I. V. Kolmanovsky, “Embedding
constrained model predictive control in a continuous-time dynamic
feedback,” IEEE Transactions on Automatic Control, 2018.
[26] MathWorks, “Linear (LTI) models,” https://www.mathworks.com/help/
control/getstart/linear-lti-models.html.
[27] T. Hatanaka, N. Chopra, T. Ishizaki, and N. Li, “Passivity-based dis-
tributed optimization with communication delays using pi consensus
algorithm,” IEEE Transactions on Automatic Control, vol. 63, no. 12,
pp. 4421–4428, 2018.
[28] H. K. Khalil, Nonlinear Systems, 3rd ed. Prentice hall Upper Saddle
River, 2002.
APPENDIX
A. Proof of Lemma 2
Let the storage function of (3a) be given by S(3a)(z) :=
1
2z
>z. In addition, noting (6), (7), and (8), we rewrite (3a) by
z˙ = −∇f(z) + e. Then, the time derivative of S(3a)(z) along
the state trajectories is given by
S˙(3a)(z) = e>z −∇f(z)>z.
From Assumption 2, there exists a positive constant ρ such
that (11) holds for all z ∈ R(m+n)N . Then, it follows that
S˙(3a)(z) ≤ e>z − ρz>z.
It is known that the system (3b) is passive from z to η with
respect to the storage function S(3b)(µ) := 12µ>µ [27], i.e.,
the following inequality holds.
S˙(3b)(µ) ≤ η>z.
Furthermore, let the storage function of (3c) be given by
S(3c)(λ) := 12λ>λ. Then, its time derivative along the state
trajectories is given by
S˙(3c)(λ) =− α
1 + αβ
λ>λ+
1
1 + αβ
λ>h(z,x).
Here, recalling from (3c) and (9), we have
λ = λ′ − βλ˙
= (1 + αβ)λ′ − βh(z,x).
It follows from (2c) and (4) that
S˙(3c)(λ) =− α(1 + αβ)λ′>λ′ +Kλ′>Hz
+Kλ′>V x− βh(z,x)>h(z,x).
Letting λ˜ := λ′ − (1+2αβ)2α(1+αβ)V x and noting (6), we obtain
S˙(3c)(λ) =− α(1 + αβ)λ˜>λ˜+ (1 + 2αβ)
2
4α(1 + αβ)
x>V >V x
+Kλ′>Hz − βh(z,x)>h(z,x)
≤ (1 + 2αβ)
2
4α(1 + αβ)
x>A>Ax+ ξ>z
− βh(z,x)>h(z,x).
Finally, let the storage function of (3) be given by
S(3)(z,µ,λ) := S(3a)(z) + S(3b)(µ) + S(3c)(λ).
Then, we have
S˙(3)(z,µ,λ) ≤− ρz>z + (1 + 2αβ)
2
4α(1 + αβ)
x>A>Ax
− βh(z,x)>h(z,x).
From (2c), we see that the statement of the lemma holds.
B. Proof of Theorem 1
The candidate of a Lyapunov function is given by
V(xk, z,µ,λ) = S(3)(z,µ,λ) + δS(1,5)(x),
which is a positive definite function. From (12) and (13), it
follows that
V˙(x, z,µ,λ) ≤
[
z
x
]>
Qall
[
z
x
]
=: q(x, z). (15)
Then, the origin (x, z,µ,λ) = (0, 0, 0, 0) is Lyapunov stable
since q(x, z) ≤ 0 holds.
We next show that (x(t), z(t),λ(t)) → (0, 0, 0), t → ∞.
Since Qall is negative definite, the inequality (15) implies that
for some positive constant θ
− θ
∫ t
0
‖x(τ)‖2 + ‖z(τ)‖2dτ ≥
∫ t
0
q(x(τ), z(τ))dτ
≥ V(x(t), z(t),µ(t),λ(t))− V(x(0), z(0),µ(0),λ(0))
≥ −V(x(0), z(0),µ(0),λ(0)). (16)
Note here that the Lyapunov stability implies the boundedness
of (x(t), z(t),µ(t),λ(t)). Consequently, (x˙(t), z˙(t)), which
satisfy (1) and (3a), are bounded as well. From Barbalat
Lemma [28], the inequality (16) implies (‖x(t)‖, ‖z(t)‖) →
(0, 0), t → ∞. Finally, recalling that α is positive, we show
from (3c) that ‖λ(t)‖ → 0, t→∞.
