Recently, wireless communication industries have begun to extend their services to machine-type communication devices as well as to user equipments. Such machine-type communication devices as meters and sensors need intermittent uplink resources to report measured or sensed data to their serving data collector. It is however hard to dedicate limited uplink resources to each of them. Thus, efficient service of a tremendous number of devices with low activities may consider simple random access as a solution. The data collectors receiving the measured data from many sensors simultaneously can successfully decode only signals with signal-to-interference-plus-noise-ratio (SINR) above a certain value. The main design issues for this environment become how many data collectors are needed, how much power sensor nodes transmit with, and how wireless channels affect the performance. This paper provides answers to those questions through a stochastic analysis based on a spatial point process and on simulations.
Random Deployment of Data Collectors for Serving Randomly-Located Sensors
Taesoo Kwon, Member, IEEE, and John M. Cioffi, Fellow, IEEE Abstract-Recently, wireless communication industries have begun to extend their services to machine-type communication devices as well as to user equipments. Such machine-type communication devices as meters and sensors need intermittent uplink resources to report measured or sensed data to their serving data collector. It is however hard to dedicate limited uplink resources to each of them. Thus, efficient service of a tremendous number of devices with low activities may consider simple random access as a solution. The data collectors receiving the measured data from many sensors simultaneously can successfully decode only signals with signal-to-interference-plus-noise-ratio (SINR) above a certain value. The main design issues for this environment become how many data collectors are needed, how much power sensor nodes transmit with, and how wireless channels affect the performance. This paper provides answers to those questions through a stochastic analysis based on a spatial point process and on simulations.
Index Terms-M2M, stochastic geometry, spatial reuse, outage probability, network design, Poisson point process.
I. INTRODUCTION
W IRELESS personal communication enables ubiquitous exchange of various data types such as voice, video, photos, and text among individuals. The emergence of new advanced systems such as the IEEE 802.11ac [1] and the 3GPP LTE-Advanced [2] are expected to achieve additional data rates. Of late, wireless communication industries have begun to discuss their scenarios serving machine-type communication devices such as meters/sensors as well as user equipments such as smart phones [3] , [4] . These machine-tomachine (M2M) communications have extensive applications, from monitoring environments to full electrical/mechanical automation (e.g. smart grid, smart city, Internet of things), which has been being considered as one of the most crucial technologies in future [5] , [6] . The sensor network can also be regarded as a kind of M2M, and there have been many studies in the form of ad-hoc networks [7] , [8] . This paper only considers the environment with specific data collectors directly communicating with sensors. This environment is suitable when sensor nodes support only simple single-hop communication functionalities and deployment of many data collectors is easy. This type of M2M communication is similar to cellular communication systems where the base stations serve user equipment within their coverage, but it has the unique characteristics [5] , [9] : there can be a huge number of devices (e.g. trillions) each of which has only a small amount of data and a low activity, and their functionalities have to be simple. These characteristics may require technologies differentiated from the conventional high data rate humanto-human (H2H) communications. For example, machinetype devices such as meters and sensors need such uplink resources as time slots or frequency bands, intermittently for wirelessly reporting measured or sensed data to their serving data collector, but it is hard to dedicate limited uplink resources to each. Thus, simple random access can be considered as a solution for directly transmitting measured data or initially requesting uplink resources. The data collectors that receive many sensors' measured data simultaneously can successfully decode only signals with signal-to-interferenceplus-noise ratio (SINR) above a certain value. In order to keep a high success probability of many sensor nodes' intermittent transmissions, the system may need a lot of data collectors, and conventional macro/micro base stations may not be appropriate for these roles. In other words, data collectors have to be easy to deploy and cost-effective. They support only simple functionalities and are interconnected with external networks through wired or wireless links. It can be considered that not only a new type of device for data collection is defined but also such devices as pico/femto base stations around sensor nodes play the role of data collectors. Fig. 1 shows a system architecture with data collectors and sensor nodes. In this environment, some questions are: How many data collectors 1536-1276/13$31.00 c 2013 IEEE are needed? How much transmit power sensors have to use for successful transmission? And, how the wireless channel affects the performance. This paper will provide answers to those questions through a stochastic analysis based on a spatial point process and on simulations.
The main factor of determining system performance is the interference from neighbor sensor nodes. This interference depends on the spatial distribution and sensor-node access methods. Because the spatial configurations of transmitting and receiving nodes can have enormous possibilities, it is impossible to consider each possibility. Stochastic geometry provides a useful mathematical tool to model network topology, and it also enables analysis of essential quantities such as interference distribution and outage [10] - [12] . This stochastic geometry has mainly been applied to pure ad hoc networks and their performance has been analyzed under the assumption of random transmitter location and receiver with fixed distances to its transmitter [10] , [13] , [14] . This paper considers the environment where both transmitters (sensor nodes) and receivers (data collectors) are randomly deployed and transmitters are served by the data collector nearest to it. [15] - [19] have analyzed the distribution of signal-tointerference ratio (SIR) or SINR in random cellular networks where both transmitter and receiver are randomly located; [17] analyzed the distribution of SIR considering the path loss and shadowing, [18] derived a simple-form SINR distribution in case of Rayleigh fading and a path-loss exponent of four, and [19] expanded the analysis results in [18] into the results for a more general fading model including Nakagami-m fading. But, they assumed that each base station always has the user equipment within its coverage and communicates with a user equipment that is scheduled exclusively within one cell and focused on transmitter-centric coverage (i.e. downlink). [20] modeled CDMA uplink interference power as a log-normal distribution using the moment-matching method. Also, [21] asymptotically analyzed uplink spectral efficiency in spatially distributed wireless networks, where the base stations have multiple antennas, by using infinite-random-matrix theory and stochastic geometry. The current system is similar to the uplink cellular systems, but this paper will only consider random access without any explicit scheduling.
The three contributions of this paper are: first, the analysis demonstrates how the wireless channel, transmit power, and random deployment of data collectors affect the SINR distribution in random access networks with randomly deployed sensor nodes. For some special cases, a simple form of SIR or SINR distribution is found. In particular, under interference-limited environments, the analysis demonstrates that the geometric density of the data collectors has the same effect on the SIR distribution as the amount of conventional wireless resources such as time slots or frequency bands. The second contribution is that the analysis describes how many data collectors per unit area are required on average in order to meet the outage probability for a given mean number of sensor nodes per area. These analytical results reveal how the required density is affected by the wireless channel characteristics (e.g. the path loss, fading gain, and noise power), and the performance requirements (e.g. the minimum required SINR and target outage probability). The third contribution that this paper makes is the proposal of a simple design method for the transmit power and the mean number of data collectors required in order to meet the given outage probability. When the noise power cannot be neglected, it is difficult to precisely derive the requirement of such parameters in order to meet the target outage probability. Thus, in order to obtain a simple design method for them, a method for approximating the effect of noise is suggested, and through this method, the transmit power is designed not only to reduce the effect of the noise power, but also to keep it as small as possible to save energy in the sensor node. The remainder of this paper is organized as follows: Section II presents the system model based on a homogeneous Poisson point process (PPP). Section III analyzes the SIR distribution for Nakagammi-m fading channels and the SINR distribution for Rayleigh fading channels. Section IV derives the density of data collectors required to keep the outage probability below a certain value and suggests a design method of the density of data collectors and the transmit power. Section V discusses numerical results. Finally, Section VI concludes.
II. SYSTEM MODEL
This paper considers a single-hop wireless network to support a large number of sensor nodes that infrequently transmit a small amount of data. In this single-hop wireless network, a sensor node senses or measures the environments and then transmits its measured data to the closest data collector. The sensor nodes do not always have data to transmit, but they send data only when sensing data are generated. For example, machines such as meters and event sensors may transmit data intermittently rather than continuously, and it must be successful with a probability above a specified value. In order to model the intermittent transmissions, the sensor node's activity is defined as ρ. The value of ρ is between 0 and 1. The sensor nodes with low activities have small ρ values. Meanwhile, the data collectors that receive data from the sensor nodes, must always be ready to receive the data.
Usually, a scheduled uplink transmission scheme such as the assignment of dedicated resources provides higher success probability or larger throughput compared with a random access scheme. However, when serving a large number of sensor nodes with very low activities, it is very inefficient to dedicate limited uplink resources to each sensor node because it does not only require too many resources but their utilization is also very low. Thus, this paper considers a simple random access scheme as a solution for the direct transmission of a small amount of data. Moreover, the random access scheme is used as the basic scheme to initially request the uplink resources for the transmission of measured data or to reestablish the connection after wake-up from sleep mode. In both cases, the success probability of the random access scheme should be maintained above a certain value. However, in order to avoid high congestion or to maintain a high success probability for the numerous sensor nodes' intermittent transmissions, the deployment of many data collectors is required.
In order to analyze the performance of a single-hop random access network for supporting a large sensor nodes with low activities, this paper considers environments where both of sensor nodes and data collectors are randomly deployed. Sensor nodes are distributed according to a homogeneous PPP, Φ s , and they transmit sensed data to their nearest data collectors through random access schemes. λ s,total denotes the density of sensor nodes that is the average number of them per unit area. In order to consider unplanned deployments of data collectors, the random locations of data collectors are modeled as a homogeneous PPP, Φ c , with the density of λ c that is the average number of them per unit area, like sensor nodes. Each sensor node transmits its data to a data collector closest to it, so a data collector builds a coverage based on Voronoi tessellation, as shown in Fig 2. The standard power loss propagation model with the path loss exponent α(> 2) and the Nakagami-m fading model are considered. In the Nakagami-m fading model [22] , m = 1, m = (K + 1) 2 /(2K + 1) and m = ∞ model Rayleigh fading, Rician fading with parameter K, and no fading, respectively. Also, it is assumed that all sensor nodes transmit with the same power P . A typical data collector located on the origin receives the signal with P r −α G S from a typical sensor node when the distance between them is r and the fading power gain is G S . By Slyvnyak's theorem [23] , interfering nodes except for a typical sensor node located on X 0 still constitute a homogeneous PPP with density λ s,total . Thus, the interference power of the link between a typical sensor node and a typical data collector can be expressed as I r = Xj ∈Φs\{X0} P |X j | −α G I,j where X j denotes the location of a interfering node and G I,j means the fading power gain of a link between a typical data collector and a interfering sensor node j. {G I,j } Xj ∈Φs\{X0} are independently and identically distributed (i.i.d.) random variables. Here, it is assumed that a typical data collector does not perform any scheduling for sensor nodes within coverage served by itself, so they may interfere with each other even though they are served by a common data collector. Eventually, the link of a transmitterreceiver pair experiences interference from interfering nodes distributed according to a homogeneous PPP with effective density λ s = λ s,total · ρ. If each cell has N uplink orthogonal resources, e.g. time slots or frequency bands, and a sensor transmits its data using one resource that is randomly chosen, λ s is λ s,total · ρ/N . λ s decreases as N increases and this indicates that N is also a parameter for the system design. When the interference is dealt with as noise and single antenna is equipped on both transmitters and receivers, the SINR is given by
where σ 2 is the noise power andσ 2 is equal to σ 2 P . In case of σ 2 → 0, (1) means the SIR. In order to model the successful reception of the random access, two possible methods can be considered: the protocol model and the physical model [24] . In the protocol model, the transmission is successful if any neighboring node around the receiver does not transmit a packet. In contrast, in the physical model, the packet can be successfully decoded if the SINR is above a specified value, even when there are interfering nodes around the receiver. The physical model provides a more accurate model and predicts the performance of the random access scheme better because it incorporates the effect of the aggregate interference from multiple interfering sources. Thus, this paper assumes that the packet sent by a sensor node can be successfully decoded by its data collector when the SINR is above a minimum specified value; otherwise, an outage occurs.
III. SINR DISTRIBUTION
This section analyzes the SINR or SIR distributions of the system where sensor nodes are served by randomly-deployed data collectors.
For more generalization of results, the following distribution of the fading power gain is first considered.
for some finite set N and a finite integer set K. This type of complementary cumulative distribution function (CCDF) includes a variety of fading-gain distributions such as exponential distribution, chi-square distribution and gamma distribution. The work presented in [13] has derived the SIR distribution under an environment experiencing the fading power gain of (2) when the transmitters are distributed according to the PPP and each transmitter has a receiver at a fixed distance. It does not consider the random deployment of receivers, each of which serves multiple transmitters within its coverage area based on the transmitter-receiver distance. Meanwhile, the work presented in [18] derived the SIR distribution of the downlink cellular system with randomly deployed base stations. In [18] , it was assumed that each base station always serves one user exclusively and their link experiences Rayleigh fading. That is, the work in [18] focuses on transmitter-centric coverage (i.e. downlink) with a scheduled scheme, while this paper investigates receiver-centric coverage (i.e. uplink) with the a random access scheme. Moreover, this paper focuses on how the relationship between the geometric densities of the randomly deployed receivers and transmitters, as well as the wireless channels, affect the SINR or SIR performance.
The following lemma provides the CCDF of SINR for fading power gain of (2) when both transmitters and receivers are randomly deployed and each transmitter sends its data to the receiver nearest to it. Lemma 3.1: Let sensor nodes and data collectors distributed with homogeneous PPP's with intensities λ s and λ c , respectively and each sensor node builds communication link with a data collector closest to it. When the CCDF of the fading power gain of a desired signal is given by (2) and the fading power gain of the interfering signal is denoted as a random variable, G I , the CCDF of SINR is given by
Proof: See Appendix A. The result of SINR distribution in Lemma 3.1 requires cumbersome integrations and differentiations, but simple-form result can be obtained for specific channel models.
To begin with, an analysis considers Nakagami-m fading channel. The received signal power experiencing Nakagamim fading channel can be modeled using Gamma distribution because the square of Nakagami-m distributed random variable follows Gamma distribution. In particular, when desired and interfering signals respectively experience Nakagami-m fading with m s and m i that are positive integers, the CCDF of their fading power gains can be give by
Pr
(5) and (6) have the forms of (2), so the SINR distribution can be derived by using Lemma 3.1. Generally, Lemma 3.1 requires the calculation of a derivative in (4) and it is too complex to calculate it for any m s , α andσ. Fortunately, it is possible to obtain a simple form for the CCDF of SINR under interference limited environments, i.e. σ 2 → 0. Proposition 3.1: Let sensor nodes be randomly located with density λ s and served by the nearest data collectors randomly deployed with density λ c . When their links experience Nakagami-m fading given by (5) and (6), andσ → 0, the CCDF of SIR is given by
where
Here, Δ 0,0 is defined as 1.
Proof: See Appendix B. The result in (7) reveals the effect of the data collector density on the SIR performance under interference-limited environments. When a sensor node transmits its data using one randomly chosen resource among N resources (e.g. time slots or frequency bands), λ s can be expressed as λ s,total ρ/N . By substituting this into (7) , the CCDF of SIR is rewritten as follows:
For a fixed λ s,total ρ, the increase in the N λ c improves the SIR performance; this indicates that under interference-limited environments, the geometric density of the data collectors has the same effect on the SIR distribution as the amount of conventional wireless resources such as time slots or frequency bands shared for the random access. Thus, the deployment of data collectors can also be easily considered as a resource to improve the wireless system performance. The design of the data collectors' random deployment is discussed in Section IV in more detail.
In Nakagami-m fading model, m = 1 means the Rayleigh fading model. Thus, it is also easy to obtain the CCDF of the SIR for Rayleigh fading model. Corollary 3.1: Let sensor nodes be randomly located with density λ s and served by the nearest data collector randomly deployed with density λ c . When all links experience Rayleigh fading with unit mean, andσ → 0, the CCDF of SIR is given by
α sin(2π/α) . Proof: By substituting m s = 1 and m i = 1 into the results in Proposition 3.1, (9) is obtained. Also, C(1, α) can be calculated by using the property of the gamma function Γ(1 − z)Γ(z) = π sin(πz) . As discussed before, when the noise power cannot be neglected, it is hard to obtain a simple form of the SINR for general m s because it requires the derivative of (4). However, when a path loss exponent, α, is equal to 4 and the fading channel is modeled as Rayleigh fading, the CCDF of SINR is simplified into a common integral form.
Proposition 3.2: Let sensor nodes be randomly located with density λ s and served by the nearest data collector randomly deployed with density λ c . when all links experience Rayleigh fading with unit mean and a path loss exponent α is 4, the CCDF of SINR is given by
where K = π 2 2 and erfc(x) = 2 √ π ∞ x exp −t 2 dt is the complementary error function.
Proof: The CCDF of fading power gain for m s = 1 is the case of N = {1}, K = {0} and a 10 = 1 in (2). Thus, when α = 4
(11) follows from (3) and (24), and it can be evaluated by using the change of variables r 2 → x and the integration formula,
for a ≥ 0 and b > 0. Here, K = πC(1, 4) = π 2 2 . Proposition 3.2 is the result for α = 4. When α is not 4, the CCDF of SINR can be expressed by generalized hypergeometric functions. But they are not simple, so this paper does not deal with them.
IV. DENSITY OF DATA COLLECTORS
When sensor nodes are spatially distributed according to a homogeneous PPP with a certain density, it is important to decide how many data collectors should be deployed in order to keep the success probability of random accesses above a certain value. This section analyzes the requirement of the density of data collectors deployed at random, and the effect of channels on its required density, given the density of sensor nodes and a target outage probability. The outage probability, ε, is defined as Pr{SINR < β t } where β t is the minimal SINR value required for the successful receptions.
The required density of data collectors for Rayleigh fading is presented in Corollary 4.1 and Proposition 4.1.
Corollary 4.1: Let sensor nodes randomly located with density λ s and served by the nearest data collector. It is assumed that all links experience Rayleigh fading with unit mean andσ → 0. The necessary and sufficient condition of the density of data collectors randomly deployed, λ c , for keeping the outage probability below ε t , is
Proof: (12) can be directly derived from (9) . Proposition 4.1: Let sensor nodes randomly located with density λ s and served by the nearest data collector. It is assumed that all links experience Rayleigh fading with unit mean and α = 4. The sufficient condition of the density of data collectors randomly deployed, λ c , for keeping the outage probability below ε t , is
The condition of λ c in (12) under interference-limited environments is necessary and sufficient while the condition in (13) under environments with non-neglectable noise is just sufficient. In fact, (13) has been derived from a lower bound of the complementary error function. But, for small values of σ 2 , (13) also gives a tight lower bound of λ c , and in particular, (13) is the same as (12) with α = 4 whenσ 2 → 0.
Here, given β t , ε t , σ 2 , and λ s , the design method of the transmit power (P ) of the sensor nodes and the density (λ c ) of the data collectors is suggested for a path loss exponent of four. The relationships among these variables are given by (10) , but it is not easy to use (10) directly for the design of P and λ c . However, the lower bound of the CCDF of the SINR with a simpler form of (28) can provide a simple design method for P and λ c . The lower bound of the SINR CCDF in (28) is equivalent to the density condition of the data collectors in (13) . Moreover, the condition of (13) for σ 2 = 0 orσ 2 = 0 is identical to the condition of (12) when α = 4. This means that the second term within the square root in (13) approximates the effect of noise. Now, the transmit power and data collector density can be designed separately. First, under the assumption that the transmit power is sufficiently large to neglect the effect of the noise, the density condition of (13) is almost equal to (12) , thus the data collector density is designed according to (12) . Next, the transmission power for neglecting the noise effect is designed. In order to achieve this, the second term within the square root of (13) , which approximates the effect of noise, must be much smaller than one. Here, the definition ofσ 2 provides the condition of the transmit power, as follows:
where (a) follows from the inequality of arithmetic and geometric means and the definition of K. Thus, the transmit power can be set to
where c is a constant much less than one and it is a design parameter. The c has to be set not only to neglect the noise power but also to keep transmit power as small as possible for sensor node's power saving. In this design, the transmit power is reciprocally proportional to λ 2 s , according to (15) . Intuitively, the transmit power of the sensor nodes should scale as 1/λ 2 c because the more the data collectors are deployed, the smaller the distance between the sensor nodes and their serving data collector becomes. This intuition is already implicit in the proposed design method. The design value of λ c is proportional to λ s according to (13) , and eventually the transmit power set by (15) is directly proportional to the required value of 1/λ 2 c . Moreover, when the interference power is relatively large (i.e. λ s is high), the effect of the noise power on the SINR becomes relatively small compared with that of the interference power. The transmit power design method of (15) also reflects this relative effect of the noise power. Even though this design method is very simple, it provides a good design method for the random deployment of data collectors to serve randomly distributed wireless sensors. Its performances are presented and evaluated in Section V.
In interference-limited environments with Rayleigh fading channels, Corollary 4.1 shows the effect of the path loss exponents obviously. Because the function x sin x is a increasing function of 0 < x < π, it is obvious that the required density of data collectors decreases as the path loss exponent increases, when α > 2 and β t ≥ 1 for given ε t and λ s , from the definition of C (1, α) and (12) .
It is not easy to express the required density of the data collectors for Nakagami-m fading with general m's in a simple form. However, under the Nakagami-m fading environment for the positive integers m s and m i , the following method can be applied to obtain the required date collector density when the noise effect is neglected: Let t denote λc λc+λsC(mi,α)(msβ) 2 α . Then, the CCDF of SIR in (7) can be rewritten as a function of t, f (t) = t
Note that the increase in the density of data collectors, λ c , always improves the SIR performance. In other words, f (t) is a monotonically increasing function over {t|0 ≤ t < 1} with f (0) = 0 and lim t→1 f (t) = 1. Therefore, when considering the outage condition of f (t) ≥ 1 − ε t , the solution of this inequality can be expressed as t ≥ τ (ε t ) where τ (ε t ) is the solution of f (t) = 1 − ε t . Similar to the required density for Rayleigh fading in (12) , the condition of λ c for Nakagami-m fading can be obtained as
is known. However, in this work, the effect of wireless channels on system designs is analyzed by comparing the performances to those of Rayleigh fading, rather than deriving their requirements directly, only whenσ 2 → 0. When deploying data collectors with density λ c,o for randomly distributed sensor nodes with density λ s , let ε (o) and ε (m) denote the outage probabilities for the Rayleigh fading model and the another examined-fading model for the required SIR β t , respectively. First, in case of reference channel model assuming the Rayleigh fading, the λ c,o and ε (o) have the following relation from (10):
On the other hand, in case of the examined-fading channel, λ c,m is defined as
where ε (m) is derived from (7) . In other words, (17) means that the deployment of data collectors with λ c,o in the Nakagamim fading channel is equal to the deployment of data collectors withλ c,m in the Rayleigh fading channel in terms of outage probability. Hence,λ c,m /λ c,o quantifies the effect of wireless fading channels on the system design and is simplified from (16) and (17), as follows.
V. NUMERICAL RESULTS AND DISCUSSION
This section evaluates and discusses the performance of systems with data collectors randomly deployed to serve randomly distributed wireless sensors, based on results of Section III and Section IV. It is assumed that the total density of sensor nodes (λ s,total ) spatially distributed according to a homogeneous PPP is 10 −2 m −2 . Also, the value of ρ is set to 10 −4 and it means that the sensor nodes awake on average every 1000 sec (about 17 minutes), when they transmit data to data collectors during 100 msec on each awake mode. Thus, if not specified otherwise, the value of λ s is set to 1×10 −6 m −2 . Also, the minimal SINR value (β t ) required for the successful reception of 0 dB is considered. Meanwhile, it is assumed that the power spectral density of noise is −170 dBm/Hz and the bandwidth is 1 MHz. That is, the transmit power of p dBm is equal to P/σ 2 of (p + 110) dB. For example, the P/σ 2 (or 1/σ 2 ) values of 100 dB, 120 dB, and 130 dB are equal to the transmission power of the sensor nodes of −10 dBm (0.1 mW), 10 dBm (10 mW), and 20 dBm (100 mW), respectively. The active sensor nodes are deployed according to the PPP on the area of 300/λ s , i.e. the simulation is performed for an average of 300 active sensor nodes. The simulation performance was measured for the sensor nodes within the area of 200/λ s in order to avoid boundary effects, and the simulation results are calculated from 100 independent trials. Fig. 3 shows the CDF of SINR according to P and λc λs . This can be interpreted as the outage probability for β t which is a value on x-axis. P/σ 2 's of 100 dB and 120 dB are assumed. Fig. 3 indicates that analysis results in (9) and (10) definitely coincide with the simulation results. When P/σ 2 is 100 dB, the λc λs 's of 10 and 20 result in the outage probabilities of 0.23 and 0.1, respectively. As P/σ 2 increases, outage probability decreases. In other words, larger density of data collectors and higher transmit power lead to less outage probability. Fig. 4 and Fig. 5 explain these effects more quantitatively. In Fig. 4 , the outage probability decreases as the density of data collectors increases, and their required density can be obtained for a given outage probability. Also its lower bound by (13) is shown. The lower bound of λ c in (13) is tighter when the effect of noise is reduced. The effect of noise on outage probability decreases as λc λs increases. This is because the increase of λc λs leads to the increase of received SNR due to the decrease in distances between data collectors and sensor nodes. Fig. 5 shows how the transmit power of sensor nodes affect the outage probability. The results of Fig. 5 were evaluated by changing the density of sensor nodes for given relative intensities of data collectors. It shows the effect of noise by changing the geometric size of networks. The larger geometric size, i.e. larger distances between sensor nodes and data collectors, leads to the bigger effects of noise on the system performance. These results also verify that the proposed design method for the transmit power not only reduces the noise effect but also keeps the transmit power as small as possible. Fig. 5 shows the selection of the design variable c between 0.1 and 0.3 in (15) provides an appropriate small value of transmit power to neglect the noise effect. These results confirm that (15) is a very efficient design method. The path loss exponent is another crucial factor to have an effect on system performances. As Fig. 6 indicates, they result in very different performance for the same transmit power. At P/σ 2 = 100 dB, the noise can be neglected in case of a pathloss exponent 3 while it causes severe performance degradation in case of a pathloss exponent 5. By contrast, when the noise effect can be neglected, larger α's result in less outage probability for given β t and λ s . In fact, for given ε t and λ s , the required λ c for a pathloss exponent of α increases by the factor of C(1,α )
, compared with a pathloss exponent of α when P/σ 2 → 0, where C(1, α) is defined in Corollary 4.1. For example, when β t = 0 dB, the path loss exponents of 3 and 5 requires 1.54 and 0.84 times of the density of data collectors for the path loss exponent of 4. Fig. 7 -Fig. 9 examine the performance for Nakagami-m fading channels. Fig. 7 explains how the line-of-sight factors of fading channels contribute to the SINR distribution. The increase in m results in the decrease in outage probability. But, m more than two does not have an big effect on the performance, compared with m equal to two. Fig. 7 also indicates that analysis results exactly coincide with simulation results when considering that the performance of P/σ 2 = 120 dB is as good as that of P/σ 2 → ∞. Fig. 8 shows the effect of channels on outage probability under the interferencelimited environments. The outage probability decreases as m and the pathloss exponent increase. It means that the Rician fading and AWGN environments need less density of data collectors than the Rayleigh fading environments for the same path loss exponent. Moreover, from this figure, the density of data collectors required to meet a certain outage probability can be obtained. Fig. 9 examines the relative effect of other fading channels compared with the Rayleigh fading channel in terms of the density of data collectors, which is defined in (18) . It shows that m and α has a big effect on the system design such as the deployment of data collectors. So far, this paper analyzed and discussed the effect of the wireless channel, the transmit power and the density of data collectors on system performances when data collectors are randomly deployed to successfully collect the data from randomly-located sensor nodes. As the number of wireless nodes increases enormously in future, it is more and more difficult to design the system. For reducing these difficulties, efficient system design methods is required to deal with a huge number of wireless nodes, so the rigorous understanding about the spatial distribution and effect of interference will be basics for them. Even though this paper has considered only simple random access, these results will be able to be used as basic models for developing more sophisticated spatial resource management methods. VI. CONCLUSIONS This paper has considered the environment where receivers (data collectors) as well as transmitters (sensor nodes) are randomly deployed and each transmitter is served by the receiver nearest to it. In network topology modeled by homogeneous Poisson point processes, analysis and simulation results showed the SINR distribution, and a simple design method of data collector density and transmit power was suggested. Under interference-limited environments, the larger the path loss exponent and the portion of line-of-site factors were, the less the outage probability was. Under nonneglectable noise environments, the large path loss exponent caused severe performance degradation. Moreover, the density of data collectors required to keep the outage probability above a certain value was derived, and it depends on required outage probability, a density of sensor nodes, a fading channel model, a path loss exponent, and noise power. This required density helps to design such parameters as the amount of wireless resources and the access probability for medium access control. Random access scheme is very simple and does not cause control-overhead problems even under environments with a huge number of sensor nodes, but its required density of data collectors is never small. Thus, it is needed to find more sophisticated spatial resource management schemes and the result of this paper may be used as a basic model for them. APPENDIX A PROOF OF LEMMA 3.1 This proof is similar to proof of theorem 1 in [19] that has considered the transmitter-centric coverage (or downlink) and only the transmitter density. Here, an analysis focuses on the receiver-centric coverage by data collectors (or uplink) and allows that multiple transmitters within the service area of a common data collector simultaneously transmit. For those differences and the completeness, this paper provides the full derivation of the CCDF of SINR.
The probability that there is a data collector at a distance of r from a typical sensor node is 2πλ c dr. For this data collector to be a serving data collector of a typical sensor node, all other data collectors must be farther than r from a typical sensor node, and its probability is exp(−λ c πr 2 ). Thus, the probability density function of the distance between a typical sensor node and its serving data collector, f r (r), is equal to 2πλ c r · exp(−λ c πr 2 ).
The CCDF of SINR is Pr{SINR > β} = ∞ 0 Pr r −α GS Ir +σ 2 > β f r (r)dr = 2πλ c ∞ 0 Pr G S > βr α (I r +σ 2 ) r exp(−λ c πr 2 )dr,
where I r = Xj ∈Φs\{X0} |X j | −α G I,j . From (2) which is a quadratic inequality with the form of aλ 2 c + bλ c + c ≥ 0 where a > 0 and c < 0 for 0 < ε t < 1. Thus, (29) gives a positive lower bound of λ c . By solving the inequality (29) for a variable λ c > 0, (13) is derived.
