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Resumé
Denne afhandling består af ﬁre artikler. Den første introducerer generaliserede trans-
lationsinvariante (GTI) systemer og undersøger deres frame-egenskaber. Den anden og
tredje artikel fremlægger nye resultater indenfor teorien om Gabor frames. Den fjerde er
en oversigtsartikel af Feichtingers algebra med beviser og nye resultater.
Teorien om GTI systemer tillader for første gang én samlet beskrivelse af både diskrete
og kontinuerte systemers frame-egenskaber. Resultaterne giver den velkendte karakteris-
ering af duale par af frames og Parseval frames for bl.a. Gabor-, wavelet-, curvelet- og
shearlet-systemer, så vel som (generaliserede) shiftinvariante systemer.
Afhandlingen indeholder en betydelig udvidelse af teorien for både separable og ikke-
separable, diskrete og kontinuerte Gabor systemer. Udvidelsen er en forbedring af den
eksisterende struktur-teori for separable gitter Gabor systemer til Gabor systemer med
tid-frekvensskift langs lukkede undergrupper i tid-frekvensplanen. Dette inkluderer en ny
form for tæthedsteori for disse Gabor systemer, såsom Walnut repræsentationen, Wexler-
Raz biorthogonalitetsrelationer, Bessel-dualiteten og dualitetsprincippet for Gabor frames
og Gabor Riesz baser.
Teorien i afhandlingen om GTI systemer og Gabor frames er udviklet og præsenteret på
lokalt kompakte abelske grupper, men selv indenfor det euklideske domæne er resultaterne
en betragtelig udvidelse af den hidtil eksisterende teori på området.
Endeligt indeholder afhandlingen en oversigtsartikel med beviser for alle større resul-
tater om funktionsrummet, kendt under navnet Feichtingers algebra. Disse resultater
inkluderer mange af de forskellige karakteriseringer af rummet, en gennemgang af de
mange ækvivalente normer på rummet, et bevis for dets minimalitet blandt alle tid-
frekvensskift-invariante Banach rum, operatorer på rummet samt kernesætningen for Fei-
chtingers algebra. Materialet præsenteret i artiklen indeholder også nye resultater, såsom
en ny karaktersing af Feichtingers algebra blandt alle Banach rum, et glemt resultat om
Banach rums isomorﬁer af Feichtingers algebra af Reiter samt nye nyttige uligheder.

Abstract
This thesis consists of four papers. The ﬁrst one introduces generalized translation invari-
ant systems and considers their frame properties, the second and third paper give new
results on the theory of Gabor frames, and the fourth is a review paper with proofs and
new results on the Feichtinger algebra.
The generalized translation invariant (GTI) systems provide, for the ﬁrst time, a frame-
work which can describe frame properties of both discrete and continuous systems. The
results yield the well-known characterizations of dual frame pairs and Parseval frames of
Gabor-, wavelet-, curvelet- and shearlet-type and for (generalized) shift-invariant systems
and their continuous formulations.
This thesis advances the theory of both separable and non-separable, discrete, semi-
continuous and continuous Gabor systems. In particular, the well established structure
theory for separable lattice Gabor frames is extended and generalized signiﬁcantly to
Gabor systems with time-frequency shifts along closed subgroups in the time-frequency
plane. This includes density results, the Walnut representation, the Wexler-Raz biorthog-
onality relations, the Bessel duality and the duality principle between Gabor frames and
Gabor Riesz bases.
The theory of GTI systems and Gabor frames in this thesis is developed and presented
in the setting of locally compact abelian groups, however, even in the euclidean setting
the results given here improve the existing theory.
Finally, the thesis contains a review paper with proofs of all the major results on the
Banach space of functions known as the Feichtinger algebra. This includes many of its
diﬀerent characterizations and treatment of its many equivalent norms, its minimality
among all time-frequency shift invariant Banach spaces and aspects of its dual space,
operators on the space and the kernel theorem for the Feichtinger algebra. The work also
includes new ﬁndings such as a characterization among all Banach spaces, a forgotten
theorem by Reiter on Banach space isomorphisms of the Feichtinger algebra, and new
useful inequalities.
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Overview
This thesis is concerned with theoretical aspects of discrete and continuous frames for
square integrable functions on locally compact abelian groups and the function space
known as the Feichtinger algebra. The ﬁndings are presented in the form of four papers,
preceeded by two introductory chapters. The three ﬁrst papers are published, the fourth
paper is submitted for review.
Chapter 1 establishes notions and results that are used throughout the four papers.
In particular, results in frame theory and analysis on locally compact abelian groups are
presented. Chapter 2 highlights the main results of the four papers that make up this
thesis. A brief description of the four papers follows below.
The ﬁrst paper,
Paper I. Mads Sielemann Jakobsen and Jakob Lemvig, Reproducing formulas for
generalized translation invariant systems on locally compact abelian groups. Trans-
actions of the American Mathematical Society, Vol. 368(12):8447-8480, 2016,
i
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introduces the concept of generalized translation invariant systems (GTI systems for
short) and studies their frame properties. The theory can be used to describe the usual
countable collections of functions used in frame theory on L2(Rd), e.g., systems of Gabor
and wavelet type, and also (generalized) shift-invariant systems. More importantly, the
GTI theory also encompasses continuous systems, such as the short-time Fourier trans-
form and the continuous wavelet transform. While there exists separate literature and
theories on discrete and continuous frames of the above mentioned form, Paper I shows,
for the ﬁrst time, that these systems can be regarded as aspects of one unifying theory.
Indeed, the results established in Paper I recover the characterization equations for, e.g.,
tight and dual generalized shift invariant frames but also the admissibility conditions for
the continuous wavelet transform and the continuous Gabor transform.
The second paper,
Paper II.Mads Sielemann Jakobsen and Jakob Lemvig, Co-compact Gabor systems
on locally compact Abelian groups. Journal of Fourier Analysis and Applications,
22(1):3670, 2016,
applies the theory of Paper I to separable Gabor systems on locally compact abelian
groups, where either the translation or modulation originates from a closed co-compact
subgroup in time or frequency, respectively. In particular, the paper allows for the simul-
taneous description of discrete and continuous Gabor systems. Furthermore, the paper
establishes the Walnut representation of the frame operator associated with such Gabor
systems; the paper applies ﬁberization techniques to achieve Zak-transform characteri-
zations of Gabor frames and the paper establishes the Zibulski-Zeevi representation of
integer oversampled Gabor systems on locally compact abelian groups. As one of the
main results, the paper also extends the duality principle for separable lattice Gabor sys-
tems on L2(Rd) to Gabor systems on L2(G) where both the translation and modulation
are along closed co-compact subgroups. Even in the setting of L2(Rd) the paper extends
previous known results.
The third paper,
Paper III. Mads Sielemann Jakobsen and Jakob Lemvig. Density and duality
theorems for regular Gabor frames. Journal of Functional Analysis, 270(1):229 
263, 2016,
is concerned with frame properties of Gabor systems for which the time-frequency shifts
are along closed subgroups in the time-frequency plane of LCA group. In particular, the
time-frequency shifts may be along non-separable lattices in the time-frequency plane. A
main result in Paper III is a new type of density result, namely the fact that if a Gabor
system of the above described form is a Gabor frame for L2(G), then the closed subgroup
is a co-compact subgroup of the time-frequency plane. Furthermore, the paper establishes
the Janssen representation of the Gabor frame operator; the Wexler-Raz conditions, and
an extension of the duality principle to this general setting of Gabor frames. As for Paper
II, also Paper III is not merely an extension from the euclidean to the locally compact
abelian group setting as the paper extends the known theory even for Gabor frame theory
on L2(Rn).
The fourth paper,
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Paper IV. Mads Sielemann Jakobsen. On a (no longer) new Segal algebra.
is a review paper on the Banach space of functions known as the Feichtinger algebra.
The paper establishes many of the diﬀerent characterizations of the Feichtinger algebra.
Furthermore, a wealth of its properties are derived in a systematic way. The paper
also contains new results on the subject. In particular, a new characterization of the
Feichtinger algebra among all Banach spaces are given. The kernel theorem in the general
setting on LCA groups is proven in a new way. The paper also includes several new useful
inequalities for functions in the Feichtinger algebra.
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Chapter 1
Introduction
1.1 Frame theory
In this section we give a short overview of frame theory. Frames were introduced by Duﬃn
and Schaeﬀer [13]. They are a generalization of orthonormal basis, in the sense that they
allow for convenient series representations of any element in the underlying Hilbert space.
The theory of frames became popular in the mid and late 80s with the advent of wavelets
and the work by Daubechies [9, 10, 11] and the review paper by Heil and Walnut [30].
Nowadays frame theory is a well established subject with countless applications. The
results on frame theory mentioned below and much more can be found in, e.g., [6, 7].
1.1.1 Discrete frames
Deﬁnition 1.1.1. A sequence {fk}k∈Z in a Hilbert space H is called a frame for H, if
there exists positive constants A and B such that
A ‖f‖2 ≤
∑
k∈Z
|〈f, fk〉|2 ≤ B ‖f‖2 for all f ∈ H. (1.1)
The constants A and B are called frame bounds.
If the upper inequality in (1.1) is satisﬁed, then the sequence {fk}k∈Z is called a Bessel
sequence with bound B. If the constants A and B can be chosen to be equal, that is, if
A ‖f‖2 =
∑
k∈Z
|〈f, fk〉|2 for all f ∈ H,
then the sequence {fk}k∈Z is called a tight frame for H. If, furthermore, the tight frame
bound A equals 1, then {fk}k∈Z is called a Parseval frame. Eventhough, in that case,
{fk}k∈Z does satisfy the Parseval equality
‖f‖22 =
∑
k∈Z
|〈f, fk〉|2 for all f ∈ H, (1.2)
the frame {fk}k∈Z is not necessarily an orthonormal basis because frames have no require-
ment on the orthogonality of the frame elements fk, k ∈ Z. One can show that a Parseval
1
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frame {fk}k∈Z for a Hilbert space H is an orthonormal basis for H if and only if ‖fk‖ = 1
for all k ∈ Z. In that case the tight frame bound A is equal to 1.
As it turns out, one does not need to verify the frame inequalities in (1.1) for all f ∈ H.
Lemma 1.1.2. If there exists positive constants A and B such that a sequence {fk}k∈Z
satisﬁes (1.1) for all f in a dense subset of H, then {fk}k∈Z is a frame for H.
The upper frame bound of a Bessel sequence {fk}k∈Z allows for the deﬁnition of the
associated synthesis and analysis operator.
Lemma 1.1.3. If {fk}k∈Z is a Bessel sequence, then the synthesis operator
T : `2(Z)→ H, T ({ck}k∈Z) =
∑
k∈Z
ckfk
is a well-deﬁned, linear and bounded operator. Its adjoint operator T ∗ is the analysis
operator,
T ∗ : H → `2(Z), T ∗f = {〈f, fk〉}k∈Z.
With the synthesis and analysis operator at hand, we can deﬁne the frame operator.
Deﬁnition 1.1.4. For a Bessel sequence {fk}k∈Z we deﬁne its frame operator
S : H → H, Sf := TT ∗f =
∑
k∈Z
〈f, fk〉fk.
One can show that a sequence {fk}k∈Z in H is a frame for H if and only if the synthesis
operator T is well-deﬁned and surjective.
The frame inequality (1.1) can be recast as AI ≤ S ≤ BI. This inequality, together
with the deﬁnition of the frame operator S = TT ∗, implies the following lemma.
Lemma 1.1.5. If {fk}k∈Z is a frame, then the frame operator S = TT ∗ is a well-deﬁned,
linear, bounded, self-adjoint, positive and invertible operator on H.
The following theorem shows that frames allow for convenient series representations
of elements in the underlying Hilbert space.
Theorem 1.1.6. If {fk}k∈Z is a frame for H with bounds A and B, then {S−1fk}k∈Z is
a frame for H with bounds B−1 and A−1. Moreover, for all f ∈ H,
f =
∑
k∈Z
〈f, S−1fk〉fk =
∑
k∈Z
〈f, fk〉S−1fk, (1.3)
with unconditional norm convergence.
The sequence {S−1fk}k∈Z is called the canonical dual frame. In general, the represen-
tation of an element f ∈ H via some coeﬃcients {ck}k∈Z and a frame {fk}k∈Z
f =
∑
k∈Z
ck fk
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is not unique with respect to the coeﬃcients {ck}k∈Z. To be precise, if the frame {fk}k∈Z
is overcomplete, that is, there exists a non-trivial (possible inﬁnite) linear combination of
{fk}k∈Z that equals zero, then there exists frames {gk}k∈Z 6= {S−1fk}k∈Z such that
f =
∑
k∈Z
〈f, gk〉fk =
∑
k∈Z
〈f, fk〉gk for all f ∈ H. (1.4)
The relations in (1.4) are called reconstruction or reproducing formulas. Any pair of
Bessel systems {fk}k∈Z and {gk}k∈Z for which (1.4) holds, are called dual frames.
The existence of a reproducing formula (1.4) is necessary for a Bessel sequence {fk}k∈Z
to be a frame.
Theorem 1.1.7. Let {fk}k∈Z be a Bessel sequence in a Hilbert space H. Then the fol-
lowing statement are equivalent:
(i) {fk}k∈Z is a frame for H;
(ii) There exists a Bessel sequence {gk}k∈Z such that (1.4) holds.
The following lemma states equivalent statements for two Bessel sequences to be dual
frames.
Lemma 1.1.8. Suppose that {fk}k∈Z and {gk}k∈Z are Bessel sequences in a Hilbert space
H. Then the following statements are equivalent:
(i) {fk}k∈Z and {gk}k∈Z are dual frames for H;
(ii) f =
∑
k∈Z〈f, fk〉gk for all f ∈ H;
(iii) f =
∑
k∈Z〈f, gk〉fk for all f ∈ H;
(iv) 〈f, f〉 = ∑k∈Z〈f, fk〉〈gk, f〉 for all f ∈ H;
(v) 〈f, g〉 = ∑k∈Z〈f, fk〉〈gk, g〉 for all f, g ∈ H.
The frame property of a system {fk}k∈Z is preserved under the action of linear and
bounded bijective operators. As a special case of this result we mention the following
result.
Lemma 1.1.9. Let U be a unitary operator on H.
(i) {fk}k∈Z is a frame with bounds A and B if and only if {Ufk}k∈Z is a frame with
bounds A and B.
(ii) Two Bessel sequences {fk}k∈Z and {gk}k∈Z are dual frames for H if and only if
{Ufk}k∈Z and {Ugk}k∈Z are dual frames for H.
4 1.1. Frame theory
1.1.2 Continuous frames and g-frames
Continuous frames are a generalization of the discrete frames considered in Section 1.1.1.
Indeed, the counting measure used in the frame inequalities (1.1) can be replaced by a
general positive measure. Of course, such frames do no longer yield series representations
as in (1.4) but rather integral representations, see (1.5). All results mentioned above
for discrete frames have a corresponding formulation in this, more general, continuous
setting. Let us mention the following main features of continuous frames.
Deﬁnition 1.1.10. Let M be a measure space with positive measure µM . A set {fk}k∈M
in a Hilbert space H is a continuous frame for H if
(i) the function k 7→ 〈f, fk〉 is µM -measurable for all f ∈ H,
(ii) there exists positive constants A and B such that
A ‖f‖2 ≤
∫
M
|〈f, fk〉|2 dµM(k) ≤ B ‖f‖2 for all f ∈ H.
Indeed, if M is countable and equipped with the counting measure then (i) is satisﬁed
automatically and (ii) coincides with the frame condition in Section 1.1.1. For continuous
frames the frame operator is given by
S : H → H, Sf =
∫
M
〈f, fk〉fk dµM(k).
That is, for f, g ∈ H
〈Sf, g〉 =
∫
M
〈f, fk〉〈fk, g〉 dµM(k).
The frame operator of a continuous frame is, just as in the discrete case, linear, bounded,
self-adjoint, positive and invertible operator on H and S = TT ∗. Here T is the (now also
weakly deﬁned) synthesis operator
T : L2(M)→ H, T{ck}k∈M :=
∫
M
ckfk dµk.
The adjoint T ∗ of the synthesis operator T is given by
T ∗ : H → L2(M), T ∗f = {〈f, fk〉}k∈M .
As for discrete frames, also for each continuous frame {fk}k∈M for H there exist dual
frames {gk}k∈M such that for all f, g ∈ H
〈f, g〉 =
∫
M
〈f, fk〉〈gk, g〉 dµM(k). (1.5)
A further generalization of frames is the idea of generalized frames (g-frames for short).
This notion is used in Paper I, for more on this see the paragraph of [Eq. (2.7), Paper I].
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1.2 Locally compact abelian groups
This section will contain information about locally compact abelian (LCA) groups which
is heavily used in the four papers. The results stated below (unless speciﬁed) and much
more on theory of locally compact abelian groups can be found in, e.g., [21, 28, 29, 42, 44].
Deﬁnition 1.2.1. Let G be a Hausdorﬀ topological space, which at the same time is a
group (written additively, hence −x denotes the inverse element of x ∈ G). Consider the
following conditions:
(i) (x, y) 7→ x− y is a continuous function from the Cartesian product G×G onto G;
(ii) the topology is locally compact, i.e., every point x ∈ G has a compact neighbour-
hood.
(iii) the group G is abelian.
If (i) is satisﬁed, then G is a topological group. If, in addition, (ii) is satisﬁed , then G
is a locally compact group. If G also satisﬁes (iii), then G is said to be a locally compact
abelian (LCA) group.
LCA groups are of particular interest in harmonic analysis, especially Fourier and time-
frequency analysis. The reason for this is that the classical theory of Fourier analysis on
the real line can be extended to LCA groups. This is mainly due to two results: (1)
the existence of a translation invariant measure, the so-called Haar measure on any LCA
group, and (2) the Pontrayagain-van Kampen duality theory for LCA groups. We shall
describe these and other results concerning Fourier analysis on locally compact abelian
groups below.
Let us recall several LCA groups.
Example 1. (i) The real line R. The topology is the usual one given by all open
intervals and the group operation is addition of real numbers.
(ii) The integers Z equipped with the discrete topology and addition as the group op-
eration.
(iii) The torus T = {z ∈ C : |z| = 1} with the topology induced from the complex plane
C and with multiplication as group operation.
(iv) For any N ∈ N the set {0, 1, 2, . . . , N−1} under addition modulo N with the discrete
topology is an LCA group.
(v) ([22]) For any prime number p, the Prüfer p-group
Z(p∞) = {e2piij/pk ∈ T : j = 0, 1, . . . , pk − 1, k = 0, 1, 2, . . .}
is an LCA group under multiplication and the discrete topology.
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(vi) Fix a prime number p. Any integer k ∈ Z can be written in a unique way as k = pa ·r
for some a, r ∈ Z, where r is not divisible by p. The p-adic norm of k is deﬁned by
|k|p := p−a. The p-adic integers Zp are the completion of the integers Z under the
p-adic norm. Under addition and the topology induced by the p-adic norm the p-
adic integers form a locally compact abelian group. It is, in fact, a compact abelian
group.
(vii) Fix a prime number p. Any rational number k ∈ Q can be written in a unique way
as k = pa · r/s for some a, r, s ∈ Z where r and s are not divisible by p. The p-adic
norm of k is deﬁned by |k|p := p−a. The p-adic numbers Qp are the completion of
the rationals Q under the p-adic norm. Under addition and the topology induced
by the p-adic norm the p-adic integers form a locally compact abelian group.
(viii) Any abelian group under the discrete topology forms a locally compact abelian
group, e.g., the rationals Q or the real line R.
(ix) The ﬁnite product of locally compact abelian groups is again a locally compact
abelian groups. In particular, the so-called elementary locally compact abelian
groups G = Rd × Zk × Tl × F , where F is a ﬁnite abelian group with the discrete
topology and d, k, l ∈ N0.
Deﬁnition 1.2.2. Let two topological groups (G,+) and (H, ∗) be given, and denote
their identity elements by eG and eH , respectively. A topological group homomorphism or
a homomorphism of topological groups is a continuous mapping ϕ : G→ H that satisﬁes
(a) ϕ(a+ b) = ϕ(a) ∗ ϕ(b), for all a, b ∈ G,
(b) ϕ(eG) = eH .
If a topological group homomorphism is bijective, then it is called an isomorphism between
G and H. An automorphisms from G onto G is called an automorphism.
If two topological groups G1 and G2 are isomorphic, i.e., there exists a topological
group isomorphism between them, then, for all purposes concerning topological groups,
one need not distinguish between them. In that case we write G1 ∼= G2. For example
the torus T under multiplication is isomorphic as a topological group to the interval [0, 1[
under addition modulo 1. Similarly, the real line under addition is isomorphic to the
positive real line R+ under multiplication.
To every LCA group G we associate its dual group Ĝ,
Ĝ = {ϕ : G→ T : ϕ is a topological group homomorphism}.
Indeed, the dual group becomes a group under pointwise multiplication. Furthermore, the
dual group is endowed with the compact-open topology for continuous functions between
topological spaces. This topology is compatible with the group operation in the sense
of Deﬁnition 1.2.1(i). In fact, this group operation and topology turn Ĝ into a locally
compact abelian group.
The dual group Ĝ of an LCA group G is, by deﬁnition, a set of functions. However,
most often, this set of functions is shown to be isomorphic with more familiar locally
compact abelian group.
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Example 2. Some isomorphisms of dual spaces are listed below.
1. R̂ ∼= R,
2. Ẑ ∼= T,
3. T̂ ∼= Z,
4. Ẑp ∼= Z(p∞),
5. Q̂p ∼= Qp.
The following central result is the Pontryagin-van Kampen duality theorem for locally
compact abelian groups. It allows us to identify any element in Ĝ one to one with an
element in G. In fact it states that G ∼= Ĝ. This result is essential for the inversion of the
Fourier transform on LCA groups.
Theorem 1.2.3. Consider a locally compact Abelian group G and its double dual Ĝ. For
ﬁxed x ∈ G deﬁne x′ : Ĝ → T, x′(χ) := χ(x). The mapping τ : G → Ĝ, τ(x) := x′ is a
topological group isomorphism from G onto Ĝ.
Theorem 1.2.4. Let G be a locally compact abelian group. If G is discrete then Ĝ is
compact. If G is compact, then Ĝ is discrete.
For a subset H in an LCA group G we deﬁne its annihilator,
H⊥ = {ω ∈ Ĝ : ω(h) = 1 for all h ∈ H}.
The annihilator H⊥ of a subset H in G is a closed subgroup in Ĝ. Furthermore,
H ⊆ (H⊥)⊥. If H1 and H2 are subsets of G such that H1 ⊆ H2, then
H⊥2 ⊆ H⊥1 .
In particular, G⊥ = {0} ⊆ Ĝ and {0}⊥ = Ĝ.
We now make the following deﬁnition.
Deﬁnition 1.2.5. Let H be a subgroup of an LCA group G.
(i) If G/H is compact, then H is a co-compact subgroup in G.
(ii) If H is discrete and co-compact, then H is a lattice (sometimes also called a uniform
lattice).
Co-compact subgroups play a crucial role in Paper I, II and III. The key point being
that a closed subgroup is co-compact if and only if its annihilator is discrete. This fact
is essential for many of the result in Paper I and II. In Paper III co-compact subgroups
turn out to be essential due to another reason, which will be explained later.
8 1.2. Locally compact abelian groups
Remark 1. For every LCA group G the subgroup H = G is co-compact. For every LCA
group G the subgroup H = {0} is discrete. We say that G contains a non-trivial co-
compact (or discrete) subgroup if there exist a co-compact (or discrete) subgroup H in
G such that H 6= G (or H 6= {0}). To ﬁnd non-trivial co-compact groups, non-trivial
discrete groups or even lattices in an LCA group is not always possible:
(i) In the p-adic numbers there is no non-trival co-compact subgroup nor a non-trivial
discrete subgroup. In particular, there is no lattice in the p-adic numbers.
(ii) In the p-adic integers all subgroups are co-compact, however there is no non-trivial
discrete subgroup.
(iii) In the Prüfer p-group, the rationals Q and the real line R equipped with the discrete
topology all subgroups are (trivially) discrete. However, there is no non-trivial co-
compact subgroup.
The following proposition lists some key properties of a closed subgroup H of a locally
compact abelian group G.
Proposition 1.2.6. Let H be a closed subgroup of an LCA group G.
(i) If H is equipped with the subspace topology it inherits from G, then H is also an
LCA group.
(ii) The quotient G/H with the quotient group structure and the quotient topology is an
LCA group.
(iii) Ĥ ∼= Ĝ/H⊥.
(iv) Ĝ/H ∼= H⊥.
(v) (H⊥)⊥ = H.
(vi) If H is co-compact, then H⊥ is discrete.
(vii) If H is discrete, then H⊥ is co-compact.
(viii) If H is a lattice, then H⊥ is a lattice.
1.2.1 The Haar measure
Let us now turn to the existence of the Haar measure. The following paragraphs down to
Theorem 1.2.7 follow Rudin [41].
Let B be the smallest family of subsets of G such that
(i) B contains all closed subsets of G;
(ii) B is closed under the formation of countable unions;
(iii) B is closed under complementation.
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Then B is also closed under countable intersections and B is called the Borel σ-algebra
of G. The elements in B are called Borel sets of G.
A non-negative measure µ on G is a function which (i) to each Borel set in B associates
a number [0,∞], (ii) a function which is countably additive, that is, µ(E) = ∑i µ(Ei)
where E is the union of a countable family of Borel sets {Ei}i and (iii) a function such
that µ(E) is ﬁnite if the closure of E is compact.
For each measure µ on G we associate the total variation of µ, denote by |µ|, deﬁned
by
|µ|(E) = sup
∑
i
|µ(Ei)|,
where the supremum is taken over all ﬁnite collections of pairwise disjoint Borel sets Ei,
whose union is E. Then |µ| is also a measure on X. If for every Borel set E
|µ|(E) =
∑
|µ|(K) = inf |µ|(V ),
where K ranges over all compact subsets of E and V ranges over all open subsets of E,
then µ is called regular.
A measure is called translation invariant if µ(E + x) = µ(E) for all x ∈ G and for all
E ∈ B.
The theorem below is stated for locally compact abelian groups, however, a similar
result holds for all locally compact groups.
Theorem 1.2.7. On every LCA group G there exists a non-negative regular and trans-
lation invariant measure µG which is not identically 0. This measure is called the Haar
measure of G and unique up to a multiplicative positive constant.
A proof of this theorem can be found in, e.g., [38].
Remark 2. On non-abelian groups one has to distinguish between left and right transla-
tion. Therefore, one then also has to consider left and right translation invariant measures.
Remark 3. On compact groups it is common to normalize the Haar measure such that∫
G
1G(x) dµG(x) = 1. If G is a discrete group, then we usually equip it with the counting
measure.
With the help of the Haar measure µG one deﬁnes the Haar integral on measurable
functions and the Lp-spaces over G for p ∈ [1,∞]. In particular, L2(G) is a Hilbert space
under the inner product
〈f, g〉 =
∫
G
f(x) g(x) dµG(x).
The uniqueness of the Haar measure implies the following result.
Lemma 1.2.8. Let G1 and G2 be LCA groups with ﬁxed Haar measure. For any topo-
logical group isomorphism α : G1 → G2 there exists a unique positive constant |α| such
that ∫
G2
f(x2) dx2 = |α|
∫
G1
f(α(x1)) dx1, f ∈ L1(G2).
The constant |α| is the modulus of the automorphism α. Moreover, |α−1| = |α|−1.
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The following result is known as Weil's formula. It relates integrable functions over G
with integrable functions on the quotient group G/H for closed subgroup H in G.
Lemma 1.2.9. If piH : G → G/H, piH(x) = x + H is the canonical map from G onto
G/H then the function x˙ 7→ ∫
H
f(x + h) dµH(h), x˙ = piH(x) deﬁned almost everywhere
on G/H, is integrable. Furthermore, if two of the Haar measures on G,H and G/H are
given, then the third can be normalized uniquely such that∫
G
f(x) dµG(x) =
∫
G/H
∫
H
f(x+ h) dµH(h) dµG/H(x˙). (1.6)
Weil's formula, i.e., equation (1.6), is also called the periodization trick. For G = R
and H = Z it states that, for all f ∈ L1(R),∫
R
f(x) dx =
∫ 1
0
∑
k∈Z
f(x+ k) dx.
We now deﬁne the size of a closed subgroup introduced in Paper III: Let G be an
LCA group with Haar measure µG and let H be a closed subgroup in G equipped with
Haar measure µH . By Lemma 1.2.9 there exists a unique measure µG/H on the quotient
group G/H such that (1.6) holds. With this measure in hand we deﬁne the size of the
closed subgroup H by s(H) = µG/H(G/H). Note that s(H) is ﬁnite if and only if H is
co-compact. If H is a lattice, i.e., discrete and co-compact and H is equipped with the
counting measure, then s(H) coincides with the measure of a fundamental domain of H,
also known as the lattice size of H. Hence the size of a closed subgroup generalizes the
lattice size.
1.2.2 The Fourier transform and other operators
Let us now turn to the Fourier transform on LCA groups.
Deﬁnition 1.2.10. Let G be an LCA group and let f ∈ L1(G). The Fourier transform
Ff of f is the function
Ff(ω) = fˆ(ω) =
∫
G
f(x)ω(x) dµG(x), ω ∈ Ĝ. (1.7)
Similar to classical Fourier analysis on the real line, one can show that the Fourier
transform F maps L1(G) into C0(Ĝ). In fact, ‖fˆ‖∞ ≤ ‖f‖1 for all f ∈ L1(G).
If the Haar measure µG on G is given, then the Haar measure µĜ on the dual group Ĝ
can be normalized uniquely such that for f ∈ L1(G) with fˆ ∈ L1(Ĝ) the function f can
be recovered from fˆ by the inverse Fourier transform
f(x) = F−1fˆ(x) = ∫
Ĝ
fˆ(ω)ω(x) dµĜ(ω), a.e. x ∈ G.
If, in addition, f is continuous, then the inversion of the Fourier transform holds pointwise.
If the Fourier inversion formula holds, then we refer to µG and µĜ as dual measures. We
shall always assume that measure on a group and its dual group are dual measures. Under
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this assumption the Fourier transform F extends from L1(G) ∩ L2(G) to an isometric
isomorphism from L2(G) onto L2(Ĝ).
Dual measures go well together with Weil's formula. Speciﬁcally, if (1.6) holds for a
closed subgroup H in G, then the respective dual measures on Ĝ,H⊥ ∼= Ĝ/H and on
Ĝ/H⊥ ∼= Ĥ satisfy∫
Ĝ
fˆ(ω) dµĜ(ω) =
∫
Ĝ/H⊥
∫
H⊥
fˆ(ω + γ) dµH⊥(γ) dµĜ/H⊥(ω˙), (1.8)
for all fˆ ∈ L1(Ĝ).
As an application of dual measures and Weil's formula (1.6) and (1.8), one can show
that, for all lattices H, it holds that s(H)s(H⊥) = 1.
Example 3. Let us consider some concrete examples of the abstract deﬁnition of the
Fourier transform.
(i). For G = R and with the identiﬁcation of R̂ ∼= R via the topological group isomorphism
ϕ : R→ R̂, ϕ(ω) := (x 7→ e2piixω),
the Fourier transform on R is given by
Ff(ω) =
∫
R
f(x)e−2piixω dx for all ω ∈ R.
This is the usual Fourier transform on the real line.
(ii). For T with the identiﬁcation T̂ ∼= Z via the topological group isomorphism
ϕ : Z→ T̂, ϕ(k) := (z 7→ zk)
the Fourier transform is given by
Ff(k) =
∫
T
f(z)z−k dz for k ∈ Z.
If the torus T is identiﬁed with the half open interval [0, L[ for some L > 0 via the mapping
ψ : [0, L[→ T, ψ(x) = e2piix/L, then the previous formula becomes the well known formula
for the Fourier coeﬃcients of an L-periodic function:
Ff(k) =
∫ L
0
f(x)e−2piixk/L dx for k ∈ Z.
(iii). Lastly, let us consider the ﬁnite discrete group {0, 1, 2, . . . , N − 1} for some N ∈ N
with addition modulo N as group operation. As any ﬁnite group, its dual group is
isomorphic to itself. The Fourier transform becomes the usual discrete Fourier transform
given by
Ff(k) =
N−1∑
n=0
f(n)e−2piink/N for k = 0, 1, . . . , N − 1
and for all f ∈ `1({0, 1, . . . , N − 1}) ∼= CN .
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Next to the Fourier transform we also need the following operators on functions on a
LCA group G.
• Translation by a ∈ G: (Taf)(x) = f(x− a), x ∈ G;
• Modulation by ω ∈ Ĝ: (Eωf)(x) = ω(x)f(x), x ∈ G;
• Time-frequency shifts by χ = (a, ω) ∈ G× Ĝ:(
pi(χ)f
)
(x) =
(
pi(a, ω)f
)
(x) =
(
EωTaf
)
(x) = ω(x)f(x− a), x ∈ G;
• Reﬂection: f r(x) = f(−x), x ∈ G;
• Complex conjugation: (f)(x) = f(x), x ∈ G;
• Involution: f †(x) = f r(x) = f r(x) = f(−x), x ∈ G.
All of these operators are well-deﬁned, linear and bounded operators on all of the
Lp-spaces for p ∈ [1,∞]. Moreover, translation and modulation are unitary operators on
L2(G).
For functions f ∈ L2(G) we deﬁne the short-time Fourier transform with respect to
a function g ∈ L2(G) by Vgf(x, ω) = 〈f, EωTxg〉 for (x, ω) ∈ G × Ĝ. One can show that
‖Vgf‖2 = ‖g‖2 ‖f‖2.
For functions f on Rd we deﬁne dilation with a real-valued d× d matrix C ∈ GLR(d)
by DCf(x) = |detC|1/2f(Cx). The dilation operator is a well-deﬁned, linear, bounded
and unitary operator on L2(Rd).
It is an easy exercise to show that
EωTa = ω(a)TaEω, FEω = TωF , FTa = E−aF ,
DCEω = EC>ωDC , DCTa = TC−1aDC , FDC = D(C−1)>F
and furthermore,
F(f †) = Ff, F(f r) = (Ff)r, F(f) = (Ff)†.
Chapter 2
Overview and highlights of the four
papers
2.1 Paper I, II and III - co-compact subgroups, unifying
continuous and discrete frame theory
In frame theory on L2(G) and especially L2(R) and L2(Rd) there is interest in systems of
the form
{Tγgj}γ∈Γj ,j∈J and {EγTλg}γ∈Γ,λ∈Λ,
where Γj,Λ and Γ are lattices in G,G and Ĝ respectively, and the countable family (gj)j∈J
and g are functions in L2(G). Such systems are known as generalized shift invariant
(GSI) systems (left) and Gabor systems (right). Since all subgroups involved are lattices,
i.e., discrete and co-compact subgroups, the families above are countable collections of
functions. Note that the Gabor systems of the form above are also generalized shift
invariant systems for appropriate choices of gj and Γj.
Results on GSI systems can be found in, e.g., [8, 27, 36, 37, 40]. The, so-called,
nonstationary Gabor systems are systems similar to and strongly related to generalized
shift invariant systems, see [1, 2, 14, 31]. Indeed, GSI systems and non-stationary Gabor
systems share all frame properties as the unitary Fourier transform maps one system into
the other (cf. Lemma 1.1.9). A key aspect of the theory of GSI systems that we are
interested in, is the characterization (under a technical condition) of all dual GSI frames
and Parseval GSI frames which can be found in [8, 27, 36].
Gabor systems of the form above have mainly been studied on the real line where they
take the familiar form {EmbTnag}m,n∈Z for a, b > 0 and g ∈ L2(R) and they have also
been studied in the multivariate setting on L2(Rd) [7, 12, 24, 25, 32, 33, 34, 39, 46].
A more precise name for the Gabor system above is separable lattice Gabor system
because the translations and modulations are along lattices in G and Ĝ. More generaly,
one can consider a non-separable lattice Gabor system, which is of the form {pi(λ)g}λ∈Λ,
where Λ is a lattice in the time-frequency plane G × Ĝ. Unlike separable lattice Gabor
systems, the non-separable lattice Gabor systems are in general not a special case of the
GSI systems.
Important results for separable lattice Gabor frames in L2(Rd) include the following:
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(a) the Janssen representation of the Gabor frame operator,
(b) the Wexler-Raz biorthogonality conditions of dual Gabor frames,
(c) the Walnut representation of the Gabor frame operator
(d) the Bessel duality for a Gabor system and its adjoint Gabor system,
(e) the duality principle for Gabor frames and Gabor Riesz bases.
For non-separable lattice Gabor systems on Rn and for elementary LCA groups the
results (a) and (b) can be found in, e.g., [19, 20].
It is commonly accepted that (d) and (e) also hold for non-separable Gabor systems
in L2(Rn) and in L2(G), however, no proof of these results existed prior to Paper III.
To specify, the duality principle for Gabor frames in (e) is stated for non-separable
lattice Gabor systems in [20], yet with a reference to the original sources [12, 33, 39],
which only show the result for separable lattice Gabor systems. Also in [26] the duality
principle is stated for non-separable lattice Gabor systems on L2(R × Z/dZ), d ∈ N,
however, with a proof where details about the Bessel duality result (d) and the application
of the Wexler-raz conditions (b) in the proof are unclear. In the Papers II and III this
situation is remedied and the results (a)-(e) are signiﬁcantly expanded to a setting beyond
non-separable lattice Gabor systems.
2.1.1 The results
The theory established in Papers I, II and III allows for the ﬁrst time to have a uniﬁed
framework that contains, e.g., both discrete and continuous wavelet or Gabor systems.
This is done by replacing the lattices, i.e., discrete and co-compact subgroups, with closed
and co-compact subgroups. Naturally, lattices are such subgroups, but for example the
whole group G is a co-compact subgroup in itself, which may be non-discrete. This added
generality allows for the systems considered in Papers I, II and III to be either countable
collections of functions but also uncountable, continuous families of functions.
In particular, Paper I introduces the very general concept of generalized translation
invariant (GTI) systems and studies their frame properties. A GTI system is a collection
of functions in L2(G) of the form
∪j∈J{Tγgj,p}γ∈Γj ,p∈Pj ,
where
(i) J is a countable index set,
(ii) for each j ∈ J the set Pj is a σ-ﬁnite measure space,
(iii) for each j ∈ J the set Γj is a closed, co-compact subgroup of G,
(iv) the family of functions {gj,p}j∈J,p∈Pj is a subset of L2(G).
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A list of systems which are included in the setup of GTI systems can be found in
Example 4 below. As mentioned ealier, both discrete and continuous wavelet and sepa-
rable Gabor systems are GTI systems, but also discrete and continuous shearlet, curvelet
and also shift invariant systems and translation invariant systems can be realized as GTI
systems.
The main result for GTI systems in Paper I is a characterization of all dual GTI frames
and Parseval GTI frames much like the result for GSI systems in [8, 27, 36].
Theorem 2.1.1. (Theorem 3.4 in Paper I) Suppose that ∪j∈J {Tγgj,p}γ∈Γj ,p∈Pjand
∪j∈J {Tγhj,p}γ∈Γj ,p∈Pj are two Bessel systems such that the α-LIC is satisﬁed, then the
following statements are equivalent:
(i) ∪j∈J {Tγgj,p}γ∈Γj ,p∈Pjand ∪j∈J {Tγhj,p}γ∈Γj ,p∈Pj are dual frames for L2(G), i.e.,
〈f1, f2〉 =
∑
j∈J
∫
Pj
∫
Γj
〈f1, Tγgj,p〉〈Tγhj,p, f2〉 dµΓj(γ) dµPj(p) for all f1, f2 ∈ L2(G).
(ii) For each α ∈ ⋃j∈J Γ⊥j we have
tα(ω) :=
∑
j∈J :α∈Γ⊥j
1
s(Γj)
∫
Pj
gˆj,p(ω)hˆj,p(ω + α) dµPj(p) = δα,0 a.e. ω ∈ Ĝ. (2.1)
Indeed, careful inspection of the proofs of the main results in [8, 27, 36] shows that
the crucial point is that the annihilator of the closed subgroup Γj is discrete. This is
exactly guaranteed by the assumption that Γj is co-compact and thus Γj itself need not
be a lattice. Independently, this realization has also been used by Bownik and Ross
[3] to analyze translation invariant systems with translations along closed, co-compact
subgroups.
A detailed discussing of the α-LIC and comparison to the so-called locally integrability
condition used in [27, 36] is included in the paper.
If the characterizations from Theorem 2.1.1 are used on the systems from Example 4,
then one readily recovers the well known characterizing equations for discrete frames and
the classical admissibility conditions for continuous systems, see, e.g., [5, 23, 25, 27, 34,
36, 45].
In Paper II the theory of Paper I is applied to Gabor systems of the form
{EγTλg}λ∈Λ,γ∈Γ
where either or both of the sets Λ and Γ are closed, co-compact subgroups in G and
Ĝ, respectively. In particular, the paper extends the results (a), (b), (c), (d) and (e)
mentioned above for separable lattice Gabor systems to these separable co-compact Gabor
systems. For L2(Rn) the theory in Paper II can handle separable Gabor systems of the
form
{EγTλg}λ∈A(Zj×Rk),γ∈B(Zl×Rm),
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where A and B are invertible, real valued n×n-matrices and j, k, l,m ∈ N0 are such that
j + k = l +m = n and where g ∈ L2(Rd). Frame properties of such Gabor systems have
not been considered in the literature before.
Paper III considers Gabor systems of the form
{EγTλg}(λ,γ)∈∆ = {pi(ν)g}ν∈∆, ν = (λ, γ), (2.2)
where ∆ is a closed (not necessarily discrete nor co-compact) subgroup in the time-
frequency plane G×Ĝ. These Gabor systems are more general than the Gabor systems in
Paper II and include the separable and non-separable lattice Gabor systems. In particular,
Gabor systems in L2(Rn) of the form
{EγTλg}(λ,γ)∈A(Zj×Rk),
where A is an invertible, real valued 2n×2n-matrix and j, k ∈ N0 are such that j+k = 2n
and where g ∈ L2(Rn) are included in the setup.
For Gabor systems of the form (2.2) a main result in Paper III is a new type of density
result.
Theorem 2.1.2. (Theorem 5.1 in Paper III) Let g ∈ L2(G) and let ∆ be a closed
subgroup in G×Ĝ. If the Gabor system {pi(ν)g}ν∈∆ is a frame for L2(G), then the quotient
(G× Ĝ)/∆ is compact, that is, ∆ is a co-compact subgroup in G× Ĝ.
As a consequence of Theorem 2.1.2 the co-compact Gabor systems in Paper II are the
most general setting for separable Gabor frames, where the translation and modulation
are along closed subgroups in the time and frequency domain, respectively.
Remark 4. (i) If the subgroup ∆ is discrete and {pi(ν)g}ν∈∆ is a Gabor frame for L2(G),
then ∆ is co-compact and therefore ∆ is a lattice.
(ii) The Prüfer p-group is a discrete abelian group but does not have any co-compact
subgroups. Similarly, the p-adic numbers do not contain any co-compact subgroup.
Nor do the p-adic numbers or integers contain any discrete subgroup besides the
trivial discrete subgroup which only contains the neutral element. In either of these
cases, the only co-compact group is the whole group itself. This signiﬁcantly limits
the applications of Gabor frame theory in these settings, cf. Remark 1.
Paper III establishes the results (a), (b), (d) and (e) for the non-separable Gabor
systems of the form (2.2). A key role in the formulation of these results is the size of a
closed subgroup introduced in the same paper, cf. the paragraph after Lemma 1.2.9 and
page 235 and 248 in Paper III.
An important feature of the proofs of the results in Paper III is that they, in essence,
only rely on applications of the Fourier transform, Weil's formula, the short-time Fourier
transform and results from frame theory and Riesz bases. Furthermore, many of the proofs
from Paper III are inspired by the proofs of the respective results on separable lattice
Gabor systems {EmbTnag}m,n∈Z in L2(R) by Janssen [32, 33]. Indeed, after appropriate
modiﬁcation, his proofs of the duality principle and the Wexler-Raz relations carry over
to the non-separable Gabor case with translation and modulation along closed subgroups.
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In order to state the results we need to introduce the adjoint group ∆◦ of a closed
subgroup ∆ ⊆ G× Ĝ as in [20],
∆◦ = {µ ∈ G× Ĝ : pi(µ)pi(ν) = pi(ν)pi(µ) for all ν ∈ ∆}.
The adjoint group ∆◦ is closely related to the annihilator ∆⊥ ⊆ Ĝ×G, in the sense that
the topological group isomorphism Φ(x, ω) = (−ω, x) between G × Ĝ and Ĝ × G maps
∆◦ to ∆⊥.
The results of Paper III for co-compact subgroups ∆ in G× Ĝ can be summarized as
follows.
Theorem 2.1.3. Let g, h ∈ L2(G) and let ∆ be a closed, co-compact subgroup in G× Ĝ.
The following holds:
(i) (Wexler-Raz, [Theorem 6.1,Paper III]) Two Bessel systems {pi(ν)g}ν∈∆ and {pi(ν)h}ν∈∆
are dual Gabor frames for L2(G) if and only if
〈h, pi(µ)g〉 = s(∆) δµ,0 for all µ ∈ ∆◦.
(ii) (Fundamental identity in Gabor analysis, [Corollary 6.3, Paper III]) Fix f1, f2, g, h ∈
L2(G). If the mapping
ϕ : G× Ĝ, χ 7→
∫
∆
〈pi(χ)f1, pi(ν)g〉〈pi(ν)h, pi(χ)f2〉 dν
is continuous and
∫
∆◦ |〈h, pi(µ)g〉〈pi(µ)f1, f2〉| dµ <∞, then∫
∆
〈f1, pi(ν)g〉〈pi(ν)h, f2〉 dν = 1
s(∆)
∑
µ∈∆◦
〈h, pi(µ)g〉〈pi(µ)f1, f2〉
(iii) (Bessel duality, [Theorem 6.4, Paper III]) The Gabor system {pi(ν)g}ν∈∆ is a Bessel
system with bound B, i.e.,∫
∆
|〈f, pi(ν)g〉|2 dν ≤ B ‖f‖22 for all f ∈ L2(G),
if, and only if, the adjoint Gabor system {pi(µ)g}µ∈∆◦ is a Bessel system with bound
s(∆)B, i.e., ∑
µ∈∆◦
|〈f, pi(µ)g〉|2 ≤ s(∆)B ‖f‖22 for all f ∈ L2(G).
(iv) (Duality principle, [Theorem 6.5, Paper III]) The Gabor system {pi(ν)g}ν∈∆ is a
frame with bounds A and B, i.e.,
A ‖f‖22 ≤
∫
∆
|〈f, pi(ν)g〉|2 dν ≤ B ‖f‖22 for all f ∈ L2(G),
if and only if the adjoint Gabor system {pi(µ)g}µ∈∆◦ is a Riesz sequence with bounds
s(∆)A and s(∆)B, i.e.,
s(∆)A ‖c‖22 ≤
∥∥∥ ∑
µ∈∆◦
c(µ) pi(µ)g
∥∥∥2
2
≤ s(∆)B ‖c‖22 ∀c ∈ `2(∆◦).
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Statement (ii) and (iii) in Theorem 2.1.3 can be formulated more generally for closed
(not necessarily co-compact) subgroups ∆ in G × Ĝ, whereas either of the assumptions
in Theorem 2.1.3(i) and (iv) in fact imply that ∆ has to be co-compact (equivalently, the
group ∆◦ is discrete).
The following example contains particular choices of parameters for GTI systems that
yield well-known systems used in frame theory. For more on this and the resulting char-
acterizations via Theorem 2.1.1 see also the examples at the end of Paper I.
Example 4.
(i) (Gabor system in L2(R)). Let G = R and consider the GTI system where
• J = Z,
• Pj = {0} for all j ∈ J .
• Γj = aZ for all j ∈ J , where a > 0 is ﬁxed. We equip Γj with the counting
measure.
• gj,p = Ebjg for all j ∈ J and p ∈ Pj = {0}, where b > 0 and g ∈ L2(R) are
ﬁxed.
Then
∪j∈J{Tγgj,p}γ∈Γj ,p∈Pj = {TanEmbg}m,n∈Z.
That is, the GTI system coincides with the usual separable lattice Gabor system in
L2(R).
(ii) (Wavelet system in L2(R)). In the following Dc, c 6= 0 is the dilation operator
Dcf(x) = |c|1/2f(cx), f ∈ L2(R). Let G = R and consider the GTI system where
• J = Z,
• Pj = {0} for all j ∈ J .
• Γj = 2−jZ for all j ∈ J . We equip Γj with the counting measure.
• gj,p = D2jψ for all j ∈ J and p ∈ Pj = {0}, where ψ ∈ L2(R) is ﬁxed.
Then
∪j∈J{Tγgj,p}γ∈Γj ,p∈Pj = {T2−jkD2jψ}j,k∈Z.
That is, the GTI system coincides with a discrete wavelet system in L2(R).
(iii) (Continuous Gabor system in L2(G)). Let G be any LCA group with dual
group Ĝ. Consider the GTI system where
• J = {0},
• P0 = Ĝ equipped with the Haar measure µĜ, such that µG and µĜ are dual
measures.
• Γ0 = G.
• g0,ω = Eωg for j ∈ J = {0} and ω ∈ Ĝ, where g ∈ L2(G) is ﬁxed.
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Then
∪j∈J{Tγgj,p}γ∈Γj ,p∈Pj = {TxEωg}x∈G,ω∈Ĝ.
That is, the GTI system coincides with the continuous Gabor system generated by
g ∈ L2(G).
(iv) (Continuous wavelet system in L2(R)). Let G = R. In the following Dc, c 6= 0
is the dilation operator Dcf(x) = |c|1/2f(cx), f ∈ L2(R). Consider the GTI system
where
• J = {0},
• P0 = R\{0} equipped with the measure da/a2, where da is the Lebesgue mea-
sure on R,
• Γ0 = R equipped wih the Lebesgue measure
• g0,p = Dpψ for all p ∈ R\{0} and where ψ is a ﬁxed function in L2(R).
Then
∪j∈J{Tγgj,p}γ∈Γj ,∈Pj = {TxDaψ}x∈R,a∈R\{0}.
That is, the GTI system coincides with the continuous wavelet system generated by
ψ ∈ L2(R).
(v) (Shift-invariant system in L2(G)). Consider the GTI system where
• J = Z,
• P0 = {0},
• Γj = Γ, where Γ is a discrete, co-compact subgroup of G equipped with the
counting measure,
• gj,0 is a function in L2(G) for each j ∈ J .
Then
∪j∈J{Tγgj,p}γ∈Γj ,∈Pj = {Tγgj}γ∈Γ,j∈J .
That is, the GTI system coincides with a shift-invariant system in L2(G).
(vi) (Generalized shift-invariant system in L2(G)). Consider the GTI system where
• J = Z,
• P0 = {0},
• Γj is a discrete, co-compact subgroup of G equipped with the counting measure
for each j ∈ Z,
• gj,0 is a function in L2(G) for each j ∈ J .
Then
∪j∈J{Tγgj,p}γ∈Γj ,∈Pj = {Tγgj}γ∈Γj ,j∈J .
That is, the GTI system coincides with a generalized shift-invariant system in L2(G).
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2.2 Paper IV - The Feichtinger algebra
The fourth paper On a (no longer) new Segal algebra is a review paper with proofs on
the Banach space of functions known as the Feichtinger algebra, commonly denoted by
S0 or M
1. Literature on the subject is, e.g., [15, 16, 17, 18, 19, 20, 25].
The paper gives an overview over the history of the space and related work; it is
concerned with properties of functions that belong to S0; the paper discusses operators
on S0; results the dual space are presented; there is a section on series representations for
functions in the Feichtinger algebra; also, the paper gives a proof of the kernel theorem 
a result very similar of the classical kernel theorem due to Schwartz with applications to
pseudo-diﬀerential operators.
A major result in Paper IV is the proof of the equivalence of 21 diﬀerent deﬁnitions
of S0(G). Furthermore, the paper proves that 15 norms on the space are equivalent.
Most of these characterizations are known in the literature, however a detailed and easily
accessible account of these equivalences was not available prior to this work.
The paper proves well-known properties of functions that belongs to S0. For example
that S0(G) is a Banach algebra under pointwise multiplication and convolution and that
it is a Segal algebra. Furthermore, the paper proves the inclusions
Cc(G) ∩ A(G) ⊆ S0(G) ⊆ L1(G) ∩ A(G)
and S0(G) ⊆ L1(G) ∩ C0(G) ⊆ Lp(G) for all p ∈ [1,∞].
A fundamental result for the Feichtinger algebra is that it is smallest among all Banach
spaces that are invariant under time-frequency shifts. The precise statement is as follows.
Theorem 2.2.1. Let B be a Banach space. Assume that there is a non-zero function
g ∈ S0(G) ∩B with the property that there exists a constant c > 0 such that ‖pi(χ)g‖B ≤
c ‖g‖B for all χ ∈ G× Ĝ. Then S0(G) is continuously embedded into B. Speciﬁcally,
‖f‖B ≤ c ‖g‖B ‖g‖−22 ‖f‖S0,g for all f ∈ S0(G).
This result implies that S0 is continuously embedded into all the L
p-spaces, C0, the
Fourier and Wiener algebra.
The paper uses this minimality to give a new characterization of S0 among all Banach
spaces:
Theorem 2.2.2. Let B(G) be a (non-trivial) Banach space deﬁned for any locally compact
abelian group G. If B(G) ⊆ L1(G), then B(G) coincides with S0(G) if and only if B(G)
exhibits the following properties:
(i) There exists a constant c > 0 such that ‖pi(χ)f‖B ≤ c ‖f‖B for all χ ∈ G × Ĝ and
for all f ∈ B(G).
(ii) If f1, f2 ∈ B(G), then f1 ⊗ f2 ∈ B(G×G).
(iii) If f ∈ B(G), then f ◦ α ∈ B(G) for all topological group automorphisms α on G.
(iv) If f ∈ B(G×G), then F2f ∈ B(G× Ĝ).
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It is interesting to note that, e.g., L1(G) satisﬁes conditions (i), (ii) and (iii) in Theorem
2.2.2. However, if one want a Banach space where the partial Fourier transform maps
into the space itself, then it is only the Feichtinger algebra that has this property.
The paper also establishes some new inequalities for functions in S0. In particular, for
all f, g ∈ S0(G), g 6= 0 we have that
(i) ‖f‖p ≤ ‖g‖−1+1/p1 ‖g‖−1/p∞ ‖f‖S0(G),g for all p ∈ [1,∞],
(ii) ‖fˆ‖p ≤ ‖gˆ‖−1+1/p1 ‖gˆ‖−1/p∞ ‖f‖S0(G),g for all p ∈ [1,∞],
(iii) ‖f‖p ‖g‖q ≤ ‖f‖S0(G),g for all p, q ∈ [1,∞] with 1/p+ 1/q = 1,
(iv) ‖fˆ‖p ‖gˆ‖q ≤ ‖f‖S0(G),g for all p, q ∈ [1,∞] with 1/p+ 1/q = 1,
(v) ‖f‖p ‖gˆ‖p ≤ ‖f‖S0(G),g for all p ∈ [2,∞].
(vi) |〈f, g〉| ≤ ‖f‖S0(G),g,
(vii) ‖Vgf‖p ≤ ‖f‖S0(G),g for all p ∈ [1,∞].
Inequality (vii) can be used to give a very simple proof of the following new and rather
simple uncertainty principle.
Proposition 2.2.3. Let f, g ∈ S0(G). If  > 0 and U ⊆ G× Ĝ are given such that
(1− ) ‖Vgf‖1 ≤
∫
U |Vgf(χ)| dµG×Ĝ(χ),
then µG×Ĝ(U) ≥ (1− ).
A key result in Paper IV is the recovery of a seemingly forgotten theorem due to
Reiter. With this result it is easily shown that certain important operators are Banach
space isomorphisms of S0. In particular, this applies to the following operators.
(i) Let γ be a topological group isomorphism from G2 onto G1. Then the associated
operator
Uγf(x2) = f(γ(x2)), x2 ∈ G2.
is a Banach space isomorphism from S0(G1) onto S0(G2).
(ii) The Fourier transform
Ff(ω) =
∫
G
f(x)ω(x) dx, ω ∈ Ĝ
is a Banach space isomorphism from S0(G) onto S0(Ĝ).
(iii) The partial Fourier transform
F2f(x, ω) =
∫
G
f(x, t)ω(t) dt, (x, ω) ∈ G× Ĝ
is a Banach space isomorphism from S0(G1 ×G2) onto S0(G1 × Ĝ2).
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(iv) The symplectic Fourier transform
Fsf(x, ω) =
∫
G
∫
Ĝ
f(t, ξ)ω(t)ξ(x) dξ dt, (x, ω) ∈ G× Ĝ
is a Banach space isomorphism from S0(G× Ĝ) onto S0(G× Ĝ).
(v) Let ψ be a second degree character on G, i.e., a continuous function ψ : G→ T such
that
ψ(x+ y) = ψ(x) · ψ(y) ·B(x, y) for all x, y ∈ G,
where B(x, y) = (ρ(y))(x) for some topological group homomorphism ρ : G → Ĝ.
B is a so-called bicharacter on G [43].
The multiplication by a second degree character
Uψf(x) = ψ(x)f(x), x ∈ G
is a Banach space isomorphism from S0(G) onto itself. As an example of such an
operator we mention the chirp-multiplication by real-valued symmetric matrices of
functions on Rn.
Another highlight of the paper is the proof of the kernel theorem for the Feichtinger
algebra on any locally compact abelian group. While this result was announced in [15], a
proof was ﬁrst available in full generality on groups in the thesis by Keville [35]. However,
if G is an elementary locally compact group, i.e., G = Rn × Zk × Tl × F , where F is a
ﬁnite abelian group proof and especially if G = Rn then proofs of the kernel theorem are
very well available [17, 18, 19, 25].
The formulation of the result is as follows.
Theorem 2.2.4. Let G1 and G2 be two locally compact abelian groups and V a normed
vector space. Then for every bilinear and bounded operator A : S0(G1)×S0(G2)→ V there
exists a unique linear and bounded operator T : S0(G1 × G2) → V satisfying A(f1, f2) =
T (f1 ⊗ f2). The correspondence A ←→ T is an isomorphism between the normed vector
spaces Bil(S0(G1)× S0(G2), V ) and Lin(S0(G1 ×G2), V ).
Corollary 2.2.5. To every linear and bounded operator T : S0(G1) → S′0(G2) which
maps norm convergent sequences in S0(G1) into weak
∗-convergent sequences in S′0(G2)
there exists a unique element σ ∈ S′0(G1 ×G2) such that
〈f2, T f1〉 = 〈f1 ⊗ f2, σ〉 for all f1 ∈ S0(G1), f2 ∈ S0(G2). (2.3)
The correspondence σ ←→ T is an isomorphism between the Banach spaces S′0(G1 ×G2)
and Lin(S0(G1),S
′
0(G2)).
The result in Corollary 2.2.5 is an exact analogue to the famous kernel theorem by
Schwartz for the space of test functions C∞c (R), which plays a huge role in the theory of
pseudo-diﬀerential operators.
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REPRODUCING FORMULAS FOR GENERALIZED
TRANSLATION INVARIANT SYSTEMS ON LOCALLY
COMPACT ABELIAN GROUPS
MADS SIELEMANN JAKOBSEN AND JAKOB LEMVIG
Abstract. In this paper we connect the well-established discrete frame the-
ory of generalized shift invariant systems to a continuous frame theory. To do
so, we let Γj , j ∈ J , be a countable family of closed, co-compact subgroups of
a second countable locally compact abelian group G and study systems of the
form
⋃
j∈J{gj,p(·− γ)}γ∈Γj ,p∈Pj with generators gj,p in L2(G) and with each
Pj being a countable or an uncountable index set. We refer to systems of this
form as generalized translation invariant (GTI) systems. Many of the familiar
transforms, e.g., the wavelet, shearlet and Gabor transform, both their discrete
and continuous variants, are GTI systems. Under a technical α local integra-
bility condition (α-LIC) we characterize when GTI systems constitute tight
and dual frames that yield reproducing formulas for L2(G). This generalizes
results on generalized shift invariant systems, where each Pj is assumed to be
countable and each Γj is a uniform lattice in G, to the case of uncountably
many generators and (not necessarily discrete) closed, co-compact subgroups.
Furthermore, even in the case of uniform lattices Γj , our characterizations im-
prove known results since the class of GTI systems satisfying the α-LIC is
strictly larger than the class of GTI systems satisfying the previously used
local integrability condition. As an application of our characterization results,
we obtain new characterizations of translation invariant continuous frames and
Gabor frames for L2(G). In addition, we will see that the admissibility condi-
tions for the continuous and discrete wavelet and Gabor transform in L2(Rn)
are special cases of the same general characterizing equations.
1. Introduction
In harmonic analysis one is often interested in determining conditions on gener-
ators of function systems, e.g., Gabor and wavelet systems, that allow for recon-
struction of any function in a given class of functions from its associated transform
via a reproducing formula. The work of Herna´ndez, Labate, and Weiss [30] and
of Ron and Shen [46] on generalized shift invariant systems in L2(Rn) presented a
uniﬁed theory for many of the familiar discrete transforms, most notably the Gabor
and the wavelet transforms. The generalized shift invariant systems are collections
of functions of the form
⋃
j∈J {Tγgj}γ∈Γj , where J is a countable index set, Tγ
denotes translation by γ, Γj is a full-rank lattice in Rn, and {gj}j∈J is a subset
of L2(Rn). Here, the word “shift” is used since the translations are discrete, and
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46C05.
Key words and phrases. Continuous frame, dual frames, dual generators, g-frame, Gabor
frame, generalized shift invariant system, generalized translation invariant system, LCA group,
Parseval frame, wavelet frame.
c©2016 American Mathematical Society
1
Licensed to Technical University of Denmark. Prepared on Wed Jun  8 17:30:44 EDT 2016 for download from IP 192.38.67.115.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
2 MADS SIELEMANN JAKOBSEN AND JAKOB LEMVIG
the word “generalized” is used since the shift lattices Γj are allowed to change with
the parameter j ∈ J . The main result of Herna´ndez, Labate, and Weiss [30] is
a characterization, by so-called tα-equations, of all functions gj that give rise to
isometric transforms, called Parseval frames in frame theory.
The goal of this work is to connect the discrete transform theory of generalized
shift invariant systems to a continuous/integral transform theory. In doing so, the
scope of the “uniﬁed approach” started in [30, 46] will be vastly extended. What’s
more, this new theory will cover “intermediate” steps, the semi-continuous trans-
forms, and we will do so in a very general setting of square integrable functions
on locally compact abelian groups. In particular, we recover the usual character-
ization results for discrete and continuous Gabor and wavelet systems as special
cases. For discrete wavelets in L2(R) with dyadic dilation, this result was obtained
in 1995, independently by Gripenberg [23] and Wang [48], and it can be stated
as follows. Deﬁne the translation operator Tbf(x) = f(x − b) and dilation op-
erator Daf(x) = |a|−1/2 f(x/a) for b ∈ R, a 6= 0. The discrete wavelet system
{T2jkD2jψ}j,k∈Z generated by ψ ∈ L2(R) is indeed a generalized shift invariant
system with J = Z, Γj = 2jZ, and gj = D2jψ. Now, the linear operator Wd deﬁned
by
Wd : L
2(R) → `2(Z2), Wdf(j, k) = 〈f, T2jkD2jψ〉
is isometric if, and only if, for all α ∈ ⋃j∈Z 2−jZ, the following tα-equations hold:
(1.1) tα :=
∑
j∈Z :α∈2−jZ
ψ̂(2jξ)ψ̂(2j(ξ + α)) = δα,0 for a.e. ξ ∈ R̂,
where R̂ denotes the Fourier domain. In the language of frame theory, we say that
generators ψ ∈ L2(R) of discrete Parseval wavelet frames have been characterized
by tα-equations.
Caldero´n [6] discovered in 1964 that any function ψ ∈ L2(R) satisfying the
Caldero´n admissibility condition
(1.2)
∫
R\{0}
|ψ̂(aξ)|2
|a| da = 1 for a.e. ξ ∈ R̂
leads to reproducing formulas for the continuous wavelet transform. To be precise,
the linear operator Wc deﬁned by
Wc : L
2(R) → L2(R\{0} × R, dadba2 ), Wcf(a, b) = 〈f, TbDaψ〉
is isometric if, and only if, the Caldero´n admissibility condition holds. We will see
that the Caldero´n admissibility condition is nothing but the tα-equation (there is
only one!) for the continuous wavelet system. Similar results hold for the Gabor
case; here the continuous transform is usually called the short-time Fourier trans-
form. Actually, the theory is not only applicable to the Gabor and wavelet setting,
but to a very large class of systems of functions including shearlet and wave packet
systems, which we shall call generalized translation invariant systems. We refer the
reader to the classical texts [12, 14, 27] and the recent book [38] for introductions
to the speciﬁc cases of Gabor, wavelet, shearlet and wave packet analysis.
In [36], Kutyniok and Labate generalized the results of Herna´ndez, Labate, and
Weiss to generalized shift invariant systems
⋃
j∈J {Tγgj}γ∈Γj in L2(G), where G
is a second countable locally compact abelian group and Γj is a family of uniform
lattices (i.e., Γj is a discrete subgroup and the quotient group G/Γj is compact)
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indexed by a countable set J . The main goal of the present paper is to develop the
corresponding theory for semi-continuous and continuous frames in L2(G). In order
to achieve this, we will allow non-discrete translation groups Γj , and we will allow
for each translation group to have uncountably many generators, indexed by some
index set Pj , j ∈ J . We say that the corresponding family
⋃
j∈J {Tγgj,p}γ∈Γj ,p∈Pj in
L2(G) is a generalized translation invariant system. To be precise, we will, for each
j ∈ J , take Pj to be a σ-ﬁnite measure space with measure μPj and Γj to be closed,
co-compact (i.e., the quotient group G/Γj is compact) subgroups. We mention that
any locally compact abelian group has a co-compact subgroup, namely the group
itself. On the other hand, there exist groups that do not contain uniform lattices,
e.g., the p-adic numbers. Thus, the theory of generalized translation invariant
systems is applicable to a larger class of locally compact abelian groups than the
theory of generalized shift invariant systems.
The two wavelet cases described above ﬁt our framework. The discrete wavelet
system can be written as
⋃
j∈Z{Tγ(D2jψ)}γ∈2jZ, so we see that Pj is a singleton
and μPj a weighted counting measure for each j ∈ J = Z, and that there are
countably many diﬀerent (discrete) Γj . For the continuous wavelet system of the
form {Tγ(Dpψ)}γ∈R,p∈R\{0}, we have that J is a singleton, e.g., {j0}, since there is
only one translation subgroup Γj0 = R. On the other hand, here Pj0 is uncountable
and μPj0 is a weighted Lebesgue measure. We stress that our setup can handle
countably many (distinct) Γj and countably many Pj , each being uncountable.
The characterization results in [30, 36] rely on a technical condition on the gen-
erators and the translation lattices, the so-called local integrability condition. This
condition is straightforward to formulate for generalized translation invariant sys-
tems; however, we will replace it by a strictly weaker condition, termed α local
integrability condition. Therefore, even for generalized shift invariant systems in
the euclidean setting, our work extends the characterization results by Herna´ndez,
Labate, and Weiss [30]. Under the α local integrability condition, we show in The-
orem 3.5 that
⋃
j∈J {Tγgj,p}γ∈Γj ,p∈Pj is a Parseval frame for L2(G); that is, the
associated transform is isometric if, and only if,
tα :=
∑
j∈J :α∈Γ⊥j
∫
Pj
gˆj,p(ω)gˆj,p(ω + α) dμPj (p) = δα,0 a.e. ω ∈ Ĝ
for every α ∈ ⋃j∈J Γ⊥j , where Γ⊥j = {ω ∈ Ĝ : ω(x) = 0 for all x ∈ Γj} denotes
the annihilator of Γj . Now, returning to the two main examples of this introduc-
tion, the discrete and continuous wavelet transform, we see why the number of the
tα-equations in (1.1) and (1.2) are so diﬀerent. In the discrete case the correspond-
ing union of the annihilators of the translation groups is
⋃
j∈Z 2
−jZ, while in the
continuous case the annihilator of R is simply {0}, which corresponds to only one
tα-equation (α = 0).
Finally, as Kutyniok and Labate [36] restrict their attention to Parseval frames,
there are currently no characterization results available for dual (discrete) frames
in the setting of locally compact abelian groups. Hence, one additional objective
of this paper is to prove characterizing equations for dual generalized translation
invariant frames to remedy this situation.
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For a related study of reproducing formulas from a purely group representation
theoretical point of view, we refer to the work of Fu¨hr [20], and De Mari, De Vito
[15], and the references therein.
The paper is organized as follows. We recall some basic theory about locally
compact abelian groups and introduce the generalized translation invariant sys-
tems in Sections 2.1 and 2.2, respectively. Additionally, in Section 2.3 we give a
short introduction to the theory of continuous frames and g-frames. In Section 3 we
present our main characterization result for dual generalized translation invariant
frames (Theorem 3.4) and, as a corollary, then for Parseval frames (Theorem 3.5).
In Sections 3.2 and 3.3 we relate several conditions used in our main results. Fi-
nally, we consider the special case of translation invariant systems and apply our
characterization results on concrete groups and to concrete examples in Sections 3.4
and 4. Speciﬁcally, we consider discrete and continuous wavelet systems in L2(Rn),
shearlets in L2(R2), discrete, semi-continuous and continuous Gabor frames on LCA
groups and GTI systems over the p-adic integers and numbers.
During the ﬁnal stages of this project, we realized that Bownik and Ross [4] have
completed a related investigation. As they consider and characterize the structure
of translation invariant subspaces on locally compact abelian groups, their results
do not overlap with our results in any way. However, they do consider translations
along a closed, co-compact subgroup. We adopt their terminology of translation
invariance, in place of shift invariance, to emphasize the fact that Γj need not be
discrete.
2. Preliminaries
In the following sections we set up notation and recall some useful results from
Fourier analysis on locally compact abelian (LCA) groups and continuous frame
theory. Furthermore, we will prove two important lemmas, Lemmas 2.2 and 2.4.
2.1. Fourier analysis on locally compact abelian groups. Throughout this
paper G will denote a second countable locally compact abelian group. We note
that the following statements are equivalent: (i) G is second countable, (ii) L2(G)
is separable, (iii) G is metrizable and σ-compact. Note that the metric on G can
be chosen to be translation invariant.
To G we associate its dual group Ĝ consisting of all characters, i.e., all continuous
homomorphisms from G into the torus T ∼= {z ∈ C : |z| = 1}. Under pointwise
multiplication Ĝ is also a locally compact abelian group. We will use addition
and multiplication as group operations in G and Ĝ, respectively. Note that in the
introduction we used addition as a group operation in Ĝ. By the Pontryagin duality
theorem, the dual group of Ĝ is isomorphic to G as a topological group, i.e.,Ĝ ∼= G.
We recall the well-known facts that if G is discrete, then Ĝ is compact, and vice
versa.
We denote the Haar measure on G by μG. The (left) Haar measure on any locally
compact group is unique up to a positive constant. From μG we deﬁne L
1(G) and
the Hilbert space L2(G) over the complex ﬁeld in the usual way.
For functions f ∈ L1(G) we deﬁne the Fourier transform
Ff(ω) = fˆ(ω) =
∫
G
f(x)ω(x) dμG(x), ω ∈ Ĝ.
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If f ∈ L1(G), fˆ ∈ L1(Ĝ), and the measure on G and Ĝ are normalized so that the
Plancherel theorem holds (see [32, (31.1)]), the function f can be recovered from fˆ
by the inverse Fourier transform
f(x) = F−1fˆ(x) =
∫
Ĝ
fˆ(ω)ω(x) dμĜ(ω), x ∈ G.
From now on we always assume that the measure on a group μG and its dual group
μĜ are normalized this way, and we refer to them as dual measures. As in the
classical Fourier analysis F can be extended from L1(G) ∩ L2(G) to an isometric
isomorphism between L2(G) and L2(Ĝ).
On any locally compact abelian group G, we deﬁne the following two linear
operators. For a ∈ G, the operator Ta, called translation by a, is deﬁned by
Ta : L
2(G) → L2(G), (Taf)(x) = f(x− a), x ∈ G.
For χ ∈ Ĝ, the operator Eχ, called modulation by χ, is deﬁned by
Eχ : L
2(G) → L2(G), (Eχf)(x) = χ(x)f(x), x ∈ G.
Together with the Fourier transform F , the two operators Eχ and Ta share the
following commutator relations: TaEχ = χ(a)EχTa, FTa = Ea−1F , and FEχ =
TχF .
For a subgroup H of an LCA group G, we deﬁne its annihilator as
H⊥ = {ω ∈ Ĝ : ω(x) = 1 for all x ∈ H}.
The annihilator H⊥ is a closed subgroup in Ĝ, and if H is closed, then Ĥ ∼= Ĝ/H⊥
and Ĝ/H ∼= H⊥.
We will repeatedly use Weil’s formula; it relates integrable functions over G with
integrable functions on the quotient space G/H when H is a closed subgroup of G.
We mention the following results concerning Weil’s formula [44].
Theorem 2.1. Let H be a closed subgroup of G. Let πH : G → G/H, πH(x) =
x +H be the canonical map from G onto G/H. If f ∈ L1(G), then the following
hold:
(i) The function x˙ 7→ ∫
H
f(x+ h) dμH(h), x˙ = πH(x) deﬁned almost everywhere
on G/H is integrable.
(ii) (Weil’s formula) Let two of the Haar measures on G,H and G/H be given;
then the third can be normalized such that
(2.1)
∫
G
f(x) dμG(x) =
∫
G/H
∫
H
f(x+ h) dμH(h) dμG/H(x˙).
(iii) If (2.1) holds, then the respective dual measures on Ĝ,H⊥ ∼= Ĝ/H, Ĝ/H⊥ ∼=
Ĥ satisfy
(2.2)
∫
Ĝ
fˆ(ω) dμĜ(ω) =
∫
Ĝ/H⊥
∫
H⊥
fˆ(ωγ) dμH⊥(γ) dμĜ/H⊥(ω˙).
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Remark 1. Since a Haar measure and its dual are chosen so that the Plancherel
theorem holds we have the following uniqueness result: If two of the measures on
G,H,G/H, Ĝ,H⊥ and Ĝ/H⊥ are given, and these two are not dual measures, by
requiring Weil’s formulas (2.1) and (2.2), all other measures are uniquely deter-
mined.
For more information on harmonic analysis on locally compact abelian groups,
we refer the reader to the classical books [17, 31, 32, 44].
For a Borel set E ⊂ Ĝ with μĜ(E) = 0, we deﬁne
(2.3) D = {f ∈ L2(G) : fˆ ∈ L∞(Ĝ) and supp fˆ ⊂ Ĝ \ E is compact}.
It is not diﬃcult to show that D is dense in L2(G) exactly when μĜ(E) = 0. We
will frequently prove our results on D and extend by a density argument. The role
of the set E is to allow for “blind spots” of transforms – a term coined by Fu¨hr [21].
We will let E be an unspeciﬁed set satisfying μĜ(E) = 0. The speciﬁc choice of
E depends on the application; e.g., in the Gabor and wavelet case [30] one would
usually take E = ∅ and E = {0}, respectively.
The following result relies on Weil’s formula and will play an important part of
the proofs in Section 3.
Lemma 2.2. Let H be a closed subgroup of an LCA group G with Haar measure
μH . Suppose that f1, f2 ∈ D and ϕ, ψ ∈ L2(G). Then
∫
H
〈f1, Thϕ〉〈Thψ, f2〉 dμH(h)
=
∫
Ĝ
∫
H⊥
fˆ1(ω)fˆ2(ωα)ϕˆ(ω)ψˆ(ωα) dμH⊥(α) dμĜ(ω).
Proof. Let h ∈ H. An application of the Plancherel theorem together with Weil’s
formula yields
〈f1, Thϕ〉 = 〈fˆ1, T̂hϕ〉 = 〈fˆ1, E−hϕˆ〉
=
∫
Ĝ
fˆ1(ω)ϕˆ(ω)ω(h) dμĜ(ω)
=
∫
Ĝ/H⊥
∫
H⊥
fˆ1(ωγ)ϕˆ(ωγ)ω(h)γ(h) dμH⊥(γ) dμĜ/H⊥(ω˙)
=
∫
Ĥ
(
ω(h)
∫
H⊥
fˆ1(ωγ)ϕˆ(ωγ) dμH⊥(γ)
)
dμĤ(ω),
where we tacitly used that Ĝ/H⊥ ∼= Ĥ . A similar calculation can be done for
〈Thψ, f2〉. To ease notation, we deﬁne [fˆ , ϕˆ](ω,H⊥) =
∫
H⊥ fˆ(ωγ)ϕˆ(ωγ) dμH⊥(γ)
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for f ∈ D. Again, by the Plancherel theorem and Weil’s formula we have∫
H
〈f1, Thϕ〉〈Thψ, f2〉 dμH(h)
=
∫
H
(∫
Ĥ
ω(h)[fˆ1, ϕˆ](ω,H
⊥) dμĤ(ω)
)(∫
Ĥ
ω(h)[fˆ2, ψˆ](ω,H⊥) dμĤ(ω)
)
dμH(h)
=
〈
F−1[fˆ1, ϕˆ]( · , H⊥),F−1[fˆ2, ψˆ]( · , H⊥)
〉
L2(H)
=
〈
[fˆ1, ϕˆ]( · , H⊥), [fˆ2, ψˆ]( · , H⊥)
〉
L2(Ĥ)
=
∫
Ĝ/H⊥
(∫
H⊥
fˆ1(ωγ)ϕˆ(ωγ) dμH⊥(γ)
)(∫
H⊥
fˆ2(ωγ)ψˆ(ωγ) dμH⊥(γ)
)
dμĜ/H⊥(ω˙)
=
∫
Ĝ/H⊥
[ ∫
H⊥
fˆ1(ωγ)ϕˆ(ωγ)
(∫
H⊥
fˆ2(ωβ)ψˆ(ωβ) dμH⊥(β)
)
dμH⊥(γ)
]
dμĜ/H⊥(ω˙)
=
∫
Ĝ/H⊥
[ ∫
H⊥
fˆ1(ωγ)ϕˆ(ωγ)
(∫
H⊥
fˆ2(ωγα)ψˆ(ωγα) dμH⊥(α)
)
dμH⊥(γ)
]
dμĜ/H⊥(ω˙)
=
∫
Ĝ
fˆ1(ω)ϕˆ(ω)
(∫
H⊥
fˆ2(ωα)ψˆ(ωα) dμH⊥(α)
)
dμĜ(ω)
=
∫
Ĝ
∫
H⊥
fˆ1(ω)fˆ2(ωα)ϕˆ(ω)ψˆ(ωα) dμH⊥(α) dμĜ(ω).
Here F denotes the Fourier transform on H. ¤
2.2. Deﬁnition of generalized translation invariant systems. Let J ⊂ Z be a
countable index set. For each j ∈ J , let Pj be a countable or an uncountable index
set, let gj,p ∈ L2(G) for p ∈ Pj , and let Γj be a closed, co-compact subgroup in G.
Recall that co-compact subgroups are subgroups of G for which G/Γj is compact.
For a compact abelian group, the group is metrizable if, and only if, the character
group is countable [31, (24.15)]. Hence, since G/Γj is compact and metrizable, the
group Ĝ/Γj
∼= Γ⊥j is discrete and countable. Unless stated otherwise we equip Γ⊥j
with the counting measure and assume a ﬁxed Haar measure μG on G. By Remark
1 this uniquely determines the measures on Γj , G/Γj , Ĝ, and Ĝ/Γ
⊥
j .
The generalized translation invariant (GTI) system generated by {gj,p}p∈Pj ,j∈J
with translation along closed, co-compact subgroups {Γj}j∈J is the family of func-
tions
⋃
j∈J {Tγgj,p}γ∈Γj ,p∈Pj . To ease notation, we will suppress the dependence of
j in gj,p and write the GTI system as
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj .
If we take Γ = Γj for each j ∈ J , we obtain a translation invariant (TI) system in
the sense that f ∈ ⋃j∈J {Tγgp}γ∈Γ,p∈Pj implies Tγf ∈ ⋃j∈J {Tγgp}γ∈Γ,p∈Pj for all
γ ∈ Γ. However, generalized translation invariant systems are more general than
translation invariant systems since we allow for a diﬀerent subgroup for each set of
generators {gj,p}p∈Pj .
When each Pj is countable and each Γj is a uniform lattice, i.e., a discrete,
co-compact subgroup, we recover the generalized shift invariant (GSI) systems con-
sidered in [36]. However, we note that there exist locally compact abelian groups
that do not contain any uniform lattices. As an example we mention the p-adic
numbers, whose only discrete subgroup is the neutral element which is not a uni-
form lattice. In other cases, such as the p-adic integers, the LCA group will have
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only trivial examples of uniform lattices, e.g., the neutral element, but have plenty
of non-trivial co-compact subgroups; see Example 10 in Section 4.
Finally, as an alternative generalization of uniform lattices, we mention the idea
of so-called quasi-lattices; see [28,29]. In contrast to closed, co-compact subgroups,
quasi-lattices are discrete subsets in G that are not necessarily groups.
2.3. Frame theory. The central concept of this section is that of a continuous
frame. The deﬁnition is as follows.
Deﬁnition 2.3. Let H be a complex Hilbert space, and let (M,ΣM , μM ) be a
measure space, where ΣM denotes the σ-algebra and μM the non-negative measure.
A family of vectors {fk}k∈M is called a continuous frame for H with respect to
(M,ΣM , μM ) if
(a) k 7→ fk is weakly measurable; i.e., for all f ∈ H, the mapping M → C, k 7→
〈f, fk〉 is measurable, and
(b) there exist constants A,B > 0 such that
(2.4) A ‖f‖2 ≤
∫
M
|〈f, fk〉|2 dμM (k) ≤ B ‖f‖2 for all f ∈ H.
The constants A and B are called frame bounds.
Remark 2. As we will only consider separable Hilbert spaces in this paper, we can
replace weak measurability of k 7→ fk with (strong) measurability with respect to
the Borel algebra in H by Pettis’ theorem.
In cases where it will cause no confusion, we will simply say that {fk}k∈M is a
frame for H. If {fk}k∈M is weakly measurable and the upper bound in the above
inequality (2.4) holds, then {fk}k∈M is said to be a Bessel family with constant
B. A frame {fk}k∈M is said to be tight if we can choose A = B; if, furthermore,
A = B = 1, then {fk}k∈M is said to be a Parseval frame.
Two Bessel families {fk}k∈M and {gk}k∈M are said to be dual frames if
(2.5) 〈f, g〉=
∫
M
〈f, gk〉〈fk, g〉dμM (k) for all f, g ∈ H.
In this case we say that the assignment
(2.6) f =
∫
M
〈f, gk〉fk dμM (k) for f ∈ H
holds in the weak sense. Equation (2.6) is often called a reproducing formula for
f ∈ H. The following argument shows that two such dual frames indeed are frames,
and we shall say that the frame {fk}k∈M is dual to {gk}k∈M , and vice versa. We
need to show that both Bessel families {fk}k∈M and {gk}k∈M satisfy the lower
frame bound. By taking f = g in (2.5) and using the Cauchy-Schwarz inequality,
we have
‖f‖2 =
∫
M
〈f, fk〉〈gk, f〉 dμM (k)
≤
(∫
M
|〈f, fk〉|2 dμM (k)
)1/2(∫
M
|〈f, gk〉|2 dμM (k)
)1/2
≤
(∫
M
|〈f, fk〉|2 dμM (k)
)1/2√
Bg ‖f‖.
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In the last step we used that {gk}k∈M has an upper frame bound Bg. Rearranging
the terms in the above inequality gives
1
Bg
‖f‖2 ≤
∫
M
|〈f, fk〉|2 dμM (k).
Hence, the Bessel family {fk}k∈M satisﬁes the lower frame condition and is a frame.
A similar argument shows that {gk}k∈M satisﬁes the lower frame condition. This
completes the argument. Moreover, by a polarization argument, it follows that two
Bessel families {fk}k∈M and {gk}k∈M are dual frames if, and only if,
〈f, f〉 =
∫
M
〈f, gk〉〈fk, f〉 dμM (k) for all f ∈ H.
We mention that to a given frame for H one can always ﬁnd at least one dual frame.
For more information on (continuous) frames, we refer to [1, 2, 8, 18, 22, 34].
To a frame {fk}k∈M for H, we associate the frame transform given by
H → L2(M,μM ), f 7→ (k 7→ 〈f, fk〉).
As mentioned in the introduction, this transform is isometric if, and only if, the
family {fk}k∈M is a Parseval frame. A similar conclusion holds for a pair of dual
frames.
Let (M1,Σ1, μ1) and (M2,Σ2, μ2) be measure spaces. We say that a family
{fk}k∈M1 in the Hilbert space H is unitarily equivalent to a family {gk}k∈M2 in the
Hilbert space K if there is a point isomorphism ι : M1 → M2; i.e., ι is a (measurable)
bijection such that ι(Σ1) = Σ2 and μ1◦ι−1 = μ2, and there exist a unitary mapping
U : K → H and a measurable mapping M1 → C, k 7→ ck with |ck| = 1 such that
fk = ckUgι(k) for all k ∈ M1. This notion of unitary equivalence generalizes a
similar concept from [1]. Unitary equivalence is important to us since it preserves
many of the properties we are interested in, e.g., the frame property, including the
frame bounds. The following lemma tells us that “pairwise” unitary equivalence
preserves the property of being dual frames.
Lemma 2.4. Let {fk}k∈M1 and {f˜k}k∈M1 be families in H, and let {gk}k∈M2 and{g˜k}k∈M2 be families in K. Suppose that
fk = ckUgι(k) and f˜k = ckUg˜ι(k)
for some point isomorphism ι : M1 → M2, a unitary mapping U : K → H, and a
measurable mapping M1 → C, k 7→ ck with |ck| = 1 for k ∈ M1. Then {fk}k∈M1
and {f˜k}k∈M1 are dual frames with respect to (M1,Σ1, μ1) if, and only if, {gk}k∈M2
and {g˜k}k∈M2 are dual frames with respect to (M2,Σ2, μ2).
Proof. Assume that {fk}k∈M1 and {f˜k}k∈M1 are a pair of dual frames. Since the
composition of measurable functions is again measurable, then by our assumptions
it follows that {gk}k∈M2 and {g˜k}k∈M2 are weakly measurable. They are obviously
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Bessel families. For f ∈ K and g ∈ H we compute:
〈f, U∗g〉= 〈Uf, g〉=
∫
M1
〈Uf, f˜k〉 〈fk, g〉dμ1(k)
=
∫
M1
〈
Uf, ckUg˜ι(k)
〉〈
ckUgι(k), g
〉
dμ1(k)
=
∫
M1
〈
f, g˜ι(k)
〉〈
gι(k), U
∗g
〉
dμ1(k) =
∫
M2
〈f, g˜k〉〈gk, U∗g〉dμ2(k),
where the last equality follows from the properties of the point isomorphism. Since
U∗ is invertible on all of K, this implies that {gk}k∈M2 and {g˜k}k∈M2 are dual
frames. The opposite implication follows by symmetry. ¤
If μM is the counting measure and ΣM = 2
M the discrete σ-algebra, we say that
{fk}k∈M is a discrete frame whenever (2.4) is satisﬁed; for this measure space, any
family of vectors is obviously weakly measurable. For discrete frames, equation (2.6)
holds in the usual strong sense, i.e., with (unconditional) convergence in the H
norm.
Lastly, we combine the notion of continuous frames with that of generalized
frames, also known as g-frames. Let (Mj ,Σj , μj) be a measure space for each j ∈ J ,
where J ⊂ Z is a countable index set. We will say that a union ⋃j∈J {fj,k}k∈Mj is
a g-frame for H, or simply a frame, with respect to {L2(Mj , μj) : j ∈ J} if
(a) k 7→ fj,k,Mj → H is measurable for each j ∈ J , and
(b) there exist constants A,B > 0 such that
(2.7) A ‖f‖2 ≤
∑
j∈J
∫
Mj
∣∣〈f, fj,k〉∣∣2 dμMj (k) ≤ B ‖f‖2 for all f ∈ H.
The above deﬁnition and statements about continuous frames carry over to contin-
uous g-frames; we refer to the original paper by Sun [47] for a detailed account of
g-frames. Lemma 2.4 is also easily transferred to this new setup. We will repeatedly
use that it is suﬃcient to verify the various frame properties on a dense subset of
H. The precise statement is as follows.
Lemma 2.5. Let D be a dense subset of H, and let (Mj , μj) be a measure space
for each j ∈ J .
(i) Suppose that
⋃
j∈J {fj,k}k∈Mj and
⋃
j∈J {gj,k}k∈Mj are Bessel families in H.
If, for f ∈ D,
(2.8) 〈f, f〉=
∑
j∈J
∫
Mj
〈f, fj,k〉〈gj,k, f〉 dμMj (k),
then (2.8) holds for all f ∈ H; i.e., ⋃j∈J {fj,k}k∈Mj and ⋃j∈J {gj,k}k∈Mj are
dual frames.
(ii) Suppose that (Mj , μMj ) are σ-ﬁnite and
⋃
j∈J {fj,k}k∈Mj weakly measurable.
If, for f ∈ D,
(2.9) 〈f, f〉=
∑
j∈J
∫
Mj
〈f, fj,k〉〈fj,k, f〉 dμMj (k),
then (2.9) holds for all f ∈ H; i.e., ⋃j∈J {fj,k}k∈Mj is a Parseval frame.
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Proof. (i) The ﬁrst statement follows by a straightforward generalization of the
proof of the same result for discrete frames [19, Lemma 7]. The duality of⋃
j∈J {fj,k}k∈Mj and
⋃
j∈J {gj,k}k∈Mj follows then by polarization.
(ii) Without loss of generality we can assume that the measure space (Mj , μMj )
is bounded for each j ∈ J . By use of Lebesgue’s bounded convergence theorem,
equation (2.9) for f ∈ D implies that ⋃j∈J {fj,k}k∈Mj is a Bessel family on all of
H; a similar argument can be found in the proof of [43, Proposition 2.5]. The result
now follows from (i). ¤
3. Generalized translation invariant systems
In this section we will work with generalized translation invariant systems⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj , introduced in Section 2.2, in the setting of continuous g-
frames. In order to do this, we let (Pj ,ΣPj , μPj ) be a σ-ﬁnite measure space for
each j ∈ J , where J ⊂ Z is a countable index set. For a topological space T ,
we let BT denote the Borel algebra of T . We now consider Mj := Pj × Γj , and
let ΣMj := ΣPj ⊗ BΓj and μMj := μPj ⊗ μΓj denote the product algebra and the
product measure on Pj × Γj , respectively.
We will work under the following standing hypotheses on the generalized
translation invariant system
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj . For each j ∈ J :
(I) (Pj ,ΣPj , μPj ) is a σ-ﬁnite measure space,
(II) the mapping p 7→ gp, (Pj ,ΣPj ) → (L2(G), BL2(G)) is measurable,
(III) the mapping (p, x) 7→ gp(x), (Pj ×G,ΣPj ⊗BG) → (C, BC) is measurable.
Consider Tγgp as a function of (p, γ) ∈ Pj×Γj into L2(G). This function is contin-
uous in γ and measurable in p. Such functions are sometimes called Carathe´odory
functions, and since Γj ⊂ G is a second countable metric space, it follows that any
Carathe´odory function, in particular Tγgp, is jointly measurable on (Mj ,ΣMj ) =
(Pj × Γj ,ΣPj ⊗ BΓj ). Thus, the family of functions
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj is auto-
matically weakly measurable. A generalized translation invariant system is there-
fore a frame for L2(G) if (2.7) is satisﬁed with respect to the measure spaces
(Mj ,ΣMj , μMj ). Similar conclusions are valid with respect to generalized trans-
lation invariant systems being Bessel families, Parseval frames, etc. Let us here just
observe that for dual frames
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj and
⋃
j∈J {Tγhp}γ∈Γj ,p∈Pj , we
have the reproducing formula
f =
∑
j∈J
∫
Pj
∫
Γj
〈f, Tγgp〉Tγhp dμΓj (γ) dμPj (p) for f ∈ L2(G),
where the measure on Γj is chosen so that the measure on Γ
⊥
j is the counting
measure.
Remark 3. In Section 3 we always assume the three standing hypotheses. However,
in many special cases these assumptions are automatically satisﬁed:
(a) When Pj is countable for all j ∈ J , we will equip it with a scaled counting
measure kμc, k > 0, and the discrete σ-algebra 2
Pj . If all Pj , j ∈ J , are
countable, all three standing hypotheses therefore trivially hold.
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(b) If Pj is a second countable metric space for all j ∈ J and if p 7→ gp is continuous,
then the standing hypotheses (II) and (III) are satisﬁed. Hence, if Pj is also a
subset of G or Ĝ equipped with their respective Haar measure, then all three
standing hypotheses hold.
The main characterization results are stated in Theorems 3.4 and 3.5. These
results rely on the following technical assumption.
Deﬁnition 3.1. We say that two generalized translation invariant systems⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj and
⋃
j∈J {Tγhp}γ∈Γj ,p∈Pj satisfy the dual α local integra-
bility condition (dual α-LIC) if, for all f ∈ D,
(3.1)
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
Ĝ
∣∣fˆ(ω)fˆ(ωα)gˆp(ω)hˆp(ωα)∣∣ dμĜ(ω) dμPj (p) < ∞.
In case gp = hp we refer to (3.1) as the α local integrability condition (α-LIC) for
the generalized translation invariant system
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj .
The α-LIC should be compared to the local integrability condition for generalized
shift invariant systems introduced in [30] for L2(Rn) and in [36] for L2(G). For
generalized translation invariant systems
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj the local integrability
conditions (LIC) become
(3.2)
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
supp fˆ
∣∣fˆ(ωα)gˆp(ω)∣∣2dμĜ(ω) dμPj (p) < ∞ for all f ∈ D.
Since the integrands in (3.1) and (3.2) are measurable on Pj × Ĝ, we are allowed
to reorder sums and integrals in the local integrability conditions.
We will see (Lemma 3.9 and Example 1) that the LIC implies the α-LIC, but
not vice versa. Moreover, we mention that dual local integrability conditions have
not been considered in the literature before. The following simple observation will
often be used.
Lemma 3.2. The following assertions are equivalent:
(i) The systems
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pjand
⋃
j∈J {Tγhp}γ∈Γj ,p∈Pj satisfy the dual
α-LIC;
(ii) for each compact subset K ⊆ Ĝ \E,∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
K∩α−1K
∣∣gˆp(ω)hˆp(ωα)∣∣ dμĜ(ω) dμPj (p) < ∞.
Proof. To show that (i) implies (ii), let K be any compact subset in Ĝ and deﬁne
fˆ = K . Then, by assumption,∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
Ĝ
∣∣fˆ(ω)fˆ(ωα)gˆp(ω)hˆp(ωα)∣∣ dμĜ(ω) dμPj (p)
=
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
K∩α−1K
∣∣gˆp(ω)hˆp(ωα)∣∣ dμĜ(ω) dμPj (p) < ∞.
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To show that (ii) implies (i), take f ∈ D and denote supp fˆ by K. Note that
fˆ ∈ L∞(Ĝ). Hence, we ﬁnd that∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
Ĝ
∣∣fˆ(ω)fˆ(ωα)gˆp(ω)hˆp(ωα)∣∣ dμĜ(ω) dμPj (p)
≤ ‖fˆ‖2∞
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
K∩α−1K
∣∣gˆp(ω)hˆp(ωα)∣∣ dμĜ(ω) dμPj (p) < ∞.
¤
In a similar way, we see that
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj satisﬁes the local integrability
condition if, and only if, for each compact subset K ⊆ Ĝ \ E,
(3.3)
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
K∩α−1K
∣∣gˆp(ω)∣∣2 dμĜ(ω) dμPj (p) < ∞.
Inspired by the deﬁnition of the Caldero´n sum in wavelet theory, we will say
that the term
∑
j∈J
∫
Pj
|gˆp(ω)|2 dμPj (p) is the Caldero´n integral. The next result
shows that the Caldero´n integral is bounded if the generalized translation invariant
system is a Bessel family. From this it follows that the tα-equations (3.6) are
well-deﬁned. We remark that Proposition 3.3 generalizes [36, Proposition 3.6] and
[30, Proposition 4.1] from the uniform lattice setting where each Pj is countable to
the setting of generalized translation invariant systems.
Proposition 3.3. Suppose that the generalized translation invariant system⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj is a Bessel family with bound B. Then
(3.4)
∑
j∈J
∫
Pj
|gˆp(ω)|2 dμPj (p) ≤ B for a.e. ω ∈ Ĝ.
Proof. We begin by noting that the Caldero´n integral in (3.4) is well-deﬁned by our
standing hypothesis (III). We assume without loss of generality that J = Z. From
the Bessel assumption on
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj , we have∑
|j|≤M
∫
Pj
∫
Γj
∣∣〈f, Tγgp〉∣∣2 dμΓj (γ) dμPj (p) ≤ B ‖f‖2
for every M ∈ N and all f ∈ L2(G). By Lemma 2.2 we then get
(3.5)
∑
|j|≤M
∫
Pj
∑
α∈Γ⊥j
∫
Ĝ
fˆ(ω)fˆ(ωα)gˆp(ω)gˆp(ωα) dμĜ(ω) dμPj (p) ≤ B ‖f‖2
for every M ∈ N and all f ∈ D. Assume towards a contradiction that there exists
a Borel subset N ⊂ Ĝ of positive measure μĜ(N) > 0 for which∑
j∈J
∫
Pj
|gˆp(ω)|2 dμPj (p) > B for a.e. ω ∈ N.
In [36] it is assumed that N contains an open ball, but this need not be the case.
However, since Ĝ is σ-compact, there exists a compact setK so that μĜ(K∩N) > 0.
Set δM := inf{d(α, 1) : α ∈ Γ⊥j \ {1}, |j| ≤ M}. For any discrete subgroup Γ there
exists a δ > 0 such that B(x, δ) ∩ Γ = {x} for x ∈ Γ, where B(x, δ) denotes the
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open ball of radius δ and center x. It follows that δM > 0 since δM is the smallest
of such radii about x = 1 from a ﬁnite union of discrete subgroups Γ⊥j . Let O be
an open covering of K of sets with diameter strictly less than δM/2.
Since a ﬁnite subset of O covers K, there is an open set B ∈ O so that
μĜ(B ∩K ∩N) > 0. Deﬁne f ∈ L2(G) by
fˆ = B∩K∩N .
By Remark 4 below, we can assume that E does not intersect the closure of B ∩
K ∩N . Therefore, f ∈ D and by our assumption we have∑
|j|≤M
∫
Pj
∑
α∈Γ⊥j
∫
Ĝ
fˆ(ω)fˆ(ωα)gˆp(ω)gˆp(ωα) dμĜ(ω) dμPj (p)
=
∫
Ĝ
|fˆ(ω)|2
∑
|j|≤M
∫
Pj
|gˆp(ω)|2 dμPj (p) dμĜ(ω),
where the change of the order of integration above is justiﬁed by an application
of the Fubini-Tonelli theorem together with the Bessel assumption (3.4) and our
standing hypotheses (I) and (III). By letting M tend to inﬁnity, we see that∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
Ĝ
fˆ(ω)fˆ(ωα)gˆp(ω)gˆp(ωα) dμĜ(ω) dμPj (p) > B ‖f‖2 ,
which contradicts (3.5). ¤
Remark 4. In case E intersects the closure of A := B ∩ K ∩ N in the proof of
Proposition 3.3, one needs to approximate the function f with functions from D
as deﬁned in (2.3). As we will use such arguments several times in the remainder
of this paper, let us consider how to do such a modiﬁcation in this speciﬁc case.
Deﬁne EA =E∩A and
Fn =
{
ω ∈ A : inf {d(ω, a) : a ∈ EA} < 1n
}
, for each n ∈ N.
Deﬁne fˆn = A\Fn ∈ D. Since Fn+1 ⊂ Fn and μĜ(F1) < ∞, we have
‖fˆ − fˆn‖ = μĜ(Fn) → μĜ
( ⋂
n∈N
Fn
)
= μĜ(EA) = 0 as n → ∞,
where fˆ = B∩K∩N . Finally, we use fˆn in place of fˆ in the ﬁnal argument of the
proof above, and let n → ∞.
3.1. Characterization results for dual and Parseval frames. We are ready
to prove the ﬁrst of our main results, Theorem 3.4. Under the technical dual α-LIC
assumption we characterize dual generalized translation invariant frames in terms
of tα-equations. We stress that these GTI systems are dual frames with respect
to {L2(Mj , μj) : j ∈ J} deﬁned in the previous section. Recall that we assume a
Haar measure on G to be given and that we equip every Γ⊥j ⊂ Ĝ with the counting
measure.
Theorem 3.4. Suppose that
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pjand
⋃
j∈J {Tγhp}γ∈Γj ,p∈Pj are
Bessel families satisfying the dual α-LIC. Then the following statements are equiv-
alent:
(i)
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pjand
⋃
j∈J {Tγhp}γ∈Γj ,p∈Pj are dual frames for L2(G);
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(ii) for each α ∈ ⋃j∈J Γ⊥j we have
(3.6) tα(ω) :=
∑
j∈J :α∈Γ⊥j
∫
Pj
gˆp(ω)hˆp(ωα) dμPj (p) = δα,1 a.e. ω ∈ Ĝ.
Proof. Let us ﬁrst show that the tα-equations are well-deﬁned. Take B to be
a common Bessel bound for the two GTI families. By two applications of the
Cauchy-Schwarz inequality and Proposition 3.3, we ﬁnd that∑
j∈J :α∈Γ⊥j
∫
Pj
|gˆp(ω)||hˆp(ωα)| dμPj (p) ≤
∑
j∈J
∫
Pj
|gˆp(ω)||hˆp(ωα)| dμPj (p)
≤
∑
j∈J
(∫
Pj
|gˆp(ω)|2 dμPj (p)
)1/2(∫
Pj
|hˆp(ωα)|2 dμPj (p)
)1/2
≤
(∑
j∈J
∫
Pj
|gˆp(ω)|2 dμPj (p)
)1/2(∑
j∈J
∫
Pj
|hˆp(ωα)|2 dμPj (p)
)1/2
≤ B,
for a.e. ω ∈ Ĝ. This shows that the tα-equations are well-deﬁned and converge
absolutely.
For f ∈ D, deﬁne the function
(3.7) wf : G → C, wf (x) :=
∑
j∈J
∫
Pj
∫
Γj
〈Txf, Tγgp〉〈Tγhp, Txf〉 dμΓj (γ) dμPj (p).
By Lemma 2.2 and the calculation T̂xf(ω)T̂xf(ωα) = α(x)fˆ(ω)fˆ(ωα), we have
wf (x) =
∑
j∈J
∫
Pj
∫
Ĝ
∑
α∈Γ⊥j
α(x)fˆ(ω)fˆ(ωα)gˆp(ω)hˆp(ωα) dμĜ(ω) dμPj (p).
Let ϕα,j(p, ω) denote the innermost summand in the right hand side expression
above. By our standing hypothesis (III), the function ϕα,j is (ΣPj⊗BG)-measurable
for each α. Applying Beppo Levi’s theorem to the dual α local integrability con-
dition yields that the function
∑
α ϕα,j belongs to L
1(Pj × Ĝ) for each j ∈ J . An
application of Fubini’s theorem now gives
wf (x) =
∑
j∈J
∫
Ĝ
∫
Pj
∑
α∈ ⋃
j∈J
Γ⊥j
Γ⊥j (α)ϕα,j(p, ω) dμPj (p) dμĜ(ω).
Lebesgue’s dominated convergence theorem then yields
wf (x) =
∑
j∈J
∑
α∈ ⋃
j∈J
Γ⊥j
α(x)
∫
Ĝ
∫
Pj
Γ⊥j (α)fˆ(ω)fˆ(ωα)gˆp(ω)hˆp(ωα) dμPj (p) dμĜ(ω).
By the dual α local integrability condition the summand belongs to `1(J×⋃j∈J Γ⊥j ),
and we can therefore interchange the order of summations. Further, by Lebesgue’s
bounded convergence theorem, we can interchange the sum over j ∈ J and the
integral over supp fˆ ⊂ Ĝ. Hence,
wf (x) =
∑
α∈ ⋃
j∈J
Γ⊥j
α(x)
∫
Ĝ
fˆ(ω)fˆ(ωα)
∑
j∈J :α∈Γ⊥j
∫
Pj
gˆp(ω)hˆp(ωα) dμPj (p) dμĜ(ω).
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Finally, we arrive at
(3.8) wf (x) =
∑
α∈ ⋃
j∈J
Γ⊥j
α(x)wˆ(α), where wˆ(α) :=
∫
Ĝ
fˆ(ω)fˆ(ωα)tα(ω) dμĜ(ω).
From the previous calculations and the dual α-LIC, it follows that the convergence
in (3.8) is absolute. By the Weierstrass M-test, we see that wf is the uniform limit
of a generalized Fourier series and thus an almost periodic, continuous function.
We start by showing the implication (ii)⇒(i). Inserting (3.6) into (3.8) for x = 0
yields
wf (0) =
∑
j∈J
∫
Pj
∫
Γj
〈f, Tγgp〉〈Tγhp, f〉 dμΓj (γ) dμPj (p)
=
∑
α∈ ⋃
j∈J
Γ⊥j
α(0)
∫
Ĝ
fˆ(ω)fˆ(ωα)δα,1 dμĜ(ω) = 〈f, f〉,
and (i) follows by Lemma 2.5(i).
For the converse implication (i)⇒(ii), we have
wf (x) =
∑
j∈J
∫
Pj
∫
Γj
〈Txf, Tγgp〉〈Tγhp, Txf〉 dμΓj (γ) dμPj (p) = ‖f‖2
for each f ∈ D. Consider now the function z(x) := wf (x) − ‖f‖2. We have
shown that wf is continuous and by construction z is identical to the zero function.
Additionally, since wf equals an absolute convergent, generalized Fourier series,
also z can be expressed as an absolute convergent generalized Fourier series z(x) =∑
α∈⋃j∈J Γ⊥j
α(x)zˆ(α), with
zˆ(α) =
⎧⎪⎪⎨⎪⎪⎩
∫
Ĝ
∣∣fˆ(ω)∣∣2t1(ω) dμĜ(ω)− ‖f‖2 for α = 1,∫
Ĝ
fˆ(ω)fˆ(ωα)tα(ω) dμĜ(ω) for α ∈
⋃
j∈J Γ
⊥
j \ {1}.
By the uniqueness theorem for generalized Fourier series [13, Theorem 7.12], the
function z(x) is identical to zero if, and only if, zˆ(α) = 0 for all α ∈ ⋃j∈J Γ⊥j .
In case α = 1 we have
∫
Ĝ
|fˆ(ω)|2(t1(ω)−1)dμĜ(ω) = 0 for f ∈ D. Hence, since D
is dense in L2(G), we conclude that t1(ω) = 1 for a.e. ω ∈ Ĝ. For α ∈
⋃
j∈J Γ
⊥
j \{1},
we have
(3.9)
∫
Ĝ
fˆ(ω)fˆ(ωα)tα(ω) dμĜ(ω) = 0.
Deﬁne the multiplication operatorMtα : L
2(Ĝ) → L2(Ĝ) byMtα fˆ(ω) = tα(ω)fˆ(ω).
This linear operator is bounded since by Proposition 3.3 tα(ω) ∈ L∞(Ĝ). We can
now rewrite the left hand side of (3.9) as an inner-product:
〈fˆ ,MtαTα−1 fˆ〉L2(Ĝ) = 0,
where f ∈ D. Since D is dense in the complex Hilbert space L2(G), this implies
that MtαTα−1 = 0. After multiplication with Tα from the right, we have Mtα = 0
and therefore tα = 0. ¤
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From Theorem 3.4 we easily obtain the corresponding characterization for tight
frames. We state it for Parseval frames only as it is just a matter of scaling.
Theorem 3.5. Suppose that the generalized translation invariant system⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj satisﬁes the α local integrability condition. Then the following
assertions are equivalent:
(i)
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj is a Parseval frame for L2(G);
(ii) for each α ∈ ⋃j∈J Γ⊥j we have
tα :=
∑
j∈J :α∈Γ⊥j
∫
Pj
gˆp(ω)gˆp(ωα) dμPj (p) = δα,1 a.e. ω ∈ Ĝ.
Proof. We ﬁrst remark that the integrals in (ii) indeed converge absolutely. This
follows from two applications of the Cauchy-Schwarz inequality (as in the proof of
Theorem 3.4), which gives∑
j∈J :α∈Γ⊥j
∫
Pj
|gˆp(ω)| |gˆp(ωα)| dμPj (p) ≤ 1.
In view of Theorem 3.4 we only have to argue that the assumption on the Bessel
family can be omitted. If we assume (i), then clearly
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj is a
Bessel family and (ii) follows from Theorem 3.4.
Suppose that (ii) holds. Formula (3.8) is still valid, where wf is deﬁned as in (3.7)
with hp = gp. Setting x = 0 in (3.8) yields
‖f‖2 =
∑
j∈J
∫
Pj
∫
Γj
|〈f, Tγgp〉|2 dμΓj (γ) dμPj (p) for all f ∈ D.
Finally, we conclude by Lemma 2.5(ii) that
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj is a Parseval frame
for L2(G). ¤
By virtue of Lemma 2.4, we have the following extension of Theorems 3.4 and
3.5.
Corollary 3.6. The characterization results in Theorems 3.4 and 3.5 extend to
systems that are unitarily equivalent to generalized translation invariant systems.
3.2. On suﬃcient conditions and the local integrability conditions. Let us
now turn to suﬃcient conditions for a generalized translation invariant system to
be a Bessel family or a frame. Proposition 3.7 is a generalization of the results
in, e.g., [10] and [9], which state the corresponding result for GSI systems in the
euclidean space and locally compact abelian groups, respectively. The result is as
follows.
Proposition 3.7. Consider the generalized translation invariant system⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj .
(i) If
(3.10) B := ess sup
ω∈Ĝ
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∣∣gˆp(ω)gˆp(ωα)∣∣ dμPj (p) < ∞,
then
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj is a Bessel family with bound B.
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(ii) Furthermore, if also
A := ess inf
ω∈Ĝ
(∑
j∈J
∫
Pj
|gˆp(ω)|2 dμPj (p)−
∑
j∈J
∫
Pj
∑
α∈Γ⊥j \{0}
|gˆp(ω)gˆp(ωα)| dμPj (p)
)
>0,
then
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj is a frame for L2(G) with bounds A and B.
Proof. With a few adaptations the result follows from the corresponding proofs in
[9] and [10]. ¤
We refer to (3.10) as the absolute CC-condition, or for short, CC-condition [7].
Proposition 3.7 is useful in applications as a means to verify that a given family
indeed is Bessel, or even a frame. Moreover, in relation to the characterizing results
in Theorems 3.4 and 3.5, the CC-condition (3.10) is suﬃcient for the α-LIC to hold.
In contrast, we remark that, by Example 1 in Section 3.3, the CC-condition does
not imply the LIC.
Lemma 3.8. If
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pjand
⋃
j∈J {Tγhp}γ∈Γj ,p∈Pj satisfy
ess sup
ω∈Ĝ
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∣∣gˆp(ω)hˆp(ωα)∣∣ dμPj (p) < ∞
and
ess sup
ω∈Ĝ
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∣∣gˆp(ωα)hˆp(ω)∣∣ dμPj (p) < ∞,
then the dual α local integrability condition is satisﬁed. Furthermore, if⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj satisﬁes the CC-condition (3.10), then the α local integrability
condition is satisﬁed.
Proof. By applications of the Cauchy-Schwarz inequality, we ﬁnd∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
Ĝ
|fˆ(ω)fˆ(ωα)gˆp(ω)hˆp(ωα)| dμĜ(ω) dμPj (p)
≤
[∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
Ĝ
|fˆ(ω)|2|gˆp(ω)hˆp(ωα)| dμĜ(ω) dμPj (p)
]1/2
×
[∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
Ĝ
|fˆ(ωα)|2|gˆp(ω)hˆp(ωα)| dμĜ(ω) dμPj (p)
]1/2
=
[ ∫
Ĝ
|fˆ(ω)|2
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
|gˆp(ω)hˆp(ωα)| dμPj (p) dμĜ(ω)
]1/2
×
[ ∫
Ĝ
|fˆ(ω)|2
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
|gˆp(ωα)hˆp(ω)| dμPj (p) dμĜ(ω)
]1/2
< ∞.
¤
Finally, we show that the LIC implies the (dual) α-LIC. The precise statement
is as follows.
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Lemma 3.9. If both
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pjand
⋃
j∈J {Tγhp}γ∈Γj ,p∈Pj satisfy
the local integrability condition (3.2), then
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj and⋃
j∈J {Tγhp}γ∈Γj ,p∈Pj satisfy the dual α local integrability condition. In particu-
lar, if
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj satisﬁes the local integrability condition, then it also
satisﬁes the α local integrability condition.
Proof. By use of the Cauchy-Schwarz inequality and 2 |cd| ≤ |c|2 + |d|2, we have∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
Ĝ
∣∣fˆ(ω)fˆ(ωα)gˆp(ω)hˆp(ωα)∣∣ dμĜ(ω) dμPj (p)
≤
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
(∫
α−1 supp fˆ
∣∣fˆ(ω)hˆp(ωα)∣∣2dμĜ(ω))1/2
×
(∫
supp fˆ
∣∣fˆ(ωα)gˆp(ω)∣∣2dμĜ(ω))1/2dμPj (p)
=
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
(∫
supp fˆ
∣∣fˆ(ωα−1)hˆp(ω)∣∣2dμĜ(ω))1/2
×
(∫
supp fˆ
∣∣fˆ(ωα)gˆp(ω)∣∣2dμĜ(ω))1/2dμPj (p)
≤ 12
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
supp fˆ
∣∣fˆ(ωα−1)hˆp(ω)∣∣2 dμĜ(ω) dμPj (p)
+ 12
∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
supp fˆ
∣∣fˆ(ωα)gˆp(ω)∣∣2 dμĜ(ω) dμPj (p) < ∞,
and the statements follow. ¤
The relationships between the various conditions considered above are summa-
rized in the diagram below. To simplify the presentation we do not consider dual
frames. An arrow means that the assumption at the tail of the arrow implies the
assumption at the head. A crossed-out arrow means that one can ﬁnd a counter-
example for that implication; clearly, implications to the left in the top line are also
not true in general.
CC Bessel Caldero´n integral < B
LIC α-LIC (tα-eqns. ⇔ Parseval)
X
X
X
The crossed-out arrows are shown by Example 1 and Example 2 in the next section.
3.3. Two examples on the role of the local integrability conditions. In this
section we consider two key examples. Both examples take place in `2(Z); however,
they can be extended to L2(R); see [5]. The ﬁrst example, Example 1, shows that
for a GTI system the α local integrability condition is strictly weaker than the local
integrability condition.
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Example 1. Let G = Z, N ∈ N, N ≥ 2 and consider the co-compact subgroups
Γj = N
jZ, j ∈ N. Note that Ĝ can be identiﬁed with the half-open unit interval
[0, 1) under addition modulo one. To each Γj we associate N
j functions gj,p, for
p = 0, 1, . . . , N j − 1. Each function gj,p is deﬁned by its Fourier transform
gˆj,p = (N − 1)1/2N−j/2 [p/Nj ,(p+1)/Nj).
The factor (N − 1)1/2 is for normalization purposes and does not play a role in the
calculations. The annihilator of each Γj is given by Γ
⊥
j = N
−jZ ∩ [0, 1). Note that
the number of elements in Γ⊥j is N
j . We equip both G and Γ⊥j with the counting
measure; this implies that the measure on Γj is the counting measure multiplied by
N j . For the generalized translation invariant system
⋃
j∈N{Tγgj,p}γ∈Γj ,p=0,1,...,Nj−1
we show the following: (i) the LIC is violated, (ii) the α-LIC holds, (iii) the system is
a Parseval frame for `2(Z). It then follows from Theorem 3.5 that the tα-equations
are satisﬁed.
Ad (i) In order for the LIC to hold we need
∞∑
j=1
Nj−1∑
p=0
∑
α∈Γ⊥j
∫
K∩(K−α)
|gˆj,p(ω)|2 dω < ∞
for all compact K ⊆ [0, 1); see Lemma 3.2. In particular for K = Ĝ, we ﬁnd that
∞∑
j=1
Nj−1∑
p=0
∑
α∈Γ⊥j
∫ 1
0
|gˆj,p(ω)|2 dω = (N − 1)
∞∑
j=1
Nj−1∑
p=0
∑
α∈Γ⊥j
N−2j
= (N − 1)
∞∑
j=1
Nj−1∑
p=0
N−j = (N − 1)
∞∑
j=1
1 = ∞.
Therefore, the local integrability condition is not satisﬁed.
Ad (ii) By Lemma 3.2 it suﬃces to show that
∞∑
j=1
Nj−1∑
p=0
∑
α∈Γ⊥j
∫
Ĝ∩(Ĝ−α)
∣∣gˆj,p(ω)gˆj,p(ω + α)∣∣ dω < ∞.
Due to the support of gˆj,p we have |gˆj,p(ω)gˆj,p(ω + α)| = 0 for α ∈ Γ⊥j \ {0}. We
thus ﬁnd that
∞∑
j=1
Nj−1∑
p=0
∑
α∈Γ⊥j
∫ 1
0
|gˆj,p(ω)gˆj,p(ω + α)| dω =
∞∑
j=1
Nj−1∑
p=0
∫ 1
0
|gˆj,p(ω)|2 dω
= (N − 1)
∞∑
j=1
Nj−1∑
p=0
N−2j = (N − 1)
∞∑
j=1
N−j = 1.
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Ad (iii) Note that
∑Nj−1
p=0 |gˆj,p(ω)|2 = (N −1)N−j [0,1)(ω) for ω ∈ [0, 1) and for
all j ∈ N. Using the frame bound estimates from Proposition 3.7, we have
B = ess sup
ω∈[0,1)
∞∑
j=1
Nj−1∑
p=0
∑
α∈Γ⊥j
|gˆj,p(ω)gˆj,p(ω + α)|
= ess sup
ω∈[0,1)
∞∑
j=1
Nj−1∑
p=0
|gˆj,p(ω)|2 = ess sup
ω∈[0,1)
(N − 1)
∞∑
j=1
N−j[0,1)(ω) = 1.
In the same way, for the lower frame bound, we ﬁnd
A = ess inf
ω∈[0,1)
( ∞∑
j=1
Nj−1∑
p=0
|gˆj,p(ω)|2 −
∞∑
j=1
Nj−1∑
p=0
∑
α∈Γ⊥j \{0}
|gˆj,p(ω)gˆj,p(ω + α)|
)
= 1.
These calculations also show that
⋃
j∈N{Tγgj,p}γ∈Γj ,p=0,1,...,Nj−1 is actually a union
over j ∈ N of tight frames {Tγgj,p}γ∈Γj ,p=0,1,...,Nj−1 each with frame bound N−j .
Furthermore, we see that the CC-condition is satisﬁed, even though the LIC fails.
Hence, the CC-condition does not imply LIC (however, by Lemma 3.8 it does imply
the α-LIC).
The following example is inspired by similar constructions in [5] and [36]. It
shows two points. Firstly, the α local integrability condition cannot be removed
in Theorem 3.5. Secondly, it is possible for a GTI Parseval frame to satisfy the
tα-equations even though the α local integrability condition fails. We show these
observations in reverse order.
Example 2. Let G = Z and for each m ∈ Z and k ∈ N, let [m]k denote the residue
class of m modulo k. Then, for τj = 2
j−1 − 1, j ∈ N,
Z\{−1} =
⋃
j∈N
[τj ]2j = [0]2 ∪ [1]4 ∪ [3]8 ∪ [7]16 ∪ [15]32 . . . ,
where the union is disjoint. Now set gj = N
−j/2τj and Γj = N jZ for N = 2. The
GTI system
⋃
j∈N {Tγgj}γ∈Γj is essentially a reordering of the standard orthonormal
basis of the subspace span {ek}k∈Z\{−1} of `2(Z). The factor N−j/2 in the deﬁnition
of gj is due to the fact that we equip Γ
⊥
j with the counting measure. This implies
that the measure on Γj becomes N
j times the counting measure. One can now
show that this GTI system does not satisfy the α-LIC. However, the system does
indeed satisfy the tα-equations. For α = 0:
∞∑
j=1
|gˆj(ω)|2 =
∞∑
j=1
2−j
∣∣e2πiτjω∣∣2 = 1
2− 1 = 1,
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and for α = k/2j
∗ ∈ 2−j∗Z = Γ⊥j∗ , where k is odd:∑
j∈J :α∈Γ⊥j
gˆj(ω)gˆj(ω + α) =
∞∑
j=j∗
2−je−2πi
k
2j
∗ (2j−1−1)
= e2πik2
−j∗
∞∑
j=j∗
2−je−2πi
2j−1
2j
∗
= e2πik2
−j∗
(
− 2−j∗ +
∞∑
j=j∗+1
2−j
)
= 0.
If one uses N ≥ 3, N ∈ N in place of N = 2, then the α-LIC is still not
satisﬁed. However, even though for suitably chosen τj (see [5]) the GTI system⋃
j∈N{TγN−j/2τj}γ∈NjZ is still essentially a reordering of the standard orthonor-
mal basis, every tα-equation is false. The case α = 0 gives tα =
1
N−1 6= 1, while
the cases α 6= 0 give tα 6= 0. We stress that these examples show the existence of
generalized translation invariant Parseval frames for `2(Z) which do not satisfy the
tα-equations.
3.4. Characterization results for special groups. Under special circumstances
the local integrability condition will be satisﬁed automatically. In this section we
will see that this is indeed the case for TI systems, i.e., Γj = Γ for all j ∈ J ,
and for GTI systems on compact abelian groups G. For brevity, we will only state
the corresponding characterization results for dual frames, but remark here that the
results hold equally for Parseval frames, in which case, the Bessel family assumption
can be omitted.
Let us begin with a lemma concerning general GTI systems for LCA groups
showing that the LIC holds if the annihilators of Γj possess a suﬃcient amount of
separation.
Lemma 3.10. If
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pjhas a uniformly bounded Caldero´n integral
and if there exists a constant C > 0 such that for all compact K ⊆ Ĝ,∑
α∈ ⋃
j∈J
Γ⊥j
μĜ(K ∩ α−1K) ≤ C,
then
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj satisﬁes the local integrability condition.
Proof. By assumption there exists a constant B > 0 such that∑
j∈J
∫
Pj
|gˆp(ω)|2 dμPj (p) ≤ B
for a.e. ω ∈ Ĝ, and we therefore have∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
K∩α−1K
|gˆp(ω)|2 dμĜ(ω) dμPj (p)
=
∑
α∈ ⋃
j∈J
Γ⊥j
∫
K∩α−1K
∑
j∈J
∫
Pj
|gˆp(ω)|2 dμĜ(ω) dμPj (p) ≤ BC < ∞.
¤
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Now, let us consider the case where all subgroups Γj coincide. In other words, we
consider translation invariant systems. Note that this setting includes the continu-
ous wavelet and Gabor transform as well as the shift invariant systems considered
in [30, 36].
Theorem 3.11. Let Γ be a co-compact subgroup in G. Suppose
⋃
j∈J{Tγgp}γ∈Γ,p∈Pj
and
⋃
j∈J{Tγhp}γ∈Γ,p∈Pj are Bessel families. Then the following statements are
equivalent:
(i)
⋃
j∈J{Tγgp}γ∈Γ,p∈Pj and
⋃
j∈J{Tγhp}γ∈Γ,p∈Pj are dual frames for L2(G).
(ii) For each α ∈ Γ⊥ we have
(3.11) tα(ω) :=
∑
j∈J
∫
Pj
gˆp(ω)hˆp(ωα) dμPj (p) = δα,1 a.e. ω ∈ Ĝ.
Proof. Since Γ⊥ is a discrete subgroup in Ĝ and since the metric on Ĝ is translation
invariant, there exists a δ > 0 so that the distance between two distinct points from
Γ⊥ is larger than δ. Thus, for any compact K ⊂ Ĝ, the set Γ⊥ ∩ (K−1K) has
ﬁnite cardinality because, if not, then Γ⊥ ∩ (K−1K) would contain a sequence
(take one without repetitions) with no convergent subsequence, which contradicts
the compactness of K. Since {α ∈ Γ⊥ : Kα∩K 6= ∅} is a subset of Γ⊥ ∩ (K−1K),
it is also of ﬁnite cardinality. From this together with the Bessel assumption and
Proposition 3.3 we conclude that the assumptions of Lemma 3.10 are satisﬁed and
hence the LIC holds. By Lemma 3.9 the dual α-LIC is satisﬁed and the result now
readily follows from Theorem 3.4. ¤
For TI systems with translation along the entire group Γ = G there is only one
tα-equation in (3.11) since G
⊥ = {1}. To be precise:
Lemma 3.12. Suppose that Γ = G. Then assertion (ii) in Theorem 3.11 reduces
to ∑
j∈J
∫
Pj
gˆp(ω)hˆp(ω) dμPj (p) = 1 a.e. ω ∈ Ĝ.
Let us now turn to the familiar setting of [30, 36], where Γ is a uniform lattice,
i.e., a discrete, co-compact subgroup. Then there is a compact fundamental domain
F ⊂ G for Γ such that G = FΓ, and moreover for any x ∈ G we have x = ϕγ,
where ϕ ∈ F, γ ∈ Γ are unique. For a uniform lattice we introduce the lattice size
s(Γ) := μG(F ), which is, in fact, independent of the choice of F .
Corollary 3.13. Let Γ be a uniform lattice in G. Suppose that the two gener-
alized translation invariant systems
⋃
j∈J{Tγgp}γ∈Γ,p∈Pj and
⋃
j∈J{Tγhp}γ∈Γ,p∈Pj
are Bessel families. Then the following statements are equivalent:
(i)
⋃
j∈J{Tγgp}γ∈Γ,p∈Pj and
⋃
j∈J{Tγhp}γ∈Γ,p∈Pj are dual frames for L2(G),
i.e.,
(3.12)
〈f1, f2〉 =
∑
j∈J
∫
Pj
s(Γ)
∑
γ∈Γ
〈f1, Tγgp〉〈Tγhp, f2〉 dμPj (p), for all f1, f2 ∈ L2(G).
(ii) For each α ∈ Γ⊥ we have tα(ω) = δα,1 for a.e. ω ∈ Ĝ, where tα is deﬁned in
(3.11).
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Remark 5. In the same way, we can state the characterization results for generalized
shift-invariant systems. In this case we have countably many uniform lattices Γj , so
we replace s(Γ) in Corollary 3.13 with s(Γj), sum over {j ∈ J : α ∈ Γ⊥j } in (3.12),
and add the dual α local integrability condition as an assumption. We obtain a
statement equivalent to the main characterization result in [36]. In contrast to the
result in [36], the lattice size s(Γ) is contained in the reproducing formula rather
than in the tα-equations.
For compact abelian groups all generalized translation invariant systems satisfy
the local integrability condition. The characterization result is as follows.
Theorem 3.14. Let G be a compact abelian group. Suppose
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj
and
⋃
j∈J {Tγhp}γ∈Γj ,p∈Pj are Bessel families. Then the following statements are
equivalent:
(i)
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pjand
⋃
j∈J {Tγhp}γ∈Γj ,p∈Pj are dual frames for L2(G);
(ii) for each α ∈ ⋃
j∈J
Γ⊥j we have
tα(ω) :=
∑
j∈J :α∈Γ⊥j
∫
Pj
gˆp(ω)hˆp(ωα) dμPj (p) = δα,1 a.e. ω ∈ Ĝ.
Proof. Because G is compact, the dual group Ĝ is discrete. All compact K ⊂ Ĝ
are therefore ﬁnite. Let #K denote the number of elements in K. From the LIC
we then ﬁnd∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∑
ω∈K∩α−1K
|gˆp(ω)|2 dμPj (p) ≤
∑
j∈J
∫
Pj
#K
∑
ω∈K
|gˆp(ω)|2 dμPj (p)
≤ (#K)2max
ω∈K
∑
j∈J
∫
Pj
|gˆp(ω)|2 dμPj .
By the Bessel assumption and Proposition 3.3, the Caldero´n integral is bounded.
The far right hand side in the above calculation is therefore ﬁnite, and the LIC is
satisﬁed. The result now follows from Theorem 3.4 and Lemma 3.9. ¤
Finally, let us turn to discrete groups G. In this case, the local integrability
condition is not automatically satisﬁed (as we saw in the examples in the previous
section), but it has a simple reformulation:
Lemma 3.15. Suppose G is a discrete abelian group. Then the following statements
are equivalent:
(i) The system
⋃
j∈J {Tγgp}γ∈Γj ,p∈Pj satisﬁes the local integrability condition.
(ii)
∑
j∈J
∫
Pj
μc(Γ
⊥
j ) ‖gp‖2L2(G) dμPj (p) < ∞, where μc is the counting measure.
Proof. Note that if G is discrete, then Ĝ is compact. Hence the discrete groups Γ⊥j
are also compact and therefore ﬁnite. By this observation we can easily show the
result. If (i) holds, then∑
j∈J
∫
Pj
μc(Γ
⊥
j ) ‖gp‖2L2(G) dμPj (p) ≤
∑
j∈J
∫
Pj
∫
Ĝ
μc(Γ
⊥
j ) |gˆp(ω)|2 dμĜ(ω) dμPj (p).
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By (3.3) with K = Ĝ the right hand side is ﬁnite, and (ii) follows. If (ii) holds,
then ∑
j∈J
∫
Pj
∑
α∈Γ⊥j
∫
K∩α−1K
|gˆp(ω)|2dμĜ(ω)dμPj (p)
≤
∑
j∈J
∫
Pj
μc(Γ
⊥
j )
∫
Ĝ
|gˆp(ω)|2dμĜ(ω)dμPj (p) < ∞.
¤
4. Applications and discussions of the characterization results
In this section we study applications of Theorem 3.4 leading to new character-
ization results. Moreover, we will easily recover known results as special cases of
our theory. We consider Gabor and wavelet-like systems for general locally com-
pact abelian groups as well as for speciﬁc locally compact abelian groups, e.g.,
Rn,Zn,Zn. We also give an example of characterization results for the locally
compact abelian group of p-adic numbers, where the theory of generalized shift
invariant systems is not applicable.
We will focus on verifying the local integrability conditions and on deriving
the characterizing equations, but not on the related question of how to construct
generators satisfying these equations. The recent work of Christensen and Goh
[9] takes this more constructive approach for generalized shift invariant systems
on locally compact abelian groups. Under certain assumptions, they explicitly
construct dual GSI frames using variants of tα-equations, which are proved to be
suﬃcient.
4.1. Gabor systems. A Gabor system in L2(G) with generator g ∈ L2(G) is a
family of functions of the form
{EγTλg}γ∈Γ,λ∈Λ ,where Γ ⊆ Ĝ and Λ ⊆ G.
Note that a Gabor system {EγTλg}γ∈Γ,λ∈Λ is not a generalized translation invariant
system because EγTλg = Tλ
(
γ(λ)Eγg
)
cannot be written as Tγgj,p for j ∈ J and
p ∈ Pj for any {gj,p}. However, by use of Lemma 2.4, we can establish the following
two possibilities to relate Gabor and translation invariant systems.
Firstly, by Lemma 2.4 with ι = id, U = F and cγ,λ = 1, we see that the Gabor
system {EγTλg}γ∈Γ,λ∈Λ is a frame if, and only if, the translation invariant system
{TγF−1Tλg}γ∈Γ,λ∈Λ is a frame. By this observation all results for translation in-
variant systems naturally carry over to Gabor systems. In order to apply the theory
established in this paper, we need Γ to be a closed, co-compact subgroup of Ĝ and
Λ to be equipped with a measure μΛ satisfying the standing hypotheses (I)–(III).
This approach together with Theorem 3.4 yields tα-equations in the time domain
G: for each α ∈ Γ⊥ we have∫
Λ
g(x− λ)h(x− λ+ α) dμΛ(λ) = δα,0 a.e. x ∈ G.
Secondly, by Lemma 2.4 with ι = id, U = id and cγ,λ = γ(λ), we see that
the Gabor system {EγTλg}γ∈Γ,λ∈Λ is a frame if, and only if, the translation in-
variant system {TλEγg}γ∈Γ,λ∈Λ is a frame. This time we need Λ to be a closed,
co-compact subgroup of G and Γ to be equipped with a measure satisfying the
Licensed to Technical University of Denmark. Prepared on Wed Jun  8 17:30:44 EDT 2016 for download from IP 192.38.67.115.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
26 MADS SIELEMANN JAKOBSEN AND JAKOB LEMVIG
standing hypotheses (I)–(III). In contrast to the ﬁrst approach, Theorem 3.4 now
yields tα-equations in the frequency domain Ĝ: for each β ∈ Λ⊥ we have∫
Γ
gˆ(ωγ)hˆ(ωγβ) dμΓ(γ) = δβ,1 a.e. ω ∈ Ĝ.
Gabor systems play a major role in time-frequency analysis [27], and it is common
to require similar properties on Γ and Λ. In the following theorem we characterize
dual Gabor frames, where we combine both of the above approaches and require
that Λ and Γ be closed, co-compact subgroups. If we consider Parseval frames,
then the Bessel assumption in Theorem 4.1 can be omitted.
Theorem 4.1. Let Λ and Γ be closed, co-compact subgroups of G and Ĝ respec-
tively and equip Λ⊥ and Γ⊥ with the counting measure. Suppose that the two sys-
tems {EγTλg}γ∈Γ,λ∈Λ and {EγTλh}γ∈Γ,λ∈Λ are Bessel families. Then the following
statements are equivalent:
(i) {EγTλg}γ∈Γ,λ∈Λ and {EγTλh}γ∈Γ,λ∈Λ are dual frames for L2(G);
(ii) for each α ∈ Γ⊥ we have∫
Λ
g(x− λ)h(x− λ+ α) dμΛ(λ) = δα,0 a.e. x ∈ G;
(iii) for each β ∈ Λ⊥ we have∫
Γ
gˆ(ωγ)hˆ(ωγβ) dμΓ(γ) = δβ,1 a.e. ω ∈ Ĝ.
Proof. By Remark 3 the standing hypotheses are satisﬁed by the Gabor system.
The result now follows from Theorem 3.11 together with Lemma 2.4 and the com-
ments preceding Theorem 4.1. ¤
From Theorem 4.1 we can derive numerous results about Gabor systems. We
begin with an example concerning the inversion of the short-time Fourier transform.
Example 3. Let g, h∈L2(G) and consider {EγTλg}γ∈Ĝ,λ∈G and {EγTλh}γ∈Ĝ,λ∈G.
We equip G and Ĝ with their respective Haar measures μG and μĜ. For f ∈ L2(G)
we calculate
(4.1) 〈f, EγTλg〉 =
∫
G
f(x)g(x− λ)γ(x) dμG(x) = F(f(·)g(· − λ))(γ).
With equation (4.1) and since ‖f‖ = ‖Ff‖, we ﬁnd that∫
G
∫
Ĝ
|〈f, EγTλg〉|2 dμĜ(γ) dμG(λ) =
∫
G
∫
Ĝ
∣∣F(f(·)g(· − λ))(γ)∣∣2 dμĜ(γ) dμG(λ)
=
∫
G
∫
G
∣∣f(x)g(x− λ)∣∣2 dμG(x) dμG(λ)
=
∫
G
∣∣f(x)∣∣2 ∫
G
∣∣g(x− λ)∣∣2 dμG(λ) dμG(x)
= ‖f‖2‖g‖2.
The same calculation holds for the Gabor system generated by h. We conclude that
both Gabor systems are Bessel families. By Theorem 4.1 the two Gabor systems
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{EγTλg}γ∈Ĝ,λ∈G and {EγTλh}γ∈Ĝ,λ∈G are dual frames for L2(G) if, and only if,
for a.e. x ∈ G,∫
G
g(x− λ)h(x− λ) dμG(λ) =
∫
G
g(λ)h(λ) dμG(λ) = 〈g, h〉 = 1,
that is, 〈g, h〉 = 1. This result is the well-known inversion formula for the short-time
Fourier transform [26, 27].
Example 4. Let G = Γ = Rn,Λ = Zn and g ∈ L2(Rn). We equip G and Γ with
the Lebesgue measure and Λ with the counting measure. Then
〈f1, f2〉 =
∫
Rn
∑
λ∈Zn
〈f1, EγTλg〉〈EγTλg, f2〉 dγ, for all f1, f2 ∈ L2(Rn),
if, and only if, ∑
λ∈Zn
|g(x− λ)|2 = 1, a.e. x ∈ Rn.
Equivalently in the frequency domain, for all β ∈ Zn,∫
Rn
gˆ(ω + γ)gˆ(ω + γ + β) dγ = δβ,0 a.e. ω ∈ Rn.
From the time domain characterization, it is clear that the square-root of any
uniform B-splines can be used to construct such functions g. The Gabor system
with Λ = Rn and Γ = Zn has similar characterizing equations; see [39, Example
2.1(b)].
Example 5. Let g, h ∈ L2(R) and a, b > 0 be given. Take Λ = aZ and Γ =
bZ. We equip R with the Lebesgue measure and Λ⊥ ∼= 1aZ, Γ⊥ ∼= 1bZ with the
counting measure. From this follows that the measure on Λ and Γ is the counting
measure multiplied with a and b respectively. Theorem 4.1 now yields the following
characterizing equation for dual Gabor systems in L2(R): If {EγTλg}γ∈Γ,λ∈Λ and
{EγTλh}γ∈Γ,λ∈Λ are Bessel sequences, then
f = ab
∑
λ∈aZ
∑
γ∈bZ
〈f, EγTλg〉EγTλh, for all f ∈ L2(R),
if, and only if, for all α ∈ 1bZ,∑
λ∈aZ
g(x− λ)h(x− λ+ α) = 1aδα,0 for a.e. x ∈ [0, a].
This result is equivalent to the characterization result by Janssen [33]. Higher
dimensional versions can be derived similarly; see Ron and Shen [45] for alternative
proofs.
One can easily deduce characterization results for Gabor systems in `2(Zd) fol-
lowing the approach of the preceding example. We refer to the work of Janssen [16]
and Lopez and Han [42] for direct proofs. Finally, we mention the following char-
acterization for ﬁnite and discrete Gabor frames.
Example 6. Let g, h ∈ Cd and a, b, d,N,M ∈ N be such that aN = bM = d. Then
f =
M−1∑
m=0
N−1∑
n=0
〈f, Em/MTnag〉Em/MTnah, for all f ∈ Cd,
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if, and only if,
N−1∑
k=0
g(x−nM−ka)h(x−ka) = 1
M
δn,0, ∀x∈{0, 1, . . . , a−1}, n ∈ {0, 1, . . . , b−1}.
This result appears ﬁrst in [49] and has been rediscovered in, e.g., [41].
4.2. Wavelet and shearlet systems. Following [4], we let Epick (G) denote the
semigroup of continuous group homomorphisms a of G onto G with compact ker-
nel. This semigroup can be viewed as an extension of the group of topological
automorphisms on G; we deﬁne the extended modular function Δ in Epick (G) as
in [4, Section 6]. The isometric dilation operator Da : L
2(G) → L2(G) is then
deﬁned by
Daf(x) = Δ(a)
−1/2
f(a(x)).
Let A be a subset of Epick (G), let Γ be a co-compact subgroup of G, and let Ψ
be a subset of L2(G). The wavelet system generated by Ψ is
W(Ψ,A,Γ) := {DaTγψ : a ∈ A, γ ∈ Γ, ψ ∈ Ψ} .
Depending on the choice of A and the structure of Epick (G), it might be desir-
able to extend the wavelet system with translates of “scaling” functions, that is,
{Tγφ : γ ∈ Γ, φ ∈ Φ} for some Φ ⊂ L2(G). We denote this extension to a “non-
homogeneous” wavelet system by Wh(Ψ,Φ,A,Γ). If Epick (G) only contains trivial
group homomorphisms, e.g., as in the case of G = Z, it is possible to deﬁne the
dilation operator on the dual group Ĝ via the Fourier transform.
The two wavelet systems introduced above oﬀer a very general setup that includes
most of the usual wavelet-type systems in L2(Rn), e.g., discrete and continuous
wavelet and shearlet systems [14, 38] as well as composite wavelet systems.
Example 7. Let us consider the general setup as above, where we make the speciﬁc
choice Γ = G and Ψ = {ψj}j∈J for some index set J ⊂ Z. For a ∈ A and γ ∈ Γ = G,
we have
DaTγψj(x) = Δ(a)
−1/2ψj(a(x)− γ) = Tγ¯Daψj(x)
for some γ¯ ∈ a−1Γ so that a(γ¯) = γ. It follows that W(Ψ,A,Γ) is a (generalized)
translation invariant system for Γj = G with j ∈ J and gj,p = gj,a = Daψj for
(j, p) = (j, a) ∈ J × A. For simplicity we equip each measure space Pj = A,
j ∈ J , with the same measure; as usual we require that this measure μA satisfy our
standing hypotheses. Further, we deﬁne the adjoint of a by aˆ(ω) = ω ◦a for ω ∈ Ĝ.
Using results from [4], it follows that aˆ is an isomorphism from Ĝ onto (ker a)⊥ and
that
D̂af(ω) =
{
Δ(a)1/2fˆ(aˆ−1(ω)), ω ∈ (ker a)⊥,
0, otherwise.
As translation invariant systems always satisfy the local integrability condition,
we immediately have that W(Ψ,A, G) is a Parseval frame, that is,
f =
∑
j∈J
∫
A
∫
G
〈f,DaTγψj〉DaTγψj dμG(γ) dμA(a) for all f ∈ L2(G),
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if, and only if, for a.e. ω ∈ Ĝ,
t0 =
∑
j∈J
∫
A
∣∣D̂aψj(ω)∣∣2dμA(a)(4.2)
=
∑
j∈J
∫
{a∈A :ω∈(ker a)⊥}
Δ(a)
∣∣ψˆj(aˆ−1(ω))∣∣2dμA(a) = 1.
In particular, it follows that W(Ψ,A, G) cannot be a Parseval frame for L2(G)
regardless of the measure μA if Ĝ \
⋃
a∈A(ker a)
⊥ has non-zero measure.
The Caldero´n admissibility condition (1.2) is a special case of (4.2). To see
this, take G = R and consider the dilation group A = {x 7→ a−1x : a ∈ R \ {0}}
with measure μA deﬁned on the Borel algebra on R \ {0} by dμA(a) = da/a2,
where da = dλ(a) denotes the Lebesgue measure. Higher dimensional versions of
Caldero´n’s admissibility condition are obtained similarly; see also [20, 40].
Example 8. We consider wavelet systems in L2(Rn) with discrete dilations and
semi-continuous translations. Let A ∈ GL(n,R) be a matrix whose eigenvalues are
strictly larger than one in modulus, set A = {x 7→ Ajx : j ∈ Z}, and let Γ be a co-
compact subgroup of Rn. The wavelet system generated by Ψ = {ψ`}L`=1 ⊂ L2(G)
is given by
W(Ψ, A,Γ) :=
{
DAjTγψ` = |detA|−j/2 ψ`(A−j · −γ) : ` = 1, . . . , L, j ∈ Z, γ ∈ Γ
}
.
Any co-compact subgroup of Rn is of the form Γ = P (Zk × Rn−k) for some
k ∈ {0, 1, . . . , n} and P ∈ GL(n,R). Since W({ψ}, A,Γ) is unitarily equivalent
to W({DP−1ψ}, P−1AP,Zk ×Rn−k) we can without loss of generality assume that
P = In, i.e., Γ = Zk × Rn−k.
Clearly, W(Ψ, A,Γ) is a generalized translation invariant system for Γj = A
jΓ
with j ∈ J := Z and gj,` = DAjψ`, where Pj = {1, . . . , L}. To get rid of a scaling
factor in the representation formula, we will use μPj =
1
|detA|j μc as a measure on
Pj = {1, . . . , L}, where μc denotes the counting measure. The standing assumptions
are clearly satisﬁed. Moreover, the local integrability condition is known to be
equivalent to local integrability on Rn \ {0} of the Caldero´n sum [3, Proposition
2.7] and can, therefore, be omitted from the characterization results. It follows that
two Bessel families W(Ψ, A,Γ) and W(Φ, A,Γ) are dual frames if, and only if, with
B = AT ,
tα(ω) =
L∑
l=1
∑
j∈Z:α∈Bj(Zk×{0}n−k)
ψˆl(B
−jω)φˆl(B−j(ω + α)) = δα,0 for a.e. ω ∈ Rn,
for all α ∈ Zk × {0}n−k. For k = n this result was obtained in [11], extending the
work of Gripenberg [23] and Wang [48].
Example 9. Let us ﬁnally consider the cone-adapted shearlet systems. For brevity
we restrict our ﬁndings to the non-homogeneous, continuous shearlet transform in
dimension two. Let
Aa =
(
a 0
0 a1/2
)
and Ss =
(
1 s
0 1
)
for a 6= 0 and s ∈ R. For ψ ∈ L2(R2) deﬁne
ψast(x) := a
−3/4ψ(A−1a S
−1
s (x− t)) = TtDSsAaψ.
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The cone-adapted continuous shearlet system Sh(φ, ψ, ψ˜) is then deﬁned as the
collection
Sh(φ, ψ1, ψ2) =
{
Ttφ : t ∈ R2
} ∪ {TtDSsAaψ1 : a ∈ (0, 1] , |s| ≤ 1 + a1/2, t ∈ R2}
∪
{
TtDS˜sA˜aψ2 : a ∈ (0, 1] , |s| ≤ 1 + a1/2, t ∈ R2
}
,
where S˜s = S
T
s and A˜a = diag (a
1/2, a). This is a special case of the system Wh
introduced above. More importantly, this is a GTI system. To see this claim, take
J = {0, 1} and Γ = Γj = R2 for j ∈ J . Deﬁne P0 = {0} and let μP0 be the counting
measure on P0. Deﬁne
P1 =
{
(a, s) ∈ R2 : a ∈ (0, 1] , |s| ≤ 1 + a1/2
}
,
and let μP1 be some measure on P1 so that our standing hypotheses are satisﬁed.
The generators are g0,p = g0,0 = φ for p = 0 ∈ P0 and g1,p = g1,(a,s) = DS˜sA˜aψ
for p = (a, s) ∈ P1. This proves our claim. By Theorem 3.11 and Lemma 3.12 we
immediately have that, if Sh(φ, ψ1, ψ2) and Sh(φ, ψ˜1, ψ˜2) are Bessel families, then
they are dual frames if, and only if,
(4.3) φˆ(ω)φˆ(ω) +
∫
P1
a3/2ψˆ1(AaSTs ω)
ˆ˜
ψ1(AaS
T
s ω) dμP1(a, s)
+
∫
P1
a3/2ψˆ2(A˜aS˜Ts ω)
ˆ˜ψ2(A˜aS˜
T
s ω) dμP1(a, s) = 1 for a.e. ω ∈ R2.
A standard choice for the measure μP1 in (4.3) is dμP1(a, s) =
dads
a3 , which comes
from the left-invariant Haar measure on the shearlet group. The above characteri-
zation result generalizes results from [24, 25, 37].
4.3. Other examples.
Example 10. In this example we consider the additive group of p-adic integers
Ip. To introduce this group, we ﬁrst consider the p-adic numbers Qp. Here p is
some ﬁxed prime number. The p-adic numbers are the completion of the rationals
Q under the p-adic norm, deﬁned as follows. Every non-zero rational x can be
uniquely factored into x = rsp
n, where r, s, n ∈ Z and p does not divide r or s. We
then deﬁne the p-adic norm of x as ‖x‖p = p−n; additionally ‖0‖p := 0. The p-adic
numbers Qp are the completion of Q under ‖·‖p. It can be shown that all p-adic
numbers x can be written uniquely as
(4.4) x =
∞∑
j=k
xjp
j ,
where xk ∈ {0, 1, . . . , p− 1} and k ∈ Z, xk 6= 0. The set of all numbers x ∈ Qp for
which xj = 0 for j < 0 in (4.4) is the p-adic integer Ip. Equivalently, Ip = {x ∈
Qp : ‖x‖p ≤ 1}. In fact, Ip is a compact, closed and open subgroup of Qp. Its
dual group Îp can be identiﬁed with the Pru¨fer p-group Z(p∞), which consists of
the union of the pn-roots of unity for all n ∈ N. That is,
Îp ∼= Z(p∞) := {e2πim/pn : n ∈ N,m ∈ {0, 1, . . . , pn − 1} } ⊂ C.
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We equip Z(p∞) with the discrete topology and multiplication as group operation.
For more information on p-adic numbers and their dual group we refer to, e.g.,
[31, §10, §25]. For n ∈ N consider now the subgroups Γ⊥n = {e2πim/p
n
: m =
0, 1, . . . , pn − 1} ⊂ Z(p∞). Note that all Γ⊥n are ﬁnite groups of order pn and are
generated by e2πi/p
n
. Moreover, all Γ⊥n are nested so that
1 ⊂ Γ⊥1 ⊂ Γ⊥2 ⊂ · · · ⊂ Z(p∞).
Now let {gn}n∈N ⊂ L2(Ip). By Theorem 3.14 the generalized translation invariant
system {Tγgn}γ∈Γn,n∈N is a Parseval frame for L2(Ip) if, and only if, for each α ∈⋃
n∈N Γ
⊥
n = Z(p∞),
∞∑
k=n∗
gˆn(ω)gˆn(ωα) = δα,1 for all ω ∈ Z(p∞),
where n∗ ∈ N is the smallest natural number such that α ∈ Γ⊥n∗ . Because we
consider a GTI system with countably many generators, the standing hypotheses
are trivially satisﬁed; see Section 3.
Returning to the p-adic numbers Qp, we note that the only co-compact subgroup
of Qp is Qp itself [4]. Therefore any GTI system in L2(Qp) is, in fact, a translation
invariant system of the form
⋃
j∈J {Tγgp}γ∈Qp,p∈Pj . The equations characterizing
the dual frame property of such systems are immediate from Theorem 3.11 and
Lemma 3.12.
Finally, in the product group Qp × Ip there are no discrete, co-compact sub-
groups [4], and thus no generalized shift invariant systems for L2(Qp × Ip) can be
constructed. However, any subgroup of the form Qp×Γn, where Γn is a co-compact
subgroup of Ip as before, is a co-compact subgroup in Qp × Ip, indicating that a
large number of generalized translation invariant systems do exist in L2(Qp × Ip).
In order to apply Theorem 3.4 to a given GTI system, one needs to verify that
the (dual) α-LIC or the stronger LIC holds. By Theorem 3.11 we get this for
free in the case of translation invariant systems. For regular wavelet systems as in
Example 8 the LIC has an easy characterization [3, Proposition 2.7]. For certain
irregular wavelet systems over the real line a detailed analysis of the LIC has been
carried out in [35] using Beurling densities. However, for general GTI systems there
is no simple interpretation of the local integrability conditions.
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Abstract In this work we extend classical structure and duality results in Gabor
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systems in an LCA group and prove corresponding characterization results via the
Zak transform. From these results we derive non-existence results for critically sam-
pled continuous Gabor frames. We obtain general characterizations in time and in
frequency domain of when two Gabor generators yield dual frames. Moreover, we
prove the Walnut and Janssen representation of the Gabor frame operator and con-
sider the Wexler–Raz biorthogonality relations for dual generators. Finally, we prove
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1 Introduction
In Gabor analysis structure and duality results, such as the Zibulski–Zeevi, theWalnut
and the Janssen representation of the frame operator, the Wexler–Raz biorthogo-
nal relations, and the duality principle, play an important role. These results go
back to a series of papers in the 1990s [14,30–32,39–43,45–47] on (discrete) reg-
ular Gabor systems in L2(R) and L2(Rn) with modulations and translations along
full-rank lattices. The results now constitute a fundamental part of the theory. In
L2(Rn), a regular Gabor system is a discrete family of functions of the form{
Eγ Tλg
}
λ∈AZn ,γ∈BZn , where g ∈ L2(Rn), Eγ Tλg(x) = e2π iγ ·x g(x − λ), and
A, B ∈ GLn(R).
For Gabor systems on locally compact abelian (LCA) groups, the picture is a lot
less complete. Rieffel [38] proved in 1988 a weak form of the Janssen representation
called the fundamental identity in Gabor analysis (FIGA) for Gabor systems in L2(G)
with modulations and translations along a closed subgroup in G × Ĝ, where G is a
second countable LCA group and Ĝ its dual group. Most other structure and duality
results assume Gabor systems in L2(G) with modulations and translations along dis-
crete and co-compact subgroups (also called uniform lattices), e.g., the Wexler–Raz
biorthogonal relations for such uniform lattice Gabor systems appear implicitly in
the work of Gröchenig [23]. Uniform lattices are discrete subgroups whose quotient
group is compact, and thus, they are natural generalizations of the concept of full-rank
lattices in Rn . However, not all LCA groups possess uniform lattices. This naturally
leads to the question to what extent the classical results on Gabor theory mentioned
above can be formulated for non-lattice Gabor systems. The current paper gives an
answer to this question.
Thus, in this work we set out to extend the theory of structure and duality results
to a large class of Gabor systems in L2(G), where G is a second countable LCA
group.Wewill focus on so-called co-compactGabor systems
{
Eγ Tλg
}
λ∈,γ∈ , where
translation and modulation of g ∈ L2(G) are along closed, co-compact (i.e., the
quotient group is compact) subgroups ⊂ G and  ⊂ Ĝ, respectively. In L2(Rn) co-
compact Gabor systems are of the form
{
e2π iγ ·x g(x − λ)}
λ∈A(Rs×Zd−s ),γ∈B(Rr×Zd−r )
for some choice of 0 ≤ r, s ≤ d. Depending on the parameters r and s, these Gabor
systems range fromdiscrete over semi-continuous to continuous families. If only oneof
the subsets and is a closed, co-compact subgroup,wewill use the terminology semi
co-compact Gabor system. Clearly, co-compact and semi co-compact Gabor systems
need not be discrete. More importantly, such systems exist for all LCA groups, and
this setup unifies discrete and continuous Gabor theory.
For co-compact Gabor systems we prove Walnut’s representation (Theorem 5.5)
and Janssen’s representation (Theorem 5.7) of the Gabor frame operator, the Wexler–
Raz biorthogonal relations (Theorem 6.5), and the duality principle (Theorem 6.7).
As an example, we mention that this generalized duality principle for L2(Rn) says
that the co-compact Gabor system
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{
e2π iγ ·x g(x − λ) : λ ∈ A(Rs × Zd−s), γ ∈ B(Rr × Zd−r )
}
is a continuous frame if, and only if, the adjoint system
{
e2π iγ ·x g(x − λ) : λ ∈ (BT )−1({0}r × Zd−r ), γ ∈ (AT )−1({0}s × Zd−s)
}
is a Riesz sequence. We recall that a family of vectors { fk}k∈M in a Hilbert space
H is a continuous frame with respect to a measure μ on the index set M if ‖ f ‖2 
∫
M
∣
∣〈 f, fk〉
∣
∣2 dμ for all f ∈ H and that {gk}k∈N is a Riesz sequence if ‖c‖22 ∥
∥∑
k ckgk
∥
∥2 for all finite sequences c = {ck}k∈N. Our proof of the duality principle
relies on a simple characterization of Riesz sequences in Hilbert spaces (Theorem
6.6).
As we will see, the setting of co-compact Gabor systems is indeed a natural
framework for structure and duality results. Closedness of the modulation and trans-
lation subgroups is a standard assumption, and one cannot get very far without it,
e.g., closedness allows for applications of key identifications between subgroups and
their annihilators as well as applications of the Weil and the Poisson formulas. Co-
compactness is, on the other hand, non-standard, and to the best of our knowledge
this work is the first systematic study of co-compact Gabor systems. Under the sec-
ond countability assumption on G, co-compactness is the weakest assumption that
yields an adjoint Gabor system with modulations and translations along discrete and
countable subgroups. In this way, co-compactness of the respective subgroups is the
most general setting for which the Wexler–Raz biorthogonal relations, the duality
conditions for dual generators and the duality principle can be phrased in a way that
resembles the classical statements in L2(Rn). As an example we mention that in the
Wexler–Raz biorthogonal relations, one characterizes duality of two Gabor frames by
a biorthogonality condition of the corresponding adjoint Gabor systems. Since L2(G)
is separable, such a biorthogonality condition is only possible if the adjoint systems
are countable sequences (which co-compactness exactly guarantees). Furthermore,
co-compact Gabor systems are precisely the setting, where the Walnut and Janssen
representation of the continuous frame operator are a discrete representation.
However, we begin our work on Gabor systems with a study of semi co-compact
Gabor systems as special cases of co-compact translation invariant systems, recently
introduced in [7,29]. For translation invariant systems we consider fiberization char-
acterization of frames for translation invariant subspaces (Theorem 3.1), generalizing
results from [5,7,8,39]. Using these fiberization techniques wewill develop Zak trans-
formmethods for Gabor analysis in L2(G). This leads among other things to a concept
of rational oversampling in LCA groups (Theorem 4.3) and a Zibulski–Zeevi repre-
sentation (Corollary 4.4). Furthermore, wewill prove the non-existence of continuous,
semi co-compact Gabor frames at “critical density” (Theorem 4.2). We also give char-
acterizations of generators of dual semi co-compact Gabor frames (Theorems 4.7 and
4.9).
There are several advantages of theLCAgroupapproach, onebeing that the essential
ingredient in our arguments often becomes more transparent than in the special cases.
The abstract approach also allows us to unify results from the standard settings where
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G is usually Rn , Zn , or Zn . This is not only useful for the sake of generalizations, but,
in some instances, it can also simplify the proofs in the special cases. As an example
we mention that our proof of the Zak transform characterization of Gabor frames is
based on two applications of the same result on fiberizations of L2(G), but for two
different LCA groups G. In the Euclidean setting this would require two different
fiberization results, one for G = Rn and one for G = AZn for A ∈ GLn(R). In the
setting of LCA groups we can unify such results into one general result. On the other
hand, even for G = Rn most of our results are new.
For related work on locally compact (abelian) groups we refer to the recent papers
[2,3,7,8,13,21,29,34] as well as the book [18] and the references therein.
The paper is organized as follows. In Sect. 2we give a brief introduction to harmonic
analysis on LCA groups and frame theory. In Sect. 3 we study co-compact translation
invariant systems and specialize to semi co-compact Gabor systems in Sect. 4. In
Sect. 5 we study the frame operator of Gabor systems, and in Sect. 6 we present
duality results on co-compact Gabor frames.
2 Preliminaries
In the following sections we set up notation and recall some useful results from Fourier
analysis on LCA groups and continuous frame theory.
2.1 Fourier Analysis on Locally Compact Abelian Groups
In this paper G will denote a second countable locally compact abelian group. To
G we associate its dual group Ĝ which consists of all characters, i.e., all continu-
ous homomorphisms from G into the torus T ∼= {z ∈ C : |z| = 1}. Under pointwise
multiplication Ĝ is also a LCA group. Throughout the paper we use addition and
multiplication as group operation in G and Ĝ, respectively. By the Pontryagin duality
theorem, the dual group of Ĝ is isomorphic to G as a topological group, i.e., Ĝ ∼= G.
Moreover, if G is discrete, then Ĝ is compact, and if G is compact, then Ĝ is discrete.
We denote the Haar measure on G by μG . The (left) Haar measure on any locally
compact group is unique up to a positive constant. From μG we define L1(G) and
the Hilbert space L2(G) over the complex field in the usual way. L2(G) is separable,
because G is assumed to be second countable. For functions f ∈ L1(G) we define
the Fourier transform
F f (ω) = fˆ (ω) =
∫
G
f (x) ω(x) dμG(x), ω ∈ Ĝ.
If f ∈ L1(G), fˆ ∈ L1(Ĝ), and the measure on G and Ĝ are normalized so that the
Plancherel theorem holds (see [27, (31.1)]), the function f can be recovered from fˆ
by the inverse Fourier transform
f (x) = F−1 fˆ (x) =
∫
Ĝ
fˆ (ω) ω(x) dμĜ(ω), a.e. x ∈ G.
40 J Fourier Anal Appl (2016) 22:36–70
We assume that the measure on a group μG and its dual group μĜ are normalized
this way, and we refer to them as dual measures. We will consider F as an isometric
isomorphism between L2(G) and L2(Ĝ).
On any LCA group G, we define the following three operators. For a ∈ G, the
operator Ta , called translation by a, is defined by
Ta : L2(G) → L2(G), (Ta f )(x) = f (x − a), x ∈ G.
For χ ∈ Ĝ, the operator Eχ , called modulation by χ , is defined by
Eχ : L2(G) → L2(G), (Eχ f )(x) = χ(x) f (x), x ∈ G.
For t ∈ L∞(G) the operator Mt , called multiplication by t , is defined by
Mt : L2(G) → L2(G), (Mt f )(x) = t (x) f (x), x ∈ G.
The following three commutator relationswill be used repeatedly: Ta Eχ =χ(a)EχTa,
FTa = Ea−1F , and FEχ = TχF .
For a subset H of an LCA group G, we define its annihilator as
A(Ĝ, H) = {ω ∈ Ĝ |ω(x) = 1 for all x ∈ H}.
When thegroup Ĝ is understood from the context,wewill simplydenote the annihilator
A(Ĝ, H) by H⊥. The annihilator is a closed subgroup in Ĝ, and if H is a closed
subgroup itself, then Ĥ ∼= Ĝ/H⊥ and Ĝ/H ∼= H⊥. These relations show that for a
closed subgroup H the quotient G/H is compact if and only if H⊥ is discrete.
Lemma 2.1 Let H be a closed subgroup of G. If G/H is finite, then H⊥ ∼= G/H.
Proof Note that any finite groupG is self-dual, that is, Ĝ ∼= G. And so, by application
of the isomorphism H⊥ ∼= Ĝ/H we find that H⊥ ∼= Ĝ/H ∼= G/H . unionsq
Wealso remind the reader ofWeil’s formula; it relates integrable functions overG with
integrable functions on the quotient space G/H when H is a closed normal subgroup
of G. For a closed subgroup H of G, we let πH : G → G/H, πH (x) = x + H
be the canonical map from G onto G/H . If f ∈ L1(G), then the function x˙ →∫
H f (x + h) dμH (h), x˙ = πH (x) defined almost everywhere on G/H , is integrable.
Furthermore, when two of the Haar measures on G, H and G/H are given, then the
third can be normalized such that
∫
G
f (x) dx =
∫
G/H
∫
H
f (x + h) dμH (h) dμG/H (x˙). (2.1)
Hence, if two of the measures on G, H,G/H, Ĝ, H⊥ and Ĝ/H⊥ are given, and these
two are not dual measures, then by requiring dual measures and Weil’s formula (2.1),
all other measures are uniquely determined. To ease notation, we will often write dh
in place of dμH (h) and likewise for other measures.
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A Borel section or a fundamental domain of a closed subgroup H in G is a Borel
measurable subset X ofG whichmeets each cosetG/H once. Any closed subgroup H
in G has a Borel section [35, Lemma 1.1]; however, we shall in the following usually
only consider Borel sections of discrete subgroups H . We always equip Borel sections
of G with the Haar measure μG |X . Assume that H is a discrete subgroup. It follows
that μG(X) is finite if, and only if, H is co-compact, i.e., H is a uniform lattice [7].
From [7], we also have that the mapping x → x + H from (X, μG) to (G/H, μG/H )
is measure-preserving, and the mapping Q( f ) = f ′ defined by
f ′(x + H) = f (x), x + H ∈ G/H, x ∈ X, (2.2)
is an isometry from L2(X, μG) onto L2(G/H, μG/H ).
For more information on harmonic analysis on LCA groups, we refer the reader to
the classical books [22,26,27,37].
2.2 Frame Theory
One of the central concept of this paper is that of a frame. The definition is as follows.
Definition 2.2 LetH be a complex Hilbert space, and let (M, 
M , μM ) be a measure
space, where 
M denotes the σ -algebra and μM the non-negative measure. A family
of vectors { fk}k∈M is called a frame for H with respect to (M, 
M , μM ) if
(a) the mapping M → C, k → 〈 f, fk〉 is measurable for all f ∈ H, and
(b) there exist constants A, B > 0 such that
A ‖ f ‖2 ≤
∫
M
∣
∣〈 f, fk〉
∣
∣2 dμM (k) ≤ B ‖ f ‖2 for all f ∈ H. (2.3)
The constants A and B are called frame bounds.
If { fk}k∈M is measurable and the upper bound in the above inequality (2.3) holds, then
{ fk}k∈M is said to be a Bessel system or family with constant B. A frame { fk}k∈M is
said to be tight if we can choose A = B; if, furthermore, A = B = 1, then { fk}k∈M
is said to be a Parseval frame.
If μM is the counting measure and 
M = 2M the discrete σ -algebra, we say that
{ fk}k∈M is a discrete frame whenever (2.3) is satisfied; for this measure space, any
family of vectors is obviouslymeasurable.Because the results of the present paper can
be formulated for the discrete and continuous setting, we shall refer to either cases as
frames and be more specific when necessary. We mention that in the literature frames
and discrete frames are usually called continuous frames and frames, respectively. The
concept of continuous frames was introduced by Kaiser [33] and Ali, Antoine, and
Gazeau [1]. For an introduction to frame theory, we refer the reader to [11].
To aBessel family { fk}k∈M , we associate the synthesis operator T : L2(M, μM ) →
H defined weakly by
T {ck}k∈M =
∫
M
ck fk μM (k). (2.4)
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This is a bounded linear operator. Its adjoint operator T ∗ : H → L2(M, μM ) is called
the analysis operator, and it is given by
T ∗ f = {〈 f, fk〉
}
k∈M . (2.5)
The frame operator S : H → H is then defined as S = T T ∗. We remark that the
frame operator is the unique operator satisfying
〈S f, g〉 =
∫
M
〈 f, fk〉〈 fk, g〉dμM (k) for all f, g ∈ H, (2.6)
and that it is well-defined, bounded and self-adjoint for any Bessel system { fk}k∈M ;
it is invertible if { fk}k∈M is a frame.
In case the frame inequalities (2.3) only hold for f ∈ K := span { fk}k∈M ⊂
H, we say that { fk}k∈M is a basic frame or a frame for its closed linear span. For
discrete frames such frames are usually called frame sequences; we will not adopt this
terminology as basic frames need not be sequences. A frame for H is clearly a basic
frame with K = H. If we need to stress that a basic frame spans all of H, we use the
terminology total frame. Now, let us briefly comment on the definition of the subspace
K.
From the Bessel property of a (basic) frame { fk}, we see that:
im T = (ker T ∗)⊥ = { f ∈ H : 〈 f, fk〉 = 0 ∀k ∈ M
}⊥ = span { fk}k∈M .
The lower frame bound for f ∈ K implies that the operator T ∗|K is bounded from
below, i.e.,
∥
∥T ∗|K f
∥
∥ ≥ √A ‖ f ‖, which is equivalent to T ∗|K being injective with
closed range which, in turn, implies that T has closed range. Since T ∗|K is injective,
the range of T is dense in K. It follows that im T = K.
We will only consider measures μM that are σ -finite. Assume that { fk} is mea-
surable. It is known that T as in (2.4) defines a bounded linear operator if, and only
if, { fk}k∈M is a Bessel family [36]. Hence, the argument in the preceding paragraph
shows that { fk}k∈M is a basic frame if, and only if, T as in (2.4) defines a bounded
linear operator with im T = K.
Two Bessel systems { fk}k∈M and {gk}k∈M are said to be dual frames for H if
〈 f, g〉 =
∫
M
〈 f, gk〉〈 fk, g〉dμM (k) for all f, g ∈ H. (2.7)
In this case
f =
∫
M
〈 f, gk〉 fk dμM (k) for f ∈ H, (2.8)
holds in the weak sense. For discrete frames, Eq. (2.8) holds in the usual strong sense,
i.e., with (unconditional) convergence in the H norm. Two dual frames are indeed
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frames. We also mention that to a given frame for H one can always find at least one
dual frame, the so-called canonical dual frame {S−1 fk}k∈M .
Let us end this section with the definition of a Riesz sequence.
Definition 2.3 Let { fk}∞k=1 be a sequence in a Hilbert spaceH. If there exist constants
A, B > 0 such that
A
∑
k
|ck |2 ≤
∥
∥
∥
∑
k
ck fk
∥
∥
∥
2
H ≤ B
∑
k
|ck |2
for all finite sequence {ck}∞k=1, then we call { fk}∞k=1 a Riesz sequence. If furthermore
span{ fk}∞k=1 = H, then { fk}∞k=1 is a Riesz basis.
3 Translation Invariant Systems
Before we focus on Gabor systems, let us first show some results concerning the class
of translation invariant systems, recently introduced in [7,29], which contains the class
of (semi) co-compact Gabor systems.
We define translation invariant systems as follows. Let P be a countable or an
uncountable index set, let gp ∈ L2(G) for p ∈ P , and let H be a closed, co-compact
subgroup in G. For a compact abelian group, the group is metrizable if, and only
if, the character group is countable [26, (24.15)]. Hence, since G/H is compact and
metrizable, the group Ĝ/H ∼= H⊥ is discrete and countable. Unless stated otherwise
we equip H⊥ with the counting measure and assume a fixed Haar measure μG on G.
The (co-compact) translation invariant (TI) system generated by {gp}p∈P with
translation along the closed, co-compact subgroup H is the family of functions{
Thgp
}
h∈H,p∈P . We will use the following standing assumptions on the index set
P:
(I) (P, 
P , μP ) is a σ -finite measure space,
(II) p → gp, (P, 
P ) → (L2(G), BL2(G)) is measurable,
(III) (p, x) → gp(x), (P × G, 
P ⊗ BG) → (C, BC) is measurable.
We say that {gp}p∈P is admissible or, when gp is clear from the context, simply that
the measure space P is admissible. The nature of these assumptions are discussed
in [29]. Observe that any closed subgroup P of G (or Ĝ) with the Haar measure is
admissible if p → gp is continuous, e.g., if gp = Tpg for some function g ∈ L2(G).
If P is countable, we equip it with a weighted counting measure. If the subgroup H
is also discrete, hence a uniform lattice, the system
{
Thgp
}
h∈H,p∈P is a shift invariant
(SI) system.
3.1 Fiberization
TI systems are of interest to us since the Gabor systems we shall study are special
instances of these. As the work of Ron and Shen [39] and Bownik [5] show, certain
Gramian and so-called dual Gramian matrices as well as a fiberization technique play
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an important role in the study of TI systems. The fiberization technique is closely
related to Zak transform methods in Gabor analysis, as we will see in Sect. 4.1.
Let  ⊂ Ĝ be a Borel section of H⊥ in Ĝ as defined in Sect. 2.1. Following [7]
we define the fiberization mapping T : L2(G) → L2(, 2(H⊥)) by
T f (ω) = { fˆ (ωα)}α∈H⊥ , ω ∈ ; (3.1)
the inner product in L2(, 2(H⊥)) is defined in the obvious manner. Fiberization is
an isometric, isomorphic operation as shown in [7,8].
Our first result characterizes the frame/Bessel property of TI systems in terms of
fibers. It extends results from [5,7,8] to the case of uncountable many generators{
gp
}
p∈P .
Theorem 3.1 Let 0 < A ≤ B < ∞, let H ⊂ G be a closed, co-compact subgroup,
and let
{
gp
}
p∈P ⊂ L2(G), where (P, μP ) is an admissible measure space. The
following assertions are equivalent:
(i) The family
{
Thgp
}
h∈H,p∈P is a frame for L
2(G) with bounds A and B (or a
Bessel system with bound B),
(ii) For almost every ω ∈ , the family {T gp(ω)
}
p∈P is a frame for 
2(H⊥) with
bounds A and B (or a Bessel system with bound B).
Proof The proof follows from the proofs in [5,7,8]. Indeed, the key computation in
[7] shows that
∫
P
∫
H
∣
∣〈 f, Thgp
〉
L2
∣
∣2 dμH (h)dμP (p)=
∫
P
∫

∣
∣〈T f (ω), T gp(ω)
〉
2
∣
∣2 dμĜ(ω)dμP (p)
for all f ∈ L2(G). Let us outline the argument for the frame case; the Bessel case is
similar. Assume that (ii) holds. Then for a.e. ω ∈  we have
A ‖a‖2 ≤
∫
P
∣
∣〈a, T gp(ω)
〉
2
∣
∣2 dμP (p) ≤ B ‖a‖2 for all a ∈ 2(H⊥).
If we integrate these inequalities over  and use that T is an isometric isomorphism,
we arrive at (i) using the key computation above. The other implication follows as in
[5]. unionsq
Remark 1 Theorem 3.1 can also be formulated for basic frames using the notion of
range functions. A very general version of this result was obtained independently
and concurrently in [28]. Theorem 3.1 is closely related to the theory of translation
invariant subspaceswhich very recently has been studied in [4,28] using Zak transform
methods (cf. Sect. 4.1).
Theorem 3.1 shows that the task of verifying that a given TI system
{
Thgp
}
h∈H,p∈P
is a frame for L2(G) can be replaced by the simpler task of proving that the fibers{T gp(ω)
}
p∈P are a frame for the discrete space 
2(H⊥), however, this needs to be
J Fourier Anal Appl (2016) 22:36–70 45
done for every ω ∈ . For a uniform lattice H , the Borel section  of H⊥ is compact,
but for non-discrete, co-compact closed subgroups H , this is not the case, in fact,
mĜ() = ∞.
Let ω ∈  be given. The analysis operator Lω : 2(H⊥) → L2(P) for the family
of fibers
{T gp(ω)
}
p∈P in 
2(H⊥) is given by:
Lωc = p →
〈
c, T gp(ω)
〉
2(H⊥) , D(Lω) = c00(H⊥). (3.2)
Note that we have only defined the analysis operator Lω for finite sequences since we
do not, a priori, assume that the family of fibers is a Bessel system, cf. (2.5). If Lω
is bounded, it extends to a bounded, linear operator on all of 2(H⊥); clearly, Lω is
bounded with bound ‖Lω‖ ≤
√
B if, and only if,
{T gp(ω)
}
p∈P is a Bessel system
with bound B. In this case the adjoint is the synthesis operator L∗ω : L2(P) → 2(H⊥)
given by:
L∗ω f =
{∫
P
f (p) gˆp(ωα)dμP (p)
}
α∈H⊥
, where f ∈ L2(P).
From results in [10, Chap. 3] and [36] we know that this synthesis operator L∗ω :
L2(P) → 2(H⊥) is a well-defined, bounded linear operator if, and only if, the fibers{T gp(ω)
}
p∈P is a Bessel system. The frame operator L
∗
ωLω of the family of fibers
is called the dual Gramian and is denoted by G˜ω : 2(H⊥) → 2(H⊥). Again, using
results from [10, Chap. 3], the frame operator is a bounded, linear operator acting
on all of 2(H⊥) precisely when the fibers form a Bessel system. Paying attention
to the operator bounds and Bessel constants, we therefore have the following result,
extending results from [7,8] to the case of uncountably many generators.
Proposition 3.2 Let B > 0, let H ⊂ G be a closed, co-compact subgroup, and let{
gp
}
p∈P ⊂ L2(G), where (P, μP ) is an admissible measure space. The following
assertions are equivalent:
(i)
{
Thgp
}
h∈H,p∈P is a Bessel system with bound B,
(ii) ess supω∈‖G˜ω‖ ≤ B,
(iii) ess supω∈ ‖Lω‖ ≤
√
B.
In a similar fashion, it is possible to generalize [8, Proposition 4.9(2)] and the corre-
sponding result in [7] to the case of uncountably many generators.
4 Semi Co-compact Gabor Systems and Characterizations
In the rest of this article we will concentrate on Gabor systems. A Gabor system in
L2(G) with generator g ∈ L2(G) is a family of functions of the form
{
Eγ Tλg
}
γ∈,λ∈ , where  ⊆ Ĝ and  ⊆ G.
46 J Fourier Anal Appl (2016) 22:36–70
We will usually assume that at least one of the subsets  ⊂ Ĝ or  ⊂ G is a closed
subgroup; if either of these subsets is not a closed subgroup, it will be assumed to be,
at least, admissible as an index set (cf. the previous section). We often use that semi
co-compact Gabor systems are unitarily equivalent to co-compact translation invariant
systems in either time or in frequency domain. If both  and  are closed and co-
compact subgroups, we say that
{
Eγ Tλg
}
γ∈,λ∈ is a co-compact Gabor system; if
only one of the sets  and is a closed and co-compact subgroup, we name the Gabor
system semi co-compact. If both  and  are discrete and co-compact, we recover the
well-known uniform lattice Gabor systems.
4.1 Characterizations of Gabor Frames and the Zak Transform
The fiberization technique from Theorem 3.1 will play a crucial role in the char-
acterizations of semi co-compact Gabor frames, presented in this subsection. From
Theorem 3.1 for the TI system {Tγ F−1Tλg}γ∈,λ∈, which is unitarily equivalent
with
{
Eγ Tλg
}
γ∈,λ∈, we immediately have a characterization of the frame property
of Gabor systems.
Proposition 4.1 Let g ∈ L2(G), and let 0 < A ≤ B < ∞. Let  be a closed, co-
compact subgroup of Ĝ, and let (,
,μ) be an admissible measure space in G.
The following assertions are equivalent:
(i)
{
Eγ Tλg
}
γ∈,λ∈ is a frame for L
2(G) with bounds A and B,
(ii)
{{g(x + λ + α)}α∈⊥
}
λ∈ is a frame for 
2(⊥) with bounds A and B for a.e.
x ∈ X, where X is a Borel section of ⊥ in Ĝ.
We will apply Theorem 3.1 once more to Proposition 4.1 under stronger assumptions
on . In the following we will always assume that  is a closed subgroup of G. For a
moment, let us even assume that  = ⊥, where  is a closed, co-compact subgroup
of Ĝ. Note that this implies that is discrete and countable. For uniform lattice Gabor
systems the condition = ⊥ is called critical density by Gröchenig [23] since Borel
sections X and  of the lattices ⊥ and ⊥ in this case satisfy mG(X)mĜ() = 1.
Theorem 6.5.2 in [23] states that the uniform lattice Gabor system
{
Eγ Tλg
}
λ∈,γ∈
only can be frame for L2(G) if mG(X)mĜ() ≤ 1. Clearly this is not a necessary
condition when either or  is non-discrete since, for closed, co-compact subgroups,
a Borel section of its annihilator has finite measure if and only if the subgroup itself
is discrete.
Now, back to the assumption  = ⊥ with  being a (not necessarily discrete)
closed, co-compact subgroup of Ĝ. In this case, the system in Proposition 4.1(ii) is a
shift invariant system of the form {Tλϕx }λ∈ in 2()with countably many generators
ϕx := {g(x + α)}α∈. We now apply the fiberization techniques from Sect. 3.1 with
G =  and H = . Since the annihilator H⊥ in this case is A(̂,) = {1},
the fiberization map (3.1) is simply T f (ω) = { fˆ (ω)} for ω ∈ , where  is a Borel
section of {1} in ̂, hence, = ̂. The Fourier transform of the generator ϕx ∈ 2()
is
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ϕˆx (ω) =
∑
α∈
g(x + α)ω(α), (4.1)
which is the Zak transform Zg(x, ω) of g with respect to the discrete group  ⊂ G.
By Theorem 3.1 (or a result in [7], to be more precise), {Tλϕx }λ∈ is a basic
frame in 2() with bounds A and B if, and only if, {ϕˆx (ω)} is a basic frame in
2(A(̂,)) ∼= C with bounds A, B for almost all ω ∈ ̂. Now, a scalar {ϕˆx (ω)} is
a basic frame in C with bounds A and B if, and only if, its norm squared, whenever
non-zero, is bounded between A and B. We conclude that
{
Eγ Tλg
}
γ∈⊥,λ∈ is a
Gabor basic frame in L2(G) with bound A and B if, and only if,
A ≤
∣
∣
∣
∑
α∈
g(x + α)ω(α)
∣
∣
∣
2 ≤ B for a.e. x ∈ X, ω ∈  = ̂ for which ϕˆx (ω) = 0.
(4.2)
In particular, whenever  = ⊥ with  being a closed, co-compact subgroup, we
see that
{
Eγ Tλg
}
γ∈⊥,λ∈ is a total Gabor frame for all of L
2(G) if, and only if,
A ≤ |Zg(x, ω)|2 ≤ B for almost any x ∈ X, ω ∈  = ̂. Still assuming  = ⊥,
this result can be shown to hold for any closed subgroup  ⊂ G [2, Theorem 2.6].
However, the next result shows a non-existence phenomenon of such continuousGabor
frames.
Theorem 4.2 Let g ∈ L2(G), let 0 < A ≤ B < ∞, and let  be a closed subgroup
of G. Suppose that  is either discrete or co-compact. Then the following assertions
are equivalent:
(i)
{
Eγ Tλg
}
γ∈⊥,λ∈ is a frame for L
2(G) with bounds A and B,
(ii) The subgroup  is discrete and co-compact, hence a uniform lattice, and{
Eγ Tλg
}
γ∈⊥,λ∈ is a Riesz basis for L
2(G) with bounds A and B.
Proof The implication (ii)⇒(i) is trivial so we only have to consider (i)⇒(ii).
Assume first that the subgroup  is discrete. Then  = ⊥ is co-compact. We
use the notation from the paragraphs preceding Theorem 4.2. Then, as shown above,
assertion (i) is equivalent to {ϕˆx (ω)} being a frame for C for almost every x ∈ X ,
ω ∈ ̂. However, a one element set is a frame if, and only if, it is a Riesz basis with the
same bounds. Now, we repeat the argument above, but in the reverse direction using
a Riesz sequence variant of Theorem 3.1. By [8, Theorem 4.3] the scalar {ϕˆx (ω)} is
a Riesz basis for C if, and only if, the SI system {Tλϕx }λ∈ is a Riesz basis in 2()
with the same bounds. By a result in [7], which generalizes [8, Theorem 4.3], this is
equivalent to {Tγ F−1Tλg}γ∈⊥,λ∈ being a so-called continuous Riesz basis. How-
ever, as shown in [7] continuous Riesz sequences only exist if ⊥ is discrete. Hence,
{Tγ F−1Tλg}γ∈⊥,λ∈ is actually a (discrete) Riesz basis. By unitarily equivalence,
this implies that
{
Eγ Tλg
}
γ∈⊥,λ∈ is a Riesz basis.
Assume now that  is co-compact. Then  = ⊥ is discrete. Note that{
TλEγ g
}
γ∈⊥,λ∈ is unitarily equivalent to
{
Eγ Tλg
}
γ∈⊥,λ∈ and repeat the argu-
ment above for the co-compact TI system
{
TλEγ g
}
γ∈⊥,λ∈. unionsq
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Remark 2 In the extreme case  = G, Theorem 4.2 tells us that {Tλg}λ∈G cannot be
a frame for L2(G) unless G is discrete; if G is discrete, then Ĝ is compact, and any
g ∈ L2(G)with 0 < A ≤ ∣∣gˆ(ω)∣∣2 ≤ B for a.e.ω ∈ Ĝ will generate a frame {Tλg}λ∈G
with bounds A, B. For discrete (irregular) Gabor systems in L2(Rn) such questions are
studied in [12]. On the other hand, totality in L2(G) of the set {Tλg}λ∈G is achievable
for both discrete and non-discrete LCA groups G; e.g., take any g ∈ L2(G) with
gˆ(ω) = 0 for a.e. ω ∈ Ĝ.
Due to Theorem 4.2 we wish to relax the “critical” density condition  = ⊥,
but in such a way that we still can apply Zak transform methods. For regular Gabor
systems
{
e2π iγ x g(x − λ) : γ ∈  = AZn, λ ∈  = BZn
}
(4.3)
in L2(Rn) with A, B ∈ GLn(R) rational density, where AZn ∩ BZn is a full-rank
lattice, is such a relaxation; for n = 1 rational density simply means AB = pq ∈ Q.
Our assumptions on the subgroups and in the remainder of this section will mimic
the setup of rational density, and the characterization will depend on a vector-valued
Zak transform similar to the case of L2(Rn) [6,40,47].
For a closed subgroup H of G the Zak transform ZH as introduced by Weil, albeit
not under this name, of a continuous function f ∈ Cc(G) is:
ZH f (x, ω) =
∫
H
f (x + h)ω(h) dh for a.e. x ∈ X, ω ∈ Ĥ .
The Zak transform extends to a unitary operator from L2(G) onto L2(G/H × Ĝ/H⊥)
[2,44]. We will use the Zak transform for discrete subgroups H = ⊥, where  is
co-compact, in which case, the convergence of the series ZH f (x, α) = ∑α∈⊥ f (x+
α)ω(α) is in the L2-norm for a.e. x and ω.
The next result shows that the frame property of a Gabor system
{
Eγ Tλg
}
λ∈,γ∈
in L2(G) under certain assumptions of  and  is equivalent with the frame property
of a family of associated Zak transformed variants of the Gabor system in Cp.
Theorem 4.3 Let g ∈ L2(G), and let 0 < A ≤ B < ∞. Let  be a closed, co-
compact subgroup of Ĝ. Suppose that  is a closed subgroup of G such that p :=∣
∣⊥/( ∩ ⊥)∣∣ < ∞. Let {χ1, . . . , χp
} := A(̂⊥, ∩ ⊥). Equip  with some
Haar measure μ, and let μ/(∩⊥) be the unique Haar measure on /( ∩ ⊥)
such that for all f ∈ L1()
∫

f (x) dμ(x) = p
∫
/(∩⊥)
∑
∈∩⊥
f (x + ) dμ/(∩⊥)(x˙).
Also, we let K ⊂  denote a Borel section of  ∩ ⊥ in  and μK be a measure
on K isometric to μ/(∩⊥) in the sense of (2.2). Then the following assertions are
equivalent:
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(i)
{
Eγ Tλg
}
λ∈,γ∈ is a frame for L
2(G) with bounds A and B,
(ii) A ‖c‖2
Cp
≤ ∫K |〈c,
{
Z⊥g(x + κ, ωχi )
}p
i=1〉Cp |2 dμK (κ) ≤ B ‖c‖2Cp for all
c ∈ Cp, a.e. x ∈ X and ω ∈ ̂⊥, where X is a Borel section of ⊥ in G,
(iii) A ≤ ess inf
(x,ω)∈X×̂⊥ λp(x, ω), B ≥ ess sup(x,ω)∈X×̂⊥ λ1(x, ω),
where λi (x, ω) denotes the i-th largest eigenvalue value of the p × p matrix
G˜(x, ω), whose (i, j)-th entry is
G˜(x, ω)(i, j) =
∫
K
Z⊥g(x + κ, ωχi )Z⊥g(x + κ, ωχ j )dμK (κ).
Proof Wefirst remark thatA(̂⊥,∩⊥) ∼= ⊥/(∩⊥) byLemma2.1. This shows
that
{
χ1, . . . , χp
}
is well-defined due to the assumption p = ∣∣⊥/( ∩ ⊥)∣∣ < ∞.
By Proposition 4.1, assertion (i) is equivalent to the sequence{{g(x + λ + α)}α∈⊥
}
λ∈ being a frame for 
2(⊥) with bounds A and B for a.e.
x ∈ X . Since∩⊥ is a subgroup of, every λ ∈  can bewritten in a uniqueway as
λ = μ+κ withμ ∈ ∩⊥ and κ ∈ /(∩⊥). Lettingϕκ := {g(x + α + κ)}α∈⊥ ,
we can write the above sequence as
{
Tμϕκ
}
μ∈∩⊥,κ∈/(∩⊥). By assumption, this
is a co-compact translation invariant system in 2(⊥). The Fourier transform of
ϕκ ∈ 2(⊥) is
ϕˆκ (ω) =
∑
α∈⊥
g(x + α + κ)ω(α) for a.e. ω ∈ ̂⊥,
hence ϕˆκ (ω) = Z⊥g(x + κ, ω). As above, we apply the fiberization techniques from
Sect. 3.1 with G = ⊥ and H = ∩⊥. The relationship between the measures via
Weil’s formula in the assumption guarantees that the subgroups are equipped with the
correct measures. Since the annihilator H⊥ in this case is A(̂⊥, ∩ ⊥), the fiber-
ization map (3.1) is T f (ω) = { fˆ (ωχ)}
χ∈A(̂⊥,∩⊥) for ω ∈ ̂⊥. By Theorem 3.1,
we see that assertion (i) is equivalent to the system
{{
Z⊥g(x + κ, ωχ)
}
χ∈A(̂⊥,∩⊥)
}
κ∈/(∩⊥)
being a frame in 2(A(̂⊥, ∩ ⊥)) ∼= Cp with bounds A and B for a.e. x ∈ X and
ω ∈ ̂⊥. This proves (i)⇔(ii).
The dual Gramian matrix G˜(x, ω) is a matrix representation of the frame operator
of the system in (ii) which shows the equivalence (ii)⇔(iii). unionsq
Under the assumption p = ∣∣⊥/( ∩ ⊥)∣∣ < ∞, we can view{
Z⊥g(x + κ, ωχ)
}
χ∈A(̂⊥,∩⊥) as a column vector in C
p. This vector is some-
times called a vector-valued Zak transform of g. We remark that the quotient group
/( ∩ ⊥) in Theorem 4.3 can be infinite, even uncountably infinite. If it is finite,
however, we have the following simplification.
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Corollary 4.4 In addition to the assertions in Theorem 4.3 assume that  is discrete,
q := ∣∣/( ∩ ⊥)∣∣ < ∞ and let  be equipped with the counting measure. Let κi ,
i = 1, . . . , q, be a set of coset representatives of/(∩⊥), and let {χ1, . . . , χp
} :=
A(̂⊥, ∩ ⊥). Then the following assertions are equivalent.
(i)
{
Eγ Tλg
}
λ∈,γ∈ is a frame for L
2(G) with bounds A and B,
(ii)
{
{Z⊥g(x + κi , ωχ j )}pj=1
}q
i=1 is a frame for C
p w.r.t. p−1 times the count-
ing measure, i.e., A ‖c‖2
Cp
≤ 1p
∑q
i=1 |〈c,
{
Z⊥g(x + κi , ωχ j )
}p
j=1〉Cp |2 ≤
B ‖c‖2
Cp
for all c ∈ Cp,
for a.e. x ∈ X and ω ∈ ̂⊥, where X is a Borel section of ⊥ in G,
(iii) A≤ p−1 ess inf
(x,ω)∈X×̂⊥ σp(x, ω)
2, B≥ p−1 ess sup
(x,ω)∈X×̂⊥ σ1(x, ω)
2,
whereσk(x, ω)denotes the k-th largest singular value of theq×pmatrix(x, ω),
whose (i, j)-th entry is Z⊥g(x + κi , ωχ j ).
Thematrix p−1/2(x, ω) is called the Zibulski–Zeevi representation; it is the trans-
pose of the matrix representation of the synthesis operator associated with the frame
in Corollary 4.4(ii). This shows that the Zibulski–Zeevi representation is possible
for Gabor systems with translation along a discrete (but not necessarily co-compact)
subgroup  ⊂ G and modulation along a co-compact (but not necessarily discrete)
subgroup  ⊂ Ĝ.
For lattice Gabor systems (4.3) in L2(Rn), Corollary 4.4 reduces to [6, Theo-
rem 4.1]. We remark that, in this case, the roles of p and q are the same as in
[6, Theorem 4.1] which can be seen by an application of the second isomorphism
theorem
p = ∣∣⊥/( ∩ ⊥)∣∣, q = ∣∣/( ∩ ⊥)∣∣ = ∣∣( + ⊥)/⊥∣∣,
and by noting that is assumed to beZn in [6]. In particular, for regular Gabor systems
in L2(R) with time and frequency shift parameters a and b, we have ab = p/q ∈ Q,
where p and q are relative prime.
Using range functions, the equivalence of (i) and (ii) in all results in this sub-
section can be formulated for basic frames. For Corollary 4.4 this simply reads:{
Eγ Tλg
}
λ∈,γ∈ is a basic frame in L
2(G) if, and only if,
{
{Z⊥g(x + κi , ωχ j )}pj=1
}q
i=1 is a basic frame in C
p. In the following Example 1 we
apply this version of Corollary 4.4 to a non-discrete Gabor system and calculate its
Zibulski–Zeevi representation.
Example 1 Let r ∈ N be prime. We consider Gabor systems {Eγ Tλg
}
λ∈,γ∈ in
L2(Z(r∞)), where the Prüfer r -group G = Z(r∞), the discrete group of all rn-roots
of unity for all n ∈ N, is equipped with the discrete topology and multiplication as
group operation. Its dual group can be identified with the r -adic integers Ĝ = Ir .
For m, n ∈ N define  ⊂ Z(r∞) and ⊥ ⊂ Z(r∞) as all rn and rm roots of unity,
respectively. Then  is a discrete, closed subgroup of Z(r∞), and  is a co-compact,
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closed subgroup of Ir . Note that neither  nor  are uniform lattices. Let X and 
denote Borel sections of the subgroups ⊥ ⊂ G and ⊥ ⊂ Ĝ, respectively. For any
n,m ∈ N, we have mG(X)mĜ() = ∞. Moreover,
p = ∣∣⊥/( ∩ ⊥)∣∣ = rm−min{m,n}, q = ∣∣/( ∩ ⊥)∣∣ = rn−min{m,n}.
If m ≥ n, then p = rm−n , q = 1, and the Zibulski–Zeevi representation is (up to
scaling of p−1/2) given as a (row) vector of length p:
(x, ω) = {Z⊥g(x, ωχ j )
}p
j=1 ,
where {χ j }pj=1 = A(̂⊥,). On the other hand, if n ≥ m, then p = 1, q = rn−m ,
and the Zibulski–Zeevi representation (x, ω) = {Z⊥(x + κi , ω)
}q
i=1 is a (column)
vector of length q, where {κi }qi=1 is a set of coset representatives of /⊥.
Thus, for anym, n ∈ N, the system {Eγ Tλg
}
λ∈,γ∈ is a frame for its closed linear
span, i.e., a basic frame in L2(Z(r∞)), with bounds A and B if, and only if,
A ≤ 1
p
‖(x, ω)‖2 ≤ B
for almost every x ∈ X and ω ∈ ̂⊥ for which ‖(x, ω)‖ = 0, where (x, ω) is
given as above.
Remark 3 As an alternative to the Zak transform decomposition of g used above in
part (ii) of Theorem 4.3 and Corollary 4.4, we can use a less time-frequency sym-
metric variant. The details are as follows. By a unitary transform on Cp the vector{
1/
√
pZ⊥g(x + κ, ωχi )
}p
i=1 is mapped to the vector
ψκ(x, ω) :=
⎧
⎨
⎩
∑
α∈∩⊥
g(x + α + κ + i )ω(α)
⎫
⎬
⎭
p
i=1
, (4.4)
where i , i = 1, . . . , p, are distinct coset representatives of⊥/(∩⊥), and κ ∈ K .
The assertions in Theorem 4.3 are, therefore, equivalent with
A ‖c‖2
Cp ≤
∫
K
|〈c, ψκ(x, ω)〉Cp |2 dμK (κ) ≤ B ‖c‖2Cp for all c ∈ Cp,
a.e. x ∈ X andω ∈ ̂⊥, where X is a Borel section of⊥ inG. HereμK is themeasure
on K isometric to μ/(∩⊥) (in the sense of (2.2)) such that for all f ∈ L1()
52 J Fourier Anal Appl (2016) 22:36–70
∫

f (x) dμ(x) =
∫
/(∩⊥)
∑
∈∩⊥
f (x + ) dμ/(∩⊥)(x˙);
note that this is different from the measure μK used in Theorem 4.3. The assertions
in Corollary 4.4 are equivalent to the fact that
A ‖c‖2
Cp ≤
q∑
i=1
|〈c, ψκi (x, ω)〉Cp |2 ≤ B ‖c‖2Cp for all c ∈ Cp,
for a.e. x ∈ X and ω ∈ ̂⊥, where X is a Borel section of ⊥ in G.
If we switch the assumptions on  and  and consider TI systems of the form{
TλEγ g
}
γ∈,λ∈, we obtain the following variant of Proposition 4.1.
Proposition 4.5 Let g ∈ L2(G), and let 0 < A ≤ B < ∞. Let  be a closed,
co-compact subgroup of G, and let (,
,μ) be an admissible measure space in
Ĝ. The following assertions are equivalent:
(i)
{
Eγ Tλg
}
γ∈,λ∈ is a frame for L
2(G) with bounds A and B,
(ii)
{{
gˆ(ωγβ)
}
β∈⊥
}
γ∈ is a frame for 
2(⊥)with bounds A and B for a.e.ω ∈ ,
where  is a Borel section of ⊥ in G.
From Proposition 4.5 we get the following variant of Theorem 4.3; we leave the
corresponding formulation of Corollary 4.4 to the reader.
Theorem 4.6 Let g ∈ L2(G), and let 0 < A ≤ B < ∞. Let  be a closed, co-
compact subgroup of G. Suppose that  is a closed subgroup of Ĝ such that p :=∣
∣⊥/( ∩ ⊥)∣∣ < ∞. Let {χ1, . . . , χp
} := A(̂⊥,  ∩ ⊥). Equip  with some
Haar measure μ , and let μ/(∩⊥) be the unique Haar measure over /( ∩ ⊥)
such that for all f ∈ L1()
∫

f (x) dμ(x) = p
∫
/(∩⊥)
∑
∈∩⊥
f (x + ) dμ/(∩⊥)(x˙).
Also, we let K ⊂  denote a Borel section of  ∩ ⊥ in  and μK be a measure
on K isometric to μ/(∩⊥) in the sense of (2.2). Then the following assertions are
equivalent:
(i)
{
Eγ Tλg
}
γ∈,λ∈ is a frame for L
2(G) with bounds A and B,
(ii) A ‖c‖2
Cp
≤ ∫K |〈c,
{
Z⊥ gˆ(ωκ, x + χi )
}p
i=1〉Cp |2 dμK (κ) ≤ B ‖c‖2Cp for all
c ∈ Cp, a.e. ω ∈  and x ∈ ̂⊥, where  is a Borel section of ⊥ in Ĝ.
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4.2 Characterizations of Dual Gabor Frames
By a result on so-called characterizing equations from [29], we now characterize when
two semi co-compact Gabor systems are dual frames. Using the equivalence of frame
properties for systems
{
Eγ Tλg
}
λ∈,γ∈ and {Tγ F−1Tλg}γ∈,λ∈ with generator g ∈
L2(G) yields the following characterizing equations in the time domain.
Theorem 4.7 [29] Let be a closed, co-compact subgroup of Ĝ, and let (,
,μ)
be an admissible measure space in G. Suppose that the two systems {Eγ Tλg}γ∈,λ∈
and {Eγ Tλh}γ∈,λ∈ are Bessel systems. Then the following statements are equiva-
lent:
(i) {Eγ Tλg}γ∈,λ∈ and {Eγ Tλh}γ∈,λ∈ are dual frames for L2(G),
(ii) for each α ∈ ⊥ we have
sα(x) :=
∫

g(x − λ − α)h(x − λ) dμ(λ) = δα,0 a.e. x ∈ G, (4.5)
If we want to stress the dependence of the generators g and h in (4.5), we use the
notation sg,h,α : G → C.
Corollary 4.8 Let  be a closed, co-compact subgroup of Ĝ, and let (,
,μ) be
an admissible measure space in G. The family {Eγ Tλg}γ∈,λ∈ is an A-tight frame
for L2(G) if and only if sg,g,α(x) = A δα,0 a.e. for each α ∈ ⊥.
Example 2 Let g ∈ L2(G) and consider {Eγ Tλg}γ∈Ĝ,λ∈, where (,
,μ) be an
admissible measure space in G. By Corollary 4.8 we see that {Eγ Tλg}γ∈Ĝ,λ∈ is a
Parseval frame for L2(G) if, and only if, for a.e. x ∈ G
∫

|g(x − λ)|2 dμ(λ) = 1. (4.6)
If we take  = G with the Haar measure, then Eq. (4.6) becomes simply ‖g‖ =
1 which is the well-known inversion formula for the short-time Fourier transform
[23,24].
Suppose now thatG contains a uniform lattice. Take as a uniform lattice inG, and
let X denote a (relatively compact) Borel section of  in G. Equation (4.6) becomes
∑
λ∈
|g(x − λ)|2 = |X |−1 .
Let g1, . . . , gr ∈ L2(G) be functions positive on X with support supp gi ⊂ X so that
gi is constant on X for at least one index i . Following [13], the function on G defined
by the r -fold convolution
Wr := g11X ∗ g21X ∗ . . . ∗ gr1X
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is called a weighted B-spline of order r . As shown in [13], the function Wr is non-
negative and satisfies a partition of unity condition up to a constant, say
∑
λ∈ Wr (x−
λ) = Cr . Take g ∈ L2(G) so that
|g(x)|2 = 1
Cr |X |Wr (x), e.g., g(x) =
1
(Cr |X |)1/2
√
Wr (x).
Then {Eγ Tλg}γ∈Ĝ,λ∈ is a Parseval frame.
Viewing Gabor systems as unitarily equivalent to
{
TλEγ g
}
γ∈,λ∈, we arrive at char-
acterizing equations for duality in the frequency domain.
Theorem 4.9 [29] Let be a closed, co-compact subgroup of G, and let (,
,μ)
be an admissible measure space in Ĝ. Suppose that the two systems {Eγ Tλg}γ∈,λ∈
and {Eγ Tλh}γ∈,λ∈ are Bessel systems. Then the following statements are equiva-
lent:
(i) {Eγ Tλg}γ∈,λ∈ and {Eγ Tλh}γ∈,λ∈ are dual frames for L2(G),
(ii) for each β ∈ ⊥ we have
tβ(ω) :=
∫

gˆ(ωγ−1β−1)hˆ(ωγ−1) dμ(γ ) = δβ,1 a.e. ω ∈ Ĝ. (4.7)
As for sg,h,α wewrite tg,h,β : Ĝ → C for tβ in (4.7) if wewant to stress the dependence
of the generators g and h.
Corollary 4.10 Let be a closed, co-compact subgroup of G, and let (,
,μ) be
an admissible measure space in Ĝ. The family {Eγ Tλg}γ∈,λ∈ is an A-tight frame
for L2(G) if and only if tg,g,β(x) = A δβ,1 a.e. for each β ∈ ⊥.
Let us nowconsider co-compactGabor systems, i.e., we take both and to be closed,
co-compact subgroups. We first remark that in this case, under the Bessel system
assumption, we have equivalence of conditions (4.5) and (4.7). More importantly,
sg,h,α and tg,h,β can be written as a Fourier series.
Remark 4 (i) For g, h ∈ L2(G) assume that two co-compact Gabor systems{
Eγ Tλg
}
λ∈,γ∈ and
{
Eγ Tλh
}
λ∈,γ∈ are Bessel systems with bounds Bg and
Bh , respectively. By an application of Cauchy–Schwarz’ inequality and [29,
Proposition 3.3], we see that sg,h,α ∈ L∞(G); to be precise:
∣
∣sg,h,α(x)
∣
∣ ≤ B1/2g B1/2h for a.e. x ∈ G.
(ii) Note that sg,h,α : G → C is -periodic. Furthermore, G/ is compact and sα is
uniformly bounded, we can therefore consider sg,h,α as a function in L2(G/)
and its Fourier series is given by
sg,h,α(x) =
∑
β∈⊥
cα,ββ(x) with cα,β =
∫
G/
sg,h,α(x˙)β(x˙) dx˙ .
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We can compute the Fourier coefficients cα,β directly using Weil’s formula:
cα,β =
∫
G/
sg,h,α(x˙)β(x˙) dx˙=
∫
G/
∫

g(x−λ−α) h(x−λ) β(x − λ) dλ dx˙
=
∫
G
h(x) β(x)g(x − α) dx = 〈h, EβTαg〉. (4.8)
(iii) Similarly, we find tg,h,β(ω) = ∑α∈⊥〈hˆ, EαTβ gˆ〉ω(α).
5 The Frame Operator of Gabor Systems
Let us begin with the definition of the frame operator. Let g ∈ L2(G), and let  ⊂ G,
 ⊂ Ĝ be closed subgroups. If {Eγ Tλg
}
λ∈,γ∈ is aBessel system, the frameoperator
introduced in (2.6) reads:
S ≡ Sg,g : L2(G) → L2(G), S =
∫

∫

〈 · , Eγ Tλg〉Eγ Tλg dλ dγ,
given weakly by
〈S f1, f2〉 =
∫

∫

〈 f1, Eγ Tλg〉〈Eγ Tλg, f2〉 dλ dγ ∀ f1, f2 ∈ L2(G).
Similarly, for two Gabor Bessel systems generated by the functions g, h ∈ L2(G), we
introduce the operator
Sg,h : L2(G) → L2(G), Sg,h =
∫

∫

〈 · , Eγ Tλg〉Eγ Tλh dλ dγ. (5.1)
We follow the Gabor theory tradition, referring to this operator as a (mixed) frame
operator. If wewant to emphasize the role of and, we denote this operator Sg,h,, ,
where  specifies the translation subgroup and  the modulation subgroup.
As in Gabor theory on L2(Rn), it is straightforward to show that the frame operator
commutes with time-frequency shifts with respect to the groups  and .
Lemma 5.1 Suppose that  and  are closed subgroups. Let g, h ∈ L2(G) and
let
{
Eγ Tλg
}
λ∈,γ∈ ,
{
Eγ Tλh
}
λ∈,γ∈ be Bessel systems. Then, for all γ ∈  and
λ ∈ , the following holds:
(i) Sg,h Eγ Tλ = Eγ TλSg,h,
(ii) If
{
Eγ Tλg
}
λ∈,γ∈ is a frame, then
S−1Eγ Tλ = Eγ TλS−1.
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Lemma 5.1 implies that the canonical dual of a Gabor frame again is a Gabor system
of the form
{
Eγ Tλh
}
λ∈,γ∈ , where h = S−1g. Finally, we note that by a direct
application of the Plancherel theorem, one can show that for all f1, f2 ∈ L2(G),
〈Sg,h,, f1, f2〉 = 〈Sgˆ,hˆ,, fˆ1, fˆ2〉,
where  and  are only assumed to be measure spaces.
5.1 Feichtinger’s Algebra
In applications of our results, one often needs to show that the Gabor system{
Eγ Tλg
}
λ∈,γ∈ generated by g ∈ L2(G) constitutes a Bessel family. This task,
however, can be non-trivial, and even if g generates a Bessel system for subgroups
1 and 1, it may not generate a Bessel system for another pair of translation and
modulation groups 2 and 2. A solution to this problem is to consider functions
in the Feichtinger algebra S0(G). It follows from [17, Theorem 3.3.1] that Gabor
systems
{
Eγ Tλg
}
λ∈,γ∈ with respect to any two uniform lattices  and  in R
n
generated by functions in S0(Rn) are Bessel systems. The proof relies on properties
of the Wiener-Amalgam spaces. The purpose of this section is to give an alternate
proof in the setting of LCA groups that any g ∈ S0(G) generates a Bessel system{
Eγ Tλg
}
λ∈,γ∈ for any two closed subgroups  ⊂ G and  ⊂ Ĝ.
Let g ∈ Cc(G) be a non-zero function with Fg ∈ L1(Ĝ). The Feichtinger algebra
S0(G) is then defined as follows:
S0(G) :=
{
f : G → C : f ∈ L1(G) and
∫
G
∫
Ĝ
|Vg f (x, ω)| dω dx < ∞
}
,
where Vg f (x, ω) :=
∫
G f (t)ω(t)g(t − x) dt is the short time Fourier transform of
f with the window g. Equipped with the norm ‖ f ‖S0 :=
∫
G×Ĝ |Vg f (x, ω)|dωdx ,
the function space S0(G) is a Fourier-invariant Banach space that is dense in L2(G)
and whose members are continuous and integrable functions. Moreover, S0(G) is
continuously embedded in L1(G), that is, there exists a constant C > 0 such that
‖ f ‖L1(G) ≤ C‖ f ‖S0(G) for all f ∈ S0(G).
If g, h ∈ S0(G), thenVgh ∈ S0(G×Ĝ). Furthermore, for any closed subgroup H ⊂ G
the restriction mapping
RH : S0(G) → S0(H), (RH f )(x) := f (x), x ∈ H
is a surjective, bounded and linear operator. We refer the reader to [16,17,19] for a
detailed introduction to S0(G).
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Lemma 5.2 Let H be a closed subgroup in G and let a ∈ G, g ∈ S0(G). Then there
exists some constant KH > 0 which depends on H such that
∫
H
|g(x − a)| dμH (x) ≤ KH ‖g‖S0(G) for all a ∈ G.
Proof The result follows from the fact that S0(H) is continuously embedded in L1(H)
and the boundedness of the restriction mapping:
∫
H
|g(x − a)| dμH (x) = ‖RH (Tag)‖L1(H) ≤ C ‖RH (Tag)‖S0(H)
≤ CCH ‖Tag‖S0(G) = CCH ‖g‖S0(G).
Here we also used that the S0-norm is invariant under translation. Now take KH =
CCH . unionsq
Lemma 5.3 is an adaptation of [29, Lemma 2.2].
Lemma 5.3 Let g ∈ L2(G) and  ⊂ Ĝ be a closed subgroup. For all f ∈ Cc(G)
and for any λ ∈ G
∫

|〈 f, Eγ Tλg〉|2 dμ(γ )
=
∫
G
∫
⊥
f (x) f (x − α) Tλg(x) Tλg(x − α) dμ⊥(α) dμG(x). (5.2)
With these results in hand, we can prove that functions in S0(G) always generate
Gabor Bessel systems.
Theorem 5.4 Let g ∈ S0(G) and let  ⊂ G and  ⊂ Ĝ be closed subgroups. Then{
Eγ Tλg
}
λ∈,γ∈ is a Bessel system with bound B = K, ‖g‖2S0(G), where K, is
a constant that only depends on  and .
Proof From Lemma 5.3 follows that for all f ∈ Cc(G):
∫

∫

|〈 f, Eγ Tλg〉|2 dγ dλ
=
∫

∫
G
∫
⊥
f (x) f (x − α) Tλg(x) Tλg(x − α) dα dx dλ
=
∫

∫
G/⊥
∫
⊥
∫
⊥
g(x−λ−α) f (x − α) g(x−λ−α′) f (x − α′) dα dα′ dx˙ dλ.
In the latter equality we usedWeil’s formula and a change of variables α+α′ → α. An
application of the triangle inequality and the Cauchy–Schwarz inequality now yields
the following estimate:
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∫

∫

|〈 f, Eγ Tλg〉|2 dμ(γ ) dμ(λ)
≤
∫
G/⊥
∫
⊥
∫
⊥
∣
∣ f (x−α) f (x−α′)∣∣
∫

∣
∣g(x−λ−α)g(x − λ − α′)∣∣ dλ dα dα′dx˙
≤
∫
G/⊥
( ∫
⊥
∣
∣ f (x − α)∣∣2
∫

∫
⊥
∣
∣g(x − λ − α)g(x − λ − α′)∣∣ dα′ dλ dα
)1/2
×
( ∫
⊥
∣
∣ f (x − α′)∣∣2
∫

∫
⊥
∣
∣g(x − λ − α)g(x − λ − α′)∣∣ dα dλ dα′
)1/2
dx˙ .
(5.3)
The order of integration can be rearranged due to Tonelli’s theorem. We now apply
Proposition 5.2 to the two innermost integrals and find that there exists a constant
K, > 0 such that
∫

∫
⊥
∣
∣g(x − λ − α)g(x − λ − α′)∣∣ dα dλ
=
∫

|g(x−λ−α′)∣∣
∫
⊥
∣
∣g(x−λ−α)| dα dλ ≤ K, ‖g‖2S0(G),
where α′ ∈ ⊥. Using this inequality in (5.3) yields the Bessel bound:
∫

∫

|〈 f, Eγ Tλg〉|2 dμ(γ ) dμ(λ)
≤
∫
G/⊥
( ∫
⊥
∣
∣ f (x − α)∣∣2K, ‖g‖2S0(G)
)1/2
×
( ∫
⊥
∣
∣ f (x − α′)∣∣2K, ‖g‖2S0(G)
)1/2
dμG/⊥(x˙)
= K, ‖g‖2S0(G) ‖ f ‖2L2(G).
Since Cc(G) is dense in L2(G), the result follows. unionsq
5.2 The Walnut Representation of the Frame Operator
The continuousGabor frame operator associatedwith semi co-compact Gabor systems
defined in (5.1) can be converted into a discrete transform called the Walnut represen-
tation. TheWalnut representation plays an important role in the usual discrete (lattice)
theory of Gabor analysis. For Gabor theory on L2(R) the result goes back to [43] and
is also presented in [24]. See [9] for a detailed analysis of the convergence properties
of the Walnut representation in L2(R).
In order to state our version of the Walnut representation, we need to introduce two
dense subspaces of L2(G):
Ds :=
{
f ∈ L2(G) : f ∈ L∞(G) and supp f is compact in G} (5.4)
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and
Dt :=
{
f ∈ L2(G) : fˆ ∈ L∞(Ĝ) and supp fˆ is compact in Ĝ}. (5.5)
Recall also the definition of sα and tβ from (4.5) and (4.7), respectively.
Theorem 5.5 Let g, h ∈ L2(G). Let  be a closed, co-compact subgroup of Ĝ, and
let (,
,μ) be an admissible measure space in G. Suppose that
{
Eγ Tλg
}
λ∈,γ∈
and
{
Eγ Tλh
}
λ∈,γ∈ are Bessel systems, and let Sg,h be the associated mixed frame
operator. Then
Sg,h f =
∑
α∈⊥
MsαTα f for all f ∈ Ds, (5.6)
with unconditional, norm convergence in L2(G).
Proof By the proof of the main result in [29], we have that for all f1, f2 ∈ Ds ,
〈Sg,h f1, f2〉 =
∫

∫

〈 f1, Eγ Tλg〉〈Eγ Tλh, f2〉 dγ dλ
=
∑
α∈⊥
〈
MsαTα f1, f2
〉
.
Moreover, the convergence is absolute and thus unconditionally. Because Ds is dense
in L2(G) spaces we have that 〈Sg,h f1, f2〉 = ∑α∈⊥
〈
MsαTα f1, f2
〉
holds for all
f2 ∈ L2(G). By the Orlicz–Pettis Theorem (see, e.g., [15]), this implies unconditional
L2-norm convergence for (5.6). unionsq
Remark 5 If we assume g, h ∈ S0(G), then (5.6) extends to all of L2(G).
Remark 6 In Theorem 5.5, if we instead assume that  is a closed, co-compact sub-
group of G and that (,
,μ) is an admissible measure space in Ĝ, then
F Sg,h f =
∑
β∈⊥
MtβTβ fˆ for all f ∈ Dt (5.7)
holds.
We can now easily show the following result.
Corollary 5.6 (i) Under the assumptions of Theorem 5.5 and if
{
Eγ Tλg
}
λ∈,γ∈
is a frame with bounds A and B, then
A ≤
∫

|g(x + λ)|2 dλ ≤ B a.e. x ∈ G.
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(ii) Under the assumptions of Remark 6 and if
{
Eγ Tλg
}
λ∈,γ∈ is a frame with
bounds A and B, then
A ≤
∫

|gˆ(ωγ )|2 dγ ≤ B a.e. ω ∈ Ĝ.
In either case, if
{
Eγ Tλg
}
λ∈,γ∈ is a Bessel system with bound B, then the upper
bound holds.
Proof If
{
Eγ Tλg
}
λ∈,γ∈ is a frame, then, in particular,
A ‖ f ‖2 ≤ 〈Sg,g f, f 〉 ≤ B ‖ f ‖2 for all f ∈ Ds(G).
Pick now a function f ∈ Ds(G) so that the support of f lies within a fundamental
domain of the discrete group ⊥ ⊂ G. Then, by (5.6),
A ‖ f ‖2 ≤ 〈
∑
α∈⊥
MsαTα f, f 〉 ≤ B ‖ f ‖2
⇔ A ‖ f ‖2 ≤ 〈s0 f, f 〉 ≤ B ‖ f ‖2
⇔ A
∫
G
| f (x)|2 dx ≤
∫
G
( ∫

|g(x+λ)|2 dλ
)
| f (x)|2 dx ≤ B
∫
G
| f (x)|2 dx .
From this, assertion (i) follows. By use of (5.7), one proves assertion (ii) in the same
fashion. unionsq
5.3 The Janssen Representations of the Frame Operator
TheWalnut representationwas formulated for semi co-compactGabor systems. In case
both  and  are co-compact, closed subgroups, we can offer a more time-frequency
symmetrical representation of the Gabor frame operator; this is the so-called Janssen
representation.
Theorem 5.7 Let g, h ∈ L2(G) and let  ⊂ G,  ⊂ Ĝ be closed, co-compact sub-
groups such that
{
Eγ Tλg
}
λ∈,γ∈ and
{
Eγ Tλh
}
λ∈,γ∈ are Bessel systems. Suppose
that the pair (g, h) satisfies condition A:
∑
α∈⊥
∑
β∈⊥
∣
∣〈h, EβTαg〉
∣
∣ < ∞. (5.8)
Then
Sg,h =
∑
α∈⊥
∑
β∈⊥
〈h, EβTαg〉EβTα (5.9)
with absolute convergence in the operator norm.
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Proof Define the operator S˜ : L2(G) → L2(G) by
S˜ =
∑
α∈⊥
∑
β∈⊥
〈
h, EβTαg
〉
EβTα.
This series converges absolutely in the operator norm by (5.8). Hence, the convergence
is unconditionally. Replacing sα in the Walnut representation by its Fourier series
representation from Remark 4 yields
〈Sg,h f1, f2〉 =
〈 ∑
α∈⊥
MsαTα f1, f2
〉
=
〈 ∑
α∈⊥
∑
β∈⊥
〈h, EβTαg〉β(x)Tα f1, f2
〉
=
∑
α∈⊥
∑
β∈⊥
〈h, EβTαg〉〈EβTα f1, f2〉 = 〈S˜ f1, f2〉
for f1, f2 ∈ Ds . Since Ds is dense in L2(G), it follows that Sg,h = S˜. unionsq
Note that (5.9) indicates convergence in the uniform operator topology, while Wal-
nut’s representation, on the other hand, conveyed convergence in the strong operator
topology.
For generators g, h ∈ S0(G) in Feichtinger’s algebra, the assumptions of the
Janssen representation in Theorem 5.7 are automatically satisfied. The Bessel con-
dition follows from Theorem 5.4, while (5.8) follows from the next result.
Proposition 5.8 Let g, h ∈ S0(G), and let  and  be closed subgroups in G and Ĝ,
respectively. The pair (g, h) satisfies (5.8), that is,
∫
⊥
∫
⊥
|〈g, EβTαh〉| dα dβ < ∞.
Proof By [17, Corollary 7.6.6] we have that g, h ∈ S0(G) implies (x, ω) →
〈g, EωTxh〉 ∈ S0(G × Ĝ). If we restrict this mapping to ⊥ × ⊥ ⊂ G × Ĝ and use
that S0 is continuously embedded into L1, we find that (5.8) is satisfied. unionsq
The next version of the Janssen representation holds for arbitrary (not necessarily
co-compact) closed subgroups  ⊂ G,  ⊂ Ĝ. It is called the fundamental identity
of Gabor analysis (FIGA). In [20] Feichtinger and Luef give a detailed answer to
when (5.10) holds in the setting of Rn , see also [17,19] for related results. The FIGA
was first proved by Rieffel [38] for generators g, h in the Schwartz–Bruhat space
S(G). Rieffel’s proof uses the Poisson summation formula and also holds for the non-
separable case with closed subgroups in G× Ĝ; it is also possbile to give an argument
based on Janssen’s proof for (lattice) Gabor systems in L2(R) [30,31].
Theorem 5.9 Let f1, f2, g, h ∈ L2(G), and let  ⊂ G,  ⊂ Ĝ be closed subgroups.
Assume that
{
Eγ Tλg
}
λ∈,γ∈ and
{
Eγ Tλh
}
λ∈,γ∈ are Bessel systems. If
(α, β) → 〈EβTα f1, f2〉〈h, EβTαg〉 ∈ L1(⊥ × ⊥),
62 J Fourier Anal Appl (2016) 22:36–70
then
〈Sg,h f1, f2〉 =
∫
⊥
∫
⊥
〈h, EβTαg〉〈EβTα f1, f2〉 dβ dα. (5.10)
6 Co-compact Gabor Systems and Their Adjoint Systems
The Janssen representation shows that the frame operator of a co-compact Gabor
system can be written in terms of the system {EβTαg}α∈⊥,β∈⊥ . In this section we
present further results that connect a co-compact Gabor system
{
Eγ Tλg
}
λ∈,γ∈ with
its adjoint Gabor system {EβTαg}α∈⊥,β∈⊥ .
The time-frequency shifts in aGabor system and its adjoint system are characterized
by the fact that they commute [19, Sect. 3.5.3],[24, Lemma 7.4.1]. That is, for (λ, γ ) ∈
× the point (α, β) ⊂ G × Ĝ belongs to ⊥×⊥ if and only if
(Eγ Tλ)(EβTα) = (EβTα)(Eγ Tλ).
We remind the reader our convention equipping the annihilator of  and  with
the counting measure. The following results will, therefore, only after appropriate
modification take the familiar form of the lattice Gabor theory in, e.g., L2(Rn).
6.1 Bessel Bound Duality
Bessel bound duality states that a co-compact Gabor system is a Bessel system with
bound B if, and only if, the discrete adjoint Gabor system {EβTαg}α∈⊥,β∈⊥ is a
Bessel system with bound B. The result is stated in Proposition 6.4, and its proof is
divided into two parts, Lemma 6.2 and 6.3.
We begin with the definition of the operator Lx : D(Lx ) → L2() with D(Lx ) ⊂
2(⊥). Let x ∈ G, let g ∈ L2(G) be given and let {cα}α∈⊥ be a finite sequence.
Then for almost every x ∈ G we define the linear operator
Lx ({cα}α∈⊥) = λ →
∑
α∈⊥
g(x − λ − α) cα, D(Lx ) = c00(⊥). (6.1)
Note that Lx essentially (up to complex conjugations, etc.) is the analysis opera-
tor, as introduced in (3.2), of the family of fibers associated with the TI system{
Tγ F−1Tλg
}
γ∈,λ∈. In light of Proposition 3.2, we therefore have the following
result.
Lemma 6.1 If
{
Eγ Tλg
}
λ∈,γ∈ is a Bessel system with bound B, then for almost
every x ∈ G the operator Lx extends to a linear, bounded operator with domain
2(⊥) and bound B1/2.
Let us now show one direction of the Bessel duality between a co-compact Gabor
system and its adjoint.
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Lemma 6.2 Let  ⊂ G and  ⊂ Ĝ be closed, co-compact subgroups. If{
Eγ Tλg
}
λ∈,γ∈ is a Bessel system with bound B, then {EβTαg}α∈⊥,β∈⊥ is a
Bessel system with bound B.
Proof We consider the discrete Gabor system {EβTαg}α∈⊥,β∈⊥ and its associated
synthesis mapping
F : 2(⊥ × ⊥) → L2(G), Fc(α, β) =
∑
α∈⊥
∑
β∈⊥
c(α, β)EβTαg.
We will show that F is a well-defined, linear and bounded operator with ‖F‖ ≤ B1/2;
the result then follows from [10, Theorem 3.2.3]. To this end, let c ∈ 2(⊥ × ⊥)
be a finite sequence and for each x ∈ G consider
mα(x) :=
∑
β∈⊥
c(α, β)β(x), α ∈ ⊥. (6.2)
It is clear that {mα(x)}α∈⊥ is a finite sequence as well. Note that mα as a function of
x ∈ G is constant on cosets of . Thus mα defines a function on G/, which we will
denote by mα(x˙). By use of the identification G/ ∼= ̂⊥ and the Parseval equality,
we find
∫
G/
|mα(x˙)|2 dμG/(x˙) =
∫
̂⊥
∣
∣
∣
∑
β∈⊥
c(α, β)β(x)
∣
∣
∣
2
dμ
̂⊥(x)
= ‖c(α, β)‖2
2(⊥) =
∑
β∈⊥
|c(α, β)|2. (6.3)
By definition we have that
Fc =
∑
α∈⊥
∑
β∈⊥
c(α, β)EβTαg =
∑
α∈⊥
MmαTαg.
Using this expression together with Weil’s formula we find the following for the norm
of Fc:
‖Fc‖2 =
∫
G
|Fc(x)|2 dμG(x)=
∫
G
∑
α,α′∈⊥
mα(x)g(x−α)mα′(x)g(x − α′) dμG(x)
=
∫
G/
∫

( ∑
α∈⊥
mα(x˙)g(x − λ − α)
)
×
( ∑
α′∈⊥
mα′(x˙)g(x − λ − α′)
)
dμ(λ) dμG/(x˙)
=
∫
G/
‖Lxmα(x˙)‖2L2() dμG/(x˙). (6.4)
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The rearranging of the summation is possible because the summations over ⊥ are
finite. Since
{
Eγ Tλg
}
λ∈,γ∈ is a Bessel system with bound B, we know by Lemma
6.1 that Lx is bounded by B1/2. We therefore have that
‖Lxmα(x˙)‖2 ≤ B ‖mα(x˙)‖2 = B
∑
α∈⊥
|mα(x˙)|2.
Using this together with (6.3) and (6.4) yields the following inequality.
‖Fc‖2 ≤ B
∫
G/
∑
α∈⊥
|mα(x)|2 dμG/(x˙)
= B
∑
α∈⊥
∑
β∈⊥
|c(α, β)|2 = B ‖c‖2
2(⊥×⊥).
We conclude that F is bounded by B1/2 and so {EβTαg}α∈⊥,β∈⊥ is a Bessel system
with bound B. unionsq
Note that in the classical discrete and co-compact setting we simply apply Lemma
6.2 to the adjoint Gabor system, as it would also be discrete and co-compact. However,
in our case theGabor system
{
Eγ Tλg
}
λ∈,γ∈ is co-compact and the adjoint system is
discrete (and not necessarily co-compact). We thus need another result for the reverse
direction.
In order to prove the reverse direction, Lemma 6.3, we will reuse calculations from
Lemma 6.2. Furthermore, the proof also relies on Lemma 5.3. Adapted to co-compact
 ⊂ Ĝ it states that for all f ∈ Cc(G)
∫

|〈 f, Eγ Tλg〉|2 dμ(γ ) =
∫
G
∑
α∈⊥
f (x) f (x − α) Tλg(x) Tλg(x − α) dμG(x).
(6.5)
Lemma 6.3 Let  ⊂ G and  ⊂ Ĝ be closed, co-compact subgroups. If
{EβTαg}α∈⊥,β∈⊥ is a Bessel system with bound B, then
{
Eγ Tλg
}
λ∈,γ∈ is a
Bessel system with bound B.
Proof Note that for finite sequences c ∈ 2(⊥ × ⊥) the calculations in (6.4) still
hold. We let mα(x) be given as in (6.2). By assumption we know that the synthesis
mapping F of the adjoint Gabor system {EβTαg}α∈⊥,β∈⊥ is bounded by B1/2. We
therefore have that
‖Fc‖2 =
∫
G/
‖Lxmα(x˙)‖2L2() dμG/(x˙) ≤ B ‖c‖2(⊥×⊥) ∀c ∈ 2(⊥ × ⊥).
By use of (6.3) we rewrite the norm of c and find
∫
G/
‖Lxmα(x˙)‖2L2() dμG/(x˙) ≤ B
∫
G/
‖mα(x˙)‖22(⊥) dμG/(x˙). (6.6)
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This implies that
‖Lxmα(x˙)‖2L2() ≤ B ‖mα(x˙)‖22(⊥). (6.7)
If c(α, β) = 0 for all β = 1, then mα(x) = c(α, 1). Therefore the mapping from
all finite c ∈ 2(⊥ × ⊥) to mα(x) in (6.2) is a surjection onto all finite sequences
indexed by ⊥. From (6.7) we can therefore conclude that Lx is a bounded operator
from all finite sequences to L2() with ‖Lx‖ ≤ B1/2. Since Lx is also linear, it
uniquely extends to a bounded operator from all of 2(⊥) to L2().
Let now f ∈ Cc(G) and consider the finite sequence c = { f (x − α)}α∈⊥ . Replac-
ing {mα(x˙)}α∈⊥ with c in (6.6) yields the following inequality:
∫
G/⊥
‖Lxc‖2L2() dμG/⊥(x˙)
≤ B
∫
G/⊥
∑
α∈⊥
| f (x − α)|2 dμG/⊥(x˙) = B ‖ f ‖2L2(G). (6.8)
Concerning the left hand side of (6.8), we find that
∫
G/⊥
‖Lxc‖2L2() dμG/⊥(x˙)
=
∫
G/⊥
∫

∑
α,α′∈⊥
g(x − λ − α) f (x − α) g(x − λ − α′) f (x − α′) dλ dμG/⊥
=
∫
G/⊥
∫

∑
α,α′∈⊥
g(x − λ − α′ − α) f (x − α′ − α) g(x − λ − α′)
f (x − α′) dλ dμG/⊥
=
∫
G
∫

∑
α∈⊥
g(x − λ − α) f (x − α) g(x − λ) f (x) dλ dμG(x)
=
∫

∫

|〈 f, Eγ Tλg〉|2 dμ(γ ) dμ(λ). (6.9)
The last equality follows by (6.5). From (6.8) and (6.9) we conclude that
∫

∫

|〈 f, Eγ Tλg〉|2 dμ(γ ) dμ(λ) ≤ B ‖ f ‖2 for all f ∈ Cc(G).
Since this holds for all f in a dense subset of L2(G) we draw the conclusion that{
Eγ Tλg
}
λ∈,γ∈ is a Bessel system with bound B. unionsq
The combination of Lemmas 6.2 and 6.3 yields the Bessel bound duality between
a co-compact Gabor system and its discrete adjoint system.
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Proposition 6.4 Let B > 0 and g, h ∈ L2(G) be given. Let  ⊂ G and  ⊂ Ĝ be
closed, co-compact subgroups. Then
{
Eγ Tλg
}
λ∈,γ∈ is a Bessel system with bound
B if, and only if, {EβTαg}α∈⊥,β∈⊥ is a Bessel system with bound B.
6.2 Wexler–Raz Biorthogonality Relations
We now turn our attention to a characterization of dual co-compact Gabor frame gen-
erators by a biorthogonality condition of the corresponding (discrete) adjoint Gabor
systems. Feichtinger and Kozek [17] proved theWexler–Raz biorthogonality relations
for Gabor systems with translation and modulation along uniform lattices on elemen-
tary LCA groups, i.e., G = Rn × T × Zk × Fm , where Fm is a finite group. For
a proof in the discrete and finite setting and on the real line we refer to the original
papers [31,45].
Theorem 6.5 Let  ⊂ G and  ⊂ Ĝ be closed, co-compact subgroups. Let g, h ∈
L2(G) and assume that
{
Eγ Tλg
}
λ∈,γ∈ and
{
Eγ Tλh
}
λ∈,γ∈ are Bessel systems.
Then the two Gabor systems are dual frames if, and only if,
〈h, EβTαg〉 = δβ,1δα,0 ∀α ∈ ⊥, β ∈ ⊥. (6.10)
Proof Assume that the two Gabor systems are dual frames. Then, for each α ∈ ⊥,
we have sα = δα,0 for a.e. x ∈ G. By uniqueness of the Fourier coefficients (4.8), the
conclusion in (6.10) follows. The converse direction is immediate. unionsq
Remark 7 (i) From Eq. (6.10) with α′ ∈ ⊥, β ′ ∈ ⊥ we find
δβ,1δα,0 = 〈h, EβTαg〉 = 〈Eβ ′Tα′h, β(α)Eβ ′βTα′+αg〉.
And thus the Wexler–Raz biorthogonality relations (6.10) can equivalently be
stated as
〈EβTαh, Eβ ′Tα′g〉 = δα,α′δβ,β ′ ∀α, α′ ∈ ⊥, β, β ′ ∈ ⊥.
(ii) For canonical dual frames
{
Eγ Tλg
}
λ∈,γ∈ and
{
Eγ TλS−1g
}
λ∈,γ∈ , the
biorthogonal sequences
{
EβTαg
}
α∈⊥,β∈⊥ and
{
EβTαS−1g
}
α∈⊥,β∈⊥ are
actually dual Riesz bases for the subspace span
{
EβTαg
}
α∈⊥,β∈⊥ , see [31,
Proposition 3.3].
6.3 The Duality Principle
The duality principle for lattice Gabor systems in L2(Rn) was proven simultaneously
by three groups of authors, Daubechies et al. [14], Janssen [31], andRon and Shen [40].
Theorem 6.7 below generalizes this principle to co-compact Gabor systems in L2(G).
Our proof of the duality principle relies on the following result on Riesz sequences
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in abstract Hilbert spaces, cf. Definition 2.3. It is a subspace variant of [11, Theorem
3.4.4] and [25, Theorem 7.13]; its proof is due to Ole Christensen.
Theorem 6.6 Let { fk} be a sequence in aHilbert space. Then the following statements
are equivalent:
(a) { fk} is a Riesz sequence with lower bound A and upper bound B,
(b) { fk} is a Bessel system with bound B and possesses a biorthogonal system {gk}
that is also a Bessel system with bound A−1.
Proof Assume that (ii) holds. Set V = span { fk}. Let {gk} be the unique dual Riesz
sequence of { fk} in V so that span {gk} = V . This implies (b).
Assume that (b) holds. Since { fk} and {gk} are biorthogonal, it follows that
f j =
∑
k
〈
f j , gk
〉
fk
for all j . By linearity, we have, for any f ∈ span { fk},
f =
∑
k
〈 f, gk〉 fk .
This formula extends to span { fk} by continuity. Now, for any f ∈ span { fk}, we have
‖ f ‖2 = ∣∣〈 f, f 〉∣∣ =
∣
∣
∣
∑
k
〈 f, gk〉〈 fk, f 〉
∣
∣
∣
≤
(∑
k
∣
∣〈 f, gk〉
∣
∣2
∑
k
∣
∣〈 f, fk〉
∣
∣2
)1/2
≤ A−1/2 ‖ f ‖
(∑
k
∣
∣〈 f, fk〉
∣
∣2
)1/2
. (6.11)
We see that { fk} is a frame sequence with lower frame bound A; by assumption the
upper frame bound is B. By the fact that { fk} possesses a biorthogonal sequence, it
follows that { fk} is, in fact, a Riesz sequence with the same bounds. unionsq
Theorem 6.7 Let g ∈ L2(G). Let  ⊂ G and  ⊂ Ĝ be closed, co-compact sub-
groups. Then
{
Eγ Tλg
}
λ∈,γ∈ is a frame for L
2(G) with bounds A and B if, and
only if, {EβTαg}α∈⊥,β∈⊥ Riesz sequence with bounds A and B.
Proof Let
{
Eγ Tλg
}
λ∈,γ∈ be a frame with bounds A and B. The canonical dual
frame
{
Eγ TλS−1g
}
λ∈,γ∈ has bounds B
−1 and A−1. By Proposition 6.4, the
sequences {EβTαg}α∈⊥,β∈⊥ and {EβTαS−1g}α∈⊥,β∈⊥ are Bessel systems with
bound B and A−1, respectively. ByWexler–Raz biorthogonal relations, these two fam-
ilies are biorthogonal, hence, by Theorem 6.6, {EβTαg}α∈⊥,β∈⊥ is a Riesz sequence
with bounds A and B.
68 J Fourier Anal Appl (2016) 22:36–70
Conversely, suppose {EβTαg}α∈⊥,β∈⊥ is a Riesz sequence with bounds A and
B. The dual Riesz sequence of {EβTαg}α∈⊥,β∈⊥ is of the form {EβTαh}α∈⊥,β∈⊥
for some h ∈ L2(G) and has bounds B−1 and A−1. Using Proposition 6.4 we see
that
{
Eγ Tλg
}
λ∈,γ∈ has Bessel bound B. On the other hand,
{
Eγ Tλh
}
λ∈,γ∈
has Bessel bound A−1. By Wexler–Raz biorthogonal relations,
{
Eγ Tλg
}
λ∈,γ∈ and{
Eγ Tλh
}
λ∈,γ∈ are dual frames. By a computation as in (6.11), we see that A is a
lower frame bound for
{
Eγ Tλg
}
λ∈,γ∈ . unionsq
The co-compactness assumption on  and  is a natural framework for the duality
principle. Indeed, if the Gabor system is not co-compact, the adjoint system is not
discrete. However, we know by a result of Bownik and Ross [7] that continuous Riesz
sequences do not exist. Hence, if either  or  is not co-compact, the adjoint Gabor
system cannot be a Riesz “sequence”.
Since a Riesz sequence with bounds A = B is an orthogonal sequence, we have
the following corollary of Theorem 6.7.
Corollary 6.8 Let  and  be closed, co-compact subgroups. A Gabor system
{Eγ Tλg}λ∈,γ∈ is a tight frame if, and only if, {EβTαg}α∈⊥,β∈⊥ is an orthog-
onal system. In these cases, the frame bound is given by A = ‖g‖2.
We end this paper with the following general remark:
Remark 8 We have stated the results of the current paper for Gabor systems generated
by a single function, however, most of the results can be stated for finitely or even
infinitely many generators; the non-existence result, Theorem 4.2, is of course an
exception to this rule.
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We investigate Gabor frames on locally compact abelian 
groups with time–frequency shifts along non-separable, closed 
subgroups of the phase space. Density theorems in Gabor 
analysis state necessary conditions for a Gabor system to be a 
frame or a Riesz basis, formulated only in terms of the index 
subgroup. In the classical results the subgroup is assumed 
to be discrete. We prove density theorems for general closed 
subgroups of the phase space, where the necessary conditions 
are given in terms of the “size” of the subgroup. From these 
density results we are able to extend the classical Wexler–
Raz biorthogonal relations and the duality principle in Gabor 
analysis to Gabor systems with time–frequency shifts along 
non-separable, closed subgroups of the phase space. Even in 
the euclidean setting, our results are new.
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1. Introduction
Classical harmonic analysis on locally compact abelian (LCA) groups provides a natu-
ral framework for many of the topics considered in modern time–frequency analysis. The 
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setup is as follows. Let (G, ·) denote a second countable LCA group, and let (Ĝ, ·) denote 
its dual group, consisting of all characters. One then deﬁnes the translation operator Tλ, 
λ ∈ G, as
Tλ : L2(G) → L2(G), (Tλf)(x) = f(xλ−1), x ∈ G,
and the modulation operator Eγ , γ ∈ Ĝ, as
Eγ : L2(G) → L2(G), (Eγf)(x) = γ(x)f(x), x ∈ G.
The central objects of this work are so-called regular Gabor systems in L2(G) with 
modulation and translation along a closed subgroup Δ of G × Ĝ generated by a window 
function g ∈ L2(G); this is a collection of functions of the following form:
G (g,Δ) := {π(ν)g}ν∈Δ, where π(ν) := EγTλ for ν = (λ, γ) ∈ G × Ĝ.
The tensor product G × Ĝ is called the phase–space or the time–frequency plane, and 
π(ν)g is a time–frequency shift of g.
We are interested in linear operators of the form
Cg,Δ : L2(G) → L2(Δ), Cg,Δf = ν Ô→ 〈f, π(ν)g〉
as well as their left-inverses (if they exist) and their adjoint operators. The Cg,Δ transform 
is called an analysis operator, while its adjoint is called synthesis. In the analysis process 
Cg,Δf of a function f ∈ L2(G), we obtain information of the time–frequency content in 
the function f .
If the operator Cg,Δ is bounded below and above, we say that G (g, Δ) is a Gabor 
frame for L2(G). In case the two constants from these bounds can be taken to be equal, 
we say that G (g, Δ) is a tight frame; if they can be taken to be equal to one, G (g, Δ) is 
said to be a Parseval frame. One can show that the property of being a frame allows 
for stable reconstruction of any f ∈ L2(G) from its time–frequency information given by 
Cg,Δf . In particular, if Cg,Δ is bounded from below and above, then there exists another 
function h ∈ L2(G) such that Ch,Δ is a bounded operator and such that
〈f1, f2〉 =
∫
Δ
Cg,Δf1(ν)Ch,Δf2(ν) dν
for all f1, f2 ∈ L2(G), where dν denotes the Haar measure on Δ. Two such Gabor systems 
G (g, Δ) and G (h, Δ) are said to be dual Gabor frames. If G (g, Δ) is a frame with Cg,Δ
being surjective, we say that G (g, Δ) is a Riesz family.
In case Δ = G × Ĝ the analysis operator Cg,Δ is the well-known short-time Fourier 
transform, usually written Vg, which is an isometry for any window function g ∈ L2(G)
satisfying ‖g‖ = 1. In the language of frame theory, G (g, G × Ĝ) is said to be a Parseval 
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frame. However, for proper subgroups Δ ( G ×Ĝ window functions g ∈ L2(G) leading to 
isometric transforms Cg,Δ, or more generally to Gabor frames G (g, Δ) for L2(G), might 
not exist.
The density theorems in Gabor analysis are such non-existence results formulated only 
as necessary conditions on the subgroup Δ for a Gabor system to be a frame or a Riesz 
basis. In particular, the subgroup Δ needs to possess a certain amount of density. The 
classical density results are stated for uniform lattices Δ, i.e., discrete and co-compact 
subgroups of G × Ĝ, where the density is measured by the volume of a fundamental 
domain of Δ. For Δ = PZ2d, P ∈ GL2d(R), in G × Ĝ = R2d, this volume is exactly 
|detP |. In this work we introduce a generalization of this density measure for non-lattices 
so, for closed subgroups Δ of G × Ĝ, we set
d(Δ) := μ(G×Ĝ)/Δ((G × Ĝ)/Δ).
If Δ is a uniform lattice equipped with the counting measure, then d(Δ) is exactly 
the measure of the fundamental domain. Note that d(Δ) < ∞ precisely when Δ is 
co-compact, i.e., (G × Ĝ)/Δ is compact. A typical density result says that if Δ is a 
uniform lattice and G (g, Δ) is a frame for L2(G), then d(Δ) ≤ 1. For separable uniform 
lattices Δ = Λ × Γ ⊂ G × Ĝ this result was proved by Gröchenig in [20], and for non-
separable uniform lattices (in elementary LCA groups) it is a consequence of results by 
Feichtinger and Kozek [14]. Gröchenig’s proof is elementary using the Poisson summa-
tion formula, while the argument for general lattices relies, as is often the case for results 
on non-separable lattices, on the theory of pseudo diﬀerential operators. We will give 
alternative proofs using only time–frequency analysis techniques. More importantly, we 
will generalize density results to arbitrary closed subgroups Δ ⊂ G × Ĝ. We will show 
that:
(a) If G (g, Δ) is a frame for L2(G), then d(Δ) < ∞.
(b) If Δ is a discrete subgroup and G (g, Δ) is a frame, then d(Δ) ≤ 1.
(c) {π(ν)g}ν∈Δ is a Riesz family for L2(G) if, and only if, Δ is a uniform lattice with 
d(Δ) = 1 and {π(ν)g}ν∈Δ is a frame for L2(G).
While (b) might be expected, it is rather surprising that density results can be formu-
lated for non-discrete Gabor systems. This extension relies crucially on the fact that the 
new measure d(Δ) contains information on both the subgroup Δ and its Haar measure. 
The forward direction in (c) is also somewhat unexpected. The seemingly weak assump-
tion that G (g, Δ) is a Riesz family for some closed subgroup Δ of the phase space has 
the strong conclusion that Δ is a uniform lattice and that d(Δ) = 1. Moreover, we will 
see that in statement (a) it is, in general, not possible to be quantitative, that is, if Δ is 
non-discrete and co-compact, it will be possible to construct a frame G (g, Δ) regardless 
of the value of d(Δ) < ∞. This illustrates that the non-discrete case is rather diﬀerent 
232 M.S. Jakobsen, J. Lemvig / Journal of Functional Analysis 270 (2016) 229–263
from the usual Gabor theory for lattices. We will exhibit several of these diﬀerences in 
Sections 5 and 6.
From our generalized density theorems, we are then able to extend the duality theory 
in Gabor analysis to Gabor systems G (g, Δ) with time–frequency shifts along arbitrary 
closed subgroups Δ ⊂ G × Ĝ. The most fundamental duality principle says that the 
Gabor system G (g, Δ) is a Parseval frame, i.e., the system is associated with an isometric 
transform Cg,Δ, if and only if G (d(Δ)−1/2g, Δ◦) is an orthonormal set, where Δ◦ denotes 
the adjoint of Δ.
We will prove two results that can be seen as an extension of this result. Firstly, to 
dual frames, where one allows for two diﬀerent window functions g, h ∈ L2(G) in the 
analysis and synthesis transforms; this extension is known as the Wexler–Raz biorthogo-
nality relations. Secondly to non-tight frames; this result is simply known as the duality 
principle. The Wexler–Raz biorthogonality relations were previously available for non-
separable, uniform lattices Δ ⊂ G ×Ĝ on elementary LCA groups G = Rn×Tü×Zk×Fm
by the work of Feichtinger and Kozek [14], while the duality principle was formulated 
(without bounds) by Feichtinger and Zimmermann [16] for Gabor systems G (g, Δ) in 
L2(Rn) with Δ being a non-separable, full-rank lattice in R2n. The authors proved in [28]
both the Wexler–Raz biorthogonality relations and the duality principle on LCA groups 
for separable, co-compact subgroups Δ = Λ × Γ ⊂ G × Ĝ using the theory of translation 
invariant systems; an approach that does not generalize to the non-separable case.
Usually, the density/duality theory for non-separable lattice Gabor systems relies on 
the theory of pseudo-diﬀerential operators and von Neumann algebra techniques. In par-
ticular, the results of Feichtinger and Kozek [14] use concepts of function space Gelfand 
triples and generalized Kohn–Nirenberg symbols. To cite from Gröchenig’s book [21]:
These generalizations [density and duality results for non-separable time–frequency 
lattices in the euclidean space], however, require a completely diﬀerent approach that 
involves the analysis of pseudo-diﬀerential operators with periodic symbols.
The present paper provides density and duality theorems for Gabor systems G (g, Δ)
with time–frequency shifts along (possibly non-separable) closed subgroups Δ ⊂ G × Ĝ
for general second countable LCA groups G. In spite of the above comments, we are 
able to develop the theory solely within the setting of time–frequency analysis. Indeed, 
our proofs are based on Weil’s formula, the Fourier transform, the short-time Fourier 
transform, and frame theory.
We mention that duality results in the discrete case have been generalized in other di-
rections; we refer the reader to [4,10,11,22,35] and the references therein. Generalizations 
of the density theorem also exist; in particular, Ramanathan and Steger [32] obtained 
density results for G (g, Δ) in L2(Rn), where Δ is a discrete set, but not necessarily a 
subgroup. We refer the reader to the survey paper by Heil [24] for a detailed account 
of the history and evolution of density results in Gabor analysis. For an introduction to 
Gabor analysis and frame theory, we refer to [6,21].
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The paper is organized as follows: Sections 2 and 3 contain preliminary facts and 
results on Fourier analysis on LCA groups and frame theory, respectively. Some new 
results on the non-existence of continuous Riesz families are included in Section 3; these 
results are essential for our development in the later sections, however, they are also 
of independent interest. In Section 4 we introduce Gabor systems and show three key 
lemmas that will be important in the proofs of the main results in Sections 5 and 6. In 
these sections we show density and duality results for Gabor frames G (g, Δ), where Δ
is a closed subgroup of the time–frequency domain G × Ĝ. Appendix A contains results 
on the Feichtinger algebra S0 that are needed for the proofs in Section 6.
2. Harmonic analysis on LCA groups
We let G denote a second countable locally compact abelian group. To G we associate 
its dual group Ĝ which consists of all characters, i.e., all continuous homomorphisms from 
G into the torus T ∼= {z ∈ C : |z| = 1}. Under pointwise multiplication Ĝ is also a locally 
compact abelian group. Throughout the paper we use multiplication as group operation 
in G, Ĝ, and G × Ĝ, and we denote the identity element by e. By the Pontryagin duality 
theorem, the dual group of Ĝ is isomorphic to G as a topological group, i.e., Ĝ ∼= G.
We denote the Haar measure on G by μG. The (left) Haar measure on any locally 
compact group is unique up to a positive constant. From μG we deﬁne L1(G) and the 
Hilbert space L2(G) over the complex ﬁeld in the usual way. Since G is assumed to be 
second countable, these function spaces are separable. We deﬁne the Fourier transform 
of f ∈ L1(G) by
Ff(ω) = fˆ(ω) =
∫
G
f(x)ω(x) dμG(x), ω ∈ Ĝ.
If f ∈ L1(G), fˆ ∈ L1(Ĝ), and the measures on G and Ĝ are normalized so that the 
Plancherel theorem holds (see [26, (31.1)]), then the function f can be recovered from fˆ
by the inverse Fourier transform
f(x) = F−1fˆ(x) =
∫
Ĝ
fˆ(ω)ω(x) dμĜ(ω), a.e. x ∈ G.
If, in addition, f is continuous, the inversion formula holds pointwise. We assume that 
the measure on a group μG and the measure on its dual group μĜ are normalized this 
way, and we refer to them as dual measures. Under this convention, the Fourier transform 
F is an isometric isomorphism between L2(G) and L2(Ĝ).
For ν = (λ, γ) ∈ G × Ĝ, we let π(ν) denote the time–frequency shift operator EγTλ. 
It is clear that π(ν) is a unitary operator on L2(G). The commutator relation
TλEγ = γ(λ)EγTλ
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leads to the following useful identities:
π(ν)∗ = γ(λ)π(ν−1), (2.1)
π(ν1)π(ν2) = γ2(λ1)π(ν1ν2), (2.2)
π(ν1)π(ν2) = γ1(λ2)γ2(λ1)π(ν2)π(ν1), (2.3)
where νi = (γi, λi), i = 1, 2, and π(ν)∗ denotes the adjoint operator of π(ν).
We let Δ denote a closed subgroup of G × Ĝ with measure μΔ. To ease notation, 
when the measure is clear from the context, we write dν in place of dμΔ(ν) and likewise 
for other measures. In our settings Weil’s formula will relate integrable functions over 
G × Ĝ with integrable functions on the quotient space (G × Ĝ)/Δ, where Δ is a closed 
subgroup of G × Ĝ. Let cΔ : G × Ĝ → (G × Ĝ)/Δ, cΔ(χ) = χΔ be the canonical map
from G × Ĝ onto (G × Ĝ)/Δ. If f ∈ L1(G × Ĝ), then the function χ˙ Ô→ ∫Δ f(χν) dν with 
χ˙ = cΔ(χ), deﬁned almost everywhere on (G × Ĝ)/Δ, is integrable. Furthermore, when 
two out of the three Haar measures on G × Ĝ, Δ and (G × Ĝ)/Δ are given, the third 
can be normalized in a unique way so that Weil’s formula∫
G×Ĝ
f(χ) dχ =
∫
(G×Ĝ)/Δ
∫
Δ
f(χν) dν dχ˙ (2.4)
holds.
The annihilator group Δ⊥ of Δ ⊂ G × Ĝ is given by
Δ⊥ =
{
(β, α) ∈ Ĝ × G : γ(α)β(λ) = 1 for all ν = (λ, γ) ∈ Δ
}
.
The annihilator is a closed subgroup of Ĝ × G. Moreover,
Δ̂ ∼= (Ĝ × G)/Δ⊥ and ((G × Ĝ)/Δ)̂ ∼= Δ⊥.
These relations show that for the closed subgroup Δ the quotient (G × Ĝ)/Δ is compact 
if, and only if, Δ⊥ is discrete. Finally, we deﬁne the adjoint Δ◦ of Δ ⊂ G × Ĝ as
Δ◦ := {μ ∈ G × Ĝ : π(μ)π(ν) = π(ν)π(μ) ∀ν ∈ Δ}.
The annihilator and adjoint of a closed subgroup Δ are identical up to a change of 
coordinates. To see this, we introduce the mapping
Φ : G × Ĝ → Ĝ × G, Φ(x, ω) = (ω−1, x) for (x, ω) ∈ G × Ĝ.
It is clear that Φ is a measure preserving, topological group isomorphism. It follows from 
(2.3) that Φ(Δ◦) = Δ⊥, see also [14].
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We will use the following general setup. We assume a Haar measure on G. On the 
dual group of any LCA group, we assume the dual measure (such that the Plancherel 
theorem holds). Furthermore, we assume a Haar measure on the closed subgroup Δ of 
G × Ĝ. By requiring that Weil’s formula (2.4) holds, there is a uniquely determined 
measure μ(G×Ĝ)/Δ on (G × Ĝ)/Δ. From this measure, we deﬁne the size of the subgroup 
Δ as
d(Δ) = μ(G×Ĝ)/Δ((G × Ĝ)/Δ).
Intuitively, small values of d(Δ) suggest that Δ is “dense”, while large values of d(Δ)
suggest that Δ is “sparse”.
Remark 1.
(i) In case Δ is co-compact, by the Plancherel identity, we see that the discrete group 
Δ⊥ is equipped with the Haar measure d(Δ)−1μc, where μc is the counting measure. 
In particular, the canonical choice d(Δ) = 1 comes from the probability measure of 
(G × Ĝ)/Δ or, equivalently, the counting measure on Δ⊥.
(ii) In case Δ is a discrete, co-compact subgroup, i.e., a uniform lattice, then d(Δ)
is closely related to the lattice size of Δ. Let s(Δ) = μG×Ĝ(X), where X is a 
Borel section, also called a fundamental domain, of Δ in G × Ĝ [5,20]. Now, if 
we equip Δ with the counting measure, then s(Δ) = d(Δ). Especially for Rn, if 
Δ = PZ2n, P ∈ GLR(2n), then d(Δ) = | det(P )|.
Lemma 2.1. Let Δ be a closed subgroup of G × Ĝ. Then the following holds:
(i) d(Δ) < ∞ if, and only if, Δ is co-compact,
(ii) d(Δ⊥) < ∞ if, and only if, d(Δ◦) < ∞ if, and only if, Δ is discrete.
Furthermore, if Δ is discrete and co-compact, then
(iii) Δ⊥ ⊂ Ĝ × G and Δ◦ ⊂ G × Ĝ are discrete and co-compact subgroups,
(iv) d(Δ) d(Δ⊥) = 1 and d(Δ) d(Δ◦) = 1.
Proof. Statement (i) is just a reformulation of the fact that the Haar measure of an LCA 
group is ﬁnite if, and only if, the group is compact. Since Δ⊥ is discrete if, and only if 
(G × Ĝ)/Δ is co-compact, statement (ii) follows from (i). Statements (iii) and (iv) for 
Δ⊥ can be found in [20]. The statements for Δ◦ follow by the relationship between Δ◦
and Δ⊥, see also [14, Lemma 7.7.4]. 
236 M.S. Jakobsen, J. Lemvig / Journal of Functional Analysis 270 (2016) 229–263
3. Frame theory
We need a rather general variant of frames, usually called continuous frames, intro-
duced by Ali, Antoine, and Gazeau [1] and Kaiser [31].
Deﬁnition 3.1. Let H be a complex Hilbert space, and let (M, ΣM , μM ) be a measure 
space, where ΣM denotes the σ-algebra and μM the non-negative measure. A family of 
vectors {fk}k∈M in H is a frame for K := span {fk}k∈M with respect to (M, ΣM , μM ) if
(a) k Ô→ fk is weakly measurable, i.e., for all f ∈ K, the mapping M → C, k Ô→ 〈f, fk〉
is measurable, and
(b) there exist constants A, B > 0 such that
A ‖f‖2 ≤
∫
M
|〈f, fk〉|2 dμM (k) ≤ B ‖f‖2 for all f ∈ K. (3.1)
The constants A and B are called frame bounds.
A frame {fk}k∈M is said to be tight if we can choose A = B; if, furthermore, A =
B = 1, then {fk}k∈M is a Parseval frame. When {fk}k∈M is a frame for its closed linear 
span K, we say that {fk}k∈M is a basic frame. If K = H, we say {fk}k∈M is total. If 
{fk}k∈M is weakly measurable and the upper bound in the inequality (3.1) holds, then 
{fk}k∈M is a Bessel family with constant B.
To a Bessel family F := {fk}k∈M for K ⊂ H, we associate the analysis operator CF
given by
CF : H → L2(M,μM ), f Ô→ (k Ô→ 〈f, fk〉).
The frame condition (3.1) simply says that this operator on K is bounded below and 
above by 
√
A and 
√
B, respectively, hence CF |K is an injective, bounded linear operator 
with closed range. The adjoint DF of CF is the so-called synthesis operator ; it is given 
weakly by
DF : L2(M,μM ) → H, c Ô→
∫
M
c(k)fk dμM (k).
For two Bessel families F = {fk}k∈M and G = {gk}k∈M we deﬁne the mixed frame 
operator SF,G = DFCG. If F is a frame, the frame operator SF := SF,F is a bounded, 
invertible, self-adjoint and positive operator. The Bessel families F and G are said to be 
dual frames for H if SF,G = IH, i.e.,
〈f, g〉=
∫
M
〈f, gk〉〈fk, g〉dμM (k) for all f, g ∈ H. (3.2)
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In this case we say that the following assignment
f =
∫
M
〈f, gk〉fk dμM (k) for f ∈ H,
holds in the weak sense. Dual frames for subspaces K of H are deﬁned similarly. Two 
dual frames are indeed frames for H, see, e.g., [27]. On the other hand, given a frame 
F = {fk}k∈M for H one can always ﬁnd at least one dual frame; the canonical choice is {
S −1F fk
}
k∈M . The following result is well-known in frame theory.
Theorem 3.2. Let H be a Hilbert space, and let A, B > 0. Then the following statements 
are equivalent:
(i) {fk}k∈M is a frame for H with bounds A and B;
(ii) {fk}k∈M is a Bessel family in H with bound B and there exists another Bessel family 
{gk}k∈M in H with bound A−1 such that (3.2) holds.
Frames as deﬁned in Deﬁnition 3.1 are often called continuous frames, with the notion 
discrete frames reserved for the case, where M is countable and μM is the counting 
measure. We will not adapt this terminology. A family of vectors {fk}k∈M will be called 
continuous if μM is non-atomic and discrete if μM is purely atomic on σ-ﬁnite subsets. 
Recall that a set E ∈ Σ of positive measure is an atom if for any measurable subset F
of E either μM (F ) = 0 or μM (E \ F ) = 0. A measure is called purely atomic if every 
measurable set of positive measure contains an atom and non-atomic if there are no 
atoms. Every measure can be uniquely decomposed as a sum of a purely atomic and a 
non-atomic measure in the sense of Johnson [30].
Let us explain our terminology of discrete and continuous frames. For a ∈ L2(M, μM )
the support K := supp a is σ-ﬁnite, hence we can write K = ∪i∈IMi ∪N , where each Mi
is an atom of ﬁnite measure, I is at most countable, and N is an atomless measurable set. 
Assume ﬁrst μM is atomic whenever restricted to the subalgebra ΣK = {E ∩ K : E ∈ Σ}, 
where K is a σ-ﬁnite set. Then μM (N) = 0. Since we are interested in L2-functions, we 
will either tacitly ignore such null sets or simply say we have equality up to sets of 
measure zero. Functions, or rather equivalence classes of functions, in L2(M, μM ) are 
constant on every atom of M , hence any frame k Ô→ fk will also be constant on atoms 
(up to sets of measure zero). Moreover, a ∈ L2(M, μM ) is of the form 
∑
i∈I ai 1Mi for 
some coeﬃcients ai ∈ C. Let fi denote the value of k Ô→ fk on Mi. Then the synthesis 
operator on a ∈ L2(M, μM ) is
DFa =
∑
i∈I
μM (Mi)aifi for all f ∈ H, (3.3)
which is indeed a discrete representation. Assume, on the other hand, that μM is non-
atomic on each σ-ﬁnite subset K of M . In the decomposition K = ∪i∈IMi ∪ N , we 
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now have K = N since K is atomless. We can write K = ∪i∈IKi, where Ki is of ﬁnite 
measure. Then, by a classical result of Sierpinski [37, Lemma 52.α], the measure μM
takes a continuum of values [0, μM (Ki)] on the measurable subsets of Ki, which justiﬁes 
the name continuous frame.
If F = {fk}k∈M is a basic frame with bounds A and B and if CF has dense range, then 
CF |K is invertible on all of L2(M, μM ), and we say that {fk}k∈M is a basic Riesz family
with bounds A and B. Equivalently, one can deﬁne basic Riesz families with bounds A
and B as families of vectors F = {fk}k∈M for which DF deﬁned on simple, integrable 
functions is bounded below and above by 
√
A and 
√
B, respectively, i.e.,
A ‖a‖2L2(M) ≤
∥∥∥∥∥∥
∫
M
a(k)fk dμM (k)
∥∥∥∥∥∥
2
≤ B ‖a‖2L2(M)
for all simple functions a on M with ﬁnite support. If M is countable and equipped with 
the counting measure, a basic Riesz family is simply a Riesz basis for its closed linear 
span, also called a Riesz sequence.
Our notion of discrete frames might appear overly technical compared to the 
usual deﬁnition (i.e., M countable and μM the counting measure). However, it al-
lows us to classify the following two pathological “continuous” examples as discrete 
frames.
Example 1. Consider the following two examples with a “continuous” index set
M = R:
(a) Let H = ü2(Z), let {ek}k∈Z be its standard orthonormal basis, and equip M = R
with a purely atomic measure, whose atoms are the intervals [n, n + 1), n ∈ Z, each 
with measure 1. Deﬁne {fk}k∈M ⊂ H by fk = eåkæ, k ∈ R.
(b) Let H = L2([0, 1]), and let M = R. Fix a ∈ R and deﬁne μM =
∑
n∈Z δn+a, 
where δx denotes the Dirac measure at x ∈ R. Deﬁne {fk}k∈M ⊂ H by fk(x) =
e2πikx.
It is not diﬃcult to show that both in case (a) and (b) the family {fk}k∈M is a Parseval 
frame; it is even a Riesz family. Since the measure in both cases is purely atomic, the 
frame {fk}k∈M is said to be discrete.
There has recently been some interest in the study of (continuous) Riesz families 
[2,36], also called Riesz-type frames in [18]. Example 1 (b) is a concrete version of 
[2, Proposition 3.7]. The following result shows, however, that this concept brings lit-
tle new to the well-studied subject of (discrete) Riesz sequences. To be more concise, 
Proposition 3.3 shows that norm bounded, basic Riesz families necessarily are dis-
crete.
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Proposition 3.3. Let (M, Σ, μM ) be a measure space. Suppose that {fk}k∈M is a basic 
Riesz family in H that is essentially norm bounded, i.e., C := supk∈M ‖fk‖ < ∞. Then 
{fk}k∈M is a discrete family. Furthermore, it holds that
inf
E∈Σ0
μM (E) > 0, where Σ0 = {E ∈ Σ : μM (E) > 0} . (3.4)
Proof. Let a be an integrable simple function on M . From the computation∥∥∥∥∥∥
∫
M
a(k)fkdm(k)
∥∥∥∥∥∥ ≤
∫
M
|a(k)| ‖fk‖ dm(k) ≤ C
∫
M
|a(k)| dm(k),
we see that the lower Riesz bound implies
√
A ‖a‖L2(M) ≤ C ‖a‖L1(M) .
For a = 1E with E ∈ Σ and 0 < μM (E) < ∞, this in turn implies that
√
AμM (E)1/2 ≤ CμM (E),
and hence μM (E) ≥ A/C2. This shows the furthermore-part.
Let K = ∪i∈IKi be any σ-ﬁnite set, where each Ki is of ﬁnite measure. We need 
to show that μM restricted to the subalgebra ΣK = {E ∩ K : E ∈ Σ} is purely atomic. 
Suppose on the contrary that it is not. Then there is an atomless set N of positive measure 
in ΣK . For some i0 ∈ I the intersection N ∩ Ki0 has positive measure. Clearly, N0 :=
N ∩ Ki0 is also atomless, hence we can split this set into two sets of positive measure. 
The smallest in measure of these two sets, say N1, is of measure μM (N1) ≤ μM (N0)/2. 
Continuing this way we obtain sets of arbitrarily small measure, contradicting (3.4). 
From (3.4) we see that for norm-bounded Riesz families, the atoms Mi in the repre-
sentation (3.3) are bounded from below in measure. Hence, even if we consider the sum 
in (3.3) as a Riemann type sum, there is a bound to any reﬁnement.
If we assume that M is a Hausdorﬀ topological group and that μM satisﬁes certain 
weak regularity assumptions, e.g., M being a locally compact group with the usual left 
Haar measure, then the existence of a norm-bounded Riesz family forces the group M
to be discrete.
Proposition 3.4. Let M be a Hausdorﬀ topological group with a left Haar measure μM (as 
deﬁned by Fremlin [17, Def. 441D]). If {fk}k∈M is a norm bounded basic Riesz family, 
then M is a discrete group.
Proof. From Proposition 443O in [17] we know that μM is not non-atomic if and only 
if there is the discrete topology on M . However, by Proposition 3.3, the measure μM is 
clearly not non-atomic, thus the result follows. 
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We end this section with a Riesz family variant of Theorem 3.2.
Theorem 3.5. (See [28].) Let H be a Hilbert space, let A, B > 0, and let M be a count-
able index set equipped with the counting measure. Then the following statements are 
equivalent:
(i) {fk}k∈M is a basic Riesz family (i.e., a Riesz sequence) in H with bounds A and B;
(ii) {fk}k∈M is a Bessel family in H with bound B and there exists a Bessel family 
{gk}k∈M in H with bound A−1 such that 〈fk, gü〉 = δk,ü, k, ü ∈ M .
4. Gabor systems
The Gabor system G (g, Δ) = {π(ν)g}ν∈Δ is regular when Δ is a closed subgroup 
of G × Ĝ. If Δ is not a subgroup, e.g., merely a set of points, the Gabor system is 
irregular. If Δ = Λ × Γ for closed subgroups Λ ⊂ G and Γ ⊂ Ĝ, we say that G (g, Δ) =
{EγTλg}λ∈Λ,γ∈Γ is a separable Gabor system. If Δ is not assumed to have this form, 
G (g, Δ) is non-separable. In this work we shall consider non-separable, regular Gabor 
systems.
The analysis, synthesis, and the (mixed) frame operator for Gabor Bessel systems are 
deﬁned as in Section 3. In particular, the (mixed) frame operator for two Gabor Bessel 
systems generated by the functions g, h ∈ L2(G) takes the form
Sg,h : L2(G) → L2(G), Sg,h =
∫
Δ
〈 · , π(ν)g〉π(ν)h dν.
If g = h, we recover the frame operator Sg = Sg,g, also simply denoted by S.
It is straightforward to show that the frame operator commutes with time–frequency 
shifts with respect to the group Δ.
Lemma 4.1. Let g, h ∈ L2(G), Δ ⊂ G ×Ĝ, and let G (g, Δ) and G (h, Δ) be Bessel systems. 
If Δ is a closed subgroup of G × Ĝ, then the following holds:
(i) Sg,hπ(ν) = π(ν)Sg,h for all ν ∈ Δ,
(ii) If {π(ν)g}ν∈Δ is a frame, then
S−1π(ν) = π(ν)S−1 and S−1/2π(ν) = π(ν)S−1/2 for all ν ∈ Δ.
Remark 2. Lemma 4.1 implies that the canonical dual frame of a Gabor frame again is a 
Gabor system G (S−1g, Δ) and that the Gabor system G (S−1/2g, Δ) is a Parseval frame. 
In particular, if G (g, Δ) is a Riesz basis, then G (S−1/2g, Δ) is an orthonormal basis.
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We are interested in those pairs (g, Δ) ⊂ (L2(G), G × Ĝ) for which G (g, Δ) is a Gabor 
frame for L2(G), that is, closed subgroups Δ ⊂ G × Ĝ and window functions g ∈ L2(G)
for which there exist constants 0 < A ≤ B < ∞ such that
A ‖f‖2 ≤
∫
Δ
|〈f, π(ν)g〉|2 dν ≤ B ‖f‖2
for all f ∈ L2(G).
We will need the following well-known Plancherel theorem for the short-time Fourier 
transform Vg := Cg,G×Ĝ.
Lemma 4.2. (See [20].) For f, f1, f2, g, h ∈ L2(G) the following assertions are true:
(i) Vgf ∈ L2(G × Ĝ) and ‖Vgf‖2L2(G×Ĝ) =
∫
G×Ĝ |〈f, π(ν)g〉|2 dν = ‖g‖2 ‖f‖2,
(ii)
∫
G×Ĝ
∣∣〈f1, π(ν)g〉〈π(ν)h, f2〉∣∣ dν ≤ ‖f1‖ ‖f2‖ ‖g‖ ‖h‖ < ∞, (4.1)
(iii)
∫
G×Ĝ
〈f1, π(ν)g〉〈π(ν)h, f2〉 dν = 〈f1, f2〉〈h, g〉. (4.2)
Proof. Statements (i) and (iii) can be found in [20]. The inequality (4.1) follows directly 
from the following computation:
∫
G×Ĝ
∣∣〈f1, π(ν)g〉〈π(ν)h, f2〉∣∣ dν ≤ ( ∫
G×Ĝ
∣∣〈f1, π(ν)g〉∣∣2 dν)1/2( ∫
G×Ĝ
∣∣〈f2, π(ν)h〉∣∣2 dν)1/2
= ‖f1‖ ‖f2‖ ‖g‖ ‖h‖. 
Lemma 4.2 shows that for any non-zero function g ∈ L2(G) the system G (g, G × Ĝ)
is a tight frame with bound A = ‖g‖2. More generally, if 〈g, h〉 Ó= 0, then G (g, G × Ĝ)
and G (h, G × Ĝ) are dual frames, and we have a (weak) reproducing formula:
f = 1〈h, g〉
∫
G×Ĝ
〈f, π(ν)g〉π(ν)h dν for all f ∈ L2(G).
242 M.S. Jakobsen, J. Lemvig / Journal of Functional Analysis 270 (2016) 229–263
4.1. Three key lemmas
In this subsection we prove three observations that will be important in the subsequent 
sections.
Lemma 4.3. Let χ = (x, ω) ∈ (G × Ĝ) and μ = (α, β) ∈ Δ◦ ⊂ G × Ĝ. If Δ is a closed 
subgroup of G × Ĝ, then the equality
〈h, π(μ)g〉〈π(μ)f1, f2〉 =
∫
(G×Ĝ)/Δ
ω(α)β(x)
∫
Δ
〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉 dν dχ˙
holds for all f1, f2, g, h ∈ L2(G).
Proof. If μ ∈ Δ◦, then by Lemma 4.2 (iii) we have that, for f1, f2, g, h ∈ L2(G),
〈h, π(μ)g〉〈π(μ)f1, f2〉 =
∫
G×Ĝ
〈π(μ)f1, π(χ)π(μ)g〉〈π(χ)h, f2〉 dχ.
By Weil’s formula for the closed subgroup Δ, the above equality becomes
〈h, π(μ)g〉〈π(μ)f1, f2〉 =
∫
(G×Ĝ)/Δ
∫
Δ
〈π(μ)f1, π(χν)π(μ)g〉〈π(χν)h, f2〉 dν dχ˙.
For χ = (x, ω) ∈ G × Ĝ and μ = (α, β) ∈ Δ◦ ⊂ G × Ĝ we have
〈π(μ)f1, π(χν)π(μ)g〉〈π(χν)h, f2〉 = ω(α)β(x)〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉,
which follows from (2.2), (2.3), and π(ν)π(μ) = π(μ)π(ν) for ν ∈ Δ, μ ∈ Δ◦. This 
completes the proof. 
Lemma 4.4. Let Δ be a closed, co-compact subgroup of G × Ĝ, and let g, h ∈ L2(G). If 
G (g, Δ) and G (h, Δ) are dual frames, then
〈h, π(μ)g〉 = d(Δ) δμ,e for all μ ∈ Δ◦.
Proof. Let μ = (α, β) ∈ Δ◦ and take f ∈ L2(G). By Lemma 4.3 we have that
〈h, π(μ)g〉〈π(μ)f, f〉 =
∫
(G×Ĝ)/Δ
ω(α)β(x)
∫
Δ
〈π(χ)∗f, π(ν)g〉〈π(ν)h, π(χ)∗f〉 dν dχ˙.
Since {π(ν)g}ν∈Δ and {π(ν)h}ν∈Δ are dual frames by assumption, this equation simpli-
ﬁes to
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〈h, π(μ)g〉〈π(μ)f, f〉 =
∫
(G×Ĝ)/Δ
ω(α)β(x) 〈π(χ)∗f, π(χ)∗f〉 dχ˙
=
∫
(G×Ĝ)/Δ
ω(α)β(x) dχ˙ 〈f, f〉.
The function χ Ô→ μ(χ) := ω(α)β(x) is continuous on the compact domain (G ×Ĝ)/Δ, 
and it satisﬁes μ(χ1χ2) = μ(χ1)μ(χ2). Therefore, [25, Lemma 23.19] implies that, for all 
f ∈ L2(G),
〈h, π(μ)g〉〈π(μ)f, f〉 =
{
d(Δ) 〈f, f〉 if μ = e,
0 if μ Ó= e.
It follows that 〈h, π(μ)g〉 = d(Δ)δμ,e for μ ∈ Δ◦. 
Lemma 4.5. Let Δ be a closed subgroup of G × Ĝ, and let f1, f2, g, h ∈ L2(G). If G (g, Δ)
and G (h, Δ) are Bessel systems with Bessel bounds Bg and Bh, respectively, then for 
ﬁxed f1 and f2, the mapping
ϕ : G × Ĝ → C, χ Ô→
∫
Δ
〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉 dν
is continuous, constant on cosets of Δ (i.e., Δ-periodic), and ϕ(χ) ≤ B1/2g B1/2h ‖f1‖‖f2‖
for all χ ∈ G × Ĝ. Furthermore, the generators g and h satisfy: |〈h, g〉| ≤ d(Δ)B1/2g B1/2h .
Proof. By the Cauchy–Schwarz inequality, we see that∫
Δ
∣∣〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉∣∣ dν dχ˙
≤
(∫
Δ
|〈π(χ)∗f1, π(ν)g〉|2 dν
)1/2(∫
Δ
|〈π(χ)∗f2, π(ν)h〉|2 dν
)1/2
≤ B1/2g B1/2h ‖f1‖ ‖f2‖. (4.3)
This computation shows that ϕ is well-deﬁned and bounded. The continuity of ϕ can 
be shown using the Bessel property of G (g, Δ) and G (h, Δ) and the strong continuity of 
ν Ô→ π(ν). The fact that the mapping ϕ is Δ-periodic is easily veriﬁed. We have only left 
to prove the furthermore-part. By Lemma 4.2 the mapping χ Ô→ 〈f1, π(χ)g〉〈π(χ)h, f2〉
lies in L1(G × Ĝ). We can therefore apply Weil’s formula for the subgroup Δ to ﬁnd that∫
G×Ĝ
〈f1, π(χ)g〉〈π(χ)h, f2〉 dχ =
∫
(G×Ĝ)/Δ
∫
Δ
〈f1, π(χν)g〉〈π(χν)h, f2〉 dν dχ˙. (4.4)
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For any χ = (x, ω) ∈ G × Ĝ and ν = (λ, γ) ∈ G × Ĝ we have, by (2.2),
〈f1, π(χν)g〉〈π(χν)h, f2〉= 〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉.
With this, equation (4.4) becomes∫
G×Ĝ
〈f1, π(χ)g〉〈π(χ)h, f2〉 dχ =
∫
(G×Ĝ)/Δ
∫
Δ
〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉 dν dχ˙.
(4.5)
Lemma 4.2, together with (4.3) and (4.5), yields
|〈f1, f2〉〈h, g〉| =
∣∣∣∣ ∫
G×Ĝ
〈f1, π(ν)g〉〈π(ν)h, f2〉 dν
∣∣∣∣
≤
∫
(G×Ĝ)/Δ
∫
Δ
∣∣〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉∣∣ dν dχ˙
≤
∫
(G×Ĝ)/Δ
B1/2g B
1/2
h ‖f1‖ ‖f2‖ dχ˙.
The bound on |〈h, g〉| now follows from taking f1 = f2. 
5. Density results
Our ﬁrst density result shows that co-compactness of Δ ⊂ G × Ĝ is a necessary 
condition for the frame property of a Gabor system G (g, Δ).
Theorem 5.1. Let Δ be a closed subgroup of G × Ĝ, and let g ∈ L2(G). If G (g, Δ) is a 
frame for L2(G) with bounds 0 < A ≤ B < ∞, then the following holds:
(i) the quotient group (G × Ĝ)/Δ is compact, i.e., d(Δ) < ∞,
(ii) A d(Δ) ≤ ‖g‖2 ≤ B d(Δ).
Proof. By Lemma 4.2 the mapping χ Ô→ |〈f, π(χ)g〉|2 lies in L1(G × Ĝ). Weil’s formula 
for the subgroup Δ then gives∫
G×Ĝ
|〈f, π(χ)g〉|2 dχ =
∫
(G×Ĝ)/Δ
∫
Δ
|〈f, π(χν)g〉|2 dν dχ˙
=
∫
(G×Ĝ)/Δ
∫
Δ
|〈π(χ)∗f, π(ν)g〉|2 dν dχ˙, (5.1)
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where |〈f, π(χν)g〉| = |〈π(χ)∗f, π(ν)g〉| follows from (2.2). The frame assumption of 
{π(ν)g}ν∈Δ states that
A ‖f‖2 ≤
∫
Δ
|〈f, π(ν)g〉|2 dν ≤ B ‖f‖2 for all f ∈ L2(G).
Integrating the lower frame inequality for π(χ)∗f over (G × Ĝ)/Δ yields the following:
A ‖f‖2
∫
(G×Ĝ)/Δ
dχ˙ = A
∫
(G×Ĝ)/Δ
‖π(χ)∗f‖2 dχ˙ ≤
∫
(G×Ĝ)/Δ
∫
Δ
|〈π(χ)∗f, π(ν)g〉|2 dν dχ˙.
By Lemma 4.2 (i) and (5.1) the term on the far right equals ‖f‖2 ‖g‖2. We conclude that
A
∫
(G×Ĝ)/Δ
dχ˙ ≤ ‖g‖2 < ∞.
The measure of the quotient group (G × Ĝ)/Δ is ﬁnite if, and only if (G × Ĝ)/Δ is 
compact. This proves (i) and the lower inequality in (ii). To get the upper bound in (ii), 
we look at the upper frame inequality and proceed as above to ﬁnd:
‖g‖2 ‖f‖2 =
∫
G×Ĝ
|〈f, π(ν)g〉|2 dν ≤ B ‖f‖2
∫
(G×Ĝ)/Δ
dχ˙. 
The assertions of Theorem 5.1 are not true in general if we assume that G (g, Δ) is 
a basic frame, i.e., a frame for its closed linear span, instead of assuming that G (g, Δ)
is a total frame. Density results for basic frames in the case of lattice Gabor systems in 
L2(Rn) have recently been obtained in [19]; we will not consider such extensions here.
Let us consider some implications of the density result in Theorem 5.1 for a couple of 
speciﬁc locally compact abelian groups. The ﬁrst result shows an extreme behavior for 
the p-adic numbers. From Lemma 4.2 we know that for the short-time Fourier transform 
any nonzero window will generate a Gabor frames. However, for the p-adic numbers no 
other time–frequency subgroup will have a frame generator.
Corollary 5.2. For a prime number p, consider the p-adic numbers Qp. Let Δ be a closed 
subgroup of Qp × Q̂p. If G (g, Δ) is a frame for some g ∈ L2(Qp), then Δ = Qp × Q̂p.
Proof. The result follows from Theorem 5.1 together with the fact that the only co-
compact subgroup of Qp × Q̂p is the entire group itself. 
Corollary 5.3. Let g ∈ L2(Rn). If the system G (g, Δ) is a regular Gabor frame for L2(Rn), 
then the closed subgroup Δ is of the form A(Zk × R2n−k) for some A ∈ GLR(2n) and 
0 ≤ k ≤ 2n.
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Proof. Any closed subgroup Δ of R2n is isomorphic to {0}ü × Zk × R2n−k−ü for 0 ≤
k+ ü ≤ 2n. The subgroup {0}ü ×Zk ×R2n−k−ü is co-compact exactly when ü = 0. Hence, 
by Theorem 5.1, the subgroup Δ is of the form A(Zk × R2n−k) for some A ∈ GLR(2n)
and 0 ≤ k ≤ 2n. 
The next results relate the norm of a Gabor frame generator to the subgroup size 
d(Δ).
Corollary 5.4. Let Δ be a closed subgroup of G × Ĝ, and let g ∈ L2(G). If G (g, Δ) is a 
tight frame with bound A, then G (g, Δ◦) is an orthogonal system with ‖g‖2 = d(Δ)A.
Proof. The canonical dual frame of G (g, Δ) is G ( 1Ag, Δ). From Theorem 5.1 we know 
that Δ is co-compact and ‖g‖2 = d(Δ)A. By Lemma 4.4 it follows that G (g, Δ) is an 
orthogonal system. 
Corollary 5.5. Let Δ be a closed subgroup of G × Ĝ, and let g ∈ L2(G). If G (g, Δ) is a 
frame, then 
∥∥S−1/2g∥∥2 = d(Δ).
Proof. Lemma 4.3 and Remark 2 show that G (S−1/2g, Δ) is a Parseval frame. The result 
now follows from Corollary 5.4. 
If we in addition to co-compactness in Theorem 5.1 assume that Δ is discrete, i.e., 
a uniform lattice, we have a quantitative density theorem.
Theorem 5.6. Let Δ be a discrete subgroup of G × Ĝ equipped with the counting measure, 
and let g ∈ L2(G). If G (g, Δ) is a frame for L2(G), then Δ is a uniform lattice with 
d(Δ) ≤ 1.
Proof. By Theorem 5.1 it follows that Δ is a uniform lattice. From Corollary 5.5 we 
have that ‖S−1/2g‖2 = d(Δ). Taking f = S−1/2g in the upper frame inequality for 
G (S−1/2g, Δ) yields, using that Δ is discrete, that ‖S−1/2g‖2 ≤ 1. We conclude that 
d(Δ) ≤ 1. 
In Theorem 5.6 the assumption that Δ is discrete is essential for the bound d(Δ) ≤ 1. 
Indeed, in Example 2 in Section 6.5 we will show that in L2(Rn) for Δ ⊂ R2n separable 
and co-compact, but non-discrete, it will always be possible to construct a frame G (g, Δ)
regardless of the value of d(Δ). The construction relies on the duality principle, which 
is why the example is relegated to Section 6.5.
Theorem 5.7. Let Δ be a closed subgroup of G × Ĝ, and let g ∈ L2(G). Then G (g, Δ)
is a total Riesz family for L2(G) if, and only if, Δ is a uniform lattice, d(Δ) = 1, and 
G (g, Δ) is a frame.
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Proof. Assume that G (g, Δ) is a total Riesz family. By Proposition 3.4 and Theo-
rem 5.1, the subgroup Δ is discrete and co-compact. Hence, G (g, Δ) is a Riesz basis, and 
G (S−1/2g, Δ) is therefore an orthonormal basis for L2(G), see Remark 2. It follows that 
‖S−1/2g‖2 = 1. Furthermore, by Corollary 5.5, we have that ‖S−1/2g‖2 = d(Δ). Hence 
d(Δ) = 1.
For the converse implication note that ‖S−1/2g‖2 = d(Δ) = 1 by Corollary 5.5. 
By isometry of the time–frequency shifts we see that 
〈
π(ν)g, π(ν)S−1g
〉
= 1 for all 
ν ∈ Δ. By Theorem 5.4.7 and Proposition 5.4.8 in [6], it follows that G (g, Δ) and 
G (S−1g, Δ) are dual Riesz bases, and we conclude that G (g, Δ) is a Riesz basis. Alter-
natively, we can arrive at this conclusion as follows. Again by isometry of π(ν), we see 
that ‖π(ν)S−1/2g‖2 = 1 for all ν ∈ Δ. Hence G (S−1/2g, Δ) is a discrete Parseval frame 
whose elements have norm 1, and thus it is actually an orthonormal basis. As G (g, Δ)
is the image of the orthonormal basis G (S−1/2g, Δ) under the bounded, invertible op-
erator S1/2, it follows that G (g, Δ) is a Riesz basis for L2(G). Here, we tacitly used 
Lemma 4.1. 
Owing to Theorem 5.6 discrete Gabor frames G (g, Δ), for which d(Δ) = 1, are called 
critically sampled. Let us for a moment consider critically sampled separable Gabor 
systems that are systems of the form G (g, Λ × Λ⊥) = {EγTλg}λ∈Λ,γ∈Λ⊥ for some closed 
subgroup Λ of G. The following density result is a slightly stronger variant of Theorem 5.7
for the special case of separable critical sampling.
Corollary 5.8. Let Λ be a closed subgroup of G, and let g ∈ L2(G). If {EγTλg}λ∈Λ,γ∈Λ⊥
is a frame for L2(G), then Λ is a uniform lattice of G and {EγTλg}λ∈Λ,γ∈Λ⊥ is a Riesz 
basis.
Proof. By Theorem 5.1 the quotient group (G × Ĝ)/(Λ × Λ⊥) ∼= (G/Λ × Ĝ/Λ⊥) has 
to be compact. This only happens if both G/Λ and Ĝ/Λ⊥ are compact. Hence Λ is a 
co-compact subgroup of G and Ĝ/Λ⊥ ∼= Λ̂ is compact in Ĝ. The latter conclusion implies 
that Λ is discrete. Thus Λ is a uniform lattice. The fact that {EγTλg}λ∈Λ,γ∈Λ⊥ is a Riesz 
basis now follows from Theorem 5.7. 
From Corollary 5.8 we see that if there are no uniform lattices in G, then there do not 
exist any separable, critically sampled Gabor frames for L2(G). For the Prüfer p-group 
G = Z(p∞) the only uniform lattice is the Prüfer p-group itself, therefore there is only 
one type of critically sampled Gabor system, namely {Tλg}λ∈Z(p∞).
Corollary 5.8 has the following direct implications.
Corollary 5.9. Let g ∈ L2(G).
(i) If {Tλg}λ∈G is a frame for L2(G), then G is discrete.
(ii) If {Eγg}γ∈Ĝ is a frame for L2(G), then G is compact.
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Let us end this section with commenting on yet another diﬀerence between discrete 
and non-discrete Gabor systems. For a full-rank lattice Δ in R2n, Bekka [3] proved 
(using von Neumann algebra techniques) that there exists g ∈ L2(Rn) so that G (g, Δ)
is a frame if, and only if, there exists g ∈ L2(Rn) so that G (g, Δ) is total, i.e., the linear 
span of the functions in G (g, Δ) is dense in L2(Rn). This equivalence is not true for 
non-discrete Gabor systems, e.g., take Δ = Rn × {0}n. Then {π(ν)g}ν∈Δ = {Tλg}λ∈Rn , 
and it follows from Corollary 5.9 that no g ∈ L2(R) can generate a Gabor frame since 
Rn is not discrete, see also [7]. However, for any function g such that gˆ(ω) Ó= 0 for a.e. 
ω ∈ R̂n, we see that
0 = 〈Tλg, f〉= 〈E−λgˆ, fˆ〉 = F−1(gˆ ¯ˆf)(−λ) for all λ ∈ R
implies that f = 0, hence {Tλg}λ∈Rn is total. This argument obviously also works for 
Δ = G × {0} ⊂ G × Ĝ. In general, co-compactness of Δ ⊂ G × Ĝ is not necessary for 
G (g, Δ) to be total.
6. Duality results
To simplify the formulation of the duality results and to avoid working with inﬁnite 
subgroup sizes, we introduce the following variant of d(Δ):
d˜(Δ) =
{
d(Δ) =
∫
(G×Ĝ)/Δ 1 dχ˙ if (G × Ĝ)/Δ is compact,
1 otherwise.
The precise value of d˜(Δ) for non-co-compact subgroups Δ is not important as we just 
need that d˜(Δ) is ﬁnite for all closed subgroups.
6.1. The Wexler–Raz biorthogonality relations
Theorem 6.1. Let Δ be a closed subgroup of G × Ĝ, and let g, h ∈ L2(G). Suppose that 
G (g, Δ) and G (h, Δ) are Bessel systems. Then the following statements are equivalent:
(i) G (g, Δ) and G (h, Δ) are dual frames,
(ii) 〈h, π(μ)g〉 = d˜(Δ)δμ,ef for all μ ∈ Δ◦.
If either and hence both of the assertions hold, then (G × Ĝ)/Δ is compact.
Proof. Assume that G (g, Δ) and G (h, Δ) are dual frames for L2(G). By Theorem 5.1
this implies that Δ is co-compact. It follows by Lemma 4.4 that
〈h, π(μ)g〉 = d(Δ) δμ,e for all μ ∈ Δ◦.
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Assume now that 〈h, π(μ)g〉 = d˜(Δ)δμ,e for μ ∈ Δ◦. Suppose Δ is not co-compact. 
Then the cardinality of Δ◦ is uncountable. However, this contradicts the assumption 
that h and π(μ)g are biorthogonal for each μ ∈ Δ◦ since L2(G) is separable. Thus, the 
subgroup Δ is co-compact. By Lemma 4.3 we have
d(Δ) δμ,e〈π(μ)f1, f2〉 =
∫
(G×Ĝ)/Δ
ω(α)β(x)ϕ(χ)dχ˙, (6.1)
where ϕ(χ) =
∫
Δ〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉 dν and f1, f2 ∈ L2(G) are arbitrary. 
By Lemma 4.5 the mapping ϕ is a bounded function on the compact domain (G ×Ĝ)/Δ. 
It therefore has a Fourier series indexed by the dual group of (G × Ĝ)/Δ, which is 
topologically isomorphic to the discrete group Δ◦. The right hand side of equation (6.1)
are the Fourier coeﬃcients of ϕ. Indeed, by assumption, all but one are identically zero. 
We thus have the Fourier series expansion
ϕ(χ) = d(Δ)−1
∑
μ∈Δ◦
d(Δ) δμ,e〈π(μ)f1, f2〉 = 〈f1, f2〉, (6.2)
which holds for almost all χ ∈ G × Ĝ. Moreover, by Lemma 4.5 the function ϕ is 
continuous. Hence, equality (6.2) holds pointwise; in particular, for χ = e, it yields
ϕ(e) =
∫
Δ
〈f1, π(ν)g〉〈π(ν)h, f2〉 dν = 〈f1, f2〉.
Thus {π(ν)g}ν∈Δ and {π(ν)h}ν∈Δ are dual frames for L2(G). 
6.2. The Janssen representation
For any closed subgroup Δ in G × Ĝ, Lemma 4.3 states that the Fourier transform of 
the Δ-periodic function
ϕ : G × Ĝ → C, χ Ô→
∫
Δ
〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉 dν
is given by
ϕˆ(μ) = 〈h, π(μ)g〉〈π(μ)f1, f2〉, μ ∈ Δ◦.
Indeed, ϕ ∈ L1((G × Ĝ)/Δ) since∫
(G×Ĝ)/Δ
∣∣∣ ∫
Δ
〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉 dν
∣∣∣ dχ˙ ≤ ‖f1‖ ‖f2‖ ‖g‖ ‖h‖.
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Using the Fourier inversion formula, we then recover the fundamental identity in Gabor 
analysis (6.4) for Gabor systems in L2(G) by Rieﬀel [33].
Theorem 6.2. Let Δ be any closed subgroup of G × Ĝ, and deﬁne ϕ ∈ L1((G × Ĝ)/Δ) as 
above. If ϕˆ ∈ L1(Δ◦), then for almost all χ = (x, ω) ∈ G × Ĝ:∫
Δ
〈π(χ)∗f1, π(ν)g〉〈π(ν)h, π(χ)∗f2〉 dν =
∫
Δ◦
ω(α)β(x)〈h, π(μ)g〉〈π(μ)f1, f2〉 dμ, (6.3)
where μ = (α, β) ∈ Δ◦. If, furthermore, ϕ is continuous, then the inversion formula (6.3)
holds pointwise, and for χ = (eG, eĜ) we ﬁnd that∫
Δ
〈f1, π(ν)g〉〈π(ν)h, f2〉 dν =
∫
Δ◦
〈h, π(μ)g〉〈π(μ)f1, f2〉 dμ. (6.4)
Corollary 6.3. Let Δ be a closed subgroup of G × Ĝ, and let g, h ∈ L2(G). Suppose that 
G (g, Δ) and G (h, Δ) are Bessel systems. If the functions g, h and f1, f2 ∈ L2(G) satisfy∫
Δ◦
|〈h, π(μ)g〉〈π(μ)f1, f2〉| dμ < ∞, (6.5)
then
〈Sg,hf1, f2〉 =
∫
Δ
〈f1, π(ν)g〉〈π(ν)h, f2〉 dν =
∫
Δ◦
〈h, π(μ)g〉〈π(μ)f1, f2〉 dμ. (6.6)
Proof. The Bessel assumption, Lemma 4.5 and (6.5) ensure that the conclusion (6.4) of 
Theorem 6.2 holds. 
In [15] Feichtinger and Luef determine suﬃcient conditions on the functions g, h, f1, f2
under which (6.4) holds. In particular, we mention that (6.4) holds if g, h ∈ L2(G) and f1, 
f2 belong to the Feichtinger algebra S0(G), cf. [15] and Theorem A.4 and Corollary A.5
in Appendix A.
Assume that Δ is a closed, co-compact subgroup of G × Ĝ. The measure on Δ◦
in the right hand side of (6.6) is then given by d(Δ)−1
∑
μ∈Δ◦ . The pair (g, Δ) satisﬁes 
condition A if 
∑
μ∈Δ◦ |〈g, π(μ)g〉| < ∞. Now, if the Gabor system {π(ν)g}ν∈Δ is a Bessel 
family and condition A holds, then (6.6) yields the Janssen representation of the frame 
operator:
Sg = d(Δ)−1
∑
μ∈Δ◦
〈g, π(μ)g〉π(μ)
with absolute convergence in the (uniform) operator norm. It follows from Proposi-
tion A.3 and the comments preceding Corollary A.5 that any g ∈ S0(G) satisﬁes 
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condition A. The mixed frame operator Sg,h, g, h ∈ L2(G), has a similar Janssen repre-
sentation.
6.3. The duality principle
In this section we proof an extended version of the duality theorem for Gabor 
frames. The original result on separable lattice Gabor systems on L2(Rd) goes back 
to Daubechies, Landau and Landau [9], Janssen [29], and Ron and Shen [34]. Our proof 
is inspired by one direction of Janssen’s proof; the important fact is that Janssen’s com-
putations carry over from the setting of discrete, separable Gabor systems in L2(R) to 
regular, non-separable Gabor systems in L2(G). From this idea, we prove that for any 
closed subgroup Δ in G × Ĝ the Gabor system {π(ν)g}ν∈Δ is a Bessel system with 
bound B, if, and only if, {π(μ)g}μ∈Δ◦ is a Bessel system with bound B. We remind the 
reader that a Gabor system is a Bessel system with bound B with respect to the measure 
on the associated time–frequency subgroup. In case Δ is co-compact, the measure on Δ◦
is d(Δ)−1
∑
μ∈Δ◦ , see Remark 1, and the Bessel duality principle in Theorem 6.4 states 
that for g ∈ L2(G) and B > 0 we have:∫
Δ
|〈f, π(ν)g〉|2 dν ≤ B ‖f‖2 if, and only if
∑
μ∈Δ◦
|〈f, π(μ)g〉|2 ≤ d(Δ)B ‖f‖2
for all f ∈ L2(G). When Δ is a full-rank lattice in R2n, the Bessel duality result is well-
known, and the result is stated in [16, Proposition 3.5.10], albeit without bounds. Note, 
however, that the Bessel duality principle is true for any closed subgroup of G × Ĝ and 
that neither co-compactness nor discreteness is needed. The generalized duality principle 
will then follow from the Bessel duality principle and the Wexler–Raz biorthogonality 
relations using general frame theory.
Theorem 6.4. Let Δ be a closed subgroup of G × Ĝ, and let g ∈ L2(G). Then G (g, Δ) is 
a Bessel system with bound B if, and only if, G (g, Δ◦) is a Bessel system with bound B.
Proof. By symmetry of the Bessel duality principle, we only have to prove one of the two 
implications. We assume that g ∈ L2(G) and that {π(ν)g}ν∈Δ is a Bessel system with 
bound B. In other words, we assume that the analysis operator Cg,Δ : L2(G) → L2(Δ)
is bounded with operator bound 
√
B. Therefore, its adjoint, the synthesis operator Dg,Δ
given weakly by
〈Dg,Δa, h〉=
∫
Δ
a(ν)〈π(ν)g, h〉 dν for all h ∈ L2(G)
is also bounded by 
√
B:
‖Dg,Δϕ‖2L2(G) ≤ B ‖ϕ‖2L2(Δ) for all ϕ ∈ L2(Δ). (6.7)
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For each χ ∈ G × Ĝ, we deﬁne ϕ(ν) = 〈π(χ)h, π(ν)f〉, ν ∈ Δ, where f, h ∈ S0(G), 
normalized so that ‖h‖L2(G) = 1. It follows from Proposition A.3 together with the 
comments preceding Corollary A.5 that ϕ ∈ S0(Δ).
By a change of variables and using the properties of the time–frequency shift operator 
we ﬁnd that
‖Dg,Δϕ‖2L2(G) = 〈Dg,Δϕ,Dg,Δϕ〉=
∫
Δ
ϕ(ν)
∫
Δ
〈π(ν)g, π(ν′)g〉ϕ(ν′) dν′ dν
=
∫
Δ
ϕ(ν)
∫
Δ
〈π(ν)g, π(ν′)g〉〈π(ν′)f, π(χ)h〉 dν′ dν
=
∫
Δ
ϕ(ν)
∫
Δ
〈π(ν)g, π(νν′)g〉〈π(νν′)f, π(χ)h〉 dν′ dν
=
∫
Δ
ϕ(ν)
∫
Δ
〈π(ν)g, π(ν)π(ν′)g〉〈π(ν)π(ν′)f, π(χ)h〉 dν′ dν
=
∫
Δ
ϕ(ν)
∫
Δ
〈g, π(ν′)g〉〈π(ν′)f, π(ν)∗π(χ)h〉 dν′ dν.
Note that the order of integration can be interchanged by Fubini’s theorem since ϕ ∈
S0(Δ) ⊂ L1(Δ).
Since f and h belong to S0(G) and g ∈ L2(G), the fundamental identity in Gabor 
analysis (6.4) holds (see the comments following Corollary 6.3). Hence,
‖Dg,Δϕ‖2L2(G) =
∫
Δ
ϕ(ν)
∫
Δ◦
〈f, π(μ)g〉〈π(μ)g, π(ν)∗π(χ)h〉 dμ dν. (6.8)
For the adjoint system {π(μ)g}μ∈Δ◦ it follows from Corollary A.5 that the frame operator 
Sg,Δ◦ is well-deﬁned on the subspace S0(G) of L2(G). Thus, since f ∈ S0(G), we have 
by deﬁnition that
〈Sg,Δ◦f, π(ν)∗π(χ)h〉 =
∫
Δ◦
〈f, π(μ)g〉〈π(μ)g, π(ν)∗π(χ)h〉 dμ.
Hence, we can continue (6.8):
‖Dg,Δϕ‖2L2(G) =
∫
Δ
〈Sg,Δ◦f, π(ν)∗π(χ)h〉〈π(ν)∗π(χ)h, f〉 dν
=
∫
Δ
〈Sg,Δ◦f, π(νχ)h〉〈π(νχ)h, f〉 dν
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where we have also used (2.1), (2.2), and a change of variables from ν−1 to ν. Thus, with 
our choice of ϕ, the inequality (6.7) becomes∫
Δ
〈Sg,Δ◦f, π(νχ)h〉〈π(νχ)h, f〉 dν ≤ B
∫
Δ
|〈π(νχ)h, f〉|2 dν.
Integrating over the quotient (G × Ĝ)/Δ yields that∫
(G×Ĝ)/Δ
∫
Δ
〈Sg,Δ◦f, π(νχ)h〉〈π(νχ)h, f〉 dν dχ˙ ≤ B
∫
(G×Ĝ)/Δ
∫
Δ
|〈π(νχ)h, f〉|2 dν dχ˙,
and further by Weil’s formula we ﬁnd that∫
G×Ĝ
〈Sg,Δ◦f, π(χ)h〉〈π(χ)h, f〉 dχ ≤ B
∫
G×Ĝ
|〈π(χ)h, f〉|2 dχ.
Using the orthogonality relations of the short-time Fourier transform in Lemma 4.2 (iii), 
we arrive at ∫
Δ◦
|〈f, π(μ)g〉|2 dμ = 〈Sg,Δ◦f, f〉 ≤ B ‖f‖2
for any f ∈ S0(G). Since S0(G) is dense in L2(G), we conclude that {π(μ)g}μ∈Δ◦ is a 
Bessel system with bound B. 
The duality principle can now be proven using general frame theory; the proof strategy 
is similar to the proof of the duality principle for separable, co-compact subgroups in [28].
Theorem 6.5. Let Δ be a closed subgroup of G × Ĝ and let g ∈ L2(G). Then the following 
statements are equivalent:
(i) G (g, Δ) is a Gabor frame with bounds A and B,
(ii) G (g, Δ◦) is a basic Riesz family with bounds d˜(Δ)A and d˜(Δ)B.
If either and hence both of the assertions hold, then (G × Ĝ)/Δ is compact.
Proof. Suppose either (i) or (ii) holds. Then by Theorem 5.1 and Proposition 3.4 the 
group (G ×Ĝ)/Δ is compact, and equivalently Δ◦ is discrete. Assume now that (i) holds. 
Then {π(ν)g}ν∈Δ has the canonical dual frame {π(ν)S−1g}ν∈Δ with frame bounds B−1
and A−1. Therefore in particular {π(ν)g}ν∈Δ and {π(ν)S−1g}ν∈Δ are Bessel systems 
with bounds B and A−1, respectively. By Theorem 6.4 then also {π(μ)(d(Δ))−1/2g}μ∈Δ◦
and {π(μ)(d(Δ))−1/2S−1g}μ∈Δ◦ are Bessel systems with respect to the counting measure 
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on Δ◦ with bound B and A−1, respectively. By Theorem 6.1 we also have that the du-
ality of the frames {π(ν)g}ν∈Δ and {π(ν)S−1g}ν∈Δ imply that {π(μ)(d(Δ))−1/2g}μ∈Δ◦
and {π(μ)(d(Δ))−1/2S−1g}μ∈Δ◦ are bi-orthogonal. By Theorem 3.5 it now follows that 
{π(μ)(d(Δ))−1/2g}μ∈Δ◦ is a basic Riesz family with bounds A and B. The converse 
implication is similar where Theorem 3.2 instead of Theorem 3.5 is used. 
Let us comment on a diﬀerence between the Bessel duality and the duality principle. 
We have proven both results for any closed subgroup Δ of G × Ĝ. However, for non-co-
compact subgroups, the duality principle is vacuously true, in the sense that Theorem 5.1
and Proposition 3.4 imply that both statements in Theorem 6.5 are false. This is not 
so for the Bessel duality. In fact, Corollary A.5 shows that for any closed subgroup Δ
in G × Ĝ any function g in the Feichtinger algebra S0(G) will generate a Bessel system 
G (g, Δ). It is thus the additional lower frame inequality and lower Riesz family condition 
that restrict the interesting (non-empty) statements of Theorem 6.5 to the case where 
(G × Ĝ)/Δ is compact. It is, however, remarkable that both of the assumptions limit 
the admissible subgroups Δ to exactly those that have a compact quotient (G × Ĝ)/Δ. 
A similar comment holds for the Wexler–Raz biorthogonality relations in Theorem 6.1.
Corollary 6.6. Let Δ be a closed subgroup of G × Ĝ, and let g ∈ L2(G). Then G (g, Δ)
is a tight frame with bound A if, and only if, G (g, Δ◦) is an orthogonal system with 
‖g‖2 = d(Δ)A.
Proof. One implication follows by Corollary 5.4. For the other note that an orthog-
onal system {π(μ)g}μ∈Δ◦ with ‖g‖2 = d(Δ)A is a basic Riesz family, where both 
bounds are d(Δ)A. By Theorem 6.5 the Gabor system {π(ν)g}ν∈Δ is a tight frame 
with bound A. 
We are now ready to show existence of tight Gabor frames in L2(Rn) for very “sparse”, 
but non-discrete, subgroups Δ; here we mean sparse (or thin) in the sense that d(Δ)
can be arbitrarily large. On the other hand, if Δ is discrete, we saw in Theorem 5.6 that 
d(Δ) ≤ 1 is necessary for the existence of Gabor frames.
Example 2. Let G = Rn and let Δ = Λ × Γ, where Λ and Γ are closed, co-compact 
subgroups of Rn. Then Γ = P (Zr×Rn−r) and Λ = Q(Zs×Rn−s) for some P, Q ∈ GLR(n)
and 0 ≤ r, s ≤ n. If we consider P and Q as n × n matrices and the columns of P and 
Q as vectors in Rn, we can take the last n − r and the last n − s columns of P and Q, 
respectively, to be orthonormal vectors. We then equip Γ⊥ = (PT )−1(Zr × {0}n−r) and 
Λ⊥ = (QT )−1(Zs × {0}n−s) with the counting measure times |detP |−1 and |detQ|−1, 
respectively. It follows that d(Δ) = |det (PQ)|. We split the construction of tight Gabor 
frames {EγTλg}λ∈Λ,γ∈Γ in three cases:
(a) r < n, any P, Q ∈ GLR(n),
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(b) s < n, any P, Q ∈ GLR(n),
(c) r = n and s = n, and d(Δ) = |det (PQ)| ≤ 1 for P, Q ∈ GLR(n).
Cases (a) and (b) correspond to non-discrete subgroups, while case (c) is the well-known 
setup of discrete Gabor systems.
(a) Applying the dilation operator DQ−1 , deﬁned on L2(Rn) by DAf(x) =
detA1/2f(Ax), to the functions in {EγTλg}λ∈Q(Zs×Rn−s),γ∈P (Zr×Rn−r) we obtain:
{EγTλg˜}λ∈Zs×Rn−s,γ∈QP (Zr×Rn−r) , with g˜ := DQ−1g.
The adjoint Gabor system is
{EβTαg˜}α∈A(Zr×{0}n−r),β∈Zs×{0}n−s , (6.9)
where A = ((QP )T )−1. We will choose g˜ so that this adjoint system is an orthonormal 
system. By Corollary 6.6, the Gabor system {EγTλg}λ∈Λ,γ∈Γ generated by g = DQg˜
will then be a Parseval frame for L2(Rn).
Obviously, the system 
{
Eβ1[0,1]n
}
β∈Zs×{0}n−s is orthonormal. We consider the 
columns of A as vectors in Rn and redeﬁne the last n − r columns of A to be 
an orthonormal basis of the orthogonal complement of the ﬁrst r column vectors 
of A. For each z ∈ Zr deﬁne
Kz = [0, 1]n ∩ A([z, z + 1]r × Rn−r).
Let Z = {z ∈ Zr : Kz Ó= ∅}; as usual, our set relations should be understood only 
up to sets of measure zero. Since Z is ﬁnite and the subspace A(Rr × {0}n−r) of 
co-dimension n − r > 0, we can ﬁnd points {yz ∈ Zn : z ∈ Z} that satisfy
(Kz + yz) ∩ (Kz′ + yz′ + α) = ∅ ∀α ∈ A(Zr × {0}n−r) \ {0}n (6.10)
for all z, z′ ∈ Z. The choice of yz is illustrated in Fig. 1. Deﬁne g˜ ∈ L2(R) by
g˜ =
∑
z∈Z
1Kz+yz .
By Zn-periodicity of e2πiβx for β ∈ Zn and the fact that yz ∈ Zn, we see that 
{Eβ g˜}β∈Zs×{0}n−s is an orthonormal set. By (6.10), the translates Tαg˜ and Tα′ g˜
have disjoint support for α, α′ ∈ A(Zr × {0}n−r) whenever α Ó= α′. Combining 
these two facts, we see that the adjoint Gabor system (6.9) is orthonormal. As a 
conclusion we have that tight Gabor frames {EγTλg}λ∈Λ,γ∈Γ exist for any value of 
d(Δ) = |det (PQ)| > 0 with generators g having compact support.
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Fig. 1. An example for n = 2, r = 1 showing the choice of the integer vectors yz in (6.10). The dots show 
A(Z × {0}), where A = [a1 a2] is a 2 × 2 matrix, and the column vector a1 is illustrated as a geometric 
vector on the plot, and a2 is orthogonal to a1. Then Z = {0, 1, 2}, and we can take y0 = (−1, 1), y1 = (0, 0), 
y2 = (1, −1). With this choice the set ∪z∈Z(Kz+yz), and its translates along the “dots” A(Z ×{0}) \{(0, 0)}
are disjoint.
(b) An application of the Fourier transform switches the role of Λ and Γ. Hence, we 
can construct a tight Gabor frame generator g in the frequency domain by directly 
referring to case (a). This approach, however, leads to bandlimited generators. If 
compactly supported generators are desired, slight modiﬁcations of the procedure in 
(a) are necessary.
(c) When r = n and s = n, both Λ = PZn and Γ = QZn are full-rank lattice in Rn, 
and we equip these discrete subgroups with the counting measure. Under this setup, 
Han and Wang [23] proved that d(Δ) = |det (PQ)| ≤ 1 is equivalent with the 
existence of a tight Gabor frames {EγTλg}λ∈Λ,γ∈Γ. Their proof is constructive and 
the constructed Gabor window g is, as above, a characteristic function of a given 
set. However, in this case the set might be unbounded, in which case the generator 
will not have compact support.
For uniform lattices Δ in G × Ĝ it follows from the duality principle in Theorem 6.5
applied to the density result in Theorem 5.6 that G (g, Δ) being a (basic) Riesz family 
implies that d(Δ) ≥ 1. For non-discrete Gabor systems this conclusion is false, in fact, 
by the duality principle, Example 2 shows that d(Δ) can take any value in R+.
Appendix A. The Feichtinger algebra S0
For functions f, g ∈ L1(G) involution and convolution are deﬁned by
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f†(x) = f(x−1) and (f ∗ g)(x) =
∫
G
f(s)g(xs−1) ds,
respectively. The function space S0 is a Fourier-invariant Banach space that is dense in 
L2 and whose members are continuous and integrable functions. It can be deﬁned as 
follows.
Deﬁnition A.1. For an LCA group G we deﬁne
S0(G) =
{
f ∈ L1(G) :
∫
Ĝ
‖Eωf ∗ f†‖L1 dω < ∞
}
.
We endow S0(G) with the norm ‖f‖S0,g := ‖Vgf‖L1(G×Ĝ) for a ﬁxed g ∈ S0(G).
The space S0(G) is a Banach algebra under convolution and pointwise multiplication, 
also known as the Feichtinger algebra [12]. It is a special instance of both a modulation 
space and a Wiener amalgam space, namely, M1 and W (FL1, L1). Note that, for f, g ∈
S0(G), ∫
Ĝ
‖Eωf ∗ g†‖L1(G) dω =
∫
G
‖F(f · Txg)‖L1(Ĝ) dx = ‖Vgf‖L1(G×Ĝ),
where we have used that
Vgf(x, ω) = F
(
f · Txg
)
(ω), (x, ω) ∈ G × Ĝ, (A.1)
for all f, g ∈ L2(G).
For the proof of Theorem 6.4 we need the following two properties of S0:
• The product of two short-time Fourier transforms of L2-functions with windows in 
S0(G) is a function in S0(G × Ĝ) (Theorem A.4).
• For any window g ∈ L2(G) and any closed subgroup Δ of G × Ĝ, the frame operator
Sg,Δ : L2(G) → L2(G), Sg,Δf =
∫
Δ
|〈f, π(ν)g〉|2 dν
with domain D(Sg,Δ) = S0(G) ⊂ L2(G) is well-deﬁned (Corollary A.5).
The aim of this appendix is to give a proof of these statements. The material pre-
sented here is known for the lattice case in L2(Rn) [8,15,16,21], and the generalization 
to L2(G) is routine using standard harmonic analysis. We have included the proofs for 
completeness. Along the way, we obtain a direct proof of Hölder’s inequalities for certain 
Wiener amalgam spaces.
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We need the following further properties of short-time Fourier transform.
Lemma A.2. Let g, gi, f, fi ∈ L2(G), i = 1, 2 and x, α ∈ G and ω, β ∈ Ĝ. Then the 
short-time Fourier transform
Vg : L2(G) → L2(G × Ĝ), Vgf(x, ω) = 〈f,EωTxg〉
satisﬁes the following relations:
(a) VgEβTαf = β(α) E(e
Ĝ
,α−1)T(α,β)Vgf , where eĜ denotes the identity element in Ĝ,
(b) VEβTαgEβTαf = β(x)ω(α)Vgf ,
(c) F(Vg1f1·Vg2f2)(β, α) = 〈f1, EβTα−1f2〉〈EβTα−1g2, g1〉, where F is the Fourier trans-
form on G × Ĝ.
Proof. Assertion (a) follows from:
(VgEβTαf)(x, ω) = 〈EβTαf,EωTxg〉 = 〈f, Tα−1Eωβ−1Txg〉 = ω(α)β(α)〈f,Eωβ−1Txα−1g〉
= ω(α)β(α)Vgf(xα−1, ωβ−1) = β(α)
(
E(e
Ĝ
,α−1)T(α,β)Vgf
)
(x, ω).
Assertion (b) follows by similar manipulations, using the unitarity of EβTα:
VEβTαgEβTαf(x, ω) = 〈EβTαf,EωTxEβTαg〉 = β(x)ω(α)〈EβTαf,EβTαEωTxg〉
= β(x)ω(α)〈f,EωTxg〉 = β(x)ω(α)Vgf(x, ω).
For (c) we do the following:
F(Vg1f1 · Vg2f2)(β, α) =
∫
G×Ĝ
Vg1f1(x, ω) · Vg2f2(x, ω)β(x)ω(α) d(x, ω)
(b)=
∫
G×Ĝ
Vg1f1(x, ω) · VEβTα−1g2EβTα−1f2(x, ω) d(x, ω)
= 〈Vg1f1,VEβTα−1g2EβTα−1f2〉
(4.2)= 〈f1, EβTα−1f2〉〈EβTα−1g2, g1〉. 
The norm ‖ · ‖S0,g on S0(G) depends on g ∈ S0(G). However, any function g induces 
an equivalent norm. Indeed, for f, g1, g2 ∈ S0(G) one can show that
‖g1‖2L2 ‖g2‖−1S0,g1 ‖f‖S0,g2 ≤ ‖f‖S0,g1 ≤ ‖g2‖−2L2 ‖g2‖S0,g1 ‖f‖S0,g2 .
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As a consequence, a function f ∈ L2(G) belongs to S0(G) if, and only if, Vgf ∈ L1(G ×Ĝ)
for any and thus all g ∈ S0(G).
Proposition A.3. If f, g ∈ S0(G), then Vgf ∈ S0(G × Ĝ) and
‖Vgf‖S0,Vgf = ‖f‖S0,f ‖g‖S0,g.
Proof. Let f, g ∈ S0(G). By the argument preceding the proposition, we have that 
Vgf ∈ L1(G × Ĝ). Using Lemma A.2 we ﬁnd:
∫
G×Ĝ
∫
Ĝ×G
|〈Vgf,E(β,α)T(x,ω)Vgf〉| d(β, α) d(x, ω)
(a)=
∫
G×Ĝ
∫
Ĝ×G
|〈Vgf,E(β,αx)VgEωTxf〉| d(β, α) d(x, ω)
(A.1)=
∫
G×Ĝ
∫
Ĝ×G
∣∣F(Vgf · VgEωTxf)(β, αx)∣∣ d(β, α) d(x, ω)
(c)=
∫
G×Ĝ
∫
Ĝ×G
∣∣〈f,EβωTα−1f〉〈EβTx−1α−1g, g〉∣∣ d(β, α) d(x, ω)
(
α Ô→ α−1, β Ô→ βω−1) = ∫
G×Ĝ
∫
Ĝ×G
∣∣〈f,EβTαf〉〈Eβω−1Tαx−1g, g〉∣∣ d(β, α) d(x, ω)
=
∫
G×Ĝ
|Vff(α, β)|
∫
G×Ĝ
|Vgg(αx−1, βω−1)| d(x, ω) d(α, β)
= ‖f‖S0,f ‖g‖S0,g. 
Theorem A.4. Let fi ∈ L2(G) and gi ∈ S0(G), i = 1, 2. Then the mapping
ϕ : G × Ĝ → C, (x, ω) Ô→ (Vg1f1 · Vg2f2)(x, ω)
belongs to S0(G × Ĝ).
Proof. It is clear that ϕ ∈ L1(G × Ĝ). Now, let g0 ∈ S0(G) and deﬁne ϕ0 := Vg0g0. By 
Proposition A.3 the function ϕ0 ∈ S0(G × Ĝ), and thus ϕ20 ∈ S0(G × Ĝ). To ﬁnish the 
proof, it suﬃces to show that ‖ϕ‖S0,ϕ20 = ‖Vϕ20ϕ‖L1(G×Ĝ×Ĝ×G) < ∞. We show this in 
two steps.
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Step 1: Using the deﬁnition of the short-time Fourier transform and (A.1) we ﬁnd 
that
‖Vϕ20ϕ‖L1 =
∫
G×Ĝ
∫
Ĝ×G
|〈ϕ,E(β,α)T(x,ω)ϕ20〉| d(β, α) d(x, ω)
=
∫
G×Ĝ
∫
Ĝ×G
|F(Vg1f1 · Vg2f2 · T(x,ω)ϕ20)(β, α)| d(β, α) d(x, ω)
=
∫
G×Ĝ
‖F(Vg1f1 T(x,ω)ϕ0) ∗ F(Vg2f2 T(x,ω)ϕ0)‖L1(Ĝ×G) d(x, ω)
≤
∫
G×Ĝ
‖F(Vg1f1 T(x,ω)ϕ0)‖L1(Ĝ×G) ‖F(Vg2f2 T(x,ω)ϕ0)‖L1(Ĝ×G) d(x, ω)
≤
( ∫
G×Ĝ
‖F(Vg1f1 T(x,ω)ϕ0)‖2L1 d(x, ω)
)1/2
·
( ∫
G×Ĝ
‖F(Vg2f2 T(x,ω)ϕ0)‖2L1 d(x, ω)
)1/2
(A.2)
Step 2: We now show that both factors in (A.2) are ﬁnite. Consider the ﬁrst of the 
factors. By use of Lemma A.2, we ﬁnd the following:∫
G×Ĝ
‖F(Vg1f1 T(x,ω)Vg0g0)‖2L1 d(x, ω)
(a)=
∫
G×Ĝ
( ∫
Ĝ×G
|F(Vg1f1 Vg0EωTxg0)(β, αx)| d(β, α))2 d(x, ω)
(c)=
∫
G×Ĝ
( ∫
Ĝ×G
|〈f1, EβTα−1x−1EωTxg0〉〈EβTα−1x−1g0, g1〉| d(β, α)
)2
d(x, ω) (A.3)
By use of the short-time Fourier transform, expansion of the square term and a change 
of variables α Ô→ α−1x−1 we rewrite (A.3) to yield the following:∫
G×Ĝ
‖F(Vg1f1 T(x,ω)Vg0g0)‖2L1 d(x, ω)
=
∫∫∫
|Vg0f1(xα, ωβ)| |Vg0f1(xα˜, ωβ˜)| |Vg0g1(α, β)|
· |Vg0g1(α˜, β˜)| d(α, β) d(α˜, β˜) d(x, ω)
M.S. Jakobsen, J. Lemvig / Journal of Functional Analysis 270 (2016) 229–263 261
=
∫
|Vg0g1(α, β)|
∫
|Vg0g1(α˜, β˜)|
∫
|Vg0f1(xα, ωβ)|
· |Vg0f1(xα˜, ωβ˜)| d(x, ω) d(α˜, β˜) d(α, β)
≤ ‖Vg0g1‖2L1 ‖Vg0f1‖2L2 = ‖g1‖2S0,g0‖g0‖2L2 ‖f1‖2L2 ,
where all integrals are over G × Ĝ. The bound for the other term in (A.2) is obtained 
similarly. Combining steps 1 and 2 yields that
‖ϕ‖S0,ϕ20 = ‖Vϕ20ϕ‖L1 ≤ ‖g0‖2L2 ‖g1‖S0,g0 ‖g2‖S0,g0 ‖f1‖L2 ‖f2‖L2 ,
where ϕ0 = Vg0g0, g0 ∈ S0(G). 
Step 1 in the proof of Theorem A.4 shows that
‖f · g‖W (FL1,L1) ≤ ‖f‖W (FL1,L2) ‖g‖W (FL1,L2).
Using Hölder’s inequality rather than the Cauchy–Schwarz inequality in (A.2) yields a 
Hölder’s inequality for Wiener amalgam spaces:
‖f · g‖W (FL1,L1) ≤ ‖f‖W (FL1,Lp) ‖g‖W (FL1,Lq), 1 = 1/p + 1/q, 1 ≤ p, q ≤ ∞ (A.4)
for f ∈ W (FL1, Lp) and g ∈ W (FL1, Lq). In the special case of G = Rn the inequality 
(A.4) plays an important role in [8,15]. On the other hand, (A.4) holds for more general 
Wiener amalgam spaces [13].
From [12, Theorem 7] we have the following important property of S0. For any closed 
subgroup H of G the restriction mapping
RH : S0(G) → S0(H), RHf(x) = f(x), x ∈ H
is onto and bounded.
Corollary A.5. Let Δ be a closed subgroup of G × Ĝ. If g ∈ S0(G), then there exists a 
constant K > 0 (which only depends on Δ) such that
∫
Δ
|〈f, π(ν)g〉|2 dν ≤ K ‖g‖2S0,g ‖g‖2L2 ‖f‖2L2 for all f ∈ L2(G).
Proof. From Theorem A.4 we have that the mapping
ϕ : G × Ĝ → C, (x, ω) Ô→ |〈f,EωTxg〉|2
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belongs to S0(G × Ĝ) for any f ∈ L2(G). By the comment preceding Corollary A.5, we 
have that for a closed subgroup Δ of G × Ĝ, the mapping ν Ô→ |〈f, π(ν)g〉|2 also belongs 
to S0(Δ). Hence, it belongs, in particular, to L1(Δ). Therefore∫
Δ
|〈f, π(ν)g〉|2 dν =
∥∥∥|〈f, π( · )g〉|2∥∥∥
L1(Δ)
≤ C ‖RΔϕ‖S0 ≤ C ‖RΔ‖op ‖ϕ‖S0 .
The result now follows by the proof of Theorem A.4. 
Corollary A.5 shows that the frame operator Sg with g ∈ S0(G) is well-deﬁned and 
bounded on L2(G). However, it also shows, and this is what we used in Section 6.4, that 
the operator Sg, g ∈ L2(G), is well-deﬁned when the domain is restricted to the subspace 
S0(G) of L2(G). We refer to [16] for further results of this nature for G = Rn.
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Abstract: Since its invention in 1979, the Feichtinger algebra has become
a very useful Banach space of functions with applications in time-frequency
analysis, the theory of pseudo-diﬀerential operators and several other topics.
It is easily deﬁned on locally compact abelian groups and, in comparison
with the Schwartz space, the Feichtinger algebra allows for more general
results with easier proofs. This review paper (with proofs) gives a compre-
hensive overview of the Feichtinger algebra, its favourable properties and
its many applications. The material can serve as an entry point into the
subject and will also give new insights to the expert. A main goal of this
paper is to show the equivalence of the many diﬀerent characterizations of
the Feichtinger algebra known in the literature. This task naturally guides
the paper through basic properties of functions that belong to the space,
over operators on it and to aspects of its dual space. Further results include
a seemingly forgotten theorem by Reiter on operators which yield Banach
space isomorphisms of the Feichtinger algebra; we identify the Feichtinger
algebra as the unique Banach space in L1 which has certain invariance prop-
erties and we prove a version of the kernel theorem. A historical description
of the development of the theory, its applications and related function space
constructions is included.
1 Introduction
In 1979 at the International Workshop on Topological Groups and Group Algebras at
the University of Vienna, H. G. Feichtinger presented the function space S0 as a new Segal
algebra with applications in harmonic analysis [Fei79]. Further results on S0 followed in
subsequent papers by Feichtinger [Fei80], Losert [Los80], and Poguntke [Pog80]. Together
with the signiﬁcant 1981 paper by Feichtinger [Fei81c] these publications showed many
important properties of S0, and gave it a ﬁrm footing in the zoo of function spaces.
In order to deﬁne the space, let G be a locally compact abelian group (e.g., the
Euclidean space, a discrete abelian group, the torus or the p-adic numbers) and denote its
dual group by Ĝ. Furthermore, let Eω denote multiplication by an element ω ∈ Ĝ, i.e.,
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Eωf(x) = ω(x)f(x) for f ∈ L1(G). The space S0(G) consists of all integrable functions
f ∈ L1(G) that satisfy ∫
Ĝ
‖Eωf ∗ f‖1 dω <∞.
Fix any non-zero function g ∈ S0(G), then ‖f‖S0 =
∫
Ĝ
‖Eωf ∗ g‖1 dω is a norm on
S0(G). This deﬁnes a Banach space of continuous functions, which nowadays is called the
Feichtinger algebra.
The Feichtinger algebra is a useful replacement for the Schwartz space S(Rn) of smooth
functions on the Euclidean space Rn with rapid decay of all derivatives [Sch66, Hör90]
and its generalization to locally compact abelian groups, the Schwartz-Bruhat space
S(G) [Bru61,Osb75]. Actually, the Schwartz-Bruhat space is contained in the Feichtinger
algebra, S(G) ⊆ S0(G). It is a fact that S0(G) has many properties similar to S(G)
and, in comparison, allows for more general results with less involved proofs. Indeed, the
topologies on S0(G) and its dual S
′
0(G) are induced by norms rather than a family of semi-
norms. Hence S0(G) and S
′
0(G) have a more appealing mathematical structure than the
Schwartz space S and the space of tempered distributions S ′. Note that the space S′0(G)
is large enough to contain elements such as the Dirac delta distribution. Furthermore,
S0(G) is invariant under the Fourier transform. This property allows for a straightforward
deﬁnition of the Fourier transform on elements of S′0(G) by duality [May87,Fei89a]. Also
the useful Poisson formula holds pointwise for all functions in the Feichtinger algebra,
e.g.,
∑
k∈Z f(k) =
∑
k∈Z fˆ(k) for all f ∈ S0(R).
Results on the Feichtinger algebra are spread over diﬀerent sources in the literature
and use a variety of diﬀerent characterizations of S0(G). The contents of this paper is
especially inspired by the expositions and results on the Feichtinger algebra that can be
found in [Fei79, Fei80, Fei81c, Fei89a, Fei03, FeGr92, FeZi98, Grö01, dGo11, Hör89, Kev03,
Los80,May87, Pog80, Que89, Rei89]. The goal of this paper is to give a comprehensive
exposition with proofs of many of the known properties and characterizations of S0(G)
and in this way make the theory of the Feichtinger algebra accessible to a broad audience.
While S0(G) is often described as a modulation space or a Wiener amalgam space, the
presentation and proofs given here do not assume prior knowledge of these Banach space
constructions.
A main goal of this paper is to show that the sets A to U , below, in Deﬁnition 1.1
coincide and characterize S0(G). In Deﬁnition 1.1 Txf = f(· − x) denotes the translation
operator and Vgf(x, ω) = 〈f, EωTxg〉 with f, g ∈ L2(G) is the short-time Fourier transform
of f with respect to the function g. Furthermore, A(G) denotes the Fourier algebra, i.e.,
all functions on G which are the Fourier transform of a function in L1(Ĝ).
Deﬁnition 1.1. For a locally compact abelian group G we deﬁne the following sets:
A = {f ∈ L1(G) : ∃ g ∈ L1(G)\{0} s.t. ∫
Ĝ
‖Eωf ∗ g‖1 dω <∞},
B = {f ∈ L2(G) : ∃ g ∈ L2(G)\{0} s.t. ∫
G
∫
Ĝ
|Vgf(x, ω)| dω dx <∞},
C = {f ∈ A(G) : ∃ g ∈ A(G)\{0} s.t. ∫
G
‖Txf · g‖A(G) dx <∞},
D = {f ∈ L1(G) : ∫
Ĝ
‖Eωf ∗ f‖1 dω <∞},
E = {f ∈ L2(G) : ∫
G
∫
Ĝ
|Vff(x, ω)| dω dx <∞},
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F = {f ∈ A(G) : ∫
G
‖Txf · f‖A(G) <∞}.
For a ﬁxed g ∈ S0(G)\{0} we deﬁne
G = {f ∈ L1(G) : ∫
Ĝ
‖Eωf ∗ g‖1 dω <∞},
H = {f ∈ L2(G) : ∫
G
∫
Ĝ
|Vgf(x, ω)| dω dx <∞},
I = {f ∈ A(G) : ∫
G
‖Txf · g‖A(G) <∞},
J = {σ ∈ S′0(G) : Vgσ ∈ S0(G× Ĝ)},
K = {σ ∈ S′0(G) : Vgσ ∈ L1(G× Ĝ)},
L = {f ∈ L1(G) : f = ∑n∈N cnEωnTxng with (cn)n∈N ∈ `1(N), (xn, ωn)n∈N ⊆ G× Ĝ}.
Fix a compact set K in G with non-void interior and deﬁne the set
M = {f ∈ L1(G) : f = ∑
n∈N
Txngn, (gn)n∈N ⊆ A(G), supp gn ⊆ K for all n ∈ N
with (xn)n∈N ⊆ G and
∑
n∈N
‖gn‖A(G) <∞}.
Fix a compact set K˜ in Ĝ with non-void interior and deﬁne the set
N = {f ∈ A(G) : f = ∑
n∈N
Eωngn, (gn)n∈N ⊆ L1(G), supp gˆn ⊆ K˜ for all n ∈ N
with (ωn)n∈N ⊆ Ĝ and
∑
n∈N
‖gn‖1 <∞}.
Fix a function g ∈ S0(G)\{0} and deﬁne
O = {f ∈ L1(G) : f = ∑
n∈N
fn ∗ Eωng, (fn)n∈N ⊆ L1(G), (ωn)n∈N ⊆ Ĝ,
∑
n∈N
‖fn‖1 <∞},
P = {f ∈ A(G) : f = ∑
n∈N
fn · Txng, (fn)n∈N ⊆ A(G), (xn)n∈N ⊆ G,
∑
n∈N
‖fn‖A(G) <∞},
Q = {f ∈ L1(G) : f =
( ∑
n∈N
TωnVgˆfˆn
)∣∣∣
{0}×G
, (fn)n∈N ⊆ S0(G), (ωn)n∈N ⊆ Ĝ
with
∑
n∈N
‖fn‖S0,g <∞},
R = {f ∈ L1(G) : f = ∑
n∈N
fn∗gn, (fn)n∈N, (gn)n∈N ⊆ S0(G) with
∑
n∈N
‖fn‖S0,g ‖gn‖S0,g <
∞}.
We say a family of functions (ψi)i∈I ⊆ A(G) is a bounded uniform partition of unity of G
if there exists a compact set W ⊆ G and a discrete subset (xi) ⊆ G such that
(a.i)
∑
i∈I ψi(x) = 1 for all x ∈ G,
(a.ii) supi∈I ‖ψi‖A(G) <∞,
(a.iii) suppψi ⊆ xi +W for all i ∈ I,
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(a.iv) supx∈G #{i ∈ I : (x+K) ∩ (xi +W ) 6= ∅} <∞ for any compact set K ⊆ G.
If (ψi)i∈I ⊂ A(G) is a bounded uniform partition of unity of G then we deﬁne the set
T = {f ∈ A(G) : ∑i∈I ‖fψi‖A(G) <∞}.
Similarly, a family of functions (ϕi)i∈I ⊆ L1(G) is a bounded uniform partition of unity of
Ĝ if there exists a compact set V ⊆ Ĝ and a discrete subset (ωi) ⊆ Ĝ such that
(b.i)
∑
i∈I ϕˆi(ω) = 1 for all ω ∈ Ĝ,
(b.ii) supi∈I ‖ϕi‖1 <∞,
(b.iii) supp ψˆi ⊆ ωi + V for all i ∈ I,
(b.iv) supω∈Ĝ #{i ∈ I : (ω +K) ∩ (ωi + V ) 6= ∅} <∞ for any compact set K ⊆ Ĝ.
If (ϕi)i∈I ⊂ L1(G) is a bounded uniform partition of unity of Ĝ we deﬁne the set
U = {f ∈ L1(G) : ∑i∈I ‖f ∗ ϕi‖1 <∞}.
To avoid any confusion with the Schwartz-Bruhat space S(G) the letter S has been
omitted in the enumeration in Deﬁnition 1.1. We will show that the sets G to U in-
duce norms on S0(G) in a natural way, which in fact are all equivalent. Almost all the
characterizations in Deﬁnition 1.1 are well known, see, e.g., [Fei81c,FeZi98,Grö01]. Other
characterizations of S0 can be found in [CoGr03,Jan05,Jan06].
As mentioned earlier, there is a large number of papers and book chapters written on
aspects of the Feichtinger algebra and related function space constructions. In particular
the important and useful modulation spaces are intimately related to the Feichtinger alge-
bra. In Section 2 we give an overview of the history of S0(G), its relation to other Banach
space constructions and their applications. The remainder of the paper is structured as
follows.
In Section 3 we recall some basic theory on locally compact abelian groups and set
the notation and deﬁnitions for the rest of the paper. In Section 4 we show properties
of functions that belong to S0(G) and show that S0(G) is a Banach algebra with respect
to multiplication and convolution. Furthermore, this section establishes that the sets
A −I from Deﬁnition 1.1 coincide. Section 5 contains results on the Fourier transform,
automorphisms on G, metaplectic operators, the short-time Fourier transform and the
restriction operator as mappings on S0(G). We also show that the Poisson formula holds
for functions in S0(G). Furthermore, we establish one of the key properties of the Fe-
ichtinger algebra, namely the fact that it is the smallest among all Banach spaces which
are invariant under translation and multiplication by a character and which contain, e.g.,
a Schwartz function or a continuous and compactly supported function with integrable
Fourier transform. In Section 6 we consider the dual space of S0. We extend the operators
on S0(G) considered in Section 5 to S
′
0(G) and show that S0(G) is weak
∗-dense in S′0. We
also show that S0(G) can be characterized by the sets J and K . An additional goal
of this section is to establish a property of the short-time Fourier transform on S′0(G)
which is needed for a key result in Section 7. Indeed, in Section 7 we show that any
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element of S0(G) can be written as in the set L in Deﬁnition 1.1. Furthermore, this
result enables us to show that S0(G) coincides with the sets M to R. We also establish
the characterization of S0(G) by bounded uniform partition of unities (BUPUs) given by
the sets T and U . Finally, in Section 8 we consider properties of S0(G) with respect to
tensor products and show the kernel theorem for the Feichtinger algebra. This result is a
complete analogy to the classical kernel theorem for the space of smooth functions with
compact support due to Schwartz [Sch52].
It is recommended to read Sections 4-6 in order. Sections 7 and 8 can be read inde-
pendently of one another.
For readers familiar with the Feichtinger algebra the following results are emphasized:
The new inequalities in Corollary 4.2(vi)-(x), the results on operators on S0 in Theorem 5.1
and its application in Examples 5.2, the results on the short-time Fourier transform as
an operator on S0(G) in Theorem 5.3, a new characterization of S0(G) among Banach
spaces in L1(G) in Theorem 5.6 and the kernel theorem for the Feichtinger algebra in
Theorem 8.3 and Corollary 8.5.
2 Applications and history of the Feichtinger algebra
This section is concerned with the history of the Feichtinger algebra and its relation to
other Banach space constructions. Furthermore, we mention some of the applications of
S0.
Let us begin with a central property of S0(G) that was recognized early on by Fe-
ichtinger [Fei79, Fei81c]. The space S0(G) is the smallest, so-called, Segal algebra S
(see Deﬁnition 4.17) which is invariant under the multiplication of characters such that
‖Eωf‖S = ‖f‖S for all f ∈ S. This is the reason for the symbol S0; the S stands for Segal
algebra and the 0 indicates its minimality.
The minimality of the Feichtinger algebra among a family of functions spaces was
extended signiﬁcantly in [Fei87b,Fei89b] and can also be found in [FeZi98,Grö01]. To be
precise, if B is a Banach space which is invariant under translation Txf = f( · − x) for all
x ∈ G and invariant under multiplication by characters Eωf = ω( · )f( · ) for all ω ∈ Ĝ
such that
(a) there exists a non-zero function g ∈ S0(G)∩B, e.g., a Schwartz-Bruhat function or a
continuous and compactly supported function with integrable Fourier transform.
(b) for g as in (a) there exists a constant c > 0 for which ‖EωTxg‖B ≤ c ‖g‖B for all
(x, ω) ∈ G× Ĝ,
then S0(G) is continuously embedded into B. That is, S0(G) is the smallest among
all Banach spaces which satisfy (a) and (b). In this paper this result can be found
in Theorem 5.5. Well-known examples of Banach spaces which satisfy assumptions (a)
and (b) are the Lp-spaces. The minimality of S0(G) is the key result needed for the
characterization of S0(G) among certain Banach spaces in L
1(G) given in Theorem 5.6
and the surjectivity of the restriction and periodization operator expressed in Theorem 5.7.
Furthermore, the minimality of the Feichtinger algebra is used to show that S0(G1 ×G2)
is the projective tensor product of S0(G1) and S0(G2), see Theorem 8.1. In turn, this
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result is the key for the kernel theorem of the Feichtinger algebra in Theorem 8.3 and
Corollary 8.5.
The idea of a minimal algebra of functions in the sense of S0 as above, has been
extended to locally compact (non-abelian) groups by Spronk [Spr07] and also to homoge-
neous spaces by Parthasaathy and Shravan Kumar [PaSh15]. In fact, the construction of
S0(G) has been extended and applied to generalized stochastic processes on hypergroups,
for more on this see the book contribution by Heyer [Hey14]. The use of S0 as a setting for
generalized stochastic processes was ﬁrst investigated by Hörmann in his thesis [Hör89]. In
particular S0(G) is used as a replacement for the (non-Fourier invariant) space of smooth
functions with compact support as it is used by Gelfand, Vilenkin [GeVi64] and Itô [Ito54].
This idea has been continued in coorporation with Feichtinger [FeHö90, FeHö14] and is
also the subject of the thesis by Keville [Kev03].
The Feichtinger algebra ﬁnds its most prominent use in the theory of pseudo-diﬀerential
operators1 and in time-frequency analysis, especially in the theory of Gabor frames2. For
an introduction to the general theory of frames and Gabor analysis see the books by Chris-
tensen [Chr16], Gröchenig [Grö01] and Heil [Hei11]. Furthermore, the Feichtinger algebra
exhibits many of the same properties as the the Schwartz-Bruhat space of test functions,
e.g., both are invariant under automorphisms, both are invariant under the Fourier trans-
form, in both spaces the Poisson formula is valid, both spaces have the tensor product
property (cf. Theorem 8.1), both spaces have a kernel theorem (cf. Theorem 8.3 and
Corollary 8.5) and both spaces consist of continuous functions that vanish at inﬁnity. In
contrast however, the topology of S0(G) is induced by a norm. Hence, the Feichtinger al-
gebra has a more pleasent mathematical structure than the Schwartz-Bruhat space. This
aspect of S0 is used by Reiter [Rei89], who extends results from Weil [Wei64] on meta-
plectic operators on the Schwartz-Bruhat space to S0(G). Similarly, Luef [Lue07] extends
results by Rieﬀel [Rie81,Rie88] on non-commutative tori from the Schwarz-Bruhat space
to the Feichtinger algebra. Furthermore, Feichtinger and Gröchenig [FeGr97] extend re-
sults from Janssen [Jan95] in Gabor frame theory with generators in S(R) to generators in
S0(R). These publications show that S0(G), compared with the Schwartz-Bruhat space,
allows for more general statements with more streamlined proofs.
Furthermore, the Feichtinger algebra is the setting in the work of Kailath, Pfander,
and Walnut [PfWa06, Pfa13,WaPf+15] and in the thesis of Civan [Civ15] on operator
identiﬁcation. Kaiblinger shows that S0 is a suitable domain for results on interpola-
tion operators [Kai05,FeKa07]. Further, the Feichtinger algebra is used in the thesis by
Querenberger [Que89] on spectral synthesis. For more on spectral synthesis see the book
by Benedetto [Ben75]. Feichtinger and Weisz [FeWe06a, FeWe06b] have shown that all
classical summability kernels belong to the Feichtinger algebra S0(R). Also, the so-called
Wilson bases form an unconditional bases for S0(Rn) [FeGr+92].
Finally, S0(G) plays an integral part in the rigged Hilbert space, also known as a
Gelfand triple, formed by the spaces S0, L
2 and S′0. This triple has been strongly advo-
cated by Feichtinger over the past years, see e.g., [FeKo98,DöFe+06,FeLu+07,CoFe+08,
1see, for example, [Tac94,GrHe99,Cza03,Grö06b,Grö06a,CoNi10,Tof10,BéGr+05,BéOk04,CoGr03,
FeHe+06,dGo11,Fei02,GrHe03,GrSt07,ToWo+07,Bog04,Grö01,CoTa+13,CoNi10,La01,Tof04b,Tof04a]
2see, for example, [Fei89b,FeGr+92,FeGr97,FeZi98,FeKa04,FeKo98,FeLu06,Grö07a,Grö07b,Grö01,
GrLe04,Grö14,GrOr+15,Hei07,Lue09]
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Fei09]. The theory of rigged Hilbert spaces plays a decisive role in the mathematical
formulation of quantum mechanics [Ant98].
All of the above mentioned applications of S0(G) show, that the Segal algebra S0(G)
has become a classical function space with many diﬀerent applications.
In the following we mention some of the functions space constructions which yield S0
as a special case.
• S0(G) can be realized as the space `1(A) by Bertrandias et al. in [BeDa+78,Ber82,
Ber84]. In fact, this construction predates Feichtinger's discovery of S0(G). How-
ever, the special role and properties of this space were ﬁrst recognized by Feichtinger.
• Inspired by the characterization of S0 by bounded uniform partitions of unity
in [Fei81c] (see the sets T and U in Deﬁnition 1.1), Feichtinger introduced the
Wiener amalgam spaces in [Fei81b,Fei83b]. The general setup of Wiener amalgam
spaces allows for the construction of a wide variety of Banach spaces and includes,
e.g., the Wiener algebra and the usual Lp-spaces. The Feichtinger algebra is the
Wiener amalgam space with local component in the Fourier algebra A(G) and global
component in L1(G), denoted byW (A(G), L1). For more on Wiener amalgam space
see, e.g., [Fei92] and the paper by Heil [Hei03].
• One of the characterizations of S0(G) in [Fei81c] inspired Feichtinger to deﬁne the
modulation spaces in 1983 [Fei83c], see Deﬁnition 6.10 below. However, the original
manuscript remained unpublished until 2003, where an essentially unchanged version
of it became available in [Fei03]. Modulation spaces have been described in, e.g.,
[Fei83a], [Fei89b], [FeGr92] and in the book by Gröchenig [Grö01] and de Gosson
[dGo11]. The Feichtinger algebra coincides with the modulation space M1. The
reader is referred to [Fei06] for more information on the history of S0(G), its role in
the construction of the modulation spaces and its relation to them. As indicated by
the references in the footnotes on page 6, the modulation spaces provide an incredible
fruitful environment for results in the theory of pseudo-diﬀerential operators and the
theory of Gabor frames.
• In the mid 80s it became clear that S0(G) was connected to the Schrödinger rep-
resentation of the Heisenberg group. This inspired Feichtinger and Gröchenig to
establish the coorbit space theory [FeGr88, FeGr89a, FeGr89b]. The theory asso-
ciates to each integrable representation of a locally compact group a family of Ba-
nach spaces, the so-called coorbit spaces, for which one can achieve suitable series
representations. In this way the theory connects to the ﬁeld of frame theory. In
particular the coorbit theory yields S0 and the aforementioned modulation spaces
if one uses the Schrödinger representation of the Heisenberg group. See also the
papers [Grö91,FeGr92,Chr96].
• The space S0(G) can be obtained from the very general setting of decomposition
spaces, introduced in [FeGr85] and [Fei87a].
• S0(G) coincides with the minimal homogeneous Banach space (A(G))min introduced
in [Fei81a], and it is an example of a minimal Banach space as described in [Fei87b].
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• As mentioned earlier, the space S0(G) is also a Segal algebra, i.e., a translation
invariant dense subalgebra of L1(G) under convolution which is continuously em-
bedded into L1(G). For more on Segal algebras see, e.g, [Rei71] and [ReSt00].
Recent literature on coorbit space theory, decomposition spaces and modulation spaces
include [ChMa+12,DaFo+08,DaSt+04,Füh15,FüVo15,UlRa11,Voi15].
3 Setup and notation
This section contains deﬁnitions, notation and results that will be used throughout this
paper. The material presented here can be found in text books on functional analysis
(e.g., [BoKa14,Kre89,Rud91]) and in books concerning Fourier analysis on locally compact
abelian groups (e.g., [HeRo63,HeRo70,Fol95,Rud62,ReSt00]).
Throughout this paper we let G denote a (Hausdorﬀ) locally compact abelian group.
Examples of such are the real line R, the integers Z, the torus T ∼= [0, 1[, ﬁnite abelian
groups, for some prime number p the discrete Prüfer p-group Z(p∞) = {z ∈ C : zn =
1, n = pk, k ∈ N}, the p-adic numbers, the p-adic integers and ﬁnite products thereof. To
G we associate its dual group Ĝ which consists of all characters of G, i.e., all continuous
group homomorphisms from G into the torus T = {z ∈ C : |z| = 1}. The dual group Ĝ
is a locally compact abelian group under pointwise multiplication and the compact-open
topology for continuous functions between topological spaces. Throughout the paper we
denote the group operation as addition +, hence −x denotes the inverse element of x ∈ G.
By the Pontryagin-van Kampen duality theorem of locally compact abelian groups, the
dual group of Ĝ is isomorphic to G as a topological group, i.e., Ĝ ∼= G.
Every locally compact abelian group G carries a translation invariant measure, the
so-called Haar measure µG. This measure is unique up to a positive constant. We deﬁne
the Lp-spaces over the complex ﬁeld with the measure µG in the usual way. We will
usually shorten notation and write
∫
G
dx instead of
∫
G
dµG(x). The space L
2(G) is
equipped with the usual inner product 〈f, g〉 := ∫
G
f(x)g(x) dx, which is linear in the
ﬁrst entry. We shall also use the inner product brackets to denote the action of functions
in Lq(G) on functions in Lp(G), i.e., 〈f, g〉 = ∫
G
f(x) g(x) dx for f ∈ Lp(G), g ∈ Lq(G),
p, q ∈ [1,∞], 1/p + 1/q = 1. The symbols C(G), C0(G) and Cb(G) denote the space
of continuous functions, continuous functions that vanish at inﬁnity and the space of
bounded continuous functions on G, respectively.
We deﬁne the Fourier transform of functions f ∈ L1(G) by
Ff(ω) = fˆ(ω) = ∫
G
f(x)ω(x) dµG(x), ω ∈ Ĝ.
In the case of G = R,T,Z/dZ, d ∈ N this yields the usual Fourier transform on R, the
Fourier series for periodic functions and the discrete Fourier transform, respectively.
By the Riemann-Lebesgue Lemma the Fourier transform maps L1(G) into C0(Ĝ). In
particular, one has that ‖fˆ‖∞ ≤ ‖f‖1. If the Haar measure µG on G is given, then the
measure µĜ on the dual group Ĝ can be normalized uniquely, such that for f ∈ L1(G)
and fˆ ∈ L1(Ĝ) the function f can be recovered from fˆ by the inverse Fourier transform
f(x) = F−1fˆ(x) = ∫
Ĝ
fˆ(ω)ω(x) dµĜ(ω), a.e. x ∈ G.
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If, in addition, f is continuous, then the inversion of the Fourier transform holds point-
wise. If the Fourier inversion formula holds, we refer to µG and µĜ as dual measures. We
always assume that the measures on G and Ĝ are related by duality. Under this conven-
tion, the Fourier transform F extends by continuity from L1(G) ∩ L2(G) to an isometric
isomorphism from L2(G) onto L2(Ĝ).
With the help of the Fourier transform we deﬁne the Fourier algebra
A(G) = {f ∈ C0(G) : ∃h ∈ L1(Ĝ) s.t. FĜh = f}. (3.1)
Here FĜ denotes the Fourier transform from L1(Ĝ) into C0(G). The Fourier algebra
becomes a Banach space under the norm ‖f‖A(G) := ‖h‖1, with h as in (3.1). For two
functions f, g ∈ L1(G) we deﬁne their convolution product by
(f ∗ g)(x) =
∫
G
f(s)g(x− s) ds for a.e. x ∈ G.
More general, the convolution of two measurable functions is well-deﬁned as a bilinear
mapping between suitable Lp-spaces. Indeed, Young's inequality states that, for p, q, r ∈
[1,∞] such that 1
p
+ 1
q
= 1
r
+ 1, one has the norm estimate
‖f ∗ g‖r ≤ ‖f‖p‖g‖q. (3.2)
For a complex valued function f : G→ C we deﬁne its involution f † and reﬂection f r by
f †(x) = f(−x), f r(x) = f(−x).
One shows easily that
F(f †) = Ff, F(f r) = (Ff)r = F−1f, F(f) = F−1f = (Ff)†.
We recall the convolution theorem for the Fourier transform: if f, g ∈ L1(G), then F(f ∗
g) = Ff · Fg and if f, g ∈ L2, then F(f · g) = Ff ∗ Fg.
Similar to the Fourier transform one can extend the operator deﬁned by
F1F (ω, t) =
∫
G1
F (x, t)ω(x) dx for all F ∈ L1(G1 ×G2), ω ∈ Ĝ1 and a.e. t ∈ G2
via continuity to L2(G1 × G2). This yields the unitary partial Fourier transform F1 :
L2(G1 × G2) → L2(Ĝ1 × G2). The index indicates that the Fourier transform is taken
with respect to the ﬁrst argument. In a similar way one deﬁnes F2.
Let X be a Banach space which is equipped with a multiplication  : X × X → X
such that for all x, y, z ∈ X, α ∈ C it holds that (x+ y) z = (x z) + (y  z),
(x y) z = x (y  z) and α · (x y) = (α · x) y = x (α · y).
The Banach space X is a Banach algebra if ‖x  y‖ ≤ ‖x‖ ‖y‖ for all x, y ∈ X. The
Banach spaces L1(G) and A(G) form a Banach algebra under convolution and pointwise
multiplication, respectively.
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Let X, Y be two normed vector spaces. We say that X is continuously embedded into
Y if there exists a constant c > 0 such that ‖x‖Y ≤ c ‖x‖X for all x ∈ X.
For x ∈ G and ω ∈ Ĝ we deﬁne the translation operator Tx and the modulation
operator Eω by
Txf(s) = f(s− x), Eωf(s) = ω(s)f(s).
It is straightforward to verify that the translation and modulation operator are isometries
on the Fourier algebra A(G) and any of the Lp-spaces for p ∈ [1,∞]. On L2(G) the
operators Tx and Eω are unitary. Furthermore, for f in L
p(G) (or A(G)) the mappings
x 7→ Txf and ω 7→ Eωf are continuous from G into Lp(G) (or A(G)) and from Ĝ into
Lp(G) (or A(G)), respectively. It is useful to note that
EωTx = ω(x)TxEω, FTx = E−xF , FEω = TωF ,
and furthermore, that Eω(f ∗ g) = (Eωf) ∗ (Eωg) and Tx(f ∗ g) = (Txf) ∗ g = f ∗ (Txg),
whenever the convolution of f and g is well-deﬁned. For convenience, we will sometimes
denote the time-frequency shift operator EωTx by pi(χ) or pi(x, ω), χ = (x, ω) ∈ G × Ĝ.
For any p ∈ [1,∞] we deﬁne the asymmetric coordinate transform
τa : L
p(G×G)→ Lp(G×G), τaf(x, t) = f(t, t− x). (3.3)
It is easy to check that τa is an isometry and that its inverse is τ
−1
a f(x, t) = f(x − t, x).
For p = 2 the operator τa is unitary. For two locally compact abelian groups G1 and G2
and p ∈ [1,∞] we deﬁne the tensor product of functions
⊗ : Lp(G1)× Lp(G2)→ Lp(G1 ×G2),
(
f1 ⊗ f2
)
(x1, x2) = f1(x1) · f2(x2).
By use of the partial Fourier transform F2, the asymmetric coordinate transform τa
and the tensor product ⊗, we deﬁne the short-time Fourier transform with respect to a
function g ∈ L2(G):
Vg : L2(G)→ L2(G× Ĝ), Vgf(x, ω) = F2τa(f ⊗ g)(x, ω) = 〈f, EωTxg〉.
Since F2 and τa are unitary operators on L2 it is straightforward to show the biorthogo-
nality relations for the short-time Fourier transform. For all f1, f2, g1, g2 ∈ L2(G)
〈Vg1f1,Vg2f2〉 = 〈F2τa(f1⊗ g1),F2τa(f2⊗ g2)〉 = 〈f1⊗ g1, f2⊗ g2〉 = 〈g2, g1〉〈f1, f2〉. (3.4)
4 Basic properties of S0
We begin our excursion into the Feichtinger algebra with the set A from Deﬁnition 1.1
and deﬁne
S0(G) = A = {f ∈ L1(G) : ∃ g ∈ L1(G)\{0} s.t.
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞}.
The aim of this section is to show various properties of the functions that belong
to S0(G). An important ingredient of these results are Theorem 4.1 and Theorem 4.7
in which we show that S0(G) is equal to the sets BI from Deﬁnition 1.1. These
characterizations allow us to give suﬃcient conditions for functions to belong to S0(G)
and they allow us to show that S0(G) forms a Banach algebra with respect to pointwise
multiplication and convolution. We will also prove that S0(G) ⊆ L1(G)∩A(G) ⊆ C0(G),
and that S0(G) is a Segal algebra.
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4.1 Preliminary observations
We begin with Theorem 4.1 where we show that S0(G) coincides with the sets B and C
from Deﬁnition 1.1. Recall that
B = {f ∈ L2(G) : ∃ g ∈ L2(G)\{0} s.t. ∫
G×Ĝ |Vgf(χ)| dχ <∞},
C = {f ∈ A(G) : ∃ g ∈ A(G)\{0} s.t. ∫
G
‖Txf · g‖A(G) dx <∞}.
The proof of Theorem 4.1 is lengthy, however it consists of simple manipulations. As a
pay-oﬀ we are rewarded with a variety of useful results, which we state in Corollary 4.2
below. The characterization of S0(G) via the set B appears in [Grö01]. The sets A and
C have not been used in the literature to describe S0(G), yet they bare resemblance of
characterizations of S0(G) that appear in [Fei81c].
Theorem 4.1. For any locally compact abelian group G it holds that S0(G) = A = B =
C .
Proof. By deﬁnition S0(G) = A . We now show that (i) A ⊆ B ∩ C , (ii) B ⊆ A ∩ C
and (iii) C ⊆ A ∩B.
(i). Let f, g ∈ L1(G) and assume that ∫
Ĝ
‖Eωf ∗ g‖1 dω <∞. By the Riemann-Lebesgue
Lemma fˆ , gˆ ∈ C0(Ĝ), and we can thus evaluate fˆ and gˆ pointwise. For all ω, ξ ∈ Ĝ we
can make the following estimate:
|fˆ(ξ) gˆ(ω)| ≤ max
s∈Ĝ
|fˆ(s− ω + ξ) gˆ(s)| = max
s∈Ĝ
|(Tω−ξfˆ)(s) gˆ(s)|
= max
s∈Ĝ
|(FEω−ξf)(s) · (Fg)(s)| = ‖F(Eω−ξf ∗ g)‖∞ ≤ ‖Eω−ξf ∗ g‖1. (4.1)
Integrating over ω ∈ Ĝ yields that
|fˆ(ξ)|
∫
Ĝ
|gˆ(ω)| dω ≤
∫
Ĝ
‖Eω−ξf ∗ g‖1 dω.
By use of the translation invariance of the Haar measure we ﬁnd that for all ξ ∈ Ĝ
|fˆ(ξ)|‖gˆ‖1 ≤
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞.
The right side of this inequality does not depend on ξ, therefore, taking the maximum
over ξ ∈ Ĝ, we arrive at the estimate
‖fˆ‖∞‖gˆ‖1 ≤
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞.
This shows that gˆ ∈ L1(Ĝ), i.e., g ∈ A(G). Integrating (4.1) over ξ ∈ Ĝ and taking the
maximum over ω ∈ Ĝ yields the inequality
‖gˆ‖∞‖fˆ‖1 ≤
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞.
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Hence also fˆ ∈ L1(G) and thus f ∈ A(G). In particular this implies that fˆ , gˆ ∈ L1(Ĝ) ∩
L∞(Ĝ) ⊆ L2(Ĝ). Since the Fourier transform is a unitary operator from L2(G) onto
L2(Ĝ) we conclude that f, g ∈ L2(G). For functions f, g ∈ L1(G) ∩ L2(G) ∩ A(G) it is
straightforward (essentially a matter of notation and Fubini's theorem) to show that∫
Ĝ
‖Eωf ∗ g‖1 dω =
∫
G×Ĝ
|Vg†f(χ)| dχ =
∫
G
‖Txf · gr‖A(G) dx. (4.2)
Equation (4.2) together with the assumption f ∈ A implies that f belongs to B and C ,
that is, we have shown that A ⊆ B ∩ C .
(ii). Assume now that f, g ∈ L2(G) satisfy∫
G
∫
Ĝ
|Vgf(χ)| dω dx =
∫
G
‖F(f · Txg)‖1 dx <∞.
This implies that the mapping x 7→ ‖F(f ·Txg)‖1 belongs to L1(G) and thus ‖F(f ·Txg)‖1
is ﬁnite for almost every x ∈ G. Therefore, for almost every x ∈ G the function ω 7→
F(f · Txg)(ω) belongs to L1(Ĝ). By the Fourier inversion formula we have the equality
f · Txg = F−1F(f · Txg)
for almost every x ∈ G. In particular, for almost every x ∈ G we have that (f · Txg) ∈
C0(G). Now, for almost every x, ξ ∈ G, we conclude that
|f(x)g(ξ)| = |f(x)g(x− x+ ξ)| ≤ sup
s∈G
|f(s)g(s− x+ ξ)|
= ‖f · Tx−ξg‖∞ = ‖F−1F(f · Tx−ξg)‖∞ ≤ ‖F(f · Tx−ξg)‖1. (4.3)
By integrating the previous inequality over x ∈ G and using translation invariance of the
Haar measure, we ﬁnd that∫
G
|f(x)| dx |g(ξ)| ≤
∫
G
‖F(f · Tx−ξg)‖1 dx =
∫
G
‖F(f · Txg)‖1 dx =
∫
G×Ĝ
|Vgf(χ)| dχ
for all ξ ∈ G. By taking the supremum over ξ ∈ G we ﬁnd that ‖f‖1‖g‖∞ ≤
∫
G×Ĝ |Vgf(χ)| dχ <∞. An integration of (4.3) with respect to ξ ∈ G and taking the supremum over x ∈ G
yields the inequality ‖f‖∞‖g‖1 ≤
∫
G×Ĝ |Vgf(χ)| dχ <∞. This implies that f, g ∈ L1(G).
Since the Fourier transform is a unitary operator from L2(G) onto L2(Ĝ) it is a straight-
forward calculation to show that
∫
G×Ĝ |Vgf(χ)| dχ =
∫
Ĝ×G |Vgˆfˆ(χ˜)| dχ˜. Repeating the
argument above, but on the Fourier side, yields
‖fˆ‖1‖gˆ‖∞ ≤
∫
G×Ĝ
|〈f, pi(χ)g〉| dχ <∞ and ‖gˆ‖1‖fˆ‖∞ ≤
∫
G×Ĝ
|〈f, pi(χ)g〉| dχ <∞.
(4.4)
We conclude that f, g ∈ B ⊆ L1(G) ∩ A(G). Replacing g by g† in (4.2) yields∫
Ĝ
‖Eωf ∗ g†‖1 dω =
∫
G×Ĝ
|Vgf(χ)| dχ =
∫
G
‖Txf · g‖A(G) dx. (4.5)
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for f, g ∈ L1(G) ∩ L2(G) ∩ A(G). As in (i), this proves that B ⊆ A ∩ C .
(iii). As in (i) and (ii) one can show that for f, g ∈ A(G) and all x, ξ ∈ G that
|f(x)g(ξ)| ≤ ‖Tx−ξf · g‖∞.
For f, g ∈ A(G) there exists hf , hg ∈ L1(Ĝ) such that Fhf = f,Fhg = g and so
F(Ex−ξhf ∗ hg) = Tx−ξf · g and ‖Tx−ξf · g‖A(G) = ‖Ex−ξhf ∗ hg‖1. We can thus establish
the estimate
|f(x)g(ξ)| ≤ ‖F(Ex−ξhf ∗ hg)‖∞ ≤ ‖Ex−ξhf ∗ hg‖1 = ‖Tx−ξf · g‖A(G).
An integration over x ∈ G and the translation invariance of the Haar measure yields that
for all f ∈ A(G) and ξ ∈ G∫
G
|f(x)| dx |g(ξ)| ≤
∫
G
‖Txf · g‖A(G) dx.
The right hand side does not depend on ξ ∈ G, hence taking the supremum over ξ ∈ G
gives the inequality
‖f‖1 ‖g‖∞ ≤
∫
G
‖Txf · g‖A(G) dx <∞ for all f ∈ C .
By symmetry we get ‖f‖∞‖g‖1 ≤
∫
G
‖Txf · g‖A(G) < ∞. Hence f, g ∈ L1(G) ∩ L∞(G)
and, in particular, f, g ∈ L2(G). Replacing g by gr in (4.2) yields that∫
Ĝ
‖Eωf ∗ gr‖1 dω =
∫
G×Ĝ
|Vgf(χ)| dχ =
∫
G
‖Txf · g‖A(G) dx (4.6)
for f, g ∈ L1(G)∩L2(G)∩A(G). The assumption that f ∈ C together with (4.6) implies
that f ∈ A ∩B. This shows that C ⊆ A ∩B.
From the proof of Theorem 4.1 we draw several conclusions which we summarize in
Corollary 4.2 below. Note that statements (i)-(iv) in Corollary 4.2 are well-known and can
be found in [Fei81c]. Statement (v) appears in [Grö01]. The results in Corollary 4.2(vi)-
(x) seem not to have been used in connection with S0(G) before and will be useful in the
sequel. The inequalities in Corollary 4.2(vii) are related to results by Lieb [Lie90].
Corollary 4.2. Suppose f ∈ S0(G), i.e., f belongs to L2(G) and satisﬁes
∫
G×Ĝ |Vgf(χ)| dχ <
∞ for some non-zero g ∈ L2(G). Then the following holds:
(i) fˆ ∈ S0(Ĝ), in particular ‖Vgf‖1 = ‖Vgˆfˆ‖1,
(ii) pi(ν)f ∈ S0(G) for all ν ∈ G× Ĝ,
(iii) f ∈ L1(G) ∩ A(G) ⊆ C0(G),
(iv) f r, f , f † ∈ S0(G),
(v) If f 6= 0, then g ∈ S0(G),
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(vi.a) ‖f‖p ≤ ‖g‖−1+1/p1 ‖g‖−1/p∞ ‖Vgf‖1 for all p ∈ [1,∞],
(vi.b) ‖fˆ‖p ≤ ‖gˆ‖−1+1/p1 ‖gˆ‖−1/p∞ ‖Vgf‖1 for all p ∈ [1,∞],
(vii.a) ‖f‖p ‖g‖q ≤ ‖Vgf‖1 for all p, q ∈ [1,∞] with 1/p+ 1/q = 1,
(vii.b) ‖fˆ‖p ‖gˆ‖q ≤ ‖Vgf‖1 for all p, q ∈ [1,∞] with 1/p+ 1/q = 1,
(viii) ‖f‖p ‖gˆ‖p ≤ ‖Vgf‖1 for all p ∈ [2,∞].
(ix) |〈f, g〉| ≤ ‖Vgf‖1,
(x) ‖Vgf‖p ≤ ‖Vgf‖1 for all p ∈ [1,∞].
Proof. (i). Because F is a unitary operator from L2(G) onto L2(Ĝ) and ExTωF =
ω(x)FEωT−x for all (x, ω) ∈ G×Ĝ, it is an easy exercise to show the equality
∫
Ĝ×G |Vgˆfˆ(χ˜)| dχ˜ =∫
G×Ĝ |Vgf(χ)| dχ < ∞. This equality together with Theorem 4.1 implies that fˆ belongs
to S0(Ĝ).
(ii). For all ν ∈ G× Ĝ we ﬁnd that∫
G×Ĝ |Vgpi(ν)f(χ)| dχ =
∫
G×Ĝ |〈f, pi(χ− ν)g〉| dχ =
∫
G×Ĝ |Vgf(χ)| dχ <∞.
By Theorem 4.1 the function pi(ν)f belongs to S0(G).
(iii). The deﬁnitions of the sets A and C and Theorem 4.1 imply the inclusion S0(G) ⊆
L1(G) ∩ A(G) ⊆ C0(G).
(iv). The result follows from Theorem 4.1 together with the equalities∫
G×Ĝ |〈f, pi(χ)g〉| dχ =
∫
G×Ĝ
|〈f r, pi(χ)gr〉| dχ
=
∫
G×Ĝ |〈f, pi(χ)g〉| dχ =
∫
G×Ĝ |〈f †, pi(χ)g†〉| dχ.
(v). This follows from the equality
∫
G×Ĝ |〈f, pi(χ)g〉| dχ =
∫
G×Ĝ |〈g, pi(χ)f〉| dχ.
(vi). For the next result we note that the proof of Theorem 4.1 establishes the inequalities
‖fˆ‖1‖gˆ‖∞ ≤ ‖Vgf‖1 and ‖gˆ‖1‖fˆ‖∞ ≤ ‖Vgf‖1, (4.7)
and the inequalities
‖f‖1‖g‖∞ ≤ ‖Vgf‖1 and ‖g‖1‖f‖∞ ≤ ‖Vgf‖1. (4.8)
Furthermore, recall the following implication of Hölder's inequality
‖f‖p ≤ ‖f‖1/p1 ‖f‖1−1/p∞ for all f ∈ L1(G) ∩ L∞(G) and p ∈ [1,∞]. (4.9)
Combining (4.7),(4.8) and (4.9) implies that for all f ∈ S0(G)
‖f‖p ≤ ‖f‖1/p1 ‖f‖1−1/p∞ ≤ ‖g‖−1/p∞ ‖Vgf‖1/p1 ‖g‖−1+1/p1 ‖Vgf‖1−1/p1 ,
‖fˆ‖p ≤ ‖fˆ‖1/p1 ‖fˆ‖1−1/p∞ ≤ ‖gˆ‖−1/p∞ ‖Vgf‖1/p1 ‖gˆ‖−1+1/p1 ‖Vgf‖1−1/p1 .
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This yields the result.
(vii). Note that ‖g‖q ≤ ‖g‖1−1/p1 ‖g‖1/p∞ . This together with (vi) implies the result.
(viii) This follows from (vii) together with the Hausdorﬀ-Young inequality ‖gˆ‖p ≤ ‖g‖q
for p ∈ [2,∞], 1/p+ 1/q = 1.
(ix). Using the inequality in (vii) we ﬁnd that
|〈f, g〉| ≤ ‖f‖1 ‖g‖∞ ≤ ‖Vgf‖1.
(x). The inequality in (ix) yields that ‖Vgf‖∞ ≤ ‖f‖1 ‖g‖∞ ≤ ‖Vgf‖1. By Hölder's
inequality we ﬁnd that for all p ∈ [1,∞]
‖Vgf‖p ≤ ‖Vgf‖1/p1 ‖Vgf‖1−1/p∞ ≤ ‖Vgf‖1.
Corollary 4.2 states several convenient properties for functions in S0(G). However,
from the description of S0(G) so far, it is not yet clear that any non-trivial function belongs
to the Feichtinger algebra. Lemma 4.3 settles this question positively, and it gives suﬃcient
conditions for functions to belong to S0(G). We also show how to construct functions in
S0(G) by convolving compactly supported L
2-functions. Furthermore, Lemma 4.3 shows
that S0(G) contains approximate identities for L
1(G) with respect to convolution and
approximate identities for A(G) with respect to pointwise multiplication.
Next to the suﬃcient conditions given in Lemma 4.3, we mention that Pogunkte
[Pog80] has shown that the Schwartz functions are contained in S0(Rn). In [Fei81c]
Feichtinger showed that for any locally compact abelian group G the Schwartz-Bruhat
space is contained in S0(G). A proof of this can also be found in the book by Reiter [Rei89].
Furthermore, Gröchenig [Grö96] has shown that enforcing decay conditions on a function
in L2(Rn) and its Fourier transform also yields suﬃcient conditions to belong to S0(Rn).
See also the papers by Okoudjou [Oko04] and Hogan and Lakey [HoLa01].
Lemma 4.3.
(i) If f ∈ Cc(G) and fˆ ∈ L1(Ĝ), then f ∈ S0(G).
(ii) If f ∈ L1(G) and fˆ ∈ Cc(Ĝ), then f ∈ S0(G).
(iii) If g, h ∈ L2(G) have compact support, then g ∗ h ∈ S0(G).
(iv) For any relatively compact set K with non-void interior in G there exists a function
f ∈ S0(G) such that f ∈ Cc(G) and f |K = 1.
(v) There exists a function f ∈ S0(G) such that ‖f‖1 = ‖f‖∞ = ‖fˆ‖1 = ‖fˆ‖∞ = 1 and
f, fˆ ≥ 0.
(vi) For any neighbourhood U of the identity with non-void interior there exists a function
f ∈ S0(G) such that supp f ⊆ U , ‖f‖1 = 1 and f, fˆ ≥ 0.
(vii) For any  > 0 and any f ∈ L1(G), there exists a function g ∈ S0(G) such that
‖g ∗ f − f‖1 < .
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(viii) For any  > 0 and any f ∈ A(G) there exists a function g ∈ S0(G) such that
‖g · f − f‖A(G) < .
Proof. (i). By assumption f ∈ A(G). Since f has compact support, there is a compact
set K ⊂ G such that s 7→ f(s− x)f(s) is equal to zero for x ∈ G\K. We therefore have
that ∫
G
‖Txf · f‖A(G) dx =
∫
K
‖Txf · f‖A(G) dx
≤
∫
K
‖Txf‖A(G) · ‖f‖A(G) dx = ‖f‖2A(G)
∫
K
dx <∞.
Thus f ∈ S0(G).
(ii). The combination of (i) and Corollary 4.2(i) yields the result.
(iii). Note that g∗h ∈ Cc(G) [Rud62]. Since g, h ∈ L2(G) and since the Fourier transform
is a unitary operator on L2(G), we have that gˆ, hˆ ∈ L2(G). Thus F(g ∗h) = gˆ · hˆ ∈ L1(G).
The result now follows from (i).
(iv). Take g to be in L∞(G) and have compact support such that
∫
G
g(x) dx = 1. Fur-
thermore, let h be the indicator function on the set x ∈ K − supp g and deﬁne f = g ∗ h,
which belongs to Cc(G). By (iii) we have that f ∈ S0(G). Furthermore, for x ∈ K we
have that
f(x) =
∫
G
g(s)h(x− s) ds =
∫
supp g
g(s)h(x− s) ds =
∫
supp g
g(s) ds = 1.
(v). Let K be a compact set such that µG(K) = 1. Let h = 1K and deﬁne f := h ∗ h†.
It follows by (iii) that f ∈ S0(G). Note that f(x) =
∫
G
1K(s)1K(s− x) ds. It is therefore
clear that ‖f‖∞ = f(0) = 1. Furthermore,∫
G
|f(x)| dx =
∫
G
∫
G
1K(s)1K(s− x) ds dx =
∫
G
1K(s)
∫
G
1K(s− x) dx ds = 1.
The interchange of the order of the integrals is allowed since the integrand is positive.
Concerning the Fourier transform fˆ we ﬁnd that
fˆ(ω) = F(h ∗ h†)(ω) = |hˆ(ω)|2 ≥ 0 for all ω ∈ Ĝ.
Because the Fourier transform is a unitary operator from L2(G) onto L2(Ĝ) and h ∈
L2(G), we easily ﬁnd that∫
Ĝ
|fˆ(ω)| dω =
∫
Ĝ
|hˆ(ω)|2 dω = ‖hˆ‖22 = ‖h‖22 =
∫
G
|1K(x)|2 dx = 1.
This shows that ‖fˆ‖1 = 1. Concerning ‖fˆ‖∞ observe that due to the fact that f ≥ 0 we
have the inequality
|fˆ(ω)| ≤
∫
G
|f(x)ω(x)| dx =
∫
G
f(x) dx = fˆ(0) = 1 for all ω ∈ Ĝ.
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This shows that ‖fˆ‖∞ = 1.
(vi). Take V to be a neighbourhood around the identity in G such that V + (−V ) ⊆ U .
Then let h = 1V and deﬁne f = c
−1 · h ∗ h†, where c = ‖h ∗ h†‖1. Note that supp f ⊆
V + (−V ) ⊆ U . It is clear that f(x) ≥ 0 for all x ∈ G and ‖f‖1 =
∫
G
f(x) dx = 1.
Furthermore, fˆ(ω) = c−1 |hˆ(ω)|2 ≥ 0 for all ω ∈ Ĝ. Finally, by (iii) we have that
f ∈ S0(G).
(vii). Given  > 0 there exists a neighbourhood U of the identity in G such that ‖Tsf −
f‖1 ≤  for all s ∈ U [ReSt00]. Take now g ∈ S0(G) as in (vi), i.e., supp g ⊂ U and
g ≥ 0 with ∫
G
g(x) dx = 1. We then ﬁnd that
‖g ∗ f − f‖1 =
∫
G
|(g ∗ f)(x)− f(x)| dx =
∫
G
∣∣∣ ∫
G
g(s)f(x− s) ds−
∫
G
g(s) ds f(x)
∣∣∣ dx
≤
∫
G
g(s)
∫
G
|f(x− s)− f(x)| dx ds =
∫
U
g(s) ‖Tsf − f‖1 ds ≤ .
(viii). Let f ∈ A(G). There exists a function hf ∈ L1(Ĝ) such that Fhf = f . Further-
more, by (vii) there exists a function hg ∈ S0(Ĝ) such that ‖hg ∗ hf − hf‖1 ≤ . Deﬁne
now g := Fhg. By Corollary 4.2 the function g belongs to S0(G) and, indeed, we ﬁnd the
desired estimate
‖g · f − f‖A(G) = ‖F(hg ∗ hf − hf )‖A(G) (def)= ‖hg ∗ hf − hf‖1 ≤ .
Note that if G is discrete, then S0(G) = `
1(G), and if G is compact, then S0(G)
coincides with all functions with absolute summable Fourier coeﬃcients, i.e., the Wiener
algebra W (G). Hence the Feichtinger algebra reduces to well known spaces for discrete
groups and compact groups.
4.2 S0 as a normed vector space
In this subsection, among other results, we continue with further characterizations of
S0(G). In Theorem 4.7 below we show that the Feichtinger algebra coincides with the
sets D ,E ,F ,G ,H and I from Deﬁnition 1.1. These characterizations allow us to deﬁne
a norm on S0(G). Furthermore, in Theorem 4.11 and Corollary 4.13, we show that S0(G)
is a Banach space with respect to this norm and in fact a Banach algebra under pointwise
multiplication and convolution. Finally, in Theorem 4.18 we show that S0(G) is a Segal
algebra.
Before we can continue, we need the following lemma concerning the short-time Fourier
transform. This lemma is essential and appears in a similar form in, e.g., [FeGr92,Grö01,
dGo11]
Lemma 4.4. For f1, f2, g1, g2 ∈ L2(G) and ν ∈ G× Ĝ we have that
|〈g1, g2〉| · |Vf2f1(ν)| ≤
∫
G×Ĝ
∣∣Vg1f1(χ) · Vg2f2(χ− ν)∣∣ dχ.
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Proof. The orthogonality relation of the short-time Fourier transform (3.4) easily yields
the inequality
|〈g1, g2〉〈f1, pi(ν)f2〉| ≤
∫
G×Ĝ
∣∣(Vg1f1)(χ) · (Vg2pi(ν)f2)(χ)∣∣ dχ.
The observation that
∣∣(Vg2pi(ν)f2)(χ)∣∣ = |〈f2, pi(χ − ν)g2〉| = ∣∣Vg2f2(χ − ν)∣∣ ﬁnishes the
proof.
We now use Lemma 4.4 to prove the following result.
Proposition 4.5. If f, g ∈ S0(G), then ‖Vgf‖1 <∞.
Proof. Let us ﬁrst show that if f ∈ S0(G), then ‖Vff‖1 < ∞. If f ∈ S0(G), then by
Theorem 4.1 there exists a function h ∈ L2(G)\{0} such that ‖Vhf‖1 < ∞. By use of
Lemma 4.4 we ﬁnd that
‖h‖22 |Vff(ν)| ≤
∫
G×Ĝ
|Vhf(χ)| |Vhf(χ− ν)| dχ for all ν ∈ G× Ĝ.
Integrating over ν ∈ G×Ĝ and using Fubini yields the inequality ‖Vff‖1 ≤ ‖h‖−22 ‖Vhf‖21.
Hence f ∈ S0(G) implies that Vff ∈ L1(G × Ĝ). Assume now that f, g ∈ S0(G). By a
similar calculation as above, we then ﬁnd that
|〈f, g〉| ‖Vgf‖1 ≤ ‖Vff‖1 ‖Vgg‖1 <∞.
Hence if 〈f, g〉 6= 0 then ‖Vgf‖1 < ∞. If 〈f, g〉 = 0 then for any h ∈ S0(G) such that
〈h, f〉 6= 0 and 〈h, g〉 6= 0 one has that
‖Vgf‖1 ≤
( ‖h‖22 |〈h, f〉〈h, g〉| )−1‖Vhh‖21 ‖Vff‖1 ‖Vgg‖1 <∞.
Let us use Proposition 4.5 together with Corollary 4.2(x) to show an uncertainty result
concerning the time-frequency concentration of the short-time Fourier transform Vgf of
functions f, g ∈ S0(G). In particular, Proposition 4.6 shows that there is a lower bound to
the area in the time-frequency plane which the short-time Fourier transform can occupy.
For Rd a sharper lower bound is possible, see [Lie90,Grö98,Grö03]. For further results on
uncertainty principles see, e.g., the book by Hogan and Lakey [HoLa05].
Proposition 4.6. Let f, g ∈ S0(G). If  > 0 and U ⊆ G× Ĝ are given such that
(1− ) ‖Vgf‖1 ≤
∫
U |Vgf(χ)| dµG×Ĝ(χ),
then µG×Ĝ(U) ≥ (1− ).
Proof. By assumption and the Hölder inequality, we ﬁnd that
(1− ) ‖Vgf‖1 ≤
∫
U
|Vgf(χ)| dµG×Ĝ(χ) ≤ µG×Ĝ(U) ‖Vgf‖∞
Cor.4.2(x)
≤ µG×Ĝ(U) ‖Vgf‖1,
and the result follows.
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A combination of Theorem 4.1 and Proposition 4.5 allows us to show that S0(G)
coincides with each of the following sets from Deﬁnition 1.1:
D = {f ∈ L1(G) : ∫
Ĝ
‖Eωf ∗ f‖1 dω <∞},
E = {f ∈ L2(G) : ∫
G×Ĝ |Vff(χ)| dχ <∞},
F = {f ∈ A(G) : ∫
G
‖Txf · f‖A(G) <∞}.
For a ﬁxed g ∈ S0(G)\{0} we deﬁne
G = {f ∈ L1(G) : ∫
Ĝ
‖Eωf ∗ g‖1 dω <∞},
H = {f ∈ L2(G) : ∫
G×Ĝ |Vgf(χ)| dχ <∞},
I = {f ∈ A(G) : ∫
G
‖Txf · g‖A(G) <∞}.
In particular, either of the characterization of S0(G) via the set G , H or I implies that
the Feichtinger algebra is a vector space. The set H is often taken as the deﬁnition of
S0(G). However, this requires prior knowledge of a function g ∈ S0(G). If G = Rn this
initial function g is often taken to be the Gaussian g(x) = e−pix·x.
Theorem 4.7. For any locally compact abelian group G it holds that S0(G) = D = E =
F = G =H = I .
Proof. If f belongs to any of the sets D ,E ,F ,G ,H or I , then the characterizations of
S0(G) in Theorem 4.1 imply that f ∈ S0(G). Conversely, if f, g ∈ S0(G), then Corol-
lary 4.2 implies that f, f †, g, g† ∈ S0(G). Now Proposition 4.5 implies that the function
Vf†f belongs to L1(G× Ĝ). Recall that we in Theorem 4.1 showed that∫
Ĝ
‖Eωf ∗ g‖1 dω =
∫
G×Ĝ
|Vg†f(χ)| dχ =
∫
G
‖Txf · gr‖A(G) dx (4.10)
for all f, g ∈ L1(G) ∩ L2(G) ∩ A(G), thus in particular for f, g ∈ S0(G). By equation
(4.10) the function Vf†f belongs to L1(G× Ĝ) if and only if
∫
Ĝ
‖Eωf ∗f‖1 dω <∞, hence
S0(G) ⊆ D . We have thus shown that S0(G) = D . In a similar way, Proposition 4.5
implies that Vff , Vff , Vg†f , Vgf and Vgf belong to L1(G × Ĝ). This together with the
relations in (4.10) implies that S0(G) is contained in E ,F ,G ,H and I , respectively.
Hence S0(G) coincides with all the sets D-I .
Remark 1. In the deﬁnition of the sets G ,H and I it is important that g ∈ S0(G). In
fact, if g /∈ S0(G), then the sets G ,H and I only contain the zero function on G.
We are now in the position to deﬁne a norm on S0(G).
Deﬁnition 4.8. For a ﬁxed function g ∈ S0(G)\{0} we deﬁne the S0-norm with respect
to g by
‖ · ‖S0(G),g : S0(G)→ R+0 , ‖f‖S0(G),g = ‖Vgf‖1.
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By Proposition 4.5 the mapping ‖ · ‖S0(G),g : S0(G)→ R+0 is well-deﬁned. We leave it
to the reader to verify that ‖ · ‖S0(G),g satisﬁes the norm axioms. To ease notation we may
write ‖ · ‖S0,g or ‖ · ‖S0 instead of ‖ · ‖S0(G),g. The norm has the following properties
‖f‖S0,g = ‖g‖S0,f = ‖f‖S0,g = ‖f †‖S0,g† = ‖fˆ‖S0(Ĝ),gˆ for all f ∈ S0(G). (4.11)
Moreover, time-frequency shifts leave the norm invariant, i.e,
‖pi(ν1)f‖S0,pi(ν2)g = ‖f‖S0,g for all ν1, ν2 ∈ G× Ĝ and f ∈ S0(G). (4.12)
Also, for all f ∈ S0(G) one has that
‖f‖S0,g =
∫
Ĝ
‖f ∗ Eωg†‖1 dω =
∫
Ĝ
‖Eωf ∗ g†‖1 dω =
∫
Ĝ
‖Eωf † ∗ g‖1 dω
=
∫
G
‖f · Txg‖A(G) dx =
∫
G
‖Txf · g‖A(G) =
∫
G
‖Txf · g‖A(G). (4.13)
The equalities in (4.11)(4.13) are easily veriﬁed by use of the deﬁnition of ‖ · ‖S0,g.
We now turn to some of the more speciﬁc properties of the S0-norm. In Lemma 4.9
below, we show that S0(G) is continuously embedded into a variety of classical Banach
spaces.
Lemma 4.9. The normed vector space S0(G) is continuously embedded into L
p(G) for
p ∈ [1,∞], C0(G), Cb(G) and A(G). Speciﬁcally, for g ∈ S0(G)\{0}
(i) ‖f‖p ≤ c ‖f‖S0,g for all f ∈ S0(G), p ∈ [1,∞], with c = ‖g‖−1+1/p1 ‖g‖−1/p∞ ,
(ii) ‖f‖A(G) ≤ c ‖f‖S0,g for all f ∈ S0(G), with c = ‖gˆ‖−1∞ .
If g is chosen with the normalization as in Lemma 4.3(v), then in both cases c = 1.
Proof. This follows from Corollary 4.2(vi).
The fact that S0(G) is continuously embedded into the spaces mentioned in Lemma 4.9
is well known and can be found in, e.g [FeZi98]. However, the speciﬁc choice of the
constants c in Lemma 4.9 is new.
Even though the norm ‖ · ‖S0,g depends on the function g ∈ S0(G)\{0}, it turns out
that all norms constructed as in Deﬁnition 4.8 are equivalent.
Proposition 4.10. Let g1, g2 ∈ S0(G)\{0}. The norms ‖ · ‖S0,g1 and ‖ · ‖S0,g2 on S0(G)
are equivalent. To be precise, for all f ∈ S0(G) one has the inequalities
c ‖f‖S0,g2 ≤ ‖f‖S0,g1 ≤ C ‖f‖S0,g2 ,
with c = ‖g1‖22 ‖g2‖−1S0,g1 and C = ‖g2‖−22 ‖g1‖S0,g2.
Proof. By use of Lemma 4.4 we ﬁnd that
‖g2‖22 |Vg1f(ν)| ≤
∫
G×Ĝ
∣∣Vg2f(χ) · Vg2g1(χ− ν)∣∣ dχ.
An integration over ν ∈ G × Ĝ yields the inequality ‖g2‖22 ‖f‖S0,g1 ≤ ‖g1‖S0,g2 ‖f‖S0,g2 .
Interchanging the role of g1 and g2 yields the relation ‖g1‖22 ‖f‖S0,g2 ≤ ‖g2‖S0,g1 ‖f‖S0,g1 .
A combination of these two inequalities gives the desired result.
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The equivalence between the norms induced by all g ∈ S0(G)\{0} as presented in
Proposition 4.10 is a special case of a result that holds (with a similar proof) for all
modulation spaces, see, e.g., [Grö01].
Let us now show that S0(G) is a Banach space. The proof of Theorem 4.11 is an
adaptation of a proof for the same result for Wiener amalgam spaces given by Heil in
[Hei03].
Theorem 4.11. For any g ∈ S0(G)\{0} the vector space S0(G) is complete with respect
to the norm ‖ · ‖S0,g.
Proof. It suﬃces to show that every absolute convergent series in S0(G) has a limit in
S0(G). This is equivalent to the fact that S0(G) is a Banach space. Let therefore {fn}n∈N
be a sequence in S0(G) such that
∑
n∈N ‖fn‖S0,g < ∞. We now wish to show that there
exists a function Φ ∈ S0(G) such that∥∥Φ−∑Nn=1 fn ∥∥S0,g → 0 as N →∞. (4.14)
By Lemma 4.9 we have that
∑
n∈N ‖fn‖A(G) ≤ c
∑
n∈N ‖fn‖S0,g < ∞, with c = ‖gˆ‖−1∞ .
Hence {fn}n∈N is absolute convergent in the Banach space A(G) and therefore
∑
n∈N fn
is convergent in A(G). We now want to show that Φ =
∑
n∈N fn belongs to S0(G). By
Theorem 4.7 the function Φ ∈ A(G) belongs to S0(G) if, and only if
∫
G
‖Φ ·Txg‖A(G) dx <
∞. We have that ∫
G
‖Φ · Txg‖A(G) dx =
∫
G
∥∥∥∑
n∈N
fn · Txg
∥∥∥
A(G)
dx
≤
∑
n∈N
∫
G
‖fn · Txg‖A(G) dx =
∑
n∈N
‖fn‖S0,g <∞.
This shows that Φ ∈ S0(G). It is now straightforward to show that (4.14) holds.
A similar proof of Theorem 4.11 is possible with the use of the equality ‖Φ‖S0,g =∫
Ĝ
‖Φ ∗ Eωg†‖1 dω. See also [Grö01] for a proof of Theorem 4.11 based on properties of
the short-time Fourier transform. In the original paper [Fei81c], the characterization of
S0(G) via the set M is used to show that the Feichtinger algebra is a Banach space.
We now show that S0(G) is an ideal of L
1(G) and A(G).
Theorem 4.12. Suppose g ∈ S0(G)\{0}. Then the following holds:
(i) ‖h ∗ f‖S0,g ≤ ‖h‖1‖f‖S0,g for all h ∈ L1(G) and f ∈ S0(G).
(ii) ‖h · f‖S0,g ≤ ‖h‖A(G)‖f‖S0,g for all h ∈ A(G) and f ∈ S0(G).
Proof. Recall that ‖h ∗ f‖1 ≤ ‖h‖1 ‖f‖1 for all f, h ∈ L1(G). We thus ﬁnd that
‖h ∗ f‖S0,g
(4.13)
=
∫
Ĝ
‖h ∗ f ∗ Eωg†‖1 dω ≤ ‖h‖1‖f‖S0,g.
This shows (i). For (ii) we use that ‖h · f‖A(G) ≤ ‖h‖A(G) ‖f‖A(G) for all f, h ∈ A(G) and
ﬁnd that
‖h · f‖S0,g
(4.13)
=
∫
G
‖h · f · Txg‖A(G) dx ≤ ‖h‖A(G) ‖f‖S0,g.
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The inequalities established in Theorem 4.12 show that S0(G) is a L
1(G)-Banach mod-
ule with respect to convolution and an A(G)-Banach module with respect to pointwise
multiplication. In particular, S0(G) is a Banach algebra under pointwise multiplication
and convolution, an ideal of L1(G) under convolution and an ideal of A(G) under point-
wise multiplication. This accounts for the name of S0(G) as the Feichtinger algebra.
Furthermore, Theorem 4.12 implies that S0(G) is closed under convolution and pointwise
multiplication.
Corollary 4.13. If f1, f2 ∈ S0(G), then f1·f2, f1∗f2 ∈ S0(G). In fact, for g ∈ S0(G)\{0},
‖f1 ∗ f2‖S0,g ≤ c ‖f1‖S0,g ‖f2‖S0,g with c = ‖g‖−1∞ ,
‖f1 · f2‖S0,g ≤ c ‖f1‖S0,g ‖f2‖S0,g with c = ‖gˆ‖−1∞ .
If g is chosen with the normalization as in Lemma 4.3(v), then in both cases c = 1.
The results in Corollary 4.13 together with Lemma 4.3(vii) and (viii) imply that S0(G)
is dense in L1(G) and A(G). Since L1(G)∩Lp(G) is dense in Lp(G) for all p ∈ [1,∞[, the
inclusion S0(G) ⊆ Lp(G) leads to the following result:
Corollary 4.14. S0(G) is dense in L
p(G), p ∈ [1,∞[, and A(G).
Let us now show that translation and modulation operators are continuous mappings
from G and Ĝ, respectively, into S0(G).
Lemma 4.15. For any f ∈ S0(G) and  > 0 the following holds:
(i) There exists a neighbourhood U ⊆ G of the identity such that
‖Txf − f‖S0(G),g <  for all x ∈ U.
(ii) There exists a neighbourhood V ⊆ Ĝ of the identity such that
‖Eωf − f‖S0(G),g <  for all ω ∈ V.
Proof. We follow the proof in [FeZi98]. Note that VgTx = E(0,−x)T(x,0)Vg. This implies
that ‖Txf − f‖S0(G),g = ‖E(0,−x)T(x,0)Vgf − Vgf‖1. However, for h ∈ L1 the mappings
x 7→ Txh and ω 7→ Eωh are continuous. Therefore there exists a neighbourhood U ⊆ G
around the identity such that (i) holds. Statement (ii) follows in the same fashion by use
of the identity VgEω = T(0,ω)Vg.
We use Lemma 4.15 to prove that functions f ∈ L1(G) with fˆ ∈ Cc(Ĝ) are dense in
S0(G) and contain approximate identities for S0(G) with respect to both convolution and
pointwise multiplication. By the invariance of S0 under the Fourier transform, the same
statement holds for functions f ∈ Cc(G) with fˆ ∈ L1(Ĝ).
Proposition 4.16.
(i) For any f ∈ S0(G) and  > 0 there exists a function h ∈ Cc(G) ∩ A(G) ⊆ S0(G)
such that
‖h ∗ f − f‖S0,g < .
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(ii) For any f ∈ S0(G) and  > 0 there exists a function h ∈ Cc(G) ∩ A(G) ⊆ S0(G)
such that
‖h · f − f‖S0,g < .
(iii) Cc(G) ∩ A(G) is dense in S0(G).
The same statements hold for functions h ∈ L1(G) with hˆ ∈ Cc(G).
Proof. As shown in Lemma 4.15 there exists a neighbourhood U of 0 such that ‖Txf −
f‖S0,g <  for all x ∈ U. Take now u ∈ Cc(G) ∩ A(G) ⊆ S0(G) as in Lemma 4.3(vi),
i.e., u is a positive, continuous function with support in U and with ‖u‖1 = 1. Then
(u ∗ f − f)(t) = ∫
G
u(s)(f(t− s)− f(t)) ds. This allows us to conclude that
‖u ∗ f − f‖S0,g ≤
∫
G
u(s) ‖Tsf − f‖S0,g ds < . (4.15)
Indeed, with the equality ‖f‖S0,g =
∫
Ĝ
‖f ∗Eωg†‖1 dω it is straightforward to argue for the
reordering of integrals in (4.15). This shows (i). Now, by [ReSt00, Proposition 5.4.1] the
set of functions in L1(G) with compactly supported Fourier transform are dense in L1(G),
therefore there exists a function v ∈ L1(G) with vˆ ∈ Cc(Ĝ) such that ‖u−v‖1 <  ‖f‖−1S0,g.
These considerations yield the following estimates:
‖v ∗ f − f‖S0,g ≤ ‖v ∗ f − u ∗ f‖S0,g + ‖u ∗ f − f‖S0,g
≤ ‖v − u‖1‖f‖S0,g + ‖u ∗ f − f‖S0,g ≤ 2.
This proves statement (i) for functions in L1(G) with compactly supported Fourier trans-
form. Using the invariance of S0 and its norm under the Fourier transform (4.11) yields
statement (ii) for functions in Cc(G) ∩ A(G) and for functions in L1(G) with compactly
supported Fourier transform. Statement (iii) follows from (ii) together with the observa-
tion that h · f ∈ Cc(G) ∩ A(G).
We end this section by showing that S0(G) is a Segal algebra.
Deﬁnition 4.17. Let G be a locally compact abelian group. A Banach space (S, ‖ · ‖S)
which is continuously embedded in and dense in L1(G) is a Segal algebra if it satisﬁes the
following conditions:
(i) If f ∈ S, then Txf ∈ S for all x ∈ G.
(ii) ‖f‖S = ‖Txf‖S for all f ∈ S and x ∈ G.
(iii) The translation operator is continuous from G into S, i.e., for all f ∈ S and all  > 0
there exists a neighbourhood U of the identity such that
‖Txf − f‖S <  for all x ∈ U.
Indeed, one can show that the deﬁnition implies that a Segal algebra is a subalgebra
and an ideal of L1(G) under convolution. Segal algebras have a variety of interesting prop-
erties, we refer to the books by Reiter [Rei71,Rei89] and Reiter and Stegeman [ReSt00].
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Theorem 4.18. The Feichtinger algebra S0(G) is a Segal algebra.
Proof. In Lemma 4.9, Theorem 4.11 and Corollary 4.14 we established that S0(G) is a
Banach space which is continuously embedded and dense in L1(G). Corollary 4.2(ii) shows
that f ∈ S0(G) implies that also Txf ∈ S0(G) for all x ∈ G. The relations in (4.12) show
that the norm of a function f ∈ S0(G) is invariant translation. Finally, Lemma 4.15 shows
that the mapping x 7→ Txf is continuous.
Some of the properties of S0(G) that we have seen so far, can be viewed as an aspect
of the fact that S0(G) is a Segal algebra. For example, any norm on a Segal algebra which
satisﬁes the axioms of Deﬁnition 4.17 are equivalent, cf. Proposition 4.10. Furthermore,
any Segal algebra is a convolution ideal of L1(G), cf. Theorem 4.12. Also, any Segal
algebra contains all functions in L1(G) with compactly supported Fourier transform as a
dense subspace, cf. Proposition 4.16. In fact, any Segal algebra is a convolution ideal of
the space of bounded measures, the dual space of C0(G).
5 Operators on S0(G)
In this section we will consider operators acting on the Feichtinger algebra. In particular
in Theorem 5.1 we investigate Banach space isomorphisms on S0. In Theorem 5.3 we show
that the short-time Fourier transform Vg with g ∈ S0(G) maps S0(G) into S0(G× Ĝ) and
we will consider the restriction and periodization operators on S0 in Theorem 5.7. The
results in this section allow us to show that S0(G) is the smallest among all time-frequency
shift invariant Banach spaces which contain at least one function also contained in S0(G),
see Theorem 5.5.
5.1 Banach space isomorphisms on S0 and the short-time Fourier transform
We begin with a remark on the Fourier transform: from the relationship of the S0-
norm with the Fourier transform stated in (4.11) together with the fact that the Fourier
transform is a mapping from S0(G) into S0(Ĝ) we can deduce that the Fourier transform
is a Banach space isomorphism from S0(G) onto S0(Ĝ). The crucial properties of the
Fourier transform is that it commutes with time-frequency shifts in a nice way, i.e.,
ExTωF = ω(x)FEωT−x for all (x, ω) ∈ G × Ĝ and that it is a unitary operator from
L2(G) onto L2(Ĝ).
We generalize this observation in Theorem 5.1 below. Indeed, we apply this theorem
in Example 5.2 to verify rather easily that a variety of operators such as the partial
Fourier transform and automorphisms of G give rise to Banach space isomorphisms of the
Feichtinger algebra. Theorem 5.1 is the (seemingly unnoticed) Automorphism Theorem by
Reiter [Rei89, 4.5] on S0(G), which is a generalization of a similar result by Weil [Wei64]
on the Schwartz-Bruhat space S(G).
In order to state the result we need the following fact, which easily follows from the
uniqueness of the Haar measure up to a multiplicative constant. Let G1 and G2 be
two locally compact abelian groups with ﬁxed Haar measure. For any topological group
isomorphism α : G1 → G2, there exists a unique positive constant, to be denoted by |α|,
such that ∫
G2
f(x2) dx2 = |α|
∫
G1
f(α(x1)) dx1, for all f ∈ L1(G2). (5.1)
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The constant |α| is the modulus of the automorphism α. One can show that |α−1| = |α|−1.
Theorem 5.1. Let G1 and G2 be locally compact abelian groups, and let T be a linear
and bounded bijection from L2(G1) onto L
2(G2). If T satisﬁes
pi(χ2)T = c(χ2)Tpi(α(χ2)) for all χ2 ∈ G2 × Ĝ2, (5.2)
for some topological group isomorphism α from G2 × Ĝ2 onto G1 × Ĝ1 and a mapping
c : G2 × Ĝ2 → T, then the operator T and its L2-Hilbert space adjoint operator T ∗ are
Banach space isomorphisms between S0(G1) and S0(G2). In fact, for all f1, g1 ∈ S0(G1)
and f2, g2 ∈ S0(G2), we have the equalities
‖Tf1‖S0(G2),(T ∗)−1g1 = |α|−1 ‖f1‖S0(G1),g1 , ‖T−1f2‖S0(G1),T ∗g2 = |α| ‖f2‖S0(G2),g2 ,
‖T ∗f2‖S0(G1),T−1g2 = |α| ‖f2‖S0(G2),g2 , ‖(T ∗)−1f1‖S0(G2),T g1 = |α|−1 ‖f1‖S0(G1),g1 .
If, furthermore, T is a unitary operator then
‖Tf1‖S0(G2),T g1 = |α|−1‖f1‖S0(G1),g1 and ‖T ∗f2‖S0(G1),T ∗g2 = |α|‖f2‖S0(G2),g2 .
Proof. It is straightforward to recast (5.2) as an equivalent statement for the (Hilbert
space) adjoint operator T ∗
T ∗pi(χ2) = c˜(χ2)pi(α(χ2))T ∗ for all χ2 ∈ G2 × Ĝ2, (5.3)
where |c˜(χ2)| = 1 for all χ2 ∈ G2× Ĝ2 and α is as in (5.2). From the relation in (5.3), we
deduce the equalities∫
G2×Ĝ2
|〈Tf1, pi(χ2)(T ∗)−1g1〉| dχ2 =
∫
G2×Ĝ2
|〈f1, T ∗pi(χ2)(T ∗)−1g1〉| dχ2
=
∫
G2×Ĝ2
|〈f1, c˜(χ2)pi(α(χ2))g1〉| dχ2 = |α|−1
∫
G1×Ĝ1
|〈f1, pi(χ1))g1〉| dχ1.
This shows that ‖Tf1‖S0(G2),(T ∗)−1g1 = |α|−1 ‖f1‖S0(G1),g1 . Via the characterization S0(G) =
B from Theorem 4.1, we conclude that T maps S0(G1) into S0(G2). Similar calculations
for the operators T−1, T ∗ and (T ∗)−1 yield the desired equalities and T and T ∗ are thus
Banach space isomorphisms. The furthermore part follows easily.
Note that Theorem 5.1 states suﬃcient conditions for an operator to be a Banach space
isomorphism of S0. One example of a Banach space isomorphism from S0(G) onto itself
which does not satisfy (5.2) is the so-called Gabor frame operator, see Example 5.2(ix)
below.
Example 5.2. (i). Consider the unitary time-frequency shift operator
pi(x, ω) : L2(G)→ L2(G), pi(x, ω)f(s) = ω(s)f(s− x), s ∈ G, (x, ω) ∈ G× Ĝ.
It satisﬁes (5.2) with α being the identity on G × Ĝ and |α| = 1. Hence pi(x, ω) for any
(x, ω) ∈ G× Ĝ is a Banach space isomorphism on S0(G).
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(ii). ([Los80, Fei81c]) Let γ be a topological group isomorphism from G2 onto G1 and
deﬁne the operator
Uγ : L
2(G1)→ L2(G2), Uγf(x2) = |γ|1/2f(γ(x2)), x2 ∈ G2.
One easily shows that Uγ is a unitary operator with (Uγ)
−1 = Uγ−1 . Moreover, Uγ satisﬁes
(5.2) with α : G2 × Ĝ2 → G1 × Ĝ1, (x, ω) 7→ (γ(x), ω ◦ γ−1) and |α| = 1. This shows
that any isomorphism from G2 onto G1 induces a Banach space isomorphism from S0(G1)
onto S0(G2) via Uγ. In particular, S0(G) is invariant under group automorphisms. As
two special examples of such operators we mention (a) the asymmetric coordinate trans-
form and (b) the dilation operator. Concerning (a), the asymmetric coordinate transform
τaf(x, s) = f(s, s−x), s, x ∈ G, is induced by the automorphism γ : (x, s) 7→ (s, s−x) on
G×G. It therefore is a Banach space isomorphism from S0(G×G) onto itself. We used
τa in Section 3 to deﬁne the short-time Fourier transform. We will use this knowledge in
Theorem 5.3 to show that the short-time Fourier transform is a mapping from S0(G) into
S0(G× Ĝ).
(b). For G = Rd the unitary dilation operator
DC : L
2(Rd)→ L2(Rd), DCf(x) =
√
| det C| f(Cx), C ∈ GLR(d), x ∈ Rd
is induced by the automorphism γ : x 7→ Cx. The dilation operator satisﬁes (5.2) with
α : Rd × R̂d → Rd × R̂d, α(x, ω) = (Cx, (C>)−1ω) with |α| = 1. Therefore the dilation
operator DC is a Banach space isomorphism from S0(Rd) onto itself.
(iii). ([Fei81c]) The Fourier transform F is a unitary operator from L2(G) onto L2(Ĝ)
and satisﬁes (5.2) with α : Ĝ × G → G × Ĝ, α(ω, x) = (−x, ω). One can check that
|α| = 1. Therefore F is a Banach space isomorphism from S0(G) onto S0(Ĝ).
(iv). ([Fei81c]) The partial Fourier transform F2 is a unitary operator from L2(G1 ×G2)
onto L2(G1 × Ĝ2). On functions in L1(G×G), it is given by
F2f(x, ω) =
∫
G
f(x, t)ω(t) dt, (x, ω) ∈ G× Ĝ.
The partial Fourier transform satisﬁes (5.2) with
α : G1 × Ĝ2 × Ĝ1 ×G2 → G1 ×G2 × Ĝ1 × Ĝ2, (λ, γ, ξ, t) 7→ (λ,−t, ξ, γ)
and |α| = 1. Therefore, the partial Fourier transform F2 is a Banach space isomorphism
from S0(G1 × G2) onto S0(G1 × Ĝ2). A similar statement holds for the partial Fourier
transform F1.
(v). ([FeKo98]) For functions in L1(G× Ĝ) we deﬁne the symplectic Fourier transform as
Fsf(x, ω) =
∫
G
∫
Ĝ
f(t, ξ)ω(t)ξ(x) dξ dt, (x, ω) ∈ G× Ĝ.
As with the ordinary Fourier transform, also the symplectic Fourier transform can be
extended by continuity from the intersection of L1 and L2 to a unitary operator on L2(G×
Ĝ). The symplectic Fourier transform satisﬁes (5.2) with
α : G× Ĝ× Ĝ×G→ G× Ĝ× Ĝ×G, (λ, γ, ξ, t) 7→ (−t, ξ, γ,−λ)
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and |α| = 1. Thus Fs is a Banach space isomorphism from S0(G× Ĝ) onto S0(G× Ĝ).
(vi). ([Fei81c]) Let ψ be a second degree character on G, i.e., a continuous function
ψ : G→ T such that
ψ(x+ y) = ψ(x) · ψ(y) ·B(x, y) for all x, y ∈ G,
where B(x, y) = (ρ(y))(x) for some topological group homomorphism ρ : G → Ĝ. B is
a so-called bicharacter on G [Rei78]. We then deﬁne multiplication by a second degree
character
Uψ : L
2(G)→ L2(G), Uψf(x) = ψ(x)f(x).
From the above deﬁnitions one can show that
pi(x, ω)Uψ = ψ(−x)Uψpi(x, ω − ρ(x)) for all (x, ω) ∈ G× Ĝ.
This shows that the operator Uψ satisﬁes (5.2) with α : G × Ĝ → G × Ĝ given by
α(x, ω) = (x, ω − ρ(x)), and one ﬁnds that |α| = 1. We conclude that multiplication
by a second degree character is a Banach space isomorphisms from S0(G) onto itself. In
particular, for G = Rd this shows that S0(Rd) is invariant under chirp-multiplication
UM : L
2(Rd)→ L2(Rd), (UMf)(x) = epii〈x,Mx〉f(x),
where M is a real-valued d× d-matrix.
(vii). The examples in (ii), (iii) and (vi) show that the dilation operator, the Fourier trans-
form and the chirp-multiplication operator are Banach space isomorphisms on S0(Rd).
Since any metaplectic operator on L2(Rd) is a ﬁnite composition of these operators
any metaplectic operator is a Banach space isomorphism from S0(Rd) onto itself. In
particular the fractional Fourier transform is a Banach space isomorphisms on S0(R).
Symplectic matrices and metaplectic operators are important in time-frequency analy-
sis and physics. For more on this we refer to [Fol89, dGo11]. Concerning the theory of
metaplectic operators on locally compact abelian groups, we refer the interested reader
to [Wei64,Car64,Rei78,Rei89].
(viii). The reader may verify that also the complex conjugation, reﬂection, and involution
are Banach space isomorphisms from S0(G) onto itself.
(ix) In this ﬁnal example we consider the Gabor frame operator. Given a function
g ∈ S0(G) and a closed subgroup ∆ ⊆ G × Ĝ we say that the Gabor system G(g,∆) :=
{pi(ν)g}ν∈∆ is a Gabor frame for L2(G) if there exists constant A,B > 0 such that
A ‖f‖22 ≤
∫
∆
|〈f, pi(ν)g〉|2 dµ∆(ν) ≤ B ‖f‖22 for all f ∈ L2(G).
If G(g,∆) is a Gabor frame for L2(G), then the Gabor frame operator Sg,∆, given weakly
by
〈Sg,∆f1, f2〉 =
∫
∆
〈f1, pi(ν)g〉〈pi(ν)g, f2〉 dµ∆(ν) for all f1, f2 ∈ L2(G),
is a linear, bounded, self-adjoint, and invertible operator on L2(G). The Gabor frame
operator Sg,∆ does not satisfy (5.2). However, it does satisfy the following, similar, rela-
tionships with time-frequency shifts:
27 of 60
Jakobsen On a (no longer) new Segal algebra
(a) pi(χ)Sg,∆ = Spi(χ)g,∆pi(χ) for all χ ∈ G× Ĝ,
(b) pi(χ)Sg,∆ = pi(χ)Sg,∆ for all χ ∈ ∆.
One can show that Sg,∆ maps S0(G) into S0(G). Surprisingly, it is in fact true (and much
more harder to prove) that Sg,∆ also maps onto S0(G). That is, one can show that the
invertibility of the Gabor frame operator Sg,∆ on L
2(G) implies that Sg,∆ is invertible on
S0(G). This is a remarkable and celebrated result by Gröchenig and Leinert [GrLe04]. For
more on this result we refer the interested reader to [FeGr97,Bal06,BaCa+06a,BaCa+06b,
Grö07a] and Follands review paper on the matter [Fol06]. For more on frame theory and
aspects of Gabor analysis we refer to the books [Chr16,Grö01,Hei11].
We now investigate the tensor product and the short-time Fourier transform in relation
to the Feichtinger algebra.
Theorem 5.3. Let G,G1 and G2 be locally compact abelian groups.
(i) The tensor product operator
⊗ : S0(G1)× S0(G2)→ S0(G1 ×G2),
(
f1 ⊗ f2
)
(x1, x2) = f1(x1) · f2(x2)
is a linear and bounded operator. Speciﬁcally, for all fi ∈ S0(Gi) and for gi ∈
S0(Gi)\{0}, i = 1, 2,
‖f1 ⊗ f2‖S0(G1×G2),g1⊗g2 = ‖f1‖S0(G1),g1 ‖f2‖S0(G2),g2 . (5.4)
(ii) For any h ∈ S0(G) the short-time Fourier transform
Vh : S0(G)→ S0(G× Ĝ), Vhf(x, ω) := F2τa(f ⊗ h)(x, ω) = 〈f, EωTxh〉
is a linear and bounded operator. Speciﬁcally, for all f, h ∈ S0(G) and g1, g2 ∈
S0(G)\{0},
‖Vhf‖S0(G×Ĝ),Vg2g1 = ‖f‖S0(G),g1 ‖h‖S0(G),g2 .
(iii) For any h ∈ S0(G) the operator
V∗h : L1(G× Ĝ)→ S0(G), V∗hF (t) =
∫
G
∫
Ĝ
EωTxh(t)F (x, ω) dω dx
is linear and bounded.3 Speciﬁcally, for all F ∈ L1(G× Ĝ) and g ∈ S0(G)\{0}
‖V∗hF‖S0(G),g ≤ ‖h‖S0(G),g ‖F‖1.
(iv) For all f, g ∈ S0(G) and F ∈ L1(G×Ĝ) one has that 〈F,Vgf〉 = 〈V∗gF, f〉. Moreover,
|〈F,Vgf〉| ≤ ‖F‖1 ‖f‖S0(G),g.
3Note that the notation is misleading as, strictly speaking, the operator V∗h : L1(G × Ĝ) → S0(G) is
not the L2-adjoint operator of Vh : L2(G) → L2(G × Ĝ). We invite the reader to relate this with the
calculations on V∗h in, e.g., [Grö01, Sec. 3.2/11.3].
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(v) V∗hVgf = 〈h, g〉f for all f, g, h ∈ S0(G).
Proof. (i). Note that 〈f1⊗ f2, E(ω1,ω2)T(x1,x2)(g1⊗ g2)〉 = 〈f1, Eω1Tx1g1〉 〈f2, Eω2Tx2g2〉. By
use of this equality we easily show that
‖f1 ⊗ f2‖S0(G×G),g1⊗g2 =
∫
G×G×Ĝ×Ĝ
|〈f1 ⊗ f2, E(ω1,ω2)T(x1,x2)(g1 ⊗ g2)〉| d(x1, x2, ω1, ω2)
=
(∫
G×Ĝ
|〈f1, Eω1Tx1g1〉| d(x1, ω1)
)(∫
G×Ĝ
|〈f2, Eω2Tx2g2〉| d(x2, ω2)
)
= ‖f1‖S0,g1 ‖f2‖S0,g2 .
(ii). In Example 5.2 we saw that the partial Fourier transform F2 and the asymmetric
coordinate transform τa are Banach space isomorphisms of the Feichtinger algebra. In (i)
we just showed that the tensor product operator maps S0(G) into S0(G×G). Therefore
Vh : f 7→ F2τa(f ⊗ h) maps S0(G) into S0(G × Ĝ). By virtue of Theorem 5.1 and
Example 5.2 we establish the equalities
‖Vhf‖S0(G×Ĝ),Vg2g1 = ‖F2τa(f ⊗ h)‖S0(G×Ĝ),F2τag1⊗g2 = ‖τa(f ⊗ h)‖S0(G×G),τag1⊗g2
= ‖f ⊗ h‖S0(G×G),g1⊗g2 = ‖f‖S0(G),g1 ‖h‖S0(G),g2 = ‖f‖S0(G),g1 ‖h‖S0(G),g2 .
(iii). Note that for all F ∈ L1(G× Ĝ) and h ∈ S0(G) ⊆ L1(G) we have that∫
G
|V∗hF (t)| dt ≤
∫
G
∫
G
∫
Ĝ
|EωTxh(t)| |F (x, ω)| dω dx dt ≤ ‖h‖1 ‖F‖1. (5.5)
Hence V∗h maps L1(G × Ĝ) into L1(G). For V∗hF to be in S0(G) we need to show that∫
Ĝ
‖EωV∗hF ∗ g†‖1 dω <∞, cf. (4.13). The calculation in (5.5) allows us to apply Fubini's
Theorem to rearrange the integrals over G and G × Ĝ so that we arrive at the desired
estimate:∫
Ĝ
‖EωV∗hF ∗ g†‖1 dω =
∫
Ĝ
∫
G
∣∣∣∣ ∫
G
ω(t)V∗hF (t)g(t− x) dt
∣∣∣∣ dx dω
=
∫
Ĝ
∫
G
∣∣∣∣ ∫
G
∫
Ĝ
∫
G
ω(t)EξTsh(t)F (s, ξ)g(t− x) dt dξ ds
∣∣∣∣ dx dω
≤
∫
G
∫
Ĝ
|F (s, ξ)|
∫
Ĝ
∫
G
∣∣∣∣ ∫
G
ω(t)EξTsh(t)g(t− x) dt
∣∣∣∣ dx dω dξ ds
= ‖F‖1 ‖h‖S0,g <∞.
(iv). Let us ﬁrst show that for all F ∈ L1(G × Ĝ) and f, g ∈ S0(G) both sides of the
equality are well-deﬁned:
|〈F,Vgf〉| ≤ ‖F‖1 ‖Vgf‖∞
Cor.4.2(x)
≤ ‖F‖1 ‖f‖S0(G),g <∞,
|〈V∗gF, f〉| ≤ ‖V∗gF‖1 ‖f‖∞
(5.5)
≤ ‖F‖1‖g‖1‖f‖∞
Cor.4.2(vii)
≤ ‖F‖1‖f‖S0(G),g <∞.
The equality can now be shown by simple manipulations:
〈F,Vgf〉 =
∫
G
∫
Ĝ
F (x, ω)Vgf(x, ω) dω dx =
∫
G
∫
Ĝ
F (x, ω)
∫
G
f(s)ω(s)g(s− x) ds dω dx
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=
∫
G
(∫
G
∫
Ĝ
ω(s)g(s− x)F (x, ω) dω ds
)
f(s) ds = 〈V∗gF, f〉.
(v). This follows from (3.4) together with statement (iv): For all f1, f2, g, h ∈ S0(G) ⊆
L2(G) it holds that
〈V∗hVgf1, f2〉
(iv)
= 〈Vgf1,Vhf2〉 (3.4)= 〈h, g〉〈f1, f2〉.
Since this holds for all f2 ∈ S0(G) which is dense in L2(G), we conclude that V∗hVgf1 =
〈h, g〉 f1 for all g, h, f1 ∈ S0(G).
The norm equality in Theorem 5.3(ii) immediately yields the following result.
Corollary 5.4. Let g ∈ S0(G)\{0} be given. Then
‖Vgf‖S0(G×Ĝ),Vgg = ‖g‖S0(G),g ‖f‖S0(G),g for all f ∈ S0(G).
In particular,
(i) the mapping f 7→ ‖Vgf‖S0(G×Ĝ),Vgg deﬁnes a norm on S0(G) which is equivalent to
‖ · ‖S0(G),g,
(ii) f ∈ L2(G) belongs to S0(G) if and only if Vgf ∈ S0(G× Ĝ),
(iii) f ∈ L2(G) belongs to S0(G) if and only if Vff ∈ S0(G× Ĝ).
Remark 2. The characterization of S0(G) via the set H and the result of Corollary 5.4
implies that Vgf ∈ L1(G× Ĝ) if and only if Vgf ∈ S0(G× Ĝ).
The properties of the short-time Fourier transform in Theorem 5.3(v) allow us to
show one of the most important properties of the Feichtinger algebra. The proof follows
the elegant argument from [FeKo98] and uses Banach space valued integrals, see, e.g.,
[ReSt00]. We give a second proof of Theorem 5.5 in Section 7.
Theorem 5.5. Let B be a Banach space. Assume that there is a non-zero function g ∈
S0(G)∩B with the property that there exists a constant c > 0 such that ‖pi(χ)g‖B ≤ c ‖g‖B
for all χ ∈ G× Ĝ. Then S0(G) is continuously embedded into B. Speciﬁcally,
‖f‖B ≤ c ‖g‖B ‖g‖−22 ‖f‖S0,g for all f ∈ S0(G).
Proof. From Theorem 5.3(v) we know that f = ‖g‖−22 V∗gVgf for all f ∈ S0(G). Taking
the B-norm on both sides yields that
‖f‖B = ‖g‖−22
∥∥∥∫
G×Ĝ
Vgf(χ) pi(χ)g dχ
∥∥∥
B
≤ ‖g‖−22
∫
G×Ĝ
|Vgf(χ)| ‖pi(χ)g‖B dχ
≤ c ‖g‖B‖g‖−22
∫
G×Ĝ
|Vgf(χ)| dχ = c ‖g‖B ‖g‖−22 ‖f‖S0,g.
This shows the desired inequality.
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The minimality of S0(G) expressed in Theorem 5.5 is an extension of the early result
concerning the Feichtinger algebra which established that S0(G) is the smallest among
all time-frequency shift invariant Segal algebras [Fei81c]. The minimality of S0(G) is of
extreme importance and will be used several times in the sequel. In fact, let us use this
minimality right away to give a new characterization of S0(G) among all Banach spaces
of functions contained in L1(G).
Theorem 5.6. Let B(G) be a (non-trivial) Banach space deﬁned for any locally compact
abelian group G. If B(G) is continuously embedded into L1(G), then B(G) coincides with
S0(G) with equivalent norms if and only if B(G) exhibits the following properties:
(i) The time-frequency shift operator pi(χ) is a linear and bounded operator on B(G)
for all χ ∈ G× Ĝ.
(ii) The tensor product ⊗ is a bilinear and bounded operator from B(G) × B(G) into
B(G×G).
(iii) If f ∈ B(G), then f 7→ f ◦ α is a linear and bounded operator on B(G) for all
topological group automorphisms α on G.
(iv) The partial Fourier transform F2 is a linear and bounded operator from B(G × G)
into B(G× Ĝ).
Proof. Let f ∈ B(G). By (ii)-(iv) we ﬁnd that (x, ω) 7→ F2τa(f⊗f)(x, ω) =
(
Eωf ∗f r
)
(x)
belongs to B(G× Ĝ) ⊆ L1(G× Ĝ). The characterization of S0(G) in Theorem 4.1 implies
that f ∈ B(G) ⊆ S0(G). The converse inclusion, S0(G) ⊆ B(G), follows by Theorem 5.5.
We conclude that S0(G) = B(G). The norm equivalence follows from the assumption of
the boundedness of the involved operators.
Note that conditions (i)-(iii) in Theorem 5.6 are rather easy to satisfy, e.g., L1(G)
satisﬁes these properties. It is thus the fourth property which is the decisive one. The
partial Fourier transform with respect to the second variable F2 can be replaced with
the partial Fourier transform with respect to the ﬁrst variable F1. In Corollary 8.2 we
give a slightly diﬀerent characterization of S0. Theorem 5.6 is similar in nature to the
characterization of S0(G) among all Segal algebras by Losert [Los80].
5.2 The restriction and periodization operator on S0 and Poisson's formula
In this section we show that the restriction and periodization operators are mappings on
S0. These results were already mentioned in the early papers [Fei79], [Fei80] and then
proved as part of the main results in [Fei81c]. In order to proceed we need to review some
theory which can be found in, e.g., [ReSt00,Fol95].
If H is a closed subgroup of a locally compact abelian group G, then the quotient
group G/H with the quotient topology is a locally compact abelian group. Given a Haar
measure on G and a measure on H, there is a unique Haar measure on G/H such that∫
G
f(x) dµG(x) =
∫
G/H
∫
H
f(x+ h) dµH(h) dµG/H(x˙) (5.6)
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for all f ∈ L1(G) and where x˙ = x + H ∈ G/H, x ∈ G. The relation in (5.6) is called
Weil's formula. We shall always assume that the measures on G,H and G/H are related
such that (5.6) holds. For a closed subgroup H in G we deﬁne its annihilator by
H⊥ := {γ ∈ Ĝ : γ(h) = 1 for all h ∈ H}.
The annihilator H⊥ is in itself a closed subgroup in Ĝ. Moreover, one has that H⊥ ∼= Ĝ/H
and Ĥ ∼= Ĝ/H⊥, where the identiﬁcation is in the sense of topological groups. If G and H
are equipped with some given Haar measures and G/H is equipped with its measure such
that (5.6) and the Fourier inversion formula holds, then the respective Haar measures on
Ĝ, Ĥ ∼= Ĝ/H⊥ and Ĝ/H ∼= H⊥ are unique. Moreover, the measures on Ĝ, Ĝ/H⊥ and H⊥
are also related such that Weil's formula holds for all f ∈ L1(Ĝ).
Now, for a closed subgroup H ⊆ G, the periodization operator
PHf(x˙) :=
∫
H
f(x+ h) dµH(h), x˙ = x+H, x ∈ G
is a well-deﬁned linear and bounded operator from L1(G) onto L1(G/H). Moreover, PH
has the following properties: for all f, g ∈ L1(G)
‖PHf‖L1(G/H) ≤ ‖f‖L1(G), (PH(f))† = PH(f †), PHf ∗G/H PHg = PH(f ∗G g), (5.7)
where ∗G and ∗G/H denote convolution over G and G/H, respectively, and f †(x) = f(−x).
We are now ready to show that the periodization and restriction of a function in the
Feichtinger algebra with respect to a closed subgroup H is mapped onto S0(G/H) and
S0(H), respectively.
Theorem 5.7. Let H be closed subgroup of G. Then the following holds:
(i) The periodization operator
PH : S0(G)→ S0(G/H), PHf(x˙) =
∫
H
f(x+ h) dµH(h), x˙ = x+H, x ∈ G,
is a linear and bounded operator from S0(G) onto S0(G/H).
(ii) The restriction operator
RH : S0(G)→ S0(H), RHf(x) := f(x), x ∈ H,
is a linear and bounded operator from S0(G) onto S0(H).
(iii) For all functions f ∈ S0(G) the Poisson formula holds, i.e.,∫
H
f(h) dµH(h) =
∫
H⊥
fˆ(γ) dµH⊥(γ).
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Proof. (i). So far, we have not emphasized any speciﬁc choice of function g with respect to
which we deﬁne the S0-norm. However, for this proof it is important to choose a non-zero
function g ∈ Cc(G) ∩ A(G) ⊆ S0(G). The essential property being that g has compact
support. The reason for this will become clear in a moment. Let now f be any function
in S0(G). Since S0(G) ⊆ L1(G), we have that PHf, PHg ∈ L1(G/H). If we can show that
‖PHf‖S0(G/H),PHg =
∫
Ĝ/H
‖EγPHf ∗G/H (PHg)†‖L1(G/H) dµĜ/H(γ) <∞,
then Theorem 4.1 implies that PHf, PHg ∈ S0(G/H). Note that EγPH = PHEγ for all
γ ∈ H⊥ ∼= Ĝ/H. Using this, together with (5.7), yields the inequality∫
Ĝ/H
‖EγPHf ∗G/H (PHg)†‖L1(G/H) dµĜ/H(γ) (5.8)
≤
∫
H⊥
‖Eγf ∗G g†‖L1(G) dµH⊥(γ)
=
∫
G
∫
H⊥
|(Eγf ∗G g†)(x)| dµH⊥(γ) dµG(x). (5.9)
Consider now the function ϕx,f (s) := (g · T−xf)(s), s, x ∈ G. The reader may verify that
Fϕx,f (ω) = ω(x)(Eωf ∗G g†)(x). Note that the support of ϕx,f is always a subset of the
compact set supp g. Take now a function h ∈ Cc(G) such that h(s) = 1 for all s ∈ supp g.
Since h is equal to 1 on the support of g we easily get the identities ϕx,f = ϕx,f · h and
Fϕx,f = Fϕx,f ∗Ĝ Fh. We can thus make the following calculation:∫
H⊥
|(Eγf ∗G g†)(x)| dµH⊥(γ) =
∫
H⊥
|Fϕx,f (γ)| dµH⊥(γ)
=
∫
H⊥
|Fϕx,f ∗Ĝ Fh(γ)| dµH⊥(γ) ≤
∫
Ĝ
|Fϕx,f (ω)|
∫
H⊥
|Fh(γ − ω)| dµH⊥ dµĜ(ω).
(5.10)
By virtue of [ReSt00, Lemma 5.5.5], we can bound
∫
H⊥ |Fh(γ − ω)| dµH⊥ by a constant
C, which is independent of ω. Continuing the calculation from above yields the desired
estimate:
‖PHf‖S0(G/H),PHg
(5.9)
≤
∫
G
∫
H⊥
|(Eγf ∗G g†)(x)| dµH⊥(γ) dµG(x)
(5.10)
≤ C
∫
G
∫
Ĝ
|(Eωf ∗G g†)(x)| dµĜ(ω) dµG(x)
= C ‖f‖S0(G),g.
This shows that PH is a bounded operator from S0(G) into S0(G/H). In order to show
that PH is surjective, we use the knowledge that the image of a Segal algebra under PH
again is a Segal algebra with the quotient norm, see [Rei71, 13, Theorem 1] or [ReSt00,
Prop. 6.2.16]. It is easy to verify that the norm is invariant under time-frequency shifts.
Theorem 5.5 now implies that the time-frequency shift invariant Banach space PH(S0(G))
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contains S0(G/H). It follows that PH(S0(G)) = S0(G/H).
(ii). It is a straightforward calculation to verify that, for all f ∈ L1(G) with fˆ ∈ L1(Ĝ),
RHf = F−1H PH⊥FGf. (5.11)
In particular this is true for all f ∈ S0(G). Here, FG and FH are the Fourier transform
on L1(G) and L1(H), respectively. It follows from the result in (i) that the periodization
with respect to the closed subgroup H⊥ is a linear and bounded operator from S0(Ĝ) onto
S0(Ĝ/H
⊥). By Example 5.2 we know that the Fourier transform is a unitary Banach space
isomorphism on S0. We conclude that the restriction operator RH = F−1H PH⊥FG is linear
and bounded from S0(G) onto S0(H). In fact, for f, g ∈ S0(G),
‖RHf‖S0(H),RHg ≤ C ‖f‖S0(G),g,
where C is a constant such that ‖PH⊥ fˆ‖S0(Ĝ/H⊥),PH⊥ gˆ ≤ C ‖fˆ‖S0(Ĝ),gˆ.
(iii). Since the Fourier transform is a Banach space isomorphism on S0 and RH and PH⊥
are operators on S0, it is in fact true that FHRHf = PH⊥FGf for all f ∈ S0(G). From
this equality we ﬁnd t hat
FHRHf(0) = PH⊥FGf(0) i.e.,
∫
H
f(h) dµH(h) =
∫
H⊥
fˆ(γ) dµH⊥(γ) for all f ∈ S0(G),
which is the the Poisson formula.
Remark 3. Assume that H is a closed subgroup in G such that the quotient group G/H
is compact (equivalently the closed subgroup H⊥ is discrete). Then we deﬁne the size of
H by s(H) = µG/H(G/H). In this case, the Poisson formula takes the form∫
H
f(h) dµH(h) =
1
s(H)
∑
γ∈H⊥
fˆ(γ) for all f ∈ S0(G).
If, furthermore, H is discrete, i.e., H is a lattice and equipped with the counting measure,
then s(H) is the so-called lattice size, and we arrive at the familiar Poisson summation
formula ∑
h∈H
f(h) =
1
s(H)
∑
γ∈H⊥
fˆ(γ) for all f ∈ S0(G).
Remark 4. Let G1, G2 be two locally compact abelian groups. Theorem 5.7(i) applied to
S0(G1×G2) with H = {0}×G2 shows that the projection of a function on G1×G2 along
G2 onto G1, i.e.,
Tf(x1) :=
∫
G2
f(x1, x2) dx2,
is a linear and bounded operator from S0(G1 ×G2) onto S0(G1).
That a function f belongs to the Feichtinger algebra is merely a suﬃcient condition
for the Poisson formula to hold. Indeed, Poisson's formula holds for functions outside
of S0(G) (see for example [ReSt00]), however, in general, one has to be very careful
with the validity of the formula. The failure of the Poisson formula is demonstrated
in [Kat04, Sec. 1, Exercise 15]. There, a continuous function f ∈ L1(R) is constructed
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so that fˆ ∈ L1(R) and both sides of the Poisson formula are ﬁnite, yet the equality fails.
Further references to the Poisson formula are [KaLe94,BeZi97,HoLa05]. See also the paper
by Gröchenig [Grö96] in which the relationship between S0(Rn), functions in L2(Rn) with
decay conditions in time and frequency, and the Poisson formula is investigated.
6 The space of translation bounded quasimeasures  S′0(G)
In this section we consider S′0(G)  the dual space of S0(G). In [Fei81c] elements in S
′
0(G)
are called translation bounded quasimeasures. The dual of S0(G) is also discussed in,
e.g., [Fei80,May87,Fei89a,Hör89,Grö01,dGo11]. Naturally, S′0(G) forms a Banach space
with respect to the operator norm
‖σ‖S′0,g = sup
f∈S0(G)
‖f‖S0,g=1
|σ(f)|, σ ∈ S′0(G),
for some ﬁxed g ∈ S0(G)\{0}. The norm satisﬁes the inequality |σ(f)| ≤ ‖σ‖S′0,g ‖f‖S0,g
for all f ∈ S0(G). One can show that all g ∈ S0(G)\{0} induce equivalent norms on
S′0(G). Besides the norm topology on S
′
0(G), the weak
∗ topology also plays a crucial
role. Recall that a sequence, or more generally a net, (σλ) converges to σ ∈ S′0(G) in the
weak∗-sense if
lim
λ
σλ(f) = σ(f) for all f ∈ S0(G).
All functions h ∈ S0(G) induce a translation bounded quasimeasure σh via the action
given by
σh(f) :=
∫
G
f(s)h(s) ds, f ∈ S0(G). (6.1)
In fact, in this way all functions h for which the above integral makes sense, with f ∈
S0(G), induce an element in S
′
0(G). Note that the mapping h 7→ σh, h ∈ S0(G), σh ∈
S′0(G) is anti-linear. We introduce the common notation for the action of functionals
〈f, σ〉S0,S′0 := σ(f) for all f ∈ S0(G), σ ∈ S′0(G).
For convenience we shall sometime write 〈f, σ〉 instead of 〈f, σ〉S0,S′0 . Note that this
notation generalizes the L2 inner product. Furthermore, we deﬁne the following operations
〈f, σ ·g〉 := 〈f ·g, σ〉, 〈f, σ ∗g〉 := 〈f ∗g†, σ〉, 〈f, σ〉 := 〈f, σ〉, c〈f, σ〉 := 〈f, c ·σ〉, (6.2)
for c ∈ C, f, g ∈ S0(G) and σ ∈ S′0(G). The reader may verify that if σ is induced by a
function in S0(G) via (6.1), then the deﬁnitions in (6.2) are consistent with multiplication,
convolution and complex conjugation of functions.
Let us show that a variety of spaces are continuously embedded into S′0(G).
Lemma 6.1. The spaces S0(G), L
p(G) for p ∈ [1,∞], C0(G), Cb(G) and A(G) are con-
tinuously embedded into S′0(G) via (6.1). In particular, for g ∈ S0(G)\{0} the following
holds:
(i) ‖σh‖S′0,g ≤ c ‖h‖S0,g for all h ∈ S0(G) with c = ‖g‖−1∞ ‖g‖−11 ;
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(ii) ‖σh‖S′0,g ≤ c ‖h‖p for all h ∈ Lp(G), p ∈ [1,∞] with c = ‖g‖
−1/p
1 ‖g‖−1+1/p∞ ;
(iii) ‖σh‖S′0,g ≤ c ‖h‖A(G) for all h ∈ A(G) with c = ‖g‖−1∞ ;
(iv) ‖σh‖S′0,g ≤ c ‖h‖∞ for all h ∈ C0(G) and h ∈ Cb(G) with c = ‖g‖−1∞ .
If g is chosen with the normalization as in Lemma 4.3(v), then c = 1 in all cases.
Proof. Proof of (iii). Let h ∈ A(G) be given. Then there is a function h˜ ∈ L1(Ĝ) such that
h = F h˜, where F is the Fourier transform from Ĝ to G. Thus, by applying Lemma 4.9
we ﬁnd that
|〈f, σh〉| ≤
∫
G
|f(x)| |F h˜(x)| dx ≤ ‖f‖1‖F h˜‖∞ ≤ ‖g‖−1∞ ‖h˜‖1‖f‖S0,g = ‖g‖−1∞ ‖h‖A(G)‖f‖S0,g.
This implies (iii). Statements (i), (ii) and (iv) follow by similar calculations and applica-
tions of the estimates from Lemma 4.9.
The following simple lemma, which is a standard result from functional analysis, adds
further spaces that are embedded into S′0(G).
Lemma 6.2. If S0(G) is continuously embedded into a Banach space B, then the dual
space B′ is continuously embedded into S′0(G).
Proof. Let g ∈ S0(G)\{0}. By assumption there is a constant c > 0 such that ‖f‖B ≤
c ‖f‖S0,g. For any σ ∈ B′ we ﬁnd that
sup
f∈S0(G)
‖f‖S0,g=1
|〈f, σ〉| ≤ sup
f∈S0(G)
‖f‖S0,g=1
‖f‖B ‖σ‖B′ ≤ sup
f∈S0(G)
‖f‖S0,g=1
c ‖f‖S0,g ‖σ‖B′ = c ‖σ‖B′ .
This shows that ‖σ‖S′0,g ≤ c ‖σ‖B.
Note that Theorem 5.5 easily establishes examples of Banach spaces which satisfy the
assumption of Lemma 6.2.
The following lemma shows that S′0(G) allows for pointwise evaluations, i.e., the Dirac-
delta distribution, δx(f) = f(x), x ∈ G.
Lemma 6.3. For any x ∈ G the functional δx belongs to S′0(G). In particular, for
g ∈ S0(G)\{0} it holds that ‖δx‖S′0,g ≤ ‖g‖−11 .
Proof. Since all functions in S0(G) are continuous, the pointwise evaluation 〈f, δx〉 = f(x)
is well-deﬁned for all x ∈ G and clearly linear. By use of Lemma 4.9, we establish the
inequalities
|〈f, δx〉| = |f(x)| ≤ ‖f‖∞ ≤ ‖g‖−11 ‖f‖S0,g
for all f ∈ S0(G), x ∈ G and g ∈ S0(G)\{0}.
We now show that any σ ∈ S′0(G) can be approximated arbitrarily well in the weak∗-
sense by functions in S0(G) or by elements in the linear span of {δx}x∈G.
Theorem 6.4. The following holds:
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(i) S0(G) is weak
∗-dense in S′0(G).
(ii) span{δx}x∈G is weak∗-dense in S′0(G).
Proof. Let N = S0(G) and consider
⊥N := {f ∈ S0(G) : 〈f, σ〉 = 0 for all σ ∈ N}.
Then ⊥N = {0}. It follows from [Rud91, Thrm. 4.7] that the weak∗-closure of S0(G) is
S′0(G). If N = span{δx}x∈G, then again ⊥N = {0} and (ii) follows.
In [FeZi98] a diﬀerent proof of Theorem 6.4(ii) is sketched: By using the fact that
(S′0(G) ∗ S0(G)) · S0(G) ⊆ S0(G) one can construct a sequence (or a net) of functions
in S0(G) that converges towards any given σ ∈ S′0(G). This approach is the same one
used for the test functions C∞c (Rn) and their dual space in, e.g., [Fri98]. We show that
(S′0(G) ∗ S0(G)) · S0(G) ⊆ S0(G) and (S′0(G) · S0(G)) ∗ S0(G) ⊆ S0(G) in Lemma 6.11
below.
6.1 Operators on S′0
We now consider operators on S′0. This is done with the usual construction of the Banach
space adjoint operator. The following can be found in, e.g., [BoKa14]. Let T be a linear
and bounded operator from a Banach space X to a Banach space Y . Then the Banach
space adjoint operator
T× : Y ′ → X ′, 〈x, T×y′〉 := 〈Tx, y′〉
is a well-deﬁned linear and bounded operator with ‖T×‖op = ‖T‖op. The operator T×
maps norm convergent sequences (or nets) in Y ′ into norm convergent sequences (or
nets) in X ′. We say that T× is norm-norm continuous from Y ′ into X ′. Furthermore,
the adjoint operator T× maps weak∗-convergent sequences in Y ′ into weak∗-convergent
sequences in X ′. We say that T× is weak∗-weak∗ continuous from Y ′ into X ′.
Applying this to the setting in Theorem 5.1 yields the following result.
Theorem 6.5. Let G1 and G2 be locally compact abelian groups and let T be a linear and
bounded bijection from L2(G1) onto L
2(G2). If T satisﬁes
pi(χ2)T = c(χ2)Tpi(α(χ2)) for all χ2 ∈ G2 × Ĝ2, (6.3)
for some topological group isomorphism α from G2 × Ĝ2 onto G1 × Ĝ1 and a mapping
c : G2 × Ĝ2 → T, then
T : S0(G1)→ S0(G2) and T ∗ : S0(G2)→ S0(G1)
are Banach space isomorphisms and their Banach space adjoint operators
T× : S′0(G2)→ S′0(G1) and (T ∗)× : S′0(G1)→ S′0(G2)
have the following properties:
(i) T× and (T ∗)× are norm-norm continuous;
(ii) T× and (T ∗)× are weak∗-weak∗ continuous;
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(iii) T× and (T ∗)× are isomorphisms between S′0(G1) and S
′
0(G2);
(iv) T× and (T ∗)× are extensions of T ∗ and T , respectively.
Proof. The statement concerning T and its L2-Hilbert space adjoint T ∗ follows from The-
orem 5.1. Statements (i) and (ii) follow from the comments preceding this theorem. State-
ment (iii) follows from the fact that T and T ∗ are Banach space isomorphisms between
S0(G1) and S0(G2) and that S0 is weak
∗-dense in S′0. Concerning (iv) we let σh ∈ S′0(G2)
be induced by a function h ∈ L2(G2) as in (6.1). We ﬁnd that
〈f, T×σh〉S0(G1),S′0(G1)
(def)
= 〈Tf, σh〉S0(G2),S′0(G2)
(6.1)
= 〈Tf, h〉L2(G2)
= 〈f, T ∗h〉L2(G1)
(6.1)
= 〈f, σT ∗h〉S0(G1),S′0(G1) for all f ∈ S0(G1).
This shows that T×σh ∈ S′0(G1) and T ∗h ∈ L2(G1) act on S0(G1) in the same way. Hence
the restriction of T× to L2(G2) coincides with T ∗. A similar calculation yields the result
for (T ∗)×.
Due to Theorem 6.5 we allow ourselves to use the same symbol for T and (T ∗)× or T ∗
and T×. We can apply Theorem 6.5 to all the operators from Example 5.2.
Theorem 6.5 shows that under a suﬃcient condition an operator T is a Banach space
isomorphism on the three spaces S0, L
2 and S′0. This result is actually an aspect of the
fact that (S0, L
2,S′0) forms a so-called rigged Hilbert space, also called a Gelfand triple.
The idea of rigged Hilbert spaces was introduced by Gelfand in [GeVi64]. Notably, rigged
Hilbert spaces ﬁnd applications in the mathematical formulation of quantum mechanics
[Ant98, dlM05]. The triplet (S0, L
2,S′0) and especially its applications to time-frequency
analysis is further explored in [FeKo98,DöFe+06,FeLu+07,CoFe+08,Fei09].
6.2 The Short-time Fourier transform on S′0(G)
In Theorem 5.3 we proved that for any h ∈ S0(G), the short-time Fourier transform
Vh maps S0(G) into S0(G × Ĝ) and that the operator V∗h maps L1(G × Ĝ) into S0(G).
Moreover, we showed that 〈F,Vhf〉 = 〈V∗hF, f〉 for all h, f ∈ S0(G) and F ∈ L1(G × Ĝ).
For any h ∈ S0(G) we can thus deﬁne the Banach spacer adjoint operators of Vh and V∗h.
V×h : S′0(G× Ĝ)→ S′0(G), 〈f,V×h ψ〉S0,S′0 = 〈Vhf, ψ〉S0,S′0 for all f ∈ S0(G),
(V∗h)× : S′0(G)→ L∞(G× Ĝ), 〈F, (V∗h)×σ〉L1,L∞ = 〈V∗hF, σ〉S0,S′0 for all F ∈ L1(G× Ĝ).
By construction of the Banach space adjoint, both operators are norm-norm and weak∗-
weak∗-continuous. Similar to the proof of Theorem 6.5 we ﬁnd that V×h |L1(G×Ĝ) = V∗h,
(V∗h)×|S0(G) = Vh, and we therefore use the same symbol for the two operators V×h and V∗h,
and the two operators (V∗h)× and Vh.
The weak∗-density of S0(G) in S′0(G) allows us to extend the usual deﬁnition of the
short-time Fourier transform Vhf(χ) = 〈f, pi(χ)h〉 to elements on S′0(G).
Lemma 6.6. For any h ∈ S0(G) and σ ∈ S′0(G) we have that
Vhσ(χ) = 〈pi(χ)h, σ〉 for all χ ∈ G× Ĝ.
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Proof. Fix a function g ∈ S0(G)\{0} and consider the operator
V˜h : S′0(G)→ L∞(G× Ĝ), V˜hσ(χ) := 〈pi(χ)h, σ〉.
It is straightforward to show that V˜h is a well-deﬁned, linear and bounded operator with
‖V˜hσ‖∞ ≤ ‖h‖S0,g ‖σ‖S′0,g. We now show that (i) V˜h is a continuous operator if S′0(G)
and L∞(G× Ĝ) are equipped with the weak∗-topology and that (ii) V˜h coincides with Vh
on a weak∗-dense set. Assertion (i) and (ii) imply that V˜h = Vh, and we are done.
(i). In order to show that V˜h is continuous, we assume that a sequence (or net)
(σn) ⊂ S′0(G) is weak∗-convergent to σ ∈ S′0(G). We need to show that V˜hσn is weak∗-
convergent to V˜hσ in L∞(G× Ĝ). That is, for all F ∈ L1(G× Ĝ) we need that
lim
n
〈F, V˜hσn〉 = 〈F, V˜hσ〉. (6.4)
In fact, it is enough to show (6.4) for all functions in
M := {F ∈ L1(G× Ĝ) : F = 1K where K is compact in G× Ĝ},
because spanM is dense in L1(G). For any F ∈M we have the equality
lim
n
〈1K , V˜hσn〉 = lim
n
∫
K
〈pi(χ)h, σn〉 dχ.
By assumption 〈pi(χ)h, σn〉 converges pointwise to 〈pi(χ)h, σ〉 for all χ ∈ G× Ĝ. Further-
more the Uniform Boundedness Theorem implies that there exists a K > 0 such that
|〈pi(χ)h, σn〉| ≤ ‖h‖S0,g ‖σn‖S′0,g ≤ K‖h‖S0,g for all χ ∈ G× Ĝ. The Lebesgue Dominated
Convergence Theorem now implies that limn〈1K , V˜hσn〉 = 〈1K , V˜hσ〉.
(ii). Let h ∈ S0(G), and let σf ∈ S′0(G) be induced by f ∈ S0(G). For such σf we
have that
V˜hσf (χ) (def)= 〈pi(χ)h, σf〉 (6.1)= 〈pi(χ)h, f〉 = Vhf(χ).
This shows that both Vh and V˜h coincide on a weak∗-dense set, namely on S0(G). Together
with assertion (i) this implies that the two operators are the same.
With the deﬁnition of the short-time Fourier transform on S′0(G) we can now easily
generalize the equality (3.4).
Lemma 6.7. Let f, g, h ∈ S0(G) and σ ∈ S′0(G). Then 〈Vhf,Vgσ〉 = 〈g, h〉〈f, σ〉.
Proof. By use of Theorem 5.3 we ﬁnd that for all f, g, h ∈ S0(G) and σ ∈ S′0(G)
〈Vhf,Vgσ〉 (def)= 〈V∗gVhf, σ〉 Thrm. 5.3= 〈g, h〉〈f, σ〉.
The property of the short-time Fourier transform expressed in Lemma 6.7 allows us
to show that ‖Vgσ‖∞ is a norm on S′0(G) which is equivalent to ‖σ‖S′0,g.
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Lemma 6.8. For any g ∈ S0(G)\{0} and σ ∈ S′0(G) we have that
‖g‖−1
S0,g
‖Vgσ‖∞ ≤ ‖σ‖S′0,g ≤ ‖g‖−22 ‖Vgσ‖∞.
That is, ‖Vgσ‖∞ is an equivalent norm on S′0(G).
Proof. It is a simple calculation to show that
‖σ‖S′0,g = sup
f∈S0(G)
‖f‖S0,g=1
|〈f, σ〉| Lemma 6.7= sup
f∈S0(G)
‖f‖S0,g=1
‖g‖−22 |〈Vgf,Vgσ〉(L1,L∞)|
≤ sup
f∈S0(G)
‖f‖S0,g=1
‖g‖−22 ‖Vgf‖1 ‖Vgσ‖∞ = ‖g‖−22 ‖Vgσ‖∞.
The lower inequality follows from the simple estimate
‖Vgσ‖∞ = sup
χ∈G×Ĝ
|〈pi(χ)g, σ〉| ≤ sup
χ∈G×Ĝ
‖σ‖S′0,g ‖pi(χ)g‖S0,g
(4.12)
= ‖σ‖S′0,g ‖g‖S0,g.
6.3 Characterization of S0(G) as elements of S
′
0(G)
The property of the short-time Fourier transform in Lemma 6.7 allow us to show further
characterizations of S0(G). Speciﬁcally, with a ﬁxed function g ∈ S0(G)\{0}, we consider
the following two sets introduced in Deﬁnition 1.1:
J = {σ ∈ S′0(G) : Vgσ ∈ S0(G× Ĝ)},
K = {σ ∈ S′0(G) : Vgσ ∈ L1(G× Ĝ)}.
Theorem 6.9. For any locally compact abelian group G it holds that S0(G) =J = K .
Proof. Let σ ∈ S0(G). By Lemma 6.1 σ ∈ S′0(G), and it follows by Theorem 5.3 that
Vgσ ∈ S0(G×Ĝ) ⊆ L1(G×Ĝ). Hence S0(G) ⊆J ⊆ K . Assume now that σ ∈ K . That
is, Vgσ ∈ L1(G). Consider the function σ˜ := ‖g‖−22 V∗gVgσ. By Theorem 5.3 it follows that
σ˜ ∈ S0(G). On the other hand, Lemma 6.7 implies that σ = σ˜, and so K ⊆ S0(G).
Following the characterization of S0(G) via the set K , it is at this point natural to
deﬁne the modulation spaces.
Deﬁnition 6.10. Fix a function g ∈ S0(G)\{0} and let p, q ∈ [1,∞]. The modulation
space of order (p, q), Mp,q(G), is the set of translation bounded quasimeasures σ ∈ S′0(G)
for which (∫
Ĝ
(∫
G
|Vgσ(x, ω)|p dx
)q/p
dω
)1/q
<∞.
That is, σ ∈ S′0(G) belongs to Mp,q(G) if and only if Vgσ belongs to the mixed
norm space Lp,q(G × Ĝ). If p = q, we write Mp(G) instead of Mp,p(G). Note that
S0(G) = M
1(G). One can show that the deﬁnition of Mp,q does not depend on the
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function g. In particular, diﬀerent g ∈ S0(G)\{0} induce equivalent norms on Mp,q(G)
via
‖σ‖Mp,q ,g := ‖Vgσ‖Lp,q =
(∫
Ĝ
(∫
G
|Vgσ(x, ω)|p dx
)q/p
dω
)1/q
.
Furthermore, it is possible to show that if p1 ≤ p2 and q1 ≤ q2, then Mp1,q1(G) ⊆
Mp2,q2(G). Note that the inequalities in Corollary 4.2(x) imply that S0(G) is continuously
embedded into the modulation spaces Mp(G) for any p ∈ [1,∞]. In particular, for a
ﬁxed g ∈ S0(G)\{0} we ﬁnd that ‖f‖Mp,g ≤ ‖f‖S0,g for all f ∈ S0(G). In fact, one
has that M∞,1 · S0 ⊆ S0 and M1,∞ ∗ S0 ⊆ S0. For more on the modulation spaces
see [FeGr92, Fei03, Fei06] and the relavant chapters in the books [Grö01] and [dGo11].
The modulation spaces are an incredible fruitful setting for time-frequency analysis and
for the theory of pseudo-diﬀerential operators, cf. the references provided in Section 2.
As an application of the characterization of S0(G) in Theorem 6.9, we prove Lemma 6.11
below. Recall that in Example 5.2 we showed, that the asymmetric coordinate transform
τaf(x, t) = f(t, t− x) is a Banach space isomorphism from S0(G×G) onto itself.
Lemma 6.11. If σ ∈ S′0(G) and f, h ∈ S0(G), then (σ ∗ f) · h and (σ · f) ∗ h belong to
S0(G). Speciﬁcally, for g ∈ S0(G)\{0} we have that
‖(σ ∗ f) · h‖S0(G),g ≤ ‖σ‖S′0(G),g ‖f ⊗ h‖S0(G×G),τa(g⊗g),
‖(σ · h) ∗ f‖S0(G),g ≤ ‖σ‖S′0(G),g ‖f † ⊗ h‖S0(G×G),τa(g⊗g).
Proof. Via the relations in (6.2) it is clear that (σ ∗ f) · h and (σ · f) ∗ h belong to S′0(G).
According to Theorem 6.9 we need to check that these translation bounded quasimeasures
have integrable short-time Fourier transform with respect to a non-zero function g ∈
S0(G). Straightforward calculations lead to the desired estimate:∫
G×Ĝ
|Vg
(
(σ ∗ f) · h)(χ)| dχ = ∫
G×Ĝ
|〈(pi(χ)g · h) ∗ f †, σ〉| dχ
≤ ‖σ‖S′0,g
∫
G×Ĝ
‖(pi(χ)g · h) ∗ f †‖S0,g dχ
= ‖σ‖S′0,g
∫
G×Ĝ
∫
G×Ĝ
|〈τ−1a (f ⊗ h), pi(χ)g ⊗ pi(ν)g〉| dν dχ
= ‖σ‖S′0,g‖τ−1a (f ⊗ h)‖S0(G×G),g⊗g = ‖σ‖S′0,g‖f ⊗ h‖S0(G×G),τa(g⊗g).
In the last step we used Theorem 5.1 and Example 5.2. A similar calculation yields the
bound for ‖(σ · h) ∗ f‖S0(G),g.
7 Series expansions of functions in S0(G) and BUPUs
In this section we turn to a special part of the theory of S0(G), namely that of series
representations. In fact, the original deﬁnition of S0(G) in [Fei79] and [Fei81c] is based on
a cerain kind of series representation. We begin with Theorem 7.1 which ﬁrst appeared
in [Fei87b]. A generalization of Theorem 7.1 for modulation spaces is available in [Fei89b,
FeGr92]. Theorem 7.1 also appears in [Grö01].
Given a function g ∈ S0(G)\{0} consider the set
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L = {f ∈ L1(G) : f = ∑n∈N cnEωnTxng with (cn)n∈N ∈ `1(N) and (xn, ωn) ⊆ G× Ĝ}.
Theorem 7.1. For any locally compact abelian group G it holds that S0(G) = L . More-
over
‖f‖L ,g := inf
{
‖(cn)‖1 : f =
∑
n∈N cnEωnTxng with (cn) ∈ `1(N) and (xn, ωn) ⊆ G× Ĝ
}
deﬁnes an equivalent norm on S0(G). Speciﬁcally,
‖g‖22 ‖f‖L ,g ≤ ‖f‖S0,g ≤ ‖g‖S0,g ‖f‖L ,g for all f ∈ S0(G). (7.1)
Proof. Deﬁne the mapping u : G× Ĝ→ S0(G), u(χ) = pi(χ)g. Note that
(i) ‖u(χ)‖S0(G),g
(4.12)
= ‖g‖S0(G),g,
(ii) ‖g‖22 ‖σ‖S′0,g
Lemma 6.8≤ supχ∈G×Ĝ |〈pi(χ)g, σ〉| = supχ∈G×Ĝ |〈u(χ), σ〉| for all σ ∈ S′0(G).
These two statements allow for the application of [Bon86, Theorem 1] by Bonsall. This
remarkable theorem with an elegant proof yields the result. Speciﬁcally, (i) shows that
the operator
T : `1(G× Ĝ)→ S0(G), T c =
∑
χ∈G×Ĝ cχ pi(χ)g
is well-deﬁned, and (ii) is used to show that the adjoint operator T× is bounded from
below. This is equivalent to the fact that T is surjective, i.e., any function f ∈ S0(G) can
be written in the desired form. For the details, especially on the norm equivalence, we
refer to [Bon86].
The result in Theorem 7.1 is very powerful. From it we will deduce a variety of
other series representations of elements in S0(G). The statement of Theorem 7.1 follows
immediately from a result by Bonsall [Bon86] together with our knowledge of the short-
time Fourier transform on S′0.
The result in Theorem 7.1 allows us to give another proof of the minimality of S0
among all time-frequency shift invariant Banach spaces stated in Theorem 5.5. The
following proof can also be found in [Grö01].
Second proof of Theorem 5.5. By Theorem 7.1 any f ∈ S0(G) can be written as f =∑
n∈N cnpi(χn)g for some (cn)n∈N ∈ `1(N) and (χn)n∈N ⊂ G× Ĝ. We now ﬁnd that
‖f‖B ≤
∑
n∈N
|cn| ‖pi(χn)g‖B ≤ C ‖g‖B‖(cn)‖`1(N).
If we take the inﬁmum over all admissible representations f =
∑
n∈N cnpi(χn)g, then we
can establish the inequality
‖f‖B ≤ C ‖g‖B‖f‖L ,g.
The norm equivalence state in Theorem 7.1 yields the desired inequality
‖f‖B ≤ C ‖g‖B ‖g‖−22 ‖f‖S0,g for all f ∈ S0(G).
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Let us add more characterizations of S0(G) by series representations. We ask the reader
to recall the sets M to R from Deﬁnition 1.1. The set L is the original deﬁnition of
S0(G) used by Feichtinger in [Fei81c], whereas the setM is closely related to the deﬁnition
of S0(G) used in [Rei89], [ReSt00]. It is no restriction to assume that the sequences of
function (gn)n∈N and (fn)n∈N in the setsM ,N ,O,P,Q and R belong to Cc(G)∩A(G)
or that they are L1(G) functions with compactly supported Fourier transform.
Proposition 7.2. For any locally compact abelian group G it holds that S0(G) = M =
N = O =P = Q = R. Let g be a ﬁxed, non-zero function in S0(G). Then the following
holds.
(i) Fix a compact set K ⊆ G with non-void interior. The norm deﬁned by
‖f‖M ,K := inf
{ ∑
n∈N
‖gn‖A(G) : f =
∑
n∈N
Txngn, (gn)n∈N ⊆ A(G), supp gn ⊆ K ∀n ∈ N
with (xn)n∈N ⊆ G and
∑
n∈N
‖gn‖A(G) <∞
}
is an equivalent norm on S0(G). Speciﬁcally,
c ‖f‖S0,g ≤ ‖f‖M ,K ≤ C ‖f‖L ,g
with c = ‖h‖−1
S0,g
, C = ‖g‖A(G) and where h is a function in S0(G) such that h ≡ 1
on the set K ⊆ G.
(ii) Fix a compact set K˜ ⊆ Ĝ with non-void interior. The norm deﬁned by
‖f‖N ,K˜ := inf
{ ∑
n∈N
‖gn‖1 : f =
∑
n∈N
Eωngn, (gn)n∈N ⊆ L1(G), supp gˆn ⊆ K˜ ∀n ∈ N
with (ωn)n∈N ⊆ Ĝ and
∑
n∈N
‖gn‖1 <∞
}
is an equivalent norm on S0(G). Speciﬁcally,
c ‖f‖S0,g ≤ ‖f‖N ,K˜ ≤ C ‖f‖L ,g
with c = ‖h‖−1
S0,g
, C = ‖g‖1 and where h is a function in S0(G) such that hˆ ≡ 1 on
the set K˜ ⊆ Ĝ.
(iii) The norm deﬁned by
‖f‖O,g := inf
{ ∑
n∈N
‖fn‖1 : f =
∑
n∈N
fn ∗ Eωng, (fn)n∈N ⊆ L1(G)
with (ωn)n∈N ⊆ Ĝ,
∑
n∈N
‖fn‖1 <∞
}
is an equivalent norm on S0(G). Speciﬁcally,
c ‖f‖S0,g ≤ ‖f‖O,g ≤ C‖f‖L ,h∗g
with c = ‖g‖−1
S0,g
, C = ‖h‖1 and where h is any function in L1(G)\{0}.
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(iv) The norm deﬁned by
‖f‖P,g := inf
{∑
n∈N
‖fn‖A(G) : f =
∑
n∈N
fn · Txng, (fn)n∈N ⊆ A(G)
with (xn)n∈N ⊆ G,
∑
n∈N
‖fn‖A(G) <∞
}
is an equivalent norm on S0(G). Speciﬁcally,
c ‖f‖S0,g ≤ ‖f‖O,g ≤ C‖f‖L ,h·g
with c = ‖g‖−1
S0,g
, C = ‖h‖A(G) and where h is any function in A(G)\{0}.
(v) The norm deﬁned by
‖f‖Q,g := inf
{∑
n∈N
‖fn‖S0,g : f = R{0}×G
( ∑
n∈N
T(ωn,0)Vgˆfˆn
)
, (fn)n∈N ⊆ S0(G)
with (ωn)n∈N ⊆ Ĝ,
∑
n∈N
‖fn‖S0,g <∞
}
is an equivalent norm on S0(G). Speciﬁcally,
c ‖f‖S0,g ≤ ‖f‖Q,g ≤ C ‖f‖L ,h∗g†
where c = ‖R{0}×G‖−1op,S0,Vgˆ gˆ→S0,g‖g‖−1S0,g, C = ‖h‖S0,g and h is any function in
S0(G)\{0}.
(vi) The norm deﬁned by
‖f‖R,g := inf
{∑
n∈N
‖fn‖S0,g ‖gn‖S0,g : f =
∑
n∈N
fn ∗ gn, (fn)n∈N, (gn)n∈N ⊆ S0(G)
with
∑
n∈N
‖fn‖S0,g ‖gn‖S0,g <∞
}
is an equivalent norm on S0(G). Speciﬁcally,
c ‖f‖S0,g ≤ ‖f‖R,g ≤ C ‖f‖L ,h1∗h2
where c = ‖g‖1∞, C = ‖h1‖S0,g ‖h2‖S0,g and h1, h2 ∈ S0(G)\{0}.
Proof. (i). Let f ∈ S0(G), let the set K be given and take a function g ∈ Cc(G) ∩ A(G)
with supp g ⊆ K. By Lemma 4.3 we have that g ∈ S0(G). Theorem 7.1 implies that f
can be written in the form
f =
∑
n∈N
cnEωnTxng (7.2)
for some sequence (cn)n∈N ∈ `1(N) and (xn, ωn)n∈N ⊆ G × Ĝ. Hence f can be written
as f =
∑
n∈N Txngn with gn := ωn(xn) cnEωng. This shows that f ∈ M . Since f was
arbitrary this implies that S0(G) ⊆M . Furthermore, we ﬁnd that
‖f‖M ,K = inf
{∑
n
‖gn‖A(G) : f =
∑
n
. . .
}
≤
∑
n
‖ωn(xn) cnEωng‖A(G) = ‖g‖A(G)
∑
n
|cn|.
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This inequality holds for any representation (7.2). Hence
‖f‖M ,K ≤ ‖g‖A(G) ‖f‖L ,g.
We now show the converse inclusion M ⊆ S0(G). Let therefore g be any function in
S0(G)\{0} and take a function h ∈ S0(G) such that h ≡ 1 on K, e.g., as in Lemma 4.3.
We then ﬁnd that for any f ∈M
‖f‖S0,g ≤
∑
n∈N
‖Txngn‖S0,g =
∑
n∈N
‖gn‖S0,g =
∑
n∈N
‖gn · h‖S0,g ≤
∑
n∈N
‖gn‖A(G) ‖h‖S0,g <∞.
This shows that M ⊆ S0(G). Moreover, the above estimate holds for any representation
of f ∈M . Hence ‖f‖S0,g ≤ ‖h‖S0,g‖f‖M ,K . The proof of (ii) is similar.
(iii). Let f ∈ S0(G), ﬁx h ∈ L1(G)\{0} and g ∈ S0(G)\{0}. By Theorem 4.12
h ∗ g ∈ S0(G). Furthermore, Theorem 7.1 states that f can be written in the form
f =
∑
n∈N
cnEωnTxn(h ∗ g) =
∑
n∈N
(cnEωnTxnh) ∗ (Eωng)
for some sequence (cn)n∈N ∈ `1(N) and (xn, ωn)n∈N ⊆ G × Ĝ. Hence f can be written in
the form f =
∑
n∈N fn ∗ Eωng with fn := cnEωnTxnh. This shows that f ∈ O and thus
S0(G) ⊆ O. Furthermore, we ﬁnd that for all f ∈ S0(G)
‖f‖O,g = inf
{∑
n∈N
‖fn‖1 : f =
∑
n
. . .
}
≤
∑
n∈N
‖cnEωnTxnh‖1 = ‖h‖1
∑
n∈N
|cn|.
Theorem 7.1 implies that
‖f‖O,g ≤ ‖h‖1‖f‖L ,h∗g.
On the other hand, for any f ∈ O we have that
‖f‖S0,g ≤
∑
n∈N
‖fn ∗ Eωng‖S0,g ≤
∑
n∈N
‖fn‖1 ‖g‖S0,g.
This shows that O ⊆ S0(G). Combining these results with Proposition 4.10 yields the
desired conclusion. The result in (iv) is shown in a similar way.
(v). Let g, h ∈ S0(G)\{0} be given. Then h ∗ g† ∈ S0(G) and Theorem 7.1 implies
that any f ∈ S0(G), in particular, the reﬂection of f , f r(t) = f(−t), can be written in
the form
f r(t) =
∑
n∈N
cnE−ωnTxn(h ∗ g†)(t) =
∑
n∈N
T(ωn,0)Vgˆfˆn(0,−t), (7.3)
where (cn)n ∈ `1(N), (xn, ωn)n ⊆ G × Ĝ and fn := cnE−ωnTxnh. This implies that every
function f ∈ S0(G) can be written as f = R{0}×G(
∑
n∈N T(ωn,0)Vgˆfˆn), where fn is as above.
Furthermore, the following inequality holds:
‖f‖Q,g = inf
{∑
n
‖fn‖S0,g : f =
∑
n
. . .
}
≤
∑
n
‖cnE−ωnTxnh‖S0,g =
∑
n
|cn| ‖h‖S0,g.
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This estimate is independent of the representation in (7.3), thus
‖f‖Q,g ≤ ‖f‖L ,h∗g† ‖h‖S0,g.
On the other hand, for all f ∈ Q have that
‖f‖S0,g = ‖R{0}×G
∑
n
TωnVgˆfˆn‖S0,g ≤ C
∑
n
‖Vgˆfˆn‖S0(Ĝ×G),Vgˆ gˆ
= C
∑
n
‖gˆ‖
S0(Ĝ),gˆ
‖fˆn‖S0(Ĝ),gˆ = C‖g‖S0,g
∑
n
‖fn‖S0,g,
where C is the operator norm of the restriction operator R{0}×G from S0(G× Ĝ) with the
norm ‖ · ‖S0,Vgˆ gˆ onto S0(G) with the norm ‖ · ‖S0,g. Since the above inequality holds for
any representation of f ∈ Q we conclude that
‖f‖S0,g ≤ C‖g‖S0,g ‖f‖Q,g.
Statement (vi) is shown similar to the previous cases.
Let us turn to the characterization given by the set T . Recall that a family of functions
(ψi)i∈I ⊆ A(G) is a bounded uniform partition of unity of G if there exists a compact set
W ⊆ G and a discrete subset (xi) ⊆ G such that
(a.i)
∑
i∈I ψi(x) = 1 for all x ∈ G,
(a.ii) supi∈I ‖ψi‖A(G) <∞,
(a.iii) suppψi ⊆ xi +W for all i ∈ I,
(a.iv) supx∈G #{i ∈ I : (x+K) ∩ (xi +W ) 6= ∅} <∞ for any compact set K ⊆ G.
BUPUs are easily constructed for G = R by use of triangular functions and in a similar
way for in Rn. For general locally compact abelian groups constructions of such BUPUs
are also possible, see [Ste79,Fei81a].
If (ψi)i∈I ⊂ A(G) is a bounded uniform partition of unity of G, then, as in Deﬁnition
1.1,
T = {f ∈ A(G) : ∑i∈I ‖fψi‖A(G) <∞}.
Proposition 7.3. Let (ψi)i∈I ⊆ A(G) be a bounded uniform partition of unity of G as
described in (a.i)-(a.iv) above. For any locally compact abelian group G it holds that
S0(G) = T . Moreover, the norm given by
‖f‖T ,ψi :=
∑
i∈I
‖fψi‖A(G)
is an equivalent norm on S0(G). Speciﬁcally,
‖f‖M ,W ≤ ‖f‖T ,ψi ≤ c1 c2‖f‖M ,K
with
c1 := sup
x∈G
#{i ∈ I : (x+K) ∩ (xi +W ) 6= ∅} and c2 := sup
i∈I
‖ψi‖A(G).
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Proof. Let f ∈ T . Then f = ∑i∈I fψi = ∑i∈I Txi(T−xif ·T−xiψi). Note that suppT−xiψi =
suppψi − xi ⊆ W . Hence the support of the functions gi := T−xif · T−xiψi is a subset of
W for all i ∈ I. Moreover, we have that∑
i∈I
‖gi‖A(G) =
∑
i∈I
‖fψi‖A(G) <∞. (7.4)
By the characterization of S0(G) via the set M , we conclude that f ∈ S0(G). Hence,
T ⊆ S0(G). Moreover, the calculation in (7.4) implies that ‖f‖M ,W ≤ ‖f‖T ,ψi .
Conversely assume now that f ∈ S0(G). By the characterization of S0(G) by the set
M , we know that f =
∑
n∈N Txngn with (xn)n∈N ⊆ G, (gn)n∈N ⊆ A(G), supp gn in a
compact set K and
∑
n∈N ‖gn‖A(G) <∞. We can now make the following estimates:∑
i∈I
‖fψi‖A(G) ≤
∑
n∈N
∑
i∈I
‖(Txngn)ψi‖A(G)
=
∑
n∈N
∑
i∈I
(xn+K)∩(xi+W )6=∅
‖(Txngn)ψi‖A(G) ≤
∑
n∈N
∑
i∈I
(xn+K)∩(xi+W )6=∅
‖gn‖A(G) ‖ψi‖A(G).
With the help of the constant c1 and c2 we ﬁnd that∑
i∈I
‖fψi‖A(G) ≤ c1c2
∑
n∈N
‖gn‖A(G) <∞.
It follows that
‖f‖T ,ψi ≤ c1 c2‖f‖M ,K for all f ∈ S0(G).
Since f ∈ S0(G) was arbitrary, we have shown that the norm ‖f‖T ,ψi is equivalent to
‖ · ‖M ,K .
Similarly, let (ϕi)i∈I ⊆ L1(G) be a bounded uniform partition of unity of Ĝ as described
in Deﬁnition 1.1, and consider the set
U = {f ∈ L1(G) : ∑i∈I ‖f ∗ ϕi‖1 <∞}.
Proposition 7.4. For any locally compact abelian group G it holds that S0(G) = U .
Moreover, the norm given by
‖f‖U ,ϕi :=
∑
i∈I
‖f ∗ ϕi‖1
is an equivalent norm on S0(G). Speciﬁcally,
‖f‖N ,V ≤ ‖f‖U ,ϕi ≤ c1 c2‖f‖N ,K˜
with
c1 := sup
ω∈Ĝ
#{i ∈ I : (ω + K˜) ∩ (ωi + V ) 6= ∅} and c2 := sup
i∈I
‖ϕi‖1.
Proof. The proof is very similar to the one for Proposition 7.3 and is therefore omitted.
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8 The Kernel Theorem for the Feichtinger algebra
In this section we show that the Banach space S0 allows for the formulation of a complete
analogue to the classical kernel theorem due to Schwartz for the space of test functions
C∞c (Rn). The kernel theorem is a central result in functional analysis and in the theory
of generalized functions with applications in the theory of pseudo-diﬀerential operators.
Let us begin with two locally compact abelian groups G1 and G2 and functions f1 ∈
S0(G1), f2 ∈ S0(G2). Recall the tensor product(
f1 ⊗ f2
)
(x1, x2) = f1(x1) · f2(x2), xi ∈ Gi, i = 1, 2.
In Theorem 5.3 we established that the tensor product ⊗ maps S0(G1) × S0(G2) into
S0(G1 × G2). We now use the tensor product to construct the projective tensor product
of the spaces S0(G1) and S0(G2). For ﬁxed gi ∈ S0(Gi), i = 1, 2, we deﬁne
S0(G1)⊗ˆS0(G2) = {F ∈ S0(G1 ×G2) :F =
∑
j∈N f1,j ⊗ f2,j with (fi,j)j∈N ⊆ S0(Gi), i = 1, 2
for which
∑
j∈N ‖f1,j‖S0(G1),g1‖f2,j‖S0(G2),g2 <∞}.
The space S0(G1)⊗ˆS0(G2) becomes a Banach space under the projective tensor product
norm given by
‖F‖S0(G1)⊗ˆS0(G2),g1⊗g2 := inf
∑
j∈N
‖f1,j‖S0(G1),g1‖f2,j‖S0(G2),g2 ,
where the inﬁmum is taken over all representations F =
∑
j∈N f1,j ⊗ f2,j.
The projective tensor product S0(G1)⊗ˆS0(G2) should not be confused with the Carte-
sian product space S0(G1) × S0(G2) which consists of pairs (f1, f2) with fi ∈ S0(Gi),
i = 1, 2. For functions gi ∈ S0(Gi)\{0}, i = 1, 2, the space S0(G1) × S0(G2) is equipped
with the norm
‖(f1, f2)‖S0(G1)×S0(G2),(g1,g2) := ‖f1‖S0(G1),g1‖f2‖S0(G2),g2 .
For more on tensor products of Banach spaces, see, e.g., [CiLo+79,Rya02]. We will now
show that the projective tensor product S0(G1)⊗ˆS0(G2) coincides with S0(G1 ×G2). In
fact, we show that the S0-norm on S0(G1 × G2) is equivalent to the projective tensor
product norm ‖ · ‖S0(G1)⊗ˆS0(G2).
Theorem 8.1. Let G1 and G2 be two locally compact abelian groups. Then S0(G1×G2) =
S0(G1)⊗ˆS0(G2). Furthermore, with gi ∈ S0(Gi)\{0}, i = 1, 2, and for all F ∈ S0(G1×G2)
c ‖F‖S0(G1)⊗ˆS0(G2),g1⊗g2 ≤ ‖F‖S0(G1×G2),g1⊗g2 ≤ ‖F‖S0(G1)⊗̂S0(G2),g1⊗g2 , (8.1)
with c = ‖g1‖−1S0,g1‖g2‖−1S0,g2‖g1‖22‖g2‖22.
Proof. Consider a function F ∈ S0(G1)⊗ˆS0(G2). Then
‖F‖S0(G1×G2),g1⊗g2 ≤
∑
j∈N
‖f1,j ⊗ f2,j‖S0(G1×G2),g1⊗g2 =
∑
j∈N
‖f1,j‖S0(G1),g1‖f2,j‖S0(G2),g2 .
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Taking the inﬁmum over all representations of F ∈ S0(G1)⊗ˆS0(G2) yields the upper
inequality in (8.1) and shows that S0(G1)⊗ˆS0(G2) ⊆ S0(G1×G2). For the other inclusion
we note that S0(G1)⊗ˆS0(G2) is invariant under time-frequency shifts. Indeed, for all
F ∈ S0(G1)⊗ˆS0(G2), we have that
‖pi(χ)F‖S0(G1)⊗ˆS0(G2),g1⊗g2 = ‖F‖S0(G1)⊗ˆS0(G2),g1⊗g2 for all χ ∈ G1 ×G2 × Ĝ1 × Ĝ2.
The minimality of S0 expressed in Theorem 5.5 implies that S0(G1×G2) ⊆ S0(G1)⊗ˆS0(G2).
In fact,
‖F‖S0(G1)⊗ˆS0(G2),g1⊗g2 ≤ ‖g1‖S0(G1),g1‖g2‖S0(G2),g2‖g1‖−22 ‖g2‖−22 ‖F‖S0(G1×G2),g1⊗g2 .
Theorem 8.1 allows us to state the following result which is a slight modiﬁcation of
Theorem 5.6.
Corollary 8.2. Let B(G) be a (non-trivial) Banach space deﬁned for any locally compact
abelian group G. If B(G) is continuously embedded into L1(G), then B(G) coincides with
S0(G) with equivalent norms if and only if B(G) exhibits the following properties:
(i) The time-frequency shift operator pi(χ) is a linear and bounded operator on B(G)
for all χ ∈ G× Ĝ.
(ii) If f ∈ B(G), then f 7→ f ◦ α is a linear and bounded operator on B(G) for all
topological group automorphisms α on G.
(iii) The Fourier transform F is a linear and bounded operator from B(G) into B(Ĝ).
(iv) For all locally compact abelian groups G1 and G@ it holds that B(G1)⊗ˆB(G2) =
B(G1 ×G2).
Proof. It is clear that (iii) and (iv) imply assumptions (ii) and (iv) in Theorem 5.6. The
result now follows from Theorem 5.6.
Theorem 8.1 is the key in establishing a one-to-one correspondence between all bilinear
and bounded operators from S0(G1)×S0(G2) into a normed vector space V , and all linear
and bounded operators from S0(G1 ×G2) into V .
Theorem 8.3. Let G1 and G2 be two locally compact abelian groups and V a normed
vector space. Then for every bilinear and bounded operator A : S0(G1) × S0(G2) →
V there exists a unique linear and bounded operator T : S0(G1 × G2) → V satisfying
A(f1, f2) = T (f1 ⊗ f2). The correspondence A ←→ T is an isomorphism between the
normed vector spaces Bil(S0(G1)× S0(G2), V ) and Lin(S0(G1 ×G2), V ).
Proof. Consider the mapping
e : Lin(S0(G1 ×G2), V )→ Bil(S0(G1)× S0(G2), V ), e(T ) := (f1, f2) 7→ T (f1 ⊗ f2)
We need to show that the mapping e is (i) well-deﬁned, (ii) linear, (iii) bounded, and that
(iv) e has an inverse which is also well-deﬁned, linear and bounded.
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(i). For e to be well-deﬁned we need to verify that e(T ) =
(
(f1, f2) 7→ T (f1⊗f2)
)
is an
element in Bil(S0(G1) × S0(G2), V ). The bilinearity of e(T ) is shown easily. Concerning
the boundedness of e(T ) we ﬁnd the following:
‖e(T )‖op = sup
(f1,f2)∈S0×S0
‖(f1,f2)‖S0×S0=1
‖e(T )(f1, f2)‖V = sup
(f1,f2)∈S0×S0
‖(f1,f2)‖S0×S0=1
‖T (f1 ⊗ f2)‖V
≤ sup
(f1,f2)∈S0×S0
‖(f1,f2)‖S0×S0=1
‖T‖op‖f1 ⊗ f2‖S0
(5.4)
= sup
(f1,f2)∈S0×S0
‖(f1,f2)‖S0×S0=1
‖T‖op‖(f1, f2)‖S0×S0 = ‖T‖op
This shows that e(T ) ∈ Bil(S0(G1)× S0(G2), V ). Thus the mapping e is well-deﬁned.
(ii). It is straightforward to show that e is a linear operator.
(iii). To show that e is bounded we reuse the calculations from (i) and ﬁnd that
‖e‖op = sup
T∈Lin(S0(G1×G2),V )
‖T‖op=1
‖e(T )‖op ≤ sup
T∈Lin(S0(G1×G2),V )
‖T‖op=1
‖T‖op = 1.
(iv). Deﬁne the mapping e−1 : Bil(S0(G1)× S0(G2), V )→ Lin(S0(G1 ×G2), V ) given
by
e−1(A) :=
(
F 7→
∑
j∈N
A(f1,j, f2,j)
)
, where F =
∑
j∈N
f1,j⊗f2,j for some {fi,j}j∈N ⊂ S0(Gi), i = 1, 2.
For now, the operator e−1 may depend on the representation of F . We will show in the
end of the proof that this is not the case. Let us argue that e−1(A) actually belongs to
Lin(S0(G1 × G2), V ). Linearity is clear. The boundedness of e−1(A) follows from the
following computation,
‖e−1(A)‖op = sup
F∈S0(G1×G2)
‖F‖S0=1
‖e−1(A)F‖V ≤ sup
F∈S0(G1×G2)
‖F‖S0=1
∑
j∈N
‖A(f1,j, f2,j)‖V
≤ sup
F∈S0(G1×G2)
‖F‖S0=1
∑
j∈N
‖A‖op‖(f1,j, f2,j)‖S0×S0
= sup
F∈S0(G1×G2)
‖F‖S0=1
‖A‖op
∑
j∈N
‖f1,j‖S0(G1),g1‖f2,j‖S0(G2),g2 .
Since this holds for all representations of F , we deduce the inequality
‖e−1(A)‖op ≤ sup
F∈S0(G1×G2)
‖F‖S0=1
‖A‖op‖F‖S0⊗ˆS0 ≤ c−1‖A‖op, (8.2)
where c is as in Theorem 8.1. This shows that e−1(A) ∈ Lin(S0(G1 ×G2), V ). Hence e−1
is well-deﬁned. The linearity of e−1 is easy to show. Furthermore, the inequality in (8.2)
implies that
‖e−1‖op ≤ c−1.
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Hence e−1 is a bounded mapping from Bil(S0(G1)×S0(G2), V ) into Lin(S0(G1×G2), V ).
It remains to show that e−1 and e are inverses of each other: For T ∈ Lin(S0(G1×G2), V )
we ﬁnd that
e−1 ◦ e(T ) =
(
F =
∑
j∈N
f1,j ⊗ f2,j 7→
∑
j∈N
e(T )(f1,j, f2,j)
)
=
(
F =
∑
j∈N
f1,j ⊗ f2,j 7→
∑
j∈N
T (f1,j ⊗ f2,j)
)
= F 7→ T (F ) = T.
On the other hand, for any A ∈ Bil(S0(G1)× S0(G2), V ) we ﬁnd that
e ◦ e−1(A) =
(
(f1, f2) 7→ e−1(A)(f1 ⊗ f2)
)
=
(
(f1, f2) 7→ A(f1, f2)
)
= A.
Hence, e−1 is the inverse operator of e. Because the inverse operator is unique, it follows
that the deﬁnition of e−1, in fact, is independent of the representation of F .
If, in Theorem 8.3 the Banach space S0(G1 × G2) is equipped with the projective
tensor norm ‖ · ‖S0(G1)⊗ˆS0(G2) instead of the usual norm ‖ · ‖S0(G1×G2), then the mapping
e in the proof of Theorem 8.3 establishes an isometric isomorphism between the normed
vector spaces Bil(S0(G1)× S0(G2), V ) and Lin(S0(G1 ×G2), V ).
It is easy to generalize the proof of Theorem 8.3 to show that for two Banach spaces
X and Y and a normed vector space V , the normed vector spaces Bil(X × Y, V ) and
Lin(X⊗ˆY, V ) are isometrically isomorphic. For more on this see, e.g., [Rya02].
Let us state an immediate consequence of Theorem 8.3.
Corollary 8.4. Let σ1 ∈ S′0(G1) and σ2 ∈ S′0(G2) be given. There exists a unique element
σ ∈ S′0(G1 ×G2) such that
〈f1 ⊗ f2, σ〉 = 〈f1, σ1〉〈f2, σ2〉 for all f1 ∈ S0(G1), f2 ∈ S0(G2). (8.3)
Proof. Deﬁne
A : S0(G1)× S0(G2)→ C, A(f1, f2) := 〈f1, σ1〉〈f2, σ2〉.
It is straightforward to show that A ∈ Bil(S0(G1) × S0(G2),C). By Theorem 8.3 there
exists a unique element σ ∈ S′0(G1 ×G2) such that
〈f1 ⊗ f2, σ〉 = A(f1, f2) = 〈f1, σ1〉〈f2, σ2〉.
Remark 5. The element σ ∈ S′0(G1 × G2) satisfying (8.3) is called the tensor product of
σ1 ∈ S′0(G1) and σ2 ∈ S′0(G2) and we write σ = σ1 ⊗ σ2.
We now turn to the kernel theorem of S0. Corollary 8.5 was stated already in [Fei80]
and later in [Hör89], albeit without a proof. It appears in [Kev03] where the reasoning
is the same as here: as soon as one has established that S0(G1 ×G2) = S0(G1)⊗ˆS0(G2),
then Corollary 8.5 follows by results from abstract tensor algebra, i.e., Theorem 8.3.
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Corollary 8.5. To every linear and bounded operator T : S0(G1)→ S′0(G2) which maps
norm convergent sequences in S0(G1) into weak
∗-convergent sequences in S′0(G2) there
exists a unique element σ ∈ S′0(G1 ×G2) such that
〈f2, T f1〉 = 〈f1 ⊗ f2, σ〉 for all f1 ∈ S0(G1), f2 ∈ S0(G2). (8.4)
The correspondence σ ←→ T is an isomorphism between the Banach spaces S′0(G1 ×G2)
and Lin(S0(G1),S
′
0(G2)).
Proof. We will show that Bil(S0(G1) × S0(G2),C) ∼= Lin(S0(G1),S′0(G2)). Let T ∈
Lin(S0(G1),S
′
0(G2)) be given. Then
AT : S0(G1)× S0(G2)→ C, AT (f1, f2) := 〈f2, T f1〉
deﬁnes an operator in Bil(S0(G1)× S0(G2),C). In fact, the mapping
d : Lin(S0(G1),S
′
0(G2))→ Bil(S0(G1)× S0(G2),C), d(T ) := AT
is linear and bounded. Conversely, let A ∈ Bil(S0(G1)× S0(G2),C) be given, then
TA : S0(G1)→ S′0(G2), 〈f2, TAf1〉 := A(f1, f2)
deﬁnes a linear and bounded operator in Lin(S0(G1),S
′
0(G2)). The mapping
d−1 : Bil(S0(G1)× S0(G2),C)→ Lin(S0(G1),S′0(G2)), d−1(A) := TA
is linear and bounded. It is straightforward to verify that for all T ∈ Lin(S0(G1),S′0(G2))
and A ∈ Bil(S0(G1)× S0(G2),C) we have that
d−1 ◦ d(T ) = T and d ◦ d−1(A) = A.
Hence d is a Banach space isomorphism from Lin(S0(G1),S
′
0(G2)) onto Bil(S0(G1) ×
S0(G2),C). By Theorem 8.3 we ﬁnd the desired result:
Lin(S0(G1),S
′
0(G2))
∼= Bil(S0(G1)× S0(G2),C)
Thrm.(8.3)∼= Lin(S0(G1 ×G2),C) = S′0(G1 ×G2).
It is straightforward to show that the relationship between T and σ in (8.4) preserves the
norm-weak∗-continuity.
An alternative proof of Corollary 8.5, not relying on Theorem 8.3, is to show directly
that S′0(G1 × G2) and Lin(S0(G1),S′0(G2)) can be identiﬁed with one another. In order
to do this, one has to consider the mappings
d : S′0(G1 ×G2)→ Lin(S0(G1),S′0(G2)), d(σ) =
(
f1 7→
(
f2 7→ 〈f1 ⊗ f2, σ〉
))
and
d−1 : Lin(S0(G1),S′0(G2))→ S′0(G1 ×G2), d−1(T ) =
(
F 7→
∑
j∈N
〈f2,j, T f1,j〉
)
,
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where F =
∑
j∈N f1,j ⊗ f2,j for some (fi,j)j∈N ⊆ S0(Gi), i = 1, 2. One then needs to show
that d and d−1 are well-deﬁned, linear and bounded operators, indeed are inverses of one
another and that the norm-weak∗ continuity is preserved. All but the last step are very
similar to the calculations performed in the proof of Theorem 8.3.
In case one has a basis for S0(G) there are proofs available where one does not need
to refer to Theorem 8.3, see [FeKo98] (for elementary locally compact abelian groups)
and [Grö01] (for G = Rd). Yet a diﬀerent way of proof can be found in [Fei89a,FeGr92]
(again for G = Rd), where a sequence of elements in S0 is constructed such that it
converges in the weak∗-topology towards the correct σ ∈ S′0 such that (8.4) holds.
Corollary 8.5 is the exact analogue to the famous Schwartz-kernel Theorem for the
space of test functions C∞c (Rn) by Schwartz [Sch52, Thrm. II]. Later, more elementary
proofs of this result appeared in [Ehr56] and [Gas60]. See also the book by Hörmander
[Hör90] for more on the Schwartz space and its kernel theorem. It is remarkable that S0
allows for a kernel theorem, as such a result is usually associated to, so-called (and hence
their name), nuclear spaces, see [Gro55,GeVi64,Trè67].
Note that in Corollary 8.5 it is possible to interchange the role of G1 and G2 so that
Bil(S0(G1)× S0(G2),C) ∼= S′0(G1 ×G2) ∼= Lin(S0(G1),S′0(G2)) ∼= Lin(S0(G2),S′0(G1)).
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