Massive multiple-input multiple-output (MIMO) attracts considerable interest by increasing the spectral efficiency, and which may be adopted in future communication system. Both base station (BS) and user equipment (UE) can be equipped with large-scale antennas using frequency division duplex (FDD) schemes. The major obstacle that reduces the performance is the overhead due to the reference signal. Moreover, the channel state information (CSI) of the uplink (UL) channel cannot be simply used for downlink (DL) pre-coding. In this paper, we focus on reconstructing wireless channels on a frequency band by observing the channel response on neighboring frequency band. The inference of DL channel is conducted by utilizing parameters of multipath components extracted from UL observations, using high resolution estimation algorithms, e.g. the Space-Alternating Generalized Expectation-maximization (SAGE). Four calibration methods are proposed to improve the quality of the inferred DL channel response. Those four methods take into account the channel composition based on the availability of the initial channel observations. Their performance is demonstrated by using real massive MIMO measurements. The results show these calibration methods have their individual application scenarios and all outperform in Line-of-Sight (LoS) scenarios. These calibration methods prove a methodological way to improve the correlation of neighboring channel.
I. INTRODUCTION
Massive Multiple-input multiple-output (MIMO) technology has been widely used in wireless communications because it improves the spectral efficiency and link reliability by using diversity techniques. By generating the excessive amount of channel gain using multiple antennas, the links between base station and mobile users result in high spectral efficiency [1] - [3] .
Benefiting from enough power and the high computational capability for signal processing, channel precoding in the BS attracts a tremendous amount of research and development [4] - [6] . In FDD systems, the BS transmits the pilot symbols to the UEs, then the UEs estimate the DL CSI and feed it back to the BS. The performance of FDD systems can be significantly reduced due to the errors in quantization of the feedback information compared to the time division duplex (TDD) system [7] . Furthermore, with the The associate editor coordinating the review of this manuscript and approving it for publication was Liang Yang . increase of antenna elements in both BS and UEs, the overhead introduced by the DL pilots and CSI feedback(in UL to the BSs) becomes much more unacceptable in massive MIMO FDD systems [8] . It is necessary to investigate the reciprocity between the UL channel and DL channel observed in FDD system. A variety of algorithms have been proposed to decrease the overhead due to the CSI feedback in FDD system [9] - [12] . Some proposals have been already implemented in the real systems [13] - [15] The performance analysis and comparison of typical frequency response correction algorithms, especially the algorithms based on the long-term statistical channel characteristics are introduced in [16] . For the channel reciprocity in directional domain, the comparison of the angular results in both UL and DL was studied [17] . The estimation of both temporal and spatial DL correlations was investigated individually using an UL correlation estimate in [18] . In [19] , the results show that when the frequency separation is 200 MHz between UL and DL, the Direction of Arrivals (DoAs) are roughly the same. [20] validates the critical assumption that averaged VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ channel characteristics under fast fading conditions are identical for the UL and DL. Furthermore, a new method was proposed to infer the CSI in a different frequency band with zero feedback from the UEs [21] . In this case, the frequency of operation is 650 MHz UL and 680 MHz DL. All those literatures investigated the reciprocity of FDD channel and proposed methods to decrease the feedback carried in the DL channel. However, none of them investigated the channel reciprocity on the multipath composition perspective in both DL and UL channels. In this paper, our goal is to investigate in which levels or to which extents the channel in a specific frequency band can be inferred, based on the estimated channels obtained in different frequency bands and under the existence of channel estimation errors. Based on the obtained results, four calibration methods are proposed to improve the quality of the inferred DL channel response. Our conclusions are supported by results obtained from an actual MIMO communications system. More specifically, we consider a LTE FDD system. The UL channel observations are processed and the High-Resolution Parameter Estimation (HRPE) method utilizing the SAGE algorithm [22] , [23] is used to estimate the parameters of channel multipath components (MPCs) based on a planar wave assumption. With these estimation results, the DL channel frequency responses are inferred and compared with the DL channel frequency responses observed. It is worth to note that the system responses for both DL and UL are unknown, together with the antenna responses, which is usually encountered in real situations. In order to compare the inferred channels with the measured ones, the correlation metric, defined as channel inference effectiveness (CIE) in this paper, is used to evaluate the effectiveness of channel inferences. To compare the performance in different propagation conditions, we consider three scenarios, which include Clean-Line-of-Sight (CLoS), Obstructed-Line-of-Sight (OLoS) and Non-Line-of-Sight (NLoS) conditions. The main contribution and novelty in this paper is that these four new calibration methods are proposed to improve the performance of channel inference by mitigating the unmeasured difference between UL and DL channel(like frequency shift and inaccuracies from hardware limitations). The results show that these calibration methods have their individual application scenarios and all of them outperform in Line-of-Sight (LoS) scenario. These calibration methods prove a methodological way to improve the correlation of neighbouring channel.
The correlation between the UL and DL is already calculated and results are analysed and compared among these conditions, i.e., specifically refining the underlying signal model [24] , optimizing the channel estimation methods [25] , and using historical information. Comparing the performance and complexity of the existing method, a novel FDD massive MIMO system based on a spatial DL channel estimation scheme is proposed in [26] , [27] and the results showed significant performance improvement. The model relies on the statistical spatial correlation using fast Fourier transform with low-complexity operations. In our paper:
• Unlike the method mentioned in [26] , [27] we directly implement the SAGE algorithm to extract the channel parameters both in temporal and spatial domain (delay, amplitude and Azimuth of Arrival (AoA)). This deterministic method requires no statistic spatial correlation and provides a very good performance in channel estimation.
• To evaluate the reciprocity of the DL and UL channels, instead of comparing the values of the angles in DL and UL, the channel correlation, i.e., the CIE in this paper is implemented to measure the channel inference accuracy without high-complexity operations involving both the temporal and spatial correlation.
• The proposed 4 calibration methods can be used to improve the quality of the inferred DL channel. They are adaptive for real case and can be also implemented with the low-complexity multiply operations. This paper is organized as follows: Section II introduces the channel signal model, channel inference procedure and the methods to assess channel inference. The four calibration methods are also described in this section. Section III illustrates channel inference results and the comparison of CIEs obtained with and without calibration methods. The results in this section shows that our 4 calibration methods are functional and have their individual application scenarios. Finally, conclusion remarks are addressed in Section IV
II. CHANNEL INFERENCE METHODS

A. SIGNAL MODEL
We consider the single-input multiple-output (SIMO) situation where the propagation channel is composed of multiple specular path components that are dispersive in delay and in AoA domains [28] . The observed channel transfer function (CTF) h n (f ) at the output of the nth antenna in a uniform linear array can be written as
where n ∈ [1, . . . , N ] is the antenna index with N being the total number of elements in the antenna array, ∈ [1, . . . , L] represents the index of multi-path components, τ , φ , and α denote respectively the delay, AoA and complex amplitude of the th component. f and f c represent the frequency range considered and the carrier frequency respectively where the subscript c stands for ''carrier''. Note the aperture of antennas d is set to be half of the wavelength and the form f 2f c cos(φ ) is equivalent to d λ cos(φ ) with λ = c f . The unknown parameters in (1) can be written as:
with θ = [α , φ , τ ] being the unknown parameters for the lth path components. We use h u
. . , J ] to represent the CTF of UL and DL respectively, where f u i and f d j denote the frequencies in the UL channel and in the DL channel respectively, and I , J represent the number of discrete frequencies in the UL and DL channel. The vector notations h u (f ) and h d (f ) are introduced as follows:
A vector f u,d written as
represents a collection of all frequency points in the UL and DL channels. If the channel parameters are considered within the coherent bandwidth B = [min(f u,d ), max(f u,d )], where min(·) and max(·) represent the minimum and maximum of the given argument, the assumption u = d holds considering the parameters of delay and AoA.
B. CHANNEL INFERENCE PROCEDURE
The inference of channels in DL based on the estimated channel parameters calculated from the UL channel observations can be formulated as follow:
where the h u (f ) and theĥ d (f ) denote the CTF of observed UL and inferred DL respectively,ˆ u/d is the estimated parameter in UL / DL channel. Note the superscripts on the ''−→'' refer to the certain operations as follows:
• E: Estimate the parameters from the UL channel. • I: Infer the DL parameters from that of the UL channel. • R: Reconstruct the DL channel transfer function based on the DL parameters. Similarly, the procedure of inferring the UL channel based on the estimated DL parameters, can be formulated as follow:
Here the 'I' operation is executed using the non-calibrationbased approaching. The calibration-based inference are elaborated in the sequel.
C. NON-CALIBRATION-BASED APPROACHING
One approach is based on the assumption that the parameters and statistics of UL and DL propagation channel remain the same in FDD system [16] , [29] , [30] , and the path gain has insignificant impact in the channel inference. Then the DL channel can be simplified under the assumption of the
Therefore, (6) and (7) can be rewritten as
Due to the possible estimation errors returned by SAGE algorithm, the CSI feedback quantization errors and the mismatches [31] - [33] , it is difficult to guarantee that the assumption u = d holds perfectly. Furthermore, this non-calibration approaching is not expected to be applied into NLoS scenarios due to the small scale fading. The inference from UL to DL needs to be reconsidered. Hence, we propose 4 different calibration-based inference(CI) methods to mitigate the mismatches(path gain and suppress errors) in order to improve the inference effectiveness from the UL channel to the DL channel.
D. CALIBRATION-BASED INFERENCE METHODS
Our understanding for the inference operation is as follows. The unknown DL system response denoted by h d s (f ) is independent of the propagation channel. The system response defined in our measurements is the sum of responses from the physical elements comprising the transducers (antenna, amplifier, mixer, etc.). This system response is inherent to the DL transmitter and receiver. The observed overall communication DL transfer function h d (f ) on the UE side can be written as:
where h d c (f ) represents the CTF of the propagation channel and '' '' represents the Hadamard product. Based on the estimated results obtained from the DL observations, we are able to reconstructĥ d (f ). However, since h d s (f ) is unknown, we have to calculate an estimate of h d c (f ) in the so-called ''calibration'' step in this study. It is necessary to infer h d c (f ) based on the estimated multipath components obtained from e.g. UL channel observations by using (10):
where the ''−→'' represents the approach from UL CTF to DL CTF and we defined '' '' in this paper as the element-division of corresponding elements in two vectors. Then, we obtain an inferredĥ
If the h d s (f ) h u s (f ) appears to be constant through multiple observation snapshots, we can then consider this estimate to be useful for the given circumstances. (12) is extended to 4 methods to infer the DL channel which are elaborated subsequently. The channel inference (8) and (9) in this case can be written as
where the superscript 'C' represents the calibration operation, which adopts the following 4 methods that penetrate specific inference calibration factors (ICFs). 
1) CI1:SINGLE-PATH CALIBRATION WITH OBSERVATIONS OF DL CHANNELS
Similar to the operation showed in (10) and (11), the first type of ICF is calculated as
Note that in this case, we assume that the observation of DL channel is available. h d (f ) andĥ d u,1 (f ) represent the CTF of the DL channel observed and the CTF of the DL channel inferred by using the dominant path's parameters, i.e. the path with the largest magnitude, extracted from the UL channel. The resultant ICF r CI1 (f ) is referred as the estimated ''system response'' of the DL communication system where only one path exists in the DL propagation channel. In the case that the h d (f ) contains just one dominant path, e.g. in the LoS scenarios, the inference operation can be expressed withĥ
This method is more adaptable for LoS scenarios in which case that less number of paths is considered in estimation. It implies less computational complexity in ''inference'' step compared to other methods, since it requires just a single path from estimation results. It is worth mentioning that r CI1 (f ) accounts for the influences of uncertainty originating from the random propagation and the unknown system response on the inference results. The drawback of this calibration method is that the observations of the DL CTF should be taken from the same propagation scenarios. Nevertheless, this seems to be a quite realistic assumption at least when the frequency separation between UL and DL is moderate. The diagram of this calibration method is shown in Fig. 1 .
2) CI2:SINGLE-PATH CALIBRATION: DETERMINISTIC APPROACH
Under the assumption that the UL can be observed, this type of ICF is formulated as It is worth to note that such frequency shift would ideally be equal to the exact separation of the UL and DL frequencies.
However, some inaccuracies can arise due to the hardware limitations, e.g. from the Local Oscillator (LO) and converter circuit. It is also possible that the ICF, namely r CI2 (f ), could be a frequency-dependent function, so it is necessary to investigate whether we could improve the inference effectiveness by using r CI2 (f ) based on this hypothesis. Thus, the inferred DL CTF is calculated as followŝ
The whole procedure of this calibration method is illustrated in Fig. 2 . It is worth to mention that the DL transfer function is needed in these two calibration methods mentioned above. These two methods are considered to be applicable in the so-called dynamic scenarios, where the CTF of a channel changes from frame to frame. We assume that it is possible to obtain a sample of CTF, e.g., in the first frame of the burst or data blocks in DL, which allows to calculate the estimates of the system responses of UL and DL. The responses from estimation results can be used in the following frames for the channel inference.
3) CI3:SINGLE-PATH CALIBRATION WITHOUT DL OBSERVATION
Considering the worst case that less and even no information from DL is known to infer the DL channel, we investigate to which extend the channel can be inferred just by knowing the channel information of one link only. So we propose this applicable channel inference method. This ICF is calculated as
where r CI3 (f ) is calculated without DL channel information.ĥ u(1) (f ) represents the CTF of UL dominant path using UL parameters. The r CI3 (f ) involves the channel dispersion which may not be described by using discrete specular path component models. Due to the calibration by utilizing the dominant path, this method is more adequate for CLoS scenarios without multipath effects(the case where a UE is located in an open environment, or the case of a satellite communication with no obstacles existing between the BS and the UEs). Thus, the inferred DL CTF in this method can be calculated asĥ
as shown in Fig. 3 . Notice that multipath components expect the dominant one are neglected in this method.
4) CI4:MULTIPLE-PATH CALIBRATION WITHOUT DL OBSERVATION
Considering the multipath effect, we modify the ICF r CI3 (f ) showed in (19) by taking into account all paths existing in real scenario:
where L =1ĥ u, (f ) represents the reconstructed CTF of UL using L paths' parameters estimated from UL. r CI4 (f ) represents the estimation errors returned by the estimator, i.e. the SAGE algorithm in our case. We mitigate those UL estimation errors of the inferred DL channel as folloŵ
This calibration operation as shown in Fig. 4 requires multipaths from UL channel and infers the multipaths into DL channel, under the assumption that the number of paths for both UL and DL is equal when implementing the inference procedure.
Table (1) summarizes the formulas and the application scenarios for each of those calibration methods.
E. PERFORMANCE EVALUATION FOR PROPOSED CHANNEL INFERENCE METHODS
The channel differences should be considered both in frequency and spatial domain. So we use a CIE γ as a measure of channel inference accuracy considering the channel on each antenna and each frequency. With this evaluation method, the spatial information can be involved in this assessment and the result can easily illustrate the correlation value of each point-to-point sub-frequencies of UL and DL channel. More specifically, γ dd denotes the correlation betweem observed DL channel and inferred DL channel. γ uû is applied to denote the correlation between observed UL channel and inferred UL channel. The CIE can be calculated with respect to the frequency points:
where · represents the norm of the given vector and (·) H represents the Hermitian transpose. The γ dd/uû can be also written with respect to antennas:
with
Furthermore,( ·) represents the inferred CTF calculated using the channel model (1) and estimate parameters (2) . The overall CIE taking into account both frequencies and spatial positions is defined to be
. (27) Here, the f d/u J /I denotes f d J or f u I for DL sub-frequencies and UL sub-frequencies respectively.
Compared to the Mean Square Errors (MSE), the advantages of the proposed CIE evaluation method are as follows:
• The MSE of original CTF h and inferred CTFĥ is given by:
It is clear that the proposed CIE method takes the Re{h Hĥ } from the right most term in (28) . In this paper, we are more concerned about the similarities between the phase variation patterns of elements in vectors h andĥ, rather than the absolute values of magnitudes of each element. The MSE, as specified in its definition shown above, takes into account the contribution from both the magnitudes and phases, which is considered inappropriate in our case.
• In order to clearly evaluate the similarities between the vectors, it is necessary to propose a measure which takes the values from [−1, +1], with ''+1'' indicating the complete agreement between the phase variations of the elements in h andĥ, and ''−1'' denoting that the elements have completely opposite phases. Both of them reveals that the channels are coherent. Then, it is sufficient to take the absolute value of CIE, i.e. within the range of [0, +1] as a metric embodying the consistencies of these vectors. Following this rationale, all the CIEs are calculated and showed in absolute value. Finally, the CIEs is written as:
III. MEASUREMENT ANALYSIS AND INFERENCE PERFORMANCE
To evaluate the performance of the proposed methods, a measurement campaign was conducted in a suburban environment at the campus of Jiaotong University, Shanghai, China showed in Fig. 5a . The BS is positioned in front of the academy building with less objects around. Three UEs placed with the same propagation distance are defined as CLoS scenario, OLoS scenario with a cluster of trees obstructing the main path and NLoS scenario where the UE is surrounded with building, trees and bushes. SIMO LTE UL and DL signals were captured at these three different locations with one antenna on BS side and a linear antenna array with 64 elements on UE side showed in Fig. 5b and Fig. 5c . In our measurements, 8 of 64 elements are used to obtain the power delay profile (PDP) of each location. Parameter settings adopted in the measurement are as follows: the spacing between two adjacent antennas on receiver side equals 0.5λ where λ represents the wavelength at the frequency f c = 3.5 GHz. This yields the antenna spacing being 0.5 c/(3.5 × 10 9 ) = 0.0429 meters. Fig. 6 illustrates the concatenated PDPs of the channels observed from 8 antennas when the UE is located at these 3 positions. The ranges of colorbar are all set from −40 dB to 60 dB in order to compare the power of different scenarios. It can be observed from Fig. 6 that the UL and DL channels are not exactly the same for any of the scenarios. Fig. 6e and Fig. 6f illustrate that there is a strong path appearing around 30 µs without obvious multipath in this case. Fig. 6a and Fig. 6b illustrate the PDPs of an OLoS scenario. The power in this case is 60 dB lower than that in the CLoS scenario. In the NLoS scenario showed in Fig. 6c and Fig. 6d , the power of the main path is around 20 dB and multiple paths can be evidently observed. By utilizing the data obtained in these three scenarios, we investigate the performance of the proposed channel inference methods. 
A. RESULTS OF CHANNEL INFERENCE WITHOUT CALIBRATION
The CIE results without calibration is shown in Fig. 7 . The SAGE algorithm is applied to estimate 20 to 25 paths in UL channel. The estimation range of delay is set to be [−1/(2 × f ), 1/(2 × f )], roughly ±3.2 µs. The estimation range of AoA is set to be [1 • , 180 • ]. Then the estimated parameters are adapted to infer the DL channel. Moreover, we construct the UL channel with those parameters and calculate the CIE of the observed UL and inferred UL, i.e., the γ uû to evaluate the estimation accuracy of the results. Fig. 7 depicts the CIE performance of channel inference for the three positions. All the CIE values are in the range of [0, +1], with ''+1'' indicating the highest possible level of agreement and ''0'' the lowest one. That means that, the closer to ''+1'' the CIE value is, the higher correlation will be(between original channel and inference channel). The dash line γ uû in Fig. 7a to 7d represents the CIE of the original UL channel and the reconstructed UL channel (i.e., the one obtained from the estimated paths), the solid curve γ dd represents the CIE of the observed DL channel and the inferred DL channel using the parameters estimated from the UL channel. It is obvious in Fig. 7 that for both LoS cases including CLoS and OLoS, the UL channel can be constructed perfectly while the DL channel was not inferred correctly as the UL channel. In the Fig. 7b which corresponds to the NLoS case, the CIEs are much more variant versus the frequency, especially for the solid curve. Some very low values eventually appear, but the solid curve is mostly below the dashed one, as is the case for the other two positions. For Fig. 7a and Fig. 7c , the CIE is slightly worse compared with the LoS position. Fig. 7d illustrates the Cumulative Distribution Function (CDF) of the CIE for three positions. From these curves, we observed that the channel inference without calibration can achieve 45 %, 27 % with an acceptable CIE above 0.8 for CLoS, OLoS respectively and 23 % with CIE larger than 0.7 for NLoS.
B. PERFORMANCE OF CALIBRATION-BASED INFERENCE METHODS
In this section, the results are showed for each of the previously described calibration methods and summarized in Table 2 . In order to evaluate the performance of estimation and the improvement of calibration methods, we defined 3 regions between 2 CIE curves as showed in Fig. 8 . Specifically, Region E represents the estimation errors. we notice if the channel is estimated perfectly, the curve of γ uû will be constant ''+1'' at any frequency. The reason decreasing the CIE is estimation errors which limits the best performance of channel inference in our case. Region I between curve γ dd and γ dd,m represents the improvement of CIEs attributed to calibration method m. After calibration method being applied, there may still exist a region between curve γ uû and γ dd,m , we defined it as Region D which represents the channel differences from UL channel to DL channel. By calculating and comparing the area of the Region I and Region D, we can describe the performance of the proposed calibration methods. Furthermore, we define two metrics, as follows:
CIE difference: To evaluate the channel difference, we use CIE of UL to subtract the CIE of the DL with calibration. That accounts for the difference between the CIE with calibration and the best CIE we can achieve, i.e. the γ uû . The CIE difference, namely E D (f , m) with ''D'' standing for ''difference'', is calculated as
where m also represents the calibration index utilizing in a specific case. Note, the integral of the CIE difference E D (f , m), taking interval within the whole frequency range, is the area of the Region D. CIE improvement: we subtract the CIE of DL from the CIE of DL with calibration, that accounts for the improvement in the results by using the calibration method. The CIE improvement, namely E I (f , m) with ''I'' standing for the ''improvement'', is calculated as
Also, the integral of the CIE improvement E I (f , m) is the area of Region I. The results of for evaluating calibration method r CI2 are shown in Fig. 10 . The CIE improvement E I (f , m) observed when different number L of paths are considered in inference (18) are depicted in Fig. 10a, Fig. 10b and Fig. 10c for OLoS, NLoS and CLoS respectively. Here, the total path number L is set from 1 to 20. It can be observed from Fig. 10a that in the OLoS scenario, the calibration deteriorated the CIE regardless of the total number of paths being considered. Such a trend is even more severe for the frequencies far from the central one. In NLoS scenario, the calibration method does not change the CIE evidently as depicted in Fig. 10b . Nevertheless, the effectiveness improvement of the calibration is still observed to be dependent on the frequency. Whereas the calibration improves the inference performances noticeable for some frequencies, the results for others without calibration are worse. Moreover, those effects are almost independent of the value of L. In CLoS, as observed in Fig. 10c , the improvement of the calibration is significant. The calibration always improves the CIE across all frequencies. Moreover, the less the number of paths, the better the results are observed. It is reasonable to postulate that this is caused by the LoS scenarios where the LoS path dominates the channel. In such a scenario, this calibration method is dependent of the frequency, regardless of the number of paths used.
3) CI3: SINGLE-PATH CALIBRATION WITHOUT DL OBSERVATION
Note that this calibration method r CI3 is independent of the number of paths utilized in channel inference. Fig. 11 illustrates the CDFs of the CIEs at 3 positions for CI3 method being applied. It can be observed from Fig. 11b and Fig. 11c that the CIE does not improve significantly the CIEs for scenarios NLoS and CLoS. While for OLoS scenarios as Fig. 11a showed, the improvement is more significant. These results indicate that the calibration method CI3 is more preferable for the OLoS scenarios, where the magnitude of the main path is significantly larger than those of other paths.
4) CI4: MULTIPLE-PATH CALIBRATION WITHOUT DL OBSERVATION
The results of calibration method r CI4 are shown in Fig. 12 .
It can be seen that the results for all positions are strongly dependent on the frequency. For scenario OLoS and CLoS, as showed in Fig. 12a and Fig. 12c , the CIEs are slightly improved only when a less number of path is used for the channel inference for most of the frequencies. For the NLoS scenario, the results are almost independent of the total number of paths as illustrated in Fig. 12b . However, while the CIE is improved noticeably for some frequencies, the results for other frequencies are much worse when the calibration is applied. Hence, this calibration method is not suitable for NLoS scenarios. Table 2 summarizes the experimental performances of channel inference with proposed calibration methods implemented and the scenarios where the usage of the a specific calibration method is recommended.
C. COMPARISON OF ALL CALIBRATION METHODS
The CIE differences and CIE improvements for all calibration methods observed at three scenarios are shown in Figs. 13 and 14 , respectively. Note that the results illustrate in the figures correspond to the averaged values over the These mean values for all calibration methods are together with their corresponding 95% BCa bootstrap confidence intervals for the mean [34] . These confidence intervals are plotted as an area around every curve with the same color of the mean value showed in Fig. 13 and Fig. 14. We investigate the performance of the calibration methods with the number of paths L used in the inference.
From Fig. 13 , which demonstrates the confidence interval of channel difference at 3 positions, it can be observed that the minimum channel differences are obtained with r CI1 (f ).
For method with r CI2 (f ), the performance is dependent of the path number L, the variance and medium value are stable but the effect strongly depends on the type of environment. Calibration method with the factor r CI3 (f ) has the similar variance with method 2 but larger mean value than method 1. For the calibration method which relies on r CI4 (f ), the mean channel difference is the lowest when a single path is considered to infer the channel. When increasing the path number L, the mean channel difference increases up to a certain value and then decreases, whereas the variance of the difference decreases when the number of paths is larger. This means that the inference results become less dependent on the frequency. It can be obviously observed that the channel difference increases with the increasing of the number L of path for calibration method 2 and 4. That indicates the best performance is in principle obtained when using a single path.
Similarly with the results of CIE difference, Fig. 14 shows the confidence interval of inference improvement at 3 positions. It can be observed that the results of channel difference and channel improvement are strongly correlated. For example, calibration method 1 provides the maximum value of channel improvement for all the cases. Calibration method 2 only significantly increases the CIE when it is implemented in CLoS scenario. As a conservative calibration method, method 3 works fine for all scenarios. Method 4 improves the channel inference of LoS(CLoS and OLoS) scenario only when less paths are considered. Table 3 summarizes the max and min value of channel improvement E I and channel difference E D of each calibration method. From this table, it is more clear to compare the performance of different calibration methods. The calibration method 1 and 3 match our expectation as showed in Table 2 . It is unexpected that calibration method 2 could also improve the CIE for OLoS scenario not only for the CLoS scenario. Finally, the calibration method 4 is not suitable for any scenario with multiple paths.
IV. CONCLUSION
In this paper, the methodologies of FDD MIMO channel inference for DL based on UL observations, vice versa, are proposed. We illustrate the performances of the methods developed in 3 outdoor measurement scenarios namely Obstructed-Line-of-Sight, Non-Line-of-Sight and Clean-Line-of-Sight. Based on the parameters estimated from UL channel and the inference scheme, we infer the DL channel using 4 calibration methods. The difference between the exact DL channel and the inferred DL was also compared among all 4 calibration methods. Results obtained, have demonstrated that these 4 calibration methods have their individual application scenarios. Among the 4 calibration methods, r CI1 (f ) can provide significant the improvement of channel inference performance, r CI2 (f ), r CI3 (f ) and r CI4 (f ) can improve the performance for some specific types of LoS scenarios. Since the proposed calibration methods offer a methodological way to improve the correlation of UL and DL channel in FDD system, it can be a core technology for the realization of the FDD MIMO system and can be widely used in the future network systems.
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