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Abstract 
Traditional inventory models focus on effective replenishment stra'tegies and tjypically 
assume that a commodity's price is exogenously determined. In recent years, how- 
ever, a number of industries have used innovative pricing stmtegies to manage their 
inventory effectively. These developments call for models that integrat,e inventory 
control and pricing strategies. Such models are clea8rly important not only in the 
retail industry, where price-dependent demand plays an important role, but also in 
mmufacturing environments in which product~ion/distribution decisions can be com- 
plemented with pricing strategies to improve the firm's bottom line. 
To date, the lit,erat,ure has confined itself mainly to  models with va,riable ordering 
costs but no fixed costs. Extending some of these models to include a fixed cost 
component is the main focus of this thesis. 
In this thesis, we start by a,nalyzing a single product, periodic review joint inven- 
tory control and pricing model, and characterizing the ~ t~ruc ture  of the optimal policy 
under various conditions. Specificall;y, for the finite horizon periodic review case, we 
show, by employing the classical k-convexity concept, that a simple policy, called 
(s, S, p), is optimal when the demand functions are additive. For the model with 
more general demand functions, we show that an (s, S, p) policy is not necesmrily 
optimal. We introduce a new concept, the symmetric k-convex functions, and apply 
it to  provide a characterization of the optima,l policy. Surprisingly, in the infinite 
horizon periodic review case, the concept of symmetric k-convex functions allows us 
to show tha,t a stationary (s,  5'; p) policy is optimal for both discounted and average 
profit models even for general demand functions. Our approach developed for the 
infinite horizon periodic review joint inventory control and pricing problem is then 
extended to a corresponding continuous review model. In this case, we prove that a 
stationary ( s ,  S,  p) policy is optimal under fairly general assumptions. Finally, the 
symmetric k-convexity concept developed in this thesis is employed to characterize 
the optimal policy for the stochastic cash balance problem. 
Thesis Supervisor: David Simchi-Levi 
Title: Professor of Engineering Systems 
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1 1 Motivations 
Tradit,ional inventory models focus on effective replenishment ~trat~egies and typically 
assume that a c~mmodit~y's price is exogenously determined. In recent years, however, 
scores of retail and manufacturing companies have startjed exploring innovative pricing 
strategies in an effort to improve their operations and ultimately tjhe bottom line. 
Firms a,re employing methods such as dynamica,lly adjusting price over time based 
on inventory levels or production schedules as well as segmenting customers based on 
their sensitivity to price and lead time. 
For instance, no company underscores t,he impact of the Internet on product 
pricing strategies more than Dell Computers. The exact same product is sold at 
different prices on Dell's Web site, depending on whether the purchase is made by 
a private consumer, a, small, medium or large business, t,he federal government,, an 
e,ducation or health care provider. A more careful review of Dell's stmtegy, see [I], 
suggests that even the price of the same product for the same industry is not fixed; 
it may change significantly over time. 
Dell is not alone in its use of a sophisticated pricing strategy. Consider: 
Boise Cascade Office Products sells many products on-line. Boise Casca,de states 
that prices for the 12,000 items ordered most frequently on-line might change 
as often as daily. [16]. 
Ford Motor Co. uses pricing strategies to match supply and demand and target 
particular customer segments. Ford executives credit the effort with $3 billion 
in growth between 1995 and 1999. [18]. 
These developments call for models that integrate production decisions, inven- 
tory control and pricing strategies. Such models and strategies have the potential to 
radically improve supply chain efficiencies in much the same way as revenue manage- 
ment has changed the airline industry, see Belobaba [3] or McGill and van Ryzin [19]. 
Indeed, in the airline industry, revenue management provided growth and increased 
revenue by 5%, see Belobaba. In fact, if it were not for the combined contributions of 
revenue management and airline schedule planning systems, American Airlines (Cook 
[7]) would have been profitable only one year in the decade beginning in 1990. In 
the retail industry, to name another example, dynamically pricing commodities can 
provide significant improvements in profitability, as shown by Gallego and van Ryzin 
[121s 
1.2 Background 
The coordination of replenishment strategies and pricing policies has been the fo- 
cus of many papers, starting with the work of Whitin [28] who analyzed the cele- 
brated newsvendor problem with price dependent demand. For a review, the reader 
is referred to Eliashberg and Steinberg [8], Petruzzi and Dada 1211, Federgruen and 
Heching [lo] or Chan, Simchi-Levi and Swann [6]. 
Federgruen and Heching [lo] investigate a periodic review, single product model 
with stochastic, price-dependent demand. The authors assume that the demand is a 
linear function of the selling price, and ordering cost is proportional to the amount 
ordered and thus does not include a fixed cost component. Under some technical 
assumptions, they show that in this case a base-stock lzst pnce policy is optimal. 
That is, in each period the optimal policy is characterized by an order-upto level, 
referred to as the base-stock level, and a price which depends on the initial inventory 
level at the beginning of the period. If the initial inventory level is below the base- 
stock level an order is placed to raise the inventory level to  t,he base-stock level. 
Otherwise, no order is placed and a discount price is offered. This discount price is a 
non-increasing function of the initial inventory level. 
The paper by Thomas [26] considers a model similar to Federgruen and Heching 
[lo], namely, a periodic review, finite horizon model with a stochastic, price-dependent 
demand. One significant difference between Thomas [26] and Federgruen and Heching 
[lo] is that Thomas [26] assumes that the ordering cost includes both a fixed com- 
ponent and a variable component. Thomas provides many negative results regarding 
the structure of the optimal policy and proposes a simple heuristic, referred t o  by 
Thomas as ( s ,  S, p), which can be described as follows. The inventory strategy is an 
(s, S )  policy: If the inventory level at  the beginning of period t is below the reorder 
point, s t ,  an order is placed t o  raise the inventory level to the order-upto level, St. 
Otherwise, no order is placed. Price depends on the initial inventory level at  the 
beginning of the period. Thomas provides a counterexample which shows that with 
a "few prices" (i.e., when price is restricted to a discrete set) this policy may fail to 
be optimal. Thomas goes on to  say: 
If all prices in an interval are under consideration, it is conjectured that 
an  (s, S, p) policy is optimal under fairly general conditions. 
1.3 Contributions 
To date, the literature has confined itself mainly to the joint inventory control and 
pricing models with variable ordering costs but no fmed ordering costs. In particular, 
the structure of the optimal policy for the joint invent,ory control and pricing model 
with a fixed ordering cost has been open since Thomas's paper in 1974. This is exactly 
t,he starting point of our work. 
Specifically, we start with a periodic review, single product model with stochastic 
demand. Demands in different periods are independent of each other and their distri- 
butions depend on the product price. Pricing and ordering decisions are made at the 
beginning of each period, and all shortages are backlogged. The ordering cost includes 
both a fixed cost and a variable cost proportional to  the amount ordered. Inventtory 
holding and shortage costs are convex funct,ions of the inventory level carried over 
from one period to the next. We consider both the finite and infinite horizon models. 
In the finite horizon model the objective is to  find an inventory policy and a pricing 
strategy maximizing expected discounted profit over the finite horizon. In the infinite 
horizon the objective is to maximize expected discounted, or expected average profit. 
This is followed by a study of a corresponding infi~iit~e horizon continuous review joint 
inventory control and pricing model. Finally, we study the ~t~ochastic cash balance 
problem by employing techniques similar to  the one developed for the joint inventory 
control and pricing problem. 
In the following, we summarize the main contributions of this thesis. 
(1) In Chapter 2, we analyze a finite horizon periodic review joint inventory control 
and pricing problem. We prove that an (s ,  S, p) policy is indeed optimal when 
the demand process is additive based on the famous k-convexity concept. Thus, 
this result proves the conjecture of Thomas [26] for the additive demand model. 
To deal with the general demand model, we int,roduce an innovative concept, 
symmetric k-convexity, and employ it to prove that an (s,  S ,A,  p) policy is 
optimal. In such a policy, at  each time period t ,  there exists two parameters 
s t  and St and a set At E [st, (st + St)/2] such that if the initial inventory level 
at  t,he beginning of time period t is below st or belongs to the set At, an order 
is placed to  raise the inventory level to St; otherwise, no order is placed. The 
selling price of time period t is a function of the initial inventory level at  time 
period t .  
(2) In Chapter 3, we analyze a corresponding infinite horizon periodic review joint 
inventory control and pricing problem where all input parameters are stationary. 
Contrary to the finite horizon model, we prove that in this case, a stationary 
(s, S, p) policy is optimal even for general demand functions. This is done by 
employing the symmetric k-convexity concept. We also provide some charac- 
terizations of the optimal (s,  S )  inventory policy. 
(3) In Chapter 4, we extend our approach developed for t.he infinite horizon pe- 
riodic review joint inventory control and pricing problem to a corresponding 
continuous review model. In particular, we prove that a stationary (s,  S ,  p) 
inventory policy is optimal under fairly general assumptions. In addition, we 
present preliminary computational results illustrating the benefit of ampplying 
the optimal policy relative to a fixed price policy. 
(4) In Chapter 5 ,  we employ the symmetric k-convexity concept to analyze the 
stochastic cash balance problem. This problem is a cost minimization problem 
faced by a firm, which has to decide how much cash to hold in order t,o meet 
its transaction requirements for a given planning horizon. In this problem, 
the firm may choose to  increase or decrease the cash levels, which is similar 
to a stochastic inventory control problem with returns. It turns out that the 
symmetric k-convexit,y concept developed in our research provides a very natural 
tool for this problem as well. 
The organization of the thesis is as follows. In Chapter 2, we introduce and an- 
alyze the finite horizon periodic review joint inventory control and pricing model. 
In Chapter 3, we analyze the infinite horizon case. In Chapt,er 4, we study a cor- 
responding infinite horizon continuous review model. In Chapter 5 ,  we apply the 
symmetric k-convexity concept to t,he stochastic cash balance problem. Finally, in 
Chapter 6, we summarize our main results in this thesis and propose some further 
research directions. 
Chapter 2 
Finite Horizon Periodic Review 
Model 
In this chapter, we focus on a single product, periodic review, finite horizon model. We 
review the main assumptions of the finite horizon model in Section 2.1. In Section 
2.2 we review the concept of k-convexity and introduce a weaker definition of k- 
convexity, referred to  as symmetric k-convexity. We analyze the finite horizon models 
with additive demand functions in Section 2.3 and with general demand functions in 
Section 2.4. In Section 2.5 we in~estigat~e a special case, the finite horizon model with 
zero fixed ordering cost. FinaIly, we discuss some extensions in Section 2.6. 
2.1 TheModel 
Consider a firm that has to  make replenishment and pricing decisions over a finite 
time horizon with T periods. For convenience, in t,his case, we index periods from 1 
to T where 1 is the last period and T is the first period of the planning horizon. 
Demands in different periods are independent of each other. For each period t ,  
t =  1 , 2  . . . ,  T, let 
dt = demand in period t 
pi = selling price in period t 
p  -t , pt are lower and upper bounds on pt, respectively. 
Throughout Chapter 2 and Chapter 3, we concentrate on demand functions of the 
following forms: 
Assumption 2.1 For t = 1,2 ,  . . . , T ,  the demand function satisfies 
where et = (at,  &), and a t ,  pt are two random vamables with E{at )  = 1 and E{Pt)  = 
0. The random  perturbation,^, ~ t ,  are .Independent across time. Furthermore, Dt(pt)  
is a strict19 decreasing function of pi. 
Observe that,  by scaling a8nd shifting, the assumptions E{at)  = 1 and E { & )  = 0 
can be made without loss of generality. A special case of this demand function is 
the additive demand function. In this case, the demand function is of the form 
dt = Dt(p)  + pt. This implies that only Pt is a random variable while at = 1. Another 
special case of the demand function (2.1) is a model with multiplicative demand. 
In this case, the demand function is of the form dt = atDt (p) ,  where at is a random 
variable. Finally observe that special cases of t,he function Dt(p)  include Dt(p) = 
bt - atp (at > 0,  bt > 0) in the additive case and Dt(p)  = atpPbt (at > 0, bt > 1) in the 
multiplicative case; both are common in the economics lit,erature (see [21]). 
Let xt be the inventory level a t  the beginning of period t ,  just before placing an 
order. Similarly, yt is the inventory level at  the beginning of period t aft,er placing an 
order. The ordering cost function includes both a fixed cost and a variable cost and 
is calculated for every t ,  t = 1 , 2 , .  . ., as 
where 
1, i f u > O ,  
b(u) := 
0, otherwise. 
Lead time is assumed to be zero and hence an order placed at the beginning of period 
t arrives immediately before demand for the period is realized. 
Unsatisfied demand is backlogged. Let x be the inventory level carried over from 
period t to the next period. Since we allow backlogging, x may be positive or negative. 
A cost ht(z) is incurred at the end of period t which represents inventory holding cost 
when x > 0 and shortage cost if x < 0. Figure 2-1 summarizes the sequence of events 
of this problem. 
Figure 2-1: Sequence of Events for the Joint Inventory and Pricing Problem 
Given a discount factor y with 0 < y 5 I, an initial inventory level, XT, and a 
pricing and replenishment policy, let 
be the T-period total expected discounted profit, where xt-1 = yt - Dt(pt, et). 
The objective is to decide on ordering and pricing policies so as to maximize total 
expected discounted profit over the entire pla,nning horizon, that is t,he objectfive is 
to maximize V '  for any initial inventory level XT and any 0 < y 5 1. 
To find the optimal strategy that maximizes (2.2), let ut(x) be the maximum total 
expected discounted profit (discounted relative to period t )  when t periods remain 
in the planning horizon and the inventory level at the beginning of period t is x. A 
natural dynamic program that can be applied to find the policy maximizing (2.2) is 
as follows. For t = 1 , 2 , .  . . , T ,  
with vo(x) = 0 for any x,  where 
For the general demand functions (2.1), we can present the formulation (2.3) only 
with respect to expected demand rather than with respect to price. Note that there 
is a one-to-one correspondence between the selling price pt E [1, , pt] and the expected 
-t 
demand Dt (pi) E [dt, & I ,  where 
We denote the expected demand at period t by d = Dt(p). Also let 
where co = 0 and Rt is the expected revenue function with 
which is a function of expected demand d. These functions, q&(x)> hl (y )  and &(d), 
allow us to transform the original problem to a problem with zero variable ordering 
cost. 
Specifically, the dynamic program (2.3) can be written as 
with q&,(x) = 0 for any x ,  where 
and 
ddy) E argmax,,>d,$gt(K d ) .  (2.6) 
Thus, most of our focus is on the transformed problem (2.4) which has a similar 
structure to problem (2.3). In this transformed problem one can t,hink of hz as being 
the holding and shortage cost function, & as being the revenue function and the 
variable ordering cost is equal to zero. 
For technical reasons, we need the following assumption on the revenue functions 
as well a3 the holding and shortage cost functions. 
Assumption 2.2 For t = 1,2, . . ., & and - ht are concave and as a consequence, 
the function 
is concave. Furthermore, we assume that for any t ,  
lim QT(x) = -00. 
l 4 + ~  
Finally, it is appropriate to point out that the fixed cost requires a mild as- 
sumption. Indeed, as is  customary in traditiond finite horizon inven toq  models, we 
assume 
Assumption 2.3 I n  the firrite horizon model with T periods, the j2ed ordering costs 
satisfy 
5 k t ,  f o r t  = 2 , 3 , .  . . ,T. 
2.2 &Convex and Symmetric k-Convex Functions 
To motivate the technique used in this research for characterizing the optimal policy 
under both finite and infinite horizon models, it is useful to relate our problem to the 
celebrated stochastic inventory control problem discussed by Scarf [24] and Iglehart, 
[14, 151 for the finite and infinite horizon models, respectively. In that problem 
demand is assumed to  be exogenously determined, while in our problem demand 
depends on price. Other assumptions regarding the framework of the model are 
similar to those made by Scarf 1241 and Iglehart [14, 151. 
For the classical finite horizon stochastic inventory problem Scarf [24] showed 
that an (s, S) policy is optimal. In this policy, the optimal decision in period t is 
characterized by two parameters, the reorder point, st, and the order-up-to level, St. 
An order of size St - xt is made a t  the beginning of period t if the initial inventory 
level at  the beginning of the period, xt,  is smaller than st. Otherwise, no order is 
placed. This results was extended by Iglehart for the infinite horizon case. 
To prove that an (s, S )  policy is optimal Scarf [24] uses the concept of k-convexity. 
Definition 2.1 A real-valued function f is called k-convex for k 1 0, if for any 
z 2 0, b > 0 and any y we have 
A function f is called k-concave zf - f is k-convex. 
For the purpose of the analysis of our model, we find it useful to  employ anot,her, 
yet equivalent,, definition of kconvexityl. 
Definition 2.2 A real-valued J;un,ction f is called k-convex for k 2 0, if for any 
xo 4 XI and X E [ O , l ] ,  
f ((1 - +o + Xx1) < (1 - X)f (xo) + Xf (XI) + Xk. (2.9) 
'Recently Professor Paul Zipkin pointed out to us that this equivalent definition of k-convexit,y 
has appeared in Porteus [22] 
Proposition 2.1 Definitions 2.1 and 2.2 are equivalen,t. 
Proof. For any xo < X I ,  let 
then X = b/(b + x), and by simple algebra (2.9) can be rewritten as (2.8). 
On the other hand, for any z 2 0, b > 0 and y, let X = b/(b + x), xo = y - b and 
XI = y + z, and by simple algebra we have that (2.8) can be rewritten as (2.9). 
Definition 2.2 emphasizes the difference between k-convexity and the traditional 
convexity (which is also 0-convexity). It is clear from t,his definition tha,t one sig- 
nificant difference bet'ween k-convexity and traditiond convexity is that (2.9) is not 
symmetric with respect to xo and XI. 
It turns out that this asymmetry is the main barrier when trying to  identify the 
optimal policy to  our problem with non-additive demand f~nct~ions. Indeed, in Section 
2.4 we provide counterexamples to show that the function 4t is not necessarily kt- 
concave and an (s, S) inventory policy is not necessarily optimal for the finite horizon 
model with multiplicative demand functions. 
However, under the additive demand model this concept is not needed. Indeed, we 
prove that,  for additive demand functions, the function # J ~  is kt-concave and hence the 
optimal policy for problem (2.4) is an (s, S, p) policy. Forma,lly, in this policy, every 
period, t ,  the inventory policy is characterized by two parameters, the reorder point, 
st, and the order-upto level, St. An order of size St - xt is made at the beginning 
of period t if the initial inventory level at the beginning of the period, xt! is smaller 
than st .  Otherwise, no order is phced. The selling price in period t ,  pt ,  is a function 
of the inventory level after an order mias made. 
To characterize the opt'imal policy for the finite and infinite horizon models under 
general demand functions, we propose a weaker definition of k-convexity, referred to 
as symmetric k-convexity. 
Definition 2.3 A real-valued function f is called sym-k-convex for k 2 0 ,  if for any 
~ 0 ~ x 1  and X E [ O , l ] ,  
A ,function f is called sym-k-concave if - f is sym-k-convex. 
Below we summarize properties o f  k-convex functions and symmetric k-convex 
functions. Our presentation o f  properties o f  k-convex functions is based on Bertsekas 
(151). 
Lemma 2.1 (a) A real-valued convex function is also 0-convex and hence k-convex 
for all k 2 0. A kl-con,vex function, is also a k2-convex ,fun,ction for k l  5 k2 .  
(b)  If gl ( y )  and g2(y)  are kl -convex and k2-convex respectively, then for a ,  p > 0 ,  
ag1 ( Y )  + Pg2 ( 9 )  is ( a h  + m 2 )  -conzKx. 
(c) If g ( y )  is k-convex and w is a random variable, th,en E { g ( y  - w)) is also k -  
convex, provided E{ lg (y  - w)l) < cm for all y. 
(d) Assume that g is a continuous k-con,vex function and g ( y )  -+ oo as lyl -+ oo. 
Let S be a rninim,um point of g and s be any element of the set 
Then the following results hold. 
(2) g ( S )  + k = g ( s )  I g ( y ) ,  for all y I s.
(ti) g ( y )  is a non-increasing function on (-ca, s ) .  
(zii) g ( y )  5 g ( z )  + k for all y, x with s 5 y I x.
Observe that k-convexity is a special case o f  sym-k-convexity. The following 
lemma describes properties o f  sym-k-convex funct,ions, properties that are parallel 
t o  those summarized in Lemma 2.1. 
Lemma 2.2 (a) A real-valued convex function is also sym-0-convex and hence sym- 
k-conve ,~  for all k 2 0 .  A sym-kl-convex function is also a sym-k2-convex 
function for kl 5 k2. 
(b)  If  gl(y) and g2(y) are sym-kl-convex and sym,-k2-convex respectively, then for 
a, ,B 2 0 ,  agl(y) + Dg2 (y) is s y m f - ( d l  + pk2) -convex. 
(c)  If g(y) is syrn-k-convex and w is a random variable, then E{g(y - w)) is  also 
sym-k-convex, provided E{lg(y - w)() < cc for all y. 
(d) Assume that g 2;s a con,tinuous ~ ~ 7 ~ ~ - k - c o n w e x  function and g(y) + cc as 1 yl + 
m. Let S be a global minimizer of g and s be any element from the set 
Th,en we h,ave the following results. 
(i) g(s) = g(S) + k and g(y) 2 g(s) for a l l y  I s .  
(ii) g(y) 5 g(z) + k for all y, z with (s + S) /2  5 y 5 z 
Proof. Parts (a,),(b) and (c) follow direct,ly from the definition of symmetric k- 
convexity. Hence we focus on part (d). Since g is continuous and g(y) + oo as 
(yl -+ m, X is not empty. Part (d)(i) is a direct consequence of the fact that s E X. 
To prove pa8rt (d)(ii) we consider two cases. First, for any y, z with S 5 y I z ,  
there exists X E [0, 11 such that y = (1 - X)S + Ax, a,nd we have from the definition 
of sym-k-convexity that 
where the second in equal it,^ follows from the fact that, S minimizes g(x). 
In the second case, consider y such that S 2 y 2 (s + S)/2.  In this case, there 
exists 1 2 X 2 1/2 slich tJhat y = (1 - X)s + AS and from the definition of sym-lc- 
convexity we have that 
since g(s) = g(S) + k. Hence (i) and (ii) hold. 
Figure 2-2 and Figure 2-3 present examples for a typical k-convex function and 
a symmetric k-convex function respectively. Notice the the difference between these 
two functions. 
Figure 2-2: An Example for k-convex Function 
In the following we focus on characterizing the optimal solution for the finite 
horizon model. Specifically, our objective is to identify a pricing and replenishment 
policies that solve (2.3) or its equivalent (2.4). 
It  turns out that in this case the optimal policy for the a,dditive demand model is 
~ignificant~ly different than the optimal policy for the general demand case. In partic- 
ular, we show, in Section 2.3, that when the demand function is additive, the function 
q5t is kt-concave for any t and hence an (s, S, p) policy is optimal. For more general 
demand functions, i.e., multiplicative plus additive functions, we demonstrate that 
Figure 2-3: An Example for Symmetric k-convex Function 
the function 4, is not necessarily kt-concave and an (s, S, p) policy is not necessarily 
optimal. Indeed, in this case we show, in Section 2.4, that dt is symmetric k-concave 
which allows us to show that the optimal policy is an (s, S, A, p) policy for the general 
demand model. Finally, in Section 2.5, we show that our results imply that in the 
special case with zero fixed cost and general demand functions, a base-stock list price 
policy is optimal. This corollary of our results is a generalization of the resrilts in [lo] 
to general demand models. 
2.3 Additive Demand Functions 
In additive demand model the demand function is assumed t,o be of the form 
4 = D,(pt) + Pt? 
where ,Pt is a random variable. 
Observe that a special case of this demand function is the additive linear demand 
jhnction in which dt = bt - atpt + Pt with bt, at > 0 for t = 1,2 ,  . . . , T .  
In the following, we show, by induction, that, gt (y , dt (y)) is a kt-concave function 
of y and &(x) is a kt-concave function of x .  Therefore, the optimality of an (s, S, p) 
policy follows directly from Lemma 2.1. 
We start by proving these results under t,he assumption that the expected revenue 
&(d) is a strictly concave function of expected demand d. This assumption will be 
relaxed later in this section. 
To prove that gt(y, dt(y)) is a kt-concave function of y we need the following lemma. 
Lemma 2,3 Suppose th,at gt(y, d) is jo~htly continuous in (y, d). Then, there exists 
a dt(y) which maximizes (2.6) such th,at y - dt(y) is a non-decreasing function of y. 
We show that y - dt(y) is a non-decreasing function of y by contradiction. 
Assume that y' > y, while y' - dt (y') < y - dt(y). Let 
d = dt(yf) - (y' - y) and d' = dt(y) + (y' - y). 
Since dt(y) < d, d' < dt(yf), d, d are feasible for (2.6), and dt(y), dt(yf) are the optimal 
solutions of (2.6) with parameters y and y', respectively, we have that 
Adding the two ineq~a~lities and using the definition of gt(y, d) in equation (2.5) with 
at = 1, we have 
&(&(Y)) + ~t (dt (y')) > &(dl + ~t (dl). (2.13) 
This is true since by definition y - dt(y) = y' - d' and y' - dt(y') = y - d. 
Since dt(y) < d, d' < dt(yf) and d + d' = dt(y) + dt(yf), there exist A ,  p € (0, I ) ,  
such that d = (1 - X)dt(y) + Xdt(y'), d' = (1 - p)dt(y) + pclt(yf) and X + p = 1. From 
the concavity of ~ ~ ( d ) ,  we know that 
The lemma thus implies that the higher the inventory level at  the beginning of 
time period t ,  yt ,  the higher the expected inventory level at  the end of period t ,  
yt - d t ( y t ) .  We are now ready to prove our main results for the additive demand 
model. 
Theorem 2.1 (a) For any t = 1 , 2 , .  . . , T ,  g t ( y , d )  is jointly continuous i n  ( y , d )  
and hence for any fixed y ,  
Lemm,a 2.3. Furthermore, 
g t ( y ,  d )  has a finite maximizer dt ( y )  
= -oo for any  d E [d,, &] uniformly 
uhich  satisfies 
(b)  For any t = 1 , 2 ,  . . . , T ,  gt (y ,  d t ( y ) )  an,d & ( x )  are kt-concave. 
(c) For any  t = 1 , 2 ,  . . . , T ,  there exist st and St with st I St such that it is  optimal 
t o  order St - xt and set the selling price p t ( x t )  = D,' (dt  (st)) when xt < s t ,  and 
not  t o  order an:yth,in,g and set pt ( x t )  = l7 , l (dt(xt))  when x t  2 st .  
Proof. By induction. For period 1, part ( a )  directly follows from Assumption 2.2. 
Parts (b) and (c) hold since g l ( y ,  d l ( y ) )  is concave. 
Assume parts (a),(b) and (c) holds for t - 1. From part (c) and the continuity of 
~ t - l ( ~ ,  4 ,  
which implies that q52-1(x) is continuous and hence gt (y ,  d )  is continuous in ( y ,  d ) .  
Thus, for any fixed y ,  g t (y ,  d )  has a finite maximizer d t ( y )  which satisfies Lemma, 2.3. 
Part (c) also implies that E{&l(y - d - ,&)I  q5t-1(St-1) for any (y, d) and hence 
l i ~ n ~ ~ ~ + ~  gt(y, d) = -m for any d E [&, &] uniformly by Assumption 2.2. Therefore, 
part (a) holds for period t .  
We now focus on part (b). We show that gt (y, dt (y)) and q$(x) are kt-concave 
based on the ass~mpt~ion that (x) is kt-l-concave. 
For any y < y', and X E [ O , l ] ,  we have by Lemma 2.3 and the assumption that 
&l is kt-l-concave that 
h-1((1 - X ) ( Y  - @(Y) - Pt) + X(Y' - dt(yt) - Pt)) 
> (1 - X)h-I (p - &(Y) - Pt) + A h - 1  (9' - dt (Y') - Pt) - Xkt-l. 
In addition, the concavity of H?(x, d) implies that 
Adding the last two inequalities and taking expectation, we get 
From the definition of d t ( ( l  - A) y + Xy'), we have 
and hence, 
that is, gt(y,dt(y)) is a ykt-l-concave function of y, and therefore kt-concave by 
Assumption 2.3 and Lemma 2.1 part (a). 
We now prove that q$(x) is kt-concave in x .  Since gt(y, dt(y)) is kt-concave, Lemma 
2.1 part (d) implies that there exists st and St, such that St maximizes gt(y, dt(y)) 
and st is the smallest value of y for which gt(St, dt(St)) = gt(y, dt(y)) + kt, and 
The kt-concavity of $t can be checked directly from the kt-concavit,y of gt(y , d t ( y ) ) ,  
see [5] for a proof. Hence part (b) holds for period t .  
Part (c) follows directly from part (b) and Lemma 2.1. 
An interesting question is whether p,(x) is a non-inmeasing function of x ,  as is the 
case for a similar model with no fixed cost (see [lo]).  Unf~rt~unately, this property 
does not hold for our model. 
Proposition 2.2 The optimal price, pt(x), is not necessarily a non-zn,creasing func- 
tion of x. 
The proof is provided in Appendix A. To provide some intuition, we should point 
out that when the inventory level is a bit higher than the reorder point, it is not clear 
at  all whether it would be better to  increase the selling price so as to reduce demand 
and hence delay the payment of the fixed ordering cost, or to decrease the selling 
price so as to increase demand and hence replenish inventory quickly. 
2.4 General Demand Functions 
In t,his section, we focus on the model with general demand functions (2.1). Observe 
that the additive demand function analyzed in the previous section is a special case 
of the general demand function (2.1) More importantly, multiplirative demand func- 
tions of the form dt = atDt(p) where Dt(p) = atpPbt (at > 0, bt > I ) ,  or demand 
functions of the form Dt(p, et) = Pt + ait(bt - atp) (at > 0, bt > O),  are also special 
cases. 
Our objective in this section is two-fold. First, we demonstrate that under demand 
functions (2.1), &(x) rnay not be kt-concave and an (s, S. p) policy may fail to be 
optimal for problem (2 4). Second, we characterize the structure of the optimal policy 
for the finite horizon model with general demand functions (2.1). 
To characterize the optimal policy for the model with the demand functions (2.1)) 
one might consider using the same approach applied in Section 2.3. Unfortunately, 
in this case, the function y - atdt(y) is not necessarily a non-decreasing function of y 
for all possible act, as is the case for additive demand functions. Hence, t,he approach 
employed in Section 2.3 does not work in this case. 
Specifically, the next lemma, whose proof is given in Appendix B, illustrates that 
the function & (x) is in general not kt-concave. 
Lemma 2.4  There exists an instance of problem. (2.4) with a multiplicative demand 
function and time independent parameters such that the functions gt(y, dt(y)) and 
$t(x) are nmt kt-concave. 
Of course, it is entirely possible that even if the functions gt(y, dt(y)) and $t(x) 
are not ,&concave for some period t ,  the optimal policy is still an ( s ,  S, p) policy. 
The next lemma, whose proof is given in Appendix C,  shows that this is not true in 
general. 
Lemma 2.5 There exists an instance of problem (2.4) with m~ultiplicative demand 
functims where an (s,  S,  p) policy is not optimal. 
To overcome these difficulties, we apply the concept of symmetric k-convexity 
introduced in Section 2.2. Specifically, in the following, we show, by induction, that 
gt(y, dt(y)) is a sym-kt-concave function of y and q5t(x) is a sym-kt-concave fun~t~ion 
of x .  Hence a characterization of the optimal pricing and ordering policies follows 
from Lemma 2.2. 
Theorem 2.2 (a) For any t, gt(y, d) is continuous in (y, d) and hence for any fixed 
y, gt(yl d) has a finite maximizer dt(y) . Furthemnore, 
lim gt(y,d) = -co for any d E [dt, dt] unifomly . 
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(b) For any t = 1,2, . . . , T, gt (y, dt (y)) and &(x) are sym-kt-concave. 
(c) For any t = 1,2 ,  . . . , T, there exist s t  and St with st 5 St and a set At C 
[st ,  (st + t)/2] such that it is optimal to order St - xt and set th,e selling price 
pt = pt(St) when xt < st  or x E At, and not to order anything and set pt = pt(xt) 
otherwise. 
Proof. The proof of part (a) is similar to the proof of pa.rt (a) in Theorem 2.1. We 
now focus on part (b).  
By induction. &,(x)  = 0 is sym-0-concave. From the ~ym-k~-~-concavity of 
(x), we have that for any y, y', 
Also, we have that H:(y, d) is concave by Assumption 2.2. Hence, following a similar 
argument to  the one applied in Theorem 2.1 part (b), the function gt(y, dt(y)) is 
~ym-yk~-~-concave and thus sym-kt-concave by Assumption 2.3 and Lemma 2.2 part 
(4 .
From Lemma 2.2 part (d) we have 
where St is the maximizer of gt (y : dt (y)) and It = {y 5 St : gt ( y  ,dt(y)) 5 gt (St, dt (St)) - 
kt). Furthermore, #t (x) > gt(x, dt(x)) for any x and +t (x) > -kt + gt(St, dt (St)) for 
any x 5 St. 
Let st be defined as the smallest value of y for which gt(St, dt(St)) = gt(y, dt(y)) + 
kt. Note that from Lemma 2.2 part (d), (-oo, st] c It and [(st + St)/2,  oo) c (It)C, 
the complement of It. 
We now prove that $t(x) is sym-kt-concave. For any x0 5 x1 and X E j O , l ] ,  let 
xx = (1 - X)x0 + Axl. 
We consider four different cases 
for any x implying that 
where the second inequality holds since gt(y, dt(y)) is sym-kt-concave. 
Case 2: If XI E It, then xx 5 St since xo 5 xi 5 St and therefore 
where the second inequality holds since xI E It and St is a global maximizer of 
gt(y, d t ( d ) .  
Case 3: If x1 $ I t ,  xo E It and xx 5 St, we have 
where the second inequality holds since xo E It and St is a global maximizer of 
%(Y, d t ( ~ ) ) .  
Case 4: If xl $ It, xo E It and xx > St, there exists 0 5 p 5 A ,  such that xx = 
(1 - p)St + kx17 and 
where the first inequality follows from the sym-kt-concavity of gt(y, dt(y)), the third 
inequality from the fact that p 5 X and St maximizes gt(y, dt(y)). 
Therefore, 4, (x) is sym-kt-concave. 
Part (d) follows from Lemma 2.2 aad part (b) by defining 
A, = I, n [st, (st + W 2 1  
Theorem 2.2 thus implies that the optimal policy for problem (2.3) is an (s,  S, A, p) 
policy. Such a policy is characterized by two parameters s t  and St and a set At C 
[st, (st + St) /2] ,  possibly empty. When the inventory level xt at  the beginning of 
the period t is less than st or xt is in the set At, an order of size St - xt is made. 
Otherwise, no order is placed. Thus, it is possible that an order will be placed when 
the inventory level xi E [st, (st + St)/2], depending on the problem instance. In any 
case, if an order is placed, it is always to raise the inventory level to St. 
2.5 Special Case: Zero Fixed-Cost 
Federgruen and Heching ([lo]) focused on the model with no fked ordering cost, 
i.e., the zero fixed cost model, both in the finite horizon and infinite horizon cases. 
Focusing on the finite horizon model, a key assumption in their paper implied by 
their Lemma 1 is that the demand function, D tb ,  e t )  is a linear function of the price. 
In fact, it is not clear at  all that any other demand function satisfies their main 
assumption, Assumption 5. 
We now apply our results to the zero fixed cost case. 
Corollary 2.1 Consider our model with zero fixed cost and general demand functions 
(2.1). In  this case, a base-stock list price policy is optimal. 
Proof. By Theorem 2.2, the functions q5, a8nd gt(y, dt(y)), t = 1 ,2 ,  . . . , T ,  are sym- 
metric @concave and hence, from Definition 2.3, they are concave. The ~pt~imali ty  of 
t,he base-stock inventory policy directly follows from the concavity of gt(y, dt(y)) for 
t = 1 , 2  , . . . ,  T. 
We now show that dt(y) is non-decreasing and therefore the optimal price pt(y) is 
non-increasing. If Rt  is strictly concave, the optimization problem maxzt2d2dt gt(g, d )  
has a unique optimal solution. However, when Rt is concave, it is possible that the 
optimization problem has multiple optimal solutions. In the latter case, we let 
which is well defined by Theorem 2.2 part (a). 
Assume that there exist y < y' such that dt(y) > dt(yf). We have 
Adding the t>wo inequalities and using the definition of gt(y, d) in equation (2.5), 
we have upon denoting r (x) = - ht (x) + (x) , 
which cannot be true since r is concave and hence has non-increasing difference. 
Therefore, d t ( ~ )  is non-decreasing and consequently pt(y) is non-increasing. rn 
2.6 Extensions and Concluding Remarks 
In this section we report on some important e~t~ensions of the finite horizon model 
and results. 
Markovian Demand Model: The results obtained in this paper can be ex- 
tended to Markovian demand models where the demand distribution a t  every 
time period is det,ermined by an exogenous Markov chain. Specifically, our re- 
sults hold under assumptions similar to those employed by Sethi and Cheng, 
see [25], on state dependent holding costs as well as fixed and variable ordering 
costs. 
Markdown Model: In this case we assume that price in period t ,  pt, is con- 
strained by pt 5 pt-1 for t = 2,3,  . . . , T. In t,his case, the dynamic program 
(2.3) must be modified and it can be written as 
<d<& - k 6 ( ~  - 2) + &(d) - q y  vt (x1 d') = ctx+ max,>,,rn,{& ,d ) -
+ E { - h t ( ~  - a td  - Pt) + vt+i(y - 4 - Pt, d)). 
It turns out that Theorem 2.2 holds for the modified function vt (x, dl)  and hence 
the policy introduced in Section 2.4 is optimal under the markdown set,ting. 
This is true since the sym-k-convexity property can be easily extended t o  multi- 
variable functions. 
2.7 Appendix A 
Proof of Proposition 2.2 
Proof. The following example shows that for additive demand functions, the optimal 
price pt(y) is not necessarily non-increasing. 
Example: We conccmtrate on the last two tJime periods of problem (2.3). Since 
we will choose q = 0 for all t ,  vt and pt really do not depend on y. Therefore, all 
superscripts y will be dropped. Let 
kl = k z = 1 , ~ l = ~ 2 = 0 , h l ( ~ ) = J ~ / , d l  = 4 - p , f l l = p l = l 1  
hz(x) = mm{O, - 2 )  + max{O1 x), d2 = 1 - p, 
pz = I ,& = o .  
Then 
and 
3 - / x  - 31, for x >_ 2, 
v1(x) = 
otherwise , 
( 2 + ( y - l + p ) ,  for y - ~ + P < o ,  
for y -  l + p ~  [0,2], 
f 2 ( ~ 1 p ) = p ( l - ~ ) +  
for y - 1 + p  6 [2,3],  
( 6 - ; ( ~ - 1 + ~ ) ,  otherwise. 
Figure 2-4: A Two Periods Joint Inventory and Pricing Example 
Figure 2-5: The Non-Monotonicity of the Price 
Figure 2-4 depicts the funchns  vl(y), vl(y) - h2(y) and f2(y,p2(y)) while Figure 
2-5 presents the optimal selling price p2(y). In Figure 2-5, the dash-dotted line is p2(y) 
before making the decision to order up to S2 and solid line represents the optimal 
price after making the ordering decision. Notice that the subscripts T and T - 1 in 
Figure 2-4 and Figure 2-5 correspond to periods 1 and 2 respectively here. 
Observe that if y = 1, 
9 - i + p = p ~  [ 0 , 1 ] . ~ ( l , p ) = ~ p - p ~ + 2 a n d ~ 2 ( l ) = $ ,  
while when y = 3, 
y - l + p = 2 + p E  [2,3], f i ( 3 , p ) z ; p - p 2 + l  a n d p a ( 3 ) = i n  w 
2.8 Appendix B 
Proof of Lemma 2.4 
Proof. Consider an instance with stationary input data for the last two periods of 
problem (2.3). Notice that since we will choose Q = 0 for all t ,  $t and gt(y, d) really 
do not depend on y. Therefore, all superscripts y will be dropped. Also observe that 
in this case, vt = &. 
F o r t =  1 , 2 ,  let 
and 
a,  with probability q 
at= { -  
6, with pr~ba~bility 1 - q, 
where h+ >> h- > 0 are fixed, 6 > 1 > a > 0 and qa + (1 - q)d = 1. We will choose 
b >> h+ and a >> b2. 
For period 1: Given h+ >> h- > 0 ,  choose b >> h+ and a >> b2. In this case, it is 
optimal to choose a feasible d such that y - ad is as close to 0 as possible. Therefore, 
and 
y/g(b - y /a ) / a  + h- ( y  - y/u), for 0 5 y 5 gb, 
91(Y ,d l (~ j )  =
-qh+ ( y  - cxb) + ( 1  - q)h- ( y  - lib), for gb < y 5 ab, 
( -h+(y - b ) ,  for y 2 &b 
Under these assumptions, we have that S1 = 0,  g l ( O ,  0)  = 0 and 
- k ,  for y 5 -k /h- ,  
v&) = 
s ~ ( Y ,  d l ( ! / ) ) ,  for y > -k/h- 
For period 2: We have that 
Since b >> h+ >> h- > 0 and a >> b2,  it is optimal to choose a feasible d such 
that y - ad is as close to 0 as possible. Therefore, d 2 ( y )  = d l ( y ) ,  and 
-hz(x) + V I ( X )  = ( 
Observe that g 2 ( y ,  d2(y ) )  is decreasing for y 2 0 and directionally differentiable 
for any y. For y > ~ b ,  the directional differential of g 2 ( y ,  d 2 ( y ) )  is much larger than 
that for y < ab, since h+ >> h- > 0. 
Denote by 
y = ~ k / ( h -  (6- a))  = X Q ~ ,  
- 
/ 
-lc + h-x, for x  < -k /h- ,  
2h-x, for - k/h- < x  5 0, 
x / c ~ ( b  - x / a ) / a  + h-(x  - x / g )  - h+x, for 0 5 x  < cub, 
-qh+(x - ~ b )  t ( 1  - q)h-(x - b b )  - h+x, for ab < x  5 Qib, 
-2h+x + h+b, for x > bb. 
\ 
for some X E [ O , l ] .  For - y 5 y < ~ b ,  we have t,hat 
It remains to show that g2(y, d2(y)) is not k-concave. Observe that for y = 0, d2(y) = 
0, and g2(0, 0) = 0. If g2(y,d2(y)) is k-concave, then for xo = 0, XI = ub, we have 
from the definition of k-concavity that 
However, if we increase a ,  b and keep b2/a very small, the above inequality does not 
hold since X i Of,  which is a c~nt~radiction. Hence g2 (y, d2 (y)) is not k-concave. 
Furthermore, under the above assumptions, one can see that S 2  = 0 and g2(0, 0) = 0. 
Therefore v2 (x) is not k-concave, since v2 (x) = g2(x, d2 (x)) for x 2 0. I 
2.9 Appendix C 
Proof of Lemma 2.5 
Proof. We extend the example of Appendix B by inve~t~igating tJime period 3. Similar 
to Appendix B, the variable cost c3 = 0. Therefore, by a similar reasoning to the one 
in the previous appendix, the superscripts y will be dropped. 
Note that 
-k, for y 5 -lc/(2h-), 
u 2 ( 4  = 
g2(v, dz(y)), for y > -k/(2h-). 
For period 3: Let 
h3(x) = p max{O, -x) + 6 max{O, x), 
and 
a ,  with probability q 
..{- 
fi, with pr~ba~bility 1 - q ,  
We choose 6 = 2. 
We choose appropriate p, E ,  a' and b' such that p >> h+ >> a', b', and c is suffi- 
ciently small. Under these assumptions, it is optimal to choose a feasible d such that 
y - 6d > 0. Therefore, we have that d 5 ylb .  Using the fact that 6 = 2, one can 
prove that 
y/b,  for 0 5  y s d b ' ,  
d3(y> = 
b', f o r f i b 1 < y 5 a ( b + b ' )  
by some simple ~a~lculation. 
Denote by 
y* = &(bl - (y + d)af)/2, and $ = b(b' - (27 + c1)a')/2, 
where y = q(6 - a )h -  (1/g - 1) and E' = q(fi - a)&. 
In order to simplify notation, we omit the term y/s(b - y/g)/a in g3(y, d3(y)) for 
0 5 y 5 ab. This is possible, since b2 << a implying that y/a(b - y / ~ ) / a  -+ 0+ and 
thus does not impact the argument below. 
If fib' < y < a(b + b'), it is easy to check that g3(6b1, b') 2 g3(y, b'). 
If y > g ( b  + bl), y - g b '  > ~ b .  Hence we have that g3(&b1, b') > g3(y,d3(y)) since 
h+ >> b', a', h-. 
If 
y / ( l  - a/&) 5 y 5 fib', 
- (2.15) 
one can see from the first order optimality condition that y* maximizes g3(y, d3(y)) 
for y satisfying (2.15) and 
For 
we have that 
and if 
then y = 0 maximizes g3 (y, d3(y)) for y satisfying (2.17): since gh (c, d3 (g)) = 0. If y* 
satisfies (2.16) and 
for some q E (0, I), then y* is the global maximizer of g3 (y . ds(y)) since p > > h+ >> 
h-. Finally, if in addition to  (2.16), (2.18) and (2.19), we have 
then we know that it is optimal t o  order up to  y* when the inventory level is y and 
- 
not tjo order when the inventory level is y = 0, since g3(0, d3(0)) = g3(0, 0) = 0. This 
implies that 
Sg < 0 < y < s3 = y*, 
- 
and therefore, any (s, S) inventory policy is not optimal in this case. 
The remaining task is to check whether (2.16), (2.18), (2.19) and (2.20) can hold 
simultaneously by choosing the appropriate parameters. Note that (2.19) is equivalent 
to 
b' = (y + d)al + 2 J(1 + p(l - p )  - q)ka l ,  
and the above equation, together with inequality (2.18) and the definition of y,  gives 
that 
4(1 + q(1 - q) - q)k/y2 < a'. (2.22) 
By the definition of - y and (2.21), (2.20) is equivalent to 
Now it is clear that there exists q sufficiently smadl, a', b' sufficient,l;y large compared 
with k ,  - y, h- and a', b' << p, b such that (2.16)) (2.21), (2.22) and (2.23) hold. 
Therefore, the example shows that (s, S ,p)  policies are not necessarily optimal. 
Chapter 3 
Infinite Horizon Periodic Review 
Model 
In Chapter 2, we focused on the finite horizon periodic review model. In this c h a p  
ter, we concentrate on a corresponding infinite horizon model with stationary costs, 
revenue and general demand functions. We start in Sectlion 3.1 with the assumptions 
of the infinite horizon model. In Section 3.2 we identify properties of the best (s, S )  
inventory policy for both the discounted and average profit cases. These properties, 
together with the concept of symmetric k-convexity, enable us to  construct solutions 
for the optimality equations of the discounted and average profit problems. In Section 
3.4 and Section 3.5, these equations are used to  prove the optimality of a stattion- 
ary (s, S, p) policy for t,he infinite horizon problems with the discounted and average 
profit criteria, respectively. In Section 3.6 we provide some concluding remarks. 
3.1 The Model 
In the infinite horizon joint inventory and pricing model the input parameters, costs, 
revenue and general demand functions, are assumed t,o be stationary. Thus, in what 
follows we drop tjhe time index subscripts from the time independent parameters. 
All other assumptions are similar to those of the finite horizon model in Chapter 2 
Section 2.1. 
For the infinite horizon joint inventory and pricing problem, both the discounted 
and average profit cases will be considered. In the infinite horizon expeeted discounted 
profit model the objective is to maximize 
lim inf VTy , 
T-00 
for y < 1 and any initial inventory level, where V,Y is defined in (2.2). Finally, in the 
infinite horizon expected average profit model the objective is to maximize 
1 lim inf - V$ , 
T+oo T 
for y = 1 and any initial inventory level. 
3.2 Preliminaries 
Consider a stationary (s, S, p) policy defined by the reorder point s ,  the order-upto 
level S and a price p(x) which is a function of the inventory level x. As pointed 
out earlier, there is a one-to-one correspondence between price and expected demand 
through the mapping d = D(p).  Hence, from now on we use (s, S,d) and (s, S, p) 
interchangeably. 
Given the stationary (s, S, d)  policy chosen above, let IT($ ,  x ,  d) be the expected 
y-discounted profit incurred during a horizon that starts with initial inventory level 
x and ends, at this period or a later period, with an inventory level no more than 
s. Let MY(s, x, d )  be the expected y-discounted time to drop from initial inventory 
level x to  or below s. Observe that whenever x 5 s, we have P ( s ,  x,  d) = 0 and 
MY(s, x, d)  = 0. On the other hand when x > s we have 
P ( s ,  x, d) = HY(x,  d(x)) + yE{IY(s, x - ad(x)  - P,  d)) ,  (3.1) 
and 
MY(s, x, d) = 1 + yE{MY(s,  x - ad(x) - P, d)). (3.2) 
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Let 
The definitions of IT ( s ,  x  , d) , M' ( s ,  x  , d )  and c? (s, S, d) imply the following p r o p  
erties. 
Lemma 3.1 Given a n  ( s ,  S ,  d )  policg, 
fi) for y = 1 cT(s, S,  d) is the long-run average profit; 
(22)  for 0 < y < 1 th,e function 
is  the infinite horizon expected discounted profit starting wwith a n  initial inventory 
level x. 
Proof. Part (i) follows directly from t,he elementary renewal reward theory (see Ross 
[23]),  and so does the case x 5 s  for part (ii). In order to prove part (ii) for x > s ,  
define r ( s ,  x,  d )  to  be the number of periods it takes t o  drop the inventory level from 
x  to or below s.  Therefore, we have T ( s ,  x ,  d )  = 0 for x  5 s  and 
T(S,X, d) = 1 + T ( S ,  x - ad(x) - P ,  d), for x  > S .  
The infinite horizon expected discounted profit s ta t ing  with initial inventory level x  
is 
IY (s, x ,  d) + E { ~ ~ ( ~ ~ ~ ~ ~ ) ) c Y ( s ,  S, d ) / ( l  - 7) :  
which implies t,hat it suffices t,o argue that 
M ~ ( S ,  2  d )  = ( 1  - ~ { y ' ( ~ ~ ~ ~ ~ ) ) ) / ( l  - y ) .  
For this purpose observe that from the recursion for r(s ,  x ,  d ) ,  
which is exactly the same recursion for Mr ( s ,  x ,  d) (3 .2) .  Therefore, (3.4) holds and 
hence part (ii) is true. 
To provide intuition about (ii) observe that cY(s, S, d )  is the expected discounted 
profit per period for the infinite horizon expected discounted profit problem starting 
with an initial inventory level no more than s.  Therefore, cY(s, S, d ) / ( l  - y) is the 
infinite horizon expected discounted profit if we start with an initial inventory level, 
x ,  no more than s and this implies that, (ii) holds since in this case both I r i s ,  x ,  d )  
and Mr( s ,  x ,  d )  are equal to zero. For x 2 s ,  observe that cr(s,  S, d )  MY (s, x, d )  is the 
expected discounted profit incurred during the expected discounted time MA/(s, x ,  d) 
if we start with an init,ial inventory level no more than s .  Thus, the difference between 
the infinite horizon expected discounted profit sta,rting with an initial inventory level 
no more than s and the infinite horizon expected discounted profit starting with the 
initial inventory level x equals 
Hence (ii) follows. 
We continue by assuming that the period demand is positive. Formally, this 
assumption says that for any realization of the ra,ndom variables 6 = ( a ,  P ) ,  a d  + P 2 
a d  -+ ,O > 77 > 0 for some q and any d E [d, 21. This assumption will be relaxed by 
perturbing a and analyzing the limiting behavior of the best (s,  S )  inventory policy. 
For any given (s, S) , let cY(s, S) be the optimal value of problem 




gY(x,s,S,s ' ,d) = HY(x,d) -cY(s,S)+yE{$'(x - a d  - P , s , S , s t ) ) .  
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Let $Y(x, S, S) = $Y(x, s ,  S, s). For any feasible expected demand function d ,  let 
g7(x, s ,  S, d) = IY(s,  x, d) - C ~ ( S ,  S)MY(s,x,  d ) .  (3.7) 
Then from the recursions for 17 (3.1) and MY (3.2)) we have that 
0, for x 5 s, 
gY(x, S, S, d)  = 
H'(x,  d(x)) - cr(s, S) + yE{$Y(x - ad(x) - P ,  s, S, d)), for x > s. 
Lemma 3.2 For any x, 
lim sup $' (x, S, S, d) = $Y (x: S, S). 
d :  &d(x)>d 
In particular, $'(S, s,  S) = k .  
Proof. We argue by induction that $Y(x, s ,  S, d)  5 +Y(x, s ,  S )  for any feasible func- 
tion d and any x. It is clearly true for x 5 s since in this case both functions equal 
zero. Assume that it is t,rue for any x with x 5 y for some y. ?Ve prove that it is also 
true for x < y + v. In fact, for x > s,  
$YE, S, S, d)  = HY(x, d(x)) - cY(s ,  S) + YE{$~(X - ad(x) - P ,  S: S, d))  
< HY(x, d(x)) - cY(s, S) + yE{$T(x - d ( x )  - P,  S, S)) 
-
5 ~ ~ X ~ ~ ~ > ~ H ~ ( X , ~ ) - C ' ( S , S ) +  -- f i / E { ~ Y ( x - ~ d - P , ~ , S ) )  
= $Y(x,s ,s) :  
where the first inequality is justified by the inductlion assumption. On the other hand, 
for any given E > 0, choose a function d, such that for any x > s 
We have that $Y(x, S, S, dE) converges to $Y(x, S, S) uniformly over any bounded set 
as E J 0. Thus for any x, 
limsup $ ~ ~ ( x , s , S , d )  = $ Y ( ~ , ~ ~ , S )  
d: &d(x)24 
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From the definitions of c'Y(s, S, d) and c?(s, S )  , we have that for any d ,  
$ J Y ( S ,  S, S, d) 5 k and lim sup $lY (S ,  S, S,  d) = k ,  
d 
where for the equality, we use the fact that AdY(S, s ,  d) is bounded since crd + P > q 
for any feasible d. Therefore, $ Y ( S ,  S ,  S )  = k .  rn 
Let cY be the optimal value of problem 
max cY(s, S ) .  
( s S )  
Define 
F Y  := {(s,S)IcY(s,S) 2 maxQY(x) - klQY(s)  = cY(s ,S)  and QY(S) > cYs,S)) .  
Proposition 3.1 cY = m a X ( s , ~ ) E ~ ~  C ~ S ,  S). 
Proof. In order to prove this result, we make the following observations 
(i) c' 2 maxQY(x) - k .  In fact, let xY be any maximum point of Qr(x) .  Then 
cT(xY - q,  xY) = QY(xY) - k ,  since P ( x 7  - q ,  xY, d) = HY(x, d(x))  and Mr(xY - 
7 ,  xY, d) = 1 for any expected demand function d. Hence, 
(ii) (a) If QY(s) < cY (s, S), let sl be the sniallest element in the set 
It is easy to see that the set is nonempty and sl < S since &Y(S, S, S) = 
k >_ 0. From the recursive definition of @?(x, s,  S, sl)  we have that for any 
x, 
P ( x l  s ,  S ,  s1) 1 #J(x, s, S ) ,  
since @Y(x,s,S) 5 0 for 17: E [s,sl]. In particular, 47(S,s,S,s1) > k .  We 
claim cY(sl, S) > c Y ( s ,  S). In fact, for any given E > 0, choose a function 
d, (x) such that for any x > sl, 
One can see that for any x ,  
lim s u p v  (x, S, S, d,, s1) 1 4yx, S, S, 81). 
d o  
The above inequality, together with (3.7) and the fact that $r(S, s, S, sl) > 
k ,  implies that 
cY(sl, S) > lirnsupcY(sl, S, d,) > cY(s, S) = QY(sl). 
€LO 
If cY(sl, S) > QY(sl), we repeat this process and end up with a, sequence 
s l  < s2 < . , .  < S with cY(s,S) = QT(sl) < c^I(sl,S) = QY(sz) < . . . .  If 
the process stops in finite st,eps, say n steps, then CY(S, S) 5 CY(S,, S) = 
QY(s,). Otherwise, let s* be the limit of this sequence {s,, n = 1 , 2 , .  . .) 
and F ( s * ,  ,S) be the limit of cr(s,, S). From the continuity of QY as im- 
plied by its concavity, we have that QY(s*) = F(s*, S). We argue that 
Z(S*, S) = c ~ s * ,  S). Define 
I 0, f o r x < s * ,  4 7 ( x i ~ * , ~ ) =  ~ ~ Y ~ ~ ~ ~ H ~ ( X , ~ ) - E ~ ( S * , S ) + ~ E { ~ ~ ( ~ - ~ ~ - P , S * , S ) } ,  for x > s*. 
One can see that $Y(x, s,,, S) converges to @(z, s*, S) uniformly for z 
over any bounded set. Furthermore, we have that @(s: *, S )  = k since 
$y(S, s,, S) = I c .  Hence, from the definition (3.6) of $Y(x, s*, S) and 
the fact that $ Y ( S ,  s*, S) = k, we have that c'(s*,S) = F'(s*, S) and 
4 ~ ( x ,  s t ,  S)  is identical to P ( z ,  s*, S ) .  Therefore, Q'(s*) = c'(s*, S) > 
c y s ,  S). 
(b) If Qr(s) > cY(s, S), let s l  be the largest element in the set 
{xlx < s,  QY(x) = cY(s, S)). 
Then from the recursions of I T  (3.1) and MY (3.2)) we have that for any 
x ? 
P ( x ,  S, s, s1) 1 P ( x ,  s ,  S), 
since $Y(x, s ,  S, sl)  2 0 for x E [sl, s].  Following a similar argument to 
part (a), we can show that there exists a point sQuch that QY(s*) = 
cY(s*, S) > c y s ,  S). 
(iii) If QY(S) < cY(s, S), tjhen from the recursive definition of $7 (3.6) we have that 
where SI is a maxirnum point of $y(x, s ,  S )  for x 5 S - q. From (3.7), we have 
c7(s, Sl) 2 c7(s, SI, d;s,S)) > P(s, S). If Qy(Sl) < cY(s, SI)  we can repeat the 
argument and find Si+l 5 S, - q ,  i = 1,2 ,  . . . , such that cY(s, Si+l) > cr(sl Si) 
for i = 1,2,  . . .. This process has to be finite since we have Si+l 5 S, - 7. 
Assume we end up with S,. Then QY(S,) > cY(s, S,) 2 c7 (s, S ) .  
Observations (i)-(iii) imply that, for the maximization problem (3.9), it suffices 
to restrict the feasible set of (s, S) policies to the set FY. 
For any (s, S )  E F Y ,  since Q?(s) = cT(s, S), one can show that q5Y(x, S, S )  is 
continuous in x and 
Furthermore, for x 2 s ,  the following function 
is well-defined and by (3 .7 ) ,  (3.8) and Lemma 3.2 solves problem (3.5). 
In the following lemma, we characterize the properties of the best (s, S) inven- 
tory policy. This lemma is key to our analysis of the discount.ed and average profit 
problems. 
Lemma 3.3 There ezists an optimal solution (ST, SY) to problem (3.9) such that 
the functions q5Y(x) := C$~(X, s Y ,  ST) and Q ~ ( x )  (see (2.7) for the definition of this 
function), satisfy the ,following properties. 
{a) 47(x) < k for an,y x and C$T(SY) = k .  
(b) QY(s7) = C? . 
(c) QY (x) 2 CT for x E [sY , S Y ]  
(d) $T(x) >_ 0 for an9 x < S Y .  
(e) sY j x7 for any maximum point x7 of Q ~ ( x ) .  
(f) ?jY I ST for any minimum point yr of hY(y). 
Proof. Proposition 3.1 implies that for problem (3 91, we can focus on (s, S) in the 
set F Y .  Observe that F Y  is a bounded set. We now prove that it is also closed and 
hence compact,. For this purpose assume (s, S) is the limit of a sequence (s, S,) E F Y .  
We claim that cY(s,, Sn) converges to cY(s, S). In fact, let Z(s, S) be the limit of a 
subsequence cY(s,,, S,"). Then from the continuity of Q7, Q?(S) > Qr(s) = T(s,  S) .  
Define 
0, for x 5 s ,  
p ( x ,  S ,  S) = 
r n a x ~ > ~ , ~  - -- HY(x, d) - F ( s ,  S) + 7 ~ { & ( x  - a d  - ,  S, S)), for x > S. 
One can see that dY(x, snI, Sat) converges to @(z, s .  S )  uniformly for n: over any 
bounded set. F'urthermore, we have that @(s, S ,  S )  = k since +Y(S,%, sn,. S,,) = k. 
Hence, from the definition (3.6) of +Y(x, s, S) and the fact that $7(S, S, S) = k, 
we have that cY(s, S) = ?(s, S) and 8 (x, s, S) is identical to #Y(.T, s ,  S). Therefore, 
cY(s,, S,) converges to cY(s, S)  and as a consequence, F Y  is closed and hence compact. 
We are ready to prove the existence of the best (s, S, d) policy. Assume that cY 
is the limit of c'(sn, S,) for a sequence (s,, S,) E F Y .  From the compactness of F r  
there is a subsequence (s,,, Snt), such that 
lim (s,;, S,,) = (ST, ST) 
i--too 
for some (ST, S T )  E F Y .  As proved in the previous paragraph, we have 
cY(s7, SY) = *--too lim cY(sni, SnJ = cY, 
and thus (ST, S T )  is the best (s, S) inventory policy. 
Hence, 
Part (a) follows from (3.7) and the fact that (ST, ST) solves problem (3.9) 
0 Part (b) and (c) hold since (ST, ST) E F' and QY is concave. 
Part (d) follows from part (c) and the recursive definition of 4 Y  in (3.6). 
a From the argument of Observation (ii) in the proof of Proposition 3.1, it is easy 
to see that sY can be chosen as the smallest element in the set {xlQr(x) = cY ). 
Therefore part (c) implies that s Y  5 xY for any maximum point xT of Qr(x) 
and hence part (e) holds. 
We now prove part (f). For any minimum point yY of hY(x), we prove by induction 
that (bY(x) is non-decreasing for x 5 yY and consequently we can choose S Y  such that 
yr 5 S T .  Without loss of generality, assume that sY _< y7. First, +r(x) is non- 
decreasing for x < sY . Now assume it is true for any x with x _< y for some y 5 yY . 
Then for x and x' such that sY <_ x 5 x' 5 min{y + 7 ,  y?), we have 
where the inequality holds since x 5 x' < yr,  hY(x) is convex and $7(x) is non- 
decreasing for x 5 y by induction assumption. Therefore @Y(x) is non-decreasing for 
xsy'. Thuspart  (f)follows. 
To provide some intuition, we point out that QY(x)  is tlhe single period maximum 
expected profit when we start with an inventory level x; cY(s, S) can be viewed as 
the average discounted profit per period for a given (s, S )  policy and its associated 
best price strategy. Thus, if (b) does not hold, one can change the reorder point, ST ,  
and improve the average discounted profit per period. If (c) does not hold, one can 
decrease ST and increase average discounted profit per period. 
Lemma 3.3 allows us to show that 4 Y  is symmet,ric k-c,oncave. 
Lemma 3.4 4' is symmetric k-concave for the gener~~l  dem,and model. 
Proof. We prove, by induction, that $7 satisfies 
for any xo < xl and X E [ O , l ] ,  where XA = (1 - X)xo + Axl. 
Since $r(x) = 0 for z 5 ST, it is obvious t,hat (3.10) holds for xl < ST. Now 
assume that (3.10) holds for any xo and xl with xo < xl 5 y for some y. We show 
that (3.10) also holds for any xo and X I  with xo < xl < y + q. We distinguish between 
three cases. 
Case 1: xo > s'. Letting dA = (1 - X)qSTEs,) (2,) + X~s,,,,)(xl), we have that 
where the second ineqldity follows from the concavity of HY, the fact that for any 
feasible d, xo - ad - ,l3 5 xl - ad - P 5 y and the induction assumption. 
Case 2: xo I sY and xx < $7. (3.10) holds since, by Lemma 3.3 parts (a) and (d), 
q5Y(xl) < k and $Y(xx) 1 0. 
Case 3: xo _< sT 5 SY < xx. 
P(xx) > (1 - &fJ(SY) + P@+~I - m={p, 1 - P } I C  
2 P(P(x1) - k) 
> A(4q.l) - fq 
>_ (1 - X)#T(xo) + X$'(z) - max{X, 1 - X)k, 
where p is chosen such that xx = (1 - p)Sr + p q  with 0 5 p < A, the first inequality 
follows from Case 1, the second inequality holds since $r(ST) = k. by Lemma 3.3 
part (a), the third inequality holds since 0 < p < X and, by Lemma 3.3 part (a), 
@Y(xl) 5 k ,  and the last inequality follows from the fact that $Y(xo) = 0 since xo 5 sY 
Therefore, by induction $7 is symmetric k-concave. rn 
In the special case of additive demand f~nct~ions,  we show that 47 is k-concave. 
Define 
gY(x,d) := HY(x,d) - cY + ~E{q5~(x - d - ,@)), for x > sY. 
We need the following result, which basically implies that the higher the inventory 
level at  the beginning of one period after placing an  order, the higher the expected 
invent'ory level a.t the end of this period. A similar result was proven in Lemma 2.3 
for the finite horizon case. 
Lemma 3.5 For the model with additive demand processes, there exists an, optimal 
solution dY(x) for problem M W C ~ , ~ , ~  - -- g?(x, d) such that x - dY(x) is non-decreasing for 
x > ST. 
Proof. For x > ST, let 
b(z) = rnax {argmaxd,d,dg7(z. - -- d)).  
We claim that 2 - dT(x) is non-decreasing for x >_ sY. If not, there exists n: and z' 
such tha.t ST < x < x' and x - dY(x) > x' - dY(IL"). Then by letting 
d := d y  (x') - (x' - x) > dT(z) and d' = dY(x) + (xt - x) < d7(x1), 
we have 
g7(x, d?(x) )  > gY(x,  d ) ,  and g y ( x l ,  dY(x '))  2 gY(xl ,  d ' ) .  
Adding the above two ineq~alit~ies together, we have that 
which cannot be true since R is assumed to be concave. Therefore, z - dY(x) is 
non-decreasing for x > sY. 
Lemma 3.6 $7 is Ic-concave for the additive demand mjodel. 
Proof. We show, by induction, that $7 sat,isfies 
$'(xA) 2 ( 1  - X)4Y(xo) + X$'(xl) - Xk, (3.11) 
for any xo < x1 and X E [0, 11, where X X  = ( 1  - X)xo + Axl. 
Since $Y(x) = 0 for x 2: sy, it is obvious that (3.11) holds for X I  5 sY. Now 
assume that (3.11) holds for any xo and X I  with xo < X I  5 y for some y. We show 
that (3.11) also holds for any xo and X I  with zo < X I  5 y + q ,  We distinguish between 
three cases. 
Case 1: xo 2 S T .  In fact, letting d A  = (1 - X)~, , , s , ) (xo)  + Xd~,,,s,)(xl), we have that 
where the second inequality follows from the concavity of H r ,  Lemma 3.3 part (b), 
the fact that by Lemma 3.5, x0 - d?,,,,,) ( x u )  - P 5 X I  - q , ,Sr ) (x l )  - 4 5 y and t,he 
induction .assumption. 
Case 2: xx < S T .  (3.11) holds for xo, xl and any X E [O,l] ,  since $Y(x) 5 k for any x 
by Lemma 3.3 pa,rt (a). 
Case 3: xo 4 sY 5 XX. Select p ,  0 I p _< X such that xx = ( 1  - p)sY + px1. We have 
that 
#Y ( X A )  E (1  - P ) ~ J ~  ( s Y )  + ~4~ ( X I )  - pk 
= ~ ( # q ~ l )  - 4 
2 x $ Y ( x l )  - k )  
= ( 1  - X)+~(x , )  + X4Y(z1) - Xk, 
where the first inequality follows from Case 1 and Lemma 3.3 part (b), the second 
inequality from Lemma 3.3 p a t  (a) which stfates that $T(x) 5 k for any x, and the 
last equality from $7(xo) = 0 since xo 5 S T .  
Therefore, b y  induction 4T is k-concave. 
We are ready to prove that ($7,  c Y )  satisfies the equation: 
c ( x )  + c7 = max { pax - kd (y  - x )  + H Y ( y ,  d )  +  YE{$^(^ - ad  - 4 ) ) )  (3.12) 
Y ~ X  d>d>d 
and that ( sy ,  SY )  is the policy that attains the first maximization in equation (3.12). 
Notice that when y = 1, (3.12) is the optimality equation for the average profit 
problem. On the other hand, when 0 < y < 1, define 
Then (3.12) implies that 
@(z)  = max -k6(y  - z )  + H T ( y ,  d )  + y ~ { $ y ( y  - ad - P ) ) ,  ? 4 2 x , d 2 d 2 d  
which is the optimality equation for the y-discounted profit problem for 0 < y < 1, 
i.e. problem (2.4) .  
Theorem 3.1 ($7, cy) satisfies equation (3.12) and (s7 , S y )  attains the first maxi- 
mization in equation (3.12). 
Proof. For any x ,  define 
OY ( z )  := max HY (x, d )  - cy + y E { d Y ( x  - ad - 4 ) ) .  
d>d>d 
From (3.6) and Lemma 3.3 part (b),  one can see tha,t OY(x) = QY(x) - CY for 
x 5 sY and O'(x) = @Y(x) for x Z: sYY. We have the following observations. 
(a) Or(x) _< O?(sY) = 0 for x 5 s). This follows frorn Lemma 3.3 parts (b) and 
(e), the concavity of Qr and the fact that O'(x) = QY(x) - CY for x 5 ST. 
(b) OY(x) 5 OY(SY) = JC for any x. This result follows from part (a) and Lemma 
3.3 part (a) since OY(x) = $Y(x) for x Z: ST. 
(c) Or(y) > Or(,) - k, for any y, z with sr 5 y 5 z. Since OY(x) = $Y(x) for 
x > sY, we only need to show that $Y(y) 2 $Y(z) - k. For y 5 S T ,  we have 
by Lemma 3.3 parts (a) and (d). For y > S T ,  $?(y) Z: $r(z) - k follows from 
Lemma 3.3 part (a), Lemma 3.4 and Lemma 2.2 part (d). 
Observations (a), (b) and (c) imply that the opt,imal y in equation (3.12) follows 
the (ST, S T )  policy: if x 5 sY then y = S', otherwise y = x. Thus, ($', cY) satisfies 
(3.12). 
The above results are proven under the assumption that ad+ /3 Z: 7 > 0. Now we 
relax this assumption and prove that all the results in this section hold even when 
the assumption is not satisfied. 
To do that we are going to construct a sequence of random variables a, such that 
(Rb) a, is bounded below by a positive constant. 
(R,) a, converges to a in distribution as q 0 
Let F ( z )  be the cumulative probability distribution of a.  For any 77 < 1, let 
and 
Without loss of generality, assume that J;"xdF(x) > 0. We have q, = O(7)  and 
p, = O(q) .  Furthermore, 
and 
00 00 




Define a function F, such tha,t 
Equation (3.13) implies that F, is a distribution function. Let a, be a random variable 
with distribution F,. Then by (3.14) E{cu,} = 1 and the requirements (R,), (Rb)  
and (R,) are satisfied. 
We are ready to relax the assumption that ad+ ,B is bounded below by a positive 
constant by assuming that Pr{ad + /3 = 0 )  < 1. For this purpose, consider a similar 
model with a replaced by a, for 77 > 0. We refer to this model as the modified 
problem. 
In the modified problem, cr,d + /3 is bounded below by a positive constant. Let 
c;(s, S )  be the average discounted profit per period for the stationary ( s ,  S )  policy 
associated with the best price under this modified model. Define 
where Q;(x)  = r n a ~ g ~ , ~  -- H,7 ( x ,  d )  and Hq(x, d) = kid) - E{hy(a: - cu,d - ,B)} From 
the construct,ion of a,, one can see that Q;i converges to QY uniformly over any 
bounded set. Therefore, by Assunlption 2.2, Fi; is uniformly bounded for 0 < 77 5 fi. 
Let (s;, S;) be the best (s,  S) policy under the modified model with parameter q,  
and let c; = c; (s;, S;). Define 
Since F,Y is uniformly bounded for 0 < q 5 i j  for some 7 > 0, there exists a 
limit point for some subsequence (s;~, S:c), where 17, 4 0 as i -+ m. Let (s;, S,Y) be 
this limit point. We claim that there exists a subsequence of {$:%I (without loss of 
generality assume the sequence itself) which converges to  a continuous function $2 
uniformly over any bounded set. The proof is presented in Appendix A. 
Lemma 3.3 part (b), together with the fact that Q,Y converges to QY uniformly over 
a bounded set, implies that czz converges to  a point c:. This property together with 
the fact that $;j" converges to  a function 4: uniformly over any bounded set as i * m, 
implies that 4: satisfies t,he recursion (3.15) with y~ = 0, where H; (x, d) = HY (2, d) 
and a0 = a. Furthermore, since $,Y (S;) = k ,  $: (S:) = k and hence c* cY(sz, g). 
Therefore Lemma 3.3 and Lemma 3.4 hold and (4:) c:) satisfies (3.12). Thus, all the 
results in this section hold if Pr{ad + P = 0) < 1. 
Bounds 
The convergence results proven in Section 3.4 and Sect,ion 3.5 for the discounted and 
average profit cases, respectively, require bounds on some of the parameters of the 
optimal policy for the finite horizon model. Our approach in this section is motivated 
by the classical work of Veinott, [29]. 
For technical reasons, we assume that 
lim Q'(x) = -m. 
1 4 + ~  
Under this assumption and Assumption 2.2, we know that an (s,  S,  A, p) policy 
is optimal for the dynamic program (2.4). For every t ,  t = 1, . . . , let (ST, g, A:, p?) 
be the parameters of the optimal (s, S,  A , p )  policy. We show that sz and S,Y are 
uniformly bounded. Specifically, define 
SY = -min {argmax, HT (x, d) , argrnax, Ho(x,  d)), 97 =  ax {argmaxz H'(x, d)), 
- 
d>d?d d ? d & !  
sY = rnax{x(x < SY, HCL(SY, d) > HCL(x, d) + k ,  for p = 0, y and all feasible d), 
- -
and 
S Y  = min{xJx > S ^ / ,  HY(S"I, d) 2 HY (x, d) i- k ,  for all feasible d ) .  
The existence of and 3 7  follows from Assumption 2.2. 
Lemma 3,7  For t  > 1, 
Proof. By induction. For t = 0, &(x) = -ex is non-increasing since the variable 
ordering cost c > 0. Hence (3.16) holds for t = 0. For t > 1, (3.16) follows di~ect~ly 
from (2.4). (3.17) follows from (2.5) and (3.16) for period t - 1. (3.18) follows from 
(3.17), the definition of s^Y and the concavity of HY. 
Lemma 3.8 
g?(yl, d) - g:(y, d) 2 HY(y', d) - HY(y, d) > 0, for y 5 y' _< SY and t > 1, (3.20) 
s?(Y', $(!/I)) 2 9?(y, d;Y(?/ ) ) ,  for Y < Y' < SY and 2 (3.21) 
and 
&(x') 1 @(x), for x < x' 5 and t 2 1. (3.22) 
Proof. (3.19) follows from the definition of 2' and the fact that g:(y, d) = HO(y,  d). 
We prove the remaining three inequalities by induction. Assume that (3.20) holds 
for some t > 1. (3.21) follows directly from (3.19) (if t = 1) or (3.20) (if t > 1). 
Furthermore, for any x I x' < p, 
where the inequality follows from (3.21). This proves inequality (3.22). Finally, (2.5), 
(3.22), and the definition of ST, imply that (3.20) holds for t + 1 and any feasible d, 
since HY is concave. 
We are ready to present our bounds on s; and S;. 
Lemma 3.9 For every t ,  sz E [ST, $1 and $ E [ST, ST] 
Proof. We first show that for every t and y 5 37: 
which implies that an order is placed for this level of invent,ory, y, and hence ST 2 27. 
For t > 1, we have that for y 5 ST, 
where the first inequality follows from the definition of 2' and (3.22), and the second 
inequality from the definition of &. 
Consider now t = 1. Using the fact that g;(y, d) = HO(y, d) and the definition of 
4 (x), zy and S', we have gt' (Y, G (Y) )  I - k  + g: (g, 4 (g)) for yI sY. 
To show that ST _< 9, we apply inequality (3.18) which implies that no order is 
placed when y > 9. Hence, s? E [ST, g]. 
To show t,hat S? 5 ST, it suffices to show that for y > 37 we have 
In fact, for y > ST, 
where the first inequality follows from the definit,ion of Q, t,he second inequality from 
the definition of and (3.16) and the last inequality from definition ( 2 . 5 ) .  
Finally, inequality (3.21) implies that t,he function g,Y (y , d? (y)) is non-decreasing 
for y < p. Hence, S? > SY and as a result S,Y E [S(, $71. w 
3.4 Discounted Profit Case 
Consider the discounted profit case wit,h a discount factor 0 < y < 1 and recall the 
definition of &(rc ) .  Lemma 3.1 tells us that &(x) is trhe infinite horizon expected 
discounted profit for the stationary (ST, S T ,  di,,,s,j) policy when starting with an 
initial inventory level x.  
The following convergence result relates the t-period maximum total expected 
discounted profit function, 47 (x) , and @ (z) .
Theorem 3.2 For any M 2 max{sr, S T )  and any t >_ 1, we have that 
Proof. By induction. For t = 1 inequality (3.23) holds as equality. Consider t > 1. 
From (2.4) and (3.12), we have that for any x 5 M, 
the last inequality from the induction assurnpt,ion. 
By employing a similar approach, we can prove that for x 5 M, 
Hence (3.23) holds for all t .  
The theorem thus implies that t,he t-period maximum total expected discounted 
profit function, $:(x), converges to t,he infinite horizon expected discounted profit 
function, &'(x), associated with the stationary ( s 7 , 6 ,  d;,,,,,)) policy and as a con- 
sequence, this policy is optimal for the infinite horizon expected discounted profit 
problem. 
3.5 Average Profit Case 
In this section we analyze the average profit case and hence assume that y = 1. 
To prove that a ~t~ationary (s, S, d) policy is optimal for the average profit case, we 
apply a similar approach to the one used by Iglehart [15] for the traditional stochastic 
inventory model. Specifically, we show that the long-run average profit of the best 
(s, S, d) policy, cl, is the limit of the maximum average profit per period over a 
t- period planning horizon. 
Theorem 3.3 For any x ,  
Proof. We prove by induction that for any given M 2 max{S1, S1), there exist r 
and R such that 
First, for x 5 min{al, sl}, @(x) and $i(x) are constants. Hence, for t = 1, there 
exist two parameters r and R such that (3.24) holds for x 5 M. 
Second, assume (3.24) is true for t - 1. Since Sj 5 S1 5 M ,  for x 5 M we have 
where the first inequality follows from the induction assumption (3.24), the second 
inequality holds since we removed the constraint M >_ y and the equality follows from 
the optimality equation, (3.12). 
The left hand side inequality (i.e., the lower bound) of (3.24) can be established 
in a similar fashion. 
By choosing M arbitrarily large, (3.24) implies that 
$;(x)/t -cl  + 0, a s t  -+ m, 
for any x .  
The theorem thus suggests that starting with any initial inventory level, the max- 
imum average profit per period over a t-period planning horizon converges to a con- 
stant cl, t,he long-run average profit of the best (si S, d) policy. Therefore, the best 
( s ,  S, d )  policy, the stationary (sT, S', q8,,s,)) policy, is optimal for the infinite hori- 
zon average profit problem. 
Concluding Remarks 
In this section we summarize our main results of this chapter. Recall that for the finite 
horizon case we proved in Chapter 2 that an (s, S, p) policy is not necessarily optimal 
for general demand processes Indeed by developing and employing the concept of 
symmetric k-convex functions, we showed that in this case an ( s ,  S, A, p) policy is 
optimal 
Surprisingly, in this chapter we show, using the concept of symmetric Kconvexity, 
that a stationary (s, S, p) policy is optimal in the infinite horizon case for both the 
discounted and average profit criteria. This result holds for the general demand 
process defined by Assumption 2 .1  which includes additive and multiplicative demand 
functions; both are common in the economics literature. 
Of course, it is natural to ask whether a stationary (s, S) inventory policy is 
optimal for the infinite horizon periodic review joint inventory control and pricing 
model under less restrictive a~sumpt~ions. One direction is to consider discrete prices. 
Unfortunately, as we demonstrate in Appendix B, a stationary (s, S) inventory policy 
is not necessarily optimal for discrete prices. This is consistent with the counter 
example provided by Thomas [26] which shows that with discrete prices an (s,  S )  
inventory policy is not necessarily optimal even for a single period problem. 
3.7 Appendix A 
Lemma 3.10 Th,ere exists a subsequence of whzch converges to a continuous 
function un2forrnly over m y  compact set. 
Proof. We employ the Arzela-Ascoli Theorem (This theorem can be found in many 
standard textbooks on functional analysis), which states that if a sequence of contin- 
uous functions defined in a compact metric space is uniformly bounded and equicon- 
tinuous then it has a uniformly convergent subsequence. 
Let g 5 info<a5ii s;, 3 be any point with 3 L: ~l a8nd I = [g, 21. We will prove that 
(1) Uniform boundedness: there exists a constant M such that (q5;(x)( < M for 
any 0 < q 5 i j  and x E I. 
(2) Equicontinuity: for any given E > 0, there exists a constant S > 0 such that for 
any x E I and y E I with 1x - y < 6, d;j(x) - Q;l(y) < 6 for any 0 < q < fj.  
We will distinguish between the discounted case and the average case. 
First we focus on the discounted case. We show the following: 
(a) Uniform boundedness. From Lemma 3.3, we have q5;j(x) < k for any x a,nd 
q > 0. Now assume that = niin,,,,d~,,d,o<lllq H,Y(x, d) - c;i Then we have 
- -- 
tjhat for any x > s;, 
which implies that minVa (y) > M/ (1 - 7). Therefore, 14;j(x) I is unifor~nly 
bounded for x E I and 0 < q 5 f j .  
(b) Equicontinuity. For any constant 6 > 0, if x ,  y > s; with lx - y J  < 6, we have 
that 
and if x > s;j > y wit,h x - y < 6, we have 
Notice tha,t H,?'(x, d )  is continuous for any (ql x, d) with q > 0. Hence for any 
6 > 0 ,  there exists a constant 6 > such that for any d E [d, d), jx - yl < b and 
0 5 q 5 5 ,  
IH,Y(x, d)  - q y ,  d )  I < f 
and for any /x - s;/ < b a,nd 0 5 7 5 5, 
This together with inequalities (3.25) and (3.26) implies that for any 7 > 0, 
m v  l4;w - ~ ( Y ' ) I  5 &/(I - 7) .  I X ' - ~  J<S 
Therefore, {$;)o<v5q is equicontinuous over set I .  
Now we concentrate on the average case. We have the following: 
(a) Uniform boundedness. From Lemma 3.3: d i ( x )  5 k for any 7 > 0 and x. 
Assume that M = min,,I,~,d,d,o<nm H;(x, d )  - ci .  If M > 0, #(z) 2 0 for 
- -- 
x E I. If U < 0, we have that for any x 2 s;, 
Construct a function $J such that 
Since the above recursion is the renewal-type equation, we have that $(x) = 
M ( l  + m(x - s i ) ) .  where m(x)  = Cr==lF,(x) and F , ( x )  is the di~t~ribution of 
- 
the summation of n independently and identically distributed random variable 
each with the same distribution as ad+ 0. Since Pr{c*.d + @ = 0 )  < 1 ,  we 
have m(x) < oo. (see [23] for related results about the renewal theory and the 
renewal-type equation.) Therefore for any x E I, we have 
Hence {q!$)o<n5q is uniformly bounded over set I. 
(b) Equicontin~it~y. For any given c > 0, since H;(X, d )  is continuous in (17, x ,  d ) ,  we 
can choose 6 > 0 such that for any 0 < 17 < 7, I H ; ( x ,  d) - H;(Y, d) < 6 for any 
x , y ~  Iwi th  1%-yl < 6 a n d d  E [d,d and IQi(x)-chi < cforany x - s i l  <6. 
For any x ,  y > s;, we have that 
Construct a function $ such tha,t 
Similarly to the above analysis for the uniform boundedness, the above recursion 
is the renewal-type equation. We have that $(x) = ~ ( 1  + m(x - s i  + 6)),  
where m(x) = Cr==, F,(x) and F,(x) is t,he distribution of the summat,ion n 
independently and identically distributed random variable each with the same 
distribution as ad + P .  Since Pr{& + ,G' = 0) < 1 ,  we have m(x) < oc and 
$(x) is a non-decreasing function of x. (again see [23] for related results about 
the renewal theory and the renewal-type equation.) Therefore, 
0, for x 5 s; - 6, $44 = 
maxd2d2dE + E{$v(x - ad - P ) ) ,  for x 2 s i  - 6. 
Inequalities (3.27) and (3.28) imply that for x ,  y E I with x > y and Ix - y 1 < 6, 
Hence {$~}o<?lrs i  equicontinuous over set I. 
Now we construct a subsequence of { q 5 ~ L } ~ ,  which convergence to a continuous 
function uniformly over any bounded set by using the famous diagonization procedure 
as follows. First we have that {4;j)O<q177 is uniformly bounded a,nd equicontinuous 
over set I. Therefore there exists a subsequence of { $ ~ i ) ~ l ,  say {q5&):, which con- 
verges to a continuous function uniformly over set 1 (in the sense of 1 1 .  I),. Similarly, 
there exists a subsequence of {&)&, say {q5:,i)g,, which converges to  a continuous 
funct,ion uniformly over set [g, Z + 11. Continuing with this process, we can construct 
a subsequence of { I $ L - , , ~ ) ~ ~ ,  say { @ i ) ~ O ,  which converges t,o a continuous function 
uniformly over set [z, Z + n]. Then the following subsequence {$;Y,,,)r=o converges to 
a continuous function uniformly over any compact set. 
3.8 Appendix B 
In this Appendix we demonstrate t,hat a st,ationary (s, S) inventory policy is not 
necessarily optimal for the infinite horizon joint. inventory control and pricing problem 
with discrete prices. 
Consider the following example with determini~t~ic demand: 
where p > 0 and E is sufficiently small. First, let k = 0 and E < 0. Assume that a 
stationary base stock policy is optimal. Then the optimal base stmock level is s = 3 
and c1 = 1 2  + 36.  However, the function 
does not satisfy the optimality equation (3.12). In particular, when x = 3.5, it is 
not optimal to order nothing since making an order to raise the inventory level to  
y = 4 will give a higher expected profit. Therefore a stationary base stock may not 
be optimal if a t  each inventory level, one has to act optimally. Of course this example 
can be easily extended to  the discounted case. 
Now assume that k > E > 0 and p >> 1. In this case, one can see that the 
following policy really solves the optimality equation (3.12): Make an order to  raise 
the inventory level to S = 4 whenever the initial inventory level is below s = 3 - '"-' 
P 
or belongs to the set 13 + 9 . 4  - a];  otherwise no order is placed In this case, 
c1 = 12 + 46 - k and 
0,  i f x s s  and x ~ [ 3 + ~ , 4 - ~ ] ,  
-pix - 31 + k - e, i f x ~  1 3 - ? , 3 + 7 ] ,  
k - plx - 41 + q5(x - 4), otjherwise . 
In fact, one can first check by induction that for p sufficiently large, $(x) 5 k for 
a,ny x and $(x) 2 $(y) - k for x 5 y, and as a consequence, one can prove that q5 
solves the optimality equation: 
Observe (4, c!) is the unique solution for the optimality equation in this case. Unfor- 
tunately for this model, even though an (s, S) policy does not attain the maximization 
for the optimality equat,ion, the region [3 + 9, 4 - a]  will be used a t  most once. 
Finally we will put a small random perturbation to the demand. Specifically, in 
this case, realized demand is ad ,  where d E {3,4) and Pr{a = 1) = 1 - q and with 
p~obabilit~y q, a is drawn from a uniform distribution in [ O , l ] .  We show by contra- 
diction that there exists q > 0 such that a stationary (s, S) inventory policy is not 
optimal. In fact, assume that a stationary (s, S )  inventory policy is optimal for any 
17 > 0. In particular let ($,, c i )  be the solution for the optimality equation (3.12) and 
the (s,, S,) inventory policy attains the first maximization in the optimality e q u a  
tion. By employing an approach similar to the one applied at the end of Section 
3.2, we can show that there exists a subsequence (&, c i  ,,,, s,,, Svc) such that 0, con- 
verges to  a continuous fl~nct~ion do uniformly over any compact set and (& s,;, s,,) 
converges to (c;, so, So) Therefore, ($0, ch) satisfies the optimality equation for the 
model discussed in the previous paragraph, i.e., for the model with deterministic de- 
mand d E {3,4). Furthermore, the (so, So) inventory policy attains the inventory 
maximization in the optimality equation, which contradicts our discussion in the pre- 
vious paragraph. Hence there exists 7 > 0 such that a ~ta~t~ionary (s, S )  inventory 
policy is not optimal. 

Chapter 4 
Continuous Review Model 
To dat,e, the literature on joint inventory control and pricing problems h a  confined 
itself mainly to periodic review models. In this chapter, we extend our approach 
developed for t,he infinite horizon periodic review model to a corresponding continuous 
review model. In particular, we prove that a stationary ( s ,  S ,  p) policy is optimal for 
the infinite horizon continuous review problem under both the discounted and average 
profit criteria. Interestingly, no condition is imposed on the structure of the demand- 
price function and the distribution function of the inter-arrival time can be very 
general. 
The chapter is organized as follows. In Section 4.1 we review the main assumptions 
of our model. In Section 4.2, we prove some useful bounds on the reorder point,s 
and the order-up-to levels for the corresponding truncated finite horizon problems. 
We start in Section 4.3 by identifying properties of the best ( s ,  S )  inventory policy 
for both the discounted and average profit cases. These properties enable us to  
construct solutions for the optimality equations of the discounted and average profit 
problems. In Section 4.4 and Section 4.5, these equations are used to  prove the 
optimality of a stationary (s, S ,  p) policy for the infinite horizon problems with the 
discounted and average profit criteria, respectively. Finally, in Section 4.6 we provide 
some preliminary computational results illustrating the benefit from dynamic pricing 
strategies, while in Section 4.7 we discuss extensions and provide concluding remarks. 
The Model 
Consider a firm t,hat has to make joint ordering and pricing decisions over an infinite 
time horizon with time independent demand process and costs functions. Customers 
arrive randomly and their inter-arrival time is independent, so is the demand size 
of each arrival. The firm fulfills the demands of each arrival from its inventory and 
unsatisfied demands are backlogged. Upon finishing serving an arrival, replenishment 
and pricing decisions are made based on the current inventory position. Order lead 
time is assumed to  be zero. 
The ordering cost function includes both a fked cost and a variable cost and is 
calculated as follows. Let u be the amount ordered, then the ordering cost function 
is 
k6(u)  + CU, 
where 
1, i f u > O ,  
6(u) := 
0, otherwise. 
The selling price is restricted to a compact set P. The inter-arrival time and the 
demand size of the next arrival depend on the price set at  the latest arrival. Specifi- 
cally, after completing to serve a customer, the firm decides on the ordering quant,ity 
and the price, p. The distribution of the next inter-arrival time is parameterized by 
p, which we denote by F ( t ,  p). Thus, the next arrival pays the selling price p and 
the demand size of this arrival is a random variable d(p, E ) ,  which is assumed to be a 
continuous function of p and a random perturbation E independent of p. 
The inter-arrival times are independent of each other and are independent of the 
demand size. Finally, let R(p) = pE{d(p, E ) )  be the expected revenue as a function 
of the selling price p. 
Let x be the inventory level at  time t .  Since we allow backlogging, x may be 
positive or negative. A cost h(x) is incurred which represents inventory holding cost 
when x > 0 and shortage cost if x < 0. 
Given a continuous time discount parameter y with y 2 0, the objective is to  
decide on ordering and pricing policies so as to maximize tthe expected discounted 
profit (y > 0) or the expected average profit (y = 0) over the infinite horizon. In 
particular, let t ,  he the epoch of the nth arrival. Let T be a policy representing a 
sequence of ordering and pricing decisions. For any natural number N and initial 
inventory level x, define 
where xo = x is the inventory level at time to  = 0, x, is the inventory level upon 
finishing serving the nth arrival, y, is the inventory level aftfer placing an order, p, is 
the selling price set upon finishing serving the nth arrival and the subscript .rr for the 
expectation is used to emphasize the policy employed. 
In the infinite horizon expected discounted profit problem (y > O),  the objective 
is to determine an ordering and pricing policy n so as to  maximize 
lim sup VG,, (x) , 
N'03 
for any initial inventory level x. In the infinite horizon expected average profit prob- 
lem, the objective is t,o find an ordering and pricing policy n maximizing 
lim sup 1 
N'm EiT{tN) V,Y,T (4 1 
for any initial inventtory level x. 
If for any policy .ir and any initial inventory level x 
for some real value a,  then a is an upper bound of the optimal value for the infinite 
horizon expected average profit problern. 
Given a real value a ,  consider the following dynamic program problem. For n = 
1 , 2 , . . . , N ,  
with u&(x) = cx for any x ,  where 
and [ is the inter-arrival time witjh distribution F ( t ,  p). Observe that  TO(^) = E f t }  
and 1 - yrT(p) = E{e-YE) > 0 for p E P. 
It  is easy to see that v:,,(x) is the maxirnum expected discounted profit accrued 
over a horizon starting at some epoch upon finishing serving an arrival wit,h an initial 
inventory level x and ending a t  the epoch of the next nth arrival. 
Define 
rY = inf T? (p) alnd ? = sup 1 - yrY(p) = 1 - ~ f l .  
PEP PEP 
Assumption 4.1 For any y 2 0,  T Y ( ~ )  is con t inuou~  for p E P and 17 > 0. As a 
consequen,ce, T2 < I for y > 0. 
Thus, the assumption implies that the expected discounted inter-arrival time, rY(p), 
is bounded below by a positive constant. 
We transform problem (4.2) into an equivalent model with zero variable ordering 
cost. For this purpose, let 
Then, 
and 
In this chapter, we mainly concentrate on the transformed model (4.3). In the 
transformed model, one can think of hY(x) as being the inventory holding and shortage 
cost, R ( ~ )  as being the revenue function, the variable ordering cost is equal to zero, 
and &,,,(x) is the maximum total expected discounted profit over a horizon starting 
immediately after finishing to serve an arrival with an initial inventory level x and 
ending at the epoch of the next nth arrival. 
For technical reasons, we need the following assumption on the expected revenue 
and the inventory holding and shortage cost functions. Define 
RY = sup 1 - yrY(p)) 
PCP ~ Y ( P )  R ( P ) .  
Assumption 4.2 (a) RY < cm. 
(b) h' is continuous and quasi-convex and 
lim hY(x) = cm. 
1 ~ 1 - + ~  
(4 
lim sup(1 - yrY(p))R(p) - rY(p)h(x) - cx = -m. 
I+c= pep 
Observe that we assume that at  the end of the Nt,h arrival there is a unit salvage 
value c. Assumption 4.1 and Assumption 4.2 (c) allow us to show that the difference 
between the models with or without salvage values vanishes as N 4 co. Hence our 
results apply to a model with zero salvage value. 
4.2 Finite Horizon Model 
In this section, we prove that the classica.1 (s, S) inventory policy is optimal for proh- 
lem (4.3). This approach is similar to  that by Veinott [29]. 
Lemma 4.1 Let xY be an3 minimum point o,f hY. W e  have 
(a)  For any n 2 1 ,  gz,,(x,p) is a non-decreasing function of x for any x 5 xY and 
p E P.  A s  a consequence, $z,,(x) is  non-decreasing for x 5 xY. 
(b)  For any n 2 1, @,(x) > 4:,, (2') - k for any x < 2'. Furthermore, gz, ,  ( x ,  P )  2 
g~, ,(x ' ,p)  - Ic for any xr 5 x 5 x' and p E P.  
(c) For any n 2 1, h e r e  exist s;,, and S,Y, with s;,, 5 xY 5 Sz,, such that the 
(sx,,, S,Y,,) in,ventorg policy is  optimal for (4.3). 
Proof. We prove by induction. For n = 0, $&(x) = 0 for any x. Assume #-l,,(x) 
is non-decreasing for x I xr. This assumption, together with the fact that r Y ( p ) ,  1 - 
yrr(p) > 0 for any p E P and hY(y) is non-increasing for y 5 xY, implies that gz,,(x,p) 
is a non-decreasing function of x for any x 5 xY and p E P and consequently $z,,(x) 
is non-decreasing for x 5 x Y .  Hence part (a) holds. 
From (4.3)) it is obvious that the first part of (b )  holds for any n. The second 
part of (b )  follows from the first part of (b) and the fact that rY(p), 1 - yrY(p) > 0 
for any p E P and hY(y) is non-decreasing for y 2 xr. 
Part (c) is a direct consequence of part (a) and part (b). 
Let 37 and be two real numbers such that, 
k 1 
S~ 5 x~ 5 ST ,  hY('^i) = hY(z7) + -, and hY(SY)  = hY(xY)  + (- - 7 ) k -  
- zY - 7-7 
Lernrna 4.2 37 5 s;, 5 x? 5 Sz, 5 ST for any n 2 1 and o 
Proof. For any fixed p E P, we have by Lemma 4.1 part (a) and the quasi-convexity 
of hr that 
g;,,(x,p) - gz , , ( xY ,~ )  I - k ,  for x I sY 
and by Lernma 4.1 part (b) and the quasi-convexity of hY that 
The lemma follows from the above two inequalities and Lemma 4.1 part (c). 
We thus conclude that the optimal policy for problem (4.1) is obtained by solving 
problem (4.3) with u = 0. The inventory policy is an ( s ,  S) policy while the price 
depends on the inventory level when making the decision. 
4.3 Infinite Horizon: Preliminaries 
Consider a stationary (s, S,  p) policy defined by two inventory levels s ,  S and a price 
p(x) which is a function of the inventory level x. Let IY(s, x ,  p) be the expected y- 
discounted profit incurred during a horizon that starts with an initial inventory level 
x achieved upon finishing serving an arrival epoch and ends at  the earliest epoch 
when the inventory level drops to level s or below. Let MY(s, x ,  p) be the expected 
y-discounted time to drop from the initial inventory level x to or below s.  Observe 
that whenever x 5 s, we have P ( s ,  x, p) = 0 and A/l-'(s; x ,  p) = 0. On the other hand 
when x > s we have 
and 
Let 
The definitions of I r ( s ,  x ,  p) , M r ( s ,  x,  p) and cT(s, S. p) imply the follovr~ing prop- 
erties. 
Lemma 4.3 Given an ( s ,  S ,  p) policy, 
( 2 )  for y = 0 cY(s, S ,  p) is the long-run average profit; 
8 1 
(zz) for y > 0 the function 
is the infinite horizon expected discounted profit starting with an initial inven,tor.y 
level x .  
Proof. Part (i) follows directly from the elementary renewal reward theory (see Ross 
[23]), and so does the case x 5 s for part (ii). In order to  prove part (ii) for x > s ,  
define ~ ( s ,  x ,  p)  to be the length of a horizon starting a t  some epoch upon finishing 
serving an arrivad with an initial inventlory level x and ending at the earliest epoch 
with an inventory level no more than s.  Therefore, we have ~ ( s ,  x, p) = 0 for x 5 s 
and 
~ ( 5 ,  x  P) = t + ~ ( 5 ,  x - ~ ( P ( x ) ,  4  P ) ,  for Z > S ,  
where J is a random variable with distribution F ( t ,  p(x)) .  The infinite horizon ex- 
pected discounted profit starting witjh an initial inventory level x is 
which implies that it suffices to  argue that 
Define 
N Y ( s >  x ,  p) = (1 - E { ~ - ~ ~ ( ~ ~ " ~ P ) } ) / ~ .  
From the recursion for ~ ( s ,  x ,  p) ,  we have that 
which is exactly the same recursion (4.5) for MY(s, x ,  p) . Therefore, (4.7) holds and 
hence part (ii) is true. rn 
To provide intuition about (ii) observe that cr(s, S, p)  is the expected discounted 
profit per unit time for the infinite horizon problem st'art,ing with an initial inventory 
level no more than s.  Therefore, cY(s, S, p ) /y  is the infinite horizon expected dis- 
counted profit if we start with an initial inventory level, x ,  no more than s and this 
implies that (ii) holds since in this case both P(s, x,  p) and h,fr(s, x ,  p) are equal to  
zero. For x > s, observe that cY(s, S, p ) h P ( s ,  x, p) is the expected discounted profit 
incurred during the expected discounted time MY(s, x ,  p )  if we start with a,n initial 
inventory level no more than s .  Thus, the difference between the infinite horizon 
expected discounted profit starting with an initial inventory level no more than s and 
the infinite horizon expected discounted profit st,arting with the initial inventory level 
x equals 
IY(% 2, P) - c7(s, S, p ) M Y  (s, x, P). 
Hence (ii) follows. 
We continue by assuming that t,he demand size is positive. Formally, this assump- 
tion says that for any realization of the random variables E ,  d(p, c )  > q > 0 for some 
7 and any p E P. This a,ssumption will be relaxed by replacing d ( p ,  E )  by d(p, E) + 7 
and analyzing the limiting behavior of the best, (s,  S) policy as 77 approaches zero. 
For any given (s,  S), let CY (s,  S) be the optimal value of problem 




Let $Y(x, S, S )  = $Y(x, S, S, s). For any feasible function p, let 
and $Y(x, S ,  S ,  p) = $Y(x, S ,  S,  p, s) .  Then from the recursions for IT (4.4) and MY 
(4.5), we have that 
0, for x  5 sf, 
$J/Y(x,s ,S ,P,  s/)= 
qqx ,  S ,  S,  p, st) ,  for Z > sf, 
where for x  > s f ,  
Lemma 4.4 For anyx, 
limsup $'(x,s, S , p )  = QjY(x , s ,S) .  
P: P(X)EP 
I n  particular; &f (S ,  s, S )  = k .  
Proof. We argue by induction that $Y(x, s, S ,  p) _< @)"x, s! S )  for a,ny x and any p. 
It is clearly true for x 5 s  since both functions equal zero for x < s. Assume that 
the inequality holds for any x with x 5 y for some y. We prove that it is true for 
x  5 y + q. In fact, for x > s,  
where the first inequality follows from the induction assumption and the fact that 
(1 - y ~ ? ( p ) )  > 0 for any p E P. 
On the other hand, for any given E > 0, choose a function p, such that for any 
TC>S 
gY ( x ,  S ,  S ,  S ,  P&)) 2 4%, S, S )  - E .  
We have that $17 (x, s , S, p,) converges to $7 (x, s ,  S )  uniformly for x over any bounded 
set as e 1 0. Thus for any x,  
limsup $'(x, s ,  S, p) = q5Y(x, S, S).  
P: P(X)EP 
Finally, the definitions of c'(s, S, p) and cY(s, S) imply that for any p, 
$IY(S,s,S,p) < k and l i r n ~ u p ~ ~ ( S , s , S , p )  = k ,  
P 
where for the equality, we use the fact that h P ( s ,  S, p) is bounded since d (p ,  E )  > 7 
for any realization of E and any p E P. Therefore, $7 (S, S, S )  = k .  
Let cY be the optimal value of problem 
max cY(s, S, p) = max cT(s, S ) .  (4.12) 
(~,S,P) (as ' )  
Define 
k 
FY := {(s, S)(QT(S) 2 QY(s) = cY(s, S) 2 m a ,  HY(x,p) - -1, 
2;pEP ry ( P I  
and 
QY(x) = max HY(x,p)  = RY - hY(x). 
P E P  
In the following proposition we show that it is sufficient to focus on the set F' in the 
search for the best (s, S )  policy. 
Proposition 4.1 c? = m a x ( s , ~ ) E ~ r  cT(s,S) .  
Proof. We make the following observations. 
'" This is true since for any feasible function p ,  (i) cY > m a & , p ~ ~  H Y ( ~ ,  P) - m. 
we have I r ( x  - 7,  x,  p) = rY(p(x))HY(x, p(x)) and MT(x - 7, x, p) = rY (p(x)).  
(ii) (a) If Qr(s) < cT(s, S ) ,  let sl be the smallest element in the set {xlx > 
s ,  Q7 (x) = CY (s, S)). It is easy to see that the set is nonempty and sl < S 
since q5r(S, s,  S) = k. From the recursive definition of #r(x, s, S, s l )  we 
have that for any x,  
since $Y(x, s, S )  _< 0 for x c [s, sl].  In particular, q 5 Y ( S ,  s7 S, sl) 2 q5Y(S, S, S)  = 
k .  We claim c'Y(sl, S) 1 C ~ S ,  S). For this purpose, for any given E > 0, 
choose a function p,(x) such that for any x > sl, 
Taking the limit, as E approaches zero, we have that for any x, 
The above inequality, together with (4.10) and the fact that q5T(S, s, S, sl) 2 
k, implies that 
cY(sl,S) 2 lirnsupcY(sl,S,p,) > cY(s,S) = QY(sl).  
€10 
If cr(sl, S )  > QY(sl), we repeat this process and end up with a sequence 
sl < s2 < . . . < S with cY(s, S) = QY(s1) < cT(s1,S) = QY(s2)  < . . ,. If 
the process stops in finite steps, say n steps, then cY(s, S )  5 cY(sa, S) = 
QY(s,). Otherwise, let s* be the limit of this sequence {s,, n = 1 , 2 ,  . . .) 
and CY (s* , S) be the limit of cr(s,, S) . From the continuity of QY, we have 
that QY(s*) = F(s*, S). We argue that F(s* ,  S)  = C ~ ( S * ,  S). Define 
where 
One can see that q5Y(x, sn, S) converges to  $(x7 s*, S)  uniformly for x over 
any bounded set as n -+ co. Furthermore, we have that &(s, s*, S) = k 
since $Y(S, s,, S )  = k. Hence, from the definition (4.9) of $Y(x, s*, S)  
and the fact that $Y(S, s*, S )  = k ,  we have that, cY(s*, S )  = F ( S * ,  S) and 
@(x, s*, S )  is identical to  q!JY(x, s*, S ) .  Therefore, QY(s*) = cY(s*, S )  2 
c q s ,  S).  
(b) If QY(s) > c ~ ( s ,  S ) ,  let s l  be the largest element in the set 
{xlx < s,  QY(x) = cY(s, S)). 
Then from the recursions of I' (4.4) and MY (4.5), we have that for any 
since q!JY(x, S, S, s l )  2 0 for x E [sl,  s]. Following a similar argument to  
part (a), we can show that there exists a point s* such that QY(s*) = 
c-'(s*, S )  > c q s ,  S ) .  
(iii) If QY(S) < cY(.s, S ) ,  then from the recursive definition of $7 (4.9) we have that 
k = +T(S, S, S )  < max(1 - y ~ ~ ( p ) E { $ ~ ( s  - d ( p , e ) ,  s ,  S)) I max $?(x, s, S )  
PEP x<S-17 
Therefore, there exists S1 with Sl 5 S - TI such that k = c$Y(S, s, S) < 
$r(S1, s ,  S )  , which implies that c? (s, S1) > cY(s, S )  by employing a similar ar- 
gument in part (ii) (a). If Q?(S1) < cY(s, S1) we can repeat the a#rgument and 
find Si+l 5 Si - 77, i = 1 , 2 , .  . ., such that cY(s, S2.+1) > cY(s, Si) for i = 1 , 2 , .  . .. 
This process has to be finite since we have Si+l 5 Si - q.  Assume we end up 
with S,. Then Q ( S , ) > - c y s ,  S,) >_ c^i(s, S ) .  
Observations (i)-(iii) imply, t,hat for the maximization problem (4.12), it suffices 
to restrict the feasible set of (s, S)  policies to F Y .  
For any (s, S) E F Y ,  since QY(s) = cY(s, S) ,  one can show that $Y(x, s ,  S )  is 
continuous in x and 
0, for x 5 s ,  
QY(x7 s ,  S) = 
m a x p E ~ g ~ ( x , s , S , s , p ) ;  for x 2 s, 
Furthermore, for x 2 s ,  the following function 
is well-defined and by equations (4.10), (4.11) and Lemma 4.4 solves problem (4.8). 
In the following lemma, we characterize the best (s, S )  inventory policy. This 
lemma is key to  our analysis of the discounted and average profit problems. 
Lemma 4.5 There exists an optimal solution (ST, ST) E F r  to problem (4.22) such, 
that th,e functions $r(x) := q5r(x, ST,  ST) and hr(x), satisfy the following properties. 
(a) $Y(x) 5 k for any x and $ Y ( S Y )  = IC 
(b) hY(s7) = RY - cY . 
(c) hY (x) < RY - c^ i for x E [ST, S T ]  . 
(d) #?(x) > 0 for any x 5 ST 
(e) sY _< X Y  5 S T ,  where xr is any minimum point of hY(x). 
Proof. Proposition 4.1 implies that for problem (4.12), we can focus on (s, S) in the 
set F T .  Observe that F T  is a bounded set. We prove that this set is closed and hence 
compact. For t,his purpose assume (s, S) is the limit of a sequence (s,, S,) E F y .  
We claim that CY (s,, S,) converges to cT(s, S )  . Let F ( s ,  S )  be the limit of a subse- 
quence cY(sni, S,,) . Recall the definition (4.13) of 47. One can see that q5r(x, sn i  ,Sn,) 
converges to @(x, s ,  S )  uniformly for x in any bounded set,. Furthermore, we have 
that @ (s, S, S )  = k since q5T(Snz, s,, , S,;) = Ic .  Hence, from the definition (4.9) of 
q5Y(x,s, S) and the fact that $r(S, s ,  S) = k, we have that cr(s,  S )  = 3 ( s ,  S)  and 
4r(x,  s ,  S) is identical with q5Y(x, s ,  S ) .  Therefore, cY(s,, S,) converges to  cY(s, S )  . As 
a consequence, F T  is closed and hence compact,. 
We are ready to  prove the existence of the best (s,  S) inventory policy. Assume 
that cY is the limit of cY(s,, S,) for a sequence (s,, S,) E F Y .  From the compactness 
of FY there is a subsequence (s,, , S,,), such that, 
lim (snt,  S,,) = (sY , ST) 
i-00 
for some (ST, S T )  E F Y .  From the argument in the previous paragraph, we have 
cY (sY, S7) = 2-w lim cY(sni, S,?) = cY. 
Part (a) follows from (4.101, Lemma 4.4 and the fact that (s", S?) solves problem 
(4.12). 
Part (b) and (c) hold since (ST, SY) E F Y  and hY is quasi-convex. 
Part (d) follows from part (c) and the recursive definition of $7 in (4.9). 
We now prove part (e). By employing a similar argument of Observation (ii) in 
the proof of Proposition 4.1, it is easy to see that sY can be chosen as the smallest 
element in the set {x(h"(x) = fi - cY). Hence for any minimum point zY of hY, 
ST 5 x-'. 
It remains to show that x' 5 S". Assume there exists a minimum point xY of 
hr,  such that ST < S T  < xT. We prove by induction that $Y(x) is non-decreasing for 
x 5 xr and consequently we can choose S T  to be x Y .  Assume that it is true for any x 
with x 5 y for some y 5 xr. For any x and x' such that sr 5 x 5 x' 5 min{y+q, z?), 
we have t,hat 
where the inequality follows from the definition of function 47, the quasi-convexity of 
hy, and the induction assumption. Therefore, cY = cY(sY, S T )  5 cY(sY, xY), and hence 
(ST, xY) E F Y I  which implies that (a)- (d) hold for the policy (ST, xy). Thus part (e) 
holds. 
To provide some int,uit,ion, we point out that QY(x) is the single period maximum 
expected profit when we start with an inventory level x; cY(s, S) can be viewed as 
the average discounted profit per unit time for a given (s, S)  policy and its associated 
best price strategy. Thus, if (b) does not hold, one can change the reorder point, ST, 
and improve the average discounted profit per unit time. If (c) does not hold, one 
can decrease SY and increase average discounted profit per unit time. Finally, it is 
appropriate to point out that similar properties hold for the corresponding infinite 
horizon, periodic review model in Chapter 2. 
Lemma 4.5 allows us to show that ($7, cr) satisfies the equation: 
4%) = max { m a  -w4-4 +~YP)(H'(% P) -4 + (1 - y . r 7 ( p ) ) ~ { m - d ( p ,  €))I} 2 PEP 
(4.14) 
and that the (ST, ST) policy attains the first maximization in equation (4.14). 
Notice that when y = 0, (4.14) is the optimality equation for the average profit 
probIem. On the other hand, when y > 0, define 
c"' 
&x) = y + ppx) .  
Then (4.14) implies that 
which is the optimality equation for the y-discounted profit problem with y > 0. 
Theorem 4.1 ($Y,cT) satisfies equation (4.14) and the (ST, ST) policy attains the 
first maximization in equation (4.14). 
Proof. For any x, define 
OY(x) := maxrY(p)(HY(x,p) - cY) + (1 - yrY(p))E{qhT(x - d(33,~) ) ) .  
PEP 
From (4.9), one can see that OY(x) = maxpEp rY(p )  (HY(x, p) - c^i) for x < ST and 
OY(z) = ~ T ( X )  for x > 57 .  We have the following observations. 
7 sY) = 0 for x 5 s Y ,  This follows from the definition of HY, Lemma (a) O r b )  l o  (
4.5 parts (b) and (e), and the quasi-convexity of hT. 
(b) OY(x) 5 O7(Sf)  = k for any x. This result follows from part (a) and Lemma 
4.5 part (a) since 0 7  (x) = $7 (x) for x 2 ST. 
(c) OY(y) > Or(z) - k ,  for any y and z with sr 5 y 5 z. Since OY(x) = $Y(x) for 
x >_ sY, we show by induction that $Y(y) 2. q5Y(z) - k .  For y 5 S Y ,  we have 
by Lemma 4.5 parts (a) and (d). Assume q5r(y) 2 q5r(z) - Ic for any y and z 
with 7~ _< x _< w for some w > S T .  For S T  5 y 5 x 5 w + q ,  
where the first inequality follows from Lemma 4.5 part (e), the quasi-convexity 
of hY and the induction assumption. 
Observations (a)! (b) and (c) imply that the optimal y in equation (4.14) follows 
the (sr,  S T )  po1ic.v: if x _< sY then y = S T ,  otherwise y = x. Thus, (47, cr) satisfies 
(4.14). 
The above results are proven under the assumption that d(p, E) is bounded below 
by a positive constant for any realization of E. Now we relax this assumption and 
prove that all the results in this section hold under the mild assumption that for any 
p E P, Pr{d(p, E) = 0) < p for some p < 1. 
Consider t,he original model, see equation (4. l), with d(p, E) being the demand 
function and replace this demand function by d(p, E) + 7 .  We refer to this model as 
the modified problem. Let c;i(s, S) be the long-run average discounted profit for the 
stationary (s,  S)  policy associated with its best price strategy under this modified 
problem. Define 
k F;' := {(s, S)IQT(S) 2 QY(s) = c;(s,S) 2 max H;(x,p) - -), 
x,PEP T' (PI 
I 0, for z 5 s;l, $(XI = m ~ ; ~ p a J 7 ~  (p)(H;(z,p) - c;) + (1 - yr7(p))E{$(x  - d@. 4 - q)),  for x 2 s,Y. (4.15) 
where (s;, S,Y) E F; is the best (s,  S) policy under the modified model with parameter 
q and c;i = c;j (s; , 5';). Since the set Fq is closed and uniformly bounded for 0 < rl < 1, 
the sequence (s;, S;i) has a cumulative point as rl J 0. Let (s;! Sz) be t,he limit of 
the subsequence (s;~, ,Si). Lemma 4.5 part (b) implies that c;~ converges to a point 
cl .  By employing an approach similar to  the one applied in Appendix A of Chapter 
3 (Section 3.7), one can show that there exists a subsequence of +G9, (without loss of 
generality assume the sequence itself) which converges to  a function 4; uniformly for 
x over any bounded set as q, J 0. Furthermore, this convergence property implies 
that the recursion (4.15) holds for q = 0. Since $;j(S;) = k, &(Sz)  = k and hence 
c: = cY(s& Sz) .  Therefore, Lemma 4.5 holds and ($2, c;) satisfies (4.14). Thus, all 
the results in this section hold if for any p E P, Pr{d(p, E )  = 0) < p for some p < 1. 
4.4 Discounted Profit Case 
Consider the discounted profit case witjh a discount parameter y > 0 and recall the 
definition of @ ( 2 ) .  Lemma 4.3 tells us that &(x) is the infinit,e horizon expected 
discounted profit for the stationary ( S T ,  ST) policy associated with the best price 
strategy when starting with an initial inventory level x .  
The following convergence result relates @(x) to the maximum total expected 
discounted profit function over a horizon starting at some epoch with an initial in- 
ventory level x upon finishing serving an arrival and ending at the epoch of the next 
nth a,rrival, 42(x). 
Theorem 4.2 For a n y  M > max{$, S Y )  and  a,ny n 2 1, we h m e  tha t  
Proof. By induction. From (4.3) a8nd (4.14), we have that for any x 5 M, 
where the first equation holds since M > max(S7, ST), and the last inequality from 
the induction assumption. 
By employing a si~nilar approach, we can prove that for x 5 M, 
Hence (4.16) holds for all n > 1. 
The theorem thus implies that the function QL(x), converges to  the infinite horizon 
expected discounted profit function, @(x),  associated with the stationary (ST, ST) 
policy and its corresponding best price strategy and as a consequence, this policy is 
optimal for the infinite horizon expected discounted profit problem. 
4.5 Average Profit Case 
In this section we analyze the average profit case and hence assume that y = 0. We 
show that the long-run average profit of the best (s, S )  inventory policy associated 
with its best price strategy, cO, is the limit of the maximum average profit per unit 
time over a horizon starting a t  some epoch upon finishing serving an arrival and 
ending at the epoch of the next nth arrival as n -t m. 
Theorem 4.3 c0 is the optimal value for the infinite horizon expected average profit 
problem. 
Proof. First we prove by induction that for any given M 2 {So, So) and any a > cO, 
0 0 &,(x) - $O(z) 5 -.(a - c )I. + ma~(-q$~(x) ) ,  for x 5 M. 
x<M 
(4.17) 
From (4.3) and (4.14), we have that for any x 5 111, 
Thus, by induction, (4.17) is true. Hence for any x j hl, 
By choosing M arbitrarily large, we have that for any x and a > cO: 
4;L,ub) lim sup -
n-xc n?O 
Therefore, c0 is the optimal value for the infinite horizon expected average profit 
problem. rn 
The above theorem implies that the stationary (so, So, pp,,,,,)) policy is optimal 
for the infinite horizon expected average profit problem. In this opt,imal policy, the 
pricing strategy has a special structure when demand size is independent of price 
while the expected inter-arrival time is a strictly increasing function of the price. 
Indeed, as is shown in the following theorem, the higher the inventory holding and 
shortage cost,, the smaller the selling price. Specifically, 
Theorem 4.4 Assume that d(p, E )  = d(c) ,  ~ ~ ( p )  is strictly increasing. Then hO(x') < 
hO (x) implies that pO(.z') 2 (x) for  x, x' > so, where p0 (x) := p~80,so)  (x) for simplic- 
ity. 
Proof. Recall that 
For any so 1 x,  x' < So, we have 
and 
rO(pO(x')) (HO(x',pO(x')) - cO) + E{q50(xt - d ( ~ ) ) )  
2 rO(pO (x)) (HO(x, pO(x)) - c0) + E{4* (2' - d ( ~ ) ) ) .  
Adding the above two inequalities gives 
Therefore hO(x') < hO (x) implies that pO(x') > pO(x). 
Thus, in the special case analyzed by the theorem, a list price policy, based on 
inventory holding and shortage cost, is optimal. 
4.6 Preliminary Computational Results 
In this section, we report on some preliminary numerical experiments that help de- 
velop insights about the performance of dynamic pricing strat,egies. In particular, we 
are interested in identifying situations under which dynamic pricing strategies provide 
significant profit improvement relative to fixed pricing strategies. We focus on the 
expected average profit, i.e., we assume y = 0. 
For all the numerical studies, we assume Poisson arrival and the arrival rate is a 
linear function of the selling price: X = b - up with a ,  b > 0, where prices are discrete 
and p E [13,16] while X E [3,10]. We also assume unit demand for each arrival except 
the last numerical test. The inventory holding and shortage cost takes the following 
form: h(x) = h+ max(0, x) + h- max(0, -x). This data is based on our experience 
with a large industrial manufacturing company. 
In Figure 4 1  we have k = 25,c = 10 and h+ = 0.05~2, h- = 0 . l a  or h+ = 
0.02a, h- = 0 . 1 ~ .  We let a vary from 2 to 60. As you can see, the ratio between 
the profit per unit time obtained by employing the dynamic pricing strategy and the 
profit per unit time by employing the fixed pricing strategy increases as a, and hence 
h+ and h-, increase. 
In fact, when the inventory holding or shortage cost per it,em per unit time is small 
compared wit,h the production cost and tjhe selling price, the fixed pricing strategy 
has an expected profit close to  the opt,imal one. This is true since in this case, one 
can simply choose a single fixed price policy which maximizes expected revenue per 
unit time. However, as the inventory holding or shortage cost per item per unit time 
increases, it is important to employ the dynamic pricing strategy so as to match 
supply and demand and balance the revenue, ordering cost and inventory holding 
and shortage costs. Also notice that the dynamic pricing strategies perform better in 
the case with h+ = 0 . 0 5 ~  than in the case with h+ = 0.02~2. 
In Figure 4-2 we fix h- = 2 and change h+ from 0.1 to 6. In Figure 4 3  we fix 
h+ = 0.5 and h- = 2 and change Ic from 0 to 60. As expected, the dynamic pricing 
strategies perform better as h+ or k increases. 
Finally, in Figure 4-4, we fix the fixed and v a k b l e  ordering cost as well as the 
inventory holding and shortage costs. Unlike the previous test cases, here at each 
arrival demand is a Poisson random variable with parameter a. Notice t,hat in this 
case, the dema,nd variance is a while the coefficient of variation is I/&. Figure 4-4 
suggests that the dynamic pricing strategy performs better as uncertainty, defined 
by the coefficient of variation, increases. We should also point out, however, that we 
have constructed other (contrived) numerical experiments which illustrate that the 
performance of dynamic pricing strategies decreases as uncertainty increases. 
Figure 4-1: The Impa,ct of Inventory Holding and Shortage Cost 
4.7 Extensions and Concluding Remarks 
In this section we summarize our main results of this chapter and report on some 
important extensions of the continuous review model and results. 
For the infinite horizon continuous review model, we show that a stationaly 
(s, S,  p) policy is optimal for both the discounted and average profit problems under 
Figure 4-2: The Impact of Inventory Holding and Shortage Cost 
Figure 4 3 :  The Impact of Fixed Ordering Cost 
general inter-arrival time distribution and demand-price functions. 
Interestingly, it is easy to show that the results can be extended to a model in 
which demand and inventory levels are restricted t,o discrete sets. In fact, Lemma 4.5 
demandwith parameter a , 
k=25, ~ = 1 0 ,  h+=1.5, c=6 
Figure 4-4: The Impact of Demand Uncertainty 
holds with part (b) replaced by the property that h?(sY) > R? - c? > h ~ ( s ?  + 1), and 
Theorem 4.1, Theorem 4.2, Theorem 4.3 and Theorem 4.4 follow directly from this 
fact. 
I t  is also easy to  show that our results can be extended to a model in which the 
demand size depends on the time that elapsed since the last customer arrival. 
Thus, our model is more general than the model analyzed in Feng and Chen [Ill  
where the authors considered discrete price, unit demand and exponential inter-arrival 
time. 111 fact, Theorem 4.3 and Theorem 4.4 generalize their results to  a model with 
general demand, and general inter-arrival time. 
Finally, it is appropriate to point out an important limitation of our model, namely 
the assumption of zero lead time. Indeed, extending our results to constant lead-time 
seems quite challenging since the traditional approach applied to inventory models 
with lead times does not work here. Recall that in t,he case of the traditional contin- 




Stochastic Cash Balance Problem 
In this chapter, we study the stochastic cash balance problem. This problem is a cost 
minimization problem faced by a firm, which has to decide how much cash to  hold 
in order to meet its transaction requirements for a given planning horizon. In this 
problem, the firm may choose to increase or decrease the cash levels, a problem similar 
to  a stochastic inventory control problem with returns. Interestingly, the symmetric 
K-convexity concept developed in Chapter 2 provides a very natural tool for this 
problem. In particular, in this chapter, we apply the symmetric K-convexity concept 
to provide a characterization of the structure of the optimal policy for the stochastic 
cash balance problem. 
The organization of this chapter is as follows. In Section 5.1, we introduce the 
formal model of the stochastic cash balance problem, review some related literature 
and present new properties of ~ymmet~ric K-convex functions. In Section 5.2 we show 
how the concept of symmetric K-convexity can be used for the stochastic cash balance 
problem Finally, we discuss some extensions and provide some concluding remarks 
in Section 5.3. 
5.1 Model 
Consider a firm that has to make ordering or return decisions over a finite planning 
horizon with a total of N time periods l .  For convenience, we index periods from 1 
to  N where 1 is the last period and N is the first period of the planning horizon. 
At t,he beginning of each time period, an ordering or return decision is made. Ei- 
ther transaction may incur a cost, which may include a fixed component independent 
of the transaction amount and a variable component which is proportional to the 
transaction amount. Let x be the inventory level a t  the beginning of time period 
n before a decision is made and y be the inventory level at  the beginning of time 
period n after an ordering or return decision was made. Lead time for t,he ordering 
or return transaction is assumed to be zero and the transaction cost is denoted by 
c(y, x),  which is calculated as follows: 
where K 2 0, Q 2 0, k + q >_ 0. Notice that the assumption that k + q >_ 0 implies 
that the unit refund is no more than the unit ordering cost. Also notice the difference 
of notations in this chapter and in previous chapters. 
Demand in time period n is stochastic and may be positive or negative. Further- 
more, demands in different periods are independent of each other. At the end of time 
period n inventory holding or penalty cost l ,(z) is charged, and is a function of z ,  the 
inventory level at  the end of that period. Therefore, the expected inventory holding 
or penalty cost at  period t is given by 
lSince the stochastic cash balance problems can be regarded as a special type of inventory control 
problems with returns, in this chapter, we will use the term inventory level instead of cash level. We 
will also use the terms "order" or "return" to indicate the increase or decrease of the cash levels. 
where [ is the random variable representing demand at time period n and y is the 
inventory level a t  the beginning of time period n after an ordering or return decision 
was ma,de. For technical reasons, we assume 
Assumption 5.1 The function L, is convex and liml,l+, L,(x) = co. In addition, 
there exists finite numbers x, 5 y, 5 w, 5 z, such that 
Those technical a,ssumptions are imposed t,o avoid trivial complications and are 
the same as those imposed by Neave [20] who analyzed a similar model. 
The objective of the firm is to find an ordering and return policy so as to minimize 
the total expected (possibly discounted) ordering or return costs plus inventory hold- 
ing or penalty costs over the entire planning horizon. Similarly to classic stochastic 
inventory control problems, the stochastic cash balance problem can be easily formu- 
lated and analyzed by a dynamic program. 
Let Cn(x) be the cost-to-go function starting at the beginning of a period when 
there are n periods left in the planning horizon and the initial inventory level is x. 
The dynamic programming recursion is: 
with Co(x) = 0, where y E ( O , 1 ]  is a discount factor. Let y,(x) be the optimal 
inventory level after a decision is made for a given initrial inventory level x, i.e., y,(x) 
is an optimal solution for problem (5.1). 
Eppen and Fama [9] and Whisler [27] studied a special case of the stochastic 
cash balance problem. In particular, they assumed that K = & = 0. Under this 
assumption, they showed that a,t time period n, there exist two parameters T, and 
Un with T, 5 U,, such that the opt,imal inventory level y,(x) at the beginning of 
time period n after a decision is made satisfies the following: 
Tn, i f x I T , ,  
X ,  i f x ~ ( T , , U , ) ,  
Un, i f x > U , .  
Girgis [13] studied another special case of the stochastic cash balance problem. 
The author assumed that K > 0, Q = 0, kq > 0 or K = 0, Q > 0, kq > 0. Girgis 
showed that when K > 0, Q = 0, kq > 0, the cost-to-go, C, (x) is K-convex, and as a 
consequence there exist three parameters t,, T, and U, with t, < T,, < U, such that 
the optimal inventory level yn(x) at the beginning of time period n after a decision 
is made has the following form: 
By symmetry, if K = 0, Q > 0, k q  > 0, there exists three paratmeter T, I U, < u, 
such that the optimal policy has the following structure: 
Tn , if n: 5 T,, 
E[Z ,U, ] ,  i f x ~ ( T , , u , ) ,  
Un , if x > u,. 
Neave [20] studied the stochastic cash balance problem with general ordering and 
return costs, i.e., when K , Q  > 0 and k ,q  > 0. He provided an example which 
shows that a simple policy (analogous to a two-sided (s, S )  policy) is not necessarily 
optimal and the concept K-c~nvexit~y may not be appropriate even when K = Q > 0, 
k = q = 0. He developed a technique which constructs convex upper and lower 
bounds (so-called convex envelope functions) on the non-convex cost-to-go functions 
C,(x) to provide a characterization of the optimal policy. 
He showed that a t  time period n, there exist six parameters t,, t:, T, and U,, u;, u, 
with t, 5 t; 5 T, < Un 5 u; < u,, such that the optimal inventory level yn(x) at 
the beginning of time period n after a decision is made satisfies the following: 
In fact, Neave [20] provided a detailed proof for the case K = Q > 0, and claimed 
that the same approach can be used to obtain the characterization of the optimal 
policy when K # Q.  Unfortunately, it is not clear to us how this argument can get 
through in the case x E (t,.tL) when K > Q > 0 or in the case x E (u;, u,) when 
Q > K > 0 .  
In this chapter, we develop some new insight about this problem In particular, 
we prove that the cost-to-go function C,(x) is symmetric max{K, Q)-convex and the 
structure of the optimal policy follows directly from this property. Compared with 
Neave [20], our approach is straightforward and conceptually simpler. For instance, 
we do not need to construct upper and lower bounds on the cost-to-go function, the 
tool used in Neave's approach. Furthermore, the symmetric max{K, &)-convexity of 
Cn(x) allows us to gain additional insights. 
Recall that the symmetric K-convexity is a concept introduced and applied in 
Chapter 2 and Chapter 3 for the periodic review joint inventory control and pricing 
problem with fixed ordering costs and general demand distributions. 
The next lemma presents a new property about symmetric K-convex functions, a 
property that will be useful in the analysis that follows. 
Lemma 5.1 I f f  (x) is a sym,metric K-convex function, then the function 
is symmetric rnax{K, &)-convex, where 6(x)  = 1 for x > 0 and S(x) = 0 for x = 0. 
Similarly, the function 
h(x)  = min Q6(x - y )  + f ( y )  
Y ~ X  
is also symmetric max{K, &)-convex. 
Proof. We only need to prove the symmetric max{K, &)-convexity of function g(x).  
The second part of the result follows from the symmetric property of the symmetric 
K-convexity. 
If Q > K, we know that f ( x )  is also a symmetric Q-convex function by Lemma 
2.2 part (a). Hence it suffices to prove that in the case K 1 Q, the symmetric K- 
convexity of function f ( x )  implies the symmetric K-convexity of function g ( ~ ) .  Thus 
in the remaining part of the proof, we assume that K > Q. 
Observe that g(x) 5 f (z) for any x and g(x )  5 Q + f ( y )  for any y < x. Let 
E = { x  I g(x )  = f ( x ) )  and R = { x  I g(x) < f (x) ) .  We want to show that for any 
xo, X I  and X E [0,1] with xo 1 X I ,  
where xx = (1 - A)xo + Axl. We will consider four different cases. 
Case 1: xo, X I  E E. In this case, 
g(xx) 5 f ( xx )  
5 (1 - A) f (so) + Xf ( X I )  + max{A, 1 - X}K 
= ( 1  - X)g(xo) + Xg(x1) + max{X, 1 - A)K, 
where the second inequality follows from the symmetric K-convexity of the function 
f ( x L  
Case 2: x o , x ~  E R. In this case, let g(xi) = Q 4- f ( y i )  for i = 0 , l  with yi < zi and 
let y~ = ( 1  - X)yo + Xyl. It is clear that yo I yl and y~ I xx. Furthermore, 
d x x )  5 Q + f ( y x )  
5 ( 1 - X ) ( Q + f ( ~ o ) ) + ~ ( Q + f ( y 1 ) ) + m a x ( X , l - ~ } K  
= ( I  - X)g(xo) + Xg(x1) + max{X, 1 - A)K, 
where the second inequality follows from the symmetric K-convexity of the function 
f (4. 
Case 3: xo E R,xl E E. Let g(xo) = Q + f (yo) with yo _< xo. We will distinguish 
between two cases. 
Subcase 1: f(yo) - f(xl) 5 K - Q. In this case, 
Subcase 2: f (yo) - f (XI) > K - Q. Let xx = (1 - p)yo + px1 with X I p. Then 
where the second inequality follows from the symmetric K-convexity of the function 
f (x) and the third inequality follows from the assumption that f (yo) - f (XI) 2 K -Q. 
Case 4: xo E E, XI  E R. Let g(xl) = Q + f (yl) for yl 5 XI. Again, we distinguish 
between two different cases. 
Subcase 1: yl < xx. In this case, 
where the last inequality holds since f (yl) 5 f (xo). 
Subcase 2: y l  2 xx. Let xx = (1 - p)xo + pyl with X 5 p. Then 
where the second inequality follows from the symmetric K-convexity of the funct,ion 
f (x). On the other hand, since xo 5 xx, 
If ,LL 5 i, then inequality (5.3) implies inequality (5.2) since max{p, 1 - p) = 
1 - F 5 1 - and f (yl) < f (TO). 
Now assume that p 2 i.  Multiplying (5.3) by X/p and (5.4) by ( p  - X) /p  and 
adding them together, we have 
If X 2 f,  then - (1 - A) 2 0, which, toget,her with inequality (5.5)) implies (5.2). 
On the other hand, if X 5 i, we have that 
which, together with inequality (5.5), implies (5.2). 
5.2 Main Results 
In this section, we prove that the cost-to-go function Cn(x) is symmetric max{K, Q)- 
convex and provide a characterization of the optimal policy. 
Let Hn(x) = Ln(x) + yE{CnPl (x - J)). Define 
Tn E argmin, kx + H, (x) : 
U, E argmin, - qx + Hn (x), 
and 
U n  = max{xl - q~ + Hn(x) = Q - qU, + Hn(Un)). 
In the case where k + q = 0, we choose Tn = Un. 
Lemma 5.2 Un > T, and 
Proof. By the definition of Tn and Un, we have that 
Inequality (5.6) implies that k(Un - T,) 2 Hn(Tn) - Hn(Un) and inequality (5.7) 
implies that Hn (T,) - Hn(Un) 2 -q(Un - T,). Adding (5.6) and (5.7) together gives 
that 
( k  + q)(un - Tn) > 0, 
which implies that U, 2 Tn when k + q > 0. By assumption we have that Tn = Un 
when k + q = 0. 
In t,his section, we assume that K # Q. We focus on the case that K > Q > 0. The 
results for the case Q 2 K > 0 follow from a symmetric argument. 
Theorem 5.1 Assum,e that K > Q. The cost-to-go fuactions Cn(x) and Hn(x) are 
symmetric K-contiex and the optimal inventory level g,(x) after a decision is  made 
satisfies 
E (2 ,  Un),  2f x E [Un,un)r I Un, if x 2 u,. 
Proof. By induction. Notice that Co ( x )  = 0 and HI  ( x )  = Ll ( x )  are convex and 
hence symmetric K-convex. Now assume that C,- ( x )  is symmetric K-convex, then 
Lemma 2.2 part (b) and part (c) imply that H,(x) is also symmetric K-convex. 
Let On be the set of inventory levels where orders are placed, R, be the set of 
inventory levels where returns are made and En be the set of inventory levels where 
no transactions are made. 
We first show that (5.8) gives the structure of the optimal policy. We distinguish 
between seven different cases. 
Case 1: x 5 T, and x E R,. We claim that yn(x) > t,. By contradiction, if 
yn ( x )  l tn, then 
Cn(x) = Q + q ( x - ~ n ( x ) )  +Hn(yn(x)) 
2 Q + q(x - Y ~ ( x ) )  + ( K  + k(Tn - Y ~ ( x ) )  + Hn(Tn)) 
= K + k(Tn - 2 )  + Hn (Tn) + Q + ( k  + 4) ( X  - yn (x)) 
> K + k ( T n - x ) +  Hn(Tn), 
where the first inequality holds since y,(x) <_ t ,  and the second inequality holds since 
k + q > 0 and x > y, (x) . However, since Cn (x) 5 K + k(Tn - x )  + Hn (T,) , the above 
inequality is not true. Hence, y,(x) > t,. 
Case 2: x 2 (t, + Tn)/2. From the definition of t,, T, and Lemma 2.2 part (d), we 
have that x $ On since kx + Hn(x) is symmetric K-convex. 
Case 3: x 5 t,. The definition of t,, T, and Case 1 imply that x E 0, and yn(x) = 
Case 4: x E [(t ,  + Tn)/2,  Tn).  Case 2 and Ca,se 1 imply that yn(x) E (t,, X I .  
Case 5: x E [T,, Un). If there exists some y,(x) with y,(x) 5 x such that C,(x) = 
Q + q(x - yn ( x ) )  + Hn(yn(x)) ,  we claim that y, ( x )  2 T,. In fact, from the definition 
of Cn(x) ,  we have that y,(x) is the global minimizer of function -qy + Hn(y) over 
the region { y ( y  <_ x} .  Since Tn 5 x ,  we have that yn(z)  > Tn b y  following a similar 
argument as in Lemma 5.2. Therefore, yn(x) E [T,, x] .  
Case 6: x E [U,, u,). Since U, is the global minimizer of -qy + Hn(y) ,  yn(x) E 
{ x ,  un}. 
Case 7: x E (t,, ( t ,  + Tn)/2].  In this case, it is possible that y,(x) E (t,, x] U {T,). 
It remains to prove that the symmetric K-convexity of H,(x) implies the sym- 
metric K-convexity of the function C,(x). In particular, we will prove that for any 
xo, x1 and X E [O,1 ]  with xo 5 X I ,  
where xx = (1 - X)xo + Axl. 
We consider four different cases. 
Case 1: X Q  E En or xl E En. In this case, inequality (5.9) follows from Lemma 5.1. 
Case 2: xo, X I  E On or $ 0 ,  X I  E &. In this case, inequality (5.9) follows from Lemma 
5.1. 
Case 3: xo E R, and X I  E 0,. Then C ~ ( X ~ )  = Q + q(xo - yo) + H,(yo) for some 
yo 5 xo, and Cn(z l )  = K + k(T, - X I )  + H,(T,). We have that xx 5 X I  5 T, and 
C n ( x ~ )  5 K + k ( T n - x x )  +Hn(Tn) 
= (1 - X)Cn(xo) + X c n ( x ~ )  
+ (1 - X)((K + k(Tn - X O )  + Hn(Tn)) - (Q + ~ ( X O  - 90) + H n ( ~ o ) ) )  
= (1 - X)Cn(xo) + XCn(x1) 
+ (1 - '1 ( K  - Q - (k + ~ ) ( x o  - Y O )  + (kTn + Hn(Tn)) - (kg0 + & ( y o ) ) )  
5 (1 - X)Cn(xo) + XCn(xl) + (1 - X)(K - Q ) ,  
where the last inequality holds since k + q _> 0 and Tn is t'he global minimizer of 
function kx + Hn ( x )  . 
Case 4: xo E 0, and X I  E Rn. Then Cn(xo) = K + k(Tn - xo) + Hn(Tn) and 
C n ( ~ 1 )  = Q + q(x1 - y l )  + Hn(yl), for some yl < xl. Notice t,hat from the structure 
of the optimal inventory level after a decision is made, if x1 2 Tn, then yl 1 Tn. We 
distinguish between three cases: 
Subcase 1: xx _< Tn. 
where the last inequality holds since k + q > 0 and Tn is the global minimizer of 
function kx + Hn ( x )  . 
Subcase 2: X A  1 1 Tnn 
where the second inequality holds since -qyl + Hn(yl) 5 -qTn + Hn(Tn). 
Subcase 3: T, 5 xx I yl .  Let xx = ( 1  - p)Tn + pyl .  Then we have that 
and the second inequality follows from the symmetric K-convexity of function H,. 
Thus it suffices to prove that A 1 0 .  We distinguish two cases. 
First, if p 2 A,  then 
a I (1 - A ) ~ ( Y I  - Tn) - (1 - X)k(Tn - X O )  -  XI - Y I )  
= Q X ( X I  - Z O )  - q(Tn - 20) - X ~ ( Y I  - Tn) - (1 - X)k(Tn - XO) -  XI - Y I )  
= 
- (1  - A )  ( k  + q) (Tn - XO) 
I 0,  
where the first inequality holds since -qyl + Hnjy l )  I -qT,, + Hn(Tn) ,  the first 
equality follows from (5.10) and the last equality follows from simple a.lgebra. 
If p 5 A ,  then 
I ( - p + X ) k ( y ~  -Tn )  - (1 - X ) k ( T n - x o )  -Xq(xl  - 3 1 )  
= 
-kA(xl - x0 )  + k(Tn - x o )  + Xk(yl - T,) - ( 1  - X)k(Tn - x o )  - Xq(xl - yl)  
= 
-X(k + 4)(x1 - 31) 
I 0, 
where the first inequality holds since H n ( y l )  - Hn(Tn) >_ -k(yl -Tn),  the first equality 
follows from (5.10) and the last equality follows from simple algebra. 
It is appropriate at this point to compare the optimal policy characterized by 
Theorem 5.1 to the optimal policy identified by Neave. In general, the two results are 
very similar, with the following exception. To characterize the difference, observe that 
since C, (x) and H, (x) are continuous under Assumption 5.1, then for x E [U,, u,) , 
where 
u; = min{x I x E [U,,, u,), H, (x) = Q + q ( ~  - U,) + H,(U,)). 
This implies that in our policy, if x > Un, we may need to  return inventory, and when 
we do, it is to reduce the inventory level t,o U,. On the other hand, in Neave's policy 
there ma,y be inventory levels, x ,  x 2 U, such that inventory should be reduced to a 
level below Un . 
Observe that when x E (t,, (t, + T,)/2), Theorem 5.1 suggests t,hat one of three 
possible actions may be optimal: do nothing, raise inventory to T , ,  or reduce inven- 
tory. Thus, this is not in line with Neave's result. Indeed, in his policy, at  most two 
actions are considered for any inventory level. We are not sure how this is proven 
since no detail is given in his paper. 
Stronger results are possible when k + q = 0. For this purpose, define 
Then for x E (t,,, T,), we have that 
which implies that it is impossible to have in the proof of Theorem 5.1 xo E R,, XI E 
0, and xo 5 XI. 
In this section, we focus on a special case of the stochastic caah balance problem 
where K = Q > 0. 
Theorem 5.2 Assume that K = Q.  Th,e cost-to-go functions Cn(x) and H,(x) are 
symmetric K-convex and the optimal inventory level yn(x) after a decision is made 
satisfies 
~ ( 5 )  = 
Proof. The symmetric K-convexity of functions Cn(x) and H,(x) follows from T h e  
orem 5.1. It remains to characterize the optimal inventory policy, i.e., to show that 
the structure of y,(z) is as defined in (5.11). In fact, from the definition of t,,T, 
and u,, Un and Lemma 2.2 part jd), one can see that no order is placed when 
x > (t, + T,)/2 since kx + H,(x) is symmetric K-convex. Similarly, no return is 
placed when x 5 (Un + u,)/2 since -qn: + H, ( 2 )  is symmetric K-convex. Therefore, 
the structure of the optimal policy follou~s from Theorem 5.1. m 
Notice that when 3: E (t,,, (t, + T,)/2), the optimal policy is either do nothing or 
increase inventory to T,,. Simila'rly, when x E (U, + u,)/2, u,), the optimal policy is 
either do nothing or reduce inventory to U,. Indeed, Neave 1201 provides an example 
which demonstrates that even when L, is symmetric and convex, k = q = 0, K = Q 
and the distribution function of the de,mand is symmetric, t,he sets O,n(t,, (t,+Tn)/2) 
a.nd R, n (Un, (U, + un)/2) may not be empty. Furthermore, in his example, the 
functions C,(x) and Hn(x) are not K-convex. 
5.3 Extensions and Concluding Remarks 
In this cha'pter, we show that the symmetric K-convexity concept, which has been 
developed for the joint inventory control and pricing problem, is very useful for the 
stochastic cash balance problem. It is easy to see, that this concept can be ampplied 
to extend our results to the stochastic cash balance problem with time dependent 
parameters. 
An interesting question is whether symmetric K-convexity is really necessary when 
K # Q, or perhaps there is a more natural concept that captures the essence of the 
stochastic cash balance problem. Indeed, a natural conjecture is whether the following 
concept can be applied to characterize the optimal policy of this problem. 
Definition 5.1 A real-valued fun,ction f is called ( K ,  Q )  -convex for K ,  Q 2 0, if for 
any xo, x1 and X E [ O , 1 ]  with xo 5 XI, 
Notice that symmetric K-convexity is the same as (K,  K)-convexity. Moreover 
K-convexity is the same as (K, 0)-convexity. In fact, Girgis [13]) applied K-convexity 
to characterize the optimal policy of the stochastic cash balance problem when Q = 0 
or K = 0. Thus, it is appropriate to ask whether (K, Q)-convexity is appropriate for 
the more general version of the problem, i.e., the one analyzed in this chapter. 
Before answering the quest'ion, we should point out that Zhang and Liu [3012 used 
a similar concept of (K, Q)-convexity defined as follows: 
for any xo, XI and X E [ O , l ] .  Notice the difference between our definition and theirs. 
Zhang and Liu attempted to apply this concept in order to characterize conditions 
under which a simple policy (analogous to two sided (s, S) policy) is optimal for the 
stochastic cash balance problem. However, since their (K,  Q)-convexity concept is 
stronger than K-convexity, this was not possible. 
In that respect, the (K ,  Q)-convexity concept introduced in Definition 5.12, seems 
a more promising concept for the stochastic cash balance problem. Unfortunately, 
even this concept is not appropriate as is clear from the following lemma. 
2We thank Professor Paul Zipkin for bringing this paper to our attention. 
Lemma 5.3 There exists a (K, &)-convex function f (x) with K > Q sutch that the 
fun,ction, 
g(x) = min QSb - x) + f ( 9 )  
~ 5 %  
is n,ot ( K ,  Q )  -convex. 
The proof of the result can be found in Appendix A.  In fact, a minor modification 
of the proof in Appendix A allows one to show that there exists an example such that 
the cost-tego function C, (x) is not necessarily (K, Q)-convex. 
Thus, the symmetric K-convexity concept is useful for the stochastic cash balance 
problem analyzed in this chapter. However, this concept is not appropriate when 
Q = q = m. In this case, no return can take place and the stochastic cash balance 
problem reduces to the classic stochastic inventory control problem, for which the 
concept of K-convexity is appropriate (see Scarf 1241). 
For K-convex functions, we can establish a similar result to Lemma 5.1, whose 
proof can be found in Appendix B 
Lemma 5.4 I f f  (z) is a K-convex fun,ction, th,en function 
If Q = q = m and the fixed ordering cost K, is time dependent, Lemma 5.4 
implies that the cost,-tego function C,(x) is max,,, - Kt-convex. Notice that this does 
not imply that in this case an (s, S )  policy is optimal when K, is a general time 
dependent set-up cost. 
5.4 Appendix A 
Proof of Lemma 5.3 
Figure 5-1: A Counterexample for (K, Q)-convexity 
Proof. We prove this lemma by constructing a function f (x) which is shown in 
Figure 5-1. 
First We will show that there exist appropriate positive parameters K, Q and 6, q,  E 
such that f (x) is (K, &)-convex, i.e., f (x) satisfies inequality (5.12) for any xo, XI and 
X E [ O , l ]  with xo 5 xl. In particular, we choose K >> & >> E ,  q sufficiently large 
and 6, E sufficiently small. 
We distinguish three cases. 
Case 1: xo 5 o, xl 2 p,  5 -(& + E)/S or xo 2 -(& + ~ ) / 6 .  In all cases, it is clear 
from Figure 5-1 that inequality (5.12) holds. 
case 2: xo E [ - ( ~ Q + E ) / ~ , - ( Q + E ) / ~ ] , x ~  E [ - (&+~) /b ,o ] .  If ZA < -(Q +E)/S,  
then 
since XI I 0 and K >> Q. If xo 4 -(3/2Q + ~ ) / 6  and a,, > -(Q + ~ ) / 6 ,  then 
A 2 l/2Q/(3/2Q + e) and 
since xl I 0 and K >> Q. If xo > - (3/2Q + E)/S and XA 2 - (Q + e)/6, then 
X < 1/2&/(3/2Q + E) and 
Case 3: xo E [a,-(2Q + e)/6] or E [O,p]. Since we have that inequality (5.12) 
holds strictly for any xo, XI  E [- (2Q + .5)/6,O], by choosing 7 sufficiently large we have 
that a is close to - (2Q + ~ ) / 6  and p is close to 0 and hence with a small perturbation, 
inequality (5.12) still holds. 
Now we proceed to prove that function g(x) is not (K, Q)-convex. In fact, let 
xo = - ( 2 Q + ~ ) / 6 ,  XA = -(Q+e)/S and XI + ca. Thenwe have that g(xo) = f (xo) ,  
g ( x J  = f ( x x ) ,  g(xd = Q + f (0) and 
since X - 0. 
5.5 Appendix B 
Proof of Lemma 5.4 
Proof. We only need to discuss the case K 2 Q. In fact, when K 5 Q, the K- 
convexity f (x) implies the Q-convexity of f (x) and the Q-convexity of function g ( ~ )  
follows from the case for K > Q. Hence we assume that K 1 Q. 
Let E = {x I g(x) = f (x))  and 0 = {x ( g(x) < f(x)) .  We show that for any 
xo, XI and X E [ O , 1 ]  with xo 5 xl that 
where xx = (1 - X)xo + Axl. We will consider four different cases. 
Case 1: xo,  X I  E E. In this case, 
where the second inequality follows frorn the K-convexity of the function f ( x ) .  
Case 2: xo, xl E 0. In this case, let g(xi) = Q + f (yi) for i = 0 , l  with yi 2 2, and 
let yx = (1 - X)yo + Xyl It is clear that yo _< yl and yx > xx. Furthermore, 
where the second inequality follows from the K-convexity of the function f ( x )  .
Case 3: xo E E,xl E 0. Let g(x l )  = Q+ f ( y l )  with yl 2 x l .  Let xx = (1-p)xO+pyl 
with p  5 A. Then 
where the second inequality follows from the K-convexity of the function f (x) and 
the third inequality holds since f (xo) < Q + f (yl) .  
Case 4: xo E 0, xl  E E. Let g(xo) = Q + f ( y o )  for yo >_ xo. We distinguish between 
two different cases. 
Subcase 1: xx 5 yo. In this case, 
where the last ineqwlity holds since f (yo) 5 f (XI). 
Subcase 2: xx 2 yo. Let xx = (1 - p)yO + px1 with p 5 A .  Then 
where the second inequality follows from the K-convexity of the function f (x) a.nd 
the last inequality holds since f (yo) 5 f (XI). 8 

Chapter 6 
Conclusions and Future Research 
In this chapter we summarize our main results, report on some important extensions 
of the model and results and suggest future research directions. 
In Chapter 2, we studied the the finite horizon periodic review model. We proved, 
by employing the classical k-convexity concept, that an (s, S, p) policy is optimal when 
the demand functions are additive. However, for general demand functions, including 
multiplicative functions, we demonstrated the limitation of k-convexity and showed 
that an (s, S, p) policy is not necessarily optimal We introduced a new concept, the 
symmetric kconvex functions, and applied it to show that in this case an (s,  S, A, p) 
policy is optimal. 
In Chapter 3 we analyzed the infinite horizon periodic review model for both the 
discounted and average profit problems under general demand functions. Surprisingly, 
in both cases we showed, using the concept of symmetric k-convexity, that a stationary 
(s, S, p) policy is optimal. 
In Chapter 4, for a corresponding infinite horizon continuous review model, we 
proved that a stationary (s ,  S, p) policy is optimal under fairly general assumptions. 
We presented preliminary computational results illustrating the benefit of applying 
the optimal policy relative to  a fixed price policy. 
In Chapter 5 ,  we studied the stochastic cash balance problem. It turned out that 
the symmetric k-convexity concept developed in this thesis is a natural tool to deal 
with this problem. 
Finally, we propose the following research directions. 
(1) Lost sale or discretionary sale model: In this thesis we analyzed the joint 
inventory control and pricing problem with backlogging. In such a model, the 
single period profit excluding the ordering cost is a concave function of the 
inventory level and selling price. However, for the model with lost sale or 
discretionary sale where a firm may selectively sa,tisfy customer demand, the 
single period profit function does not ha,ve such a nice structure. Thus, we 
suspect that new a,pproaches are necessary for the lost sale or discretionary sale 
model. 
(2) Lead time: In the analysis of the joint inventory control and pricing model 
we assumes zero lead time. Unfortunately, if there is a positive lead time, 
the state space of the dynamic program for the joint inventory control and 
pricing problem has to be expanded. A different approach applied to standard 
stochastic inventory problems is to transform the model with positive lead time 
into a model with zero lead time. This approach does not work for the joint 
pricing inventory   nod el. 
(3) Computational results: One important issue is to design efficient and robust 
algorithms to solve the joint inventory control and pricing problems by employ- 
ing the structural results identified in this thesis. However, for the periodic 
review models analyzed in Chapter 2 and Cha,pter 3, we assumed that for each 
time period, price takes values from an interval. Thus the state space, i.e., the 
inventory levels, and the decision space, i.e., the selling prices, are continuous. 
A natural approach is to dicretize the demand and the price space. Unfor- 
tunately, Thomas [26] gives a single period counter example with an additive 
demand function and discrete prices such that an (s, S, p) policy is not optimal. 
Furthermore, the example provided in Chapter 3 Appendix A suggests that an 
(s, S, p) is not optimal for the infinite horizon case with disc~et~e prices. 
Thus, an important question is how to discretize t,he state variables and the 
decision variables without destroying the structural results provided in this 
thesis. 
(4) Dynamic pricing strategies for Multi-echelon system: So far we have 
focused on a single stage problem. It is interesting to  see how these results can 
be extended to a multi-echelon system with price-dependent demands. 
( 5 )  Multi-retailer Model: In practice competition among retailers is an impor- 
tant factor. Bernstein and Federgruen 141 analyzed an infinite horizon model 
where all retailers compete on prices and service levels. They assumed that 
there is no fixed ordering cost for all the retailers. With this assumption, in 
a Nash equilibrium, each retailer chooses a constant selling price and a service 
level. However, when there is a fixed ordering cost for the retailer, the strategy 
for each retailer in a Nash equilibrium may involve a pricing strategy which de- 
pends on the inventory levels of all the retailers. Unfortunately, the information 
is typically private information. 
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