Abstract. Time homogeneous polynomial processes are Markov processes whose moments can be calculated easily through matrix exponentials. In this work, we develop a notion of time inhomogeneous polynomial processes where the coeffiecients of the process may depend on time. A full characterization of this model class is given by means of their semimartingale characteristics. We show that in general, the computation of moments by matrix exponentials is no longer possible. As an alternative we explore a connection to Magnus series for fast numerical approximations.
Introduction
Many applications of Markov processes, in particular in mathematical finance, profit from an efficient computability of moments. This is an important feature for the computation of option prices and moment estimators, for example. This motivates the study of polynomial processes, introduced in Cuchiero et al. (2012) , as they satisfy this property directly by definition: a polynomial process X is a Markov process, such that the expected value of a polynomial of the process at a future time is given by a polynomial (of the same degree) of the initial value of the process.
It turns out that this property is shared by the well-known affine processes, given the existence of the treated moments. Further important examples classify as polynomial processes: Jacobi processes, which are processes living on a compact subset of the whole space, see for example Delbaen and Shirakawa (2002) and Gouriroux and Jasiak (2006) , and Pearson diffusions, exhibiting a linear drift and a squared diffusion coefficient and being studied in Forman and Sorensen (2008) .
Besides this, polynomial processes have gained increasing popularity in finance, see Filipović and Larsson (2016) . The fields of applications range from term-structure modelling (see Cheng and Tehranchi (2015) and Grbac (2015) ) to variance swaps (see Filipović et al. (2014) ), LIBOR models (see Glau et al. (2014) ) and variance reduction for option pricing and hedging as in Cuchiero et al. (2012) .
All the above models are homogeneous in time and therefore do not allow for seasonality, for example. Time inhomogeneity does also play an important role in term-structure modelling as it allows for perfect calibration to the observed market data. A natural example where all the features of time-inhomogeneous polynomial comes into play, namely bounded Date: June 12, 2018. We thank Martin Larsson for his insightful suggestions. The first author thanks the Consejo Nacional de Ciencia y Tecnología (CONACyT) for generous support.
state space and seasonality, are spot markets of electricity and we refer to Agoitia Hurtado (2017) for a detailed application.
It is the purpose of this paper to characterize and study time-inhomogeneous polynomial processes. While in time-homogeneous polynomial processes, moments of all orders can easily be computed by means of a matrix exponentials, this nice property does not persist in the time-inhomogeneous case. Instead, we present an approximation by means of Magnus series, which still offers a sufficient degree of tractability. small application to this case.
The article is organized as follows: in Section 2 we introduce time-inhomogeneous polynomial processes. Next, we explore in Section 3 the connection between evolution systems and transition operators from time-inhomogeneous polynomial processes and present a characterization result. In Section 4 we show that time-inhomogeneous polynomial processes with compact state space are Feller process. Furthermore we present the relationship between time-inhomogeneous polynomial processes and semimartingales in Section 5. Some examples of time-inhomogeneous polynomial processes, as well as some counter-examples, are presented in Section 8. We present the Magnus series to compute moments of timeinhomogeneous polynomial processes in Section 9. Additionally, this section contains some further examples of time-inhomogeneous polynomial processes whose moments can be computed using the results presented in the previous section. Some auxiliary results are relegated to Appendix A.
Polynomial processes
Our goal is to study time-inhomogeneous Markov processes with state space S Ă R n . The state space S is only assumed to be measurable and to be sufficiently rich to uniquely identify polynomials. By S we denote the Borel σ-algebra on S and by S`we denote the space of non-negative measurable functions f : S Ñ R. For a convenient notation we fix a final time horizon T ą 0 and introduce the triangle ∆ :" tps, tq|0 ď s ď t ď T u .
(1)
The Markov process S can be characterized by a family of (time-inhomogeneous) transition operators pP s,t q ps,tqP∆ , given by
for all x P S and f P S`. Here, p s,t px, Aq denotes the transition probability function, which satisfies the following well-known properties (compare Revuz and Yor (1994) , Chapter III, for further details): (i) p s,t px, Aq is jointly S -measurable in ps, t, xq, for all A P S , (ii) For fixed ps, tq P ∆ and x P S, p s,t px,¨q is a probability measure on S , (iii) For all x P S and t P r0, T s, p t,t px,¨q " δ x , where δ x denotes the Dirac measure , (iv) The Chapman-Kolmogorov equations hold p s,u px, Aq " ż S p s,t px, dyqp t,u py, Aq, 0 ď s ď t ď u ď T.
These properties immediately translate into the associated properties for the transition operators. In particular, the Chapman-Kolmogorov equations yield P s,u f pxq " P s,t P t,u f pxq, for all f P S`.
It will be convenient to use the following multi-index notation: for k " pk 1 , ..., k d q P N 
The dimension of P m pSq is denoted by N ă 8 and depends on S. Further, denote P m :" P m pR d q. Our aim is to consider general state spaces as in Filipović and Larsson (2016) which requires some additional care as the repesentation of a polynomial as in (3) might not be unique. Having this in mind, we define for a polynomial f P P m its representations by Rpf q " tα : ř m |k|"0 α k x k " f u and consider the norm
Now we are in the position to introduce an appropriate class of time-dependent polynomials. LetS " ∆ˆS be the augmented state space (augmented by time represented by the triangle ∆). By C 1 p∆, Rq we denote the space of once continuously differentiable functions from ∆ to R. The vector space of time-dependent polynomials of degree at most m is defined byP
P s,t " P 0,s´t ":
This is the case covered in Cuchiero et al. (2012) , however under the weaker assumption of continuity of s Þ Ñ P s f pxq at s " 0 instead of continuous differentiability which we require here. In the time-homogeneous case continuity at zero can be extended to the whole line by means of semi-group methods. The reason for this is that in the timehomogeneous case, the transition operator P s,t can be reduced to a Markov semi-group.
In the more general case we consider here this will no longer be possible. iii) A very efficient trick for studying time-inhomogeneous Markov processes is to include time as an additional coordinate of the process. The transformed process is called space-time process, compare Böttcher (2014) for such a treatment. Applying this trick to polynomial processes would restrict the type of time-inhomogeneity severely, as the dependence on time would be required to be of polynomial form.
In the following proposition, we show that polynomial processes can equivalently be characterized by the following two, simpler conditions. Proposition 2.1. The transition operators pP s,t q ps,tqP∆ are m-polynomial if and only if the following two conditions hold: i) For all k P t0, . . . , mu, all f P P k pSq, and ps, tq P ∆,
ii) for all k P t0, . . . , mu, all f P P k pSq, and x P S,
Proof. Necessity immediately follows from the definition. For sufficiency, let 0 ď k ď m and f P P k pSq. A subfamily of the mappings S Q x Þ Ñ x l , 0 ď |l| ď k, will constitute a basis of P k pSq which we denote by tv 1 , . . . , v N u. Condition i) yields that P s,t f P P k pSq for every ps, tq P ∆. Hence there exist coefficients α f j ps, tq, 0 ď j ď N such that
and we need to show that α f j P C 1 p∆q, j " 1, ..., N . To this end, let v1 , ..., vN denote the dual basis of tv 1 , ..., v N u, i.e. each vj is an element of the dual space pP k pSqq 1 and vi pv j q " 1 ti"ju . Then
By condition iiq the map ∆ Q ps, tq Þ Ñ P s,t f pxq is continuously differentiable for all x P S. Hence, by Lemma A.2, also the map ∆ Q ps, tq Þ Ñ P s,t f P pP k pSq, }.} k q is continuously differentiable. But the linear functionals vi (acting on a finite dimensional space) are automatically continuous and bounded. Denoting their operator norm by vi , i.e.
we obtain that |vi pP s,t f q´vi pP s0,t0 f q| " |vi pP s,t f´P s0,t0 f q| ď vi ¨}P s,t f´P s0,t0 f } k .
But here the right-hand side goes to 0 for ps, tq Ñ ps 0 , t 0 q by the continuity of ps, tq Þ Ñ P s,t f P pP k pSq, }.} k q and so the continuity of ∆ Q ps, tq Þ Ñ vi pP s,t f q " α f i ps, tq follows. In the same way we see that the α i 's are even continuously differentiable.
2.1. The associated polynomial process. Since we are interested in Markovian processes which are semi-martingales we assume that Ω is the space of càdlàg functions ω : r0, T s Ñ S, X is the coordinate process and the filtration is the canonical filtration pF 0 t q 0ďtďT generated by X. Moreover, F " F 0 T . Then, by Theorem III.1.5 in Revuz and Yor (1994) , for any initial distribution and transition operators pP s,t q ps,tqP∆ there exists a unique probability measure on pΩ, F q such that X is Markovian with respect to the canonical filtration with transition operator pP s,t q ps,tqP∆ . This set-up allows us to refer to a polynomial process X which is a Markov process with polynomial evolution system without imposing the Feller property (see Section 4). We also use the now obvious definition of m-polynomial processes.
Evolution systems
In this section we show that the transition operators from our polynomial processes in fact lead to an evolution system. Evolution systems replace semi-groups in the timeinhomogeneous case, but are far less understood. We refer to Pazy (1992) ; Gulisashvili and van Casteren (2006) for a more detailed exposition. Definition 3.1. A two parameter family of bounded linear operators U " pU s,t q ps,tqP∆ on a Banach space pB, }¨}q is called an evolution system if the following two conditions are satisfied: i) U s,s " I for all 0 ď s ď T (where I denotes the identity operator), ii) U r,s U s,t " U r,t , for all 0 ď r ď s ď t ď T.
The importance of evolution systems stems from the fact that, we can associate an evolution system to a Markov process through its transition probability function. Note that a Markov semi-group pP t q 0ďtďT indeed induces an evolution system via U ps, tq " P t´s , ps, tq P ∆. The evolution system pU s,t q ps,tqP∆ is called strongly continuous if for each ps, tq P ∆ and f P B, lim ∆Qpv,wqÑps,tq
For a strongly continuous evolution system we define its infinitesimal generator as the family G " pG s q 0ďsďT of linear operators with
The domain DpG s q of G s is the subspace of B where the above limit exists. The following lemma states the Kolmogorov equations for a strongly continuous evolution system. Equation (6) is called the Kolmogorov backward equation, and (7) is called the Kolmogorov forward equation. A proof of this elementary result can be found in (Rüschendorf et al., 2016 , Lemma 2.1).
Lemma 3.1. For the strongly continuous evolution system U with infinitesimal generator G it holds that:
In particular U s,t f P DpG s q for 0 ď s ă t.
Let us emphasize that the equations above hold with respect to the Banach space pB, }.}q. Our next step is to show that the transition operators of an m-polynomial process form indeed a strongly continuous evolution system. In the following we will call this evolution system the associated evolution system to a Markov process.
Proposition 3.2. If the transition operators pP s,t q ps,tqP∆ are m-polynomial, they form a strongly continuous evolution system on pP k pSq, }.} k q for every 0 ď k ď m.
Proof. It is straightforward to verify that pP s,t q ps,tqP∆ is a family of linear operators satisfying points i) and ii) of Definition 3.1. Furthermore they are bounded, as linear operators on the finite-dimensional normed space pP k pSq, }¨} k q are automatically bounded. All that remains is to show the strong continuity, i.e. that for every f P P k pSq we have
for ∆ Q ps, tq Ñ pu, vq.
By Lemma A.2 this is equivalent to |P s,t f pxq´P u,v f pxq| Ñ 0 for all x P S. This, however, follows from Proposition 2.1 ii).
3.1. Infinitesimal generators. In this subsection we will show that the infinitesimal generator of a polynomial process (to be introduced below) actually coincides with the infinitesimal generator of the associated evolution system. The infinitesimal generator of the transition operators pP s,t q ps,tqP∆ is the family of linear operators H " pH t q 0ďtďT satisfying
Again, the domain DpH s q is the set of measurable functions f : S Ñ R for which the above limit exists for all x P S.
Lemma 3.3. Let the transition operators pP s,t q ps,tqP∆ be m-polynomial with infinitesimal generator H . Then the following holds:
iii) H s pP k pSqq Ă P k pSq for all 0 ď k ď m and all 0 ď s ă T .
Proof. Let 0 ď k ď m. Since X is m-polynomial, P .,. f PPpSq. For 0 ď s ă T and 0 ă h ď T´s we obtain 1 h pP s,s`h f´f q pxq "
as h Ñ 0 from above since α l P C 1 p∆q. Hence, i) and ii) follow. Part iii) immediately follows from the representation of H in (8).
The following proposition shows that these two concepts of infinitesimal generators actually coincide on the appropriate space of polynomials.
Proposition 3.4. Consider m-polynomial transition operators whose infinitesimal generator is pH s q 0ďsďT and let pG s q 0ďsďT be the infinitesimal generator of the associated evolution system on pP m pSq, }.} k q. Then it holds that i) DpG s q " P m pSq for every 0 ď s ă T and, ii) if f P P m pSq then G s f " H s f for every 0 ď s ă T .
Proof. Clearly, DpG s q Ă P m pSq. For the converse, consider f P P m pSq, such that P s,t f pxq may be represented as ř k |l|"0 α l ps, tqx l . Then (8) yields
But in the last equation the right-hand side goes to 0 for h OE 0 by the definition of D2 α l ps, sq. Hence f P DpG s q and G s f " H s f .
3.2.
A first characterization of polynomial processes. The successful concept of generators has one of its main applications in the following result, which allows to generate associated martingales. Recall from Section 2.1 that we assume that Ω is the space of càdlàg functions ω : r0, T s Ñ S, X is the coordinate process and the filtration is the canonical filtration
T . This induces a unique probability measure P 0,x , x P S where P 0,x pX 0 " xq " 1. Moreover, for any s P r0, T s, we may restrict ourselves to the space of functions ω : rs, T s Ñ S starting at s only and in a similar manner arrive at a unique probability measure P s,x where P s,x pX s " xq " 1. The canonical filtration in this case will be denoted by F Lemma 3.5. Let X " pX t q 0ďtďT be an E-valued Markov process with family of transition operators pP s,t q ps,tqP∆ and family of infinitesimal generators pH s q 0ďsăT . Suppose that for some f P X 0ďuăT DpH u q and every s P r0, T q the following holds:
a) The random variables
Then the following are equivalent:
, F s,t q-martingale for every x P E and every s P r0, T q. ii) For all ps, tq P ∆ and every x P E we have
Proof. iq ñ iiq: the martingale property yields for all 0 ď s ď v ď t ď T , that
Under condition b) we obtain, using the Fubini theorem,
Choosing v " s in (11) we obtain iiq.
iiq ñ iq: Let 0 ď s 1 ď s 2 ă t ď T . By the Markov property and a further application of the Fubini theorem,
The martingale property of M f in the above lemma can be deduced from the polynomial property if m is even (because then |¨| m is polynomial). This is already the case for timehomogeneous polynomial processes, see Theorem 2.10 and Remark 2.11 in Cuchiero et al. (2012) .
Proposition 3.6. Let m ě 2 be even and let X " pX t q 0ďtďT be an S-valued m-polynomial process and pH s q 0ďsăT be its family of infinitesimal generators. For f P P m pSq and s P r0, T s,
is well-defined and a pP s,x , F 0 s q-martingale for every x P S. Proof. By Lemma 3.3 we have P m pSq Q f Ă DpH u q for all 0 ď u ă T and
with α f l P C 1 p∆q, such that sup uPrs,ts |α f l pu, uq| ă 8. Moreover, u Þ Ñ X u pωq is càdlàg for all ω, such that u Þ Ñ H u f pX u q is indeed integrable on ps, tq and hence M f s,t is well-defined. Moreover, for all 0 ď s ď u ă T the function H u f is in P m pSq and hence P s,u |H u f |pxq ă 8 for all x P S (as is required for an m-polynomial process). Hence condition a) of Lemma 3.5 is satisfied. Towards condition b) note that Equation (12) yields
Moreover, |e l pxq| ď 1`gpxq with gpxq " |x| m . Since m is even, g is polynomial. Then, Propsition 2.1 yields that P s,u gpxq depends continuously on u for all x P S, and condition b) of Lemma 3.5 is satisfied as well.
Moreover, for all 0 ď s ď t ď T and x P S from the Kolmogorov forward equation (7) we obtain that
Now the Proposition follows from the equivalence iq ô iiq in Lemma 3.5.
The following theorem is the main result of this section. It extends Theorem 2.10 in Cuchiero et al. (2012) to the time-inhomogeneous case. As above we denote
Theorem 3.7. Let X " pX t q 0ďtďT be an S-valued Markov process with family of transition operators pP s,t q ps,tqP∆ and family of infinitesimal generators pH s q 0ďsăT . Moreover let m ě 2 be an even number. Then the following are equivalent:
ii) The following conditions hold: a) ş T s P s,u |f |pxqdu ă 8 for all x P S, 0 ď s ď T and f P P m pSq. b) pM f s,t q sďtăT is well-defined and a pP s,x , F 0 s q-martingale for every x P S, f P P m pSq and all s P r0, T q.
for all x P S and s P r0, T q.
Proof. To begin with, we note that the implication iq ñ iiq readily follows from Lemma 3.3, Proposition 3.6 and the definition of an m-polynomial process.
For the reverse direction iiq ñ iq, let 0 ď k ď m and f P P k pSq. We have to show that P s,t f P P k pSq for all ps, tq P ∆ and that ∆ Q ps, tq Þ Ñ P s,t f P pP k pSq, }.} k q is continuously differentiable.
First, note that by condition c), f P DpH s q for all 0 ď s ă T and H s f P P k pSq. Then, conditions a) and b) guarantee the applicability of Lemma 3.5 and we obtain Equation (10). Note that this already implies that the map rs, T q Q t Þ Ñ P s,t f pxq is continuous.
Second, from assumption d) we obtain, by applying P s,u to Equation (13), that
where again e l pxq " x l . Since, u Þ Ñ b f l puq is continuous and, as already shown, u Þ Ñ P s,u e l pxq is continuous, we obtain that u Þ Ñ P s,u H u f pxq is continuous. Since X is polynomial, the transition operators pP s,t q are a strongly continuous evolution system by Proposition 3.2 and Lemma 3.1 yields that the Kolmogorov forward equation
holds. The third and final step will be to use this property together with Lemma A.3 to obtain that ∆ Q ps, tq Þ Ñ P s,t f P pP k pSq, }.} k q is continuously differentiable. In order to apply Lemma A.3 we represent the Kolmogorov equation with respect to a basis in the space of polynomials: let v 1 , . . . , v N denote a basis of P k pSq and consider s P r0, T q. Recall that H s : P k pSq Ñ P k pSq such that we may choose a representing matrix of H s , which we denote by A s P R NˆN (see Section 7.1 for details, in particular we have A s " U H s U´1 with the linear map U : P k pSq Ñ R N being defined by U v j " e j , j " 1, . . . , N , with the standard basis of R N , te 1 , . . . , e N u). As pA s q 0ďsăT constitutes a continuous family of matrices, Lemma A.3 yields a unique solution to the initial value problem
Define V s,t :" U´1Vps, tqU . Then V s,t : P k pSq Ñ P k pSq, for every f P P k pSq the map
is continuously differentiable, V s,s " I (the identity operator on P k pSq) and
Finally, we show that P s,t f " V s,t f for all f P P k pSq which finishes the proof: fix x P S and 0 ď s ă t ď T and define
Then the function W is right-differentiable with dd r W prq "ˆdd r P s,r˙Vr,t f pxq`P s,rˆdd r V r,t˙f pxq
This shows that W is constant. In particular W psq " W ptq which is equivalent to V s,t f pxq " P s,t f pxq and the proof is finished.
The Feller property
In this section we establish a sufficient criterion for uniqueness of the associated transition operators -the Feller property. One central result will be that polynomial processes with compact state space are Feller processes. We begin with a short introduction to the topic following Revuz and Yor (1994); Böttcher (2014) . To this end we denote for a set S Ă R d by C 0 pSq :" tf P CpSq : @ε ą 0 DK Ă S compact such that |f pxq| ă ε for x R Ku the space of continuous functions on S vanishing at infinity. Recall that equipped with the norm }f } 8 :" sup xPS |f pxq|, C 0 pSq is a Banach space.
Definition 4.1. The transition operators pP s,t q ps,tqP∆ are called Feller, if for all f P C 0 pSq:
for all ps, tq P ∆, iii) pP s,t q ps,tqP∆ is strongly continuous on the Banach space pC 0 pSq, }.} 8 q.
In this case the family pP s,t q ps,tqP∆ is also called a Feller evolution system.
Note that for any Markov process the associated transition operators P s,t are defined on C 0 pSq since functions in C 0 pSq are bounded. Moreover, also the property iiq is satisfied for all Markov processes. The relevance for Feller processes stems from the fact that to a Feller process one can associate a unique evolution system, see Proposition III.2.2. in Revuz and Yor (1994) .
Then an S-valued polynomial process X " pX t q 0ďtďT is a Feller process.
Proof. Denote by pP s,t q ps,tqP∆ transition operators of X. Since S Ă R d is compact we have C 0 pSq " CpSq. We verify the properties of Definition 4.1. Clearly ii) holds. Next, we show i): let f P CpSq, x P S and ą 0. By the Stone-Weierstraß theorem, we know that there exists k P N and p P P k pSq such that }f´p} 8 ă {3. Then, for y P S we have that |P s,t f pxq´P s,t f pyq| ď |P s,t pf´pqpxq|`|P s,t ppxq´P s,t ppyq|`|P s,t pp´f qpyq| ď }P s,t pf´pq} 8`| P s,t ppxq´P s,t ppyq|`}P s,t pp´f q} 8 ď }f´p} 8`| P s,t ppxq´P s,t ppyq|`}f´p} 8 ď 2 {3`|P s,t ppxq´P s,t ppyq|.
Since x Þ Ñ P s,t ppxq is polynomial and therefore continuous, there is δ ą 0 such that with |x´y| ă δ it holds that |P s,t ppxq´P s,t ppyq| ă {3 and i) follows.
In view of iii) we have to verify that for every f P CpSq and pv, wq P ∆ the following holds: for all ą 0 there exists δ ą 0 such that for ps, tq P ∆ with |ps, tq´pv, wq| ă δ we have }P s,t f´P v,w f } 8 ă . To this end, consider f P CpSq and ą 0. As above there exists k P N and p P P k pSq such that }f´p} 8 ă {3. Then,
All that remains is to choose ps, tq suitably such that the second term is smaller than {3. On the finite dimensional Banach space P k pSq all norms are equivalent. Hence, there exists a constant c 0 ą 0 such that }P s,t p´P v,w p} 8 ď c 0 }P s,t p´P v,w p} k with }f } m " max 0ď|k|ďm |α k | . In Proposition 3.2 we showed that pP s,t q is strongly continuous on P k pSq. As a consequence, there exists δ ą 0 such that for |ps, tq´pv, wq| ă δ we have }P s,t p´P v,w p} k ă {p3c 0 q. So, for this choice of ps, tq we obtain }P s,t p´P v,w p} 8 ď c 0 }P s,t p´P v,w p} k ă {3 and iii) follows.
Remark 4.1. (i) Even if we know that affine processes on the canonical state space have the Feller property (see Filipović (2005) ), this may fail to hold on a more general state space as considered here. (ii) The proof of Proposition 4.1 actually shows that for polynomial transition operators properties ii) and iii) of Definition 4.1 hold (on a possibly not compact state space). Moreover, instead of property i) only the weaker asseration P s,t CpSq Ă CpSq holds, which, however, will be sufficient to follow the usual augmenation of canonical filtrations in the beginning of the following section.
Semimartingale characteristics
We begin our study of polynomial processes which are semimartingales. For general facts on semimartingales and stochastic analysis used in this article we refer to Jacod and Shiryaev (2003) . Recall from Section 2.1 that we assumed Ω to be the space of càdlàg functions ω : r0, T s Ñ S, X is the coordinate process and the filtration is the canonical filtration
T . This induces a unique probability measure P 0,ν , x P S where ν is the initial distribution of X, i.e. P 0,x pX 0 P Aq " νpAq.
However, this filtration is neither complete nor right-continuous, which is essential for the application of semi-martingale calculus. We follow Revuz and Yor (1994) , Section III.2 for the usual augmentation for Markov-processes: consider an initial distribution ν. Then, denote by F ν the completion of F with respect to P 0,ν and by F ν :" pF ν t q 0ďtďT the filtration obtained by adding all the P 0,ν -negligible sets in F ν to each F 0 t , t P r0, T s. Finally, we set
and denote F :" pF t q 0ďtďT . By Proposition III.2.10 in Revuz and Yor (1994) , F satisfies the usual conditions if X is Feller which fails in general for the polynomial processes considered here. However, as noted in Remark 4.1 ii), a weaker property holds, namely ii) and iii) of Definition 4.1 are satisfied and instead of i) it holds that P s,t CpSq Ă CpSq. In particular, this property holds for bounded continuous functions. An inspection of the proof of Proposition III.2.10 reveals that this is actually sufficient for right-continuity of F. In an analogous way we define the filtration F s " pF s,t q sďtďT starting at s P r0, T s. Finally, analogous to Section 2.1 we define the respective quantities starting from time point s P r0, T s, i.e. P s,ν , F ν s and F s . Now we are ready to recapitulate standard notions from semi-martingale calculus. For the càdlàg process X we define X´and ∆X by
The process X is a pP, Fq-semimartingale if it has a decomposition X " X 0`N`M where X 0 is F 0 -measurable, N is càdlàg, F-adapted, has paths of finite variation over each finite interval with N 0 " 0 and M is a pP, Fq-local martingale starting in 0. We emphasized the obvious dependence on P and F because in the following we will refer to different filtrations and measures. For the following definitions we keep this dependence in mind, but to facilitate notation, we will typically drop it in our notation.
We can associate an integer-valued random measure µ X with the jumps of X by
here δ a is the Dirac measure at point a. We denote the compensator, or the dual predictable projection, of the random measure µ X by ν. This is the unique F-predictable random measure which renders stochastic integrals with respect to µ X´ν local martingales. The semimartingale X is called special if N is predictable. In this case, the decomposition X " X 0`N`M is unique, and we call it the canonical decomposition. The local martingale part M can be decomposed in a continuous local martingale part, which we denote by X c , and a purely discontinuous local martingale part, X´X c . A for us essential concept is the characteristics of a semimartingale. The characteristics of a general semimartingale typically involve a trunction function h. Here, however, we will only deal with special semi-martingales, such that this is not necessary and one can choose hpxq " x. The characteristics of the special semimartingale X with unique decomposition X " X 0`B`M is the triplet pB, C, νq where B " pB i q is a process of finite variation, C " pC ij q with C ij " @ X i,c , X j,c D and ν " ν X is the compensator of µ X defined in Equation (16).
Lemma 5.1. Let X " pX t q 0ďtďT be an S-valued m-polynomial process with m ě 2 and S Ă R d being closed. Then for all 0 ď s ď T and all x P S the process pX t q sďtďT is a special semi-martingale with respect to the stochastic basis pΩ, F , pF s,t q sďtďT , P s,x q.
Proof. We denote the infinitesimal generators of X by pH s q 0ďsăT . By assumption, X is 2-polynomial and we therefore may apply Proposition 3.6 to the projection to the i-th
is a pP s,x , F 0 s q-martingale. By Proposition 2.2 in Neufeld and Nutz (2014) it is moreover a pP s,x , F s q-martingale. Solving for X i t we see that X i is the sum of an absolutely continuous (and therefore predictable) process and a martingale, hence a special semimartingale and so is X.
Theorem 5.2. Fix 0 ď s ď T and x P S and denote the semimartingale characteristics of the m-polynomial process pX s,t q sďtďT with respect to pF s,t q sďtďT and P s,x by pB t , C t , ν t q sďtďT . If m ě 2, then the following holds: i) There exist measurable functions b i , a ij : r0, T qˆS Ñ R, 1 ď i, j ď d, not depending on s and x, such that for all 0 ď t ă T and ξ P S b i pt, .q P P 1 pSq, a ij pt, .q P P 2 pSq, with b i p., ξq, a ij p., ξq P Cr0, T q and
for all 0 ď s ď t ď T and 1 ď i, j ď d. ii) There exists a measurable function c " pc ij q d i,j"1 : r0, T qˆS Ñ R dˆd , taking values in the set of positive semi-definite matrices, such that
iii) For each 0 ď t ď T there exists a positive transition kernel K t from pS, Sq into pR d , BpR d qq, which integrates`|x| 2^1˘a nd satisfies K u px, t0uq " 0, such that νpω; dt, dξq " K t pX t pωq, dξqdt.
Moreover, for all 3 ď |k| ď m there exist α l P Cr0, T q, 0 ď |l| ď |k| such that
Proof. Our proof follows the proof of the first implication in Proposition 2.12 in Cuchiero et al. (2012) additionally taking care on the time-inhomogenity. i) Equation (17) 
Since π i P P 1 pSq and, by Theorem 3.7 c), H u π i P P 1 , it follows that b i pu, .q P P 1 pSq. Moreover, by Theorem 3.7 d) the map u Þ Ñ H u π i pξq " b i pu, ξq is continuous.
Aplying Itô's formula with f k pxq "
First, we concentrate on the jump part. Denote by e i the d´dimensional vector whose i´th entry is 1 and the rest of the components are 0 and by µ X the random measure associated to the jumps of X.
Recall from Equation (17) that
Compensating µ X we obtain that f k pXq is a special semi-martingale with unique semimartingale decomposition. With the notation from Equation (9) we denote the local martingale part by M f k s,t and obtain that
the last equality follows from Lemma 3.5, in particular from Equation (9). We apply this representation to the quadratic polynomials f ij pxq :" x i x j , 1 ď i, j ď d and obtain
with b i p., .q from Equation (23). In view of our claim, set
Since H u f ij P P 2 pSq, by Theorem 3.7 c) and d), we obtain that a ij pu, .q P P 2 pSq and a ij p., ξq P Cr0, T q. Moreover, representation (19) follows now from (28) and the proof of i) is finshed.
ii): To begin with, define the predictable and increasing process A by A s,t pωq :"
Then, by the same arguments as in the proof of Theorem II.1.8 in Jacod and Shiryaev (2003) , there exists a transition kernel K 
ii pu, X u pωqqdu and since pC ii s,t q, i P t1, ..., du and pA s,t q are non-negative increasing processes of finite variation, they are absolutely continuous with respect to Lebesgue measure. By Proposition I.3.13 in Jacod and Shiryaev (2003) there exist predictable processesc ii andã such that
Then r K t pω; dξq :"ã t pωqK 1 t pω; dξq is again a predictable transition kernel. It moreover satisfies νpω; dt, dξq " r K t pω; dξqdt almost surely. This allows to obtain the following representation for (19), this time for all 1 ď i, j ď d:
Hence, pC ij s,t q is also absolutely continuous with respect to the Lebesgue measure for i ‰ j yielding the representation C ij s,t " ş t sc ij u du. Following Proposition II.2.9 in Jacod and Shiryaev (2003) , we are able to find c and K, such thatc t pωq " cpt, X t pωqq andK t pω; dξq " K t pX t pωq; dξq, showing (20) (and thus the validity of ii) and (21).
iii): Inserting the results from ii) into (27) and equalling the predictable finite variation parts we obtain together with continuity in s that
for all x P S. Now for |k| " 3 this equation just reads
and here the right-hand side is in P 3 pSq (as a function of x) and is continuous in s (as follows immediately from the results proven above), showing (22) for |k| " 3. The validity for general |k| ě 3 now follows by induction.
Our next aim is to reverse the above procedure. We show that a special semi-martingale satisfying i)-iii) of Theorem 5.2 is indeed m-polynomial, if the transition kernels K t satisfy an additional condition.
Theorem 5.3. Let X " pX t q 0ďtďT be a Markov process with state space S and let m ě 2. Suppose that for all 0 ď s ď T and all x P S the process pX t q sďtďT is a special semimartingale with respect to pΩ, F , F s , P s,x q and that its characteristics pB s , C s , νq satisfy iq´iiiq of Theorem 5.2. If in addition
for some constantC, then X is an m-polynomial process and for all g P P m pSq, 0 ď s ă T and x P S it holds that
where b i , c ij , K s are defined in iq´iiiq of Theorem 5.2.
Proof. Let g P P m and define V px, ξq :" gpx`ξq´gpxq´d
In particular, (19) and (22) 
is a local martingale with respect to the stochastic basis pΩ, F , F s , P s,x q (compare the proof of Theorem II.2.42, aq ñ cq, in Jacod and Shiryaev (2003)). Define the generator
By validity of iq´iiiq from Theorem 5.2,
Moreover, using again Taylors' formula,
(with the convention that ř m |l|"3 p. . .q :" 0 if m " 2). Hence,
Conditions iq´iiiq from Theorem 5.2 imply that L u g P P m pSq and that u Þ Ñ L u gpxq is continuous. Hence there exists a continuous non-negative function βpuq and a constantC such that |L u gpxq| ďCβpuqp1`|x| m q. Next, we show that M g is actually a true martingale. Using that |gpyq| ď C 1 p1`|y| m q for some constant C 1 we obtain
Now,
follows from assumptions (29) and/or (30) as in Cuchiero et al. (2012) by an application of the Burkholder-Davis-Gundy inequality and we provide a precise proof in Lemma 5.4 below. Since M g is a local martingale, the resulting finiteness of (33) implies that is indeed a true martingale.
As in the proof of iq ñ iiq in Lemma 3.5 we see that
In particular, as in the proof of Theorem 3.7, u Þ Ñ P s,u L u gpxq turns out to be continuous and hence the following limit exists:
Hence, g P DpH s q and H s gpxq " L s gpxq. Summarizing, we have shown that all conditions aq´dq in Theorem 3.7 are satisfied and therefore X is m-polynomial.
The proof of Theorem 5.3 relied on the following lemma, which is an adaption of Lemma 2.17 in Cuchiero et al. (2012) to the time-inhomogeneous setting.
Lemma 5.4. Let 0 ď s ă τ ď T and x P E be fixed. Consider a semi-martingale X and assume that its semi-martingale characteristics pB, C, νq satisfy points iq´iiiq of Theorem 5.2. Then there exists a constantC 0 such that
Moreover, if one of the conditions (29) or (30) is satisfied, then there exist finite constants C 1 andC 2 such that
Proof. Define for s ď t ă T the process Y by Y t " pt, X t q with state spaceẼ :" rs, T qˆR d and sample spaceΩ :" rs, T qˆΩ. The process Y is a space-time homogeneous Markov process. In particular, this process is a pd`1q-dimensional semi-martingale whose characteristics pB,C,νq are defined by:
Since b, c and K satisfy iq´iiiq in Theorem 5.2, the characteristics pB,C,νq satisfy the conditions (2.11)-(2.13) from Proposition 2.12 in Cuchiero et al. (2012) . Then, Lemma 2.17 in Cuchiero et al. (2012) yields (34) and (35). 5.1. Polynomial jump-diffusions. We conclude this section by introducing a class of processes to which Theorem 5.3 applies.
Definition 5.1. Let m ě 2 and let X " pX t q 0ďtďT be an S-valued semi-martingale with differential characteristics pb, c, Kq. Then we call X an m-polynomial jump-diffusion if the following holds: i) For all 1 ď i ď d, 0 ď t ă T and all x P S: b i pt, .q P P 1 pSq and b i p., xq P Cr0, T q.
ii) For all 1 ď i, j ď d, 0 ď t ă T and all x P S: c ij pt, .q P P 2 pSq and c ij p., xq P Cr0, T q.
iii) For all 2 ď |k| ď m there exist α l P Cr0, T q, 0 ď |l| ď |k| such that
Noting that the above assumptions ii) and iii), for |k| " 2, imply that the functions
satisfy all requirements of Theorem 5.2, part i), the following corollary immediately follows from Theorem 5.3.
Corollary 5.5. Let X " pX t q 0ďtďT be an S-valued m-polynomial jump-diffusion. Then X is an m-polynomial process and its infinitesimal generator pH s q 0ďsďT satisfies
for all f P P m pSq, 0 ď s ă T and x P S.
Examples
In this section we use the characterization results discussed above to present some examples of polynomial processes, as well as examples of stochastic processes which do not fall into this category.
We start by showing that some widely used and well-known classes of stochastic processes are indeed polynomial. This indicates the wide applicability of polynomial processes. 6.1. Polynomial diffusions. An S-valued semi-martingale pX t q 0ďtďT is called a polynomial diffusion if it is a polynomial Itô process without jumps, i.e. K t " 0 for all 0 ď t ď T . By Corollary 5.5, a polynomial diffusion is a polynomial process. In particular, if c " σσ J , with σ " σpt, xq P R dˆd such that σ ij pt, .q P P 1 pSq and σ ij p., xq P Cr0, T s for all 1 ď i, j ď d, x P S and 0 ď t ă T , then X is a strong solution of the stochastic differential equation
where W is standard d-dimensional Brownian motion. Recall that by definition, b i pt, .q P P 1 pSq for all 0 ď t ď T . 6.2. Time inhomogeneous Lévy processes. An R d -valued process pX t q 0ďtďT is called time-homogeneous Lévy process if it has independent increments and for every 0 ď t ď T the law of X t is characterized by the characteristic function
where for every 0 ď s ď T it holds that b s P R d , c s P R dˆd is symmetric and positive definite and K s is a measure on R d , see Kluge (2005) . Then X is a semi-martingale with differential characteristic pb, c, Kq, see Jacod and Shiryaev (2003) . In particular, if s Þ Ñ b s and s Þ Ñ c s are continuous and if F satisfies condition (29) or (30) for some m ě 2, then X is m-polynomial.
6.3. Affine processes. A stochastically continuous affine process X on S " R pˆR d´p is m-polynomial if the killing rate is constant and if the Lévy measures ν i pt,¨q, for i P t1, ..., pu, satisfy
Indeed, by Theorem 2.13 in Filipović (2005) we know that a strongly regular affine process is a Feller semi-martingale with infinitesimal generator given by:
and where λpt,¨q is a Borel measure on Ez t0u. In particular, the differential characteristic are affine functions in X. The properties of the coefficients are characterized by the socalled admissibility condition and continuity. For details we refer to Filipović (2005) . Note that here we assume in addition continuous differentiability. (Time-inhomogeneous) affine processes without the assumption of stochastic continuity have bee studied in Keller-Ressel et al. (2018) .
Examples of time-inhomogeneous processes which are not m-polynomial.
A process with quadratic drift. Let S Ă R be closed. Let X be the solution of the SDE (until explosion) dX t " paptq`bptqX t`X 2 t qdt`dW t , X 0 " x, where aptq and bptq are continuous and bounded functions. The generator of the process can be easily obtained and is given by the next expression,
But this operator maps polynomials of degree m into polynomials of degree m`1. Namely, if we take f m pxq " x m P P m and apply the operator H t , then
We can see the that H t f m P P m`1 . So we conclude that H t pP m q Ă P m`1 and therefore the process X is not m´polynomial.
The Cauchy process. Following Example 1.12.2 from Gulisashvili and van Casteren (2006), we call an R d -valued Markov process a Cauchy process if its transition density is given by
For the sake of simplicity in the next computation we are just considering the case d " 1, x " 0 and s " 0. First, we are going to take f 1 pxq " x P P 1 pRq and compute for t ą 0
The same result would be obtained for every f pxq P P k , k " 0, ..., m and for every m P N, since it is known that the Cauchy distribution has infinite moments of every order. In particular, the Cauchy process provides a further example of a Markov process which is not m-polynomial for any m P N.
6.5. An m-polynomial process which is not affine. We consider again the one-dimensional stochastic process given by Equation (51),
and we also consider, for some constant A 0 , A 1 , A 2 , the process
t . We will now show that the process pX, Y q is a two-dimensional polynomial process, which is not affine. From Itô's lemma, we know that the dynamics of Y t is given by dY t " pA 1`A2`2 A 2 X t qaptqdt`pA 1`2 A 2 X t qdW t and hencê dX t dY t˙"ˆˆa
As we have discussed in Section 6.1, this is the dynamics of a polynomial diffusion. Let us compute its second characteristic: Sinceˆ1 A 1`2 A 2 X t˙i s the standard deviation, the variance is given bŷ
It can be expressed as:
Then the second characteristic is:
Since the second characteristic is a quadratic function, it is not an affine process.
6.6. A Jacobi-process with jumps. Energy markets have some interesting stylized facts: they inhibt strong seasonal effects, have upward and downward jumps / spikes. Most notably the spot price of electricity has upper and lower bounds. Time-inhomogeneous polynomial processe are ideally suited to capture all these effects as we now show. A more detailed application can be found in Agoitia Hurtado (2017) . In fact, given our results above we can use a variant of the Jacobi process with jumps (here de-seasonalized) dS t " κpθ´S t qdt`aS t p1´S t qdW t`d J t where (downward jumps,´1 ď a ă b ă 0) Kpt, dξq " 1 rax,bxs pξq´1 log a {b ξ´1dξ or (α P p0, 1q)
(and linear combination of these). Many further examples and a detailed study of these kind of processes may be found in Cuchiero et al. (2017) .
Polynomial processes: Computation
One of the important properties of m-polynomial processes is the fact that their moments
can be computed in a fairly simple manner, because the Kolmogorov equations reduce this problem to the computation of a solution of an ordinary linear differential equation. In this section we will show this for time-inhomogeneous polynomial processes.
7.1. Representing matrices. Following Kreyszig (1989) Section 2.9 we recall the wellknown concept of representing matrices for a linear operator. In this regard, consider a finite-dimensional R-vector space V with basis pv 1 , . . . , v N q and let L be a linear operator on V . Since every u P V has a unique representation u " ř N j"1 u j v j with u 1 , . . . , u N P R, by linearity Lv " ř N j"1 u j Lv j . From this we infer that L is uniquely determined by Lv j , j " 1, . . . , N . Since Lv j P V , there exist unique coefficients l ij such that
and the matrix L " pl ij q N i,j"1 P R NˆN is called the representing matrix of L with respect to the given basis of V .
For any matrix A P R NˆN we define the spectral norm }A} 2 :" max |x|"1 |Ax|. Note that the spectral norm of L does depend on the chosen basis. This gives us the freedom to make the spectral norm of L arbitrary small: indeed, consider ε ą 0 and the basis ε´1pv 1 , . . . , v N q. By (37), we obtain that the representation of L with respect to this basis, denoted by L ε satisfies }L ε } 2 " ε}L} 2 .
Remark 7.1. Note that
i.e. the norm is given by the square root of the maximal eigenvalue of the positive definite symmetric matrix A J A. In view of (38) the norm }A} 2 is called the spectral norm of A. Moreover, max
In particular, a map R Q t Þ Ñ A t " pa ij ptqq P pR NˆN , }.} 2 q is continuous or differentiable if and only if this is true of all coefficient functions a ij ptq, see Teschl (2012) . 7.2. Representations of polynomial processes. We continue in the setting of the previous sections and study a polynomial process X on the closed state space S Ă R d and denote its transition operators by pP s,t q ps,tqP∆ and its infinitesimal generator by pH s q 0ďsăT .
Fix a 0 ď k ď m and consider a fixed basis of P k pSq. For each ps, tq P ∆, we denote by P s,t , and H s the representing matrices of P s,t and H s .
Proposition 7.1. With the assumptions and notation from above the following holds:
i) The map r0, T q Q s Þ Ñ H s is continuous. ii) For every t P r0, T q the map r0, tq Q s Þ Ñ P s,t is right-differentiable and
iii) For every s P r0, T q the map rs, T q Q t Þ Ñ P s,t is right-differentiable and 
which is the ij-th component of´H s P s,t . This shows the validity of ii) and the validity of iii) follows in exactly the same way.
The previous proposition shows that we can compute the action of P s,t on polynomials by solving the ordinary differential equations (40) or (41). In the time-homogeneous case, where the pair pP s,t , H s q is replaced with the pair pP s , H q, this is straightforward:
see Teschl (2012) Chapter 3. In the inhomogeneous case, however, the situation is more complicated: while the linear equations (40) and (41) are solvable because H s is continuous (see Teschl (2012) Theorem 3.9), there is no simple explicit form of the solution. In the following, we will present a method of Wilhelm Magnus, see Magnus (1954) , which will at least allow us to obtain approximate solutions.
Denote by rA, Bs :" AB´BA the commutator of two matrices. Proposition 7.2. Let r0, T q Q t Þ Ñ Bptq P R NˆN be continuous and suppose that
Then the unique solution Uptq P R NˆN of this problem is of the form Uptq " e Ωptq where Ωptq P R NˆN is expressible as an absolutely convergent power series
whose coefficients depend on t and pBpsqq 0ďsďt . The first three terms of this series are given by
Bpuqdu Ω 2 ptq " 1 2 Remark 7.2. One can give explicit but quite involved formulas for all of the Ω k (see Blanes et al. (2009) ). Here we will typically neglect the terms of order 4 and higher and use
as an approximative solution to (42). However, let us note that the higher order terms are expressed in terms of more and more nested commutators of the family pBptqq, which in particular shows that if this family commutes, i.e. rBptq, Bpsqs " 0 for all s, t, then Ω B k ptq " 0 for k ą 1 and so the solution of (42) is given by
Bprqdr .
see Blanes et al. (2009) . Now let us apply Theorem 7.2 to the Kolmogorov equations (40) and (41). Recall that by choosing an appropriate basis we are always able to achieve (45), see Section 7.1.
then for 0 ď s ď t ď T we have P s,t " e Ωps,tq where Ωps, tq is expressible as an absolutely convergent power series
whose coefficients depend on s, t and pH u q sďuďt . The first three terms of this series are given by 
As a special case we obtain for a commuting family pH s q, that
Hudu .
Proof. The theorem follows by applying Theorem 7.2 to the forward equation (41) and we aim at a representation of the from (42). To this end, fix s P r0, T s and
Examples of time inhomogeneous polynomial processes
The goal of this section is to present some further examples of polynomial processes and to show how the results of Section 9 can be used to compute their moments. We restrict ourselves to one-dimensional examples and processes with state space E " R or E " R`.
8.1. Brownian motion with drift. Let T ą 0. We consider the Markov process satisfying
where W t is a Brownian motion and a being a continuous function. Let us first show directly that this process is polynomial by computing the associated family of transition operators.
To this end let Aptq :" ş t 0 apuqdu. Then for 0 ď s ď t ď T and functions f in the domain of P s,t we can compute P s,t f pxq " E rf pX t q |X s " xs " E rf pX t´Xs`x qs " E rf pAptq`W t´A psq´W s`x qs " Erf pAptq´Apsq`pW t´Ws q`xqs
where φ denotes the density of the standard normal distribution. This is the simplest expression we can find to express the operator P s,t acting on a general function f . Now we need to check what happens if f is in P k pRq. To this end, let us denote by
the canonical basis of P k pRq. Moreover, for fixed t ą s we denote by m i the i-th moment of the N p0, pt´sqq distribution (with density φ p0,t´sq ). In this case, the odd moments are equal to 0 and the even moments can be expressed as pt´sq p pp´1q! for p " 2n, n P N.
Proposition 8.1. For k ě 0, 0 ď s ď t ď T and x P E we have:
where m i is the i-th moment of the N p0, pt´sqq distribution. In particular, the process X defined through (51) is polynomial.
Proof. For k " 0 both the left-and right-hand side of (53) are 0. Furthermore, for k P N we compute directly P s,t f k pxq " We continue to consider the Brownian motion with drift given in (51). As we have seen, this process is simple enough to compute its moments directly. However, for more complicated polynomial processes this is usually not the case and one has to use the corresponding family of infinitesimal generators (which is easier to obtain) and the results of Section 9 to compute the moments. In the following we would like to sketch how this can be done.
By the Itô formula, the family of generators of (51) For the sake of clarity, we show this composition in the case of f " f 1 P P 1 pRq (recall that f 1 pxq " x).
H t pH s f 1 qpxq " x´θt H s pH t f 1 qpxq " x´θs.
Therefore it is clear that the family of infinitesimal generators does not commute.
Computation of transition operators
In the following we will indicate the computation of the corresponding transition operators P s,t when acting on P 2 pRq. The representing matrix of H with respect to the basis f 0 pxq " ε´1, f 1 pxq " ε´1x, f 2 pxq " ε´1x 2 with ε ą 0 is given by
In Appendix A of Agoitia Hurtado (2017) it is shown that }H t } 2 " ε d 5θ 2 t 2`6`a p3θ 2 t 2`4 q 2`4 θ 2 t 2 2 .
Proof. Let pf n q be a Cauchy sequence in Ă P m pSq with representation f n ps, t, xq " This shows that for all 0 ď |k| ď m the sequence pα n k q nPN is a Cauchy sequence in pC 1 p∆q, }.} C 1 q. Since this space is complete, there exists for every 0 ď |k| ď m an
Ñ 0. Set f ps, t, xq :" ř m |k|"0 α k ps, tqx k for ps, t, xq P r E.
Then f P Ă P m pSq since α k P C 1 p∆q and So the Cauchy sequence pf n q converges to f and hence Ă P m pSq is complete.
The following lemma shows that convergence of polynomials with respect to the norm }.} m , defined in Equation 4, is equivalent to pointwise convergence at every point.
Lemma A.2. Let U Ă R d and for every u P U let p u P P m pSq. Then for u 0 P U the following are equivalent: i) }p u´pu0 } m Ñ 0 for u Ñ u 0 . ii) For every x P S: |p u pxq´p u0 pxq| Ñ 0 for u Ñ u 0 .
Remark A.1. In the proof of this proposition we denote the dual space of a finite dimensional vector space V by V 1 . We recall that in every finite-dimensional normed space pV, }.}q the weak-and norm topologies coincide (see Kreyszig (1989) , Section 4.8). This actually means that for a function f : U Ă R d Ñ V the following are equivalent: a1) }f puq´f pu 0 q} Ñ 0 for u Ñ u 0 . a2) For every l P V 1 : |lpf puqq´lpf pu 0 qq| Ñ 0 for u Ñ u 0 .
Proof. Using the notation of the previous remark we choose pV, }.}q " pP m pSq, }.} m q and f : U Ñ V, f puq " p u .
iq ñ iiq: This follows immediately from a1q ñ a2q noting that for every fixed x P S the functional l x : P m pSq Ñ R, l x ppq " ppxq (58) is linear, i.e. an element of the dual space pP m pSqq 1 . iiq ñ iq: Let N " dimpP m pSqq. Then there exist N different points x 1 , . . . , x N P S such that the linear functionals l x1 , . . . , l x N constitue a basis of pP m pSqq 1 : indeed, the linear span of the evaluation functionals tl x : x P Su is the dual space pP m pSqq 1 . Since the dimension of a vector space and its dual space coincide we hence find a basis containing N elements.
For arbitrary l P pP m pSqq 1 we hence find α 1 , . . . , α N P R such that l " α 1 l x1`. . .`α N l x N . In particular, we obtain that for u, u 0 P U |lpf puqq´lpf pu 0 qq| " |lpp u q´lpp u0 q| " |lpp u´pu0 q| " |α 1 l x1 pp u´pu0 q`. . .`α N l x N pp u´pu0 q| " |α 1 pp u´pu0 qpx 1 q`. . .`α N pp u´pu0 qpx N q| ď |α 1 ||p u px 1 q´p u0 px 1 q|`. . .`|α N ||p u px N q´p u0 px N q| and since we assume iiq to hold the right-hand side tends to 0 for u Ñ u 0 . So a2) is satisfied and the implication a2q ñ a1q shows the validity of iiq ñ iq.
