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ABSTRACT
The general approach of traditional FE methods is the global approximation of state
variables in the entire domain defining the problem at hand. However, the engi-
neering design practice is commonly interested in checking only certain outputs.
Therefore, there is a need for focusing the FE approximations to derive these out-
puts of interest with good accuracy.
This thesis reviews a method introduced by Larsson et al. for the incompressible
Stokes’ problem. The method is devoted to computing bounds for the outputs of
interest, as well as perform an adaptive mesh refinement.
An error assessment technique is introduced in order to compute bounds for
the outputs of interest. The technique goes through a split of the computation of
the error in local problems. The results of the local problems allow to guarantee
upper and lower bounds for the error energy norm and the outputs of interest.
The pertinent adaptive mesh refinement is based on refinement indicators. They
are used to evaluate the element contributions to the error. The elements that
generate the most error in the output solution are subdivided. By these means,
better precision is obtained in the output bounds by every iteration.
Two different numerical examples are used to illustrate the performance of the
method. The first problem is a Stokes’ flow over a unit square with known solution,
in order to have a reliable reference solution. The second example, in an effort to
reproduce a more common engineering problem, analyzes a Stokes’ channel flow
over an obstacle.
Keywords: Stokes’ problem, incompressibility condition, mixed formulation,
mini element, error energy norm, error estimation, error bounds, outputs of in-
terest, goal-oriented error estimation, adaptive refinement, refinement indicators.
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Chapter 1
INTRODUCTION
1.1 Motivation
The general approach of finite element methods is the approximation of the state
variables in the entire problem domain. The method generates a solution which
accuracy is optimized with respect to the Galerkin orthogonality (see [11]). But
the engineering design is not always interested in obtain the problem information
in that way. Rather than that, the design is often driven by a need of checking
only certain quantities with good accuracy. These quantities are called quantities
of interest, or alternatively outputs of interest. For instance, in the design of a steel
girder, we may focus on checking the deflection and stresses in the mid-span.
Nonetheless the FE approximation has not been oriented to derive the desired
quantities and, in most of the cases, a lot of effort has been used to approximate
parameters that have little or null influence on the quantity of interest. The compu-
tation of the outputs of interest is achieved by derivation, using the state variables
result of the FE approximation.
Therefore it seems more convenient to introduce a FE method that solves the
problem equations depending on the quantity that we want to obtain. This last
approach is considered by the so-called goal-oriented methods.
On the other hand, most of design needs require that the quantities of interest
are between certain limits, rather than satisfy an unique value. For instance, in
structural engineering, stresses and deflections are required to belong to an ac-
ceptable range. In fluid mechanics, velocities and pressures are checked under
similar conditions. The approximation of traditional FE-methods seem to be on
discordance with these needs, since the values provided are unique, and the range
requirements are not checked or even taken into account. There is, therefore, an
interest to focus the traditional FE methods in order to match the FE applications
and engineering design goals.
There are different proposals for the single minimization problem (linear elastic-
ity type problems), and they are introduced in the next section. On the contrary,
there are few works that focus on saddle-point problems like the steady Stokes’
problem.
1
1. INTRODUCTION
The present work reviews a goal-oriented method complemented with an adap-
tive process proposed by Larsson et al. [2], that will be used to asses quantities of
interest for the Stokes problem.
1.2 State of the art
The most common error assessment approach is the a priori error estimation. That
is, a pre-process computation that is performed using the problem parameters,
but ignoring the results of the FE approximation. This kind of approach is not
convenient to assess the output of interest error and bounds.
However, goal oriented methods that derives bounds for the outputs of interest
have been already introduced (see [8], [6]).
Paraschivoiu [8] introduces a method for determining the bounds of the outputs
of interest. The bounds are derived from the energy norm of the error. The error is
found by solving local problems on the elements. This kind of approach requires
flux-equilibration procedures (hybrid-flux techniques) to properly set the boundary
conditions to the local problems. This requirement results in a problem that is not
appropriate for the FE data structure, and entails complex algorithms for the flux
equilibration.
On the other hand Pare´s et al. [6] have introduced a flux-free approach. The
bound determination is also performed by solving local problems. The local prob-
lems, however, are not established on elements, but another kind of sub-domains
involving multiple elements, named stars. This approach circumvents the flux equi-
libration problem, and results in a more convenient structure to be solved by a FE
code. Nonetheless Pare´s et al. [6] has introduced this technique only for pure
minimization problems, such as linear elasticity.
The application of flux-free techniques to Saddle-Point problems such as the
steady Stokes’ problem has been proposed by Larsson et al. [2]. The flux-free
bound determination introduced by Pare´s et al. [6] cannot be applied straight-
forwardly. The required modifications are described by Larsson et al. [2], as well as
an associated adaptive mesh refinement technique.
The implementation of the Stokes’ problem requires a couple of approximations
(velocity and pressure) that must fulfill some requirements. The proper formulation
for the Stokes’ problem, called mixed formulation, leads to some restrictions when
choosing the element approximations. Although many different element approxi-
mations have been introduced (see [4]), only few of them have been widely tested.
1.3 Scope and objectives
The main objective of the present work is to review the method proposed by Larsson
et al. [2] and perform some numerical examples to check its performance.
Therefore, the designated goals for this work are:
• Introduce the Stokes’ problem.
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• Introduce a FE approximation for the Stokes’ problem.
• Define the outputs of interest and their applications.
• Introduce the mini elements and their implementation.
• Describe the use of the error estimator introduced by Pare´s [6] in a problem
with incompressibility condition (the Stokes’ problem).
• Derive the error energy norm bounds and output of interest bounds.
• Define a new refinement criteria and derive some refinement indicators. Re-
view the Rivara element subdivision technique.
• Check the results achieved with some relevant examples.
The scope of the work is to cover the analytical derivation of the method, describe
its properties and apply the achieved results to some particular cases.
The method can be used for different element types, as well as for continuous
or discontinuous pressure approximations. However the present work will focus
on mini elements, that present a continuous pressure approximation. The mini
element has not been tested widely and, as a parallel goal, its performance for the
Stokes’ approximation will be tested.
1.4 Outline of the work
The work is divided into two main parts.
The first one is devoted to the description of the method and its properties.
Firstly the problem statement is described. After that the method for error as-
sessment and bound generation is introduced. Finally the refinement technique is
described.
The second part of the work contains two numerical examples used to illustrate
the method performance.
3
Chapter 2
PROBLEM MODELING
The Stokes’ problem is a particular case of the Navier-Stokes equations. The time-
dependant and convective terms have been neglected, hence a simpler problem
is raised. The problem is characterized by linear set of equations that define an
incompressible steady fluid problem.
The Stokes’ problem has a Saddle-Point nature, therefore the problem can be
understood as a minimization of an objective function under certain constraints.
Here, the objective function is the total potential energy, which is subjected to the
incompressibility condition. Such nature implies that the traditional numerical
methods cannot be applied straight-forwardly. Nevertheless several techniques are
available, such Lagrange multipliers, penalty method, augmented Lagrangian and
perturbed Lagrangian [4].
The Stokes’ problem is used to model slow viscous flow. Such kind of flow im-
plies low Reynolds number (Re ≪ 1). These conditions can be found on very slow
flows, in fluids with high viscosities or slow densities, or in very small length-scale
problems. This conditions are shown in applications like capillary action mechan-
ics, viscous polymer mechanics or nanotechnology applications [3]. However, the
Stokes equations can be simply used as a simplification of the steady Navier-Stokes
equations.
This chapter is structured into three sections. The first one introduces the model
problem and derives a FE approximation to such problem. The second section
is devoted to the outputs of interest, and finally some special features of the FE
implementation for the Stokes’ problem are explained in the last section.
2.1 Problem statement
The derivation of the Stokes’ flow equations is well known (an example can be found
on [10]). The so-called Strong form of the Stokes’ equations are introduced in the
first part of this section. The derivation from this Strong Form to a more convenient
Weak Form is explained in the next part. The third part introduce the FE approx-
imation used to solve the problem, and finally the error of such approximation is
defined on the last part.
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2.1.1 Strong form
Let Ω ⊂ Rd be a spatial domain, with d = 2 or 3 the number of spatial dimensions.
The domain boundary ∂Ω is divided in two parts ΓN and ΓD such that ΓN ∪ΓD = ∂Ω,
ΓN ∩ ΓD = ∅ and ΓD 6= ∅. The Stokes problem can be stated in differential form
(strong form) in terms of the Cauchy stress as follows:
Given the body force b, prescribed velocity uD on ΓD and prescribed traction t
on ΓN, determine the velocity and pressure field (u and p) such that
−σ·∇ = b inΩ (equilibrium), (2.1a)
∇·u = 0 inΩ (incompressibility), (2.1b)
u = uD onΓD (Dirichlet b.c.), (2.1c)
σ·n = t onΓN (Neumann b.c.), (2.1d)
where σ is the Cauchy stress tensor.
The stress tensor depends on the velocity field u and pressure field p i.e. σ =
σ(u, p). In order to close the problem, a constitutive law must be introduced to
define this relation. A general expression for the constitutive law may be not linear,
and can also depend on other variables (temperature, density...). However in the
present case the fluid is assumed to be an isotropic Newtonian fluid, i.e. holds the
linear isotropic Stokes’ law.
σ = 2µ(u⊗∇)sym − Ip, (2.2)
where µ is the viscosity coefficient and p is introduced as a new unknown, clos-
ing the problem by this means.
ΓD : u = uD
t
n
ΓN : σ · n = t
Ω
b
Figure 2.1: Problem model
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2.1.2 Weak form
In order to establish the FE-equations, the problem must be formulated in the weak
(or variational) form. The weak form of the problem can be stated as follows:
Find u, p ∈ U ×Q such that
a(u,w) + b(p,w) = lu(w) ∀w ∈ V, (2.3a)
b(q,u) = 0 ∀q ∈ Q, (2.3b)
where the following Sobolev spaces (see section A.1.2) have been introduced
U = {w ∈ [H1(Ω)]d : w = uD on ΓD}, (2.4)
V = {w ∈ [H1(Ω)]d : w = 0 on ΓD}, (2.5)
Q = {q ∈ L2(Ω)}, (2.6)
and the introduced bilinear and linear forms are defined as:
a : [H1(Ω)]d × [H1(Ω)]d → R : a(v,w) :=
∫
Ω
(w ⊗∇) : 2µ(v ⊗∇)sym dΩ, (2.7)
b : L2(Ω)× [H
1(Ω)]d → R : b(q,w) := −
∫
Ω
q(∇ ·w) dΩ, (2.8)
lu : [H
1(Ω)]d → R : lu(w) :=
∫
Ω
w · b dΩ +
∫
ΓN
w · t dΓ. (2.9)
The steps to derive the weak from the strong form are specified in the appendix
on section B.1.
2.1.3 FE discretization
Now the weak solution can be approximated using finite elements. The domain Ω
is divided into smaller elements. The partitioning of Ω can be defined as:
nel⋃
k=1
Ωk = Ω (2.10)
where nel is the number of elements and Ωk is the element domain. Then, the
FE problem can be stated as:
Find uH, pH ∈ UH ×QH such that
a(uH,w) + b(pH,w) = lu(w) ∀w ∈ VH, (2.11a)
b(q,uH) = 0 ∀q ∈ QH, (2.11b)
where the trial and test FE-spaces have been introduced. The velocity trial and
test spaces are defined as:
UH = {w ∈ [H
1(Ω)]d : w|Ωk ∈ Tu(Ωk), w = uD on ΓD}, (2.12)
VH = {w ∈ [H
1(Ω)]d : w|Ωk ∈ Tu(Ωk), w = 0 on ΓD}, (2.13)
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where Tu(Ωk) defines the velocity approximation on element k.
The FE-space for the pressure is defined as:
QH := {q ∈ H
1(Ω) : q|Ωk ∈ Tp(Ωk)}, (2.13)
if a continuous pressure approximation is applied, where Tp(Ωk) defines the
pressure approximation on element k. The discontinuous pressure approximation
case will be omitted, since it is considered to be out of the present work scope. More
information about discontinuous approximations can be consulted in Larsson et al.
[2].
2.1.4 Error equation
In order to asses the accuracy of the FE approximation, it is needed to compare the
FE solution with a reference solution. The error is split for velocities and pressure,
and can be defined as:
e := u− uH (2.14)
g := p− pH (2.15)
Since the exact solution may not be available, the reference solution is defined
either as the analytical (real) solution when it is available (u, p), or a (truth) solution
in a much richer FE space ((u, q) ≈ (uh, qh) ∈ Vh × Qh), where Vh,Qh represent the
fine FE spaces. From now no difference will be explicit between the real or truth
solutions.
Thus, the problem that yields the defined error can be raised. This error equation
can be written as:
Find (e, g) ∈ V ×Q such that:
a(e,w) + b(g,w) = Ru(w) ∀w ∈ V (2.16a)
b(q,e) = Rp(q) ∀q ∈ Q (2.16b)
where the residuals are defined as:
Ru(w) := lu(w)− a(uH ,w)− b(pH ,w) (2.17)
Rp(q) := −b(q,uH) (2.18)
The error equation fulfills the Galerkin Orthogonality, that is:
Ru(w) = a(e,w) + b(q,w) = 0 ∀w ∈ VH (2.19)
Rp(q) = b(q,e) = 0 ∀q ∈ QH (2.20)
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2.2 Outputs of interest
2.2.1 Basics
The engineering design process usually focus in certain physical quantities rather
than the state variables (i.e. u and p in the present case). If we assume that the
physical quantities are a linear combination of the state variables, they may be
characterized by linear functionals on the space of functions where the solution
belongs. Such functionals are named outputs of interest or quantities of interest.
An example of such quantities in elastic problems might be the stress on a
certain region or the displacement on a certain node. In a flux problem, one aimed
quantity might be the pressure on a specific location, or the average velocity on the
problem domain.
Therefore it is essential to study how the information is propagated from the
problem variables to the outputs of interest when the FE approximation is per-
formed, since is more convenient to asses the output error rather than the variables
error.
2.2.2 Dual problem
The output of interest for the case of the Stokes’ problem can be defined as:
s = l∗u(u) + l
∗
p(p), (2.21)
where l∗u and l
∗
p are lineal functionals on U and Q, respectively. From the FE
equations the approximation of the output sH can be found:
sH = l
∗
u(uH) + l
∗
p(pH), (2.22)
For our convenience, a dual problem is constructed from the output definition.
As it will be shown on Chapter 3, that will help us to bound the error associated to
the quantity of interest. The dual problem reads:
a(w,u∗) + b(p∗,w) = l∗u(w) ∀w ∈ V, (2.23a)
b(q,u∗) = l∗p(q) ∀q ∈ Q, (2.23b)
Proceeding in a analogous way like the FE problem presented in 2.1.2, also
known as the primal problem, we raise the dual problem approximation:
a(w,u∗H) + b(p
∗
H,w) = l
∗
u(w) ∀w ∈ VH, (2.24a)
b(q,u∗H) = l
∗
p(q) ∀q ∈ QH, (2.24b)
Where the error of the FE approximation of the dual problem is:
e∗ := u∗ − u∗H (2.25)
g∗ := p∗ − p∗H (2.26)
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On a similar way used on the primal problem, the dual error equation is estab-
lished as:
Find the dual velocity error and dual pressure error (e∗, g∗) ∈ V ×Q such that:
a(e∗,w) + b(g∗,w) = R∗u(w) ∀w ∈ V (2.27a)
b(q,e∗) = R∗p(q) ∀q ∈ Q (2.27b)
where the dual residuals are defined as:
R∗u(w) := l
∗
u(w)− a(u
∗
H,w)− b(p
∗
H,w) (2.28)
R∗p(q) := l
∗
p(q)− b(q,u
∗
H) (2.29)
This results will be used on Chapter 3. They are essential in order to find the
bounds for the output error.
2.3 Mixed formulation
2.3.1 Compatibility
In the process of FE approximation, the couples of approximation functions for
velocities and pressures, Tu(Ωk) and Tp(Ωk), cannot be chosen arbitrarily, since
some combinations may result in spurious and oscillatory results.
However, Ladyzhenskaya , Babuska and Brezzi derived a condition such that
if Tu(Ωk) and Tp(Ωk) verify it, the stability is guaranteed [4]. This compatibility
condition is known as the LBB (or inf-sup) condition, and it states:
The existence of a stable finite element approximate solution (uH,pH) to
the steady Stokes problem depends on choosing a pair of spaces VH and
QH, such that the following inf-sup condition holds:
inf
qH ∈ QH
sup
wH ∈ VH
(qH , ∇ ·wH)
||q|| 0 ||wH||1
≥ α > 0, (2.30)
where α is independent of the mesh size H.
There are several popular element approximations which fulfil the LBB condition
[4]. In any case the present work focus on the mini element, which is introduced
next.
2.3.2 Mini element
The mini-element was introduced by Arnold, Brezzi and Fortin [1]. Is so far the
known simplest element (i.e. with the lowest degree of freedom number per element)
that fulfills the LBB contition.
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Velocity node
Pressure node
Figure 2.2: Mini-element
The mini element consists of a triangular element that uses continuous piece-
wise linear interpolation for the pressure vector field, and a linear piecewise inter-
polation enriched by a bubble function for the velocity vector field (see Figure 2.2).
Therefore, we can write the element approximation as:
Tu(Ω) = [P1(Ω)]
d + Bd3, (2.31)
Tp(Ω) = P1(Ω), (2.32)
The proposed element has a first order convergence for both velocities and pres-
sures.
The mini element entails an easy implementation for the FE equations. Even
though the associated FE matrix has a larger bandwidth than other element ap-
proximations, the problem has a low number of dofs per element (and thus a lower
total number of dofs). The total computational cost is assumed to be lower, at
expense of some loss of accuracy.
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Chapter 3
ERROR ASSESSMENT
In this section a method for the assessment of the FE approximation error is de-
scribed according to Larsson et al. [2]. The section is divided into two main sections.
The first one is devoted to obtaining bounds for the state variables; the velocity and
pressure fields. In the next section the achieved results are used to bound the
outputs of interest.
3.1 Error in problem variables
The assessment of the problem variables demands the split of the error introduced
in 2.1.4 in order to treat each part in a different way. This procedure is described
next.
3.1.1 Error split
The error can be split into two different parts:
e = ediv + e0, g = gdiv + g0, (3.1)
where the introduced parts are defined as the divergence-capturing error:
ediv := udiv − uH, gdiv := pdiv − pH, (3.2)
and the divergence-free error:
e0 := u− udiv, g0 := p− pdiv. (3.3)
The divergence-free error is forced to verify the incompressible condition, i.e.:
b(q,e0) = 0 ∀q ∈ Q (3.4)
Then the remaining part verifies the following equation:
b(q,ediv) = Rp(q) ∀q ∈ Q (3.5)
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The main idea behind the split is to generate a computable part of the error (the
divergence capturing part) and a boundable part (the divergence free part). The
split leads to define the divergence-free residuals as:
Ru,div(w) := Ru(w)− a(ediv,w)− b(gdiv,w) (3.6)
Rp,div(q) := Rp(q)− b(q,ediv) = 0 (3.7)
Finally, the divergence-free error equation is:
Find (e0, g0) ∈ U ×Q such that:
a(e0,w) + b(g0,w) = Ru,div(w) ∀w ∈ V (3.8a)
b(q,e0) = 0 ∀q ∈ Q (3.8b)
3.1.2 Computation of the Divergence-capturing error
The computation of the divergence capturing error will be performed within subdo-
mains ωi named stars (see Figure 3.1). The main idea is to split the error problem
to several local error problems, such that their solutions can be added up and yield
the (global) error. By this manner the error can be assessed according to a very fine
reference mesh. Otherwise the computation over the entire domain using the same
mesh density would be prohibitive.
i
ωi
Figure 3.1: Star
Recall that we require to fulfil equation 3.5 in order to capture all the divergence
dependant residual. That is:
b(q,ediv) = Rp(q) ∀q ∈ Q
However, more constraints are needed since the equation 3.5 does not define an
unique split. This additional constraints can be arbitrarily chosen. Following two
different approaches are described, each of them introducing a different constraint.
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Un-equilibrated local Dirichlet problem
The first approach is to generate a divergence-capturing error as close to the total
error as possible. That is to find ediv ⋍ e. On the other hand we want to perform
the computation within stars. Thus, the original equation 2.3b is solved on each
star. It is assumed that the approach will generate a good approximation of e. The
problem in stars can be stated as:
Find (e¯idiv, g¯
i
div) ∈ U ×Q such that
ai(e¯idiv,w) + b
i(g¯idiv,w) = R
i
u(Φiw) ∀w ∈ V
i
0 (3.9a)
bi(q, e¯idiv) = R
i
p(Φiq) ∀q ∈ Q
i
0 (3.9b)
where the introduced spaces are:
V i0 :=
{
w ∈ [H1(ωi)]
d : w = 0 on ∂ωi
}
(3.10)
Qi0 := { q ∈ L2(ωi) :
∫
ωi
qdΩ = 0} (3.11)
and the introduced forms are the restrictions of the functionals defined on the
equations 2.7, 2.8, 2.9 and the residuals to each star. That is:
ai : [H1(ωi)]
d × [H1(ωi)]
d → R : ai(v,w) :=
∫
ωi
(w ⊗∇) : 2µ(v ⊗∇)sym dΩ, (3.12)
bi : L2(ωi)× [H
1(ωi)]
d → R : bi(q,w) := −
∫
ωi
q(∇ ·w) dΩ, (3.13)
liu : [Hˆ
1(Ω)]d → R : liu(w) :=
∫
Ωi
w · b dΩ +
∫
ΓN∩∂Ωi
w · t dΓ, (3.14)
Riu(w) := l
i
u(w)− a
i(uH ,w)− b
i(pH ,w) (3.15)
Rip(q) := −b
i(q,uH) (3.16)
The global solution is the sum of the local solutions:
u¯div = uH + e¯div where e¯div =
∑
i
e¯idiv (3.17)
p¯div = pH + g¯div where g¯div =
∑
i
g¯idiv (3.18)
such that fulfills the aimed requirement 3.5:
b(q, e¯div) =
∑
i
bi(q, e¯idiv) =
∑
i
Rip(Φiq) = Rp(q) ∀q ∈ Q
Therefore we have obtained an approximation of the error that fulfills exactly
the divergence capturing equation 3.5, and we expect to be a good approximation
because of the resemblance with the original problem.
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Equilibrated local Dirichlet problem
The other approach is to require as a additional contrain to hold the lowest order
Galerkin Orthogonality. The new constraint may be written as:
Ru,div(w) := Ru(w)− a(ediv,w)− b(gdiv,w) = 0 ∀w ∈ VH,1 (3.19)
where the space of linear interpolations has been introduced
VH,1 =
{
w ∈ VH : w|Ωk ∈ [P
1(Ωk)]
d
}
(3.20)
Now, the error equations on each star must fulfil the divergence capturing equa-
tion (equation 3.5) and the lowest Galerkin orthogonality (equation 3.19). To set
both conditions a Lagrange multiplier is introduced:
ai(eidiv,w) + b
i(g˜idiv,w) + a
i(f i,w) = Riu(Φiw) ∀w ∈ V
i
0 (3.21a)
bi(q,eidiv) = R
i
p(Φiq) ∀q ∈ Q
i
0 (3.21b)
ai(eidiv,wH) = 0 ∀wH ∈ V¯
i
H,1 (3.21c)
The original problem has been restricted to the local star, and has been also
altered. The alteration is introduced for our convenience, since it will allow to find
a divergence-free error approximation. A new space V¯ iH,1 has been introduced:
V¯ iH,1 := V
i
H,1 ⊖ ker(a
i) (3.22)
where the restriction of the lowest FE-order approximation space and the kernel
of the functional ai(•, •) are:
V iH,1 := {w ∈ [H
1(ωi)]
d : w|Ωk ∈ [P
1(Ωk)]
d ∀k : ωi ∩ Ωk 6= ∅,
w = 0 on ∂ωi ∩ ΓD} (3.23)
ker(ai) :=
{
w ∈ [H1(ωi)]
d : ai(w,w) = 0
}
. (3.24)
The solutions of the previous equations still do not fulfil the condition.
bi(g˜idiv,w) 6= 0 ∀w ∈ V
i
H,1,
which is basic to guarantee 3.19 (see further on). That can be solved by two
different ways. The first one is to perform a Gramm-Schmidt orthogonalization.
The other way, much simpler, is to set gidiv = 0. Only the latter will be considered
here. By this manner the condition is fulfilled:
bi(gidiv,w) = 0 ∀w ∈ V
i
H,1,
The global solution is found as the sum of the solutions on stars:
ediv =
∑
i
eidiv gdiv =
∑
i
gidiv (3.25)
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which verify the aimed constraints 3.5 and 3.19:
Ru,div(w) = Ru(w)− a(ediv,w)− b(gdiv,w) =
= Ru(w)−
∑
i
[
ai(eidiv,w|ωi) + b
i(gidiv,w|ωi)
]
= Ru(w) = 0 ∀w ∈ VH,1
b(q,ediv) =
∑
i
bi(q,eidiv) =
∑
i
Rip(Φiq) = Rp(q) ∀q ∈ Q
With this approach we have a likely worse approximation of the total error, but
is still computable. This approach has been performed in order to get a divergence-
capturing error verifying 3.19. Such condition is essential to be able to generate
bounds for the divergence-free part of the error, as will be shown next.
3.1.3 A flux-free error estimator
After the computation of the divergence-capturing error, the aim is to bound the
remaining part of the error, that is, the divergence free error e0. The bounding is
performed by solving local problems on the same stars ωi presented on the previous
section.
Computation of a broken solution of the divergence-free error estimator
In order to be consequent, the spaces and forms used for the FE problem must be
generalized. The Broken space is introduced
Vˆ := {w ∈ [Hˆ1H(Ω)]
d : w = 0 on ΓD} (3.26)
where the broken Sobolev spaces is defined as
Hˆ1H(Ω) := {w ∈ L2(Ω) : w|Ωe ∈ H
1
H(Ω)} (3.27)
The Broken space relax the test space V, allowing discontinuities through the
element boundaries. Note that the broken space contains the test space (i.e. V ∈ Vˆ ).
The forms a(•, •), b(•, •) and lu(•) are generalized in order to be able to work in the
new broken space
a : [Hˆ1(Ω)]d × [Hˆ1(Ω)]d → R : a(v,w) :=
nel∑
k
ak(v|Ωk ,w|Ωk), (3.28)
b : L2(Ω)× [Hˆ
1(Ω)]d → R : b(q,w) :=
nel∑
k
bk(q|Ωk ,w|Ωk), (3.29)
lu : [Hˆ
1(Ω)]d → R : lu(w) :=
nel∑
k
lu,k(w|Ωk), (3.30)
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where
ak(v|Ωk ,w|Ωk) :=
∫
Ωk
(w ⊗∇) : 2µ(v ⊗∇)sym dΩ, (3.31)
bk(q|Ωk ,w|Ωk) := −
∫
Ωk
q(∇ ·w) dΩ, (3.32)
lu,k(w|Ωk) :=
∫
Ωk
w · b dΩ+
∫
ΓN∩∂Ωk
w · t dΓ. (3.33)
Now we are in position to find an error estimator that fulfills the incompressibil-
ity condition 3.8b. Similarly as the previous section, the error estimator will be the
sum of local solutions on stars. This local problems can be stated as:
Find (eˆi, gˆi) ∈ Vˆ i ×Qi such that
ai(eˆi,w) + bi(gˆi,w) = Riu,div(Φi(w −YH,1w)) ∀w ∈ V¯
i (3.34a)
bi(q, eˆi) = 0 ∀q ∈ Qi (3.34b)
The trial and test spaces are defined as:
V¯ i := V i ⊖ ker(ai) (3.35)
Qi := L2(ωi) (3.36)
V i := {w ∈ [H1H(ωi)]
d : w = 0on ∂ωi ∩ ΓD} (3.37)
ker(ai) :=
{
w ∈ [H1(ωi)]
d : ai(w,w) = 0
}
. (3.38)
The kernel has been subtracted in order to make the previous equations solv-
able, and the operator YH,1 is the projection to the lowest order FE space. It is
defined as:
YH,1 : V → VH,1 such that YH,1[w(x
i)] = w(xi), (3.39)
where xi is the vector of coordinates of node i. Such projection is added to the
equation in order to equilibrate the local problem.
If the solutions on each star are summed the global estimator is reached:
eˆ :=
∑
i
eˆi, gˆ :=
∑
i
gˆi, (3.40)
can be shown that satisfies the aimed error equations (3.8b), that is:
a(eˆ,w) + b(gˆ,w) =
∑
i
(
ai(eˆi,w) + bi(gˆi,w)
)
=
∑
i
(
Riu,div(Φi(w −YH,1w))
)
= Ru,div(w −YH,1w) = Ru,div(w) ∀w ∈ V
b(q, eˆ) =
∑
i
(
bi(q, eˆi)
)
= 0 ∀q ∈ Q
Note that we require the split defined by the equilibrated Dirichlet problems,
since we have made use of the lowest Galerkin orthogonality 3.19 to verify the
previous equations. The error estimators eˆ and gˆ will be used to are expected to be
good approximations of the divergence-free error e0 and g0, and they will be used to
bound e0.
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3.1.4 Bounds
The recently obtained error estimator allows us to find the bounds of the divergence-
free part of the error. Following the steps of Larsson et al. [2], the expressions for
the bounds can be derived, and are shown next.
The upper bound is:
||e0||
2
UB := ||eˆ||
2 (3.41)
and the lower bound is:
||e0||
2
LB :=
Ru,div(e¯)
||e¯||2
(3.42)
The appendix contains the detailed steps to achieve the previous results (see B.2
and B.3).
So far the incompressible error has been bound. Since the main goal is to
compute bounds for the total error, we focus now on finding bounds for it. Three
different approaches to this end are described next.
Triangle inequality
The triangle inequality gives us the trivial bounding of the error. Since we can
compute the divergence capturing part of the error, and the remaining can be bound
from above, we may write:
||ediv|| − ||e0||UB ≤ ||ediv|| − ||e0|| ≤ ||e|| ≤ ||ediv||+ ||e0|| ≤ ||ediv||+ ||e0||UB (3.43)
The triangle inequality results in a very coarse bounding of the error. Following
two different methods are introduced to get sharper bounds.
The figure 3.2 shows an analogy of the triangle inequality, showing the vector
fields as vectors. The analogy will be reused next to compare this approach with
the other ones.
ediv
e
e0
Figure 3.2: Triangle inequality analogy
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Optimized triangle-inequality-bounds, without improved solution
In order to improve the bound presented before, we can add and subtract the error
estimator (eˆ,gˆ) multiplied by an arbitrary constant α:
||e|| = ||ediv + e0|| = ||ediv + αeˆ+ e0 − αeˆ|| (3.44)
Where α ∈ R is an arbitrary constant.
Then, using the triangle inequality;
||ediv + αeˆ|| − ||e0 − αeˆ|| ≤ ||e|| ≤ ||ediv + αeˆ||+ ||e0 − αeˆ|| (3.45)
ediv
e
αeˆ
e0
−αeˆ
Figure 3.3: Optimized bounds, without improved solution
We can write the bounds by a bound center and a bound gap:
E¯ −
∆E
2
≤ ||e|| ≤ E¯ +
∆E
2
(3.46)
where the introduced error energy norm bound center E¯ is:
E¯ := ||ediv + αeˆ|| (3.47)
and the error energy norm bound gap ∆E will be constructed in such a way that
holds:
∆E ≥ 2||e0 − αeˆ|| (3.48)
Since we have established the bounds, for any arbitrary constant α, we may set
a value for this parameter that results in a sharper bound. Solving a minimization
problem (see B.4) we can find that the sharpest bound is achieved when α = 12 , and
thus
Eˆ := ||ediv +
1
2
eˆ|| (3.49)
∆E := ||eˆ|| (3.50)
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Optimized triangle-inequality-bounds, with improved solution
In an analogous way as presented on the previous section, we can add and subtract
the error estimator (eˆ, gˆ) multiplied by an arbitrary constant α and the results of the
un-equilibrated Dirichlet problems (e¯, g¯) multiplied by another arbitrary constant β.
||e|| = ||ediv + e0|| = ||ediv + αeˆ+ βe¯+ e0 − αeˆ − βe¯|| (3.51)
Then, using the triangle inequality, and introducing α and β as arbitrary constants;
||ediv + αeˆ+ βe¯|| − ||e0 − αeˆ− βe¯|| ≤ ||e|| ≤ ||ediv + αeˆ+ βe¯||+ ||e0 − αeˆ− βe¯|| (3.52)
ediv
αeˆ
βe¯
e0
−βe¯
−αeˆ
e
Figure 3.4: Optimized bounds, with improved solution
again, we can write the bounds by an improved bound center and bound gap:
E¯ −
∆E
2
≤ ||e|| ≤ E¯ +
∆E
2
(3.53)
where the introduced improved error energy norm bound center (E¯).
E¯ := ||ediv + αeˆ+ βe¯|| (3.54)
and the improved error energy norm bound gap ∆E will be constructed in such a
way that holds:
∆E ≥ 2||e0 − αeˆ− βe¯|| (3.55)
Now, the minimization problem (see B.5) results in α =
1
2
and β =
Ru,div(e¯)
2||e¯||2
.
We can conclude as:
E¯ := ||ediv +
1
2
eˆ+
1
2
Ru,div(e¯)
||e¯||2
e¯|| (3.56)
∆E :=
√
||eˆ||2 −
[Ru,div(e¯)]2
||e¯||2
(3.57)
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3.2 Error in outputs of interest
3.2.1 Dual error split
In an analogous way as the error has been treated on the previous section, the
dual error can be split into two different parts, namely divergence-capturing and
divergence-free error.
e∗ = e∗div + e
∗
0 (3.58)
g∗ = g∗div + g
∗
0 (3.59)
If we define the dual divergence-free error residuals:
R∗u,div(w) := l
∗
u(w)− a(w,e
∗
div)− b(g
∗
div,w) (3.60)
R∗p(q) := l
∗
p(q)− b(q,e
∗
div) (3.61)
The two parts of the error can be found setting the analagous problems introduced
in the previous section. For the divergence-capturing dual error, we require that
a(w,e∗div)− b(g
∗
div,w) = 0 ∀w ∈ VH,1 (3.62a)
b(q,e∗div) = R
∗
p(q) ∀q ∈ Q (3.62b)
For the divergence-free dual error we require:
a(w,e∗0)− b(g
∗
0 ,w) = R
∗
u,div(w) ∀w ∈ V (3.63a)
b(q,e∗0) = 0 ∀q ∈ Q (3.63b)
3.2.2 Output representation
In a similar way as the previous section, the output of interest can be split into
three different parts: two of them computable and one boundable. The split is:
s = sH + sdiv + s0 (3.64)
where
sH := l
∗
u(uH) + l
∗
p(pH) (computable) (3.65)
sdiv := R
∗
u(ediv) +Ru(e
∗
div)− a(ediv,e
∗
div) (computable) (3.66)
s0 := a(e0,e
∗
0) (boundable) (3.67)
Easily can be seen that the computable parts just depend on the computable
parts of the primal and dual solution and error. The last part depends on the
divergence-free part of the primal and dual errors; e0 and e
∗
0. In the appendix the
split is described in detail (see B.6).
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3.2.3 Bounds
Combined error
Now we will focus our attention on bounding s0. In order to do that, the parallelo-
gram law has been used as it is shown below:
s0 = a(e0,e
∗
0) = a(κe0,
1
κ
e∗0) =
1
4
||z+0 ||
2 −
1
4
||z−0 ||
2 (3.68)
where we have introduced the combined primal-dual velocity error, or just com-
bined divergence-free velocity error.
z±0 := κe0 ±
1
κ
e∗0 (3.69)
Thus, the bounding of s0 is guaranteed by z
±
0 . Therefore the bounding of the
output of interest leads to derive bounds for the combined divergence-free error
energy norm (||z±0 ||).
The combined divergence-free error equation is found as the linear combination
of the primal and dual error equations.
a(w,z±0 ) + b(y
±
0 ,w) = R
±
u,div(w) ∀w ∈ V (3.70a)
b(q,z±0 ) = 0 ∀q ∈ Q (3.70b)
where the combined primal-dual pressure error, or combined divergence-free
pressure error, is:
y±0 := κg0 ±
1
κ
g∗0 (3.71)
and the last but not least combined divergence-free residual:
R±u,div(w) := κRu,div(w)±
1
κ
R∗u,div(w) (3.72)
The bounds can be found using the estimators for the primal and dual error
presented in the previous section. The upper bound is:
||z±0 ||
2 ≤ ||z±0 ||
2
UB (3.73)
where the upper bound has been defined as
||z±0 ||
2
UB := ||zˆ
±||2 (3.74)
and the combined error estimator is
zˆ± := κeˆ±
1
κ
eˆ∗ (3.75)
Following the steps of the previous section and using the results from section
3.1.4, ||z±0 ||
2 can also be bounded from below:
||z±0 ||
2 ≥ ||z±0 ||
2
LB (3.76)
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where
||z±0 ||
2
LB =
||e¯||2(R±u,div(e¯
∗))2 − 2a(e¯, e¯∗)R±u,div(e¯)R
±
u,div(e¯
∗) + ||e¯∗||2(R±u,div(e¯))
2
||e¯||2||e¯∗||2 − (a(e¯, e¯∗))2
(3.77)
The steps to determine the bounds can be seen in the appendix (B.7 and B.8).
Parallelogram law
Using the combined divergence-free error bounds, the error in the output of interest
can be bound as following:
1
4
||z+0 ||
2
LB −
1
4
||z−0 ||
2
UB ≤ s0 ≤
1
4
||z+0 ||
2
UB −
1
4
||z−0 ||
2
LB (3.78)
The output of interest bounds can be written by a bound center and a bound
gap:
s¯−
1
2
∆s ≤ s ≤ s¯+
1
2
∆s (3.79)
where the output of interest bound center s¯ and output of interest bound gap ∆s
have been introduced. They are defined as:
s¯ := sH + sdiv +
1
8
(
||z+0 ||
2
UB + ||z
+
0 ||
2
LB − ||z
−
0 ||
2
UB − ||z
−
0 ||
2
LB
)
(3.80)
∆s :=
1
4
(
||z+0 ||
2
UB − ||z
+
0 ||
2
LB + ||z
−
0 ||
2
UB − ||z
−
0 ||
2
LB
)
(3.81)
Since the parameter κ has been chosen arbitrarily, it can be set such that the
bound gap ∆s is minimized. Two different approaches are presented next.
Optimized bounds for no improved solutions
The upper bound expression may be expanded as follows:
||z±0 ||
2
UB = a(κeˆ±
1
κ
eˆ∗, κeˆ±
1
κ
eˆ∗) = κ2||eˆ||2 ± 2a(eˆ, eˆ∗) +
1
κ
||eˆ∗||2 (3.82)
If we consider the trivial solution for the lower bound, that is,
||z±0 ||
2
LB = 0 (3.83)
Then the expressions for the bound center and bound gap can be rewritten as:
s¯ := sH + sdiv +
1
2
a(eˆ, eˆ∗)
∆s :=
1
2
(
κ2||eˆ||2 +
1
κ
||eˆ∗||2
)
The minimum gap is reached by setting κ = ||eˆ∗||/||eˆ||, and we can conclude:
s¯ := sH + sdiv +
1
2
a(eˆ, eˆ∗) (3.84)
∆s := ||eˆ|| ||eˆ∗|| (3.85)
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Optimized bounds using improved solutions
The improved solutions of the un-equilibrated Dirichlet problems e¯ and e¯∗ can be
used to define a sharper bound. If we now expand the lower bound for the combined
error z±0 .
||z±0 ||
2
LB =
κ2A(e¯, e¯∗)± 2B(e¯, e¯∗)∓ 2C(e¯, e¯∗)± 2B(e¯∗, e¯) + 1
κ2
A
∗(e¯, e¯∗)
D(e¯, e¯∗)
(3.86)
Where the following abbreviations have been used:
A(e¯, e¯∗) := ||e¯||2(Ru,div(e¯
∗))2 − 2a(e¯, e¯∗)Ru,div(e¯)Ru,div(e¯
∗) + ||e¯∗||2(Ru,div(e¯))
2
(3.87)
A
∗(e¯, e¯∗) := ||e¯||2(R∗u,div(e¯
∗))2 − 2a(e¯, e¯∗)R∗u,div(e¯)R
∗
u,div(e¯
∗) + ||e¯∗||2(R∗u,div(e¯))
2
(3.88)
B(v,w) := ||v||2Ru,div(w)R
∗
u,div(w) (3.89)
C(e¯, e¯∗) := a(e¯, e¯∗)
(
Ru,div(e¯)R
∗
u,div(e¯
∗) +R∗u,div(e¯)Ru,div(e¯
∗)
)
(3.90)
D(e¯, e¯∗) := ||e¯||2||e¯∗||2 − (a(e¯, e¯∗))2 (3.91)
Then we can define the improved output of interest bound center s¯ and improved
output of interest bound gap ∆s may be expressed as:
s¯ := sH + sdiv +
1
2
a(eˆ, eˆ∗) +
B(e¯, e¯∗)−C(e¯, e¯∗) +B(e¯∗, e¯)
D(e¯, e¯∗)
∆s :=
κ2
2
(
||eˆ||2 −
A(e¯, e¯∗)
D(e¯, e¯∗)
)
+
1
2κ2
(
||eˆ∗||2 −
A
∗(e¯, e¯∗)
D(e¯, e¯∗)
)
If a minimization problem is performed to ∆s, then the value of κ that gives us
the sharper bound can be found.
κ2 =
√
||eˆ∗||2D(e¯, e¯∗)−A∗(e¯, e¯∗)√
||eˆ||2D(e¯, e¯∗)−A(e¯, e¯∗)
(3.92)
Then, we can conclude as:
s¯ := sH + sdiv +
1
2
a(eˆ, eˆ∗) +
B(e¯, e¯∗)−C(e¯, e¯∗) +B(e¯∗, e¯)
D(e¯, e¯∗)
(3.93)
∆s :=
√
||eˆ||2D(e¯, e¯∗)−A(e¯, e¯∗)
√
||eˆ∗||2D(e¯, e¯∗)−A∗(e¯, e¯∗)
D(e¯, e¯∗)
(3.94)
This alternative results in a sharper bound. However, it makes use of the un-
equilibrated divergence capturing error e¯ and e¯∗, and thus it entails higher compu-
tational costs.
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3.3 Summary
This section summarizes the necessary steps in order to bound the outputs of
interest according to the method described.
FE analysis Local problems
Post-
process
uH, pH
u∗H, p
∗
H
sH
ediv, e¯
e∗div,e¯
∗
sdiv
eˆ
eˆ∗
s¯,∆s
s¯,∆s
Primal problem
Dual problem*
Equilibrated
divergence
capturing error
Divergence free
error estimator
Bounds
Unequilibrated
divergence
capturing error
Improved
bounds
Figure 3.5: Bound computation scheme
Recall that the value that we want to bound is:
s = l∗u(u) + l
∗
p(p),
Thus, we must proceed as:
Step 1 Primal FE approximation
Solve the FE problem: find uH, pH ∈ UH ×QH such that
a(uH,w) + b(pH,w) = lu(w) ∀w ∈ VH,
b(q,uH) = 0 ∀q ∈ QH,
And get the output approximation: sH = l
∗
u(uH) + l
∗
p(pH).
Step 2 Dual FE approximation
Solve the FE problem: find u∗H, p
∗
H ∈ UH ×QH such that
a(u∗H,w) + b(p
∗
H,w) = l
∗
u(w) ∀w ∈ VH,
b(q,u∗H) = l
∗
p(q) ∀q ∈ QH,
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Step 3 Divergence-capturing error
Compute the divergence-capturing error for the primal and dual problems:
ediv =
∑
i
eidiv e
∗
div =
∑
i
e
∗,i
div gdiv = g
∗
div = 0
where the local velocity solutions are found by solving the Dirichlet equilibrated
problems on stars. The primal problem reads: find eidiv, g˜
i
div,f
i ∈ V i0×Q
i
0×V¯
i
H,1 such
that:
ai(eidiv,w) + b
i(g˜idiv,w) + a
i(f i,w) = Riu(Φiw) ∀w ∈ V
i
0
bi(q,eidiv) = R
i
p(Φiq) ∀q ∈ Q
i
0
ai(eidiv,wH) = 0 ∀wH ∈ V¯
i
H,1
The dual problem reads: find e∗,idiv, g˜
∗,i
div,f
∗,i ∈ V i0 ×Q
i
0 × V¯
i
H,1 such that:
ai(e∗,idiv,w) + b
i(g˜∗,idiv,w) + a
i(f∗,i,w) = R∗,iu (Φiw) ∀w ∈ V
i
0
bi(q,e∗,idiv) = R
∗,i
p (Φiq) ∀q ∈ Q
i
0
ai(e∗,idiv,wH) = 0 ∀wH ∈ V¯
i
H,1
Step 4 Divergence-free error
Compute the error estimator
eˆ =
∑
i
eˆi, gˆ =
∑
i
gˆi, eˆ∗ =
∑
i
eˆ∗,i, gˆ∗ =
∑
i
gˆ∗,i,
Where the primal solution is the result of: Find (eˆi, gˆi) ∈ Vˆ i ×Qi such that
ai(eˆi,w) + bi(gˆi,w) = Riu,div(Φi(w −YH,1w)) ∀w ∈ V¯
i
bi(q, eˆi) = 0 ∀q ∈ Qi
And the dual solution is the result of: Find (eˆ∗,i, gˆ∗,i) ∈ Vˆ i ×Qi such that
ai(eˆ∗,i,w) + bi(gˆ∗,i,w) = Riu,div(Φi(w −YH,1w)) ∀w ∈ V¯
i
bi(q, eˆ∗,i) = 0 ∀q ∈ Qi
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Step 5 Bounds
Compute the bounds for the output of interest:
s¯−
1
2
∆s ≤ s ≤ s¯+
1
2
∆s
where the bound center and bound gap are:
s¯ := sH + sdiv +
1
2
a(eˆ, eˆ∗) ∆s := ||eˆ|| ||eˆ∗||
Step 6 Improved bounds
In order to generate sharper bounds, this last step must be followed.
Compute the un-equilibrated divergence-capturing error approximation:
e¯div =
∑
i
e¯idiv g¯div =
∑
i
g¯idiv e¯
∗
div =
∑
i
e¯
∗,i
div g¯
∗
div =
∑
i
g¯∗,idiv
where the primal local contributions are the solutions of: find e¯idiv, g¯
i
div ∈ V
i
0 × Q
i
0
such that:
ai(e¯idiv,w) + b
i(g¯idiv,w) = R
i
u(Φiw) ∀w ∈ V
i
0
bi(q, e¯idiv) = R
i
p(Φiq) ∀q ∈ Q
i
0
and the dual local contributions are the solutions of: find e¯∗,idiv, g¯
∗,i
div ∈ V
i
0 × Q
i
0 such
that:
ai(e¯∗,idiv,w) + b
i(g¯∗,idiv,w) = R
∗,i
u (Φiw) ∀w ∈ V
i
0
bi(q, e¯∗,idiv) = R
∗,i
p (Φiq) ∀q ∈ Q
i
0
Compute the optimal bounds for the output of interest:
s¯−
1
2
∆s ≤ s ≤ s¯+
1
2
∆s
where the bound center and bound gap are:
s¯ := sH + sdiv +
1
2
a(eˆ, eˆ∗) +
B(e¯, e¯∗)−C(e¯, e¯∗) +B(e¯∗, e¯)
D(e¯, e¯∗)
∆s :=
√
||eˆ||2D(e¯, e¯∗)−A(e¯, e¯∗)
√
||eˆ∗||2D(e¯, e¯∗)−A∗(e¯, e¯∗)
D(e¯, e¯∗)
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Chapter 4
ADAPTIVE REFINEMENT
The first, and maybe most natural, idea for a FE approximation improvement may
be the homogeneous mesh refinement. This method does not appear to be the
most effective one, since in general the elements have different contributions on
the solution accuracy.
Therefore it seems more convenient to apply a more intense refinement on ele-
ments that affects more on the final solution than the ones that have little influence
on it. This latter procedure is named adaptive refinement. An adaptive refinement
approach is based on a parameter that quantifies the error committed. This pa-
rameters will be named amount of error G. The error estimator energy norm (||eˆ||),
or the output bound gaps (∆s,∆s) are examples of error indicators. The refinement
goal is to reduce this parameters by subdividing the mesh elements.
In this chapter, an adaptive refinement method is described. The chapter is
divided into two parts; the first one devoted to a method for choosing the elements to
subdivide, and the second one describes briefly the element subdivision technique.
4.1 Refinement indicators
The first step is to define a criteria for choosing the elements to divide. This criteria
will be based on a refinement indicator, that is to say, a function which values
are associated to each element and gives information about its contribution on the
global result.
The basics of a new refinement indicator are described next, and then they are
applied for the present case.
4.1.1 Basics
We assume that the FE approximation accuracy can be assessed by an amount of
error G (e.g. the accuracy on the velocity field u can be determined by the error
estimator energy norm ||eˆ||, and the accuracy on the quantity of interest s can be
determined by the bound gap ∆s).
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The amount of error is assumed to be a function of the element contributions
(ηk). The element contributions are the restriction of the bilinear and linear forms
and the residuals to the elements (ak(•, •), bk(•, •) , lu,k(•, •), l
∗
u,k(•, •), Ru,k(•), . . . ).
For instance, the restriction of a(•, •) is:
ηk = ak(v|Ωk ,w|Ωk) =
∫
Ωk
(w ⊗∇) : 2µ(v ⊗∇)sym dΩ,
If the element k contributes with {η1k, η
2
k, . . . , η
i
k . . . }, the amount of error G can be
expressed as a function of the element contributions:
G = G(η11 , η
2
1 , . . . , η
i−1
k , η
i
k, η
i+1
k , . . . ) (4.1)
It would be convenient to find the variation on G that entails a refinement on
element k. Given an indicator G, the contribution variations δη1k, . . . , δη
i
k, . . . due to a
refinement on element k entail a variation δG on the amount of error. That variation
can be written as:
δG =
∑
i
∂G
∂ηik
δηik (4.2)
Now, we assume that the change of the contribution is proportional to the con-
tribution itself (we linearize the variation):
δηik ∼ η
i
k (4.3)
The contribution may be expressed by its mesh-dependency, that is, can be
expressed as a function of the mesh size:
ηik = Ci h
α
k (4.4)
where Ci is a constant, h is the mesh size and α is the mesh dependency rate.
Assuming that the element k is subdivided into N smaller elements, the variation
of the contribution can be found:
hk →
hk
N
⇒ ηik →
1
Nα
ηik ⇒ δη
i
k ≃
(
1−
1
Nα
)
ηik =: βη
i
k
where we have defined the refinement parameter β. The variation on the amount
of error δG can be linearized according to this latter result
δG = β
∑
i
∂G
∂ηik
ηik (4.5)
since we have assumed that the mesh parameter β is constant among the ele-
ment contributions.
We use this results to define the refinement indicator for element k:
Θk =
∑
i
∂G
∂ηik
ηik (4.6)
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The sum of element refinement indicators must be proportional to G in order to
ensure that the refinement indicator always quantifies the element contributions
when the amount of error is non-zero. We can guarantee that by imposing the
condition:
γ−G ≤
∑
k
Θk ≤ γ
+G (4.7)
where γ± is a constant. Therefore the goal is, given an amount of error, to
construct a suitable refinement indicator Θk (i.e. that verifies equation 4.7) from
the relevant element contributions ηk.
4.1.2 Examples of refinement indicators
The basics have been already stated. This section is devoted to construct different
refinement indicators for the actual case. Following three different refinement indi-
cators are derived. They are divided into two categories. The first indicator Θeˆ asses
the element contributions to the velocity field approximation. The second and third
indicators (Θ∆s and Θ∆s) asses the output of interest approximation.
Error estimator energy norm
In order to improve the velocity field solution, we focus on reducing the error esti-
mator energy norm. The refinement indicator, therefore, is based on this amount
of error. The error estimator energy norm is
G = ||eˆ||2 (4.8)
In this case one element contribution is suggested:
ηk =
√
ak(eˆ, eˆ) (4.9)
such that G can be found as the sum of the square element contributions:
G =
∑
(ηk)
2 (4.10)
The refinement indicator is found using 4.6 again:
Θeˆ,k = 2(ηk)
2 (4.11)
It can be easily proved that verifies∑
Θeˆ,k = 2G (4.12)
Output of interest: mesh refinement based on bound gap
For the remaining refinement indicators the goal is to reduce the bound gap. Since
we have introduced two different approaches for obtaining the bound gap, we derive
the two respective refinement indicators.
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Output bound gap The bound gap is defined on 3.2.3.
G = ∆s = ||eˆ|| ||eˆ∗|| (4.13)
The element contributions that will be used in this case are:
η1k = ak(eˆ, eˆ) (4.14)
η2k = ak(eˆ
∗, eˆ∗) (4.15)
Again, G can be expressed as a combination of the element contributions:
G =
√∑
η1k
√∑
η2k (4.16)
thus, the refinement indicator is:
Θ∆s,k =
η1k
2
√∑
η1j
√∑
η2j +
η2k
2
√∑
η2j
√∑
η1j (4.17)
That refinement indicator also fulfills the compatibility condition:∑
Θ∆s,k = G (4.18)
Output bound gap with improved solution The definition for this bound gap
is also derived on 3.2.3.
G = ∆s =
√
||eˆ||2D(e¯, e¯∗)−A(e¯, e¯∗)
√
||eˆ∗||2D(e¯, e¯∗)−A∗(e¯, e¯∗)
D(e¯, e¯∗)
(4.19)
The suggested contributions of element k are:
η1k = ak(eˆ, eˆ) η
2
k = ak(eˆ
∗, eˆ∗) η3k = ak(e¯, e¯)
η4k = ak(e¯
∗, e¯∗) η5k = ak(e¯, e¯
∗) η6k = Ru,div,k(e¯)
η7k = Ru,div,k(e¯
∗) η8k = R
∗
u,div,k(e¯) η
9
k = R
∗
u,div,k(e¯
∗)
The un-equilibrated Dirichlet solution (e¯, e¯∗) also takes part in this refinement
indicator. The cost for computing it is higher than the previous refinement indica-
tor. On the other hand we can expect a better refinement since we have enriched
the information used.
In order to derive the indicator in a clean and short way, we will make use of an
abbreviation:
S
±
ab,cd = Ση
a
jΣη
b
j ± Ση
c
jΣη
d
j
Then, G can be expressed as a combination of the element contributions, using
the previously defined abbreviation:
G =
(
S
−
34,55Ση
1
k + S
−
46,57Ση
6
k + S
−
37,56Ση
7
k
) 1
2
(
S
−
34,55Ση
2
k + S
−
48,59Ση
8
k + S
−
39,58Ση
9
k
) 1
2
S
−
34,55
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the refinement indicator is found on a similar way as the previous examples,
Θ∆s,k =

 η1k2 S−34,55 + η3k2 S+14,77 + η4k2 S+13,66 − η5kS+15,67 + η6kS−46,57 + η7kS−37,56
(Ση1k)S
−
34,55 + (Ση
6
k)S
−
46,57 + (Ση
7
k)S
−
37,56
+
η2
k
2 S
−
3455 +
η3
k
2 S
+
24,99 +
η4
k
2 S
+
23,88 − η
5
kS
+
25,89 + η
8
kS
−
48,59 + η
9
kS
−
39,58
(Ση2k)S
−
34,55 + (Ση
8
k)S
−
48,59 + (Ση
9
k)S
−
39,58
+
η5k(Ση
5
j )−
η3
k
2 (Ση
4
j )−
η4
k
2 (Ση
3
j )
S
−
34,55

G
and it verifies:∑
Θ∆s,k = 2G (4.20)
Note that this refinement indicator uses the un-equilibrated and equilibrated
Dirichlet local problems and the error estimator, for both the primal and dual prob-
lem. Therefore the computation of this refinement indicator is expected to be sub-
stantially more expensive than the two previous indicators.
4.1.3 Summary
Three different refinement indictors have been defined since we may want to choose
one or another according to the problem characteristics. The problem may require
an improvement on the velocity approximation u that will lead to use the first re-
finement indicator related with the error estimator. However in most cases the
problem may require an improvement on the output of interest, leading to the use
of the refinement indicators Θ∆s,k and Θ∆s,k. This refinement indicators also have
different behavior according to computational cost and accuracy.
Table 4.1 below summarizes the most important characteristics of the refine-
ment indicators examples.
Refinement indicator G Variables Accuracy Cost
Θeˆ Error estimator energy norm ||eˆ|| eˆ low low
Θ∆s Bound gap ∆s eˆ, eˆ
∗ medium medium
Θ∆s Improved bound gap ∆s eˆ, eˆ
∗, e¯, e¯∗ high high
Table 4.1: Refinement indicators
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4.2 Element subdivision. The Rivara method
The refinement indicators will allow us to choose the elements to subdivide. Once
the elements to subdivide are selected, there is a huge variety of ways to split it into
smaller elements. There is, as well, some conditions that we want to require to the
subdivision method in order to generate a proper mesh.
We require to the subdivision method to split the main element into similar ele-
ments, in our case, triangular. Since the FE approximations are more stable under
regular meshes, we may want to generate meshes as homogeneous as possible,
keeping us much as possible the element aspect ratio.
In the present work the Rivara method is applied. The Rivara method, unlike
other common subdivision methods, consist on edge splitting, rather than element
splitting. The edges are selected in order to avoid an excessive decrease of the
minimum angle during the refinement procedure.
Given a triangular mesh T and a set of selected elements K0 ∈ T.:
1. Define the elements to subdivide K = K0.
2. For each element k ∈ K, mark the longest edge.
3. Divide the edge by its midpoint.
4. Connect the midpoint with the opposite node defining by this means the bi-
section edge.
5. Bisect each k ∈ K. Obtain k1, k2 ∈ K1.
6. A new set G is defined as the group of elements with a hanging node.
7. If G 6= ∅, let K = G and start again on step 4.
Once the algorithm is finished, define the new mesh G as (T/K0 ∪ K1).
(a) Before bisection (b) After bisection
Figure 4.1: Refinement edges
The Rivara method is used together with a refinement indicator to perform the
adaptive refinement.
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4.3 Iterative refinement
In order to achieve the desired accuracy, the refinement technique has to be applied
iteratively to the problem. The refinement iteration is:
1. Compute the bounds.
2. Check if the aimed accuracy is satisfied. If it is satisfied, the computation
stops here. If not, the iteration continues on next step.
3. Choose one refinement indicator from the three defined in 4.1.2.
4. Compute the refinement indicator for each element.
5. Choose a refinement criteria.
6. Perform the subdivision according to the Rivara method defining a new mesh.
7. Go to point 1 and start again.
Computation of
Bounds
Check
toler-
ance
Result
Element
contributions
Refinement
indicators
Element
subdivision
Rivara technique
YES
NO
Figure 4.2: Adaptive refinement scheme
The refinement criteria is used to choose the elements to subdivided from the
refinement indicator results. We are interested on choose the elements that have a
higher contribution on the approximation accuracy. Here the refinement criteria is
defined as the elements that have a contribution greater than a certain proportion
of the greater element contribution. That is:
K0 = {k : θk ≥ γ · max
k
(θk)}. (4.21)
Where γ is an arbitrary constant. Therefore, the refinement criteria is defined
by the value of γ.
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NUMERICAL EXAMPLES
Two examples of problems where the method is applied are shown next. The goal is
to prove the performance of the method and show its capabilities in some practical
cases. The methodology used for analyze the examples is described first. After that,
the examples are shown. The first one is a problem with known analytical solution,
that will help to check the method performance. The second example is a more
complex case, trying to reproduce a typical engineering problem.
5.1 Methodology
The examples that are introduced in this chapter are structured in a common way,
to make easy their understanding and comparison.
Problem description Firstly, the problem to solve must be fully described. In
order to do that, the domain Ω, boundary conditions ΓD and ΓN and the body load
b must be defined.
We perform the analysis focusing on an output of interest s. This output must
be defined as a sum of functionals l∗u(•) and l
∗
p(•) of the field variables. Recall from
2.21 that the sum is written as:
s = l∗u(u) + l
∗
p(p).
The aimed accuracy for the output of interest determine the degree of refine-
ment. The accuracy can be assessed in different ways. In the present work the
accuracy will be assessed by the relative bound gap and the improved relative bound
gap. They can be calculated as:
δs =
∆s
2|s|
δs =
∆s
2|s|
(5.1)
The computation will be performed until the relative bound gap is lower than an
imposed threshold:
δs ≤ δsmax or δs ≤ δsmax (5.2)
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The thresholds δsmax and δsmax will be named maximum relative bound gap and
maximum improved relative bound gap, and they are chosen according to the prob-
lem goals.
FE approximation After the problem has been defined, we are able to propose a
FE analysis. The problem domain is subdivided into mini elements (2.1.3), defining
by this manner the global mesh. The primal and dual problem can be solved, yield-
ing an approximation for primal and dual velocity and pressure fields (u, p,u∗, p∗) as
well as the output approximation (sH).
Error assessment The next step is the computation of the error. The domain is
split into stars (see 3.1.2). On every star very fine mesh is defined in order to solve
the local problems. This local mesh, also called reference mesh, will condition the
bound reliability. The local mesh can be defined arbitrarily according to the prob-
lem characteristics. In order to do that we will define the local degree of refinement,
τ . For a degree of refinement τ = 10, every global element is subdivided into 100
local elements.
Three different local problems are solved in a sequence.
• First, the two different approaches for the divergence-capturing error are com-
puted: the equilibrated Dirichlet problems (ediv, gdiv,e
∗
div, g
∗
div) and the unequi-
librated Dirichlet problems (e¯, g¯, e¯∗, g¯∗).
• Then, the error estimator is computed (eˆ, gˆ, eˆ∗, gˆ∗).
The results of the local problems will yield the bounds for our output of interest.
The bounds can be defined in different ways. Recall that sharper bounds can be
obtained at the expense of computation cost, and wider bounds are cheaper to
obtain.
According to 3.2.3, the bounds can be defined as:
1. Optimized bounds for no improved solutions (s¯,∆s), using the results from
the equilibrated Dirichlet problems and the error estimator:
ediv, gdiv,e
∗
div, g
∗
div, eˆ, gˆ, eˆ
∗, gˆ∗.
2. Optimized bounds for improved solutions (s¯,∆s), using the same results as
the previous one, and adding the unequilibrated Dirichlet problem results:
ediv, gdiv,e
∗
div, g
∗
div, eˆ, gˆ, eˆ
∗, gˆ∗, e¯∗, g¯, e¯∗, g¯∗.
The local problem results are also used in the next step in order to compute the
refinement indicators.
Adaptive refinement If the bounds are not sharp enough, i.e. the accuracy re-
quirement 5.2 is not satisfied, the mesh must be refined according to Chapter 4.
In order to do that we assign a value for γ, that determines the refinement criteria.
The choice of γ will condition the results: the higher is γ, the less elements are
subdivided in each iteration.
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Result analysis Finally, the results from the computation should be discussed.
They are compared with homogeneous refinement results, in an effort to emphasize
advantages and drawbacks of the proposed method.
Note that the comparison will be based on the relation between degrees of free-
dom and accuracy achieved. A lower number of dofs does not mean necessarily a
lower computational cost.
In an attempt to quantify this computational cost of the different cases, an
estimation of the computational cost is done by adding the cost of every iteration.
It can be written as:
computational cost =
∑
iter
DOFs2
By this manner it is possible to distinguish the cases that need a different num-
ber of iterations in order to reach the same accuracy with the same number of
DOFs.
The parameters used to compare the results are the relative bound gap and the
effectivity. The relative bound gap has already been defined on 5.1. The effectivity
is defined by the relation between the exact output of interest and its FE approxi-
mation.
η =
s¯
s
η =
s¯
s
(5.3)
According to its definition, an effectivity of 1 is achieved when the approximation
and the exact solution fully agree.
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5.2 Example #1 — Stokes’ flow on the unit square
The first example is a flux problem with known solution. The reason to choose such
a problem is to have a reliable reference solution to check the performance of the
method described so far.
5.2.1 Problem description
The problem is defined as a Stokes’ problem in an unit square (x, y) ∈ [0, 1]2, with
Dirichlet conditions along the whole boundary.
An approach to state a problem such that we can derive an analytical solution
is to choose a solution (u, p) that already fulfills the problem equations. The appro-
priate body force b and the boundary conditions are derived from this variables.
Given a potential vector A, its curl u = ∇×A is always solenoidal.
∇ · u = ∇ · (∇×A) = 0. (5.4)
If the vector u is interpreted as a vector of velocities, then the solenoidal char-
acteristics of the vector field are equivalent to the incompressibility condition. We
can use this result to generate a solution that fulfills the Stokes’ equations.
In the present example, the following potential vector is chosen:
A = U(x)U(y), (5.5)
where U(ξ) = ξ4 − 2ξ3 + ξ2. (5.6)
According to the introduced equation 5.4, the velocity field is defined by:
ux = U(x)U
′(y), (5.7)
uy = −U
′(x)U(y). (5.8)
The velocity along the whole boundary is set to 0, defining by this way a Dirichlet
boundary conditions.
Note that the solution is a 7th-degree polynomial function. Since the chosen
shape functions are 3th-degree polynomial functions ([P1(Ω)]
d + Bd3), the solution
cannot be represented by them. We assure by these means the generality of the
example, avoiding the particular case where the approximation is able to reproduce
the exact solution.
We also have to define a pressure field. We must require to the pressure to
have a null integral over the problem domain. That conditions assures a unique
solution. In the present case, we define the pressure as:
p = P(x, y)−
∫
Ω
P(x, y)dΩ, where P(x, y) = (x−
1
2
)3. (5.9)
Again, the solution of the pressure has a higher order than the approximating
functions (the solution is a 3th-degree polynomial, and the pressure approximation
is linear).
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0 0.5 1
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(a) Velocity field
0 0.5 1
0
0.5
1
−0.1 −0.05 0 0.05 0.1
(b) Pressure field
Figure 5.1: Example 1 — Analytical solution
The analytical velocity and pressure solutions are shown in the figure 5.1.
From the given velocity and pressure functions, we can derive the body force
that causes such conditions. In order to do that, we can use the Stokes’ equations
2.1b and the constitutive relation 2.2. For this case, the viscosity coefficient has
been set to µ = 1.
In the present case, the body force that generates the velocities and pressures
shown before is:
b = −2µ

 U′′(x)U′(y) +
1
2
[
U′(x)U′′(y)−U′′′(x)U(y)
]
1
2
[
U(x)U′′′(y)−U′′(x)U′(y)
]
−U′(x)U′′(y)

+ [ P′
0
]
(5.10)
The body force in the problem domain is shown in the figure 5.2(a).
One of the goals of the example is to evaluate the performance on the output
approximation. We are interested on assess the average velocity on the right half of
the unit square. In order to do that, we define the output of interest as:
s =
1∫
dΨ
∫
uy dΨ, where Ψ =
{
x, y : (x, y) ∈ [
1
2
, 1]× [0, 1]
}
(5.11)
Recalling the formulation used for the dual problem, we may write the output of
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interest as:
s = l∗u(u) + l
∗
p(p), where


l∗u(w) =
1∫
dΨ
∫
wy dΨ,
l∗p(q) = 0.
(5.12)
Using the equivalence between the primal and dual problem, we can derive the
dual body force.
b∗ =
{
0 if x < 0.5
ey if x ≥ 0.5
, where ey is the unitary vector in y direction. (5.13)
This load is shown in figure 5.2(b).
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(a) Body force
0 0.5 1
0
0.5
1
(b) Dual body force
Figure 5.2: Example 1 — Source terms for the primal and dual problems
The exact value for s, i.e. the average velocity in the right half of the unit square,
can be found from the exact solution using the equation 5.11.
s =
1
240
≃ 0.004167. (5.14)
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5.2.2 FE approximation
The problem characteristics have been defined, thus we are on position to perform
an approximation for the velocity and pressure fields using a FE approach. In order
to do that, the domain Ω is subdivided defining a mesh.
The defined mesh consist of 16 mini elements. That is a very coarse mesh, and
is expected to not fulfill the accuracy requirements. By this manner a full adaptive
process is assured. The mesh is shown on the figure 5.3.
Velocity node
Pressure node
Figure 5.3: Example 1 — Initial mesh
The defined mesh has a total of 71 degrees of freedom. 58 degrees of freedom
are devoted to the velocity approximation: for each direction there are 13 degrees
of freedom associated to the mesh nodes and 16 associated to the mesh elements
(the bubble nodes). The pressure field is approximated by 13 degrees of freedom
(one for each mesh node). The problem matrix has therefore 71 rows and columns.
The FE approximation is shown in the figure 5.4. The results are consistent,
and they are able to describe the flow. However, just by visually inspection, can be
noted that the proposed mesh is too coarse.
Using the velocity and pressure approximations (uH, pH), we can approximate the
output of interest by use of the equation 5.11. The output approximation according
to the initial mesh is sH = 0.001200. Note that the error committed is substantial
(sH/s = 0.288). A better approximation for the output of interest can be found by
using the local problems results.
The dual problem has also to be solved, since its results are essential for deter-
mining the output bounds. Recall that it is equivalent to the Stokes’ problem with
the loads defined by the output of interest 5.11, therefore the matrix of the system
of equations remain unaltered. However the load vectors are different. The dual
approximation is shown in 5.5. Although the results can be plotted and checked,
note that they have no direct physical meaning.
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(b) Pressure field
Figure 5.4: Example 1 — Initial primal approximation
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(b) Pressure field
Figure 5.5: Example 1 — Initial dual approximation
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5.2.3 Error estimation
After the FE analysis is complete, the corresponding error must be assessed. The
domain is subdivided into the corresponding local domains: the stars. See Figure
5.6 for some examples of local stars. The local meshes are defined by a refinement
degree of τ = 10 (100 elements for each former global element).
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(a) Corner node star
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(b) Edge node star
0 0.5 1
0
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1
(c) Central node star
Figure 5.6: Example 1 — Three example stars for the local problems
After having established the local meshes, the three local problems are solved.
First the divergence capturing errors are computed, according to 3.1.2. The com-
putation will yield the un-equilibrated and equilibrated divergence capturing errors
(e¯i and eidiv). Then we are able to compute the error estimator (eˆ
i), according to
3.1.3 (recall that the error estimator is computable only after the computation of
the equilibrated divergence capturing error). This local solutions are added, yielding
the global error solutions (e¯, ediv and eˆ).
After computing the error, we can post-process the obtained information and
get the output bounds. Recall from 3.2.3 that there are defined two different bound
computations. The optimized bounds without improved solution (s¯,∆s) do not need
the computation of the un-equilibrated error, and yields the widest bounds.
−0.005883 ≤ s ≤ 0.006083 (5.15)
The optimized bounds with improved solution (s¯,∆s) yield the sharpest bound-
ing, by using the un-equilibrated error results.
0.002770 ≤ s ≤ 0.005674 (5.16)
The output approximation has been improved by the local problem results. The
effectivity is η = 0.0239 for the first approach and η = 1.0132 for the second one. Note
that the local problem results offer a output approximation substantial improve-
ment with no need of mesh refinement.
The corresponding improved relative bound gap is δs = 0.3439.
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5.2.4 Adaptive refinement
The results achieved are considered to be not accurate enough. Therefore, it is the
right moment to start an iterative adaptive process. The goal accuracy is set: we
want to obtain the average velocity of the right half of the domain with an accuracy
of 99%. In order to achieve that, the maximum relative bound gap is set at δsmax =
0.01.
The refinement iteration results will be different depending on the refinement
indicator used. The first refinement indicator, Θeˆ, is based on the element contri-
bution to the error energy norm. On the other hand, the second Θ∆s, and third
Θ∆s refinement indicators are based on the bound gap. A different behavior on the
refinement process is expected for these different indicators. However in this first
example the adaptive refinement will be based on the last refinement indicator. On
the other hand the refinement criteria is set by choosing γ = 12 . The evolution of the
results trough the process of mesh refinement is shown on Figure 5.7. Note that
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(a) Iteration 1 mesh
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(b) Iteration 2 mesh
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(c) Iteration 3 mesh
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(d) Iteration 6 mesh
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(e) Iteration 9 mesh
0 0.5 1
0
0.5
1
(f) Iteration 14 mesh
Figure 5.7: Example 1 — Some meshes product of the adaptive refinement
the adaptive refinement leads to an even refinement on both sides of the domain.
We would have expected a more intense refinement on the right half of the domain,
where the output of interest is defined. Nonetheless the refinement indicator is
defined to choose the most relevant elements for the selected output, therefore, the
last adapted mesh shown in Figure 5.7 is the most effective refinement in order to
approximate the output.
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Figure 5.8: Example 1 — Refinement indicator Θ∆s results for iteration 4
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(b) Selected elements
Figure 5.9: Example 1 — Refinement indicator Θ∆s results for iteration 13
The refinement indicator results (Θ∆s) and the adaptive criteria (γ =
1
2 ) element
choice for two example meshes are shown on figures 5.8 and 5.9.
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5.2.5 Result analysis
The results shown on Figure 5.10 corresponds to the adaptive process from the
initial mesh (see Figure 5.3), using in every iteration the error estimator Θ∆s and
setting an error tolerance of δsmax = 0.01.
500 1000 1500 2000 2500
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x10
-3
s
DOFs
s¯±∆s
s¯±∆s
s¯
s¯
s
}
(no improved)}
(improved)
Figure 5.10: Example 1 — Adaptive process bounds
As it is proved in Larsson et al. [2], the approach with improved solution always
offer an equal or more accurate bounding than the approach with no improved
solution. In order to check the adaptive process, the adaptive results are compared
to the homogeneous results in Figure 5.11.
50 100 500 1000 5000 10000
0.01
0.1
1
δs
DOFs
δsmax
Homog. δs
Homog. δs
Adapt. δs
Adapt. δs
Figure 5.11: Example 1 — Adaptive refinement Vs. Homogeneous refinement
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Adaptive Homogeneous
DOFs ∆s× 10−3 δs DOFs ∆s× 10−3 δs
71 2.9038 0.3439 71 2.9038 0.3439
· · · · · · · · · · · · · · · · · ·
2067 0.1187 0.0142 1891 0.3332 0.0389
2354 0.1011 0.0121 3683 0.0855 0.0102
2459 0.0812 0.0097 7363 0.0672 0.0080
Table 5.1: Example 1 — Adaptive refinement Vs. Homogeneous refinement
The adaptive refinement becomes a more effective approach than the homoge-
neous one when a certain mesh density is reached (in this case, for DOFs > 1000).
When the mesh is coarse, the refinement indicator entails a significant amount of
error, and generates a refined mesh that is not necessarily the most effective one.
When the mesh density increases this error can be neglected, and the refinement
indicator leads to the right element choice.
On the other hand it must be noted that the relative bound gap convergence
show some oscillatory behavior instead of being a monotonic decreasing function.
That is caused by the choice of mini elements as an element approximation since
the presence of the bubble in the velocity approximation frustrate a refined mesh
to reproduce its parent mesh approximation.
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(a) Velocity field
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(b) Pressure field
Figure 5.12: Example 1 — Initial primal approximation
The final velocity and pressure field approximations are shown on Figure 5.12.
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5.3 Example #2 — Step flow
The second example that is performed is a problem of a channel flow over a surface-
mounted obstacle. This example has been already used by different authors (see,
for instance, [7]) in order to reproduce a more applied Stokes’ problem situation.
5.3.1 Problem description
The channel is represented by the domain [0, 40]×[0, 10]. The obstacle is represented
by the unit square [5, 6] × [0, 1]. Thus, the problem domain is the substraction of
the unit square obstacle to the channel domain, and it is represented on the Figure
5.13.
5
1
1
10
40
Ω
Figure 5.13: Example 2 — Problem domain
The velocity is set to zero in the lateral and obstacle walls , but the inflow side
shows a Poiseulle-type velocity profile (Dirichlet boundary conditions). The outflow
side is ”open”: the pressure is null along the side (Neumann boundary conditions).
The Boundary conditions are shown on Figure 5.14.
ΓD : u = 0
ΓD : u = 0.04y(10 − y)ex
ΓN : t = 0
Figure 5.14: Example 2 — Problem boundary conditions
The viscosity coefficient is the same used on the first example, µ = 1. It has been
assumed that no body forces act on the fluid.
The goal in this second example is to analyze the flux behavior in the obstacle
surroundings. In order to do that, a study region Ψ1 near the step is chosen. This
zone is shown on Figure 5.15.
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(a) Study region
0.5
0.8
Ψ1
(b) Study region — detail
Figure 5.15: Example 2 — Study region
Three different outputs of interest are defined in this case. Two are evaluated
on a study region near the obstacle; one regarding the velocity and another the
pressure. The last output of interest evaluates the pressure on the upper half of
the channel. The outputs of interest are shown on Figure 5.16.
node
s1 =
∮
δΨ1
u ·m dΓ
(a) Output 1 — Circulation over Ψ1
s2 =
∫
pdΨ1∫
dΨ1
(b) Output 2 — Average pressure on Ψ1
s3 =
∫
pdΨ2∫
dΨ2
(c) Output 3 — Average pressure on Ψ2
Figure 5.16: Example 2 — Outputs of interest
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The first output s1, is the circulation over the study region near the obstacle. The
objective to inspect this parameter is to check if there is any loops on the domain.
If the circulation is not null for the domain boundary, there are spinning particles
following a loop inside the domain. We expect the formation of loops close to the
obstacle, therefore we expect circulations different to zero in this study domain. As
a numerical example, it will illustrate the method performance when the outputs
are obtained using line integrals. In order to raise the dual problem, we must write
the output as a functional. It can be written as:
s1 = l
∗
u,1(u) + l
∗
p,1(p), where


l∗u,1(w) =
∮
∂Ψ1
w ·m dΓ,
l∗p,1(q) = 0,
(5.17)
where the vector m is a tangent vector to the study domain boundary ∂Ψ1.
In order to implement the dual force in our FE code, it is much more convenient
to express the output functionals by surface integrals. That means that we must
get rid of the circulation linear integral. According to the Kelvin-Stokes Theorem,
the circulation over a surface boundary is equal to the vorticity surface integral.
l∗u,1(w) =
∮
∂Ψ1
w ·m dΓ =
∫
Ψ1
(∇× u) · ezdΨ1 =
∫
Ψ1
(
∂uy
∂x
−
∂ux
∂y
)
dΨ1 (5.18)
The second output s2 measures the average pressure on the study region near
the obstacle. The functional form for the second output reads:
s2 = l
∗
u,2(u) + l
∗
p,2(p), where


l∗u,2(w) = 0,
l∗p,2(q) =
∫
pdΨ1∫
dΨ1
.
(5.19)
The last output s2 measures the average pressure on the upper half of the chan-
nel.
s3 = l
∗
u,3(u) + l
∗
p,3(p), where


l∗u,3(w) = 0,
l∗p,3(q) =
∫
pdΨ2∫
dΨ2
.
(5.20)
The exact solution is not available, since the problem has not known analytical
solution. Since the method validity has been already proven, the reference will be
the fine local mesh that is defined for solving the error assessment and, therefore,
the output bounds.
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5.3.2 FE approximation
The FE approximation is carried out by the same manner as the previous example.
The domain is divided into mini elements, as is shown on Figure 5.17. The initial
mesh is made up of 115 mini elements, comprehending 449 degrees of freedom.
Homog. δ
Figure 5.17: Example 2 — Initial mesh
Note that the initial mesh is quite heterogeneous. The mesh has been gener-
ated in order to have a higher density close to the obstacle, since we expect local
phenomena on the step surroundings that need to be modeled. Note also that the
triangulation has been chosen to fit exactly the study domain near the obstacle
(Ψ1). However, the triangulation does not fit with the upper half study domain (Ψ2).
The primal problem results for the initial mesh are shown on figure 5.19. The
nodal values have been plotted together with a interpolation of the results to a
regular mesh. The nodal values gives us an idea of the approximation results, and
the density of information. The interpolated values are useful to interpret the result
and check the approximation quality.
The velocity approximation show the same velocity profile along the entire chan-
nel but in two locations: near the obstacle and near outflows. Similarly we can
expect perturbations of the velocity and pressure fields near this two locations.
This perturbations can be easily seen on Figure 5.18 where the stream lines for the
initial FE approximation have been plotted.
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Figure 5.18: Example 2 — Stream lines
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Figure 5.19: Example 2 — Initial approximation
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5.3.3 Error assessment
The error assessment is carried out by solving the local problems on stars. In this
case, the refinement degree is τ = 5 (25 elements for each former global element).
Adapt. δ
Figure 5.20: Example 2 — Examples of local subdomains
The local problem results allow us to compute the bounds for the different out-
puts of interest that we have defined. They are shown on table 5.2.
Improved bounds Goal
Output of interest Lower Upper δs (δsmax)
s1 Recirculation -0.2230 0.0292 130.08% 5%
s2 Average pressure in
obstacle
2.4028 3.9839 24.76% 1%
s3 Average pressure in
upper half
1.5448 1.6049 1.91% 0.1%
Table 5.2: Example 2 — Results for the initial FE approximation
Although the discretization is finer on the obstacle surroundings, the initial
mesh is a very coarse approach to obtain the outputs of interest. The aimed ac-
curacies for every output of interest are imposed by setting a maximum improved
relative bound gap (see 5.2). In order to achieve this higher accuracies, a mesh
refinement process is required.
5.3.4 Adaptive refinement
On the other hand we will check the influence of the different parameters. In order
to do that, the refinement iteration will be performed under different circumstances.
Three different outputs of interest are aimed. Since the adaptive refinement is
goal-oriented, we expect different solutions for each output. It is expected that the
different refinement indicators will generate different results.
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• Θeˆ is focused on decrease the error energy norm. The iteration is expected
to be more effective on terms of reducing the global error than narrowing the
outputs bound gap.
• Θ∆s reduces the bound gap by using the results on the equilibrated local prob-
lems and the error estimator.
• Θ∆s reduces the improved bound gap, and uses the results from all the local
problems. It is more expensive that the previous indicator, but we can expect
a better convergence.
On the other hand the influence of the refinement criteria will be tested by
performing the adaptive process for different values of γ using the same refinement
indicator, Θ∆s.
5.3.5 Result analysis
The results for the refinement process are shown on Figure 5.21. The results for the
homogeneous refinement process are shown to highlight the differences between
this two methods.
The relative bound gap iteration can be compared with the computational cost
introduced on equation 5.3. The Figure 5.22 show the cost associated to each
refinement approach.
Improved bounds Goal
Output of interest Lower Upper δs (δsmax) DOFs
s1 Recirculation -0.0170 -0.0157 4.1550% 5% 2573
s2 Average pressure in
obstacle
3.3761 3.4279 0.7620% 1% 2103
s3 Average pressure in
upper half
1.5788 1.5819 0.0973% 0.1% 1983
Table 5.3: Example 2 — Results for the final FE approximation
Figure 5.23 show the upper bound of the error energy norm for the different
steps on the refinement process. Note that the refinement indicator based on this
value generate results with lower error. The final meshes for the refinement indi-
cator Θ∆s are shown together with the homogeneous refined mesh on Figures 5.24
and 5.25. The results for the different mesh refinement approaches are shown on
Figures 5.26, 5.27, 5.28 and 5.29.
Finally, the analysis for the different refinement criteria is shown on Figure 5.30.
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(b) s2 — Average pressure on the study region
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(c) s3 — Average pressure on the upper half
Figure 5.21: Example 2 — Bounds Vs. degrees of freedom
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(a) s1 — Recirculation
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(b) s2 — Average pressure on the study region
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(c) s3 — Average pressure on the upper half
Figure 5.22: Example 2 — Bounds Vs. Computational cost
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(a) s1 — Recirculation
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(b) s2 — Average pressure on the study region
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(c) s3 — Average pressure on the upper half
Figure 5.23: Example 2 — ||e||UB Vs. degrees of freedom
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Ψ
(a) Homogeneous refinement — mesh 5
(b) Θ∆s based on s1 — mesh 26
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eplacements
(c) Homogeneous refinement — mesh 5 detail
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(d) Θ∆s based on s1 — mesh 26 detail
Figure 5.24: Example 2 — Iterative refinement result meshes (I)
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Ψ
(a) Θ∆s based on s2 — mesh 25
(b) Θ∆s based on s3 — mesh 21
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(c) Θ∆s based on s2 — mesh 25 detail
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(d) Θ∆s based on s3 — mesh 21 detail
Figure 5.25: Example 2 — Iterative refinement result meshes (II)
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Figure 5.26: Example 2 — Final approximation for the homogeneous approach
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Figure 5.27: Example 2 — Final approximation for the adaptive approach based on s1
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Figure 5.28: Example 2 — Final approximation for the adaptive approach based on s2
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Figure 5.29: Example 2 — Final approximation for the adaptive approach based on s3
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Figure 5.30: Example 2 — Refinement results for s2 using Θ∆s with different criteria (γ)
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Chapter 6
CONCLUDING REMARKS AND FUTURE WORK
6.1 Conclusion remarks
The Stokes’ problem is a constrained minimization problem. As a consequence,
some element approximations can lead to spurious or oscillatory results. A good el-
ement approximation can be guaranteed if the LBB condition is satisfied. There are
several proposed element approximations that are proved to fulfill this condition.
The error assessment approach involving the split of the error problem into
subdomains allows for a high accuracy approximation according to a reference
mesh by a relative low computational cost. The approximation on the entire domain
using the same mesh density would be prohibitively expensive.
The method allows to choose two different computations for the output bounds.
A low cost approach involves the results of Equilibrated Dirichlet problems and the
error estimator, providing wide bounds. As an alternative, adding to the previous
approach, the Un-equilibrated Dirichlet problem results leads to narrower bounds,
at the expense of solving more local problems.
The adaptive refinement indicators assess the element contributions to the error.
Since they are derived by linearization, its performance can be compromised by the
mesh density.
The refinement indicators improve the quality in two different ways. The refine-
ment indicator based on the error energy norm is devoted to improve the overall
solution accuracy. On the other hand, the refinement indicators based on the
bound gap are focused on reducing this value in order to improve the output accu-
racy. These two approaches result in different convergence if the output accuracy
is greatly influenced by the global approximation. Nonetheless, when the overall
and the output solutions are strongly related, the adaptivity results are almost not
influenced by the refinement indicator choice.
The chosen refinement criteria will determine the performance of the adaptive
process. For a rigorous criteria that implies few elements selected on every step,
the aimed accuracy is expected to be achieved with a lower DOFs. Nevertheless,
such approach will require more iterations, increasing the computation cost. The
most effective refinement criteria cannot be known in advance.
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6.2 Future work
There is no consensus when hybrid-flux methods and flux-free methods are com-
pared in terms of their accuracy and performance. A full comparison involving
different problem natures and element approximations should highlight their dif-
ferences, advantages and drawbacks.
The mini element has been introduced as the cheapest mixed element. However
its performance has not been compared to other mixed elements. In order to prove
that the mini elements entails a cheaper alternative they have to be compared with
different mixed elements with known good performance.
Adaptive refinement usually results in better convergence by involving less DOFs
to achieve the same accuracy as that for homogeneous refinement. However, the
cost reduction cannot be guaranteed, since it depends on different factors. In
some cases, often when aiming for low accuracies, the homogeneous refinement
is cheaper, since it demands less iterations. Therefore, a study that gives us an
idea when an adaptive strategy is convenient is necessary.
The refinement technique introduced is not goal-dependant. Regardless of the
rate error committed Vs. error allowed, the choice of elements is decided by a con-
stant refinement criteria, and the elements are divided into two. A most effective
refinement can be achieved if the refinement criteria and element subdivision is de-
cided according to the error committed/allowed rate. Intuitively, a better approach
can be made if the number of elements subdivided and number of subdivisions is
higher when the approximation accuracy strongly differs from the aimed accuracy.
On the other hand, the early stages can be carried out by cheaper computations
(no improved solutions, low cost refinement indicators) to speed up the iterative
process.
The application of a flux-free error estimator is supposed to be a first step for the
computation of fluid mechanics problems. As a future work, the method should be
modified and applied to more general problems, involving the time-dependant and
convective terms of the Navier-Stokes equations.
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Appendix A
NOTATION
This appendix is a reference for the notation used along the work. Also includes
two basic theorems.
A.1 Notation
A.1.1 Operators
Dot product
Let v ∈ Rd and w ∈ Rd, the dot product is defined as:
· : Rd × Rd → R such that
v ·w = viwi
Double dot product
Let A and B be matrices m× n. The double dot product is defined as:
:: M(m,n)×M(m,n)→ R such that
A : B = AijBij
Tensor product
Let v ∈ Rd and w ∈ Rd, the tensor product is defined as:
⊗ : Rd × Rd → M(m× n) such that
(v ⊗w)ij = viwj
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Symmetric tensor product
Let v ∈ Rd and w ∈ Rd, the symmetric tensor product is defined as:
⊗sym : Rd ×Rd → M(m× n) such that
(v ⊗w)symij =
1
2
(viwj + vjwi)
Nabla operator
The nabla operator is defined as:
∇i =
∂
∂xi
A.1.2 Sobolev spaces
In finite element analysis it is needed to require to the functions to fulfil some
requirements. In order to be consequent, some spaces are defined such that they
comprehend this set of functions.
We denote by [L2(Ω)]d the space of functions that are square integrable over the
domain Ω, where Ω ∈ Rd . This space is equipped with the inner product
(u,v) =
∫
Ω
u · v dΩ and norm ||v||0 = (v,v)
1/2. (A.1)
Now a subset of Sobolev spaces is described:
[Hk(Ω)]d =
{
u ∈ [L2(Ω)]
d
∣∣∣∣∣ ∂
|α|u
∂xα11 ∂x
α2
2 · · · ∂x
αd
d
∈ [L2(Ω)]
d ∀|α| ≤ k
}
. (A.2)
Therefore, [Hk(Ω)]d consists of square integrable functions all of whose deriva-
tives of order up to k are also square integrable.
Note that [L2(Ω)]d is equivalent to the particular case [H0(Ω)]d, while the Sobolev
space for k = 1 is:
[H1(Ω)]d =
{
u ∈ [L2(Ω)]
d
∣∣∣∣ ∂u∂xi ∈ [L2(Ω)]d i = 1, . . . , d
}
.
A.2 Theorems
A.2.1 Gauss theorem
Let Ω ∈ Rd be a spatial domain which is compact and has a piecewise smooth
boundary ∂ω. If v is a continuous differentiable vector field defined on a neighbor-
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A.2. Theorems
hood of Ω, then:∫
Ω
(∇ · v) dΩ =
∫
∂Ω
v · n dΓ
where ∇ · v is the divergence of v and n is the outward pointing normal field vector
of the boundary ∂Ω.
A.2.2 Green-Gauss theorem
Let Ω ∈ Rd be a spatial domain which is compact and has a piecewise smooth
boundary ∂ω. If v is a continuous differentiable vector field defined on a neighbor-
hood of Ω, and q is a differentiable vector field, then:∫
Ω
q(∇ · v) dΩ =
∫
∂Ω
q(v · n) dΓ−
∫
Ω
(∇q) · v dΩ
where ∇ · v is the divergence of v, ∇q is the gradient of q and n is the outward
pointing normal field vector of the boundary ∂Ω.
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Appendix B
PROOFS
Here is specified steps omitted in the main body, since have been considered dis-
turbing for a proper reading.
B.1 From Strong form to Weak form
The used relations to transform the strong to the weak form are shown below.
The strong form can be stated as:


−σ·∇ = b inΩ
∇·u = 0 inΩ
u = uD onΓD
σ·n = t onΓN
Integrate in Ω. The weight functions are w ∈ V and q ∈ Q.


−
∫
Ω
w(σ·∇)dΩ =
∫
Ω
wb dΩ ∀w ∈ V
∫
Ω
q(∇·u)dΩ = 0 ∀ q ∈ Q
Apply the Green-Gauss theorem.
∫
Ω
w(σ·∇)dΩ =
∫
∂Ω
w(σ·n)dΓ−
∫
Ω
(w⊗∇) : σ dΩ =
∫
ΓN
w · t dΓ−
∫
Ω
(w⊗∇) : σ dΩ


∫
Ω
(w ⊗∇) : σ dΩ =
∫
Ω
w · b dΩ+
∫
ΓN
w · t dΓ ∀w ∈ V∫
Ω
q(∇·u)dΩ = 0 ∀ q ∈ Q
75
B. PROOFS
Apply a linear isotropic constitutive relation. σ = 2µ(u⊗∇)sym − Ip

∫
Ω
(w ⊗∇) : 2µ(u⊗∇)sym dΩ−
∫
Ω
(∇ ·w)p dΩ
=
∫
Ω
w · b dΩ+
∫
ΓN
w · t dΓ ∀w ∈ V
∫
Ω
q(∇·u)dΩ = 0 ∀ q ∈ Q
B.2 Upper bound
The goal is to find an upper bound for ||e0||2.
The upper bound can be found as
||e0 − eˆ||
2 = ||eˆ||2 − ||e0||
2.
since
||e0 − eˆ||
2 = ||eˆ||2 + ||e0||
2 − 2a(eˆ,e0) = ||eˆ||
2 + ||e0||
2 − 2 [Ru,div(e0)− b(gˆ,e0)]
=||eˆ||2 + ||e0||
2 − 2 [a(e0,e0)− b(g0,e0)] = ||eˆ||
2 − ||e0||
2.
And then the following relation holds:
||e0||
2 ≤ ||eˆ||2
That can be defined as the upper bound.
B.3 Lower bound
The goal is to find a lower bound for ||e0||2. The lower bound can be found as:
a(e0,e0)
(1)
= − 2 inf
w∈W
[
1
2
a(w,w)−Ru,div(w)] = sup
w∈W
[2Ru,div(w)− a(w,w)] ≥
≥ 2Ru,div(ϕ)− a(ϕ,ϕ) ∀ϕ ∈ W
where
W := {w ∈ V : b(q,w) = 0 ∀q ∈ Q}
We need an error estimator, as close as possible of e0 that fulfills the divergence-
free condition i.e. ϕ ∈ W. Since we have constructed e¯div to be a good approximation
of the total error e, we can define ϕ as:
ϕ = αe¯
1this step is detailed on section B.9
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where
e¯ := e¯div − ediv
that fulfils trivially the divergence-free condition
b(q,ϕ) = αb(q, e¯div)− αb(q,ediv) = α(Rp(q)−Rp(q)) = 0 ∀q, α ∈ Q ×R
Since any α yields into a solution, we want to get the value that represents the
sharpest bound. We can find that by doing:
ϕ = max
α
(
2Ru,div(αe¯)− ||αe¯||
2
)
= max
α
(
2αRu,div(e¯)− α
2||e¯||2
)
=
Ru,div(e¯)
||e¯||2
Now the following relation is fulfilled:
||e0||
2 ≥
Ru,div(e¯)
||e¯||2
And it can be set as the lower bound.
B.4 Minimization problem without improved solution
The goal is to find the value of α that minimizes ||e0 − αeˆ||2.
In order to do that, we will expand the term as:
||e0 − αeˆ||
2 = ||e0||
2 − 2αa(e0, eˆ) + α
2||eˆ||2 = (1− 2α)||e0||
2 + α2||eˆ||2
since
a(e0, eˆ) = Ru,div(e0)− b(gˆ,e0)︸ ︷︷ ︸
=0 d-free
= a(e0,e0) + b(g0,e0)︸ ︷︷ ︸
=0 d-free
= ||e0||
2
then we set bounds for the expression for any value of α.
α <
1
2
→ ||e0 − αeˆ||
2 ≤ (1− α)2||eˆ||2
α =
1
2
→ ||e0 − αeˆ||
2 =
1
4
||eˆ||2
α >
1
2
→ ||e0 − αeˆ||
2 ≤ α2||eˆ||2
where we have used the relation 0 ≤ ||e0||2 ≤ ||eˆ||2.
The aimed goal is to get the sharpest bound possible by setting the appropriate
α. The cases α < 1/2 and α > 1/2 do not present any saddle point. Furthermore,
the expression reaches the minimum value for α = 1/2, becoming the aimed value.
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B.5 Minimization problem with improved solution
The goal is to find the values of α and β that minimizes ||e0 − αeˆ− βe¯||2.
In order to do that, we will expand the term as:
||e0 − αeˆ− βe¯||
2 = (1− 2α)||e0||
2 + α2||eˆ||2 + 2(α− 1)βa(eˆ, e¯) + β2||e¯||2
Three different bounds are defined depending on the sign of (1− 2α).
α <
1
2
→ ||e0 − αeˆ− βe¯||
2 ≤(1− α)2||eˆ||2 + 2(α − 1)βa(eˆ, e¯) + β2||e¯||2
α =
1
2
→ ||e0 − αeˆ− βe¯||
2 =
1
4
||eˆ||2 − βa(eˆ, e¯) + β2||e¯||2
α >
1
2
→ ||e0 − αeˆ− βe¯||
2 ≤α2||eˆ||2 + 2(α− 1)βa(eˆ, e¯) + β2||e¯||2+
+ (1− 2α)
Ru,div(e¯)
2
||e¯||2
where the following inequalities have been used:
Ru,div(e¯)
2
||e¯||2
≤ ||e0||
2 ≤ ||eˆ||2
The expression above reach the minimum value at α =
1
2
and β =
Ru,div(e¯)
2||e¯||2
.
Where the following relation has been used:
a(eˆ, e¯) = Ru,div(e¯) (B.1)
B.6 Output split
The output of interest s can be written as:
s = l∗u(u) + l
∗
p(p) = l
∗
u(uH) + l
∗
p(pH) + l
∗
u(e) + l
∗
p(g) =
= sH + a(e,u
∗
H) + b(p
∗
H,e) + b(g,u
∗
H)︸ ︷︷ ︸
=0 (Galerkin orthogonality)
+a(e,e∗) + b(g∗,e) + b(g,e∗) =
= sH + a(e,e
∗) + b(g∗,e) + b(g,e∗) = sH + a(e0,e
∗
0) + a(ediv,e
∗
0) + a(e0,e
∗
div)+
+ a(ediv,e
∗
div) + b(g
∗,e0)︸ ︷︷ ︸
=0 (d-free)
+b(g∗0 ,ediv) + b(g
∗
div,ediv) + b(g,e
∗
0)︸ ︷︷ ︸
=0 (d-free)
+b(g0,e
∗
div) + b(gdiv,e
∗
div) =
= sH + a(e0,e
∗
0) +R
∗
u,div(ediv) +Ru,div(e
∗
div) + a(ediv,e
∗
div) + b(g
∗
div,ediv) + b(gdiv,e
∗
div) =
= sH + a(e0,e
∗
0)︸ ︷︷ ︸
s0
+R∗u,div(ediv) +Ru,div(e
∗
div)− a(ediv,e
∗
div)︸ ︷︷ ︸
sdiv
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B.7 Combined error upper bound
The goal is to find an upper bound for ||z±0 ||
2.
||z±0 − zˆ
±||2 = ||z±0 ||
2 + ||zˆ±||2 − 2a(z±0 , zˆ
±)
a(zˆ±,w) + b(yˆ±,w) = κa(eˆ,w)±
1
κ
a(eˆ∗,w) + κb(gˆ,w)±
1
κ
b(gˆ∗,w) =
= κ (a(eˆ,w) + b(gˆ,w))±
1
κ
(a(eˆ∗,w) + b(gˆ∗,w)) =
= κRu,div(w)±
1
κ
R∗u,div(w) = R
±
u,div(w) ∀w ∈ V
⇓
a(zˆ±,z±0 ) = R
±
u,div(z
±
0 )− b(yˆ
±,z±0 )︸ ︷︷ ︸
=0 (divergence-free)
= R±u,div(z
±
0 )
||z±0 − zˆ
±||2 = ||z±0 ||
2 + ||zˆ±||2 − 2R±u,div(z
±
0 )
R±u,div(z
±
0 ) = κRu,div(z
±
0 )±
1
κ
R∗u,div(z
±
0 ) = κ
(
a(e0,z
±
0 ) + b(g0,z
±
0 )
)
±
±
1
κ
(
a(e∗0,z
±
0 ) + b(g
∗
0 ,z
±
0 )
)
= a(z±0 ,z
±
0 ) = ||z
±
0 ||
2
||z±0 − zˆ
±||2 = ||z±0 ||
2 + ||zˆ±||2 − 2||z±0 ||
2 = ||zˆ±||2 − ||z±0 ||
2
||z±0 ||
2 ≤ ||zˆ±||2
B.8 Combined error lower bound
The goal is to find a lower bound for ||z±0 ||
2, such that
||z±0 ||
2 ≥ ||z±0 ||
2
LB
We know that
a(e0,e0) = ||e0||
2 ≥ 2Ru,div(ϕ)− a(ϕ,ϕ) ∀ϕ ∈ W
a(e∗0,e
∗
0) = ||e
∗
0||
2 ≥ 2R∗u,div(ϕ)− a(ϕ,ϕ) ∀ϕ ∈ W
A linear combination of the previous equations still holds:
||κe0 +
1
κ
e∗0||
2 ≥ 2R±u,div(ϕ)− a(ϕ,ϕ) ∀ϕ ∈ W
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We choose ϕ = α±e¯+ α∗±e¯∗ ∈ W, and then:
||z±0 ||
2 ≥ G(α±, α∗±) := 2R±u,div(α
±e¯+ α∗±e¯∗)− ||α±e¯+ α∗±e¯∗||2 =
=2α±R±u,div(e¯) + 2α
∗±R±u,div(e¯
∗)− (α±)2||e¯||2 − 2α±α∗±a(e¯, e¯∗)− (α∗±)2||e¯∗||2
In order to find the values of α± and α∗± that maximizes the r.h.s. of the previous
equation, a maximization problem is performed:
∂G(α±, α∗±)
∂α±
= 2R±u,div(e¯)− 2(α
±)||e¯||2 − 2α∗±a(e¯, e¯∗)
∂G(α±, α∗±)
∂α∗±
= 2R±u,div(e¯
∗)− 2(α∗±)||e¯∗||2 − 2α±a(e¯, e¯∗)
The maximization problem is a linear system of equations, and may be rewritten
in as a matricial system of equations:[
||e¯||2 a(e¯, e¯∗)
a(e¯, e¯∗) ||e¯∗||2
] [
α±
α∗±
]
=
[
R±u,div(e¯)
R±u,div(e¯
∗)
]
The solution of the previous system of equations is such that
||z±0 ||
2
LB =
||e¯||2(R±u,div(e¯
∗))2 − 2a(e¯, e¯∗)R±u,div(e¯)R
±
u,div(e¯
∗) + ||e¯∗||2(R±u,div(e¯))
2
||e¯||2||e¯∗||2 − (a(e¯, e¯∗))2
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B.9 Conversion to minimization problem
The goal is proof the relation: a(e0,e0) = −2 inf
w∈W
[12 a(w,w)−Ru,div(w)]
Find e0 ∈ W such that
a(e0,w) = Ru,div(w)∀w ∈ W.
m Define Π(w) = 12 a(w,w)−Ru,div(w), and then Π
′(w, δw) = a(w, δw)−Ru,div(δw)
Find w ∈ W such that
Π′(w, δw) = 0 ∀δw ∈ W
m
Find w ∈ W that minimizes
Π(w) =
1
2
a(w,w)−Ru,div(w)
Find e0 ∈ W that minimizes
Π(e0) =
1
2
a(e0,e0)−Ru,div(e0)
m
Find e0 ∈ W such that
Π(e0) = inf
w∈W
1
2
a(w,w)−Ru,div(w)
m taking into account Π(e0) =
1
2 a(e0,e0)−Ru,div(e0) = −
1
2 a(e0,e0)
Find e0 ∈ W such that
−
1
2
a(e0,e0) = inf
w∈W
1
2
a(w,w)−Ru,div(w)
m
Find e0 ∈ W such that
a(e0,e0) = −2 inf
w∈W
1
2
a(w,w)−Ru,div(w)
81
