ABSTRACT
INTRODUCTION
Simulation models are increasingly being used in problem-solving and to aid in decision-making. The developers and users of these models, the decision-makers using information derived from the results of the models, and people effected by decisions based on such models are all rightly concerned with whether a model and its results are "correct".
This concern is addressed through model verification and validation. Model validation is usually defined to mean "substantiation that a computerized model within its domain of applicability possesses a satisfactory range of accuracy consistent with the intended application of the model" (Schlesinger, et al. 1979) and is the definition used here. Model verification is often defined as "ensuring that the computer program of the computerized model and its implementation is correct", and is the definition adopted here. A model sometimes beeomes certified or accredited which is an "official" determination that a model is acceptable with respect to a set of explicit standards for a specific purpose.
A related topic is model credibility (or acceptability) which is developing in the (potential) users of information from the models (e.g., decision-m~ers) * This paper is a slightly modified version of "Simulation A model should be developed for a specific purpose or application and its validity determined with respect to that purpose. If the purpose of a model is to answer a variety of questions, the validity of the model needs to be determined with respect to each question.
(Different models of the same system are sometimes developed for different purposes.) Several sets of experimental conditions are usually required to define the domain of a model's intended applicability.
A model maybe valid for one set of experimental conditions and be invalid in another.
A model is considered valid for a set of experimental conditions if its accuracy is within its acceptable range of accuracy which is the amount of accuracy required for the model's intended purpose. This generally requires that the variables of interest, i.e. the variables used in answering the questions in the purpose of the model, be identified and their required accuracy determined.
If (Sargent 1982 , 1984 and Shannon 1975 , 1981 Section 2 discusses the three basic approaches used in deciding model validity; Section 3 defines the validation techniques used; Sections 4, 5, 6, and 7 contain descriptions of data validity, conceptual model validity, computerized model verification, and operational validity, respectively; Section 8 describes ways of presenting results; Section 9 contains a recommended validation procedur.q and Section 10 gives the conclusions.
VALIDATION PROCESS
There are three basic decision-making approaches used in determining that a simulation model is valid. Each of these approaches require the model development team to conduct verification and validation as part of the model development process and this is discussed below in some detail.
The most common decision-making approach is for the model development team to make the decision that the model is valid.
This decision is a subjective decision based on the results of the various tests and evaluations conducted as part of the model development process. (Also see Davis (1986) for an approach that simultaneously specifies and validates a model).
The last decision-making approach is to use a scoring model (see, e.g. Balci 1989 , Gass 1979 , and Gass and Joel 1987 to determine whether a model is valid. Scores (or weights) are determined subjectively when conducting various aspects of the validation process. Then these scores are combined to determine category scores and an overall score for the simulation model.
A simulation model is considered valid if its overall and category scores are greater than some passing score(s), This approach is infrequent] y used in practice.
This author does not believe in the use of a scoring model for determine validity.
One reason is that the subjectiveness of this approach tends to be hidden and thus it appears to be objective.
A second reason is "how are passing scores" to be determined.
A third reason is that a model may receive a passing score and yet have a defect that needs correction.
A fourth reason is that the score(s) may cause over confidence in a model or be used to argue one model is better than another.
We will now discuss how model verification and validation relate to the model development process. There are two common ways to view this relationship.
One way uses a detail model development process and the other uses a simple model development process. Banks, Gerstein, and Searles (1988) reviewed work in both of these ways and concluded that the simple way more clearly illuminates model verification and validation. This author recommends the use of the simple way (see e.g., Sargent 1982) and is the way presented here.
Consider the simplified version of the modelling process in Figure 2 in the queue of a single server continue to increase with respect to time when the arrival rate is larger than the service rate.
Event Validi~:
The "events" of occurrences of the simulation model are compared to those of the real system to determine if they are the same. An example of events are deaths in a given fire department simulation.
Extreme-Condition Tests: The model structure and output should be plausible for any extreme and unlikely combination of levels of factors in the system, e.g., if in-process inventories are zero, production output should be zero. Also, the model should be bound to restrict the behavior outside of normal operating ranges. to adequately represent the problem entity for its intended purpose, and to test the model's underlying assumptions. Also needed is behavior data on the problem entity to be used in the operational validity step of comparing the problem entity's behavior with the model's behavior. (Usually, these data are system input/output data.) If these data are not available, high model confidence usually cannot be obtained because sufficient operational vrdidity cannot be achieved.
The concern with data is that appropriate, accurate, and sufficient data are available, and if any data transformations are made, such as disaggregation, they are correctly performed.
Unfortunately, there is not much that can be done to ensure that the data are correct. The best that can be done is to develop good procedures for collecting and maintaining data, test the collected data using techniques such as internal consistency checks, and screen for outliers and determine if they are correct. Figure 3 gives a classification of the validation approaches for operational validity.
"Comparison" means comparing/testinlg the model and system input-output behaviors, and "explore model behavior" means to examine the output behavior of the model using appropriate validation techniques and usually includes parameter variability-sensitivity analysis, Various sets of experimental conditions from the domain of the model's intended applicability should be used for both comparison and explore model behavior.
To obtain a high degree of confidence in a model and its results, comparison of the model's and system's input-output behaviors for at least two different sets of experimental conditions is usually required.
There are three basic comparison approaches used (i) graphs of These graphs can be used in model validation in three ways, First, the model development team can use the graphs in the model development process to make a subjective judgement on whether the model does or does not possess sufficient accuracy for its intended purpose. Secondly, they can be used in the face validity technique where experts are asked to make subjective judgments on whether a model does or does not possess sufficient accuracy for its intended purpose.
The third way the graphs can be used is in Turing Tests. Sets of data from the model and from the system are plotted on separate graphs. The graphs are shuffled and then experts are asked to determine which graphs are from the system and which are from the model. Figure  6 is an example of a set of tradeoff curves which contain the relationship between the significance level, y, estimated half lengths of the confidence interval, and cost of data collection. Details on the use of c.i., s.c.i. and j.c.r. for operational validity, including a general methodology, are contained in Balci and Sargent( 1984b) .
A brief discussion on the use of c.i. for model validation is also contained in Law and Kelton (1991).
Hypothesis Tests
Hypothesis tests can be used in the comparison of parameters, distributions, and time series of the cmtput data of a model and a system for each set of experimental conditions to determine if the model's output behavior has an acceptable range of accumcy. An acceptable range of accuracy is the amount of accuracy that is required of a model to be valid for its intended purpose.
The first step in hypothesis testing is to state the hypotheses to be tested: Ho: Model is valid for the acceptable range of accuracy under the set of experimental conditions.
(1) H1: Model is invalid for the acceptable range of accuracy under the set of experimental conditions. Two types of errors are possible in testing the hypotheses in (l). The first or type I error is rejecting the validity of a valid model; the second or type 11[error is accepting the validity of an invalid model. The probability of a type error I is called model builder% risk, CL and the probability of type II error is called model user's risk,~(Balci and Sargent 1981). In model validation, model user's risk is extremely important and must be kept smatl. Thus both type I and type II errors must be considered in using hypothesis testing for model validation.
The amount of agreement between a model and a system can be measured by a validity measure. The validity measure is chosen such that the model accuracy or the amount of agreement between the model and the system decreases as the value of the validity measure increases. The acceptable range of accumcy can be used The probability of acceptance of a model being valid, Pa, can be examined as a function of the validity measure by using an Operating Characteristic Curve (Miller and Freund 1985) . Figure 7 contains three different operating characteristic curves to illustrate how the sample size of observations affect Pa as a function of 1. As can be seen, an inaccurate model has a high probability of being accepted if a small sample size of observations are used and an accurate model has a low probability of being accepted if a large sample size ofobservations are used. The location and shape of the operating characteristic curves is a function of the statistical technique being used, the value of cx chosen for k = O, i.e., tx*, and the sample size of observations.
Once the operating characteristic curves are constructed, the intervals for the model user's risk P(k) and the model builder's risk a can be determined for a given h as follows:
O s model user's risk~(i) S P*.
Thus, there is a direct relationship among builder's risk, model user's risk, acceptable validity range, and sample size of observations. A tradeoff among these must be made in using hypothesis tests in model validation.
In those cases where the data collection cost is significant for either the model or system, the data collection cost should also be considered in performing the tradeoff analysis. A cost model for data collection can be developed as an optimization problem and solved. Data can be generated for different values of the tradeoff parameters and placed in schedules (tables) which can be used to plot different types of curves. These curves can be used by the model development team, model sponsor, or both to aid in making judgement decisions in regard to determining the appropriate values to use in testing the validity of a model for a given set of experimental conditions. See Balci and Sargent (1981) for details. Details of the methodology of using Hypothesis Tests in comparing model's and system's output data for model validations are given in Balci and Sargent (1981) .
Examples of the application of this methodology in the testing of output means for model validation are given in Balci and Sargent (1982a , 1982b , 1983 . Also see Banks and Carson (1984) .
DOCUMENTATION
Documentation on model verification and validation is usually critical in convincing users of the "correctness" of a model and its results, and should be included in the simulation model documentation (For a general discussion on documentation of computer-based models, see Gass (1984 
