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ABSTRACT
In this dissertation, we study the classification of Hopf algebras of dimension 24, and more
generally, 8p where p is an odd prime. In particular, we show if a 24-dimensional Hopf algebra
has a nontrivial grouplike element, then it must also have a nontrivial skew primitive element.
Further, a nonsemisimple 8p-dimensional Hopf algebra cannot contain a semisimple Hopf sub-
algebra of dimension 8. Finally, we classify the nonsemisimple Hopf algebras of dimension 8p
with the Chevalley property. In particular, we find such a Hopf algebra must either be pointed,
or have a coradical of dimension 4p. Further the 4p-dimensional coradical can only be isomor-
phic to the dual of the dihedral group algebra, the dual of the dicyclic group algebra, or the
self-dual, noncommutative semisimple Hopf algebra A+ of dimension 4p.
1CHAPTER 1. INTRODUCTION
Hopf algebras are bialgebra structures, both an algebra and coalgebra, that possess an
endomorphism (referred to as the antipode) satisfying certain conditions. They were first
introduced in 1941 by Heinz Hopf in the context of algebraic topology [27]. It wasn’t until
the 1960s and the introduction of Sweedler’s book [55] that a formal theory of Hopf algebras
began. In 1975, Irving Kaplansky presented ten conjectures as an appendix to lecture notes
[28]. These conjectures have served as a focus for much of the development of research on Hopf
algebras. Several conjectures have been shown to be true, and several have been proven false
with the discovery of counterexamples. Despite progress made since first being introduced,
there are still conjectures that have not yet been solved.
1.1 Kaplansky’s conjectures
In this section, we will introduce four of Kaplansky’s conjectures, as found in [28, A.2], as
well as the progress that has been made in proving them true or false.
Conjecture 1: If C is a Hopf subalgebra of the Hopf algebra B, then B is a free left
C-module.
This conjecture has been shown to not be true by several infinite-dimensional counter-
examples. In particular, Radford constructed a counter-example in [47]. However, for the
finite-dimensional case, the conjecture was proven true in 1989 by Nichols and Zoeller with
what is now known as the Nichols-Zoeller Theorem [46]. In particular, for the finite-dimensional
case, this result is an extension of Lagrange’s Theorem for finite groups, indicating that if K
is a Hopf subalgebra of H, then dimK divides dimH.
2For the remaining conjectures, let H be a finite-dimensional Hopf algebra over an alge-
braically closed field k.
Conjecture 5: If H or H∗ is semisimple, the square of the antipode is the identity.
This conjecture was proven true when k has characteristic zero in 1988 by Larson and
Radford in [30] and [31].
Conjecture 8: If the dimension of H is prime, then H is commutative and cocommu-
tative.
In 1994, Zhu proved this conjecture to be true when the base field has characteristic zero
in [59]. He showed that all Hopf algebras of prime dimension must be isomorphic to group
algebras when k is of characteristic zero.
Conjecture 10: There are only a finite number (up to isomorphisms) of Hopf algebras
of a given dimension.
Since the group algebras are one of the most common examples of Hopf algebras, Ka-
plansky’s tenth conjecture is a natural extension of the fact that there are a finite number of
isomorphism classes of groups of a given order. In fact, in 1997, S¸tefan proved this conjecture
true for semisimple Hopf algebras [53]. However, this conjecture was disproven for the general
case shortly thereafter in [4], [7], and [24]. Later, Etingof and Gelaki additionally found that
there exists an infinite family of non-quasi-isomorphic Hopf algebras of dimension 32 in [16].
To date, this is the smallest such dimension with a counterexample.
While not true in general, the tenth conjecture sparked a movement to classify all finite-
dimensional Hopf algebras of small dimension. A natural question to ask is if an infinite family
of Hopf algebras with dimension less than 32 can be found. In the next section, we will present
an overview of the classifications of Hopf algebras with dimension less than 32, including the
single remaining case, dimension 24. A comprehensive table outlining the current status of
classifications of Hopf algebras with dimension less than 100 can be found in [9].
31.2 Classifications of Hopf algebras with small dimension
In the last few decades, completed classifications of some small dimensional Hopf algebras
over an algebraically closed field k of characteristic zero have been established. As previously
mentioned, Zhu showed in [59] that all Hopf algebras of dimension p, where p is prime, must
be trivial. That is, they are isomorphic to a group algebra or the dual of a group algebra.
For any p, we know there is only one group algebra, which is additionally isomorphic to its
dual, and thus, up to isomorphism, there is only one Hopf algebra of prime dimension for each
prime. Ng showed in [43] that Hopf algebras with dimension p2 must be either trivial or the
Taft algebras. In particular, if semisimple, the Hopf algebra must be a group algebra [36] and
if nonsemisimple, it must be pointed (c.f. [43]) and hence a Taft algebra by [3]. As there
are only p − 1 Taft algebras and 2 group algebras of dimension p2 for each prime p, we know
there are p + 1 Hopf algebras of dimension p2. Next, we consider the classifications of Hopf
algebras of dimension p3. When p = 2, Masuoka found there is only one nontrivial, semisimple
Hopf algebra [35]. Further, S¸tefan found the four isomorphism classes of nontrivial, pointed
Hopf algebras of dimension 8 in [54] and Williams and S¸tefan established there are no other
Hopf algebras of this dimension in [58] and [54]. If p is an odd prime, Masuoka found there
are p − 1 nontrivial, semisimple Hopf algebras of dimension p3, while Andruskiewitsch and
Schneider listed in [4] the nonsemisimple pointed p3-dimensional Hopf algebras. Beattie and
Garc´ıa completed the classification of dimension 27 Hopf algebras by showing they must be
either semisimple or pointed in [21] and [10].
Further, Masuoka showed in [34] that semisimple Hopf algebras of dimension 2p, with p
an odd prime, must also be trivial. Beattie and Da˘sca˘lescu first established in [6] that 14-
dimensional Hopf algebras must be semisimple. Ng later proved that nonsemisimple Hopf
algebras of dimension 2p cannot exist for any prime p in [44]. Therefore, we know all Hopf
algebras of dimension 2p are trivial and thus there are only 3 of them up to isomorphism: kZ2p,
the dihedral group algebra, and its dual.
Now, we consider dimension 2p2, where p is an odd prime. Natale showed in [38] there are
only two nontrivial semisimple Hopf algebras of dimension 2p2, which are duals of each other,
4constructed by Masuoka in [36]. Andruskiewitsch and Natale found there are 4(p− 1) pointed
Hopf algebras of dimension 2p2 in [2, A.1]. Finally, while D. Fukuda was able to complete
the classification of 18-dimensional Hopf algebras in [18], Hilgemann and Ng completed the
generalized classification of Hopf algebras of dimension 2p2 in [26].
Next, we let p, q, r be distinct primes. Etingof and Gelaki were able to show in [15] that
semisimple Hopf algebras of dimension pq must be trivial and Ng further proved that for
p < q ≤ 4p+ 11, a pq-dimensional Hopf algebra must be semisimple in [45]. The classification
has not yet been completed for a general p and q. Considering the pq2 case, N. Fukuda found
in [20] that a semisimple Hopf algebra of dimension 12 must either be trivial or one of two
self-dual, noncommutative Hopf algebras, which will be discussed in more detail later in this
work. In the pq2 case, partial classifications were completed for the semisimple Hopf algebras
by Gelaki, Masuoka, and Natale ([23], [36], [38], [39], [41]), but a complete classification was
obtained in [17] by Etingof, Nikshych and Ostrik. Further, Andruskiewitsch and Natale found
there were 4(q − 1) nontrivial pointed Hopf algebras of dimension pq2, found in [2, A.1], and
Natale was able to complete the classification for dimension 12 in [40] while Cheng and Ng
completed the classification of dimension 20, 28 and 44 in [13]. However, the pq2-dimensional
case is not completed in general. Finally, we examine Hopf algebras with dimension pqr, and in
particular, dimension 30. Natale showed in [42] that 30-dimensional semisimple Hopf algebras
must be trivial and D. Fukuda showed any such Hopf algebra must be semisimple [19]. Beattie
and Garc´ıa were able to demonstrate that in the general pqr case, a Hopf algebra cannot have
the Chevalley property, but the classification is far from complete.
At this stage, the only dimensions less than 32 whose classifications have not been presented
are 16 and 24. Kashina was able to show in [29], there are exactly 16 nontrivial semisimple
Hopf algebras of dimension 16. Caenepeel, Da˘sca˘lescu and Raianu found there are 29 pointed
Hopf algebras of dimension 16 in [11], while in [12], it was shown by Ca˘linescu, Da˘sca˘lescu,
Masuoka, and Menini that there are only two 16-dimensional nonpointed Hopf algebras with
the Chevalley property. Garc´ıa and Vay were able to complete the 16 dimension classification
by organizing such Hopf algebras into five categories [22].
5We are now left with dimension 24 being the smallest dimension in which there is not a
complete, finite classification. Gran˜a began this classification by classifying Nichols algebras of
dimension 24 in [25]. These Nichols algebras can then be lifted to find the pointed Hopf algebras
of dimension 24. Further, using S¸tefan’s result, we know there are only a finite number of
semisimple Hopf algebras of dimension 24 [53]. The classification of nonpointed 24-dimensional
Hopf algebras with the Chevalley property will be outlined later in this dissertation.
1.3 Overview of dissertation
In this dissertation, unless otherwise noted, k will be used to denote a field and H will be
a finite-dimensional Hopf algebra. We will begin in Chapter 2 by reviewing and introducing
several preliminary definitions, notations and general results that are useful in our proofs found
in later chapters. We continue with several general results about Hopf algebras of dimension
24, and then more generally, 8p where p is an odd prime. In Chapter 4, after introducing the
Yetter-Drinfeld category and the Radford biproduct, also known as bosonization, we highlight
our main result, in the classification of nonpointed, nonsemisimple Hopf algebras of dimension
8p with the Chevalley property. We find there are only finitely many such Hopf algebras and
are able to explicitly construct them using the structure of their coradical. We close with a
look at what is remaining to be done in the classification of 24-dimensional (and more generally
8p-dimensional) Hopf algebras as well future work to complete this classification.
6CHAPTER 2. PRELIMINARIES
In this chapter, we will introduce several basic definitions as well as results that are well
known but will be useful in later chapters. The readers are referred to [55], [37] and [49] for
further reference for these preliminaries. Throughout this dissertation, k will be used to denote
a field and all vector spaces, algebras, coalgebras and the tensor products ⊗ are defined over
the same field k unless otherwise noted.
2.1 Basic definitions
Definition 2.1.1. An algebra structure over a field k is a triple (A,µ, η) where A is a k-space
and µ : A ⊗ A → A and η : k → A are k-linear maps satisfying the associativity and unitary
properties illustrated in the commutative diagrams found in Figure 2.1.
A⊗A⊗A
µ⊗idA

idA⊗µ // A⊗A
µ

A⊗A µ // A
k⊗A
##
η⊗idA // A⊗A
µ

A⊗ kidA⊗ηoo
{{
A
Figure 2.1: Commutative Diagrams for an Algebra
We say an algebra is commutative if for all a, a′ ∈ A, µ(a ⊗ a′) = µ(a′ ⊗ a). Further, if
B ⊂ A such that µ(B ⊗B) ⊂ B, then we say B is a subalgebra of A.
The function µ is often called the multiplication of the algebra A, and µ(a ⊗ b) is simply
denoted by ab whenever there is no ambiguity. The element η(1) = 1A is called the identity
of A. When the context is clear, we will simply say A is a k-algebra for the algebra structure
(A,µ, η).
7Example 2.1.2. A basic example of an algebra structure is the group algebra. If G is a group,
the group algebra, denoted kG, contains elements of the form
∑
g∈G agg with ag ∈ k such that
all but finitely many are 0. Multiplication and the identity are inherited from the underlying
group.
Example 2.1.3. Further, if A and B are k-algebras, then A ⊗ B is the tensor algebra where
multiplication is given by
(a⊗ b)(a′ ⊗ b′) = (aa′ ⊗ bb′)
for a, a′ ∈ A and b, b′ ∈ B and the identity is given by 1A ⊗ 1B. In particular, we note that
A⊗A is an algebra.
Next, we can consider maps between algebras.
Definition 2.1.4. Let (A,µA, ηA) and (A
′, µA′ , ηA′) be algebra structures over k. An algbera
map f : A → A′ is a k-linear map of the underlying vector spaces such that the diagrams in
Figure 2.2 commute.
A⊗A
µA

f⊗f
// A′ ⊗A′
µA′

A
f
// A′
A
f
// A′
k
ηA
XX
ηA′
FF
Figure 2.2: Commutative Diagrams for an Algebra Map
The commutative diagrams can be summarized as the following conditions:
f(ab) = f(a)f(b) and f(1A) = 1A′ for all a, b ∈ A.
Now, we define the dual notion of an algebra, called a coalgebra. A coalgebra can be thought
of as simply reversing the arrows in Figure 2.1. We present a formal definition below.
Definition 2.1.5. A coalgebra structure (over k) is a triple (C,∆, ) where C is a k-space and
∆ : C → C ⊗ C and  : C → k are k-linear maps satisfying the coassociativity and counitary
properties illustrated in Figure 2.3.
8C ⊗ C ⊗ C C ⊗ CidC ⊗∆oo
C ⊗ C
∆⊗idC
OO
C
∆oo
∆
OO
k⊗ C C ⊗ C⊗idCoo idC ⊗ // C ⊗ k
C
cc
∆
OO ;;
Figure 2.3: Commutative Diagrams for a Coalgebra
The coalgebra structure (C,∆, ) over k will simply be called a coalgebra C with comul-
tiplication ∆ and counit . As with algebras, when the context is clear, we will write C is a
k-coalgebra for the coalgebra structure (C,∆, ). Adopting the Sweedler-Heinemann notation
(cf. [55]) with the summation suppressed, we will write ∆(c) = c1 ⊗ c2 for c ∈ C.
Define the twist map τ : C ⊗ C → C ⊗ C by τ(c ⊗ c′) = c′ ⊗ c. Then, we say a coalgebra
is cocommutative if ∆ = τ ◦∆ or c1 ⊗ c2 = c2 ⊗ c1 for all c ∈ C. Further, if D ⊂ C such that
∆(D) ⊂ D ⊗D, then we say D is a sub-coalgebra of C.
Example 2.1.6. Revisiting our group algebra example, we can define a coalgebra structure
on kG by ∆(g) = g ⊗ g and (g) = 1. Using these definitions to trace elements through the
diagrams found in Figure 2.3, one can easily verify that kG is a coalgebra.
In fact, elements that behave as though they are elements in some group algebra are very
useful. We define them below.
Definition 2.1.7. Let (C,∆, ) be a coalgebra over k. Then c ∈ C is grouplike if
∆(c) = c⊗ c and (c) = 1.
The set of grouplike elements of a coalgebra C is denoted by G(C). We can further say an
element c ∈ C is (g, h)-skew primitive if ∆(c) = g ⊗ c+ c⊗ h where g, h ∈ G(C).
Example 2.1.8. As with algebras, if C and D are coalgebras, then C ⊗D is a coalgebra with
comultiplication defined by
∆(c⊗ d) = (c1 ⊗ d1)⊗ (c2 ⊗ d2)
9and the counit defined by (c⊗ d) = C(c)D(d) for c ∈ C and d ∈ D, where C and D are the
counits of C and D respectively. In particular, C ⊗ C is a coalgebra.
As with algebras and coalgebras, we dualize our definition of algebras maps to define a map
between two coalgebras.
Definition 2.1.9. Let (C,∆C , C) and (C
′,∆C′ , C′) be coalgebra structures over k. A coalge-
bra map, g : C → C ′, is a k-linear map of the underlying vector spaces such that the diagrams
in Figure 2.4 commute.
C ⊗ C g⊗g // C ′ ⊗ C ′
C
∆C
OO
g
// C ′
∆C′
OO
C
C

g
// C ′
C′

k
Figure 2.4: Commutative Diagrams for a Coalgebra Map
These commutative diagrams are equivalent to the conditions:
g(c)1 ⊗ g(c)2 = g(c1)⊗ g(c2) and C′ ◦ g = C for all c ∈ C.
Now, since we have defined algebra and coalgebra structures, the next logical step is to
consider when a set has both algebra and coalgebra structures. This leads us to the definition
of a bialgebra, which requires both structures as well as a compatibility condition.
Definition 2.1.10. A bialgebra over k is a tuple (H,µ, η,∆, ) satisfying the following:
1. (H,µ, η) is a k-algebra.
2. (H,∆, ) is a k-coalgebra.
3. µ and η are coalgebra maps.
4. ∆ and  are algebra maps.
In fact, the last two conditions are equivalent.
10
H ⊗H µ //
∆⊗∆

H
∆

H ⊗H ⊗H ⊗H
idH ⊗τ⊗idH

H ⊗H ⊗H ⊗H µ⊗µ // H ⊗H
k η //

H
∆

k⊗ k η⊗η // H ⊗H
H ⊗H µ //
⊗

H


k⊗ k

k idH // k
k η //

H


k
Figure 2.6: Equivalence of Bialgebra Conditions
Using Figure 2.6, we see that the two top-most and two bottom-most commutative diagrams
are equivalent to the fact that the comultiplication and counit maps are algebra maps, respec-
tively. Similarly, the two left-most and two right-most commutative diagrams are equivalent
to the fact that the multiplication and the unit maps are coalgebra maps, respectively.
From this point forward, we may simply say H is a bialgebra with the understanding that
(H,µ, η,∆, ) is a bialgebra for some multiplication µ, unit map η, comultiplication ∆ and
counit map .
Remark 2.1.11. In terms of the elements of H, η being a coalgebra is equivalent to 1H being
grouplike, while the fact that the multiplication of H is a coalgebra map (or the comultiplication
of H is an algebra map) is equivalent to
(ab)1 ⊗ (ab)2 = a1b1 ⊗ a2b2 for all a, b ∈ H . (2.1)
We say a bialgebra is commutative (resp. cocommutative) if the underlying algebra (resp.
coalgebra) structure is commutative (resp. cocommutative). Further, a subspace A of H is a
sub-bialgebra if A is both a subalgebra and a sub-coalgebra of H.
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Example 2.1.12. To continue with our example of the group algebra, kG, it is easy to see
that the identity element of kG is grouplike and ∆(gh) = gh ⊗ gh = ∆(g)∆(h) for g, h ∈ G.
Thus, we see that kG, with the coalgebra structure defined above, is in fact a bialgebra.
Example 2.1.13. If H and H ′ are bialgebras, then it is also immediate to see that H ⊗H ′ is
a bialgebra with the tensor product algebra and coalgebra structures.
Hopf algebras are simply bialgebras that contain an additional structure, called an antipode,
whose existence is dependent on the compatibility of the multiplication and comultiplication
of the bialgebra.
Definition 2.1.14. Let (A,µ, η) be a k-algebra and (C,∆, ) be a k-coalgebra. Let f, g ∈
Homk(C,A). The convolution of f and g is f ∗ g : C → A defined by
f ∗ g = µ ◦ (f ⊗ g) ◦∆ (2.2)
That is, for c ∈ C, (f ∗ g)(c) = f(c1)g(c2).
We note that the convolution product gives us an associative multiplication that creates an
algebra structure on Homk(C,A) with unit η.
Let H be a bialgebra. The inverse S of idH under the convolution product in Homk(H,H),
if it exists, is called an antipode of H, i.e.
S ∗ idH = idH ∗ S = η ◦  . (2.3)
In other words, S satisfies the antipode conditions:
S(h1)h2 = h1S(h2) = (h)1H for h ∈ H. (2.4)
Definition 2.1.15. A bialgebra H is called a Hopf algebra if H admits an antipode.
Particularly, if an antipode S of H exists, it is unique. This can be seen in Proposition 2.1.16
Proposition 2.1.16. The antipode of a Hopf algebra is unique.
Proof. Let H be a Hopf algebra and let S and S′ be antipodes of H. Then, we have
S = S ∗ η = S ∗ (idH ∗S′) = (S ∗ idH) ∗ S′ = η ∗ S′ = S′.
Thus, the antipode must be unique.
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The following proposition lists several useful properties of the antipode, which can be found
in [55] and [49].
Proposition 2.1.17. Let H be a Hopf algebra with antipode S.
1. S is an antialgebra automorphism. That is,
S(ab) = S(b)S(a) and S(1H) = 1H .
2. S is an anti-coalgebra automorphism. That is,
∆(S(h)) = S(h2)⊗ S(h1) and (S(h)) = (h).
3. If H is commutative or cocommutative, then S2 = idH .
4. If H is finite-dimensional, then S is bijective.
Further, we define a Hopf subalgebra to be a sub-bialgebra B of H such that S(B) ⊂ B.
Additionally, we can define a Hopf algebra map to be a bialgebra map f : H → H ′ between
Hopf algebras H and H ′ such that f ◦ S = S′ ◦ f , where S and S′ are the antipodes of H and
H ′ respectively. However, the later condition is automatically satisfied by any bialgebra map,
as presented below and in [49].
Proposition 2.1.18. Let H and H ′ be Hopf algebras with antipodes S and S′ respectively over
k. Let f : H → H ′ be a bialgebra map. Then, f ◦ S = S′ ◦ f .
Proof. We begin by showing f ◦ S is an inverse of f in Homk(H,H ′). For h ∈ H,
f(h1)f(S(h2)) = f(h1S(h2)) = f((h)1H) = (h)1H′
f(S(h1))f(h2) = f(S(h1)h2) = f((h)1H) = (h)1H′
It is similarly shown that S′ ◦ f is an inverse of f in Homk(H,H ′).
f(h1)S
′(f(h2)) = f(h)1S′(f(h)2) = (f(h))1H′ = (h)1H′
S′(f(h1))f(h2) = S′(f(h)1)f(h)2 = (f(h))1H′ = (h)1H′
Since inverses are unique in Homk(H,H
′), we know f ◦ S = S′ ◦ f .
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We say a Hopf algebra map f is a Hopf algebra isomorphism if it is bijective.
Since Hopf algebras are vector spaces over k with additional structures imposed, we can
consider the dual space. That is, the space of k-linear functionals, i.e. k-linear mappings, from
H to k. In the next example, we see that if H is a finite-dimensional Hopf algebra, its dual,
denoted by H∗, is also a Hopf algebra.
Example 2.1.19. Let H be a finite-dimensional Hopf algebra with antipode S over k. Then
the dual, H∗, is a bialgebra with the operations defined below.
µH∗(c
∗ ⊗ d∗)(c) = c∗(c1)d∗(c2)
ηH∗(1) = H
∆H∗(h
∗) = h∗1 ⊗ h∗2
H∗(h
∗) = h∗(1)
where h∗(hg) = h∗1(h)h∗2(g) for any g, h ∈ H. Notice that the multiplication defined in the dual
is the convolution product introduced in Definition 2.1.14. The antipode of H∗ is S∗ which is
defined by S∗(h∗) = h∗ ◦ S. We see that for k ∈ H and h∗ ∈ H∗.
(S∗ ∗ idH∗)(h∗)(k) = h∗1(S(k1))h∗2(k2) = h∗(S(k1)k2) = (k)h∗(1H∗)
(idH∗ ∗S∗)(h∗)(k) = h∗1(k1)h∗2(S(k2)) = h∗(k1S(k2)) = (k)h∗(1H∗)
ηH∗H∗(h
∗)(k) = (k)h∗(1H).
Since the antipode conditions are satisfied, H∗ is a Hopf algebra.
Example 2.1.20. We now return to our example kG. We see that defining S : kG → kG by
S(g) = g−1 gives us an endomorphism that satisfies the antipode conditions. Thus, kG is a
Hopf algebra.
We say a Hopf algebra H is trivial if H ∼= kG or H ∼= kG, the k-linear dual of kG. Further,
if H is a bialgebra, it is straightforward to verify that the set of grouplike elements of H forms
a monoid with the underlying multiplication of H and 1H ∈ G(H). If H is a Hopf algebra
with an antipode S, then necessarily, S(g) = g−1 for all g ∈ G(H). Hence, G(H) is a group
and kG(H) is a Hopf subalgebra of H. The Nichols-Zoeller theorem, introduced in [46] and
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presented below, tells us if K is a Hopf subalgebra of finite-dimensional Hopf algebra H, then
dimK divides dimH. In particular, we note |G(H)| must divide dimH.
Theorem 2.1.21. Let H be a finite-dimensional Hopf algebra over a field k, and let B be a
Hopf subalgebra. Then H is a free left (or right) B-module.
The study of kG has been useful in the classifications of Hopf algebras. In particular, in
1994, Zhu was able to prove one of Kaplansky’s conjectures with the following theorem, found
in [59].
Theorem 2.1.22. Let H be a Hopf algebra over the algebraically closed field k of characteristic
zero. If dimH = p for some prime p, then, H ∼= kG as Hopf algebras, where G is a group of
order p.
Following the terminology of [9], we say a Hopf algebra is of type (m,n) if |G(H)| = m and
|G(H∗)| = n.
Example 2.1.23. If H and H ′ are Hopf algebras with antipodes S and S′ respectively, then
H ⊗H ′ is a Hopf algebra with antipode S ⊗ S′. In particular, H ⊗H is a Hopf algebra.
We close this section with an example of Hopf algebras that are neither commutative nor
cocommutative.
Example 2.1.24. The Taft algebras, denoted by Hn,q with n ≥ 1 and q ∈ k an nth root of
unity, were introduced by Taft in [56]. As a k-algebra, Hn,q is generated by a and x subject to
the conditions an = 1, xn = 0, and xa = qax. The coalgebra structure on Hn,q is given by
∆(a) = a⊗ a, (a) = 1, ∆(x) = 1⊗ x+ x⊗ a, and (x) = 0 .
It can be verified that this creates a bialgebra structure on Hn,q. Finally, defining S :
Hn,q → Hn,q by S(a) = a−1 and S(x) = −xa−1, we have found an endomorphism that satisfies
the antipode conditions, as demonstrated below:
(S ∗ idH)(a) = S(a)a = a−1a = 1H = η(a),
(idH ∗S)(a) = aS(a) = aa−1 = 1H = η(a),
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and
(S ∗ idH)(x) = S(1)x+ S(x)a = x+ (−xa−1)a = 0 = η(x),
(idH ∗S)(x) = 1S(x) + xS(a) = −xa−1 + x(a−1) = 0 = η(x) .
When n = 2 and q = −1, this construction is also known as Sweedler’s 4-dimensional Hopf
algebra, first introduced in [55].
2.2 Modules over Hopf algebras
In this section, we introduce the notion of Hopf modules of Hopf algebras H, and the
Fundamental Theorem of Hopf Modules. In particular, we present the basic example of the
Hopf module H∗ over a Hopf algebra H and its dual counterpart.
Definition 2.2.1. Let A be a k-algebra. A left A-module is a vector space M over k and with
a k-linear action γ : A⊗M → M such that 1Am = m and a(bm) = (ab)m for all m ∈ M and
a, b ∈ A, where γ(a ⊗m) is simply denoted by am. When the context is clear, we will write
M is a left A-module for the module structure (M,γ). Moreover, we will denote by HM the
category of all finite-dimensional left H-modules.
A right A-module is defined similarly.
It can easily be seen that if H is a Hopf algebra, H is a left (and right) H-module in which
the multiplication of H is the module action. When H is finite-dimensional, we also have
Example 2.2.2.
Example 2.2.2. If H is a finite-dimensional Hopf algebra, then one can show directly that H
is a left H∗-module under the module action ⇀ defined by
h∗ ⇀ h = h∗(h2)h1. (2.5)
Similarly, H is a right H∗-module under the action ↼ defined by
h ↼ h∗ = h∗(h1)h2. (2.6)
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Example 2.2.3. If H is a finite-dimensional Hopf algebra, then H∗ is a left H-module under
the module action  defined by
(a  h∗)(h) = h∗(ha) = h∗1(h)h∗2(a) (2.7)
for a, h ∈ H and h ∈ H∗. This can be shown directly by definition. In view of the previous
example, one can simply write a  h∗ = h∗2(a)h∗1. Similarly, H∗ is a right H-module under the
action ≺ defined by
h∗ ≺ a = h∗1(a)h∗2. (2.8)
Example 2.2.4. If M and N are H-modules, then M ⊗ N is also an H-module under the
action
h(m⊗ n) = h1m⊗ h2n for all h ∈ H,m ∈M,n ∈ N.
An H-module M is called trivial if hm = (h)m for all h ∈ H and m ∈M . It is immediate
to see that every vector space over k can be imposed with a trivial H-module structure. In
particular, the trivial H-module k is called the unit object of HM.
The next example provides a nontrivial module action on a vector space V .
Example 2.2.5. We let σV denote an H-module on V with the module action γσ(h ⊗ v) =
σ(h)v, where σ is an algebra automorphism on H, h ∈ H and v ∈ V .
Additionally, we present several examples of the duals of vectors spaces as H-modules.
Example 2.2.6. Define V ∨ to be the left H-module with underlying space V ∗ and module
action given by
(hf)(x) = f(S(h)x)
for x ∈ V and f ∈ V ∗. This is the left dual of the left H-module V .
Example 2.2.7. Similarly, ∨V is the left H-module with underlying space V ∗ and module
action
(hf)(x) = f(S−1(h)x).
This is the right dual of the left H-module V .
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Further, if M is a left H-module, the H-invariant subspace of M is defined as
MH = {m ∈M |hm = (h)m ∀h ∈ H} .
If M is a right H-module, the H-invariant subspace of M is denoted HM . Note that the
H-invariant subspace of M is the trivial module, with the trivial module action.
Definition 2.2.8. If A is a k-algebra and M and N are left A-modules, we say the k-linear
map f : M → N is an A-module map if f(am) = af(m) for all a ∈ A and m ∈M .
Next, we dualize the notion of A-modules to define left (or right) C-comodules.
Definition 2.2.9. Let (C,∆, ) be a coalgebra. Then, a left C-comodule is the pair (M,ρ)
where M is a vector space over k and the coaction ρ : M → C ⊗M is a k-linear map such that
(⊗ idM )ρ = idM and (∆⊗ idM )ρ = (idC ⊗ρ)ρ .
A right C-comodule is defined similarly with the coaction defined by ρ : M →M⊗C. Using
our adaptation of the Sweedler-Heinemann notation (c.f. [55]), if M is a left C-comodule, we
will write ρ(m) = m−1 ⊗ m0 where m−1 ∈ C and m0 ∈ M . Similarly, if M is a right C-
comodule, we will write ρ(m) = m0 ⊗m1, where again m0 ∈ M and now m1 ∈ C. When the
context is clear, we will say M is a left (or right) C-comodule to denote the structure (M,ρ).
As with A-modules, if H is a Hopf algebra, then H is a left and a right H-comodule, where
the comultiplication is the coaction.
Example 2.2.10. If M and N are left H-comodules, then M ⊗N is also a left H-comodule
under the coaction
ρ(m⊗ n) = m−1n−1 ⊗ (m0 ⊗ n0).
An H-comodule M is called trivial if ρ(m) = 1H ⊗m for all m ∈M . We can then see that
every vector space over k can be imposed with a trivial H-comodule structure. In particular,
the trivial H-comodule k is called the unit object of HM.
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Example 2.2.11. Define the left dual V ∨ of the left H-comodule V to be the left H-comodule
with underlying space V ∗ and comodule coaction given by
ρ(f) = f−1 ⊗ f0 ∈ H ⊗ V ∗ such that h∗(f−1)f0(v) = h∗(S−1(v−1))f(v0)
for h∗ ∈ H∗ and v ∈ V .
Example 2.2.12. Similarly, ∨V denotes the right dual of the left H comodule V with under-
lying space V ∗ and comodule coaction
ρ(f) = f−1 ⊗ f0 ∈ H ⊗ V ∗ such that h∗(f−1)f0(v) = h∗(S(v−1))f(v0)
for h∗ ∈ H∗ and v ∈ V .
Further, if M is a left H-comodule with the coaction ρ, the H-coinvariant subspace of M
is defined as
M coH = {m ∈M |ρ(m) = 1H ⊗m} .
If M is a right H-comodule, the H-coinvariant subspace of M is denoted coHM .
Definition 2.2.13. If C is a coalgebra and (M,ρM ) and (N, ρN ) are left C-comodules, we say
the k-linear map f : M → N is a C-comodule map if ρNf = (idC ⊗f)ρM .
Now that we have definitions for H-modules and H-comodules, we can define an H-Hopf
module.
Definition 2.2.14. Let H be a Hopf algebra. A left H-Hopf module is a left H-module M
which is also a left H-comodule such that the H-coaction ρ : M → H ⊗M is an H-module
map, i.e. ρ(hm) = h1m−1 ⊗ h2m0 for all h ∈ H and m ∈M .
A right H-Hopf module is defined in a similar way, with the final condition becoming
ρ(mh) = m0h1 ⊗m1h2.
It is clear that H is a left (and right) H-Hopf module since ∆(hh′) = (hh′)1 ⊗ (hh′)2 =
h1h
′
1⊗h2h′2 for all h, h′ ∈ H. Further, a map of left (or right) H-Hopf modules is a linear map
that is both an H-module map and an H-comodule map.
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Example 2.2.15. If V is a vector space over k equipped with the trivial H-module structure,
then V ⊗H is a left H-Hopf module with the coaction ρ given by ρ(v ⊗ h) = h1 ⊗ v ⊗ h2.
We close this section with the Fundamental Theorem of Hopf Modules [55]. It presents a
nice relationship between a Hopf algebra and the coinvariants of a Hopf module over that Hopf
algebra.
Theorem 2.2.16. Let H be a Hopf algebra and M a left H-Hopf module. Then, we have
M ∼= M coH ⊗H
as Hopf modules, where the Hopf module structure of M coH⊗H follows that of Example 2.2.15.
2.3 Integrals in Hopf algebras
In this section we will introduce the notion of integrals in Hopf algebras, as well as their
usefulness including generating a basis for modules and in the construction of a formula for S4.
In this sectionH will denote a finite-dimensional Hopf algebra with antipode S, comultiplication
∆, and counit .
Definition 2.3.1. A left (resp. right) integral in H is Λ ∈ H such that for all h ∈ H,
hΛ = (h)Λ (resp. Λh = (h)Λ).
We will denote the set of left (resp. right) integrals in H by
∫ l
H (resp.
∫ r
H).
It can be seen that
∫ l
H and
∫ r
H are left and right ideals of H respectively. Further, a nonzero
left (or right) integral generates a one-dimensional left (or right) ideal of H. We say H is
unimodular if
∫ l
H =
∫ r
H . Since H is finite-dimensional, we know its dual, H
∗, is also a Hopf
algebra with the counit H∗ given by 
∗
H(f) = f(1H) for f ∈ H∗. Thus, a left (resp. right)
integral in H∗ is λ ∈ H∗ such that for all h∗ ∈ H∗,
h∗λ = h∗(1H)λ (resp. λh∗ = h∗(1H)λ).
The next theorem, presented in [49], shows the relationship between integrals and the
module actions defined in Examples 2.2.2 and 2.2.3.
20
Theorem 2.3.2. Let H be a finite-dimensional Hopf algebra.
1. Let Λ be a nonzero left or right integral in H. Then, the left (resp. right) H∗-module H
under the H∗-module action ⇀ (resp. ↼) is free with the basis {Λ}.
2. Similarly, if λ is a nonzero left or right integral in H∗, then the left (resp. right) H-module
H∗ under the H-module action  (resp. ≺) is free with the basis {λ}.
Further, integrals are used in defining a special type of grouplike elements, called the dis-
tinguished grouplike elements, defined below.
Definition 2.3.3. Following [49], we say g ∈ H is the H-distinguished grouplike element of H
if for λ ∈ ∫ rH∗ and all a∗ ∈ H∗,
a∗λ = a∗(g)λ.
Similarly, we say α ∈ H∗ is the H-distinguished grouplike element of H∗ if for Λ ∈ ∫ lH and for
all a ∈ H,
Λa = α(a)Λ.
It should be noted that the H-distinguished grouplike elements are both uniquely deter-
mined and do not depend on the choice of λ or Λ. They were extremely useful in the develop-
ment of Radford’s formula for S4, found in [49], and presented below.
Theorem 2.3.4. Let H be a finite-dimensional Hopf algebra with antipode S. If g ∈ H and
α ∈ H∗ are the H-distinguished grouplike elements of H and H∗ respectively, then for all
a ∈ H,
S4(a) = g(α ⇀ a ↼ α−1)g−1. (2.9)
In particular, S4n = idH where n is the least common multiple of the orders of g and α.
Larson and Radford show in [30] and [31] that if H is a finite-dimensional Hopf algebra and
H∗ is semisimple, then H is semisimple with the following theorem.
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Theorem 2.3.5. Let H be a finite-dimensional Hopf algebra with antipode S and over a field
k of characteristic zero. Then, the following statements are equivalent:
1. H is semisimple;
2. H is cosemisimple;
3. S2 = idH ;
4. tr(S2) 6= 0.
Next we present a result of Radford and Schneider about endomorphisms, found in [50].
Firstly, we introduce some notation.
Let Λ ∈ ∫ lH be nonzero. Then, we define
νH(f) = S(Λ2)f(Λ1)
where f is a linear endomorphism of H. Further, let l(a) denote left multiplication by a. That
is, l(a)(x) = ax. We similarly use r(a) to denote right multiplication by a.
Proposition 2.3.6. Let H be a finite-dimensional Hopf algebra with antipode S and g ∈
Endk(H). Then,
1. tr(g) = λ(νH(g)) = λ(S(Λ2)g(Λ1)), where Λ ∈
∫ l
H and λ ∈
∫ r
H∗ satisfying λ(Λ) = 1.
2. νH(g) = 0 if and only if tr (r(h) ◦ g) = 0 for all h ∈ H.
3. If g is an algebra automorphism of H, then νH(g
−1) = 0 if and only if tr (l(h) ◦ g) = 0
for all h ∈ H.
We close this section with two lemmas presented in [45]. Firstly, however, we introduce
some notation and definitions, following [45]. For any H-module V , we will let Soc(V ) denote
the sum of simple H-submodules of V , called the socle of V . Let P (V ) denote the projective
cover of V , which is the smallest projective H-module admitting an epimorphism onto V .
Lemma 2.3.7. Let H be a finite-dimensional Hopf algebra over an algebraically closed field k
with H-distinguished grouplike element α ∈ H∗, and V a simple H-module. Then,
kα−1 ⊗ ∨∨V ∼= SocP (V ) and V ∼= SocP (kα ⊗ V ∨∨). (2.10)
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Moreover, V is projective if and only if dimP (V ) < 2 dimV . In this case, V ∼= kα ⊗ V ∨∨ as
H-modules.
Lemma 2.3.8. Let V ∈ HM such that V ∼= kβ ⊗ V ∨∨ for some nontrivial β ∈ G(H∗). Then
Tr(τ) = 0 for τ ∈ HomH (V, σV ), where σ = S2 ◦ r(β).
2.4 The coradical
In this section, we introduce the coradical of a Hopf algebra, which will be a key component
of our classification in Chapter 4. We will define a simple coalgebra to be a coalgebra that
contains no proper sub-coalgebras.
Definition 2.4.1. Let C be a coalgebra. The coradical of C, denoted C0, is the sum of the
simple sub-coalgebras of C.
Note that by definition, the coradical is a semisimple sub-coalgebra of C. Since a Hopf
algebra has a coalgebra structure, we know there exists a coradical, H0, of the Hopf algebra H.
The structure of this coradical will be significant in our classifications found in later chapters.
In particular we will look at Hopf algebras with the Chevalley property, defined below.
Definition 2.4.2. A Hopf algebra H has the Chevalley property if H0 is a Hopf subalgebra.
Further, we say H is pointed if H0 is isomorphic to a group algebra.
Note that if H has the Chevalley property, we know from Theorem 2.3.5 that H0 is not
only a cosemisimple, but also a semisimple Hopf algebra.
The structure of the coradical has been useful in previous classifications as well. In par-
ticular, in [5], Andruskiewitsch and Vay were able to find a lower bound on the dimension of
Hopf algebras with a coradical isomorphic to kS3 as stated in the following theorem.
Theorem 2.4.3. The smallest Hopf algebra with the Chevalley property and a coradical iso-
morphic to kS3 has dimension 72.
We will now examine how the coradical can generate a filtration of the Hopf algebra as well
as the conditions necessary for the associated graded space to be a Hopf algebra. In particular,
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let H be a finite-dimensional Hopf algebra with the Chevalley property. Then, H0 denotes the
coradical and Hn ⊂ H can be defined inductively by
Hn = ∆
−1(H ⊗Hn−1 +H0 ⊗H), (2.11)
and H0 ⊆ H1 ⊆ H2 · · · form a coradical filtration of subspaces of H. Further, Theorem 2.4.4,
presented in [37], provides the necessary properties of a coalgebra filtration of H.
Theorem 2.4.4. For all n ≥ 0, {Cn} is a family of sub-coalgebras of H satisfying
1. Cn ⊂ Cn+1 and H =
⋃
n≥0Cn
2. ∆Cn ⊂
∑n
i=0Ci ⊗ Cn−i.
An algebra A with an increasing sequence of subspaces A0 ⊆ A1 ⊆ · · · ⊆ A is called a
filtered algebra if A =
⋃
nAn and AnAm ⊆ Am+n for all m,n ∈ N. Associate with the filtered
algebra is a graded algebra grA =
⊕
i≥0Ai/Ai−1 assuming A−1 = 0. The multiplication of
grA is given by
(a+Am−1)(b+An−1) = ab+Am+n−1
for a ∈ Am and b ∈ An. In particular, grA is a graded algebra in the following sense.
Definition 2.4.5. 1. An algebraA is called graded if there is sequence of subspaces {An}n∈N
of A such that A =
⊕
n∈NAn and AnAm ⊆ Am+n for all m,n ∈ N.
2. A graded Hopf algebra H is a graded algebra H =
⊕
n∈NHn such that Hn is invariant
under the antipode of H and
∆(Hn) ⊆ ⊕ni=0Hi ⊗Hn−i
for all n ∈ N.
Analogous to the graded algebra associated with a filtered algebra, a graded Hopf algebra
can be obtained naturally from a Hopf algebra filtration defined as follows:
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Definition 2.4.6. Let H be a Hopf algebra with antipode S and {Kn}. Then, an increasing
sequence {Kn}n∈N of subspaces of H is called a Hopf algebra filtration if
1. H is a filtered algebra with the filtration K0 ⊆ K1 ⊆ · · · ⊆ H.
2. {Kn}n∈N is a coalgebra filtration of H, i.e. {Kn}n∈N satisfies (1) and (2) of Theorem
2.4.4.
3. S(Kn) ⊆ Kn for all n ∈ N.
The associated grade algebra grH of the Hopf algebra filtration {Kn}n∈N is a Hopf algebra
with the comultiplication, counit and antipode given by
∆(a+Kn−1) =
n∑
i=0
(a
(i)
1 +Ki−1)⊗ (a(i)2 +Kn−i−1)
(a+Kn−1) = H(a), S(a+Kn−1) = SH(a) +Kn−1
for a ∈ Kn, where a1⊗a2 =
∑n
i=0 a
(i)
1 ⊗a(i)2 with a(i)1 ⊗a(i)2 ∈ Ki⊗Kn−i. Note that summation
notations are repeatedly suppressed as usual in all these expressions.
We close this section with a lemma presented by Montgomery dictating when {Hn} is a
Hopf algebra filtration [37].
Lemma 2.4.7. Let {Hn} be the coradical filtration of H. Then, {Hn} is a Hopf algebra
filtration if and only if H0 is a Hopf subalgebra of H, or in other words, if H has the Chevalley
property.
Remark 2.4.8. By the preceding lemma, associated to a Hopf algebra H with the Chevalley
property is a graded Hopf algebra grH. We note, however, that some information about H is
lost when constructing grH as above, so it is possible for two non-isomorphic Hopf algebras to
have the same coradical and associated graded Hopf algebra.
2.5 Hopf algebras and tensor categories
In this section, we recall the notion of tensor category theory and the reconstruction theorem
which is also known as Tannaka duality. We will assume the basic definitions and theory of
abelian categories covered in [32]. We begin with the definition of a monoidal category.
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(U ⊗ V )⊗ (W ⊗X)
αU,V,W⊗X
**
U ⊗ (V ⊗ (W ⊗X))
((U ⊗ V )⊗W )⊗X
αU⊗V,W,X
OO
αU,V,W⊗idX

U ⊗ ((V ⊗W )⊗X)
idU ⊗αV,W,X
OO
(U ⊗ (V ⊗W ))⊗X
αU,V⊗W,X
44
(V ⊗ 1)⊗W αV,1,W //
rV ⊗idW
  
V ⊗ (1⊗W )
idV ⊗lW
~~
V ⊗W
Figure 2.7: Commutative Diagrams for Monoidal Categories
Definition 2.5.1. A monoidal category is a category, C, with a functor ⊗ : C × C → C, called
the tensor product of C, a unit object 1 in C, and natural isomorphisms αX,Y,Z : (X⊗Y )⊗Z →
X ⊗ (Y ⊗ Z), lX : 1⊗X → X, rX : X ⊗ 1→ X that satisfy the pentagon axiom and triangle
axiom which are illustrated by the commutative diagrams in Figure 2.7 for all objects U, V,W,X
in C. The natural isomorphism α is often referred to as the associativity constraint of C, and
l, r are called the unit constraints.
Example 2.5.2. Our first example of a monoidal category is the category of finite-dimensional
vector spaces over k, denoted V ect. The tensor product ⊗ : V ect× V ect→ V ect is simply the
usual tensor product of vector spaces over k and its unit object is k. The natural isomorphisms
k⊗ V ∼= V and V ⊗ k ∼= V given by the scalar multiplicaton are the unit constraints, and the
associativity constraint α : (U ⊗V )⊗W → U ⊗ (V ⊗W ) is the usual associativity isomorphism
of tensor product defined by
α((u⊗ v)⊗ w) = (u⊗ v)⊗ w
for u ∈ U, v ∈ V,w ∈W .
Example 2.5.3. Let H be a Hopf algebra over k. Recall from Example 2.2.4 that the tensor
product (as vector spaces over k) of two H-modules admits a natural H-module structure and k
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is a trivial H-module. The category of left H-modules, denoted H-mod, is a monoidal category
with the tensor product, unit object, associativity and unit constraints inherited from V ect.
Similarly, its full subcategory HM of left finite-dimensional H-modules is also a monoidal
category. The corresponding monoidal categories for right H-modules are analogously defined
and denoted by mod-H, MH .
Example 2.5.4. Let H be a Hopf algebra and M,N left H-comodules. Then M ⊗N admits
a natural left H-coaction ρ : M ⊗N → H ⊗ (M ⊗N) given by Example 2.2.10 and unit object
k. Thus, the category of left H-comodules, denoted by H-comod, is a monoidal category
with tensor product, unit object, associativity and unit constraints inherited from V ect. For
the same reason, the category of finite-dimensional left H-comodules, abbreviated as HM,
is a monoidal category. The corresponding monoidal categories for right H-comodules are
analogously defined and denoted by comod-H, MH .
Definition 2.5.5. Let V be a object in a monoidal category C.
1. A left dual of an object V in a monoidal category C is a triple (V ∨, ev, db) in which V ∨
is an object of C and ev : V ∨ ⊗ V → 1 and db : 1→ V ⊗ V ∨ satisfying
idV = (V
l−1−−→ 1⊗ V db⊗V−−−−→ (V ⊗ V ∨)⊗ V α−→ V ⊗ (V ∨ ⊗ V ) V⊗ev−−−→ V ⊗ 1 r−→ V ),
idV ∨ = (V
∨ r−1−−→ V ∨ ⊗ 1 V ∨⊗db−−−−→ V ∨ ⊗ (V ⊗ V ∨) α−1−−→ (V ∨ ⊗ V )⊗ V ∨ ev⊗V ∨−−−−−→ 1⊗ V ∨ l−→ V ∨).
2. Similarly, a right dual of V is a triple (∨V , ev′,db′) in which ∨V is an object of C and
ev′ : V ⊗ ∨V → 1 and db′ : 1→ ∨V ⊗ V satisfying
idV = (V
r−1−−→ V ⊗ 1 V⊗db′−−−−→ V ⊗ (∨V ⊗ V ) α−1−−→ (V ⊗ ∨V )⊗ V ev′⊗V−−−−→ 1⊗ V l−→ V ),
id∨V = (
∨V l
−1−−→ 1⊗ ∨V db′⊗∨V−−−−−→ (∨V ⊗ V )⊗ ∨V α−→ ∨V ⊗ (V ⊗ ∨V ) ∨V⊗ev′−−−−−→ ∨V ⊗ 1 r−→ ∨V ).
Definition 2.5.6. We say the monoidal category C is rigid if every object V of C has a left
and right dual. A fusion category is a k-linear, abelian, semisimple, rigid monoidal category
with a finite number of isomorphism classes of simple objects, and the unit object is simple.
Here, an object V in a fusion category is called simple if EndC(V ) = k.
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F (X)⊗ (F (Y )⊗ F (Z))
id⊗F2
**
(F (X)⊗ (F (Y ))⊗ F (Z)
F2⊗id

α
44
F (X)⊗ F (Y ⊗ Z)
F2

F (X ⊗ Y )⊗ F (Z)
F2 ++
F (X ⊗ (Y ⊗ Z))
F ((X ⊗ Y )⊗ Z)
F (α)
44
F (X)⊗ 1
id⊗F0

r // F (X)
F (X)⊗ F (1) F2 // F (X ⊗ 1)
F (r)
OO
1⊗ F (X)
F0⊗id

l // F (X)
F (1)⊗ F (X) F2 // F (1⊗X)
F (l)
OO
Figure 2.8: Commutative Diagrams for Monoidal Functors
Example 2.5.7. Let H be a Hopf algebra. For any finite-dimensional left H-module V ,
(V ∨, ev,db) and (∨V , ev′,db′) are respectively a left and a right dual of V , where V ∨ and ∨V
are defined in Examples 2.2.6 and 2.2.7, ev and ev′ are evaluation maps, and db and db′ are
dual basis maps. Therefore, HM is a k-linear, abelian, rigid monoidal category with a simple
unit object. If H is finite-dimensional and semisimple over an algebraically closed field k , then
HM is a fusion category. Similarly, the same properties hold for MH .
Example 2.5.8. Analogously, HM and MH are k-linear, abelian, rigid monoidal categories
with a simple unit object. In HM, for any finite-dimensional left H-comodule V , (V ∨, ev,db)
and ∨V , ev′, db′) are respectively a left and a right dual of V where V ∨ and ∨V are defined
in Examples 2.2.11 and 2.2.12. This is defined similarly for MH . Further, if H is finite-
dimensional and semisimple over an algebraically closed field k, then HM or MH is a fusion
category.
Definition 2.5.9. Let C and D be monoidal categories. A monoidal functor F : C → D is a
functor equipped with natural isomorphisms F2 : F (X)⊗F (Y )→ F (X⊗Y ) and F0 : 1→ F (1)
such that the following diagrams commute for all X,Y, Z ∈ C: The monoidal functor F is
said to be strict if F0 and F2 are identities. An monoidal equivalence is a monoidal functor
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in which the underlying functor is an equivalence. Two monoidal categories are said to be
monoidally equivalent if there exists a monoidal equivalence between them.
Example 2.5.10. Let H be a finite-dimensional Hopf algebra. The forgetful functor FH :
MH → V ect is a monoidal functor with FH2 and FH0 being identities. This monoidal functor
is k-linear, faithful and exact.
Example 2.5.11. Let H be a finite-dimensional Hopf algebra. For each M ∈ MH , one
can define a left H∗-module FM where FM is the k-linear space M with the H∗-action
f · m = f(m1)m0. For any H-comodules M,N ∈ MH , φ : M → N is an H-comodule map
if, and only if, φ is an H∗-module map from FM → FN . Thus, one can extend F to a
faithful and full k-linear functor FH :MH → H∗M. For V ∈ H∗M and v ∈ V , one can define
ρ(v) =
∑
i vi ⊗ hi ∈ V ⊗H such that f · v =
∑
i f(hi)vi for all f ∈ H∗. V = (V, ρ) is a right
H-comodule as V ∈ H∗M. In particular, FV = V and hence F is an equivalence. In fact, F
is a strict monoidal functor, and we denote this monoidal equivalence by FH :MH → H∗M.
Note that K is a sub-coalegbra of H if, and only if, i∗ : H∗ → K∗ is an algebra epimorphism
where i is the inclusion map. MK is an abelian subcategory of MH , i.e. the inclusion functor
is strict monoidal, while K∗M is an abelian subcategory of H∗M. Moreover, the image ofMK
under the monoidal equivalence FH : MH → H∗M is equal to K∗M. In particular, MK is
closed under the tensor product ofMH if, and only if, K∗M is closed under the tensor product
of H∗M
Now, we present the reconstruction theorem, also known as Tannaka Duality (See cf. [57],
[33], [51], [52]), and finally, close with a proposition giving a relationship between the Chevalley
property and the categories of H-modules and H-comodules.
Theorem 2.5.12. Let C be a k-linear abelian, rigid, monoidal category and let F : C → V ect
be a k-linear, faithful, exact monoidal functor. Then, there exists a universal Hopf algebra H
over k, unique up to isomorphism, and a monoidal equivalence F˜ : C → MH such that the
following diagram of monoidal functors commutes.
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C
F˜

F // V ect
MH
FH
<<
Here, FH denotes the forgetful functor and H universal means that if K is a Hopf algebra
such that F factors through F˜ ′ : C → MK and the forgetful functor FK : MK → V ect, then
there exists a unique Hopf algebra map ι : H → K such that
C
F˜ ′
!!
F˜
}}
MH ιˆ //MK
commutes, where the functor ιˆ :MH →MK is the induced functor of ι.
The reconstruction theorem implies the following proposition which gives an equivalence
between the Chevalley property and subcategories generated by simple H-modules. However,
we will provide a more direct proof of this fact.
Proposition 2.5.13. Let H be a finite-dimensional Hopf algebra over k, and H0 the coradical
subcoalgebra of H. The following statements are equivalent.
1. H has the Chevalley property.
2. H∗0M is a monoidal subcategory of H∗M.
3. MH0 is a monoidal subcategory of MH .
Proof. To begin, we suppose H has the Chevalley property. Then, we know H0 is a Hopf
subalgebra of H and hence H∗0 is a quotient Hopf algebra of H∗. In particular, the inclusion
functor H∗0M → H∗M is a monoidal functor and hence H∗0M is a monoidal subcategory of
H∗M. In view of Example 2.5.11, MH0 is a monoidal subcategory of MH .
Next, we supposeMH0 is a monoidal subcategory ofMH . In particular, H0⊗H0 is a right
H0-comodule. Thus, for a, b ∈ H0, a1⊗ b1⊗a2b2 ∈ H0⊗H0⊗H0. Applying ⊗ ⊗ idH0 , we see
that ab ∈ H0. Therefore, H0 is closed under the multiplication of H. Obviously, H0 is stable
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under the antipode of H as S(C) is a simple sub-coalgebra of H for any simple sub-coalgebra
C of H. This implies H0 is a Hopf subalgebra and hence H has the Chevalley property.
When k is algebraically closed and H has the Chevalley property,MH0 or H∗0M are exam-
ples of fusion categories over k.
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CHAPTER 3. NONSEMISIMPLE 8p-DIMENSIONAL HOPF
ALGEBRAS
In this chapter we will cover several known and new results about Hopf algebras of dimension
8p, where p is an odd prime. These results will hopefully play a role in future classifications
of 8p-dimensional Hopf algebras. For simplicity we will assume the base field k is algebraically
closed with characteristic 0 for the remainder of this dissertation.
3.1 Useful results
We begin with a section examining several general results that are used for the proofs of
later propositions. For this section, we will assume H is a finite-dimensional Hopf algebra.
Lemma 3.1.1. Let C be a 4-dimensional simple coalgebra over k and T : C → C a coalgebra
automorphism with finite order. If TrT = 0, then ordT = 2.
Proof. Let n = ordT . S¸tefan shows in [54, Thm 1.4b] that there is a primitive n-th root ω ∈ k
and a basis {eij}i,j=1,2 of C such that T (eij) = ωi−jeij . Thus, TrT = (1 + ω)(1 + ω−1), which
is zero if and only if ω = −1. Therefore, n = 2.
Lemma 3.1.2. If H admits a decomposition of coalgebras, H = C⊕C ′, with C simple, then C
is invariant under S−2 ◦ l(a) where a is the H-distinguished grouplike element of H. Moreover,
TrC (S
−2 ◦ l(a)) = 0.
Proof. Recall from Theorem 2.3.2 that H is a free left H∗-module of rank 1 under the action
⇀. Let I be a simple right coideal of H such that ∆(I) ⊂ I ⊗ C. Then C ∼= dim(I)I as right
H-comodules and hence left H∗-modules. In particular, I is a simple projective H∗-module.
By Lemma 2.3.7, I ∼= k
â−1 ⊗ I∗∗ where xˆ ∈ H∗∗ denotes the image of x ∈ H under the natural
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isomorphism. In particular, I ∼= σI where σ = (S∗)2 ◦ r(â−1) (cf. Lemma 2.3.8). Therefore,
the annihilator ideal annH∗ I is invariant under the automorphism σ. Note that σ = τ
∗, where
τ = S2 ◦ l(a−1) is a coalgebra automorphism. Since annH∗ I = C⊥, we find σ(C⊥) = C⊥ and
hence C is invariant under τ .
Now, because I ∼= σI as H∗-modules, we know C ∼= σC as H∗-modules. To complete the
proof, by Lemma 2.3.7, it suffices to show that τ−1 : C → σC is an H∗-module homomorphism.
For f ∈ H∗ and c ∈ C,
σ(f) ⇀ τ−1c = σ(f)(τ−1c2)τ−1c1 = fττ−1(c2))τ−1c1 = f(c2)τ−1c1 = τ−1(f ⇀ c) .
Therefore, τ−1 ∈ HomH∗(C, σC).
Lemma 3.1.3. Suppose H admits a pointed Hopf subalgebra A such that G(H) = G(A). Then,
H and A have a common distinguished grouplike element.
Proof. Let λ be a nonzero right integral in H∗. Then, for all h ∈ H, h ↼ λ = λ(h)1 and
λ ⇀ h = λ(h)a where a is the distinguished grouplike element of H. Since a ∈ A and λ|A is a
right integral of A∗, a is, by definition, the distinguished grouplike element of A.
The following proposition, found in [8], is an improvement of [9, Prop 2.17] and [26, Prop
1.3].
Proposition 3.1.4. Let pi : H → A be a Hopf algebra epimorphism and assume dimH =
2 dimA. Then, Hcopi = k {1, x} where x is a (1, g)-skew primitive element, g ∈ G(H) and
2| ord g. Moreover, if x is trivial then ord g = 2 and H fits into an exact sequence of Hopf
algebras kC2 ↪→ H  A. If x is nontrivial, then x2 = 0 and H contains a Hopf subalgebra of
dimension 2 ord g. In particular, 4|dimH.
3.2 Dimension 24
In this section, we assume H is a Hopf algebra of dimension 24. Beattie and Garc´ıa show
in [9] the following theorem, which indicates restrictions on the order of the grouplike elements
of H and H∗.
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Theorem 3.2.1. If H is a Hopf algebra of dimension 24 such that H and H∗ do not have the
Chevalley property, then H is of type (2, 2), (2, 4), (4, 2), (6, 4) or (4, 6).
We further examine the grouplike elements and resulting implications in the following propo-
sition.
Lemma 3.2.2. If G(H) is nontrivial, then H has a nontrivial skew primitive element.
Proof. It suffices to prove the same statement for H∗.
Suppose G(H∗) nontrivial and H∗ has only trivial skew primitive elements. Then, H
has a nontrivial 1-dimensional H-module corresponding to the nontrivial grouplike element,
and Ext(k,kβ) = Ext(kβ,k) = 0 for all β ∈ G(H∗) where kβ denotes the 1-dimensional H-
module associated with β and Ext denotes the extension. Thus, P (k)/J2P (k) has a simple
H-submodule V such that dimV ≥ 2.
Claim 1. dimV = 2
Suppose dimV ≥ 3. Then, dimP (V ) ≥ 6 and since G(H∗) is nontrivial, we know |G(H∗)| ≥
2. So, we have
dimH ≥ |G(H∗)|dimP (k) + dimV dimP (V ) (3.1)
≥ 2 · 5 + 3 · 6 > 24, (3.2)
a contradiction.
Claim 2. If W is another simple H-module with dimW > 1, then W is projective with
dimW = 2.
Since dimV = 2 and dimW > 1, we know dimP (V ) ≥ 5. Then, as in Claim 1, we note
that
dimH ≥ |G(H∗)|dimP (k) + dimV dimP (V ) + dimW dimP (W ) (3.3)
≥ 2 · 4 + 2 · 5 + dimW dimP (W ). (3.4)
Thus, we see that dimW dimP (W ) ≤ 6. Now, dimW > 1 and dimP (W ) ≥ dimW so we
can conclude that dimW = dimP (W ) = 2. In particular, W is projective since dimW =
dimP (W ).
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Claim 3. dimP (V ) ≥ 6.
We know V is the unique nonlinear simple H-module that is not projective by Claim 2, so
V ∗ ∼= V and kβ ⊗ V ∼= V ∼= V ⊗ kβ for all β ∈ G(H∗). Since P (kβ) ∼= kβ ⊗ P (kβ), V is a
simple H-submodule of P (kβ)/J2P (kβ). This implies that
∑
β∈G(H∗) kβ is an H-submodule of
P (V )/J2P (V ). Knowing this, we can write
dimP (V ) ≥ |G(H∗)|+ 2 dimV (3.5)
= |G(H∗)|+ 4 ≥ 6. (3.6)
Hence, dimP (V ) ≥ 6.
Claim 4. |G(H∗)| = 2
Suppose |G(H∗)| ≥ 3. Then, using Equation 3.5 we see that dimP (V ) ≥ 7. So, we have
dimH ≥ |G(H∗)|dimP (k) + 2 dimP (V ) (3.7)
≥ 3 · 4 + 2 · 7 > 24, (3.8)
a contradiction.
It should be noted that Claim 3 indicates there is a unique nontrivial grouplike element in
H∗.
Claim 5. V is the unique simple H-module with dimV > 1.
Suppose there exists W , a simple H-module with dimW > 1. Then, by Claim 2, W is a
2-dimensional simple projective H-module. In particular, dimP (W ) = dimW . Further, the
inequality
24 = dimH ≥ 2 dimP (k) + 2 dimP (V ) + (dimW )2 (3.9)
≥ 2 · 4 + 2 · 6 + 2 · 2 = 24 (3.10)
implies that W is the unique simple projective H-module and
dimP (k) = 4 and dimP (V ) = 6. (3.11)
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Therefore, W ∼= W ∗ and kα⊗W ∼= W ∼= W ⊗ kα, where α ∈ G(H∗) is the nontrivial grouplike
element. Since W is projective, so is W⊗W ∗. Therefore, W⊗W ∗ can be written as a direct sum
of indecomposable projective H-modules by definition of projective module. However, W ⊗W ∗
maps surjectively onto k and kα which implies P (k)⊕ P (kα) is a summand of W ⊗W ∗. This
is a contradiction as dim (W ⊗W ∗) = dimP (k) = dimP (kα) = 4. Thus, W cannot exist and
V is the unique simple H-module with dimV > 1.
Claim 6. dimP (V ) = 8.
Let m be the multiplicity of V as a composition factor of P (k). Then, using the argument
of Claim 3, m is also the multiplicity of V as a composition factor of P (kα). Since k is
an algebraically closed field of characteristic zero, dimP (V ) is the multiplicity of V in the
composition factors of H (cf. [14, Theorem 54.19]).
By Claims 4 and 5, we have
H = P (k)⊕ P (kα)⊕ 2P (V ).
Since dim Soc (P (V )) = dimV = 2, we know Soc (P (V )) = V and hence [P (V ) : V ] ≥ 2.
Therefore, dimP (V ) ≥ 2m+ 4. Further, we know dimP (k) ≥ 2 + 2m. Thus, we have
dimH = 2 dimP (k) + 2 dimP (V )
≥ 2(2 + 2m) + 2(2m+ 4)
= 4(2m+ 3)
limiting the value of m to 0 or 1. However, if m = 0, then V is projective, thus forcing
m = 1. Now, since we are assuming H∗ has only trivial skew primitive elements, we know
Ext (k, kβ) = Ext (kβ, k) = Ext (kβ, kβ′) = 0 for all β, β′ ∈ G(H∗). So, we are guaranteed
dimP (k) = 2 + 2m. In particular, dimP (k) = 2 + 2(1) = 4. Now, we have
24 = dimH = 2 · 4 + 2 dimP (V ),
and so dimP (V ) = 8.
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Claim 7. P (kβ)⊗ V ∼= P (V ) ∼= V ⊗ P (kβ) for any β ∈ G(H∗).
We know P (kβ)⊗ V is projective for any β ∈ G(H∗) and maps surjectively onto V . Thus,
P (V ) is a summand of P (kβ)⊗V , implying through a dimension comparison that P (kβ)⊗V ∼=
P (V ). Similarly, V ⊗ P (kβ) ∼= P (V ).
Claim 8. H∗ has the Chevalley property.
We begin by noting that
dim HomH(P (kβ), V ⊗ V ) = dim HomH(V ∗ ⊗ P (kβ), V ) = dim HomH(P (V ), V ) = 1,
indicating the multiplicity of kβ as a composition factor of V ⊗ V is 1. Since the dual basis
map, db : k→ V ⊗V ∗, and the evaluation map, ev : V ∗⊗V → k, are nonzero H-module maps,
so are kβ⊗db and kβ⊗ev for all β ∈ G(H∗). Therefore, if α is the nontrivial grouplike element
of H∗, both k and kα are summands of V ⊗ V , and hence V ⊗ V ∼= V ⊕ k ⊕ kα. By Claim
3, the k-linear abelian full subcategory D generated by k, kα and V is a fusion subcategory of
HM. Then, by Proposition 2.5.13, we know H∗ has the Chevalley property.
Claim 9. (H∗)0 ∼= kS3 .
By the reconstruction theorem (Theorem 2.5.12), D is monoidally equivalent to HM for
some semisimple quotient Hopf algebra H of H. Since dimH = 1 + 1 + 22 = 6, it follows from
the classification of 6-dimensional semisimple Hopf algebras that H ∼= kS3. Thus, kS3 ∼= (H∗)0.
However, we know from Proposition 2.4.3 that the smallest Hopf algebra with the Chevalley
property and coradical isomorphic to kS3 has dimension 72. Thus, we have a contradiction and
we can conclude H∗ must have a nontrivial skew primitive element.
Corollary 3.2.3. If H and H∗ do not have the Chevalley property, then both H and H∗ have
a nontrivial skew primitive element.
Proof. By Theorem 3.2.1, |G(H)| and |G(H∗)| are even. The statement then follows immedi-
ately from Lemma 3.2.2.
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3.3 Dimension 8p
In this section, we continue our examination of finite-dimensional Hopf algebras. Here, we
assume H is a Hopf algebra of dimension 8p, where p is an odd prime. As with the previous
section, the following results provide information about the grouplike elements of H as well as
the coradical. To begin, Beattie and Garc´ıa show in [9] the follow proposition, which indicates
restrictions on the order of the grouplike elements, similar to the idea of Proposition 3.2.1.
Proposition 3.3.1. Let H be a nonsemisimple Hopf algebra of dimension 8p such that neither
H nor H∗ is pointed. Then, |G(H)| 6= 8p, 4p, p.
Our next lemma examines conditions on H that indicate when H may have the Chevalley
property, which will then fall under our classification to be outlined in the next chapter.
Lemma 3.3.2. Let H be a nonsemisimple Hopf algebra of dimension 8p. If K is a 4p-
dimensional semisimple Hopf subalgebra of H, then K = H0. In particular, H has the Chevalley
property.
Proof. To begin, we know we have the projection pi : H∗ → K∗, so we define R = (H∗)copi. We
note that dimR = 2, so R is spanned by {1, x} where x is a (1, g)-skew primitive element. We
can consider two cases: when x is trivial, that is x is a scalar multiple of 1 − g, or when x is
nontrivial.
First, we consider when x is trivial. Then, g2 = 1 or R = k〈g〉, a Hopf subalgebra which is
normal. Then, we have the following exact sequence of Hopf algebras.
0→ k〈g〉 → H∗ → K∗ → 0 (3.12)
Since k〈g〉 and K∗ are semisimple, H∗ must be semisimple, a contradiction. Thus, we know x
must be nontrivial.
Since x is nontrivial, dimR = 2, and R+ = ker |R = kx, we know x2 = 0. Further, we note
R is left-normal. That is, h1rS(h2) ∈ R for all h ∈ H∗ and r ∈ R. We further note that
(h1xS(h2)) = (x)(h) = 0 (3.13)
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so we can conclude h1xS(h2) ∈ kx. Thus, hx = h1xS(h2)h3 = cxh where c is a scalar, implying
H∗x ⊂ xH∗. Further, (R+H∗)2 = (xH∗)2 = xH∗xH∗ = x2H∗ = 0. Since K∗ ∼= H∗/R+H∗
and K∗ is semisimple, R+H∗ = J(H∗). Hence K ∼= (H∗/J(H∗))∗ = H0.
Theorem 3.3.3. Let H be a nonsemisimple Hopf algebra of dimension 2np where n ≥ 1 and
p is an odd prime. If K is a semisimple Hopf subalgebra of H, then dimK 6= 2n.
Proof. Suppose dimK = 2n. We first claim that p cannot divide the order of S2. Assume
p| ordS2. Then, due to Radford’s formula for S4 presented in Proposition 2.3.4, we know there
exists an H-distinguished grouplike element, a, in either H or H∗ such that p| ord a. Let α = a2i
for some i such that ordα = p.
If α ∈ H, then k 〈α〉 is a Hopf subalgebra of H and p = dimk 〈α〉. Define K to be the
algebra generated by C = K ⊕ k 〈α〉. Then, K is a Hopf subalgebra and dimK > 2n, so
K = H. Further, since C is the direct sum of two semisimple Hopf algebras as a vector space,
S2|C = idC and thus, because S2 is an algebra homomorphism, S2 = idH and we conclude that
H must be semisimple, a contradiction. So, we have α ∈ H∗.
Now, consider the exact sequence
H∗ pi−→ K∗ → 0.
It is easy to see that α ∈ (H∗)copi and thus k 〈α〉 ⊂ (H∗)copi. However, since the dimension of
(H∗)copi is p, we actually have k 〈α〉 = (H∗)copi and thus the exact sequence
0→ Zp → H∗ → K∗ → 0.
This implies H∗ is semisimple and hence H is semisimple, a contradiction. Thus, we see that
p does not divide the order of S2.
Now, again using Proposition 2.3.4, we have that (S2)2
n+1
= idH . In particular, ordS
2 is a
2-power. Let e be the normalized integral of K. That is, e2 = e, or (e) = 1. We know H is a
free right K-module, so
H ∼= H/HK+ ⊗K
as a right K-module and thus as a vector space,
He = H/HK+ ⊗ e
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implying that dimHe = p. Further, we see in [50, Lemma 3] that Tr(S2 ◦ r(a)) = 0 for any
a ∈ H. In particular, Tr(S2 ◦ r(e)) = 0. Thus, Tr(S2|He) = 0 since H is stabilized by S2.
However, we know dimHe = p and the order of S2 is a 2-power, so by [26, Lemma 1.8],
Tr(S2|He) cannot be 0. Thus, if H is a nonsemisimple Hopf algebra of dimension 2np, then it
cannot contain a 2n-dimensional semisimple Hopf subalgebra.
In particular, Theorem 3.3.3 indicates that an 8p-dimensional Hopf algebra with the Cheval-
ley property cannot have a coradical such that dimH0 = 8.
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CHAPTER 4. NONPOINTED, NONSEMISIMPLE DIMENSION 8p
HOPF ALGEBRAS WITH THE CHEVALLEY PROPERTY
In this chapter, we will study the nonpointed, nonsemisimple Hopf algebras of dimension
8p with the Chevalley property, denoted H. Recall that a Hopf algebra has the Chevalley
property when its coradical H0 is a Hopf subalgebra of H. Associated to such a Hopf algebra
is a graded Hopf algebra grH given by the coradical filtration of H (cf. Remark 2.4.8). This
graded Hopf algebra grH can be obtained by a process called bosonization. Utilizing the idea
of lifting the bosonization, introduced by Andruskiewitsch and Schneider (cf. [3]), we are able
to classify H using the dimension of its coradical. We find that H must either be pointed or
have a coradical of dimension 4p. In particular, we are able to show this coradical of dimension
4p must be kG, where G is one of either the dihedral or dicyclic groups of order 4p, or the
self-dual noncommutative Hopf algebra A+ outlined in [1] and described below.
4.1 The Yetter-Drinfeld category and bosonization
In this section, we will introduce the Yetter-Drinfeld category of a bialgebra K over k, and
the Radford biproduct, also known as bosonization. Additionally, we will highlight some useful
theorems about bosonizations, particularly when the coradical is used.
We first consider the monoidal category KM (see Example 2.5.3). We say A is a left K-
module algebra if it is an algebra in KM. That is, A is an algebra over k with a left K-module
structure such that the multiplication A ⊗ A → A and the unit map k → A are K-module
maps, i.e. for all k ∈ K and a, b ∈ A, we have
k(ab) = (k1a)(k2b) and k1 = (k)1. (4.1)
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Further, if A is a left K-module algebra, then A⊗K is an algebra over k with multiplication
defined by
(a⊗ k)(a′ ⊗ k′) = a(k1a′)⊗ k2k′ (4.2)
for all a, a′ ∈ A and k, k′ ∈ K and the unit defined as 1A ⊗ 1K . Note that the multiplication
is dependent on the module action from A. The associativity and unity axioms of an algebra
can easily be verified.
Definition 4.1.1. The smash product of A and K, often denoted A#K, is the algebra con-
structed above.
Similarly, by considering the category KM, we can define a smash coproduct as a left K-
comodule C with a coalgebra structure over k such that the comultiplication ∆ and the counit
 are comodule maps, i.e. for all c ∈ C,
(c(1))−1(c(2))−1 ⊗ (c(1))0 ⊗ (c(2))0 = c−1 ⊗ (c0)(1) ⊗ (c0)(2) (4.3)
and
c−1(c0) = (c)1. (4.4)
Here, we denote ∆(c) = c(1) ⊗ c(2) to avoid confusion with its K-coactions.
Definition 4.1.2. Let C be a left K-comodule coalgebra. Then, the smash coproduct, often
denoted C\K, is C ⊗K with the coalgebra structure defined by
∆(c⊗ k) = (c(1) ⊗ (c(2))−1k1)⊗ ((c(2))0 ⊗ k2) (4.5)
and
(c⊗ k) = (c)(k) (4.6)
for all c ∈ C and k ∈ K.
It can easily be verified that the coalgebra axioms are satisfied. As with the smash product,
we note that the comultiplication defined above is dependent on the K-comodule structure of
C.
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Next, we look to define a notion of what could be considered a “smash biproduct”. First,
however, we must consider the Yetter-Drinfeld category, KKYD. This is a monoidal category
whose objects are (M,µ, ρ) where (M,µ) is a left K-module and (M,ρ) is a left K-comodule
with the compatibility condition that for all k ∈ K and m ∈M
k1m−1 ⊗ km0 = (k1m)−1k2 ⊗ (k1m)0. (4.7)
Let M,N ∈ KKYD, M ⊗ N admits a left K-module structure as well as a left K-comodule
structure given by the Examples 2.2.4 and 2.2.10.
The morphisms of this category are functions of the underlying the vector spaces of objects,
which are simply maps of left K-modules and left K-comodules.
Additionally, we note that if M and N are objects in KKYD, then the map σM,N : M ⊗N →
N ⊗M defined by
σM,N (m⊗ n) = m−1n⊗m0 (4.8)
gives KKYD a prebraiding structure, i.e. a braiding structure which may not be an isomorphism.
Further, when K is a finite-dimensional Hopf algebra, we have a braiding structure with
σ−1M,N (n⊗m) = m0 ⊗ S−1(m−1)n (4.9)
where S is the antipode of K.
Now, if K is a bialgebra and B is a bialgebra in KKYD, then B ⊗ K is a bialgebra with
the smash product and smash coproduct structures. We call this the Radford biproduct, or
bosonization, and denote it B ? K. If, further, B and K have antipodes, then B ? K has an
antipode defined as
S(b ? k) = (1B ? SK(b−1k))(SB(b0) ? 1K). (4.10)
Thus, we see that B ? K is a Hopf algebra when K and B have antipodes.
The Radford biproduct construction will play a large role in our classification of Hopf
algebras of dimension 8p with the Chevalley property. Since we are only considering those
Hopf algebras H with the Chevalley property, we know H0 is a Hopf subalgebra, so we can
examine R ? H0, where R is an object in
H0
H0
YD. In particular, Radford showed in [48] the
following theorem, which proves to be very useful in constructing the desired Hopf algebras.
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Theorem 4.1.3. If H is a finite-dimensional Hopf algebra with the Chevalley property and R
is an object in H0H0YD, then grH ∼= R ? H0.
For the majority of our classification, we will consider a specific bosonization of the graded
algebra k[y]/(y2), which we will denote by R−1, and the coradical of H. We note that we can
endow R−1 with a coalgebra structure defined by
∆(1) = 1⊗ 1 and ∆(y) = 1⊗ y + y ⊗ 1. (4.11)
Following [12], we define a Yetter-Drinfeld (YD) datum for R−1 to be a triple (K, g, χ) where
K is a Hopf algebra with bijective antipode, g ∈ G(K), and χ : K → k an algebra map such
that
χ(g) = −1 and (χ ⇀ k)g = g(k ↼ χ) (4.12)
for all k ∈ K.
We further note that the action and coaction induced by k · y = χ(k)y and δ(y) = g ⊗ y,
where k ∈ K, define a left K-module algebra and coalgebra structure (from the action), as
well as a left H-comodule algebra and coalgebra structure (from the coaction). Since K is a
Hopf algebra, and R−1(K, g, χ) has an antipode, S defined by S(1) = 1 and S(y) = −y, we can
consider the Hopf algebra created by the bosonization R−1(K, g, χ) ? K.
The following propositions and lemmas are found in [12] and were useful in the completion
of our classification.
Proposition 4.1.4. Let R−1 = R−1(K, g, χ) and R′−1 = R−1(K ′, g′, χ′). Then, the following
are equivalent.
1. (K, g, χ) ∼= (K ′, g′, χ′)
2. R−1 ? K ∼= R−1 ? K ′ as graded Hopf algebras.
Additionally, 1 and 2 imply
3. R−1 ? K ∼= R−1 ? K ′ as ungraded Hopf algebras.
Finally, if K and K ′ are both cosemisimple, then 3 implies 1 and 2.
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Lemma 4.1.5. Let (K, g, χ) be a YD datum for R−1. Then, (K∗, χ, g) is a YD datum for
R−1. Further, if we write R−1 = R−1(K, g, χ) and R∗−1 = R−1(K∗, χ, g), then
(R−1 ? K)∗ ∼= R∗−1 ? K∗ (4.13)
as graded Hopf algebras.
Proposition 4.1.6. Let H be a Hopf algebra of dimension 8p with the Chevalley property. If
dimH0 = 4p, then grH ∼= R−1(H0, g, χ) ? H0 where
χ(g) = −1 (4.14)
and
(χ ⇀ h)g = g(h ↼ χ) (4.15)
for all h ∈ H0.
4.2 Results
By the Nichols-Zoeller Theorem (Theorem 2.1.21), we know dimH0 divides dimH. So, we
need only to consider when dimH0 = 2, 4, 8, p, 2p, 4p. That is, we determine if the coradical
of a nonpointed, nonsemisimple Hopf algebra with the Chevalley property is isomorphic to a
semisimple Hopf algebra of these dimensions.
4.2.1 Coradical with dimension 2,4,8, or p
Since H0 must be semisimple, we know if dimH0 = 2, 4, p, then H is pointed due to H0
being isomorphic to a group algebra. It was shown in Theorem 3.3.3 that the coradical cannot
be 8-dimensional. We present an alternate proof below.
Proposition 4.2.1. Let H be a nonsemisimple Hopf algebra of dimension 8p with the Chevalley
property. Then, dimH0 6= 8.
Proof. Suppose dimH0 = 8. We first claim that ordS
2 is a power of 2. Suppose not. By
Radford’s formula [49],
S4(x) = α ⇀ axa−1 ↼ α−1 (4.16)
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where a, α are H-distinguished grouplike elements of H and H∗ respectively. So, we know
ordα|8p and ord a|8p. Further, we know ordS4 = lcm(ordα, ord a). Since we are assuming
ordS2 is not a power of 2, we can say p|lcm(ordα, ord a). Now, we know a ∈ H0, so if p| ord a,
then p| dimH0, which is not possible under our assumption. Thus, we must have p| ordα.
Now, from the embedding H0 ↪→ H, we have the restriction map H∗ pi−→ H∗0 and since
dimH∗0 = 8, we know pi(α) = 1. Then, by definition α ∈ H∗coH
∗
, so 〈α〉 ⊂ H∗coH∗ . In fact,
we know dimH∗coH∗ = p since dimH∗0 = 8, so H∗coH
∗
= C 〈α〉 and thus H∗ is semisimple.
Hence, by Theorem 2.3.5 H is semisimple. However, if dimH = 8p and dimH0 = 8, then by
definition, H cannot be semisimple. So, we see that p - lcm(ordα, ord a) and thus, ordS2 must
be a power of 2.
Now, by Theorem 4.1.3 we can write grH ∼= R ? H0, where dimR = p. Since ordS2 is a
power of 2 and the dimension of R is odd, we know Tr(S2|R) 6= 0. Hence, R is semisimple.
Thus, by [26, Prop 1.5], with R ⊂ H and H∗0 ⊂ H∗ such that dimH = dimR dimH∗0 and
gcd(dimR,dimH∗0 ) = 1, we can conclude H is semisimple. From this contradiction, we are
able to conclude that dimH0 6= 8.
4.2.2 Coradical with dimension 2p
Masuoka demonstrated in [34] that any semisimple Hopf algebra of dimension 2p is isomor-
phic to either a group algebra, or the dual of the dihedral group of order 2p, denoted kDp . The
following proposition, a result of private communication with Beattie and Garc´ıa, shows that
no nonpointed nonsemisimple Hopf algebra of dimension 8p with the Chevalley property has a
coradical with dimension 2p.
Proposition 4.2.2. Let H be a nonsemisimple Hopf algebra of dimension 8p with the Chevalley
property and dimH0 = 2p. Then, H is pointed.
Proof. If H0 is congruent to a group algebra, then H is pointed. Now, suppose H is nonpointed.
That is, H0 ∼= kDp . Then, we know grH ∼= R ? kDp and thus (grH)∗ ∼= R∗ ? kDp by Lemma
4.1.5. Further, Proposition 3.3.1 tells us that |G((grH)∗)| 6= 8p, 4p, p. Since |G((grH)∗)|
divides 8p and Dp ⊂ G((grH)∗), we see that G((grH)∗) = Dp. We can conclude that (grH)∗
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has a pointed Hopf subalgebra of dimension 4p by [9, Prop 4.7]. However, it is shown in [2,
A.1] that every pointed Hopf algebra of dimension 4p must have its grouplikes isomorphic to
C2p, leading to a contradiction. Thus, H must be pointed.
4.2.3 Coradical with dimension 4p
We are left only to consider when the coradical is a semisimple Hopf algebra of dimension
4p. To begin, we make note of a property of the antipode in such a situation.
Proposition 4.2.3. Let H be a nonsemisimple Hopf algebra of dimension 8p with the Chevalley
property and dimH0 = 4p. Let S be the antipode of H. Then, S
4 = idH .
Proof. To begin, we note that S|H0 is the antipode of H0, which is semisimple since it is the
coradical. Thus, S2|H0 = idH0 . Further, since H is nonsemisimple, we know Tr(S2) = 0. Now,
by the coradical filtration, we know grH = H0 ⊕ HH0 . So,
Tr(S2) = Tr(S2|H0) + Tr(S2| H
H0
) (4.17)
and we see that Tr(S2| H
H0
) = −12. However, dim HH0 = 4p, so S2| HH0 = − id HH0 . Thus, we
conclude S4 = idH .
Now, we will construct Hopf algebras of dimension 8p with the Chevalley property using
the process of bosonization. This construction will provide us with a graded Hopf algebra as in
[12]. To determine all 8p-dimensional Hopf algebras with the Chevalley property, we will need
to consider the liftings of these graded Hopf algebras.
Proposition 4.2.4. Let H be a nonsemisimple nonpointed Hopf algebra with the Chevalley
property whose coradical H0 is a Hopf algebra of dimension 4p. Then, H is a nontrivial lifting
of grH if and only if ord g = 4, where g is the grouplike element as in Proposition 4.1.6. In
this case, H is uniquely determined.
Proof. By Proposition 4.1.6, we have grH ∼= R−1(H0, g, χ) with g ∈ H0 grouplike and χ : H →
k, a linear character. From Proposition 3.3.1, we see that |G(H0)| = 2 or 4, so ord g = 1, 2, 4. If
ord g = 1, then g is the trivial grouplike element. We want to consider the nontrivial grouplike
elements.
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Let y ∈ R be nontrivial and let h ∈ H0. Since H is generated by y and H0, to determine
the lifting we need to examine how y and h multiply in H. That is, we consider hy and y2 in
H. We can see that if ord g = 2, then y2 = 0 in H and if ord g = 4, then y2 = 0 or y2 = 1− g2
in H by [2]. Further, using the action of R on H, we can lift from the grading to write
hy = y(h ↼ χ) + φ(h) (4.18)
where φ(h) ∈ H0. We know that S4 = idH and S2|H0 = idH0 . Notice that
S2|H0yH0(hyk) = −hyk.
In particular,
S2(hy) = −hy (4.19)
and
S2(hy) = S2(y(h ↼ χ)) + S2(φ(h)) = −y(h ↼ χ) + φ(h). (4.20)
So, from (4.19) and (4.20), we have
−hy = −y(h ↼ χ) + φ(h) (4.21)
By adding (4.18) and (4.21), we see that
0 = 2φ(h).
Thus, φ(h) = 0. Hence, when ord g = 2, the only lifting is trivial and when ord g = 4, there
exists exactly one nontrivial lifting.
It is known that a semisimple Hopf algebra of dimension 4p must be isomorphic to one
of the group algebras, their duals, or A±, the self-dual noncommutative, non-cocommutative
Hopf algebras described below. We begin by considering the group algebras of dimension 4p
and their duals. If H0 is a group algebra, or the dual of an abelian group algebra, then H is
pointed. So, we consider when H0 is the dual of a nonabelian group alegbra. When p = 3,
we have the alternating group A4 of order 12. Further, it is known that for a general prime p,
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there are three additional nonabelian group algebras:
D2p =
{
x, t|x2p = t2 = 1, xt = tx−1}
Dicp =
{
x, t|x2p = 1, t2 = xp, xt = tx−1}
and when p ≡ 1 mod 4,
Ep =
{
x, t|xp = 1, t4 = 1, txt−1 = xξ
}
where ξ are elements of order 4 in (Z/pZ)∗.
Proposition 4.2.5. Let H be a nonsemisimple Hopf algebra of dimension 24 and suppose its
coradical H0 is 12-dimensional. Then, H0  kA4.
Proof. Since the grouplike elements of kA4 are the linear, or one-dimensional, characters of A4,
we look at the character table of A4. Let C1, C2, C3, C4 represent the conjugacy classes of A4
and let χ1, χ2, χ3, χ4 be the characters. Then, we have
C1 C2 C3 C4
χ1 1 1 1 1
χ2 1 1 ω ω
2
χ3 1 1 ω
2 ω
χ4 3 -1 0 0
where ω = −1+
√
3
2 . We note that there are three one-dimensional characters. However, since
there must be a grouplike element of even order in H0 by Proposition 3.3.1 (that is, a linear
character of A4 with even order), it is not possible for kA4 to be the coradical of a nonsemisimple
24 dimension Hopf algebra.
Proposition 4.2.6. kD2p is the coradical of a nonsemisimple Hopf algebra of dimension 8p.
Proof. We again use the process of bosonization. To determine the grouplike elements in kD2p ,
we first determine the one-dimensional characters of D2p. To begin, it is easily verified that
[D2p, D2p] =
〈
x2
〉
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where [D2p, D2p] denotes the commutator of D2p. Then, since there are p even powers of x,
we compute the order of the abelianization of D2p to be 4. Thus, there are 4 one-dimensional
characters of D2p. Further, we see the character group is isomorphic to Z2 × Z2. Now, to
explicitly write these characters, we must look at the conjugacy classes of D2p. It is easily
verified that the conjugacy classes are C1 containing the identity, Ct containing x
it where i
is even, Cxt containing x
it where i is odd, Cxp containing x
p, and for j = 1, . . . p − 1, Cxj
containing xj and x−j . Thus, there are p + 3 conjugacy classes. Since the character group is
isomorphic to Z2×Z2, if χ1, χ2, χ3, χ4 are the one-dimensional characters, we have the following
table.
C1 Ct Cxt Cxp Cxj
χ1 1 1 1 1 1
χ2 1 -1 -1 1 1
χ3 1 1 -1 -1 (−1)j
χ4 1 -1 1 -1 (−1)j
Now, to find a bosonization in which the coradical is kD2p , we follow the process outlined in
[12] and look for χ ∈ kD2p grouplike (corresponding to the one-dimensional characters of D2p)
and a character of kD2p , g (corresponding to the elements of D2p), such that
g(χ) = −1, and (g ⇀ eh)χ = χ(eh ↼ g)
for all h ∈ D2p. The second condition holds when g is in the center of D2p and thus g must
be either 1 or xp. Now, looking at our table, we see that χ3 and χ4 are the only characters of
D2p that satisfy both these conditions. So, by Proposition 4.1.6 we have two 8p-dimensional
bosonizations. Namely, R−1(kD2p , χ3, xp) ? kD2p and R−1(kD2p , χ4, xp) ? kD2p . Next, it is easy
to see that σ : kD2p → kD2p defined by σ(ex) = ex and σ(et) = ext is an automorphism such
that σ(χ3) = χ4 and x
p = xp ◦ σ. Thus, by Proposition 4.1.4, we know
R−1(kD2p , χ3, xp) ? kD2p ∼= R−1(kD2p , χ4, xp) ? kD2p
both as graded Hopf algebras and as ungraded Hopf algebras. Since χ3 and χ4 have order 2
and xp has order 2, by Proposition 4.2.4 we can conclude the only lifting of this bosonization
is trivial.
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Proposition 4.2.7. kDicp is the coradical of a nonsemisimple Hopf algebra of dimension 8p.
Proof. We again use the process of bosonization. To determine the grouplike elements in kDicp ,
we first determine the one-dimensional characters of Dicp. To begin, it is easily verified that
[Dicp, Dicp] =
〈
x2
〉
Then, since there are p even powers of x, we compute the order of the abelianization of Dicp to
be 4. Thus, there are 4 one-dimensional characters of Dicp. Further, we see the character group
is isomorphic to Z4. Now, to explicitly write these characters, we must look at the conjugacy
classes of Dicp. It is easily verified that the conjugacy classes are C1 containing the identity,
Ct containing x
it where i is even, Cxt containing x
it where i is odd, Cxp containing x
p, and
for j = 1, . . . p− 1, Cxj containing xj and x−j . Thus, there are p+ 3 conjugacy classes. Since
the character group is isomorphic to Z4, if χ1, χ2, χ3, χ4 are the one-dimensional characters, we
have the following table.
C1 Ct Cxt Cxp Cxj
χ1 1 1 1 1 1
χ2 1 -1 -1 1 1
χ3 1 i −i -1 (−1)j
χ4 1 −i i -1 (−1)j
Now, to find a bosonization in which the coradical is kDicp , we again follow the process outlined
in [12] and look for χ ∈ kDicp grouplike (corresponding to the one-dimensional characters of
Dicp) and a character of kDicp , g (corresponding to the elements of Dicp), such that
g(χ) = −1, and (g ⇀ eh)χ = χ(eh ↼ g)
for all h ∈ Dicp. The second condition holds when g is in the center of Dicp and thus g must
be either 1 or xp. Now, looking at our table, we see that χ3 and χ4 are the only characters of
Dicp that satisfy both these conditions. So, by Proposition 4.1.6 we have two 8p-dimensional
bosonizations. Namely, R−1(kDicp , χ3, xp) ? kDicp and R−1(kDicp , χ4, xp) ? kDicp . Next, it is
easy to see that σ : kDicp → kDicp defined by σ(ex) = ex and σ(et) = ext is an automorphism
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such that σ(χ3) = χ4 and x
p = xp ◦ σ. Thus, by Proposition 4.1.4, we know
R−1(kDicp , χ3, xp) ? kDicp ∼= R−1(kDicp , χ4, xp) ? kDicp
both as graded Hopf algebras and as ungraded Hopf algebras. Since χ3 and χ4 have order
4 and xp has order 2, using Proposition 4.2.4 we can conclude that in addition to the trivial
lifting, there is precisely one nontrivial lifting of this bosonization.
Proposition 4.2.8. Let H be a Hopf algebra of dimension 8p. If H0 is a 4p-dimensional Hopf
algebra, then H0  kEp.
Proof. Following [12], we want to find χ ∈ kEp grouplike (corresponding to the one-dimensional
characters of Ep) and a character of kEp , g (corresponding to the grouplike elements of Ep),
such that
g(χ) = −1, and (g ⇀ eh)χ = χ(eh ↼ g)
for all h ∈ Ep. The second condition holds only if g is in the center of Ep, thus g = 1. However,
1(χ) = 1 for all χ. Thus, the necessary conditions for bosonization are not possible.
We now consider the generalizations of A±, as outlined in [1]. Let
Dp =
{
a, b|ap = b2 = 1, bab = a−1} .
We define A+ = kDp [z] where z2 = 1 and for c ∈ kDp , cz = ι∗(c)z where ι is conjugation by
b. We can define a coalgebra structure by letting z be grouplike and inheriting the coalgebra
structure of kDp . A− is defined similarly, with z2 = Ψ where Ψ ∈ kDp is defined by Ψ(a) = 1
and Ψ(b) = −1. It is shown in [1] that A± are self-dual Hopf algebras.
4.2.3.1 The Hopf algebra A+
Following our previous method, to determine if A+ is the coradical of a nonsemisimple, non-
pointed Hopf algebra of dimension 8p, we try to construct a bosonization. We know G(A+) =
{1, z,Ψ, zΨ}, so we can examine the idempotent elements that generate one-dimensional ideals
to find the linear characters of A+. Let z0 =
1+z
2 , z1 =
1−z
2 and let {eg} be the standard basis
for kDp .
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To begin, we note that
ze1z0 = e1z0 and ege1z0 = δg,1e1z0
so e1z0 generates a one-dimensional ideal. If χ1 is the corresponding character, we then see
that
χ1(1) = 1, χ1(z) = 1, χ1(Ψ) = 1, χ1(zΨ) = 1
Since (4.14) is not met, no bosonization is possible from this character.
Next, we note that
ze1z1 = −e1z1 and ege1z1 = δg,1e1z1
so e1z1 generates a one-dimensional ideal. If χ2 is the corresponding character, then we see
that
χ2(1) = 1, χ2(z) = −1, χ2(Ψ) = 1, χ2(zΨ) = −1
So, we need to verify our commutativity condition for (z, χ2) and (zχ, χ2).
(χ2 ⇀ egz
i)z =
[∑
st=g
esz
iχ2(etz
i)
]
z = egz
i(−1)iz = (−1)iegzi+1
and
z(egz
i ↼ χ2) = z
[∑
st=g
χ2(esz
i)etz
i
]
= z(−1)iegzi = (−1)iebgbzi+1
Since eg 6= ebgb for all g ∈ Dp, we cannot have a bosonization using (z, χ2). Further,
(χ2 ⇀ egz
i)zΨ =
[∑
st=g
esz
iχ2(etz
i)
]
zΨ = egz
i(−1)izΨ = (−1)iegzi+1Ψ
and
zΨ(egz
i ↼ χ2) = zΨ
[∑
st=g
χ2(esz
i)etz
i
]
= zΨ(−1)iegzi = (−1)iebgbzi+1Ψ
Again, since eg 6= ebgb for all g ∈ Dp, we cannot have a bosonization with (zΨ, χ2).
Further, we note that
zebz0 = ebz0 and egebz0 = δg,bebz0
so ebz0 generates a one-dimensional ideal. If χ3 is the corresponding character, we then see
that
χ3(1) = 1, χ3(z) = 1, χ3(Ψ) = −1, χ3(zΨ) = −1
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So, we need to verify our commutativity condition for (Ψ, χ3) and (zΨ, χ3). That is,
(χ3 ⇀ egz
i)Ψ =
[∑
st=g
esz
iχ3(etz
i)
]
Ψ = egbz
iΨ = ziebgΨ
and
Ψ(egz
i ↼ χ3) = Ψ
[∑
st=g
χ3(esz
i)etz
i
]
= Ψebgz
i = ziegbΨ
but ziebgΨ 6= ziegbΨ for all g ∈ Dp. Thus, there is no bosonization using (Ψ, χ3). Further,
(χ3 ⇀ egz
i)zΨ =
[∑
st=g
esz
iχ3(etz
i)
]
zΨ = egbz
izΨ = egbz
i+1Ψ
and
zΨ(egz
i ↼ χ3) = zΨ
[∑
st=g
χ3(esz
i)etz
i
]
= zΨebgz
i = egbz
i+1Ψ
so, we can construct the bosonization R−1(A+, zΨ, χ3)#A+.
Finally, we see that
zebz1 = −ebz1 and egebz1 = δg,bebz1
so ebz1 generates a one-dimensional ideal. If χ4 is the corresponding character, then we see
that
χ4(1) = 1, χ4(z) = −1, χ4(Ψ) = −1, χ4(zΨ) = 1
So, we need to verify our commutativity condition (4.15) for (z, χ4) and (Ψ, χ4). That is,
(χ4 ⇀ egz
i)z =
[∑
st=g
esz
iχ4(etz
i)
]
z = (−1)iegbziz = (−1)iegbzi+1
and
z(egz
i ↼ χ4) = z
[∑
st=g
χ4(esz
i)etz
i
]
= (−1)izebgzi = (−1)iegbzi+1
so we can construct the bosonization R−1(A+, z, χ4)#A+. Further,
(χ4 ⇀ egz
i)Ψ =
[∑
st=g
esz
iχ4(etz
i)
]
Ψ = (−1)iegbziΨ = (−1)iziebgΨ
and
Ψ(egz
i ↼ χ4) = Ψ
[∑
st=g
χ4(esz
i)etz
i
]
= (−1)iΨebgzi = (−1)iziegbΨ
but (−1)iziebgΨ 6= (−1)iziegbΨ for all g ∈ Dp. Thus, there is no bosonization using (Ψ, χ4).
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Proposition 4.2.9. A+ is the coradical of a nonsemisimple, nonpointed Hopf algebra of di-
mension 8p.
Proof. By the computations above, we can construct the bosonizations
R−1(A+, zΨ, χ3) ? A+ and R−1(A+, z, χ4) ? A+.
However, we notice that f : A+ → A+ defined by f(egzi) = egziΨi is an automorphism such
that f(z) = zΨ and χ4 = χ3 ◦ f . Thus, by Proposition 4.1.4,
R−1(A+, zΨ, χ3) ? A+ ∼= R−1(A+, z, χ4) ? A+
Finally, since χ3 and χ4 are order 2 characters, using Proposition 4.2.4, we can conclude that
the only lifting of this bosonization is trivial.
4.2.3.2 The Hopf algebra A−
To determine if A− is the coradical of a nonsemisimple, nonpointed Hopf algebra of dimen-
sion 8p, we again try to construct a bosonization. Note that G(A−) = {1, z,Ψ, zΨ}. Using
the idempotent elements that generate a one-dimensional ideal, we will construct the linear
characters of A− and verify the conditions (4.14) and (4.15) with the grouplike elements.
To begin, we note that
ze1
(
1 + z
2
)
= e1
(
1 + z
2
)
and ege1
(
1 + z
2
)
= δg,1e1
(
1 + z
2
)
so e1(
1+z
2 ) generates a one-dimensional ideal. If χ1 is the corresponding character, then we see
that
χ1(1) = 1, χ1(z) = 1, χ1(Ψ) = 1, χ1(zΨ) = 1
Since (4.14) is not met, it is not possible to construct a bosonization using this character.
Next, we note that
ze1
(
1− z
2
)
= −e1
(
1− z
2
)
, and ege1
(
1− z
2
)
= δg,1e1
(
1− z
2
)
so e1(
1−z
2 ) generates a one-dimensional ideal. If χ2 is the corresponding character, we then see
that
χ2(1) = 1, χ2(z) = −1, χ2(Ψ) = 1, χ2(zΨ) = −1
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Now, we are left to verify (4.15) for (z, χ2) and (zΨ, χ2). We compute
(χ2 ⇀ egz
j)z =
[∑
st=g
esz
jχ2(etz
j)
]
z = egz
j(−1)jz = (−1)jegzj+1
and
z(egz
j ↼ χ2) = z
[∑
st=g
χ2(esz
j)etz
j
]
= z(−1)jegzj = (−1)jebgbzj+1.
Since (−1)jegzj+1 6= (−1)jebgbzj+1 for all g ∈ Dp, we are unable to construct a bosonization
using (z, χ2). Further, we find we cannot construct a bosonization using (zΨ, χ2) since
(χ2 ⇀ egz
j)zΨ =
[∑
st=g
esz
jχ2(etz
j)
]
zΨ = egz
j(−1)jzΨ = (−1)jegzj+1Ψ
and
zΨ(eqz
j ↼ χ2) = zΨ
[∑
st=g
χ2(esz
j)etz
i
]
= zΨ(−1)jegzj = (−1)jebgbzj+1Ψ.
Next, we note that
zeb
(
1 + iz
2
)
= −ieb
(
1 + iz
2
)
, and egeb
(
1 + iz
2
)
= δg,beb
(
1 + iz
2
)
so eb(
1+iz
2 ) generates a one-dimensional ideal. If χ3 is the corresponding character, then we see
that
χ3(1) = 1, χ3(z) = −i, χ3(Ψ) = −1, χ3(zΨ) = i.
We verify (4.15) for (Ψ, χ3) by computing
(χ3 ⇀ egz
j)Ψ =
[∑
st=g
esz
jχ3(etz
j)
]
Ψ = egbz
j(−i)jΨ
and
Ψ(egz
j ↼ χ3) = Ψ
[∑
st=g
χ3(esz
j)etz
j
]
= Ψ(−i)jebgzj .
Since egbz
j(−i)jΨ 6= Ψ(−i)jebgzj for all g ∈ Dp, we know we cannot construct a bosonization
using (Ψ, χ3).
Finally, since
zeb
(
1− iz
2
)
= ieb
(
1− iz
2
)
, and egeb
(
1− iz
2
)
= δg,beb
(
1− iz
2
)
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we know eb(
1−iz
2 ) generates a one-dimensional ideal. If χ4 is the corresponding character, then
we see that
χ4(1) = 1, χ4(z) = i, χ4(Ψ) = −1, χ4(zΨ) = −i
We are left to check the commutativity condition for (Ψ, χ4). We compute
(χ4 ⇀ egz
j)Ψ =
[∑
st=g
esz
jχ4(etz
j)
]
Ψ = egbz
j(i)jΨ
and
Ψ(egz
j ↼ χ4) = Ψ
[∑
st=g
χ4(esz
j)etz
j
]
= Ψ(i)jebgz
j ,
but egbz
j(i)jΨ 6= Ψ(i)jebgzj for all g ∈ Dp, so we are unable to construct a bosonization using
(Ψ, χ4).
Since there are no possible bosonizations when H0 ∼= A−, we have the following conclusion.
Proposition 4.2.10. Let H be a nonpointed, nonsemisimple Hopf algebra of dimension 8p
with the Chevalley property. Then, H0  A−.
4.3 Summary of results and future work
Using the results of the previous section as well as other known results, we have completed
the classification of nonsemisimple Hopf algebras of dimension 8p with the Chevalley property.
In particular, we note that there are only finitely many up to isomorphism. A summary of the
classification is presented in Table 4.1.
While this completes the classification of the nonpointed, nonsemisimple Hopf algebras of
dimension 8p with the Chevalley property, the 8p-dimensional classification overall remains
incomplete. In particular, it is still not known whether there is an infinite family of Hopf
algebras of dimension 24.
Moving forward, there are several directions to take. Firstly, we look to see if we can
explicitly write the 24-dimensional pointed Hopf algebras using Gran˜a’s classification of Nichols
algebras [25]. Further, we ask if this classification can be extended to the 8p-dimensional case.
Finally, we look to classify the nonsemisimple Hopf algebras without the Chevalley property
of dimension 24, and then more generally dimension 8p. Here, since the coradical is no longer
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Table 4.1: Summary of Classification
dimH0 Classifications of H
1 Impossible
2 H0 must be a group algebra [59], so H is pointed
4 H0 must be a group algebra [36], so H is pointed
8 Impossible by Proposition 4.2.1
p H0 must be a group algebra [59], so H is pointed
· H0 is either a group algebra or kDp [34]
2p · H is pointed when H0 is a group algebra
· Impossible if H0 ∼= kDp by Prop 4.2.2
· H0 is either a group algebra, dual of a group algebra, or A± [38]
· H is pointed when H0 is a group algebra
4p · H is trivial lifting of bosonization when H0 ∼= kD2p , A+ by Proposition 4.2.6
· H is nontrivial lifting of bosonization when H0 ∼= kDicp by Proposition 4.2.7
· Impossible when H0 ∼= kEp (p ≡ 1 mod 4) by Proposition 4.2.8
· Impossible when H0 ∼= A− by Proposition 4.2.10
a Hopf subalgebra, we are no longer guaranteed that its dimension must divide 24, or 8p.
Instead, we can approach the problem by breaking the Hopf algebras into cases based on the
order and structure of their grouplike elements. In particular, Beattie and Garc´ıa showed in [9]
that 24-dimensional Hopf algebras must be one of the following types: (2,2), (2,4), (4,2), (4,6)
or (6,4). This result gives us cases to consider, with the hope of either completely classifying
or eliminating each of them.
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