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E-mail address: jinchoi@snu.ac.kr (J. Choi).Improving the retrieval accuracy of MEDLINE documents is still a challenging issue due to low retrieval
precision. Focusing on a query expansion technique based on pseudo-relevance feedback (PRF), this paper
addresses the problem by systematically examining the effects of expansion term selection and adjust-
ment of the term weights of the expanded query using a set of MEDLINE test documents called
OHSUMED. Implementing a baseline information retrieval system based on the Okapi BM25 retrieval
model, we compared six well-known term ranking algorithms for useful expansion term selection and
then compared traditional term reweighting algorithms with our new variant of the standard Rocchio’s
feedback formula, which adopts a group-based weighting scheme. Our experimental results on the
OHSUMED test collection showed a maximum improvement of 20.2% and 20.4% for mean average preci-
sion and recall measures over unexpanded queries when terms were expanded using a co-occurrence
analysis-based term ranking algorithm in conjunction with our term reweighting algorithm (p-
value < 0.05). Our study shows the behaviors of different query reformulation techniques that can be uti-
lized for more effective MEDLINE document retrieval.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Automatic query expansion and relevance feedback (RF) tech-
niques have been proposed to address the query-document mis-
match problem in information retrieval. These techniques could
improve retrieval performance by supplementing users’ original
queries with additional relevant terms [1]. In RF, the additional
terms come from the user-identiﬁed relevant documents. In the
pseudo-relevance feedback (PRF) technique, these terms are gener-
ated from the highest-ranked documents retrieved by simply
assuming that the highest-ranked documents initially retrieved
are relevant In a previous study, although RF was perceived as use-
ful by searchers, PRF was even better received, leading to improved
search performance and searcher satisfaction [2]. One of the most
popular methods for RF or PRF is the standard Rocchio’s feedback
formula [3,4]. It models a way of incorporating RF or PRF informa-
tion into vector space model by maximizing similarity of a user
query vector with (pseudo-) relevant documents while minimizing
similarity of that with (pseudo-) non-relevant documents [5]. It
implicitly performs query expansion by adjusting the weight of a
user query vector based on the weights of (pseudo-) relevant doc-
uments vectors and the weights of (pseudo-) non-relevant docu-
ments vectors.ll rights reserved.Generally, PRF can improve retrieval precision by 5–20% for
TREC (Text REtrieval Conference) test collections [6–9]. The perfor-
mance improvements, however, tend to depend on the test collec-
tion used. It can also be affected by the quality of the initial
retrieval, the number of highest-ranked documents from which
the terms expand (the R parameter), the number of terms added
to the original query (the E parameter), the method used to select
expansion terms (term ranking method), and the method used to
adjust the weight of terms in the expanded query (term reweigh-
ting method) [7,10–12]. The R and E parameters are usually chosen
via experiments on the particular test collection used.
In the medical ﬁeld, MEDLINE is one of the most important re-
sources for health care and perhaps the most important primary
literature database in health care [13,14]. Improvements in the
accuracy of MEDLINE citation/document retrieval can therefore
provide clinicians, as well as researchers and consumers, with
more convenient and easy access to healthcare information. PRF
can be used to enhance MEDLINE document retrieval by improving
the formulation of clinicians’ queries, as it is known that poor
query formulation is a particularly salient obstacle to answering
clinicians’ clinical questions [15].
Prior studies on improving MEDLINE retrieval performance
using pure PRF have shown improvements in 11-point average
precision of about 14–16% for a very small MEDLINE test collection
[16,17]. However, none of the previous studies have systematically
examined the effects of each PRF factor on recall and precision for a
large test set of MEDLINE documents. Without sufﬁcient
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val from previous studies, more evaluation of competing methods
is needed with a wide range of parameters.
With the aim of improving the precision of MEDLINE document
retrieval, this paper investigates the behaviors of various compet-
ing methods of term ranking and reweighting for the relatively
large OHSUMED test collection. For the selection of expansion
terms, we investigated which method of term ranking selects the
most useful expansion terms from short MEDLINE documents. This
paper introduces a novel variant of the standard Rocchio’s feed-
back formula for term reweighting.
In the remainder of this paper, we proceed as follows. First, we
describe the related background work. We then describe our base-
line retrieval system with the test collection used in this study and
detail the set of methods chosen for experiments. We then show
our experimental results, discuss them, and conclude with discus-
sions of some factors that affect the precision of PRF in the context
of MEDLINE documents.2. Background
A variety of approaches for improving MEDLINE retrieval effec-
tiveness with automatic query expansion have been studied. Query
expansion based on the initially retrieved documents has been
shown to be effective. Hersh et al. [18] assessed the performance
of RF techniques for automatic query expansion based on the re-
trieved documents using the Ide method on the OHSUMED test col-
lection. The SMART retrieval system showed recall and precision
improvements over unexpanded queries for 30 ﬁxed additional
terms that occurred in the top 5 or 10 relevant documents. The
study needed further experiments on PRF techniques since RF
technique has the limitation that it requires manual input to obtain
relevant documents from users in real world.
On the other hand, Srinivasan [17] evaluated the performance
of the PRF technique using three different expansion strategies:
expansion on the MeSH query ﬁeld, expansion on the free-text
ﬁeld alone, and expansion on both the MeSH and free-text ﬁelds.
When the 11-point average precision of the unexpanded and ex-
panded queries were compared, the author achieved signiﬁcant
improvements for all three expansion strategies with a small col-
lection of 2334 MEDLINE documents.
Query expansion using the UMLS Metathesaurus has produced
mixed results. Aronson et al. [19] reported a 4% improvement in
average precision over unexpanded queries for a small collection
of 3000 MEDLINE documents by mapping the text of both queries
and documents to terms in the UMLS Metathesaurus. Yang and
Chute [20–22] investigated a linear least square technique and
an expert network to map query terms to MeSH terms in the UMLS
Metathesaurus. The authors reported a 32.2% improvement in
average precision for a small collection; however, the improve-
ment may have been exaggerated by their use of a large training
set. Hersh et al. [23] assessed query expansion using synonym,
hierarchical, and related term information as well as term deﬁni-
tions from the UMLS Metathesaurus. All types of query expansion
produced a decline in the aggregated retrieval performance with
the OHSUMED test collection. Recently, Chu et al. [24] used a
knowledge-based query expansion technique that only appended
the query with terms related to the query scenario by utilizing
the UMLS Metathesaurus and the Semantic Network. It achieved
a 33% improvement in 11-point average precision over unexpand-
ed queries for a subset of 40 OHSUMED queries.
With the focus on automatic query expansion based on the top
retrieved documents, various approaches to select the best terms
for query expansion have been suggested in the information retrie-
val ﬁeld [25]. Comparisons of the chosen term ranking algorithmswere made in the context of TREC test collections, using a speciﬁc
feedback formula for term reweighting [7,10,11,26]. As long as
Rocchio’s formula was used for reweighting the expanded query,
the importance of the term ranking method used was found to
be low [11].
This study differs from previous works because competing term
ranking methods from the classical to the state-of-the-art were
compared on the whole OHSUMED test collection and these meth-
ods were also evaluated for different term reweighting algorithms,
including the traditional feedback models and our variant of Roc-
chio’s feedback formula.3. Methods
The basic approach to PRF can be divided into the following
steps: extracting and merging all indexing terms from the top R re-
trieved documents assumed to be relevant, sorting these terms
using a term ranking (also known as term sorting or term scoring)
algorithm, appending E high-ranked new terms from the sorted
term list to the original query, and reweighting each term in the
expanded query using a term reweighting algorithm for the sec-
ond-pass retrieval. The most popular and classical method for both
term ranking and reweighting is Rocchio’s feedback formula [3].
3.1. Test collection
As a test collection, we used the OHSUMED [18] subset of the
MEDLINE database, which is a bibliographical database of impor-
tant, peer-reviewed medical literature maintained by the National
Library of Medicine (NLM). It contains 348,566 MEDLINE refer-
ences from 1987 to 1991 and 106 topics (queries) generated by ac-
tual clinicians in the course of patient care. The queries consist of
patient information (a brief statement about the patient, for exam-
ple, ‘‘60 year old menopausal woman without hormone replace-
ment therapy”) and information need (a clinician’s information
request statement for the patient, for example, ‘‘Are there adverse
effects on lipids when progesterone is given with estrogen replace-
ment therapy?”) ﬁelds. The queries are generally brief. In our
experiments, we limited relevant documents to those judged as
deﬁnitely relevant; thus, only 101 queries with at least one deﬁ-
nitely relevant document were used. A document was represented
by a combination of the title, abstract, andMeSH ﬁelds. A query was
generated using the information need ﬁeld only.
3.2. Baseline retrieval model
In order to get the top-ranked R documents for PRF against the
original query and perform the second-pass retrieval against the
expanded query through PRF, we developed a test-bed retrieval
system. Text processing was performed by tokenizing, removing
stopwords using SMART stopwords, and applying Lovins’ stemmer
[27], and a single stemmed word was then used as an index term.
After the inverted ﬁle was created with all index terms from the
test collection, query terms were matched against the indexing
terms of a document to retrieve relevant documents.
As our baseline retrieval model ranked the retrieved documents
according to relevance to the query, we implemented the
well-known Okapi BM25 weighting scheme [28], which is a highly
effective retrieval formula that represents the classic probabilistic
retrieval model [29,30]. The Okapi BM25 weighting scheme was
chosen in this study since it performed better in our preliminary
experiments, compared to the ann.atn similarity measure [18],
which is recognized as the best weighting scheme for the OH-
SUMED collection. ann.atn is a SMART weighting scheme
based on the vector space model, consisting of the normalized
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quency (IDF) factors. In terms of precision of the top 10 retrieved
documents, the Okapi BM25 and ann.atn showed about 28.61%
and 26.14%, respectively, and the difference was signiﬁcant (paired
t-test: p < 0.05). In terms of other measures, the Okapi BM25 was
more effective than ann.atn, but there were no signiﬁcant differ-
ences between them.
In the Okapi BM25 formula, the top-ranked documents are re-
trieved by computing a measurement of similarity between the
query, q, and the document, d, as follows:
simðq;dÞ ¼
X
t2q^d
wd;t wq;t ð1Þ
with wd;t ¼ ðk1 þ 1Þ  fd;tK þ fd;t and wq;t ¼
ðk3 þ 1Þ  fq;t
k3 þ fq;t  log
N  nþ 0:5
nþ 0:5
where t is a term in the query q, wd,t is the weight of the term t in
the document d, wq,t is the weight of the term t in the query q, n is
the number of documents containing the term t across the docu-
ment collection that contains N documents, fd,t is the frequency of
the term t in the document d, and fq,t is the frequency of the term
t in the query q. K is k1((1  b) + bdl/avdl). k1 is a positive parameter
that calibrates the document term frequency scaling, b is a param-
eter (0 6 b 6 1) that determines the document length scaling, and
k3 is a positive parameter that calibrates the query term frequency
scaling. By default, k1, b, and k3 are set to 1.2, 0.75, and 1000, respec-
tively. Document length and average document length, dl and avdl,
respectively, are measured in suitable units, such as the number of
terms or the number of bytes (in this study byte length was used).
In PRF, the above wq,t component is replaced by a new weight
that reﬂects the degree of usefulness of term t.
3.3. Term ranking methods for query expansion
The top-ranked R documents initially retrieved from the above
Okapi BM25 retrieval model were used as the source of expansion
terms. After extracting and merging all indexing terms from the
source documents, these terms were sorted by a speciﬁc term
ranking algorithm. This paper compared six competing term rank-
ing methods that work differently (i.e., with a relatively low term
overlap) and showed some performance improvements through
our preliminary experiments. From the preliminary experiments,
the following term ranking algorithms were excluded because of
poor performance or a relatively high term overlap with the other
algorithms: total frequency within the set of pseudo-relevant doc-
uments [10], modiﬁed F4point-5 [31], new term selection value
based on a signiﬁcance measure [28], Doszkocs’ variant of CHI-
squared [11], r_lohi [26], and Inverse Document Frequency (IDF)
[32].Table 1
A brief description of term ranking methods used in this study.
Term
ranking
Description
CHI2 Measures the CHI-square difference between the distribution of a term
distribution of a term in all documents (i.e., expected distribution)
EMIM Measures the mutual information between the distribution of a term in
pseudo-non-relevant documents
KLD Measures the Kullback–Leibler distance between the distribution of a te
all documents
LCA Measures the co-occurrence of a term with all query terms based on in
Rocchio The sum of a term’s document weights in its appearing pseudo-relevan
RSV Measures the difference between the distribution of a term in pseudo-
relevant documents
Detailed explanations are described available in Appendix A.The six term ranking methods chosen were the Rocchio weight
[11] based on the Vector Space Model, Kullback–Leibler Divergence
(KLD) [11] based on information theory, Robertson Selection Value
(RSV) [11], CHI-squared (CHI2) [11], Expected Mutual Information
Measure (EMIM) [26] based on probabilistic distribution analysis,
and Local Context Analysis (LCA) [8] utilizing co-occurrence with
all query terms.
The term ranking methods used to score each potential expan-
sion term t for a speciﬁc query are summarized in Table 1.
Using one of the term ranking methods, all potential expansion
terms were sorted in descending order by their scores. From the
sorted list of terms, we selected E high-ranked new terms above
a threshold of zero and added these terms to the original query.
The terms in the expanded query were ﬁnally reweighted by the
following methods for the second-pass retrieval.3.4. Term reweighting methods
For term reweighting, we investigated different term reweigh-
ting methods including traditional methods and our variant of Roc-
chio’s feedback formula presented here.3.4.1. Traditional term reweighting methods
In traditional term reweighting, two popular approaches, one
based on the probabilistic feedback model and the other on the
vector space model, were selected for comparison.
In the probabilistic feedback model, the modiﬁed Robertson/
Sparck-Jones weight [28] was used since it is a common and effec-
tive method used in the Okapi BM25 retrieval model [33]. For ori-
ginal query terms, the log((N  n + 0.5)/(n + 0.5)) component (IDF
component) of wq,t in the Okapi BM25 formula was replaced by
the following relevance weight:
log
ðr þ 0:5Þ=ðR r þ 0:5Þ
ðn r þ 0:5Þ=ðN  n Rþ r þ 0:5Þ ð2Þ
where r, R, n, N are deﬁned as in the RSV term ranking method. For
expansion terms, the relevance weight was downgraded by 1/3.
In the vector space model, the standard Rocchio’s feedback for-
mula was employed since it is a commonly used method of (pseu-
do-) relevance feedback and term reweighting [4,34–36]. It
reweights terms in the expanded query by adding the weights
from the actual occurrence of those query terms in the relevant
documents and subtracting the weights of those terms that occur
in the non-relevant documents [10]. In this study, we used the po-
sitive feedback form of the standard Rocchio feedback formula. The
new weight w0q;t of term t after query expansion was therefore as-
signed as:References
in pseudo-relevant documents (i.e. observed distribution) and the [1]
pseudo-relevant documents and the distribution of a term in [2]
rm in pseudo-relevant documents and the distribution of a term in [1]
formation from pseudo- relevant documents [3]
t documents [1]
relevant documents and the distribution of a term in pseudo-non- [1]
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b
R

XR
k¼1
wk;t ð3Þ
where wq,t is the weight of term t in the unexpanded original
query and wk,t is the weight of term t in the pseudo-relevant doc-
ument k (in our retrieval system, that was the wd,t component of
the Okapi BM25 formula). The tuning constants a and b were set
to 1.
3.4.2. A variant of term reweighting method
We exploited a variant of the standard Rocchio’s feedback for-
mula for the purpose of more effective term reweighting. Unlike
the standard Rocchio’s feedback formula, which reﬂects the impor-
tance of terms within the (pseudo-) relevant documents, the result
of a term ranking algorithm was reﬂected on term reweighting.
The idea originally came from [6], in which the score value of a
term ranking algorithm was itself used as a relevance score within
the standard Rocchio’s feedback formula, while we focused on the
rank-order of terms sorted by the term ranking algorithm within
the same formula. We extended the original formula by consider-
ing the rank-order information in the following way.
Motivated by the observation that ordinary is shared among
many, while outstanding is less frequent [37], we hypothesized that
only a small portion of terms in the expanded query would be the
most relevant terms and the difference between the relevance
weights in those terms would be insigniﬁcant. For example,
‘‘thrombocytosis, treatment and diagnosis” from the OHSUMED
queries, the document frequency of the stemmed term thrombocy-
to, which is important and characteristic, is 104 and those of the
stemmed term treatm and diagnos, which are less important and
common, are 48,244 and 31,015, respectively.
In order to reﬂect the argument in the term reweighting pro-
cess, a variant of the Rocchio’s feedback formula was devised as
follows:
w0q;t ¼ a wq;t þ b  rank group scoret ð4Þ
where rank_group_scoret of term t is a relevance weight of term t as-
signed according to the ‘‘many ordinary” [37] principle. The rank_-
group_scoret of term t was calculated as follows. First, assume that
the terms of the expanded query including the original query terms
were sorted by a speciﬁc term ranking algorithm. Let n be the num-
ber terms in the sorted term list, k be the number of groups, and xi
be the number of terms in the ith group where i is between 1 and k.
Based on a geometric sequence with xi + 1– B  xi, n terms were par-
titioned into k groups from high-ranked terms to low-ranked terms.
By setting x1 = B  1 and B ¼ ðnþ 1Þ
1
k , the xi value was rounded to
the nearest integer with carry-forward of residual discrepancies.
Each group was then given a rank_group_score value from k to 1.
The rank_group_scoret value of term t was the rank_group_score va-
lue of its group.
The term partitioning method allowed terms to be partitioned
into a relatively small number of terms with high relevance
weights and a relatively large number of terms with low relevance
weights. As an example of the partitioning of terms using the em-Table 2
Example of term grouping results for the different numbers of sorted terms when
partitioned into two groups.
Total # of terms group # of terms in second group
5 1 4
10 2 8
15 3 12
20 4 16
25 4 21
30 5 25ployed method, Table 2 shows the results of grouping the different
numbers of sorted terms into two parts. In this example, terms of
the ﬁrst group have a rank_group_score value of 2 and terms of the
second group have a rank_group_score value of 1. We refer to this
term reweighting variant as Rank_group_k, where k is the number
of groups of terms. Like the standard Rocchio feedback formula, a
and b are set to 1.
3.5. Evaluation and signiﬁcance test
For evaluation of the experimental results, we used mean aver-
age precision (MAP) as a primary measure of retrieval effective-
ness. It is an average overall precision measurement for each
relevant document in the ranking. It serves as a good measurement
of the overall ranking accuracy and favors systems that retrieve
relevant documents early in the ranking [4]. MAP was measured
for the top 100 ranked documents retrieved in all experiments.
Since PRF can improve both precision and recall, we also reported
the performance of recall.
The MAP and recall of a PRF run using the previously described
term ranking and reweighting methods were compared with those
measures for the original query without query expansion (baseline
run). In order to optimize R and E parameters in a PRF run, queries
were divided into training queries (ﬁrst 50 numbers of queries)
and test queries (remaining 51 numbers of queries), where the
training queries were used for parameter optimization and the test
queries were used for evaluation. Using training queries, the best
parameter setting was found by measuring MAP for a wide range
values of R (5–50 by 5) and E (5–80 by 5) parameters. The best
parameter values on training queries were used for our experimen-
tal results with test queries.
Since different runs were usually compared with the average
performance over all queries, we further performed the statistical
signiﬁcance test on our experimental results to get an estimate
of the error of the performance. For the multiple comparisons sta-
tistical analysis, we used two-way ANOVA prior to conducting
pair-wise comparisons. The pair-wise comparison was performed
using the paired t-test. It compares the magnitude of the difference
between methods to the variation among the differences and it is
commonly used for the evaluation of retrieval experiments [38].
In this study all statistical analyses were conducted using SAS 9.1.4. Results
As our baseline, the average MAP and recall of all unexpanded
original test queries was 0.1879 and 0.4866, respectively. In the
following, we show our experimental results of the various PRF
runs with test queries.
4.1. Comparison of term ranking and reweighting methods
For the PRF runs, the best value of R and E parameters on train-
ing was found for a combination run of each term ranking and
reweighting method. Using the best parameters, we report the per-
formance of test queries. Table 3 shows the performance in terms
of MAP and recall for different term ranking methods combined
with different term reweighting methods, where the best parame-
ters were determined by MAP using training queries for each run,
and given the best parameters the performance of MAP and recall
using test queries was shown with the results of the paired t-test.
Since the best performance was achieved with small values for k
for our Rank_group_k term reweighting, especially when k is 2,
we showed the performance of the Rank_group_2 method com-
pared to the other methods. In terms of comparison of term
reweighting methods, as can be seen in the table, our Rank_group_2
Table 3
Performance comparison of different term ranking algorithms in conjunction with different term reweighting algorithms for training and test queries, where R and E parameters
were optimized with training queries.
Term ranking Term reweighting Train queries result Test queries result
R E MAP MAP (%)
Change
MAP MAP (%)
Change
Recall Recall (%)
Change
CHI2 Probabilistic 5 15 0.2503 2.0 0.1841 2.0 0.5255 8.0
Rocchio 20 25 0.2614 6.5 0.2005 6.7* 0.5175 6.4*
Rank_group_2 50 25 0.2737 11.6 0.2112 12.4 0.5289 8.7
EMIM Probabilistic 15 15 0.2730 11.3 0.1934 2.9 0.5056 3.9
Rocchio 10 10 0.2571 4.8 0.2074 10.4* 0.5080 4.4
Rank_group_2 15 10 0.2784 13.5 0.2058 9.5 0.5042 3.6
KLD Probabilistic 10 15 0.2604 6.1 0.1874 0.2 0.5256 8.0
Rocchio 15 5 0.2577 5.0 0.1991 6.0 0.4820 0.9
Rank_group_2 15 5 0.2694 9.8 0.2073 10.3 0.4991 2.6b
LCA Probabilistic 20 10 0.2674 9.0 0.2057 9.5 0.5253 8.0
Rocchio 5 10 0.2573 4.9 0.2042 8.7 0.5119 5.2
Rank_group_2 40 15 0.2800 14.1 0.2259 20.2,a,b 0.5858 20.4*,ab
Rocchio Probabilistic 10 30 0.2635 7.4 0.1837 2.2 0.5105 4.9
Rocchio 25 5 0.2543 3.6 0.1930 2.7 0.4805 1.2
Rank_group_2 15 40 0.2651 8.0 0.2046 8.9a 0.5129 5.4
RSV Probabilistic 10 10 0.2667 8.7 0.1884 0.3 0.5078 4.4
Rocchio 15 15 0.2636 7.4 0.1886 0.4 0.5018 3.1
Rank_group_2 15 15 0.2778 13.2 0.1978 5.3 0.5114 5.1
MAP percentage changes for training and test queries were calculated over unexpanded baseline MAPs 0.2453 and 0.1879, respectively. Recall percentage change for test
queries was calculated over unexpanded baseline recall 0.4865. For test queries result, statistical signiﬁcant difference with the unexpanded original query was denoted by
*(paired t-test: p < 0.01) and (paired t-test: p < 0.05) in bold. The superscripts a and b in bold represents statistical signiﬁcant difference of Rank_group_2 term reweighting
over probabilistic and Rocchio term reweighting methods, respectively, for the same term ranking method (pared t-test: p < 0.05).
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methods in all of the term ranking methods, with a noticeable sig-
niﬁcant improvement of 20.2% of MAP and 20.4% of recall over the
unexpanded queries in LCA term ranking (paired t-test: p-values
are 0.001 and <0.001 for MAP and recall, respectively). A signiﬁcant
different was found among the multiple term reweighting meth-
ods according to two-way ANOVA (p-value = 0.036). Our
Rank_group_2 method signiﬁcantly outperformed the probabilistic
and Rocchio methods in paired t-test analysis (p = 0.017 and
p = 0.02, respectively). The Rank_group_2 term reweighting con-
tributed to maximize the performance of the LCA. On the other
hand, in other term ranking methods such as CHI2, EMIM, KLD,
Rocchio, and RSV, there was no statistical signiﬁcant difference in
the performance of term reweighting methods.
In terms of comparison of term ranking methods with pair-wise
paired t-test, for probabilistic term reweighting, LCA was better
than all the other term ranking methods with no statistical signif-
icant difference. For Rocchio term reweighting, EMIM was better
than all the other methods, but no statistical difference was found
with LCA. For Rank_group_2 term reweighting, LCA was signiﬁ-
cantly superior to all the other methods (paired t-test: p < 0.1).
Fig. 1 shows the graphical analysis results of the pair-wise t-test
of the data for Rank_group_2 reweighting from Table 3. It plots
the average ranks of term ranking methods where the lowest (best)
ranks are to the right side. LCA seems to be most effective for iden-Roccho CHI2KLDRSV
EMIM
LCA
12346 5
Fig. 1. Comparison of all term ranking methods against each other with the paired
t-test when Rank_group_2method was considered from Table 3, where the methods
were ranked according to their mean average precision from the worst at the left
side to the best at the right side. Groups of term ranking methods that are not
signiﬁcantly different (at p = 0.10) are connected.tifying good expansion terms compared to CHI2, EMIM, KLD, Roc-
chio, and RSV.
Using the LCA, since it was expected to be the best term ranking
method for the OHSUMED test collection, we examined the perfor-
mance of different term reweighting methods across a wide range
of R and E parameter values. Fig. 2 shows the MAP percentage
change over the unexpanded baseline on training set for different
term reweighting methods according to the number of pseudo-rel-
evance documents and expansion terms. Fig. 3 shows that perfor-
mance on test set for different term reweighting methods where
the number of expansion terms is ﬁxed at 15 that resulted in good
performance on training set and the number of pseudo-relevant
documents is varied.
When our Rank_group_2 method was applied, performance im-
proved for all of the R and E parameter values used in this paper,
compared to the traditional probabilistic feedback model and the
standard Rocchio’s feedback formula. As the number of pseudo-rel-
evant documents increased, the Rank_group_2 method tended to
increase the performance.
4.2. Comparison of expansion terms
An example of the expansion terms selected by the six different
term ranking methods is given in Table 4. It can be seen that a dif-
ferent set of terms was selected according to the proprietary char-
acteristics of the term ranking method applied. In terms of the
document frequency of the expansion terms (see Fig. 4), the expan-
sion terms selected by the Rocchio term ranking method appeared
to be mostly general and more frequent; on the other hand, those
terms selected by the CHI2 term ranking method appeared to be
more infrequent. The remaining methods generally preferred infre-
quent terms, while a set of distinct terms were included.
4.3. Individual query analysis
The effect of different term reweighting methods on individual
queries was further analyzed. Fig. 5 displays the per-query
Fig. 2. Percent change in the mean average precision on training queries for different term reweighting performed using LCA term ranking according to the varying number of
pseudo-relevance documents and expansion terms.
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Fig. 3. Percent change in the mean average precision on test queries for different
term reweighting performed using LCA term ranking according to the varying
number of pseudo-relevance documents where 15 numbers of terms are expanded.
Fig. 4. Comparison of document frequencies of expansion terms (shown in Table 4)
selected by different term ranking methods.
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reweighting methods using LCA term ranking at the optimized
parameters. As shown in the ﬁgure, none of the term reweighting
methods improved all of the queries; however, the per-query anal-
ysis showed improvements in more individual queries for the
Rank_group_2 term reweighting method. The term reweighting
method was shown to affect the performance of individual queries,Table 4
Comparison of 15 stemmed expansion terms selected from the top 50 retrieved documen
ranking methods (terms were sorted alphanumerically for convenience).
CHI2 EMIM KLD
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Myelos Megakaryocys Il
Nonpleurit Myeloprolifer Megakaryocys
Plateles Plateles Mesotheliom
Poliklinik Polycythem Myeloprolifer
Pseudoleucocytos React Patient
Pseudothrombocytos Report Plateles
Spk Thrombocythem Pleur
Thrombocythem Thromboembol Thrombocythemand our Rank_group_2 method was effective for more individual
queries over traditional term reweighting methods.5. Discussion
We evaluated the MAP of various term ranking and reweighting
methods identiﬁed in this paper for a wide range of R and E param-
eter pairs. Unlike many previous evaluations with the TREC testts for the query ‘‘thrombocytosis, treatment and diagnosis” using six different term
LCA Rocchio RSV
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Fig. 5. Difference in mean average precision over individual test query for different
term reweighting methods using LCA term ranking at the best parameters.
1 http://www.ncbi.nlm.nih.gov/entrez/query/static/clinical.shtml.
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tivity to the number of expansion terms (E) was observed for the
OHSUMED collection. Roughly, the greatest performance improve-
ment was seen for E parameters between 10 and 15. It seems that
small values for the E parameter would be appropriate for MED-
LINE documents since these documents are very short and consist
only of titles, abstracts, and MeSH indexing terms.
The value of the R parameter also affected the MAP of PRF. The
optimal value was varied according to term ranking and reweigh-
ting algorithms being used. The noticeable performance improve-
ment was achieved at R = 40 when using LCA term ranking in
conjunction with Rank_group_2 term reweighting method. Careful
selection of R and E parameter values seem to be needed to im-
prove the MAP using PRF techniques. In addition, PRF was shown
effective for improving recall.
In comparison of the different term ranking methods for assess-
ing expansion terms, LCA method was signiﬁcantly superior to the
other methods, such as CHI2, EMIM, KLD, Rocchio, and RSV, when
our Rank_group_k was applied. The excellence of the LCA method
indicates that good expansion terms tended to occur with all query
terms [8]. In the case of the OHSUMED test collection, queries fre-
quently contained general terms, such as diagnosis, treatment and
etiology, that represent a special medical task. For those queries,
the LCA selected expansion terms have a high co-occurrence rela-
tionship with these terms as well as the remaining query terms. In
the medical domain, LCA seems to be useful as a method to restrict
expansion terms to a medical task. However, enough pseudo-rele-
vant documents would have to be provided, suggesting that LCA
ranks potentially relevant terms better when signiﬁcantly more
documents are used, as in [8].
For the same term ranking method, performance was generally
more improved by employing our Rank_group_k term reweighting
method compared to the traditional probabilistic feedback model
and the standard Rocchio’s feedback formula with the OHSUMED
test collection. For LCA term ranking method was applied, the
Rank_group_kwas found to be signiﬁcantly better than the existing
reweighting methods. The results support our hypothesis that a
small portion of terms in the expanded query would be the most
relevant. Regarding determination of the value of k in our Rank_-
group_kmethod, the maximum performance of MAP was observed
for small values of k where k is 2. While the value did not make a
noticeable difference in the performance of MAP, it showed a
clearer difference in terms of the precision for ﬁve documents re-
trieved. The partitioning of terms into a few of the most outstand-
ing ones and the others might be a good solution for determining
the relevance weights in the context of MEDLINE documents.The ﬁndings of this study might be applied to improve existing
MEDLINE search engines. As the OHSUMED queries focus on clini-
cian’s information needs, our method would be better applied to
improve PubMed’s Clinical Queries1, a special feature of PubMed
for clinicians to retrieve a clinical-task speciﬁc articles. Since the
Clinical Queries feature is based on Boolean query strategies, it has
a limitation of retrieving too many or too few articles, depending
on the user query, and it does not support ranking of the retrieved
articles according to relevance to the user query. Our ﬁndings of this
study might be able to be used for effective query expansion and
ranking of the retrieved articles. Recently, Kilicoglu et al. [39] and
Aphinyanaphongs et al. [40] studied machine learning techniques
to recognize high-quality MEDLINE articles from retrieved topically
relevant articles. Since our method is able to contribute to retrieve
topicwise more relevant articles for their studies, in conjunction
with our PRF technique, the study would be beneﬁted in retrieving
more relevant high-quality articles.
The limitations of our study come from the adoption of an ad-
hoc baseline method, in which the setting of a low performing
baseline method leads to the possibility that any method will per-
form better is higher. In addition, the use of an outdated test set
may limit the generalization of our results. As the OHSUMED test
set focused on information needs at the point of care, the results
do not necessarily generalize to the information needs of bio-med-
ical researchers.
Consequently, our future work includes the research to combine
our PRF method with high-quality article recognition method
which is essential for evidence-based medicine. In addition, a fur-
ther evaluation of our methods on a more current MEDLINE test set
would be important to verify the generalization of our proposed
method.
6. Conclusion
This research investigated the behavior of the PRF technique
using competing methods of term ranking and reweighting to en-
hance MEDLINE document retrieval. We found that LCA was the
most effective method of ranking terms for query expansion. In
addition, we found that the term reweighting method was an
important factor in the successful use of the PRF technique. Our
term reweighting variant called Rank_group_k contributed to fur-
ther improve performance compared to the traditional probabilis-
tic feedback model and the standard Rocchio’s feedback formula.
Regarding the best run using test queries for the OHSUMED collec-
tion, the maximum performance improvement over unexpanded
queries could be achieved when the top 15 terms were added from
the top 40 retrieved documents using the LCA term ranking meth-
od and the expanded queries were then reweighted by the
Rank_group_2 method.
The PRF technique is a successful method for solving the prob-
lem of query-document mismatch in information retrieval. It gen-
erally improves average precision; however, not all of the queries
displayed improvement. This is a research question still to be
resolved.
A short summary of the key ﬁndings
 Improving the retrieval precision of MEDLINE documents is still
a challenging issue.
 A more effective PRF technique is one of the methods to address
the problem.
S. Yoo, J. Choi / Journal of Biomedical Informatics 43 (2010) 686–693 693 In terms of precision and recall in PRF, none of the previous
studies have systematically examined the effect of both term
ranking and reweighting method for a large set of MEDLINE
documents.
 Our experimental results of comparing different term ranking
methods on OHSUMED found that LCA might be the best per-
forming method among the six considered: LCA, CHI2, EMIM,
KLD, Rocchio, and RSV.
 For the LCA term ranking method was applied, our term
reweighting variant called Rank_group_k showed signiﬁcantly
outstanding performance than the existing reweighting meth-
ods, suggesting that a group-based reweighting scheme might
be effectively used for MEDINE retrieval.
 Both the number of expansion terms and the number of
pseudo-relevant documents are also important factors affecting
the MAP and recall.
 A PRF technique was effective to improve both precision and
recall.
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