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We identify the presence of a continuum percolation transition in model suspensions of pusher-type
microswimmers. The clusters dynamically aggregate and disaggregate resulting from a competition
of attractive and repulsive hydrodynamic and steric interactions. As the microswimmers’ filling
fraction increases, the cluster size distribution approaches a scale-free form and there emerge large
clusters spanning the entire system. We characterize this microswimmer percolation transition via
the critical exponents associated to cluster size distribution τ , correlation length ν, mean cluster
size γ, and clusters’ fractal dimension df . We are able to show that two scaling relations, known
from percolation theory, also hold for our microswimmers. A real-space renormalization group
transformation can approximately predict the value of the exponent ν. This finding opens new
vistas on microswimmers’ congregative processes.
The spontaneous organization of suspensions of mi-
croswimmers such as bacteria or microalgae is a fasci-
nating result of the concurrence of physical and biolog-
ical forces [1]. Extensive investigations have shown nu-
merous intriguing effects such as self-concentration [2, 3],
swarming [4], spontaneous formation of spiral vortices [5],
spontaneous formation of fluid flows [6], or bacterial tur-
bulence [7]. These phenomena arise from the arena of
nonequilibrium physics, where energy stored from differ-
ent sources is converted in active motion.
The study of clustering or self-concentration is espe-
cially stimulating, as this has important implications to
the formation of biofilms. Active Brownian particles
(ABPs) show a clustering effect termed motility induced
phase separation (MIPS) at large enough filling fractions
[8–13], and the nature of this transition to the clustering
state has been characterized [14]. Studies of squirmers
have however shown that MIPS is suppressed if hydro-
dynamic interactions are included [15–18]. MIPS is dis-
tinct from the density heterogeneities found in systems of
microswimmers [2, 19], which are mediated by hydrody-
namic interactions, and occur at considerably lower filling
fractions, as seen in particle approaches [2, 19], and also
in continuum approaches [2, 20–23].
Another route to aggregation could be the percolation
transition. For example, C-shaped ABPs without hy-
drodynamic interactions have been found to exhibit a
percolation transition [24]. Very recent experiments [25]
have shown that percolating clusters of Spirostomum
ambiguum communicate through hydrodynamic trigger
waves. Furthermore, studying the onset of mesoscale
turbulence revealed a connection to directed percolation
[26]. Thus, it is necessary to include hydrodynamic in-
teraction to model realistic conditions.
Here, we show that, upon increasing a suspension’s
filling fraction, model biological microswimmers undergo
a percolation transition. We find that classical tools from
percolation theory [27] can be used to characterize the
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FIG. 1. Schematic of our stroke-averaged pusher-type mi-
croswimmer. The green sphere (1) models the swimmers body
and the transparent sphere (2) the stroke-average of the flag-
ellar beat. The red spheres with arrows (3) mark the location
of the regularized force poles. The golden arrow (4) represents
the swimming direction.
transition also by means of their critical exponents.
To simulate the collective behavior of microswimmers,
such as the pusher-type bacteria Escherichia coli we use
a stroke-averaged biological microswimmer model [2]. A
schematic of the stroke averaged microswimmer is shown
in Fig. 1. The dynamics of this dumbbell are governed
by Newton’s equations of motion [2]. As the swimmer
is an asymmetric dumbbell, the hydrodynamic center is
shifted away from the center of mass of the swimmer.
This symmetry breaking enables the propulsion of the
swimmer into the direction of the golden arrow (4) in
Fig. 1.
In addition to the steric interactions between the mi-
croswimmers, we take into account the hydrodynamic
flow field that is generated by each microswimmer, since
these interactions play a key role in the collective be-
havior. Experiments [28] have shown that the hydrody-
namic flow field of the pusher-type swimmer Escherichia
coli corresponds to a force dipole. Accordingly we ac-
count for the flow field by adding regularized force re-
gions, which are shown as red spheres (3) in Fig. 1. Fur-
thermore, no-slip boundary conditions are implemented
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2FIG. 2. Top row: example configurations of swimmers at different filling fractions (large system). Gray transparent particles do
not belong to any cluster. Different colors correspond to different clusters. The system spanning cluster at φ = 0.26 indicates
a percolation transition. Bottom row: zoom-in view of the largest cluster identified in the corresponding configuration in the
top row.
on the dumbbell-shaped swimmer’s body.
To resolve the hydrodynamic interaction numerically,
we use the multiparticle collision dynamics (MPCD)
technique. MPCD is a particle based method account-
ing for hydrodynamic modes up to the Navier–Stokes
level [29, 30]. Specifically, we use the MPCD-at+A[30–
32] technique, that conserves the fluids’ temperature.
The MPCD fluid is characterized by its temperature T ,
MPCD particle mass m, and size of a MPCD grid cell a
as a unit of length. Our simulations are performed with
an average of 〈NC〉 = 20 MPCD particles in each MPCD
cell; we carry out simulations with a timestep δt = 0.01.
The size of an individual swimmer is σ ≈ 5a. We use
a cubic domain with periodic boundary conditions and
constant volume.
We perform simulations of both a small system of lin-
ear size L = 100a, and a large system L = 200a. In
the small system we simulate a range of N = 388− 2300
swimmers, corresponding to filling fractions from φ =
0.07 to φ = 0.43, while in the large system we use
N = 3800−18200, corresponding to filling fractions from
φ = 0.09 to φ = 0.43. The active state is characterized
by the Pe´clet number P = vσ/D, which compares the
self-propulsion speed v (active transport) to the diffusive
transport D of a microswimmer. Additionally the flow
around our swimmers is characterized by the Reynolds
number (measuring the ratio of inertial to viscous forces)
R = σvρ/η, where ρ is the fluids’ density and η is the
fluids’ viscosity. See [2] for more computational details.
In all our simulations the Pe´clet number is P ≈ 2.6×103
and the Reynolds number is R = 0.1.
Figure 2 (top row) shows typical, steady-state configu-
rations of our active pusher-type swimmers at three dif-
ferent filling fractions φ. Clusters of particles are tem-
porarily held together by attractive regions in the swim-
mers’ pair distribution function, due to the interplay of
hydrodynamic and steric effects [33]. We perform a clus-
ter analysis based on the interparticle distance, i.e., if
their center of mass distance is less than rcluster = 1.5σ
particles are assigned to the same cluster. Figure 2 shows
the resulting clusters for those configurations in different
colors, where the transparent particles belong to clusters
with four or fewer particles. As the filling fraction in-
creases clusters grow in size and at φ = 0.22 we find clus-
3ters comparable to the system size. For φ ≥ 0.26, very
large clusters, spanning the entire system emerge. Fig-
ure 2 (bottom row) shows the largest cluster found in the
corresponding system in the top row. Visual inspection
of their three-dimensional structure reveals a planar-like
conformation for φ . 0.22 (see below for details about
the fractal dimension). For φ = 0.26, a cluster spanning
the entire domain is clearly visible.
To scrutinize the statistical properties of the active
clusters, we compute the fraction of the largest cluster
defined as the ratio of the number of particles in the
largest cluster Nl to the total number of particles in the
system N . Figure 3(a) shows the fraction of the largest
cluster Nl/N for varying filling fraction φ in the large
as well as the small system. It can be seen that Nl/N
acts as an order parameter for the percolation transition,
occurring at φ ≈ 0.22.
Furthermore, we compute the cluster size distribution
ns(s), where s is the cluster size, i.e., the number of mem-
ber particles. Figure 3(b) shows ns for different φ (data
from our large scale simulations). As φ increases towards
φ = 0.22, the cluster size distribution ns(s) increasingly
approaches a scale-free form. This cluster analysis of the
swimmers’ configurations points at a percolation transi-
tion, where the filling fraction takes the role of the occu-
pation probability (as is common in continuum percola-
tion of colloids [34] or simple fluids [35]).
At the percolation transition, it is expected that
ns(s) ∼ s−τ , where τ is the Fisher exponent [27]. Identi-
fying φc = 0.22 as the critical filling fraction (see Fig. 3(b)
inset) we find the Fisher exponent τ ≈ 2.033± 0.003.
Away from the percolation transition at φc, the theory
predicts that
ns(s) ∼ s−τexp
(
− s
sξ
)
, (1)
where sξ is the cutoff cluster size. We find sξ for each
filling fraction by fitting the respective cluster size dis-
tribution in Fig. 3(b) to Eq.(1). In Fig. 3(c) we plot
sτns(φ)/n1(φ) against s/sξ and find collapse of the data
onto an exponential master curve, as predicted by Eq.(1).
The geometrical features of the clusters can be de-
scribed by their radius of gyration and fractal dimension.
In Fig. 3(d) we show the dependence of the radius of gy-
ration
R2s ≡
1
Nclust
∑
i
(ri − rCoM)2, (2)
on cluster size s for different filling fractions (data from
our large scale simulations). The distribution at filling
fraction φ = 0.22 approaches a power law, as expected
at percolation. The resulting exponent is the fractal di-
mension df = 1.99± 0.02. A fractal dimension of df ≈ 2
indicates that our clusters are typically two dimensional,
which can also be observed in the configurations depicted
in Fig. 2.
Information on the radius of gyration Rs, allows us to
compute the correlation length
ξ2 =
2
∑
sRsnss
2∑
s nss
2
. (3)
Percolation theory [27] predicts a scaling behavior close
to criticality φc
ξ ∼ |φ− φc|−ν . (4)
We now present a real-space renormalization group
(RSRG) calculation of our percolation problem. We dis-
cretize the system by choosing a cubic lattice. The RSRG
approximation consists in taking sites independently oc-
cupied with probability p. Next, we define a cubic cell
that will play the role of the renormalized sites. We must
choose a cell occupation probability p′ = R(p) such that
R(p) contains the essential physics of our percolation
problem [36]. Our RSRG rescales the lattice spacing by
a factor b = 2 in each spatial dimension. We define a cell
as occupied if and only if it contains a set of sites such
that the cell percolates by means of planar clusters. The
correlation length will be rescaled as ξ′ = b−1ξ, and the
correlation length exponent can be found as
ν =
ln b
lnλ
, (5)
where λ is the eigenvalue of the RSRG transformation
linearized around the fixed point pc,
λ ≡ dR
dp
(p)
∣∣∣∣
p=pc
. (6)
For our cubic lattice, a cell is occupied if a planar configu-
ration of sites is occupied, that is if four sites arranged in
a plane (along the Cartesian directions or the diagonals),
and also when three sites are occupied. Thus,
p′ = R(p) = 18p4(1− p)4 + 72p3(1− p)5 . (7)
We identify pc with φc = 0.229, and by using Eq. (5)-(7)
we find ν ' 1.21. We will see below that our RSRG esti-
mate comes relatively close to the simulational evaluation
of ν.
Figure 4(a) shows the correlation length (Eq. (3)) for
varying |φ−φc|/φc. From a best fit we obtain φc = 0.229
(large system) and φc = 0.204 (small system), where the
data exhibit power-law behavior. The percolation thresh-
old φc is expected to be affected by finite-size effects. We
find a correlation length exponent, predicted in Eq. (4),
ν = 1.11± 0.04.
The mean cluster size is defined as
S =
∑
s nss
2∑
s nss
, (8)
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FIG. 3. (a) Fraction of number of particles in the largest cluster to total number of particles Nl/N . (b) Cluster size distribution
ns normalized to the number of singletons n1 for different filling fractions (large system). The solid line is a fit to the data for
φ = 0.22, giving the Fisher exponent τ = 2.033±0.003. The inset (b) shows the fitted data (φ = 0.22) for the sake of clarity. (c)
Collapse of the probability distribution to an exponential scaling function. (d) Radius of gyration for different filling fractions
(large system). The solid line is a fit to the data for φ = 0.22, giving the fractal dimension df = 1.99± 0.02. The inset shows
the fitted data (φ = 0.22) for the sake of clarity.
and percolation theory predicts that, close to criticality
φc, the mean cluster size scales as [27]
S ∼ |φ− φc|−γ , (9)
which defines the exponent γ. Figure 4(b) shows the
mean cluster size as a function of |φ − φc|/φc, Similar
to the correlation length (Fig. 4(a)), we obtained an op-
timal critical filling fractions φc = 0.229 (large system)
and φc = 0.204 (small system). Additionally, we fitted a
power law distribution to test the predicted scaling law
Eq.(9) and find γ = 1.05± 0.08.
Because our simulations are based on finite systems,
finite-size scaling predicts that the growth of the mean
cluster size S is capped once the correlation length
ξ ≈ L, and that it obeys the general scaling S(ξ, L) =
ξγ/νs1(L/ξ). Close to φc, ξ  L and we expect
S(ξ, L) ∝ Lγ/ν . This is verified by the asymptotic values
in Fig. 4(b). Again, these results bolster our assumption
that the transition we find corresponds to a percolation
transition.
The cutoff cluster size sξ is also predicted to diverge
as the percolation threshold is approached
sξ ∼ |φ− φc|− 1σ , (10)
which defines the exponent σ. Figure 4(c) shows the
cutoff cluster size for varying reduced filling fraction |φ−
φc|/φc. Again, we obtain optimal critical filling fractions
φc = 0.229 for the large system and φc = 0.204 for the
small system. Furthermore, we show a fit to Eq.(10), and
find the critical exponent σ = 0.49± 0.09.
Using the critical exponents and fractal dimension that
we have found, we can now apply a more stringent test
from percolation theory consisting in the following scal-
ing relations [27]
σ =
1
νdf
, (11)
γ = ν(2df − d), (12)
where d = 3 is the dimensionality of the system. In
fact, the exponent computed from our simulations satisfy
Eqs. (11)-(12). The validity of the scaling relations in
Eqs. (11)-(12) provides the most compelling test for the
presence of a percolation transition in our microswimmer
system.
In conclusion, we have shown that pusher-type mi-
croswimmers exhibit a percolation transition φc = 0.229,
with a probability distribution approaching a scale-free
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FIG. 4. Dependence of the (a) correlation length, (b) mean
cluster size, and (c) cutoff cluster size on the filling fraction φ.
Solid green lines are power law fits to the data for the large
systems. For (a) the correlation length we find the critical
exponent ν = 1.11±0.04, for (b) the mean cluster size we find
the critical exponent γ = 1.05 ± 0.08 and for (c) the cutoff
cluster size we find the critical exponent σ = 0.49± 0.09.
form. For larger φ, system-spanning clusters arise. Cor-
relation length as well as mean cluster sizes follow scal-
ing laws. We verified two classical scaling relations from
percolation theory. This percolation mechanism might
represent a congregative dynamics important in the tran-
sition from the planktonic state to biofilms.
Finally, the critical exponents found in our microswim-
mer model do not correspond to any known percola-
tion universality class. It is thus premature to speak of
any universality class associated to microswimmers until
more systems are investigated.
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