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Abstract
Metalworking equipment is designed to modify a sheet, rod, or block of metal material in order to shape it
for a specific application. This equipment can operate on the metal by bending it, drilling through it, or by
cutting it. For small-scale operations, many tools require a significant amount of manual input. Unless the
operator has extensive training and experience, the manual input may not be precise enough for fine details
that may be needed in some applications. For example, with a bending brake, obtaining an accurate angle
for the bend may be quite difficult. For a particular application, an error of one degree may not be
acceptable.
For large-scale operations, the process of metalworking can be automated to be done by machines alone.
However, even with this equipment, certain issues may arise that the machines do not currently consider.
For example, when a cutting tool begins to become dull, it may not be detected immediately. This dull tip
may result in defective or low-quality modifications. Typically, these potential issues result in the need for
humans to spend time inspecting the tools and products, or perhaps even to watch the system during
operation to stop it under non-ideal circumstances.
This thesis describes an application for detecting excessive metal shavings in the pan of a lathe and applies
various algorithms that may be used for this application to determine a successful process for performing
this detection in near real-time.
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Introduction

Metalworking equipment is designed to modify a sheet, rod, or block of metal material in order to shape it
for a specific application. This equipment can operate on the metal by bending it, drilling through it, or by
cutting it. For small-scale operations, many tools require a significant amount of manual input. Unless the
operator has extensive training and experience, the manual input may not be precise enough for fine details
that may be needed in some applications. For example, with a bending brake, obtaining an accurate angle
for the bend may be quite difficult. For a particular application, an error of one degree may not be
acceptable.
For large-scale operations, the process of metalworking can be automated to be done by machines alone.
However, even with this equipment, certain issues may arise that the machines do not currently consider.
For example, when a cutting tool begins to become dull, it may not be detected immediately. This dull tip
may result in defective or low-quality modifications. Typically, these potential issues result in the need for
humans to spend time inspecting the tools and products, or perhaps even to watch the system during
operation to stop it under non-ideal circumstances.
This thesis describes an application for detecting excessive metal shavings in the pan of a lathe and applies
various algorithms that may be used for this application to determine a successful process for performing
this detection in near real-time.

1.1 Motivation
The motivation for this work comes from tasks performed previously at the Imaging, Robotics, and
Intelligent Systems (IRIS) laboratory at the University of Tennessee. Experimentation with metalworking
equipment has shown multiple different problems, which seem like they may be solvable with a common
set of tools or at least within a common general framework.
With metalworking machines that require significant manual input, precision in cut location may be
difficult to obtain with eyes alone. For example, with a manual drill press, precisely lining the drill bit with
the marked hole can be difficult. Often, the user will make a small initial cut by letting the drill bit graze
the material in order to ensure the cut is being made at the desired location. One might imagine that by
equipping the drill press with cameras that have a better perspective than the human operator, proper
alignment may be achievable without experimental drilling.
With metalworking machines that are automated, especially in a factory setting, they are only equipped to
deal with the specific circumstances for which they have been programmed. If something unexpected
occurs, these automated machines are likely unable to properly respond. For example, an automated lathe
may be able to cut a fine pattern from a block of metal, but if something goes awry, and the cutting tool is
chipped, the machine would not stop. The error may not be detected until several defective items have
been made with an inferior tool and have been noticed by manual inspection. However, if the tool were to
be equipped with a camera that could monitor the tool tip, the error could be detected immediately and the
process halted until the tip could be repaired.
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1.2 Process Pipeline
Figure 1.1 shows the monitoring process pipeline that we are presenting. Our process pipeline consists of
eight key steps: camera placement, camera calibration, image acquisition, image segmentation, object
recognition, three-dimensional reconstruction, data fusion, and data analysis. First, the camera placement
and camera calibration tasks are done offline. The camera placement step simply involves determining the
physical location of the cameras such that they will be suitable for the monitoring application. The camera
calibration step involves determining the relationship between the pixels in the acquired images and their
corresponding physical coordinates. Once the cameras have been placed and calibrated, images are
acquired live through an image acquisition process. The specific manner in which the images are acquired
is specific to the acquisition hardware. After the images are acquired, they are segmented, which means
they are divided into distinct regions. Object recognition is then performed on these segments to determine
the identity of the segmented regions. After the appropriate items have been located in one or more
cameras, they are projected into three-dimensional space, so that they can be physically understood. Since
various factors can cause error in one individual camera, the results from each camera must be fused in
order to yield a single, more accurate output. Finally, once a three-dimensional, fused representation of an
object is determined, the monitoring application must analyze the important features that it is monitoring in
order to perform the ultimate desired functionality (such as sending an alarm, or stopping the machine). In
this pipeline, the camera placement, image acquisition, and data analysis steps are very application-specific.
Because of that, we will address them briefly here, but we will not discuss them extensively elsewhere.
The remaining five steps will be thoroughly examined in research and evaluation in the remainder of this
document.

Camera
Placement

Camera
Calibration
Image
Acquisition

Image
Segmentation

Object
Recognition

3D
Reconstruction

Data
Fusion

Data
Analysis

Figure 1.1: The process pipeline for visual monitoring. The cameras must first be physically installed on
the system, and then they must be calibrated. Following this offline process, the images are acquired live.
They are then partitioned into segments, which are searched for the presence of desired objects. A threedimensional representation of these recognized objects is performed for each camera or pair of cameras,
and the combined representations are fused into one representation which the system uses to determine if
any action must be taken.
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Before any other steps can be considered or performed, the cameras must first be installed on the physical
system in locations that will be suitable for the monitoring application. This is one of the key limiting
factors of any machine monitoring application, as machines have physical restrictions on where a camera
may be placed. A machine may have a coolant spray, which can get on the lens of the camera. Even if a
liquid removal system is placed on the camera, if the spray is fast enough, the ability of a camera to
monitor the system would be severely limited. The camera must also be stable, so it can only be mounted
to an area that is not subject to significant vibrations. Further, the camera must be in an area where a
reasonable amount of light can be shone, as low light results in low contrast and thus less effective
monitoring. Also, the camera must remain in a location where it is not physically at risk by the machining
tools or scraps. This is far from an exhaustive list of issues that limit camera placement. Due to these
restrictions, we do not delve into the research of general camera placement. However, we will observe the
effect of the camera location on our application system.
After the offline tasks of camera placement and camera calibration are completed, the images must be
acquired from the installed cameras. Though images must also be acquired for the camera calibration step,
these do not have any real-time execution restrictions, and thus the image acquisition method for the
calibration is relatively insignificant. On the other hand, the online image acquisition is quite important.
First of all, the system has to be able to continually stream data. In a modular system, which would be used
mainly for demonstration, this means that the images must be captured and written to disk at a specific rate.
In a completely streamlined system, a method must be developed whereby the images can be streamed
directly to the image segmentation engine. Additionally, for a system with multiple cameras that are being
used to reconstruct a three-dimensional model for the target, the cameras must be synchronized. For
different cameras and systems, the method of streaming data and of camera synchronization can vary.
Some systems have hardware and software triggers, whereas other systems may require programmed
delays. Since the image acquisition method is entirely dependent upon the hardware, we will not discuss
this issue in depth. However, when we describe our experimental setup, we will briefly address the
hardware and image acquisition method used for our specific application.
Once all the data has been acquired, processed, and combined into a single representation, the fused
representation must be analyzed. This is another entirely application specific step. This is the key step that
most differentiates one monitoring application from another, as all other steps have several common
features among different applications. This step is the action engine that takes the observed information
and performs the needed action to respond to the observations. For a cutting tool monitoring application,
the sharpness of the cutting tool must be calculated, and if it does not fit inside the desired sharpness
measure for the cutting tool, the machine should be stopped until the tool can be replaced. This sharpness
evaluation and alarm activation is the data analysis step for the application. For a manual application
where the monitoring system is giving the operator feedback, the appropriate adjustment must be calculated
and relayed to the operator. This adjustment calculation and message delivery is the data analysis step for
that application.
For the remaining five steps, the focus is finding an appropriate algorithm for that step in the given
application. The algorithm must be both accurate and fast, as a monitoring application is a real-time
application which can afford a maximum of only a few seconds per frame. While this algorithm selection
is still application specific, general existing algorithms may be able to be tuned solve each of these five
steps. The research on these algorithms, as well as a comparison of their performance in terms of both
accuracy and processing time for a specific machine monitoring application will be the focus of the
remainder of this document.
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1.3 Application Description
The specific example we aim to use as an application to demonstrate and test our pipeline involves the
buildup of metal shavings in the sluicing bin of a lathe. When cutting metal on a lathe, the shavings do not
always make a clean break. These shavings build up as the machining continues, and they can form large
nest-like clumps of metal. If these clumps are too large, they might potentially clog the drain of the
sluicing bin, and cause an undesired buildup of material that may cause adverse effects. These effects
could be expensive or potentially hazardous to repair. In addition, there may be situations in which we
simply do not want the nests to remain in the bin. The goal of the application is to detect and determine the
location and size of the nests in a bin.
For our application, we utilize three cameras to monitor a simulated sluicing bin with flowing coolant spray
and both stuck and moving nests. These cameras are heterogeneous, by which we mean that they utilize
different lenses, and they are not all the same resolution. After physically setting up the cameras and
calibrating them, we acquire a series of image sequences for this simulated scenario. We then apply several
different algorithms to the acquired images for each stage of the pipeline and compare their accuracy and
their execution time.

1.4 Document Outline
In this paper, we study research done in camera calibration, image segmentation, object recognition, threedimensional modeling, and data fusion. In Chapter 2, we perform a survey of some of the latest and most
common algorithms used for each of these areas. In Chapter 3, we describe our specific application in
detail, and describe the setup of our simulation. We also discuss the image acquisition and calibration
processes we use for our data acquisition, and we show the acquired data. In Chapter 4, we discuss our
evaluation metrics for our algorithms on image segmentation, object recognition, and data fusion, and use
these metrics to judge the results of algorithms in each stage in order to determine that they are suitable for
our application. Finally, in Chapter 5, we summarize our work, describe the conclusions we have drawn
and the lessons we have learned from our work, and describe potential extensions that could be performed
for our work.
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2

Literature Review

In this chapter, the general problems of camera calibration, image segmentation, object detection, threedimensional reconstruction, and data fusion will be described. With the exception of camera calibration,
multiple different methodologies obtained from current literature will be discussed. For camera calibration,
the general concept and history will be described, but competing methods will not be presented, as the key
difference between modern methods involves the number and types of distortions and computational time.
Since calibration will be done offline, computational time is of no issue, and the method we will use gives
us ample distortion parameters for the camera system we have.
For image segmentation, object recognition, and data fusion, multiple current approaches will be described,
as they will be compared with each other during experimentation phases in order to determine the
appropriate methods for our application. Multiple common methods of three-dimensional reconstruction
will be mentioned as well, but in less detail than other methods, as they will not ultimately be feasible for
our application, which will be shown later.

2.1 Camera Calibration
When using any camera setup that involves estimating physical size from an image, a relationship between
the acquired image and the physical scene must be understood. In addition, when using multiple cameras
to enhance the understanding of a scene, a method of relating the acquired images to each other is required.
In this section, we present issue of geometric calibration, which accounts for the spatial relationship
between cameras and the target scene, as well as the issue of color calibration, which accounts for color
differences between images acquired from two cameras.

2.1.1 Geometric Calibration
A standard camera converts a three-dimensional real-world scene and converts it to a flat two-dimensional
space. For any application which requires an understanding of depth and size, the geometric relationship
between the acquired images and the target plane must be known. In this section we discuss a common and
useful model for understanding this relationship. We then present a series of equations that describe this
acquisition. Finally, we present some of the literature that describes the methods by which we can derive
the parameters needed to accurately model a specific camera setup.

2.1.1.1 Pinhole Camera Model
Depending upon lens and camera selection as well as external factors, complex and nonlinear distortions
can have a significant effect on the way in which the real-world scene is acquired. While there are many
complex models used to describe various types of distortion, the basic camera model from which many of
these complex models have been derived is the pinhole camera model [Trucco’98].
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The basic pinhole camera model (also called the perspective model) is shown in Figure 2.1. A point P
exists in a three-dimensional space in the real world. In the acquisition process, this point is projected to Pn,
a two-dimensional point on the imaging plane. If a straight line from P to Pn is extended, it will cross
through OC, the origin of the camera axes (xC, yC, zC). The lens of a camera determines the focal depth, f,
which defines how far the imaging plane is from the origin of the camera axes. All of the coordinates are
in reference to the camera axes. These axes are defined by the position and orientation of the camera
relative to a world coordinate system (xW, yW, zW) centered at OW.
However, the lens of a camera, as well as the characteristics of the camera can introduce radial and
tangential distortions. Thus, the point may actually be projected to a different point on the imaging plane
than it would under ideal circumstances. Figure 2.2 shows this distinction, with Pd being the distorted point.
Equations exist to compensate for these distortions, as we will show in the following section [Tsai’87].

2.1.1.2 Camera Parameters
From the models described in the previous section, equations have been derived which describe the
transformation from the three-dimensional real-world point to the two-dimensional acquired point. The
parameters used in these equations fall into two categories: intrinsic and extrinsic.
Extrinsic parameters describe the relationship of the camera to a global frame of reference. The
relationship of the camera axes to the global axis is crucial when using multiple cameras, as the images
acquired by each camera need to be understood in one global context. There are two extrinsic parameters:
R, the 3x3 rotation matrix, and T, the 3x1 translation vector. The rotation matrix describes the rotational
transformation that is used to rotate the global (world) axes to the same alignment as the camera axes. The
translation vector describes the offset required to move the origin of the rotated axes to the origin of the
camera axes. Using these parameters, we have the following equation to transform a point from world
coordinates to camera coordinates:
XC 
 XW 
 Y   R Y   T
 C
 W 
 Z C 
 ZW 

(2.1)

Intrinsic parameters describe the transformation of a three-dimensional point on the camera axes to the twodimensional imaging plane. Before considering distortions, the direct projection of a point onto the
imaging plane must be calculated. This normalized point, xn, is calculated simply using the z-coordinate of
the point as a normalization factor:
 x  X / Z 
xn      C C 
 y   YC / Z C 

(2.2)

From this equation, we now must account for distortions. Though infinite sources of distortion can be used,
we mainly account for radial and tangential distortions. Radial distortions are distortions that are caused by
the shape of the optics which result in increased distortion for points that are further from the center of the
imaging plane. Tangential distortion is the distortion that results from imperfections in lens manufacturing
which results in the supposed center of the lens (based on shape) not being truly at the physical center of
the lens. Often, only the second and fourth degree radial distortions are utilized, but with close-range
camera calibration, a sixth degree distortion coefficient may also be necessary [Brown’71]. Using kRn to
represent the nth degree radial distortion coefficient, and kTx and kTy to represent the tangential distortion
coefficients, we calculate the new distorted point, xd, with Equation 2.3.
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Figure 2.1: The basic pinhole camera model. The point P is projected as Pn, an (X,Y) coordinate (in
reference to origin O) on the imaging plane. The model also shows the existence of the camera axes at a
different location and orientation than the world axes.

Figure 2.2: The pinhole camera model with distortions. Building on the basic model, the point P, which
ideally would be projected to Pn, instead is projected to Pd, a distorted point, due to imperfections of the
lens and imaging system.
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The remaining intrinsic parameters describe the relationship of this distorted point to the actual pixel
location in the acquired image. There are four remaining types of intrinsic parameters. The first parameter,
f, is the focal length, which is a simple scalar used for the perspective projection. The next parameter group
is the principal point coordinates for the camera, ox and oy. These coordinates are the coordinates of the
pixel in the image center. The third parameter group is the effective pixel sizes in the x and y directions, sx
and sy. The pixel aspect ratio of the image is calculated as sy/sx. The final parameter is the skew, alpha.
This parameter accounts for the fact that the x and y axes may not be perfectly orthogonal. Using these
parameters, we can arrive at the following equation to convert from a distorted point to a pixel coordinate:
x p   f / sx
x p   y p    0
 1   0

f c / sx
f / sy
0

o x   xd 
o y   y d 
1   1 

(2.4)

Using these equations, models, and parameters, the acquisition process of a three-dimensional image to a
two-dimensional image can be well described. However, the key question is how these parameters may be
derived. In the next section, we present some literature that describes methods by which these parameters
may be derived.

2.1.1.3 Derivation of Camera Parameters
In order to properly utilize the relationship of a camera’s acquired image to its target, all of the intrinsic and
extrinsic parameters must be known. Manual measurement of the intrinsic camera parameters is
impractical, as lens distortions cannot be physically measured. Therefore, intrinsic (and often extrinsic)
parameters of a system are derived by analysis of a calibration target.
The classic approach for deriving the parameters of a camera is to solve the problem by minimizing a
nonlinear error function [Slama’80]. However, such a minimization is quite computationally expensive.
To decrease the computational cost, Abdel-Aziz and Karara developed the direct linear transformation
(DLT) as a closed-form solution. This method involves using a series of controls points and using a closed
polynomial approximation method to extract the polynomial coefficients [Abdel-Aziz’71]. However, this
method cannot account for radial and tangential distortions, and the parameters must be derived from the
coefficients, which is not necessarily a trivial process.
Tsai presents a two-stage closed-form calibration technique that uses the perspective model with radial
distortions [Tsai’87]. In this method, a camera acquires the image of a calibration target of squares of
known size with the extreme corners at a known, measured location and orientation. From this, the corners
of all the small squares are detected, and used as control points to derive an appropriate homography. The
first stage uses a radial alignment constraint, which is only a function of relative rotation and translation, to
reduce dimensionality. This constraint allows the derivation of the extrinsic camera orientation and x and y
positions. Following these calculations, the second stage uses normal projective equations are used to
calculate the effective focal length, distortion coefficients, and z position are calculated.
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To further account for distortions, a four-stage method was developed by Heikkilä and Silvén [Heikkilä’97].
In this method, the DLT is first performed to obtain a basic non-distorted image. Though these parameters
are non-distorted, and thus not entirely accurate, they can serve as good initial guesses for the next step.
The next stage involves using minimizing the residual between the model and images using a sum of
squared residuals. The third stage allows for the used of control points with projections that are larger than
one pixel in size. Finally, the fourth stage solves the image correction problem by interpolating the correct
image points using the physical parameters derived in the previous stages.
Though the two- and four-stage methods yield proper results, the problem exists of initial setup. These
methods require a calibration target in a known global orientation in order to properly extract the
parameters. To simplify this process, Zhang presents a flexible method for calibration that uses a
calibration plane that is viewed from unknown orientations [Zhang’99]. This method uses two steps. The
first step is an initial parameter estimation using a closed-form solution, which uses an estimated
homography between the known coordinates and extracted coordinates. The second step is a refinement of
these parameters using maximum likelihood estimation. In addition, Zhang also describes a closed-form
and nonlinear refinement equations to account for radial distortions, which are similar to those used for the
original parameters.

2.1.2 Color Calibration
Image color can be distorted by many things, including illumination, exposure time, and even camera
hardware and settings. If the same scene is acquired with multiple cameras in multiple locations, then the
same object in the scene will likely appear as a slightly different color in each image. When attempting to
relate multiple images to each other, color constancy can be important. In addition, as will be described
later, color is a major factor in object recognition, so a consistency in color across cameras can be very
important. In this section, we describe the basic methodology for performing color calibration on a camera.
Color calibration is typically performed by using a form of Macbeth color checker chart (Figure 2.3). This
chart has squares of known colors, which are used as a ground truth for an image. Color calibration is quite
similar to that of geometric calibration. In essence, the colors on the Macbeth chart are used as the tie
points from which the correction coefficients for polynomial approximation are derived.

Figure 2.3: The Macbeth Color Checker chart. The chart contains 24 squares of known colors, which can
be used as control points for the derivation of the color correction polynomial coefficients for a particular
setup.
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The simple method of deriving the coefficient matrix is using a linear approximation. We have a matrix H
which contains the red, green, and blue (RGB) colors for each of the n reference squares (Equation 2.5).
From the acquired image, we obtain the matrix M, which contains the RGB average for each of the n
acquired squares (Equation 2.6). From this, we simply derive the coefficient matrix using the standard
error minimization method for polynomial approximation, which is shown in Equation 2.7 [Marguier’07].
 R1
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G 2  G n 
B 2  B n 
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(2.5)
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(2.7)

Once the coefficient matrix A has been calculated, the colors for each pixel in the image are corrected by
simply multiplying A by the acquired color values, as shown in Equation 2.8. Figure 2.4 shows an example
of an image before and after the color correction.
R
 Rnew 
 
G   A G 
new


B
 Bnew 
 
1

(2.8)

Figure 2.4: A scene before color correction (left) and after color correction (right). Using the coefficients
derived from the Macbeth Chart in the image, the entire image can be corrected. This now allows other
objects to be placed in the scene, and allows the Macbeth chart to be removed, as the coefficients will be
the same for identical lighting and location conditions.
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2.2 Image Segmentation
Once cameras have been properly calibrated and images acquired, the relevant objects in the acquired
images need to be identified. The first step in this identification phase is to parse the image into distinct
regions through a process called segmentation. Figure 2.5 shows an example of the segmentation process.
To segment an image, it generally first undergoes preprocessing, in which noise is eliminated or reduced
and the color space is transformed to the color space of the desired algorithm [Kang’09]. Once this image
has been segmented, the individual regions can be analyzed and possibly identified. However, it is
important to note that segmentation is merely the act of dividing of an image into its distinct regions. It
does not include the identification of these regions. In this section, we present the research on various
existing segmentation methods, some of which we will utilize for comparison purposes for our application.

2.2.1 Background Subtraction
For an appropriately staged setup, where the background of the scene does not change, an image can be
segmented by simply determining how a current image differs from the static background. To do this, a
background image must first be acquired, which contains only the portions of the scene that should be
ignored. After this, any subsequently acquired images are compared to this initial background image. The
areas where a given image differs from the background image are determined to be the foreground regions.
Using this method, we can easily detect the presence of any object into the scene. However, this method
requires both prior knowledge of the background and a static background.
The most basic method of background subtraction is to simply do a pure image subtraction of the current
frame to the background image [Srinivasan’09]. Figure 2.6 shows a conceptual example of this. Under
this method, the method of subtraction (i.e., the difference measure) is still an issue. A color image may be
converted to a grayscale image, and the difference measure will be merely a difference in pixel intensity.
Alternatively, the image may be converted to a particular color space and a weighted sum of the different
channels can be used as the difference measure. Once this difference is calculated, it is compared to a
threshold, and is classified based upon comparison to that threshold. Amato et al. propose a difference
measurement that calculates the difference both in color angle and intensity on both a pixel basis and a
neighborhood basis, and uses a combination of unions and intersections to arrive at the foreground or
background classification [Amato’08].

Figure 2.5: An input image (left) and its ideal segmentation (right). The segmented image is merely a
graphical representation of the segmentation results. The different colors in the segmented image have no
particular meaning except to denote that different colors denote different regions.
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Figure 2.6: A conceptual example of background subtraction. A background image (left) is removed from
an input image (center), which results in an image with only foreground objects (right). This subtraction
shows the ideal result, but a standard algorithm would likely have some more issues due to the reflection of
the foreground objects in the table.

However, the question arises as to how the background frame is determined. The simplest approach is to
merely acquire one initial background frame and compare every subsequent frame to this initial frame.
However, this method is quite sensitive to noise. Alternatively, several consecutive frames may be
acquired and used to model a background through pixel statistics rather than one static value. For instance,
Haritaoglu et al. describe a method where each background pixel is represented by three different values:
its minimum and maximum intensity values as well as the maximum intensity difference observed between
frames [Haritaoglu’00]. Amato et al. represent the background with five parameters: the maxima of the
chromaticity and intensity variation for temporal modeling, the chromaticity and intensity pattern threshold
for spatial modeling, and the size of the neighborhood used for the spatial modeling [Amato’08]. These
statistical methods are much more robust, as they allow for variation in the background scene for situations
such as flowing water, where each background frame differs slightly.

2.2.2 Graph-Based Segmentation
Though background subtraction methods can be quite robust, they all have the limitation of prior
knowledge of the background of the system. However, in many cases, this is not a feasible option, as the
background may be constantly changing, or the background simply may not be known. Because of this
limitation, many methods have been developed that require no prior knowledge of the background, but
rather use the features of a given image to segment itself.
One such method of independent segmentation is graph-based segmentation. Graph-based segmentation
methods generally represent the images in terms of a graph, which is comprised of nodes and edges. For
image segmentation problems, the pixels are the nodes, and the connection between pixels is considered the
edge, which, depending upon the particular method, may not exist for each pair of nodes [Felzenszwalb’04].
Shi and Malik propose a method that takes a global view of the image rather than a localized view [Shi’00].
They introduce a normalized cut criterion that measures the total dissimilarity between the different groups
as well as the similarity within the groups. The ultimate goal of this method is to make cuts between the
most dissimilar components. The cut method is normalized in order to reduce the bias towards isolated
groups. It defines the cut measurement between two components, C1 and C2, as shown in Equation 2.9,
where the ws function is a measure of similarity between two pixels (with a larger value representing a
greater similarity). Using G to represent the entire graph, Equation 2.10 shows the definition of the
association, which is used to define the normalized cut value as shown in Equation 2.11.
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The goal of the normalized cuts segmentation method is to segment the image by making the cuts that have
the lowest Ncut value. In this method, Shi and Malik show that these minimized cuts can be calculated by
using eigenvalues. With α and β representing two pixel locations in the image, the affinity matrix W as
defined in Equation 2.12 and the degree matrix D as defined in Equation 2.13 can be used to calculate the
eigenvalues (λ) and eigenvectors (V) that minimize the Ncut values with Equation 2.14.
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While this method requires a large amount of storage space and has a high level of complexity, it finds the
global minimum in terms of cut value with significantly less calculations than would be needed for an
exhaustive search, and the guarantee of the global minimum is a very nice feature. However, due to the
nature of this method, the number of segments must be known in advance, and the processing requirements
are quite significant.
Felzenszwalb presents a graph-based image segmentation method that performs segmentation based upon a
contrast of within-component pixel difference and between-component pixel difference [Felzenszwalb’04].
More specifically, for each component C, the internal difference, Int(C), is calculated as the largest weight
in the minimum spanning tree of the component, where the weights are a measure of dissimilarity between
the pixels in the component. From this, a threshold function π(C) is calculated. This threshold function is
designed to give a preference to objects of a particular design. In the most generic application, this
function is calculated using the size of the C. However, the function could be modified to give a higher
preference to objects of a certain shape, such as objects a particular ratio of area to perimeter. From these
functions, a minimum internal difference function is calculated as shown in Equation 2.15.
MInt (C1 , C2 )  min(Int (C1 )   (C1 ), Int (C2 )   (C2 ))

(2.15)

The algorithm presented by Felzenswalb operates as follows:
1) Sort the edges (the pixel connections between components) by weight (dissimilarity).
2) For each edge, compare this weight, w, to MInt(C1,C2), where C1 and C2 are the components
that share this edge.
3) If w≤MInt(C1,C2), merge the components
4) Repeat this process for each edge
This method has several positive traits. First of all, it is designed for efficiency, which allows it to be
suitable for many real-time applications. Its execution time is nearly linearly related to the number of
graph edges. In addition, it allows for the specification of a minimum component size, which is useful for
many applications, as it removes objects of a negligible size which could consume extra processing time in
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the object detection and later stages. In addition, its thresholding flexibility that allows it to prefer objects
of a particular design allows it to be extensible to specific applications. Finally, the dissimilarity measure
that is used allows the difference of pixels inside of a component to be greater than that of the edge
between neighboring components.

2.2.3 Clustering
Another method of blind segmentation (i.e. segmentation with no domain knowledge) is clustering.
Clustering is a method of feature space analysis. Generally with clustering methods, the pixel location and
color information is transformed into some specific feature space, and the clustering algorithm attempts to
classify the pixels based upon how close they are in the feature space to the center of a cluster. Most
clustering methods require significant preprocessing, as the extraction of the appropriate feature space is
necessary before specific groupings can even be identified. Upon processing of the images, dense regions
in the feature space generally arise, and the goal of this feature space analysis is to determine how to
separate these dense regions, which are called clusters [Comaniciu’02].
A reasonable method that can be used for clustering and classification is mean shift. Mean shift is a simple
iterative algorithm which shifts each data point to the average of the points in its neighborhood [Cheng’95].
Given a finite set S which lies in the n-dimensional Euclidean space X, and using a kernel function K, the
sample mean m at a point x which lies in X is calculated according to Equation 2.16. The difference
between m(x) and x is called the mean shift, and the mean shift algorithm describes the iterative movement
of points to their sample means.

 K (s  x )s
m( x ) 
 K ( s  x)
sS

(2.16)

sS

Comaniciu and Meer describe a robust clustering segmentation method which implements the mean shift
algorithm [Comaniciu’02]. In their method, the image is first mapped to the L*u*v* color space. The
initial search windows are uniformly placed in this feature space (the feature space involving the color
coordinates and the physical pixel coordinates). Using the mean shift algorithm, these windows are
adjusted and merged until a point of convergence is reached. All pixels that exist in these merged windows
are then assigned to the same cluster. The window size is determined by three parameters: the spatial
resolution which considers the physical proximity of pixels, the range resolution which considers the
proximity of the pixels in the color space, and the minimum component size.
A clustering method that has been designed for the use of image querying of large image databases is the
Blobworld method [Carson’02]. In this method the feature space consists of not only the color space and
the pixel position, but also the texture. The image is converted to the L*a*b* color space to obtain the
color portion of the feature space. Texture descriptors are calculated by scale selectors which are
developed through the windowed second moment matrix. This matrix is derived from the gradient of the
L* parameter. The derived texture descriptors are the polarity at the given scale, the anisotropy, and the
normalized texture contrast. Clusters are then formed from this complete feature space, using an initial
choice of number of clusters which is determined by calculating the minimum descriptor length. The
Blobworld method uses Expectation-Maximization to estimate the segmentation parameters, which means
this method has the benefit of being fully automated. In addition, the segmentation delivers not only the
identification of separate regions, but also preserves the calculated attributes of the segmented regions,
which can be useful for object detection applications.
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2.3 Object Recognition
As mentioned in the previous section, segmentation simply divides an image into separate regions. Once
these regions have been separated, they still need to be identified. Object recognition is the process of
identifying the nature of objects in the scene, and the quality of the recognition is generally dependent upon
the segmentation results. Often, segmentation and recognition are even combined into one algorithm, as
certain methods of segmentation may be optimal for a particular recognition method. Although recognition
and segmentation are closely related, they still have distinct purposes, which is why recognition has been
divided into a distinct section. However, segmentation may be discussed for some of these algorithms,
since, as mentioned before, the segmentation method may have a profound effect on the quality of
recognition.
Every object recognition method begins with a database of training images or features, though the manner
in which the objects in the training images are represented or the training features are decided is determined
by the specific recognition algorithm. The method of object recognition used is entirely dependent upon
the application. For some applications, a scene can have many objects which one may wish to identify, in
which case a large database of objects may be necessary. For other applications, the user may only wish to
detect the presence of a certain type of object in the scene, in which only specific features may need to be
identified. Some applications require the detection of a precise, rigid object, while other applications
require detection of all objects that have certain features but may not be identical. The knowledge of the
object recognition goal is crucial to deciding which object recognition method to use. In this section, we
review some of the literature the three main types of object recognition.

2.3.1 Color-Based Recognition
Color is a very useful feature in the object recognition process [Tsin’01]. From a purely computational
perspective, color is the simplest feature to calculate, as images are typically stored in color channels. Thus,
basic color analysis requires minimal computational power. The key thing to note about color-based
recognition is that multiple different objects may have the same or similar color. Therefore, unless the
desired object to be detected is the only object of a given color (or colors) that could exist in the object,
color-based recognition is rarely enough to uniquely identify an object. However, color-based analysis is
an excellent tool for pruning objects, since in a given random scene most objects are likely to be varying in
color, and since simple color analysis is less computationally expensive than shape or feature analysis.
Due to variations of illumination, the same object in two different images could have two very different
color representations. The human visual system manages to ignore illumination influences when
identifying color, but this process is non-trivial for machine vision. Because of this, a large array of
literature has been written on the concept of color constancy, which is the idea of finding a way to
recognize the color of an object apart from illumination by estimating the illuminant’s impact on the object.
Therefore, color-based recognition is not necessarily a simple and straightforward task. Figure 2.7 shows a
demonstration of the problem of color-based recognition due to illumination variance. However, though
the effect varies for each illuminant, illumination variation tends to affect intensity more than chromaticity.
Therefore, most color-based methods perform color space conversion in order to separate the color of an
object from the intensity for analysis, as a particular color may span all intensities [Yasuda’04].
Following color space conversion, the new channels may be used to classify the color of an object. Among
the most basic methods of color-based classification is the idea of thresholding. The concept behind
thresholding is that the color of an object will fall in a particular color range. Thus, if all color channels of
the object in question fall within a specified range for a given color classification, the object in question
will be given that color classification.
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Figure 2.7: A demonstration of illumination’s impact on color recognition. Though the notebook color is
uniform in actuality, due to the impact of heavy illumination, the spine and cover have very different values
in the RGB color space. This same issue is seen in the area of the blue surface in the image. The shadow
cast by the notebook causes a portion of the surface to differ significantly from the remainder of the surface
in the RGB color space. Color-based recognition algorithms must be able to overcome these illuminationbased color differences.

Bruce et al. describe a computationally light method of identifying color classes of one or multiple objects
using thresholding [Bruce’00]. Essentially, they propose a method whereby the image is converted to the
YUV color space and each channel is discretized to a certain number of bins. Each color classification is
stored as a binary entry for each bin (1 meaning that the color in question could have a value in that bin of
that channel, 0 meaning that the color in question could not). Once the offline training for each color
classification is completed (meaning the proper bin representation for each color classification has been
determined), then a given object can be classified by a simple bitwise AND of the values at its channel bins.
This method is a much more computationally efficient method of thresholding, as it requires only two AND
operations in order to determine an object’s potential color classifications, whereas a basic method would
require 6 value comparisons (a less than and greater than comparison for each color channel) for each
individual color. Due to the low computational cost, many real time robotic vision applications use this
method [Xu’06] [Yasuda’04].
An alternative method of color-based recognition would seem to be the implementation of color constancy
algorithms. Rather than allow a wide range of values in the color channels to represent colors, as the
thresholding method does, a color constancy method would attempt to estimate the illuminant spectrum and
adjust the image by compensating for the illumination contribution to the image appearance [Tsin’01].
With this compensation, an object of one color should appear as a uniform (or near uniform) color in the
corrected image, even if the object in the input image has reflectivity and shading issues. Though this
method would seem to be ideal for recognition, it has been shown that simply adding a random color
constancy algorithm before a recognition algorithm does not improve performance [Funt’98]. To address
this issue, Tsin et al. propose a color constancy method that is designed for outdoor object recognition
[Tsin’01]. In their method, a Bayesian color constancy approach to classifying a color image is discussed.
A likelihood model factors the influence of many color distortion sources, which are learned through
training, and an iterative linear algorithm estimates the maximum likelihood object class label for a
particular object.
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One additional color analysis technique that can be used for recognition is histogram analysis. The classic
method of histogram-based recognition is the color indexing method developed by Swain and Ballard
[Swain’91]. In their method, a matching technique called histogram intersection is presented in which the
histograms of models and images are matched for rapid detection of multicolored objects, as well as
detection of occluded objects. However, this method is not robust to illumination changes, and Swain and
Ballard suggest the use of a color constancy algorithm to counter this issue. However, as mentioned
previously, Funt et al. have shown that the addition of a random color constancy algorithm does not
actually improve the issue [Funt’98]. In fact, the example they used to demonstrate this fact is the color
indexing method. However, Healey and Slater have developed a method that uses illumination invariant
color histogram descriptors for recognition [Healey’94]. In this method, it is shown that changes in
illumination result in the histograms being related by affine transformations of the histogram coordinates.
Using this knowledge, it is shown that the eigenvalues of the centered moment matrices of the histograms
are invariant to illumination.

2.3.2 Shape-Based Recognition
As mentioned earlier, for scenes in which several objects may have the same or similar colors, color-based
analysis may not be sufficient. In addition, a particular type of object may not necessarily always be a
specific color. Figure 2.8 shows an example of a scenario in which color analysis is insufficient due to
these conditions. Shape-based matching is one way to handle these particular issues. As the name suggests,
shape-based recognition algorithms attempt to match the shape of an object with that of an object in the
database. Shape-based methods are generally insensitive to color, and are relatively stable to changes in
illumination [Gavrila’07]. The process of shape-based matching generally involves attempting to find a set
of feature descriptors which would be unique to a particular type of shape. These descriptors include shape
boundary information and, for some algorithms, information related to the interior content of the shape as
well [Zhang’04]. These features in general need to be robust to rotation, translation, and affine
transformations. The means of determining, extracting, and accurately identifying objects with these
parameters is the core problem related to shape-based recognition. A secondary problem is to do the
identification with minimal computational complexity. Since our focus is recognition for real-time
applications, we will focus mainly on methods that are not exceptionally computationally complex.

Figure 2.8: A scene demonstrating the value of shape-based recognition. The two notebooks should likely
be classified as the same type of object even though their colors vary. On the other hand, the battery and
black notebook should be classified as two separate objects, though they have the same color. Thus, for
this scene, shape-based recognition could be ideal.
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One way of performing computationally inexpensive recognition is to use simple shape descriptors. These
descriptors include such features as area, circularity, eccentricity, and major axis orientation [Zhang’04].
However, as a tradeoff for the simplicity and efficiency, an individual simple shape descriptor is generally
insufficient for full recognition, but rather only practical for eliminating false hits. However, Peura and
Iivarinen show that a combination of five different simple descriptors can be used to classify a wide range
of contours [Peura’97]. In their discussion, they present the measures of convexity, ratio of principal axes,
compactness, circular variance, and elliptic variance. With the exception of the convexity measure, all of
the other measures can be calculated in linear time, which makes this approach quite computationally
efficient.
Another method of shape-based recognition is correspondence-based shape matching. Correspondencebased matching measures point-to-point similarity between shapes [Zhang’04]. The classic method of
correspondence-based matching is the Hausdorff distance. The Hausdorff distance between to point sets, A
and B, is defined in Equations 2.17 and 2.18. However, these distances are quite sensitive, and thus the
partial directed Hausdorff distance shown in Equation 2.19 was presented by Rucklidge [Rucklidge’95].

H (A, B)  max(h(A, B), (B, A))

(2.17)

h( A, B)  max min a  b

(2.18)
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In Equation 2.19, f th g (x) denotes the f-th quantile value of g(x) over the set X, for some value of f
xX

between zero and one (e.g. the 1-th quantile value is the maximum, and the 1/2-th quantile is the median).
The Hausdorff distance metric allows partial matches, which would theoretically give it an advantage in
shape matching, but it is not robust to any affine transformations. Rucklidge, therefore, presents a method
for finding the affine transformation of an image that minimizes the Hausdorff distance in order to allow
affine invariant matching. However, even though work is done to decrease computational load, this
method is still exceptionally expensive [Zhang’04].
One way to decrease computational load is the introduction of distance transforms. Distance transforms
(DTs) transform a binary image (an image where each pixel is either foreground or background) into an
image where each pixel value represents its distance from a foreground pixel [Chetverikov’99]. Though
many types of DT algorithms exist, using exact measurements can require extensive storage space (for
distance precision) as well as a reasonably expensive computational complexity. To alleviate these
problems, one common method of distance transform is the chamfer distance transform. The chamfer
distance transform is an integer approximation of the actual distance, which allows the distances to be
propagated in a raster scan style fashion [Gavrila’07].
Gavrila presents an object detection algorithm which employs a similarity measure for matching which
involves the chamfer transform [Gavrila’07]. Given a segmented image Iseg and a segmented template Tseg,
the DT of Tseg is mapped onto the DT of Iseg through an affine transformation G. Letting dIseg(t) denote the
chamfer distance between feature t in Tseg and the closest feature in Iseg, Equation 2.20 shows Gavrila’s
matching measure, the average directed chamfer distance.
Dchamfer,G (Tseg , I seg ) 

1
Tseg

d

tTseg

I seg (t )

(2.20)
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In Gavrila’s method, a hierarchical matching method of shapes allows a more robust yet computationally
efficient method of detecting the objects in question. Using a coarse-to-fine template matching approach,
combined with a coarse-to-fine transformation parameter approach, this method is able to continually prune
poor matches and converge faster on the appropriate matching transformation and template. Using a
Bayesian probabilistic approach to determining the a posteriori probability of an object class after a match
with a node of the template tree, unpromising paths in the tree traversal can be eliminated early on, which
means fewer templates must be tested. This method is much more robust than other shape matching
methods, as it allows fluid shapes to be recognized (i.e. shapes that have a generic form, but can have
variation in the details).

2.3.3 Feature-Based Recognition
Though color and shape matching can often recognize objects, for more specific recognition applications,
they are often unsuitable. For example, human faces have similar shapes and similar colors, so determining
an individual’s identity through shape and color recognition methods can prove to be futile. Feature-based
recognition is a detailed recognition method that seeks to find specific features in an acquired image which
it can then use to match an object in the acquired image to an object in the image database.
One common way to employ feature-based recognition is the use of parametric eigenspaces [Trucco’98].
In the general parametric eigenspace algorithm, several images of an object are acquired, and organized as
a one-dimensional vector. Each of these images is stored as a column in a large object matrix. The
eigenvalues of the autocovariance matrix of this object matrix are then computed. From this, only the
eigenvectors with large eigenvalues are considered for comparison calculations for a candidate image. This
method decreases computational complexity by decreasing the needed comparison features, and it
decreases storage requirements, by only storing the important database features rather than all of the
database images. However, the problem with the eigenspaces method is that it is not robust to any affine
transformations, as the images have been converted to one-dimensional vectors, which means that any
translation, rotation, or other affine transformations have a significant impact on the comparison value of
the acquired image. In addition, though the storage and computational complexities are reduced compared
to non-reduced comparison, the storage and computational complexities are still prohibitive.
To alleviate this issue of size and complexity, Sengel et al. propose a recognition that utilizes a signature
vector [Sengel’02]. The image signature vector is formed by calculating the mean and standard deviations
of the rows and columns. Thus, for an image of size MxN, the size of the image’s signature vector of the
image is only 2(M + N) as opposed to an image of size MN with the traditional approach. Just as with the
typical eigenspace algorithm, each image signature is stored as a column in an object matrix, and the
eigenvalues of the covariance matrix of these objects are calculated. This means that for comparison, only
2(M + N) calculations are needed to construct the signature vector of the candidate object, and also only
2(M + N) operations for each eigenvector to calculate the inner product, as opposed to the MN operations
required by the standard approach. This method has been shown to have comparable accuracy to the
standard approach when the images are not exceptionally noisy.
Another way of employing feature-based matching is through the use of point correspondences. Though
this method is more often used for stereo vision in order to judge depth, it is also suitable for object
recognition. The point correspondence algorithm has three main steps. First, the interest points must be
found. These are the distinctive points that will be used for matching. Second, the neighborhood around
each point has to be represented by some feature vector, called a descriptor. Finally, some method of
matching the descriptor vectors must be employed [Bay’08]. Figure 2.9 shows a visual example of a point
matching.
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Figure 2.9: A visual example of point matching. The feature points in a database image (left) are matched
with corresponding points on an acquired image (right). The number and location of the corresponding
points between the database image and acquired image determine whether the object in question is indeed a
member of the same class as the database image.

Georgescu et al. propose a framework for point correspondence which combines the optical flow algorithm
with the matching of local color distributions [Georgescu’04]. By using a five-dimensional joint
spatial/color space, the color distributions can be computed with spatially oriented kernels. By combining
the methods of optical flow and color distribution matching, the limitations of both methods are overcome.
Optical flow has superior localization accuracy, but two neighborhoods that are being matched must have a
significant prior alignment. On the other hand, color distribution matching is more sensitive to the content
of the neighborhoods, but has weaker localization accuracy. Thus, the two processes are combined into a
single estimation process which uses an optimization criterion that is merely the sum of the optimization
criteria for each individual method. However, since color-based matching is sensitive to illumination
changes between the two images, a method of illumination compensation is presented as well. Another
benefit of this method is that it has a calculated uncertainty parameter for a match, which is useful for the
confidence measure of recognition. Though this method was mainly designed for stereo matching methods,
it is still quite useful for object recognition as well, as an object with several low-uncertainty point matches
with a database object
One of the more recent significant developments in the point correspondence literature is the development
by Bay et al. of the Speeded-Up Robust Features (SURF) algorithm [Bay’08] [Bay’06]. The SURF
algorithm yields both a fast detector and descriptor. In addition, these descriptors are scale and in-plane
rotation invariant. To obtain the interest points, the Hessian matrix is used. By using integral images and
box filters, the scale spaces of these points can be quickly implemented with a pyramid of scaled filters
rather than the standard method of applying a filter to scaled images. After the interest points have been
obtained, the feature descriptors are obtained by using the sum of Haar wavelet responses. The descriptors
also contain the sign of the Laplacian, which allows for rapid distinction between bright blobs on dark
surfaces and dark blobs on bright surfaces. Through experimentation, this method has been shown to both
be faster than other common methods of feature detection, and find better features. In addition, the
performance of the algorithm in object recognition outperforms other common feature detectors in speed
without any significant loss in performance.
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2.4 Three-Dimensional Reconstruction
Once an object has been detected in a scene, it is often useful to know something about its physical location
and size in space. To discover this information, a three-dimensional representation of the object should be
derived. In this section we present some three-dimensional reconstruction methods that can be used to
develop this three-dimensional model. We first present the general concept of stereo reconstruction, as it is
highly prevalent in three-dimensional reconstruction. However, we only discuss the general concept, as the
usefulness of this method for our real-time applications may be limited, as stereo reconstruction methods
are often not particularly computationally efficient. After stereo reconstruction is discussed, we present
research on reconstruction methods from a single image.

2.4.1 Stereo Reconstruction
Stereo vision refers to the use of two or more images of a scene taken from different viewpoints which can
be used to infer information on the three-dimensional structure and distance of a scene [Trucco’98]. It
consists of two main components. The first component is correspondence, which is the determination of
which token in one image corresponds to the same token in another image. Correspondence methods are
often very similar (if not identical) to the feature-based matching algorithms described in Section 2.3.3.
The other component of stereo vision is stereo reconstruction, which is the process of developing a
disparity map of the scene. Disparity is a measure of the difference in distance between corresponding
points and their respective image centers. Disparity has an inverse relationship with distance from the
camera. A small disparity value means that the point is further from the camera than a point with a larger
disparity value. A disparity map is an in which each pixel intensity represents the disparity measurement
for that point. With a knowledge of the camera parameters (derived from the calibration process described
in Section 2.1), we can convert the disparity maps into physical distances. In this section, we describe the
basic process of stereo vision, and discuss some of the literature on speed improvements.

2.4.1.1 Epipolar Geometry
The points where a line between the projection centers of two cameras, Ol and Or, intersect their image
planes, πl and πr, are referred to as epipoles (denoted el for the left epipole and er for the right epipole)
[Trucco’98]. Figure 2.10 shows a picture of epipolar geometry. From the basic pinhole camera model
(Figure 2.1), a point P in space is projected to a point pl on πl and pr on πr. The line that intersects the
epipole of a camera and the projection of P onto its imaging plane is referred to as an epipolar line. If the
extrinsic parameters of the cameras are known, then a translation vector T and rotation matrix R to convert
from one camera’s coordinate system to the other coordinate system can be derived. Given Pl and Pr for a
specific point P, which refer to the vectors from Ol to P and Or to P, respectively, Equations 2.21 and 2.22
show the equations to derive T and R. From T, we can derive S, which is a rank-deficient matrix defined
by Equation 2.23. Finally, from these matrices, we can develop the essential matrix E which is defined in
Equation 2.24. Once the essential matrix has been calculated, it can be used to calculate the epipolar line
on which a corresponding feature must fall. Given E and pl, Equation 2.25 shows how to calculate ur, a
projective line in the right plane that goes through pr and er.
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Figure 2.10: A visual model of epipolar geometry. A point P is projected as pr and pl on πr and πl. The
epipoles of the two cameras are the intersection of the line from Ol to Or with πl and πr. The epipolar lines
intersect pr and pl as well as the epipoles el and er (Adapted from Figure 7.6 of [Trucco’98]).
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The major benefit of introducing epipolar geometry is the computational benefit in correspondence
[Trucco‘98]. Corresponding points must necessarily lie on the same epipole. Therefore, the task of finding
corresponding points is constrained to a one-dimensional search, which significantly decreases the
computational load of point correspondence.

2.4.1.2 Image Rectification
Rectification is the process of transforming each of the stereo images such that the conjugate epipolar line
pairs become parallel to one of the image axes and collinear to each other [Trucco’98]. With two rectified
images, a search for corresponding feature points is limited to a single scanline, which drastically improves
the computational performance of feature matching. To perform this rectification, a rotational matrix must
be derived that will convert the coordinates of a pixel to a new rectified image frame. Equations 2.26, 2.27,
2.28, and 2.29 show the equations used to derive this rectification rotational matrix, Rrect.
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From the derivation of this rectification rotational matrix, the rectification process is fairly trivial. If we
assume the rotational and translational matrices define the transformation from the left image to the right,
we can rectify the left image with Equations 2.30, 2.31, and 2.32 [Trucco’98]. Equation 2.30 simply
defines the three dimensional point on the camera frame. Equations 2.31 and 2.32 show the conversion to
the corresponding rectified point. For the right camera frame, the same pattern is used, except that
Equation 2.31 would be replaced with Equation 2.33.
p l  x y f 
Rrect p l  x ' y ' z '
f
x' y' z '
z'
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(2.30)
(2.31)
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Using these transformations, the new images will be rectified such that they are now suitable for efficient
feature point extraction. It should be noted that the actual transformation must be done as an inverse
transformation, starting with the rectified image and transforming to the old, in order to prevent the holes
that are inherent in integer location transformations [Trucco’98].

2.4.1.3 Derivation of Global Coordinates
Once images are properly rectified, the feature points for matching must be extracted and correlated. This
task is done using the same types of methods that were discussed in section 2.3.3. The only key difference,
as mentioned in the last two sections, is that the feature search is now limited to a 1-dimensional search
along a single scanline. Since feature matching has already been discussed, we will not address it again
here.
However, once these features have been located, the remaining question remains of their three-dimensional
location. Though methods exist for estimated reconstruction with uncalibrated cameras and cameras with
limited calibration, we will not address that here, as our general process pipeline has calibration as a crucial
step. Thus, discussing uncalibrated camera systems would be outside of the scope of this document. For a
calibrated system, however, the task of recovering three-dimensional coordinates is only slightly more
complex than mere triangulation.
A ray drawn from the Ol through pl should theoretically intersect the ray drawn from Or through pr at the
three-dimensional coordinate P. However, due to the fact that pl and pr are integer pixel locations, this
introduces a slight amount of quantization that results in the two rays never actually intersecting
[Trucco’98]. However, a vector does exist that is orthogonal to both rays. If we find a segment parallel to
this vector that intersects both rays, we can find a line segment with endpoints being these two intersections.
The midpoint of this line segment is the best estimation of the true value of point P. This task is not
particularly challenging, as the endpoints of this line segment, which can be represented as a0pl and
T+b0RTpr, can be solved by using the linear system shown in Equation 2.34 to calculate a0, b0, and c0 (the
value of c0 is not needed for calculation of P, but is needed for the derivation of the Equation 2.34). From
these endpoints, the midpoint of this segment can be calculated, which is the estimation of the physical
location of point P.
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2.4.1.4 Real-Time Stereo Vision
Accurate stereo vision is inherently a computationally complex process. For high-quality range images
from stereo, global information is propagated through the entire image to refine estimates which cannot be
robustly determined from local information. However, these methods are 2 to 3 orders of magnitude more
computationally complex than pure local methods [Ansar’04]. Therefore, for real-time applications, local
methods are typically the only options. Thus, the current research in real-time stereo vision tends to focus
on purely local methods [Wang’06] [Ansar’04] [Lu’09].
However, even with the utilization of local methods, real-time stereo vision still is somewhat
computationally complex. Ansar et al. describe a method that can run at 16 frames per second for images
of size 320x240 [Ansar’04]. Though this would seem to be acceptable, for higher quality images, this rate
would drastically drop. Therefore, at best, real-time stereo for a larger image (such as 1024x768 or
1280x1024) might run at 1 frame per second, and that doesn’t take any other processing into account. To
account for this, another common approach to getting around the computational complexity limitations is
speeding up the stereo vision process by utilizing hardware such as FPGAs or specialized microprocessors
(such as graphical processing units) to accelerate the process [Gong’05] [Wang’06] [Yu’09] [Chen’09]
[Jin’10]. However, though the parallel nature of FPGAs can be used to drastically speed up processing by
multiple orders of magnitude, hardware manipulation lies outside of the realm of this document. Therefore,
we will not address this topic further.

2.4.1.5 Baseline concerns
One additional concern in stereo imaging is the concept of the baseline. The baseline is simply the distance
between the origins of the two stereo systems. However, this distance can be quite important in
determining feasibility of stereo vision for a particular application. If the baseline is narrow, where the
cameras are fairly close to each other, then a significant amount of overlap exists between the images from
each camera, which allows a large number of corresponding features to be found and utilized. As the
baseline becomes wider, the frequency of detectable corresponding points decreases. Of course, if the
cameras are too far apart, or are at an angle that is too sharp, it is possible that no corresponding points exist.
Therefore, in determining whether stereo imaging is feasible for an application, the restrictions that may
exist due to both the number of cameras versus the size of the area that needs to be monitored and the
ability to physically place the cameras in the appropriate location must be taken into account.

2.4.2 Single Image Depth Information Extraction
As previously mentioned, computational complexity and physical restrictions may result in a stereo setup
being impractical. However, as a rule, it is impossible to blindly determine depth from a single viewpoint.
This is simple to see, as a painting of a scene has no depth variation, so a three-dimensional representation
this painting should also have no depth variation. However, a three-dimensional model of the scene that
the painting portrays would have depth variation. Two images could look identical (one of the painting and
one of the actual scene), yet one is an image of a flat surface, and one is an image of a scene with actual
depth variation [Saxena’09]. Therefore, deriving depth from a single image is only possible with
assumptions or prior knowledge of the scene in question. A significant area of research in the field of
three-dimensional reconstruction is that of determining the most likely three-dimensional model of a scene
given only a single image.
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Han and Zhu use Bayesian reconstruction to develop a three-dimensional model from a single image
[Han’03]. For their algorithm, the image is segmented using a sketching algorithm, which creates a graph
of the scene, which is essentially a contour. This graph is divided into subgraphs, which should designate
different objects in the scene. This is done by using probabilistic models of prior knowledge of scenes and
3D shapes. The objects are separated by using assumptions such as surface and boundary smoothness as
well as 3D angle symmetry. Once these objects are separated, further assumptions are made, such as the
fact that each object must be supported for maximum stability, which allows a reconstruction of occluded
regions by determining where occluded vertices must be located for stability. A major benefit of this
method is that it is not only suitable for synthetic data, but also for natural objects such as grass and trees.
Bayesian methods are also used by Delage et al. in their algorithm to reconstruct an indoor scene from a
single image [Delage’06]. They present a floor-boundary estimation using prior knowledge of indoor
scenes with a dynamic Bayesian network, as simple heuristics tend to work on only a very limited set of
scenes. Using this method to determine the boundary between the floor and wall of the indoor scene, with
assumption of perspective projection and a calibrated camera, the depth of the walls in the scene can be
derived.
Images frequently have monocular cues that can be used to estimate feature depth. Though, for
aforementioned reasons, monocular cues are insufficient for certainty of depth, certain assumptions can be
made that determine a statistical likelihood of depth. The Make3D algorithm by Saxena et al. is one such
algorithm [Saxena’09]. The algorithm segments an input image into many homogeneous regions called
superpixels. Using a Markov Random Field model, these superpixels are used to derive image features and
depth, connected structure, coplanar structure, and colinearity. From these derived measurements, a full
three-dimensional structure is estimated. From the test images used by Saxena et al., 64.9% of the images
had qualitatively correct 3D models.
Using the same estimation methods presented in [Saxena’09] along with the fast segmentation algorithm
from [Felzenszwalb’04], Cherian et al. present a method of determining the ground plane in a scene
[Cherian’09]. Their method is used primarily for simultaneous localization and mapping (SLAM) using a
single camera, and an important aspect of SLAM is the determination of the ground plane. Two major
assumptions are made for this method. The first is that no objects are hung in the air (which means all
objects must rest on another object or on the ground plane). The second major assumption is that the depth
of an object can be determined by the distance between the position of the camera and the point at which
the object touches the ground plane (similar to the logic used in [Delage’06]). The method begins by using
Markov Random Fields described in [Saxena’09]. It then uses the segmentation from [Felzenszwalb’04] to
generate superpixels. This superpixel map is combined with the depth map to find the ground plane. Once
the ground plane is determined, the calibration information from the camera along with position
information is used to build a three-dimensional coordinate system.
In this area of research, one of two particular concessions must be made to obtain data. One concession is
that in implementing these algorithms, a reasonable amount of prior knowledge must be considered in order
to model the objects in question accurately. Those algorithms that utilize Bayesian methods can obtain
reasonably accurate results consistently for the objects for which they have prior knowledge [Han’03]
[Delage’06]. Alternatively, if the other concession, larger errors, is acceptable (errors which may be able to
be decreased with further knowledge), blind methods can be used. These methods still generate promising
results, but have an increased chance of error, as no prior knowledge can be used to refine the data
[Saxena’09] [Cherian’09]. For the SLAM applications, this error is generally acceptable, as successive
repositioning of the camera (usually mounted on a mobile platform) will generally decrease estimation
error.

26

2.5 Data Fusion
Regardless of the three-dimensional reconstruction method used, multiple size and location estimations will
exist per frame. For example, with three cameras using single-view estimation, all three cameras will have
an estimated size and location for an object that is visible by all three cameras. However, due to various
sources of error, each of the three estimations may have some type of error. Under this scenario, a method
is needed whereby the measurements may be combined to create a single measurement with reduced error.
This process of combining multiple measurements to create a single, more accurate measurement is
referred to as data fusion. Data fusion is generally divided into two steps. The first step is data association
which is the process whereby the readings to be fused together are determined. The second step is data
optimization which is the method whereby the determined correlating readings are consolidated into a
single, more accurate reading. In this section, we discuss the idea of data association, and review the
literature on data fusion.

2.5.1 Data Association
Before the measurements of a specific object can be combined to create a fused estimate, multiple sensor
readings which correspond to the same object must be determined. These readings can be successive
readings from a single sensor, or simultaneous readings from multiple sensors. Association between
successive readings from a single sensor (or from multiple sensors) is important for tracking applications,
where the current state of an object likely has a significant relation to the previous state of the object. In
these situations, a predicted estimate for the next location of the object can be used as an initial search
location for the object in the next reading. For an example of the importance of association between
simultaneous readings from multiple sensors, suppose three cameras each gave readings about their
perceived location of two objects, which we’ll call object A and object B. However, from the viewpoint of
each camera, objects A and B are only two different objects at different locations. Therefore, before we
can combine the measurements for object A, we must determine which object from each of the three
cameras corresponds to object A. The process of determining the readings from different sensors that
correspond to the same real object is known as data association. Figure 2.11 shows an example scene
where data association would be needed to determine the correlating objects from simultaneous readings
from multiple sensors.

Figure 2.11: An example of the purpose of data association. The left and right images are the same scene
acquired at different angles. Both images show two of the batteries, but the third battery is hidden on the
left image. Before any information on battery location can be fused, a determination must be made which
battery on the left image (if any) corresponds to a given battery on the right image.
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2.5.1.1 Distance Methods
The simplest form of data association is the nearest neighbor algorithm [Smith’06]. With this algorithm, an
object from one reading that corresponds with the same object from another reading is simply whichever
object has the closest physical relationship. While this method is quite computationally efficient and also
quite simple, for sparse environments, it can also be quite accurate. However, as the environment grows
increasingly dense, the likelihood of a false correlation increases. In addition, at its purest form, it does not
account for the chance that no correlating object exists (which may happen in the case of a faulty sensor or
simply a poor reading). While accounting for the lack of a correlating object issue may not require a
significant additional effort, accounting for the increased error from dense regions is not so trivially solved.
To account for some sensor inconsistency such as the aforementioned situation where a correlating object
may not exist in one or more sensor readings or the situation where a sensor reading may have high error,
the complete linkage algorithm may be used [Raju’94]. In this algorithm, the distance of each sensor
reading from each other sensor reading is calculated. The two sensors with the smallest distance between
them are paired together, and the distances from that pair to each of the remaining sensors is calculated as
the minimum distance from one of the paired sensors. This pairing continues until the minimum remaining
distance is larger than a given threshold. For a small number of sensors, this method requires very little
computational load.

2.5.1.2 Kalman Filter
In tracking applications, the Kalman filter (KF) and its derivatives are by far the most frequently utilized
association algorithms. The KF is a tool that estimates the state of a system given a series of noisy
measurements [Smith’06]. At its most basic form, it is a Bayesian filter that calculates the optimal linear
estimator for Gaussian systems. Essentially, the KF is an estimator that uses a system model for the
relationship between the successive states of an object, the variance of the sensor noise, and the variance of
the external random variable that influences the state of the sensed object in order calculate a predicted
state of the object for the next reading based on the current reading [Leon-Garcia’08]. The algorithm
operates in two alternating stages: predict and update [Shen’07]. Predict uses the current sensor reading
and determined object state to predict the object state at the next reading. Update uses the difference
between the predicted state and the actual state to refine the gain parameter for the next prediction.
The performance of the standard KF is highly dependent upon the accuracy of the system model [Shen’07].
Since it is a linear estimator, significant errors can be introduced when using it for a non-linear system. To
account for this, some other KF architectures have been developed. One of these is the Modified Kalman
Filter (MKF). The MKF uses a mobility model called a Mobile Probabilistic Velocity Random Walk
model to predict the next position. This particular model has the advantage that it more accurately derives
the next target position, and its accuracy can be further improved by increasing the amount of data in the
system history. However, it also requires greater storage and processing power than the standard KF.
Another modification of the KF is the Extended Kalman Filter (EKF). EKF tracking algorithms typically
utilize some form of a position-velocity model to estimate the next position, as opposed to the position-only
model of the standard KF [Shen’07]. A nonlinear function is developed to relate the previous location to
the next one. This function can utilize a position only, position-velocity combination, or even a positionvelocity-acceleration model. The position-velocity-acceleration model has been shown to dramatically
improve accuracy over the position-velocity model, which in turn has significantly greater accuracy for the
position-only model [Zhu’06]. However, the use of the nonlinear model can make the EKF more
computationally expensive and more difficult to tune than the standard KF.
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2.5.1.3 Probabilistic Data Association Filter
A more robust method of performing data association is the probabilistic data association filter (PDAF)
[Bar-Shalom’09]. This method is designed to be used for target tracking, and it calculates the association
probabilities of the tracked target with the various measurement readings at a given time. The algorithm
uses a prediction mechanism to attempt to determine the location of the target in the next frame. This
predicted location and its calculated association probability are combined with actual measurements to
determine which actual measurement most closely correlates with the predicted location. This method only
accounts for the tracking of a single target. However, it has been extended to a joint probabilistic data
association filter (JPDAF), which allows for the existence of multiple targets. This extended method
calculates a joint association probability for the combined predicted locations, which it combines with the
actual measurements to determine the location of the actual target. Though this method is reasonably
robust for dense environments, it makes the assumption that an object exists in the new reading that
correlates with that of the old reading.
The PDAF has been further extended by many authors for varying purposes. Huang et al. present the
visual probabilistic data association filter (VPDAF) [Huang’06]. This method removes the generality of
the PDAF by requiring that the sensors be visual, but in doing so, is able to utilize image processing
algorithms to obtain improved association results. Guan et al. present the centralized multisensor
unscented joint probabilistic data association (CMSUJPDA) algorithm, which uses an unscented Kalman
filter to recursively propagate the state distribution for a nonlinear system [Guan’09]. This allows the
JPDAF to be used with nonlinear systems with higher accuracies than previous methods (such as the
sequential multisensor joint probabilistic data association (MSJPDA) algorithm).

2.5.2 Data Optimization
Once the appropriate correlation between various sensor readings has been established, these readings need
to be combined to provide a single estimation of the state of the observed objects. The data optimization
process is the engine whereby these associated measurements are merged into a more accurate single
measurement. Optimization may be needed for two different scenarios. The first is under the use of a
single sensor. Consecutive readings may be taken and combined in order to estimate the true state of an
object. The second scenario is under the use of multiple sensors. The simultaneous readings from the
sensors are combined in order to estimate the true state of an object.

2.5.2.1 Single-Sensor Optimization
When attempting to obtain accurate readings about an object from a sensor with inherent error, it is often
necessary to obtain several consecutive readings from the sensor in order to determine a more accurate
estimation of the state of the object in question. The simplest and most intuitive approach to accomplish
this is to merely implement a rolling weighted average. For a stationary object and standard white noise,
this method has satisfactory results. However, for a moving object, a predictive model likely will yield
better results than a rolling average.
Essentially, predictive tracking measures such as the KF can be utilized to determine the best estimate for
the current state of an object as well of the future state. The update stage of the KF can be used to attempt
to minimize the sensor measurement error. A weighted average between the sensor reading and the
predicted location can be used to find a potentially more accurate measurement. However, in general, if
only a single sensor is available with a moving object, the actual reading at the current point in time is
likely to have less error than any predictive model.
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2.5.2.2 Multi-Sensor Optimization
When multiple sensors are available, they may be used to overcome several different weaknesses of a
single sensor. However, when utilizing multiple sensors, three key issues arise. The first is the matter of
combining the measurements from each sensor into a single sensor. The second is the matter of nonhomogeneous sensors. A method is needed for fusing the data from sensors that measure different
attributes. The third issue is the handling of a faulty sensor or sensor reading. A method is needed for
determining whether each sensor in the network should be used for the data optimization.
To solve the matter of combining non-faulty homogeneous sensor readings, several common optimization
strategies can be used. Among the most common are averaging, weighted averaging, averaging with
minimum variance, maximum likelihood estimation, and least squares fitting [Raju’94]. Most of these
methods require some knowledge of the statistical distribution of the sensor reading. For stationary targets,
this is not a particularly difficult issue, as successive readings can be used to derive the distribution for a
given reading. For example, Equation 2.35 shows the equation for estimating the unbiased, weighted mean,
θ, given n samples with the ith sample having mean µi and variance σi2 [Raju’94].
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As previously mentioned, the statistical distributions of the sensors must be known or estimated in order to
use maximum likelihood or minimum variance. Weighted averaging, depending on the method of
determining weights, could also require statistical knowledge. Averaging and least squares fitting do not
require statistical knowledge, but do require some assumption that each sensor is equally reliable. To
account for sensors that may be more or less reliable than others, or even the fact that depending on the
value of the reading, the reliability of the sensor may change, other approaches may be needed.
One method to determine an appropriately weighted estimation for the sensor readings is artificial neural
networks [Smith’06]. By calibrating a training set of data points, the errors at different readings can be
considered and a relation between them can be found. These networks may be susceptible to overtraining
and may take an excessively long time to train. In addition, the selection of the number of layers and nodes
may not be trivial. Thus, methods such as simulated annealing exist which can be used to find this optimal
network design for fusion [Liu’04] [Luo’07]. If appropriately designed, these neural networks are effective
fusion engines.
Other artificial intelligence algorithms also exist that can also be used to find an estimate for the optimal
fused result. Fuzzy logic is also frequently used in fusion. With fuzzy logic, each sensor reading is given a
truth value that designates the confidence of the given reading [Luo’07]. These truth values can be used to
appropriately weight the sensor readings.
When the sensors readings that need to be optimized originate from heterogeneous sources (such as a
camera and thermal sensor), some method is needed in order to combine these readings into a single
measurement or set of measurements. This can cause issues not only in that the type of reading differs
between the sensors but also that the number of readings may vary (e.g., a thermal sensor gives only
temperature while a camera yields thousands or millions of pixels). Thus, a common relation between the
sensors must be calculated.
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In order to deal with this problem of fusion between heterogeneous sensors, Ming et al. discuss the concept
of calculating an equivalent sensor in sensor networks [Ming’08]. In their algorithm, the readings from all
the different sensors are converted into a system observation space, with each sensor having its own
derived mapping into this observation space. Once a mapping is determined, the cross-covariance between
various sensors is used in order to construct an equivalent sensor. These equivalent sensor readings can
then be fused into a single sensor measurement in the observation space using a single Kalman Filter. In
experiments, this algorithm has a faster calculation time than typical augmented methods (in which no
common observation space is derived).
Even once all sensors have a common ground by which they can be related, the fusion of the data sources
may yield poor results if one of the sensors is faulty and gives significantly erroneous readings. A common
issue in data fusion is the handling of spurious sensor data. As with many of the sensor fusion algorithms,
a Kalman filter may be used to determine whether the sensor reading falls within appropriate error
measurements. If the difference between the predicted state and the measured state differ by more than a
given threshold, the sensor data may be thrown out [Kumar’07]. Similarly, Bayesian inference may also be
used to determine the maximum a posteriori estimate of the next state, and can be used as a comparison
tool. Additionally, a minimum mean squared error estimator can be used to determine the estimated
reading.
Kumar et al. present two potential algorithms for performing Bayesian fusion while considering the
possibility that some sensors may have spurious data [Kumar’07]. The first is a centralized fusion scheme,
in which weights are chosen to force a combination of products of all distances in sensor readings, with
variance taken into account to satisfy a given inequality. When the weights satisfy this inequality, they
force readings that are closer to each other to have much larger weights than a sensor that varies greatly
from them. The second algorithm presented is a decentralized fusion scheme, in which two sensors are
fused using a similar inequality-satisfying weight, and this fused result is then fused in the same manner
with the next sensor until all sensors have been fused. Equation 2.36 shows the weight inequality equation
for the centralized fusion scheme for n sensors, using bk as the weight for sensor k, σk2 as the variance of
sensor k, and zk as the measurement for sensor k. Equation 2.37 shows the weight inequality equation for
the decentralized fusion scheme using a similar notation, but with zk+1 representing the next sensor in the
network.
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2.5.2.3 Discrete Optimization
It should be noted that in discrete systems, fusion algorithms may behave somewhat differently. In
continuous (or near continuous) systems, where the state of an object may fall anywhere in a given numeric
range, measurement fusion behaves as described above. However, for discrete systems, where the state of
an object can only exist at certain intervals, other types of methods may be used for fusion. One example
of a discrete method is a voting algorithm, in which each sensor calculates the exact state at which it
calculates the object, and the state at which the majority of the sensors calculate the object is determined to
be the optimized state of the object. However, since our focus is on the monitoring of machining
equipment, which rarely (if ever) falls into a discrete spatial representation, it lies outside of the scope of
this document and thus will not be discussed further.
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3

Application and Experimental Setup

Having reviewed the common methods for the general monitoring framework, we now apply this
framework to a specific application. The application is the monitoring of the sluicing pan of a lathe in
order to ensure that excessive metal buildup does not occur. In this chapter, we describe in detail this
application, we explain the various setups and experiments we will be running to simulate the
implementation of various methods for this application, and we present the acquired data obtained from
running these experiments.

3.1 Detailed Application Description
A lathe is a machine that rapidly rotates a metal block while a cutting tool is moved into the block. This
allows the metal block to be machined in a circular fashion to create objects of various forms. The cutting
tool gradually shaves of portions of the metal as it is moved into the block and the block is rotated. Images
of a lathe are shown in Figure 3.1. Figure 3.2 shows images of the actual shaving process of the machine.
Although Figure 3.2 shows what looks like small metal shavings being cut away and falling away from the
machined disc, these shavings don’t always fall in small pieces. Sometimes, a single shaving never breaks
and will stay attached to the block for an extended period of time. As this shaving continues to be cut, it
grows longer, and it begins to rotate around the tool just like the rest of the metal block. This causes the
shaving to cluster in a ball around the cutting tool, which results in the development of a metal mass with a
bird’s nest type of texture. In addition, if it gets sufficiently tangled, even once the shaving finally breaks
from the disc, it may stay stuck on the cutting tool due to having been wrapped around it too many times.
If this happens, subsequent shavings can become attached to this nest, which can cause it to grow even
larger. Figure 3.3 shows this process of nest buildup. Eventually, however, the shaving will be separated
from the system, and the nest will fall into the sluicing bin, which is the collection bin underneath the
cutting apparatus. Figure 3.4 shows an example of a sluicing bin with several nests.

Figure 3.1: Images of a lathe. The left image shows the entire lathe machine. The right image shows a
zoomed image of the rotating device, the piece of metal being machined, and the cutting apparatus.
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Figure 3.2: A sequence of images showing the operation of a lathe. The disc is set to rotate, and the
cutting tool is set to the appropriate area to begin cutting (left). Once the correct location is determined, the
cutting tool is pushed into the rotating disc and begins the shaving process (middle). Once the depth is set,
the tool starts moving outward which results in continuous shaving of the disc (right).

Figure 3.3: A sequence of images demonstrating nest buildup at the cutting site of the lathe. The top row
shows the buildup of a relatively small nest, but in the image on the right we can see a long strand going off
the side of the picture. This strand is the type of shaving that ultimately ends up rotating around the cutting
tool. The bottom row shows the development of a much larger nest. With this nest, the middle image
shows that the nest has broken from the cutting tool. However, as shown in the right image, the nest keeps
growing because it becomes entangles with the most recent shavings.
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Figure 3.4: An example image of a sluicing bin after several nests have fallen into the area. Not only can
the eight nests be seen, but many stray metal shavings can also be seen. In addition, the sluicing bin has a
drain that can be seen on the right side of the image. This is the area that all the coolant should ideally fall.
In some other bins, the drain is designed to be a receptacle for the metal shavings as well as coolant.

While the sluicing bin shown in Figure 3.4 is designed to drain only coolant and not debris, many higherend, automated devices are designed with a large drain that is designed to be large enough to remove the
shavings and nests. However, regardless of drain design, if the nest is significantly large, it can block the
drain or potentially cause other problems. A clogged drain can cause a buildup of coolant spray as well as
any further shavings, which can ultimately result in damage to the machine or facility if the buildup is not
detected. Therefore, if any nests are of a sufficient size, they need to be removed before further damage
can occur. For certain applications, a person must actually watch the machine throughout the machining
process to ensure the excessive nest buildup does not occur. Thus, an automated monitoring process for
these machines could be quite useful. This automated nest detection system is the application that we will
be developing as an example of the implementation of our general monitoring pipeline.
For this task, our goal is to identify the nests, to determine their location, and to determine their volume. At
our disposal for monitoring are three video cameras of differing focal lengths and resolutions. For a typical
application with a lathe, a coolant spray will be utilized, which results in a stream of liquid consistently
running through the bin. The monitoring process must be able to detect the nests in the presence of the
coolant. In our specific application, we are primarily concerned with nests that are stuck. If a nest is
rapidly moving toward the drain, and it does not get stuck on the drain, it is of no concern because it will
not remain in the bin long enough for additional nests to fall before it has moved through the drain. Thus,
we only need to concern ourselves with nests that are not moving or are barely moving, as they are the ones
that could ultimately cause problems. Even if multiple smaller nests are stuck, if they were to join together
at some point, they could create a combined nest of unacceptable size. Therefore, we are not only
concerned about the size of each individual nest, but also the combined volume of all nests. Finally,
although we have a lathe with which we can form nests, we cannot use coolant spray with it, which means
that we cannot adequately simulate a typical monitoring scenario. Thus, we need to set up a simulation
with which we can utilize coolant. In addition, the sluicing bin of our lathe is a very different color from
the nests, which would result in much easier detection than a typical setup, so we instead need to simulate a
sluicing bin made from the same material as our developed nests. This allows us to ensure that our
detection is more robust.
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3.2 Experimental Setup
To test the validity of the monitoring process in general as well as to have all the data we need for the
algorithms for each stage in the monitoring process, we have a large number of experiments that must be
run. In this section, we first discuss the equipment we are utilizing to obtain our experimental images.
Next, we describe the setup that we utilize to simulate the falling and sticking of nests in a similarlycolored sluicing pan with coolant spray. We then explain the calibration process for our cameras for each
setup. Finally, we describe the other side experiments that we may need to run for the testing of particular
algorithms.

3.2.1 Image Acquisition
Naturally, before any data can be utilized, it must first be acquired. The actual data acquisition process has
several issues that must be considered. First, the choice of acquisition equipment – the cameras and lenses
– must be determined. Secondly, a method of acquisition must be developed such that the data observed by
the camera can be utilized and manipulated. Third, when utilizing multiple cameras that will be used
jointly for measurements, the frames for the cameras must be synchronized, and thus a method of
synchronization must be determined. In this section, we describe our acquisition equipment and tools as
well as some limitations that they introduce.

3.2.1.1 Acquisition Equipment
The choice of acquisition equipment can be quite important when attempting to design a monitoring system.
The image resolution may be a very important factor, especially for any application requiring significant
precision. For high-speed monitoring applications, the possible frame rate of the acquisition device may be
a significant consideration. In addition, the physical camera size may be a limiting factor. Beyond the
choice of device, the lens selection may also be of significant importance. If the application may require
automatic focusing and refocusing, then a remotely adjustable lens may be necessary, if the application
requires the camera to be at a specific distance from the target, the selection of focal length is quite
important. Another matter that must be determined is whether the acquisition devices and lenses need to be
identical or if having different cameras and lenses would be acceptable or even ideal. Of course, budgetary
restrictions may also play a huge role in selecting a device, as high quality cameras and lenses can be rather
expensive.
For our particular application, we are utilizing cameras and lenses that are not all identical to each other.
We believe this to be an ideal choice because it will allow us to detect and address any potential issues that
might occur due to the use of heterogeneous equipment that might go unnoticed if all devices were identical.
The cameras we are using are CCD cameras developed by Thorlabs. We have one DCU223C camera and
two DCU224C cameras. These cameras are fairly small (32x34x48.3mm) and fairly powerful. They
transmit captured data via the USB 2.0 interface. The DCU223C has a resolution of 1024x768 pixels and a
maximum frame rate of 30 frames per second in freerun mode (constant streaming), but when utilizing a
trigger, the maximum frame rate is reduced to 27 frames per second. The maximum frame rates are based
upon a 30 MHz pixel clock, which certain computers may be unable to run. However, the camera is fully
configurable to the point that the area of interest can be selected such that a smaller amount of data needs to
be configured. In addition, the pixel clock itself can be adjusted. Further, the option for mirroring or
subsampling is available to speed the process as well. The camera also offers automatic color calibration
and white balancing. The DCU224C has the same capabilities as the DCU223C except for the fact that the
resolution is 1280x1024 pixels, and the maximum freerun frame rate is only 15 frames per second, with the
maximum triggered frame rate being 14 frames per second. Figure 3.5 shows a picture of these cameras.
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We have three different lenses that are being utilized. Our first lens is a Canon TV-16 lens with a 13mm
focal length and an aperture range of f/1.5 to f/22, with the closest focusing length at 0.27m and the
maximum focusing length at infinity. Our second lens is a Cosmicar television lens with a 50mm focal
length and an aperture range of f/1.8 to f/16, with the closest focusing length at 1m and the maximum
focusing length at infinity. The third lens is a Angenieux zoom lens with a minimum focal length of 17mm
and a maximum focal length of 68mm. The aperture ranges from f/2.2 to f/22, and the focusing length
ranges from 1.2m to infinity. The choice of which camera has which lens will be described for each
experiment. Figure 3.6 shows an image of each of these lenses.

3.2.1.2 Acquisition Software
The cameras that we are utilizing do not contain any on-board storage. Thus, all data acquisition must be
performed by software which obtains the data through a USB connection from the cameras. Thus, we have
designed acquisition software which utilizes the API that is designed for our cameras. The software as we
have designed it acquires data from three cameras, and either renders the data to the screen, writes the
acquired data to an AVI file, or both based upon configurable parameters. Figure 3.7 shows a screenshot of
this software that was taken while testing synchronization and frame rate. The specifics of synchronization
and frame rate will be discussed in the next two sub-sections.

Figure 3.5: An image of the DCU223C and DCU224C cameras from different angles. The cameras, while
quite powerful and configurable are quite small. The connections that can be seen on the back of the
camera are for USB connections and a hardware trigger connection.

Figure 3.6: The lenses that will be used with our cameras. The left lens is the Canon TV-16 lens, the
center lens is the Cosmicar television lens, and the right lens is Angenieux zoom lens.
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Figure 3.7: A screenshot of the acquisition software designed for the Thorlabs cameras. The software
sends a software trigger to the cameras and renders the acquired images as well as writing them to an AVI
file. It is of some significance to note that the rendered images are synchronized.
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3.2.1.3 Synchronization
As previously mentioned, if any type of correspondence between the images from the different cameras is
to be determined, the cameras must have synchronous acquisition. If, for example, two cameras were
acquiring data at the rate of 2 frames per second, but one camera begins its capture at 0.0 seconds and 0.5
seconds while the other camera begins its capture at 0.25 seconds and 0.75 seconds, movement may have
occurred between the theoretically corresponding frames of the two cameras. This difference has the
potential to introduce significant error into the system. Thus, a method is needed to force the cameras to
acquire data synchronously. In order to accomplish this, our acquisition software sends a software trigger
to all three cameras in successive commands. This trigger is set to be sent out with a timer event in the
acquisition software. The timer event is set to send out a trigger every tenth of a second. However, the
trigger will only be activated if the acquisition of frames from the previous trigger has been completed.
This results in very closely synchronized data, but may result in variable frame rates. The issue of frame
rate will be discussed in the limitations sub-section.
To test the synchronization of the cameras, we set the cameras to acquire the display of a laptop that was
running a timer that counted with a precision of a hundredth of a second. However, though the timer is
fairly precise, the refresh rate of the laptop itself was only sixty frames per second, and the acquisition of
the display from the cameras results in some blurring of the hundredths counter. However, even the
blurring seems to have a similar appearance. To demonstrate the synchronization process, and its precision,
we have selected three random frames (frame 10, 500, and 1000) from each camera of a particular
acquisition sequence. Figure 3.8 shows these frames, and from visual inspection, they appear to be closely
synchronized even to hundredths of a second.

3.2.1.4 Limitations
Although the designed software and equipment appears to appropriately synchronize the input of the three
cameras, one major limitation presents itself. Knowing that Figure 3.8 shows the synchronized images
from a particular acquisition sequence, and looking at the minutes and seconds timers for frames 10 and
1000 in the figure, one can calculate that in this particular sequence, 9 minutes and 12 seconds have elapsed
over the course of 990 frames. This averages to a frame rate of a mere 1.8 frames per second. Thus, the
question arises as to the cause of this delay.
Since our goal is to test several different algorithms for each stage of our monitoring pipeline, a single
closed system that handles the entire monitoring task would be unnecessarily complex and likely a
suboptimal way to test our algorithms. Therefore, we are running each segment of the pipeline as separate
modules so that we can more easily ensure consistent input to the algorithms for each stage. However,
since our process is modular, the acquired data from the image acquisition module must be written to disk.
Writing to disk is an inherently slow process relative to the speed of other computer operations. Our initial
assumption was that the simple matter of writing the acquired images to disk was the source of the low
frame rate. Therefore, to test this theory, we applied compression to our acquired images before writing
them to disk. Our hypothesis was that that the frame rate would increase as the images were further
compressed (since compressed images would require less data to be written to disk). The API designed for
the cameras allows an AVI frame compression quality parameter that ranges from 1 to 100 (with 100 being
no compression). Utilizing this parameter, we acquired several sequences at various levels of compression.
Since we also thought that rendering the acquired images to screen while writing them to disk might have
resulted in slower processing, we acquired each sequence twice – once with the acquired data being
rendered to screen as well as written to the AVI file, and once with the acquired data only written to the
AVI file. For each sequence, we acquired more than 1000 frames in order to ensure our sample size was
large enough that a random computer process on our acquisition machine would not skew our results
significantly. Table 3.1 shows the results of this acquisition speed experiment.
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Figure 3.8: Synchronized images from a particular acquisition sequence three cameras. Each column
shows the output from three different cameras. The top row shows frame 10 of the sequence, the middle
row is frame 500, and the bottom row is frame 1000.
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Table 3.1: Experimental results showing the impact of varying compression levels and rendering to screen
on the frame rate with which the acquired images are written to disk.
Compression
Quality
100
100
75
75
50
50
25
25
10
10
1
1

Rendered to
Screen?
Yes
No
Yes
No
Yes
No
Yes
No
Yes
No
Yes
No

Number of
Frames
1005
1276
1283
1594
1646
1635
1721
1474
1874
1350
1603
1360

Time Shown on
First Frame
0:31:19
0:30:35
0:15:48
0:00:24
0:43:12
1:11:11
1:01:21
0:16:27
1:17:52
0:45:25
1:40:19
0:58:08

Time Shown on
Last Frame
0:42:21
0:44:27
0:27:43
0:14:46
0:58:25
1:25:40
1:17:10
0:29:40
1:35:02
0:57:25
1:55:00
1:10:16

Average Frames
per Second
1.52
1.53
1.79
1.85
1.80
1.88
1.81
1.86
1.82
1.87
1.82
1.87

From looking at the results of Table 3.1, we can see a fairly consistent cost of approximately .05 frames per
second by rendering the results to screen. Since a reduction in frame rate is not ideal, we theoretically
should avoid rendering the results to screen. However, with a loss of only one frame every 20 seconds, the
tradeoff may not be enough, since the ability to monitor what the cameras are acquiring can be quite useful.
For example, if we were to accidentally nudge the camera after aligning it appropriately, it could cause the
camera view to become offset, and if we were unable to monitor this problem, we would be unaware of the
issue until acquisition was completed and reviewed. This would result in the need to completely rerun
experiments which could still be subject to the same random issues. Therefore, to prevent these potential
problems and ensure the best results from our experiments, the acquired images will be rendered to screen,
and we will accept the slight loss of frame rate.
The more interesting result that we observe from the experiments is that, contrary to our assumptions, the
disk writing does not appear to have a significant impact on frame rate except at the completely
uncompressed levels. Compression qualities of 75 and below have a negligible difference in frame rate to
be worth the tradeoff of the data lost in compression. However, the loss of frame rate between the
uncompressed and slightly compressed acquisitions may be worth the tradeoff, depending on the difference
in performance of our analysis algorithms. Because of that, we will attempt to acquire similar experiments
at both uncompressed and slightly compressed (quality of 75) so that the determination can be made on the
significance in accuracy difference between the compressed and uncompressed sequences.
The question then arises as to where the bottleneck arises. When running the cameras individually, higher
frame rates can be achieved. However, the cameras we are utilizing require a significant amount of power,
and thus must be connected to a powered hub rather than directly to the on-board USB connections of the
computer. Because of this, the data that is being sent to the computer is multiplexed through the hub. If
the pixel clocks of the cameras are run near maximum speed, then one camera will end up timing out and
failing to send any data because the multiplexing does not occur fast enough. Thus, in order to prevent
timing out, we have been forced to reduce the pixel clock from its maximum of 30 MHz to 10 MHz, the
needed value as determined by experimentation. This reduction results in a clearly decreased frame rate for
each camera, and the time for each camera’s data to be received must be considered.
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For the two DCU224C cameras, reducing the pixel clock by a factor of three should result in a three-fold
reduction in frame rate, which, based upon its maximum triggered rate of 14 frames per second, would
place the reduced triggered frame rate at roughly 14/3 frames per second. Likewise, the DCU223C camera,
which has a maximum triggered frame rate of 27 frames per second, would have reduced triggered frame
rate at roughly 9 frames per second. Using these values with a standard rate combination equation, shown
in Equation 3.1, we can calculate the theoretical transmission rate ceiling to be roughly 1.85 frames per
second, which agrees quite nicely with our experimental results from Table 3.1.

1
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3

1
 1.853
 141  19

(3.1)
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Unfortunately, avoiding this particular bottleneck would require significant resources which are impractical
for us to implement for this project. We would imagine that were a computer to be equipped with three
appropriately powered USB ports, the multiplexing issue could be reduced. Additionally, the use of
multiple computers would be possible. With each camera attached to a separate computer, a master
computer could handle submitting a hardware trigger to all three cameras, which would send their data to
the computers to which they were connected. However, for our particular application, while we would
prefer a higher frame rate, the 1.8 frames per second frame rate should be adequate, since our experiments
have shown that nests typically take several seconds to develop. Thus, with a frame rate of 1.8 frames per
second, we should have multiple frames to analyze before the potential arises for another nest to drop into
the sluicing bin.

3.2.2 Simulation Staging
As previously mentioned, we want to utilize both coolant spray and a sluicing bin that has a similar color to
that of the generated nests. To accomplish this, we simply took an aluminum sheet, placed a Plexiglas
cover on top of the sheet to protect it, and set it up to a 45 degree angle, with a collection bin underneath it.
This allows us to utilize gravity to move the coolant in order to simulate the motion of the coolant through
a typical bin. We have generated many nests, and have rigged some of them to stick through the use of
magnets. This will allow us to test our performance on both moving and stuck nests. The collection bin
underneath the sheet catches our flowing coolant so that it may be reused. Figure 3.9 shows an example of
the front and back of the simulation setup with stuck nests.

Figure 3.9: The front (left) and back (right) of the simulated bin. The nests on the front of the simulated
bin are attached to the aluminum sheet through the use of the magnets on the back of the sheet.
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Of course, a method of causing a stream of flowing coolant must be determined as well. Since we are
using the gravity to simulate the flow of coolant down our simulated sluicing bin, we decided to let gravity
run the coolant as well by using a siphon. We have a bucket of coolant set on a table above the simulated
bin, and we start a siphon with multiple pipes. Once the coolant is flowing through these pipes, a steady
flow of coolant will continue to run down the simulated bin until the pipes are raised or closed. Figure 3.10
shows the pipe setup that we use for the coolant flow. It should be noted that due to the size of the pipes
and the high viscosity of the coolant solution (even once the concentrate has been diluted with water), the
flowing coolant stream will not have the same force or same coverage that might be seen in the actual
machining environment. However, we find this difference acceptable, as having some areas of the
simulation plane covered with coolant and others not covered will likely result in a more difficult
segmentation. Thus, if our experiments can successfully segment our simulation images, it is highly likely
that the solution will have similar if not better success in the actual environment.
Another issue that must be considered for the simulation environment is lighting. Due to the reflective
nature of our simulation plane, any bright lighting will result in a very bright reflection on the imaging
plane, which is obviously not ideal. However, if the lighting is too dim, the image contrast will decrease,
which will in turn make any image processing more difficult. Further, even if we could find an ideal
lighting setup for our simulation, it is unlikely due to physical constraints that such an ideal setup would be
possible in the actual machining environment. Thus, for our lighting, we attempted to strike a balance
between too bright and too dim. As will be seen in the acquired images, the resulting images have spatially
varying light, which in some areas is very bright and in others is dim. However, just like the
aforementioned coolant flow restrictions, we believe that any success we may find in processing these
images with non-ideal lighting would translate to similar or better success with the actual machining
environment.
Once we have the simulation environment assembled, two significant questions remain. The first is the
question of which lens to put with each camera. Since we have two cameras that have a 1280x1024
resolution, and only one with a 1024x768 resolution, the major decision we must make is which lens to
place with the camera with the lower resolution. We decided that the lens that has the furthest zoom would
be placed with the camera with the lower resolution, as that will result in roughly the same amount of
pixels of the significant areas for each camera (since the furthest zoom would result in a smaller periphery).

Figure 3.10: The coolant flow portion of the simulation environment. The bucket at the top has the coolant
solution in it. A siphon is started with each of the four pipes, which results in coolant flowing over the
majority of the aluminum sheet below.
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The final remaining question is where the cameras should be placed with respect to the target. Since
different orientations may prove to yield better results for different algorithms, we have assembled cameras
in three different formations. The first formation, which we will call the Y formation, has the three
cameras placed in such a way that they are pointing to the target plane from opposite sides and angles.
Essentially, the attempt is to set them in such a way that the angle of viewing difference between each
camera is roughly 120 degrees. The reasoning behind this is that this setup shows the most difference in
angle of viewing, which results in the most potential information being shown.
The second formation, which we will call the W formation, has the three cameras placed roughly next to
each other, but with the cameras on the sides pointing at an angle towards the target plane. The goal here
is to have all three cameras in a collinear formation while having all three centered on the same point on the
target plane. The benefit of this method is that the cameras have a wide amount of overlapping area in their
fields of view, which may allow for more accurate estimation of the nests by having each nest in each
cameras viewing area.
The third formation, which we will call the Line formation, has the three cameras also placed collinearly,
but with each camera being aligned so that its orientation is as close to perpendicular as possible to the
target plane (i.e., the simulated sluicing bin). The benefit of this method is that, while the overlapped area
may be less than the W formation, the potential for errors based upon the camera perspective is reduced, as
the camera shot is basically an overhead shot. Figure 3.11 shows the camera arrangement for each of the
configurations, and Figures 3.12, 3.13, and 3.14 show some sample acquired images from each setup.

Figure 3.11: The various camera configurations. The Y formation (top left) has each camera roughly 120
degrees apart. The W formation (top right) has all three cameras on the same side of the imaging plane, but
still at different angles, in an attempt to improve overlapped area. The Line formation (bottom) has all
three cameras roughly parallel to each other and perpendicular to the imaging plane.
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Figure 3.12: Images acquired from each camera in the Y formation. The images in each row are different
images in the sequence acquired by one camera. The images in each column are the corresponding frames
from each camera.
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Figure 3.13: Images acquired from each camera in the W formation. The images in each row are different
images in the sequence acquired by one camera. The images in each column are the corresponding frames
from each camera.
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Figure 3.14: Images acquired from each camera in the Line formation. The images in each row are
different images in the sequence acquired by one camera. The images in each column are the
corresponding frames from each camera.
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3.2.3 Calibration Procedures
As described in Section 2.1, camera calibration is vital for determining the relationship of the image pixels
to real world dimensions. To calibrate the cameras, we utilize a special MATLAB toolbox from
[Bouguet’10]. This toolbox allows us to acquire a calibration target at various positions and orientations to
derive parameters. The calibration target, shown in Figure 3.15, is a simple black-white checkerboard with
each square being one inch by one inch. For each camera this target is placed in different locations and
orientations and acquired. Figure 3.16 shows some sample calibration acquisitions for one of the cameras.
Once these targets have been acquired, the corners of each square in the checkerboard are determined, and
the intrinsic parameters of the camera can be derived.
Additionally, the extrinsic parameters of the camera setup may also be derived with this same toolbox. The
calibration target is placed at a reference location, and the global axes are determined to be at this reference
location. This allows all three cameras to be able to convert their coordinates to the same global
coordinates, which is crucial for the three-dimensional transformation process. Figure 3.17 shows the
images of the calibration target in a reference location.
Beyond determining the spatial parameters mapping the real world to the acquired image, we must also
determine the color parameters mapping the real world to the acquired image. As described in Section 2.1,
the color calibration methodology is needed to correct for any color bias inherent in the camera or the
lighting of the scene. To do this, we simply acquire images of the scene setup with the Macbeth chart
Figure 3.18 shows some sample color calibration target acquisition images.

Figure 3.15: The checkerboard calibration target. The knowledge that each square of this target has sides
measuring 1 inch may be used to determine the intrinsic and extrinsic parameters of the imaging system.
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Figure 3.16: Sample calibration target acquisition images. The calibration target is acquired in many
different locations and orientations in order to derive the intrinsic parameters.

Figure 3.17: The calibration target in its reference location. The images are corresponding images from
the cameras in the W formation. Using this reference location, the extrinsic parameters of each camera
relative to the reference axes can be determined.

Figure 3.18: Sample color calibration target acquisition images. The images in this figure are taken from
the three cameras in the W formation, but they are not corresponding frames, as synchronicity in color
calibration is not needed.
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3.2.4 Algorithm Testing Procedures
Section 2.3 includes the discussion of feature-based object recognition methods. In virtually every featurebased method, reference images are needed, either to derive a feature vector that will be used for analysis,
or to be used as a direct reference for point-based matching. Therefore, to obtain these images, we have
acquired many different nests at different positions and orientations so that they can be utilized for this
feature-based training method. Figure 3.19 shows a subset of the acquired images from various cameras.
For testing the accuracy of three-dimensional reconstruction algorithms, we need a reference setup.
Therefore, rather than test directly on the actual simulation, we first desire to test these algorithms on a
much more structured setup. For this staged setup, we place racquetballs on a calibration chart, and acquire
the images of these racquetballs (after calibrating the cameras) at various different camera alignments.
Since racquetballs are a known size (2.25 in diameter), the validity of the three-dimensional methods can
be verified by this process. After this initial setup has been acquired, we replace the balls with nests and
acquire the nests in the same manner. Figure 3.20 shows this testing setup.

3.3 Acquired Data
Now that we have fully described the various image sequences we have acquired as well as the purpose for
which they were acquired, we now show here a much more comprehensive collection of our acquired data.
The calibration acquisitions described in Section 3.2.3 and the test data described in Section 3.2.4 will not
be shown here, as they are relatively minor pieces of data that are simply needed for the purposes of
various algorithms. Instead, we show here the full compilation of acquired image sequences from the
actual simulation.
The following figures show four different experiments for three cameras for each of the three different
formations. Figures 3.21 through 3.32 show the experiments from the Y formation. Figures 3.21 through
3.26 show experiments that were acquired with no compression, and Figures 3.27 through 3.32 show
experiments that were acquired with a compression value of 75 (as described in Section 2.1). Figures 3.33
through 3.44 show compressed and uncompressed sequences for the W formation, and Figures 3.45
through 3.56 show compressed and uncompressed sequences for the Line formation.

Figure 3.19: Reference images of nests. These images show different nests of different sizes in different
orientations which can be used for various feature-matching algorithms.
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Figure 3.20: The three-dimensional algorithm testing setup. The left image shows the Y formation setup,
the center image shows the W formation setup, and the right image shows the Line formation setup.

Figure 3.21: The first experiment from the Y formation from Camera 1. The data from this experiment is
uncompressed (a compression quality value of 100). This experiment has two small nests stuck to the
simulation bin with coolant flowing down. From this camera only one of the nests can be partially seen at
the bottom of the images. Upon careful inspection we can see that the nest becomes blurry in frame 27 (5th
row, 3rd column). In frame 28 (5th row, 4th column), we can see that the nest has now shifted position. The
cause is not clear from this camera’s viewpoint, but from Camera 2, we can see that it is likely due to a
rolling nest striking the stuck nest.
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Figure 3.22: The first experiment from the Y formation from Camera 2. The data from this experiment is
uncompressed (a compression quality value of 100). This experiment has two small nests stuck to the
simulation bin with coolant flowing down. From this camera’s viewpoint both of the nests can be clearly
seen as can most of the simulation bin. In frame 27(5th row, 3rd column) we can see that the nest in the top
region of the image becomes blurry. Upon careful inspection, a blurry streak can be seen in this frame
going from the nest to the collection trough. This streak is likely the blurred image of a rolling nest, and
the stuck nest is likely blurred due to contact with this rolling nest. In frame 28 (5th row, 4th column), we
can see that the blur is gone, but the nest that was blurry in the previous frame has now clearly shifted.
Again, this shift is likely due to the presumed rolling nest.
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Figure 3.23: The first experiment from the Y formation from Camera 3. The data from this experiment is
uncompressed (a compression quality value of 100). This experiment has two small nests stuck to the
simulation bin with coolant flowing down. From this camera’s viewpoint both of the nests can be clearly
seen, but from this angle, the reflection of the light source is quite significant. This reflection has the
potential to cause segmentation issues. In frame 27(5th row, 3rd column) we can see that the nest in the left
region of the image becomes blurry. From inspection of this frame from Camera 2, we see that this nest is
likely blurred due to contact with a rolling nest. In frame 28 (5th row, 4th column), we can see that the blur
is gone, but the previously blurry nest has now clearly shifted. Again, this shift is likely due to the
presumed rolling nest.
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Figure 3.24: The second experiment from the Y formation from Camera 1. The data from this experiment
is uncompressed (a compression quality value of 100). This experiment involves two stuck nests that are
larger than those in the first experiment. From this camera’s viewpoint, both of the nests can be only
partially seen at the bottom and right side of the images. In frame 7 (2nd row, 1st column), the nest at the
bottom portion of the image becomes quite blurry, and in the following frame, we can see that it has clearly
shifted though the cause of this shift is not clear from this angle. In frame 12 (2nd row 6th column), both of
the nests become blurry, and the one at the bottom is barely visible at all. In frame 13 (3rd row, 1st column),
we can see that the reason for the visibility issues with the nest at the bottom is due to the fact that it has
apparently rolled away. The nest at the right has also clearly shifted, which is why it appeared blurry in the
previous experiment. In frame 20 (4th row, 2nd column), the nest at the right has now disappeared, which
likely means it has rolled away.
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Figure 3.25: The second experiment from the Y formation from Camera 2. The data from this experiment
is uncompressed (a compression quality value of 100). This experiment involves two stuck nests that are
larger than those in the first experiment. From this camera’s viewpoint, both of the nests can be seen, but
due to the angle, they appear to be one large nest. In frame 7 (2nd row, 1st column), one of the nests
becomes quite blurry, and in the following frame, we can see that it has clearly shifted though the cause of
this shift is not clear from this angle. In frame 12 (2nd row 6th column), both of the nests become blurry,
and a blurry streak can be seen going from one of the nests to the collection trough. In frame 13 (3rd row,
1st column), we can see that one of the nests has apparently rolled away. Although this nest is still visible,
it is in the collection trough. This is likely due to contact with a rolling nest, which is likely the cause of
the blurry streak in the previous frame. In frame 20 (4th row, 2nd column), the nest at the right has now
disappeared, which likely means it has rolled away.
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Figure 3.26: The second experiment from the Y formation from Camera 3. The data from this experiment
is uncompressed (a compression quality value of 100). This experiment involves two stuck nests that are
larger than those in the first experiment. From this camera’s viewpoint both of the nests can be clearly seen,
but from this angle, the reflection of the light source is quite significant. This reflection has the potential to
cause segmentation issues. In frame 7 (2nd row, 1st column), the nest on the left becomes quite blurry, and
in the following frame, we can see that it has clearly shifted though the cause of this shift is not clear from
this angle. In frame 12 (2nd row 6th column), both of the nests become blurry. In frame 13 (3rd row, 1st
column), we can see that the nest on the left side of the image has apparently rolled away, likely due to
contact with a rolling nest. In frame 20 (4th row, 2nd column), the nest at the right has now disappeared,
which likely means it has rolled away.
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Figure 3.27: The third experiment from the Y formation from Camera 1. The data from this experiment is
compressed with a compression quality value of 75. This experiment uses the same size nests as the first
experiment (the smaller nests). From this particular camera angle, only one nest can be partially seen. In
addition, no blurring or apparent moving of the nest occurs in this sequence. Though coolant and rolling
nests are flowing down the simulation bin, apparently no significant contact was made with the visible nest.
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Figure 3.28: The third experiment from the Y formation from Camera 2. The data from this experiment is
compressed with a compression quality value of 75. This experiment uses the same size nests as the first
experiment (the smaller nests). From this camera’s viewpoint, both nests can be clearly seen. However,
neither nest appears to shift at any point in the video sequence. This likely means that none of the rolling
nests came in contact with the stuck nests.
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Figure 3.29: The third experiment from the Y formation from Camera 3. The data from this experiment is
compressed with a compression quality value of 75. This experiment uses the same size nests as the first
experiment (the smaller nests). From this camera’s viewpoint both of the nests can be clearly seen, but
from this angle, the reflection of the light source is quite significant. This reflection has the potential to
cause segmentation issues. It appears that neither nest appears to shift at any point in the video sequence.
This likely means that none of the rolling nests came in contact with the stuck nests.
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Figure 3.30: The fourth experiment from the Y formation from Camera 1. The data from this experiment
is compressed with a compression quality value of 75. This experiment uses the same size nests as the
second experiment (the larger nests). From this camera, both nests can be seen, but only partially.
However, we see that the nest on the right side of the image disappears at Frame 11 (2nd row, 5th column).
At Frame 21 (4th row, 3rd column), we see that the nest at the bottom has also disappeared. These are likely
due to contact with rolling nests, but from this angle, we cannot determine the cause.
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Figure 3.31: The fourth experiment from the Y formation from Camera 2. The data from this experiment
is compressed with a compression quality value of 75. This experiment uses the same size nests as the
second experiment (the larger nests). Both nests are clearly visible from this angle, but due to their size,
they blend with each other to look like one elongated nest. In Frame 11 (2nd row, 5th column), se see that
the nest on the left part of the image becomes blurry, and in the following frame, it has disappeared. This is
almost certainly due to contact with a rolling nest. In Frame 21, we can actually see the other nest in the
process of rolling away. As with the other nests, this is likely due to contact with a rolling nest.
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Figure 3.32: The fourth experiment from the Y formation from Camera 3. The data from this experiment
is compressed with a compression quality value of 75. This experiment uses the same size nests as the
second experiment (the larger nests). From this camera’s viewpoint both of the nests can be clearly seen,
but from this angle, the reflection of the light source is quite significant. This reflection has the potential to
cause segmentation issues. In Frame 11 (2nd row, 5th column), the nest at the top left of the image becomes
blurry, and this nest is gone in the following frame. This is likely due to contact with a rolling nest. In
Frame 21 (4th row, 3rd column), we can see that the other nest has also disappeared. Again, this is likely
due to contact with a free rolling nest.
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Figure 3.33: The first experiment from the W formation from Camera 1. The data from this experiment is
uncompressed (a compression quality value of 100). This experiment has two small nests stuck to the
simulation bin with coolant flowing down. From this camera only one of the nests can be partially seen at
the bottom of the images. Upon careful inspection we can see that the nest becomes blurry in Frame 19 (4th
row, 1st column). In Frame 20 (4th row, 2nd column), we can see that the nest has now shifted position. The
cause is not clear from this camera’s viewpoint, but it is likely due to a rolling nest striking the stuck nest.
In Frame 28 (5th row, 4th column), we see that the visible nest has shifted once again, but it never totally
rolls away. The motion of this nest can be better seen from the other cameras.
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Figure 3.34: The first experiment from the W formation from Camera 2. The data from this experiment is
uncompressed (a compression quality value of 100). This experiment has two small nests stuck to the
simulation bin with coolant flowing down. From this camera, one of the nests can be fully seen, and the
other can be partially seen. Upon careful inspection we can see that the nest on the left of the image
becomes blurry in Frame 19 (4th row, 1st column). In Frame 20 (4th row, 2nd column), we can see that the
nest has now shifted position. The cause is not clear, but it is likely due to a rolling nest striking the stuck
nest. In Frame 28 (5th row, 4th column), we see that the visible nest has come in contact with a free rolling
nest, which has affixed itself to the stuck nest.
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Figure 3.35: The first experiment from the W formation from Camera 3. The data from this experiment is
uncompressed (a compression quality value of 100). This experiment has two small nests stuck to the
simulation bin with coolant flowing down. From this camera, both of the nests can be fully seenUpon
careful inspection we can see that the nest on the left of the image becomes blurry in Frame 19 (4th row, 1st
column). In Frame 20 (4th row, 2nd column), we can see that the nest has now shifted position. The cause
is not clear, but it is likely due to a rolling nest striking the stuck nest. In Frame 28 (5th row, 4th column),
we see that the visible nest has come in contact with a free rolling nest, which has affixed itself to the stuck
nest.
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Figure 3.36: The second experiment from the W formation from Camera 1. The data from this experiment
is uncompressed (a compression quality value of 100). This experiment involves two stuck nests that are
larger than those in the first experiment. From this camera’s viewpoint, both of the nests can be only
partially seen at the bottom and right side of the images. The nest at the bottom of the image becomes
blurry in Frame 12 (2nd row, 6th column), and it has clearly shifted in the following frame. The same
blurring and shifting can also be seen in Frames 18 (3rd row, 6th column) and 19 (4th row, 1st column). In
Frame 23 (4th row, 5th column), the nest at the bottom appears to have rolled away. All of the occurrences
of shifting are presumed to be due to contact with free rolling nests.
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Figure 3.37: The second experiment from the W formation from Camera 2. The data from this experiment
is uncompressed (a compression quality value of 100). This experiment involves two stuck nests that are
larger than those in the first experiment. From this camera’s viewpoint, one of the nests can be fully seen,
and the other can be partially seen. The nest at the bottom of the image becomes blurry in Frame 12 (2nd
row, 6th column), and it has clearly shifted in the following frame. The same blurring and shifting can also
be seen in Frames 18 (3rd row, 6th column) and 19 (4th row, 1st column). In Frame 23 (4th row, 5th column),
the nest at the bottom appears to have rolled away. In fact, a distinct blur can be seen from where the nest
was that continues down the simulation bin. This blur is caused by the motion of the nest rolling down the
simulation bin.
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Figure 3.38: The second experiment from the W formation from Camera 3. The data from this experiment
is uncompressed (a compression quality value of 100). This experiment involves two stuck nests that are
larger than those in the first experiment. From this camera’s viewpoint, both of the nests can be fully seen.
The nest at the left of the image becomes blurry in Frame 12 (2nd row, 6th column), and it has clearly shifted
in the following frame. The same blurring and shifting can also be seen in Frames 18 (3rd row, 6th column)
and 19 (4th row, 1st column). In Frame 23 (4th row, 5th column), the nest at the bottom appears to have
rolled away. In fact, a slight blur can be seen from where the nest was that continues down the simulation
bin. This blur is caused by the motion of the nest rolling down the simulation bin.
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Figure 3.39: The third experiment from the W formation from Camera 1. The data from this experiment is
compressed with a compression quality value of 75. This experiment uses the same size nests as the first
experiment (the smaller nests). Only one of the nests can be partially seen from this viewpoint. In Frame
11 (2nd row, 5th column), the nest becomes blurry, and it has clearly shifted in the following frame. In
Frame 20 (4th row, 2nd column), the nest shifts yet again. In Frame 27 (5th row, 3rd column), the nest
disappears completely. The presumed cause of these shifts and the disappearance of the nest is contact
with free rolling nests.
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Figure 3.40: The third experiment from the W formation from Camera 2. The data from this experiment is
compressed with a compression quality value of 75. This experiment uses the same size nests as the first
experiment (the smaller nests). From this camera, one of the nests can be fully seen, and the other can be
partially seen. In Frame 11 (2nd row, 5th column), the nest on the left portion of the image becomes blurry,
and it has clearly shifted in the following frame. In Frame 20 (4th row, 2nd column), the nest shifts yet again.
In Frame 27 (5th row, 3rd column), the nest disappears completely. The presumed cause of these shifts and
the disappearance of the nest is contact with free rolling nests.

69

Figure 3.41: The third experiment from the W formation from Camera 3. The data from this experiment is
compressed with a compression quality value of 75. This experiment uses the same size nests as the first
experiment (the smaller nests). From this camera, both of the nests can be fully seen. In Frame 11 (2nd row,
5th column), the nest on the left portion of the image becomes blurry, and it has clearly shifted in the
following frame. In Frame 20 (4th row, 2nd column), the nest shifts yet again. In Frame 27 (5th row, 3rd
column), the nest disappears completely. The presumed cause of these shifts and the disappearance of the
nest is contact with free rolling nests.
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Figure 3.42: The fourth experiment from the W formation from Camera 1. The data from this experiment
is compressed with a compression quality value of 75. This experiment involves two large stuck nests
being influenced by coolant and occasional contact with free-rolling nests. For this particular angle, only
portions of the nests can be seen by this camera. A portion of one nest is on the right side of the images,
and a portion of the other nest is at the bottom of the images. Upon careful inspection, we see that the
lower of the two nests has become blurry in frame 14 (3rd row, 2nd column). From the other cameras, we
can see that the reason for the blur is that the nest came in contact with a free rolling nest which affixed
itself to the stuck nest. We can see from the 21st frame (4th row, 3rd column) that this nest has been knocked
loose, perhaps from the instability arising from the addition of the new nest or perhaps from contact with
another free-rolling nest. Due to the delay between acquired frames, the influence is not visible, but the
cause is irrelevant, as we are only concerned with the nests that are not moving.
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Figure 3.43: The fourth experiment from the W formation from Camera 2. The data from this experiment
is compressed with a compression quality value of 75. This experiment involves two large stuck nests
being influenced by coolant and occasional contact with free-rolling nests. Upon careful inspection, we see
that the lower of the two nests has become blurry in frame 14 (3rd row, 2nd column). In frame 15, we can
see that the reason for the blur is that the nest came in contact with a free rolling nest which affixed itself to
the stuck nest. This additional nest can be seen stuck at the bottom right portion of the nest in frames 15
through 20. We can see from the 21st frame (4th row, 3rd column) that this nest has been knocked loose,
perhaps from the instability arising from the addition of the new nest or perhaps from contact with another
free-rolling nest. Due to the delay between acquired frames, the influence is not visible, but the cause is
irrelevant, as we are only concerned with nests that are not moving.

72

Figure 3.44: The fourth experiment from the W formation from Camera 3. The data from this experiment
is compressed with a compression quality value of 75. This experiment involves two large stuck nests
being influenced by coolant and occasional contact with free-rolling nests. Upon careful inspection, we see
that the lower of the two nests has become blurry in frame 14 (3rd row, 2nd column). In frame 15, we can
see that the reason for the blur is that the nest came in contact with a free rolling nest which affixed itself to
the stuck nest. This additional nest can be seen stuck at the bottom right portion of the nest in frames 15
through 20. We can see from the 21st frame (4th row, 3rd column) that this nest has been knocked loose,
perhaps from the instability arising from the addition of the new nest or perhaps from contact with another
free-rolling nest. Due to the delay between acquired frames, the influence is not visible, but the cause is
irrelevant, as we are only concerned with nests that are not moving.
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Figure 3.45: The first experiment from the Line formation from Camera 1. The data from this experiment
is uncompressed (a compression quality value of 100). This experiment has two small nests stuck to the
simulation bin with coolant flowing down. From this camera’s viewpoint, only one of the nests can be seen,
but it can be fully seen. In Frame 12 (2nd row, 6th column), the visible nest becomes blurry, and in the
subsequent frame, the nest has clearly shifted.
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Figure 3.46: The first experiment from the Line formation from Camera 2. The data from this experiment
is uncompressed (a compression quality value of 100). This experiment has two small nests stuck to the
simulation bin with coolant flowing down. From this camera’s viewpoint both of the nests can be clearly
seen, but from this angle, the reflection of the light source is quite significant. This reflection has the
potential to cause segmentation issues. In Frame 12 (2nd row, 6th column), the nest on the left portion of the
image becomes blurry, and from this angle the cause of this blur is evident. As can be seen in Frame 12
and subsequent frames a free rolling nest has attached itself to the nest on the left portion of the image.
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Figure 3.47: The first experiment from the Line formation from Camera 3. The data from this experiment
is uncompressed (a compression quality value of 100). This experiment has two small nests stuck to the
simulation bin with coolant flowing down. From this camera’s viewpoint both of the nests can be clearly
seen, but from this angle, the reflection of the light source is quite significant. This reflection has the
potential to cause segmentation issues. In Frame 12 (2nd row, 6th column), the nest on the left portion of the
image becomes blurry, and from this angle the cause of this blur is evident. As can be seen in Frame 12
and subsequent frames a free rolling nest has attached itself to the nest on the left portion of the image.
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Figure 3.48: The second experiment from the Line formation from Camera 1. The data from this
experiment is uncompressed (a compression quality value of 100). This experiment involves two stuck
nests that are larger than those in the first experiment. From this camera’s viewpoint, both of the nests can
be only partially seen at the left and top sides of the images. In Frame 14 (3rd row, 2nd column), the nest at
the top of the image disappears, and a blurry streak can be seen running down the entire image. This blur is
the image of the nest rolling down the simulation bin. A similar streaky blur can be seen in Frame 19 (4th
row, 1st column) where the nest on the left side of the image has disappeared. Both of these nests were
likely knocked loose by free rolling nests, but since we are only concerned with nests while they are stuck,
the force that dislodged them is not of any particular concern.
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Figure 3.49: The second experiment from the Line formation from Camera 2. The data from this
experiment is uncompressed (a compression quality value of 100). This experiment involves two stuck
nests that are larger than those in the first experiment. From this camera’s viewpoint, both of the nests can
fully seen at the left and top sides of the images, but from this angle, the reflection of the light source is
quite significant. This reflection has the potential to cause segmentation issues. In Frame 14 (3rd row, 2nd
column), the nest at the top of the image disappears, and a blurry streak can be seen running down the
entire image. This blur is the image of the nest rolling down the simulation bin. A similar streaky blur can
be seen in Frame 19 (4th row, 1st column) where the nest on the left side of the image has disappeared.
Both of these nests were likely knocked loose by free rolling nests, but since we are only concerned with
nests while they are stuck, the force that dislodged them is not of any particular concern.
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Figure 3.50: The second experiment from the Line formation from Camera 3. The data from this
experiment is uncompressed (a compression quality value of 100). This experiment involves two stuck
nests that are larger than those in the first experiment. From this camera’s viewpoint, both of the nests can
fully seen at the left and top sides of the images, but from this angle, the reflection of the light source is
quite significant. This reflection has the potential to cause segmentation issues. In Frame 14 (3rd row, 2nd
column), the nest at the top of the image disappears, and a blurry streak can be seen running down the
entire image. This blur is the image of the nest rolling down the simulation bin. A similar streaky blur can
be seen in Frame 19 (4th row, 1st column) where the nest on the left side of the image has disappeared.
Both of these nests were likely knocked loose by free rolling nests, but since we are only concerned with
nests while they are stuck, the force that dislodged them is not of any particular concern.
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Figure 3.51: The third experiment from the Line formation from Camera 1. The data from this experiment
is compressed with a compression quality value of 75. This experiment uses the same size nests as the first
experiment (the smaller nests). Initially, from this camera’s viewpoint, only one nest can be seen.
However, in Frame 10 (2nd row, 4th column), another nest appears at the top of the image. From careful
inspection it appears as though this new nest is attached to the stuck nest that is outside of this camera’s
viewing area. In frame 21 (4th row, 3rd column), the nest on the left becomes blurry, and it has shifted in
the subsequent frames. This is likely due to another free rolling nest.
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Figure 3.52: The third experiment from the Line formation from Camera 2. The data from this experiment
is compressed with a compression quality value of 75. This experiment uses the same size nests as the first
experiment (the smaller nests). From this camera’s viewpoint, both of the nests can fully seen at the left
and top sides of the images, but from this angle, the reflection of the light source is quite significant. This
reflection has the potential to cause segmentation issues. In Frame 10 (2nd row, 4th column), we can see that
a free rolling nest has become attached to the nest on the right side of the image. In frame 21 (4th row, 3rd
column), the nest on the left becomes blurry, and it has shifted in the subsequent frames. This is likely due
to another free rolling nest.
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Figure 3.53: The third experiment from the Line formation from Camera 3. The data from this experiment
is compressed with a compression quality value of 75. This experiment uses the same size nests as the first
experiment (the smaller nests). From this camera’s viewpoint, both of the nests can fully seen at the left
and top sides of the images, but from this angle, the reflection of the light source is quite significant. This
reflection has the potential to cause segmentation issues. In Frame 10 (2nd row, 4th column), we can see that
a free rolling nest has become attached to the nest on the right side of the image. In frame 21 (4th row, 3rd
column), the nest on the left becomes blurry, and it has shifted in the subsequent frames. This is likely due
to another free rolling nest.
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Figure 3.54: The fourth experiment from the Line formation from Camera 1. The data from this
experiment is compressed with a compression quality value of 75. This experiment uses the same size
nests as the second experiment (the larger nests). From this camera’s viewpoint, both of the nests can be
only partially seen at the left and top sides of the images. In Frame 9 (2nd row, 3rd column), the nest at the
top of the image has disappeared, and a blurry streak runs down the image. This blur is the nest rolling
away. In this same image, the nest on the left side of the image is slightly blurred. In the next frame, we
can see that some of the debris from the contact that dislodged the other nest has attached to the remaining
nest.
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Figure 3.55: The fourth experiment from the Line formation from Camera 2. The data from this
experiment is compressed with a compression quality value of 75. This experiment uses the same size
nests as the second experiment (the larger nests). From this camera’s viewpoint, both of the nests can fully
seen at the left and top sides of the images, but from this angle, the reflection of the light source is quite
significant. This reflection has the potential to cause segmentation issues. In Frame 9 (2nd row, 3rd column),
the nest at the top of the image has disappeared, and a blurry streak runs down the image. This blur is the
nest rolling away. In this same image, the nest on the left side of the image is slightly blurred. In the next
frame, we can see that some of the debris from the contact that dislodged the other nest has attached to the
remaining nest.
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Figure 3.56: The fourth experiment from the Line formation from Camera 3. The data from this
experiment is compressed with a compression quality value of 75. This experiment uses the same size
nests as the second experiment (the larger nests). From this camera’s viewpoint, both of the nests can fully
seen at the left and top sides of the images, but from this angle, the reflection of the light source is quite
significant. This reflection has the potential to cause segmentation issues. In Frame 9 (2nd row, 3rd column),
the nest at the top of the image has disappeared, and a blurry streak runs down the image. This blur is the
nest rolling away. In this same image, the nest on the left side of the image is slightly blurred. In the next
frame, we can see that some of the debris from the contact that dislodged the other nest has attached to the
remaining nest.
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4

Applied Algorithms and Evaluation

In the previous chapter, we acquired an abundance of data for our machining simulation. Now, the
remaining task is to process the acquired data in order to extract the desired information. In our particular
application, this means that we have to determine the size of the nests that appear in the acquired video so
that we can react if the nests are larger than ideal (which is determined by an application-specific metric).
To process this data, we complete the bottom row of the pipeline shown in Figure 1.1. First we must
segment the image to determine the significant components. After segmentation, we must determine which
of the components represent a nest. Once these nests have been identified, we must reconstruct their
features in a three-dimensional space. After this, we must fuse these reconstructed features from each
camera into a single, more accurate estimation of the nest features. Finally, we must analyze these nest
features to determine if they fall within the desired size range.
Each section in this chapter deals with a different block of the processing pipeline. In each section, we
apply various algorithms pertaining to the specific process that we select by two criteria. The first criterion
that we use to evaluate the algorithm is accuracy. The need for this metric is fairly obvious in that the more
accurate a process is, the more accurate the ultimate result will be. The metric by which accuracy is
determined will be discussed in each section. The second criterion that we use in evaluation is computation
time. For our application, we are dealing with a real-time system, and any process that takes a significant
amount of time is of no value to us. Ideally, the processing time would be small enough that each frame
could be fully processed before the next one arrives. However, due to the actual amount of time that is
required to generate a nest large enough to be undesirable, we have a reasonable amount of leeway in
processing. For each section we have carefully selected the algorithms that we use such that these criteria
are properly met.

4.1 Image Selection
Even though we have an extensive collection of data as seen in Figures 3.21 through 3.56, the success of
our algorithms, especially our segmentation algorithms is heavily subjective. Thus, to determine if a
particular segmentation result is decent or acceptable, we must visually inspect each individual frame. In
addition, no automated ground truth even exists as to which objects are nests. Therefore, to evaluate the
segmentation and detection algorithms, we must manually inspect the images. Beyond this, even in
processes that execute quite quickly, the simple matter of reading and writing images can be time
consuming, and the images themselves require a significant amount of storage space. Even further, as is
quite visible in our image database, many of the images look nearly identical with the only key difference
being a slightly different coolant flow. Therefore, due to concerns over speed, storage, and redundancy,
rather than run our experiments on every one of the over 1500 images in our database, we selected three
images from each experiment as our test images. This still yields 12 images per camera angle, which we
believe to be a reasonable selection sample.
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To choose the images that would be placed in the sample set, we looked for nest movement. In the
sequences in which a nest either shifter position or rolled away, a frame was chosen from before and after
this movement. Most of the sequences have at least two transition points (which are described in detail in
the captions of their respective Figures in Chapter 3). Thus, for most of our sample images, the three
images that are extracted from the same sequence have differences in nest position and orientation.
However, we also have the matter of color correction. One would intuitively imagine that a color corrected
image would have superior performance to a non-corrected image. However, the typical color correction
method as discussed in Chapter 2 is designed to correct images with spatially invariant color distortion.
Due to the spatially varying light in several of our image sequences, it is conceivable that an uncalibrated
image may perform better in the segmentation process, which is why both calibrated and uncalibrated
images must be considered. Since they are so frequently closely related, we will perform both
segmentation and detection on both corrected and non-corrected images.
Due to our acquisition parameters as well as to our use of both color corrected and non-corrected images,
our selection sample has a complete variation of potentially important parameters. Half of our images are
from experiments that have been partially compressed. In addition, several of the camera angles have high
amounts of reflectivity. The images in these samples also have varying light intensities, varying nest sizes,
varying resolutions, and various distances from the simulation plane. This complete selection of the images
that we are using, both color corrected and non-corrected, can be seen in Figures 4.1 through 4.6.

4.2 Image Segmentation
As described in Section 2.2, image segmentation is the process of determining the different components in
an image. What constitutes a component may vary by algorithm and by application. Thus, absolute
objective accuracy with regards to segmentation does not exist. Instead, the algorithm may only be
evaluated by its usefulness for the application in question. In addition, in any image where distinct lines do
not exist between objects (such as the edges of the nests in our acquired data), some ambiguity with regards
to accuracy must exist. Thus, each segmentation result will be evaluated by human judgment.

4.2.1 Evaluation Metric
For each nest in the image, a binary value will be given based upon whether an appropriate portion of the
nest is considered a distinct region by the segmentation method. Accuracy will be based simply by the
percentage of nests that are appropriately segmented. A collective accuracy is important, but more
importantly, the accuracy of each camera angle will be compared with the others, as the impacts of
different angles, different lighting, and image compression are important features to discover so an actual
setup can attempt to ensure that it does not include known accuracy-decreasing issues.
It must be noted that oversegmentation can also be a problem. Even if the nests are segmented properly, if
a larger area is segmented into smaller regions, one of the smaller regions may be mistaken for a nest
during the detection process. Thus, the derived segmentation accuracy number may not tell the entire story
of the usefulness of the segmentation. However, given the nature of the application, it is preferable to err
on the side of too much nest volume in the bin, so these oversegmentation issues are not quite as significant.
Finally, execution time is significant. However, nest generation is not a rapid process. While real-time
speeds are ideal, any type of segmentation speed that consistently stays within a few seconds would be
acceptable for our purposes.
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Figure 4.1: The selected frames both color corrected and not color corrected from the Y Formation
experiments with no compression. The 2nd, 4th, and 6th columns are the color corrected versions of the 1st,
3rd, and 5th columns, respectively. The top three rows are the selected frames from the first experiment, and
the bottom three rows are the selected frames from the second experiment. Each column contains the
corresponding frames between the three different camera angles for each group of three cameras (e.g.,
column 1 of rows 1, 2, and 3 are the different camera angles of the same frame). Specifically, rows 1
through 6 are selected frames from the sequences shown in Figures 3.21 through 3.26, respectively.
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Figure 4.2: The selected frames both color corrected and not color corrected from the Y Formation
experiments with partial compression. The 2nd, 4th, and 6th columns are the color corrected versions of the
1st, 3rd, and 5th columns, respectively. The top three rows are the selected frames from the first compressed
experiment, and the bottom three rows are the selected frames from the second compressed experiment.
Each column contains the corresponding frames between the three different camera angles for each group
of three cameras (e.g., column 1 of rows 1, 2, and 3 are the different camera angles of the same frame).
Specifically, rows 1 through 6 are selected frames from the sequences shown in Figures 3.27 through 3.32,
respectively.
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Figure 4.3: The selected frames both color corrected and not color corrected from the W Formation
experiments with no compression. The 2nd, 4th, and 6th columns are the color corrected versions of the 1st,
3rd, and 5th columns, respectively. The top three rows are the selected frames from the first experiment, and
the bottom three rows are the selected frames from the second experiment. Each column contains the
corresponding frames between the three different camera angles for each group of three cameras (e.g.,
column 1 of rows 1, 2, and 3 are the different camera angles of the same frame). Specifically, rows 1
through 6 are selected frames from the sequences shown in Figures 3.33 through 3.38, respectively.
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Figure 4.4: The selected frames both color corrected and not color corrected from the W Formation
experiments with partial compression. The 2nd, 4th, and 6th columns are the color corrected versions of the
1st, 3rd, and 5th columns, respectively. The top three rows are the selected frames from the first compressed
experiment, and the bottom three rows are the selected frames from the second compressed experiment.
Each column contains the corresponding frames between the three different camera angles for each group
of three cameras (e.g., column 1 of rows 1, 2, and 3 are the different camera angles of the same frame).
Specifically, rows 1 through 6 are selected frames from the sequences shown in Figures 3.39 through 3.44,
respectively.
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Figure 4.5: The selected frames both color corrected and not color corrected from the Line Formation
experiments with no compression. The 2nd, 4th, and 6th columns are the color corrected versions of the 1st,
3rd, and 5th columns, respectively. The top three rows are the selected frames from the first experiment, and
the bottom three rows are the selected frames from the second experiment. Each column contains the
corresponding frames between the three different camera angles for each group of three cameras (e.g.,
column 1 of rows 1, 2, and 3 are the different camera angles of the same frame). Specifically, rows 1
through 6 are selected frames from the sequences shown in Figures 3.45 through 3.50, respectively.
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Figure 4.6: The selected frames both color corrected and not color corrected from the Line Formation
experiments with partial compression. The 2nd, 4th, and 6th columns are the color corrected versions of the
1st, 3rd, and 5th columns, respectively. The top three rows are the selected frames from the first compressed
experiment, and the bottom three rows are the selected frames from the second compressed experiment.
Each column contains the corresponding frames between the three different camera angles for each group
of three cameras (e.g., column 1 of rows 1, 2, and 3 are the different camera angles of the same frame).
Specifically, rows 1 through 6 are selected frames from the sequences shown in Figures 3.51 through 3.56,
respectively.
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4.2.2 Segmentation Method and Parameter Selection
Although many segmentation methods have been discussed, for our application we have selected the
algorithm of Efficient Graph-Based Segmentation [Felzenszwalb’04]. The reason for selecting this
particular method is that it combines an O (n log n) execution time with the ability to group regions based
upon similar intensity differences between neighboring pixels. This particular method is superior for the
nest type of application because in theory it should separate the nests, which have high inter-pixel intensity
differences, from the same-colored target plane, which has very little inter-pixel intensity change.
Because of the similarity in colors between the nests and the target plane, as well as the ever changing
background due to the coolant flow, background subtraction would not be ideal for this application. We
did attempt the Mean Shift method [Comaniciu’02] and the Blobworld method [Carson’02], but both
methods took no fewer than two minutes per image, which is unacceptable for any real-time application.
With the Graph-Based segmentation, we have to set three specific parameters. For each camera angle both
with the color corrected images and the original images, we must determine σ, the smoothing parameter, k,
the threshold value, and the minimum component size. To determine these parameters, we swept through a
large range of potential parameters for one of the selected images, and evaluated the results with a
subjective score. We then swept through the same range of parameters with a second image of the same set.
The set of parameters that combined to yield the highest combined score for the two training images were
the ones chosen for the entire set.

4.2.3 Segmentation Results
The interpretation of the segmentation results is quite significant to the extension of our simulation
environment to an actual application. Thus, Table 4.1 shows the parameters for each camera angle under
the original conditions, and Table 4.2 show the parameters for each camera angle after color correction. In
addition, both tables show the previously described accuracy score under compressed and non-compressed
conditions, and the average processing speed for the image group. For further reference purposes, Figure
4.7 shows one sample segmentation from each of the camera angle/color correction groups.

Table 4.1: Parameter selection and segmentation accuracy results for the sample images without color
correction.

Formation

Camera
ID

σ

k

Y
Y
Y
W
W
W
Line
Line
Line

1
2
3
1
2
3
1
2
3

2.0
2.0
1.6
2.0
1.6
2.4
1.2
1.2
2.0

250
75
35
250
45
120
50
40
90

Minimum
Component
Size
10,000
10,000
10,000
10,000
6,000
6,000
6,000
4,000
4,000

Uncompressed
Accuracy

Compressed
Accuracy

83.3%
100%
66.7%
50.0%
83.3%
100%
83.3%
72.7%
72.7%

66.7%
100%
88.9%
57.1%
90.0%
100%
77.8%
75.0%
91.7%

Average
Processing
Time
1.66 s
3.14 s
3.16 s
1.66 s
3.18 s
3.18 s
1.67 s
3.14 s
3.18 s
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Figure 4.7: Example segmentation results from each of the 18 camera angle/color correction groups that
are evaluated in Tables 4.1 and 4.2. In this figure, each segmentation image is simply the result of the
segmentation of the image above it. The colors in the segmentation images do not represent anything in
particular. The only significance of the color is that each individual segmented region is a different color
than its neighboring region. A minimum-color algorithm is used, so unconnected components of the same
color are indeed considered separate components.
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Table 4.2: Parameter selection and segmentation accuracy results for the sample images with color
correction.

Formation

Camera
ID

σ

k

Y
Y
Y
W
W
W
Line
Line
Line

1
2
3
1
2
3
1
2
3

1.6
1.6
1.6
1.6
1.6
2.0
1.6
1.2
2.4

170
360
65
170
130
210
100
45
210

Minimum
Component
Size
10,000
10,000
10,000
10,000
6,000
6,000
6,000
4,000
4,000

Uncompressed
Accuracy

Compressed
Accuracy

66.7%
88.9%
88.9%
37.5%
91.7%
100%
100%
81.8%
54.5%

100%
88.9%
66.7%
42.9%
80.0%
100%
77.7%
33.3%
58.3%

Average
Processing
Time
1.70 s
3.18 s
3.04 s
1.71 s
3.20 s
3.19 s
1.69 s
3.15 s
3.15 s

Before analyzing the accuracy from Tables 4.1 and 4.2, we should analyze the parameters to see if any
trends exist. First of all, the σ values do seem to fluctuate randomly, although they are much more stable
under the color corrected conditions. Specifically, the most common σ value in the non-corrected images is
2.0, and that only occurs in four of the nine image sets. In contrast, six of the image sets in the corrected
group have a common σ value of 1.6. The implications of these values are very difficult to judge. Even
with the aforementioned contrast between corrected and non-corrected sets, the σ values still appear to be
fairly random. In our estimation, the appearance of the scene has more impact on this value than any
inherent feature of the formation or camera.
Analyzing the k value yields even more apparent randomness. Most of this is likely due to attempts to
account for lighting, which is different in every scene, as well as the fact that the three formations didn’t
capture the same sequence, and different sequences may yield different ideal parameter values. However,
even within formations, the values do not appear to have any consistency to them. The only obvious trend
in these values comes from the contrast in values in the color corrected and non-corrected images. In the
non-corrected images, the k value tends to be smaller than those in the corrected images. The reasoning for
this is fairly simple. In the non-corrected images, the nests are even more difficult to distinguish from the
background. An increased k value would likely result in merging such similar regions. Thus, the k value
has to be lower for regions with lower intensity contrast. However, aside from this trend, the k value
appears to be entirely scene-driven.
The minimum component size appears to be the factor that is most easily explicable. For each formation,
cameras 2 and 3 have the same minimum component size. The major change between sizes in each of the
formations is the distance of the camera from the nests. However, a slightly counterintuitive size is used
for the minimum component size for camera 1. Camera 1 is the camera with the 1024x768 resolution,
which is smaller than the resolutions of the other two cameras. The minimum component size is measured
in pixels. Thus, on first glance, one might imagine that because the camera has fewer pixels, each pixel
would represent a larger physical area, which would result in the lower resolutions desiring a smaller
minimum component size. However, the lens that we use with camera 1 has a focal length that is much
smaller than the other two lenses. Therefore, the pixels from that camera actually represent a smaller
physical area than the pixels from the higher resolution cameras. This again emphasizes the reason we
chose that lens with the lower resolution camera. Had we placed it on a higher resolution camera, the
physical area of each pixel would be even smaller.
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From inspection of Tables 4.1 and 4.2, a few specific trends appear to stand out. The first trend is actually
more of a lack thereof. No marked improvement is noticed between the compressed and uncompressed
images. In fact if we were to take the combined accuracy from all the compressed experiments, we would
get an accuracy of 79.8%, whereas if we were to take the combined accuracy from all the uncompressed
experiments, we would get an accuracy of 77.4%. That 2.4% difference is most likely within any margin
of error (e.g., a difference in strictness in determining whether a region can be classified as an acceptable
segment). In fact, the uncompressed images were most frequently the images we used to determine the
segmentation parameters. That fact in and of itself should result in the uncompressed images yielding a
higher accuracy. The fact that the difference in accuracy is practically negligible seems to logically imply
to us that partial compression of the video data in order to increase the input frame rate by 17% (according
to Table 3.1) would be a logical choice for extension of this method from the simulation environment to the
actual machining environment.
Another trend that is clearly significant is the processing time for the images. Ideally, for a real time
system, the entire image processing pipeline would execute at a rate less than the input frame rate.
However, for the temporally varying backgrounds, the significant reflections, and the spatially varying
lighting conditions, any algorithm that will yield suitable results will likely require a reasonable amount of
processing time. For example, as mentioned earlier, the Mean Shift and Blobworld algorithms both take
several minutes to execute. If this execution time needs to be improved further, the option does exist to
downscale the images. The images that require around 3.1 seconds to segment are 1280x1024 images, and
those that require roughly 1.7 seconds to segment have a resolution of 1024x768. As mentioned earlier,
this Graph-Based segmentation method runs in O (n log n) time. Thus, if we were, for example to
downscale each dimension of the image by a factor of 2, the execution time would decrease by larger than
75%. Of course, this downscaling method would result in a larger margin of error with regards to
dimensions, as each pixel now represents 4 times more space than before the downscaling process.
However, this downscaling is a way to decrease execution time such that the system can be closer to real
time.
A third trend that arises from the data in Tables 4.1 and 4.2 is the fact that the spatially variant light and
reflection clearly has a significant impact on error. This is most easily seen from the third camera in the W
formation (4th row, 5th and 6th columns in Figure 4.7) has a 100% accuracy rate regardless of compression
or color correction. Among the other Camera angles that seem to avoid the issues of reflection and
significantly spatially varying light sources are Camera 2 in the Y Formation and Camera 1 in the Line
formation. These two formations also perform remarkably well in our segmentation evaluations.
Theoretically, All of the Camera 1 angles should produce high-accuracy results. However, the key
difference between Camera 1 of the Y and W formations and the other three aforementioned angles is
simply that in the Y and W formations, the nests are barely protruding onto the image whereas the nests are
near the center of the highly-performing configurations.
Along these same lines, high levels of reflection and spatially variant lighting did indeed tend to produce
problems. The accuracy problems are not particularly obvious upon inspection of Tables 4.1 and 4.2.
However, this is largely due to the fact that the parameters were chosen from a subset of two of the 12
images under consideration. These problems are typically that of oversegmentation. For example, in the
segmentation results for the three cameras in the Y formation shown in the second row of Figure 4.7, the
images from Camera 3 (5th and 6th columns) are clearly partitioned into a larger quantity of regions than the
images from the other two Cameras. Inspection of these regions shows a clear trend of region boundaries
where the light reflections change. This issue will become more obvious during the nest detection portion
of the pipeline, as these oversegmented images will likely result in a larger number of false positive nest
identifications.
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Finally, we observe the impact of color correction on these input images. The non-corrected versions
actually perform better, with an overall accuracy of 82.1% versus the corrected versions, which have an
overall accuracy of 75.0%. While it is possible that this 7.1% difference may be within the margin of error,
it is interesting to note that if we ignore Camera 1 of the W Formation, which has poor accuracy across the
board, the non-color-corrected image groups never perform worse than 66.7%, whereas the corrected group
has three scores below the 60% mark. These three scores all come from Cameras 2 and 3 of the Line
formation, which is significant because they are two of the formations with significantly spatially varying
light and reflections. Since the standard color correction algorithm is designed to adjust spatially invariant
lighting distortion, it is natural that these color correction algorithms may actually decrease the color
correctness of an image with reflections and a high spatial light variance.
Based upon these conclusions that we have drawn from our segmentation experiments, we would
recommend significant care be taken to minimize the spatial variance of light and potential for reflections
when extending this simulation to an actual machining environment. However, though this would seem to
be an obvious recommendation, we should still see how these light variant images perform with respect to
nest detection before immediately dismissing their potential.

4.3 Nest Detection
Now that we have divided the input images into their various components, we must now identify the
components that represent the nests. The various methods that may be used to identify these image
components are discussed in Section 2.3. Due to the ambiguous accuracy of the segmentation method, the
evaluation of the nest detection is also subjective. Theoretically, nest detection should be a simple binary
process – either a component is or is not a nest. However, due to the fact that the segmentation is never
perfect, a given component can be part nest and part background or a single nest can be made up of several
components. Thus, a proper method of evaluating and performing detection is needed given the input
segmentation.

4.3.1 Evaluation Metric
For this particular section, we will use a slightly modified version of the typical true positive/true
negative/false positive/false negative classification method. Two important evaluations must take place for
this method. First, the success with which the algorithm finds the existing nests in the image must be
calculated. Second, the success with which the algorithm avoids claiming that a nest exists where one does
not must be calculated.
To determine success, each of the 216 sample images was segmented, and each component was manually
assigned to one of three categories: nest, not a nest, or don’t care. Essentially, any component that was
clearly entirely or almost entirely comprised of a nest or nest portion was classified as a nest. Any
component that was part of the imaging plane but did not contain any nest area was classified as “not a
nest.” The “don’t care” classification is used under two main circumstances. The first is if a component
has enough of a portion of a nest in it that it could conceivably be called a nest component, but not enough
to make it definitive. The other circumstance is that of unimportant image segments. Specifically, we have
some camera angles in which the background of the laboratory can be seen behind the simulation
environment. We obviously do not care how those are classified, because in any normal application, any
components in that region of the image would simply be ignored. We extend this property to the
components that have edges of the simulation bin. The reasoning for this is two-fold. First, our particular
classification method is heavily edge based, and knowing this, we would ordinarily ensure that the physical
edges of the simulation environment are ignored. Secondly, these regions would likely be cut out along
with the background for similar reasons – they can add no relevant information.
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For each of the segmented images, we manually developed a classification mask. This mask has three
colors. Red components indicate that the components are classified as nests. Blue components indicate the
classification of “not-a-nest.” Green components indicate the “don’t care” classification. Figure 4.8 shows
an example of these classification masks developed from a segmentation image.
For each component in the segmented image that is not classified as “don’t care,” the component falls into
one of four categories: true positive (TP), false positive (FP), true negative (TN), and false negative (FN).
True positive means that a nest region is correctly identified as a nest. False positive means that a non-nest
region is incorrectly identified as a nest region. True negative means that a non-nest region was correctly
identified as a non-nest. False negative means that a nest region was incorrectly identified as a non-nest
region.
Once each of these classifications is calculated for each parameter set, we can measure the sensitivity (the
percentage of nests that were found), specificity (the percentage of non-nests that were correctly identified
as non-nests), overall accuracy (the percentage of correctly classified components), and average accuracy
(the average of specificity and sensitivity). The purpose of evaluating average accuracy is that due to the
significantly larger number of non-nest components than nest components, overall accuracy is weighted
quite heavily towards the specificity. Given that TP, FP, TN, and FN refer to the quantity of true positive,
false positive, true negative, and false negative regions, respectively, The specific equations for these
values is shown in Equations 4.1 through 4.4.
TP
TP  FN
TN
specificit y 
TN  FP
TP  TN
overall accuracy 
TP  FP  TN  FN
TP
TN
average accuracy 

2(TP  FN ) 2(TN  FP )
sensitivity 

(4.1)
(4.2)
(4.3)
(4.4)

Figure 4.8: Example of detection evaluation ground truth for some of the segmentation results shown in
Figure 4.7. The top row represents the input images. The second row represents the correlated
segmentation results. The third row represents the detection ground truth for the correlated segmentations.
In this row, red represents a nest region, blue represents a non-nest region, and green indicates a “don’t
care” region, which is a region that is discounted from all detection evaluation.
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Using these four values, we are evaluating many different groupings. When evaluating a parameter set for
a group of images, each image should theoretically have the same weight, but each image in the group may
have a different number of significant components than the others. Therefore, in all of our group
calculations, we first calculate the accuracy, sensitivity, and specificity of each individual image, and these
values are averaged across all images among each particular group of images in consideration to determine
the group sensitivity, specificity, and accuracy values.
Our evaluation will first cover the choice of parameters for the entire testing image set that yields the best
results. Beyond this, we will determine the best choice among the tested parameters for each camera angle
under each combination the four differing conditions: color corrected, non-color corrected, compressed,
and uncompressed. We will then evaluate various groupings from among these subsets.
Of course, as with each portion of our pipeline, our detection method must fall within an acceptable range
of execution time. For our purposes here, this means, similar to our segmentation guidelines, though we
would prefer sub-second times, anything that falls within a few seconds is acceptable here.

4.3.2 Detection Method and Parameter Selection
In Section 2.3, three major groups of object detection were discussed – shape-based, color-based, and
feature-based. Because the nests and our target plane are made of the same material, and are thus the same
color, color-based methods are unlikely to work. However, beyond this restriction, since several of our
camera angles have significant reflection and spatially variant lighting, even under standard color-corrected
conditions, nests at different locations of the image will be different colors. This issue is very apparent in
the second row of images in Figure 4.5. In these images, 3 nests can be seen. One is barely visible because
it is the same color as the target plane, one has different colors even across its area, and one is almost
entirely black. If the lighting distortion were guaranteed to be spatially static and the target plane were to
be a different color than the machined material, then color-based methods would likely be ideal. However,
since our experimental conditions match neither of those, we choose not to apply color-based detection
methods.
As can be seen in the references images shown in Figure 3.19, nests are rather amorphous and have no
defining features to speak of. Beyond this, any time the nests are moved or touched, they tend to alter their
inherent form by shedding some of their shavings and moving other shavings. Any attempt at point
matching would simply be matching random points of similar colors, and any type of eigen-structure would
be equally problematic. Eigen-structures are quite brittle, and only if an object has a fairly reliable layout
can they have decent results.
Nests do seem to have one common shape-like trend. Due to the manner in which they are formed, they
are often elliptical trending towards spherical. Thus, calculating regions that have a high circularity factor
could theoretically be helpful. The problem arises that no guarantee is given that some circular component
won’t exist in the segmentation of a non-nest region. In addition, if a nest is over-segmented, it may
actually be made of multiple non-elliptical components. We did attempt some shape based methods, and
they performed with such poor accuracy that the results are not worth discussing.
Since color is likely unusable, and shape is only valuable as a last-step refinement mechanism, we must
look at what features separate nests from the remainder of the images. After careful consideration of many
different methods, we arrived at the conclusion that edge frequency would be a suitable method.
Essentially, the image undergoes two different edge detection methods: Canny and Sobel. The average
number of edge pixels in each region is calculated, and those regions with an average number of edge
pixels above a given threshold are determined to be nest components. This is one of the reasons that we
turned the borders of the imaging plane on some of the further zoomed-out images into “don’t care” regions.
They will have extra edges which we would ultimately dismiss when extending to a full application.

100
From initial experiments on some of the training data shown in Figure 3.19, we did find a rough estimate
for the nest threshold for both edge detection mechanisms. We only classify nests as those which exceed
both thresholds. From our experiments, we got an average threshold of 13% edge pixels under Canny
detection, and 5% edge pixels under Sobel edge detection. However, due to a limited sample size, we
performed a sweep of values for both threshold values. Our experiments range from 10% to 15% with a
step of 1% for the Canny threshold and from 2% to 8% with a step of 1% for the Sobel threshold.

4.3.3 Detection Results
Before we begin the discussion of quality of results, we shall briefly address the issue of execution time.
Our detection method was written in MATLAB, uses two different edge detectors, and is far from
optimized for speed. Despite all of those performance issues, the average execution time per image was
1.85 seconds. A trend was obvious that the number of segments had an effect on processing time. The Y
formation detector averaged only 1.70 seconds, but all of the segmentations for the Y formation had a
minimum component size of 10,000. The line formation segmentation parameters had a minimum size of
6,000 for one camera and 4,000 for the other two. This obviously results in many more segments. Thus,
the line formation detection averaged 2.10 seconds per image. Given all of the performance restrictions,
we find this execution time to be acceptable, as in an actual application, it could not only be drastically
optimized, but streamlined with some of the segmentation results to avoid having to make the same
calculations in both models.
In addressing quality, the first grouping we consider is the combination of all 216 sample images. Our goal
here is to find the best combination of specificity and sensitivity. The first item to consider is the
parameters that yield the best results across the board. Figure 4.9 shows a plot of overall specificity versus
overall sensitivity of the 42 different parameter values. Already, we see that we have a fairly high accuracy
rate. For certain threshold values, we can get both specificity and sensitivity over 85%. While this is
already a fair result, it can be much better. It is not reasonable to expect different camera angles, especially
given the variability in lighting to have the same threshold. Additionally, the color corrected images will
likely work with different thresholds than the non-corrected ones (as the improved contrast may result in
more detected edges), and the compressed images will likely require a lower threshold due to the inherent
blurring in the process of compression.
Therefore, our already promising results are somewhat meaningless, as they have an inherent trend towards
poorer performance than would be expected. The most reasonable manner by which to determine these
parameters would be to group the image subsets into their main 36 groups: 9 camera angles, each angle
with color corrected and non-corrected images, and each angle with and without partial compression.
Tables 4.3 through 4.6 show a set of the threshold parameters that yield the best results. In the case where
multiple parameters have the optimal results, we will simply choose the value nearest to the average of
those parameters. In the case where specificity and sensitivity have trade-offs, multiple results may be
shown in these tables. The ultimate parameter selection will be based upon the extent of the trade-off, but
we will typically choose the parameters to maximize sensitivity, since under our application, the damage
from missing a nest can be much more extensive than the damage of projecting a non-existent nest. In this
situation under which multiple parameters are shown for one camera setup, the selected parameter choices
will be in bold.
Using the parameters that we have discovered from these aforementioned tables, we can select the proper
parameters for each subset of our testing database and re-evaluate the entire system based upon the
collective quality of detection. Since we are still debating the merits of color correction and the potential
problems with image compression, and since we are still trying to determine the considerations needed in
camera placement, we evaluate the collective results for color corrected and non-corrected images,
compressed and uncompressed images, and the average quality for each camera angle. Table 4.7 shows the
results that follow from this detailed parameter selection process.

101

Figure 4.9: The scatter plot of the specificity and sensitivity calculations for the 42 tested thresholds. The
detection parameters used in image are the average edges per pixel in a region according to two different
detectors. The range of parameters used to develop these data points are 0.02 to 0.08 edges per pixel (with
a step of 0.01) for the Sobel edge detector, and 0.10 to 0.15 edges per pixel (also with a step of 0.01) for the
Canny edge detector.
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Table 4.3: Optimal threshold selection for each camera angle under non-color-corrected, uncompressed
images. Where the same camera is listed multiple times, a tradeoff between specificity and sensitivity
exists, so both are shown. If a third option has the highest average accuracy, it is shown as well. For those
formations with multiple listings, the parameters that are chosen for the updated analysis are in bold.
Formation
Y
Y
Y
Y
W
W
W
W
W
W
Line
Line
Line
Line
Line
Line
Line

Camera
ID
1
2
3
3
1
2
2
3
3
3
1
1
1
2
2
3
3

Sobel
Threshold
0.07
0.03
0.02
0.02
0.05
0.03
0.08
0.02
0.07
0.04
0.03
0.05
0.04
0.03
0.08
0.05
0.08

Canny
Threshold
0.13
0.13
0.10
0.12
0.13
0.15
0.15
0.11
0.12
0.12
0.11
0.11
0.11
0.15
0.13
0.15
0.14

Sensitivity

Specificity

1
1
0.79
0.71
1
1
0.6
1
0.64
0.94
1
0.92
0.96
1
0.58
0.90
0.40

1
1
0.66
0.75
1
0.67
0.93
0.78
0.94
0.89
0.89
0.98
0.95
0.67
0.86
0.83
0.99

Overall
Accuracy
1
1
0.67
0.73
1
0.72
0.87
0.85
0.82
0.89
0.90
0.95
0.94
0.70
0.84
0.84
0.92

Average
Accuracy
1
1
0.72
0.72
1
0.84
0.76
0.89
0.79
0.92
0.95
0.95
0.95
0.84
0.72
0.86
0.69

Table 4.4: Optimal threshold selection for each camera angle under non-color-corrected, compressed
images. Where the same camera is listed multiple times, a tradeoff between specificity and sensitivity
exists, so both are shown. If a third option has the highest average accuracy, it is shown as well. For those
formations with multiple listings, the parameters that are chosen for the updated analysis are in bold.
Formation
Y
Y
Y
W
W
W
W
W
W
Line
Line
Line
Line
Line
Line
Line

Camera
ID
1
2
3
1
2
2
2
3
3
1
1
2
2
3
3
3

Sobel
Threshold
0.05
0.04
0.08
0.05
0.02
0.07
0.04
0.03
0.08
0.03
0.06
0.02
0.08
0.02
0.08
0.05

Canny
Threshold
0.13
0.14
0.10
0.13
0.14
0.15
0.14
0.12
0.10
0.12
0.10
0.13
0.12
0.14
0.14
0.14

Sensitivity

Specificity

1
1
0.5
1
1
0.43
0.92
1
0.82
1
0.79
1
0.5
0.86
0.53
0.81

1
1
0.89
1
0.55
0.80
0.67
0.73
0.86
0.98
1
0.62
0.90
0.66
0.90
0.77

Overall
Accuracy
1
1
0.86
1
0.62
0.74
0.70
0.79
0.75
0.99
0.92
0.66
0.88
0.69
0.84
0.76

Average
Accuracy
1
1
0.70
1
0.77
0.61
0.80
0.87
0.84
0.99
0.90
0.81
0.70
0.76
0.72
0.79
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Table 4.5: Optimal threshold selection for each camera angle under color corrected, uncompressed images.
Where the same camera is listed multiple times, a tradeoff between specificity and sensitivity exists, so
both are shown. If a third option has the highest average accuracy, it is shown as well. For those
formations with multiple listings, the parameters that are chosen for the updated analysis are in bold.
Formation
Y
Y
Y
Y
Y
W
W
W
W
Line
Line
Line
Line
Line
Line

Camera
ID
1
2
3
3
3
1
2
2
3
1
1
2
2
2
3

Sobel
Threshold
0.08
0.04
0.02
0.08
0.04
0.08
0.06
0.08
0.04
0.04
0.06
0.02
0.08
0.03
0.08

Canny
Threshold
0.13
0.13
0.11
0.14
0.13
0.13
0.13
0.13
0.13
0.12
0.15
0.11
0.14
0.15
0.12

Sensitivity

Specificity

1
1
1
0.5
0.93
1
1
0.90
1
1
0.62
1
0.7
0.9
1

0.86
1
0.57
0.99
0.85
0.92
0.90
0.97
0.96
0.78
0.92
0.67
0.94
0.84
0.86

Overall
Accuracy
0.86
1
0.62
0.92
0.86
0.92
0.91
0.95
0.97
0.78
0.82
0.69
0.92
0.84
0.87

Average
Accuracy
0.93
1
0.79
0.74
0.89
0.96
0.95
0.93
0.98
0.89
0.77
0.84
0.82
0.87
0.93

Table 4.6: Optimal threshold selection for each camera angle under color corrected, compressed images.
Where the same camera is listed multiple times, a tradeoff between specificity and sensitivity exists, so
both are shown. If a third option has the highest average accuracy, it is shown as well. For those
formations with multiple listings, the parameters that are chosen for the updated analysis are in bold.
Formation
Y
Y
Y
Y
Y
W
W
W
W
W
Line
Line
Line
Line
Line

Camera
ID
1
2
3
3
3
1
2
2
3
3
1
1
2
2
3

Sobel
Threshold
0.06
0.08
0.02
0.08
0.04
0.08
0.05
0.08
0.04
0.08
0.03
0.03
0.04
0.08
0.08

Canny
Threshold
0.13
0.13
0.12
0.10
0.13
0.13
0.15
0.13
0.13
0.13
0.11
0.14
0.15
0.14
0.13

Sensitivity

Specificity

1
1
1
0.67
0.87
1
1
0.93
1
0.79
1
0.93
1
0.75
1

1
1
0.70
0.96
0.85
0.96
0.73
0.88
0.67
0.92
0.92
0.95
0.86
0.96
0.80

Overall
Accuracy
1
1
0.72
0.92
0.84
0.96
0.76
0.87
0.77
0.82
0.93
0.92
0.86
0.95
0.83

Average
Accuracy
1
1
0.85
0.81
0.86
0.98
0.87
0.91
0.83
0.85
0.96
0.94
0.93
0.85
0.90
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Table 4.7: New detection scores with the optimal thresholding levels selected for each subgroup as defined
in Tables 4.3-4.6.
Group
Y Camera 1
Y Camera 2
Y Camera 3
W Camera 1
W Camera 2
W Camera 3
Line Camera 1
Line Camera 2
Line Camera 3
Not Color Corrected and
Uncompressed
Not Color Corrected and
Compressed
Color Corrected and
Uncompressed
Color Corrected and
Compressed
All Not Color Corrected
All Color Corrected
All Uncompressed
All Compressed
All Images

Sensitivity
1
1
0.81
1
0.98
0.99
1
0.97
0.92

Specificity
0.97
1
0.78
0.97
0.74
0.81
0.89
0.75
0.81

Overall Accuracy
0.97
1
0.78
0.97
0.77
0.86
0.89
0.76
0.83

Average Accuracy
0.98
1
0.79
0.98
0.86
0.90
0.95
0.86
0.87

0.96

0.85

0.86

0.90

0.91

0.85

0.86

0.88

0.98

0.88

0.89

0.93

1

0.85

0.87

0.93

0.94
0.99
0.97
0.95
0.96

0.85
0.87
0.87
0.85
0.86

0.86
0.88
0.87
0.87
0.87

0.89
0.93
0.92
0.90
0.91
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Now that we have analyzed our data and done our best to optimize our detection parameters, we still have
the remaining task of analyzing the nature of our incorrectly labeled components. The easiest way to do
this is to randomly select a subset of our testing images, to see where the labels occur. Thus, using a
random number generator, we have selected nine images from our testing image database for visual
inspection of the detection results. These images, as well as their detection results can be seen in Figure
4.10.
From the randomly selected data shown in Figure 4.10, as well as the other images that are not shown here,
two things are immediately evident. The first is that the spatially variant light source and reflections have a
significant impact on the detection accuracy, just as they did on the segmentation accuracy. Specifically,
the second, third, and eighth rows of Figure 4.10 show false positives along the lines of the brightest
reflected areas. This further increases the argument that spatially invariant lighting is of large importance
to the application’s success, even though ensuring that the lighting complies with this constraint may be
quite a challenge of its own.
Secondly, we can clearly see that many nests are detected along the borders of the simulation bin. In the
third, seventh, eighth, and ninth rows, we can see some components have been selected because they lie on
the edge of the simulation bin. The reasoning for this is obvious, as these components will have a large
number of edge pixels. Most of these classifications are irrelevant, as they lie in our “don’t care” region,
and would be dismissed by the actual application’s algorithm for that reason. However, it is important that
if any known edges appear in the camera’s viewing area, their existence must be taken into account or they
will likely cause significant reductions in classification success.
Even with relatively even lighting, and with known edges taken into account, scratches or other
malformations may result in non-ideal detection. From our sample images, this is most clearly seen in the
fourth row. Comparatively speaking, the lighting in this image is relatively even. However, due to the
existence of a scratch on the imaging plane, which can be seen due to the high resolution, this component
registers as a nest. In the same image, an area where coolant residue lies but with no coolant flowing over
it is also calculated as a nest. This is another malformation which causes a false positive.

4.3.4 Detection Refinement
Though we will not actually apply these methods here, as our nest detection algorithm has, in our opinion,
already proven to be satisfactory, we do have two additional ideas as to how this detection method could be
refined to produce even more reliable results.
First of all, as we will discuss in the next section, while the nests do not have a reliable enough shape to use
as any type of primary detection method, they do tend to have an elliptical shape that tends more towards
spherical than elongated. Therefore, if we fashion an ellipse with the same centralized second moment as
these detected components, we can then calculate its eccentricity. The components that represent nests
should have a reasonably low eccentricity. Very elongated components, such as the aforementioned
scratches and edges, will have very high eccentricity measurements. An eccentricity threshold could thus
be added to eliminate many of these erroneously classified nests.
A second refining method may be that of temporal intersection. If we assume that a random component
will not incorrectly appear with nest-like features in consecutive frames, we can perform an intersection of
the detection images of the last few frames to estimate a current size. The obvious downside to this is that
any false negative will propagate through multiple frames, but that is one of the reasons we tend to prefer
higher sensitivity to specificity. If we have maximum possible sensitivity, then this temporal intersection
will have an almost negligible effect in terms of decreasing system sensitivity, but it should significantly
increase the system specificity.
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Figure 4.10: Randomly selected detection results. The first column shows the 9 random images that were
selected for display. The second column shows the correlated segment results. The third column shows the
ground truth by which we are grading our detection algorithm (as mentioned earlier, red denotes nest, blue
denotes non-nest, and green is ignored). The fourth column is just a binary image showing the components
that the detection algorithm has identified as nests. The fifth column is simply the fourth column overlaid
onto the first column so that the location of the identified components is more easily seen.
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4.4 Three-Dimensional Reconstruction
Once we have determined where the nests are in the image, we must determine the size of these nests. In
this section, we approach algorithm selection differently. The stereo approaches as discussed in Chapter 2
are excellent and accurate methods of reconstructing a three-dimensional model from two-dimensional
images. However, these setups require the cameras to have a difference in angle that is too small for the W
and Y formations, even utilizing wide baseline methods. In addition, without utilizing hardware, which is
beyond the scope of this document, stereo methods may have issues with computation time. Therefore, we
must develop a method whereby we can obtain a three-dimensional representation of the target nests
without the benefit of stereo imaging.
In this section we describe our own developed reconstruction approach that allows each camera to estimate
the size and location of nests. These estimations will then be fused in Section 4.5 to generate a single,
accurate estimate. Rather than evaluate the various three-dimensional reconstruction methods, we instead
focus on the accuracy of our developed method. The main reason that we will not be testing the other
single-camera methods is that we have a priori knowledge of the camera and imaging surfaces. By
necessity, with this extra knowledge, our method will be more accurate than the others if our algorithm has
any merit. Thus, rather than comparing various other methods of reconstruction, we instead compare the
accuracy of each camera formation to determine which formation is more likely to give us more accurate
estimates.

4.4.1 Reconstruction Approach
The reconstruction approach presented here uses a priori knowledge of the camera and imaging surface
parameters as well as the nest features in order to create a three-dimensional model of the nests from a
single image. The reconstructed models from each of the three cameras will then be fused to obtain a
single fused model for the system. The fusion method will be discussed in Section 4.5.
Since this is a staged application, we can know in advance the location of the imaging plane. In addition,
based upon experimentation, we know that the nests tend to have an ellipsoidal shape that is near-spherical.
Therefore, from this assumption, we can estimate a sphere that would yield a similar image to the one that
was acquired. However, though the nests are near-spherical, yet not perfectly so, we actually want to
estimate a sphere that would encompass the nest.
To do this, we use the same transformation algorithms that we used in describing the calibration process in
Section 2.1. Since we have already calibrated the cameras, we can use these parameters to assist us in
transformation of the image coordinates of the nest to world coordinates. As described earlier, the task of
converting from the camera axes to the world axes (or world axes to camera axes) is simply a matter of
applying the extrinsic rotation and translation parameters to the conversion equation. In addition, to
convert from a normalized coordinate to a pixel coordinate, we need only to apply the intrinsic parameters
to the conversion equations.
However, these processes are defined for converting from the world coordinates to the image coordinates.
Since we only have the image coordinates, we must reverse the process. However, in doing so, we
encounter two issues. The first is that there is not a closed algebraic expression to convert from image
coordinates to normalized coordinates. This is a relatively minute issue, as we can still perform the
conversion using an iterative process that is a part of the Cal Tech Calibration Toolbox.
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Once we have obtained the normalized pixel coordinate xn, we need the z-coordinate of the camera
coordinates in order to convert from xn to the camera coordinate system. Unfortunately, obtaining this
value is nontrivial. If we could know this z-coordinate, nest detection and modeling would be trivial (as we
could detect a nest strictly by its global z-coordinate). What we can know in advance, however, is the zcoordinates of the target plane (which, for this application, is the actual sluicing bin). If we know the (x, y,
z) coordinates for all points on the target plane that map to a camera pixel, we can calculate the zcoordinate at that pixel. Thus, as part of our calibration, we need to find a point on the target plane that
maps to each pixel, and find its z-coordinate in the camera axes. This is an iterative process that is highly
dependent on the design of the target plane and the location of the cameras. Essentially, we simply step
through all global x and y points on the sluice (using a sampling step that is small enough to ensure every
pixel ultimately gets a z-value). We should know the z-value at that (x, y) coordinate. We then use the
aforementioned steps to convert the coordinate to a pixel. If this pixel exists in the camera field of view,
we store the camera z-coordinate associated with this pixel. After the entire field of view has been swept,
we should have a filled matrix of z-coordinates with each element associated with a particular pixel. Of
course, this will only give us accurate coordinates in the global axes if we are only imaging the target plane.
If we need to determine the actual location of the nest itself, we cannot simply map points of the nest to the
global axes, as we do not know the z-coordinate of the nest pixels. However, we can map the edges of the
nest to the target plane. Essentially, the goal is to use the points directly outside the nest to determine the
radius of the nest. As we will show shortly, if we have the radius of the nest, we should have enough
information to derive a close estimate for the nest center.
Let us begin with a nest N. We calculate the centroid of this nest (in the pixel coordinates) and define it as
mCP. We then calculate the major axis of an ellipse with the same centralized second moment as the nest.
Using this major axis, we draw a circle around the nest, centralized at mCP, and with a diameter equal to the
length of the calculated major axis. We then find m1P, a point with a distance from mCP equal to half of
this major axis length. Essentially, we are identifying a point just outside of the nest region. From this
point, we need to find our projected values for the pixel’s z coordinate. Finding this value is simply a
matter of looking up the value from the calculated matrix that we mentioned in the previous paragraph. We
find z0, the z-coordinate associated with mCP, and we find z1, the z-coordinate associated with m1P. After
finding these two coordinates, we now normalize both points using the aforementioned normalization
function to obtain mC and m1, normalized coordinates defined as follows:
m C  xC

yC T , m 1  x1

y1 T

(4.5)

Now, using these definitions, we define three points. The three points are the projections of mC and m1 to
points along the planes defined by z0 and z1. Specifically, we define these three points as follows:
P1  x1 z 0

y1 z 0

z 0 T , P2  x1 z1

y1 z1

z1 T , P3  xC z 0

yC z 0

z 0 T

(4.6)

Now, if we define D(P1, P2) as the Euclidean distance between P1 and P2, and we define d as the Euclidean
distance between mC and m1, we can begin our calculation to derive our position and radius. It should be
noted that the purpose of having the variable d is that for any projection of mC and m1 to identical zcoordinates, the distance between these projected points is simply the z-coordinate multiplied by d.
Now, our final goal is to derive the parameters for this estimated nest. The main goal is to calculate the
radius, and the calculation of position is fairly trivial from that point. Using the diagram shown in Figure
4.11, we need to calculate the two angle values, α and β, and from that calculate the value of r and Δz.
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Figure 4.11: A cross-section of the imaging setup used to determine the radius of an estimated nest. The
values of all variables are mainly dependent upon the angle of the camera relative to the target plane. The
intersection of all the lines at the bottom right of the image represents the location of the camera. The Z0
Line is the cross-section of the plane defined by z=z0. The parallel line simply represents the cross-section
of the plane defined by the z value of the center of the sphere. Since we are calculating this distance, we
can only know that it is parallel to the other line, which is significant for geometric purposes.
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From Figure 4.11, our first goal is to derive the angles α and β. Using standard trigonometric identities,
this is a fairly trivial task. The calculation of these angles is shown in the following equations:
 D 2 (P1 , P2 )  D 2 (P1 , P3 )  D 2 (P2 , P3 ) 
  90
  cos 1 


2  D(P1 , P2 )  D(P1 , P3 )



 D(P1 , P3 ) sin(  90 ) 

  90  2   sin 1 


D(P2 , P3 )



(4.7)

(4.8)

Now, from Figure 4.11 and these angle calculations, we can arrive at a calculation for r using two different
equations. If we let z denote the camera z-coordinate at the center of the sphere such that Δz=z-z0, then we
can use our two different projections of r from Figure 4.11 to arrive at the following two equations:
r  zd cos 
r  ( z  z 0 ) cos(   )

(4.9)
(4.10)

Rearranging the variables in these equations, we can calculate z in terms of our known variables (α, β, and
z0), from which we can derive equations for r and Δz, as shown in the following three equations:
z

z0 cos(   )
cos(   )  d cos(  )

(4.11)

r

z 0 d cos(   ) cos(  )
cos(   )  d cos(  )

(4.12)

r
cos(   )

(4.13)

z 

4.4.2 Reconstruction Evaluation on Test Images
To begin, we first test this method on our three-dimensional testing setup mentioned in Section 3.2.4. As
described in that section, we used racquetballs, which have a known diameter of 2.25 inches as our images
for testing the algorithms. Figure 4.12 and Figure 4.13 show visual results from each camera angle. The
numerical values for each nest in terms of position and radius for each angle are shown in Tables 4.8 and
4.9. It is important to note that due to the spherical nature of racquetballs, they tend to shift after being
placed on the calibration target. Therefore, the ground truth for location is not completely obtainable. Our
ground truth is thus obtained from visual inspection of the images. Also, simply to ensure that
segmentation and detection errors do not come into play while testing this algorithm, we have simulated the
segmentation and detection results. Those simulated results are also shown in Figures 4.12 and 4.13.
Our next step is to perform this same type of testing reconstruction on nests. We have taken nests and
placed them on the same calibration target as we did with the racquetballs. As opposed to the racquetballs
which had a known radius and a more ambiguous location, the nests have a precise location, but the radius
can be heavily dependent on the angle. Thus, the ground truth for the radius is not exactly known, and the
acceptable margin of error is thus greater. Figures 4.14 and 4.15 show the results from these experiments,
and Tables 4.10 and 4.11 show the respective numerical measurements.
We should also mention here that the execution time for this estimation using MATLAB on a slower
computer averages around 0.2s. Written in C and run on a modern computer, the execution time should be
near negligible.
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Figure 4.12: Results from the first test of the three-dimensional reconstruction algorithm. The top three
rows show the three camera angles for the first Y formation experiment, the middle three rows show the
three camera angles for the first W formation experiment, and the bottom three rows show the three camera
angles for the first line formation experiment. The first column shows the input image. The second
column shows the input image with a blue circle overlaid on the “nests.” The third column shows the
simulated detection results, where the green circles represent the “nests.” The fourth column shows the
input image rectified to the global coordinates. The black in the middle of these images represents an area
that is hidden from view by the objects in the frame. The fifth column shows green circles overlaid on the
rectified images that represent the measured location and size of the “nests.”
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Figure 4.13: Results from the second test of the three-dimensional reconstruction algorithm. The top three
rows show the three camera angles for the first Y formation experiment, the middle three rows show the
three camera angles for the first W formation experiment, and the bottom three rows show the three camera
angles for the first line formation experiment. The first column shows the input image. The second
column shows the input image with a blue circle overlaid on the “nests.” The third column shows the
simulated detection results, where the green circles represent the “nests.” The fourth column shows the
input image rectified to the global coordinates. The black in the middle of these images represents an area
that is hidden from view by the objects in the frame. The fifth column shows green circles overlaid on the
rectified images that represent the measured location and size of the “nests.”
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Table 4.8: Measurement results from the first three-dimensional reconstruction algorithm. Note that in
these experiments, the ground truth of the radius is exact, but the ground truth x and y coordinates have a
margin of error of 0.5 inches, as they are determined by visual inspection of the captured frames.

Formation
Y

W

Line

Measurement
x (in.)
y (in.)
radius (in.)
x (in.)
y (in.)
radius (in.)
x (in.)
y (in.)
radius (in.)

Camera 1
Nest 1 Nest 2
4.234
8.994
2.918
5.891
1.096
1.108
1.845
8.675
2.229
5.907
1.115
1.083
2.843
7.880
3.728
1.531
1.065
1.114

Camera 2
Nest 1 Nest 2
3.992
8.770
2.944
5.907
1.083
1.119
2.041
8.344
2.428
5.764
0.927
1.054
2.866
8.081
3.755
1.521
1.099
1.099

Camera 3
Nest 1 Nest 2
4.529
9.183
2.819
5.940
0.894
1.207
1.695
8.654
2.264
5.983
1.106
1.096
2.796
7.988
3.779
1.499
1.111
1.110

Ground Truth
Nest 1 Nest 2
4.250
8.900
2.900
6.000
1.125
1.125
1.500
8.500
2.100
5.750
1.125
1.125
3.000
8.250
3.900
1.500
1.125
1.125

Table 4.9: Measurement results from the second three-dimensional reconstruction algorithm. Note that in
these experiments, the ground truth of the radius is exact, but the x and y coordinates have a margin of error
of 0.5 inches, as they are determined by visual inspection of the captured frames.

Formation
Y

W

Line

Measurement
x (in.)
y (in.)
radius (in.)
x (in.)
y (in.)
radius (in.)
x (in.)
y (in.)
radius (in.)

Camera 1
Nest 1 Nest 2
9.103
3.307
2.048
5.483
1.097
1.065
7.570
2.194
1.737
5.822
1.118
1.135
5.214
6.691
1.409
5.606
1.081
1.091

Camera 2
Nest 1 Nest 2
8.932
3.055
2.002
5.571
1.139
1.064
7.012
2.374
2.016
5.482
0.935
0.926
5.298
6.770
1.425
5.649
1.133
1.115

Camera 3
Nest 1 Nest 2
9.124
3.694
1.985
5.003
1.112
0.957
7.531
2.160
1.734
5.924
1.107
1.127
5.270
6.690
1.423
5.608
1.104
1.107

Ground Truth
Nest 1 Nest 2
9.100
3.100
2.000
5.750
1.125
1.125
7.500
2.000
1.600
5.750
1.125
1.125
5.500
6.800
1.300
5.750
1.125
1.125
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Figure 4.14: Results from the third test of the three-dimensional reconstruction algorithm. The top three
rows show the three camera angles for the first Y formation experiment, the middle three rows show the
three camera angles for the first W formation experiment, and the bottom three rows show the three camera
angles for the first line formation experiment. The first column shows the input image. The second
column shows the input image with a blue circle overlaid on the nests. The third column shows the
simulated detection results, where the green ellipses represent the ellipsoidal estimation of the nests. The
fourth column shows the input image rectified to the global coordinates. The black in the middle of these
images represents an area that is hidden from view by the objects in the frame. The fifth column shows
green circles overlaid on the rectified images that represent the measured location and size of the nests.
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Figure 4.15: Results from the fourth test of the three-dimensional reconstruction algorithm. The top three
rows show the three camera angles for the first Y formation experiment, the middle three rows show the
three camera angles for the first W formation experiment, and the bottom three rows show the three camera
angles for the first line formation experiment. The first column shows the input image. The second
column shows the input image with a blue circle overlaid on the nests. The third column shows the
simulated detection results, where the green ellipses represent the ellipsoidal estimation of the nests. The
fourth column shows the input image rectified to the global coordinates. The black in the middle of these
images represents an area that is hidden from view by the objects in the frame. The fifth column shows
green circles overlaid on the rectified images that represent the measured location and size of the nests.
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Table 4.10: Measurement results from the third three-dimensional reconstruction algorithm. Note that in
these experiments, the ground truth x and y coordinates have a margin of error of roughly 0.1 inches, as the
nests were placed in precise locations, but due to the shape of the nests and human error, the center could
be off of those precise locations by a small margin. The ground truth radius value should have a margin of
error that is somewhat larger, which is about 0.25 inches. The radius was measured with a tape measure
between the furthest two points, and depending upon the camera angle and nest orientation, the radius value
may reasonably fluctuate around the ground truth value.

Formation
Y

W

Line

Measurement
x (in.)
y (in.)
radius (in.)
x (in.)
y (in.)
radius (in.)
x (in.)
y (in.)
radius (in.)

Camera 1
Nest 1 Nest 2
9.154
3.288
6.216
3.436
1.320
1.943
9.387
2.440
5.667
3.225
1.241
1.425
7.391
2.967
5.880
3.678
1.380
1.477

Camera 2
Nest 1 Nest 2
8.165
1.549
6.124
3.529
1.181
1.637
8.735
2.541
5.259
3.181
1.248
1.201
7.828
3.101
6.031
3.658
1.193
1.425

Camera 3
Nest 1 Nest 2
8.434
2.009
5.670
2.767
1.284
1.568
9.107
2.274
5.980
3.348
1.232
1.413
7.765
2.834
5.917
3.688
1.258
1.730

Ground Truth
Nest 1 Nest 2
8.000
3.000
6.000
4.000
1.125
1.625
8.000
3.000
6.000
4.000
1.125
1.625
8.000
3.000
6.000
4.000
1.125
1.625

Table 4.11: Measurement results from the fourth three-dimensional reconstruction algorithm. Note that in
these experiments, the ground truth x and y coordinates have a margin of error of roughly 0.1 inches, as the
nests were placed in precise locations, but due to the shape of the nests and human error, the center could
be off of those precise locations by a small margin. The ground truth radius value should have a margin of
error that is somewhat larger, which is about 0.25 inches. The radius was measured with a tape measure
between the furthest two points, and depending upon the camera angle and nest orientation, the radius value
may reasonably fluctuate around the ground truth value.

Formation
Y

W

Line

Measurement
x (in.)
y (in.)
radius (in.)
x (in.)
y (in.)
radius (in.)
x (in.)
y (in.)
radius (in.)

Camera 1
Nest 1 Nest 2
9.803
2.610
2.031
6.989
1.428
1.894
9.236
1.130
1.620
6.438
1.382
1.263
8.091
0.783
2.074
6.399
1.362
0.975

Camera 2
Nest 1 Nest 2
8.715
0.501
2.112
7.237
1.829
1.381
8.321
1.608
1.712
5.798
1.099
0.909
8.733
0.956
2.159
6.741
1.488
1.277

Camera 3
Nest 1 Nest 2
8.860
1.375
1.634
6.209
1.491
1.043
8.753
0.964
1.255
6.608
1.391
1.326
8.999
1.023
2.114
6.446
1.632
1.094

Ground Truth
Nest 1 Nest 2
9.000
1.000
2.000
7.000
1.500
1.250
9.000
1.000
2.000
7.000
1.500
1.250
9.000
1.000
2.000
7.000
1.500
1.250
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From the data in our tables, a few trends become noticeable. First of all, from Tables 4.10 and 4.11 we can
see that in the nest experiments (those shown in Figures 4.14 and 4.15), the closer the radius gets to the
ground truth, the closer the position tends to be to the ground truth. This is only logical, as the length of the
radius is the crucial piece of data that we use for determining position, and so as the radius value strays
further from the ground truth, the position will stray as well.
Secondly, a disproportionate amount of error becomes prevalent in the Y formation’s Camera 3 and the W
formation’s Camera 2. The reason for this is poor calibration. When the calibration data was acquired, a
portion of the image did not have enough frames with the calibration target in its area, and this caused some
of the distortion parameters to become excessively large. This emphasizes the importance of complete
calibration. If a camera is not properly fully calibrated, then it will not give the most accurate results that
are possible. However, although this extra error was unplanned, it will give us a better opportunity to test
our fusion method.
Thirdly, as expected, in the nest experiments, the position error is somewhat greater than in the racquetball
experiments. Even though, in theory, the ground truth position value of the nest experiments has less error
than the racquetball experiments position value, the nature of nests and their much more complicated shape
introduces increased measurement error. First of all, the simulated detection ellipses were created by a
third party so as to remain unbiased. This may mean that the visual center of the simulated detection
results may not be the actual centroid of the nest. Secondly, while the nests in each formation correlate
between each camera, they do not necessarily correlate across formations, even though the same nests were
used. This is because, due to the ellipsoidal nature of the nests, orientation of the nest with regards to the
camera can result in the same nest appearing to be differing sizes. Thirdly, in the experiments, the nests
were placed visually at the ground truth locations. However, the actual center and the perceived center may
have differed, and thus introduced further human error.
With these results now in hand, we must further make a determination as to how reconstruction values are
evaluated. While ideally both the radius and position would match the ground truth, as long as the radius is
close to the ground truth, it should be considered a successful reconstruction. The reason for this is that in
our application, we are mainly concerned with the size of the nests. The radius value determines our
estimated size of the nest. The main purpose of having a position measurement is that a machine may be
able to dislodge a stuck nest if it knows where it is. However, any machine designed to do this should be
able to have a decent margin of error in terms of position. Therefore, our primary concern in evaluating our
estimated nests is the accuracy of the radius.
If we ignore the two aforementioned poorly calibrated cameras (Y Formation Camera 3 and W Formation
Camera 2), we can see from the racquetball experiments that the largest error found in radius value is 0.06
inches. This is, in our opinion an acceptable margin of error considering that the segmentation was
simulated, thus potentially leaving out pixels of the racquetball, which would mean that the radius should
be smaller. In an image that is roughly 18 inches by 18 inches, an error of 0.06 inches would be an error of
one pixel per 300. This is within the segmentation error of any segmentation method. Therefore, we claim
that our reconstruction algorithm is valid for actual spherical objects.
Evaluating the nest experiments is somewhat trickier. Since, as mentioned earlier, the size of the nest may
appear to be different depending upon the nest orientation with respect to the camera, fluctuating radius
values are bound to occur. However, if we use our radius error of 0.25 inches in the ground truth of these
experiments and we ignore the poorly calibrated cameras, only 4 of the 28 radius values fall outside of that
range, and three of those four err on the side of too large, which is a preferable error. The one that errs on
the side of too small is only barely outside of the margin for error. Due to the many sources of error
mentioned earlier, we feel that these results validate our reconstruction method for this application.
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4.4.3 Reconstruction of Simulation Images
Now that we have applied our three-dimensional reconstruction to our test images, we need to apply this
same algorithm to our actual acquired video sequences to evaluate the results. A few major issues occur
when using our real data. First of all, in our test data, we simulated the detection with ellipses. In our
actual simulation, the detection is much less ideal. In addition, we had no false positives or false negatives
in our test data, and we have those in our simulation. Thus, we may have more nests in our images than
actually exist, or a camera could miss an existing nest.
Along these same lines, when evaluating our detection method, we had several areas of ground truth that
we labeled as “don’t care.” We had two different reasons for doing this. The first was that some areas of
background would be labeled as nests, but would ultimately be ruled out due to their location. The second
is that some segments contained significant amounts of both nests and non-nests. Both of these “don’t
care” areas can add significant error. For the sake of completion, we are not yet removing these “don’t
care” nests. However, the nests near the edges could be safely ignored in the actual application.
To show an example of three-dimensional reconstruction of the actual simulation, we have chosen a
selected frame from each of the three formations. The results of that reconstruction are shown in Figure
4.16. From this figure, we can see the impact of some key features. First of all, we have not yet removed
the detection from the backgrounds. The detections of background items, as well as the detection of the
sluicing bin border add several extraneous nests that can be deleted in an automated manner by simply
analyzing the location of the detected object.
Secondly, we have some obvious errors that are due to false positives in the area of interest. We make
assumptions when estimating nests that the region is ellipsoidal tending towards spherical. If a false
positive exists that defies this assumption, such as the long, thin false positive seen in the first row of
Figure 4.16, then the estimated nest could be enormous, as the major axis of the equivalent ellipse is used
as the diameter of the nest. Therefore, the large, erroneous nests seen in the rectified figures are not a result
of a poor reconstruction algorithm, but rather of imperfect segmentation and detection. Use of some of the
suggestions for improving segmentation and refining detection from the previous sections in the true
application could alleviate some of this potential for a small error to become a large one.
Specifically, we can see the long strip in the first row of Figure 4.16 adds a large second nest to the
estimated reconstruction. This error is simply due to the complexities of the image, but it would likely be
removed if any type of eccentricity filter were to be used. A false positive in the third row of the figure
adds another unwanted nest. This unwanted nest is found because of the drastic changes in lighting. If
proper, spatially invariant light or even any lighting that would be less reflective were to be used, this false
positive would likely not occur. A similar problem can be seen in the eighth row of the figure. This one is
a little trickier, as the segment contains both significant nest and non-nest portions. However, the obvious
culprit behind the poor grouping is the starkly changing light intensity. Again, if lighting were to be
improved, this false positive would likely not occur.
With perhaps the exception of the images from the fifth row, all other false positives are related to lying on
the edge of the sluicing bin. We show them here simply to emphasize the effect that the false positives can
have. However, ultimately, simply because of their position, we would remove them at the detection phase.
For this reason, when we fuse our data, we will ignore these edge-related false positives. Our fusion will
only consider the false positives in the area of interest.

119

Figure 4.16: The three-dimensional reconstruction estimations for actual simulation scenes. The first three
rows represent the same frame from the three Y formation cameras, the middle three rows represent the
same frame from the three W formation cameras, and the bottom three rows represent the same frame from
the Line formation cameras. The first column is the original image and the second is the detection results
overlaid on the image. The third column shows the estimated circles overlaid on the original image. The
fourth column shows the image rectified to global coordinates. The black in these images represents the
portions of the imaging plane that are hidden by the detected nests. The fifth column shows the rectified
images with the estimated nest sizes overlaid on them.
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4.5 Data Fusion
Now that each camera has estimated the size of the nest, we want to find a way to fuse each camera’s
estimate into a single estimate that will hopefully be more accurate. As mentioned in Section 2.5, fusion
consists of two main portions: data association, and data optimization. Here we choose a method for both
aspects of fusion and judge the improvement that comes from the fused method.

4.5.1 Data Association Method
We have two things to consider when deciding upon our data association method. The first is the fact that
with the processing time consumed in segmentation and detection, processing time is at even more of a
premium at this point in the pipeline. Thus, if we can utilize a simple method for association, it would be
to our advantage. The simplest method of association is the use of a distance metric. Essentially, only one
nest can occupy a given space at a given time. Thus, any nests that have centers within the distance of their
radii, then they will be associated. However, though Euclidean distance would be the most precise method
of measuring these distances, Euclidean distance is slightly computationally expensive, especially when
used for a large collection of items. Therefore, we are using the Manhattan distance metric instead. The
Manhattan association algorithm claims association between nests if the difference in x coordinates is less
than the sum of the radii of the two nests and if the difference in y coordinates is less than the sum of the
radii. Looking at our reconstruction tables, we can see that we will get perfect results in all of the tests by
using this algorithm.

4.5.2 Data Fusion Method and Parameter Selection
As mentioned in the previous subsection, execution time is at a premium by this point. Thus, our fusion
method also needs to be computationally cheap. Especially given the relative accuracy of the testing results,
complex methods are likely not needed. We simply want to refine these already good results. The simplest
way to refine these results is to perform a weighted average. Given the xn, yn, and rn value for the nest from
camera n, and given weight wn for this camera, the weighted fusion is given by Equation 4.14. Now that
we have our method, we simply need to determine the weights for each camera angle.
w1  w2  w3  1
x fused  w1 x1  w2 x 2  w3 x 3
y fused  w1 y1  w2 y 2  w3 y 3

(4.5)

r fused  w1 r1  w2 r2  w3 r3

We can actually tell from the error measurements from the calibration results which camera angles are
better calibrated than others. From our analysis, all of the Camera 1 angles are predicted to be less accurate,
as they have a much larger errors for the radial distortions than the other angles. Similarly, Y Formation
Camera 3 and W Formation Camera 2, the cameras that have much more error-prone results, show a similar
large error margin for a radial distortion measurement. By analysis of this, we show that these two cameras
should likely be dismissed, and Camera 1 in each formation should have a smaller weight than the other,
more reliable angles. The specific selection of these weights will be by experimentation. We are using the
racquetball experiments to determine our weights, and then we will test these weights with the nest
experiments. Since our primary goal is to minimize the error of radius measurement, and since our ground
truth radius value is exact, whereas our ground truth location value has some error, our weights are simply
chosen by finding the weights where the minimum average radius difference value lies. However, we also
measure the Euclidean distance between centers. Figures 4.17 through 4.19 show these measurements, and
Table 4.12 shows the resulting optimal weights derived from these figures.
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Figure 4.17: The error measurements for varying weights of the Y Formation cameras. The blue
represents the Euclidean distance in inches between the estimated racquetballs and measured racquetballs.
The green represents the difference in estimated and actual radius length. The resolution of these weighted
values is 0.01. Due to the way the plot is constructed, each increase in integer value of the x axis represents
an increase in w1 of 0.01. For each increase in w1, each possible value of w2 (limited to 2 decimal places)
is chosen. These weights are the fractional portion of the x coordinate.
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Figure 4.18: The error measurements for varying weights of the W Formation cameras. The blue
represents the Euclidean distance in inches between the estimated racquetballs and measured racquetballs.
The green represents the difference in estimated and actual radius length. The resolution of these weighted
values is 0.01. Due to the way the plot is constructed, each increase in integer value of the x axis represents
an increase in w1 of 0.01. For each increase in w1, each possible value of w2 (limited to 2 decimal places)
is chosen. These weights are the fractional portion of the x coordinate.
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Figure 4.19: The error measurements for varying weights of the Line Formation cameras. The blue
represents the Euclidean distance in inches between the estimated racquetballs and measured racquetballs.
The green represents the difference in estimated and actual radius length. The resolution of these weighted
values is 0.01. Due to the way the plot is constructed, each increase in integer value of the x axis represents
an increase in w1 of 0.01. For each increase in w1, each possible value of w2 (limited to 2 decimal places)
is chosen. These weights are the fractional portion of the x coordinate.
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Table 4.12: The optimal weights as discovered from the minimum radius errors in Figures 4.17 through
4.19. Note that this optimization procedure accomplishes the two major items that we anticipated. It
dismisses Y Formation camera 3 and W Formation camera 2 and gives a greater weight to the valid
cameras 2 and 3 than their correlated camera 1.

Y Formation
W Formation
Line Formation

w1
0.33
0
0

w2
0.67
0
0.72

w3
0
1
0.28

From these calculated weights shown in Table 4.12, we can clearly see two specific that are consistent with
our predictions. The third camera in the Y formation and the second camera in the W formation are both
given no weight, which is what we had anticipated before calculating these weights. Among the remaining
cameras, the weight of camera 1 in all three formations is lower than the other weights. We did not
anticipate the weight falling all the way to 0 in the W and Line formations, but we did claim that camera 1
would likely be given a lower weight than the others. Therefore, these weights are consistent with our
estimations. With these weights, we can now evaluate the results of fusion among the nest experiments.

4.5.3 Fusion Evaluation on Test Images
Now that we have our weights for the cameras in each formation, we can calculate our fused results. The
fusion calculation is quite simple, so little remains to be discussed. Table 4.13 shows a comparison of
results for each nest among the four testing nests. It is important to remember that accuracy in fusion
results with the nest experiments is judged more by the fused position than radius, as the radius value has
some ambiguity due to the nest not being an actual sphere. Table 4.14 shows the average error values for
each camera and fusion method as well as the standard deviation of the error.
From our fused results, we can see that our weighted average fusion method has a fairly high success rate at
attaining either the lowest or the second lowest error value. In 16 of the 24 error measurements, and in 9 of
the 12 position error measurements, the fused results fall into the bottom two values. Falling in the bottom
two is important because it is frequently the case that a particular camera will have a much more accurate
result than the others. However, it is not always the same camera that proves more accurate. Thus, we may
accept our fused result performing more poorly than a random camera, but if our fused result performs
more poorly than two random cameras, we need to carefully examine our results.
As previously mentioned, we are more interested in the accuracy in terms of position than in terms of
radius simply because the ground truth position value is more precise than the ground truth radius value, as
the radius value has some ambiguity in it due to the fact that the nests are not perfectly spherical. Among
the 12 different position values, the fused method is in the bottom two measurements in 9 of them. Upon
further inspection, we can see that two of these 3 undesirable results fall in the W formation. This is
somewhat expected, as the fused W formation result is simply the readings from camera 3. Thus, even
though we know that cameras 1 and 2 are more prone to give erroneous results, they aren’t always
excessively incorrect, and thus can occasionally produce accurate results. The problem is that we cannot
know which readings from those cameras are more accurate. Upon inspection of the remaining fused
position value that does not reach the bottom two, we can see that the fused value falls behind the simple
average value by a distance of 0.008 inches, but it still yields better results than two of the three cameras, so
it meets our desired criteria.
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Table 4.13: Comparison of fused results with each camera’s measurements and with a simple average. The
error terms for the position (x and y) are calculated as the Euclidean distance between the estimated
position and the ground truth position. The numbers in bold are the smallest error values for each position
or radius. The numbers in both bold and italics are the second smallest error values for each position or
radius. Note that in 16 of 24 measurements, the fused error value is either the smallest or second smallest
value. In addition, in 9 of 12 position values, the fused error value is either the smallest or second smallest
error. No individual camera has a higher success rate, nor does simple averaging.

Nest
Y
Formation
Nest 1
Y
Formation
Nest 2
Y
Formation
Nest 3
Y
Formation
Nest 4
W
Formation
Nest 1
W
Formation
Nest 2
W
Formation
Nest 3
W
Formation
Nest 4
Line
Formation
Nest 1
Line
Formation
Nest 2
Line
Formation
Nest 3
Line
Formation
Nest 4

Variable
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)
x (in.)
y (in.)
r (in.)

Ground
Truth
8.000
6.000
1.125
3.000
4.000
1.625
9.000
2.000
1.500
1.000
7.000
1.250
8.000
6.000
1.125
3.000
4.000
1.625
9.000
2.000
1.500
1.000
7.000
1.250
8.000
6.000
1.125
3.000
4.000
1.625
9.000
2.000
1.500
1.000
7.000
1.250

Camera
1
Error

Camera
2
Error

Camera
3
Error

1.174

0.206

0.545

0.195

0.056

0.159

0.633

1.526

1.582

0.318

0.012

0.057

0.804

0.306

0.392

0.072

0.329

0.009

1.610

0.552

0.875

0.644

0.131

0.207

1.426

1.044

1.107

0.116

0.123

0.107

0.956

0.939

0.976

0.200

0.424

0.212

0.447

0.738

0.785

0.118

0.401

0.109

0.577

1.347

0.394

0.013

0.341

0.076

0.621

0.175

0.249

0.255

0.068

0.133

0.324

0.357

0.353

0.148

0.200

0.105

0.912

0.311

0.114

0.138

0.012

0.132

0.639

0.263

0.554

0.275

0.027

0.156

Simple
Average
8.584
6.003
1.262
2.282
3.244
1.716
9.126
1.926
1.583
1.495
6.812
1.439
9.076
5.635
1.240
2.418
3.251
1.346
8.770
1.529
1.291
1.234
6.281
1.166
7.661
5.943
1.277
2.967
3.675
1.544
8.608
2.116
1.494
0.921
6.529
1.115

Simple
Average
Error
0.584
0.137
1.043
0.091
0.146
0.083
0.530
0.189
1.136
0.115
0.948
0.279
0.524
0.209
0.756
0.084
0.343
0.152
0.327
0.081
0.409
0.006
0.478
0.135

Fused
Average
8.491
6.154
1.227
2.123
3.498
1.738
9.074
2.085
1.697
1.197
7.155
1.550
9.107
5.980
1.232
2.274
3.348
1.413
8.753
1.255
1.391
0.964
6.608
1.326
7.810
5.999
1.211
3.026
3.666
1.510
8.807
2.146
1.528
0.975
6.658
1.226

Fused
Average
Error
0.515
0.102
1.010
0.113
0.113
0.197
0.251
0.300
1.107
0.107
0.976
0.212
0.785
0.109
0.394
0.076
0.190
0.086
0.335
0.115
0.242
0.028
0.343
0.024
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Table 4.14: The mean and standard deviation of each camera angle as well as the fused and simple
averages. Note that the average and standard deviation should be considered collectively, as a small
deviation from a large mean error is worse than a larger deviation from a small mean error. Also note that
in the Y and W formations, the fused average performs as well or better than the simple average or any
individual camera. In the line formation, the fused average has a mean error that is 0.001 inches larger than
camera 2, but it also has a slightly smaller standard deviation.

Formation
Y

W

Line

Error Term
Position Average
Position Standard Deviation
Radius Average
Radius Standard Deviation
Position Average
Position Standard Deviation
Radius Average
Radius Standard Deviation
Position Average
Position Standard Deviation
Radius Average
Radius Standard Deviation

Camera 1
1.055
0.375
0.307
0.213
0.852
0.381
0.112
0.066
0.624
0.208
0.204
0.062

Camera 2
0.648
0.522
0.132
0.121
1.017
0.220
0.322
0.119
0.276
0.067
0.077
0.074

Camera 3
0.849
0.458
0.108
0.079
0.815
0.269
0.126
0.051
0.318
0.161
0.132
0.018

Simple
Average
0.576
0.318
0.125
0.042
0.841
0.227
0.172
0.077
0.389
0.060
0.093
0.057

Fused
Average
0.472
0.343
0.178
0.080
0.815
0.269
0.126
0.051
0.277
0.064
0.063
0.038

Further, upon analysis of Table 4.14, we can see that the fused average definitely is an improvement upon
simple averaging or any individual camera’s viewpoint. Even with the W formation in which we are only
using camera 3, we still have a smaller error in position than the simple average or either of the other
cameras. In the line formation, we hit a slight snag because camera 2 has a smaller position error than our
fused average. However, the difference is only 0.001 inches, and the standard deviation in the fused results
is slightly lower than that of camera 2. In addition, the radius error mean is smaller with a lower standard
deviation in the fused results than in camera 2. Thus, we judge this fusion to be a success.
Figures 4.20 and 4.21 show examples of what these fused results look like on the rectified image. First, we
show what the rectified and fused background looks like. As is visible from this background, the poor
calibration of the cameras is causing some radial distortion. Thus, while the lines from the checkerboard
match fairly well near the center of the target, they are several pixels apart at the edges of the target. Again,
this emphasizes to us that with larger camera resolutions, more frames of calibration are needed.
In Figures 4.20 and 4.21 we also see these estimated nests superimposed on the rectified background to
give an idea of where the cameras estimate the nests to be. Finally, the fused nests using our calculated
weights are overlaid on our rectified background to give a visual demonstration of the fused nests. The full
fusion results of all 12 testing experiments can be seen in Figure 4.22.

4.5.4 Fusion of Simulation Images
As mentioned in the related three-dimensional reconstruction subsection, before the data is fused, we have
manually removed all of the detected objects at the edges of the simulation plane as well as the background.
This will allow us to see a more realistic approach of what the fusion results would yield. In addition, we
do not have the same type of testing data for the simulation images as we did for the test images. Therefore,
we have no reliable way to determine the appropriate weights for each camera. Because of this, we are
performing a simple average to fuse our nests here. The application of this fusion can be seen in Figures
4.23 through 4.25.
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Figure 4.20: Visual depiction of the fusion mechanism. The first row shows the three input images, which
come from the first experiment in the Y formation. The second row shows these images rectified to a
global coordinate system. The black in these images are the areas of the background that are hidden by the
“nests” in the images. The third row shows each camera’s estimation of each racquetball’s location and
size. The fourth row shows the fusion process. The left image on the fourth row is the rectified
background that can be reconstructed from the three cameras. It is essentially an average of the images in
the second row except that black regions do not contribute to the average. The middle image on the fourth
row is this background with estimated nests from all three cameras overlaid. The nests from cameras 1, 2,
and 3 are red, green, and blue respectively. The image at the bottom right is the background with the fused
nest overlaid on top. Note that the size of these fused “nests” is slightly more than 2 squares in diameter,
which is the diameter we expect from the racquetballs (2.25 in).
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Figure 4.21: Visual depiction of the fusion mechanism. The first row shows the three input images, which
come from the third test experiment in the Line formation. The second row shows these images rectified to
a global coordinate system. The black in these images are the areas of the background that are hidden by
the “nests” in the images. The third row shows each camera’s estimation of each racquetball’s location and
size. The fourth row shows the fusion process. The left image on the fourth row is the rectified
background that can be reconstructed from the three cameras. It is essentially an average of the images in
the second row except that black regions do not contribute to the average. The middle image on the fourth
row is this background with estimated nests from all three cameras overlaid. The nests from cameras 1, 2,
and 3 are red, green, and blue respectively. The image at the bottom right is the background with the fused
nest overlaid on top. Note that the rectified images are roughly 180 degree rotations from the captured
images (this can be seen by analyzing the location of the small rectangles at the edges). While accuracy
with regards to the ground truth is trickier here, visual inspection shows a relatively similar size in the nests
shown at the bottom right and the nests seen in the top right camera angle.
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Figure 4.22: Fusion results from all of the test images. The first column is the Y formation experiments,
the second column is the W formation experiments, and the third column is the Line formation experiments.
The rows from top to bottom represent the fusions from the reconstructed testing data shown in Figures
4.12 through 4.15, respectively.
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Figure 4.23: A selected example of fusion of the simulation images from the Y formation. The top row is
the input images. The next two rows are the rectified background images without and with the estimated
nests overlaid on them. The bottom left image is the merged background image. The bottom middle image
shows all the projected nests from the three cameras (red, green, and blue for cameras 1, 2, and 3,
respectively). The bottom right image shows the estimated nests after fusion. Note that the merged
backgrounds show a fairly nice fit with each other with the exception of lighting. The two erroneous
detections add two false positive nests to the fused results. Also, note that the adjoining nests at the top
right of the fused image are not merged even though they intersect. This is a direct result of using
Manhattan distance as the correlation method rather than Euclidean distance.
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Figure 4.24: A selected example of fusion of the simulation images from the W formation. The top row is
the input images. The next two rows are the rectified background images without and with the estimated
nests overlaid on them. The bottom left image is the merged background image. The bottom middle image
shows all the projected nests from the three cameras (red, green, and blue for cameras 1, 2, and 3,
respectively). The bottom right image shows the estimated nests after fusion. Note that the merged
backgrounds show a fairly nice fit with each other with the exception of lighting. As is visible from the
bottom row, the fused nests positions line up more closely with the hidden regions (the assumed center of
the nest) than any of the individual nests. Note that we also have a third nest in our fusion results due to the
erroneous detection from camera 2 due to spatially variant lighting.
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Figure 4.25: A selected example of fusion of the simulation images from the Line formation. The top row
is the input images. The next two rows are the rectified background images without and with the estimated
nests overlaid on them. The bottom left image is the merged background image. The bottom middle image
shows all the projected nests from the three cameras (red, green, and blue for cameras 1, 2, and 3,
respectively). The bottom right image shows the estimated nests after fusion. The merged background
images connect very well in this sample. Note that the fused results actually yield the three different nests
visible in the input images even though none of the three individual cameras detects three nests. Also note
that the large green nest in the bottom middle image intersects two different blue nests. However, it can
only be correlated to one of them, and thus the closer center which is the upper blue nest is chosen as the
correlating nest.
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From inspection of Figures 4.23 through 4.25, several features stand out. The most obvious item is that
false positives add a significant amount of total nest area to the images, even after fusion. This is especially
obvious in Figure 4.23, where only two nests exist in the input images, yet five nests are calculated in the
fused results. Two of these nests are completely erroneous. This problem could potentially be fixed by
requiring any nest that could be seen by multiple cameras to only be considered in the fusion if it is seen by
multiple cameras. However, this has the undesirable consequence of ignoring an existing nest if one of the
cameras fails to recognize it. For example, the uppermost nest in the fused images of Figure 4.25 is only
detected by the second camera even though it is also in the field of view of the third camera. Since we
would much rather have a false positive than a false negative, we choose to forgo this type of advanced
fusion.
A couple of complex correlation situations can also be seen in these figures. The first situation is visible in
Figure 4.23, where two intersecting nests that should correlate to the same nest are not fused. The reason
that the fusion doesn’t occur is that we are calculating their distances by Manhattan distance. Therefore,
even though the Euclidean distance is less than the sum of the radii of these nests, the Manhattan distance is
slightly larger, which excludes them from correlation. Changing the correlation metric to Euclidean
distance would result in these nests being merged, but would also add an extra time expense.
The other correlation issue that can be seen in these figures occurs in Figure 4.25. The lower two nests are
estimated as one very large nest by the second camera. This results in this estimated large nest intersecting
the two separate nests estimated by the third camera. In this situation, both of these nests could be
calculated as correlating to the large nest. However, two different nests from one camera cannot be
correlated to the same nest, as they cannot correlate to each other. To handle this situation, the large nest
was fused with the nest from camera three that had a shorter distance calculation, which in this case was the
upper nest.
A final feature that stands out is the difference estimated size of the correctly detected, correlated nests in
the three different camera angles. From the Y formation, the upper nests have significantly different sizes
even though they correlate to the same nest. This difference in size and position leads to them being
considered two different nests. On the other hand, the W formation appears to estimate very similar sizes
of correlated nests. The Line formation example cannot truly be evaluated along these lines because no
situation exists where two correlated nests were both detected with reasonable size. This is most obvious in
the bottom three rows of Figure 4.16. One would assume the sizes of the estimated nests from those results
would differ significantly. However, this makes the seemingly accurate fused results from Figure 4.25 that
much more remarkable. This is likely because, though the detection was not perfect, every positive
detection region from the line formation cameras contained mostly nest pixels. From these results, as well
as our results from test data, we recommend the W or Line formation for camera setup in the actual
application.

4.6 Data Analysis
The final step in the processing pipeline is to use the data obtained from the previous items to decide on
some action that may need to be taken. For this particular application, this means that once a nest is
determined to be too large, the machining system needs to be stopped until this nest is removed. To
determine if this nest is too large, we simply determine the volume of the nests based upon the radius that
we estimated. If mass is the issue rather than just size, a statistical analysis of the density of these nests
would be performed such that the mass could be derived from the volume. For this particular application,
the analysis is a very simple process, as volume calculation is quite trivial. Thus, no further in depth
discussion of this process is needed.
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5

Conclusions and Recommendations

Having applied our entire pipeline, we now reflect upon our application in terms of what we have
accomplished as well as our discoveries and additional ideas. In this chapter, we first review what we have
performed and described in this document. Specifically, we describe each step in the monitoring pipeline
as it relates to the topic in general and as it relates to the specific application. After this, we discuss the
conclusions that we can draw from our implementation of this application. Finally, we discuss
recommendations for any future improvement upon our tasks.

5.1 Summary
Automated machining equipment is an invaluable tool for the development of manufactured devices. The
precision and speed with which an automated machining tool can cut, bend, or otherwise modify the raw
material far exceeds that of any human. However, if some portion of the machining equipment or
machined material develops into an undesirable state such as a chip in the cutting tool or a blockage of a
drainage pipe, the results have the potential to cause damage or produce significant amounts of
unacceptable product. Therefore, these automated processes often must be overseen by someone to ensure
that any problem is stopped before it can cause significant problems. In our document, we have discussed a
pipeline that may be useful in outfitting the machining equipment with cameras that monitor the state of the
tool or the product. We then applied this pipeline to a specific machining application involving the
monitoring of nest-like shaving clusters developed by a lathe. Specifically, the application was to detect
and determine the size of all stuck nests.
For our application, we developed a simulation environment that consisted of an aluminum sheet that was
propped up at an angle and was set up to have coolant flowing down it. Nests were magnetically attached
to this sheet so that they would stick. Additional nests were then rolled down this simulation bin,
occasionally making contact with the stuck nests. When contact was made, the stuck nests would tend to
shift or even roll away.
To monitor this activity, we used three cameras, each with a different type of lens, and one with a differing
resolution than the others. The selection of these cameras and lenses was mainly due to their high quality
and resolution as well as the fact that they were capable of accepting a trigger, which we used for the sake
of synchronization.
Once the acquisition equipment was selected, we began the offline pipeline processes. The first process
that we had to consider was camera setup. This setup is very application-specific, as physical mounting
and wiring is frequently a prohibiting factor. Therefore, we arranged our cameras in three different
formations in order to judge the effect that camera location would have on detection. These were first
tested on a calibration target with racquetballs because racquetballs have a known size. Nests were then
placed on the calibration target in order to see how well the algorithms performed. Following this, we used
the same three camera formations for our actual simulation setup in order to see how these formations
would fare in a more realistic environment. The results from these different formations were certainly
different, and will be discussed in the following section.
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The other offline process that we implemented was camera calibration. In order to measure anything in the
camera’s field of view, the spatial relationship between the pixels in the acquired images and the real world
must be determined. This process was performed by acquiring images of a checkerboard-style calibration
target, with each square having sides measuring 1 inch. Using a calibration toolbox developed at Cal Tech
[Bouguet’10], we can derive the characteristics specific to the camera as well as the relationship between
the camera axes and the global axes. Unfortunately, our calibration was not as precise as we would have
liked, and this matter will be discussed in the following section.
We also wanted to consider the effect or necessity of color calibration on this process. Therefore, we also
used a Macbeth color correction chart to find the relationship between the image colors and the actual
object colors. However, due to spatially variant lighting as well as reflections on the aluminum sheet, this
color correction had limited improvement on several angles. This will be discussed in the following section
as well.
Once we had our cameras set up and calibrated, we then began our experiments. We acquired
synchronized video of two different groupings of nests. Due to time constraints that are added by writing
to disk, we acquired video both with no compression and with slight compression. As aforementioned, we
simply set coolant to flow down our simulation target and rolled nests down the target plane as well. The
magnetically attached nests would typically be only slightly affected by these added elements, but
occasionally, they would roll off the target plane completely.
With our data acquired, we began the true online application of our pipeline. First we segmented the image
in order to divide it into its various components. Although we researched many different means of
segmentation in Chapter 2, we applied one specific algorithm, as it was the only one among those we tested
that completed in a reasonable amount of time. In our results, we were able to see the impact of color
correction as well as compression on our results, but the most notable influence on the segmentation was
the light reflection off of the target plane. Figure 5.1 shows our original pipeline with sample images and a
estimated breakdown in percentage of processing time spent on each online process stage.
After segmenting our images, we then tested each of the components for features that would be indicative
of nests in order to determine which segments corresponded to nests and which ones did not. To
accomplish this, we utilized two very common edged detection algorithms in order to determine the
average percentage of edge pixels in each component. Those that lay over a certain threshold were
considered nests, and those below were not. We obtained reasonable accuracy, but had some suggestions
on improving this accuracy, which we will discuss later.
Once each nest was detected, the camera that detected it made an estimation of how large it was and where
it was located using an algorithm that we developed. Our algorithm assumes that we can model the nests as
spheres and still closely estimate the volume. This algorithm was tested on racquetballs, since their radius
is known. Once we obtained good results from those tests, we tested nests that we had measured as well.
Finally, we did estimations on a selected group of our simulation images. From our algorithm, we were
able to see the impact of poor calibration as well as the impact of the various camera angles.
After each camera made an estimation of the nests’ sizes and locations, we then fused them together into a
more accurate estimation. We used a simple weighted average, as it had minimal processing time while
simultaneously yielding improved results. Significantly advanced methods were not needed, as the
reconstruction method yielded mostly solid estimations from each camera. Thus, this fusion was merely
meant to refine the estimated locations. We tested these fusions on the same test images using racquetballs
and nests, and then applied them to a selected group of our simulation images in order to visually
understand how the algorithm performed. Once these nests were fused, we could have used them to extract
features, especially size, that we could analyze to determine if any action needed to be taken to stop the
machining.
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Figure 5.1: The summary system pipeline. This figure, based on the pipeline shown in Figure 1.1, shows
example result images from each of the online stages of the process pipeline. In addition, each of the
processing stages shows an estimate of the percentage of overall processing time that is consumed by that
particular stage. Image segmentation is clearly the largest consumer of processing time, and object
recognition consumes a relatively large portion of processing time as well. The data analysis stage
executes in entirely negligible time, as it typically would consist of a small number of simple instructions.
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5.2 Conclusions
From the experimentation that we performed in our application, we have learned many lessons. The first
and most significant lesson is the importance of extensive calibration. In our experiments, we did not
capture enough frames of calibration targets to obtain the most precise parameters possible. As a
consequence, our rectified images do not align as well as previously tested setups. In addition, the cameras
with poorer calibration simply yield less accurate results, as can be seen by the weights determined in the
fusion step.
In experiments performed prior to the work done in this document, we obtained a similar number and style
of calibration frames, yet we had much better alignment with our rectified images, and we had more
accurate estimations of our nests. However, those experiments were performed using a camera with a
resolution of only 640x480. The cameras we used in the experiments in this document had much higher
resolutions (1024x768 for one and 1280x1024 for the other two). Our best assumption as to the cause of
the reduced calibration fidelity is the larger resolution of the cameras, as the same number of calibration
images would contain a smaller percentage of calibrated pixels. Therefore, our primary conclusion is that
when applying this process to any application, acquire as many calibration images as possible, and increase
the number of images as the resolution increases.
Along these same calibration lines, color calibration also had some interesting issues. Even though we
actually obtained better segmentation results with the uncalibrated images, our detection results were better
with the corrected images. However, the impact of color correction was trivial compared to the impact of
the lighting. The lighting of our setup played an even more prominent role than we had anticipated. The
reflections of the light of our aluminum sheet caused errors that propagated through the pipeline. A clear
differentiation in quality of results was evident between those images with little reflection and those with
large reflections. In addition, those reflections resulted in significant spatially varying intensities, which in
turn reduced the efficacy of our color correction procedures. Thus, from these results, we strongly suggest
that all efforts be made to have lighting that is as spatially invariant as possible, but more importantly, to
have lighting that is placed such that it is not reflecting off of the target.
Our segmentation and detection results actually met close to what we expected, given all of the potential
causes of error. Specifically, spatially invariant lighting accompanied with quality color calibration should
yield a higher accuracy in segmentation, and consequently in detection. Of course, with our particular
simulation, our nests were made of the same material as our simulation bin. This made segmentation even
more difficult because of the similarity in colors. If the actual target bin is a different color than the
machined material, we would presume that the segmentation accuracy would increase significantly.
We also discovered that our particular detection method works quite well in tandem with our segmentation
method. Specifically, if the segmentation method oversegments the image such that a single nest is divided
into multiple segments, these segments will be joined at the detection stage. All regions that meet our
requirements in terms of edge quantity are merely classified as containing a nest. Once this classification
for all segments becomes a single Boolean classification map, these segments become connected. This was
not quite as evident in our experiments, as during the segmentation stage, our parameters were selected to
avoid oversegmentation, as we were actually anticipating using a shape-based detection method. This is
specifically discussed in Section 4.3.2.
We were actually pleasantly surprised with the success of our detection, as it performed much better than
our previous attempts. The main causes of false positives were the edges that were caused by reflecting
light. If lighting is applied to the actual environment according to our earlier suggestions, and the edges of
the targets are properly ignored, we would presume that the accuracy would improve even further.
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Our three-dimensional reconstruction methods did have greater errors than we would have liked, but from
our testing images, we can easily see that this is due mostly to calibration issues. In experiments performed
previous to this document, with the lower-resolution, and thus better calibrated cameras, we ended up with
better estimates. Therefore, we attribute most of the error to calibration, and the remainder of the error to
angle. Specifically, the issue of angle can be seen in the Y-Formation simulation fusion. Two nests that
are both fairly well detected are shown with significantly different sizes and locations. Therefore, we
would suggest against having cameras in the Y formation. The W and Line formations performed much
better.
Although our three-dimensional reconstruction was more error prone than we had hoped, it is still
remarkably accurate. Our weighted average fusion improved this accuracy even more, and if the
calibration and ground truth measurements had been exceptional, we believe that this weighted average
fusion method would have given remarkably accurate results.
After stepping through the entire pipeline and inspecting our resulting image, we have come to the
conclusion that the single most important step in the online portion of the pipeline is indeed the object
detection. False negatives are unacceptable for obvious reasons, but false positives can be expensive, too,
as a false positive could result in an emergency stop being hit, and depending upon the equipment, design,
and material, restarting the process could be time consuming or financially costly. Therefore, we would
recommend that any attempts to improve upon the methods that we have applied begin at refining the
object detection.
Overall, we obtained acceptably accurate results from our pipeline according to the evaluation metrics at
each stage. Our segmentation results may have been below what we would have liked, but that it mainly
due to the fact that our evaluations had small sample sizes, and due to the fact that we were trying to avoid
oversegmenting. Our detections performed well beyond what we had anticipated, and were mainly
derailed by lighting problems. Our reconstruction and fusion methods performed quite well on the test
images, and proved useful on our selected simulation images. We believe that the methods we used in our
simulation are an excellent foundation for the application that we were simulating. With some mainly
minor modifications, the processes we set forth here are practical and promising for actual industrial
monitoring of sluicing bins for nests.

5.3 Future Work
From our experiments, we have several ideas of improvements that could be made to the processes as we
showed them here. We also have several ideas that were beyond the scope of the document but that would
be useful in implementing our process in an actual industrial setting. Thus, here we describe the items that
we would suggest be explored or implemented if any further research were to be done with this application.
We noticed several things in our conclusions that could be explored. As we mentioned in the previous
section, our segmentation parameters were specifically selected to avoid oversegmentation, as our initial
plans had been to use shape-based recognition. We have suggested that with the detection method we
presented in Chapter 4, oversegmentation is preferable to undersegmentation, and we believe that our
detection results would contain fewer false negatives if we were to select parameters that segmented the
image more than our current parameters.
Although, as we have mentioned multiple times, shape-based detection alone does not perform well as a
detection mechanism, we would strongly suggest using ellipse eccentricity as a refining mechanism. This
would prevent sharp, long edges from being detected as nests. For example, in Figure 4.16, we see that a
false positive edge is estimated as a large nest. However, if an eccentricity threshold were to be applied,
that particular false positive would disappear.

139
If the process pipeline were to be sped up somewhat, which we will discuss shortly, we would suggest
implementing some sort of temporal intersection to remove false positives. Essentially, our assumption is
that false positives are unlikely to appear in the same location on successive frames. Thus, if we were to
intersect the classification maps from successive frames, we would essentially blot out the false positives
without eliminating the nests.
Of course, as we have mentioned many times, the reconstruction and fusion tests could be performed again
with exceptional calibration. In addition, the simulation could be run again with more spatially consistent
and non-reflective lighting. We did not make the lighting in our experiments ideal specifically because we
wanted to judge the effect that poor lighting would have on detection. We have sufficiently proven that
poor lighting is a major issue, and thus, it would be interesting to calculate the success of the process
without all the lighting and reflection based errors.
For the sake of speed, we would suggest moving as much of the image processing as possible to hardware.
Hardware is often an order of magnitude faster than software, and our pipeline in its entirety takes around
20 seconds per frame to process the images from all three cameras. While this is acceptable because it
takes longer than that to create nests, monitoring at several frames per second is obviously much more ideal.
For example, in the temporal intersection we just mentioned, frames that are 0.5 seconds apart are much
better candidates for intersection than frames that are 20 seconds apart. Utilizing hardware is beyond the
scope of this document, but we believe that it would be an invaluable addition to the actual application.
Our final suggestion would be the use of cameras or equipment that allows the acquisition to be performed
faster. As we showed in Chapter 3, with our current setup, we can only acquire 1.8 frames per second,
even though our cameras are capable of much faster speeds. The issue is that the multiplexed USB signals
are a bottleneck. If most of the processing were to be done in hardware, this issue could be avoided, as the
signals would not have to be multiplexed. The hardware could handle each camera’s signal separately.
These are all suggestions that we believe would have a net improvement on the success of our application,
and if most or all of them were to be implemented, especially the movement to hardware, we believe that
the process would be viable for industrial use.
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