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INTRODUCTION
In many industrial, agricultural, and biological experiments, it is often desired to compare simultaneously several test treatments with a control treatment. The earliest correct work on this problem was carried out by Dunnett (1955 Dunnett ( , 1964 . Dunnett (1955) also posed (but did not solve) the problem of optimally allocating experimental units to control and test treatments so as to maximize the probability associated with the joint confidence statement concerning the many-to-one comparisons between the mean of the control treatment and the means of the test treatments. This optimal allocation problem was solved by Bechhofer and his coworkers (1969, 1970, 1971) .
In all of the aforementioned papers it was tacitly assumed that a completely randomized (CR) design was used. However, many practical situations may require the blocking of experimental units in order to cut down on bias and improve the precision of the experiment. If the block size is large enough to accommodate one replication of all of the test treatments and additional control treatments as well, then the design and analysis of replications of the experiment can be carried out using the optimal allocations described in Bechhofer (1969) and Bechhofer and Nocturne (1970) with only the usual modifications.
We shall study the multiple comparisons problem in the situation that commonly occurs in practice, that is, when all of the blocks have a common size but the block size is less than the total number of treatments. Robson (1961) pointed out that Dunnett's procedure can be extended to the case in which a balanced incomplete block (BIB) design between all of the treatments (including the control treatment) is used. Cox (1958, p. 238 ) noted that BIB designs are perhaps not appropriate for the multiple comparisons with the control (MCC) problem because of the special role played by the control treatment. He suggested a design that employs the control treatment an equal number of times (once, twice, etc.) in each block, the test treatments forming a BIB design in the remaining plots of the blocks; no analytical details were given for this proposed design. Pesek (1974) has given analytical details for a special case of Cox's design (i.e., the control treatment is employed once in each block); he shows that this design is more efficient than a BIB design for comparisons with a control, but it is less efficient for pairwise comparisons between the test treatments. It should be noted that even Cox's more general design is quite restrictive.
In this paper we propose a new general class of incomplete block designs that is appropriate for the MCC problem. We give the basic theory underlying these designs, and include as well some methods of construction. The method of analysis is described. Admissibility and optimality considerations are discussed in some detail. 
PRELIMINARIES

CHOICE OF THE CLASS OF DESIGNS
BTIB Designs
Since it is desired to make a confidence statement that applies simultaneously to all of the p differences ao -ci (1 < i < p), we shall regard our problem as being symmetric in these differences. To this end, we consider a class of designs for which var{&o -&i = T2a2 (1 < i < p) and corr{&o -&, & -&i2} = (iPl # i2; 1 < i1, i2 < p); the parameters T and p depend on the design employed. We shall refer to such designs as BTIB designs since they are balanced with respect to the test treatments. The following theorem states the necessary and sufficient conditions that a design must satisfy in order to be a BTIB design. The proof of this theorem is given in the Appendix; in the process we also derive expressions for var{&o -&} and p. These quantities play a crucial role in our later considerations. In other words, each test treatment must appear with (i.e., in the same block as) the control treatment the same total number of times (Ao) over the design, and each test treatment must appear with every other test treatment the same total number of times (Al) over the design.
Examples of some selected BTIB designs are given in (3.2) through (3.9) and in Section 5. Expressions for var{ao -&} and corr{&a -il, &o -a2} (i1 -i2) are given in terms of Ao and AI by (4.2) and (4.4), respectively.
Remark 3.1: We note that Theorem 3.1 places no restriction on ri = jb= r, (1 < i < p), the number of replications of the ith test treatment, and hence a design can be BTIB without the ri (1 < i < p) being equal. Such a design for which (p, k, b) = (4, 3, 7) and Ao = 2, A, = 2 with r1 = r2 = r3 = 4, r4 = 5 is given by 0000 1 1 3 1 1 2 2 2 2 4 .
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Construction of BTIB Designs
At this point, we indicate several methods of constructing BTIB designs. For a starting point, we introduce the concept of a generator design. 
JOINT CONFIDENCE STATEMENTS
Expressions for Estimates
We first give the expressions for the BLUE &o -a& of ao -ci (1 < i < p). Let 7; denote the sum of all observations obtained with the ith treatment (0 < i < p), and let Bj denote the sum of all observations in the jth block (< j < b). Define B* = Jb=71 rijBj and let Qi = kT -B* (0 < i p). Table 1 . The expressions in the table are derived in the Appendix; G and H denote the sum and sum of squares, respectively, of all observations. We note that if AO = ;A = A (say), then SStreatments (adjusted) reduces to Z?=o Q2/kA(p + 1) (i.e., the same expression as for a BIB design); this latter expression thus holds for any completely balanced design (such as (3.2), which is not a BIB design). Remark 4.1: For many BTIB designs we have rj > 1, and thus within-block replication occurs. For such designs the sum of squares (SS) for error can be partitioned into SS due to "pure error" and SS due to "interaction," and this decomposition can be used in testing the additivity assumption or the assumption of block-to-block variance homogeneity. Such tests are not pursued in this paper. 
THE CLASS OF ADMISSIBLE DESIGNS
Optimal and Admissible Designs
In this section we propose a rationale for choosing a design from a set of competing BTIB designs. For simplicity of exposition we consider here the case of one-sided confidence intervals; a2 is assumed to be known. In Remark 5.2 we point out how our results extend to the case of two-sided confidence intervals and/or to a2 unknown.
We limit consideration to confidence intervals of To determine the optimal BTIB design for given For given (p, k) one would limit consideration to all admissible designs in the search for optimal designs. Furthermore, if for given (p, k) we have two or more equivalent designs, then only one of such designs need be considered. It is easy to verify that a necessary and sufficient condition for BTIB designs D1 and D2 to be equivalent is that (4m1), At), bl) = (i(), A?l), b2) where ('), A(), bi) corresponds to Di (i = 1, 2). For an example of equivalent designs for (p, k, b) = (4, 3, 7) we have the designs of (3.2) and (3.9d), both of which have Ao = l = 2. Equivalent designs can sometimes provide flexibility to the experimenter without changing the confidence coefficient. For example, the experimenter might prefer the design of (3.9d) to the design of (3.2) if (say) the control treatments are more readily available than any of the test treatments. (See also the example of D1 u D2 vs. D3 in the beginning of Section 5.2.)
The following theorem gives a characterization of inadmissibility that is easy to verify. ? and therefore achieve the same P. However, D2 for k = 4 has N=32, while D1 for k=3 has N=30. Thus although each design is admissible for its own k value, D2 is inadmissible wrt D1.
Remark 5.2: The inadmissibility characterization given in Theorem 5.1 applies equally well to the case of joint two-sided confidence intervals; then the monotonicity wrt p follows from Sidak's (1968) results. (Of course, the optimal designs might be different in the one-sided and two-sided cases for the same (p, k) and dia.) The same general ideas carry over for unknown a2, epcept that then one would have to specify the expected common "width" of the confidence intervals.
Strongly (S-) Inadmissible and Combination
(C-) Inadmissible Designs The candidates for an optimal design for given (p, k) will be all admissible BTIB designs that can be constructed by forming unions of replications of all known generator designs for that given (p, k). In this section we give three rules that can be used to reduce further the number of generator designs that must be used for given (p, k) and arbitrary b to construct all admissible BTIB designs; this set of generator designs is called the minimal complete class of generator designs, and is formally characterized in Definition 5.6.
If the union of two or more generator designs yields an equivalent generator design, then we choose to eliminate the latter design from consideration and thereby maintain more flexibility for our construction of designs involving larger numbers of blocks. Thus, Hence in this case it would not be desirable to eliminate D2 from our set of admissible designs. In some cases it is possible to identify those generator designs that always yield inadmissible or equivalent designs when unions of them are taken with other designs. This can be done using the concept of strong (S-) inadmissibility and combination (C-) inadmissibility, which are defined as follows.
Definition 5.4: If for given (p, k) we have two BTIB designs DI and D2 (not necessarily generator designs), we say that D2 is S-inadmissible wrt D1 if D2 is inadmissible wrt DI, and if for any arbitrary BTIB design D3 we have that D2 u D3 is inadmissible wrt D1 u D3.
Thus S-inadmissibility implies inadmissibility but not vice versa. An easily verifiable sufficient condition for S-inadmissibility of a BTIB design is given in the following theorem. Theorem 5.2: A sufficient condition for a BTIB design D2 to be S-inadmissible wrt a BTIB design D1 with the same (p, k) is that b1 < b2, Ao1) = A AM > A(2) with at least one inequality being strict; here (A('), A('), bi) is associated with D, (i = 1, 2).
Proof: If A1) = A2) and b1 < b2, then the result is obvious. If AM7 > (2), then the result follows from the fact that for fixed Ao the parameter T2 of (4.3) is a decreasing function of 2I, and p of (4.4) is an increasing function of A,.
As an illustration of the use of Theorem 5.1 we note that for p = 3, k = 3 the designs Do and D1 of (3.5) have Ao?) = 2. A() = 1, bo = 3, and , 1) = 2, A, = 0, b, = 3, respectively. Hence, D1 is S-inadmissible wrt Do.
There are certain BTIB designs that are not Sinadmissible as defined before but that can be deleted without any loss from our set of generator designs.
The identification of such designs requires the concept of combination (C-) inadmissibility, which is more general than S-inadmissibility. We also note that unions of certain designs with C-inadmissible designs may be admissible, but each such admissible design is equivalent to some other design not involving that C-inadmissible design. Such a possibility cannot arise with an S-inadmissible design.
Finally we point out that if a design is identified as being S-inadmissible using the sufficient condition of Theorem 5.2, then that design can be permanently deleted without loss, even if it is not known whether the set {Di (1 < i < n)} contains all generator designs for given (p, k). This is in contrast to the situation concerning a C-inadmissible design, which is defined wrt the set {Di (1 < i < n)}. A design can be Cinadmissible wrt {D (1 < i <_ n)}, but not so wrt {Di (1 < i < n + 1)} where this new set contains the n original designs plus one additional one and consists of n + 1 designs that are nonequivalent, none of which is S-inadmissible. Thus a C-inadmissible design cannot be eliminated unless it is known that {Di (1 < i < n)} contains all nonequivalent and non-Sinadmissible generator designs for the particular (p, k) of interest. For p > 2, k = 2 and p = 3, k = 3 these sets are given by (3.4) and Do, D2 of (3.5), respectively. For (p, k) = (4, 3) and (5, 3) , and (p, k) = (4, 4) this problem is considered in Bechhofer and Tamhane (1979b) and (1980a), respectively; for these cases we do not know whether we have enumerated all the required generator designs in each set, but we conjecture that we have done so.
We are now led to our final definition. with m < n is the subset that contains all nonequivalent, non-S-inadmissible and non-C-inadmissible generator designs, then the latter set will be referred to as a minimal complete class of generator designs for given (p, k). (This class will not be unique if one or more of the generator designs in the class can be replaced by an equivalent generator design; if this happens, the resulting class will serve equally well in the search for an optimal design.) The designs in the minimal complete class will serve as building blocks for all BTIB designs which will be of interest to us in our search for the optimal design.
We illustrate Definition 5.6 by giving in Table 2 our conjectured minimal complete class of generator designs for p = 4, k = 3. We have prepared corresponding tables for (p, k) = (5, 3), (6, 3), (4, 4), (5, 4), and (6, 4), and using these tables we have computed catalogs of admissible designs for each b and also optimal designs for selected d/i and 1 -a. These will appear elsewhere.
Note added in proof: When this paper was in galley proof the authors received a personal communication from William I. Notz of the Department of Statistics, Purdue University. Notz has proved analytically that the five generator designs in Table 2 do not constitute a minimal complete class for p = 4, k = 3, but that these five along with a sixth generator design that he has constructed (with parameters b = 8, Ao = 1, A, = 3) do constitute a minimal complete class; he has also proved that the conjectured minimal complete class of generator designs for p = 6, k = 3 (given in Bechhofer and Tamhane 1980b) is indeed a minimal complete class. Proofs of these results and other related ones will be given elsewhere.
Relationship to Other Optimality Criteria
Kiefer (along with many others) has studied extensively the problem of optimal design in a series of papers starting with Kiefer (1958) . The three main criteria considered by Kiefer are D-, A-, and E-optimality, which correspond, respectively, to minimizing (c) E-optimality: minimize Ao 1, that is, maximize Ao. Although these criteria are simpler than ours, it should be kept in mind that they refer to an ellipsoidal joint confidence region for (ao -a1, ..., ao -ap)'. In the case of MCC such a confidence region is of less interest than the "rectangular" confidence regions that we have proposed, and are commonly used. Hence we do not consider the Kiefer criteria further here.
CONCLUDING REMARKS AND DIRECTIONS OF FUTURE RESEARCH
In this paper we introduced a new general class of incomplete block designs that are appropriate for use in the MCC problem. We refer to these as balanced treatment incomplete block (BTIB) designs. The basic results concerning the structure of such designs are derived, and the properties of the relevant estimates obtained with such designs are given. Admissibility and inadmissibility of these designs are defined, and these criteria are used to eliminate inferior designs. In the search for optimal designs it suffices to restrict consideration to admissible designs. It is shown how the concepts of S-inadmissibility and C-inadmissibility can be used to obtain a minimal complete class of generator designs from which catalogs of admissible designs can be constructed.
The combinatorial problem of constructing all BTIB designs for given (p, k, b), and the procedure for choosing an optimal design from such a set, are not solved in the present paper. However, some methods of design construction are given. The aforementioned problems are related in the sense that to solve the optimization part completely one must have constructed most, if not all, generator designs for given (p, k); the problem of determining how many generator designs exist for arbitrary (p, k), and then enumerating them, appears to be a very formidable one. Alternatively, the problem of construction of BTIB designs for arbitrary (p, k, b) can be set up in the manner of Foody and Hedayat (1977, Lemma 4.1), which is suitable for a solution on a computer. However, there is no guarantee that all BTIB designs can be generated in this way. Also, the magnitude of difficulty of our problem is substantially greater than theirs, and therefore a solution by way of this route looks rather remote at this stage. 
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