In this paper, we derive two new series for the logarithm of the Γ-function, as well as their analogs for the polygamma functions. All series involve the Stirling numbers of the first kind and have the particularity to contain rational coefficients for the arguments related to π −1 . In particular, for any value of the form ln Γ(
I. Introduction

I.1. Motivation of the study
Numerous are expansions of the logarithm of the Γ-function and of polygamma functions into various series. 
ln Γ(z) = −z (γ + ln 2π) − which are respectively known as the Stirling's series 1 , the Weierstrass' series 2 , the Malmsten-Kummer's series 3 , the Legendre's series 4 , the Binet's series 5 and the Burnside's formula 5 for the logarithm of the Γ-function. 6, 7 Some similar series expansions implying the ζ-function are also derived in [7, vol. which led to the Γ-and polygamma functions at rational multiple of π −1 . More generally, integrals appearing in exercises n o 39-49 [12, Sect. 4 ] may be written in a variety of different forms, some of which being particularly suitable for power series expansions. In this paper, we derive two series expansions for the logarithm of the Γ-function and their respective analogs for the polygamma functions by making use of such a kind of integrals [see formulae (46) and (62) for ln Γ(z) and (63), (64), (65) , (69), (70) for polygamma functions]. These expansions are not simple and cannot be explicitly written in powers of z up to a given order, but they contain rational coefficients for any argument of the form z = 1 2 n ± απ −1 , where α is positive rational greater than 1 6 π and n is integer, and therefore, may be of interest in certain situations. As examples, we provide explicit expansions into the series with rational coefficients for ln Γ(π −1 ), ln Γ(2π −1 ), ln Γ(3π −1 ), ln Γ(
and Ψ k (π −1 ). Quite interestingly, coefficients of discovered expansions possess a deep connection to the Stirling numbers of the first kind, which, by the way, also arise in the not particularly well-known expansion for ln ln 2 ln ln 2 = − 
given by Arthur Cayley 8 
which was given for the first time by Lorenzo Mascheroni in 1790 [62, p. 23] and subsequently rediscovered several times (e.g. by Jan Kluyver in 1924 [47] , by Kenter in 1999 [45] , Victor Kowalenko in 2008 [50] , [51] ). 9, 10 8 Cayley [18] did not present the formula in the same form as we did, he only gave first six coefficients for formula (18) from p. 8. As regards the law for the formation of these coefficients, he remarked that "the law is a very complicated one", but at the same time noticed that these coefficients are related to those from [83] . The latter paper is, in essence, a rediscovery of the Stirling numbers of the first kind (Schläffli himself [83] did not notice that most of his result were already obtained by Stirling in [90] and did not even mention him). The relationship between series (2) and Stirling's polynomials (and, hence, Stirling numbers) was established later by Niels Nielsen [71, p. 76] , [72, p. 36 . eq. (8)], see also [7, vol For further information about series (2) , see also Sect. II, (16)- (19) and Appendix A.1. 9 The series itself was given by Gregorio Fontana, who, however, failed to find a constant to which it converges (he only proved that it should be lesser than 1). Mascheroni identified this Fontana's constant and showed that it equals Euler's constant [62, pp. 21-23] . Taking into account that both Fontana and Mascheroni did practically the equal work, series (3) is called throughout the paper Fontana-Mascheroni's series. Mascheroni did not related coefficients of this series to Stirling numbers of the first kind nor to (reciprocal) logarithmic numbers, also known as Gregory's coefficients (see Nota Bene on p. 10). This connexion was neither noticed by the rediscoverers of this formua, except Kowalenko who gave relationships to Stirling numbers. 10 Some interesting aspects related to this formula are also discussed in [56] .
As regards the rate of convergence, for moderate values of z and sufficiently large n, both series for ln Γ(z) converge approximately as 
last of which being very difficult to evaluate even numerically. At the same time, for moderate values of n, the series may behave quite irregularly, but in any case, their nth term does not exceed αn −2 , where α is a function which depends solely on z, see (50) .
In the manuscript, we also study a number of other curious series expansions with rational coefficients and Stirling numbers, which may be of interest for the lovers of number theory, and provide the corresponding convergence analysis (mostly, in Appendices). In particular, in Appendix A.2, we establish an important result concerning the above Fontana-Mascheroni's series series for γ: we obtain an accurate asymptotics for its general term, formula (A.9), from which it follows that (3) converges, in first approximation, at the same rate as (4). This result is much better than that obtained by Jan Kluyver, who rediscovered this series in 1924 and provided a rough upper bound for the rate of convergence, and much better than that given by Johan Steffensen who gave the first order approximation for the rate of convergence. , ⌊x⌋ for the integer part of x, tg z for the tangent of z, ctg z for the cotangent of z, ch z for the hyperbolic cosine of z, sh z for the hyperbolic sine of z, th z for the hyperbolic tangent of z, cth z for the hyperbolic cotangent of z. 11 In order to avoid any confusion between compositional inverse and multiplicative inverse, inverse trigonometric and hyperbolic functions are denoted as arccos, arcsin, arctg, . . . and not as cos −1 , sin −1 , tg −1 , . . . Writings Γ(z), Ψ(z), Ψ 1 (z), ζ(z) and ζ(z, v) denote respectively the gamma, the digamma, the trigamma the Riemann zeta and the Hurwitz zeta functions of argument z. Notation (x) n stands for the Pochhammer symbol, which is defined as
I.2. Notations
For sufficiently large n, not necessarily integer, it can be given by the following approximation
11 Most of these notations come from Latin, e.g "ch" stands for cosinus hyperbolicus, "sh" stands for sinus hyperbolicus, &c.
which follows from the Stirling's formula for the Γ-function. 12 Writing S 1 (k, n) stands for the signed Stirling numbers of the first kind. Re z and Im z denote respectively real and imaginary parts of z.
Natural numbers are defined in a traditional way as a set of positive integers, which is denoted by AE.
Letter i is never used as index and is √ −1 . Other notations are standard.
II. Stirling numbers and their role in MacLaurin-series expansions of some composite functions
II.1. General information 13
The Stirling numbers of the first kind appear in numerous occasions in mathematics, especially in combinatorics, in number theory, in numerical analysis, in calculus of finite differences and in calculus of variations. 14 In the combinatorics, the Stirling numbers of the first kind |S 1 (n, l)| are defined as the number of ways to arrange n objects into l cycles or cyclic arrangements (|S 1 (n, l)| is often verbalized "n cycle l"). These numbers are also called unsigned Stirling numbers (or signless Stirling numbers), as opposed to S 1 (n, l) which are called signed Stirling numbers and which are related to the former as 15 In the analysis and related disciplines, the unsigned/signed Stirling numbers of the first kind are usually defined as coefficients in the expansion of rising/falling factorial
where x ∈ and n 1. From these definitions, it follows immediately that
12 A simpler variant of the above formula may be found in [97] . 13 The objective of this Section is to provide the minimum information about the Stirling numbers of the first kind, which is necessary to understand the method used for the derivation of the series for ln Γ(z) in Section III. This section, therefore, necessarily contains some known results, original references to which are not always given. The same remark, although to a lesser extent, also applies to Appendices. 14 Within the framework of our study we are not concerned with the Stirling numbers of the second kind; we, therefore, will not treat them here. By the way, it is interesting that Stirling himself, first, introduced numbers of the second kind [90, p. 8] , and then, those of the first kind [90, p. 11] . 15 Albeit Stirling numbers have a venerable history, they still lack a standard notation, and various authors use different notations for them. The most frequent notations are n l for |S 1 (n, l)| and s(n, l) for S 1 (n, l). We, however, find such a practice inconsistent, and in addition, ambiguous since n l is also a common notation for the Gaussian coefficients.
The signed Stirling numbers of the first kind may be also defined explicitly via the following formula
where the value S 1 (0, 0) is set to 1 by convention. Furthermore, Stirling numbers of the first kind may be also introduced via their generating functions
the former series being easily deducible from the latter. 16 Both series on the left are uniformly and absolutely convergent inside the disk |z| < 1. The most simple way to show it is to use the Weierstrass M-test
The [72] , [107] , [68] , [9] , [106] , [91] , [39] , [3] . Let now focus our attention on expansions (10) . An appropriate use of these series provides numerous fascinating formulae, and especially, the series expansions of the MacLaurin-Taylor type for the composite functions involving logarithms and inverse trigonometric and hyperbolic functions. The technique is based of the summation over l of (10) , on the fact that S 1 (n, l) vanishes for l / ∈ [1, n] and on the interchanging the order of summation 17 . For example, the trivial summation of the right part of (10b) over l ∈ [1, ∞), yields
since the sum in the left-hand side is simply a MacLaurin's series of e ln(z+1) without the first term. At the same time, the summation of the left part of (10b) results in
where the last sum may be truncated at l = n thanks to (9) , and where we employed at the final stage summation formula (8) . Let now consider more complicated cases. Write in (10b) 2l for l, and then, 16 It is also important to remark that formally, in (10) , the summation may be started not only from n = l, but from any n in the range [0, l − 1], because S 1 (n, l) = 0 for such n. 17 Series in question being absolutely convergent.
sum the result with respect to l from l = 1 to l = ∞. This gives
where the final simplification is performed with the aid of this summation relationship
By the same line of reasoning, we deduce with equal ease
The derived expansions coincide with the corresponding MacLaurin's series, converge everywhere where expanded functions are analytic 18 and contain rational coefficients only. The main advantage of this technique is that we do not need to "mechanically" compute the nth derivative of the composite function at z = 0, which is often a very laborious task. Moreover, the same technique allows to readily derive expressions for the coefficients of the MacLaurin's series for even more complicated functions. 18 The radius of convergence of such series r is always conditioned by the singularities of expanded functions. For instance, ln 1 + ln(1 + z) is analytic on the entire complex z-plane except points at which 1 + z = 0 and 1 + ln(1 + z) = 0, which are both branch points. From the former we conclude that the radius of convergence cannot be greater than 1, and from the latter, it follows that it cannot exceed 1 − e −1 which is even lesser than 1. Hence r = 1 − e −1 ≈ 0.63
For instance, consider again (10b). Dividing its right-hand side by l + 1 and summing over l ∈ [1, ∞) yields
Applying the same opertaion to the left-hand side of (10a) and comparing both sides, we obtain
which is sometimes called the Gregory's series. 19 Analogously, performance of same procedures with (10a), written for −z instead of z, results in
Dividing by z, integrating and determining the constant of integration yields
which is an "almost MacLaurin's series" for ln ln(1 + z). Asymptotic studies of general terms in series (16) and (18) reveal that for n → ∞
respectively [see Appendix A.1, formula (A.8), and Appendix A.2, formula (A.9)], and hence, series (16) and (18) converge not only in |z| < 1 , but also at z = ±1 at z = 1 respectively. Thus, putting z = 1 into (16), we have 
while setting z = 1 into (18) gives a series for ln ln 2 , see (2) . Moreover, application of the Abel's theorem on power's series to (16) + . . . (21) coverging at the same rate as ∑ n −1 ln −2 n. Interestingly, we found the above series in a very old work of Gregorio Fontana to which Lorenzo Mascheroni refers in [62] . Obviously, Fontana nor Mascheroni gave its rate of convergence (they are not even proved that it converges), but the fact itself is interesting. 19 See, for more details, the Nota Bene at the end of this section.
Further examples demonstrate better than words the powerfulness of the method (note, by the way, that some examples are actually the Laurent's series in a neighborhood of z = 0)
Some related expansions involving Stirling numbers were also given in works of Wilf [107] , Kruchinin [53] , [55] , [54] and Rzadkowski [81] . Moreover, series expansions of certain composite functions, not necessarily containing Stirling numbers, may be found in [48, Chapt. VI], [35, p. 63] , [36] and [76, vol . I] (in the third reference, the author also provides a list of related references). By the way, certain particular cases of above expansions may be quite interesting. Consider, for instance, (22) and put z = 1 . This yields 
Rearranging the terms, it can be transformed into a more simple series 
whose general term behaves, at sufficiently large n, as
n ln 2 n see (A.11) in Appendix A.3, and which, therefore, converges for sufficiently large n at the same rate as (20) . Similarly, we get 
converging at a similar rate. Generating equations for Stirling numbers of the first kind may be also succesfully used for the derivation of more complicated and quite inexpected results. For example, it is well-known that
However, proofs given in [85] and [82] are long. Using (10) the whole procedure takes only two lines:
where in last integrals we made a change of variable x = 1 − e −t .
Nota Bene Above expansions were obtained with the help of Stirling numbers of the first kind, which turned out to be a very powerful tool for the series expansions of composite functions containing logarithms and inverse circular and hyperbolic functions. 20 At the same time, expansions of composite functions into the MacLaurin's series may be obtained by other means as well. The most known consists in the use of an explicit formula for the nth derivative of a composite function
where the summation in curly brackets extends over all non-negative integers m 1 21 and its precursor may be found in an earlier work by Louis Arbogast dated at 1800 [5] . Francesco Faà di Bruno in 1855 [94] , [93] provided a more familiar writing of this formula [42] . Above formulae may be also reduced to a somewhat simpler form by aid of Bell polynomials. Apart from references we already mentioned, further information regarding this formula, its variants, examples of use, extensions and history, may be found in [77] and [24] . Besides, for the derivation of some of the above series, one may also use the so-called (reciprocal) logarithmic numbers, sometimes referred to as Gregory's coefficients, 23 which are also closely related to Cauchy numbers, to generalized Bernoulli numbers and to Stirling polynomials. By definition, logarithmic numbers G n are defined as coefficients in expansion (16) , which was obtained in numerous occasions by various authors and whose history may be traced back to works of James Gregory, who gave first six coefficients in November 1670 in a letter to Isaac Newton [98, vol. 1, p. 46] . 24 Gregory's coefficients G n , Cauchy numbers of the first and second kinds, denoted C 1,n and C 2,n respectively, generalized Bernoulli numbers B (n−1) n and Stirling numbers of the first kind are related between them as
where n = 1, 2, 3, . . . , and by convention Thus, using Cauchy numbers and Gregory's coefficients equations (2) and (3) take a more simple form 22 In [94, p. 479] , there is a misprint in the formula for D n y ϕ: in the denominator of the sum, the last term πl should be replaced by πk. This typo was corrected in [93] , which is a simple translation of [94] from Italian to French. Note, by the way, that Faà di Bruno did not provide the proof of (34), he only stated it. In contrast, authors of [5] and [1] both provide detailed derivations of their results. An interesting historical account devoted to this formula is also given by Warren Johnson [42] . 23 Not to be confused with coefficients in the Gregory's series, which is the MacLaurin's series for arctg x. The latter was obtained independently by Indian mathematicians in the XIVth century and by James Gregory in 1671, see [20, For further details, see [22] , [95] Lastly, computation of coefficients in series expansions of composite functions may be also carried out with the help of different numerical methods, such as bootstraping [59] , and, of course, by aids of various CAS, such as Maple or Mathematica. However, one should bear in mind that in practice, such a task is more or less easily performed only up to order 30 or so, depending on the computer and the software, and this may be insufficient. Example shown in Fig. 5 illustrates well this matter and confirms that analytical studies for such series remain crucial.
II.2. An inspiring example
The arctangent of the hyperbolic arctangent is analytic in the whole disk |x| < 1, and therefore, can be expanded into the MacLaurin's series. 25 The coefficients of such an expansion require a careful watching, the law for their formation being difficult to derive by inductive or semi-inductive methods. So we resort again to the method employing Stirling numbers: 
where we used result (26) , as well as the oddness of the expanded function. 26 Inserting this expansion into (37) and performing the term-by-term integration, we obtain the following series for the difference of first two terms in curly brackets in (37) ln 
25 Function arctg arcth x has branch points at x = ±1 and x = ±i tg 1 ≈ ±1.56i. 26 Note that although the MacLaurin's series for the arctangent is valid only in the unit cercle, i.e. formally only for such
x that | arcth x| < 1, the above expansion holds uniformly in the whole disk |x| < 1 (in virtue of the Cauchy's theorem on the representation of analytic functions by power series, as well as of the principle of analytic continuation). Moreover, an advanced study of this series, analogous to that performed in the next section, shows that it also converges for x = 1. where A n is defined in (38) . This series does not converge rapidly, see Fig. 1 , but the most remarkable is that it contains rational coefficients only, which is quite unusual, especially for arguments related to π −1 .
The above example suggests that there might be some more general series similar in nature to (39) , which allows to expand the logarithm of the Γ-function at arguments related to π −1 into the series with rational coefficients only. Such series expansions will be the subject of our studies in the next section.
III. Series expansions for the logarithm of the Γ-function and polygamma functions
III.1. First series expansion for the logarithm of the Γ-function
III.1.1. Derivation of the series expansion
Consider the general form of the second Binet's integral formula for the logarithm of the Γ-function 
where Re z > 0. The integrand on the left may be expanded into the MacLaurin series in powers of u accordingly to the method described in Section II. This yields
This expansion converges in the disk |u| < r in which arctg 1 2πz ln(1 − u) is analytic. The radius of this disk r depends on the parameter z and is conditioned by the singularities of the arctangent, which occur at u = 1 − exp(±2πiz) [branch points], and by that of the logarithm, which is located at u = 1 [branch point as well]. The latter restricts the value of r to 1, and the unit radius of convergence corresponds to such z that 2 cos(2π Re z = exp(±2π Im z). The zone of convergence of series (42) for |u| < 1 consists, therefore, in the intersection of two zones, each of which liying to the right of curves
respectively, see Fig. 2 . Now, a close study of the general term of series (42) reveals that it also converges for u = 1. Indeed, from (55), it follows that one can always find such a constant 1 < C = ∞ that for sufficiently large n 0 , inequality
holds. Hence, since series ∑ n −1 ln −α n converge for α > (42) at u = 1. Thus, using the Abel's theorem on power series, we have in the region of convergence of z
independently of the concrete choice of z in this region. 27 Consequently, expansion (42) converges uniformly in each point of the disk |u| < 1 and can be integrated term-by-term. Another way to show that (42) is uniformly convergent is to directly verify that (42) and (46) in the complex z-plane for |u| < 1 is the common part of two zones, each of which liying to the right of curves (43) (42) into (41) and performing the term-by-term integration from u = 0 to u = 1, we obtain the following series expansion for the logarithm of the Γ-function (42), see (43) and Fig. 2 . In particular, if z is real, it converges for z > 1 6 ; on the contrary, if z is complex, then independently of its imaginary part, it converges everywhere in the right half-plane Re z 1 4 . A quick analysis of the above series shows that for z rational multiple of π −1 , it contains rational coefficients only. Another important observation is that this series cannot be explicitly written in powers of z [as opposed to the classic Stirling series (1)]. To illustrate this point, we write down its first 2, 3 and 4 terms respectively:
We, however, would like to remark, in passing, that the derived series is related to the classic divergent Stirling series and may be regarded as a kind of special rearrangement of the latter which results in a convergent series. Indeed, if we formally interchange sum signs in (46), which is obviously not permitted because series are not absolutely convergent, we will precisely arrive at the Stirling series:
where we used (32) for ζ(2l + 2), as well as Euler's formula ζ(2l) = (−1) l+1 2 2l−1 π 2l B 2l /(2l)! valid for l = 1, 2, 3, . . . Further observations concern the convergence of the derived series and are treated in details in the next section.
III.1.2. Convergence analysis of the derived series
The complete study of the convergence of (46) is quite long and complicated, that is why we split it in two stages. First, we obtain the upper bound for the general term of (46), and then, derive an accurate approximation for it when n becomes sufficiently large. The analysis is carried out in the same way as in the Appendix, where we studied the convergence of simpler series involving Stirling numbers. In what follows, we may suppose, without essential loss of generality, that z is real. 28 The general term of series (46) is given by the finite sum over l. This truncated sum has only odd terms, and hence, by elementary transformations, may be reduced to that containing both odd and even terms
28 This restriction acts only from the last line of (48) . Now, from the Legendre's integral for the Euler's Γ-function, it follows that
Hence, expression (47) may be continued as follows
where at the final stage we, first, replaced Pochhammer symbols by Γ-functions, and then, used the well-known relationship Γ(z)Γ(−z) = − π z sin πz which follows from the reflection formula and the recurrence relationship for the Γ-function. The last integral in (48) is difficult to evaluate in a closed form, but its upper bound may be readily obtained.
In view of the fact that
Whence, by making a change of variable in the latter integral x = 2zt, we have for any positive integer n (not necessarily large)
where the latter integral converges uniformly in the half-plane z which lies to the right of the line Re z = 1 4 (imaginary part of z contributes only to the bounded oscillations of the integrand). 29 Consequently, in Re z > Numerical simulations show, however, that the greater n, the greater the relative difference between the upper bound and the left-hand side in (50), see Fig. 3 , and thus, this upper bound is relatively rough. 30 A more accurate description of the behavior of sum (47) at large n may be obtained by seeking its asymptotics. In order to find it, we proceed as follows. We first rewrite the second line of (48) as
Now, using approximation (6) for the Pochhammer symbol and MacLaurin's series (A.5)-(A.6) for 1/Γ(z), we have for sufficiently large n (52) the error due to considering only the first term in (6) being negligible with respect to logarithmic terms which will appear later. Inserting this expression into (51), performing the term-by-term integration and taking into account that 31 30 The error is mainly due to the use of inequality | Im Γ(v)| |Γ(v)| . 31 These equalities are valid wherever the integrals on the left converge, see e.g. [61, p. 12], [52] .
Whence, the required asymptotics is
for sufficiently large n. Taking first few terms, we have
Thus, for moderate values of z, series (46) converges approximately at the same rate as ∑(n ln n) −2 .
III.1.3. Some important particular cases of the derived series
Let now consider some applications of the formula (46) . In the first instance, it is natural to obtain a series expansion for The graphical illustration of the convergence of this series is given in Fig. 4 . With equal ease, we derive series expansions with rational coefficients for 
and for 
Many other similar expansions may be derived analogously. Let now see how the series behaves outside the region of convergence. For this aim, we take z = 1 2 π −1 . Formula (46) yields ln Γ 1 2π At first sight, it might seem that this alternating series slowly converges to ln Γ( 
III.2. Second series expansion for the logarithm of the Γ-function
Rewrite formula (46) for 2z instead of z, and subtract the result from (46) . In virtue of the Legendre's duplication formula for the Γ-function ln Γ(2z) = (2z Fig. 2 . This expression allows to expand any value of the form ln Γ( 32 We do not count the third term which is zero.
Furthermore, both series expansions (46) and (60), used together with the reflection formula and the recurrence relationship for the Γ-function, yield series with rational coefficients for any values of the form ln Γ( 1 2 n ± απ −1 ), where n is integer. As a final remark, we note that expression (60) , written for z instead of 1 2 + z, straightforwardly produces another series expansion for the logarithm of the Γ-function
which converges in the green zone given in Fig. 2 shifted by 1 2 to the right. In particular, if z is real, it converges for any z > Nota Bene Expansion (60) may be also derived if we replace in (40) Binet's formula by its analog with "conjugated" denominator
where a > 0 and Re b > 0, see [12, Sect. 4 , exercise n o 40-a], or if we replace it by the following formula 
which, being combined with (60), leads to a rearranged version of (46) .
III.3. Series expansion for the polygamma functions
By differentiating expressions (46) and (62), one may easily deduce similar series expansions for the polygamma functions. Differentiating the former expansion yields the following series representations for the digamma and trigamma functions 
and 
respectively. More generally, by differentiating k times with respect to z the above series for Ψ(z), we obtain a series expansion for the kth polygamma function
where k = 1, 2, 3, . . . From the latter, we readily deduce series expansions with rational coefficients for the polygamma functions at π −1 
and finally, for k = 1, 2, 3, . . . , Number of terms Abs. value of the relative error Figure 6 : Top: Relative error of the series expansion for Ψ(π −1 ) given by (66) . Bottom: Relative error of the series expansion for Ψ 1 (π −1 ) given by (68) . For better visibility, both errors are presented in absolute values and logarithmic scales. first of which is particularly striking because of its simplicity. Figure 6 illustrates the rate of convergence of series for Ψ(π −1 ) and Ψ 1 (π −1 ) . Finally, we remark that for the argument 1 2 π −1 these series diverge in the way very similar to that shown in Fig. 5 .
Second variant of the series expansions for the polygamma functions follows from (62) . Differentiating the latter with respect to z yields
and
= − ln π + 
Similarly to expansions for ln Γ(z), expansions (65) and (70), combined with the reflection formula and the recurrence relationship for polygamma functions, give series with rational coefficients for any polygamma function of the argument 1 2 n ± απ −1 , where α is rational greater than 1 6 π and n is integer.
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Consider the general term of the series for ln ln 2 in (2). Using definition (7) and asymptotic representation (6), we may reduce it to a definite integral
It is difficult to evaluate the last integral in a closed form, but we can easily find an accurate upper bound for it:
and hence, for sufficiently large n,
Therefore, since it is well-known that series
converge, so do series (2) and (18) for |z| < 1, and this, at the same rate or better than the above series. Furthermore, we can show that in first approximation this upper bound asymptotically represents the value to which this integral actually tends when n becomes sufficiently large. In order to show it, we, instead of getting rid of the uncomfortable denominator via an estimation, rather try to expand it into a uniformly convergent series. It is well-known that the Γ-function never vanishes and is one-valued. Consequently, 1/Γ(z) is a regular function on the entire complex z-plane and may be expanded into the MacLaurin's series
Retaining only first significant terms, which are all contained in the first sum, we finally establish that for sufficiently large n , and the same formula with first six terms yields relative error 7 × 10 −6 . Finally, note that some issues related to the convergence of this series were previously discussed in [63] . i.e., it converges more quickly than the series for ln ln 2 , see (2) , whose rate of convergence is given by (A.8). By the way, formula (A.9) also provides an asymptotics for a series which is much more important: the Fontana-Mascheroni's series for γ. Comparing formula (3) to (A.9), we immediately establish that in first approximation the Fontana-Mascheroni's series (3) converges at the same rate as (4) . Interestingly, Kluyver, who rediscovered Fontana-Mascheroni's series in 1924 [47] , did not derived even the approximate rate of convergence for it; he only estimated that (3) converges better than ∞ ∑ n=2 1 n 2 ln n and better than the Jacobsthal-Vacca's series (5) . However, the first-order approximation for its rate of convergence was available the same year and is due to Johan Steffensen [88, pp. 2-4] who derived it in a completely different context. Comtet [21, p. 294] , in the context of Cauchy's numbers of the first kind, also mentions this first-order approximation, without, however, specifying the source. Besides, Niels Nørlund [74, p. 29] credits the asymptotical expression for G n at n → ∞ (see footnote ??) not only to Steffensen [88] , but also to Van Veen [95] . Van Veen gives a result which is equivalent to ours (A.9) (although it is not easy to recognize the equivalence between them) and uses an elegant contour integration method to prove it. Yet, very recently we found that Gergő Nemes [70] also obtained this approximation by using Watson's lemma from operational calculus (he derived it in the form similar to ours). It is interesting that Steffensen, Van Veen and Nemes derived their approximations in contexts which are not related to Fontana-Mascheroni's series, and they did not notice that their asymptotics provide the rate of convergence for this series which remained long-time unknown. 
Nota Bene
