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QUANTITATIVE PROPAGATION OF SMALLNESS FOR
SOLUTIONS OF ELLIPTIC EQUATIONS.
ALEXANDER LOGUNOV AND EUGENIA MALINNIKOVA
Abstract. Let u be a solution to an elliptic equation div(A∇u) = 0
with Lipschitz coefficients in Rn. Assume |u| is bounded by 1 in the ball
B = {|x| ≤ 1}. We show that if |u| < ε on a set E ⊂ 1
2
B with positive
n-dimensional Hausdorf measure, then
|u| ≤ Cεγ on
1
2
B,
where C > 0, γ ∈ (0, 1) do not depend on u and depend only on A and
the measure of E. We specify the dependence on the measure of E in
the form of the Remez type inequality. Similar estimate holds for sets
E with Hausdorff dimension bigger than n− 1.
For the gradients of the solutions we show that a similar propagation
of smallness holds for sets of Hausdorff dimension bigger than n− 1− c,
where c > 0 is a small numerical constant depending on the dimension
only.
1. Introduction
This paper contains several quantitative results on propagation of small-
ness for solutions of elliptic PDE. The results concern the logarithms of the
magnitudes of the solutions and their gradients. The techniques used in this
paper were recently applied to estimates of zero sets of Laplace eigenfunc-
tions [17],[18],[19].
The inspiration comes from the following useful fact from complex anal-
ysis: if f is a holomorphic function on C, then log |f | is subharmonic. For
this simple and powerful fact there are no known direct analogs for real val-
ued solutions of elliptic PDE on Rn, except for the gradients of harmonic
functions on R2, which can be identified with the holomorphic functions.
For a harmonic function u in Rn, n ≥ 3, it is no longer true that log |∇u|
is necessarily subharmonic. However some logarithmic convexity properties
for harmonic functions still hold. One example is the classical three spheres
theorem, which claims that for solutions u to a reasonable uniformly elliptic
equation Lu = 0 in Rn (one can think that L = ∆) the following inequality
holds
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(1) sup
B
|u| ≤ C(sup
1
2
B
|u|)γ(sup
2B
|u|)1−γ ,
where B = {x ∈ Rn : |x| ≤ 1}, constants C > 0, γ ∈ (0, 1) depend only on
the elliptic operator L and do not depend on u.
The three spheres theorem holds for linear uniformly elliptic PDE of
higher order under some smoothness assumptions on the coefficients ([27])
as well as for some non-linear elliptic equations ([6]).
1.1. Three spheres theorem for wild sets. Throughout this paper Ω
will be a bounded domain in Rn and u will denote a solution of an elliptic
equation in the divergence form div(A∇u) = 0 in Ω with Lipschitz coef-
ficients. We will show that in the three spheres theorem one can replace
sup1
2
B |u| by the supremum over any set E with positive volume.
Let E and K be subsets of Ω such that the distances from E and K to
∂Ω are positive. We assume that E has positive n-dimensional Lebesgue
measure. We aim to prove the following estimate
(2) sup
K
|u| ≤ C(sup
E
|u|)γ(sup
Ω
|u|)1−γ ,
where C > 0 and γ ∈ (0, 1) are independent of u, but depend on Ω, A, the
measure of E, and the distances from K and E to the boundary of Ω.
If supΩ |u| = 1 and supE |u| = ε, then (2) can be written as
(3) sup
K
|u| ≤ Cεγ .
This inequality explains why the result is called propagation of smallness.
Typically, we start with some set, where we know that the solution is small,
and then we make a conclusion that it is also small on a bigger set.
The fact that the set E is allowed to be arbitrary wild, while the constants
depend only on its measure, seems to be useful for applications, see [1].
Further we will specify the dependence of constants on the measure in the
form of the Remez type inequality.
1.2. Preceding results. The result that we prove is expected. We would
like to mention the preceding work in this direction. In the case of analytic
coefficients the estimate (2) was proved by Nadirashvili [23], see also [29].
The case of C∞-smooth coefficients remained open till now, but there were
several attempts to prove it. Estimates, weaker than (3), were obtained by
Nadirashvili [24] and Vessella [30]. See also [21], where the case of solutions
of elliptic equations with singular lower order coefficients is treated. In the
preceding results the exponent εγ in the right-hand side of (3) was replaced
by exp(−c| log ε|p) for some p = p(n) < 1. We push p to 1 in this paper.
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1.3. Remez type inequality. In this note we prove (2) in the setting of
smooth coefficients, using the new results on the behavior of the doubling
index of solutions to elliptic equations presented in [17, 18, 19]. On the way
of proving (2) we obtain an interesting inequality for solutions of elliptic
equations, which reminds the classical Remez inequality for polynomials,
the role of the degree is now played by the doubling index.
Let Q be a unit cube. Assume u is a solution to div(A∇u) = 0 and the
doubling index N = log
sup2Q |u|
supQ |u| . Then
(4) sup
Q
|u| ≤ C sup
E
|u|
(
C
|Q|
|E|
)CN
where C depends on A only, E is any subset of Q of a positive measure.
Note that if u is a harmonic polynomial in Rn, then one can replace N
by the degree of u. The doubling index for harmonic polynomials can be
estimated from above by the degree of the polynomial.
Garofalo and Lin [12] proved almost monotonicity of doubling index for so-
lutions of second order elliptic PDEs and applied this result to prove unique
continuation properties. In particular, they showed that both |u|2 and |∇u|2
are Muckenhoupt weights with parameters that depend on the maximal dou-
bling index. This implies (4) with some implicit power const(N) in place of
CN and with L2 norm in place of sup norm.
1.4. Propagation of smallness from sets with big Hausdorff dimen-
sion. The assumption that E has positive n-dimensional Lebesgue measure
can be relaxed. It is enough to assume that the dimension of E is larger
than n− 1, see [20] for the details in the analytic case. We fix the Hausdorff
content of E of some order n− 1 + δ with δ > 0 and obtain inequality (2).
The main Lemma 4.2 gives an upper estimate for the Hausdorff content of
the set where the solution is small.
1.5. Propagation of smallness for gradients. In Section 5 we prove a
result for the gradients of solutions of elliptic PDEs, which is new even for
ordinary harmonic functions in Rn, n ≥ 3. Propagation of smallness for
the gradients of solutions is better than for the solutions themselves. More
precisely, the inequality remains the same
(5) sup
K
|∇u| ≤ C(sup
E
|∇u|)γ(sup
Ω
|∇u|)1−γ ,
but now the set E is allowed to be smaller. Namely, we show that there is
a constant c = c(n) ∈ (0, 1) such that (5) is valid for sets E with Hausdorff
dimension
dimH(E) > n− 1− c.
We give the precise statement in Section 5.
Precaution. We warn the reader that the paper is not self-contained:
sometimes we use recent results, which are proved in other papers. Namely,
we use the technique of counting doubling indices developed in [17, 18, 19]
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and in Section 5 we rely on estimates for sublevel sets of the gradients of
solutions obtained in [5].
1.6. Open questions. We propagate smallness (for gradients) from sets of
Hausdorff dimension bigger than n−1− c. It would be interesting to obtain
quantitative estimates for propagation of smallness from sets of Hausdorff
dimension greater than n− 2. There are qualitative stratification results for
critical sets [5] that suggest that n − 2 is the correct threshold, but at the
moment there are no quantitative estimates for the interval (n−1−c, n−2).
Question 1. Is it true that the inequality (5) holds for sets E with
dimH(E) > n − 2 and the constants can be chosen to depend only on the
operator A, domain Ω, the distances from E and K to the boundary of Ω
and the Hausdorff content of E of order n− 2 + δ for any δ > 0?
Such estimates would be related to a conjecture by Fang-Hua Lin [16]
on the size of the critical sets of solutions. For the sake of simplicity we
formulate Lin’s conjecture for ordinary harmonic functions, we also slightly
modify the definition of the frequency.
Conjecture 1 (Fang-Hua Lin). Let u be a non-zero harmonic function
in the unit ball B1 ⊂ Rn, n ≥ 3. Consider
N = log
supB1 |∇u|
supB1/2 |∇u|
Is it true that the Hausdorff measure
Hn−2({∇u = 0} ∩B1/2) ≤ CnN2
for some Cn depending only on the dimension?
An interesting topic in the propagation of smallness which we don’t touch
in this paper is the dependence of the constants in (2) and (5) on the distance
from the set E to the boundary of Ω.
Question 2. Consider the inequality (5) with a set E of dimH(E) = n−1
and fixed K, A and Ω. How do the constants C and γ depend on the distance
from E to the boundary of Ω?
This question is connected to the quantitative version of the Cauchy
uniqueness problem, see [16] for related results when E is a relatively open
subset of the boundary. The situation changes when we consider wild sets
on the boundary of positive surface measure. The following question is quite
famous, it dates back to at least L. Bers. The two-dimensional case is not dif-
ficult due to connections with complex analysis. The fact that the question
is open in higher dimensions shows that we still don’t understand well the
Cauchy uniqueness problem even for ordinary harmonic functions in the di-
mension three or higher (which is quite embarrassing for the well-developed
theory of elliptic PDEs nowadays).
Conjecture 2. Assume that u is a harmonic function in the unit ball
B1 ⊂ R3 and u is C∞-smooth in the closed ball B1. Let S ⊂ ∂B1 be any
closed set with positive area. Is it true that ∇u = 0 on S implies ∇u ≡ 0?
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Usually this question is asked in the form of the Cauchy uniqueness prob-
lem, where the condition ∇u = 0 is replaced by the condition that the
Cauchy data (u, ∂u∂n) are zero on S. If one takes any Lebesgue point of S,
then harmonicity of u and C∞-smoothness automatically implies that all
the derivatives of u of any order are zero at this point. Since the area of
Lebesgue points of S is the same as of S, one can also assume (in the ques-
tion above) that all the derivatives of u vanish at the boundary subset of
positive area and the question is whether the harmonic function u should
be identically zero.
For the class C1+ε(B1) there is a striking counterexample [2], which how-
ever is not C∞-smooth up to the boundary. The attempts to construct
C2-smooth counterexamples were not successful.
1.7. Estimates for Laplace eigenfunctions. Let (M,g) be a C∞ smooth
closed Riemannian manifold and let ∆ denote the Laplace operator on M .
Consider the sequence of Laplace eigenfunctions ϕλ onM with ∆ϕλ+λϕλ =
0.
We would like to make a remark that the Remez type inequality (4) for
harmonic functions implies the following bound for Laplace eigenfunctions,
which was conjectured in [10]. For any subset E of M with positive volume
the following holds:
(6) sup
E
|ϕλ| ≥ 1
C
sup
M
|ϕλ|
( |E|
C|M |
)C√λ
,
where C = C(M,g) > 1 does not depend on E and λ. Note that
√
λ
corresponds to the degree of the polynomial in Remez inequality.
Looking at the following example of spherical harmonics u(x, y, z) =
ℜ(x+ iy)n one can see that L2 norm of restriction of u on the unit sphere is
concentrated near equator very fast and |u| is exponentially small on most of
the unit sphere. This example shows that a sequence Laplace eigenfunctions
can be e−c
√
λ small on a fixed open subset of the manifold.
The proof of implication (4) =⇒ (6) is a standard trick, we give a sketch
of the proof of the implication, which is not difficult.
The function u(x, t) = ϕλ(x)e
√
λt is a harmonic function on the product
manifold M ×R. The doubling index N of ϕ in any geodesic ball is smaller
than C1
√
λ ([9]). Then the doubling index for u in any geodesic ball of radius
smaller than the diameter of M is also smaller than C2
√
λ. One can apply
(4) to u with N=C2
√
λ and get the bound (6) for ϕ.
It seems that for negatively curved Riemannian manifolds one can prove
better versions of (6). We don’t feel the curvature in our methods.
We would like to mention an outstanding recent result from the works by
Bourgain & Dyatlov [3] and Dyatlov & Jin [7].
Theorem 1.1 ([3],[7]). Under assumption that (M,g) is a closed Riemann-
ian surface with constant negative curvature the following inequality holds
6 A. LOGUNOV AND E. MALINNIKOVA
for Laplace eigenfunctions on M . Given an open subset E of M there exists
c = c(E,M, g) > 0 such that ∫
E
ϕ2λ ≥ c
∫
M
ϕ2λ.
The constant c does not depend on the eigenvalue λ. Note that the
situation on closed surfaces of constant negative curvature is different from
the case of the sphere.
A beautiful result [4] by Bourgain and Rudnick states that on a two
dimensional torus T 2 = R2/Z2 equipped with the standard metric the toral
Laplace eigenfunctions ϕλ satisfy L
2 lower and upper restriction bounds on
curves. Namely, if S is a smooth curve on T 2 with non-zero curvature and
λ > const(S), then
c‖ϕλ‖L2(S) ≤ ‖ϕλ‖L2(T 2) ≤ C‖ϕλ‖L2(S).
In particular that implies that on a given smooth curve, which is not geo-
desic, only a finite number of Laplace eigenfunctions can vanish.
A very interesting question that we don’t touch here is how L2 mass of
Laplace eigenfunctions ϕλ are asymptotically distributed on the manifold as
λ → ∞. In particular, for negatively curved surfaces the quantum unique
ergodicity conjecture states that asymptotically the L2 mass of eigenfunc-
tions is distrubed uniformly. We refer to [26],[15],[28],[31],[32],[33],[7] for the
results on ergodic properties of eigenfunctions.
2. Preliminaries
2.1. Hausdorff content. Remind that the Hausdorff content of a set E ⊂
R
n is
CdH(E) = inf
{∑
j
rdj : E ⊂ ∪jB(xj, rj)
}
,
and the Hausdorff dimension of E is defined as
dimH(E) = inf{d : CdH(E) = 0}.
Clearly the Hausdorff content is sub-additive
CdH(E1 ∪ E2) ≤ CdH(E1) + CdH(E2).
It also satisfies the natural scaling identity, if φt is a homothety of R
n with
coefficient t then
CdH(φt(E)) = t
dCdH(E).
The advantage of the Hausdorff content over the corresponding Hausdorff
measure is that the former is always finite on bounded sets, it is bounded
from above by diam(E)d. The Hausdorff content of order n is equivalent to
the Lebesgue measure.
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2.2. Three spheres theorem for wild sets. We always assume that u is
a solution of an elliptic equation in divergence form in a bounded domain
Ω ⊂ Rn,
(7) div(A∇u) = 0,
where A(x) = [aij(x)]1≤i,j≤n is a symmetric uniformly elliptic matrix with
Lipschitz entries,
(8) Λ−11 ‖ζ‖2 ≤ 〈Aζ, ζ〉 ≤ Λ1‖ζ‖2, |aij(x)− aij(y)| ≤ Λ2|x− y|.
Let m, δ, ρ be positive numbers. Suppose a set E ⊂ Ω satisfies
Cn−1+δH (E) > m, dist(E, ∂Ω) > ρ.
Let K be a subset of Ω with dist(K, ∂Ω) > ρ. Our main result is the
following.
Theorem 2.1. There exist C, γ > 0, depending on m, δ, ρ,A,Ω only such
that
sup
K
|u| ≤ C(sup
E
|u|)γ(sup
Ω
|u|)1−γ
for any solution u of div(A∇u) = 0 in Ω.
2.3. Doubling index. We formulate several well-known lemmas connected
to the three spheres theorem (or monotonicity property of the frequency
function of a solution). We refer to [11] for an introduction to the frequency
function, which is almost a synonym for the doubling index (the term ”‘fre-
quency”’ will not be used in this paper).
Let B be a ball in Rn. Define the doubling index of a non-zero function
u (defined in 2B) by
N(u,B) = log
sup2B |u|
supB |u|
.
It is a non-trivial fact that the doubling index of solutions to an elliptic
second order PDE in divergence form is almost monotonic in the following
sense:
(9) N(tB) ≤ N(B)(1 + c) + C
for any positive t ≤ 1/2. Here as usual tB denotes a ball of radius t times
the radius of B with the same center as B, the constants c, C > 0 depend
on A, but are independent of u. Almost monotonicity of the doubling index
implies the three spheres theorem. The three spheres theorem that implies
the almost monotonicity property of the doubling index was proved in the
work [14] of Landis. Garofalo and Lin ([12]) proved a sharper version of the
monotonicity property. In particular, the results of [12] imply that if the
elliptic operator is a small perturabtion of the Laplace operator, then c in
(9) can be chosen to be small (C is still big, but it is less important). We
refer the reader to [22] and [18] for further discussion.
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For a cube Q in Rn let s(Q) denote its side length and let tQ be the
cube with the same center as Q and such that s(tQ) = ts(Q). Suppose that
(20n)Q ⊂ Ω. We define the doubling index of a function u in the cube Q by
(10) N(u,Q) = sup
x∈Q,r≤s(Q)
log
supB(x,10nr) |u|
supB(x,r) |u|
.
This is a kind of maximal version of the doubling index, which is conve-
nient in the sense that if a cube q is a subset of Q, then N(u, q) ≤ N(u,Q).
The definition implies the following estimate. Let q be a subcube of Q and
K = s(Q)s(q) ≥ 2. Then
(11) sup
q
|u| ≥ cK−CN sup
Q
|u|,
where N = N(u,Q) and c and C depend on n only.
3. Auxiliary lemmas
3.1. Estimates of the zero set. The doubling index is useful for estimates
of the zero set of solutions of elliptic equations. We will need the following
known result.
Lemma 3.1 ([13]). Let u be a solution to div(A∇u) = 0 in Ω ⊃ 20nQ. For
any N > 0 there exists CN , which is independent of u, but depends on A,N
and Ω, such that if N(u,Q) ≤ N , then
(12) Hn−1({u = 0} ∩Q) ≤ CNs(Q)n−1.
We will use only finiteness of CN and will apply it for N smaller than
some numerical constant.
Remark 3.2. One can ask what is the optimal upper bound. The harmonic
counterpart of the Yau conjecture suggests that there is a linear estimate:
Hn−1({u = 0} ∩Q) ?≤CΩ,AN.
The conjecture is open, but known in the case of analytic coefficients due to
results by Donnelly and Fefferman [9]. In the setting of smooth coefficients
an exponential bound (CNCN ) was proved in [13], a recent result in [18]
provides a polynomial upper bound CNα, α > 1 depends on the dimension.
The measure of the zero set can be also estimated from below. We assume
that u and Q are as in Lemma 3.1.
Lemma 3.3. Let q be a subcube of Q and suppose that u has a zero in q.
Then
(13) Hn−1({u = 0} ∩ 2q)≥ cNsn−1(q),
where cN depends on A,Ω and N = N(u,Q).
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Remark 3.4. The following much stronger version of this estimate is proved
in [19],
Hn−1({u = 0} ∩ 2q)≥ csn−1(q)
where c depends on A,Ω only. We will use only the weak inequality (13)
above, which is not difficult (see for example [17]).
3.2. Estimate for sub-level sets. The following lemma gives an estimate
for the size of the set where a solution to an elliptic PDE is small in terms
of the doubling index. We note that the lemma below is qualitative, but not
quantitative (in a sense that there is no control of constants in terms of N).
The lemma will be further refined to a quantitative version (Lemma 4.2).
Lemma 3.5. Let δ ∈ (0, 1], N > 0. Assume that u satisfies div(A∇u) = 0
in (20n)Q, supQ |u| = 1 and N(u,Q) ≤ N . Let
Ea = {x ∈ 1
2
Q : |u(x)| < e−a}.
Then
Cn−1+δH (Ea) ≤Me−βas(Q)n−1+δ,
for some β = β(N, δ,A,Ω) and M = M(N, δ,A,Ω).
Proof. By c, C, κ, c1, C1 . . . we will denote positive constants that depend on
δ,A, and Ω only, while constants cN , CN additionally depend on N .
Clearly, it is enough to prove the statement for a >> N and a >> 1.
For small a the inequality holds if we choose M large enough to satisfy the
inequality. Without loss of generality we may assume that N ≥ 2.
LetK = [eκa/N ] where κ > 0 is a sufficiently small constant to be specified
later. Partition 12Q into K
n equal subcubes qi. We will assume that K > 4,
then 4qi ⊂ Q. We will estimate the number of cubes qi that intersect Ea.
Let qi be a cube with qi ∩ Ea 6= ∅. So infqi |u| ≤ e−a.
Assume first that u does not change sign in 2qi. Then by the Harnack
inequality
sup
qi
|u| ≤ c1 inf
qi
|u| ≤ c1e−a.
On the other hand by (11) we have
sup
qi
|u| ≥ c2K−C1N ≥ c2
2
e−C1κa.
Now, we specify κ = 12C1 . Then the two inequalities above cannot coexist
for large a.
Hence if qi intersects Ea, then u changes sign in 2qi. Denote by S the set
of cubes qi such that u changes sign in 2qi. Note that
(14) Cn−1+δH (Ea) ≤ C2|S|s(Q)n−1+δK−n+1−δ.
Now, we will estimate |S| using the bounds for the size of the zero set of u.
Note that u has a zero in each 2qi for qi ∈ S. Recall that 4qi ⊂ Q and each
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point in Q may be covered only by a finite number of 4qi, depending only
on the dimension. By Lemma 3.3
Hn−1({u = 0} ∩Q) ≥ c3
∑
S
Hn−1({u = 0} ∩ 4qi) ≥ c4cN |S|s(Q)n−1K−n+1.
On the other hand, by Lemma 3.1
Hn−1({u = 0} ∩Q) ≤ CNs(Q)n−1.
We therefore have
|S| ≤ CN
c4cN
Kn−1.
Thus by (14)
Cn−1+δH (Ea) ≤ C3
CN
cN
K−δs(Q)n−1+δ ≤ C4CN
cN
e−κδa/N s(Q)n−1+δ,
which is the required estimate with β = κδ/N and M = C4CNc
−1
N . 
Remark 3.6. In [19, 18] it was shown that one can choose cN independent
of N and CN = CN
α, where α depends only on the dimension. Hence for
N ≥ 1,
Cn−1+δH ({|u| < e−a} ∩
1
2
Q) ≤ CNαe−cδa/Ns(Q)n−1+δ.
The optimal estimates for cN and CN will appear to be not necessary for
the purposes of this paper. In Lemma 4.2 we will prove a better bound for
Cn−1+δH (Ea) without using the uniform lower bound for cN or polynomial
bound for CN .
3.3. Main tool. The following lemma will be severely exploited in the proof
of main results. See Section “Number of cubes with big doubling index” in
[19] for the proof of the lemma formulated below. We note that the definition
of the doubling index in [19] is slightly different (but the proof remains the
same).
Lemma A. Let u be a solution to div(A∇u) = 0 in Ω. There exist positive
constants s0, N0, B0 that depend on A,Ω only such that if Q is a cube with
s(Q) < s0, (20n)Q ⊂ Ω, and Q is divided into Bn equal subcubes with
B > B0, then the number of subcubes q with N(u, q) ≥ max(12N(u,Q), N0)
is less than Bn−1−c, where c depends on the dimension n only.
Remark 3.7. If we are interested in sets of positive Lebesgue measure only,
it would be enough to apply this result with a weaker bound on the number
of subcubes with large doubling index, namely Bn−c, see the combinatorial
lemma in [17], which is simpler.
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4. Proof of the Main result
4.1. Reformulations of Theorem 2.1. Clearly Theorem 2.1 is a local
result. We formulate an equivalent local version.
Proposition 4.1. Let Ω be a bounded domain in Rn, A satisfy (8) and δ
and m be positive. There exist C, γ > 0, depending on A,Ω,m and δ such
that the following holds. Suppose that u is a solution to div(A∇u) = 0 in
Ω ⊃ (10n2)Q and let E ⊂ 120nQ satisfy Cn−1+δH (E) ≥ ms(Q)n−1+δ, then
sup
Q
|u| ≤ C(sup
E
|u|)γ( sup
(10n2)Q
|u|)1−γ .
The constants 20n and 10n2 are for technical purposes only. One can
replace them by the constant 2 and the lemma above will remain true.
One can use the standard argument to deduce Theorem 2.1 from Propo-
sition 4.1. We give only a sketch without details. First, find a suitable cube
Q with 20n2Q ⊂⊂ Ω and Cn−1+δH ( 120nQ ∩ E) > 0. Second, apply Proposi-
tion 4.1. It shows that we can propagate smallness from E onto the cube
Q. Third, with the help of the three spheres theorem the standard Har-
nack chain argument allows to propagate smallness from Q onto the whole
K ⊂⊂ Ω.
It remains to prove Proposition 4.1, which will follow from the next
lemma. All the main ideas of the paper are used in the proof of the lemma,
reduction of the proposition to the lemma will be given below and is not
difficult.
Lemma 4.2. Suppose that div(A∇u) = 0 in (20n)Q and supQ |u| = 1. Let
N = N(u,Q) ≥ 1. Set as above
Ea = {x ∈ 1
2
Q : |u(x)| < e−a}.
Then
Cn−1+δH (Ea) < Ce
−βa/Ns(Q)n−1+δ,
for some C, β > 0 that depend on A, δ only.
Remark 4.3. This lemma with δ = 1 can be written as a version of Remez
inequality (see [25]) for solutions of div(A∇u) = 0 and the role of the degree
of a polynomial is played by the doubling index:
sup
Q
|u| ≤ C sup
E
|u|
(
C
|Q|
|E|
)CN
where C depends on A only, E is a subset of Q of a positive measure and
N = N(u,Q) is defined by (10). Note that one can also replace the maximal
version of the doubling index N(u,Q) by log
sup2Q |u|
supQ |u| and the statement will
remain true. The standard reduction, which we omit, uses the monotonicity
property of the doubling index.
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4.2. Lemmas 3.5 and 4.2 imply Proposition 4.1. Consider two cases.
First case: N = N(u, 110nQ) ≤ 1. Here Lemma 3.5 is applicable for 110nQ
and since Cn−1+δH (E) > m we have
sup
E
|u| ≥ cm sup
1
10n
Q
|u|.
And by the three spheres (squares) theorem we know
sup
Q
|u| ≤ C( sup
1
10n
Q
|u|)γ( sup
(10n2)Q
|u|)1−γ .
Second case: N = N(u, 110nQ) ≥ 1. Assume that Cn−1+δH (E) = ms(Q)n−1+δ >
0, |u| < ε on E and sup 1
10n
Q |u| = 1. We apply Lemma 4.2 in the cube 110nQ
with a = | log ε|. Then E ⊂ Ea and the lemma implies that
m < Cεβ/N
and therefore
N ≥ γ| log ε|,
where γ = γ(C,m, β).
It is time to use the definition of the doubling index, see Section 2.3.
There exists a ball Br(x), x ∈ 110nQ, r ≤ 110ns(Q) such that
log
sup
B10nr(x)
|u|
sup
Br(x)
|u| ≥ N − 1/100.
Note that B10nr(x) ⊂ B√ns(Q)(x) and B√ns(Q)(x) also contains Q. Then
the monotonicity of the doubling index (9) and the assumption N ≥ 1
implies
log
sup
(10n2)Q
|u|
sup
Q
|u| ≥ log
sup
B10n
√
ns(Q)(x)
|u|
sup
B√ns(Q)(x)
|u| ≥ c1 log
sup
B10nr(x)
|u|
sup
Br(x)
|u| ≥ c2N ≥ c2γ| log ǫ|
Thus Proposition 4.1 follows. It remains to prove Lemma 4.2.
4.3. Proof of Lemma 4.2. Now, the ellipticity and Lipschitz constants
(see (8)) Λ1 ≥ 1 and Λ2 > 0 are fixed parameters and Q0 is the unit square
in Rn. Numbers N > 1 and a > 0 are variables. Let
m(u, a) = Cn−1+δH {x ∈ Q0 : |u(x)| < e−a sup
Q0
|u|},
and
M(N, a) = sup
∗
m(u, a),
where the supremum is taken over all elliptic operators div(A∇·) and func-
tions u satisfying the following conditions in 20nQ0:
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(i) A(x) = [aij(x)]1≤i,j≤n is a symmetric uniformly elliptic matrix with
Lipschitz entries satisfying (8),
(ii) u is a solution to div(A∇u) = 0 in 20nQ0,
(iii) N(u,Q0) ≤ N .
Our aim is to show that
(15) M(N, a) ≤ Ce−βa/N .
The constant β > 0 will be chosen later and will not depend on N .
We can always assume that
a/N ≫ 1
by making the constant C sufficiently large. By Lemma 3.5 we can also
assume that N is sufficiently large, in particular N/2 ≥ N0, where N0 is the
constant from Lemma A.
The proof contains several steps. First, with the help of Lemma A we
prove a recursive inequality for M(N, a). Then we show how this inequality
implies the exponential bound (15) by a double induction argument on a,N .
Recursive inequality. We show that
(16) M(N, a) ≤ B1−δM(N/2, a−C1N logB)+B−δ−cM(N, a−C1N logB).
The constant C1 will be specified later; we choose B = B0 + 1 and c from
Lemma A.
Fix a solution u to the elliptic equation div(A∇u) = 0 withN(u,Q0) ≤ N .
Divide Q0 into B
n subcubes q. Lemma A claims that we can partition cubes
q into two groups: a group of good cubes with N(u, q) ≤ N/2 and a group of
bad cubes with N/2 ≤ N(u, q) ≤ N such that the number of all bad cubes
is smaller than Bn−1−c (and the number of all good cubes is smaller than
the total number of cubes Bn). We have
m(u, a) ≤
∑
q
Cn−1+δH ({x ∈ q : |u(x)| < e−a sup
Q0
|u|}).
By (11) we see that
(17) sup
q
|u| ≥ c1B−C1N sup
Q0
|u|.
Since N is sufficiently large, we can forget about c1 above by increasing C1.
We continue to estimate m(u, a):
(18) m(u, a) ≤
∑
q
Cn−1+δH ({x ∈ q : |u(x)| < e−aBC1N sup
q
|u|})
=
∑
good q
+
∑
bad q
Cn−1+δH ({x ∈ q : |u(x)| < e−a˜ sup
q
|u|})
where
a˜ = a− C1N logB.
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Now, we estimate each sum individually. If q is a good cube, then
Cn−1+δH ({x ∈ q : |u(x)| < e−a˜ sup
q
|u|}) ≤ B−(n−1+δ)M(N/2, a˜)
Above we used the scaling property of Cn−1+δH and the fact that the restric-
tion of u to a cube q corresponds to a solution of another elliptic PDE in
the unit cube, the new equation can be written in the divergence form with
some coefficient matrix which satisfies the same estimate (8).
Since the total number of good cubes is smaller than Bn∑
good q
≤ B1−δM(N/2, a˜)
We know that the number of bad cubes q is smaller than Bn−1−c. Hence∑
bad q
≤ Bn−1−cB−(n−1+δ)M(N, a˜) = B−c−δM(N, a˜).
Adding the inequalities for bad and good cubes and taking the supremum
over u, we obtain the recursive inequality (16) for M(N, a).
Recursive inequality implies exponential bound. We will now prove
that
(19) M(N, a) ≤ Ce−βa/N .
by a double induction on N and a. Without loss of generality we may
assume N = 2l, where l is an integer number. Suppose that we know (19)
for N = 2l−1 and all a > 0 and now we wish to establish it for N = 2l. By
Lemma 3.5 we may assume l is sufficiently large. So we can say that Lemma
3.5 gives the basis for the induction. For a fixed l we argue by induction on a
with step C1N logB. Recall that B is a sufficiently large number for which
Lemma A holds. We will assume that a >> N , namely a > C0N logB,
where C0 > 0 will be chosen later. For a < C0N logB the inequality is true
if C is large enough.
By the induction assumption we have
M(N, a− C1N logB) ≤ Ce−βa/N+C1β logB
and
M(N/2, a − C1N logB) ≤ Ce−2βa/N+2C1β logB .
Finally, we use the recursive inequality (16) and get
M(N, a) ≤ CB1−δe−2βa/N+2C1β logB + CB−δ−ce−βa/N+C1β logB .
Our goal is to obtain the following inequality
B1−δe−2βa/N+2C1β logB +B−δ−ce−βa/N+C1β logB ≤ e−βa/N
for a/N > C0 logB. Dividing by e
−βa/N we reduce it to
B1−δ+2C1βe−βa/N +B−δ−c+C1β ≤ 1.
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Now, recall that a/N > C0 logB and the last inequality follows from
B1−δ+2C1β−C0β +B−δ−c+C1β ≤ 1.
The last inequality can be achieved with the proper choice of the param-
eters: B > 2, δ, c, C1 > 0 are fixed, we choose β to be small enough so that
the second term is less than 1 − ε and then choose large C0 to make the
first term smaller than ε. Thus the inequality above holds for all sufficiently
large a/N . As we mentioned above, for small a/N the inequality (19) is true
if we choose C to be large.
Remark 4.4. One can notice that the induction step is working for negative
δ such that −c < δ. However the induction basis step (Lemma 3.5) is not
true for negative δ. For instance, zeroes of harmonic functions in Rn are
sets of dimension n − 1. But the induction basis step appears to be true
for gradients of solutions, which have better unique continuation properties
than the solutions itself.
5. Propagation of smallness for the gradients of solutions
5.1. Formulation of the result. As above we assume that u is a solution
of an elliptic equation (7) in divergence form in a bounded domain Ω ⊂ Rn
and the coefficients satisfy (8).
Theorem 5.1. There exists a constant c ∈ (0, 1) that depends only on the
dimension n such that the following holds. Let m, δ, ρ be positive numbers
and suppose sets E,K ⊂ Ω satisfy
Cn−1−c+δH (E) > m, dist(E, ∂Ω) > ρ, dist(K, ∂Ω) > ρ.
Then there exist C, γ > 0, depending on m, δ, ρ,Λ1,Λ2,Ω only (and indepen-
dent of u) such that
sup
K
|∇u| ≤ C(sup
E
|∇u|)γ(sup
Ω
|∇u|)1−γ .
5.2. Modifications of the proof. We shall use the notion of doubling
index for |∇u|. Let B = B(x0, r) be a ball in Rn. Define
N(∇u,B) = log sup2B |∇u|
supB |∇u|
.
Assume r ≤ 1. The doubling index is almost monotonic:
(20) N(∇u, tB) ≤ N(∇u,B)(1 + c) + C
for t ≤ 1/2. The constants c, C > 0 depend on Λ1,Λ2 (the ellipticity and
Lipschitz constants) and the dimension n. The monotonicity of the doubling
index for |∇u| follows from the three spheres theorem for the function |u(·)−
u(x0)| and standard elliptic estimates. A similar modification appeared in
[5], see also [12]. We also need a modified doubling index for a cube Q:
N(∇u,Q) = sup
x∈Q,r≤s(Q)
log
supB(x,10nr) |∇u|
supB(x,r) |∇u|
.
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The proof of Theorem 5.1 is parallel to the proof of Theorem 2.1. We
need to establish analogs of Lemma A (induction step), Lemma 3.5 (basis
of induction), and Lemma 4.2 (estimate of the Hausdorff content), where |u|
should be replaced by |∇u|. We formulate such statements below.
Lemma B. There exist positive constants s0, N0, B0 that depend on Λ1,Λ2
and the dimension n only such that if Q is a cube with side s(Q) < s0 and Q
is divided into Bn equal subcubes with B > B0, then the number of subcubes q
with N(∇u, q) ≥ max(12N(∇u,Q), N0) is less than Bn−1−c, where c ∈ (0, 1)
depends on the dimension n only.
Lemma 5.2. Let Q0 be the unit cube in R
n. Suppose that div(A∇u) = 0 in
(20n)Q0, supQ0 |∇u| = 1, and N(∇u,Q0) ≤ N0, then for
Ea = {x ∈ Q0 : |∇u(x)| < e−a}
we have
Cn−2+δH (Ea) < Ce
−βa
for some β,C depending on N0, Λ1,Λ2, δ.
Lemma 5.3. Let Q0 be the unit cube in R
n. Suppose that div(A∇u) = 0 in
(20n)Q0 and supQ0 |∇u| = 1. Let a number N = N(∇u,Q0) ≥ 1. Set
Ea = {x ∈ 1
2
Q0 : |∇u(x)| < e−a}.
There exists c ∈ (0, 1) that depends only on the dimension n such that
Cn−1−c+δH (Ea) < Ce
−βa/N ,
for some C, β > 0 that depend on Λ1,Λ2, δ, n only.
Only the proof of Lemma 5.2 requires modifications, the other changes
are minor.
5.3. Outline of changes. The reduction of Theorem 5.1 to Lemma 5.3 is
not difficult and remains the same as in Section 4. To prove Lemma 5.3
one has to replace the used Lemma 3.5 by its analog for |∇u| (Lemma 5.2),
which we prove below. The proof is based on new results from [5].
The proof of Lemma B repeats the proof of Lemma A ([19]). There are
two main ingredients in the proof: simplex lemma and hyperplane lemma
from [18]. We don’t formulate those lemmas here, see [18]. There are no
changes in the proof of hyperplane lemma, except that one has to subtract
a constant from the function.
To prove the simplex lemma we need a sharper version of the monotonicity
property of the doubling index as it was in the proof of the original simplex
lemma. Namely, one has to make c in inequality (20) a sufficiently small
constant, depending only on the dimension. One has to make a linear change
of coordinates such that A(0) turns into the identity matrix and Λ1 is close
to 1 in a small neighborhood of the origin. After that one obtains a sharper
PROPAGATION OF SMALLNESS 17
version of the three spheres theorem for u− u(0) as it is done in [18]. Then
one should use standard elliptic estimates to provide smallness of c in (20).
To prove Lemma 5.3 one has to use the same induction argument as in
Lemma 4.2. The induction step remains the same, but one has to work
with the doubling index for |∇u| in place of |u| and use Lemma B in place of
Lemma A. Concerning the basis of induction, which is Lemma 5.2, a different
argument is needed, and we will use a result from [5], which estimates the
size of the neighborhood of the effective critical set. That would give us an
analog of Lemma 3.5 for |∇u|, but now the dimension of the set E will be
allowed to be smaller than n− 1, but bigger than n− 2. Unfortunately, the
induction step works only for dimensions bigger n − 1 − c only and that is
the main obstacle for improvement towards n− 2.
5.4. Proof of Lemma 5.2. The lemma is a corollary from Theorem 1.17
(estimate of the effective critical set) from [5]. We warn the reader that we
formulate it below in our own notation and don’t bring the proof of Theorem
1.17.
Reformulation of Theorem 1.17 from [5]. Let u be as in Lemma 5.2. For any
δ > 0 there exist positive constants C and c depending on n,Λ1,Λ2, δ,N0
such that the following holds for all integer K. Partition the unit cube Q0
into Kn sub-cubes q with side length 1/K. We call q bad if
inf
q
|∇u| < c sup
2q
|∇u|.
Then the number of bad cubes q is not greater than CKn−2+δ.
Now, we are ready to finish the proof of Lemma 5.2. We divide the unit
cube Q0 into K
n sub-cubes q with side length 1/K, the integer K will be
chosen later.
The monotonicity of the doubling index implies
sup
q
|∇u| ≥ c1K−C1N0−C1 sup
Q0
|∇u| = c1K−C1N0−C1 .
If q is not bad, then
inf
q
|∇u| ≥ c2K−C1N0−C1 .
Given a > 0 we want to estimate the Hausdorff content Cn−2+2δH of
Ea = {x ∈ Q0 : |∇u(x)| < e−a}.
We may assume a > 1. Now, we specify the choice of K. The K is smallest
integer number greater than 2 such that
e−a > c2K−C1N0−C1 .
So logK is comparable to a. And the set Ea is contained in the union of bad
cubes of size 1/K. The number of bad cubes is not greater than CKn−2+δ.
We therefore have
Cn−2+2δH (Ea) ≤ C2Kδ ≤ C3e−c3a.
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Replacing 2δ by δ we finish the proof.
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