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Organisation
2. Des réponses dans le 
projet ANNODIS:
1. Présentation de la double 
annotation
 Annotation ascendante
 Annotation macro
2. Les réponses ANNODIS 
avec 3 zooms:
 Les guides d’annotation
 La préparation du corpus 
 L’accord inter-annotateur
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1. Les questions:
1. Annoter, c’est quoi ?
2. Annoter pour quoi ?
3. Annoter quoi ?
4. Et puis, annoter dans 
quoi ?
5. Enfin, qui annote ?
Ecole thématique « annotation de données langagières »
1. Les questions
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1.1. Annoter, c’est quoi?
 [annotation is] the practice of adding 
interpretative linguistic information to an 
electronic corpus of spoken and/or written data 
(Garside et al, 1997)
 L'annotation consiste à ajouter de l'information 
(une interprétation stabilisée) aux données 
langagières (Habert, 2005) 
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Ajouter de l’information
1. Segmenter pour déterminer/délimiter des 
éléments et leur attribuer une catégorie
 Pavage complet (thématique, rhétorique) ou pointage 
sporadique (anaphores, structures particulières)
2. Éventuellement regrouper ces éléments 
 Identifier des relations (connexion) : Ex. relations 
anaphoriques (expr. réf.) ; relations syntaxiques (syntagmes) ; 
relations de discours (segments de discours  élémentaires) 
 Identifier des structures ou schémas englobants
(empaquetage) : Ex. ANNODIS : unités (amorce + items) + 
indices = structure énumérative
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1.2. Annoter pour quoi?
 Recueillir des données pour tester des intuitions, 
des hypothèses
 Valider un modèle, le faire évoluer 
 Produire un corpus annoté (corpus de 
référence?)
 Pour des analyses linguistiques (manuelles ou 
outillées)
 Pour de l’apprentissage automatique
 Pour des applications spécifiques (TAL,didactique)
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1.3. Annoter quoi?
Cf. Leech (in Wynne 2005)
 syntactic annotation: how a given sentence is parsed, in terms 
of syntactic analysis into such units such phrases and clauses
 semantic annotation : e.g. semantic category of words
 pragmatic annotation : e.g. kinds of speech act (or dialogue 
act)
 discourse annotation : e.g. anaphoric links in a text
 stylistic annotation: e.g. adding information about speech and 
thought presentation (direct speech, indirect speech, etc.)
 lexical annotation : adding the identity of the lemma of each 
word form in a text — i.e. the base form of the word, such as would 
occur as its headword in a dictionary
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…mais aussi
 Des erreurs dans des corpus d’apprenants
 Des entités nommées, des expressions d’opinion
 Et des objets divers et variés:
 fonctions discursives (Teufel et al1999, 2006 ; Biber 
et al. 2006)
 qui fait quoi où? dans des transcriptions de 
commentaires de football (résumé auto.) cf. Fort & 
Nazarenko 2011
 segments obsolescents dans des encyclopédies (
repérage auto.) cf. Laignelet et al 2010
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1.4. Annoter dans quoi?
 Constitution du corpus
 Quel corpus pour quel projet d’annotation?
 Corpus homogène ou diversifié?
 Textes complets ou échantillons?
 Préparation du corpus
 Texte nu ou enrichi ?
Métadonnées 
 Impact du nettoyage des textes: formatage, images, 
notes, tableaux etc.
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1.5. Qui annote?
 Annotation automatique ou humaine ?
 Validation manuelle si annot. automatique ?
 Annotateurs naïfs ou experts ? 
 Annotations par auteurs? Par utilisateurs? 
(contextes applicatifs)
 Questions autour des annotateurs
 Formation des annotateurs (un naïf formé est-il 
encore naïf ?)
 Fonctions du guide d’annotation
 Accord inter-annotateur
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2. Des réponses dans ANNODIS
 Projet financé par l’ANR 2007-10, 3 partenaires :
CLLE-ERSS et IRIT, Toulouse ; GREYC, Caen
http://w3.erss.univ-tlse2.fr/ANNODIS
 Double objectif :
 Constitution d’un corpus de français écrit enrichi 
d’annotations concernant le niveau discursif
 Une ressource pour les recherches le discours
 Une ressource pour le développement d’applications en TAL
 Exploitation du corpus annoté
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2.1. ANNODIS : une double annotation
 Approche ascendante
– des unités élémentaires vers des unités plus complexes 
par relations de discours
– approche incrémentale et récursive
 Approche macro
– motifs textuels multi-échelle jusqu’à très hauts niveaux 
d’organisation
• interaction avec la structure de document
• hypothèse de l’influence du niveau « macro » sur 
l’interprétation (niveau propositionnel et interpropositionnel)
– zoning rhétorique (cf. atelier Y. Mathet & A. Widlöcher)
 Rencontre sur des points spécifiques (e.g. structures 
énumératives et élaboration)
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ANNODIS ascendante: principes 
d’annotation
 Segmentation en Unités de Discours Elémentaires
(UDE)
 Construction récursive de constituants plus 
complexes en reliant les UDE par des relations de 
discours (cadre théorique = SDRT)
• Recherche d’un point d’attachement
• Attribution d’une relation de discours (parmi les 16 
décrites dans le guide d’annotation)
Annotation exhaustive des textes (ou extraits): pavage 
complet - 4096 segments & 3691 relations (annot. naïve)
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ANNODIS ascendant : Ex. de segmentation
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[Modèles climatiques.]_1 [La prévision par les scientifiques de 
l'évolution future du climat est possible]_2 [par l'utilisation de 
modèles mathématiques traités informatiquement sur des 
superordinateurs.]_3 [Ces modèles, [dits de circulation générale,]_5 
reposent sur les lois générales de la thermodynamique]_4 [et 
simulent les déplacements et les températures des masses 
atmosphériques et océaniques.]_6 [Les plus récents prennent aussi 
en considération d'autres phénomènes,]_7 [comme le cycle du 
carbone.]_8 [Ces modèles sont considérés comme valides par la 
communauté scientifique]_9 [lorsqu'ils sont capables de simuler des 
variations connues du climat,]_10 [comme les variations 
saisonnières, le phénomène El Niño, ou l'oscillation nord-
atlantique.]_11 [Les modèles les plus récents simulent de façon 
satisfaisante les variations de température au cours du xxe
siècle.]_12
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ANNODIS ascendant : relations annotées 
explanation (2/3)
e-elab ([2,3]/[4,6,7,8])
contrast ([13,14]/15)
e-elab (19/20)
e-elab([9,10,11,12,13,14,15]/[16,17,18,19,20])
alternation (29/30)
goal (34/35)
contrast ([22,23,24,25,26,27,28,29,30,31,32]/[33,34,35])
elaboration (21/[22,23,24,25,26,27,28,29,30,31,32])
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ANNODIS ascendant : graphe SDRT 
12/09/2011 16
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ANNODIS macro (motifs multi-échelle): 
principes d’annotation
 Constituer des données pour aborder trois 
caractéristiques de l’organisation du discours 
 multi-échelle : niveaux de grain, structure de document
 multi-dimensionnelle : dimensions idéationnelle et textuelle
 récursivité
 … et pour étudier la signalisation de ces structures
 marqueurs = non seulement expressions lexicales dédiées, mais faisceaux 
de traits (à faire émerger)
 2 stratégies discursives, 2 structures annotées
 chaînage (unités connectées): chaînes topicales (SUR) –487 SUR annotées
 empaquetage (unités rassemblées par critère commun) : structures 
énumératives (SE) – 829 SE annotées
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ANNODIS « macro »: 
annoter deux structures multi-échelles
1) Les Structures Énumératives (SE)
 Une amorce = segment qui annonce une énumération; peut 
inclure un énumérathème (élément prospectif spécifiant le 
critère de co-énumérabilité des items de l’énumération)
 L’énumération = une chaîne d’au moins deux items
 Une clôture = segment qui conclut l’énumération; peut 
comporter un énumérathème (élément qui condense le 
contenu des items de l’énumération)
2) Les Segments ayant une Unité Référentielle (SUR)
 Segments caractérisés par le fait qu’une majorité des 
propositions qui les composent ont pour sujet le même
référent
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Structure énumérative: exemple « classique »
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Segment ayant une Unité Référentielle (SUR)
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2.2. Les réponses ANNODIS
2112/09/2011
Ecole thématique « annotation de 
données langagières »
ANNODIS: annoter pour quoi ?
Objectifs ascendants
 Tester/valider un modèle 
pré-existant à la tâche
 Produire un corpus 
utilisable pour des 
techniques 
d’apprentissage 
automatique
Objectifs macro
 Tester des hypothèses 
 modèle construit pour la 
tâche
 Produire un corpus 
utilisable pour des 
analyses de corpus (dont 
type data-driven)
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ANNODIS: annoter quoi ?
Objets ascendants
 Décrire comment les UDE 
s’articulent en discours:
 Point de rattachement
 Type de relation rhétorique
Objets macro
 Identifier deux structures
 SE: délimiter puis 
regrouper des unités 
(amorce, items, clôture) 
 SUR: délimiter une portion 
de texte
 Indiquer comment elles 
sont signalées
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ANNODIS: annoter, c’est quoi ?
Tâche ascendante
 Segmenter : pavage complet, 
1 type d’unité (UDE)
 Regrouper par connexion: 
indiquer et typer 
exhaustivement les relations 
entre unités
Tâche macro
 Segmenter : pointage sporadique 
 Techniques de skimming assistées 
par pré-marquage
 Regrouper par empaquetage: 
identifier des schémas regroupant 
des unités et des indices
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Besoins différents
• choix et préparation des textes du corpus
• outils d’annotation
Pour les deux tâches, les annotations seront débarquées 
(stand-off annotation)
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Zoom 1: les guides d’annotation
 Fonction déclarative
 Expliciter les objets (définitions, exemples)
 Du modèle linguistique au modèle d’annotation (conception de 
l’interface)
 Fonction procédurale
 Expliciter la tâche 
 Fournir une procédure action par action (apprentissage de 
l’interface)
 La question des indices/marqueurs
 Fournir des tests, prévoir les difficultés, les confusions possibles
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Les guides d’annotation (1): l’annotation 
des relations rhétoriques (ascendante)
 Relations rhétoriques
 Principe
 Attachement
 Segments composés ou complexes
 Gestion de l'incertitude
 Relations
 Équivalences
 Mode opératoire
 Annotation quasi-manuelle
 Noms des relations
 Annotation avec outil spécifique
 Appendices
 Table des marqueurs de relations
 Exemple complet
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Les guides d’annotation (2): annoter 
une amorce de SE (macro)
 2.1 Amorce
 Définition
 Illustration
 Indices
 Tests
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Les guides d’annotation: procédure 
d’annotation macro (avec Glozz)
 4.2.1  Charger les textes à annoter 
 4.2.2  Distinguer plusieurs étapes d'annotation et jouer 
avec les styles
 4.2.3  Repérer les structures discursives d'un texte 
(SE/SUR) 
 4.2.4  Valider, supprimer, créer les indices
 4.2.5  Regrouper les éléments composant une structure 
discursive (SE/SUR) 
 4.2.6  Modifier et supprimer une annotation 
 4.2.7  Enregistrer les annotations 
 4.2.8  Gestion de l'incertitude 
3212/09/2011
Ecole thématique « annotation de 
données langagières »
Les guides d’annotation: éléments 
de bilan d’expérience
 La rédaction itérative du guide : un travail important
 d’explicitation collective du modèle linguistique qui sous-tend le 
modèle d’annotation (f. déclarative)
 de définition des fonctionnalités de l’interface (f. procédurale)
 Il faut tester le guide pour évaluer 
 la cohérence des définitions
 la faisabilité de la tâche
 l’utilité et l’utilisabilité de l’interface
 Le guide a deux fonctions: 
1. guider les annotateurs pendant l’annotation du corpus
2. guider les utilisateurs dans l’exploitation du corpus annoté
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Les guides d’annotation: tentative de 
chronologie idéale
1. Rédaction d’une version préliminaire du guide 
 accord entre experts sur les définitions des objets, sur la tâche, 
son découpage en actions
2. Annotation exploratoire
 Observation des problèmes rencontrés, analyse des désaccords
3. Révision collective du guide 
4. Phase 1 de l’annotation opérationnelle (sur corpus de test)
 Calcul de l’accord inter-annotateurs. Révision itérative tant que 
le taux d’accord est insuffisant.
5. Finalisation du guide et annotation
6. Après l’annotation et le dépouillement des données 
annotées, ajout de notes pour l’utilisateur
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ANNODIS : annoter dans quoi ?
Exigences ascendants
 Textes courts (complexité de la 
tâche, exigence d’exhaustivité)
 Textes nus présentés sans 
mise en forme (sauts de 
paragraphe, contrastes 
typographiques etc. éliminés)
Exigences macro
 Textes longs et structurés 
(structures de haut niveau, 
prise en compte de la 
structure de document)
 Textes pré-marqués (traits 
supposés pertinents) et 
présentés avec mise en forme 
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• Corpus différents, mais avec une section commune  
• Corpus diversifié
• Besoins différents en terme de visualisation des textes 
pour l’annotation et pour l’exploitation
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Zoom 2 : la préparation du corpus 
ANNODIS macro
 Un corpus diversifié 
pour tester la variabilité des fonctionnements observés
73 textes (557 047 mots) en 3 sous-corpus
 Une approche outillée
 Prétraitements
 Textes encodés en XML aux normes TEI-P5
 Documentation du corpus : métadonnées
 Prétraitements spécifiques en lien avec nos hypothèses sur 
fonctionnements discursifs
 Fonctionnalités dédiées de l’interface Glozz
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Corpus ANNODIS macro : prétraitements (1)
 Encodage spécifique:
 Encodage de la structure du document (découpage 
en sections titrées hiérarchisées) et de la mise en 
forme matérielle
  représentation visuellement proche de la mise en forme 
originale (pour l’annotateur)
 traits de structure et de mise en forme – découpage, 
hiérarchie, indentation etc. – exploitables pour le 
prémarquage 
 Cf.hypothèses sur interaction entre structures à 
l’étude (surtout SE) et structure de document
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<div type="level2">
<head>II.4. Une histoire imaginée par Richard Dawkins</head>
<p> Cette histoire amusante n'a d'autre but que de bien fixer un point important de la théorie 
darwinienne. </p>
<p> Deux brontosaures voient un T-Rex avancer dans leur direction et se mettent à courir 
aussi vite qu'ils le peuvent. Puis l'un des deux dit à l'autre : </p>
<cit>
<quote>
« Pourquoi nous fatiguons-nous au juste ? Nous n'avons de toute façon pas la moindre chance 
d'arriver à courir plus vite qu'un T-Rex ! »                    
</quote>
</cit>
<p> Et l'autre lui répond cyniquement : </p>
<cit> 
<quote> « Je ne cherche pas à courir plus vite que le T-Rex. Je cherche juste à courir plus vite 
que toi ! » 
</quote> 
</cit>
<p> L'idée est de rappeler que le processus concerne moins une compétition entre espèces,
qu'une compétition à l'intérieur de chaque espèce. (…) </p>
</div>
Format TEI-P5 – encodage de la structure de doc.
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Corpus ANNODIS macro : prétraitements (2)
 Prémarquage automatique de traits associés (de + ou –
près) aux structures à l’étude
 Objectif 1: assister la phase d'annotation en autorisant des 
procédures de "text scanning" 
 Objectif 2: permettre l’identification de marqueurs complexes 
(faisceaux d’indices) par des techniques de fouille (phase 
d’exploitation)
 Le prémarquage est réalisé par le biais de grammaires 
locales (programmes perl) projetées sur les textes 
étiquetés (TreeTagger) et analysés syntaxiquement 
(Syntex)
 En lien avec hypothèses sur la signalisation des SE, leur 
classification formelle et fonctionnelle
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Le prémarquage: traits généralement associés à 
la signalisation des SE et SUR
Traits Description. . .
Listes formatées 
Patrons ponctuationnels
Séquenceurs (MIL)
Prospections 
Encapsulations
puces, indentations. . .
: [...] ; [...] et/ou [...]. . .
Premièrement, Un second X, Parallèlement, 
Enfin, etc.. . .
SN pluriels + selon, suivants, etc... ou SN
dont la tête = nom générique (selon trois
points, les éléments suivants. . .). . .
SN démonstratifs dont la tête est un nom
générique et/ou avec adjectif numéral (ces
trois scénarios. . .). . .
Expressions co-
référentielles
pronoms, réitérations, etc. . . .
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Le prémarquage: traits associés à la signalisation 
de l'organisation du discours
Traits Description. . .
Typographie et disposition
Position textuelle
Éléments lexico-syntaxiques
titres de section, sauts de 
paragraphe. . .
éléments détachés en initiale, 
position sujet...
adverbiaux circonstanciels (spatial, 
temporel, notionnel), connecteurs. . .
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Le prémarquage: visualisation sous Glozz pour 
l’annotation
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Au terme de l’annotation: des traits prémarqués
aux indices validés
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Corpus ANNODIS macro (fin): des traits 
aux marqueurs
Annotation 
[manuelle]
 Traits prémarqués
validés = indices
 Nouveaux indices 
annotés = indices
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Prémarquage
[automatique]
Traits prémarqués
sur texte étiqueté et 
analysé 
syntaxiquement 
= indices candidats
Les indices (et éventuellement certains traits) permettront 
d’identifier des marqueurs complexes (faisceaux d’indices) 
pour la caractérisation et le typage des structures
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ANNODIS: qui annote ? 
Annotation ascendante
 Annotation naïve : 3 
étudiants L3 avec guide, 
43 textes doublement 
annotés
 Accord faible : 65% pour 
segmentation, kappa =0.45 
pour relations
 Annotation experte : 7 
annotateurs experts,  86 
textes, production d’une 
annotation de référence
Annotation macro
 Annotation naïve: 3 
étudiants L3 avec guide 
• phase A = 3 textes x 3 
annotateurs
• phase B = 6 textes x 3 
annotateurs. F mesure = 
0.7
• phase C = 73 textes x 1 
annotateur chacun
 Annotation experte de 
validation
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Zoom 3 : l’accord inter-annotateur
comparaison des annotations ascendantes
 Définir l’identité entre annotations
 segments identiques ? Relations identiques?
 Contours à déterminer à partir de 2 regards:
 rapprochement entre segments pour une même RD
 rapprochement entre segments pour une RD 
différente
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Comparaison des doubles annotations 
ascendantes : annotations « identiques »
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• Inversion Attachement : 
Result (20/21) par ANN1 Result (21/20) par ANN2
• Attachement partiel : 
Explanation ([19,20,21,23,24,25]/26) par ANN1
Explanation (25/26) par ANN2
Autres cas possibles (autres textes) :
Explanation (10, [11-12]) et Explanation (10,11)
Result ([21,22,23],[24,25]) et Result (23,24)
 Result (20/21) par ANN2
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Comparaison des doubles annotations 
ascendantes : annotations différentes
• Annotations appariables : 
 Parallel([9,10]/11) par ANN1
 Explanation(11/[8,9,10] par ANN2
• Annotations non appariables : 
 2 segments reliés par 1 RD chez ANN1
 pas reliés chez ANN2
4812/09/2011
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Comparaison des doubles annotations 
ascendantes : méthode de confrontation
3 fichiers textes 
pour chaque texte : 
segmentation, 
annotations 1 et 
annotations 2
Confrontation de 
toutes les 
annotations d’un 
même binôme
Traitement réalisé 
par notre outil
1 fichier texte 
Annotations
identiques
1 fichier texte 
Annotations
différentes
• Annotations identiques vs annotations 
différentes
• Annotations appariables vs annotations non 
appariables
12/09/2011
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• 47 cas d’annotations identiques (94 annotations)
• 202 cas d’annotations différentes
• Au total, 296 annotations concernant les relations d’Explication
et de Résultat
Explication Résultat Total
Annotations identiques 25 22 47
Annotations différentes 
appariables
72 68 140
Annotations différentes 
non appariables
31 31 62
50
Comparaison des doubles annotations 
ascendantes : résultats des confrontations
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• Correction (ou validation) de chaque 
annotation
• Désaccord sur les arguments de la relation
• Problème de la formation des segments complexes
• Désaccord sur la nature de la relation
• Aucune relation pragmatique repérée
• Confusion entre des relations : 
[C’est probablement l’explication de l’expression 
française. ]_26
• Pb des « marqueurs (possibles) » du guide : 
tendance au keywording chez les annotateurs
51
Comparaison des doubles annotations 
ascendantes : observations
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Annoter des marqueurs
Résultat : 
du coup, donc, par 
conséquent, en 
conséquence, par suite, 
à la suite de quoi
Contraste : 
mais, cependant, 
toutefois, par contre, 
bien que, 
néanmoins, si
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Explication : 
car, parce que, a cause de, 
du fait de, par la faute de, 
grâce à, si 1 c'est parce que 
2, depuis (si causalité 
évidente)
 ANNODIS ascendant : annoter arguments  & relation en utilisant 
les définitions (avec listes de marqueurs) du guide
 PDTB : 1) annoter arguments & relation depuis marqueurs explicites 
pré-annotés (liste); 2) autres relations identifiées: insérer marqueur 
« implicite »
 ANNODIS macro : annoter des indices = valider traits prémarqués
et annoter nouveaux indices
ANNODIS ascendant: marqueurs possibles
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Remarques conclusives (1)
 Corpus annotés dits « de référence »  
recherche cumulative  avancées scientifiques
 Mais la qualité et fiabilité des annotations          
est fonction de l’état de la science…
 Il convient peut-être de différencier 
 annotation de référence : modèle stabilisé et 
consensuel
 annotation de recherche : expérimentale
 Un corpus de référence annoté discursivement: 
une gageure dans l’état actuel des recherches
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Remarques conclusives (2)
 Ce qu’on aurait pu faire et qu’on n’a pas fait : 
 L’annotation comme processus : la procédure 
d’annotation manuelle naïve comme expérimentation 
(cf. psycho. cog.)
 temps d’annotation, confusions entre relations = 
information utilisable
 Retour d’expérience des annotateurs
 Carnet de bord d’annotation
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Au final, la ressource ANNODIS
 Corpus ANNODIS-ascendant:
 87 textes/extraits, 28 Kmots, 3188 EDU, 3355 
relations
 Corpus ANNODIS-macro :
 82 documents, 666 Kmots, 1316 structures, 
7873 indices
 Corpus ANNODIS-duo :
18 extraits annotés, 7 Kmots
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