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At present, a general description of the experimentally observed universal features of the pseudogap phase
and their connection with HTS is still lacking. Here we construct a unifying effective field theory capturing
the universal characteristics of HTS materials and explaining the observed phase diagram. We show that the
pseudogap state is a phase where a charged magnetic monopole condensate realizes oblique confinement of
Cooper pairs in form of an oblique version of a superinsulator. We demonstrate that the HTS phase diagram is
dominated by a tricritical point (TCP) at which the first order transition between a fundamental Cooper pair con-
densate and a charged magnetic monopole condensate merges with continuous superconductor-normal metal and
superconductor-pseudogap state transitions. The universality of the HTS phase diagram reflects a unique topo-
logical mechanism of competition between the magnetic monopole condensate, inherent to antiferromagnetic-
order-induced Mott insulators and the Cooper pair condensate. Our findings provide a topological reason for
the high critical temperature
INTRODUCTION
The key to unraveling the nature of high-temperature
superconductivity (HTS) lies in resolving the enigma of the
pseudogap state [1–5]. The pseudogap state that appears in the
underdoped region [5] forms a distinct thermodynamic phase
characterized by nematicity [3], temperature-quadratic resis-
tive behavior, and magnetoelectric effects [1]. Strong electron
interactions in HTS, resulting in strong Cooper pairing [5], lo-
calize the very-low-doped antiferromegnetic state into a Mott
insulator [1, 6, 7]. Further doping, i.e. adding further p holes
per Cu atom, turns the electrons itinerant. Thus, the super-
conductivity dome forms in the p ≈ 0.05 ÷ 0.3 interval, fol-
lowed by a Fermi liquid at higher doping, see phase diagram
in Fig. 1. The puzzling pseudogap (PG) state, remaining elu-
sive despite two decades of extensive debate, emerges in the
underdoped region. Above the temperature T ∗, associated
with the onset of the PG, a metallic sheet resistance linear
in temperature, R ∝ T , is observed. Below some lower
temperature, T ∗∗ < T ∗, a distinct switch to a quadratic de-
pendence R ∝ T 2 occurs, holding down till superconducting
fluctuations set in, see [1, 6] and references therein. The PG
full switch at T=T ∗∗ is accompanied by the nematic phase
transition and emergence of the magnetoelectric (Kerr) effect,
see [3, 7–9] and references therein, evidencing that the PG
state is a distinct thermodynamic phase. Recent shot noise
measurements deep in the PG region detected pairing of the
charge carriers [4]. Finally, the evolution from Mott insula-
tor at p = 0 to superconductivity upon increasing p, suggests
a quantum superconductor-insulator transition (SIT) between
two distinct quantum orders [10]. These orders are supposed
to coexist within the superconducting dome. The putative
transition point is at p∗ where the T ∗(p) line continued into
the dome hits the p-axis, see Fig. 1. This quantum critical
point (QCP) is often viewed as a dominant ingredient of the
HTS phase diagram.
Taking this idea as our starting point, let us recall that, in
two dimensions (2D), the SIT, see [11] for a review, may oc-
cur via intermediate quantum phase transitions across an in-
tervening Bose metal state [12–14]. The latter has been identi-
fied [15] as a bosonic topological insulator (BTI) [16] in which
metallic-like charge transport is mediated by the symmetry-
protected edge states [17]. An immediate question is whether
the same mechanism arises as well in 3D, where the system
comprises more than one superconducting plane (in this re-
spect a BSCCO monolayer [18] is a 3D system) so that Cooper
pairs can tunnel between them in the c-direction. If such a
mechanism is realized, the charge carriers are expected to be
Cooper pairs, as is indeed seen in experiment [4], but acquire
fermionic character due to topological effects confining them
to the surface. However, the simplest 3D BTI with no time-
reversal symmetry breaking and no topological order has no
fermionic surface degrees of freedom [19]. This leads us to
conjecture that the PG is associated with the other quantum
state appearing in the SIT, namely with the superinsulating
state [12, 20]. The electromagnetic response of superinsula-
tors is described by compact QED [21] in the phase where
magnetic monopoles [22] form a Bose condensate [23, 24].
Ordinarily, Cooper pairs in a superinsulator are linearly con-
fined by electric strings, which results in an infinite resistance
at finite temperatures [25, 26]. This implies that the superin-
sulation realized in the PG state differs from the standard one,
and we turn now to its description.
RESULTS
The fact that the PG state exhibits magnetoelectric ef-
fects [1] brings to the immediate conclusion that its electro-
magnetic response contains the topological θ-term [27] (or the
axion term) in the Lagrangian,
Lθ = θ32pi2 Fµ
µναβFαβ =
θ
4pi2
E · B , (1)
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FIG. 1. A sketch of the temperature-doping phase diagram of
HTS. The phase diagram presents different phases, including anti-
ferromagnetism (blue), superconductivity (purple to dark blue), and
pseudogap (green) domains. The dashed grey line at T ∗ marks the
onset of the pseudogap phase detected by deviation from the linear
R ∝ T resistance dependence. The grey dashed-point line, T ∗∗,
indicates the emergence of square R ∝ T 2 resistance dependence,
nematicity, and magnetoelectric effects. The pc marks the tricritical
point at the dome maximum, and p∗, where T ∗ hits the x-axix, is
the position of the putative quantum Mott-insulator-superconductor
phase transition at T = 0. Inset: The calculated phase transition
lines in the vicinity of the tricritical point.
where (θ/4pi2)δi j represents the pseudoscalar part of the mag-
netoelectric coupling, or polarizability αi j ≡ [∂M j/∂Ei]B=0 ≡
[∂Pi/∂B j]E=0, E and B are the electric and magnetic fields,
P and M are the polarization and magnetization, and we use
natural units c=1, with c being the light velocity in the mate-
rial, ~=1, ε0=1, Greek letters denote space-time indices and
a sum is implied over repeating indices. The θ-term, or axial
anomaly, is a pure surface term on bounded spaces. On a com-
pact Euclidean torus T4, the integral of the θ-term is a topo-
logical invariant contributing a factor exp(inθ) to the partition
function, hence θ is 2pi-periodic. Since the θ-term describes
the topological coupling of a vector and a pseudovector field,
it is odd under parity and time-reversal symmetries. The val-
ues of θ compatible with the time-reversal symmetry are thus
θ = 0 (mod 2pi) and θ = pi (mod 2pi).
The phase structure of the compact QED with a θ-term (1)
has been investigated in a seminal paper by Cardy and Ra-
binovici [28]. They considered the Euclidean lattice gauge
model
Z =
∑
{nµ},{mµ}
∫
DAµe−S ,
S =
∑
x
1
4 f 2
(
Fµν − 2piS µν
)2
+ iAµ
(
nµ +
θ
2pi
mµ
)
, (2)
where Aµ is the gauge field, Fµν the corresponding field
strength, the integers nµ and mµ = (1/2)KµαβS αβ denote the
conserved charge and magnetic monopole currents, respec-
tively, and Kµαβ is the lattice BF operator [12] (see Methods).
Present context implies the dimensionless coupling f to be an
effective strength of the Coulomb interaction in the material.
Magnetic monopoles are topological excitations arising in the
electromagnetic response due to the compact nature of the
electromagnetic gauge potential. Equation (2) implies that, in
the presence of the topological θ-term, magnetic monopoles
acquire an electric charge θ/2pi and become dyons. This is
known as Witten effect [29] and is the sole bulk consequence
of a θ-term in a compact gauge theory. Having in mind Cooper
pairs, we let the unit of charge be 2e. The Dirac quantization
condition qg/(4pi~) = n/2, where q and g are any electric and
magnetic charge, with n an integer [22], then requires the unit
of magnetic charge be pi/e.
By integrating out the gauge field Aµ, one obtains the model
formulated solely in terms of charge and monopole currents,
Z =
∑
{nµ},{mµ}
e−S ,
S =
∑
x
f 2
(
nµ +
θ
2pi
mµ
) 1
−∇2
(
nµ +
θ
2pi
mµ
)
+
pi2
f 2
∑
x
mµ
1
−∇2 mµ
+ipi nµ
1
−∇2 KµαβMαβ ,(3)
where the integers Mµν = (1/2)S µµναβS αβ are such that
mµ = ∆νMµν (S µ is the lattice shift operator, see Methods).
The last term represents the topological interaction between
charges and monopoles. When the Dirac quantization condi-
tion is satisfied, it falls out of the partition function since it
is always an integer multiple of 2pi, as can be easily seen by
representing the conserved charge current as nµ = KµαβXαβ,
with the gauge conditions ∆αXαβ = ∆βXαβ = 0, so that Xαβ
contains four degrees of freedom as nµ, and using the relation
(15) in Methods.
Following [30] and keeping only self-interaction terms, one
assigns to particles an action proportional to the length N of
their (Euclidean) world-line, representing a lattice string. As
usual in statistical field theory, this Euclidean action is equiv-
alent to the “energy” of an equivalent statistical model in one
more spatial dimension, where the coupling constant plays the
role of “temperature”. Since the entropy of a lattice string is
also proportional to its length, the “free energy” of a particle
with the electric charge n and magnetic charge m appears as
F =
[
f 2G(0)
(
n +
θ
2pi
m
)2
+
pi2
f 2
G(0) m2 − µ
]
N , (4)
where G(0) is the value of the lattice Coulomb potential at
coinciding points and µ ≈ ln7, since at each step the non-
backtracking string has to choose among 7 possible directions
to continue. if the factor [ø] at N given by brackets is posi-
tive, the free energy is minimal for N = 0. If, instead, it is
negative, the free energy is minimized by N = ∞. This means
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FIG. 2. The ellipse technique for calculating emerging phases at T = 0 and η < 1. The x-axis shows the integer dyonic charges q = m + n,
for θ = 2pi, while the y-axis lists integer magnetic charges m. a: Superconducting state, where only points n = ±1 (electric charge) and
m = 0 (blue circles) fall inside the ellipse. b: First order phase transition between the superconductor and oblique superinsulator as the ellipse
contains both superconducting and dyonic unit charge (q = ±1, m = ±1) integer points (red rim green circles). c: Oblique superinsulator
phase.
that particles with quantum numbers for which [ø] in Eq. (4)
is positive are suppressed and exist only as short-lived fluc-
tuations, while particles with quantum numbers for which [ø]
is negative form Bose condensates. If both Bose condensates
are possible, the one with the lowest free energy is stable, but
phases may coexist. The condensation condition
η
f 2
pi
(
n +
θ
2pi
m
)2
+ η
pi
f 2
m2 < 1 , (5)
where η = piG(0)/µ, describes the interior of a tilted ellipse
with semiaxes rn=
√
pi/ f 2
√
1/η and rm=
√
f 2/pi
√
1/η on an
integer lattice of electric and magnetic charges. The quan-
tity 1/
√
η defines the overall scale of the ellipse, while the
coupling f 2/pi is the ratio between its semiaxes. Varying the
coupling f and angle θ leads to complex phase structures con-
sisting of alternating sequences of three possible phases [28],
a superconducting phase consisting of a pure charge conden-
sate (m=0), a Coulomb phase with no condensate, and an
oblique confinement phase, where condensed particles carry
both electric and magnetic charges [31].
Seminal reference [28] restricted its analysis to θ ∈ [0, 2pi[
because of the periodicity of the charge spectrum under shifts
θ→θ + 2pi. This periodicity is evident in (4) and (5), since
the shift θ→θ + 2pi can be compensated by the corresponding
shift n→n − m. As a consequence of this restriction, the su-
perconducting and oblique confinement phases can never be
adjacent, but are always separated by Coulomb phases [28].
Importantly, however, the correct periodicity is achieved by
shifts θ → θ + 4pi. While the charge of dyonic composites is
indeed periodic under shifts θ → θ + 2pi, their statistics is not,
if charges are bosonic, as has been pointed out in [32]. The
statistics of a composite of n bosonic electric charges and m
magnetic monopoles with θ = 0 is (−1)nm, where +1 corre-
sponds to bosons and −1 to fermions [33, 34]. If we turn on
the angle θ, the total electric charge changes to q = n + mθ/2pi
but the statistics remains unchanged [35]. If we compensate
the shift θ → θ + 2pi by the corresponding transformation
n → n − m, to leave the total charge unchanged, we change
the statistics of the composite by the factor (−1)m2 , which is
not necessarily unity. Only the shift θ → θ+ 4pi, accompanied
by n → n − 2m, yields the same charge and statistics. Had
charges been fermions, then the correct periodicity, indeed,
would have been θ → θ + 2pi, but fermions do not Bose con-
dense. This statistical Witten effect [32] is the same reason
why strong bosonic topological insulators are also periodic
only under shifts θ → θ + 4pi, contrary to fermionic ones [19].
Since the correct periodicity in the angle θ is 4pi, and not
2pi, the case θ = 2pi is generically different from that with
θ = 0. For θ = 2pi the (n,m) lattice is not tilted, but all
m = const , 0 lines are shifted in their n-values with respect
to the x-axis m = 0, as shown in Fig. 2. Cranking down the
coupling pi/ f 2 from high (corresponding to weak Coulomb
interactions) to small (corresponding to strong Coulomb in-
teractions) values, first elongates the ellipse along the x-axis,
then passes it through a circle, and, finally, elongates it along
the y-axis. At η > 1, the nearly circles forming at the mid-way
contain only the origin of the lattice, which corresponds to the
Coulomb insulating phase. At η < 1, instead, the deformation
processes from horizontally elongated ellipses containing the
lattice point (n = 1,m = 0) and describing the superconduc-
tor, Fig. 2a, through a circle containing both kinds of lattice
points, Fig. 2b, to vertically elongated ellipses containing the
lattice point (n = 0,m = 1) and corresponding to the oblique
confinement, Fig. 2c. This describes a first-order transition
at which the superconducting order and oblique confinement
coexist. The particles in both these coexisting condensates
carry unit charge, but for the ‘superconducting’ particles the
charge is fundamental, while ‘oblique confinement’ carriers
acquire charge due to the Witten effect. Since G(0) = 0.155
and µ ≈ ln7, we have η=0.25<1. It is exactly this coexis-
tence regime that is realized, without an intervening normal
insulating phase. Upon increasing the temperature, the overall
4scale of the ellipse shrinks, see Fig. 3, by the scale factor S (T )
shown in the inset in Fig. 3, see Methods. Thus, lattice points
that were within the ellipse at T = 0 fall out as the temper-
ature grows and the system crosses from the under-the-dome
superconducting coexistence phase to the pseudogap state and
then to a metallic phase as illustrated in Fig. 3.
As we have already mentioned, the realization of a mag-
netic monopole condensate is a superinsulator [12, 20, 25, 26].
Accordingly, we name the material hosting an oblique con-
finement phase an oblique superinsulator. The numerically
computed phase diagram in the vicinity of the tricritical point
is shown in the inset in Fig. 1, where we have identified the
coupling constant pi/ f 2 with the doping normalized to unity at
the Tc maximum, and values of Tc = O(100) K are obtained
for the cutoff Λ ≈ 2 Kev, i.e. frequencies ≈ 1/2 THz which is
of order of the plasma frequency in cuprates. The colored re-
gions mark a charged monopole condensate with the magnetic
charge pi/e. Accordingly, stable single electrons are forbidden
by the Dirac quantization condition, since they would have
carried the angular momentum 1/4 [22]. In finite systems with
a finite density of monopoles this topological obstruction re-
duces to a finite energy barrier, and single electrons can appear
only as short-lived fluctuations with energies above this bar-
rier. Below the superconducting dome (purple), the charged
monopole condensate coexists with the fundamental Cooper
pair condensate, and the dash-dotted line hitting T=0 axis at
p=p∗, depicts the first-order phase transition. In the over-
doped region, p/pcr > 1, the boundary of the superconducting
dome marks the region where the magnetic monopoles cease
to exist. Above this phase boundary, the Cooper pairs are free
to split into single electrons to form a normal metal. In the
underdoped region p/pcr < 1, the phase boundary marks the
vanishing of the fundamental charge condensate. For higher
temperatures, only the charged monopole condensate, i.e. the
oblique superinsulator, survives. We identify this state as the
pseudogap state below the temperature T ∗ [1]. In the proposed
model, the physics of the high-Tc cuprates is dominated by the
tricritical point at p/pc = 1 and kBTc/Λ = 4.9, where the first-
order transition within the superconducting dome meets two
continuous transitions to a normal metal (in the overdoped re-
gion) and to the pseudogap state (in the underdoped region).
This universal structure is an implication of the presence of
the magnetic monopole condensate in cuprates. Furthermore,
monopoles ensure that in the underdoped region the charge
carriers appear as paired well above Tc [4]: the out of con-
densate Cooper pairs are protected from splitting into single
electrons by the Dirac quantization condition.
In a superconductor, the electromagnetic response is medi-
ated by photons with mass (1/2)λ−2L AµAµ, leading to the Lon-
don equations jµ = λ−2L Aµ. The corresponding electromag-
netic response of an oblique superinsulator has been derived
in [36, 37]. As in superconductors, the condensate generates
a massless mode that combines with the photon to produce
a massive excitation. Contrary to superconductors, however,
this massless mode is not a scalar representing the phase of the
charge order parameter but, rather, the “dual magnetic phase”,
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FIG. 3. Temperature evolution and deconfinement at p < pc. The
purple ellipse corresponds to the coexistence of dyonic and super-
conducting condensates. The green dashed line corresponds to the
temperature at which the transition from the superconducting dome
to the pseudogap phase occurs. The solid green line corresponds to
temperatures at which the pseudogap phase exists. The dashed fire
brick line marks the further transition from the pseudogap to a metal-
lic state and the solid fire brick line coresponds to the metallic state.
Inset: The scaling function S (T ), see Methods.
embedded into an antisymmetric tensor gauge field Bµν, with
the three-tensor field strength Hµνρ = ∂µBνρ + ∂νBρµ + ∂ρBµν
invariant under the gauge symmetries of the second kind,
Bµν → Bµν + ∂µλν − ∂νλµ. Since B0i are Lagrange multipliers
with no time derivatives appearing in the kinetic term Hµνρ,
and the gauge function λµ is itself defined only up to a deriva-
tive, the antisymmetric tensor contains indeed a single degree
of freedom. The full electromagnetic response of the oblique
superinsulator is
L = − 1
4 f 2
(
Bµν + Fµν
) (
Bµν + Fµν
)
+
+
θ
32pi2
(
Bµν + Fµν
)
µναβ
(
Bαβ + Fµν
)
+
1
12Λ2
HµναHµνα . (6)
Since fields enter only in the combination
(
Bµν + Fµν
)
, the
gauge invariance of the second kind of Bµν is ensured by the si-
multaneous shift Aµ→Aµ−λµ, leading to three degrees of free-
dom of mass, see Methods,
mθ =
f Λ
4pi
√(
4pi
f 2
)2
+
(
θ
pi
)2
. (7)
Two of them belong in the original gauge field and one is
from the new field due to the monopole condensate. Alterna-
tively, the original electromagnetic field tensor Fµν can be re-
absorbed by the new field in a generalized Stu¨ckelberg mech-
anism [36] dual to the familiar Anderson-Higgs mechanism.
The Stu¨ckelberg mechanism is the Anderson-Higgs mecha-
nism without a Higgs field or, in other words, the limit of
5the Anderson-Higgs mechanism in which the Higgs field be-
comes infinitely heavy and predates both the Anderson and
the Higgs versions. When in condensed matter applications,
one finds the combination (∂µϕ − Aµ) for the phase of the or-
der parameter and the gauge field, one is actually speaking of
the Stu¨ckelberg mechanism, much anterior to Andersons re-
alization. Usually, it is the photon that “eats up the phase of
the order parameter. Here, in its dual formulation, in which
the scalar is encoded in the antisymmetric tensor field, it is
the opposite. To conclude here, the electromagnetic response
of the oblique superinsulator expresses fully in terms of the
antisymmetric tensor field with three degrees of freedom and
mass (7).
The mass (7) is the sum of normal and topological contri-
butions. In the limit f1, the topological contribution domi-
nates and the mass eventually diverges as f → ∞, Λ→ ∞. In
this limit, the bulk dynamics is frozen because only the topo-
logical contribution,
Ltop = θ32pi2
(
Bµν + Fµν
)
µναβ
(
Bαβ + Fµν
)
, (8)
survives in the Lagrangian. The topological regime is realized
deep in the underdoped region, where f  1.
Let us now consider the oblique superinsulator on an open
manifold M with the boundary ∂M. The fields Bµν and Aµ
in Eq. (6) contain transverse and longitudinal modes, the lat-
ter being encoded in the gauge field λµ defined by Bµν =
∂µλν − ∂νλµ and the scalar ξ defined by Aµ = ∂µξ. In the
topological limit the mass (7) diverges and all bulk transverse
modes get frozen. The longitudinal modes, however, con-
tribute a total derivative into Eq. (8). When the model is de-
fined on a bounded space, this total derivative for the longitu-
dinal modes is all that remains and it gives rise to a boundary
theory governed by the Lagrangian
L∂M = θ8pi2 λµ
µαν∂αλν +
θ
2pi
λµΦ
µ − M
2
v2 (∂iξ)2 − θ
2
2pi2M
b2 (9)
=
θ
8pi2
λµ
µαν∂αλν +
θ
2pi
λ0Φ
0 − θ
pi
bξ˙ − M
2
v2 (∂iξ)2 − θ
2
2pi2M
b2 , (10)
where Φµ = (1/2pi)µαβ∂α∂βξ represents the vortex current
and b = (1/2pi) i j∂iλ j plays the role of the “charge” canoni-
cally conjugate to the phase ξ. The kinetic terms for the sur-
face modes are added-in a posteriori and, correspondingly M
is a non-universal mass scale and v is the non-universal prop-
agation speed of the surface modes.
The Hamiltonian of the boundary theory is derived by set-
ting the canonical momenta piξ=−(θ/pi)b and piλ2=−(θ/4pi2)λ1
(as usual in pure Chern-Simons theories, one has a choice of
deciding which of two components assumes the role of the
coordinate and which one is the momentum). Setting the La-
grange multiplier λ0=0 (Weyl gauge) and writing down the
Gauss law constraint, b=−Φ0, it implements, one arrives at
H∂M = 12M pi
2
ξ +
M
2
v2(∂iξ)2 , (11)
which describes a massless degree of freedom. The corre-
sponding Hamilton equation of motion is
(
∂20 − v2
∑
i ∂
2
i
)
ξ=0.
The gauge field λµ is not a dynamical field because there
are no “electric fields” appearing in the Lagrangian, and it
is expressed entirely in terms of the vortex configuration via
the Chern-Simons Gauss law constraint [38]. This constraint,
b=−Φ0, implies that the momentum piξ conjugate to the phase
ξ is not an electric charge, as it would be in superconductors,
but the vortex number itself. However, these boundary vor-
tices carry also unit electric charge (2e), as can be seen by
including the electromagnetic coupling (θ/2pi)AµΦµ. They are
thus dyons themselves. Finally, it follows from the formula-
tion (9) of the boundary Lagrangian, that these dyons acquire
fractional statistics via the boundary Chern-Simons term [39].
In particular, for the relevant case θ = 2pi they become
fermions. Thus, the topological limit of the oblique superin-
sulators for θ = 2pi contains only boundary states which are
massless fermionic dyons carrying unit magnetic and electric
charges. The canonical structure and the massless character
of these boundary fermions rests on the U(1) combined gauge
symmetry λµ → λµ + ∂µχ and ξ → ξ − χ inherited from the
bulk. Any boundary perturbation that leaves this symmetry
intact does not affect the dynamics of the boundary fermions,
which are symmetry-protected surface states. Boundary per-
turbations that break time-reversal symmetry can affect their
statistics by effectively changing the value of θ. As a conse-
quence, these surface fermions behave as a Fermi liquid.
DISCUSSION
The developed theory provides a consistent, unified in-
sight into the observed universal properties of the pseudo-
gap and adjacent phases emerging near the tricritical point.
First, the characteristic resistivity ρ ∝ T 2 of the pseudo-
gap state [1] arises from the Fermi-liquid behaviour of the
symmetry-protected surface fermions in the dyon conden-
6sate. These are intimately associated with the presence of
the θ-term in the electromagnetic response, eq. (1), which
naturally explains the onset of magnetoelectric effects in the
pseudogap state, exactly as in strong topological insulators,
see [40]. The observation that superconducting fluctuations
and quantum correction contributions to the resistive behav-
ior near the dome is perfectly well described by the standard
2D formulas, see for example, [41, 42], indicates that the pa-
rameters of the boundary fermions are close to those of the
standard normal quasiparticle excitations in the correspond-
ing materials. The fact that the structurally simple model
compound Hg1201 exhibits negligible residual resistivity [1]
complies perfectly well with the notion that for the symmetry-
protected 2D boundary fermions localization is absent. Im-
portantly, while the cuprates exhibit quasi-2D physics, the
dyon condensate responsible for HTS properties and the phase
diagram structure is essentially of three-dimensional origin.
This seeming contradiction is immediately resolved by the
fact that the two adjacent CuO planes that present the unit
cell of cuprates are enough to ensure the existence of Dirac
monopoles and the 3D-like interaction between monopoles
and Cooper pairs. This explains why even a few- and mono-
layer cuprates may exhibit practically the same superconduct-
ing transition temperature Tc as bulk samples [18, 42].
Turning to the detailed Hall resistance experimental
data [43], we recall that, in optimally doped cuprates, the
sign reversal of the Hall resistance is attributed to the con-
tribution of vortices carrying in the core excessive electric
charge [42, 44]. It is natural to conjecture that, in the un-
derdoped regime in the vicinity of the quantum critical point
marking the onset of the superconducting dome, dyons that
carry both electric and magnetic charge take up on the role
of vortices with excessive electric charge. Moreover, recall-
ing further that the data on the charge Berezinskii-Kosterlitz-
Thouless transition into the superinsulating state [45] indicate
that the boundary fermionic states are harbored by the per-
colation Chalker-Coddington structure, which is known to be
a natural host for gapless boundary states [46], one naturally
expects erratic behavior with noticeable random components,
exactly as observed in the experiment [43]. However, further
theoretical study of the dyon-related Hall effect for a quanti-
tative description of the experiment is needed.
The underdoped antiferromagnetic phase of the cuprates
holding exactly a single hole per Cu site perfectly realizes
a 2D spin square Heisenberg antiferromagnet, and the sym-
metry of the lattice is thus C4. In such a lattice the adjacent
spins are opposite while the diagonal ones are parallel. As a
result, the combined electric/magnetic symmetry of the lattice
reduces to C2. Since the boundary fermion are dyons (due to
the θ-term) and carry thus both electric and magnetic charge
they feel the combined C2 symmetry, hence nematicity with
the nematic director pointing in the direction of the CuO lat-
tice diagonals, which is an essential characteristic of the PG
state [3, 8] going hand-in-hand with the T 2 resistance.
Finally, we turn to the discussion of the linear, R∝T , re-
sistance behavior in the overdoped region, observed at high
magnetic fields, sufficient to destroy the Cooper pair conden-
sate, and low temperatures. This has been recently declared
a major puzzle of condensed-matter physics [47]. Its generic
character in HTS is established experimentally and is asso-
ciated with a universal scattering rate, the origin of which
remains a mystery. A careful experimental analysis [48] re-
veals that the slopes of the linear terms in the low-temperature
regime and in the high-temperature, inherently metallic phase,
are substantially different. Moreover, at sufficiently low tem-
peratures and high magnetic field B there is an intercept which
is also linear in B [48], so that the resistivity assumes the form
ρ = aT + bB. These two can be considered as thermal and
quantum contributions, respectively. The resolution of the lin-
ear in T puzzle lies in the fact that, in the presence of mag-
netic monopoles, the out-of-condensate Cooper pairs behave
as fermions [33, 34]. At low temperatures, these fermions
scatter primarily with bogolons, the coherent fluctuations of
the residual dyon condensate domains [49]. At temperatures
higher than the Bloch-Gru¨neisen temperature TBG ' 2skF/kB,
where kF is the Fermi momentum of the fermionic Cooper
pairs and s is the sound velocity of the bogolons, the resistance
due to this scattering mechanism is linear in T , R∝T [49].
Let us recall that in HTS the zero-temperature superfluid den-
sity ns, and, accordingly, the effective ‘Fermi energy,’ ∗F '
nsξ/4m∗, associated with fermionic Cooper pairs is relatively
low [50], ξ is the superconducting coherence length, and m∗
is the effective mass of the carriers. Accordingly, the Bloch-
Gru¨neisen temperature TBG is low, especially if the bogolon
sound velocity s is also small. Thus, the universal scattering
time τ ∼ ~/kBT (in physical units) for T > TBG arises simi-
larly to the usual high temperature electron-phonon scattering
time. To understand the origin of the different slopes at low
and high temperatures, note that the linear dependence can be
understood in the framework of the Anderson orthogonality
catastrophe (AOC) approach. Indeed, one expects that all the
relevant microscopic times are shorter than the scattering time
τ. According to the AOC, τ is related to the heat, Q, gener-
ated by the scattering processes by the universal relation [51]
~/τ = f Q, where f ' O(1) is some numerical function of the
microscopic parameters. Adopting Q = kBTδS , where δS is
the entropy change associated with the scattering and weakly
(logarithmically) depending on temperature [51], one arrives
at the universal relation 1/τ = αkBT/~, α = O(1), giving rise
to the linear-in-T resistivity. Since the microscopic origin of
the scattering at high and low temperatures is different, one
has to expect the different scattering-related entropy changes,
hence different slopes.
Turning to the effect of strong magnetic fields, we note
that in the high field limit, the number of available degenerate
ground states occupied by bosons in the area A perpendicular
to magnetic field B is N = (1/2pi)(eB/~) (see, e.g. [52]). This
is the number of available scattering centres at T = 0 and the
same reasoning that leads to the linear-in-T resistance leads to
the observed linear-in-B behaviour of the intercept. In other
words, at high fields the role of the temperature T is taken by
~ωc, where ωc = eB/m∗c is the cyclotron frequency [53].
7A final comment is in order. As we have mentioned above,
the boundary fermionic states are harbored by the percola-
tion Chalker-Coddington structure in accord with experimen-
tal findings of [43]. It implies that one can identify T ∗ with the
temperature at which the ”bubbles” hosting massless bound-
ary dyon states form finite clusters but do not extend across
the whole system. Then the T ∗∗ line in the phase diagram
is the line of the percolation transition at which the Chalker-
Coddington structure spreads across the system and the pseu-
dogap state with nematicity, the T 2 resistance and magneto-
electric effects is fully formed.
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APPENDIX
Lattice BF term
To formulate the gauge-invariant lattice BF-term, we fol-
low [12] and introduce the lattice BF operators
Kµνρ ≡ S µµανρ∆α , Kˆµνρ ≡ µναρ∆ˆαSˆ ρ , (12)
where
∆µ f (x) ≡ f (x + `µˆ) − f (x) , S µ f (x) ≡ f (x + `µˆ) ,
∆ˆµ f (x) ≡ f (x) − f (x − `µˆ) , Sˆ µ f (x) ≡ f (x − `µˆ) , (13)
are the forward and backward lattice derivative and shift op-
erators, respectively. Summation by parts on the lattice inter-
changes both the two derivatives (with a minus sign) and the
two shift operators; gauge transformations are defined using
the forward lattice derivative. The two lattice BF operators
are interchanged (no minus sign) upon summation by parts on
the lattice and are gauge invariant in the sense that
Kµνρ∆ν = Kµνρ∆ρ = ∆ˆµKµνρ = 0 ,
Kˆµνρ∆ρ = ∆ˆµKˆµνρ = ∆ˆνKˆµνρ = 0 . (14)
They also satisfy the equations
KˆµνρKρλω = −
(
δµλδνω − δµωδνλ
)
∇2
+
(
δµλ∆ν∆ˆω − δνλ∆µ∆ˆω
)
+
(
δνω∆µ∆ˆλ − δµω∆ν∆ˆλ
)
, (15)
KˆµνρKρνω = KµνρKˆρνω = 2
(
δµω∇2 − ∆µ∆ˆω
)
, (16)
where ∇2 = ∆ˆµ∆µ is the lattice Laplacian.
Finite Temperature Deconfinement Transition
In field theory, a finite temperature T is introduced by
formulating the action on a Euclidean time of finite length
β = 1/T , with periodic boundary conditions (we have reab-
sorbed the Boltzmann constant into the temperature). If the
original field theory model is defined on a Euclidean lattice of
spacing `, then β is quantized in integer multiples of 1/` as
β = b/`, with b an integer.
The lattice Coulomb Green’s function G(0) at coinciding
points is
G(0) =
1
(2pi)4
∫ pi
−pi
d4k
1∑3
i=0 4 sin
(
ki
2
)2 . (17)
At finite temperatures, k0 is both defined on a Brillouin zone
of length 2pi and also invariant under shifts k0 → k0 + 2pi/`β.
This can be achieved only by introducing integers k ∈ [−b, b],
called Matsubara frequencies, and restrict the allowed values
to k0 = pik/b. Correspondingly, integrals over k0 have to be
replaced by sums over Matsubara frequencies,∫ pi
−pi
dk0 f
(
k0
)
→
k=b∑
k=−b
pi
β
f
(
pik
b
)
. (18)
As a consequence, at finite temperatures G(0) becomes
G(0,T ) =
1
(2pi)4
k=+b∑
k=−b
pi
b
∫ pi
−pi
dk1dk2dk3
4 sin
(
pik
2b
)2
+
∑3
i=1 4 sin
(
ki
2
)2 .
(19)
This affects primarily the parameter η which becomes a
function of the temperature, η(T ) = piG(0,T )/µ. Introducing
the scale function S (T ) =
√
G(0)/G(0,T ) we obtain the result
that, at finite temperatures the overall scale of the ellipse (5)
shrinks by S (T ),
√
1/η→ S (T ) √1/η.
Topological two-form mass term in 3D
Let us consider the following model for an antisymmetric
tensor bµν in 3D [36]
L = 1
12Λ2
hµναhµνα − 14 f 2 bµνb
µν +
θ
32pi2
bµνµναβbαβ , (20)
where hµνα = ∂µbνα + ∂νbαµ + ∂αbµν is the three-form field
strength, Λ has dimension [mass] and f and θ are dimension-
less. The first two terms are the generalization to two forms
of the Proca Lagrangian for a massive vector field. The third
term is topological, since it is metric-independent.
The equations of motions of this model are
∂µhµαβ +
Λ2
f 2
bαβ − Λ
2θ
8pi2
αβγδbγδ = 0 . (21)
8Contracting with ∂α we obtain the condition
∂µbµν +
f 2θ
4pi2
hν = 0 , (22)
where hµ = (1/6)µναβhναβ is the dual field strength. Finally,
contracting (21) with νγαβ∂γ and using the above condition
we get
(
∂2 + m2θ
)
hµ = 0 , mθ =
f Λ
4pi
√(
4pi
f 2
)2
+
(
θ
pi
)2
. (23)
This shows that there is a topological contribution to the mass.
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