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Abstract
Since the convolutional neural network (CNN) is be-
lieved to find right features for a given problem, the study
of hand-crafted features is somewhat neglected these days.
In this paper, we show that finding an appropriate feature
for the given problem may be still important as they can en-
hance the performance of CNN-based algorithms. Specif-
ically, we show that feeding an appropriate feature to the
CNN enhances its performance in some face related works
such as age/gender estimation, face detection and emotion
recognition. We use Gabor filter bank responses for these
tasks, feeding them to the CNN along with the input im-
age. The stack of image and Gabor responses can be fed to
the CNN as a tensor input, or as a fused image which is a
weighted sum of image and Gabor responses. The Gabor
filter parameters can also be tuned depending on the given
problem, for increasing the performance. From the exten-
sive experiments, it is shown that the proposed methods pro-
vide better performance than the conventional CNN-based
methods that use only the input images.
1. Introduction
The CNNs are gaining more and more attention as they
are successfully applied to many image processing and
computer vision tasks, providing better performance than
the non-CNN approaches. Face related tasks are not the ex-
ceptions, for example, the CNNs in [18, 33, 38] provide bet-
ter face detection performance than the conventional meth-
ods such as Haar-like feature based face detector [30], local
binary pattern (LBP) based method [1] and deformable part
model based ones [?, 25]. In the case of age/gender clas-
sification, the CNN estimators [16, 32] give more accurate
results than the method based on the bio-inspired features
(BIF) [7], which is one of the best methods among the non-
CNN approaches.
Most of CNNs from low to high-level vision problems
use the image (not the features) as the input, and they learn
and extract the features from the training data without hu-
man intervention. In this paper, we show that feeding some
effective hand-crafted features to the CNN, along with the
input images, can enhance the performance of CNN at least
in the case of some face related tasks that we focus on. In
other words, enforcing the CNN to use the domain knowl-
edge can increase the performance or can save the com-
putations by reducing the depth. To be specific with the
age/gender estimation problem, since the most important
features are the angle and depth of the wrinkles in our faces,
we believe that the bio-inspired multi-scale Gabor filter re-
sponses [7] are the right features for this problem. Hence,
we propose a method to get the benefits of BIF, together
with the features that are learned by the CNN with the input
images. Precisely, we extract several Gabor filter responses
and concatenate them with the input image, which forms
a tensor input like a multi-channel image. The tensor in-
put can be directly fed to the CNN, like we feed the multi-
channel image to the CNN. In addition to this scheme, we
let the first layer of the CNN to be a 1× 1 convolution such
that a matrix is obtained at the first layer, which is actually a
weighted sum of the input image and Gabor responses. This
can also be considered a fusion of input image and filter
bank responses, which looks like an image with enhanced
trextures, and the fused image is fed to the CNN.
Analysis of feature maps from some of convolution lay-
ers shows that the wrinkle features and face shapes are more
enhanced in our CNN than the conventional one that uses
only the pixel values as the input. As a result, the accuracy
of age/gender estimation is much improved compared to the
state-of-the-art image-domain CNNs [16, 32]. Moreover,
we test our approach on face detection and emotion recog-
nition and also obtain some gains over the existing CNN
based methods [18, 33, 38]. In other tasks where some of
the hand-crafted features are apparently effective, we hope
that feeding such features along with the image may bring
better results.
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2. Related work
Gaobr filters. Nobel prize winners Hubel and Wiesel dis-
covered that there are simple cells in the primary visual
cortex, where its receptive field is divided into subregions
that are layers covering the whole field [11]. Also in [21],
Petkov proposed the Gabor filter, as a suitable approxima-
tion of mammal’s visual cortex receptive field. The 2D
Gabor filter is a Gaussian kernel function adjusted by a si-
nusoidal wave, consisting of both imaginary and real parts
where the real part can be described as:
gλ,θ,σ,γ(x, y) = exp
(
−x
′ + γy′2
2σ2
)
cos
(
2pi
x′
λ
+ φ
)
(1)
where x′ = x cos θ + y sin θ, y′ = −x sin θ + y cos θ, and
λ, θ, φ , γ and σ are the wavelength of the real part of Ga-
bor filter kernel, the orientation of the normal to the stripes
of function, phase offset, spatial ratio and standard devia-
tion of the Gaussian envelope representatives respectively.
Fig. 1 is an example of Gabor filter response to a face im-
age, which shows that they find the textures that correspond
to the given θ very well. Hence the Gabor filter responses
have been used in the applications where the (orientational)
textures play an important role such as fingerprint recogni-
tion [6], face detection [10], facial expression recognition
[14], age/gender estimation [7], text segmentation [26], su-
per resolution [24], and texture description.
Figure 1: Demonstration of Gabor filter bank responses
with kernel size = 5 applied to an image. Responses for
four orientations (θ = 0, pi/4, pi/2, 3pi/4) are shown.
Age/Gender Estimation. Predicting the age of a person
from a single image is one of the hardest tasks, which even
humans sometimes have difficulties in doing that. The rea-
son is that aging depends on several factors such as living
habits, races, genetics, etc. The studies without using the
CNN are well summarized in Fu et al.’s survey [?]. Recent
works are mostly based on the CNN, for some examples,
Levi and Hassner’s work [16] was the first to adopt the CNN
for age/gender estimation, and Xing et al. [32] considered
the influence of race and gender by proposing a multi-task
network.
Face detection. There are a large number of face detection
methods, as it is also a very important topic. For details, re-
fer to a complete survey on face detection done by Zafeiriou
et al.[37]. Like other computer vision problems, the CNNs
are now effectively used for face detection [33, 34, ?].
Facial Expression Recognition Emotion classification is a
relatively young and complicated task among many face-
related tasks. Since the facial expression recognition (FER)
plays an important role in human-machine interaction, re-
cently more researches are being performed on this subject.
For some examples of conventional methods, Tang used
support vector machine (SVM) for this problem [29]. Ion-
wscu et al. also used SVM to improve Bag of Visual words
(BOW) approach [12]. Hassani et al. used the advantage of
facial landmarks along with CNNs [8]. More recent studies
are focused on using the CNNs for the FER [36, 17, 22].
3. Preparation of Input
We attempt our approach to several face related works
such as age/gender estimation, face detection, and emo-
tion recognition. Each of them needs different CNN ar-
chitecture, but they are all fed with the Gabor filter re-
sponses as the input along with the image. As can be seen
from the eq. (1), there are several parameters which in-
duce different filter responses. In all the applications, we
prepare eight filter banks by combining the cases of four
θ = 0, pi/4, pi/2, 3pi/4 and two φ = 0, pi/2. The rest of
parameters σ, λ and γ are changed depending on the appli-
cation. For the age and gender estimation problem, we set
σ = 2, λ = 2.5, and γ = 0.3.
Let Nf (=8 in all the experiments in this paper as stated
above) be the number of Gabor filters, and let F kg be the re-
sponse of k-th Gabor filter. Normally, we may just concate-
nate the input image andNf responses asW×H×(Nf+1)
tensor input to a CNN as illustrated in Fig. 2(a). On the
other hand, we may consider fusing the input and Gabor re-
sponses as a single input and feed the matrix to the CNN
as shown in Fig. 2(b). The figure also shows that fusing
the input image and Gabor responses can be interpreted
as convolving the W × H × (Nf + 1) tensor input with
1 × 1 × (Nf + 1) filter. If we denote the coefficients of
this filter as [wi, w1, w2, · · · , wNf ], where wi is multi-
plied to the input image and the rest are multiplied to Gabor
responses, then the fused input is represented as
F in = wiI +
Nf∑
k=1
wkF
k
g (2)
which is similar to the weighted fusion method in [28],[32].
Fig. 2(c) is an example of fused input, which can be con-
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sidered a “wrinkle-enhanced” image. Both of concatena-
tion and fusion approaches inject the Gabor responses as
the input to the CNN. From the extensive experiments, the
fusion approach in Fig. 2(b) shows slightly better perfor-
mance (about 1%p increase in the case of gender estimation
and similarly to other tasks) while requiring slightly less
number of parameters.
4. Networks for face related problems
We apply the Gabor responses to the CNNs for the
age/gender estimation, face detection, and emotion recog-
nition problems in the following subsections. At each sub-
section, we show that the performance is improved by feed-
ing the Gabor responses as compared to the case of feeding
only the image input.
4.1. Age/Gender classification
A Network
The gender estimation is just a binary classification,
while the age estimation is implemented as a classifica-
tion or regression problem. In the case of age estimation
as a classification problem (segmenting the age into several
ranges), the network shown in Fig. 2(a) or (b) is used. Each
convolution block consists of convolution layer, Relu, and
Max pooling, and each fully connected block consists of
fully connected layer, Relu and drop-out with the drop ratio
0.5.
B Dataset description
We perform age classification on two popular datasets,
Adience [3] and Gallagher dataset [4]. Both are from
flickr.com, including the pictures with large variations in
poses, appearances, lighting condition, unusual facial ex-
pressions, etc. Adience has approximatively 26K images of
2k subjects in 8 classes (0-2, 4-6, 8-13, 15-20, 25-32, 38-
42, 48-53, 60+), Gallagher dataset has 5K images with 28K
labeled faces, being divided into 7 classes (0-2, 3-7,8-12,
13-19, 20-36, 37-65, 66+). For gender estimation, we used
Adience and CASIA Webface [35]. It has 450K images of
10K subjects, which is obtained from the pictures on IMDB
and most of the pictures in the dataset are celebrities.
C Test and result
We perform the experiments based on the standard five-
fold, subject-exclusive cross-validation protocol for fair
comparison. Table 1 shows the results for age estima-
tion, where GT CNN means our method that use Gabor re-
sponses as tensor input and GF CNN as fused input. It can
be observed that GF CNN is slightly better than GT CNN
as stated previously, and the GF CNN outperforms the ex-
isting methods by at least 3.1 %p on Aidence dataset and
1.3%p on Gallagher dataset.
For gender estimation, our method outperforms all the
other ones on Adience as shown in Table 2. The Table also
shows that the proposed network shows almost the same
performance as VGG hybrid on Webface dataset, while it
has ten times less number of parameters than the VGG.
For the analysis of the effects of feeding the Gabor re-
sponses, we compare some feature maps in Fig. 3. Specif-
ically, Fig. 3(a) shows the feature maps from our GF CNN
and Fig. 3(b) from the CNN with only image input at
the same layer. It can be seen that the features from the
GF CNN contain more strong facial features and wrinkle
textures than the original network, which is believed to be
the cause of better performance.
Table 1: Age estimation (classification) results on Adience
& Gallagher datasets.
Method Adience Gallagher
LBP [31] 41.1 58.0
LBP+FPLBP+Droupout 0.8 [31] 45.1 66.6
Eidinger [3] 45.1 N.A.
Best from Levi [16] 50.7 N.A.
Resnet[9] 52.2 68.1
PTP [13] 53.27 68.6
DAPP [13] 54.9 69.91
GT CNN[Ours] 57.2 69.1
GF CNN[Ours] 59.3 71.4
Table 2: Gender estimation results on Adience & Webface
datasets.
Method Adience Webface
BIF [7] N.A 79.3
Eidinger [3] 77.8 N.A.
Best from Levi [16] 86.8 N.A.
Resnet[9] 88.5 89.2
NetV GGHybrid[32] N.A 92.3
GT CNN[Ours] 89.2 91.0
GF CNN[Ours] 90.1 92.1
4.2. Age regression
A Network
Age estimation can also be implemented as a regression
problem when we wish to tell a person’s exact age, rather
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Figure 2: Illustration of two input feeding methods. (a) The tensor input is directly fed to the CNN, (b) The tensor input
is fused to be an image and fed to the CNN. (c) Example of a fused image which is the weighted sum of image and Gabor
responses.
(a)
(b)
Figure 3: Comparison of feature maps after the first convo-
lution layer in two networks. Features from (a) GF CNN
and (b) original CNN with image input.
than as a classification problem which tells the range (class)
of ages. We use the network shown in Fig. 4 for this prob-
lem. One of the main differences between the age classi-
fication and regression problem is that they need different
loss functions. For the classification problem above, we use
the Softmax loss defined as:
L(x) = − 1
N
N∑
i=1
Yiyi log piyi (3)
where N is the number of classes, Yiyi is the one-hot en-
coding of sample’s age label, and piyi is the yi-th element
of predicted probability vector for xi. For the regression,
we use Mean Squared Error (MSE) or Mean Absolute Er-
ror (MAE) as the loss function. To be precise, the MAE is
defined as
L(x) = − 1
M
M∑
i=1
|yˆi − yi| (4)
where M is the maximum age that we set, and yˆi is the
estimate of true age yi.
Figure 4: Age regression network architecture.
B Dataset description
For age regression task, we perform the experiments on
two widely used datasets for age estimation in literature.
We choose CASIA-Webface dataset [35] as it consists of a
large amount of pictures, and also we used FG-Net database
which contains 1002 images of 82 subjects, where subjects’
ages range from 0 to 69.
C Test and result
We used four-fold cross-validation protocol for Webface
dataset and the Leave-One-Person-Out (LOPO) test strategy
while working on FG-Net because the number of pictures in
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FG-Net is small. Table 3 shows the result of age estimation.
It can be seen that our network shows better performance
than the state of the art method.
Table 3: Age estimation error on Adience and Gallagher
datasets. GF CNNresent means that we use residual learn-
ing.
Method Casia Webface Dataset FG-net
BIF[7] 10.65 4.77
RF[19] 9.38 4.21
EBIF[2] N.A. 3.17
NetV GGHybrid 5.75 N.A.
GF CNN[ours] 5.83 3.13
GT CNNresent[ours] 5.66 3.15
GF CNNresent[ours] 5.61 3.08
4.3. Face detection
A Network
Our face detector is a three-stage cascaded CNN which
is the same as Zhang et al.’s network [38], except that we
use the fusion of input and Gabor responses as shown in
Fig. 5. At stage 1, which is called P-Net, possible fa-
cial windows along with their bonding box regression vec-
tors are obtained. Then the bounding boxes are calibrated,
and the highly overlapped ones are merged to others us-
ing non-maximum suppression (NMS). In the second and
third stages (called R-Net and O-Net respectively) the can-
didates are refined again using the calibration and NMS. For
all these three step networks we feed our Gabor fusion im-
age.
About the Gabor filter parameters, it is noted that find-
ing the facial components such as nose, mouse, eyes, etc.
are more important than the relatively straight and some-
times long wrinkles that were important in the previous
age/gender estimation. Hence we reduce the kernel size of
Gabor filter and also the parameters σ, λ and γ to 0.75, 2,
and 0.05 respectively.
B Dataset description
In this section, we evaluate our network on Face Detec-
tion Dataset and Benchmark (FDDB) [15] which contains
2,845 images with 5K annotated faces taken in the wild.
There are two types of evaluation available on FDDB: dis-
continuous score which counts the number of detected faces
versus the number of false positives, and continuous score
which evaluates how much is the overlap of bounding boxes
on the faces between the ground truth and detected.
Figure 5: Illustration of three stages of face detection net-
work architecture (GP-Net, GR-Net ,GO-Net).
C Test and result
For the bounding box regression and face classification,
we use the same loss as [38]. Specifically, we use cross-
entropy loss:
Ldeti (xi) = −(ydeti log(pi)+ (1− ydeti )(1− log(pi))) (5)
where pi is the probability of xi being a face and ydeti is the
ground truth. For the bonding box we use:
LB.Boxi (xi) = ||yˆB.boxi − yB.boxi ||22 (6)
where yˆB.boxi andy
B.box
i are the network output and ground
truth respectively. Table 4 shows that we can get bet-
ter performance with almost same number parameters as
MTCNN. Figs. 6(a)-(c) show in all three stages using hand
crafted features can improve the performance and help in-
crease the network convergence speed. To evaluate our face
detection method we compare our method with other six
sate- of-the-art methods on FDDB and our method outper-
form all of them as shown in Fig. 6(d). At last, we compare
our method’s run time with other CNN based methods and
results are in 5 as it can be seen while purposed method
has better performance than MTCNN and cascade CNN it
is almost as fast as them.
4.4. Facial expression recognition
A Network
The baseline network for FER is VGG-19 [27], and we just
add one more drop out after the last fully connected layer to
decrease the overlapping, as shown in Fig. 7. For the FER,
we think that the wrinkles again play an important role here,
and hence that we set the bandwith larger than the previous
case, specifically set σ = 1.4. Also, λ becomes large to 2.5,
and set γ = 0.1.
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(a) (b)
(c) (d)
Figure 6: (a)-(c) Comparision between the three stages of MTCNN [38] (in orange) and our method (in Green). (d) Com-
parison of our performance with MTCNN [38], DP2MDF[25], cascade CNN [18], Faceness[33], Joint fasterRCNN [23] and
head hunter [20], where the numbers in the parentheses are the area under curve.
Table 4: Comparison of Validation Accuracy of Ours, Cas-
cadeCNN and MTCNN.
Group CNN Validation Accuracy
12-Net[18] 94.4%
Group1 P-Net[38] 94.6%
GP-Net[ours]. 94.83%
24-Net[18] 95.1%
Group2 R-Net[38] 95.4%
GR-Net[ours] 95.61%
48-Net[18] 93.2%
Group3 O-Net[38] 95.4%
GO-Net[ours] 95.72%
Figure 7: Illustration GF-VGG network for the FER.
Table 5: Runtime Comparison on the same GPU.
Method Speed
Faceness [33] 20 FPS
MTCNN [38] 99 FPS
Cascade CNN [18] 100 FPS
GF-MTCNN[Ours] 99 FPS
B Dataset description
We evaluate our network on FER 2013 dataset [5], which is
being labeled in seven classes(0=Angry, 1=Disgust, 2=Fear,
3=Happy, 4=Sad, 5=Surprise, and 6=Neutral). It contains
about 32K images, 28.5K for training and 3.5K for the test.
C Test and result
Table 6 shows our result, where we compare our results with
the FER 2013 competition winners and other state of the art
methods. It can be seen that our network shows better per-
formance than others. While VGGNet can also reach to
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69.8 %, adding our fusion module at the input of the net-
work can increase the performance by 2.098%p.
Table 6: Results of FER.
Method Accuracy on FER 2013
Radu + Marius + Cristi [12] 67.484%
Unsupervised[5] 69.267%
Maxim Milakov [5] 68.821%
SVM [29] 71.162%
VGGNet [27] 69.08%
GF-VGGNet[Ours] 72.198%
5. Conclusion
Most of CNNs for image understanding use the image as
the input, with the belief that the CNN will automatically
find the appropriate features from the data. In this paper,
we have shown that feeding appropriate hand-crafted fea-
tures can lead to the improved results. Hence the domain
knowledge and study of appropriate features are important
for improving the CNN-based algorithms. Specifically, we
have shown that feeding the Gabor filter response to the
CNN leads to better performances in face related problems
such as age/gender estimation, face detection, and emotion
recognition. We hope there can be more applications that
can be benefited by our approach, i.e., there can be more
CNN-based image processing and vision algorithms that
can have gains by taking the appropriate features as the in-
put.
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