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Abstract
Let ZF and ΓF be the cycle and asymmetry index series of a combinatorial species F .
When G(0) = 0, we have, in general, ΓF◦G = ΓF ◦ ΓG, in spite of the fact that we always
have ZF◦G = ZF ◦ ZG. We define and study a new index series, denoted ΓF,ξ , which satisfies
ΓF,0 = ΓF , ΓF◦G = ΓF,ξ ◦ ΓG, where ξ = G(0). We include various explicit examples and
some applications to the enumeration of labelled and unlabelled substructures and asymmetric
substructures.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Informally, a weighted combinatorial species is a class of weighted labelled structures
which is closed under weight-preserving isomorphisms induced by relabellings along
bijections.1 For example, let u and t be formal variables. Then, the class of all trees, where
the weight of a tree τ is u# leaves in τ t# nodes in τ , forms a weighted species. We will assume
that the weight of a structure is a unitary monomial in some weight-variables. A structure
belonging to a species F is called an F -structure. If the species F is weighted by w, we
denote it by Fw . Two Fw-structures s and t are said to be isomorphic if one can be obtained
from the other one by a relabelling induced by a bijection between their underlying sets.
An isomorphism class of Fw-structures is called an unlabelled Fw-structure. By definition,
the weight of an unlabelled Fw-structure is the weight of (any) one of its representatives.
A structure is said to be asymmetric if its only automorphism is trivial. We denote by Fw ,
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the subspecies of Fw consisting of all its asymmetric structures. A species Fw is called
asymmetric if Fw = Fw . For instance, the species L, of linear orders, is asymmetric.
Many enumerative formal power series can be associated to each weighted species Fw .
Two of the most important ones are the cycle index series, ZFw(x1, x2, . . .), and the
asymmetry index series, ΓFw(x1, x2, . . .). In order to recall the definition of these series in
a unified way, we need to introduce a countable family t = (t1, t2, . . .) of auxiliary formal
variables which do not appear in w. We then form a new species Fw,t whose structures are
“colored” Fw-structures in the following sense: a Fw,t -structure on a set U , is an ordered
pair (s, f ) where s is a Fw-structure on U and f is a “coloring” f :U → {1,2,3, . . .}. The
w, t -weight of (s, f ) being given by
w(s)
∏
x∈U
tf (x). (1)
An automorphism of (s, f ) is a permutation σ of U which is an automorphism of s and
which preserves coloring: f = f ◦ σ . The w, t -weight is then a monomial whose variables
include some of the ti ’s. For example, Fig. 1 shows a tree on [8] = {1,2,3,4,5,6,7,8}
weighted as defined above, where the original w-weight of a given tree was u raised to the
number of leaves of the tree (by convention in this figure, if a node x is colored f (x) then
tf (x) is attached to the node x). By unlabelling the Fw,t -structures (while keeping their
weights) two symmetric functions σ˜Fw (t1, t2, t3, . . .) and σ¯Fw(t1, t2, t3, . . .) in the ti ’s can
be associated to any species Fw as follows:
σ˜Fw(t1, t2, t3, . . .) = total weight of all unlabelled Fw,t -structures, (2)
σ¯Fw(t1, t2, t3, . . .) = total weight of all unlabelled asymmetric Fw,t -structures. (3)
Figures 2 and 3 describe respectively a typical unlabelled Fw,t -structure, for the species
Fw of trees weighted as above, and a typical unlabelled asymmetric Fw,t -structure having,
incidentally, the same weight u5t31 t
2
3 t4t8t13. Note that if we forget the weights ti in Fig. 3,
then asymmetry disappears and the weight becomes u5.
It is well known, from the theory of symmetric functions (see MacDonald [16]) that the
power sums of the ti ’s, defined by
pk = pk(t1, t2, t3, . . .) = tk + tk + tk + · · · , k = 1,2,3, . . . ,1 2 3
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Fig. 3. An unlabelled asymmetric w, t-weighted tree having w, t-weight u5t31 t23 t4t8t13.
form an algebraic basis of the ring of symmetric functions in t1, t2, t3, . . . . This means that
any symmetric function in the ti ’s can be written in a unique way as power series in p1,
p2, p3, . . . .
In particular, [4,9], for any species Fw , the cycle index series, ZFw(x1, x2, x3, . . .), and
the asymmetry index series, ΓFw(x1, x2, x3, . . .), can be defined as being the unique series
satisfying
ZFw(p1,p2,p3, . . .) = σ˜Fw (t1, t2, t3, . . .),
ΓFw(p1,p2,p3, . . .) = σ¯Fw (t1, t2, t3, . . .).
Remark 1. The cycle index series of a w-weighted species F = Fw can also be written
under the explicit form
ZFw(x1, x2, x3, . . .) =
∑
n0
1
n!
( ∑
σ∈Sn
∣∣FixF [σ ]∣∣
w
x
σ1
1 x
σ2
2 x
σ3
3 . . .
)
, (4)
where |FixF [σ ]|w denotes the total weight of F -structures on [n] for which σ is an
automorphism, Sn is the symmetric group of order n and σi is the number of cycles of
length i in the permutation σ ∈ Sn. There is no similar compact form for the asymmetry
index series. Table 1 gives the series ZF and ΓF for the elementary species, E, of sets, L,
of linear orders, S, of permutations, and, C, of oriented cycles.
There exist many combinatorial operations on species. The main ones are addition,
multiplication, derivation and substitution. Similar operations exist on the index series and
it is well known (see [4]) that
ZF+G = ZF + ZG, ΓF+G = ΓF + ΓG, (5)
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Elementary species and their associated cycle and asymmetry index series
Species: F ZF ΓF
Sets: E exp
( x1
1 + x22 + x33 + · · ·
)
exp
( x1
1 − x22 + x33 − · · ·
)
Linear orders: L (1 − x1)−1 (1 − x1)−1
Permutations: S
∏
k1(1 − xk)−1 (1 − x2)(1 − x1)−1
Oriented cycles: C −∑∞k=1 φ(k)k ln(1 − xk) −∑∞k=1 µ(k)k ln(1 − xk)
Fig. 4. Addition formula for the species E2(1 +X).
ZF ·G = ZF ·ZG, ΓF ·G = ΓF · ΓG, (6)
ZF ′ = ∂
∂x1
ZF , ΓF ′ = ∂
∂x1
ΓF , (7)
if G(0) = 0, then ZF◦G = ZF ◦ ZG, ΓF◦G = ΓF ◦ ΓG. (8)
But,
if G(0) = 0, then ZF◦G = ZF ◦ ZG, while ΓF◦G = ΓF ◦ ΓG in general. (9)
To show that ΓF◦G = ΓF ◦ ΓG in general, let F = E2(X), be the species of 2-element
sets, and G = 1 + X, be the species of empty set or singletons. Then, according to Fig. 4,
we have
F ◦G(X) = E2(1 + X) = 1 + X + E2(X).
So that,
ΓF◦G = 1 + x1 + 12
(
x21 − x2
) = ΓF ◦ ΓG = 12 ((1 + x1)2 − (1 + x2)),
since ΓE2 = 12 (x21 − x2) and ΓX = x1.
The main object of the present paper is to extend the definition of the series ΓF in order
to obtain a new series, ΓF,ξ , such that
ΓF = ΓF,0, (10)
ΓF◦G = ΓF,ξ ◦ ΓG, where ξ = G(0). (11)
580 G. Labelle, C. Lamathe / Advances in Applied Mathematics 32 (2004) 576–608To achieve this goal, we have also to recall the very useful notion of molecular species. A
molecular species M is a species having only one type of isomorphy. In others words, any
two M-structures are always isomorphic. We can characterize a molecular species by the
fact that it is indecomposable under the combinatorial sum. For instance, ifM denotes the
(countable) set of all molecular species,2 we have, up to degree three,
M= {1,X,E2,X2,E3,C3,XE2,X3, . . .},
where C3 is the species of oriented 3-cycles. Let now F be any unweighted species,
not necessarily molecular. Then, we can always write F as a linear combination with
nonnegative integer coefficients of molecular species,
F =
∑
M∈M
fMM, (12)
where fM ∈ N represents the number of subspecies of F isomorphic to M . This
development is unique and it is called the molecular expansion of the species F . This
expansion is very strong since it encompasses all classical generating series associated to
the species F . A good illustration of this fact can be found in [11], where the explicit
molecular expansions of the species of plane 2-trees and planar 2-trees are computed.
In the weighted case, the molecular expansion of a species Fw is of the form
Fw =
∑
M∈M
fM(w)M, (13)
where fM(w) is a power series in the weight-variables. Molecular expansions of the
form (13) are considered to be in the ring of formal power series
CvX,E2,E3,C3, . . . = Cv;X,E2,E3,C3, . . ., (14)
where C is the complex field, v = (v1, v2, . . .), are some weight-variables and {X,E2,E3,
C3, . . .} is the set of atomic species; that is those molecular species which are irreducible
under product. The above operations on species have been defined on this ring (see
Joyal [7], Yeh [20]). However, some “summability conditions” must be satisfied to ensure
that the substitution Fw ◦ Gv(X) of two species, Fw(X) and Gv(X), belonging to (13) is
well-defined. The two main instances of these conditions are described as follows: consider
the “constant term”
ξ = Gv(0) ∈ Cv (15)
of the species Gv(X). Then Fw ◦Gv is well-defined if
(a) 0 = ξ(0,0,0, . . .) ∈ C and Fw(X) is arbitrary (that is the constant term in ξ is zero),
or if
2 Up to isomorphism (bijective natural transformation) of species.
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(b) Fw(X) is a polynomial species and Gv(X) is arbitrary (that is, there is no Fw-structure
on every sufficiently large set).
For example, let Fw = E = 1+X+E2 +E3 +· · · be the (unweighted) species of all finite
sets and Gv = v2 + 2v43 + v4C3 where C3 is the species of oriented 3-cycles and v2, v3, v4
are weight-variables. Then, Fw ◦Gv = E ◦ (v2 + 2v43 + v4C3) is well-defined since
ξ = Gv(0)= v2 + 2v43, ξ(0,0, . . .) = 0. (16)
However, the species E ◦ (4 + v2 + 2v43 + v4C3) is not defined since, in this case,
ξ = 4 + v2 + 2v43, ξ(0,0, . . .) = 4 = 0, (17)
and Fw ◦Gv(0) = E(4) = ∞. Finally, the species E3(4+v2 +2v43 +v4C3) is well-defined
since E3 is obviously a polynomial species.
We will always implicitly assume that substitution is well defined in the present paper.
For details and complements about theory of species, see [4,6].
To illustrate the meaning of the coefficients fM(w) in expressions such as (13), consider
the species of rooted trees, weighted by t for each internal node (root included) and by u
for each leaf.
For instance, in Fig. 5, we can see three nonisomorphic such rooted trees on five vertices.
The first two of these rooted trees have the weight u3t2 and the third has the weight u2t3.
Leaving apart the weights, each one of these three trees belongs to the same molecular
species X3E2(X), where X represents the species of singletons (vertices). Thus, the
molecular expansion of the species of rooted trees, weighted as indicated above, contains
the term
· · · + (2u3t2 + u2t3)X3E2(X) + · · · . (18)
The coefficient 2 in (18) is called the multiplicity of the weighted molecular species
u3t2X3E2(X).
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weighted in the ring Cv. In particular, we can write any element ξ ∈ Cv as a linear
combination of monomials µi in the weight-variables v = (v1, v2, v3, . . .),
ξ = c1µ1 + c2µ2 + c3µ3 + · · · ,
with ci ∈ C, for all i  1.
Definition 1 (Shifted asymmetry index series). Let v = (v1, v2, v3, . . .) be a family of
weight-variables, ξ = c1µ1 + c2µ2 + c3µ3 + · · · ∈ Cv be given and F = Fw be a species
weighted in the ring Cv. Then, the shifted asymmetry index series, ΓFw,ξ , is defined by
the following relation
ΓFw,ξ = ΓFw(ξ+X) ◦ ΓX−ξ , (19)
where ◦ denotes the plethystic substitution.
Note that (19) is equivalent to
ΓFw(ξ+X) = ΓFw,ξ ◦Γξ+X. (20)
More explicitly (19) can be expressed as
ΓFw,ξ (x1, x2, x3, . . .) = ΓFw(ξ+X)(x1 − ξ1, x2 − ξ2, x3 − ξ3, . . .),
where
ξk = c1µk1 + c2µk2 + c3µk3 + · · · , k  1.
Note, in particular, that ξ = ξ1. In the special case where ξ ∈ C, corresponding to a pure
(unweighted) multiplicity, the previous definition reduces to
ΓFw,ξ (x1, x2, x3, . . .) = ΓFw(ξ+X)(x1 − ξ, x2 − ξ, x3 − ξ, . . .), (21)
since ξk = ξ in this case, for all k ∈ N.
Example 1. Let us consider the species F = C3(X) of oriented 3-cycles and ξ ∈ N. We
have the following addition formula
C3(ξ + X) = ξ
3 + 2ξ
3
+ ξ2X + ξX2 + C3(X). (22)
To obtain it, we classify the structures according to the number of points of sort X
taken to build the oriented cycle of length three. The first term of (22) corresponds to
ZC3(ξ, ξ, ξ, . . .), according to Pólya theory [19], since this gives the number of essentially
distinct colorations with ξ colors of an oriented 3-cycle. So, we deduce
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ξ3 + 2ξ
3
+ ξ2(x1 − ξ) + ξ(x1 − ξ)2 + (x1 − ξ)
3 − (x3 − ξ)
3
= ξ + ΓC3, (23)
because ΓC3 = 13 (x31 − x3), see Table 4. The same formula holds for ξ ∈ C, and more
generally ΓC3,ξ = ξ3 + ΓC3 , for ξ ∈ Cv (see Section 3). If we take now the species
F = E2(X), we get after a similar analysis
ΓE2,ξ = ξ2 + ΓE2 .
We will see that, in the general case, the difference between shifted and classical
asymmetry index series, ΓF,ξ − ΓF , is not only an element of Cv and also involves
variables x1, x2, x3, . . . .
2. Behavior under the usual combinatorial operations
In order to compute the shifted asymmetry index series for various species, we first
state a lemma and a theorem describing the behavior of these series under the four usual
combinatorial operations.
Lemma 1. Let Fw be any species weighted in the ring Cv and ξ = ξ(v) ∈ Cv. Then,
Fw(ξ) = ZFw(ξ1, ξ2, ξ3, . . .). (24)
Proof. This follows from the definition of ZFw and Pólya theory when ξ = n1µ1 +
n2µ2 + · · · ∈ Nv. The general case, when ξ = c1µ1 + c2µ2 + · · · ∈ Cv has complex
coefficients, is a consequence of the extension principle of polynomial identities [4,
p. 182]. 
Theorem 1. Let F = Fw and G = Gv be two weighted species in the ring Cv and
ξ = ξ(v) ∈ Cv. We have
ΓF = ΓF,0, (25)
ΓF◦G = ΓF,ξ ◦ ΓG, where ξ = G(0). (26)
Moreover,
ΓF+G,ξ = ΓF,ξ + ΓG,ξ , (27)
ΓF ·G,ξ = ΓF,ξ · ΓG,ξ , (28)
ΓF◦G,ξ = ΓF,G(ξ) ◦ ΓG,ξ , (29)
Γ
F
′
,ξ
= ∂
∂x1
ΓF,ξ . (30)
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are quite obvious. We just have to write
ΓF+G,ξ = Γ(F+G)(ξ+X) ◦ ΓX−ξ = (ΓF(ξ+X) + ΓG(ξ+X)) ◦ ΓX−ξ ,
and
ΓF ·G,ξ = Γ(F ·G)(ξ+X) ◦ ΓX−ξ = ΓF(ξ+X)·G(ξ+X) ◦ΓX−ξ = (ΓF(ξ+X) · ΓG(ξ+X)) ◦ΓX−ξ .
Formulas (29) and (30) demand a little more work. Let us begin with (29). By definition,
we have ΓF◦G,ξ = ΓF◦G(ξ+X) ◦ (x1 − ξ). We can write
F
(
G(ξ + X))= F (G(ξ) +G+(ξ,X)),
where, according to Lemma 1, G(ξ) = ZG(ξ1, ξ2, ξ3, . . .) and where G+(ξ,X) =
G(ξ + X) − G(ξ), is a species with a zero constant term. We use here the plethystic
notation, ξi = pi ◦ ξ = ξ(vi1, vi2, . . .), where pi is the ith power sum. Now, if H is any
species with zero constant term, then by (8),
ΓF(α+H) = ΓF(α+X)◦H = ΓF(α+X) ◦ ΓH = ΓF(X),α ◦ Γα+X ◦ ΓH = ΓF(X),α ◦ Γα+H .
Thus, putting α = G(ξ) and H = G+(ξ,X), we get
ΓF◦G,ξ = ΓF,G(ξ) ◦ΓG,ξ .
The proof of formula (30) is more difficult and we will use the result of Lemma 2 below.
Recall that ΓF,ξ = ΓF(ξ+X) ◦ΓX−ξ . Derivating with respect to the variable x1, we get
∂
∂x1
ΓF,ξ =
(
∂
∂x1
ΓF(ξ+X)
)
◦ ΓX−ξ .
But, by Lemma 2, we have
∂
∂x1
ΓF(ξ+X) = ΓF ′(ξ+X).
Therefore
∂
∂x1
ΓF,ξ = ΓF ′(ξ+X) ◦ ΓX−ξ = ΓF ′,ξ . 
Lemma 2. Let ξ by a given element of the ring Cv. Then,
F ′w(ξ + X) =
(
Fw(ξ + X)
)′
. (31)
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F ′w(X) = [T ]Fw(T + X), (32)
where [T ]Fw(T + X) means the coefficient of T in the expansion of Fw(T + X). To see
this, consider the two-sort species Fw(T + X). We can write
Fw(T + X) = Fw(X) + T F ′w(X) + O
(
T 2
)
, (33)
where O(T 2) represents a subspecies of Fw(T + X) whose structures have at least two
T -singletons in their underlying set. To obtain this relation, we can apply a combinatorial
Taylor expansion (see [8]) or simply classify the structures according to the number of
points of sort T used in the building of Fw(T + X)-structures. It suffices then to extract
the coefficient of T in both sides of equality (33) to obtain the stated formula.
Next, for any monomial µ ∈ Cv, we get
F ′w(µ+ X) =
(
Fw(µ+ X)
)′
, (34)
since by formula (32), we have(
Fw(µ+ X)
)′ = [T ]Fw(µ+ (T + X)), (35)
and so,
F ′w(µ+ X) = F ′w(X)|X:=X+µ (36)
= [T ]Fw(T + X)|X:=X+µ = [T ]Fw(µ+ T + X), (37)
by associativity of the plethystic substitution ◦. The case where ξ = cµ, c ∈ N, follows by
successive applications of (34). If c ∈ C, we use the extension principle of polynomial
identities [4, p. 182]. The general case ξ = c1µ1 + c2µ2 + · · · , follows again by
iteration. 
Example 2. We want to obtain the shifted asymmetry index series of the species F =
E2 ·C3. Using formula (28), we have, for ξ ∈ Cv
ΓE2·C3,ξ = ΓE2,ξ · ΓC3,ξ = (ξ2 + ΓE2) · (ξ3 + ΓC3) = ξ2ξ3 + ξ3ΓE2 + ξ2ΓC3 + ΓE2ΓC3 .
Example 3. We will see later that, for ξ ∈ C,
ΓEk,ξ = ΓEk + ξΓEk−2 +
ξ(ξ + 1)
2! ΓEk−4 +
ξ(ξ + 1)(ξ + 2)
3! ΓEk−6 + · · · , (38)
where Ek is the species of k-sets. Then, ΓE3,ξ = ΓE3 + ξΓE1 = ΓE3 + ξx1. However,
(E3)′ = E2. This is coherent with (30) since
ΓE2,ξ = ξ + ΓE2 =
∂
ΓE3,ξ .∂x1
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ΓX,ξ = ΓX = x1. (39)
More generally, we have
ΓXn,ξ = (ΓX,ξ )n = ΓXn = xn1 . (40)
In fact, by linearity of the series ΓF,ξ in F , we can show that this series always coincide
with the classical asymmetry index series ΓF , as soon as the species F is asymmetric, that
is, of the form F(X) =∑m fmXm, where fm ∈ Cv, for all m 0.
3. Examples and applications
This section is devoted to the computation of the shifted asymmetry index series, ΓF,ξ ,
for various families of species F and to apply the resulting formulas to the enumeration
(or weighted inventory) of some classes of asymmetric substructures.
Let F = Fw(X) be a species weighted in the ring Cv. For enumerative purposes, it
is convenient to classify the F -structures according to the cardinality n of their underlying
sets (n = 0,1,2, . . .) using the canonical decomposition
F = F0 + F1 + F2 + · · · + Fn + · · · , (41)
where the Fn-structures are, by definition, the F -structures on n-sets. In order to compute
ΓFn,ξ , we introduce an extra weight-variable, t , not appearing in ξ or in the w-weights,
and consider the auxiliary species
Fw(tX) =
∑
n0
tnFn. (42)
By linearity, it then follows that
ΓFw(tX),ξ =
∑
n0
tnΓFn,ξ . (43)
This gives rise to the following useful lemma from which we can compute ΓFn,ξ knowing
ΓF,ξ .
Lemma 3. Let F = Fw(X) be a weighted species in the ring Cv and t be a weight-
variable which do not appear in ξ or in the w-weights. Then,
ΓFn,ξ = [tn]ΓF,tξ
(
tx1, t
2x2, t
3x3, . . .
)
. (44)
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G(X) = tX, that
ΓF(tX),ξ = ΓF,tξ ◦ ΓtX,ξ = ΓF,tξ ◦ (tx1) = ΓF,tξ
(
tx1, t
2x2, t
3x3, . . .
)
since ΓtX,ξ = tx1. We conclude using ΓFn,ξ = [tn]ΓF(tX),ξ . 
It is interesting to note that formula (44) can also be rewritten in the form
ΓFn,ξ = [tn]ΓF(tξ+tX)(x1 − ξ1, x2 − ξ2, x3 − ξ3, . . .), (45)
where ξi = ξ(vi) = ξ(vi1, vi2, vi3, . . .), for all i  1, as the reader can check. We can use
formula (44) or (45) depending on the case.
3.1. Applications to the enumeration of asymmetric substructures
Recall that three basic enumerative power series Fw(x), F˜w(x), and Fw(x) can be
associated to any weighted species Fw(X). They are defined as follows,
Fw(x) =
∑
n0
fn
xn
n! , (46)
where fn = fn(w) is the total w-weight of all Fw-structures on [n];
F˜w(x) =
∑
n0
f˜nx
n, (47)
where f˜n = f˜n(w) is the total w-weight of all unlabelled Fw-structures on n (empty) nodes;
Fw(x) =
∑
n0
f¯nx
n, (48)
where f¯n = f¯n(w) is the total w-weight of all unlabelled asymmetric Fw-structures on n
(empty) nodes.
When the weight is trivial (w(s) = 1 for every structure s), then the words “total w-
weight of” are replaced by “number of.” These series can be deduced from the index series
ZFw(x1, x2, x3, . . .) and ΓFw(x1, x2, x3, . . .) as follows [4]:
Fw(x)= ZFw(x,0,0, . . .) = ΓFw(x,0,0, . . .), (49)
F˜w(x)= ZFw
(
x, x2, x3, . . .
)
, (50)
Fw(x)= ΓFw
(
x, x2, x3, . . .
)
. (51)
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Consider now the shifted species subFw defined by
subFw(X) = Fw(1 + X). (52)
A structure belonging to the species subFw can be interpreted as a partially labelled Fw-
structure, or, more simply, as a substructure of an Fw-structure, since each node may either
be a 1-structure (that is an empty node) or an X-structure (that is a labelled node). Consider
for example Fw(X) = Sw(X), the species of permutations σ weighted by w(σ) defined by
t raised to the number of cycles in σ . Figure 6 shows a permutation and a subpermutation,
each one having weight t3 (that is, three cycles).
Definition 2. Let F = Fw(X) be a weighted species. A structure s belonging to the species
subFw(X) = Fw(1 + X) is called a subFw-structure (or simply a substructure if the
“ambiant” species Fw is clear from the context). If the number of labelled elements in
s is k, then s is called a substructure of size k.
For example, the permutation and subpermutation in Fig. 6 are of size 12 and 7,
respectively.
We have the general formulas
ΓFw(1+X) = ΓFw,1(1 + x1,1 + x2,1 + x3, . . .), (53)
ZFw(1+X) = ZFw(1 + x1,1 + x2,1 + x3, . . .), (54)
from which we can deduce the enumerative series for subFw-structures:
subFw(x)= ZsubFw (x,0,0, . . .) = ZFw(1 + x,1,1, . . .) = ΓFw,1(1 + x,1,1, . . .), (55)
s˜ubFw(x)= ZsubFw
(
x, x2, x3, . . .
)= ZFw(1 + x,1 + x2,1 + x3, . . .), (56)
subFw(x)= ΓsubFw
(
x, x2, x3, . . .
)= ΓFw,1(1 + x,1 + x2,1 + x3, . . .). (57)
It is important to note that in (53), (55), and (57), the shifted (by ξ = 1) asymmetric index
series ΓFw,1 is used, contrarily to the nonshifted ZFw in (54) and (56).
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weight is trivial) of subFw-structures of size k of Fw-structures of size n as functions of k
and n.
Proposition 1. Let F = Fw(X) be a weighted species and t, x be weight-variables not
appearing in w. Then,
(i) the total weight of all subFw-structures of size k of Fw-structures on [n] is given by
k![xk][tn]ZFw(t (1 + x), t2, t3, . . .); (58)
(ii) the total weight of all unlabelled subFw-structures of size k of Fw-structures of size
n is given by [
xk
][tn]ZFw(t (1 + x), t2(1 + x2), t3(1 + x3), . . .); (59)
(iii) the total weight of all unlabelled asymmetric subFw-structures of size k of Fw-
structures of size n is given by[
xk
][tn]ΓFw,t(t (1 + x), t2(1 + x2), t3(1 + x3), . . .). (60)
Proof. Simply extract the coefficient of xk in the series
(subFn)(x),
(
s˜ubFn
)
(x),
(
subFn
)
(x), (61)
where subFn is the species given by
(subFn)(X) = Fn(1 + X) = [tn]F(tX) ◦ (1 + X).  (62)
3.2. Sets and n-sets
We consider here the species F = E of sets. We want to compute the series ΓE,ξ and
ΓEn,ξ . It suffices, thanks to Lemma 3, to expand E(ξ + X). We have the following result:
Proposition 2 (Sets). Let ξ ∈ Cv. Then,
ΓE,ξ = ZE(ξ2, ξ4, . . .)ΓE, (63)
ΓEn,ξ =
	n/2
∑
i0
ZEi (ξ2, ξ4, ξ6, . . . , ξ2i )ΓEn−2i . (64)
If ξ ∈ C, we get
ΓEn,ξ =
	n/2
∑
i0
〈
ξ
i
〉
ΓEn−2i , (65)
where
〈
ξ
〉= ξ(ξ+1)···(ξ+i−1) denotes the second kind binomial coefficient.i i!
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shifted asymmetry index series of the species En of n-sets. The special case (65) where
ξ ∈ C will then follows. We have
E(ξ + X) = E(ξ)E(X).
Therefore,
ΓE,ξ = ΓE(ξ+X) ◦ΓX−ξ = E(ξ)ΓE ◦ ΓX−ξ ,
where E(ξ) = ZE(ξ1, ξ2, . . .). However, from Table 1,
ΓE ◦ΓX−ξ = exp
∑
k1
(−1)k−1 xk − ξk
k
= exp
∑
k1
(−1)k−1xk
k
· exp
∑
k1
(−1)k ξk
k
= ΓE(x1, x2, . . .)
ΓE(ξ1, ξ2, . . .)
.
This implies that
ΓE,ξ = ZE(ξ1, ξ2, . . .)
ΓE(ξ1, ξ2, . . .)
ΓE = E(ξ2)ΓE,
since
ZE(x1, x2, . . .)
ΓE(x1, x2, . . .)
= e
x1+x2/2+x3/3+x4/4+···
ex1−x2/2+x3/3−x4/4+···
= ex2+x4/2+x6/3+··· = ZE(x2, x4, . . .). (66)
We use now Lemma 3, to first get
ΓEn,ξ = [tn]ΓE,tξ
(
tx1, t
2x2, . . .
)= [tn]ZE(tξ1, t2ξ2, . . .)
ΓE(tξ1, t2ξ2, . . .)
∑
k0
tkΓEk(X).
Therefore, by (66),
ΓE(tX),ξ = ZE
(
t2ξ2, t
4ξ4, . . .
)∑
k0
tkΓEk(tX)
=
(∑
i0
t2iZEi (ξ2, ξ4, . . .)
)(∑
k0
tkΓEk(X)
)
. (67)
We then get,
ΓEn,ξ = ΓEn + ZE1(ξ2, ξ4, . . .)ΓEn−2 + ZE2(ξ2, ξ4, . . .)ΓEn−4 + · · · , (68)
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ξi = ξ , for all i  1, we obtain
ZEi (ξ, ξ, . . .) =
[
t2i
]
ZE
(
t2ξ, t4ξ, . . .
)= [t2i]et2ξ+t4ξ/2+t6ξ/3+···
= [t2i](1 − t2)−ξ = ξ 〈i〉
i! , (69)
where ξ 〈i〉 = ξ(ξ + 1) · · · (ξ + i − 1) is the ith rising factorial of ξ . Substituting, (69) in
(68) gives (65). 
3.3. Oriented cycles and permutations
A similar approach applied to the species C and Cn of oriented cycles, and oriented
n-cyles respectively, leads to the following result.
Proposition 3 (Oriented cycles). Let ξ ∈ Cv. The shifted asymmetry series of the
species C, of oriented cycles and Cn, of oriented cycles of length n, are given by
ΓC,ξ = (ZC − ΓC)(ξ1, ξ2, . . .) +ΓC, (70)
ΓCn,ξ =
1
n
∑
d |n
(
φ(d)− µ(d))ξn/dd + ΓCn, (71)
where φ and µ are respectively the classical Euler and Möbius functions.
Proof. We begin this proof by using a well-known addition formula [1,2] and [4, p. 109]
involving the two-sort species C(T + X):
C(T + X) = C(T )+ C(L(T )X), (72)
where L is the species of lists. Putting T := ξ , we get
ΓC(ξ+X) = C(ξ) + ΓC(L(ξ)X) = C(ξ)+ ΓC ◦ΓL(ξ)X. (73)
But, from Table 1,
ΓC = −
∑
k1
µ(k)
k
ln(1 − xk),
and L(ξ) = 1/(1 − ξ). We then deduce,
ΓC ◦ ΓL(ξ)X ◦ ΓX−ξ = −
∑
k1
µ(k)
k
ln
(
1 − xk − ξk
1 − ξk
)
= −
∑
k1
µ(k)
k
ln
(
1 − xk
1 − ξk
)
= ΓC(x1, x2, . . .)− ΓC(ξ1, ξ2, . . .).
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ΓC,ξ = ΓC(ξ+X) ◦ ΓX−ξ = (ZC − ΓC)(ξ1, ξ2, . . .) +ΓC.
To obtain (71), it suffices to put ξ := tξ and use Lemma 3. The result follows quite
directly. 
Using Proposition 1 with F = C, we get
Corollary 1. The number of subcycles of size k of cycles on [n] is given by
(n − 1)(n− 2) · · · (n− k + 1). (74)
The number of unlabelled subcycles of size k of an n-cycle is given by
1
n
∑
d |(k,n)
φ(d)
(
n/d
k/d
)
, k > 0. (75)
The number of unlabelled asymmetric subcycles of size k of an n-cycle is given by
1
n
∑
d |(k,n)
µ(d)
(
n/d
k/d
)
, k > 0. (76)
We consider now the species S, of permutations, and Sn, of permutations of size n. We
can obtain the shifted asymmetry index series associated with these species by using the
laws of Theorem 1 and the following characterization of the species S:
S = E ◦C. (77)
Proposition 4 (Permutations). Let ξ ∈ Cv. Then, the shifted asymmetry index series of
the species S, of permutations, and Sn, of permutations of size n, are given by
ΓS,ξ = ZS(ξ1, ξ2, . . .)
ΓS(ξ1, ξ2, . . .)
ΓS, (78)
ΓSn,ξ = ΓSn + 2ξ2ΓSn−2 + ξ3ΓSn−3 + · · · + πi(ξ2, ξ3, . . . , ξi )ΓSn−i + · · · , (79)
where
πi(ξ2, ξ3, . . . , ξi) =
[
t i
] 1
(1 − t2ξ2)2
∏
k3
1
1 − tkξk .
Proof. We use again the addition formula
C(T + X) = C(T )+ C(L(T )X),
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S(T +X) = E(C(T + X))= E(C(T )+ C(L(T )X))
= E(C(T )) ·E(C(L(T )X))= S(T ) · S(L(T )X).
Thus, for T := ξ ∈ Cv,
ΓS,ξ = S(ξ)ΓS ◦ ΓL(ξ)X ◦ΓX−ξ ,
where L(ξ) = 1/(1 − ξ). We recall that ΓS(x1, x2, . . .) = (1 − x2)/(1 − x1). Therefore
ΓS,ξ = S(ξ)1 − L(ξ2)x21 − L(ξ)x1 ◦ ΓX−ξ = S(ξ)
1 − (x2 − ξ2)/(1 − ξ2)
1 − (x1 − ξ1)/(1 − ξ1)
= S(ξ)1 − ξ1
1 − ξ2 ·
1 − x2
1 − x1 =
S(ξ)
ΓS(ξ)
ΓS,
which is equivalent to the stated formula (78). To obtain (79), note first that (78) implies,
ΓS,tξ ◦ (tx1) =
∏
k11/(1 − tkξk)
(1 − t2ξ2)/(1 − tξ1)ΓS(tX) =
(
1
1 − t2ξ2
)2 ∏
k3
1
1 − tkξk
∑
j0
tj ΓSj .
Next, to obtain ΓSn,ξ , it suffices to extract the coefficient of tn in the last equality. 
Corollary 2. The number of subpermutations of size k of permutations on [n] is
n∑
i=k
i(k)p2(n− i), (80)
where p2(m) is the number of partitions of m into parts greater than or equal to 2 and
i(k) denotes the kth falling factorial of i .
The number of unlabelled subpermutations of size k of permutations of size n is
[
xk
][tn] ∞∏
ν=1
1
1 − tν(1 + xν) =
∑
λn
µk
∏
i1
(
mi(λ)
mi(µ)
)
, (81)
where mi(λ) denotes the number of parts of size i in the partition λ.
The number of unlabelled asymmetric subpermutations of size k of permutations of size
n is
[
xk
][tn]1 − t2(1 + x2)
1 − t (1 + x)
1
(1 − t2)2
∏
ν3
1
1 − tν . (82)
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tion 4. 
3.4. Rooted trees, trees and endofunctions
Consider now the species A of rooted trees and a of trees. It is well known that these
species are characterized by the functional equations
A = XE(A), (83)
and
A + E2(A) = a + A2. (84)
Equation (84) is due to Leroux in [14] (see also [4,15]), and is called the dissymmetry
theorem for trees. It permits to compute all series (including molecular expansion)
associated to a in terms of those associated to A, which can themselves be computed
recursively using (83). Moreover, explicit expressions for the coefficients of each index
series ZA, Za , ΓA, and Γa have been computed (see [10] or [4]). Asymmetric rooted trees
have been enumerated by Meir and Moon in [17]. The following proposition expresses the
shifted asymmetry index series ΓA,ξ and Γa,ξ , in terms of the above series.
Proposition 5 (Rooted trees and trees). Let ξ ∈ Cv. Then, the shifted asymmetry index
series of the species A, of rooted trees, and a, of trees, are given by
ΓA,ξ = ΓA ◦
(
A(ξ2)
ξ2
x1
)
, (85)
Γa,ξ = A(ξ2)+ ΓA,ξ − 12
(
(ΓA,ξ )2 + (ΓA,ξ )2
) (86)
= A(ξ2)+ Γa ◦
(
A(ξ2)
ξ2
x1
)
, (87)
where A(ξ) = ZA(ξ1, ξ2, . . .) and (ΓA,ξ )2 = p2 ◦ ΓA,ξ = ΓA,ξ2(x2, x4, x6, . . .).
Proof. This is a consequence of Theorem 1. Formula (83) gives
ΓA,ξ = ΓX,ξ · ΓE(A),ξ = x1ΓE,A(ξ) ◦ ΓA,ξ . (88)
But, by definition,
ΓE,A(ξ) = ΓE(A(ξ)+X) ◦ ΓX−A(ξ) = ΓE(A(ξ))E(X) ◦ ΓX−A(ξ)
= E(A(ξ))ΓE(x1 − A(ξ1), x2 − A(ξ2), . . .)
= exp
(∑ 1
A(ξk)
)
exp
(∑ (−1)k−1 (
xk − A(ξk)
))
k k
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= E(A(ξ2))ΓE(x1, x2, . . .) (89)
= A(ξ2)
ξ2
ΓE(x1, x2, . . .), (90)
since A(ξ) = ξE(A(ξ)). Hence, ΓA,ξ satisfies the functional equation
ΓA,ξ =
(
A(ξ2)
ξ2
x1
)
ΓE(ΓA,ξ ). (91)
Since ΓA ◦ (A(ξ2)x1/ξ2) also satisfies formula (91), (85) follows by unicity of solution.
Formulas (86) and (87) are easy consequences of (84) using Theorem 1 and the fact that
ΓE2 = 12 (x21 − x2). 
Remark 3. Note that the series ΓAn,ξ and Γan,ξ , for rooted trees and trees on n-sets, can
be computed using (44) as follows.
ΓAn,ξ = [tn]ΓA ◦
(
A(t2ξ2)
tξ2
x1
)
, (92)
Γan,ξ = [tn]
(
A(tξ)+ Γa ◦
(
A(t2ξ2)
tξ2
x1
))
. (93)
Corollary 3. Let A be the species of rooted trees and a, the species of trees. Let ZA, ΓA,
Za , and Γa be written in the form
ZA =
∑
λ
aλ
xλ1xλ2 . . .
zλ
, ΓA =
∑
λ
a∗λ
xλ1xλ2 . . .
zλ
, (94)
Za =
∑
λ
αλ
xλ1xλ2 . . .
zλ
, Γa =
∑
λ
α∗λ
xλ1xλ2 . . .
zλ
, (95)
where λ = (λ1  λ2  · · ·) runs over all integer partitions, zλ = 1m1(λ)m1(λ)!2m2(λ)m2(λ)!
. . . , and mi(λ) denotes the number of parts of size i in the partition λ.
Then, the number of subrooted trees of size k of rooted trees on [n] is
∑
λn
m1(λ)(k)
zλ
aλ, (96)
where λ runs through all partitions of n. The corresponding number for subtrees is
∑ m1(λ)(k)
zλ
αλ. (97)λn
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∑
λn
µk
(
m1(λ)
m1(µ)
)(
m2(λ)
m2(µ)
)
· · · aλ
zλ
. (98)
The corresponding number for unlabelled subtrees is
∑
λn
µk
(
m1(λ)
m1(µ)
)(
m2(λ)
m2(µ)
)
· · · αλ
zλ
. (99)
The number of unlabelled asymmetric subrooted trees of size k of rooted trees of size n is
[tn]
n∑
ν=0
∑
λν
µk
(
m1(λ)
m1(µ)
)(
m2(λ)
m2(µ)
)
· · · a
∗
λ
zλ
ε(t)m1(λ)ε(t2)m2(λ) · · · , (100)
where ε(t) =∑i1 a˜i t2i−1 and a˜i is the number of unlabelled rooted trees of size i . The
corresponding number for unlabelled asymmetric subtrees is
[tn]
(
χ(k = 0)tε(t) +
n∑
ν=0
∑
λν
µk
(
m1(λ)
m1(µ)
)(
m2(λ)
m2(µ)
)
· · · α
∗
λ
zλ
ε(t)m1(λ)ε(t2)m2(λ) · · ·
)
,
(101)
where χ(k = 0) is 1, if k = 0, and 0 otherwise.
Proof. These formulas follow from Propositions 1 and 5. The details are left to the
reader. 
Remark 4. Formulas (96)–(99) are perfectly general and can be applied to any species.
Formulas (100) and (101) are, however, specific to the species of rooted trees and trees.
Recursive methods can also be used to compute the series (58)–(60) of Proposition 1
when Fw is the species of rooted trees.
Proposition 6. Let A be the species of rooted trees and
ϕ(x, t) = ZA
(
t (1 + x), t2, t3, . . .), (102)
ψ(x, t) = ZA
(
t (1 + x), t2(1 + x2), t3(1 + x3), . . .), (103)
γ (x, t) = ΓA,t
(
t (1 + x), t2(1 + x2), t3(1 + x3), . . .). (104)
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ϕ(x, t) = t (1 + x) eϕ(x,t)+ 12 ϕ(0,t2)+ 13 ϕ(0,t3)+···, (105)
ψ(x, t) = t (1 + x) eψ(x,t)+ 12 ψ(x2,t2)+ 13 ψ(x3,t3)+···, (106)
γ (x, t) = A˜(t
2)
t
(1 + x) eγ (x,t)− 12 γ (x2,t2)+ 13 γ (x3,t3)−···. (107)
Proof. Use the functional equation A = XE(A). 
The species End of endofunctions is characterized by the functional equation
End = S ◦A, (108)
where S is the species of permutations. The series ZEnd and ΓEnd have been explicitely
computed (see [10] or [4]). We have
Proposition 7 (Endofunctions). Let ξ ∈ Cv. Then, the shifted asymmetry index series of
the species End, of endofunctions, is given by
ΓEnd,ξ = End(ξ)
ΓS ◦ZA(ξ1, ξ2, . . .)ΓEnd ◦
(
A(ξ2)
ξ2
x1
)
. (109)
Proof. We have, successively, using (108), Theorem 1 and (85),
ΓEnd,ξ = ΓS◦A,ξ = ΓS,A(ξ) ◦ΓA,ξ = ZS ◦ A(ξ)
ΓS ◦ A(ξ)ΓS ◦ΓA ◦
(
A(ξ2)
ξ2
x1
)
,
which is equivalent to (109). 
Again, the series ΓEndn,ξ can be computed from (109) by making a use of Lemma 3.
3.5. Members of assemblies
Recall that, if F = Fw is any weighted species and ξ ∈ Cv, we write
F(ξ) = Fw(ξ) = ZFw(ξ1, ξ2, ξ3, . . .), (110)
(ΓF,ξ )k = (ΓFw,ξ )k = pk ◦ ΓFw,ξ = ΓFwk ,ξk (xk, x2k, x3k, . . .), (111)
where pk denotes the kth power sum.
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Let E be the species of sets. When two weighted species F and G are linked by the
functional equation G = E ◦ F , we say that an F -structure is a connected G-structure
(since G-structures are assemblies of F -structures). As ΓE,ξ is known, we obtain a way to
compute ΓG,ξ as function of ΓF,ξ , and vice versa.
Proposition 8. Let E denotes the species of sets, F and G be (weighted ) species and
ξ ∈ Cv. If G = E ◦F , then we have
ΓG,ξ = ZE
(
F(ξ2),F (ξ4), . . .
)
exp
(∑
i1
(−1)i−1
i
(ΓF,ξ )i
)
. (112)
Conversely,
ΓF,ξ = λξ,1 + λξ,2 + · · · + λξ,2m + · · · , (113)
where
λξ,2m =
(∑
k1
µ(k)
k
(
ln
ΓG,ξ
G(ξ2)
)
k
)
2m
.
Proof. We first establish (112), which follows directly from
ΓG,ξ = ΓE◦F,ξ = ΓE,F(ξ) ◦ ΓF,ξ ,
and from Proposition 2 with ξ replaced by F(ξ) in formula (63). Next, taking the logarithm
of Eq. (112), composing with pj , multiplying by µ(j)/j and summing over all j  1, gives
∑
j1
µ(j)
j
(
ln
ΓG,ξ
G(ξ2)
)
j
= −
∑
n1
(
1
n
∑
d |n
µ(d)(−1)n/d
)
(ΓF,ξ )n (114)
= ΓF,ξ − (ΓF,ξ )2, (115)
since G(ξ2) = E(F(ξ2)) and
1
n
∑
d |n
µ(d)(−1)n/d =
{−1 if n = 1,
1 if n = 2,
0 if n > 2,
as established in [9]. By iterating (115), we get (113). 
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Let C be the species of oriented cycles. As in the previous section, if two species F and
G are linked by the functional equation G = C ◦F , we say that a G-structure is a circular
assembly of F -structures. Again, we can compute ΓG,ξ given ΓF,ξ and vice versa.
Proposition 9. Let C be the species of oriented cyles, F and G be (weighted ) species and
ξ ∈ Cv. If G = C ◦ F , then we have
ΓG,ξ = β(ξ1, ξ2, . . .)−
∑
k1
µ(k)
k
ln
(
1 − (ΓF,ξ )k
)
, (116)
where
β(ξ1, ξ2, . . .) = (ZC − ΓC)
(
F(ξ1),F (ξ2), . . .
)
. (117)
Conversely,
ΓF,ξ = 1 − exp
(
−
∑
k2
ω(k)G(ξk)
)(
−
∑
k1
1
k
(ΓG,ξ)k
)
, (118)
where
ω(k) = 1
k
∏
p|k
p prime
(1 − p). (119)
Proof. We obtain Eq. (116) in a straightforward way, using Proposition 3 and Theorem 1.
To obtain now Eq. (118), we put A(ξ) = ΓG,ξ − β(ξ1, ξ2, . . .) and B(ξ) = − ln(1 − ΓF,ξ )
and use the following Möbius inversion formula
A(ξ) =
∑
k1
µ(k)
k
(B(ξ))
k
⇔ B(ξ) =
∑
k1
1
k
(A(ξ))
k
. (120)
This gives
ΓF,ξ = 1 − exp
(
−
∑
k1
1
k
(
(ΓG,ξ )k − β(ξk, ξ2k, . . .)
))
. (121)
We will obtain (118) by expressing β in terms of G. This is done as follows. Let
Z
〈−1〉
C (x1, x2, . . .) be the inverse of ZC(x1, x2, . . .) under plethystic substitution. Then,
β(ξ1, ξ2, . . .) = (ZC − ΓC)
(
F(ξ1),F (ξ2), . . .
)= G(ξ)− ΓC(F(ξ1),F (ξ2), . . .)
= G(ξ) − ΓC ◦ Z〈−1〉C ◦ ZC
(
F(ξ1),F (ξ2), . . .
)
= G(ξ) − ΓC ◦ Z〈−1〉
(
G(ξ1),G(ξ2), . . .
)
, (122)C
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z = Z〈−1〉C (x1, x2, . . .) ⇔ x1 = ZC(z1, z2, . . .)
⇔ x1 =
∑
k1
φ(k)
k
ln
1
1 − zk
⇔ ln 1
1 − z =
∑
k1
ω(k)xk,
where (see [10]) ω(k) is the multiplicative arithmetical function defined by (119). This
implies that
ΓC ◦ Z〈−1〉C (x1, x2, . . .) =
∑
m1
µ(m)
m
ln
1
1 − zm =
∑
m1
∑
k1
µ(m)
m
ω(k)xmk
=
∑
n1
(∑
d |n
µ(d)
d
ω(n/d)
)
xn =
∑
n1
µ(n)xn. (123)
So that, using (122),
β(ξ1, ξ2, . . .) = G(ξ)−
∑
n1
µ(n)G(ξn), (124)
from which it follows that
∑
k1
1
k
β(ξk, ξ2k, . . .) =
∑
k1
1
k
G(ξk)−
∑
i1
1
i
∑
j1
µ(j)G(ξij )
=
∑
k1
1
k
G(ξk)−
∑
k1
(∑
d |k
dµ(d)
)
G(ξk)
k
= −
∑
k2
ω(k)G(ξk). (125)
We conclude by substituting (125) into (121). 
3.5.3. Members of permuted assemblies
Finally, if we consider the species S of permutations, we can say that, for two species F
and G such that G = S ◦F , a G-structure is a permuted assembly of F -structures. We have
the following links between the shifted asymmetry index series of the species F and G.
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ξ ∈ Cv. If G = S ◦ F , then we have
ΓG,ξ = δ(ξ1, ξ2, . . .)1 − (ΓF,ξ )21 − ΓF,ξ , (126)
where
δ(ξ1, ξ2, . . .) = ZS(F (ξ1),F (ξ2), . . .)
ΓS(F (ξ1),F (ξ2), . . .)
= 1
(1 − F(ξ2))2
∏
k3
1
1 − F(ξk) .
Conversely,
ΓF,ξ = 1 −
∞∏
k=1
G(ξk)
−µ(k)
∞∏
ν=0
G(ξ2ν )
(ΓG,ξ )2ν
. (127)
Proof. We have, from Proposition 4,
ΓG,ξ = ΓS,F (ξ) ◦ ΓF,ξ = ZS(F (ξ1),F (ξ2), . . .)
ΓS(F (ξ1),F (ξ2), . . .)
ΓS ◦ΓF,ξ
= ZS(F (ξ1),F (ξ2), . . .)
ΓS(F (ξ1),F (ξ2), . . .)
1 − (ΓF,ξ )2
1 − ΓF,ξ ,
which is (126). Conversely, to prove (127), note first that since ZS(F (ξ1),F (ξ2), . . .) =
ZG(ξ1, ξ2, . . .) = G(ξ), we can rewrite (126) in the form
1 − ΓF,ξ
1 − F(ξ) =
G(ξ)
ΓG,ξ
1 − (ΓF,ξ )2
1 − F(ξ2) .
Iterating this last equality gives
1 − ΓF,ξ
1 − F(ξ) =
∞∏
ν=0
(
G(ξ)
ΓG,ξ
)
2ν
. (128)
To isolate ΓF,ξ , it suffices to express 1 − F(ξ) = 1 − ZF (ξ1, ξ2, . . .) in (128) in terms of
G(ξ) = ZG(ξ1, ξ2, . . .). This is done as follows. We have
ZG(ξ1, ξ2, . . .) = ZS ◦ZF (ξ1, ξ2, . . .) =
∞∏
k=1
1
1 − (ZF )k(ξ1, ξ2, . . .) .
Taking the logarithms and using Möbius inversion gives
1 − F(ξ) =
∞∏
k=1
G(ξk)
−µ(k),
which gives (127) using (128). 
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Since any weighted species F = Fw possesses a molecular expansion of the form
Fw =
∑
M∈M
fM(w)M,
where fM(w) is a power series in the weight-variables (see introduction), and since the
transformation Fw → ΓFw,ξ is linear in Fw , the following general formula holds
ΓFw,ξ =
∑
M∈M
fM(w)ΓM,ξ . (129)
Hence, to compute the shifted asymmetry index series ΓFw,ξ of an arbitrary weighted
species Fw , it is sufficient – in principle – to be able to compute ΓM,ξ for each molecular
(unweighted) species M occurring in its molecular expansion. Molecular species have been
combinatorially classified and analyzed up to degree n 7 (see [13] for n 5 and [5] for
degrees 6 and 7; see also [4,12,18]). For arbitrary degree n, it has been shown (see [20] or
[4]), that a molecular species is always of the form
M = MH(X) = X
n
H
(130)
(up to species isomorphism), where H is a subgroup of the symmetric group Sn. This
means that a M-structure is an n-list modulo a permutation h ∈ H of its components. For
example, the species Cn, of n-cycles, is molecular and Cn = Xn/〈(1,2, . . . , n)〉, where
(1,2, . . . , n) is the canonical n-cycle in Sn. In particular, molecular species up to degree 4
can be described as
1,X,E2,X2,E3,C3,XE2,X3,E4,E±4 ,E2(E2),XE3,E
2
2,P
bic
4 ,C4,XC3,X
2E2,
E2
(
X2
)
,X4, (131)
where E±4 = X4/A4, is the species of alternating 4-sets (An being the alternating group of
degree n) and P bic4 = X4/〈(1,2)(3,4), (1,3)(2,4)〉, is the species of so-called bicolored
squares (see [13]). Because of the formula
ΓM,ξ = ΓM(ξ+X) ◦ ΓX−ξ , (132)
it is clear that the computation of the shifted asymmetry index series of a molecular species
M can be achieved if one has the molecular expansion of M(ξ + X). For ξ = 1, such
expansions have been studied by Auger et al. in [3] and written in the form
M(1 + X) =
∑ (M
N
)
N(X), (133)N M
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The Pascal triangle P for molecular species of degree  4
M\N
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E2 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X2 1 2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E3 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C3 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
XE2 1 2 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
X3 1 3 0 3 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
E4 1 1 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
E±4 1 1 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0
E2(E2) 1 1 2 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0
XE3 1 2 1 1 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0
E22 1 2 2 1 0 0 2 0 0 0 0 0 1 0 0 0 0 0 0
P bic4 1 1 3 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0
C4 1 1 1 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0
XC3 1 2 0 2 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0
X2E2 1 3 1 3 0 0 2 1 0 0 0 0 0 0 0 0 1 0 0
E2(X2) 1 2 2 2 0 0 0 2 0 0 0 0 0 0 0 0 0 1 0
X4 1 4 0 6 0 0 0 4 0 0 0 0 0 0 0 0 0 0 1
where N  M means that N runs through all molecular species such that degN  degM .
The coefficients
(
M
N
)
are nonnegative integers and can be considered as generalized
binomial coefficients. They form an infinite matrix P containing the classical Pascal’s
triangle as a submatrix (corresponding to M = Xm, N = Xn, m,n  0). The entries of
matrix P, up to degree 4, are given in Table 2, in which the classical binomial coefficients
are surrounded by small squares. The family of Eqs. (133) can be summarized by the matrix
equation
M(1 + X) = PM(X), (134)
where M = M(X) is the infinite column vector consisting of all molecular species listed
according to increasing degree. The first 19 rows of M are indexed by (131).
For an arbitrary complex number ξ ∈ C, Eq. (134) have been generalized by Auger et
al. in [3] as follows
M(ξ + X) = PξM(X), (135)
where Pξ is the ξ th power of P defined by
Pξ = eξ lnP = eξ ln(I+Q) = eξ(Q− 12Q2+ 13Q3−···), (136)
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the matrix Pξ to include the weighted case ξ ∈ Cv.
Lemma 4. For any unitary monomial µ ∈ Cv, define the infinite matrix Pµ by
Pµ =
((
M
N
)
µdegM−degN
)
M,N∈M
, (137)
where degM denotes the degree of the molecular species M . Then, any two such matrices
Pµ and Pν commute
PµPν = PνPµ. (138)
Proof. Consider the species M(µ + X) where M(X) is any molecular species. Since a
M(µ + X)-structure can be interpreted as a M(X)-structure in which some (maybe no)
nodes have been replaced by empty nodes, each weighted by µ, we have the following
equality:
M(µ+ X) =
∑
N M
(
M
N
)
µdegM−degNN(X). (139)
Making the substitution X := ν + X in (139) then gives
M
(
µ+ (ν + X))= ∑
N M
(
M
N
)
µdegM−degNN(ν + X)
=
∑
N M
(
M
N
)
µdegM−degN
∑
P N
(
N
P
)
νdegN−degPP (X)
=
∑
P M
( ∑
P N M
(
M
N
)
µdegM−degN
(
N
P
)
νdegN−degP
)
P(X).
(140)
This shows that
M
(
µ+ (ν + X))= PµPνM(X). (141)
The conclusion follows from the associativity of substitution since
M
(
µ+ (ν + X))= M((µ+ ν)+ X)= M((ν + µ)+ X)
= M(ν + (µ+ X)).  (142)
The fact that Pµ and Pν always commute suggests the following definition.
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Pξ = (Pµ1)c1(Pµ2)c2 · · · . (143)
These matrix Pξ clearly satisfy the law of exponents
PξPα = Pξ+α,
for ξ,α ∈ Cv.
Theorem 2. There exists a family of strictly lower triangular infinite matrices
Λ1,Λ2,Λ3, . . . ,Λk, . . . , (144)
with entries in Z, such that for every ξ = c1µ1 + c2µ2 + · · · ∈ Cv, we have
Pξ = eξ1Λ1+ 12 ξ2Λ2+ 13 ξ3Λ3+···+ 1k ξkΛk+···, (145)
where ξk = c1µk1 + c2µk2 + · · · . Moreover,
M(ξ + X) = PξM(X), (146)
where M(X) is the infinite column vector consisting of all molecular species.
Proof. For any unitary monomial µ ∈ Cv, define the strictly lower triangular matrix Qµ
by the equation
Pµ = I + Qµ, (147)
where I is the infinite identity matrix. We obviously have,
Pµ = elnPµ = eln(I+Qµ) = eQµ− 12Q2µ+ 13Q3µ−···. (148)
Since each entry of Qµ is of the form mµk , where m ∈ N, k ∈ N∗, we can define a family
of matrices (Λk)k1, independent of µ, by the equation
Qµ − 12Q
2
µ +
1
3
Q3µ − · · · = µΛ1 +
1
2
µ2Λ2 + 13µ
3Λ3 + · · · , (149)
simply by collecting entries, in the left-hand side, corresponding to µ,µ2,µ3, . . .
successively. We leave to the reader to check that the entries of each Λk are in Z and
are 0 except for a finite number of them. Taking (149) into account, gives the formula
Pµ = eµΛ1+ 12 µ2Λ2+ 13µ3Λ3+···. (150)
Hence, using (143) and Lemma 4, we have
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
ξ1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 ξ1 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 ξ1 0 0 0 1 0 0 0 0 0 0 0 0
ξ1 0 ξ1 0 0 0 0 1 0 0 0 0 0 0 0
0 0 2 ξ1 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 ξ1 0 0 0 0 0 1 0 0 0 0 0
0 0 0 ξ1 0 0 0 0 0 0 1 0 0 0 0
0 ξ1 0 ξ1 0 0 0 0 0 0 0 1 0 0 0
0 0 2 ξ1 ξ1 0 0 0 0 0 0 0 0 1 0 0
0 0 0 2 ξ1 0 0 0 0 0 0 0 0 0 1 0
0 0 0 4 ξ1 0 0 0 0 0 0 0 0 0 0 1
Table 3
The matrix Pξ for molecular species up to degree 4
1 0 0 0
ξ1 1 0 0
1
2 ξ2 + 12 ξ12 ξ1 1 0
ξ12 2 ξ1 0 1
1
3 ξ3 + 12 ξ2ξ1 + 16 ξ13 12 ξ2 + 12 ξ12 ξ1 0
2
3 ξ3 + 13 ξ13 ξ12 0 ξ1
1
2 ξ2ξ1 + 12 ξ13 12 ξ2 + 32 ξ12 ξ1 ξ1
ξ13 3 ξ12 0 3 ξ1
1
4 ξ4 + 13 ξ3ξ1 + 18 ξ22 + 14 ξ2ξ12 + 124 ξ14 13 ξ3 + 12 ξ2ξ1 + 16 ξ13 12 ξ2 + 12 ξ12 0
2
3 ξ3ξ1 + 14 ξ22 + 112 ξ14 23 ξ3 + 13 ξ13 ξ2 − 12 ξ2 + 12 ξ12
1
4 ξ4 + 38 ξ22 + 14 ξ2ξ12 + 18 ξ14 12 ξ2ξ1 + 12 ξ13 32 ξ2 + 12 ξ12 − 12 ξ2 + 12 ξ12
1
3 ξ3ξ1 + 12 ξ2ξ12 + 16 ξ14 13 ξ3 + ξ2ξ1 + 23 ξ13 ξ12 12 ξ2 + 12 ξ12
1
4 ξ2
2 + 12 ξ2ξ12 + 14 ξ14 ξ2ξ1 + ξ13 ξ2 + ξ12 ξ12
3
4 ξ2
2 + 14 ξ14 ξ13 3 ξ2 − 32 ξ2 + 32 ξ12
1
2 ξ4 + 14 ξ22 + 14 ξ14 ξ13 ξ2 − 12 ξ2 + 32 ξ12
2
3 ξ3ξ1 + 13 ξ14 23 ξ3 + 43 ξ13 0 2 ξ12
1
2 ξ2ξ1
2 + 12 ξ14 ξ2ξ1 + 2 ξ13 ξ12 12 ξ2 + 52 ξ12
1
2 ξ2
2 + 12 ξ14 2 ξ13 2 ξ2 −ξ2 + 3 ξ12
ξ14 4 ξ13 0 6 ξ12
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Classical and shifted asymmetry index series for molecular species up to degree 4
M ΓM ΓM,ξ
1 1 Γ1
X x1 ΓX
E2
1
2
(
x21 − x2
)
ΓE2 + ξ2
X2 x21 ΓX2
E3
1
6
(
x31 − 3x1x2 + 2x3
)
ΓE3 + ξ2x1
C3
1
3
(
x31 − x3
)
ΓC3 + ξ3
XE2
x1
2
(
x21 − x2
)
ΓXE2 + ξ2x1
X3 x31 ΓX3
E4
x41
24 −
x21x2
4 + x1x33 +
x22
8 − x44 ΓE4 + 12 ξ2
(
x21 − x2
)+ 12 (ξ22 + ξ4)
E±4
x41
12 − x1x33 −
x22
4 + x42 ΓE±4 + ξ3x1 +
1
2
(
ξ22 − ξ4
)
E2 ◦E2 x
4
1
8 −
x21x2
4 −
x22
8 + x42 ΓE2◦E2 + 12 ξ2
(
x21 − x2
)+ ξ22
XE3
x1
6
(
x31 − 3x1x2 + 2x3
)
ΓXE3 + ξ2x21
E22
1
4
(
x21 − x2
)2
Γ
E22
+ ξ2
(
x21 − x2
)+ ξ22
P bic4
x41
4 − 34x22 + x42 ΓP bic4 +
1
2
(
3ξ22 − ξ4
)
C4
1
4
(
x41 − x22
)
ΓC4 + 12
(
ξ22 + ξ4
)
XC3
x1
3
(
x31 − x3
)
ΓXC3 + ξ3x1
X2E2
x21
2
(
x21 − x2
)
Γ
X2E2
+ ξ2x21
E2
(
X2
) 1
2
(
x41 − x22
)
Γ
E2(X2)
+ ξ22
X4 x41 ΓX4
Pξ = (Pµ1)c1(Pµ2)c2 · · · =∏
i1
eci(µiΛ1+
1
2 µ
2
i Λ2+ 13 µ3i Λ3+···)
= e(
∑
ciµi )Λ1+ 12 (
∑
ciµ
2
i )Λ2+ 13 (
∑
ciµ
3
i )Λ3+··· = eξ1Λ1+ 12 ξ2Λ2+ 13 ξ3Λ3+···. (151)
To establish (146), we simply invoke the extension principle of polynomial identities since
the identity holds in the particular case when all the ci ’s are nonnegative integers. 
The matrix Pξ , up to degree 4, is given in Table 3. As a corollary of Theorem 2, we have
the general formula
ΓM,ξ = PξΓM(x1 − ξ1, x2 − ξ2, x3 − ξ3, . . .), (152)
where ΓM and ΓM,ξ are the column-vectors of the series ΓM and ΓM,ξ , and M runs through
the list of molecular species. Massive cancellations of the ξi ’s occur when implementing
formula (152). Using formula (152) and the Maple symbolic computation system, we have
608 G. Labelle, C. Lamathe / Advances in Applied Mathematics 32 (2004) 576–608computed the series ΓM,ξ for every molecular species M up to degree 4. These series are
given in Table 4.
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