A class of reaction-diffusion equations with time delay and nonlocal response is considered. Assuming that the corresponding reaction equations have heteroclinic orbits connecting an equilibrium point and a periodic solution, we show the existence of traveling wave solutions of large wave speed joining an equilibrium point and a periodic solution for reaction-diffusion equations. Our approach is based on a transformation of the differential equations to integral equations in a Banach space and the rigorous analysis of the property for a corresponding linear operator. Our approach eventually reduces a singular perturbation problem to a regular perturbation problem. The existence of traveling wave solution therefore is obtained by the application of Liapunov-Schmidt method and the Implicit Function Theorem.
Introduction
In this paper we study the traveling wave solutions for a class of reaction-diffusion equations where the reaction term depends not only on current and local state but also the past states as well as the nonlocal interaction. This class of equations has frequently emerged in literature recent years as models for many biological and physical problems (see [1, [3] [4] [5] [6] [9] [10] [11] [12] and references therein). The general form of the equations can be expressed as E-mail address: huang@math.uah.edu. R n × R n is of bounded variation, ξ : R m → R n × R n is integrable, F ∈ C 2 (R n × R n , R n ), K ∈ C 2 (R n , R n ). For this type of equation, the existence of mono-stable and bistable traveling waves has recently been studied by several authors [1, [4] [5] [6] [9] [10] [11] [12] . On the other hand, many biological and physical systems present the oscillating phenomenon where the associated reaction equation does not only have equilibrium points, but supports periodic solutions. In certain circumstance the equation also has a heteroclinic solution that converges to an equilibrium as time goes to −∞ and converges to a periodic orbit as time goes to +∞. A simplest example of such a situation is that the equations undergo a supercritical Hopf bifurcation at a certain bifurcation value. Many ecological models, such as predator-prey models, have solutions that leave from an unstable equilibrium point and converge to a stable limit cycle as time goes to +∞. Recently the existence of periodic traveling waves for Eq. (1.1) has been proved in [3] . This paper is an extension of [3] . In this paper we are interested in whether the existence of a heteroclinic solution for a reaction equation that connects an equilibrium and a periodic orbit will give the rise to a same type of traveling wave solution with the addition of diffusion to the system. We shall give a positive answer to this question. To be specific, in this paper we will make a connection between the existence of a heteroclinic solution joining an equilibrium point and a periodic solution for the reaction equationu and the existence of a traveling wave solution of the reaction-diffusion equation (1.1) that converges to an equilibrium point and a periodic solution as ν · x + ct → −∞ and ν · x + ct → +∞, respectively. Here ξ 0 in (1.2) is given by ξ 0 = R m ξ(y) dy and ν · x + ct is the traveling wave coordinates with a fixed unit vector ν ∈ R m . Throughout this paper we further assume that the kernel ξ satisfies (H) There are b > 0 and M > 0 such that ξ(y) Me −b|y| , y ∈ R m .
∂u ∂t (t, x) = D u(t, x) + F u(t, x),
We mention that the hypothesis (H) is not a severe condition on ξ . A simple example is that ξ has a compact support. The function
provides another example that occurs in application frequently. With the hypothesis (H), the main purpose of this paper is to establish the following result. The existence of traveling waves with large wave speed can in general be handled as a singular perturbation problem. Dunbar [2] studied the periodic traveling waves and point-to-periodic traveling waves for a classical diffusive predator-prey equation in which the corresponding reaction equation has a Hopf bifurcation. The traveling wave solutions therefore are heteroclinic orbits of a system of ordinary equations. If the large wave speed is considered, the ordinary equations can be reduced to a singularly perturbed system with a proper time scaling. The existence of a heteroclinic orbit connecting an unstable equilibrium and the bifurcating periodic orbit therefore was obtained with the application of Fenichel's geometric theorem on the center manifold for singularly perturbed ordinary equations. What we should point out here is that Dunbar's approach, or Fenichel's geometrical singular perturbation theorem cannot be applied to Eq. (1.1). A simple reason is that the associated equation for a traveling wave solution of Eq. (1.1) is a general functional differential-integral equation that does not generate a dynamical system (see Eq. (2.1)), or, the solution to the initial value problem is not well posted and there is no flow generated by the equation. Hence an alternative approach needs to be introduced. In this paper we use a different approach that has been proved to be efficient to handle the existence of traveling waves for systems of form (1.1).
This paper is organized as follows. In Section 2 we first reduce the equation for traveling wave solutions to a singularly perturbed functional differential equation. We then use a technique developed in [3, 4] to transform the singularly perturbed functional differential equation to an integral equation which turns out to be a regularly perturbed equation. This is a very crucial step. Section 3 is devoted to studying an associated linear nonhomogeneous integral equation. The results obtained in Section 3 will be used to study the null space and range of a linear operator that plays an essential role in Section 4 to prove our main theorem with the application of Liapunov-Schmidt method and the Implicit Function Theorem.
Transformation of the differential equation to an integral equation
We seek a traveling wave solution of Eq. (1.1), i.e. a solution of the form u(t, x) = U(ν · x + ct). To simplify the notation, we suppose that the spatial variable x ∈ R. (One will be able to see that our approach works well for x ∈ R m . For more details we refer the readers to [4] .) Letting u(t, x) = U(x + ct), x + ct = s ∈ R, and substituting them into Eq. (1.1), we see that a traveling wave solution U(s) satisfies the second order functional differential equation
We further let V (s) = U(cs) and = [3, 4] . To this end, we let v(s) = V ((1 + γ )s) and δ = 1+γ , where and γ are two parameters with
for a fixed positive number γ * < 1. Then, with a straightforward computation, we obtain the equation for v(s) aṡ 
Here D u F (u, v) and D v F (u, v) stand for the partial derivatives of F (u, v) with respect to the first and second variables, respectively. Same as for
From the definition of A(s) we easily see that A(s)w s for s ∈ R is the linearization of
around the heteroclinic solution u * (s). Thus by the definition of G one is able to see that G(·, w, γ, ) is a small perturbation if w, γ , and are small. We now convert Eq. (2.4) into an integral equation. To do so we write it as a formal second order nonhomogeneous equation
We then can use the variation-of-constant formula for second order nonhomogeneous equation to transform Eq. (2.8) to an equivalent integral equation as
where 
We omit the detailed computation. For details of the transformation from (2.8) to (2.9) we refer readers to [3, Section 2] . We want to consider Eq. (2.9) in the space C(R, R n ). Our ultimate goal is to use LiapunovSchmidt method and the Implicit Function Theorem to show the existence of a solution of Eq. (2.9) that converges to 0 as t → −∞ and converges to an ω-periodic solution as t → ∞. We end this section with the following proposition that can be found in [3, Proposition 2.2].
Proposition 2.1. If we extend the definition H (·, w, γ, ) at
= 0 by H (s, w, γ, 0) = s −∞ e −(s−t) G(t, w, γ , 0) dt, s ∈ R,
then both H (·, w, γ, ) and D w H (·, w, γ, ) are continuous functions on (w, γ, ). In particular, we have
H (·, 0, 0, 0) = 0, D w H (·, 0, 0, 0) = 0.
A linear nonhomogeneous equation
In this section we study the linear nonhomogeneous integral equation
Equation (2.9) can be formally treated as (3.1) with H (t, w, γ, ) = g(t). Hence our main interest of this section is to obtain a necessary and sufficient condition on g(t) that guarantees the existence of a solution w(t) such that w(t) → 0 as t → −∞ and w(t) converges to an ω-periodic solution as t → ∞. The results obtained in this section will play an important role in the next section to prove Theorem 1.1. Let us begin with studies of the associated linear nonhomogeneous differential equationu
2)
The following notations will be used in the sequel.
Recall that the linear operator A(t) is the derivative of the nonlinearity F in Eq. (1.2) around the heteroclinic solution u * (t) that converges to the periodic solution u * ∞ (t) exponentially as t → ∞ by the hyperbolicity of u * ∞ (t). That is, there are positive constants a and m such that
Hence from the definition of A(t) (see (2.5), (2.6)) and the smoothness of the nonlinearities F (u, v) and K(u) we immediately conclude that A(t) converges as t → ∞ exponentially to A ∞ (t), the derivative of F around the periodic solution u * ∞ (t). That is, there is a constant k > 0 such that
Let us first consider the linear periodic system, the linearization of (1.2) around the periodic
Let T (t, s), t s, be the evolution system generated by the linear system (3.4), that is
T (t, s)φ = x t , t s,
where x t is the solution of Eq. (3.4) with x s = φ ∈ C. Then T (t, s) has the property that
T (t + ω, s + ω) = T (t, s), t s.
Let R n * be the space of n-dimensional row vectors and let C * = C([0, r]; R n * ). The hyperbolicity of the periodic solution u * ∞ (t) of Eq. (1.2) implies that the formal adjoint equation associated with Eq. (3.4) has a unique nontrivial ω-periodic solution ψ * ∈ C(R, R n * ) (up to a scalar multiplication). For each s ∈ R we define a bilinear form
Let us list the following well-know properties that can be found in Section 8.2 in [7] and Corollary 4.1 in [8] .
(P1) For each continuous ω-periodic function f (t), the nonhomogeneous equatioṅ
has an ω-periodic solution if and only if 
We emphasize that the above inequalities in (P4) and (P5) still are valid for φ : [−r, 0] → R n which is continuous on [−r, 0] except for a possible jump discontinuity at 0. For a > 0 with a b, we define
and let
equipped with the norm · X a defined by
One is able to verify that X a with the above norm · X a is a Banach space. We look for the condition on f ∈ X a for which the inhomogeneous equation (3.2) has a solution u ∈ X a . We will establish the following Theorem 3.1. For each f ∈ X a , the system (3.2) has a solution u ∈ X a if and only if
The proof of theorem will be given later. Let X 0 be a matrix function defined on [−r, 0] such that
Then X 0 h(t) : [−r, 0] → R n can be decomposed as 5) whereĥ(t) is a function from [−r, 0] to R n that is continuous on [−r, 0] except a possible jump discontinuity at 0. Moreover,
Notice that both φ * (t) =u * ∞ (t) and ψ * (t) are periodic functions, one easily deduces from the definition of a h (t) andĥ(t) that there is a constant M 1 > 0 such that
for all h ∈ C(R, R n ). It follows from (P3), (P4), and (3.5)-(3.7) that
Proof. Write (3.2) asu
where
By the variation-of-parameter formula the solution of (3.10) can be expressed as
By (3.8) and (3.9) we have
Since φ * (s) and a f ∞ (t) are of ω-periodic functions and
for some constant c 1 . Next, since f ∈ X a , there is K 2 such that
Again by (P5) we have
Thus from (3.3), (3.11)-(3.14) and (P5) it follows that 
Then for each φ ∈ C, (3.2) has a solution u(t) defined for t 0 such that u 0 = φ and there are a positive constant M and an ω-periodic function u ∞ such that
Proof. It is well know that (3.2) has a solution u(t) defined for t 0. By Lemma 3.2 the solution u(t) is bounded for t 0. We write (3.2) as the nonhomogeneous equatioṅ u(t) = A ∞ (t)u t + f ∞ (t) + F (t),
F (t) = A(t) − A ∞ (t) u t + f (t) − f ∞ (t).
It is clear that there is a constant c such that
We have 
with m 1 = c + c 1 |φ * |. Notice that
T (t, s)f ∞ (s) ds
+ t 0 a F (s) ds φ * t + t 0
T (t, s)F (s) ds. (3.17)
Since a f ∞ (s) is of ω period and 
T (t, s)f ∞ (s) ds
It is obvious that 
−∞ T (t, s)f ∞ (s) ds is an ω-periodic function sincef ∞ (t) is ω-periodic and T (t + ω, s + ω) = T (t, s). Moreover (3.18) yields that
with 
where αφ * t is of ω-periodic and
Note that u(t) = u t (0), by using (3.17) we can decompose u(t) as
T (t, s)F (s) ds (0)
and 
Proof. It is sufficient to show the above equality holds for any continuously differentiable ω-periodic function x(t) since any continuous function can be approximated by continuously differentiable functions. By (P1) for any continuous ω-periodic function g : R → R n , the equationẋ
has an ω-periodic solution
. Now let x(t) be any differentiable ω-periodic function. Then x(t) is a solution of above equation with g(t) =ẋ(t) −
This completes the proof. 2
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. Suppose f ∈ X a with ω 0 ψ * (t)f ∞ (t) dt = 0. Since the limiting system of (3.2) at t = −∞u
(t) = A(−∞)u(t)
is hyperbolic and unstable, for any continuous f (t) with f (−∞) = 0, Eq. (3.2) has a solution u(t) defined for t 0 and u(t) → 0 as t → −∞. By Lemma 3.3, this solution can be extend to t 0 such that u(t) converges to an ω-periodic solution u ∞ (t) exponentially in the order of e −at as t → ∞.
Conversely suppose u ∈ X a is a solution of Eq. (3.2). Then
Thus, since ψ * (t) and f ∞ (t) are ω-periodic, by (3.26) we obtain, for any t > 0,
Recall that u(t) converges to an ω-periodic function u ∞ (t) and F (t) → 0 as t → ∞, letting t → ∞ in the above equality, together with the application of Lemma 3.4 we immediately obtain
We end this section with the following main theorem. 
Proof. If we let z(t) = w(t) − g(t)
, then Eq. (3.1) becomes
Differentiating Eq. (3.27) with respect to t we obtain a differential equation for z(t) aṡ
By Theorem 3.1, this nonhomogeneous system has a solution z ∈ X a if and only if
Theorem then follows by substituting the last equality into (3.28). 2
Remark. If g(t)
≡ 0 in (3.1), then (3.1) is reduced to (3.2) with f (t) ≡ 0. Let N be the dimension of the unstable manifold associated with the unstable equilibrium E of the reaction equation (1.2). Then from the proof of Theorem 3.1 one concludes that the homogeneouṡ
has N solutions in X a , so does for Eq. (3.1) with g = 0.
Proof of Theorem 1.1
In this section we shall prove Theorem 1.1. It is sufficient to show the existence of a solution w ∈ X a to the nonlinear integral equation (2.9). Our approach is based on the Liapunov-Schmidt method with the application of the Implicit Function Theorem. Let L : X a → X a (with a < 1) be the bounded linear operator defined by
Then Eq. (2.9) can be written as
In order that Eq. (2.9) has a solution w ∈ X a , a minimum requirement for H is that w ∈ X a implies that H (·, w, γ, ) ∈ X a . From the definition of H it is obvious that H (t, w, γ, ) → 0 as t → −∞ whenever w(−∞) = 0. Hence, we need to show that for a fixed w, if w(t) → w ∞ (t) in order of e −at as t → ∞, then there is an ω-periodic function H ∞ : R → R n such that H (t, w, γ, ) → H ∞ (t) in the order of e −at as t → ∞. For this purpose, we recall the assumption (H) that is needed to show the above property. That is, we suppose that there are b > 0 and M > 0 such that
Since u * (t) converges to u * ∞ (t) exponential, without loss of generality we can suppose 0 < a < b such that
for some constant m.
Proof. If k = 0, then the lemma is trivial. Suppose 1 > k > 0. It is obvious that h ∞ (t) is ω-periodic. For t > 0 we have
By assumption (H) and with the change of variable t + ky = τ we have
For t > 0 and y > −t, we have t + ky = t (1 − k) > 0. Hence 
as t → ∞ in the order of e −at , where 
As indicated in Theorem 3.5, a necessary condition that Eq. (4.1) has a solution w ∈ X a is that
In general, for a function w ∈ X a , there is no guarantee that H (·, w, γ, ) ∈ R(L). Hence we are going to use the Liapunov-Schmidt method to handle Eq. (4.1). That is, we need first to project H (·, w, γ, ) into R(L). Let ϕ * =u * . Then ϕ * ∈ X a with ϕ * ∞ =u * ∞ = φ * . Hence ψ * , ϕ * ∞ = 0 by (P2). Thus, if we let
It is clear that Y a is a closed subspace of X a and N (L| Y a ), the null space of the restriction of L in Y a , is finite dimensional (see the remark given in the end of Section 3), there is a subspace 
Proof. It is clear that
We need to show that L is one-to-one, and then the result follows from a well-known Open Mapping Theorem. To see that L| Z a is one-to-one, let w, z ∈ Z a be such that
Now let us consider solution w ∈ X a of Eq. (4.1) with
for some μ ∈ R and z ∈ Z a . Substituting (4.5) into Eq. (4.1) yields that
Notice that
We now write Eq. (4.7) as an equivalent system: 
In addition, z(0, 0, 0) = 0. In what follows we want to show that there is a function γ (μ, ) defined for small μ and that solves Eq. (4.11). To do so we need a result obtained earlier in [3] . Let 
