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Abstract
The δN formula that relates the final curvature perturbation on comoving slices to the
inflaton perturbation on flat slices after horizon crossing is a powerful and intuitive tool to
compute the curvature perturbation spectrum from inflation. However, it is customarily
assumed further that the conventional slow-roll condition is satisfied, and satisfied by all
components, during horizon crossing. In this paper, we develop a new δN formalism for
multi-component inflation that can be applied in the most general situations. This allows us
to generalize the idea of general slow-roll inflation to the multi-component case, in particular
only applying the general slow-roll condition to the relevant component. We compute the
power spectrum of the curvature perturbation in multi-component general slow-roll inflation,
and find that under quite general conditions it is invertible.
1 On sabbatical leave from Department of Physics, KAIST, Daejeon, Republic of Korea
I. INTRODUCTION
Thanks to recent advances in observational technologies, an era of precision cosmology has
commenced, and there have been many studies attempting to determine, or at least constrain,
possible models/theories of the early universe by cosmological observations. Notably, the
analysis of the first year WMAP data strongly indicates that the universe is spatially flat,
that the primordial perturbation is adiabatic and Gaussian, and that the spectrum is almost
scale-invariant [1]. By and large, these support the now-standard picture that our universe
experienced an inflationary phase at its early stage. Furthermore, the PLANCK satellite, to
be launched within a couple of years from now, will provide us with more detailed information
about not only the CMB temperature spectrum but also the polarization spectrum [2].
On the theoretical side, both supersymmetric particle theory and string theory lead to the
expectation that there are many scalar fields. It is then important to understand the cosmo-
logical dynamics of multi-component scalar fields and formulate a theory of the cosmological
perturbations generated from vacuum fluctuations in those fields during inflation.
The inflationary dynamics of multi-component scalar fields has been investigated by var-
ious authors from various aspects. In particular, the δN formalism [3–5], in which the final
curvature perturbation on comoving slices is expressed as the e-folding number perturba-
tion, which in turn is given in terms of the inflaton perturbation on flat slices after horizon
crossing, has proved to be a powerful tool to compute the curvature perturbation spectrum
from inflation.
However, most of the previous work [3, 6, 7] has been based on the assumption that all
the fields satisfy the conventional slow-roll condition. The conventional slow-roll condition
assumes that the slow-roll parameters are not only small but also slowly varying. In the
case of a single inflaton field, the slow-roll parameters should be small in order to produce
a scale-invariant spectrum but there can be cases in which the slow-roll parameters are not
slowly varying. In such cases, the resulting power spectrum of the curvature perturbation
can be quite different from the conventional slow-roll spectrum. Of course, since the slow-
roll parameters are small, the spectrum is still almost scale-invariant so that it is consistent
with present observational data. Thus it is important to relax the conventional slow-roll
condition and investigate the power spectrum of the curvature perturbation generated from
general slow-roll inflation [8–11], which in the case of a single inflaton field means assuming
the slow-roll parameters are small but not necessarily slowly varying.
In the case of a multi-component inflaton, one has many slow-roll parameters but only the
relevant ones need to be small to ensure an approximately scale-invariant spectrum, i.e. one
should only apply the general slow-roll condition to the relevant component, with essentially
no constraints on the others. This makes the task of calculating a general formula for the
spectrum challenging.
In this paper, we formulate the cosmological perturbation of a universe dominated by a
multi-component scalar field during inflation in a form as general as possible, extend the δN
formalism developed previously [3] by introducing a new quantity δN , and derive a formula
for the power spectrum of the curvature perturbation in multi-component general slow-roll
inflation.
This paper is organized as follows. In Section II, we briefly review the δN formalism [3],
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on which our analysis relies heavily. That is, we introduce the perturbation in the e-folding
number, δN , and show that δN between two different perturbed spacelike hypersurfaces is
equal to the difference of the curvature perturbations on the two hypersurfaces on super-
horizon scales. Taking the initial hypersurface to be flat and the final one to be comoving, δN
becomes equal to the curvature perturbation on the final comoving hypersurface, Rc, which is
conserved in time on scales sufficiently greater than the horizon size if the final hypersurface
is taken at a sufficiently late time that the perturbations have become adiabatic.
In Section III, we first write down the perturbation equation for a multi-component scalar
field in the flat slicing. We introduce a quantity δN which closely resembles the perturbation
of the background e-folding number, N , which we regard as a function of φ and φ˙. We then
derive an evolution equation for δN valid from sub-horizon scales to super-horizon scales.
Finally, we show that this δN can be identified with δN on super-horizon scales, hence with
the curvature perturbation on the comoving slice, Rc, at late times.
In Section IV, using the equations derived in the previous section, we derive the general
formula for the power spectrum of Rc in multi-field general slow-roll inflation to leading
order. In Section V, we conclude our paper.
Some mathematical formulae used for manipulations of the multi-component perturbation
equations and some connections with previous formulae are given in the Appendices.
II. δN
Following Ref. [3], we introduce the perturbation of the e-folding number δN and show
its relation to the curvature perturbation.
The background metric is
ds2 = dt2 − a(t)2δij dxidxj . (2.1)
We define the e-folding number as
N ≡
∫ t
tfin
Hdt , (2.2)
where H ≡ a˙/a and tfin is a late time when all trajectories have converged, i.e. a time after
complete reheating when the curvature perturbation Rc has become constant; see Eq. (2.11)
below.
We write the scalar part of the perturbed metric as [12]
ds2 = (1 + 2A)dt2 − 2∂iB dt dxi − a2
[
(1 + 2R)δij + 2a−2∂i∂jE
]
dxidxj . (2.3)
The perturbed e-folding number is defined by
N ≡
∫ t
tfin
1
3
θ dτ , (2.4)
where τ is the proper time, dτ = (1 + A)dt, and θ is the volume expansion rate of the
constant time hypersurfaces. We write θ as
1
3
θ ≡ H(1 +K) . (2.5)
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In the rest of this paper, we expand the perturbation variables in terms of spatial scalar
harmonics Yk(x
i) with the eigenvalue k2 [12], e.g. A(t, xi) =
∑
k Ak(t)Yk(x
i), and deal with
the harmonic coefficients by omitting the eigenvalue indices. For example, we denote Ak
simply by A.
The perturbation of the expansion rateK is expressed in terms of the metric perturbations
in Eq. (2.3) as
K = −A+ 1
H
R˙ − q
2
3H
S , (2.6)
where q2 = k2/a2,
S ≡ E˙ − 2HE − B , (2.7)
and R describes the intrinsic curvature perturbation of the constant time hypersurfaces, and
S the shear of the vector unit normal to them.
We note that, assuming the matter anisotropic stress is negligible, S satisfies the equation,
S˙ +HS = A+R . (2.8)
Thus, apart from the modes of S sourced by A+R that remain regular in the limit q2 → 0,
q2S decays rapidly as a−3 once it is outside the horizon, and this decaying behavior is
independent of the choice of gauge.
The perturbation in the e-folding number is written as
δN (tfin, t) ≡ N −N = R(t)−R(tfin)− 1
3
∫ t
tfin
q2S dt . (2.9)
Taking the initial, t = tini, hypersurface to be flat and the final, t = tfin, hypersurface to be
comoving
δN (tfin, tini) = −Rc(tfin)− 1
3
∫ tini
tfin
q2S dt . (2.10)
As discussed in the previous paragraph, q2S is either rapidly decaying or S is regular in the
limit q2 → 0. Hence, the second term in the right hand side of this equation is negligible
on scales sufficiently greater than the horizon. So, taking the initial time tini sufficiently late
that this term is negligible, we have
δN (tfin, tini) ≃ −Rc(tfin) . (2.11)
This relation is valid irrespective of whether the background universe is dominated by scalar
field or not.
III. MULTI-COMPONENT SCALAR FIELD DURING INFLATION
In the inflationary universe, the curvature perturbation is generated from vacuum fluc-
tuations in the scalar field when the wavelengths of the Fourier modes are well inside the
horizon. Therefore generically it is necessary to solve the evolution of these vacuum fluctu-
ations until they are well outside the horizon. However, for multi-component inflation, the
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curvature perturbationRc can still vary in time on super-horizon scales until the background
trajectories in the phase space converge to a single trajectory. The convergence may occur
only after the universe becomes totally radiation-dominated, after which the background
universe undergoes a universal evolution and the only remaining modes of scalar-type per-
turbations are adiabatic ones (we do not consider the case of isocurvature perturbations that
persist until the present). It is at this stage that Rc becomes constant in time.
Thinking of the fact that what we need is only the final value of the curvature pertur-
bation, Rc(tfin), it seems highly redundant to know the evolution of all the components. In
other words, if we can identify the part of the perturbations that contributes to Rc(tfin), we
may solve only that part to obtain its value without solving the full perturbation equations.
What the δN formula (2.11) tells us is that this final amplitude of the adiabatic pertur-
bation Rc(tfin) is given by δN (tini, tfin), i.e. the perturbation in the e-folding number between
the initial flat hypersurface at t = tini during inflation and the final comoving hypersurface
at t = tfin when Rc has relaxed to a constant. Thus, the essential information we need is δN
on super-horizon scales during inflation. Therefore, it will be convenient if we can introduce
a quantity that can be evolved from sub-horizon scales to super-horizon scales and that can
be identified with δN there. The purpose of this section is to introduce such a quantity
which we denote by δN in a multi-component scalar field dominated stage, and argue with
several pieces of strong, convincing evidence that it indeed matches to δN on super-horizon
scales. A rigorous proof of, including any necessary conditions for, the equivalence between
δN and δN on super-horizon scales will be a topic of a subsequent paper [13].
The reason why we denote this quantity by δN is that its definition reduces to the
perturbation of the background e-folding number in the super-horizon limit.
A. The background
In this subsection, we review the evolution equations for the background, and work out
the properties of the e-folding number N as a function on the phase space of the scalar field.
We denote the dimensions of the field space by D.
1. Basic background equations
We assume that for t ≤ tini, i.e. while modes are leaving the horizon during inflation, we
can take the action to be
S =
∫
d4x
√−g
[
−1
2
R +
1
2
habg
µν∂µφ
a∂νφ
b − V (φ)
]
. (3.1)
We do not require this effective description to continue to be valid for t > tini. Indeed, we
expect that in most cases it will break down some time before tfin.
Here hab is the metric of the D-dimensional field space, and following Wald [14], we adopt
the abstract index notation, i.e. we use boldface Latin indices a,b, . . . to denote tensors and
their contractions in the field space, while the first few Greek letters α, β, . . . will be used
to label the components of tensors with respect to a basis of vectors eaα and covectors e
α
a
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in the field space, hence α = 1, 2, . . . , D. Practically, one may regard the abstract index
notation as the component notation for an arbitrary basis. One advantage of the abstract
index notation is that it makes expressions involving derivatives in the curved field space
concise. Thus, for example, if we take φα be the coordinates on the field space and use the
usual mathematical definition of vectors as derivatives, we have va ↔ vα∂/∂φα where ∂/∂φα
is the coordinate basis.
The homogeneous background equations are
φ¨a + 3Hφ˙a + hab∇bV (φ) = 0 , (3.2)
3H2 =
1
2
habφ˙
aφ˙b + V , (3.3)
H˙ = −1
2
habφ˙
aφ˙b , (3.4)
where ∇a is the covariant derivative on the field space, φ¨a ≡ Dφ˙a/dt, and D/dt is the
covariant time derivative along a background trajectory in the field space.
Because the background trajectories are determined by specifying both φα and φ˙α in
the field space, it is convenient to extend the covariant derivatives to the phase space in
which φα and φ˙α are regarded as independent coordinates. The covariant derivatives in the
phase space are defined in Appendix A. We denote them by the subscripts φa and φ˙a, for
example Qφa and Qφ˙a , and they are used extensively below. However, readers who are not
particularly interested in the curved field space generalization may just regard them as the
standard partial derivatives with a,b, . . . being interpreted as the component indices.
2. Nφa and Nφ˙a
For t ≤ tini, we define that N is represented in phase space (φ, φ˙) as
N(φ, φ˙) ≡
∫ t(φ,φ˙)
tfin
Hdt , (3.5)
where the integral is performed along the trajectory that passes through (φ, φ˙). Therefore,
we can write the Hubble parameter as
Nφbφ˙
b +Nφ˙bφ¨
b = H , (3.6)
where the covariant partial derivatives are defined in Appendix A. Differentiating this equa-
tion with respect to φa and φ˙a respectively, we obtain
DNφa
dt
= −Nφ˙b
(
φ¨b
)
φa
−Nφ˙bRbcdaφ˙cφ˙d +Hφa
= Nφ˙bh
bcVφcφa + 3Nφ˙b φ˙
bHφa −Nφ˙bRbcdaφ˙cφ˙d +Hφa , (3.7)
DNφ˙a
dt
= −Nφa −Nφ˙b
(
φ¨b
)
φ˙a
+Hφ˙a
= −Nφa + 3HNφ˙a + 3Nφ˙b φ˙bHφ˙a +Hφ˙a , (3.8)
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where Rbcda is the scalar field space curvature tensor. From Eq. (3.3), we have
Hφa =
Vφa
6H
, Hφ˙a =
habφ˙
b
6H
. (3.9)
Using these equations, we obtain the evolution equations for Nφ˙b and Nφb as
D2
dt2
(
habNφ˙b
a3
)
+ 3H
D
dt
(
habNφ˙b
a3
)
−Ra
bcd
φ˙bφ˙c
(
hdeNφ˙e
a3
)
+ habVφbφc
(
hcdNφ˙d
a3
)
=
1
a3
D
dt
(
a3φ˙aφ˙b
H
)
hbc
(
hcdNφ˙d
a3
)
+
1
3a3
D
dt
(
φ˙a
H
)
(3.10)
and
habNφb
a3
= −D
dt
(
habNφ˙b
a3
)
+
Nφ˙b φ˙
bφ˙a
2Ha3
+
φ˙a
6Ha3
. (3.11)
Here, Eq. (3.10) has the particular solution
habNφ˙b
a3
=
φ˙a
6H
∫
dt
a3
. (3.12)
The following contraction, derived from Eq. (3.8) using Eq. (3.6), will also be useful
3Nφ˙aφ˙
a = 1 +
1
3
H˙
H2
+
DNφ˙a
dt
φ˙a
H
−Nφ˙a
D
dt
(
φ˙a
H
)
. (3.13)
B. Perturbations
In this subsection, we review the perturbation equations for a universe dominated by a
multi-component scalar field, and introduce a quantity δN which we will identify with δN on
super-horizon scales and whose sub-horizon to super-horizon evolution is particularly simple.
1. δφ on flat slices
During inflation, the metric perturbations A and S satisfy
A =
1
2
hab
φ˙a
H
δφb +
R˙
H
, (3.14)
q2S = 1
2
hab
[
D
dt
(
φ˙a
H
)
δφb − φ˙
a
H
˙δφb
]
− H˙
H2
R˙+ q
2
H
R . (3.15)
We will use a subscript f to denote a quantity evaluated on flat hypersurfaces, i.e. in the
gauge R = 0. In particular,
δφaf = δφ
a − φ˙
a
H
R , (3.16)
Sf = S − 1
H
R . (3.17)
7
These variables are gauge invariant.
The scalar field perturbations on flat hypersurfaces satisfy [3]
¨δφaf + 3H
˙δφaf −Rabcdφ˙bφ˙cδφdf + q2δφaf + habVφbφcδφcf =
1
a3
D
dt
(
a3φ˙aφ˙b
H
)
hbcδφ
c
f . (3.18)
In the limit q2 → 0, Eq. (3.18) has the solution
δφaf ∝
φ˙a
H
, (3.19)
corresponding to the super-horizon adiabatic growing mode. Comparing with Eqs. (3.10)
and (3.12), we see that, in the limit q2 → 0, Eq. (3.18) also has the solution
δφaf ∝
habNφ˙b
a3
− φ˙
a
6H
∫ t
t∗
dt
a3
, (3.20)
and, using Eq. (3.11),
˙δφaf ∝ −
habNφb
a3
+
Nφ˙bφ˙
bφ˙a
2Ha3
− 1
6
D
dt
(
φ˙a
H
)∫ t
t∗
dt
a3
. (3.21)
Taking the lower bound of the time integral, t∗, in the above equations to be a sufficiently
late time, this solution describes a super-horizon decaying mode. Note that a different choice
of t∗ corresponds to adding the growing mode solution (3.19) to it. Note also that the time
integral is defined even after inflation when the universe is no longer dominated by the
scalar field. Thus as a simplest choice we set t∗ = tfin, the time at which we evaluate the
final amplitude of the curvature perturbation Rc.
2. Wronskian
The Wronskian, W , of solutions δφf,1 and δφf,2 of Eq. (3.18) is defined as
W (δφf,2, δφf,1) ≡ hab
(
˙δφaf,2 δφ
b
f,1 − δφaf,2 ˙δφbf,1
)
, (3.22)
and has the property
W ∝ 1
a3
. (3.23)
We also define the super-horizon Wronskian,W0(δφf,0, δφf), as the Wronskian of a solution
δφf of Eq. (3.18) and a super-horizon solution δφf,0 of Eq. (3.18), i.e. a solution of Eq. (3.18)
in the limit q2 → 0. Then
D
dt
(
a3W0
)
= q2
(
a3habδφ
a
f,0
)
δφbf (3.24)
and
D2
dt2
(
a3W0
)
+ 5H
D
dt
(
a3W0
)
+ q2
(
a3W0
)
= 2q2
D
dt
(
a3habδφ
a
f,0
)
δφbf . (3.25)
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These evolution equations for a3W0 motivate our final choice for δNf , Eq. (3.39), introduced
in the next subsection.
Taking the super-horizon decaying mode of Eqs. (3.20) and (3.21),
δφaf,d = −
habNφ˙b
a3
+
φ˙a
6H
∫ t
tfin
dt
a3
, (3.26)
and
˙δφaf,d =
habNφb
a3
− Nφ˙bφ˙
bφ˙a
2Ha3
+
1
6
D
dt
(
φ˙a
H
)∫ t
tfin
dt
a3
, (3.27)
we get the super-horizon Wronskian
a3W0(δφf,d, δφf)
= Nφaδφ
a
f +Nφ˙a
˙δφaf −
1
2H
Nφ˙aφ˙
aφ˙bδφ
b
f +
1
6
hab
[
D
dt
(
φ˙a
H
)
δφbf −
φ˙a
H
˙δφbf
]
a3
∫ t
tfin
dt
a3
= Nφaδφ
a
f +Nφ˙a
(
˙δφaf − φ˙aAf
)
+
1
3
q2
(
a3
∫ t
tfin
dt
a3
)
Sf . (3.28)
3. δN
In this section we introduce a quantity δN which has the key properties that it behaves
as δN on super-horizon scales, but is locally defined apart from the background function N
and so is straightforward to evaluate.2 Although not mandatory, we also look for δN whose
sub-horizon to super-horizon evolution becomes as simple as possible.
With this motivation, we define 3
δN ≡ Nφaδφa + Nφ˙a ˙δφa (3.29)
≡ Nφaδφa +Nφ˙a
(
˙δφa − φ˙aA
)
− q
2
9H
XSf , (3.30)
where
Nφa = Nφa − 1
2H
Nφ˙b φ˙
bφ˙a − X
18H
D
dt
(
φ˙a
H
)
(3.31)
and
Nφ˙a = Nφ˙a +
X
18H
φ˙a
H
, (3.32)
with X being some, as yet unspecified, function of t.
2 Strictly speaking, our final choice for X in Eq. (3.38) is not local, but it only depends on background
quantities and is well approximated by a local quantity.
3 See Appendix D for the relationship between this definition and the configuration space formula used in
Ref. [3].
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There are several possibilities for the choice of X . The choice X = 0 gives
δN = Nφaδφ
a +Nφ˙a
(
˙δφa − φ˙aA
)
(3.33)
and
Nφ˙a = Nφ˙a . (3.34)
Note that we may interpret
˙δφa − φ˙aA = δ
(
dφa
dτ
)
. (3.35)
Hence δN may be regarded as the perturbation of the background e-folding number, pro-
vided that {δφa, δ(dφa/dτ)} is regarded as the perturbation of the background field, i.e. the
difference between two adjacent background trajectories in the phase space. This choice
corresponds to the simplest extrapolation from the background δN with (φ, φ˙) as the phase
space variables. Note also that, from Eqs. (A20) and (A24), one has a similar interpreta-
tion if one chooses (φ, π) as the phase space variables, where πa ≡ φ˙a/H , provided that
{δφa, δ(dφa/dN )} is regarded as the perturbation of the background field.
Another choice may be motivated by taking (φ, π) as the phase space variables with
δπa ≡ ˙δφa/H . Eq. (A19) then suggests the choice X = 3Npiaπa. This gives
δN = Nφaδφ
a +Npia
(
δπa − πa R˙
H
)
(3.36)
and
Nφ˙a =
1
H
Npia . (3.37)
Our final choice is
X = −3Ha3
∫ t
tfin
dt
a3
= 1 +O
(
H˙
H2
)
, (3.38)
relevant in the case of flat slicing, and motivated by Eq. (3.28) for the super-horizon Wron-
skian a3W0. With this choice of X , we have
δN = Nφaδφ
a +Nφ˙a
(
˙δφa − φ˙aA
)
+
1
3
q2
(
a3
∫ t
tfin
dt
a3
)
Sf , (3.39)
Nφ˙a = Nφ˙a −
1
6
(
a3
∫ t
tfin
dt
a3
)
hab
φ˙b
H
(3.40)
and
Nφa
a3
= −D
dt
(
Nφ˙a
a3
)
. (3.41)
The choice of X is irrelevant on super-horizon scales, as long as X does not grow rapidly
in time, but it affects the evolution of δN from sub-horizon to super-horizon scales. We will
use this freedom to optimize this evolution, but for the moment let us leave the function X
in δN unspecified.
10
Choosing flat hypersurfaces, we have
δN f = δN −R . (3.42)
Using the gauge transformation property of δN , one can readily show that this is a gauge-
invariant quantity. Taking the time derivative of δNf , we find
˙δN f = −q2Nφ˙aδφaf −
1
3
q2
[
1−
(
1− ǫ
3
)
X +
1
3H
X˙
]
Sf , (3.43)
where ǫ ≡ −H˙/H2 is one of the slow-roll parameters. Thus δN f is constant on super-horizon
scales. In the special case that our scalar field description is still valid at t = tfin, i.e. if it is
valid beyond the point where convergence of trajectories occurs, we can evaluate the constant
by inserting the super-horizon adiabatic growing mode, Eq. (3.19), into the definition of δN ,
Eq. (3.30), to get
δN f(tini) = δN f(tfin) =
Hφ˙aδφ
a
f
φ˙bφ˙b
∣∣∣∣∣
t=tfin
= −Rc(tfin) . (3.44)
Comparing this with δN given in Eq. (2.11), we see that δNf(tini) = δN (tfin, tini), where tini
is a time when the mode is sufficiently far outside the horizon. Thus we have established
the equivalence of δNf and δN on super-horizon scales in this special case, and the natural
form of Eqs. (3.33) and (3.36) and their equivalence convinces us that this is true generally.
We aim to prove this rigorously in a subsequent paper [13].
Taking the derivative again we get the equation of motion for δN f
¨δN f + 5H ˙δN f + q
2δN f = −2q2N˙φ˙aδφaf
− 2
3
Hq2
[
1−
(
1− ǫ
3
− ǫ˙
6H
)
X − 1− 2ǫ
6H
X˙ +
1
6H2
X¨
]
Sf . (3.45)
Now let us fix the function X . As we may expect from the evolution equations for the
super-horizon Wronskian a3W0, Eqs. (3.24) and (3.25), if we choose X as in Eq. (3.38), the
Sf terms in Eqs. (3.43) and (3.45) disappear:
˙δN f = −q2Nφ˙aδφaf (3.46)
and
¨δN f + 5H ˙δN f + q
2δN f = −2q2N˙φ˙aδφaf . (3.47)
What we want to do is to solve the above equation from well inside the horizon to well
outside the horizon, in particular to the time t = tini at which δNf and δN can be identified
with each other. The left hand side of Eq. (3.47) gives a simple evolution equation for the
single quantity we are interested in, but the right hand side is not so simple. In general,
we would need to know the solution for δφaf . However, then we would not need to solve
Eq. (3.47) in the first place, because δNf can be readily constructed from δφ
a
f . Therefore,
we look for situations in which the whole knowledge of δφaf may not be needed. For this
purpose, we decompose δφaf into relevant and irrelevant components,
δφaf = δφ
a
‖ + δφ
a
⊥ , (3.48)
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with the relevant direction defined by Nφ˙a ,
δφa‖ ≡ P ab δφbf , δφa⊥ ≡ Qab δφbf (3.49)
where
P a
b
≡ h
ac
Nφ˙cNφ˙b
hdeNφ˙dNφ˙e
, Qa
b
≡ δa
b
− P a
b
, (3.50)
so that, from Eq. (3.46), δφa‖ can be expressed entirely in terms of δN f . Then Eq. (3.47) can
be rewritten as
¨δN f + 5H ˙δN f + q
2δN f = 2
(
habN˙φ˙aNφ˙b
hcdNφ˙cNφ˙d
)
˙δN f − 2q2N˙φ˙aδφa⊥ . (3.51)
Thus, in situations when the contribution of the δφa⊥ term can be neglected, the equation
forms a closed system, making it possible to solve for δNf without the full knowledge of the
scalar field perturbations. Furthermore, we can use observational constraints on the spectrum
to force δN f to obey the general slow-roll condition, while we have no real constraints on
δφa⊥ apart from that its contribution should be small.
Before closing this section, let us further rewrite Eq. (3.51) in a form suitable for explicit
calculations. Changing time variable to x = kξ, where ξ = − ∫ dt/a is minus the conformal
time, we obtain
δN ′′f −
4
x
δN ′f + δN f =
2
x
Π′
Π
δN ′f − 2N˙φ˙aδφa⊥ (3.52)
where
Π2 ≡
(
3
2πa2ξ2
)2
habNφ˙aNφ˙b , (3.53)
δN ′f ≡ d δN f/dx, Π′ ≡ dΠ/d ln ξ, and aξ ≃ 1/H for ǫ ≪ 1. This form of the equation for
δN f will be used in the next section.
IV. MULTI-FIELD GENERAL SLOW-ROLL POWER SPECTRUM
At sufficiently early times when all cosmologically relevant wavelengths are well inside the
horizon scale, we assume that the time scale for the background scalar field is of the order
of the Hubble time and there exists a set of orthonormal basis vectors, eai (i = 1, 2, · · · , D),
in the field space that remain approximately constant in time. In other words, we assume
that all the frequencies associated with quantum fluctuations of the scalar field are much
larger than H and their components with respect to the basis eai can be regarded as mutually
independent.
Under the above assumption, we quantize the scalar fields as
δφaf (k, t) =
D∑
i=1
[
ai(k) δφ
a
i (k, t) + a
†
i (−k) δφai †(k, t)
]
, (4.1)
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where ai(k) and a
†
i(k) are annihilation and creation operators, and the scalar field mode
functions δφai (k, t) are normalized as
hab
[
˙δφai (k, t) δφ
b
j (k, t)− δφai (k, t) ˙δφbj (k, t)
]
= 0 , (4.2)
hab
[
˙δφai
†
(k, t) δφbj (k, t)− δφai †(k, t) ˙δφbj (k, t)
]
= 2iq3δij . (4.3)
The mode functions have the asymptotic behavior
lim
x→∞
δφai = qe
ixeai , (4.4)
lim
x→∞
˙δφai = −iq2eixeai , (4.5)
with
habe
a
i e
b
j = δij ,
D∑
i=1
eai e
b
i = h
ab . (4.6)
Then the creation and annihilation operators obey the quantization conditions[
ai(k), a
†
j(l)
]
=
1
2k3
δij δ(k− l) , (4.7)
[ai(k), aj(l)] = 0 =
[
a†i (k), a
†
j(l)
]
. (4.8)
Given the quantized scalar field perturbations δφaf , the quantized δN f is expressed as
δN f(k, x) =
D∑
i=1
[
ai(k) δN i(k, x) + a
†
i (−k) δN ∗i (k, x)
]
, (4.9)
where, from Eq. (3.29), δN i(k, x) is given by
δN i = Nφaδφ
a
i + Nφ˙a
˙δφai . (4.10)
Eq. (3.52) translates to
δN ′′i −
4
x
δN ′i + δN i =
2
x
Π′
Π
δN ′i − 2N˙φ˙aδφai⊥ , (4.11)
with the asymptotic behavior
lim
x→∞
δN i = −iq2eixNφ˙aeai (4.12)
following from Eqs. (4.4) and (4.5).
The power spectrum is given by
2π2
k3
P (k) δ(k− l) = lim
x→0
〈
δN f(k, x) δN
†
f (l, x)
〉
. (4.13)
Therefore
P (k) =
1
(2π)2
lim
x→0
D∑
i=1
|δN i(k, x)|2 . (4.14)
Thus what we have to do is to solve Eq. (4.11) for δNi with the asymptotic boundary
condition (4.12).
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A. Zeroth order
To zeroth order, we neglect the terms on the right hand side of Eq. (4.11), as they generate
deviations from scale invariance, leaving
δN
(0)
i
′′ − 4
x
δN
(0)
i
′
+ δN
(0)
i = 0 . (4.15)
This equation has mode functions
n0(x) =
(
1− ix− 1
3
x2
)
eix . (4.16)
Properties of n0(x) are given in Appendix B. The solution for δN
(0)
i with the asymptotic
behavior (4.12) is
δN
(0)
i (k, x) = 2πiΠi(∞)n0(x) , (4.17)
where
Πi ≡
3Nφ˙ae
a
i
2πa2ξ2
. (4.18)
Note that
D∑
i=1
Π2i = Π
2 , (4.19)
where Π2 was defined in Eq. (3.53). Therefore the zeroth order power spectrum is
P (k) = Π2(∞) . (4.20)
Note that at this order Π2 is regarded as constant and so the evaluation at x → ∞ can be
dropped.
B. First order
The Green’s function solution of Eq. (4.11) is
δN i(k, x) = δN
(0)
i (k, x) + 18
∫ ∞
x
du
u4
{Re [n0(x)] Im [n0(u)]− Im [n0(x)] Re [n0(u)]}
×
[
1
u
Π′
Π
δN ′i(k, u)− N˙φ˙aδφai⊥(k, u)
]
. (4.21)
Taking the limit x→ 0 and using Eq. (B10), we get
lim
x→0
δN i(k, x) = lim
x→0
δN
(0)
i (k, x) + 18 lim
x→0
∫ ∞
x
du
u4
{
Im [n0(u)]− 1
45
x5Re [n0(u)]
}
×
[
1
u
Π′
Π
δN ′i(k, u)− N˙φ˙aδφai⊥(k, u)
]
. (4.22)
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As long as x2Π′/Π and x2N˙φ˙a δφ
a
i⊥ become negligible as x → 0 before Π′/Π and N˙φ˙a δφai⊥
stop being small, i.e. before our approximation scheme breaks down, then we can complete
the limit x→ 0 without needing to apply distinct superhorizon methods [13, 15]. Assuming
this and completing the limit we get
lim
x→0
δN i(k, x) = δN
(0)
i (k, 0)+18
∫ ∞
0
du
u4
Im [n0(u)]
[
1
u
Π′
Π
δN ′i(k, u)− N˙φ˙aδφai⊥(k, u)
]
. (4.23)
Substituting this into Eq. (4.14), we obtain
(2π)2P (k) =
D∑
i=1
∣∣∣∣δN (0)i (k, 0) + 18
∫ ∞
0
du
u4
Im [n0(u)]
[
1
u
Π′
Π
δN ′i(k, u)− N˙φ˙aδφai⊥(k, u)
]∣∣∣∣
2
.
(4.24)
Keeping all the potentially leading order corrections from each term on the right hand side
of Eq. (4.11), we have
(2π)2P (k) ≃
D∑
i=1
∣∣∣δN (0)i (k, 0)∣∣∣2
+ 18
D∑
i=1
δN
(0)
i
∗
(k, 0)
∫ ∞
0
du
u4
Im [n0(u)]
[
1
u
Π′
Π
δN
(0)
i
′
(k, u)− N˙φ˙aδφai⊥(k, u)
]
+ c.c.
+
D∑
i=1
∣∣∣∣18
∫ ∞
0
du
u4
Im [n0(u)] N˙φ˙aδφ
a
i⊥(k, u)
∣∣∣∣
2
. (4.25)
Defining
z‖(x) ≡ 18
x4
Im [n0(x)] Re [n
′
0(x)] (4.26)
and
z⊥(x) ≡ 9
x3
Im [n0(x)] (4.27)
with properties given in Appendix B, we have
P (k) = Π2(∞) + 2Π2(∞)
∫ ∞
0
dξ
ξ
z‖(kξ)
Π′
Π
(ξ)
− 2
π
D∑
i=1
Πi(∞)
∫ ∞
0
dξ
ξ
z⊥(kξ) N˙φ˙a(ξ) Im [δφ
a
i⊥(k, ξ)]
+
1
π2
D∑
i=1
∣∣∣∣
∫ ∞
0
dξ
ξ
z⊥(kξ) N˙φ˙a(ξ) δφ
a
i⊥(k, ξ)
∣∣∣∣
2
. (4.28)
For scale invariance of the spectrum, we require Π2 to be approximately constant. A
reasonable extrapolation of this is to assume that Nφ˙a is approximately constant, and hence
N˙φ˙a is small. This would naively make the third term in Eq. (4.28) first order and the last
term second order. However, from Eqs. (3.49) and (4.18),
D∑
i=1
Πi δφ
a
i⊥ =
3
2πa2ξ2
D∑
i=1
Nφ˙ce
c
iQ
a
b
δφbi . (4.29)
15
Using Eqs. (4.4) and (4.6), we see that this vanishes in the limit ξ →∞. If δφa‖ and δφa⊥ only
weakly mix, then the third term in Eq. (4.28) will be further suppressed making it naively
second order. Then the last two terms in Eq. (4.28) could both be regarded as second order,
though as now at first order we have no direct constraints on δφa⊥ one should be somewhat
cautious about this.
If we neglect the δφa⊥ terms, Eq. (4.28) reduces to
lnP (k) = lnΠ2(∞) + 2
∫ ∞
0
dξ
ξ
z‖(kξ)
Π′
Π
(ξ) (4.30)
= lnΠ2(∞) +
∫ ∞
0
dξ
ξ
[−kξ z′‖(kξ)] ln Π2(ξ)Π2(∞) (4.31)
=
∫ ∞
0
dξ
ξ
[−kξ W ′(kξ)]
[
lnΠ2 +
2
3
Π′
Π
]
(ξ) , (4.32)
where the definition and properties of W (x) are given in Appendix B. This has a form
equivalent to the single component case [8–10], though with a different interpretation of the
inflationary source lnΠ2 + 2Π′/3Π. 4
C. Inverse formula
In the special case when the spectrum has the form of Eq. (4.32), it is possible to invert
the spectrum to obtain the function Π2, in the same way as was done in the single field
case [11].
Let us introduce the function
s(x) ≡ 2
π
[
3
x3
− 3 cos(2x)
x3
− 6 sin(2x)
x2
+
2
x
+
4 cos(2x)
x
+ sin(2x)
]
, (4.33)
which has the window property ∫ ∞
0
dx
x
s(x) = 1 , (4.34)
the asymptotic behavior
lim
x→0
s(x) =
4
45π
x5 +O(x7) , (4.35)
and the inverse properties ∫ ∞
0
dξ
ξ
s(kξ) z‖(lξ) = −θ(l − k) (4.36)
or ∫ ∞
0
dξ
ξ
s(kξ)W (lξ) = −θ(l − k)− l
3
k3
θ(k − l) . (4.37)
Then, the function s(x) allows us to invert Eq. (4.32) to get
lnΠ2(ξ) =
∫ ∞
0
dk
k
s(kξ) lnP (k) . (4.38)
4 See Appendix C for the equivalence between the single field reduction of Eq. (4.32) and the single field
general slow-roll formula of Refs. [8–10].
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V. SUMMARY AND CONCLUSIONS
We have developed a new δN formalism for multi-component inflation that can be
applied in the most general situations. We have introduced a perturbation variable δN
whose form closely resembles the deviation of the e-folding number of expansion between
two adjacent background trajectories in phase space, and whose evolution can be solved
from sub-horizon to super-horizon scales. We have shown, though not rigorously yet, that
δN(tini) = δN (tfin, tini) on super-horizon scales, where δN (tfin, tini) describes the perturba-
tion of the e-folding number of expansion between a time tini during inflation and the final
comoving hypersurface tfin, on which the curvature perturbation Rc has achieved its final
late time constant value.
Taking the flat slicing during inflation, denoted by subscript f, we have derived a simple
form for the evolution equation for δNf . This equation contains a source term that involves
the scalar field perturbations explicitly. However, this source term is of first order in the
deviations from scale invariance, and furthermore, its contribution to the spectrum of the
curvature perturbation, which we have computed to leading order, can be expected to be of
second order in the deviations from scale invariance. In the case when this source term can
be neglected, which includes the case of conventional slow-roll inflation, we have obtained the
power spectrum for Rc in a closed form in terms of functions determined by the background
dynamics. In this case, we have found that the spectral formula is invertible, i.e. we have
derived a formula that expresses the information of the inflationary dynamics directly in
terms of the final curvature perturbation spectrum.
The formula for the spectrum of Rc derived in this paper can be applied to a very wide
class of models. Nevertheless, it will be useful to extend our formula to second order for
greater accuracy and to include the possibility of super-horizon contributions [15]. Consider-
ing special cases, such as the standard slow-roll limit, may help to make our formalism more
accessible, and application to physically interesting models will also be useful. In addition,
as mentioned above, we have not given a rigorous proof of the equivalence between δN and
δN on super-horizon scales. We plan to explore these issues in a forthcoming paper [13].
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APPENDIX A: COVARIANT PARTIAL DERIVATIVES WITH RESPECT TO
(φ, φ˙) AND (φ,pi)
First we define the covariant partial derivatives in the phase space (φ, φ˙). For a scalar
function F (φ, φ˙) and phase space coordinates (φα, φ˙α), we have
F˙ = Fφαφ˙
α + Fφ˙αφ¨
α , (A1)
where Fφα and Fφ˙α are the partial derivatives with respect to the coordinates φ
α and φ˙α,
and φ˙α and φ¨α are the time derivatives of the coordinates φα and φ˙α. However, we wish to
write all equations in a geometric manner. In order not to change the form of Eq. (A1), we
should define the covariant partial derivatives as
Fφa ≡ Fφαeαa + Fφ˙α e˙αa , Fφ˙a ≡ Fφ˙αeαa , (A2)
(eaα)φb ≡ ∇beaα , (eaα)φ˙b ≡ 0 , (A3)
where the eaα with α = 1, . . . , D are a complete set of basis vectors in the D-dimensional
field space. Then we have
F˙ = Fφaφ˙
a + Fφ˙aφ¨
a , (A4)
φ˙aφb = 0 , φ˙
a
φ˙b
= δa
b
, (A5)
Fφbφa − Fφaφb = Fφ˙cRcbdaφ˙d , (A6)
Fφ˙bφa − Fφaφ˙b = Fφ˙bφ˙a − Fφ˙aφ˙b = 0 , (A7)
where Rabc
δ ≡ (∇a∇b −∇b∇a) eδc is the curvature tensor on the scalar field space.
Similarly, we may define the covariant partial derivatives in the phase space (φ, π), where
πa ≡ φ˙
a
H
. (A8)
For a scalar function G(φ, π), we define
Gφa ≡ Gφαeαa +Gpiα
e˙α
a
H
, Gpia ≡ Gpiαeαa , (A9)
(eaα)φb ≡ ∇beaα , (eaα)pib ≡ 0 . (A10)
Then we have
G˙
H
= Gφaπ
a +Gpia
π˙a
H
, (A11)
πaφb = 0 , π
a
pib = δ
a
b
, (A12)
Gφbφa −Gφaφb = GpicRcbdaπd , (A13)
Gpibφa −Gφapib = Gpibpia −Gpiapib = 0 . (A14)
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The relationship between these partial derivatives is given by(
∂Q
∂φa
)
φ˙
=
(
∂Q
∂φa
)
pi
+
(
∂Q
∂πb
)
φ
(
∂πb
∂φa
)
φ˙
=
(
∂Q
∂φa
)
pi
− 1
H
(
∂Q
∂πb
)
φ
πb
(
∂H
∂φa
)
φ˙
=
(
∂Q
∂φa
)
pi
− 1
6H2
(
∂Q
∂πb
)
φ
πbVφa , (A15)
(
∂Q
∂φ˙a
)
φ
=
(
∂Q
∂πb
)
φ
(
∂πb
∂φ˙a
)
φ
=
1
H
(
∂Q
∂πb
)
φ
[
δb
a
− πb
(
∂H
∂φ˙a
)
φ
]
=
1
H
(
∂Q
∂πb
)
φ
[
δb
a
− 1
6
πbπa
]
(A16)
and (
∂Q
∂φ˙a
)
φ
φ˙a =
(
1 +
1
3
H˙
H2
)(
∂Q
∂πa
)
φ
πa . (A17)
In particular
δQ ≡
(
∂Q
∂φa
)
φ˙
δφa +
(
∂Q
∂φ˙a
)
φ
(
˙δφa − φ˙aA
)
(A18)
=
(
∂Q
∂φa
)
pi
δφa +
(
∂Q
∂πa
)
φ
{
δπa − πa
[
1
H
R˙ − q
2
3H
(
S − 1
H
R
)]}
(A19)
=
(
∂Q
∂φa
)
pi
δφa +
(
∂Q
∂πa
)
φ
{
δπa − πa
[
A+K + q
2
3H2
R
]}
, (A20)
where
δπa ≡
˙δφa
H
. (A21)
As noted in Section IIIB 3, we may interpret
˙δφa − φ˙aA = δ
(
dφa
dτ
)
, (A22)
which makes the form of δQ in Eq. (A18) identical to that of the perturbation of the back-
ground quantity. Furthermore, noting that(
∂H
∂φa
)
φ˙
δφa +
(
∂H
∂φ˙a
)
φ
(
˙δφa − φ˙aA
)
= HK + q
2
3H
R , (A23)
we find it is also possible to interpret
δπa − πa
[
A+K + q
2
3H2
R
]
= δ
(
dφa
dN
)
, (A24)
at least on super-horizon scales or flat hypersurfaces.
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APPENDIX B: PROPERTIES OF n0(x), z‖(x), z⊥(x), W (x) AND s(x)
Here we list some mathematical properties of the functions used in Section IV.
Definitions:
n0(x) =
(
1− ix− 1
3
x2
)
eix , (B1)
z‖(x) =
3 sin(2x)
x3
− 6 cos(2x)
x2
− 4 sin(2x)
x
+ cos(2x)− 1 , (B2)
z⊥(x) =
9 sin x
x3
− 9 cosx
x2
− 3 sinx
x
, (B3)
W (x) =
3 sin(2x)
2x3
− 3 cos(2x)
x2
− 3 sin(2x)
2x
− 1 , (B4)
s(x) =
2
π
[
3
x3
− 3 cos(2x)
x3
− 6 sin(2x)
x2
+
2
x
+
4 cos(2x)
x
+ sin(2x)
]
. (B5)
Relations:
n′′0 −
4
x
n′0 + n0 = 0 , (B6)
Re [n0(x)] Im [n0(x)]
′ − Re [n0(x)]′ Im [n0(x)] = 1
9
x4 , (B7)
z‖(x) =
18
x4
Im [n0(x)] Re [n
′
0(x)] = W (x)−
x
3
W ′(x) , (B8)
z⊥(x) =
9
x3
Im [n0(x)] . (B9)
Asymptotics:
lim
x→0
n0(x) = 1 +
1
6
x2 +O(x4) + i
45
x5 +O(ix7) , (B10)
lim
x→0
z‖(x) =
2
15
x2 +O(x4) , (B11)
lim
x→0
z⊥(x) =
1
5
x2 +O(x4) , (B12)
lim
x→0
W (x) =
2
5
x2 +O(x4) , (B13)
lim
x→0
s(x) =
4
45π
x5 +O(x7) . (B14)
Window property: ∫ ∞
0
dx
x
z⊥(x) = 1 , (B15)∫ ∞
0
dx
x
[−xW ′(x)] = 1 , (B16)
∫ ∞
0
dx
x
s(x) = 1 . (B17)
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Degeneracy: ∫ ∞
0
dx
x
1
x
z‖(x) =
∫ ∞
0
dx
x
1
x
[−xz′‖(x)] = 0 , (B18)∫ ∞
0
dx
x
1
x
W (x) =
∫ ∞
0
dx
x
1
x
[−xW ′(x)] = 0 . (B19)
Inversion: ∫ ∞
0
dk
k
s(kζ) z‖(kξ) = −θ(ξ − ζ) , (B20)∫ ∞
0
dk
k
s(kζ)W (kξ) = −θ(ξ − ζ)− ξ
3
ζ3
θ(ζ − ξ) . (B21)
where θ(x) = 0 for x < 0 and θ(x) = 1 for x > 0. See Ref. [9] for a graph of the window
function −xW ′(x).
APPENDIX C: CONNECTION WITH SINGLE FIELD FORMULA
The single field general slow-roll formula for the curvature perturbation spectrum is [8–10]
lnP =
∫ ∞
0
dξ
ξ
[−kξ W ′(kξ)]
[
ln
1
f 2
+
2
3
f ′
f
]
, (C1)
where
f(ln ξ) =
2πaξφ˙
H
. (C2)
This is to be compared with the single field reduction of Eq. (4.32),
lnP =
∫ ∞
0
dξ
ξ
[−kξ W ′(kξ)]
[
lnΠ2 +
2
3
Π′
Π
]
, (C3)
where
Π2 =
(
3Nφ˙
2πa2ξ2
)2
(C4)
and
Nφ˙ = Nφ˙ −
a3φ˙
6H
∫ t
tfin
dt
a3
. (C5)
The single field formula can be inverted to obtain information about the inflaton dynamics
from the primordial spectrum [11],
ln
1
f 2
=
∫ ∞
0
dk
k
m(kξ) lnP . (C6)
This may be compared with the single field reduction of Eq. (4.38),
lnΠ2 =
∫ ∞
0
dk
k
s(kξ) lnP , (C7)
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where m(x) and s(x) are related by
m(x)− x
3
m′(x) = s(x) +
x
3
s′(x) . (C8)
Thus the single field formulae and the single field reductions of the multi-field formulae
are equivalent if
lnΠ2 +
2
3
Π′
Π
≃ ln 1
f 2
+
2
3
f ′
f
. (C9)
To check the above correspondence explicitly, we first note that in the single field case
Eq. (3.13) reduces to (
HNφ˙
a3φ˙
)

= −
(
H2
φ˙2
− 1
6
)
1
a3
. (C10)
Integrating this in time, we have
Nφ˙ = −
a3φ˙
H
∫ t(H2
φ˙2
− 1
6
)
dt
a3
. (C11)
Therefore
Nφ˙ = −
a3φ˙
H
∫ t H2
φ˙2
dt
a3
(C12)
=
1
3φ˙
[
1 +
2a3φ˙2
H
∫ t( φ¨
Hφ˙
+
φ˙2
4H2
)
H2
φ˙2
dt
a3
]
. (C13)
This gives
lnN2
φ˙
+
2
3
(
Nφ˙
)′
Nφ˙
≃ ln
(
1
3φ˙
)2
− 2
3
φ¨
Hφ˙
− 1
3
φ˙2
H2
. (C14)
The other contributions to Π are evaluated as
ln
(
3H2
2π
)2
+
2
3
(H2)
′
H2
≃ ln
(
3H2
2π
)2
+
2
3
φ˙2
H2
(C15)
and
ln
(
k
xaH
)4
≃ −2 φ˙
2
H2
. (C16)
Therefore
lnΠ2 +
2
3
Π′
Π
≃ ln
(
H2
2πφ˙
)2
− 2
3
φ¨
Hφ˙
− 5
3
φ˙2
H2
. (C17)
We see that this is identical to [9]
ln
1
f 2
+
2
3
f ′
f
≃ ln
(
H2
2πφ˙
)2
− 2
3
φ¨
Hφ˙
− 5
3
φ˙2
H2
. (C18)
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APPENDIX D: CONFIGURATION SPACE FORMULA
ForD-dimensional field space, the phase space is 2D-dimensional. On super-horizon scales
during standard slow-roll inflation, however, half of the solutions are decaying, and eventually
the phase space reduces to D-dimensions. Then φ˙ is uniquely determined at each point in
the configuration space, i.e. φ˙ = φ˙(φ). In such a case, we can define N(φ) ≡ N(φ, φ˙(φ)) with
∇aN = Nφa +Nφ˙b∇aφ˙b . (D1)
Substituting into Eq. (3.30) gives
δN = (∇aN) δφa +Nφ˙a
[
˙δφa − φ˙aA− δφb∇bφ˙a
]
− q
2
9H
XSf . (D2)
Note that
∆a ≡ ˙δφa − φ˙aA− δφb∇bφ˙a (D3)
is gauge invariant, and that it vanishes for the super-horizon adiabatic growing mode of
Eq. (3.19).
More generally, Eq. (3.2) gives
3H∇bφ˙a = −hacVφcφb −
1
2H
φ˙aVφb −∇bφ¨a −
1
2H
φ˙aφ˙c∇bφ˙c , (D4)
and we have
∇bφ¨a = −Racdbφ˙cφ˙d +
(
∇bφ˙a
)

+
(
∇bφ˙c
)(
∇cφ˙a
)
. (D5)
Therefore, using Eqs. (3.14) and (3.18), we have
∆˙a + 3H∆a +
(
∇bφ˙a + 1
2H
φ˙aφ˙b
)
∆b + q2δφaf = 0 . (D6)
In the case of standard slow-roll, we see from Eqs. (D4) and (D5) that∣∣∣∣ 1H∇bφ˙a
∣∣∣∣≪ 1 . (D7)
Hence ∆a is decaying on super-horizon scales. Therefore the configuration space formula
[3, 6, 7]
δN = (∇aN) δφa (D8)
is valid for standard slow-roll on super-horizon scales.
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