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Abstract. In this work, several multilevel decoupled algorithms are proposed for a mixed Navier-Stokes/Darcy model. These algo-
rithms are based on either successively or parallelly solving two linear subdomain problems after solving a coupled nonlinear coarse
grid problem. Error estimates are given to demonstrate the approximation accuracy of the algorithms. Experiments based on both the
first order and the second order discretizations are presented to show the effectiveness of the decoupled algorithms.
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1. Introduction. The coupling of incompressible fluid flow with porous media flow is an interesting
but challenging topic. For describing the interactions of the fluid flow with the porous media flow, a coupled
Stokes/Darcy or Naiver-Stokes/Darcy system is typically used as a macro-scale sharp interface model [2, 3,
6, 8, 9, 12, 13, 14, 16, 17, 18, 19, 20, 21, 23, 24, 25, 34, 35, 37, 40, 41, 42]. The coupled Navier-Stokes/Darcy
model is composed of a nonlinear Navier-Stokes equations for fluid flow, a Darcy law equation for porous
media flow, plus certain interface conditions for describing the interactions of the different types of flows.
Numerical methods for this model [8, 13, 23, 42] usually result in a coupled and nonlinear saddle point
problem, for which numerical difficulties increase as the mesh size decreases.
Let us consider a domain Ω ⊂ Rd (d = 2 or 3), consisting of a fluid region Ωf and a porous media
regionΩp separated by an interface Γ. As shown in Fig. 1.1, Ω = Ωf
⋃
Ωp and Γ = Ωf
⋂
Ωp. The interface
Γ is assumed to be smooth enough [23].
The fluid flow in Ωf is governed by the steady state Navier-Stokes equations:{−ν∆u+∇p+ ρ(u · ∇)u = f ∀x ∈ Ωf ,
divu = 0 ∀x ∈ Ωf ,(1.1)
where ρ is the density of the fluid flow, u is the velocity vector, p is the pressure, f is the external force,
ν > 0 is the viscosity coefficient.
In the porous media region Ωp, the governing equation becomes
−div
(
K
n
∇φ
)
= fp ∀x ∈ Ωp.(1.2)
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FIG. 1.1. A global domain Ω consisting of a fluid region Ωf and a porous media region Ωp separated by an interface Γ.
Here, φ is the piezometric head, fp is the source term due to injection or pump, n is the volumetric porosity,
K is the hydraulic conductivity tensor of the porous media satisfying
Kij = Kji, and α1(x,x) ≤ (Kx,x) ≤ α2(x,x) ∀x ∈ Ωp.
Here, α1 and α2 are positive constants. Typically, Kij is proportional to
ǫ2
ν with ǫ being the characteristic
length of the porous media. For simplicity, in this paper, we will assume that K = ǫ
2
ν I. In Ωp, the flow
velocity and pressure can be calculated by
up = −K
n
∇φ and pp = ρg(φ− z).
Here, z, representing the elevation from a reference level, is assumed to be 0, pp is the pressure in Ωp, and g
is the gravity acceleration.
The key part of the coupled model is the transmission conditions at the interface, which describe the
interaction mechanism of the two different types of flows. The following interface conditions have been
extensively used and studied in the literature [4, 16, 17, 27, 34, 38]:

u · nf = up · nf = −Kn∇φ · nf ,
−ν(∇unf ) · nf + p = ρgφ,
−ν(∇unf ) · τ i = ναBJS√ντ i·Kτ iu · τ i, i = 1, ..., d− 1.
(1.3)
Here, nf is the unit outward normal directions on ∂Ωf at Γ, {τ i}d−1i=1 is the unit tangent vector on Γ, αBJS is
a positive parameter depending on the properties of the porous medium. The first interface condition ensures
the mass conservation across Γ. The second one is the balance of normal forces across the interface. The
third condition is well known as Beavers-Joseph-Saffman’s law [4, 38], which states that the slip velocity is
proportional to the shear stress along Γ.
For boundary conditions, without loss of generality, we impose homogeneous Dirichlet boundary con-
ditions on Γf = ∂Ωf/Γ and Γp = ∂Ωp/Γ: {
u = 0 on Γf ,
φ = 0 on ΓD.
(1.4)
2
The Finite Element method (FEM) discretization of the coupled Navier-Stokes/Darcy model will result
in a coupled nonlinear saddle point problem, which is very difficult to solve. In this work, we are interested
in developing decoupled and linearized methods so that they not only allow for easy and efficient imple-
mentation and software reuse, but also are numerically effective and efficient. We propose and investigate
four multilevel decoupled algorithms. In all these algorithms, the coupled nonlinear system only needs to be
solved on a very coarse grid level. After that, decoupled linearized Navier-Stokes and Darcy subproblems
are solved on all the subsequently refined meshes. In Algorithm A, we solve a Darcy subproblem firstly and
using the coarse grid solution to provide its boundary condition at the interface, and then solve a linearized
Navier-Stokes problem using the Darcy problem to provide its boundary condition at the interface, and fi-
nally, on the same fine grid level, correct both the Darcy problem and the Navier-Stokes equations using the
most updated subproblems to supplement the boundary conditions to each other at the interface. Algorithm B
is similar to Algorithm A. Compared with Algorithm A, we only exchange the order of solving the linearized
Navier-Stokes equations and the Darcy problem in Algorithm B [40]. In Algorithm C, on all fine grid levels,
we use the previous level solution to provide boundary conditions for each subproblems and solve them in
parallel [35, 8, 40, 24]. In Algorithm D, on all fine grid levels, the correction step is only applied to the
Navier-Stokes part, the boundary conditions of each subproblem are provided by using the most updated
numerical solutions.
These multilevel algorithms are extended from the existing two-level algorithms [26, 8, 35, 15, 24, 41,
29, 30, 44]. However, the error estimates of the multilevel algorithms are much more difficult than those of
two-level algorithms. In this paper, a theoretical analysis is given for Algorithm A. We apply mathematical
induction method to give the estimates of the multilevel algorithm. Different from other existing papers,
in which most of the researchers only analyze and test the first order discretization, our theory is valid not
only for the first order discretization, but also valid for a general k-th order discretization. In particular,
for both the first order and the second order discretizations, it is shown that if the mesh sizes of the two
successive mesh levels are scaled with hl = h
2
l−1, l = 1, 2, · · · , L, then the energy norm errors in the final-
step approximation are of optimal order. This means that the final approximation is of the same order of
accuracy as the Finite Element approximation to (φ,u, p) obtained by solving exactly the coupled nonlinear
system on the finest mesh. The results are similar to the so-called mesh independent principle justified for
the multilevel algorithm for a single Navier-Stokes model by W. Layton [31, 32]. The advantages of these
multilevel algorithms are: they are numerically efficient because they enable the application of the most
efficient and optimized local linear solvers on the fine grid that have been well developed for the linearized
Navier-Stokes and Darcy models. Furthermore, in this work, we are interested in not only the mathematical
analysis, but also the comparisons of different algorithms. Extensive numerical experiments for both the
first order and the second order discretizations are provided to compare the different multilevel algorithms
and to illustrate the effectiveness of these algorithms. In our numerical experiments, we firstly compare the
algorithms in the two-level cases, then careful tests are designed to verify the theoretical predictions; some
three-level experiments are also conducted to highlight the possible improvements of the theoretical analysis
and the numerical algorithms.
The rest of the paper is organized as follows. The weak problem and a coupled and nonlinear algorithm
are introduced in Section 2. Some multilevel algorithms are proposed in Section 3. Numerical analysis for
Algorithm A is conducted in Section 4 to show that the decoupled and linearized multilevel algorithm retains
the same order of approximation accuracy as the coupled and nonlinear algorithms if the scalings between
the successive mesh levels are properly selected. In Section 5, we first compare the proposed two-level
algorithms and then investigate the multilevel algorithms.
3
2. Weak form and finite element approximations. We begin with some notations. Let
Xf = {v ∈ H1(Ωf ) = (H1(Ωf ))d| v = 0 on Γf},
Q = L2(Ωf ),
Xp = {ψ ∈ H1(Ωp)| ψ = 0 on Γp}
be the functional spaces foru, p and φ, respectively. We denoteX = Xf×Xp. By multiplying test functions
to (1.1) and (1.2), integrating by parts and plugging in the interface boundary conditions (1.3)-(1.4), the weak
form of the coupled NS/Darcy model reads as: find u = (u, φ) ∈ X, p ∈ Q such that{
a(u, v) + c(u,u,v) + b(v, p) = f(v) ∀v = (v, ψ) ∈ X,
b(u, q) = 0 ∀q ∈ Q,(2.1)
where
a(u, v) = af(u,v) + ap(φ, ψ) + aΓ(u, v), b(v, p) = −
∫
Ωf
p∇ · v,
c(u,v,w) = ρ
∫
Ωf
(u · ∇)v ·w, f(v) =
∫
Ωf
ff · v + ρg
∫
Ωp
fpψ
with
af (u,v) = ν
∫
Ωf
∇u : ∇v +
d−1∑
i=1
να
BJS√
ντ i ·Kτ i
∫
Γ
(u · τ i)(v · τ i),
ap(φ, ψ) =
ρg
n
∫
Ωp
∇ψ ·K∇φ, aΓ(u, v) = ρg
∫
Γ
(φv − ψu) · nf .
Here, c(u,v,w) corresponds to the nonlinear term, af (u,v) + ap(φ, ψ) + aΓ(u, v) is the corresponding
bilinear form to the linear coupled Stokes/Darcy problem [16, 35]. The following results have been well
established: a(·, ·) is bounded and coercive; b(·, ·) is bounded and satisfies the inf-sup condition [16, 18, 36];
and the nonlinear term satisfies the following estimates [22, 29, 30, 33].
LEMMA 2.1. Suppose that the boundary of the domain Ωf satisfies the strong Lipschitz condition of
Adams [1]. We have
(a) |c(u,v,w)| . |u|1,Ωf |v|1,Ωf |w|1,Ωf ∀u,v,w ∈ Xf ,
(b) |c(u,v,w)| . |u|0,Ωf |v|1,Ωf ‖w‖2,Ωf ∀u,v ∈ Xf ,w ∈ H2(Ωf ),
(c) |c(u,v,w)| . |u|1,Ωf |v|0,Ωf ‖w‖2,Ωf ∀u,v ∈ Xf ,w ∈ H2(Ωf ).
Here and thereafter, we will use a . b to denote that there exists a generic constantC, such that a ≤ Cb.
For the wellposedness of the coupled NS/Darcy model, we refer to [3, 13, 18, 23, 42]. It is shown that the
coupled NS/Darcy problem (2.1) is well-posed if the normal velocity across the interface is sufficiently
small and the viscosity ν is sufficiently large. Moreover, there holds the a priori bound of the weak solution
[23, 42].
Now, we discuss the Finite Element approximations of problem (2.1). For a subdomain Ωd, we denote
‖·‖s,Ωd and |·|s,Ωd as the usual Sobolev norm and seminorm forHs(Ωd), respectively [1]. (·, ·)Ωd represents
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the L2 inner product on Ωd, where Ωd can be the interface Γ or one of the subdomains. We partition Ωf and
Ωp by quasi-uniform regular triangulations Tf,h and Tp,h with a characteristic meshsize h. Moreover, we
assume that the two subdomain triangulations coincide at Γ. If a conventional conforming Finite Element
method is applied to the model problem (2.1), the discrete problem reads as: Find uh = (uh, φh) ∈ Xh =
Xf,h ×Xp,h ⊂ Xf ×Xp, ph ∈ Qh ⊂ Q such that{
a(uh, vh) + c(uh,uh,vh) + b(vh, ph) = f(vh) ∀vh = (vh, ψh) ∈ Xh,
b(uh, qh) = 0 ∀qh ∈ Qh.(2.2)
Here, the FE pairsXf,h ×Qh needs to be stable [5, 22], i.e., there exists a positive constant β such that
sup
vh∈Xf,h
b(vh, qh)
|vh|1,Ωf
≥ β‖qh‖0,Ωf ∀qh ∈ Qh.(2.3)
We assume that the solution of (2.1) is smooth enough and the FE spaces have the following typical ap-
proximation properties: let k be a natural number, for all (u, p) ∈ Hk+1(Ωf ) ∩ Xf × Hk(Ωf ) and
φ ∈ Hk+1(Ωp) ∩Xp,
inf
vh∈Xf,h,qh∈Qh
{
h|u− vh|1,Ωf + ‖u− vh‖0,Ωf + h‖p− qh‖0,Ωf
}
. hk+1(|u|k+1,Ωf + |p|k,Ωf );(2.4)
inf
ψh∈Xp,h
{
h|φ− ψh|1,Ωp + ‖φ− ψh‖0,Ωp
}
. hk+1|φ|k+1,Ωp .(2.5)
There are several well-known Finite Element spaces satisfying the discrete inf-sup condition and the approx-
imation properties (2.3)-(2.5). For instance, if k = 1, one can apply the Mini elements [5, 22] in Ωf and the
piecewise linear elements in Ωp. If k ≥ 2, the k-th order Taylor-Hood elements [5, 22, 39] and Pk elements
can be applied in Ωf and Ωp respectively [5, 7, 26]. For simplicity, we will only consider the cases k = 1
and k = 2 for numerical experiments in this paper.
For the coupled discrete problem (2.2), the energy norm error estimates can be derived by using a fixed-
point framework [8, 22], the L2 error analysis can be obtained by using the Aubin-Nitsche duality argument
[8]. In summary, we have
LEMMA 2.2. Let (u, φ, p) ∈ Hk+1(Ωf )×Hk+1(Ωp)×Hk(Ωf ) be the solution of the NS/Darcy model
(2.1) and (uh, φh, ph) be the Finite Element solution of (2.2). Assuming that ν is sufficiently large and h is
sufficiently small, there holds the following energy norm estimate for the problem (2.2).
|u− uh|1,Ωf + |φ− φh|1,Ωp + ‖p− ph‖0,Ωf . hk.(2.6)
Moreover, we have the following L2 error estimate:
‖u− uh‖0,Ωf + ‖φ− φh‖0,Ωp . hk+1.(2.7)
Furthermore, one can derive the a priori bound of the FE solution under the assumption that the viscosity ν
is sufficiently large [23, 42].
3. Multilevel decoupled algorithms. In this section, we introduce four multilevel decoupled algo-
rithms for the coupled Navier-Stokes/Darcy model. In the first step of all these algorithms, we solve the
coupled nonlinear problem (2.2) on a coarse mesh level: find uH = (uH , φH) ∈ XH ⊂ X, pH ∈ QH ⊂ Q
such that {
a(uH , vH) + c(uH ,uH ,vH) + b(vH , pH) = (f, vH) ∀vH = (vH , ψH) ∈ XH ,
b(uH , qH) = 0 ∀qH ∈ QH .(3.1)
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In the following, for the ease of notations, we denote
a˜f (u,v,w) = af (u,v) + c(u,v,w) + c(v,u,w).
The first multi-level algorithm is actually an extension of the two-level algorithm developed in [26].
After solving the nonlinear coupled problem on a coarse grid level (cf. equation (3.1)), the fine-level steps
read as:
Algorithm A
1: Set h0 = H , φ
h0
A = φH , u
h0
A = uH , and p
h0
A = pH .
2: For l = 1, 2, ..., L,
Step a: Solve a Darcy problem on a fine grid: find φ∗A,hl ∈ Xp,hl ⊃ Xp,hl−1 such that
ap(φ
∗
A,hl , ψhl) = (fp, ψhl) + ρg(ψhl ,u
hl−1
A · nf )Γ ∀ψhl ∈ Xp,hl .(3.2)
Step b: Solve a linearized NS problem on a fine grid: find u∗A,hl ∈ Xf,hl ⊃ Xf,hl−1 , p∗A,hl ∈
Qhl ⊃ Qhl−1 such that ∀vhl ∈ Xf,hl , ∀qhl ∈ Qhl ,{
a˜f (u
hl−1
A ,u
∗
A,hl
,vhl) + b(vhl , p
∗
A,hl
) = (f˜ ,vhl)− ρg(φ∗A,hl ,vhl · nf )Γ
b(u∗A,hl , qhl) = 0.
(3.3)
Here, (f˜ ,vhl) = (f ,vhl) + c(u
hl−1
A ,u
hl−1
A ,vhl).
Step c: Correct the Darcy solution on the same fine grid: find φhlA ∈ Xp,hl such that
ap(φ
hl
A , ψhl) = (fp, ψhl) + ρg(ψhl ,u
∗
A,hl · nf )Γ ∀ψhl ∈ Xp,hl .(3.4)
Step d: Correct the NS solution on the same fine grid: find u
hl
A ∈ Xf,hl ⊃ Xf,hl−1 , phlA ∈ Qhl ⊃
Qhl−1 such that ∀vhl ∈ Xf,hl , ∀qhl ∈ Qhl ,{
a˜f (u
hl−1
A ,u
hl
A ,vhl) + b(vhl , p
hl
A ) = (f¯ ,vhl)− ρg(φhlA ,vhl · nf )Γ
b(uhlA , qhl) = 0.
(3.5)
Here, (f¯ ,vhl) = (f ,vhl) + c(u
hl−1
A ,u
∗
A,hl
,vhl) + c(u
∗
A,hl
,u
hl−1
A − u∗A,hl ,vhl).
3: End
In the second multi-level algorithm, different from Algorithm A, we exchange the order of solving the
two subproblems on fine grid levels [41]. Specifically, after solving the coupled nonlinear problem on a
coarse grid level, the fine-level steps of the second multi-level algorithm read as:
Algorithm B
1: Set h0 = H , φ
h0
B = φH , u
h0
B = uH , and p
h0
B = pH .
2: For l = 1, ..., L.
Step a: Solve a linearized NS problem on a fine grid: find u∗B,hl ∈ Xf,hl ⊃ Xf,hl−1 , p∗B,hl ∈
Qhl ⊃ Qhl−1 such that{
a˜f (u
hl−1
B ,u
∗
B,hl
,vhl) + b(vhl , p
∗
B,hl
) = (f˜ ,vhl)− ρg(φhl−1B ,vhl · nf )Γ
b(u∗B,hl , qhl) = 0.
(3.6)
Here, (f˜ ,vhl) = (f ,vhl) + c(u
hl−1
B ,u
hl−1
B ,vhl).
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Step b: Solve a Darcy problem on a fine grid: find φ∗B,hl ∈ Xp,hl such that
ap(φ
∗
B,hl
, ψhl) = (fp, ψhl) + ρg(ψhl ,u
∗
B,hj · nf )Γ ∀ψhl ∈ Xp,hl .(3.7)
Step c: Correct the NS solution on the same fine grid: find u
hl
B ∈ Xf,hl ⊃ Xf,hl−1 , phlB ∈ Qhl ⊃
Qhl−1 such that{
a˜f (u
hl−1
B ;u
hl
B ,vhl) + b(vhl , p
hl
B ) = (f¯ ,vhl)− ρg(φ∗B,hl ,vhl · nf )Γ
b(uhlB , qhl) = 0.
(3.8)
Here, (f¯ ,vhl) = (f ,vhl) + c(u
hl−1
B ,u
∗
B,hl
,vhl) + c(u
∗
B,hl
,u
hl−1
B − u∗B,hl ,vhl).
Step d: Correct the Darcy solution on the same fine grid: find φhlB ∈ Xp,hl such that
ap(φ
hl
B , ψhl) = (fp, ψhl) + ρg(ψhl ,u
hl
B · nf )Γ ∀ψhl ∈ Xp,hl .(3.9)
3: End
In the third multilevel algorithm, after solving the coupled nonlinear problem on a coarse grid, we will
solve the two subproblems in parallel on all fine grid levels. Specifically, the fine-level steps read as:
Algorithm C
1: Set h0 = H , φ
h0
C = φH , u
h0
C = uH , and p
h0
C = pH .
2: For l = 1, ..., L,
Solve a linearized NS equation: find uhlC ∈ Xf,hl ⊃ Xf,hl−1 , phlC ∈ Qhl ⊃ Qhl−1 such that
∀vhl ∈ Xf,hl , ∀qhl ∈ Qhl ,{
a˜f(u
hl−1
C ,u
hl
C ,vhl) + b(vhl , p
hl
C ) = (f ,vhl)− ρg(φhl−1C ,vhl · nf )Γ
b(uhlC , qhl) = 0.
(3.10)
Solve the local Darcy problem on a fine grid: find φhlC ∈ Xp,hl such that
ap(φ
hl
C , ψhl) = (fp, ψhl) + ρg(ψhl ,u
hl−1
C · nf )Γ ∀ψhl ∈ Xp,hl .(3.11)
3: End
In the last multi-level algorithm, we skip the correction step for the Darcy problem. After solving the
coupled nonlinear problem on a coarse grid level, the fine-level steps of the algorithm reads as:
Algorithm D
1: Set h0 = H , φ
h0
D = φH , u
h0
D = uH and p
h0
D = pH .
2: For l = 1, ..., L,
Step a: Solve the Darcy problem on a fine grid: find φ∗D,hl ∈ Xp,hl ⊃ Xp,hl−1 such that
ap(φ
∗
D,hl
, ψhl) = (fp, ψhl) + ρg(ψhl ,u
hl−1
A · nf )Γ ∀ψhl ∈ Xp,hl .(3.12)
Step b: Solve a linearized NS problem on a fine grid: find u∗D,hl ∈ Xf,hl ⊃ Xf,hl−1 , p∗D,hl ∈
Qhl ⊃ Qhl−1 such that ∀vhl ∈ Xf,hl , ∀qhl ∈ Qhl ,{
a˜f (u
hl−1
D ,u
∗
D,hl
,vhl) + b(vhl , p
∗
D,hl
) = (f˜ ,vhl)− ρg(φ∗D,hl ,vhl · nf )Γ
b(u∗D,hl , qhl) = 0.
(3.13)
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Here, (f˜ ,vhl) = (f ,vhl) + c(u
hl−1
D ,u
hl−1
D ,vhl).
Step c: Correct the NS solution on the same fine grid: find uhlD ∈ Xf,hl ⊃ Xf,hl−1 , phlD ∈ Qhl ⊃
Qhl−1 such that ∀vhl ∈ Xf,hl , ∀qhl ∈ Qhl ,{
a˜f(u
hl−1
D ,u
hl
D ,vhl) + b(vhl , p
hl
D ) = (f¯ ,vhl)− ρg(φhl−1A ,vhl · nf )Γ
b(uhlD , qhl) = 0.
(3.14)
Here, (f¯ ,vhl) = (f ,vhl) + c(u
hl−1
D ,u
∗
D,hl
,vhl) + c(u
∗
D,hl
,u
hl−1
A − u∗D,hl ,vhl).
3: End
We see that whenL = 1, Algorithm A is reduced to the two-level algorithm developed in [26], Algorithm
C degenerates to the two-level algorithm proposed in [35, 8]. Algorithm B is an extension of the two-grid
algorithm proposed in [40]. Algorithm D differs from Algorithm A in that there is no correction step for the
Darcy problem. Intuitively, each of the above multilevel algorithms can be thought of as a recursive call of
a certain two-level algorithm. Moreover, it is not difficult to see that Algorithm A and Algorithm B require
more operation cost, while Algorithm C requires the least operation cost on every mesh level.
4. Theoretical Analysis. In this section, we only analyze the solution by the decoupled multilevel
Algorithm A. For Algorithm A and Algorithm B, we will see that they produce almost the same accurate
solution from our numerical experiments in Section 5. The analysis of Algorithm C in the linear case can be
found in [10]. As previously pointed out, when L = 1, all the above algorithms degenerate to the two level
algorithms. We firstly present the results for L = 1 case, and then provide the error analysis for analyzing
the numerical solution on a general meshlevel l.
4.1. Results for the two level algorithms. For Algorithm A in the two-level case, we have the follow-
ing results [26].
LEMMA 4.1. Let H and h be the coarse grid size and the fine grid size, i.e., h0 = H and h1 = h,
and let (φ,u, p), (φ∗A,h,u
∗
A,h, p
∗
A,h), and (φ
h
A,u
h
A, p
h
A) be defined by the problems (2.1), (3.2)-(3.3), and
(3.4)-(3.5), respectively. Under the assumptions of Lemma 2.2, there holds
|φ− φ∗A,h|1,Ωp + |u− u∗A,h|1,Ωf + ‖p− p∗A,h‖0,Ωf . Hk+1 + hk;(4.1)
‖u− u∗A,h‖0,Ωf . H2k+1 +Hk+1h+ hk+1;(4.2)
|φ− φhA|1,Ωp + |u− uhA|1,Ωf + ‖p− phA‖0,Ωf . H2k+1 +Hk+1h+ hk;(4.3)
‖u− uh‖0,Ωf . Hk+1h2 +Hk+1hk +H2(k+1) + hk+1.(4.4)
For Algorithm C in the two level case, the corresponding analysis for the linear case can be found in
[24]. In short, there holds
|φ− φhC |1,Ωp + |u− uhC |1,Ωf + ‖p− phC‖0,Ωf . Hk+1 + hk.(4.5)
Remarks. For Algorithm A, we comment here that Lemma 4.1 indicates that when h = H3 if k = 1
(h = H5/2 if k = 2), the final-step solution of Algorithm A possesses the same order accuracy as the Finite
Element solution in the energy norm. In comparison, for Algorithm C, the theoretical estimates of energy
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norm errors in (4.5) suggest that one needs to take the scaling h = H2 if k = 1 (h = H3/2 if k = 2).
For Algorithm A, to ensure the final-step solutions have optimal L2 norm errors, one has to take the scaling
h = H2 if k = 1, 2; To ensure the intermediate-step solutions have optimal energy convergence, one has
to take h = H
k+1
k (h = H3/2 if k = 2); To ensure the intermediate-step solutions have optimal L2 norm
errors, the scaling between the two grid sizes has to be taken as h = max{H k+1k , H 2k+1k+1 } (h = H3/2 if
k = 1, 2).
4.2. Analysis of the multilevel algorithms. The main purpose in this part is to show that the multilevel
decoupled and linearized Algorithm A, with a properly chosen scalings of the two successive meshlevel sizes,
is of the same order of approximation accuracy as the coupled and nonlinear algorithm. Note that Algorithm
Amay be viewed as an approximation to the coupled Finite Element algorithm, we will analyze the difference
between the solution by Algorithm A and the solution by using the nonlinear coupled algorithm.
To estimate the L2-error of the intermediate-step solution of Algorithm A on the l-th (l ≥ 1) mesh
level, we will consider the following the dual problem of the linearized problem: given g ∈ L2(Ωf ), find
(w, r) ∈ Xf ×Q such that ∀(v, q) ∈ Xf ×Q
a˜f (u,v,w) + b(v, r) + b(w, q) + ρg(φ− φ∗A,hl ,w · nf )Γ = (g,v)Ωf .(4.6)
If the solution of the linearized coupled NS/Darcy model has the regularity (u, φ) ∈ (H2(Ωf ))d ×H2(Ωp)
as assumed in Lemma 2.2 and for ν sufficiently large, the two convection terms c(u,v,w) and c(v,u,w)
in the linear dual problem (4.6) can be properly bounded, and thus we may assume that the solution of the
problem (4.6) is locally smooth and has the regularity
‖w‖2,Ωf + ‖r‖1,Ωf . ‖g‖0,Ωf .(4.7)
THEOREM 4.1. Let (φ,u, p), (φ∗A,hl ,u
∗
A,hl
, p∗A,hl) and (φ
∗
A,hl
,u∗A,hl , p
∗
A,hl
, φhlA ,u
hl
A , p
hl
A ) be defined
by problem (2.1) and (3.2)-(3.5) (on a fine grid level with the grid size hl), respectively. Under the assump-
tions of Lemma 2.2, the following error estimates hold:
|φ− φ∗A,hl |1,Ωp . hl−1|uhl − u
hl−1
A |1,Ωf + ||uhl − uhl−1A ||0,Ωf + hkl ;(4.8)
|u− u∗A,hl |1,Ωf + ‖p− p∗A,hl‖0,Ωf . |φhl − φ∗A,hl |1,Ωp + |uhl − u
hl−1
A |21,Ωf + hkl ;(4.9)
‖u− u∗A,hl‖0,Ωf .hl|u− u∗A,hl |1,Ωf + |u− u
hl−1
A |1,Ωf ||u− uhl−1A ||0,Ωf + hk+1l ,(4.10)
|φ− φhlA |1,Ωp . hl|uhl − u∗A,hl |1,Ωf + ||uhl − u∗A,hl ||0,Ωf + hkl ;(4.11)
|u− uhlA |1,Ωf + ‖p− phlA ‖0,Ωf . |φhl − φhlA |1,Ωp
+|uhl − u∗A,hl |1,Ωf |uhl − u
hl−1
A |1,Ωf + hkl ;(4.12)
‖u− uhlA ‖0,Ωf . hl
(|u− uhlA |1,Ωf + |u− uhl−1A |1,Ωf |u− u∗A,hl |1,Ωf )
+‖u− uhl−1A ‖0,Ωf |u− u∗A,hl |1,Ωf + hk+1l .(4.13)
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Proof (i). The proof of (4.8) is very similar to the estimate of φ in the two-grid algorithms developed in
[35, 8]. First, by taking vhl = (0, φhl − φ∗A,hl) in (2.2) and comparing with the discrete model (3.12), we
have
ap(φhl − φ∗A,hl , φhl − φ∗A,hl) = ρg
(
(uhl − uhl−1A ) · nf , φhl − φ∗A,hl
)
Γ
.
Let θ ∈ H1(Ωf ) be the solution of the problem:

−∆θ = 0 in Ωf ,
θ = φhl − φ∗A,hl on Γ,
θ = 0 on Γf .
θ is the harmonic extension of φhl − φ∗A,hl to the fluid flow region and satisfies the following estimate [35].
|θ|1,Ωf . ‖φhl − φ∗A,hl‖H1/2
00
(Γ)
. |φhl − φ∗A,hl |1,Ωp .
Then, integrating by parts and noting that both uhl and u
∗
hl
satisfy the discrete divergence-free property, we
have, for any qhl−1 ∈ Qhl−1 ,(
(uhl − uhl−1A ) · nf , φhl − φ∗A,hl
)
Γ
=
(∇ · (uhl − uhl−1A ), θ − qhl−1)Ωf + (uhl − uhl−1A ,∇θ)Ωf .
By applying the Cauchy-Schwarz inequality and the inequalities (2.7), there holds
|φhl − φ∗A,hl |21,Ωp . ap(φhl − φ∗A,hl , φhl − φ∗A,hl)
. |uhl − uhl−1A |1,Ωf inf
qh∈Qh
‖θ − qhl−1‖0,Ωf + ‖uhl − uhl−1A ‖0,Ωf |θ|1,Ωf
.
(
hl−1|uhl − uhl−1A |1,Ωf + ‖uhl − uhl−1A ‖0,Ωf
)|θ|1,Ωf
.
(
hl−1|uhl − uhl−1A |1,Ωf + ‖uhl − uhl−1A ‖0,Ωf
)|φhl − φ∗A,hl |1,Ωp .
By applying triangle inequality and the estimate of the Finite Element solution, we see that (4.8) holds true.
(ii). We only provide a proof for the error estimate of uhl − u∗A,hl . Similar to the techniques used in
[35, 8, 41, 40], the estimate for phl − p∗A,hl then follows from the discrete inf-sup condition and the estimate
of uhl −u∗A,hl . To prove (4.9), we compare the coupled nonlinear discrete problem (2.2) with the linearized
Navier-Stokes model (3.3). We see that
af (uhl − u∗A,hl ,vhl) + c(uhl ,uhl ,vhl)− [c(u
hl−1
A ,u
∗
A,hl
,vhl) + c(u
∗
A,hl
,u
hl−1
A ,vhl)
−c(uhl−1A ,uhl−1A ,vhl)] + b(vhl , phl − p∗A,hl) = −ρg(φhl − φhlA ,vhl · nf )Γ.(4.14)
Taking vhl = uhl−u∗A,hl , due to the discrete divergence-free property of uhl and u∗A,hl , there holds b(uhl−
u∗A,hl , phl−p∗A,hl) = 0. The interface term in (4.14) can be controlled by |φhl−φ∗A,hl |1,Ωp |uhl−u∗A,hl |1,Ωf .
For the trilinear terms, it is easy to verify the following identity.
c(uhl ,uhl ,uhl − u∗A,hl)− [c(u
hl−1
A ,u
∗
A,hl
,uhl − u∗A,hl) + c(u∗A,hl ,u
hl−1
A ,uhl − u∗A,hl)
−c(uhl−1A ,uhl−1A ,uhl − u∗A,hl)] = c(u
hl−1
A ,uhl − u∗A,hl ,uhl − u∗A,hl)
+c(uhl − u∗A,hl ,u
hl−1
A ,uhl − u∗A,hl) + c(uhl − u
hl−1
A ,uhl − uhl−1A ,uhl − u∗A,hl).
(4.15)
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Note that the viscosity ν is sufficiently large, then the weak solution, the Finite Element solution as well as
the multilevel solution have the a-priori bounds [23, 42]. Then, roughly speaking, the following inequality
holds true.
|c(uhl−1A ,u− u∗A,hl ,u− u∗A,hl) + c(u− u∗A,hl ,u
hl−1
A ,u− u∗A,hl)| ≤
ν
2
|uhl − u∗A,hl |21,Ωf .
Thus, by using (4.14), (4.15), and Lemma 2.1, we see that
ν
2
|uhl − u∗A,hl |21,Ωf ≤ af (uhl − u∗A,hl ,uhl − u∗A,hl) + c(u
hl−1
A ,uhl − u∗A,hl ,uhl − u∗A,hl)
+c(uhl − u∗A,hl ,u
hl−1
A ,uhl − u∗A,hl)
= −ρg(φhl − φ∗A,hl , (uhl − u∗A,hl) · nf )Γ − c(uhl − u
hl−1
A ,uhl − uhl−1A ,uhl − u∗A,hl)
. |φhl − φ∗A,hl |1,Ωp |uhl − u∗A,hl |1,Ωf + |uhl − u
hl−1
A |21,Ωf |uhl − u∗A,hl |1,Ωf .
Hence, by applying the triangle inequality, |u − u∗A,hl |1,Ωf ≤ |u − uhl |1,Ωf + |uhl − u∗A,hl |1,Ωf , and the
energy norm estimate of the Finite Element solution (2.6), we see that the inequality (4.9) hods true.
(iii). For estimating the L2 error of the intermediate-step solution, we set g = u− u∗A,hl and (v, q) =
(u− u∗A,hl , p− p∗A,hl) in (4.6), and then splitting the two trilinear terms into four terms, we obtain
‖u− u∗A,hl‖20,Ωf = af (u− u∗A,hl ,w) + c(u
hl−1
A ,u− u∗A,hl ,w) + c(u− u∗A,hl ,u
hl−1
A ,w)
+b(u− u∗A,hl , r) + b(w, p− p∗A,hl) + ρg(φ− φ∗A,hl ,w · nf )Γ
+c(u− uhl−1A ,u− u∗A,hl ,w) + c(u− u∗A,hl ,u− u
hl−1
A ,w).(4.16)
Taking v = (vhl , 0) in (2.1) and subtracting with (3.3), we obtain
af (u− u∗A,hl ,vhl) + c(u
hl−1
A ,u− u∗A,hl ,vhl) + c(u− u∗A,hl ,u
hl−1
A ,vhl) + b(vhl , p− p∗A,hl)
+ b(u− u∗A,hl , qhl) = −ρg(φ− φ∗A,hl ,vhl · nf )Γ − c(u− u
hl−1
A ,u− uhl−1A ,vhl).(4.17)
Subtracting (4.17) from (4.16), we have
‖u− u∗A,hl‖20,Ωf = af (u− u∗A,hl ,w − vhl) + c(u
hl−1
A ,u− u∗A,hl ,w − vhl) + c(u− u∗A,hl ,u
hl−1
A ,w− vhl)
+b(u− u∗A,hl , r − qhl) + b(w− vhl , p− p∗A,hl) + ρg(φ− φ∗A,hl , (w − vhl) · nf )Γ
+c(u− uhl−1A ,u− u∗A,hl ,w) + c(u− u∗A,hl ,u− u
hl−1
A ,w)
+c(u− uhl−1A ,u− uhl−1A ,w − vhl)− c(u− uhl−1A ,u− uhl−1A ,w)
. |u− u∗A,hl |1,Ωf |w − vhl |1,Ωf + 2|u
hl−1
A |1,Ωf |u− u∗A,hl |1,Ωf |w − vhl |1,Ωf
+|u− u∗A,hl |1,Ωf ‖r − qhl‖0,Ωf + |w − vhl |1,Ωf ‖p− p∗A,hl‖0,Ωf
+|φ− φ∗A,hl |1,Ωp |w − vhl |1,Ωf + 2|u− u∗A,hl |1,Ωf ‖u− u
hl−1
A ‖0,Ωf ‖w‖2,Ωf
+|u− uhl−1A |21,Ωf |w − vhl |1,Ωf + |u− u
hl−1
A |1,Ωf ‖u− uhl−1A ‖0,Ωf ‖w‖2,Ωf
. (|φ− φ∗A,hl |1,Ωf + |u− u∗A,hl |1,Ωf + ‖p− p∗A,hl‖0,Ωf )|w − vhl |1,Ωf
+(|u− uhl−1A |1,Ωf + |u− u∗A,hl |1,Ωf )||u− u
hl−1
A ||0,Ωf ||w||2,Ωf
+|u− u∗A,hl |1,Ωf ‖r − qhl‖0,Ωf .
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Here, in the last inequality we have used the Cauchy-Schwarz inequality and the estimate in Lemma 2.1
for the trilinear term, we have dropped those higher order terms as k ≥ 1 and hl ≤ hl−1. By the ap-
proximation error estimate (2.4)-(2.5), discarding the terms which are of the same order or higher order
errors (for example, |φ − φ∗A,hl |1,Ωf and ‖p − p∗A,hl‖0,Ωf are of the same order as |u − u∗A,hl |1,Ωf , and
|u − u∗A,hl |1,Ωf ≤ |u − u
hl−1
A |1,Ωf ), using Lemma 2.2 and the estimate (4.7), it follows that the L2 error
estimate for u∗A,hl holds true.
(iv). The estimate of (4.11) is similar to the estimate of (4.8). Taking vh = (0, φhl − φhlA ) in (2.2) and
comparing with the discrete model (3.4), we have
ap(φhl − φhlA , φhl − φhlA ) = ρg
(
(uhl − u∗A,hl) · nf , φhl − φhlA
)
Γ
.
Let θ ∈ H1(Ωf ) be a harmonic extension of φhl − φhlA to the fluid flow region with the Dirichlet data at Γ
being equal to equal to φhl − φhlA . Then, we have
|θ|1,Ωf . ‖φhl − φhlA ‖H1/2
00
(Γ)
. |φhl − φhlA |1,Ωp ,
Note that for any qhl ∈ Qhl , there holds(
(uhl − u∗A,hl) · nf , φhl − φhlA
)
Γ
=
(
(uhl − u∗A,hl) · nf , θ
)
∂Ωf
=
(∇ · (uhl − u∗A,hl), θ − qhl)Ωf + (uhl − u∗A,hl ,∇θ)Ωf .
Here, in the last equality, we have used the discrete divergence-free property for uhl and u
∗
A,hl
. Therefore,
|φhl − φhlA |21,Ωp . ap(φhl − φhlA , φhl − φhlA )
. |uhl − u∗A,hl |1,Ωf infqhl∈Qhl ‖θ − qhl‖0,Ωf + ‖uhl − u∗A,hl‖0,Ωf |θ|1,Ωf
.
(
hl|uhl − u∗A,hl |1,Ωf + ‖uhl − u∗A,hl‖0,Ωf
)|θ|1,Ωf
(4.18)
We see that the estimate (4.11) holds true.
(v). Now, we estimate the error of uhl − uhlA in the energy norm. Taking vhl = (vhl , 0) in (2.2) and
comparing with (3.5) on the l-th level mesh, and splitting the trilinear terms in the right hand side, we obtain
af (uhl − uhlA ,vhl) + c(uhl−1A ,uhl − uhlA ,vhl) + c(uhl − uhlA ,uhl−1A ,vhl) + b(vhl , phl − phlA )
= −ρg(φhl − φhlA ,vhl · nf )Γ + c(uhl − uhl−1A ,u∗A,hl − uhl ,vhl)
+c(uhl − u∗A,hl ,u
hl−1
A − uhl ,vhl) + c(u∗A,hl − uhl ,u∗A,hl − uhl ,vhl).(4.19)
Similar to the proof of (4.9), letting vhl = uhl − uhlA , we have
ν
2
|uhl − uhlA |21,Ωf ≤ af (uhl − uhlA ,uhl − uhlA ) + c(u
hl−1
A ,uhl − uhlA ,uhl − uhlA )
+c(uhl − uhlA ,uhl−1A ,uhl − uhlA )
= −ρg(φhl − φhlA , (uhl − uhlA ) · nf )Γ − c(uhl − uhl−1A ,u∗A,hl − uhl ,uhl − uhlA )
+c(uhl − u∗A,hl ,u
hl−1
A − uhl ,uhl − uhlA ) + c(u∗A,hl − uhl ,u∗A,hl − uhl ,uhl − uhlA )(4.20)
The right hand side of (4.20) is bounded by
||φhl − φhlA ‖0,Γ||uhl − uhlA ‖0,Γ + |uhl − u∗A,hl |21,Ωf |uhl − uhlA |1,Ωf
+2|uhl − u∗A,hl |1,Ωf |uhl − u
hl−1
A |1,Ωf |uhl − uhlA |1,Ωf
.
(|φhl − φhlA |1,Ωp + |uhl − u∗A,hl |21,Ωf + |uhl − u∗A,hl |1,Ωf |uhl − uhl−1A |1,Ωf )|uhl − uhlA |1,Ωf .
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Applying the triangle inequality, the energy norm error estimate of Finite Element solution (cf. Lemma 2.2),
then discarding the terms which are of the same order or higher order errors in (4.19) and (4.20), we see that
(4.12) holds true.
(vi). For estimating the L2-error of u − uhlA , let us consider the dual problem of a linearized problem,
which is similar to problem (4.6).
a˜f (u,v,w) + b(v, r) + b(w, q) + ρg(φ− φhlA ,w · nf )Γ = (g,v)Ωf .(4.21)
Moreover, we assume that a regularity estimate which is similar to (4.7) holds. Setting g = u − uhlA and
(v, q) = (u− uhlA , p− phlA ) in (4.21), splitting the two trilinear terms in (4.21) into four terms, we have
‖u− uhlA ‖20,Ωf = af (u− uhlA ,w) + c(u
hl−1
A ,u− uhlA ,w) + c(u− uhlA ,uhl−1A ,w)
+b(u− uhlA , r) + b(w, p− phlA ) + ρg(φ− φhlA ,w · nf )Γ
+c(u− uhl−1A ,u− uhlA ,w) + c(u− uhlA ,u− uhl−1A ,w).(4.22)
Taking v = (vhl , 0) in (2.1) and subtracting with (3.5), we obtain
af (u− uhlA ,vhl) + c(uhl−1A ,u− uhlA ,vhl) + c(u− uhlA ,uhl−1A ,vhl) + b(vhl , p− phlA )
+b(u− uhlA , qhl) = −ρg(φ− φhlA ,vhl · nf )Γ − c(u− uhl−1A ,u− u∗A,hl ,vhl)
−c(u− u∗A,hl ,u− u
hl−1
A ,vhl) + c(u− u∗A,hl ,u− u∗A,hl ,vhl).(4.23)
Combining (4.22) and (4.23), we arrive at
‖u− uhlA ‖20,Ωf = af (u− uhlA ,w− vhl) + c(u
hl−1
A ,u− uhlA ,w− vhl) + c(u− uhlA ,uhl−1A ,w− vhl)
+b(u− uhlA , r − qhl) + b(w − vhl , p− phlA ) + ρg(φ− φhlA , (w − vhl) · nf )Γ
+c(u− uhl−1A ,u− uhlA ,w) + c(u− uhlA ,u− uhl−1A ,w)
−c(u− uhl−1A ,u− u∗A,hl ,vhl)− c(u− u∗A,hl ,u− u
hl−1
A ,vhl)
+c(u− u∗A,hl ,u− u∗A,hl ,vhl).
Similar to the proof for ‖u− u∗A,hl‖20,Ωf , there holds
‖u− uhlA ‖20,Ωf .
(|φ− φhlA |1,Ωp + |u− uhlA |1,Ωf + ‖p− phlA ‖0,Ωf )|w− vhl |1,Ωf + |u− uhlA |1,Ωf ‖r − qhl‖0,Ωf
+2‖u− uhl−1A ‖0,Ωf |u− uhlA |1,Ωf ‖w‖2,Ωf
+c(u− u∗A,hl ,u− u∗A,hl ,vhl)− c(u− u
hl−1
A ,u− u∗A,hl ,vhl)− c(u− u∗A,hl ,u− u
hl−1
A ,vhl).
Then, the estimates for the last three terms in (4.24) are:
|c(u− u∗A,hl ,u− u∗A,hl ,vhl)| ≤ |c(u− u∗A,hl ,u− u∗A,hl ,w − vhl)|+ |c(u− u∗A,hl ,u− u∗A,hl ,w)|
≤ |u− u∗A,hl |21,Ωf |w − vhl |1,Ωf + |u− u∗A,hl |1,Ωf ‖u− u∗A,hl‖0,Ωf ‖w‖2,Ωf
|c(u− uhl−1A ,u− u∗A,hl ,vhl)| ≤ |c(u− u
hl−1
A ,u− u∗A,hl ,w− vhl)|+ |c(u− u
hl−1
A ,u− u∗A,hl ,w)|
≤ |u− uhl−1A |1,Ωf |u− u∗A,hl |1,Ωf |w − vhl |1,Ωf
+‖u− uhl−1A ‖0,Ωf |u− u∗A,hl |1,Ωf ‖w‖2,Ωf
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The estimate of the last term is similar to that for the above term
|c(u− u∗A,hl ,u− u
hl−1
A ,vhl)| ≤ |u− uhl−1A |1,Ωf |u− u∗A,hl |1,Ωf |w − vhl |1,Ωf
+‖u− uhl−1A ‖0,Ωf |u− u∗A,hl |1,Ωf ‖w‖2,Ωf
Putting all the terms in the right hand side of (4.24) together, and combining with the regularity estimate,
discarding the terms which are of the same order or higher order errors, we see that (4.13) holds true. 
We comment here that Theorem 4.1 is valid for a general k-th order discretization. However, because
of the complex forms of the error terms, it is not easy to identify the scaling relationship for the two adjacent
mesh level sizes. As previously mentioned, we are particularly interested in the first order and the second
order discretizations. The following theorem states that for the first and the second order discretizations, if
hl = h
2
l−1, the energy norm errors of the final-step solution and the L
2 norm of uhlA are of the same orders
as those of the FE solution.
THEOREM 4.2. Let (φ,u, p), (φ∗A,hl ,u
∗
A,hl
, p∗A,hl) and (φ
hl
A ,u
hl
A , p
hl
A ) be defined by the problems (2.1),
(3.2)-(3.3), and (3.4)-(3.5), respectively. For the first order and the second discretizations, i.e., k = 1 or
k = 2, if hl = h
2
l−1, under the assumptions of Lemma 2.2, there hold
|φ− φ∗A,h|1,Ωp + |u− u∗A,h|1,Ωf + ‖p− p∗A,h‖0,Ωf . hkl + hk+1l−1 ;(4.24)
‖u− u∗A,h‖0,Ωf . h2l + hlh2l−1, if k = 1; ‖u− u∗A,h‖0,Ωf . h3l + hlh3l−1, if k = 2;(4.25)
|φ− φhA|1,Ωp + |u− uhA|1,Ωf + ‖p− phA‖0,Ωf . hkl ;(4.26)
‖u− uh‖0,Ωf . hk+1l .(4.27)
Proof We apply mathematical induction to the meshlevel l. For proving the results for the solution on
meshlevel l, we will assume that the conclusions for the solutions on meshlevel l − 1 hold true. From
Lemma 4.1, we know that L = 1 (in (4.1)-(4.4) by changingH to be h0 and h to be h1), the error estimates
for the intermediate-step solution, and the final-step solution hold true. For both k = 1 and k = 2, if h1 = h
2
0
the estimates (4.24)-(4.27) hold true (see also Remark 4.1 in [26]). We are going to prove the results for a
general meshlevel l. We will discuss the two cases: k = 1 and k = 2 separately.
If k = 1, by using (4.8)-(4.13), we see that the estimates for (φ∗A,hl ,u
∗
A,hl
, p∗A,hl) and (φ
hl
A ,u
hl
A , p
hl
A )
are as follows.
|φ− φ∗A,hl |1,Ωp . h2l−1 + h2l−1 + hl . hl;
|u− u∗A,hl |1,Ωf + ‖p− p∗A,hl‖0,Ωf . (hl + h2l−1) + h2l−1 + hl . hl;
‖u− u∗A,hl‖0,Ωf . hl(hl + h2l−1) + (hl + h2l−1)h2l−1 + h2l . h2l + hlh2l−1;
|φ− φhlA |1,Ωp . hl(hl + h2l−1) + hl + (hl + h2l−1) . hl;
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|u− uhlA |1,Ωf + ‖p− phlA ‖0,Ωf . (hl + h2l−1) + (hl + h2l−1)hl−1 + (hl + h2l−1)(hl + hl−1) + hl . hl;
‖u− uhlA ‖0,Ωf . hl
(
hl + h
2
l−1 + hl−1(hl + h
2
l−1)
)
+ h2l + h
2
l−1(hl + h
2
l−1) . h
2
l .
If k = 2, we see that we see that the estimates for (φ∗A,hl ,u
∗
A,hl
, p∗A,hl) and (φ
hl
A ,u
hl
A , p
hl
A ) are as
follows.
|φ− φ∗A,hl |1,Ωp . hl−1h2l−1 + h3l−1 + h2l . h2l + h3l−1;
|u− u∗A,hl |1,Ωf + ‖p− p∗A,hl‖0,Ωf . h2l + h3l−1 + h2l−1h3l−1 + h2l + h2l + h3l−1 . h2l + h3l−1;
‖u− u∗A,hl‖0,Ωf . hl(h2l + h3l−1) + (h2l + h3l−1)h3l−1 + h3l . h3l + hlh3l−1;
|φ− φhlA |1,Ωp . hl(h2l + h3l−1) + h3l + hlh3l−1 + h2l . h2l ;
|u− uhlA |1,Ωf + ‖p− phlA ‖0,Ωf . h2l + hlh3l−1 + h2l + (h2l + h3l−1)h2l−1) . h2l ;
‖u− uhlA ‖0,Ωf . hl
(
h2l + h
3
l−1(h
3
l + hlh
3
l−1)
)
+ h3l−1(h
2
l + hlh
3
l−1) + h
3
l . h
3
l .

From Theorem 4.2, under the scaling hl = h
2
l−1, it is shown in (4.25) that the intermediate-step solution
does not have optimal L2 errors. To ensure the intermediate-step solution has optimal L2 errors, one usually
requires a very stringent scaling between the meshsizes of the two subsequent mesh levels. In practice, we
are not interested in making the intermediate-step solution has optimal L2 error. The estimate of the L2
errors is for the purpose of estimating the energy norm of the final-step solution.
We would comment that the theoretical analysis of Algorithm D can be done similar to that for Algo-
rithm A. Noting that there is no correction step in Algorithm D, the scaling of the meshsizes between two
adjacent meshlevels are more stringent than that for Algorithm A. In the next section, we provide numerical
experiments showing that for the first order discretization, the final-step solution of Algorithm D is still op-
timal if hl = h
2
l−1. However, for the second order discretization, one has to take hl = h
3/2
l−1 to ensure the
final-step solution in the energy norm is optimal (in particular, for the variable φhlD ).
5. Numerical Experiments. We now present numerical experiments to demonstrate the effectiveness
and the accuracy of the multi-level approach. In order to make our experiments more solid, we first compare
different two-level algorithms then give the numerical experiments for the multilevel cases.
The computational domain is Ω ⊂ R2 with Ωf = (0, 1)× (1, 2), Ωp = (0, 1)× (0, 1) and the interface
Γ = (0, 1) × {1}. The components of u are denoted by (u, v). For simplicity, all the parameters in the
coupled NS/Darcy model are set to 1. The boundary conditions and right hand side functions of the coupled
NS/Darcy model are chosen so that the exact solution (u, v, p, φ) is given by

u = cos(πy2 )
2sin(πx2 ),
v = −cos(πx2 )(14 sin(πy) + πy4 ),
p = π4 cos(
πx
2 )(y − 1− cos(πy)),
φ = πy4 cos(
1
2πx).
(5.1)
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The coupled nonlinear FE problem is solved by the Picard iteration: given (u0, p0) ∈ Xh ×Qh, form ≥ 0,
find (um+1, pm+1) ∈ Xh ×Qh such that{
a(um+1, v) + c(um,um+1,v) + b(v, pm+1) = f(v) ∀v = (v, ψ) ∈ Xh,
b(um+1, q) = 0 ∀q ∈ Qh.(5.2)
The stopping criterion for the Picard iteration is ‖Um+1−Um‖l2 < 10−7, whereUm is the nodal-value vec-
tor for them-th iterate. In all algorithms, the symmetric positive definite linear system of the fine-grid Darcy
problems are solved by the PCG method with the incomplete Cholesky factorization as preconditioner. The
stopping criterion of PCG is set to be 10−9 and the dropping tolerance of the incomplete Cholesky factoriza-
tion is 10−3. For solving the fine-grid linearized Navier-Stokes problems and the coarse-grid linear system at
each step of the Picard iteration, we employ the preconditioned GMRES method with the stopping criterion
‖rq‖l2
‖r0‖l2 < 10
−9, where rq is the residual at the q-th iteration of the GMRES method. The preconditioners
of these saddle point problems are designed by using the Green function theory [28]. Interested readers are
referred to [7, 11] for more details. All experiments were performed using personal desktop computer with
the processor Intel Core i3 2130 (Operating speed 3.4 GHz). For the tests we presented in this paper, the
average number of Picard iteration is 6, the number of GMRES iterations for the coupled model or linearized
Navier-Stokes model with Green function theory based preconditioner is around 30, the iterations of PCG
with incomplete Cholesky factorization preconditioning are less than 280 in all tests.
In the implementation of the two-level and multilevel algorithms, the key part is the Finite Element
interpolations. FE interpolations are applied from coarse grid to fine grid or between different submodels.
For example, when solving the Darcy problem (3.2), we need to compute the Neumann data at the quadrature
points of the fine grid by using the coarse grid solution. Standard FE interpolation is applied to supplement
the Neumann data: take the coarse grid NS solution, and use the coarse grid basis functions to calculate the
Neuman data at the quadrature points when assembling the right hand side of (3.2).
For Algorithm A, the following notations are used to measure the solution errors, the intermediate-step
two-level solution errors and the final two-level solution errors for φ in the energy norm and the L2 norm.
e
φ∗h
0,A = ||φ∗A,h − φ||0,Ωp , eφ
h
0,A = ||φhA − φ||0,Ωp ,
e
φ∗h
1,A = |φ∗A,h − φ|1,Ωp , eφ
h
1,A = |φhA − φ|1,Ωp .
Similarly, the notations, e
u∗h
0,A, e
u∗h
1,A, e
uh
0,A, e
uh
1,A, e
v∗h
0,A, e
v∗h
1,A, e
vh
0,A, e
vh
1,A, e
p∗h
0,A, and e
ph
0,A are used to denote the
corresponding errors for the velocity components and the pressure variable with specified norms. For the
coupled nonlinear FE algorithm, we use eφh1 , e
uh
1 , e
vh
1 , e
ph
0 to denote the corresponding finite element errors.
Similarly, if the algorithm is changed to be Algorithm B, Algorithm C or Algorithm D, the subindex of
the errors will be changed correspondingly. We keep 4 valid digits when calculating all the errors in the
following tests.
5.1. Comparisons of the two-level algorithms. We firstly conduct numerical experiments for com-
paring all algorithms under the two-level cases. According to Lemma 4.1, for the first (second) order dis-
cretization, if h = H3 (h = H5/2), then Algorithm A still gives optimal errors in the energy norm. However,
it is not clear whether Algorithm B and Algorithm C also give optimal errors under such a scaling. It is also
important to know the differences of the different algorithms so that we can have better understanding of
their generalizations to the multilevel cases.
For the first order discretization, Mini elements and piecewise linear elements are used in Ωf and Ωp,
respectively. The scaling between h andH is set to be h = H3. In Table 5.1, we report the numerical results
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h = H3 e
φh
0
e
φh
1
e
uh
0
e
uh
1
e
vh
0
e
vh
1
e
ph
0
1/8 1.736E-3 6.134E-2 3.685E-3 1.263E-1 2.588E-3 1.066E-1 7.420E-2
1/27 1.552E-4 1.823E-2 3.213E-4 3.714E-2 2.251E-4 3.070E-2 9.113E-3
1/64 2.766E-5 7.693E-3 5.697E-5 1.564E-2 3.996E-5 1.289E-2 2.255E-3
1/125 7.253E-6 3.939E-3 1.491E-5 8.000E-3 1.046E-5 6.587E-3 7.906E-4
h = H3 e
φ∗h
0,A e
φ∗h
1,A e
u∗h
0,A e
u∗h
1,A e
v∗h
0,A e
v∗h
1,A e
p∗h
0,A
1/8 7.649E-3 6.848E-2 3.830E-3 1.263E-1 2.573E-3 1.067E-1 7.541E-2
1/27 3.051E-3 2.276E-2 4.089E-4 3.718E-2 2.392E-4 3.072E-2 1.355E-2
1/64 1.646E-3 1.073E-2 9.572E-5 1.567E-2 6.792E-5 1.290E-2 5.606E-3
1/125 1.049E-3 6.206E-3 4.773E-5 8.024E-3 3.034E-5 6.600E-3 3.026E-3
h = H3 eφ
h
0,A e
φh
1,A e
uh
0,A e
uh
1,A e
vh
0,A e
vh
1,A e
ph
0,A
1/8 1.741E-3 6.134E-2 3.685E-3 1.263E-1 2.588E-3 1.066E-1 7.421E-2
1/27 1.580E-4 1.823E-2 2.891E-4 3.715E-2 2.251E-4 3.070E-2 9.194E-3
1/64 2.766E-5 7.693E-3 5.156E-5 1.564E-2 3.988E-5 1.289E-2 2.262E-3
1/125 6.686E-6 3.939E-3 1.361E-5 8.000E-3 1.044E-5 6.587E-3 7.919E-4
h = H3 e
φ∗h
0,B e
φ∗h
1,B e
u∗h
0,B e
u∗h
1,B e
v∗h
0,B e
v∗h
1,B e
p∗h
0,B
1/8 1.725E-3 6.134E-2 3.692E-3 1.263E-1 2.573E-3 1.067E-1 9.835E-2
1/27 1.476E-4 1.823E-2 4.163E-4 3.716E-2 2.633E-4 3.075E-2 3.286E-2
1/64 2.195E-5 7.693E-3 1.206E-4 1.567E-2 1.143E-4 1.293E-2 1.766E-2
1/125 6.615E-6 3.939E-3 7.639E-5 8.031E-3 8.135E-5 6.634E-3 1.111E-3
h = H3 eφ
h
0,B e
φh
1,B e
uh
0,B e
uh
1,B e
vh
0,B e
vh
1,B e
ph
0,B
1/8 1.736E-3 6.134E-2 3.685E-3 1.263E-1 2.588E-3 1.066E-1 7.418E-2
1/27 1.553E-4 1.823E-2 3.225E-4 3.714E-2 2.252E-4 3.070E-2 9.110E-3
1/64 2.773E-5 7.693E-3 5.767E-5 1.564E-2 3.998E-5 1.289E-2 2.248E-3
1/125 7.319E-6 3.939E-3 1.363E-5 8.000E-3 1.052E-5 6.587E-3 7.879E-4
h = H3 eφ
h
0,C e
φh
1,C e
uh
0,C e
uh
1,C e
vh
0,C e
vh
1,C e
ph
0,B
1/8 7.649E-3 6.848E-2 3.692E-3 1.263E-1 2.573E-3 1.067E-1 9.835E-2
1/27 3.051E-3 2.276E-2 4.163E-4 3.716E-2 2.633E-4 3.075E-2 3.286E-2
1/64 1.646E-3 1.073E-2 1.206E-4 1.567E-2 1.143E-4 1.293E-2 1.766E-2
1/125 1.049E-3 6.206E-3 7.639E-5 8.031E-3 8.135E-5 6.634E-3 1.111E-3
TABLE 5.1
Tests for the two-level algorithms under the Mini/P1 element discretizations. The FE solution errors, the intermediate-step two-
level solution errors, and the final two-level solution errors with the scaling between the two-level sizes being set as h = H3.
for Algorithm A, Algorithm B and Algorithm C. For Algorithm C, we note that the results for φ actually are
the same as those for φ in the intermediate-step of Algorithm A and the results for fluid variables actually are
the same as those for fluid variable in the intermediate-step solution of Algorithm B. As observed from Table
5.1, the Finite Element solution errors confirm the theoretical predictions (cf. Lemma 2.2). The pressure FE
error is of an order betweenO(h) and O(h2) as there is a bubble function in the Mini element discretization
for the fluid part [8, 7, 14]. From Table 5.1, for both Algorithm A and Algorithm B, we see that the final
two-level solution errors in the energy norms, i.e., eφ
h
1,A, e
uh
1,A, e
vh
1,A, e
ph
0,A, e
φh
1,B, e
uh
1,B , e
vh
1,B , and e
ph
0,B are
comparable with those of the coupled algorithm with the same meshsizes; Moreover, the L2 errors of φ, u
and v are almost of the same order as that for eφh0 , e
uh
0 and e
vh
0 . This indicates that the computational L
2
errors for the velocity components seem to be better than the theoretical predictions (cf. Remark 4.1 in
[26]). In comparison, the intermediate-step errors e
φ∗h
0,A, e
φ∗h
1,A, e
u∗h
0,A and e
v∗h
0,A (and also e
φ∗h
0,B, e
φ∗h
1,B, e
u∗h
0,B and
e
v∗h
0,B) for the intermediate-step two-level solution are not optimal; the errors e
u∗h
1,A, e
v∗h
1,A and e
p∗h
0,A (and also
e
u∗h
1,B, e
v∗h
1,B and e
p∗h
0,B) are slightly worse than those corresponding errors for uh or u
h, vh or v
h and ph or
ph. From the digital comparisons in Table 5.1, we see that Algorithm B gives almost the same errors as
Algorithm A in the final step. However, from Table 5.1 and Figure 5.1, Algorithm C does not give optimal
error order under the same scaling setting for the two level meshsizes (in particular, for the pressure errors).
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FIG. 5.1. Plots of the errors from Table 5.1. Comparisons of Algorithm A and Algorithm C.
For second order discretization, Taylor-Hood elements are applied in Ωf and piecewise quadratic ele-
ments are applied in Ωp. The scaling between h and H is set to be h ≈ H5/2. (Actually, except the case
h = 1/32 = (1/4)5/2, the fine grid sizes h are selected even slightly smaller than H5/2.) Numerical re-
sults are reported in Table 5.2 and the comparisons of Algorithm A and Algorithm C are presented in Figure
5.2. As observed from Table 5.2 and Figure 5.2, the Finite Element solution errors confirm the theoretical
analysis of Lemma 2.2; The final-step solution errors of the two-level Algorithm A in the energy norms are
almost the same as those of the coupled nonlinear FE algorithm with the same meshsizes; Again, Algorithm
A and Algorithm B give almost the same numerical solution; The results of Algorithm C actually correspond
to the intermediate-step solution of Algorithm A and Algorithm B. From Table 5.2 and Figure 5.2, Algorithm
C does not give optimal numerical errors under the scaling h ≈ H5/2 (in particular, for pressure errors). By
comparing the digital results of Algorithm A and Algorithm C in Table 5.2, one can get the same conclusions
as we have drawn for the first order discretization.
5.2. Comparisons of the multilevel algorithms. From Table 5.1 and Table 5.2, we see that Algorithm
A and Algorithm B actually give almost the same numerical accuracy. They only have some difference
in the intermediate-step solution errors. This means that it doesn’t matter whether the NS problem or the
Darcy problem is solved firstly. Therefore, in the multilevel tests, we will only compare Algorithm A with
18
h ≈ H5/2, H eφh
0
e
φh
1
e
uh
0
e
uh
1
e
vh
0
e
vh
1
e
ph
0
1/6, 1/2 1.056E-4 2.522E-3 4.017E-4 8.270E-3 2.266E-4 4.882E-3 2.837E-3
1/16, 1/3 5.584E-6 3.648E-4 2.221E-5 1.156E-3 1.161E-5 6.732E-4 2.930E-4
1/32, 1/4 7.000E-7 9.201E-5 2.797E-6 2.888E-4 1.446E-6 1.678E-4 7.002E-5
1/56, 1/5 1.308E-7 3.016E-5 5.228E-7 9.432E-5 2.696E-7 5.477E-5 2.263E-5
h ≈ H5/2, H eφ
∗
h
0,A e
φ∗h
1,A e
u∗h
0,A e
u∗h
1,A e
v∗h
0,A e
v∗h
1,A e
p∗h
0,A
1/6, 1/2 1.808E-4 2.830E-3 4.006E-4 8.270E-3 2.275E-4 4.883E-3 2.849E-3
1/16, 1/3 3.077E-5 4.666E-4 2.233E-5 1.156E-3 1.212E-5 6.736E-4 2.947E-4
1/32, 1/4 8.907E-6 1.317E-4 2.955E-6 2.889E-4 1.794E-6 1.680E-4 7.060E-5
1/56, 1/5 3.484E-6 5.018E-5 6.489E-7 9.433E-5 4.811E-7 5.485E-5 2.300E-5
h ≈ H5/2, H eφh
0,A e
φh
1,A e
uh
0,A e
uh
1,A e
vh
0,A e
vh
1,A e
ph
0,A
1/6, 1/2 1.055E-4 2.522E-3 4.018E-4 8.270E-3 2.266E-4 4.882E-3 2.837E-3
1/16, 1/3 5.587E-5 3.648E-4 2.221E-5 1.156E-3 1.161E-5 6.732E-4 2.930E-4
1/32, 1/4 7.087E-7 9.202E-5 2.797E-6 2.888E-4 1.446E-6 1.678E-4 7.002E-5
1/56, 1/5 1.380E-7 3.016E-5 5.229E-7 9.432E-5 2.696E-7 5.477E-5 2.263E-5
h ≈ H5/2, H eφ
∗
h
0,B e
φ∗h
1,B e
u∗h
0,B e
u∗h
1,B e
v∗h
0,B e
v∗h
1,B e
p∗h
0,B
1/6, 1/2 1.052E-4 2.523E-3 4.038E-4 8.277E-3 2.530E-4 4.949E-3 3.018E-3
1/16, 1/3 6.126E-6 3.656E-4 3.195E-5 1.160E-3 2.663E-5 6.978E-4 3.472E-4
1/32, 1/4 1.020E-6 9.227E-5 7.704E-6 2.907E-4 7.129E-6 1.780E-4 9.291E-5
1/56, 1/5 3.095E-7 3.027E-5 2.916E-6 9.535E-5 2.697E-6 6.035E-5 3.489E-5
h ≈ H5/2, H eφh
0,B e
φh
1,B e
uh
0,B e
uh
1,B e
vh
0,B e
vh
1,B e
ph
0,B
1/6, 1/2 1.057E-4 2.522E-3 4.019E-4 8.270E-3 2.266E-4 4.882E-3 2.836E-3
1/16, 1/3 5.585E-6 3.648E-4 2.223E-5 1.156E-3 1.162E-5 6.732E-4 2.930E-4
1/32, 1/4 7.002E-7 9.201E-5 2.800E-6 2.888E-4 1.449E-6 1.678E-4 7.003E-5
1/56, 1/5 1.309E-7 3.016E-5 5.242E-7 9.432E-5 2.717E-7 5.477E-5 2.264E-5
h ≈ H5/2, H eφh
0,C e
φh
1,C e
uh
0,C e
uh
1,C e
vh
0,C e
vh
1,C e
ph
0,C
1/6, 1/2 1.808E-4 2.830E-3 4.038E-3 8.277E-3 2.530E-4 4.949E-3 3.018E-3
1/16, 1/3 3.077E-5 4.666E-4 3.195E-5 1.160E-3 2.663E-5 6.978E-4 3.472E-4
1/32, 1/4 8.907E-6 1.317E-4 7.704E-6 2.907E-4 7.129E-6 1.780E-4 9.291E-5
1/56, 1/5 3.484E-6 5.018E-5 2.916E-6 9.535E-5 2.697E-6 6.035E-5 3.489E-5
TABLE 5.2
Tests for the two-level algorithms under the Taylor-Hood/P2 element discretizations. The FE solution errors, the intermediate-
step two-level solution errors, and the final two-level solution errors with the scaling between the two-level mesh sizes being set as
h ≈ H
5/2.
Algorithm C and Algorithm D.
In Table 5.3 and Table 5.4 we report the numerical results based on the Mini/P1 element discretization
and the Taylor-Hood/P2 element discretization, respectively. Correspondingly, Figure 5.3 and Figure 5.4 plot
the results from Table 5.3 and Table 5.4. For the both the first order and the second order discretizations, the
scalings of the two successive meshsizes are all set as hl = h
2
l−1. From Table 5.3 and Figure 5.3, we see that
all the final-step solution errors based on the decoupled multilevel Algorithm A are almost the same as those
based on the coupled nonlinear algorithm. This clearly shows the approximation properties of Algorithm A.
For Algorithm C and Algorithm D, although they provide accurate H1− norm errors for the variables φ, u,
v, they can not give accurate pressure errors and the L2- norm errors. To be more precisely, Algorithm C can
not provide optimal L2 norm errors for all variables; Algorithm D can not provide optimal L2 norm errors
for φ.
For the second order discretization, from the results reported in Table 5.4 and Figure 5.4, we can draw
the same conclusions for Algorithm A as those based on the first order discretization. For Algorithm C,
both the energy norm errors and the L2 norm errors are not accurate enough because the scalings for the
two successive mesh sizes are set as hl = h
2
l−1. For Algorithm D, we note that Algorithm D does provide
accurate energy norm errors for fluid variables. However, it does not give the optimal errors for φ (for both
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FIG. 5.2. Plots of the errors from Table 5.2. Comparisons of Algorithm A and Algorithm C.
theH1 and L2 norm errors). The reason is that one can not theoretically guarantee the optimal convergence
rate of Algorithm D if hl = h
2
l−1 for the second order discretization. Instead, one has to set hl = h
3/2
l−1
for the second order discretization. To verify this, we report the numerical results in Table 5.5. From the
results in Table 5.5, we note that both Algorithm C and Algorithm D give almost the same errors as the
coupled nonlinear algorithm. The results confirm our theoretical predications, and most importantly, the
results suggest that it is necessary to have the correction steps for both the Navier-Stokes subproblem and
the Darcy subproblem.
5.3. Experiments for the multilevel algorithms using different scalings between different mesh-
level sizes. From [26], we see that for the first two levels of the multilevel Algorithm A, one can take
h1 = h
3
0 to guarantee the optimal convergence of the energy norm errors (for simplicity, we use the first
order discretization for the discussion). However, the analysis in Section 4 shows that one should take
hl = h
2
l−1 to guarantee the solution errors are optimal in the energy norm on all mesh levels. This suggests
us to test the multilevel algorithms using different scalings on different meshlevels. In this subsection, we
test the multilevel algorithms under the three level cases using different scalings between hl and hl−1 for
two adjacent mesh levels.
For the first order discretization, we take h1 = h
3
0 while h2 = h
2
1. The corresponding numerical results
20
hl = h
2
l−1 e
φh
0
e
φh
1
e
uh
0
e
uh
1
e
vh
0
e
vh
1
e
ph
0
2−1 2.153E-2 2.351E-1 5.524E-2 5.087E-1 4.295E-2 5.252E-1 1.024E-0
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TABLE 5.3
Tests for the multilevel algorithms under the Mini/P1 element discretization. Comparisons of Algorithm A, Algorithm C and
Algorithm D.
are reported in Table 5.6. For the second order discretization, we set h1 = h
5/2
0 while h2 = h
2
1. The
corresponding numerical results are reported in Table 5.7. From both Table 5.6 and Table 5.7, by comparing
the FE errors with the multilevel algorithm errors, we see that Algorithm A still gives optimal energy norm
errors and optimal L2- norm errors for velocity. For Algorithm C, as the scaling between hl and hl−1 is
of very higher order, neither theoretical analysis nor numerical experiments guarantee it can give optimal
energy norm or L2 norm solution errors.
6. Conclusion. In conclusion, we have proposed some decoupled and linearized multilevel algorithms
for the coupled NS/Darcy model. These algorithms are numerically efficient and also enables easy and
efficient implementation and software reuse. Numerical analysis are presented to show that the decoupled
and linearized Algorithm A retains the same order of approximation accuracy as the coupled and nonlinear
algorithm if the scalings between two successive mesh level sizes are properly chosen. Extensive numerical
experiments are provided to verify the theoretical predictions and to compare the different algorithms.
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FIG. 5.3. Multilevel tests: plots of the errors from Table 5.3. Comparisons of Algorithm A and Algorithm C.
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1/36 4.921E-7 7.277E-5 1.965E-6 2.282E-4 1.015E-6 1.326E-4 5.515E-5
hl e
φh
0,C e
φh
1,C e
uh
0,C e
uh
1,C e
vh
0,C e
vh
1,C e
ph
0,C
1/6 1.808E-4 2.830E-3 4.006E-4 8.270E-3 2.275E-4 4.883E-3 2.849E-3
1/36 1.121E-5 1.225E-4 8.057E-6 2.310E-4 8.614E-6 1.470E-4 8.067E-5
TABLE 5.7
3-level tests: comparisons of Algorithm A and Algorithm C using Taylor-Hood/P2 discretization. The errors between the exact
solution and the solutions of the multilevel algorithm with h1 ≈ h
5/2
0
and h2 = h
2
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