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Perfect Graphs were defined by Claude Berge in 1961. Since that time this class 
of graphs has been intensely studied. Much of the work has been directed towards 
proving Berge’s Strong and Weak Perfect Graph Conjectures. L. Lovasz finally 
demonstrated the Weak Perfect Graph Conjecture in 1972. VaSek Chvatal, in 1982, 
proposed the Semi-Strong Perfect Graph Conjecture which falls between these two 
conjectures. This conjecture suggests that the perfection of a graph depends solely 
on the way that the chordless paths with three edges are distributed within the 
graph. This paper contains a proof of Chvatal’s conjecture. 6 1987 Academic PEXS, IIIC. 
INTRODUCTION 
Berge [l] defined the class of perfect graphs. A graph is called perfect if, 
for each of its induced subgraphs F, the chromatic number of F equals the 
maximal number, w(F) of pairwise adjacent vertices in F. At the same time 
Berge made the following two conjectures: 
(1) A graph is perfect if and only if it contains no induced subgraph 
isomorphic to an odd cycle of length greater than three or the complement 
of such a cycle. 
(2) A graph is perfect if and only if its complement is perfect. 
Trivially (1) implies (2). For this reason, (1) and (2) were known as the 
Strong and Weak Perfect Graph Conjectures, respectively. The Weak Per- 
fect Graph Conjectures was proved by Lovasz [8] and is now known as 
the Perfect Graph Theorem. The Strong Perfect Graph Conjecture remains 
open. 
Graphs G and H with the same set of vertices are called P,-isomorphic if 
the following condition holds: 
A set of four vertices induces a chordless path (called a P4) in G if 
and only if it induces a P4 in H. 
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This notion was first introduced by Chvatal [4] who proposed the 
following conjecture: 
(1.5) If a graph H is P,-isomorphic to a perfect graph then H is 
perfect. 
Since P, is a self-complementary graph, (1.5) implies (2). The less 
straightforward implication that (1) implies (1.5) has been demonstrated by 
Chvatal. Thus (1.5) falls between the Strong and Weak Perfect Graph 
Conjectures and, for this reason, is known as the Semi-Strong Perfect 
Graph Conjecture. The purpose of this note is to demonstrate the veracity 
of this conjecture. 
If (1.5) fails, there must exist P,-isomorphic graphs G and H such that G 
is perfect and H is minimal imperfect. Trivially, G is not H and, by the 
Perfect Graph Theorem, G is not the complement of H (denoted R). We 
obtain the desired contradiction by showing that a graph H, that is 
P,-isomorphic to a graph which is neither H nor _Fi, must have one of three 
properties a minimal imperfect graph cannot have. 
First, no minimal imperfect graph with more than live vertices contains 
an induced chordless cycle of length live (called a C,). Second, as shown by 
Chvatal [S], no minimal imperfect graph contains a star-cutset (a set S of 
vertices of G such that G-S is disconnected and some vertex x (the centre) 
in S is adjacent to all the vertices of S-(X)). Finally, an endumorphism of a 
graph G is a mapping f which maps the set V of vertices of G into itself in 
such a way that f(u) and f(v) are adjacent whenever ZL and v are. The 
endomorphism is proper if the image of V is a proper subset of I/. It is not 
difficult to show (as we shall do in Sect. 1.3) that no minimal imperfect 
graph has a proper endomorphism. We actually prove the following: 
THEOREM 1. Let G and H be P,-isomorphic graphs such that G is neither 
H nor l??. Then at least one of the following holds: 
(i) H contains a proper induced subgraph isomorphic to C,. 
(ii) H or n has a star cutset. 
(iii) HorHh as a proper endomorphism. 
There are two key lemmas which are used as stepping stones in the 
proof. These are worth stating as independent theorems and are proved in 
Chapters 2 and 3, respectively. Chapter 1 presents some terminology and 
basic observations which will be used throughout the paper. Chapter 4 
explains how the various pieces lit together to provide a proof of 
Theorem 1. 
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1. BASICS 
Standard graph theory terms used in this paper are as idefined in [2]. 
We also use some nonstandard terminology. We say a vertex x sees a ver- 
tex y in a graph G if there is an edge between x and y in G. We say x misses 
y if there is no such edge of G. The neighborhood of x, N(x) consists of 
those vertices which x sees. A vertex x disagrees on two vertices if x 
sees one of these vertices and misses the other. If x disagrees on a and b 
then a and b are also said to disagree on x. The length and parity of a path 
correspond to the number of vertices, not the number of edges. When we 
refer to a cycle of length k (denoted C,) we always mean an induced cycle. 
1.1 P4-Isomorphism 
We will also need some new terminology to deal with the concepts of 
P,-isomorphism. Consider two vertices, x and y, contained in the common 
vertex set V of two P,-isomorphic graphs G and H. If x sees y in one graph 
and x misses y in the other then we say x is variant with respect to y or 
that xy is a variunt pair. If .X misses y in both graphs or x sees y in both 
graphs then xy is an invariant pair. We extend this terminology to sets. A 
set S contained in V is called invariant if, for every x, y in S, xy is a 
invariant pair. This is equivalent to requiring that G and H induce exactly 
the same graph when restricted to the vertices of S. We define an invariant 
path to be an invariant set which induces a path. We can similarly define 
invariant cycle, invariant stable set, and so on. 
Chvatal [4], in order to demonstrate that (1.5) was implied by (l), 
showed that the only graphs P,-isomorphic to a cycle of odd length at least 
five were the cycle itself and its complement. Hayward 171 extended this 
result to all cycles of length at least seven. These results suggest that large 
cycles and their complements play an important part in the determination 
of P,-isomorphism. This motivates the following definitions and obser- 
vations. A graph is a disc if it is a cycle or the complement of a cycle with 
at least live vertices. 
Observatiorz 1.1. A disc with k vertices such that k # 6 is P,-isomorphic 
only to itself and its complement. 
This is simply a restatement of the results of Chvkal and Hayward. 
Given a disc D in a graph G, we can partition the vertices of G-D into 
three sets by considering their neighborhoods on D. U,D, the universal ver- 
tices, are those which see all the vertices of D. Rz, the remote vertices, are 
those which miss all the vertices of D. ME, the mixed vertices, are all the 
remaining vertices of G. Clearly a mixed vertex sees some but not all of the 
vertices of D. Mixed vertices have some special properties. 
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Observation 1.2. Let D be a disc in a graph G. If rnE M$ then m 
disagrees on two adjacent vertices of D. 
This follows trivially from the fact that a disc is connected. 
Observation 1.3. Let D be a disc in a graph G. If rnE Mg then m 
disagrees on two non-adjacent vertices of D. 
The proof of this observation is analogous to that of Observation 1.2. 
Observation 1.4. Let D be a disc in a graph G and let x be any vertex in 
G-D. Then x E Mg if and only if x forms a P, with three elements of D. 
Clearly if x forms a P, with three vertices of D then x misses at least one 
of these three vertices and x sees at least one of these three vertices. It 
follows that x is mixed with respect to D. 
Assume now that D is a cycle and x E Mg. By Observation 1.2, there 
exist c, and c2, adjacent vertices in D, such that x sees ci and misses c2. 
We extend the numbering of the vertices in the natural fashion around the 
cycle. If x misses cj then x forms a P, with cl, c2, c3. If x sees cq then x 
forms a P, with ci, c?, cd. If x sees c3 and misses cq then x forms a P, with 
cl, c3, cd. In any case, clearly x forms a P, with three elements of D. 
Now if .Y is a mixed vertex with respect to the complement of a cycle D 
then x is also mixed with respect to D in G. Thus x forms a P, with three 
vertices of D in G. But since P, is self complementary, x will form a P, with 
the same three vertices in G. 
As stated in the introduction, our work will make use of two properties 
of minimal imperfect graphs. We will now examine these properties in more 
detail. 
1.2. Star Cutsets 
We have previously defined the notion of a star-cutset and mentioned 
that it has been shown that no minimal imperfect graph can contain such a 
structure. We will call a graph G unbreakable if neither G nor G contains a 
star-cutset. If a graph is not unbreakable, it will be calledfragile. Obviously 
all minimal imperfect graphs are unbreakable. It is a routine matter to 
verify that all disks are also unbreakable. There are many different special 
cases of star-cutsets and we shall mention some here. A dominated vertex is 
a vertex whose neighborhood is contained in the neighborhood of another 
vertex. That is, x is dominated by y if y sees every vertex that x sees (note 
that this implies that x misses y). A homogeneous set H is a proper subset 
of I/ containing at least 2 vertices such that V-H can be partitioned into 
A = {x I x sees y for all y E H) and B = {x 1 x misses y for all y E H}. 
Observation 1.5. No unbreakable graph of size at least three contains a 
dominated vertex. 
If x is dominated by y in G and x misses some vertex z of G-y, other 
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than itself, then y + (N(y) -x -z) is clearly a star-cutset in G with center 
y. If x sees all of G-y, then y is a star-cutset in G separating x from 
G-x-y. 
Observation 1.6. No unbreakable graph contains a homogeneous set. 
Consider a homogeneous set, H, in an unbreakable graph G and a 
corresponding partition of G-H into sets A and B. If B is nonempty then 
for any x in H, x + A is a star-cutset with center x in G. If B is empty then 
G is disconnected (with components H and A), and so any vertex of H is a 
star-cutset. 
Observation 1.7. If G is unbreakable then the neighborhood of any 
vertex in G induces a connected subgraph of G. 
If NG(x) induces a disconnected subgraph of G then x + N,(x) is a star- 
cutset in G with center X. 
We noted that all discs are unbreakable. In fact, Hayward [7] has 
shown that any nontrivial unbreakable graph must contain a disc. 
LEMMA 1.8 [7]. Every discless graph with at least three vertices is 
fragile. 
Hayward named the class consisting of graphs with no discs, weakly 
triangulated. Triangulated graphs [6] are those which contain no cycle of - 
length at least four. Equivalently (since ?$ = C, and every C, with k 3 6 
contains C,) a graph is triangulated if it contains no C, and no disc. Thus 
weakly triangulated graphs are a natural extension of this class. By Lemma 
(1.8) every minimal imperfect weakly triangulated graph has two or fewer 
vertices (since minimal imperfect graphs are unbreakable). Thus no weakly 
triangulated graph is minimal imperfect and therefore all weakly 
triangulated graphs are perfect. 
1.3 Proper Endomorphisms 
We recall that an endomorphism of a graph is simply a mapping from 
the vertex set V into itself such that if x sees y in G then f(x) sees f(y) in 
G. To see that no minimal imperfect graph has a proper endomorphism, we 
rely on two easy observations: 
(i) A graph H is o(H)-colourable if and only if it admits an 
endomorphism g such that g(H) is a clique with o(H) vertices, 
(ii) the composition of two endomorphisms is an endomorphism. 
Assuming that some minimal imperfect graph H has a proper 
endomorphism f, let G stand for the subgraph of H induced by f(H). Since 
G is perfect, it is o(G)-colourable; now (i) and (ii) imply lhat H is o(H)- 
colourable, a contradiction. 
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2. INVARIANT DISCS IN VARIANT GRAPHS 
We know that all discs whose size is not six are P,-isomorphic only to 
themselves and their complements. Furthermore, we know that graphs 
without discs are perfect. Thus, if we want to show that a graph 
P,-isomorphic to a perfect graph is perfect, it makes sense to consider the 
discs in the two graphs. We shall now investigate what happens if two 
P,-isomorphic graphs are invariant on some large disc, In particular, we 
shall demonstrate the following theorem: 
THEOREM 2. If G and H are P,-isomorphic graphs which are invariant on 
some disc of size at least six then either 
(i) G=H, or 
(ii) H or R has a star-cutset, or 
(iii) H contains a C, as a proper subgraph. 
ProoJ: We will consider an unbreakable graph H, which contains no 
C5, and is P,-isomorphic to some graph G. Furthermore, we will assume 
there exists an invariant disc D of size at least six in their common vertex 
set V. Before demonstrating that V is invariant (that is G = H), we make a 
few elementary observations about these two graphs and the relation 
between them. 
Observation 2.1. If H is an unbreakable graph and D is some disc in H 
then for every vertex JJ in Rg there exists a path from y to some vertex x in 
D consisting of vertices from V- 17:. 
Otherwise z + Ug would be a star cutset for any vertex z in D. 
The universal free distance of a vertex x (z&d(x)) in V- Ug is defined to 
be the number of edges in a minimal length path from x to D in H- Ui. 
By (2.1) this is a well-defined function on unbreakable graphs. 
Observation 2.2. If G and H are P,-isomorphic and D is an invariant 
disc of size at least five in V, then Mz = M”,. 
By (1.4), a vertex outside D is an element of Mg if and only if it 
forms a P4 with three elements of D in G and is an element of 
A4; if and only if it forms a P, with three elements of D in H. 
Since G and H are P,-isomorphic, these two conditions are 
clearly equivalent. 
Since for any invariant disc D the set of mixed vertices is the same in the 
two graphs, we no longer need to add the subscripts and can refer to this 
set as MD. We can make the same observation about the universal and 
remote vertices (in fact, this is precisely Lemma 2.4). We will need the 
following observation to prove this lemma. 
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Observation 2.3. If G and H are P,-isomorphic graphs and D is an 
invariant disc in I’, then for all m in MD there exists some element d in D 
such that md is an invariant pair. 
By (1.4) m forms a P, with a three element subset S of 13 in H. Since D 
contains S, S is invariant. Also, by (2.2), m i- S induces a P, in both 
graphs. By counting the edges in the subgraph induced by m + S in both 
graphs, we see that m must be invariant with respect to at least one element 
of s. 
LEMMA 2.4. Rg = Rg 
ProoJ: We shall first prove the following statement by induction on i: If 
r E R$ and z&d(r) = i then 
(i) rERg 
(ii) If P induces a path with i edges in H- UC with one endpoint Y 
and the other some d in D, then P-d is invariant. 
Clearly if r E R$ then ufd(r) 3 2. If ufd(r) = 2 then r sees some element of 
MD in H. Let m be an arbitrary element of MD which sees r in H. By (1.2) 
there exist two adjacent vertices I, and I, of D such that m is adjacent to I, 
but not I2 in H. Clearly {r, m, I,, I,] ’ induces a P, in H. It follows that r is 
not an element of U$ (otherwise these four vertices could not form a P, in 
G because (r, 1,) /,> would induce a triangle). 
By assumption, r is not in MD, thus r E R$. But then, since {r, m, I,, 12) 
induces a P, in H and thus in G, r must be adjacent to m in G and 
therefore (ii) holds. 
Assume now that z&d(r) =j> 3 and that (i) and (ii) hold for all vertices x 
with ufd(x)<j. Let P= {pl=r, p2,...,pj=mEM”, p,,,] be an arbitrary 
minimal-length path from r to D in H - U$. We show first that r E Rg 
whenever j > 5. We know that {r, pz, p3, p4) induces a P, in H. It follows 
that these four vertices induce a P, in G and, in particular, that some set of 
three of these vertices induces a P, with p1 as an endpoint. If r were univer- 
sal in G, this P, would extend into a P, with any element (of D in G. Since 
this would also be a P, in H, we would have a P, consisting of an element 
of D and three remote vertices in H, a contradiction. 
We show now that assuming r C Rg leads to a contradiction, even if j < 5. 
In this case, if r misses m in G then by (1.3), there exist non-adjacent 
vertices k, and k, in D such that m sees k, but misses k, in G. Then 
{VZ, k,, r, k2} forms a P, in G. However, in H, (r, k,, k2} induces a stable 
set of size three, contradicting the P,-isomorphism of G and H. 
So if r is not remote in G then r must see m in G. Since 3 6 j< 5, m is p3 
or p4 and r is a P, with m and pj- I in H, and thus in G. We note that p,- 1 
misses r in G or {r, m, pj- , } would induce a triangle in G. Let c be a vertex 
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of D such that m misses c in G. Then {c, r, m, pip, } forms a P4 in G and 
therefore in H. This implies j= 3. By (2.3) there exists a vertex d of D such 
that md is an invariant pair. It is easy to see that (r, p,- r, m, d} forms a P, 
in precisely one of G and H. This contradicts the fact that the two graphs 
are P,-isomorphic. 
We have shown that r must be remote in G; we shall now show that r 
misses (in G) each pi with i 3 3. Assume r sees some such pi and let k be the 
highest index for which r sees pk. Since r is remote in G, it follows that 
k6j. Wow {r,p~,pkf1,pkf2 } forms a P, in G (where, if necessary, we 
extend P past m by an appropriate choice of elements of D: see (1.2)). But 
then r sees one of pk,pk+l,pk+Z in H, contradicting the minimality of P. 
We now know that, in G, r misses all pi with i > 3. Since {r, pz, px, p4} 
forms a P, in H and therefore in G, r must see p2 in G. Then, by the induc- 
tion hypothesis, P-pi+ 1 is an invariant path. 
We have shown that Rg is contained in Rg. By applying the same con- 
clusion to G and I?i we see that Ug is contained in Ug. But R$ v Ug = 
RgvUg=V-D-MD.ThusRg=Rgand U$=Ug. 
We can now refer to UD and RD with no ambiguity since these are 
the same sets in the two graphs. Observation 2.2 and Lemma 2.4 can be 
combined and restated in the following succinct form: 
COROLLARY 2.4a. Ifan unbreakable graph H is P,-isomorphic to a graph 
G then RE=Rg, M~=M~ and Ug= Ug. 
We note that if x E UD or RD then trivially x + D is invariant. We now 
show that this is true for all vertices of V-D by showing that it holds for all 
vertices in MD. 
LEMMA 2.5. If m E MD then m + D is invariant. 
ProoJ: We shall prove this lemma for D a cycle of length at least six. By 
considering the complements of the graphs this implies that 2.5 holds for ail 
discs. 
Step 0: If D induces an invariant cycle of size at least six and, for 
some m E MD, m + D is not invariant then one of the situations depicted in 
Fig. 1 occurs. 
To simplify matters we shall enumerate the vertices of the cycle so that 
the edges are c,c,+ 1 where addition is modulo n(n is the length of the cycle 
D). We note that we can select any vertex in the cycle to be cI; with an 
appropriate choice of this vertex the cases are as described below. 
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FIGURE 1 
Case 1: D has six vertices and N,(fn) n D = {c2, c3>, 
N,(m) n D = {cs, ce}. 
Case2: N,(m)nD= {cz,c3,c4), N,(m)nD= {cz,c4}. 
Case 3: N,(m)nD= (cl, c,), N,(m)nD= (c2, cj, cd). 
The proof of this fact is left to the reader (one method of proving it is to 
start by considering the P, that m forms with three elements of D). 
Step 1: Case 1 does not occur. 
Assume there exists a vertex m and a disc D such that this situation 
occurs. Since i7 has no star-cutset, the subgraph F of n induced by N,(m) 
is connected. Let P = {pl = cz, pz,..., pk = c3} be a shortest path from c2 to 
c3 in F. Furthermore, choose P of minimum length over all appropriate 
choices of D and m. 
If ci does not see p2 in H then {cr, cz, m, p2} forms a P, in H and thus 
in G. This implies that m sees p2 in G and p2 is adjacent to precisely one of 
c, and c2 in G. If p2 sees c2 in G then, by Step 0, N,(p,) r, D = (c2, cj). In 
582b,G3/2-8 
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this case {m,p,, c2, ci , cg > induces a C, in 6. But these five vertices will 
also induce a C, in H (see 1.1) contradicting our assumption (iii). On the 
other hand, if p2 sees c1 in G then, by Step 0, N,(p,) n D = {c,, cg) and 
NAPA n D = (~4, c ,>. But then (c4,p2, m, c2} induces a P, in H but not 
in G. These contradictions indicate that p2 must see ci in H. Clearly pz sees 
c3 in H, otherwise {c3, m, pz, ci } would form a P4 in H while {m, c, , c3 ) 
induces a stable set in G. 
Assume that, in H, p2 saw some ci with 4 d i < 6. Then by step 0, p2 -t D 
would be invariant; in particular, c2 would miss p2 in G. But then 
(ci, pz, m, c?). forms a P, in H while c2 misses p2, ci, m in G and thus these 
four vertices do not induce a P, in G. This contradiction implies that, in H, 
p2 sees precisely ci and c3 in D - c2 and, by Step 0, p2 sees precisely the 
same two vertices in D, - c2. 
We construct a shorter path P’ by letting D’ = D - c? +p2, ci = p2 and 
P’ = P-p, , contradicting the minimality of P. 
Step 2: Case 2 does not occur. 
Assume there exists an m and D st. this situation occurs. By (1.7), since 
H is unbreakable, the subgraph F of i7 induced by N,(c,) is connected. Let 
P be a shortest path from m to either of c? or cq in F. Furthermore we 
choose P to be minimal over all possible choices of m and D. By relabelling 
the vertices of D we can assume P = {pi = c~,..., pn = m} is a path from c2 
to m. 
Assume, pk, some vertex of P other than m, is variant with respet to cg. 
Then we let m’ =pk and P’ = {pI,..., p,,] contradicts the minimality of P. 
Thus pkc3 is invariant whenever k < n. 
Consider now some vertex pk of P which is variant with respect to c2. By 
Steps 0 and 1, in both G and H, pk sees precisely c1 and c3 in D - c2. If 
D’ = D - cz +pk and P’ = { pk,..., p,, 1, then P’ contradicts the minimality of 
P. Therefore pkc2 is invariant for 1 ,< k 6 n. By a similar argument pkc4 is 
invariant for 1 < k dn. In fact by Steps 0 and 1, this implies each pk with 
k <n is invariant with respect to D. 
Assume some vertex pi on the path is variant with respect to p2. We note 
by Steps 0 and 1 that i < n (consider D’ = D - c3 + m). Now pz must miss 
cq or { pz, cd, pi, c2 1 would induce a P, in precisely one of G and H. If both 
pi and pz saw c1 then (c4,pi, c,,p,} would induce a P, in precisely one of 
G and H. Also if both pi and p2 missed c1 then { ci , c2, pi, p2) would induce 
a P, in precisely one of G and H. Therefore exactly one of the two vertices 
pi and pz sees cl. But then (c,, p2, c3, pi} induces a P, in precisely one of G 
and H. This contradiction implies that pip2 is an invariant pair for every pi 
in P. It follows that P is an invariant set. If not, there exists a pj variant 
with respect to some pi. Assume j< i. Choose a minimal such j and the 
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minimal i for this j. Clearly by the previous remarks, j 3 3 and i > 4. But 
then {pi, pj, pjp,, pjp2} forms a P, in precisely one of the two graphs. 
We now consider the four vertices p, = m, pn-*, cg, pnp 1. These clearly 
induce a P, in G but not in H. This contradicts the P,-isomorphism of G 
and H. 
Step 3: Case 3 does not occur. 
Assume there exist an m and a D such that this situation occurs. Since H 
has no star cutset, H has no dominated vertex; in particular, there must 
exist an x in N,(c,) -N,(m). We know that x must see c2 in H or 
(x, cj, cZ, m} would induce a P, in H but not in G. Similarly, x must see cq 
in H. Hence by Steps 0, 1 and 2, x must be invariant on D. If x saw some d 
in D - c2 - c3 - cq then x would have to be invariant on D’ = D - cj + m. 
But then {d, x, c~, m> would form a P, in G and not in H. Thus NH(x) n 
D = {c2, c3, cd). Since H has no star cutset, H- (NH(x) - c3) must be con- 
nected. Let P = { p1 = c3 ,..., pn = m} be a minimal length path from c3 to m 
in H - (NH(x) - c~). Furthermore, let P be minimal over all appropriate 
choices of D, c3, m, and x. 
We note first that n > 4. Otherwise by Steps O-2, p2 would be invariant 
with respect to pI and pj (consider D’ = D - c3 + m). But then P + x would 
induce a P, in H but not in G. 
Now pz sees c3 and not m in H, and as with x must therefore see exactly 
cl, cj, cq in D. By the minimality of P, each pk in P - m is invariant with 
respect to P, (consider P’ = p1 ,..., pk). By a similar argument p2 is invariant 
with respect to P (consider c; =p2, P’ = p2 ,..., pk, x’ =p,). We claim that 
P-m is invariant. If not, let pi be the first element of P-m to be in some 
variant pair pipi. Clearly i> 3. But then (p,, pi, pip 1, pipz) induces a P, 
in exactly one of G and H. Thus P-m is invariant. We know that 
{ pl, pz. pn- 1 } is invariant. Furthermore by Step 2, we know that p, _, pn 
is invariant (consider D’ = D - c3 + m). Thus {pl, p2, pII+, , p,} induces a 
P, in precisely one of G and H, a contradiction. 
We can summarize the results so far with the following statement: 
COROLLARY 2Sa. For all x E V - D, x + D is invariant. 
We now make the following definitions. The distance of a vertex x in G, 
dist,(x), is the number of edges in a minimal-length path from x to some 
vertex of D. We note that d&(x) < z&d(x) for all x in V-D - UD. Thus 
dist(x) is clearly a well-defined function in both graphs. The ith level of G, 
Ly, consists of all vertices with distance i in G. We make analogous 
definitions in the graph H. We will now show that Lf = LN. 
LEMMA 2.6. For every XE V, distH(x) = d&&x). Furthermore if 
dist,(x) # dist,( y) then xy is an invariant pair. 
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Proof: We shall proceed by induction on mindist(x) defined as the 
minimum of dist,(x) and d&(x). We shall actually show that for each 
vertex x in V with mindist(x) = k. 
(i) dist,(x) = dist,(x), and 
(ii) xy is invariant for all vertices y s.t. mind&(y) <k. 
For k=O, x must be in D and thus (i) and (ii) hold trivially. For k= 1, (i) 
is simply a restatement of 2.4a and (ii) is a restatement of 2Sa. 
To show (i) and (ii) for k = 2, we need only show that each x in RD is 
invariant with respect to all y E MD u UD. 
We show first that XE RD is invariant with respect to any y~A4~. By 
(1.3) there exist two adjacent vertices 1, and 1, in D such that y sees 1, but 
not I,. Clearly {x, y, I, II} induces a P, if and only if xy is an edge. Thus, 
by the P,-isomorphism of G and H, xy is an invariant pair. (Note: By 
looking at G and R we see that xy is an invariant pair whenever x E UD, 
J’EMD.) 
We show now that if XE RD v MD and ,VE UD then xy is an invariant 
pair. We prove this by induction on the universal free distance of x in H. If 
r&(x) = 1 then clearly SE M” and we are done by the above note. Now 
assume that U@(X) > 1 and the statement holds true for y with u@(y) < 
Z.&~(X). It is easy to see that x sees (in both graphs) some y with z@(y) = 
u@(x) - 1. Furthermore, there exists some de D such that y misses d(in 
both graphs). It is easy to verify that if .x is variant with respect to some z 
in UD then ix, y, z, d} induces a P, in precisely one of G and H. This 
would contradict the P,-isomorphism of G and H. Thus (i) and (ii) hold 
for k = 2. 
Consider now a vertex x with mindist(x) = k> 3. Assume furthermore 
that (i) and (ii) hold for all y with mindist(y) <k. Since mindist(x) = k, 
clearly x misses all vertices y with mindist(lJ) <k - 1 in both graphs. Con- 
sider any vertex y with mindist( y) = k - 1. There exist vertices z and a with 
mindist(z) = k - 2, mindist(a) = k - 3, such that yza is a P,. If xy were a 
variant pair then (x, y, z, a} would induce a P, in precisely one of G and 
H. Thus xy is invariant for all vertices y with mindist( y) = k - 1. We have 
now demonstrated that (ii) holds for x, and clearly (i) follows. Now we can 
write dist instead of mindist. 
LEMMA 2.1. H is a subgraph of 6. 
Proof We need only prove the following: 
If dist(x) = dist( y) and xy is an edge of H then xy is an edge of G. 
Since dist,(.x) = dist,(x), LF = Ly and we shall denote this set as Li. 
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Case 1: The two vertices, x and y, have differing neighborhoods in 
the set of vertices at distance dist(x) - 1 from D. 
In this case we shall prove that xy is an invariant pair. We have already 
noted (in the proof of Lemma 2.6) that every universal vertex is invariant 
with respect to every mixed vertex. Thus if dist(x) = 1 then we may assume 
that x and y are both mixed. If we can find two vertices of D, d, and dz, 
such that d, sees x but not y and d, sees y but not x then it follows that if 
xy is variant then (x, y, d,, d2) is a P, in precisely one of G and H. Thus in 
this case xy must be an invariant pair. If we cannot find two such vertices 
d, and d, then clearly we can rename x and y as m, and rnn2 in such a way 
that N(m,) n D 3 N(m,) n D. The vertices of D must either miss both of 
M, and m2 (missed vertices), see tier but miss m2 (varying vertices) or see 
both m, and in2 (seen vertices). 
If m, mz is variant the following observations hold: 
(i) No varying vertex is adjacent to a missed vertex (by the 
P,-isomorphism of G and H). 
(ii) Every varying vertex is adjacent to every seen vertex (by the 
P,-isomorphism of G and H). 
(iii) There exists at least one vertex of each type (since 111~ and mz are 
mixed). 
Clearly (i), (ii), and (iii) imply that if there is more than one varying ver- 
tex then the set of varying vertices is homogeneous in D. But no disc has a 
homogeneous set so there must exist precisely one varying vertex u. Now 
(i) and (“) pl h n im y t at the neighborhoods of m2 and u on D -U agree. But 
this means that D’ = D - u + m, is also a disc. However ly?i is variant with 
respect to this disc. This contradicts (2.5). So any two mixed vertices with 
differing neighborhoods in D are an invariant pair. 
For k 3 2, let x and y be two vertices in L, with differing neighborhoods 
in L,-,. We can assume that x sees some vertex z in L, _ I that y misses. 
Let a be a vertex in L, ~ 2 with z sees. Clearly {x, y, z, a} induces a P, in G 
(or H) if and only if x sees y in G (or H). Thus, by the P,,-isomorphism of 
G and H, xy must be an invariant pair. 
Cuse 2. The two vertices, x and y, have exactly the same neighbours 
in the set of vertices at distance dist(x) - 1 from D. 
In this case we shall prove that if x sees y in H then x sees y in G. Let x 
and y in L, be a variant pair of vertices, with the same neighbours in Lie 1, 
such that xy is an edge of H. Clearly i 3 1. Let z be a vertex of Lie 1 
adjacent to x and y. Since H is unbreakable, by (1.7), the graph F induced 
by NH(x) in R is connected. Let P = (pr = z, p2,..., pn = y > be a minimal 
length path from z to y in F. Furthermore let P be of minimum length for 
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all appropriate choices of X, y, z. If pk is in L,- , for some k greater than 
one then we can replace z by pk, contradicting the minimality of P. 
Thus p, pk is an invariant pair whenever k > 1. If xpk is variant for some 
k smaller than n then pn- E Li (and k > 3 by Case 1) so we can replace y by 
pk, again contradicting the minimality of P. Thus xp, is invariant whenever 
k< n. If k > 2 then, since p2 misses z while pk sees z, and since ZE Li- 1, 
Case 1 with x replaced by pz and y replaced by pk assures us that pZpk is 
an invariant pair. Thus p2pk is invariant whenever k # 2. We claim now 
that p,p, is invariant for all j and k. We can assume that j < k. Take the 
minimal j for which this claim is false. Clearly j> 2. It is not difficult to 
verify that { piw2, pj- , , pj, pk) induces a P, in precisely one of G and H. 
This contradicts the P,-isomorphism between the two graphs. Thus P is 
clearly invariant. But then {pn, pn- 2, x, p,- ,} induces a P4 in G but not in 
H. This contradiction implies that x must see y in G. 
Finally, Lemma 2.7 with G replaced by G and H replaced by iz implies 
that G is a subgraph of H. This completes the proof of Theorem 2. 
3. CONCERNING THE NUMBER SIX 
Most discs are P,-isomorphic only to themselves and their complements. 
Discs of size six are in fact the only exception to this rule. It is a routine 
exercise to verify that C, is P,-isomorphic only to C,, ?$, F of Fig. 2 and 
E We will now investigate what happens if a graph containing a set D of 
vertices inducing a C, is P,-isomorphic to a graph in which D induces 
an F. 
THEOREM 3. Consider an unbreakable graph H, containing no C,, that is 
P,-isomorphic to a graph G. If some set D induces a C, in H and an F in G 
then H has a proper endomorphism. 
ProoJ: We may enumerate the vertices of D as d, , d2 ,..., d6 in such a 
way that the F induced by D in G is labeled as in Fig. 2 and the edges 
induced by D in H are precisely d,d, + 1 with addition modulo six. It is a 
tedious but routine matter to verify that each vertex outside D is of one of 
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Type 1: N,(x)nD=O or D, 
N,(x)nD=O or D. 
Type 2: N,(x)nD= {d,), 
N&) n D = (d, ), 
Type 3: NN(x) n D = (d4}, 
N,(x)nD= (ciq}. 
Type 4: N,(x)nD={dL,d3) or {d,,d,,4), 
N&l nD = (4,& 4) or (4,4,4,d2}. 
Type 5: NH(x) n D = {d,, d4} or (d2, d,, d4>> 
NG(x) n D = {4,4,4} or {d,, 4, 4,&j. 
Type 6: NH(x) n D = (d,, d6) or (d,, d,, de}, 
N&l nD = {d,, 4, A) or {d,, 4,d6, d,}. 
Type 7: N.d+x) n D = (4,4} or {4,4, d,}, 
N&-l nD = {d4, dZ,4) or {d4, 4, 4, 4). 
Type 8: N,&)nD= {4,4} or {4,4,4}, 
N&x) n D = {4,d6} or {4,4, A}. 
Type 9: NH(x) n D = {& 4) or (4, d,, 4j, 
N,(x)nD= (4,4} or {4,d,, 4). 
Type 10: NH(x) n D = {d,, d3, d,}, 
N,(x) n D = Id,, &,4,4}. 
Type 11: NH(x)nD={d,,d,,d6}, 
N&X) n D = id,, 4,4,4). 
Type 12: NH(x) n D = (4,4,4,4}, 
Ndx) n D = Id,, &,A}. 
Type 13: N,(x) n D = {d,, d2, d4, d6}, 
NG(x) n D = {&,A, 4). 
Type 14: NH(x) n D = {d,,h, 4,&j, 
N&J n D = (d2,d3,4,d6). 
ne possible neighborhoods of x on D in H are shown in Fig. 3. 
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TYPE la TYPElb TYPE 2 
TYPE3 TYPE da TYPE 4b 
TYPESa TYPE 5b TYPE 6a 
TYPEGb TYPE 7a TYPE 7b 
TYPE& TYPE 8b TYPE 9a 
TYPE9b TYPE 10 TYPE 1, 
TYPE 12 TYPE 13 TYPE 14 
FIGURE 3 
We claim there are no vertices of types 4, 5, 6, or 7. It will suffice to show 
that there are no vertices of Type 4; our claim follows by symmetry. For 
this purpose assume the contrary: the set S of vertices of Type 4 is non- 
empty. Since H contains no homogeneous set, some vertex x not in 
S u {d2} must disagree, in H, on two vertices of SW {d2}. Thus x dis- 
agrees, in H, on d2 and some y in S. We may assume x sees y and misses dz 
SEMI-STRONGPERFECTGRAPHTHEOREM 239 
(in the other case replace D by D - d2 + y and replace y by d2). Now 
NH(x) n D must be some set N such that both N and N + d, are allowed by 
our fourteen-type classification. Since x is not of Type 4: x must be of 
Type 3 or Type 6. In either case, (d,, x, y, d,} induces a Pq in H and thus 
in G. Since d, misses both d4 and y in G, it must see x in G, and so x is of 
Type 6. Now {d6, x, y, d3} induces a P, in H but not in G (both d, and d6 
see x and y in G), which is the desired contradiction. 
So far we have proved that there are no vertices of Types 4-7. This is 
tantamount to saying that, in H, a vertex outside D sees d, if and only if it 
sees d,, and, symmetrically, sees d, if and only if it sees d,. It follows that 
the desired proper endomorphism of H may be obtained by mapping d, to 
d,, d, to d,, and all other vertices to themselves. 
4. CONCLUSION 
Proof of Theorem 1. Let G and H be P,-isomorphic graphs such that G 
is neither H nor n. We need only prove that at least one of the conclusions 
(i), (ii), (iii) of Theorem 1 holds true. To begin, note that H has at least 
three vertices (else G = H or i?, a contradiction). If H contains no disc then 
(ii) holds by Lemma 1.8; if H contains a disc of size live then (i) holds 
trivially. Hence we may assume that H contains a disc of size at least six. 
Let D be the set of vertices of this disc inducing the subgraphs D, and D, 
of G and H, respectively. If D, = D, then (i) or (ii) holds by Theorem 2. If 
D, = D,- then (i) or (ii) holds by Theorem 2 with G in place of G. Thus, we 
can assume: 
D,fDo and D,#D,- 
By (1.1) and the remark at the beginning of Section 3, this assumption 
implies that DG or DC is the graph F of Fig. 3. If D, = F then (i), (ii), or 
(iii) holds by Theorem 3; if D,-= F then (i), (ii), or (iii) holds by 
Theorem 3 with G in place of G. 
It may be possible to improve on Theorem 1. In particular, it may be 
possible to drop conclusion (i) from the statement of the theorem. 
Another possible area of research is relating P,-isomorphism to the 
Reconstruction Conjecture [3, 91. This conjecture states that if for two 
graphs G and H, the set of subgraphs of G with one vertex deleted can be 
put in one-to-one correspondence with the similar subgraphs of H such 
that corresponding subgraphs are isomorphic, then G is isomorphic to H. 
It would be of interest to show that G and H are necessarily P,-isomorphic. 
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