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Abstract
Although the occurrence of solar irradiance variations induced by magnetic sur-
face features (e.g., sunspots, faculae, magnetic network) is generally accepted, the
existence of intrinsic luminosity changes due to the internal magnetic fields is still
controversial. This additional contribution is expected to be accompanied by radius
variations, and to occur on timescales not limited to that of the 11-year cycle, and
thus to be potentially significant for the climate of the Earth. We aim to constrain
theoretically the radius and luminosity variations of the Sun that are due to the effect
of the variable magnetic fields in its interior associated with the dynamo cycle.
We have extended a one-dimensional stellar evolution code to include several effects
of the magnetic fields on the interior structure, such as the contributions to the hydro-
static equilibrium equation and to the energy conservation equation, the impact on
the density and the equation of state, and the inhibition of convective energy trans-
port. We investigate different magnetic configurations, based on both observational
constraints and on the output of state-of-the-art mean field dynamo models. We
explore both step-like and simply periodic time dependences of the magnetic field
peak strength.
We find that magnetic models have decreased luminosity and increased radii with
respect to their non-magnetic counterparts. In other words, the luminosity and radius
variations are in anti-phase and in phase, respectively, with the magnetic field
strength. For peak magnetic field strengths of the order of tens of kilogauss, lumi-
nosity variations ranging between 10−6 and 10−3 (in modulus) and radius variations
between 10−6 and 10−5 are obtained. Modest but significant radius variations (up
to 10−5 in relative terms) are obtained for magnetic fields of realistic strength and
geometry, providing a potentially observable signature of the intrinsic variations.
Establishing their existence in addition to the accepted surface effects would have
very important implications for the understanding of solar-induced long-term trends
on climate.
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1 INTRODUCTION
Magnetic fields are usually not taken into account in mod-
eling stellar structure and evolution. Although their indirect
effects are, in some cases, non-negligible (e.g., they can
affect lithium depletion timescales: Ventura et al. 1998), their
direct effects on the interior structure variables (pressure,
temperature, density, etc.) and on the global stellar parame-
ters (radius, luminosity, effective temperature) can be safely
ignored, at least to the lowest order, in typical main sequence
stars. This is convenient, since the inclusion of magnetic
fields in the equations describing stellar structure and evolu-
tion is very complex: nearly all equations are affected, and
a self-consistent treatment would require taking into account
deviations from spherical symmetry. In some cases, however,
it can be desirable, or even necessary, to include at least a
first order treatment of magnetic effects in stellar models:
solar-like, or “cool", stars (i.e., of mass 푀 ≲ 1푀⊙) are one
example.
Cool stars possess outer convection zones deep enough to
sustain magnetic field generation via dynamo action; as the
dynamo can feed on the rotational energy of the star, the
fastest rotators are expected to host the strongest fields (see,
e.g., Rüdiger & Hollerbach 2004 for a theoretical introduc-
tion, or Reiners 2012 for an observational review). The direct
effect of magnetic perturbations on the stellar structure may
therefore be detectable, especially in young single stars, or in
close binaries that are kept in a regime of fast rotation by the
tidal interactions with the companion. Indeed, discrepancies
between standard, non-magnetic models and observations of
the global parameters of cool stars have been known to exist
for a long time (Hoxie 1973; Lacy 1977). When sufficiently
precise measurements are available (i.e., of the order of a per-
cent or better), both single and binary stars are routinely found
to have radii larger by ≈ 5 percent, and effective temperatures
cooler by ≈ 3 percent, than the corresponding theoretical pre-
diction from non-magnetic stellar evolution models (see, e.g.,
López-Morales 2007; Ribas et al. 2008; Torres et al. 2010;
Boyajian et al. 2012; Feiden & Chaboyer 2012a; Spada et al.
2013, and references therein). Whether or not this “radius
inflation" problem is directly caused by the magnetic field of
these stars remains controversial (Feiden & Chaboyer 2012a).
It is, however, intriguing that the inclusion of magnetic effects
in stellar models, constructed following different theoretical
approaches, has been shown to be capable of reconciling
these discrepancies (Chabrier et al. 2007; Feiden & Chaboyer
2012b, 2013, 2014; Feiden 2016).
Among cool stars, the Sun is a unique case: although its
level of magnetic activity is modest, as expected for a slowly
rotating, middle-aged main sequence star, the very precise
observations available for our star can make magnetically-
induced variations observable. In addition, understanding the
role of solar variability in climate change is of great prac-
tical importance. Since the Sun provides the vast majority
of the energy input on the terrestrial climate system, even
a small variation of the solar energy output on timescales
of decades to centuries or longer could be a natural source
of climate change (Andronova & Schlesinger 2000). Because
solar variability on these timescales tends to be oscillatory
in nature, whereas anthropogenically-induced (greenhouse)
climate change is monotonic, to assess the severity of this
environmental problem requires the ability to separate which
process is responsible for what fraction of the change observed
in the approximately 160 years for which we have accurate
climate records. Determining the behavior of the solar radius
is significant to refine our knowledge of the magnitude and
configuration of the internal magnetic field of the Sun, useful
for constraining dynamo models, as well as to assess the role
of solar variability on climate change, since a variation of the
radius cannot occur without concomitant variations of all other
global solar parameters, including the luminosity. If present, a
variation of the sub-photospheric luminosity would contribute
a fraction of the observed change of the Total Solar Irradiance
(TSI; i.e., the total amount of radiation per unit surface and
unit time received from the Sun by the upper atmosphere of
the Earth at 1 AU, integrated over all wavelengths), in addition
to the well known changes caused by surface magnetic fea-
tures (Oster et al. 1982; Fröhlich & Lean 2004; Fröhlich 2013;
Solanki et al. 2013).
Another motivation for this work is to attempt a theoretical
understanding of the solar radius variations, in order to address
the many inconsistent measurements that have been reported
in the literature, both performed with ground-based facili-
ties (see the review by Thuillier et al. 2005), and operating
under space-like conditions (e.g., the MDI experiment on the
SOHO satellite, Bush et al. 2010, vs. the balloon-borne Solar
Disk Sextant experiment, or SDS, Chiu et al. 1984; Sofia et al.
1984, 2013).
In this paper, we model the structural variations induced
in the solar interior by the dynamo-generated magnetic fields,
and study the resulting radius and luminosity variations with
respect to non-magnetic models. The magnetic effects are
numerous and complex; consequently, the process of incorpo-
rating them into stellar structure models has been incremental
and has focused on including only those effects deemed
to be the most significant. Early works (e.g. Endal et al.
1985) have focused on investigating the response of a solar
model to perturbations of the efficiency of convection and
of the hydrostatic equilibrium (see also Daeppen 1983 for
an independent semi-analytical approach). Subsequently, a
self-consistent method to take into account the inhibition of
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convective energy transport by magnetic fields in a stellar evo-
lution code was proposed by Lydon & Sofia (1995) (see also
Mullan et al. 2007, 2012 for an alternative approach, based on
the formalism of Gough & Tayler 1966). At the same time,
efforts have been made to improve the precision of the mod-
els, both to be sensitive to small changes, and to operate with
time steps much smaller than evolutionary timescales.
Our current approach features updated micro-physics
(atmospheric boundary conditions, equation of state, opaci-
ties, element diffusion, etc.), and improvements on the formal-
ism of Lydon & Sofia (1995). This formalism is easily imple-
mented in a stellar evolution code, at the cost of renouncing to
model two- or three-dimensional effects. The magnetic field
is introduced in a non-magnetic, standard solar model shortly
after it has reached the current solar age. We test various inter-
nal magnetic field configurations, based on both analytical
prescriptions and the output of 2D mean-field dynamo mod-
els. Both a sudden, step-like appearance of the magnetic field,
remaining constant thereafter, and a periodic evolution, with
a period of 11 years, are studied, and the evolutionary and
structural effects are followed with time steps of ≈ 0.1 yr.
This paper is organized as follows. In Section 2 we describe
the observational constraints that guide our modeling. Section
3 describes the stellar code, the modifications to the stellar
structure equations necessary to take the magnetic fields into
account, and the magnetic configurations tested. The results of
our calculations are presented in Section 4, and discussed in
Section 5. Our conclusions are summarized in Section 6.
2 OBSERVATIONAL CONSTRAINTS
2.1 Solar luminosity variations
From space-based measurements, the TSI is observed to vary
by approximately 0.1%, or 10−3, in relative terms, over a solar
cycle (e.g., Fröhlich 2013). Since the TSI measures the inten-
sity received at the Earth, it can vary for two distinct reasons
(Sofia & Li 2000): surface phenomena (i.e., sunspots, faculae,
appearing and disappearing in front of the visible portion of
the solar disk because of rotation, blocking or enhancing radia-
tion in our line of sight) and the magnetic network, or intrinsic
variations of the total solar luminosity.
In this work, we focus on reproducing the latter mechanism,
i.e., the change of total luminosity associated with readjust-
ments of the equilibrium structure of the Sun. Both sources of
variation of the TSI can, of course, manifest themselves at the
same time; as a consequence, the observed range of TSI varia-
tion is an upper limit for our purposes, i.e., we expect to model
a luminosity variation not larger than 0.1%, or (Δ퐿∕퐿)⊙ ≲
10−3.
2.2 Solar radius variations
Solar radius measurements, both from ground and from space,
have a long history, which will not be discussed in detail
here (see, e.g., Gough 2001, 2002; Thuillier et al. 2005, 2006;
Djafer et al. 2008).
Ground based measurements of the solar radius variabil-
ity often yielded results inconsistent with each other, ranging
from, e.g., almost 1000 milli-arc seconds (mas; Noël 2004),
to no variation at all (e.g., Brown & Christensen-Dalsgaard
1998; Wittmann 2003).
Even amongmeasurements that are not affected by the pres-
ence of the atmosphere, on the other hand, two main results
exist in contradiction with each other. The MDI experiment
onboard the SOHO satellite placed an upper limit of 23 mas
on the peak-to-peak radius variation during the 11-year solar
cycle (Kuhn et al. 2004; Bush et al. 2010); this result is usu-
ally interpreted as a non-detection. In contrast, a significant
radius variation has been detected with the Solar Disk Sextant
(SDS), a stratospheric balloon–borne telescope (Sofia et al.
1984).
Although these discrepancies have not been reconciled or
explained yet, a major source of concern is the absence, for
most of the techniques employed, of an on-board calibration,
which provides the possibility of intercomparison with mea-
surements carried out years apart. In this respect, a unique
advantage of the SDS is the continuous onboard calibration of
the instrument scale. Despite this advantage, the very demand-
ing precision requirements of the measurements make the SDS
data analysis a formidable challenge. A recent re-analysis of
all the seven flights of the SDS between 1992 and 2011 with
an improved reduction technique, performed by Sofia et al.
(2013), yielded a peak-to-peak solar radius variation of ≈ 200
mas, with an uncertainty of ±20mas over the same period (see
their figure 11).
In the absence of a final resolution to the controversy, we
will consider the result of the SDS analysis by Sofia et al.
(2013) as an upper limit on the solar radius variation:
(Δ푅∕푅)⊙ ≲ 2 ⋅ 10
−4.
2.3 Energy, strength, and geometry of the
magnetic fields in the Sun
It is possible to place an upper limit on the energy of the
magnetic fields generated by the solar dynamo within a cycle
by means of a simple order of magnitude estimate (Schüssler
1996; Steiner & Ferriz-Mas 2005; Rempel 2008).
The total magnetic flux emerging at the surface during a
solar cycle is Φ ≈ 1024–1025 Mx (Galloway & Weiss 1981);
assuming further that this flux corresponds to a thin magnetic
sheet of strength 퐵 ≈ 105 G located near the bottom of the
solar convection zone (i.e., at 푅 = 0.713푅⊙ ≈ 5 ⋅ 10
10 cm),
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the magnetic energy is (Rempel 2008):
퐸mag ≈
1
4
푅Φ퐵 ≈ 5 ⋅ 1039 erg. (1)
This order of magnitude estimate of 퐸mag will be used to
assign the peak magnetic field strength in our models.
It is also instructive to compare this estimate with its coun-
terparts for other energy reservoirs, such as the energy stored
in the convective motions 퐸conv ≈ 8 ⋅ 10
38 erg ≈ 0.16퐸mag;
the kinetic energy of the differential rotation 퐸diff .rot. ≈
1040 erg ≈ 2퐸mag; the gravitational energy of the convection
zone 퐸grav ≈ 10
47 erg ≈ 2 ⋅ 107퐸mag; moreover, the energy
associated with the observed luminosity variation during a
cycle is Δ퐸lum ≈ (Δ퐿∕퐿)⊙ ⋅퐿⊙ ⋅푃cycle ≈ 10
39 erg ≈ 0.2퐸mag
(Steiner & Ferriz-Mas 2005; Pevtsov 2012).
A major source of uncertainty is, of course, the geome-
try of the field, or more specifically in our one-dimensional
treatment, its radial dependence. The best constraints on the
magnetic field distribution in the solar interior available to date
come from helioseismology, through the analysis of the so-
called frequency splittings of the solar oscillation frequencies
(see, e.g., Antia et al. 2000). he following recent estimates are
given here as a term of comparison for the peak magnetic field
strengths that will be used in our models.
Near the base of the convection zone, various authors have
estimated an upper limit for the magnetic field strength rang-
ing from 300 kG to 1 MG (Goode & Dziembowski 1993;
Antia et al. 2000; Chou & Serebryanskiy 2002; Baldner et al.
2009). The results of Antia et al. (2000) are also compatible
with a magnetic field strength of 20 kG located at a depth
of approximately 30000 km below the surface, or a fractional
radius of 푟0 = 0.960. At shallower depths, Baldner et al.
(2009) found a best-fit of the data for a weak purely dipolar
field (peak strength = 124 G), superposed with two toroidal
“magnetic belts" located at 푟0 = 0.996 and 푟0 = 0.999,
of intensity 1.4 kG and 0.38 kG, respectively. The magnetic
field strength was also found to be highly correlated with the
surface activity.
Most recently, Kiefer & Roth (2018) have investigated the-
oretically the solar oscillation frequency shifts between the
maximum and minimum of the solar activity cycle. From their
analysis, these authors have concluded that a toroidal mag-
netic field layer of peak strength ≈ 40 kG located at 푟0 = 0.9
produces the best agreement of the modeled shifts with their
observed counterpart.
3 MODELING MAGNETIC FIELDS IN
THE SOLAR INTERIOR
3.1 Magnetic perturbations to the stellar
structure equations
Our modeling of the magnetic fields in the solar interior
is based on the one-dimensional treatment developed over
the years by the Yale solar variability group (see, e.g.,
Lydon & Sofia 1995; Li et al. 2003). This formalism has been
implemented anew into the latest standard version of the Yale
Rotational stellar Evolution Code (YREC), which includes
up-to-date microphysics, such as the OPAL 2005 Equation of
State (EOS; Rogers & Nayfonov 2002); the OPAL Rosseland
mean opacities (Rogers & Iglesias 1995; Iglesias & Rogers
1996) and the Ferguson et al. (2005) low temperature opac-
ities; helium and heavy elements diffusion (Bahcall & Loeb
1990; Thoul et al. 1994). The surface boundary conditions
are based on the “NextGen" batch of the PHOENIX model
atmospheres (Hauschildt et al. 1999), available on F. Allard’s
web page1. For more details on the standard input physics
in YREC, see Demarque et al. (2008); Sills et al. (2000);
Spada et al. (2013). The effects of rotation and of turbulent
pressure are ignored in this work.
In the formalism adopted here, the key physical quan-
tity that specifies the magnetic effects in the stellar structure
equations is the magnetic energy density per unit mass:
휒(푟, 푡) ≡ [퐵(푟, 푡)]2∕8휋휌. (2)
The gradient of 휒 is defined as:
∇휒 =
휕 ln휒
휕 ln푃
,
where 푃 is the total pressure, i.e., including the contribution of
the magnetic pressure2 푃mag = 휌 휒 . The total magnetic energy
in the model at a given evolutionary time step is:
푈mag(푡) = ∫
1
8휋
[퐵(푟, 푡)]2푑3푟 =
푀⊙
∫
0
휒(푟, 푡) 푑푀푟.
The presence of magnetic fields affects all the stellar struc-
ture equations (e.g., equations 10.1–10.4 of Kippenhahn et al.
2012). The effects taken into account in our formulation are
summarized below.
1. Magnetic pressure contribution: the total pressure, 푃 ,
replaces the non-magnetic (gas + radiation) pressure 푃0
as a stellar structure variable:
푃 = 푃0 + 푃mag. (3)
1http://perso.ens-lyon.fr/france.allard/
2Lydon & Sofia (1995) introduced the magnetic pressure as 푃mag = (훾−1)휌휒 ,
where the factor 훾 (of order unity) takes into account the effect of the magnetic
tension; here we adopt 훾 = 2.
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2. Correction to the EOS: the density, 휌0, as obtained from
a call to the standard EOS routine, is adjusted by a factor
depending on the local magnetic pressure (see Li et al.
2003):
휌 =
휌0
1 + 푃mag∕푃
. (4)
Equation (4) represents a first order approximation, and
we can expect it to break down in the high magnetic
field regime (i.e., for 푃mag >> 푃0). However, we have
verified that all the magnetic field configurations dis-
cussed in this work are safely far from this regime, the
ratio 푃mag∕푃 never exceeding 10
−2.
3. Correction to the thermodynamic derivatives: the mag-
netic energy density per unit mass 휒 appears in the EOS
as an additional state variable:
푑휌
휌
= 훼
푑푃
푃
− 훿
푑푇
푇
− 휈
푑휒
휒
; (5)
as a consequence, the thermodynamic derivatives 훼, 훿
are redefined, and the new quantity 휈 is introduced:
훼 ≡
(
휕 ln 휌
휕 ln푃
)
(푇 ,휒)
; (6a)
훿 ≡
(
휕 ln 휌
휕 ln 푇
)
(푃 ,휒)
; (6b)
휈 ≡
(
휕 ln 휌
휕 ln휒
)
(푃 ,푇 )
; (6c)
the specific heat at constant pressure, 푐푃 , and
the adiabatic gradient, ∇ad, are also modified (see
Lydon & Sofia 1995, and APPENDIX A: for more
details).
4. Modified treatment of convection: the standard descrip-
tion of convection in YREC, based on the mixing
length theory (MLT: Böhm-Vitense 1958; see also
Paczyn´ski 1969) is modified according to the method
of Lydon & Sofia (1995); the magnetic field affects the
local criterion for convective instability:
∇rad > ∇ad −
휈
훼
∇ad∇휒 . (7)
The calculation of the local temperature gradient
and local convective velocity are also affected (see
Lydon & Sofia 1995; Li et al. 2003 for details).
5. Variable magnetic energy contribution: when the mag-
netic field is variable in time, the change to the magnetic
energy should be included in the total energy budget.
We model this effect as an additional energy source/sink
휀mag (in units of erg g
−1 s−1) in the energy equation (cf.
equation 10.3 of Kippenhahn et al. 2012):
휀mag ∝ −
푑
푑푡
푈mag. (8)
0.4 0.5 0.6 0.7 0.8 0.9 1.0
r/R⊙
0.0
0.5
1.0
B/
B 0
G1
G⊙
G3
G4
0.4 0.5 0.6 0.7 0.8 0.9 1.0
r/R⊙
0.0
0.5
1.0
B/
B 0
DT
DB
FIGURE 1 Radial profile of the magnetic field in our mod-
els (Gaussian, G1–G4; Dynamo “Top" and “Bottom", DT and
DB, respectively; cf. Table 1 ). The vertical black line marks
the lower boundary of the outer convection zone.
This contribution is assumed to be equally distributed
over all the shells contained within the convection zone
of our models. The term (8) has a very modest effect on
the final results, and it is only included for consistency
in modeling the magnetic perturbation. Its prescrip-
tion is admittedly a crude representation of the ultimate
re-coupling of the magnetic energy with the thermal
energy reservoir. Such a process, which in reality hap-
pens through the interaction of the magnetic field with
differential rotation and convective motions, cannot be
described in detail in a 1D stellar model, which does not
take into account these dynamical effects.
In specifying the functional dependence of the magnetic
field on the radial coordinate 푟 and the time 푡, we choose a
factorable dependence for simplicity:
퐵(푟, 푡) = 퐵0 푓 (푟) 푔(푡), (9)
where 퐵0 is an overall scale factor, and both 푓 and 푔 are
normalized to unity.
The simplifying assumption of a factorable dependence on
푟 and 푡 is not intrinsically required by our formalism, and
could be abandoned in favor of a more realistic description, for
example to take into account the radial variation of the mag-
netic field with the phase of the cycle caused by the upward
propagation of the dynamo wave.
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TABLE 1 Parameters of the 푓 (푟) profiles for the Gaussian
models (G1–G4, equation 10) and the dynamo models (DT,
DB, equation 11).
Model 퐵0 (kG) 푟0 (푅⊙) 휎0 퐸mag (erg)
G1 19.4 0.70 0.090 5 ⋅ 1039
G2 20.8 0.80 0.060 5 ⋅ 1039
G3 26.2 0.90 0.030 5 ⋅ 1039
G4 38.9 0.96 0.012 5 ⋅ 1039
DB 19.5 N/A N/A 5 ⋅ 1039
DT 22.1 N/A N/A 5 ⋅ 1039
3.2 The radial profile of the magnetic
perturbation
To specify the radial dependence of 푓 we adopt the following
two alternative approaches:
1. An analytical prescription, as a Gaussian function of the
radial coordinate 푟. This is controlled by two parame-
ters: the depth of the maximum, 푟0, and its width, 휎0 (cf.
Feiden 2016):
푓 (푟) = exp
[
−
(푟 − 푟0)
2
2휎2
0
]
. (10)
This simple radial dependence is ideal to explore the
impact on the models of magnetic layers concentrated
at different depths.
2. A numerical approach, based on the output of a two-
dimensional mean-field dynamo code (described in
more detail in Section 3.4):
푓 (푟) =
1

⟨퐵2⟩
8휋휌
, (11)
where ⟨퐵2⟩ is the (one-dimensional) average of 퐵2 over
spherical surfaces, as obtained from the 2D dynamo
model:
⟨퐵2⟩(푟) = 1
4휋
휋
∫
0
퐵2(푟, 휗) sin휗푑휗, (12)
and is a normalization factor.
Two dynamo field configurations were calculated. In the
“Dynamo Bottom" (or DB) configuration, the magnetic field
is maximum just below the bottom of the convection zone, and
decreases monotonically with radius, whereas the “Dynamo
Top", or DT, model, features a relative maximum at shal-
lower depth and a less steep decrease towards the surface (see
Section 3.4).
In all our models, we prescribe the overall magnetic field
peak strength 퐵0 based on the assumption (cf. equation 1):
퐵2
0
8휋 ∫ [푓 (푟)]2푑3푟 ≡ 퐸mag = 5 ⋅ 1039 erg. (13)
Note that for both the DT and the DB configurations the
dynamo code gives a peak field strength roughly in equiparti-
tion with the energy of the convective motions: 퐵max ≈ 2퐵eq
(as defined in equation 20). Moreover, the scale factor between
퐵max and 퐵eq depends on the assumptions on the intensity
of the 훼-effect (cf. Section 3.4), i.e., it is model-dependent.
For these reasons, we adopt the observationally motivated
normalization in equation (13) for the dynamo models as well.
The parameters of the models are summarized in Table 1 ,
and their radial profiles are plotted in Figure 1 .
3.3 Time dependence of the magnetic
perturbation
Our evolutionary calculations begin from a calibrated standard
solar model (SSM), of fiducial age 푡⊙ = 4.57 Gyr; the mag-
netic perturbation is introduced at a time 푡0 ≳ 푡⊙ (see Section
4). We have implemented two different forms of 푔(푡):
1. Step-like:
푔(푡) =
{
0 , 푡 < 푡0
1 , 푡 ≥ 푡0 . (14)
2. Periodic with period 푃 = 22 yr:
푔(푡) =
{
0 , 푡 < 푡0
sin
2휋푡
푃
, 푡 ≥ 푡0 . (15)
TABLE 2 Dynamo model parameters. DB is a model with
훼 confined to the base of the convection zone, while DT is a
model with 훼 located in the upper half of the convection zone.
Parameter DB Model DT Model
퐶Ω 3 ⋅ 10
4 3 ⋅ 104
Rm 300 100
퐶훼 3 8
푟1 0.68 0.85
푟2 0.75 0.97
휂core 0.01
푑 0.02
푟b 0.713
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3.4 The dynamo models
Two different prescriptions for the radial dependence of the
훼-effect were considered in our calculations. In the DB case
the 훼-effect is centered at the bottom of the convection zone,
between 푟1 = 0.68 and 푟2 = 0.75, while the DT case has
푟1 = 0.85 and 푟2 = 0.97. Both configurations are designed to
produce oscillatory solutions with equatorward migration of
the azimuthal magnetic field near the bottom of the convection
zone. All the parameters are listed in Table 2 .
The amplification of the large-scale magnetic field is based
on shear, and on the 훼-effect, a component of the average
turbulent electromotive force generated by rotating, strati-
fied turbulence (kinetic helicity: Parker 1955; Steenbeck et al.
1966). The 훼-effect only produces poloidal magnetic fields
– a choice suitable for rotational velocity faster than an 훼-
effect of a few tens of m s−1, usually termed “훼Ω-dynamo"
regime (Steenbeck & Krause 1966). We do not attempt here to
model the solar dynamo in particular; we rather compute two
magnetic field distributions from two different interior profiles
of the 훼-effect, to get an idea of the impact on solar radius
variations.
For the 훼Ω-dynamo, the normalized mean-field induction
equation reads:
휕푩
휕푡
= ∇ ×
[
(퐶Ω푢휑풆휑 + Rm풖p) × 푩 + 퐶훼휓훼퐵휑풆휑
−
√
휂T ∇ × (
√
휂T푩)
]
, (16)
where the following dimensionless parameters have been
introduced:
퐶Ω = 푅
2
⊙
Ωeq∕휂cz, Rm = 푅⊙푢max∕휂cz, 퐶훼 = 푅⊙훼0∕휂cz,
withΩeq being the equatorial surface angular velocity, 푢max the
maximum meridional flow, 훼0 the amplitude of the 훼-effect
in the Sun, and 휂cz the turbulent magnetic diffusivity in the
convection zone. Note that 퐶Ω ≫ 퐶훼 for an 훼Ω-dynamo.
The first term on the right-hand side of equation (16) is
the direct induction by the given rotational velocity 푢휑 and
the meridional circulation 풖p; the second term is the small-
scale induction effect as described by the 훼-effect, and the
third term comprises actually two effects: the turbulent mag-
netic diffusion and the diamagnetic pumping of large-scale
magnetic fields against gradients in the turbulence intensity.
The latter effect acts like a velocity, “pumping" magnetic
fields downwards in case the diffusivity (i.e. turbulence inten-
sity) increases with radius when leaving the radiative interior
and entering the convection zone (Krause & Rädler 1980;
Kitchatinov & Olemskoy 2012).
The reason why the normalizedmagnetic diffusivity 휂T (= 1
in the convection zone) remains in the equation is its spatial
TABLE 3 Reference Standard Solar Model.
Parameter Adopted† Model
Age (Gyr) 4.57 -
Mass (g) 1.9891 ⋅ 1033 -
Radius (cm) 6.9598 ⋅ 1010 log(
푅
푅⊙
) = −1.20 ⋅ 10−6
Luminosity (erg/s) 3.8418 ⋅ 1033 log(
퐿
퐿⊙
) = −0.15 ⋅ 10−6
푅bcz (푅⊙) 0.713 0.7149602
Surface (푍∕푋) 0.0230 0.0229957
Notes. † See, e.g., Basu & Antia (2008).
dependence: the radial profile of 휂T is assumed to be
휂T = 휂core +
1 − 휂core
2
[
1 + erf
(푟 − 푟b
푑
)]
, (17)
where 휂core = 0.01 mimics the low microscopic diffusivity in
the radiative interior.
The flow profiles for the rotation, 푢휑(푟, 휗), and the merid-
ional circulation, 풖p = (푢푟, 푢휗, 0), are taken from a state-of-the-
art mean-field modeling of the solar differential rotation (Λ-
effect, cf. Küker et al. 2011). The latter technique is supported
by helioseismic inversions of the solar internal rotation and
observational data from the Kepler mission (Reinhold et al.
2013), and we do not need to use fictional flow profiles, unlike
many other solar dynamo models.
Its spatial distribution is assumed to be:
훼 =
1
2
cos휗
[
1 + erf
(푟 − 푟1
푑
)] [
1 − erf
(푟 − 푟2
푑
)]
, (18)
where 푟1 and 푟2 define the radial window in which the 훼-effect
operates. A smooth transition from 훼-free regions occurs over
the width 푑. The suppression of the 훼-effect by strong mag-
netic fields is described by (see, e.g. Brandenburg et al. 1989):
휓(퐵2) =
1
1 +
(
퐵∕퐵eq
)2 , (19)
where it is assumed that this suppression takes place essen-
tially for magnetic fields larger than the equipartition field
strength:
퐵eq =
(
4휋휌푣2
turb
)1∕2
. (20)
This leads to dynamo fields of the order of 퐵eq, but it is not a
normalization of the field.
A comprehensive compilation of setups is given in Chap-
ter 4 of Charbonneau (2010). For the two dynamos employed
here, we use the induction equation integration from the
magneto-convection scheme by Hollerbach (2000).
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FIGURE 2 Main sources of the magnetic amplification in our dynamo models: 훼-effect and large-scale gas motions (i.e.,
differential rotation and meridional circulation). Left panel: contours of the 훼-effect in the DB and DT models (violet and light
blue, respectively). Right panel: angular velocity contours (colors) and meridional circulation (arrows), from a state-of-the-art
mean-field modeling (Küker et al. 2011).
4 RESULTS
4.1 Non-magnetic reference model
All our calculations are initialized from a SSM of age 푡⊙ =
4.57 Gyr (by definition; the basic properties of our SSM are
listed in Table 3 ).
In magnetically perturbed runs, the perturbation is intro-
duced at 푡0 ≳ 푡⊙, with either a step-like or a periodic time
dependence, equation (14) or (15) respectively. In a typical
run, 푡0 − 푡⊙ ≈ 10 yr, and we follow the evolution for ≈ 100
yr (cf. Figure 5 ). In order to fully resolve the dynamical
effects of the magnetic field initial appearance and subsequent
variations, we use time steps of 0.4 yr.
Since the variations induced in both global parameters (i.e.,
surface radius, total luminosity, effective temperature) and
local ones (run of pressure, density, temperature, etc., in the
model interior) are expected to be quite small (between 10−6
and 10−3, as discussed in Section 2), it is important to define
them with respect to a non-magnetic reference model: the pre-
cision of the stellar code is sufficient to distinguish such effects
in a relative sense (see also the discussion in section 6 of
Lydon & Sofia 1995). To this end, the evolution starting from
our SSM and continuing with the magnetic field strength set
to zero (all other parameters of the run, such as the time step,
being the same) is used as reference.
4.2 Effect of the perturbation on the interior
structure
Local perturbations to interior model variables are defined rel-
ative to the corresponding quantity in the non-magneticmodel,
at a fixed time step and as a function of the mass shell location
within the model, e.g.,
Δ푃 (푟) = 푃 (푟) − 푃0(푟),
where 푃0 and 푃 refer to a non-magnetic and a perturbed
model, respectively. The perturbations are shown scaled to the
local values, e.g., Δ푃∕푃 = [푃 (푟) − 푃0(푟)]∕푃0(푟), except for
the temperature gradients, ∇ and ∇ad.
In our formalism, magnetic fields affect the stellar structure
in a variety of ways (cf. equations 3–8); as a result, the pertur-
bations are not always limited to the immediate neighborhood
of the peak of the magnetic field distribution.
Figure 3 shows the local perturbations to the internal struc-
ture for the magnetic configuration of model G4. The general
features observed in the Figure are also representative of the
other Gaussian models.
Since the magnetic field is sharply peaked, the perturbations
of the main thermodynamic variables 푃 , 푇 , 휌, as well as of
the convective velocity, are closely associated with the center
of the magnetic layer. The luminosity, on the other hand, is
most affected by the changes near the bottom of the convec-
tion zone. The radius perturbation is shaped like the integral
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FIGURE 3 Perturbations of the interior structure for the G4 model (푟0 = 0.96, 휎0 = 0.012, 퐵0 = 38.9 kG). The profile of the
magnetic field is shown in the upper left panel; the other panels show the relative perturbations of the main structure variables.
Note the inverted 푥 axis plotted in terms of the mass depth variable,푀퐷 (center:푀퐷 = 0, left; surface:푀퐷 → −∞, right).
of 푓 (푟), i.e., an Error Function in this case, due to the fact
that the expansion of each mass shell also affects all the lay-
ers above it, producing a cumulative effect towards the surface
(see also figure 2 of Sofia et al. 2005). Finally, the perturbation
of the temperature gradient roughly follows the derivative of
푓 (푟), because the leading term of the perturbation in equation
(7) is proportional to ∇휒 (see also figure 1 of Schatten & Sofia
1981).
In contrast to the Gaussian models, the two dynamo profiles
feature a deep-seated magnetic layer, peaking near the bottom
of the convection zone, and a broad component with a gradual
slope that extends towards the surface. Since, in the normal-
ization of 퐵0 according to equation (13), models DB and DT
have similar maximum field strength (cf. Table 1 ), they differ
mainly in the relative importance between the peaked, deep
component and the broad, shallow one (see Figure 1 ).
For model DT, the interior perturbations are shown in
Figure 4 . The effect of the moderate gradient of the mag-
netic field in the outer layers clearly dominates over that of the
deep peak; this is especially evident in the case of the radius
perturbation.
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FIGURE 4 Same as Figure 3 , but for the DT model (퐵0 = 22.1 kG): the magnetic field profile is shown in the upper left
panel; in other panels, the relative perturbations of the main structure variables are plotted.
The results for model DB are qualitatively similar, but
smaller in magnitude, because they mostly arise from a mag-
netic field located at deeper layers, but of similar strength of
that of model DT.
4.3 Time scales of the reaction to the
magnetic perturbation
4.3.1 Short term response
At a given evolutionary time step, the changes to the total
luminosity and the surface radius induced by the magnetic
perturbation are:
훿(푡) = (푡) − 0(푡)0(푡) , 훿(푡) =
(푡) −0(푡)
0(푡) ; (21)
where  and  denote surface luminosity and radius, respec-
tively; the subscript 0 is applied to the parameters of the
non-magnetic model.
It is also useful to introduce  , the ratio of the absolute
value of the variations:
 = |훿∕훿|. (22)
This quantity is a measure of the importance of the radius
perturbation relative to the luminosity perturbation; in other
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FIGURE 5 Luminosity and radius variations vs. time for
model G4 (푟0 = 0.96, 휎0 = 0.012, 퐵0 = 38.9 kG; 푡0 = 12
yr, the time step is 0.4 yr). Solid blue line: periodic time
dependence; red dashed line: step-like time dependence.
words, it measures whether the radius and the luminosity are
equally affected by the presence of the magnetic fields.
The stellar structure equations are a set of highly cou-
pled, non-linear equations, and their reaction to a perturbation
occurs through a hierarchy of timescales (see, e.g., chapter 25
of Kippenhahn et al. 2012). A perturbation of the hydrostatic
equilibrium is restored within a dynamical timescale, which in
the Sun is ≲ 1 hour. The thermal energy transport by convec-
tion comes into equilibrium with the background stratification
within a turnover timescale, ≈ 1 month. A much longer
timescale, of the order of 105 yr, is required for complete ther-
mal relaxation of the convection zone. This composite time
response, which results from the coupling between the vari-
ables in the stellar structure equations, is inherently dealt with
by a standard stellar evolution code, such as YREC (see the
discussions in Gough 1981, 2002).
The fastest components of the response, acting on ≈ hours
to months timescales, cannot of course be fully resolved by
the stellar code, and will therefore appear as instantaneous
readjustments in our models (cf. Figure 5 at 푡 ≳ 푡0 = 12
yr). Nevertheless, the 0.4 yr time step is sufficiently refined to
resolve the 11 yr period of the cycles in 퐵2
0
. Our main goal in
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periodic, B0 = 38.9 kG
step-like, B0 = 27.5 kG
FIGURE 6 Long-term luminosity and radius variations vs.
time for model G4 (푟0 = 0.96, 휎0 = 0.012, 푡0 = 12 yr, the time
step is 0.4 yr). Solid blue line: 퐵0 = 38.9 kG, periodic time
dependence; the single oscillations with a period of 11 yr, are
not resolved at the scale of the plot. Red dashed line: step-like
time dependence, 퐵0 = 27.5 kG (see text for discussion of the
choice of 퐵0).
this section is to assess whether the amplitude of the perturba-
tions in 훿 and 훿 differ significantly between the step-like
and the periodic time-dependences.
The response on short-term timescales (≈ 10s of years) is
illustrated in Figure 5 . The structure reacts very quickly to
the inception of the magnetic perturbation; this initial read-
justment, as expected, is not fully resolved. Indeed, in the case
of a step-like perturbation, the equilibrium is restored within
a time step. In the periodic run, the radius and the luminosity
follow the magnetic field oscillation essentially without phase
lag. The amplitude of 훿 and 훿 are essentially the same in
the two cases.
This result is not surprising: the very long response
timescale of the convection zone as a whole (≈ 105 yr), which
is a consequence of its very high thermal capacity, does not
prevent the perturbation from being felt on the two faster
timescales first, through the coupling with the other stellar
structure equations (e.g., hydrostatic equilibrium).
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4.3.2 Long term response
To investigate the approach to the thermally relaxed state, we
have constructed a longer evolutionary sequence, following
the evolution for 106 yr after 푡0. This is shown in Figure 6 ,
again for model G4 to facilitate the comparison with Figure
5 .
The fast response to the perturbation produces oscillations
of amplitude ≈ 3 ⋅ 10−3 and ≈ 3 ⋅ 10−5 in luminosity and
radius, respectively (of course, neither the initial response nor
the single oscillations are clearly distinguishable at the time
resolution of Figure 6 ). A much slower readjustment of the
structure follows, with an e-folding time of the order of 105 yr,
traced by the evolution of the average luminosity and radius,
over which the oscillations are superposed.
It is important to note that, while the average luminosity and
radius slowly evolve, reaching an equilibrium value over the
thermal timescale, the amplitude of the oscillations of either
variable does not change much between the beginning and the
end of the long-term run. A correct estimate of 훿 and 훿 can
therefore be obtained without following the entire relaxation
phase in detail.
Asymptotically, the average luminosity and radius read-
just to values that are almost unchanged, and slightly larger,
respectively, in comparison to those of the unperturbed state.
Both results have a simple interpretation. Since the magnetic
perturbation does not directly affect the total energy output,
the average luminosity variation tends to zero after complete
thermal relaxation has occurred. The increase of the average
radius, on the other hand, is a response to the extra pres-
sure contribution, as well as to the additional obstacle to the
convective energy flow provided by the magnetic fields.
In the same Figure, the periodic run for model G4 is com-
pared with a step-like time dependence run for the same
configuration, but with a value of 퐵0 reduced by a factor of
1∕
√
2. The average luminosity and radius in the periodic run
essentially coincide with their counterparts in the step-like run
at reduced 퐵0. This is a consequence of the magnetic field
oscillations in the periodic run being averaged over the much
longer thermal timescale (11 yr ≪ 105 yr). Indeed, since the
radius variation is proportional to 퐵2, the structure reacts to
the average perturbation strength, 퐵2
0
∕2.
4.4 Magnitude and sign of 훿 and 훿
The global parameter variations obtained for the magnetic
configurations presented in Section 3 are summarized in Table
4 . From the results in the Table, we can draw the following
general conclusions.
In all the models considered, the luminosity is found to
decrease, and the radius to increase, in the presence of the
magnetic perturbation (i.e., 훿 < 0 and 훿 > 0). As
a consequence, in the runs implementing the periodic time
dependence of the magnetic field, equation (15), the lumi-
nosity and radius variations are in anti-phase and in phase,
respectively, with the field itself (cf. Figure 5 ).
We also find positive 훿 (and, more rarely, negative 훿)
in some exploratory calculations run with very shallow-seated
magnetic configurations (푟0 > 0.990). In these cases, however,
the magnetic effect is very strongly dominated by the response
of the near-surface layers alone, which are not well-resolved
spatially in our models. We therefore regard these results as
dubious and do not discuss them further.
The amplitude of the luminosity variations is comparable,
or even slightly exceeds, its observational upper limit of 10−3
(see Section 2). For the radius, on the other hand, we always
find changes well below our adopted upper limit (2 ⋅ 10−4).
In general, the absolute magnitudes of the variations, |훿|
and |훿|, depend both on the strength and on the radial profile
of the magnetic fields. Locally, the importance of the pertur-
bation is controlled by the plasma beta parameter, 푃mag∕푃
(which in our models is always ≲ 10−2). A stronger field
(i.e., larger 퐵0) is therefore required to produce variations
of the same amplitudes for shallow-field configurations in
comparison with deep-seated ones.
The effective temperature variations are also listed in Table
4 . For all the magnetic configurations discussed here, the
effective temperature is decreased in the magnetically per-
turbed model; this effect is of the order of a few degrees K at
most.
Figure 7 illustrates the dependence of 훿 and 훿 on 퐸mag
for models G1 and G4. This dependence is remarkably close
to linear within the range of퐸mag shown, as would be expected
in the ideal perturbative regime.
An interesting consequence of this simple scaling is that
 is independent of 퐸mag: for example, the models shown
in Figure 7 all have ⟨⟩ = (2.0 ± 0.04) ⋅ 10−3 (G1) and⟨⟩ = (9.2±0.2)⋅10−3 (G4; the standard deviations have been
taken as an estimate of the uncertainties). In other words, the
relative importance of the luminosity and radius perturbations,
expressed by the ratio , is entirely determined by the radial
profile of the magnetic field alone, and does not depend on its
peak strength 퐵0.
For both the Gaussian and the dynamo configurations, the
value of  increases moving from deep-seated to shallow
magnetic perturbations. This result could be used to constrain
the location of the magnetic fields in the Sun if a reliable
estimate of the parameter was available.
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TABLE 4 Global effects of the magnetic perturbation. For the luminosity and radius variations, 훿, 훿, and are defined in
equations (21) and (22). For the effective temperature variations, Δ푇eff = 푇eff − 푇eff ,0 (not normalized).
Model 퐵0 (kG) 훿 훿  Δ푇eff (퐾)
G1 19.4 −7.5 ⋅ 10−4 1.5 ⋅ 10−6 2.0 ⋅ 10−3 −1.2
G2 20.8 −8.7 ⋅ 10−4 2.0 ⋅ 10−6 2.3 ⋅ 10−3 −1.3
G3 26.2 −1.4 ⋅ 10−3 4.7 ⋅ 10−6 3.3 ⋅ 10−3 −2.1
G4 38.9 −3.3 ⋅ 10−3 3.0 ⋅ 10−5 9.1 ⋅ 10−3 −4.9
DB 19.5 −3.6 ⋅ 10−4 2.2 ⋅ 10−6 6.1 ⋅ 10−3 −0.53
DT 22.1 −5.2 ⋅ 10−5 2.6 ⋅ 10−6 5.0 ⋅ 10−2 −0.13
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FIGURE 7 Scaling of radius and luminosity variations vs. total magnetic energy for models G1 (푟0 = 0.70, 휎0 = 0.090,
퐵0 = 19.4 kG; left panels) and G4 (푟0 = 0.96, 휎0 = 0.012, 퐵0 = 38.9 kG; right panels); the black line represents a linear fit;
the blue star marks the adopted case 퐸mag = 5 ⋅ 10
39 erg.
5 DISCUSSION
The main goal of this work was to investigate the impact of
magnetic fields in the interior of the Sun on its surface radius
and total luminosity. In particular, we aimed to model the
intrinsic effects associated with changes of the interior struc-
ture, and contrast the results with the well studied effect of the
irradiance variations induced by surface magnetic phenom-
ena (e.g., Fröhlich & Lean 2004; Fröhlich 2013; Solanki et al.
2013).
As discussed in the Introduction, constructing solar and
stellar structure models with magnetic fields is a very complex
task, and we have been forced to adopt a simplified approach.
In particular, although with some improvements tailored to the
problem at hand, our calculation is done within the framework
of a one-dimensional stellar evolution code (to be contrasted
with, e.g., direct numerical simulations), and thus inherits all
its intrinsic limitations. For example, we cannot follow the
details of the energy exchanges between the magnetic fields,
the plasma motions, and the thermal energy reservoir. How-
ever, this is a much more ambitious undertaking than our
present goal, for which the approach adopted in this work is
adequate. Some of our simplifying assumptions are critically
reviewed and further discussed below.
14 SPADA ET AL.
In our models, the most important perturbing effects arise
from the magnetic contribution to the hydrostatic equilibrium,
equations (3) and (4), and from the inhibition of the energy
transport via convection (equation 7). Since we considered
variable magnetic fields, their creation (dissipation) during a
cycle acts as an energy sink (source) in the interior, and is thus
included for consistency. This effect is modeled as an extra
term in the energy conservation equation, that we assume to
be proportional to the time derivative of the total magnetic
energy, and to be uniformly distributed over the entire con-
vection zone (see equation 8). The treatment of the magnetic
energy term as a perturbation is justified, because we only
consider magnetic configurations with a total magnetic energy
퐸mag = 5 ⋅ 10
39 erg. This is much smaller than the total ther-
mal energy content of the solar convection zone (which is of
the order of 1046 erg, see, e.g., Spruit 1982).
Our treatment of the inhibition of the convective heat
transport by magnetic fields implicitly assumes a “frozen-in
magnetic flux" condition. As a result, the energy transport
effect resulting from magnetic fields being created in the deep
interior and destroyed near the surface is not included. This
is, however, the main mechanism powering the surface mag-
netic activity and the surface-induced variations, which, as
explained above, is an additional effect, besides the one that is
the subject of our investigation.
The most severe limitation of our current modeling is the
restriction to a one dimensional calculation. Inherently 2D
effects cannot be modeled within this approach: for example,
if the magnetic field is confined to a toroidal structure of lim-
ited extension in a meridional plane, its impact on the heat
transport by convection will not equally affect all latitudes, as
in our 1D treatment. Moreover, we cannot exploit in full the
information provided by the two-dimensional dynamo mod-
els, and we have to assume that the latitudinal average of 퐵
can capture, at least to the leading order, the essential features
of the actual 2D configuration. Ultimately, a fully 2D model-
ing, also including rotation and/or turbulence, will be required
to incorporate a realistic magnetic field configuration in stellar
models.
6 CONCLUSIONS
We have constructed solar models that include the effects of
the variable magnetic fields in its interior associated with the
magnetic dynamo cycle. We have studied several magnetic
field configurations, formulated on the basis of the avail-
able observational constraints, as well as on the output of a
mean field dynamo code. The response to both step-like and
periodic time dependences of the magnetic fields have been
investigated.
In general, the magnetic models have larger radii and fainter
luminosities with respect to their non-magnetic reference
counterpart. In runs implementing a magnetic perturbation
whose strength varies periodically, the luminosity and radius
variations are in anti-phase and in phase, respectively, with the
magnetic field.
The amplitude of the luminosity perturbations is compa-
rable to its observational upper limit (10−3) in almost all
the configurations considered, while the radius variations are
more modest, ≲ 10−5, depending on the depth of the main
magnetic layer.
The sensitivity of the results to the radial profile of the
magnetic perturbation, and thus, in turn, to the details of the
magnetic field amplification in the convection zone, suggests
a novel potential avenue to constrain dynamo models.
Our results show that intrinsic luminosity variations,
induced by the interior magnetic fields, can be of a simi-
lar order of magnitude as the observed TSI variation, which
are currently successfully explained by models taking into
account the effect of surface phenomena alone (i.e., sunspots,
faculae, and magnetic network). Since radius variations are
associated with intrinsic structural variability only, future
observations of the solar radius variability over a cycle, which
are currently controversial, might help to disentangle these
two effects and assess their relative importance.
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APPENDIX A: CHANGES TO THE THERMODYNAMIC DERIVATIVES IN THE PRESENCE
OFMAGNETIC FIELDS
A.1 Original Lydon & Sofia (1995) treatment
The original Lydon & Sofia (1995) treatment relied on the following idealized equation of state (EOS) and energy density
equation:
푃푇 =

휇
휌푇 +
1
3
푎푇 4 + (훾 − 1)휌휒 ; 푢푇 =
3
2

휇
푇 +
푎푇 4
휌
+ 휒, (A1)
where 푃푇 and 푢푇 are the total pressure and energy density, i.e., including the contributions from the gas, radiation, and mag-
netic fields. The latter is expressed in terms of the magnetic energy density per unit mass 휒 , while the factor (훾 − 1) takes
phenomenologically into account the effects of the magnetic tension:
푃휒 = (훾 − 1)휌휒 = (훾 − 1)
퐵2
8휋
.
In the following, we set 훾 = 2, i.e. we neglect the magnetic tension.
In a stellar evolution code like YREC, the EOS routines are called to supply the density as a function of pressure, temperature,
and chemical composition, along with their partial derivatives:
푑휌
휌
= 훼
푑푃
푃
− 훿
푑푇
푇
, with 훼 ≡
(
휕 ln 휌
휕 ln푃
)
푇
; 훿 ≡ −
(
휕 ln 휌
휕 ln 푇
)
푃
. (A2)
In the presence of the magnetic perturbation, the new state variable 휒 explicitly enters in the EOS:
푑휌
휌
= 훼̃
푑푃푇
푃푇
− 훿̃
푑푇
푇
− 휈
푑휒
휒
; with 훼̃ ≡
(
휕 ln 휌
휕 ln푃푇
)
(푇 ,휒)
; 훿̃ ≡ −
(
휕 ln 휌
휕 ln 푇
)
(푃푇 ,휒)
; 휈 ≡ −
(
휕 ln 휌
휕 ln휒
)
(푃푇 ,푇 )
. (A3)
From the definition of 푃푇 in equation (A1):
휌 =
푃푇 −
1
3
푎푇 4

휇
푇 + 휒
, ⇒ 훼̃ =
푃푇
푃푇 −
1
3
푎푇 4
; 훿̃ =
4
3
푎푇 4 +

휇
휌푇
푃푇 −
1
3
푎푇 4
; 휈 =
휌휒
푃푇 −
1
3
푎푇 4
.
A.2 This work
The formulation used in this work retains the full generality of the EOS options normally used in YREC (e.g. the OPAL 2005
EOS, Iglesias & Rogers 1996), without resorting to the ideal gas EOS in equation (A1). The difference is minor in the case of
the Sun and for deep perturbations, but it could be more relevant for stars of lower mass and/or for perturbations localized near
an ionization zone.
We start by writing the total pressure as 푃푇 = 푃 + 푃휒 (recall that 푃휒 = 휌휒 and thus ln푃휒 = ln 휌 + ln휒):
푑푃푇
푃푇
=
푑푃 + 푑푃휒
푃푇
=
푃
푃푇
푑푃
푃
+
푃휒
푃푇
푑푃휒
푃휒
=
푃
푃푇
푑 ln푃 +
푃휒
푃푇
(푑 ln 휌 + 푑 ln휒)
thus:
푑 ln푃 =
푃푇
푃
푑 ln푃푇 −
푃휒
푃
(푑 ln 휌 + 푑 ln휒);
inserting this result in (A2), we have:
푑 ln 휌 = 훼
[
푃푇
푃
푑 ln푃푇 −
푃휒
푃
(푑 ln 휌 + 푑 ln휒)
]
− 훿
푑푇
푇
hence: (
1 + 훼
푃휒
푃
)
푑 ln 휌 = 훼
푃푇
푃
푑 ln푃푇 − 훿푑 ln 푇 − 훼
푃휒
푃
푑 ln휒,
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or
푑 ln 휌 =
훼
푃푇
푃
1 + 훼
푃휒
푃
푑 ln푃푇 −
훿
1 + 훼
푃휒
푃
푑 ln 푇 −
훼
푃휒
푃
1 + 훼
푃휒
푃
푑 ln휒,
and, comparing with (A3), we have:
훼̃
훼
=
푃푇
푃 + 훼푃휒
;
훿̃
훿
=
푃
푃 + 훼푃휒
;
휈
훼
=
푃휒
푃 + 훼푃휒
. (A4)
These equations give the modified thermodynamic derivatives 훼̃, 훿̃, and 휈 as a function of known quantities, namely the
unperturbed 훼 and 훿 and the gas, magnetic, and total pressure. The relation
휈
훼̃
=
푃휒
푃푇
will also be useful in the following.
