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Summary
Formex algebra is a powerful tool for the generation of data used 
in the design and analysis of space structures. However, for the 
algebra to be of practical use, it is necessary to have a means of 
employing the concepts on a computer. This is the particular 
problem which this thesis addresses.
The solution proposed here is Formian, an interactive programming 
language, which being modelled on formex algebra allows complex 
configurations to be generated from a few concise and yet readily 
understood statements. Formian is designed to allow problems of 
data generation to be tackled in a single programming environment.
The thesis describes the raison d'etre for the Formian programming 
language and the steps taken to create the language and to provide 
a practical and reliable implementation in the form of a computer 
program.
A complete description of the language structure is given. This 
includes an overview of formex algebra. The use of Formian from a 
designers viewpoint is provided by interspersing the description 
with practical examples.
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Conventions
In this work the constructs are described with the aid of a number 
of conventions:
(1) Within the text an item appears in boldface at 
the point at which it is defined.
(2) If an object has the appearance
implies that the enclosed object may be 
replicated any number of times, if the * is missing 
then the construct enclosed is considered optional.
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CHAPTER ONE
Introduction
1.1 The Theme
The complex yet regular nature of space structures have made them 
a natural candidate for the use of computer techniques in all 
areas of design. Over the years engineers have devised many 
methods exploiting the regularity of space structures to generate 
data for analysis, design and manufacturing processes. These data 
generation schemes have tended to evolve in a piecemeal way, with 
facilities being added to take account of any new configurations, 
changes in design rules or manufacturing requirements. The advent 
of formex algebra has been a step towards unifying and collating 
many of these ideas, providing a consistent approach to the 
generation of various kinds of data for space structures.
The algebraic nature of the formex approach makes it suitable for 
implementation in a programming language. Formian is one such 
language, embodying the constructs of formex algebra together with 
many of the facilities found in scientific computing languages. 
The language is designed to provide a structured approach to the 
problem of data generation, in particular for structural 
configurations. This thesis seeks to describe the design, 
development and usage of this language.
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1.2 An Overview Of Computing Hardware And Software
1.2.1 Computing Hardware
In the past forty years the electronic digital computer has come 
of age. The first true electronic digital computer ENIAC was 
completed in 1945. It used 18000 valves, was 30 metres long, 3 
metres high by 1 metre deep and in operation consumed 140 
kilowatts of power. It was built for the Aberdeen ballistic 
research laboratory to help in the production of fire control 
tables and other weapons research. This processor could perform 
around five thousand additions per second and, although it was 
valve based and at the forefront of a new technology, had a 
failure rate of two or three malfunctions per week. This compared 
favourably with the electro-mechanical machines under development 
at that time which experienced around two relay failures per day. 
The late forties also saw the invention of the transistor. By 
using transistors instead of valves computers could be made 
smaller and use a fraction of the power required by valve based 
machines. Transistors were also inherently simpler to produce and 
more reliable than valves and thus a cheaper machine with a 
consistent performance could be achieved.
In contrast to the machines of the forties, the microprocessor 
based systems, commonplace in our primary schools today, use a 
processor containing fifty thousand transistors and diodes 
concentrated on a single chip of silicon 5mm square by 1mm deep. 
These microprocessors are capable of processing eighty thousand 
additions every second and the whole system resides in a box one 
five thousandth the size of ENIAC. One more statistic worth noting 
is that the cost of a valve at the period of their peak production 
was about one tenth of the cost of a microprocessor chip. A 
typical microprocessor of the eighties contains the equivalent of 
one hundred and fifty thousand valves and uses a small proportion 
of the current required to power a single valve.
It is this rapid increase in the availability of cheap and
13
reliable computer resources which has provided the impetus for 
many advances in the fields of science and engineering. During 
these forty years the digital computer has gone through four 
generations, and at the time of writing, the fifth generation can 
be expected shortly.
The first generation machines were constructed from valves and 
were in consequence relatively slow, requiring a lot of power. In 
the beginning, one of the principal limitations was the lack of 
both main and auxiliary storage capacity. The machines relied on 
punched cards, mercury delay lines and storage tubes as storage 
media. These were expensive to produce and in consequence only a 
small amount of storage could be provided. The lack of storage 
caused severe problems when writing programs to make use of the 
limited resources. However, by the end of the generation the 
introduction of ferrite core main memory and magnetic tape, disk 
and drum auxiliary memory had begun to overcome these problems.
The second generation machines were constructed from transistors 
reducing the system's bulk and power requirements and increasing 
their speed of operation and reliability. They were still 
expensive to build, using about the same number of components as 
their valved counterparts, and were restricted by slow peripherals 
and small storage capacities.
The third generation machines were constructed from simple
integrated circuits which allowed around twenty gates on a single 
chip. In addition, memory and mass storage devices were available 
with larger capacities and higher speeds. The reduction in 
component count and consequent simplification of circuitry made 
the machines cheaper to build, and with operating systems becoming 
available, the move away from batch oriented machines was 
possible.
The fourth generation, that is, today's machines are constructed
from medium and large scale integrated circuits, which allow as
many as two hundred thousand transistors and diodes to be
integrated on a single chip. They use semiconductor memory and
14
have individual processors to control the activities of 
peripherals. The reduction in component count has again reduced 
the cost of machines for similar performance and enhanced 
reliability. The machines use operating systems which support a 
variety of tasks simultaneously. This generation has also seen the 
introduction of microprocessor based systems. These were initially 
used as controllers within peripherals, but are now used to form 
powerful work stations having speeds and capacities much in excess 
of the first and second generation machines.
The fifth generation machines, promised for the near future will 
be constructed using very large scale integration. This should 
result in one or two orders of magnitude increase in processor 
speed, predominantly for array based operations, such as found in 
engineering and statistical computation.
1.2.2 Peripherals And Microprocessors
The earliest peripherals were mechanical devices such as paper 
tape and card based punches and readers. Although slow, their 
performance matched the throughput of the infant computer. 
However, as processor speed increased, a bottle neck was created 
by the lack of storage speed and capacity both in terms of main 
memory for the processor and also auxiliary memory to hold large 
quantities of data. The main thrust in peripherals development 
during the computers first and second generations was in the field 
of magnetic media. This resulted in the development of magnetic 
tape, disk and drums for secondary storage and ferrite core and 
plated wire devices for primary storage. The reduction in cost per 
storage bit and increased speed of access of these devices meant 
that the power of semiconductor based processors could be utilized 
effectively.
It was the development of medium and large scale integrated 
circuits and the move away from batch oriented systems which 
encouraged the rapid development of peripherals for the User. The 
low cost and high level of performance of today's graphics VDU's
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and digital plotters stem mainly from developments in integrated 
circuit technology. For example, a medium resolution colour visual 
display unit can require a display memory of a quarter of a 
megabyte. A semiconductor memory of this size would, a few years 
ago, have required the use of around two hundred and fifty chips 
and now requires eight chips to achieve the same effect. So that 
nowadays even the most sophisticated peripherals require a few 
small printed circuit boards to contain all the processing 
electronics.
The inclusion of microprocessors in peripherals has also been a 
significant development. It has meant that a large amount of 
processing previously carried out by central processors to service 
simple peripherals can now be carried out by the peripherals 
themselves, reducing the input/output burden on the central 
machine. A good example of this has been the evolution of the 
digital plotter, the first plotters responded to a very simple 
instruction set. The instructions were of the form of "move a step 
in one of eight directions", "pen up" or "pen down", the size of 
step for the early calcomp machines was 0.05mm. It can be seen 
that the host machine needed to supply a large amount of 
information for a drawing to be produced. Nowadays, plotters have 
their own processors to control the drawing circuitry, such that 
one need only send the end points of a line or the codes of string 
of letters for them to be drawn thus reducing load on the host. In 
addition, by using software rather than physical circuitry to 
control the machine the number of components may be reduced. 
Another consequence of building processing power into peripherals 
is that the variety of tasks which can be undertaken can be 
increased, and if necessary additional tasks can be offered simply 
by reprogramming the control software within the machine.
The decentralization of computer resources brought about by the 
availability of cheap and reliable peripherals and the advent of 
sophisticated operating systems has meant the gradual incursion of 
computing facilities within the design office. This incursion has 
recently been accelerated by the availability of microprocessor 
based systems either in the form of work stations or as stand
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alone systems such as the Apple and IBM personal computers. Work 
stations provide the advantages of a powerful medium scale 
processor with excellent graphics. These machines can, when 
required, be attached via a communications port to a large central 
computer when more extensive computing facilities are required, 
or, when large data bases of information need to be accessed. Bulk 
data storage still tends to be expensive. However, even this 
problem appears to have a solution with the appearance in 1986 of 
optical disks at reasonable prices and with capacities in the 
gigabyte range. However, with improvements in telecommunications, 
computer networking for the time being still appears to be the 
best way of sharing resources.
1.2.3 System Software
Developments in hardware seem to be at a faster pace than that of 
software. However, it is the development of operating system 
software which has done much to make the power of the computer 
available to a wider cross-section of users. Improvements in 
hardware performance stem mainly from our increased knowledge of 
the physics of materials. The serial architecture found in most 
modern computers was set down in the late forties by von Neumann 
and others and is only now being supplanted by parallel processing 
architecture. The basic design and implementation of logic gates 
are also derived from techniques developed before the advent of 
the computer. Hardware development has principally arisen from the 
production of new materials allowing more gates to be crammed onto 
a chip and a reduction in the operating cycle of a gate. The 
design of logic gates and the integration of circuitry and systems 
architecture have changed relatively slowly.
Software, and in particular system software only started to be 
developed in the fifties. In the original machines there was no 
such thing as a stored program, the program was hard wired on a 
patch board, effectively a matrix of switches. The first stored 
program computer being completed in Cambridge in 1949, and for a 
number of years after, computers were programmed in machine code.
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This severely restricted the number of people capable of 
programming such machines effectively. It was the advent of the 
symbolic programming language which opened up the use of computers 
to mere mortals rather than just top flight programmers. The 
symbolic programming language allowed programs to be written in a 
language akin to that used by the engineer and this process has 
continued with the production of many computer languages.
As symbolic programming languages appeared so the need to feed the 
ever increasing appetite of computers became a problem. The 
original systems programs merely provided a means of loading a 
piece of code into a particular portion of memory and executing 
it. The selection and control of these particular operations were 
carried out manually. It soon became clear that by using the 
machine to undertake these tasks, throughput could be enhanced, 
and so the operating system was born. They controlled the batch 
environment loading a particular compiler for a program and 
keeping track of the information held on secondary storage media 
and supervising the paper based input and output devices. As 
experience in creating these programs increased, subsystems were 
introduced to optimize the flow of work through the computer. One 
method by which this was achieved was to allow more than one task 
to be resident. Thus, if one task was inputting, say, from a card 
reader then the periods available whilst the reader went through 
its complicated mechanical ritual could be utilized by the 
processor to execute statements for another task.
Nowadays most operating systems can schedule the operation of a 
machine to optimize its performance when a variety of simple and 
more sophisticated programs are being run concurrently. They allow 
the user access to other machines to interrogate data bases or use 
programs mounted on them. Effectively giving the users their own 
machine and hopefully keeping them out of trouble when the 
inevitable mistakes are made or hardware malfunctions occur.
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1.3 The Impact Of The Computer
The rapid rise in the availability of computing resources has
tended to outstrip our ability to make best use of them. The
development of suitable software has lagged behind the explosion
in hardware development. We are still feeling our way gingerly on 
how to make best use of these resources. Acceptance of the
computer by young people has been encouraged by their wide spread 
use in schools and further education and even by such pursuits as 
computer games in the home. As such, the pool of people ready to 
exploit computer techniques becomes larger all the time. Certain 
positive trends can be identified over the past couple of decades 
of computer usage:
1) a steady reduction in the cost of performing a 
given operation on the computer;
2) continued improvement of the equipment 
available in terms of computing power, 
accessibility and reliability;
3) improved means of communication between the 
user and the computer, and also between
computers;
4) improvement in the technical know-how amongst 
computer users;
5) recognition of the importance of the interface 
between the human user and the computer with 
the introduction of user orientated languages 
and simple to use operating systems.
In the fields of civil and structural engineering a large amount 
of software development has been aimed at solving problems which 
were previously impossible to tackle due to the immense
computational tasks involved. Examples of this type of program 
being finite element packages, which allow the performance of 
complex structural systems to be examined in great detail. At the
other extreme the computer is used in the design office to do the
routine and repetitive tasks of simple beam and column design and 
for the production of shop drawings and bills of quantities, etc.
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The relative cheapness of computer time in comparison to the cost 
of an engineer and the availability of inexpensive graphics 
displays and plotters has meant a steady incursion of the computer 
into the design office. This has accelerated since the advent of 
microprocessor based systems. These systems mainly use BASIC, 
which although slow in execution allows a simple introduction into 
computing and is powerful enough to tackle a large proportion of 
the tasks required in the design office.
1.4 The Evolution of the Structural Analysis Package
In the past, before the advent of the computer, when faced with 
the problem of designing a structure, engineers were able to 
analyse the problem by constructing small mathematical models of 
the system. Where these simple mathematical models proved 
inadequate a physical model could be built and tested. This 
approach to design was dictated by the analytical techniques and 
computational aids available.
The introduction of the electronic digital computer with its 
ability to process arithmetic rapidly finally cleared the log jam 
caused by the great difficulty to solve large sets of simultaneous 
equations. One of the first papers on the topic of computer 
programming was written by a pioneer of modern computing J. Von 
Neumann dealing with algorithms for solving sets of simultaneous 
linear equations. It is interesting to note that a number of 
today's computer oriented structural analysis and design 
techniques can be related directly to three papers published at 
the time of ENIAC's construction and initial use. Two were written
before ENIAC became operational, those of Courant which
foreshadowed what we know as the finite element method, and one 
year later Kron published a paper laying the foundations of matrix 
methods of structural analysis. A little after ENIAC was
operational Danzig published details of the simplex algorithm for 
linear programming. These three papers laid the foundations for 
many of the ideas and techniques in computer aided structural
design and analysis packages today.
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Engineering was one of the first professions to exploit the power 
of the computer. In particular, in the military field. As computer 
hardware and system software became both cheaper and more reliable 
and the body of people experienced in developing computer 
techniques grew so the computer became available in a wider range 
of establishments e.g. universities, research establishments and 
larger firms.
Although many early programs sought simply to emulate algorithms 
used for hand calculations. It was not long before techniques 
which exploited the power and speed available were developed. 
These early programs were written in machine code and merely 
solving problems within the limits of restricted storage capacity 
and slow processing speed was a triumph. Little attention was paid 
to the problems of inputting the data and outputting the results. 
These problems were deemed, at the time, to be very much secondary 
in there nature. In spite of these restrictions the programs 
seemed a tremendous advance to engineers who might have spent many 
days on a single calculation, having to go through all the various 
checks and balances to ensure a reliable result. However, as 
experience grew rigid input and output requirements of these 
programs became a burden. It could also often prove impossible to 
find a program which did precisely what the engineer required and 
was expensive to have a program tailored for a specific purpose.
The mid 1950's saw the gradual move of computer systems from being 
exclusively housed in academic and governmental research 
organizations to their more widespread use in industry. By this 
time the price of machines had begun to fall and their speed and 
storage capacity to rise. This period also saw the production of 
the first symbolic programming languages (FORTRAN 1954) which 
opened up the field of programming. The writing of computer 
programs had previously been the domain of specialists, who were 
in the main conversant with the instruction set of one machine. 
The advent of the symbolic language solved two problems. Software 
could be written in a language which was machine independent and 
thus the same software could be used on a variety of machines,
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reducing development costs. The second problem solved by the 
advent of the compiler was to increase the pool of people 
available to program the machines. A compiled language such as 
FORTRAN used an English like command and statement structure which 
people found easier to cope with than the strings of numbers of 
machine code. Although the use of machine code resulted in a more 
efficient use of resources, it took much longer to write and 
required people of very special qualities to exploit it fully.
In the civil engineering industry one of the first attempts to 
provide a more 'friendly program7 came in the early 1960 7s with 
the emergence of comprehensive structural computational systems 
based on problem oriented languages. A problem orientated language 
is one whose constructs are tailored to suit a particular 
application, it has a simpler vocabulary than a general purpose 
computing language, providing an easier system both to learn and 
to use. One of the first of these was STRESS (Structural Engineer 
Systems Solver) which was developed at the Massachusetts Institute 
of Technology.
Problem oriented languages, such as STRESS, in some ways failed to 
achieve the goals of their implementors. It was thought, at the 
time, that engineers would be keen to use the programming aspects 
of the language to build tailor made programs to suit their own 
specifications. In general, this did not happen. Perhaps, because 
the basic subsystems were so flexible that it was easier for 
engineers to adapt their practices to suit the subsystems rather 
than vice versa. In addition, problem oriented languages appeared 
early in the history of computing related to civil engineering and 
thus there was a limited pool of people with the knowledge and 
experience to be able to investigate the benefits of producing 
their own subsystem. It should also be recognised that many civil 
engineering firms were, and still are, reluctant to allow funds 
and time to develop production aids 7in house7, any work of this 
nature either being given to a specialist firm or a university, 
and thus the expertise necessary to undertake such work is never 
allowed to emerge.
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Although problem oriented languages did not spark off the actions 
their designers wanted, they did, provide an excellent grounding 
for the production of civil engineering software. Many of the 
facilities developed for these programs may be recognised in the 
analysis packages used today.
What does the future hold ?. As hardware performance improves and 
our experience in writing integrated engineering software 
increases it should at last become possible for engineers to spend 
more time on engineering, that is, optimising designs to maximise 
their performance. Thus, allowing engineers to exercise their 
skills to the full. The way to this utopia is not straightforward. 
The 'computer is always right' syndrome is already prevalent, and 
steps must be taken both during the education process and in the 
workplace to cultivate 'engineering judgement' and encourage a 
healthy scepticism for the output from computer programs. This 
requires that the limits of a program's applicability are well 
documented. Another problem is a social one, that is the 
inevitable reduction in personnel and thus a shrinking engineering 
profession. Quantity is not quality but a shrinking profession may 
also lead to a reduction in innovation, in the short run.
A civil engineering project may involve many disciplines, they all 
use a subset of the information generated by the project. However, 
until recently each discipline has tended to create its own data, 
in many cases duplicating the efforts of others. The data being 
generated from a common set of drawings and specifications. In 
areas such as aerospace and shipbuilding efforts were made in the 
early phases of development of computing to ensure an integrated 
approach to problems. In the fields of civil and structural 
engineering where firms are small and have limited resources this 
trend was not until recently considered practical.
In the United Kingdom the impetus to change the situation has come 
from the design and construction of oil rigs. These were huge 
projects, with tight budgets and having big penalty clauses for 
late completion. It was therefore necessary to disseminate large 
amounts of information quickly to the many disciplines involved
23
especially when alterations to the design were called for. To 
avoid duplication of effort, 'data base' programs were used to 
provide a common set of data which could be used by every 
discipline. The program packages for each group being modified to 
take advantage of this situation. Hopefully this integrated 
approach is filtering down to smaller projects providing an 
effective means of sharing information between disciplines and in 
addition helping with the problem of making design changes and 
informing each discipline of their nature.
1.5 Data Generation Techniques
The theme of this thesis is the generation of data for space 
structures. The difficulty of generating data for space structures 
lies in the sheer amount of data to be produced and checked. 
Although items such as material properties are usually few in 
number and can be conveniently entered by hand, the specification 
of node positions and the connectivity of elements for even a 
small structure may give rise to a large amount of information. 
This data is time consuming both to enter and to check and thus 
prone to error.
This difficulty in generating the data results in a high 
proportion of the cost of an analysis being incurred at the data 
generation phase (in some cases as much as thirty five percent of 
the total cost Ref(l)). In addition, it is not unusual to have to 
run a problem two or three times before achieving the correct set 
of data, adding to the time and thus the cost of the analysis. 
However, the data required for most structural systems is of a 
repetitive nature and a number of techniques have now been evolved 
to relieve some of the burden of data generation. In the remainder 
of this chapter a number of methods used at present for the 
preparation of input data for structural analysis packages are 
examined.
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1*5.1 General Approach
The systems of data generation available at present will be 
illustrated by examining the input facilities of two analysis 
packages. The BSC4 package Ref(2), a pin-jointed analysis program 
for the Nodus system of space structures and LUSAS a general 
purpose finite element package. Between them, these two programs 
incorporate many of the data generation and checking facilities to 
be found in the current general purpose structural analysis 
packages used in civil and mechanical engineering.
The process of generating the data to be analysed by the BSC4 
program can be subdivided into the following steps:
1) Choose the units to be used in the analysis 
and the material specification.
2) Define the portion of the structure to be 
analysed (either the whole, or if one can take 
advantage of symmetry then a section).
3) Produce a sketch or drawing of the portion of 
the structure to be analysed.
4) Determine the constraints to be used.
5) Determine the node numbering scheme (to ensure 
a suitable bandwidth).
6) Using engineering judgement based on the 
configuration chosen and the loading 
conditions, make a guess at the sizes of 
members to be used and the joint sizes 
required.
7) Determine the position and magnitude of the 
loads.
8) . Create a ' job data file' ensuring that the
data is in the correct order and format.
9) Check the filed data either manually or by 
means of a data checking sub-system which 
displays the configuration graphically.
10) If any errors are found then amend the data
file.
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11) Submit the data for analysis.
12) If the analysis program detects errors in the 
input data then return to step 9 (this 
particular program checks the compatability of 
data for certain points of view).
13) Examine the results.
14) If the design proves inadequate, make 
appropriate alterations to the input file and 
return to step 10.
A similar series of steps is required for the LUSAS package, but 
in this case the program uses a frontal solution technique and 
therefore it is necessary to order the members, as well as the 
joints, in a suitable manner.
1,5.2 The Job Data File
The information stored in the job data file is arranged in a 
series of segments. Each segment starts with a heading which is 
used to trigger the program to accept data of a specific type. The 
heading is followed by the particular data related to it, the 
advantage of this technique is that the data segments may be 
entered in any order. For example, to specify the coordinates of 
five nodes the LUSAS program would require the following lines:
NODE COORDINATES
1 0 0 0
2 2000 0 0
3 4000 0 0
4 6000 0 0
5 8000 0 0
The first line is the heading which informs the program that a 
coordinate list follows. Each of the following lines of data 
consists of four items, the first column specifying the node 
number and the remaining three the coordinates of the node in a 
Cartesian coordinate system. To enter the same data for the BSC4
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program would require the following information.
**JOINT **x **y **2
1 0 0 0(5
2 2000 0
3 4000 0
4 6000 0
5 8000 0
The data has a similar format to the previous example with the 
exception of the header, and, in addition, illustrates one of the 
facilities of this program helping to reduce the amount of data to 
be entered. The symbol ' (' indicates a repetition count, and the 
integer following it gives the number of lines at which the value 
preceding the symbol is replicated. The same facility could also 
have been used in the column headed **Y. In fact, at any position 
where a column contains repeated information, only the first value 
need be entered together with a replication count.
1.5.3 Incremental Line Generation
If only five nodes were required in a structure then the task of 
data generation would be an easy one. However, one is more likely 
to be faced with entering the data for seven hundred nodes when 
analysing a space structure. Typing seven hundred lines of data 
(involving, may be, two thousand numbers) is a rather tedious 
task. However, data for structural analysis is often highly 
repetitive and a number of incremental line generation techniques 
have evolved to ease this problem. Returning to the previous 
example it can be seen that the first column uses an increment of 
one, the second an increment of two thousand and the remaining two 
columns include constant values i.e. an increment of zero. This 
type of regularity is exploited in both programs. For example, to 
enter the previous example using the BSC4 incremental line 
generator would require the following lines of data.
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**JOINT **X **y **Z
*SUB
1 0 0 0
* INC,5
1 2000 0 0
Although, in this case only one line of data has been saved, if 
the same pattern had repeated for fifty nodes then the saving in 
the amount of data to be entered would be considerable. In the 
example above, the heading is followed by the command *SUB which 
serves as an instruction for the program to treat the following 
data as a specimen from which further data is to be produced. The 
specimen, which may be more than one line is terminated by the 
command *INC, followed by an incremental count which is in turn 
followed by one extra row containing the increments to be applied. 
Thus the number of lines of data generated depends on the value of 
the incremental count.A similar facility is available in LUSAS but 
in this case the data to be entered would have the appearance:
NODE COORDINATES
FIRST 1 0  0 0
INC 1 2000 0 0 5
The line designated FIRST is the initial line of data to be 
operated on, and the line designated INC provides the incremental 
values for each column and also the incremental count which is 
held in the last column.
Incremental line generation facilities are found in many 
structural analysis packages. They are simple to learn and may be 
applied to any segment of the data where constant increments 
occur. They may be thought as a mechanism to provide a looping 
facility, although in the previous two examples a single loop has 
been illustrated, loops may be nested to be either two or three 
deep. To illustrate a doubly nested loop, consider the
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configuration shown in Fig 1.5.1. To generate the coordinates of 
the bottom layer nodes using the BSC4 program would require the 
following information:
**JOINT **X **Y **Z
*SUB
*SUB
1
*INC, 7 
1
*TNC,8 
13 2000 0
0
0
2000 0
0
0
0
In this case the second increment operates on all the data 
generated by the first increment. Similarly for LUSAS one could 
write:
NODE COORDINATES
Thus instead of having to type ninety lines of data, one only 
needs to enter eight lines using the BSC4 program and four lines 
using LUSAS. On the following two pages the job files for the BSC4 
and LUSAS programs for the structure shown in Fig 1.5.1, the 
member lists only includes the members for the bottom layer.
The next two tables show the coordinates and member list for the 
configuration shown in Fig 1.5.2. Although it was shown that a 
simple and regular structure such as that of Fig 1.5.1 can easily 
be generated using the incremental generation technique, when the 
structure is irregular then the generation of the data becomes 
more troublesome. Although it still requires less effort than 
having to enter each item of information, the amount of data 
supplied increases dramatically with a corresponding increase in 
the effort of entering and checking the information. For example, 
the removal of seven members from the scheme shown in Fig 1.5.2.
FIRST
INC
INC
1 0  0 0 
1 0 2000 0 7
13 2000 0 0 8
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results in a tripling of the number of data generation statements 
required.
Data Entered In File Description of Data
'Specimen Structure' job title
01,125,01, LY,20,0 □02,125,03, LY,20,0 member props03,125,02, LY,30,0
**JOINTS 98 number of joints
**MEMBERS 321 number of members
**LOADS 1 number load cases
210000 Young's Modulus
**FYS 255 255 perm yield stress** pip 170 170 perm tensile stress
**PBC 180 180 perm bending stress
**QFAC 0.85 0.93 effect length factor
**FRACTION 1 fraction analysed
**JOINT **Y **z
**SUB
1 0 0 0
**INC,5 Coordinate
1 0 2000 0 List
**INC,6
13
•
2000 0 0
•
**MEMBER **TYPE
.—
**SUB
**SUB
1,14 01
**INC,6
1,1 0 Member
**INC,6 List
**SUB
**SUB
1,2 01
**INC,5
1,1 0
**GO NOW
**END NOW ------ Terminators
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Data Entered in File Description of Data
PROBLEM TITLE Specimen Structure Job title
UNITS N mm
BRS2 ELEMENT TOPOLOGY
FIRST 1 1 2
INC 1 1 1 5 Member
INC 7 14 14 7 List
FIRST 49 1 14
INC 1 1 1 1
INC 7 13 13 7
NODE COORDINATES
FIRST 1 0 0 0 Coordinate
INC 1 0 2000 0 7 List
INC 13 2000 0 0 8 .—
SOLUTION ORDER PRESENTED 
1 6  1
BRS2 GEOMETRIC PROPERTIES 
1 21 2 210E3
MATERIAL PROPERTIES 
1 321 1 210E3
SUPPORT NODES 
1 0 0 R R R
7 0 0 R F R
92 0 0 F R R
98 0 0 F F R
LOAD CASE 0
CONCENTRATED LOAD 
43 0 0 0 0 1000
56 0 0 0 0 1000
END
Constraint
Data
□ Load Data 
Terminator
1.5.4 Other Facilities
The BSC4 analysis package is used to analyse space structures 
built from the British Steel Corporation and Space Decks Ltd. 
Nodus System components. The program includes many facilities to 
check the suitability of the members and nodes chosen for the 
structure under consideration. Space structures tend to have 
regular geometry to minimise the numbers of sizes of components to 
be manufactured and thus reduce structure cost. This regularity is 
reflected in the design of the program, the only short cut methods 
of entering data being those of the repetition count and 
incremental line generator. Another facility common to both the
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BSC4 package and LUSAS is the ability to overwrite data. That is, 
if an item for example a member is specified more than once, then 
the final entry is used in the analysis. This can often be useful 
in that the incremental line generator may be used to generate 
more information than is required and then any excess data can 
then be modified by overwriting. For example, eliminating a member 
by setting its area to zero. Using this technique the number of 
subarrays can be reduced making the data simpler to enter and to 
check. LUSAS is a general purpose finite element package and is 
used for problems where it is often undesirable to space nodes at 
regular intervals. Also problems may require the use of 
non-cartesian coordinate systems and the package contains a number 
of other facilities to further reduce the burden of data 
generation.
Appendix 1 is included to illustrate the amount of data required 
for a simple job. This example was for the roof of a bus station 
and formed the input to the BSC4 program. The project uses 659 
members and 186 joints and requires some 302 lines of data to 
define it. The majority of effort being required to produce the 
member list. This example was created by an engineer new to 
computer aided design and it was the first problem he analysed 
with the BSC 4 program, the input could have been formed in 
approximately half the number of lines using the overwriting 
facilities of the system.
The example can be used to illustrate some of the short comings of 
this form of data generation technique. Some months later the same 
engineer was able to create similar data with much greater 
efficiency and accuracy. However, the job shown in Appendix A took 
some eight runs before the correct set of data was achieved. In 
addition at this time the firm involved had no means graphically 
checking the data. That is, displaying an image of the structure 
(this tends to be the best way of checking geometry and 
connectivity of the structure). The printed output obtained from 
the program was of such a form to make data checking both time 
consuming and error prone. Although there are commands which allow 
certain checks to be made on the integrity of the data these are
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scattered around the manual and are therefore difficult to spot 
and remember on the first readings of the manual. It is still 
common to find that manuals are written by the people who write 
the software rather than an experienced end user. The authors tend 
to write to an audience of people with a similar experience. 
Therefore, unless some form of child's guide and adequate training 
is available then the learning curve to become acquainted with a 
new system may be long.
The company which created the file shown used in Appendix 1 found 
the process of data generation a serious bottle neck in their 
design process. The company contacted the university to see if we 
could make the task of data generation less of a chore, this 
resulted in the following steps being taken.
1) A copy of formian was provided (to be described
in next chapters) this program contained all 
the facilities required to generate and check 
the data for analysis.
2) Before formian was available a question and
answer program was provided as means of 
entering the data. This program had
comprehensive data checking facilities and
ensured that any data used for an analysis was 
sound.
3) A graphics subsystem was devised such that 
before the data created by (2) was sent for 
analysis (over a telephone line to a distant 
site) the data could be checked graphically.
4) The graphical subsystem also provided 
facilities to plot the results from the 
analysis in the format required by the 
engineer. The drawings produced may also form 
the basis for working drawings.
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5) Another subsystem was provided to produce 
cutting lists etc to aid in the manufacturing 
process and for estimating costs etc.
These steps have helped to speed up the processing of projects and 
has allowed the engineers to spend more of their time on the more 
creative aspects of their work.
1.6 The Formex Approach
The methods of configuration processing described in this chapter 
are still widely used in the engineering industry. The basic ideas 
are now often married with graphical procedures to allow the data 
to be more easily checked. In addition, the use of mouse or other 
input devices for selecting information from menus have served to 
ease and speed up the process of data generation.
There is, however, another way to approach the problem of
configuration processing. That is, to define an algebra which 
would allow configurations to be described and processed. The 
creation of such an algebra provides the freedom to tackle a 
problem as one's imagination dictates, rather than being confined
by the strict protocol of a package. Formex algebra was devised
with this end in mind. The algebra was designed and developed by 
and under the direction of Dr. H. Nooshin, Space Structures
Research Centre, Civil engineering department, University of 
Surrey, Ref(3).
This section provides an introduction to the ideas of formex 
algebra by means of a practical example, Ref (4). Later, in 
Chapter 2 a complete description of the algebra is given, which 
includes a definition of each of its constructs. However, the 
definitions of an algebra are not always easy to follow on first 
reading and it is suggested that Chapter 2 should be used as 
reference material rather than a chapter to be studied from start 
to finish.
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Consider the double layer grid the plan view of which is shown in 
Fig 1.6.1, where the top layer elements are drawn in full line, 
the bottom layer elements are drawn in dashed line and the
diagonal elements (that is, elements interconnecting the top and
bottom layers) are drawn in dotted line. The overall plan
dimensions of the grid are 43.35m by 28.05m as shown and the depth 
of the grid is 2.05m. This implies that the length of all top and 
bottom layer elements is 2.55m and the diagonal elements are each 
2.73m long, where member lengths are measured from joint centre to 
joint centre.
The grid consists of 1136 elements of which 321 elements are in 
the top layer, 247 are in the bottom layer and there are 568
diagonal elements. The structure is supported at 14 bottom layer 
joints. These joints are indicated in Fig 1.6.1 by small circles, 
where a hollow circle implies a single vertical constraint and a 
solid circle implies complete translational constraint in all 
directions.
It is required to analyse the grid as a pin-connected system and 
the program which is to be used for the analysis is assumed to 
employ the standard stiffness method of structural analysis using 
a band-solution routine for the simultaneous equations. Two 
loading cases are to be considered. The first loading case 
consists of equal vertical loads applied at all the top layer 
joints and the second loading case consists of 17 equal vertical 
loads applied at the bottom layer joints situated along the line 
indicated by the two arrows in Fig 1.6.1.
The grid is to be designed involving no more than three different 
member cross-sections with all the top layer elements having the 
same cross-sectional area, say Al, all the bottom layer elements 
having the same cross-sectional area, say A2, and all the diagonal 
elements having the same cross-sectional area, say A3. This 
implies that Al should be chosen with respect to the worst 
combination of effects that may occur for a member in the top 
layer of the grid and A2 and A3 should be chosen on a similar 
basis with relation to the bottom layer and diagonal elements,
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1.6.1 Data Preparation
The data for the analysis generated in this example consists of 
information about
(1) interconnection pattern of the grid,
(2) joint coordinates,
(3) support conditions,
(4) and load positions.
The interconnection pattern of the grid may be specified in terms 
of a simple reference system which is referred to as a normat. A 
suitable normat for this example is a Cartesian type integer 
coordinate system which is shown together with a view of the lower 
corner of the grid in Fig 1.6.2.
In terms of the normat, an element such as R1 in Fig 1.6.2 may be 
represented by
[1,1,2; 3,1,2].
This construct, is a simple example of a data structure referred 
to as a formex. The construct indicates a connection between joint 
J1 (represented by normat coordinates 1,1,2) and joint J2 
(represented by the normat coordinates 3,1,2). One may also use a 
variable, say FI, to denote the above formex and write
FI « [1,1,2; 3,1,2].
Similarly, element R2 may be represented by
F2 = [3,1,2; 5,1,2]
and element R3 may be represented by
F3 = [5,1,2; 7,1,2].
Also, one may represent the combination of elements Rl, R2 and R3 
with a formex written as
F = {[1,1,2; 3,1,2], [3,1,2; 5,1,2], [5,1,2;7,1,2]}
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where each of the parts enclosed in square brackets represents a 
component of the structure and the curly brackets are used to 
enclose a sequence of such parts.
1.6.2 Formex Composition
The above formex F may alternatively be written as 
F « FI # F2 # F3
The operation of formex composition has been used here to create a 
formex which is the composition of formices FI, F2 and F3 given on 
the right hand side of the equation. The operator for formex 
composition is the symbol # which is read as duplus. This 
operation is useful in many respects, it allows a Configuration to 
be tackled in a number of convenient parts. A formex of the 
required configuration may then be obtained by composing these 
parts, as in the example above.
1.6.3 Formex Functions
The above formex F may also be obtained using a transformation 
called a rindle function. The term rindle is an old English word 
meaning a 'watercourse' and in formex algebra it is used to imply 
a serial composition of successively translated objects.
Thus, one may write
F " rin(1,3,2)|FI
where the significance of different parts in the above equation 
is as shown in the following item.
number of replications
direction- separator (rallus symbol)
dependent
variable 5 *  F = RINC 1, 3, 2) : F1 <
>n T  + ----------------
Variable
independent
abbreviation-
for rindle
-number of units of 
translation at each step
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Using rindle functions, one may now represent all the top layer 
elements, which are along the lower edge of the grid by
EO = rin(1,17,2)|F1.
Also, the formex
El = rin(2,12,2)J EO
represents the array of 204 elements shown in Fig 1.6.3. The 
formex El represents all the top layer elements of the grid which 
are parallel to J1-J2. However, the elements represented by El 
also include the ones that extend over the cut out portions of the 
grid. One may dispose of these unwanted parts in formex El in a 
number of ways. However, before this operation is attempted, it is 
useful to mention that formex El may in fact be generated in a 
simpler manner by writing
El »  rinid(1 7 , 1 2 , 2 , 2 ) J F I
where /rinid(17,12,2,2)' is a compound rindle function implying 
operations in the first and second directions with the 
significance of the terms in parenthesis indicated in the 
following item.
number of replications number of units of
in the first direction 1 translation at each
Returning to the problem of removal of unwanted parts of El, one 
may begin by specifying the joint positions that lie in the empty 
regions of the top layer of the grid. This may be done by writing
G1 = rinid(4,3,2,2)|[9,11,2],
G2 « rinid(5,5,2,2)|[27,15,2] 
and G = G1 # G2 .
step in the first 
directionR1NIDC 17, 12, 2, 2 )
number of units of
translation at each 
step in the second 
direction
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41 Fig 1.6.4
Here G1 represents the array of 12 joints that are indicated by 
crosses in Fig 1.6.3 and [9,11,2] represents the lower left joint 
in this array. Also, G2 represents the array of 25 joints that are 
indicated by small squares in Fig 1.6.3 and [27,15,2] represents 
the lower left joint in this array. Finally, G represents the 
combination of both of the indicated groups of joints. The 
required formex may now be obtained by writing
T1 = lux(G)|El
where T1 is a formex obtained from El by removing every part of it 
that represents a member connected to one of the joints 
represented in G. The construct
lux(G)
is referred to as a luxum function with lux being an abbreviation 
for the Latin word luxum. The elements represented by T1 are shown 
in Fig 1.6.4,
The elements in the top layer of the grid that are parallel to 
J1-J3 in Fig 1.6.2 may be similarly represented by
T2 = lux(G)J E2
where
E2 = rinid(18,ll,2,2)J[1,1,2; 1,3,2].
Finally, all the top layer elements of the grid may be represented 
by
T = T1 # T2.
The elements represented by T are shown in Fig 1.6.5.
Using the same procedure, one may obtain a formex B representing 
all the bottom layer elements by writing
BO = rinid(16,11,2,2)j[2,2,1; 4,2,1] # 
rinid(17,10,2,2)j[2,2,1; 2,4,1],
H = rinid(5,4,2,2)j[8,10,1] # 
rinid(5,5,2,2)][26,14,1] 
and B = lux(H)]B0.
The elements represented by BO are shown in Fig 1.6.6, Also, the*
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joints represented by H are indicated by crosses and small squares 
in Fig 1.6.6 and the elements represented by B are shown in Fig
1.6.7.
A formex D representing all the diagonal elements may be created 
in a similar fashion by writing
DO = rinid(17,ll,2,2)|{[1,1,2; 2,2,1], [3,1,2; 2,2,1],
[1,3,2; 2,2,1], [3,3,2; 2,2,1]}
and D - lux(H) [DO
where H is a formex representing the joint positions in the empty 
regions of the bottom layer of the grid, obtained earlier.
Finally, the interconnection pattern of the whole grid may be 
represented by
GRID = T # D # B.
1 . 6 . 4  Node N um bering
The interconnection pattern of the grid has been formulated using 
normat coordinates. However, if the information about the list of 
elements is to be used for structural analysis, then it is 
normally required that the description is in terms of joint 
numbers. Therefore, it would be necessary to modify the formices 
T, B and D and reproduce them in terms of a suitable joint 
numbering scheme. To achieve this, one may begin by writing a 
formex that represents all the joints of the structure relative to 
the normat of Fig 1.6.2 with the joints listed in exactly the same 
order as one would want them to be numbered. Such a formex is 
referred to as a numerant.
For example, if the joint numbering scheme is required to be as 
(partially) shown in Fig 1.6.8, then a numerant may be written as
N = lux(G # H)jJ
where
J = rin(l,17,2)|J1 # rin(2,7,2)|[35,1,2]
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J1 = rin(2,12,2)j[1,1,2] # rin(2,ll,2) {.[2,2,1]
where G and H are formices representing the joint positions in the 
empty regions of the top and bottom layers of the grid as 
discussed earlier.
and
With the numerant in hand, one may employ a dictum function to 
transform a formex which is relative to a normat into a formex 
which is in terms of a joint numbering scheme. In the case under 
consideration, one may write
DT = die(N) 
DB = die(N) 
and DD = dic(N)
T ,
B
D
where DT, DB and DD are formices, representing the top layer 
elements, the bottom layer elements and the diagonal elements of 
the grid in terms of the joint numbering scheme shown in Fig
1.6.8. The construct
dic(N)
is a dictum function where N is the numerant obtained above and 
die is an abbreviation for the Latin word dictum.
1.6.5 Load and Support Data
The first loading case consists of vertical concentrated loads 
applied at all the top layer joints of the grid. The positions of 
these loads may be represented by a formex listing all the top 
layer joints. Such a formex, relative to the normat of Fig 1.6.2, 
may be written as
LI = lux(G);L
with
L « rinid(18,12,2,2)|[1,1,2].
Where, G is the formex representing all the t o p ' layer joint 
positions that are situated in the empty regions.
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The second loading case consists of vertical concentrated loads 
applied at the bottom layer joints along the line indicated by 
arrows in Fig 1.6.1. The positions of these loads , relative to 
the normat of Fig 1.6.2, may be given by the formex
L2 = rin(l,17,2)j[2,6,1].
The structure under consideration involves two types of support as 
explained previously. The first consists of a single vertical 
constraint and the positions of supports of this type are 
indicated by small hollow circles in Fig 1.6,1. A formex 
representing these positions, relative to the normat of Fig 1.6.2 
may be written as
51 = {[2,2,1], [2,12,1], [2,22,1], [6,8,1],
[6.18.1], [12,2,1], [12,22,1], [24,2,1],
[24.12.1], [24,22,1], [34,2,1], [34,22,1]}.
In this instance the formex is written without the aid of any 
functions. It is not necessary to use functions for formex 
representations on all occasions, when a problem is simple one may 
write the required formex explicitly. Also, there are occasions 
when there is no apparent regularity of form with which to exploit 
by the use of a function. Thankfully, when generating the data for 
space structures the occasions when large formices need to be 
written explicitly are rare.
The second support type provides complete translational constraint 
in all directions and the positions of the supports of this type, 
which are indicated by solid circles in Fig 1.6.1, may be 
represented by the formex
52 » {[18,8,1], [18,18,1]}.
One may now obtain formices representing the load and support 
positions in terms of the joint numbering scheme of Fig 1.6.8 by 
writing
DL1 = die(N)JL1,
DL2 = die(N)}L2,
DS1 = die(N)j SX 
and DS2 = dic(N)J S2
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where N is the numerant derived earlier.
1 . 6 . 6  J o i n t  C o o r d in a t e s
In order to carry out the analysis of the grid, it would be 
necessary to provide information regarding the actual coordinates 
of the joints relative to a suitable global coordinate system such 
as the Cartesian coordinate system x-y-z shown in Fig 1.6.1. To 
provide this information, one may use a set of rules, referred to 
as coordinate specifications, for transforming the normat 
coordinates into actual coordinates.
In the case under consideration, the coordinate specification may 
be written without difficulty. Thus, if Ul, U2 and U3 are normat 
coordinates of a typical joint and x, y and z are the 
corresponding actual coordinates, then 
x = 1.275 Ul,
y = 1.275 U2
and z = 2.050 U3
where x, y and z are given in metres.
At this point all the data that can be described directly by 
formices has been created. The remaining items, such as material 
properties and the loads associated with the load positions etc 
may now be presented together with the formices to an analysis 
program through an entity referred to as a submit statement. The 
submit statement will be described in Chapter 4. In this section a 
small subset of the concepts of formex algebra has been revealed 
to give the reader some idea of the approach adopted. The next 
chapter provides a description of each of the constructs of the 
algebra.
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CHAPTER TWO
An Introduction To Formex Algebra
2 .1  F o r m ic e s
Formex algebra is a mathematical system which provides a vehicle 
for the representation and processing of configurations. The word 
configuration is used here to refer to a collection of physical 
and/or abstract objects. Although in this work the configurations 
considered are space structures they may take many other forms, 
for example, electronic circuits or the molecular structures found 
in biology and chemistry, etc.
The formex approach to the data generation of engineering 
structures is to represent various aspects of the structural 
system, for example, the interconnection pattern, loading and 
constraint data by one or more abstract objects called 'formices'. 
These entities then provide a skeleton on which the particulars of 
the system, such as, the shape, the properties of the elements and 
the form of loading may be defined. Initially, in this chapter, 
formices will be introduced to describe interconnection patterns. 
Their use in relation to other aspects of structural systems will
be described when the foundations of the ideas have been laid.
Consider the network of lines shown in Fig 2.1.1(a). This could 
represent a grillage with each line segment denoting a beam 
element, Fig 2.1.1(b). But, it could also represent a plate 
subdivided into a mesh of quadrilateral finite elements, or 
perhaps a stiffened plate where the line segments represent the 
stiffeners, Fig 2.1.1(c).
Let it be required to produce a numerical model of the 
configuration to be used as data for the purposes of structural 
analysis. In addition, let the configuration represent a flat grid 
with each line segment representing a beam element, Fig 2.1.1(b). 
The first requirement when creating a numerical model for a 
configuration such as this is to adopt a suitable reference 
system. A suitable reference system with the bottom left portion 
of the grid superimposed is shown in Fig 2.1.2.
A reference system such as this is referred to as a normat and 
comprises two intersecting families of dotted lines. Each dotted 
line is referred to as a normat line, and the intersection of two 
normat lines is referred to as a normat point. Each normat line 
has an associated integer number shown circled in the figure, and 
each family of normat lines has an associated direction indicated 
by the arrows in the figure.
Now, consider Fig 2.1.3 which shows a corner of the network and 
indicates members Al, A2, A3 and A4 and joints Jl, J2, J3 and J4. 
Member Al may be represented in terms of the normat by the 
construct
[1 , 1; 2 , 1].
The construct specifies that joint Jl is connected to joint J2, 
where 1,1 represents the normat coordinates of joint Jl and 2,1 
represents the normat coordinates of joint J2. The semicolon is 
used to separate the two sets of normat coordinates, implying an
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interrelation between joints J1 and J2. In a similar fashion one 
could represent member A2 connecting joint J2 and J3 by the 
construct
[ 2 , 1 ; 2 , 2 ]
The above two constructs are simple examples of mathematical 
objects that are known as formices. A formex need not just 
represent a single member. For example, members Al and A2 may be 
represented by
{ [ 1 , 1 ;  2 , 1 ] ,  [ 2 , 1 ;  2 , 2 ] }
with the information for each component
being enclosed in square brackets, and the combination being 
enclosed in curly brackets.
Although in the preceding examples only two-ended members were 
shown, a formex may represent elements having any number of nodes. 
For example, a plate element using Jl, J2, J3 and J4 as its corner 
nodes could be represented by
[1 , 1 ; 2 , 1 ; 2 , 2 ; 1 , 2].
The correspondence between the above formices and their graphical 
representation is shown in Figs 2.1.4(a through d) .
53
Fig 2.1.4(a)
[2 ,1 ;  2 ,2 ]
{ [ 1 ,1 ;  2 ,1 ] ,  [2 ,1 ;  2 , 2 ] }
[1,1; 2,1; 2,2; 1,2]
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It has been shown that formices may take many forms, for example
2.2 Basic Terminology
[ 1 / 1 ] /
[ 1 , 1 ; 2 , 1 ] 
and {[1,1; 2,1], [2,1; 2,2]}.
There is a hierarchy to these forms and each class of the 
hierarchy has a number of associated terms.
2 . 2 . 1  U n i p l e s
The simplest type of a formex is a single integer. A formex of 
this type is referred to as a uniple.
2 . 2 . 2  R e g l e t s
A sequence of one or more uniples is referred to as a r e g l e t .  The 
number of uniples constituting a reglet is referred to as the 
g r a d e  of the reglet. A reglet may be written as
[Ul, U2,..., Un]
where each of the entities Ul, U2,..., Un is a uniple and where if 
the reglet is of the first grade, that is, if n=l then the 
enclosing square brackets are omitted. Thus,
1
[ 1 / 2 ] 
and [1,2,3,4]
is a reglet of grade 1,
is a reglet of grade 2
is a reglet of grade 4.
Also, if i and j are integer variables then 
[i+j,5,5] is a reglet of grade 3 
and 2i+j is a reglet of grade 1.
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2.2.3 Maniples
A sequence of one or more reglets of the same grade is referred to 
as a maniple, the grade of the reglets is referred to as the grade 
of the maniple. A maniple may be written as
[U11,U12,...Uln;U21, U22,...,U2n; ...; Uml,Um2,...,Umn]
where the sequences separated by semicolons are reglets without 
their enclosing square brackets. The number of reglets 
constituting a maniple is referred to as the plexitude of the 
maniple. If the maniple is of the first grade and plexitude, that 
is if m=n=l then the enclosing square brackets are omitted. Thus,
[ 1 , 1 ; 2 ,1 ]
[1? 2; 3]
[1,1; 2,1; 3,1] 
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is a maniple 
is a maniple 
is a maniple 
is a maniple 
grade.
of plexitude 2 
of plexitude 3 
of plexitude 3 
of the first
and grade 2 
and grade 1, 
and grade 2, 
plexitude and
Also, if i is an integer variable, then
[i,2,3i; 4,2i,7] is a maniple of plexitude 2 and grade 3.
A maniple of the first plexitude is a reglet and therefore a 
maniple of the first plexitude and grade can be regarded simply as 
a uniple.
2.2.4 Formices
A sequence of zero or more maniples of the same grade is referred 
to as a formex which is the top of the hierarchy. The 
number of maniples constituting a formex is referred to as the 
order of the formex and the grade of its maniples is referred to 
as the grade of the formex. A formex may be written as
{Ml,M2,...,Mr>
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where each of the entities Ml,M2,....Mr is a maniple and where, if 
the formex is of the first order, that is, if r=l, then the 
enclosing curly brackets are omitted. Thus,
j{[i/l](f)[2,l? 2,2]} is a formex of order 2 and grade 2,
{[1,1], [2,2], [3,3]} is a formex of order 3 and grade 2,
{[1,1,1? 3,1,1], [3,1,1? 3,3,1], [3,3,1? 1,1,1]}
is a formex of the third order and third grade 
and 6 is a formex of the first order and grade.
Also, if i is an integer variable, then
{[0,4i,8i? 3i,5i,7i], [2i,8i,i]} 
is a formex of the second order and third grade.
The term maniple is an alternative name for a formex of the first 
order. The term reglet is an alternative name for a formex of the 
first order that consists of a maniple of the first plexitude. 
Finally, the terra uniple is an alternative name for a formex of 
the first order that consists of a maniple of the first plexitude 
and grade.
Amongst the set of all formices there is a formex that has no 
maniples. This special formex is represented by
{ }
and is referred to as the empty formex. The order of the empty 
formex is zero but its grade is considered to be arbitrary.
As an aid to understanding the hierarchy of the terms introduced 
in the previous sections it is useful to consider the graphical 
interpretation given in Fig 2.2.1.
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2,2.5 Canties and Signets
There are two other terms used to describe the component parts of 
a formex. Consider the formex
{Ml,M2,____ ,Mr}
and let this formex be denoted by E. Each of the maniples 
Ml,M2,..,Mr is referred to as a cantle of E. In addition, if E is
t i "Xa formex of the n grade then any reglet of the n grade 
contained in E is referred to as a signet of E.
For example, consider the formex 
{[9,6,3? 7,4,1], [8,5,2]} 
and let this formex be denoted by F.
Then, [9,6,3? 7,4,1]
and [8,5,2]
are both cantles of F, and 
[9,6,3]
[7.4.1] 
and [8,5,2]
are the signets of F. Note that,
[8.5.2]
is both a cantle and a signet of F.
The signet and cantle are perhaps two of the most widely used 
terras of the formex algebra vocabulary, in comparison, the terms 
reglet and maniple are used to provide a succinct definition of a 
formex. Signets and cantles refer to the building blocks of a 
formex and as such are the entities from which the user builds up 
a configuration. The sense of being a component remains associated 
with the terms even when a signet or cantle happens to be the 
whole of a formex. Thus, if G is the formex 
[3,2,3? 5,4,5]
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then G should be thought of as consisting of a single cantle rather 
than being a cantle. Also, if H is the reglet
[8,5,3]
then H should be thought of as consisting of a single signet and a 
single cantle rather than being a signet or a cantle.
2.2.6 Orderates
The serial position number of a cantle in a formex is referred to 
as the orderate of the cantle. For example, the orderates of
[30, 42; 26, 38] 
and [22, 34]
with respect to the formex
{ [ 2 4 , 3 6 ;  2 0 , 3 2 ] ,  [ 2 2 , 3 4 ] ,  [ 2 8 , 3 4 ;  2 4 , 3 6 ] , [ 3 0 , 4 2 ;  2 6 , 3 8 ] , [ 3 4 , 4 4 ] }
1 2 3 4 5
are 4 and 2 respectively.
2.2.7 Homogeneous Formices
A formex is said to be homogeneous if all the cantles are of the 
same plexitude, and is said to be npnhomogeneous otherwise. For 
example:
{ [ 1 , 1 ; 2 , 1 ] ,  [2 , 1 ; 2 , 2] ,  [2 , 2 ; 1 , 1]}
is a homogeneous formex of the second plexitude. A homogeneous 
formex of the first plexitude is referred to as an ingot. For 
example:
{ [ 1 , 1 ],  [2 , 1],  [2 , 2 ],  [1 , 2]>
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is an ingot of the fourth order and second grade.
2.3 Equality of Formices
Two formices are said to have the same constitution provided they 
are of the same order and grade, and that every cantle in one has 
the same plexitude as the corresponding cantle in the other.
For example, formices
{[80,81; 90,91], [30,31], [70,71; 60,61; 50,51]} 
and {[ 1, 2; 2, 3], [ 1, 2], [ 3, 4; 3, 4; 3, 4]}
have the same constitution.
Two formices are said to be equal provided that they are of the 
same constitution and that every uniple in one is equal to the 
corresponding uniple in the other. The conventional equality
symbol is used to indicate the relationship of equality between 
two formices.
Thus {[i,j; m,n], [p,q]} = {[5,6; 8,9], [3,4]} 
provided that i=5, j-6, m=8, n=9, p=3 and q=4.
Also, [(i-5), (j+1), (k+2)] = [4,3,2] 
provided that i~5=4, j+l=3 and k+2=2.
2.3.1 Variants of a Formex
Two formices are said to be variants of each other provided that 
they are of the same constitution and that every cantle in one may 
be obtained from the corresponding cantle of the other by
rearrangement of the position of its signets. Two equal formices
are considered to be variants of each other. That is, the
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relationship of equality is regarded as a special case of the 
relationship of being variants.
For example, if
FI = {[13,23? 23/33], [33,43]} 
and F2 = {[23,33? 13,23], [33,43]}
then FI and F2 are variants of each other, and if
G1 = {[91,93? 71,73? 51,53], [41,43? 61,63]}
G2 = {[71,73? 51,53? 91,93], [61,63? 41,43]}
G3 = {[71,73? 91,93? 51,53], [41,43? 61,63]}
and G4 = {[51,53? 71,73? 91,93], [61,63? 41,43]}
then Gl, G2, G3 and G4 are variants of one another.
If HI = [85 ? 65 ? 65 ? 45]
and H2 = [65?45?85?65]
then HI and H2 are variants of one another. Also, if
H - {[5,2? 7,4? 9,6], [9,6? 7,4? 5,2], [5,2? 7,4? 9,6]} 
then the cantles of H are variants of one another.
A formex is said to be prolate provided that it contains cantles 
which are variants of one another and is said to be nonprolate 
otherwise.
For example
{[1,4,2], [2,5,3], [3,6,4]} 
and {[4,2; 6,4], [1,2; 3,4], [8,6], [5,5; 7,5; 9,7]}
are nonprolate, but
{[1,4,2], [2,5,3], [1,4,2], [3,6,4]}
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is a prolate formex since its first and third cantles are equal, 
and being equal is, of course, a special case of being variants.
Also,
{[4,2; 6,4], [1,2; 3,4], [6,4; 4,2], [8,6], [4,2; 6,4],
[3,4; 1,2], [5,3; 7,5; 9,7]}
is a prolate formex since its first, third and fifth cantles are 
variants of one another and, in addition, its second and sixth 
cantles are variants of each other.
2.3.2 Sequation of a Formex
Two formices are said to be sequations of each other provided that 
one may be obtained from the other by rearrangement of the 
positions of its cantles. Two equal formices are considered to be 
sequations of each other. That is, the relationship of equality is 
regarded as being a special case of the relationship of being 
sequations.
For example, if
El = {[5,25,45], [4,24,44]} 
and E2 = {[4,24,44], [5,25,45]}
then El and E2 are sequations of each other, and if
FI = {[44,33], [22,11], [66,55;‘55,44], [22,11]},
F2 = {[22,11], [66,55; 55,44], [44,33], [22,11]},
F3 « {[66,55; 55,44], [22,11], [22,11], [44,33]} 
and F4 « {[44,33], [22,11], [22,11], [66,55; 55,44]}
then FI, F2, F3 and F4 are sequations of one another.
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2.3.3 Formex Variables
Returning to the configuration shown in Fig. 2.1.3, it can be seen 
that any member or combinations of members may be represented by a 
formex. In addition, each formex may be assigned a name to create 
a formex variable. For example:
FI = [1/1; 2,1],
F2 = [2,1? 2,2],
F3 = [2,2? 1,2] 
and F4 « [1,2? 1,1]
represent the members A1,A2,A3 and A4, respectively, and
F12 = {[1,1? 2,1], [2,1? 2,2]} 
and F34 = {[2,2? 1,2], [1,2? 1,1]}
represent the pairs of members Al and A2, and A3 and A4, where FI, 
F2, F12 and F34 are their associated formex variables. This simple 
step of assigning a name to an entity is common to other forms of 
algebra, but it is a step of some significance. One then has the 
freedom to manipulate the variables as in any other form of 
algebra.
2.4 Formex Composition
A formex representing the combination of members Al and A2 may be 
obtained using the construct
F12 = FI # F2,
where the symbol # is called the duplus symbol. The result of the 
operation is to combine formices FI and F2 to form the formex F12. 
The operation of composing these two formices is carried out in 
the following manner:
If FI and F2 are two formices of the same grade, then the
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composition of FI and F2 is defined as a formex F12 that consists 
of all the cantles of FI, appearing in the same order as in FI, 
followed by all the cantles of F2, appearing in the same order as 
in F2. The term composition is used to refer to both the process 
of composing two or more formices and the 'formex' that is the 
result of this process, it is normally clear from the context 
whether the term is used in the former or the latter sense. 
Formices of different grades cannot be composed.
Thus, the expression F3 # F4 represents the formex
{ [ 2 , 2 ;  1 , 2 ] ,  [ 1 , 2 ;  1 , 1 ] }  
and FI # F2 # [2,2; 1,2] # F4 is equivalent to
{ [ 1 , 1; 2 , 1] ,  [2 , 1; 2 , 2 ],  [2 , 2; 1 , 2] ,  [1 , 2 ; 1 , 1 ]}
which is the formex representing all four elements shown in 
Fig 2.1.3.
Formex composition has the following basic properties:
(1) If E and F are two formices of the same grade then, in 
general,
E # F * F # E.
That is, in general, formex composition is not 
commutative.
(2) If E, F and G are formices of the same grade, then
E # (F # G) - (E # F) # G.
That is, if one first performs the operation •
HI = F # G 
and then performs the operation 
E # HI
the result will be equal to the formex which is
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obtained by first performing the operation 
H2 = E # F 
and then performing the operation 
H2 # G.
In other words, formex composition is associative.
(3) For any formex F
F # { } = { } # F = F .
If E and F are two formices of the same grade, then the 
formices
E # F
and
F # E
are sequations of each other.
2.4.1 Libra Composition
Consider the configuration shown in Fig 2.4.1. Using the ideas 
discussed so far, it would be possible to generate a formex 
representing the configuration either explicitly or implicitly. 
The former by;
FC = {[1,1; 1,2], [2,1; 2,2], [3,1; 3,2],......   [8,1; 8,2]},
and the later by creating formices to represent each member and 
then composing the resulting variables, as;
FC = FI # F2 # F3 # F4 # ....  # F8.
Both methods are rather cumbersome, even for this simple example .
In ordinary algebra if
66
U2
k
©
©
o c? sp sp cP *P SP ?
o <I) 5 <3 C5 <!) <I) O
© © © © © © © © U1
Fig 2.4.1
©  ©  ©  ©  @  ® --------Ul
Fig 2.4.2
X = XI + X2 + X3 + X4 + X5
then one can represent the summation by the construct 
5
X = y , xi 
i“l
There is a similar construct in formex algebra which enables a 
sequence of compositions such as
FI # F2 # F3 # F4 # F5
to be represented. For example, to generate the configuration 
shown in Fig 2.4.1 one may use a construct of the form
8 [J,1; J,2]J=1
where the symbol is referred to as the libra symbol and the
variable J as the libra variable. The effect of the statement is 
equivalent to writing
[1,1; 1,2] # [2,1; 2,2] # [3,1; 3,2] # .... # [8,1; 8,2]
where the formex [J,l; J/2] appears eight times with J replaced by 
the value of the libra variable as it takes the values 1, 
2,3,4,5,6,7,8. The resulting expression is then composed. The 
construction is referred to as a libra composition. It may be seen 
that regularly repeating elements may be generated by this simple 
construct. Libra composition used in this basic form may appear to 
be similar to to the incremental line generating techniques of 
conventional data generation packages. However, in most such 
packages only constants and not expressions may be used as 
parameters for the generation. The following examples demonstrate 
the flexibility of using expressions in fulfil these tasks. If 
instead of using simple integer variables in the formex one uses 
integer expressions, for example:
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FD = {[K+1,0; k,0], [k,0; k,2*k], [k,2*k; k+1,2*(k+1)]>
then the configuration shown in Fig 2.4.2 may be generated.
In addition, libra compositions may be nested, for example the 
construct
is the formulation for the configuration shown in Fig 2.4.3, which 
is similar to the original configuration of Fig 2.1.1(a).
A further example of the flexibility of these constructs is shown 
in the next example where the first libra variable is used to 
control the second libra operator, for example:
Here the formex variable FE represents the configuration shown in 
Fig 2.4.4. The last two examples illustrate the possibilities of
formulations are however rather complicated. This complexity may 
be reduced by employing formex functions.
FE j ! r  -jLt J ] , [ I + l , J ; I + 1 ,J + l ]
[I+l,J+l;I,J+l],[I,J+l;I,J]}
FE {[I,J;I+1,J],[I+1,J;I+1,J+l]
[I+l,J+l;1,J+l],[I,J+1;I,J]>
representing various networks containing many members. The
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2.5 Formex Functions
Although it is possible to construct any formex required using the 
basic concepts described previously, it often happens that the 
need for a particular way of processing a formex arises
repeatedly. When this situation occurs, it is convenient to
standardise the process by turning it into a function.
In scalar algebra the expression
Y = f (x )
might represent a relation such as
Y = X3 - X2 -1
defining a rule which may be used to evaluate Y for any given 
value of X. The term f is referred to as a function and represents 
the rule by which Y is obtained from X, where X and Y are the 
independent and dependent variables. In a similar fashion formex 
functions may be constructed, with formices assuming the roles of 
dependent and independent variables. Thus, if a rule is 
established by which a formex F is obtained from a given formex E,
and if this rule is represented by the symbol <(>, then the notation
F = cf> J E
is used to express F in terms of E. The symbol J is referred to as 
the rallus symbol and is read as 'of', Formices E and F are the 
independent and dependent variables, respectively and the symbol (j) 
represents the function that defines the relationship between 
them.
The entity denoted by <j) may take two forms
either N(A1,A2,.....,Am) 
or N
where mad and N is a name or an abbreviation of a name denoting 
the function. N is referred to as the imprint of the function and 
A l , A 2 , . . ., Am are referred to as canonic variables. A canonic
71
variable is any abstract object such as an integer or a formex 
providing information relating to the functional rule.
■v
When discussing the formex functions, the following terminology 
and notation are used:
(1) If E and G are two formices and
G = <|> I E
then it may happen that E is also expressible in terms 
of G. In this case the function is said to have an
_ iinverse. The inverse of a function cj> is denoted by cj> 
and has the property that
E = c p j-G .
(2) A composite function obtained from the repeated 
application, say r times, of a function c|) is denoted by 
<J>r . Thus,
♦!+ |E is written as +2 : e
and
(j) ] + 1 <f> | e is written as +3 ;e .
Also
r 1 i i—l i 1 T i'E is written as r 2 iE
and
■r1 1 1I T 1 is written as +-4!E.
The zeroth power of any function cj> (that is, ) is
referred to as an identity function and has the 
property that
E = c(50 * E .
That is, an identity function maps a formex onto 
itself.
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It will be seen in the remainder of this work that formex 
functions provide much of the convenience and simplicity of the 
formex approach to configuration processing. These functions allow 
the user to generate data for complex structural systems using a 
few basic components. Of equal importance, the statements used are 
simple to construct, understand and check, reducing the chances of 
the errors associated with the more conventional forms of data 
preparation. The functions are grouped into a number of 
categories. The first group to be discussed is referred to 
collectively as transflection functions. There are five basic 
members of this group: translation, reflection, vertition,
projection and dilatation functions.
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2.5.1 Translation Functions
Consider Fig 2.5.2. The configurations labelled F, FT, W 2 , FT and 
FT are the geometric representations of formices F, FI, F2, F3 and 
F4. Henceforth, the geometric representation of a formex will be 
referred to as a plot of the formex. Furthermore, the plot of a 
formex will be denoted by the symbol representing the formex with 
a bar over it.
The above formices F and FI are given by 
F = [1,2? 1,1? 2,1]
and
FI = [3,2? 3,1? 4,1].
It may be seen that the plot of FI, that is, FI, may be obtained 
from F by translating it in the first direction by two units. 
Inspecting the signets of formices F and FI shown above, reveals 
that FI is obtained from F by adding 2 to the first uniple of each 
signet of F. When dealing with a formex such as FI it is obviously 
no hardship to simply write out the formulation. However, if F had 
contained many cantles, the task would have been time consuming 
and prone to error. The same effect may be achieved using a 
translation function, for example:
FI = tran(h,q)|F
where tran is an abbreviation for translation, and h and q are 
canonic variables, h representing the direction of translation and 
q the amount of translation. The construct
tran(h,q)
is referred to as a translation function. By the nature of this 
operation q is required to be an integer, such that the 
transformed uniples map directly to normat points. In addition, h 
must not be larger than the grade of the formex to be transformed. 
Therefore, to achieve the desired effect, for the case under 
consideration, h should take the value 1 and q the value 2 and 
thus one may write
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FI ~ tran(1 , 2 ) \F .
If one had wished to obtain a formex representing the translation 
of F by four units in direction one then the following could have 
been used
F2 = tran(1 ,4)jF 
and F2 would have the value 
[ 5 , 2 ;  5 , 1 ;  6 , 1 ] .
Referring again to Fig 2.5.2, it can be seen that F3 could be 
obtained as
F3 = tran(2,3)|F1
where in this case translation is along direction two, and the 
amount of translation is three units.
The translation function introduced above is referred to as the 
c a r d i n a l  t r a n s l a t i o n  f u n c t i o n  and takes the form
number of units of 
translation
The term cardinal is used because the transformations are along 
directions of the main axes.
The cardinal translation function described above is a member of a 
larger family of functions which are referred to as translation 
f u n c t i o n s ,  and are further described in the sequel.
It is often useful to be able to obtain the transformation of a 
formex in two or three directions simultaneously. If it were 
required to obtain the translation of F by four units in direction 
one and three units in direction two, this could be achieved using
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direction -------- ^ j-—
TRAN ( H, Q )
j rabbreviation —  
for translation
F4 = tran(2,3)Jtran(1,4)\F .
Because this form of usage occurs frequently, the translation 
family of functions contains four members which cover the most 
commonly occurring of these constructs. These functions are 
referred to as tendial translation functions. The tendial 
translation functions are as follows:
( 1 )  t r a n i d ( q l , q 2 )
where ql and q2 are integer canonic variables and where 
tranid(ql,q2) is equivalent to
tran(2,q2)|tran(l,ql)
that is, a translation of ql units in direction one followed 
by a translation of q2 units in direction two.
( 2 )  t r a n i s ( q l , q 3 )
where ql and q3 are integers and where tranis (ql ,q2) is 
equivalent to
tran(3,q3)j tran(1,ql)
that is, a translation of ql units in direction one followed 
by a translation of q3 units in direction three.
( 3 )  t r a n i t ( q 2 , q 3 )
where q2 and q3 are integers and where tranit (q2 ,q3) is 
equivalent to
tran(3,q3)]tran(2,q2)
that is, a translation of q2 units in direction two followed 
by a translation of q3 units in direction three.
a function of a function, by writing
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(4) tranix(ql,q2,q3)
where ql, q2 and q3 are integers and where tranix(ql,q2,q3) 
is equivalent to
tran(3,q3)]tran(2,q2)|tran(1,ql)
that is, a translation of ql units in direction one followed 
by a translation of q2 units in direction two which is in 
turn followed by a translation of q3 units in direction three.
The tendial translation functions are summarised in Table 2.5.1.
Table 2.5.1 Tendial Translation Functions
Function Equivalent Composite Cardinal Form
tranid(ql,q2) tran(2,q2)|tran(1,ql)
tranis(ql,q3) tran(3,q3)|tran(1,ql)
tranit(q2,q3) tran(3,q3)|tran(2,q2)
tranix(ql,q2,q3) tran(3,q3)|tran(2,q2)|tran(1,ql)
For example, using tendial functions, instead of writing 
F4 = tran(2,3)|tran(1,4)]F 
one may write
F4 = tranid(4,3) |F.
Similarly, instead of writing
B = tran(3,5)j tran(2,4)jtran(1,3) } A 
one could use
B = tranix(3,4,5) |A.
The translation family also contains another four functions 
referred to as provial translation functions. These functions 
obtain their direction of translation from a vector defined by the
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canonic variables which are real numbers. The vector is not 
restricted to cardinal directions and thus the provial functions 
provide a • greater freedom than the cardinal or tendial forms. 
Provial translation functions take the following forms:
( 1 )  t r a n a d (  |a 1 , A2, J b 1 ,B 2  qj )
Where Al and A2 are the coordinates of a point A and BI and 
B2 are the coordinates of a point B and where AB represents a 
vector in plane 1-2 whose direction is from A to B as shown 
in Fig 2.5.1. If the coordinates of point A are omitted then 
A is assumed to be at the origin. The canonic variable q 
represents the amount of translation along the direction of 
the vector. If q is omitted then the amount of translation 
will be equal to the length of the vector. It will be noticed 
that the operation of translation in this form could give 
rise to non integer components for a formex, if this is the 
case the resulting real values are truncated to the nearest 
integers.
(2) t r a n a s (  [a i , A3, Jbi,B3 qj )
Where points A and B define a vector in plane 1-3, whose
direction is from A to B and where q is the amount of
translation, Fig 2.5.1.
(3) t r a n a t (  |a.2, A3, Jb2,B3 qj )
Where points A and B define a vector in plane 2-3, whose
direction is from A to B and where q is the amount of
translation, Fig 2.5.1.
(4) t r a n a x (  [a1, A2,A3, jBl,B2,B3 q| )
Where points A and B define a vector in the space 1-2-3 
having a direction from A to B as shown in Fig 2.5.1 and 
where q is the amount of translation.
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The provial translation functions are summarised in Table 2.5.2.
Table 2.5.2 Provial Translation Functions
Function Description
tranad( Al,A2, B1,B2 , q ) Translation along AB by either q or length of AB in plane 1-2.
tranas( Al ,A3, B1,B3 / q ) ditto but in plane 1-3
tranat( A2,A3, B2,B3 ) ditto but in plane 2-3
tranax( Al,A2,A3 Bl,B2,B3^,q ) ditto but in space 1-2-3
To illustrate the use of these functions consider the formex FI 
whose plot is shown in Fig 2.5.3, where
FI - [0,5; 5,0; 10,5; 5,10].
Let it be required to create a formex F2 similar to FI but with a 
plot as shown in Fig 2.5.3. That is, the nodal point labelled A in 
the figure would be translated to the position labelled B. Where, 
relative to the normat indicated in the figure, A is given by 0,5 
and B is given by 13,12. To achieve this, formex F2 may be simply 
written as
F 2  = tranad(0,5,1 3 ,1 2 ) | F 1 .
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2.5,2 Rindle Functions
The network used as the example throughout this chapter, that is, 
the grid shown in Fig 2.4.3, is a common configuration found in 
the top and bottom chords of space frames. Previous formulations 
of this configuration have been rather cumbersome. However, the 
tools have now been introduced to tackle the problem conveniently. 
Using the concepts introduced so far the formex representing the 
whole configuration shown in Fig 2.4.3 may be represented by
There are many instances when repeated patterns similar to the 
grid in Fig 2.4.3 need to be created. A family of functions exist 
that allow libra compositions of translations to be written in a 
compact form. This family of functions are referred to as rindle 
functions. The constitution of the cardinal rindle function has 
the form:
The canonic variables h, s and p are integers, where h provides 
the direction of translation and s and p are referred to as the 
spread and pace, respectively. The term spread refers to the 
number of replications and pace refers to the number of units of 
translation for each step. Using this function, the above 
formulation of GRID could be written as
5 T 6 iGRID « tran:L<d(i / j ) I [ 1 1 ? 2,1]
# tranid( j,i) I [1,1; 1,2].
direction x x
RIN ( H, S, P )
J  ’ t_
number of
replications (spread)
abbreviation 
for rindle
number of units of 
translation at each 
step (pace)
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GRID = rin(2,6,l)|rin(l,7,l)j[l,l; 2,1] #
rin(1,8,1)|rin(2,5,1)][1,1;1,2]
The idea is further illustrated by the following two examples.
Consider the constructs
SQ = {[1,1? 2,1], [2,1? 2,2], [2,2; 1,2], [1,2? 1,1]}
F = rin(1 , 4 , 3)J SQ .
The plot of F is shown in Fig 2.5.4. If, however
F = rin(2,3,2)JSQ,
then the plot of F would be as shown in Fig 2.5.5.
The formulation of the variable GRID above demonstrates the 
power of the rindle functions.
The rindle family of functions incorporates four tendial rindle 
functions, these are as shown in Table 2.5.3.
Table 2.5.3 Tendial Rindle Functions
Function Equivalent Composite Cardinal Form
rinid(sl,s2,pl,p2) rin(2,s2,p2)|rin(1,si,pl)
rinis(si,s3,pl,p3) rin(3,s3,p3)]rin(1,si,pl)
rinit(s2,s3,p2,p3) rin(3,s3,p3)|rin(2,s2,p2)
rinix(sl,s2,s3,pl,p2,p3) rin(3,s3,p3)jrin(2,s2,p2)]rin(1,si,pi)
where sl,s2,s3,pl,p2 and p3 are integer canonic variables. The 
parameters si, s2 and s3 represent the spread in directions 1,2 
and 3, respectively, and pi, p2 and p3 represent the pace in 
directions 1,2 and 3. Therefore, instead of using the formulation
GRID = rin(1,7,1)j[1,1; 2,1] # rin(2,5,1)j[1,1? 1,2]
for the formex representing the configuration shown in Fig 2.4.3, 
a similar but not the same effect could be achieved by
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GRID = rinid(7,5,l,l)|SQ
There is, however, a problem in using this formulation because it 
results in all the internal members being doubly represented, as
shown in Fig 2.5.6. However, there is a function which may be used
to remove any doubly represented cantles and this function will be 
described later in the chapter.
Using the rindle function, rectangular networks containing many 
members may be constructed using a minimum of input. For example, 
the double layer grid shown in Fig 2.5.7 is a perspective 
representation of the composition of the formices BTM, MID and 
TOP, where
SQ = {[1,1; 3,1], [3,1; 3,3], [3,3; 1,3], [1,3; 1,1]}
PYR - {[1,1; 2,2], [3,1; 2,2], [3,3; 2,2], [1,3; 2,2]}
BTM = rinid(1 2 , 8,2 , 2 )  
MID = rinid(12,8,2,2) 
TOP 83 rinid( 1 1 , 7 , 2 , 2 )
SQ 
PYR
tran(l,l,l)|SQ
Where BTM represents the members in the bottom layer, MID 
represents those in the middle layer, and TOP represents the 
members of the top layer. Once again the top and bottom chords 
contain members which are doubly represented, however it is often 
convenient to allow this and then remove the superfluous members 
later.
Transformations along non-cardinal directions are catered for by 
four provial rindle functions, shown in Table 2.5.4. Where 
A1,A2,A3,B1,B2,B3 and p are canonic variables which are real 
numbers and s is an integer canonic variable. The canonic 
variables A1,A2,A3,B1,B2 and B3 are used as to define a vector AB 
which provides the direction of transformation as illustrated in 
Fig 2.5.1. The canonic variable s gives the number of repetitions, 
that is, the spread, and p provides the amount of translation for 
each step, that is, the pace. If the coordinates of point A are 
omitted then A is assumed to be at the origin and if p is omitted 
then the amount of translation of each step is taken to be the 
length of vector AB.
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86 Fig 2.5.7
Table 2.5.4 Provial Rindle Functions
Function Description
rinad( A l ,A2, Bl,B2,s >
Translation and composition 
along AB, with s steps and 
pace p or length AB, in 
plane 1-2
rinas( Al ,A3, Bl,B3,s w > ditto but in plane 1-3
rinat( A2,A3, B2,B3,s H > ditto but in plane 2-3
rinax( Al ,A2,A3 , B1,B2,B3,S ,p ) ditto but space 1-2-3
To illustrate the effect of the provial rindle functions consider 
the formex FI which may be given by
FI = rin(2,7,2)Jrosad(2,2)|{[1,1,1; 3,1,1]
r [ 1 , 1 , 1 ; 2 , 2 , 2 ] >
A formex F2 representing the whole of the configuration shown in 
Fig 2.5.8 may be written as
F2 ® rinad(1,1,3,3,3,2.8)j FI .
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2.5.3 Reflection Functions
The next family of functions to be discussed are the reflection 
functions, where the term reflection is used in its normal sense 
of providing a mirror image of an entity. The constitution of the 
cardinal reflection function takes the form
direction —
abbreviation —  
for reflection
Consider formices
FI = [2,1; 4,4; 1,2]
F2 « [10,1; 8,4; 11,2]
and their plots FI and F2 in Fig 2.5.9. FT" is obtained as the 
mirror image of FT with respect to a plane which is normal to the 
Ul axis and intersects it at a point at which Ul=6.
The rule by which this transformation is achieved may be stated as 
follows:
thLet E be a formex of the n grade and h be a 
nonzero positive integer less than or equal to n.
Also, let q be either an integer or a peninteger, 
where a peninteger is defined as a rational number 
of the form M/2 with M being an odd integer. Let a 
formex G be obtained from E by replacing every 
signet
[Ul ,U2  ,Un]
of E by
[W1,W2, ,Wn]
where for all values of i=l,2,....,n except for 
i=h
   ------position of plane of
4/ 1 reflection
REF ( H, Q )
J
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Wi ® Ui 
and where
Wh = 2q - Uh.
To further illustrate the cardinal reflection function, consider 
the plots of FT, and F3 shown in Fig 2.5.10, where formex FI is 
written as
FI = [1,1; 2,1; 2,2].
Applying the rule described above one finds that
F2 « ref(1,3)JFI,
F3 = ref(2,5/2)jFl, 
or F3 = ref(1,3)[ref(2,5/2)J[1,1; 2,1; 2,2].
There are four tendial reflection functions. These functions are 
shown in Table 2.5.5.
Table 2.5.5 Tendial Reflection Functions
Function Equivalent Composite Cardinal Form
refid(ql,q2) ref(2,q2)]ref(l,ql)
refis(ql,q3) ref(3,q3)jref(l,ql)
refit(q2,q3) ref(3,q3)jref(2,q2)
refix(ql,q2,q3) ref(3,q3)]ref(2,q2)j ref(1,ql)
where ql, q2 and q3 are canonic integer or peninteger variables 
which determine the position of the plane of reflection in the 
1st, 2nd and 3rd directions, respectively.
Returning again to Fig 2.5.10, it may be seen that instead of 
writing
F3 = ref(1,3)[ref(2,5/2)JFl 
one may write
F3 “ refid(3,5/2)|F1.
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Similarly, instead of
A = ref(1,5/2)[ref(2,3)[ref(3,7)|B 
one may write
A - refix(5/2,3,7)|B.
There are four provial functions in the reflection family. These 
allow the plane of reflection to have a non-cardinal orientation. 
The functions are as shown in Table 2.5.6.
Table 2.5.6 Provial Reflection Functions
Function Description
refad( A1,A2, BI,B2) Reflection with respect to a plane perpendicular to AB at B, where AB 
lies in plane 1-2.
refas( Al/A3, B1,B3) ditto but with respect to plane 1-3
refat( A2,A3, B2,B3) ditto but with respect to plane 2-3
refax( Al , A2 , A3, B1,B2,B3) ditto but in space 1-2-3
Where A l , A2, A3, BI, B2 and B3 are real canonic variables. The 
canonic variables provide the coordinates of a vector AB, where if 
the point A is not given then A is taken to be at the origin. The 
plane of reflection is defined as being the plane which is 
perpendicular to AB at point B.
To illustrate the effect of the provial reflection functions 
consider formex FI whose plot is shown in Fig 2.5.11, where
FI = [10,5; 20,5; 10,20].
Formex F2 whose plot is also in Fig 2.5.11 may be obtained by 
F2 - refad(20,20)[FI.
The figure also indicates the plane of reflection defined by the 
vector 0,0 to 20,20.
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2.5.4 Lambda Functions
It is often useful, when using the reflection functions, to be 
able to compose the original formex along with its reflected form, 
for example, using the construct
ref(h,q)]F # F.
The lambda family of functions fulfil this need. Thus instead of 
an explicit reflection and composition as shown above, the same 
result may be achieved using the construct
lam(h,q)]F
where lam(h,q) is referred to as the cardinal lambda function. The 
constitution of the cardinal lambda function is as shown below.
direction ---------- ■ ■----  position of plane of
v v reflection
LAM ( H, Q )
abbreviation  — I
for lambda
There are four tendial lambda functions, which are described in 
Table 2.5.7
Table 2.5.7 Tendial Lambda Functions
Function Equivalent Composite Cardinal Form
lamid(ql,q2) lam(2,q2)]lam(1,ql)
lamis(ql,q3) lam(3,q3)]lam(l,ql)
lamit(q2,q3) lam(3,q3)jlam(2,q2)
lamix(ql,q2,q3) lam(3,q3)jlam(2,q2)jlam(l,ql)
where ql, q2 and q3 are integer or peninteger canonic variables 
which determine the positions of the planes of reflection in the 
1st, 2nd and 3rd directions, respectively.
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There are also four provial functions in the lambda family, these 
are shown in Table 2,5,8.
Table 2.5.8 Provial Lambda Functions
Function Description
lamad( A1,A2, B1,B2) Reflection and composition with respect to a plane perpendicular to 
AB at B, where AB is in plane 1-2.
lamas( Al, A3, B1,B3) ditto but with respect to plane 1-3
lamat( A2,A3, B2,B3) ditto but with respect to plane 2-3
lamax( Al,A2,A3, B1,B2,B3) ditto but in space 1-2-3
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2.5.5 Vertition Functions
The next family of functions enable the plot of a formex to be
rotated quarter of a turn. The constitution of the cardinal
vertition function takes the form
plane of 
rotation
abbreviation ■ 
for vertition
Consider formices FI and F2
FI = [2,1; 4,4; 1,2]
F2 = [9,2; 6,4; 8,1]
and their plots FI and F2 in Fig 2.5.12. Where F2 is obtained by 
rotating FI through TI/2 about an axis perpendicular to the plane 
U1 - U2 at a point for which U1 = 5 and U2 = 5.
The rule by which this transformation is effected may be
summarised as follows:
thLet E be a formex of the n grade with n £ 2. Also, 
let hi and h2, hl^h2, be two nonzero positive integers 
less than or equal to n. Furthermore, let ql and q2 be 
either any two integers or any two penintegers. Thus, 
ql=4, q2=-8 and ql=5/2, q2~9/2 are acceptable pairs but 
ql=4, q2=-17/2 and ql=5/2, q2-12 are not. let a formex 
G be obtained from E by replacing every signet
[U1,U2, ,Un]
of E by
[W1,W2, ,Wn]
where for all values of i=l,2,....,n except for i=hl 
and i=h2
n  j r i
'ER ( H1, H2, Q1, Q2 )
T
-coordinates of 
point of rotation
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Fig 2.5.14
Wi « Ui
and where
Whl = q2 + q2 - Uh2
and
Wh2 = q2 - ql + Uhl.
The sense of direction is such that a rotation of Uhl through IT/2 
about the origin will map the positive side of Uhl onto that of 
Uh2.
To further illustrate the cardinal vertition function consider the 
plots of FI, F2 and F3 shown in Fig 2.5.13, where formex FI is 
written as
FI « [1,1; 2,1; 2,2].
Applying the rule described above, one finds that
F2 = ver(1,2,3,3) 
F3 « ver(1,2,3,3) 
or F3 = ver(l,2,3,3)
FI,
ver(1,2,3,3)|FI,
ver(1,2,3,3)j[1,1; 2,1; 2,2].
Unlike the previous transflection functions mentioned in this 
chapter, there are no tendial vertition functions. However, the 
family of vertition functions does include provial functions and 
these are described in Table 2.5.9.
Table 2.5.9 Provial Vertition Functions
Function Description
verad(ql,q2 H >
Rotation about a point ql, q2 
by an angle a, in plane 1-2
veras(ql,q3 H ) ditto but in plane 1-3
verat(q2,q3 [■■]> ditto but in plane 2-3
verax(Ja I,A2,A3,J BI,B2,B3 ) ditto but about axis of vector AB in space 1-2-3
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Where ql, q2, q3, Al, A2, A3, Bl, B2, B3 and a are real canonic 
variables, the canonic variables ql,q2 and q3 are used to define 
the centre of rotation in planes 1-2, 1-3 and 2-3, respectively. 
The variables Al, A2, A3, Bl, B2 and B3 provide the information to 
define a vector AB about which rotation takes place for the verax 
case. If point A is not given then it is assumed to be at the 
origin. The canonic variable a is the amount of rotation in 
degrees, if a is omitted then the angle of rotation is taken to be 
ninety degrees. The sense of rotation is as for the cardinal form, 
with the exception of the verax case. For this case the sense of 
rotation is such that would make a right handed screw to move in 
the positive sense of AB.
The effect of the provial vertition function is illustrated in Fig 
2.5.14. FI in the figure is the plot of formex
FI = [40,5; 40,20; 30,10] .
If it were required to obtain a formex F2 representing FI rotated 
by 60 degrees about the point [10,10], then formex F2 could be 
written as
F2 = verad(10,10,60)|F1.
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2.5.6 Rosette Functions
The construct
— -vj-Q-  ver (hi ,h2,ql,q2 J1 1 E
occurs frequently in practice. Where the vertition function 
ver(hi,h2,ql,q2) is raised to the power of i . A convenient way of 
representing this construct is to write
ros(hi,h2,ql,q2)|E
where ros(hl,h2,ql,q2) is referred to as a cardinal rosette 
function and represents
— ver(hi,h2,ql ,q2)1 .
The constitution of the cardinal rosette function is as shown 
below.
plane of 
rotation
abbreviation 
for rosette
There are four provial functions in the rosette family shown in 
Table 2.5.10. Where ql, q2, q3, Al, A2, A3, Bl, B2, and B3 are
canonic variables whose descriptions are identical to those for
the vertition family of functions. The canonic variable s is an 
integer representing the spread, that is, the number of
replications and p is a real canonic variable representing the 
angular pace, that is, the amount of rotation at each step of 
angular replication. If s and p are not given then they are
assumed to be 4 and 90 degrees respectively.
J , I  X 
ROS ( H1, H2, Q1, Q2 )
coordinates of 
rotation point
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Table 2.5.10 Provial Rosette Functions
Function Description
rosad(ql,q2 j^s /p] ) Rotation and composition about a point ql, q2 with s steps and a 
pace p, in plane 1-2
rosas(ql,q3 ,s,p ) ditto but in plane 1-3
rosat(q2,q3 ,s,p ) ditto but in plane 2-3
rosax(Al,A2,A3,Bl,B2,B3 ,s,p ) ditto but about axis of vector AB in space 1-2-3
Consider the configuration shown in Fig 2.5.15. One way of 
formulating this problem takes the form
where SQ represents a bottom chord module and PYR represents a 
middle layer module. Using these two formices the three layers of 
the grid may be written as
TOP = rinid(14,9,2,2)|tranix(1,1,1)|SQ (top layer).
Using a rosad function the formulation of the basic units may be 
simplified by writing
SQ » rosad(2,2)|[1,1,1? 3,1,1]
PYR = rosad(2,2)|[1,1,1; 2,2,2].
Fig 2.5.16 shows another example of the use of the provial rosette 
functions. The formex FI which is given as
F - {[0,0,0; 11,41,0], [0,0,0; 14,0,6],
BTM = rinid(15,10,2,2)jSQ 
MID « rinid(15,10,2,2)J PYR
(bottom layer) 
(middle layer)
[11,41,0; 14,41,3]}
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SQ = rosad(2 ,2) | [1,1,1; 3,1,1]
Top Layer
TOP =  rinid(14,9,2,2)|tranix(1,1>1)|SQ
PYR = rosad(2 ,2)j [1,1,1; 2,2,2]
X X X X X X'x' %x* 'x' %x# %x* %x# >
Middle Layer
MID = rinid (15,10,2,2) | PYR
r  “ i i i i i i i i i i r~ i i i i 
I— j— j— j— |— j— |—_|— j— |— j— j— j— j— j— j
I— !— l— l— I— h” *~b ~b H- -\~ —I— I— j— I— I— I 
h + + + + + + + + + ^  
i_ _j_ _|_ _j_ -j- - | - + - j - + -j— [— j— j— ]— j— |
Bottom Layer
BTM =  rinid (15,10,2,2) | SQ
Complete Double Layer Grid 
GRID =  BTM #  MID #  TOP
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Fig 2.5.15
may be considered to represent a folded plate. Formex F2 whose 
plot is shown using a perspective view in Fig 2.5.16 is obtained 
from FI as
F2 « rosad(14,52,12,30)|F1
The figure may be seen to consist of a circular configuration 
composed of 12 folded plates, each plate occupying a segment of 30 
degrees. The figure also illustrates the effect of the function 
rounding the real numbers generated in the transformation into the 
integers required by the formex.
FI » lam(1,14)|FI # [14,0,6; 14,41,3]
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2.5.7 Projection Functions
This next family of functions enables the projection of the plot 
of a formex on a plane to be obtained. The constitution of the 
cardinal projection function is shown below:
direction ------------- j-----  position of plane
of projection
PROJ ( H, Q )
abbreviation ----- ^
for projection
Consider formices
FI = [0,3,1; 4,1,3; 4,6,5]
F2 = [10,3,1; 10,1,3; 10,6,5]
and their plots FI and F2" shown in Fig 2.5.17. F2" is obtained by 
projecting FT onto a plane perpendicular to the U1 axis and 
intersecting it at a point where Ul=10.
The rule through which this transformation is effected may be 
stated as follows:
Let E be a formex of the n ^  grade, q be any integer 
and h be a nonzero positive integer less than or 
equal to n. Let a formex G be obtained from E by 
replacing every signet
[U1,U2, ,Un]
of E by
[W1,W2, ,Wn]
where for all values of i=l,2,....,n except for i=h
Wi = Ui 
and where
Wh = q.
There are four tendial projection functions as shown in Table 
2.5.11.
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Table 2.5.11 Tendial Projection Function
Function Equivalent Composite Cardinal Form
projid(ql,q2) proj(2,q2)|proj(l,ql)
projis(ql,q3) proj(3,q3)|proj(l,ql)
projit(q2,q3) proj(3,q3)|proj(2,q2)
projix(ql,q2,q3) proj(3,q3)|proj(2,q2)|proj(l,ql)
where ql, q2 and q3 are integer canonic variables which determine 
the position of the plane of projection in the 1st, 2nd and 3rd 
directions, respectively.
There are four provial functions in the projection family, these 
are shown in Table 2.5.12. These functions enable the projection 
of a formex onto a plane which is not orientated in a cardinal 
direction.
Table 2.5.12 Provial Projection Function
Function Description
projad( A1,A2/ B1,B2) Projection on a plane perpendicular to AB at B, (AB in plane 1-2)
projas( Al,A3, Bl,B3) ditto but AB in plane 1-3
projat( A2 ,A3, B2,B3) ditto but AB in plane 2-3
projax( A l ,A2,A3, Bl,B2,B3) ditto but AB in space 1-2-3
Where Al, A2, A3, Bl, B2 and B3 are real canonic variables
as described for the previous provial functions. The plane of 
projection is defined as being the plane which is perpendicular to 
AB at B.
To illustrate the provial reflection functions consider the 
plan view of the configuration GRID shown in Fig 2.5.18 and
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the corresponding perspective view shown in Fig 2.5.19. The 
formex representing GRID may be written as
GRID = rinid(5,5,10,10)[rosad(15,15)j{[10,10,20;
20,10,20],[10,10,20; 15,15,10]} # 
rinid(4,4,10,10)Jrosad(20,20)[[15,15,10; 25,15,10]
The 'elevation' ELEV is obtained by projecting the grid onto a 
plane at 45 degrees to the configuration. The plane is defined by 
a vector from the origin to a point 80,80. Formex ELEV from which 
the plot of the projection is obtained is given as
ELEV = projad(80,80)[GRID.
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vector AB
plane of projection
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Fig 2.5.19
2.5.8 Dilatation Functions
The last family of transflection functions are the dilatation 
functions. These functions enable the plot of a formex to be
stretched or contracted. The constitution of the cardinal 
dilatation function is shown below:
direction —
abbreviation — 
for dilatation
Consider formices
FI = [1,1; 4,2; 3,4]
F2 = [3,1; 12,2; 9,4]
and their plots FT and F2" shown in Fig 2.5.20. Where F2 is
obtained by stretching FT by a factor 3 in a direction parallel 
to the U1 axis.
The rule through which this transformation is obtained may be 
summarised as follows:
thLet E be a formex of the n grade and h be a nonzero
positive integer less than or equal to n. Also, let q
thbe a rational number such that if Uh denotes the h 
uniple of a signet of E, then for every signet of E the
product qUh is an integer. Let a formex G be obtained
from E by replacing every signet
[U1,U2, ,Un]
of E by
[W1,W2, ,Wn]
where for all values of i=l,2,....,n except for i = h 
Wi = Ui
^ -----  dilation factor
DIL ( H, Q )
j
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To further illustrate the cardinal dilatation function, consider 
the plots of FI, F2 and F3 shown in Fig 2.5.21.
and where Wh = qUh.
If
then
or
and
FI
F2
F3
F3
F4
[ 1 , 2; 1, 1 ; 2 , 1 ]
dil(1,3) 
dil(2,3) 
dil(2,3) 
dil(1,3)
FI
FI
[ 1 , 2 ;  1 , 1 ;  2 , 1 }  
dil(2,3)|FI.
There are four tendial dilatation functions, these functions 
are shown in Table 2.5.13.
Table 2.5.13 Tendial Dilatation Functions
Function Equivalent Composite Cardinal Form
dilid(ql,q2) dil(2,q2)jdil(l,ql)
dilis(ql,q3) dil(3,q3)|dil(l,ql)
dilit(q2,q3) dil(3,q3)jdil(2,q2)
dilix(ql,q2,q3) dil(3,q3)]dil(2,q2)|dil(1,ql)
where ql, q2 and q3 determine the factors of dilatation along the 
1st, 2nd and 3rd directions, respectively.
Therefore, by using a dilid function, F4 may be obtained as
F4 = dilid(3,3)}F1 
or F4 = dilid(3,3)1[1,2; 1,1; 2,1].
Similarly, instead of
A = dil(3,5)|dil(1,4)[dil(2,3)|B 
one may write
A = dilix(4,3,5)|B.
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There are fou r p r o v ia l fu n ctio n s in  the d i la t a t io n  fa m ily  as shown 
in  Table 2 . 5 . 1 4 .  These fu n ctio n s a llo w  form ices to  be d ila te d  in  
n o n -ca rd in a l d ir e c t io n s .
Table 2 . 5 . 1 4  P ro v ia l D ila ta t io n  Functions
Function D escrip tio n
d ila d ( A l , A 2 , B l , B2, q ) d i la t a t io n  along AB by fa c to r  q(AB in  plane 1 - 2 )
d i l a s ( A l , A3, Bl , B3 , q ) d i t t o  but AB in  plane 1 -3
d i l a t ( A2, A3, B2, B3, q) d i t t o  but AB in  plane 2 -3
d i la x ( A l , A 2 , A 3 , ] B l , B2 , B3 , q ) d i t t o  but AB in  space  1 - 2 - 3
Where A l ,  A 2, A 3, B l , B2 and B3 are canonic v a r ia b le s  as d escrib ed  
b e fo re  and q i s  a r e a l  number. The e f f e c t  o f the fu n ctio n  i s  to  
d i la t e  a formex along the d ir e c t io n  AB by a fa c to r  q . I f  q i s  not 
given  then the d i la t io n  fa c to r  i s  taken to  be the len gth  o f  AB.
To i l l u s t r a t e  the e f f e c t  o f the p r o v ia l d i la t a t io n  fu n ctio n s  
co n sid er  formex FI whose p lo t  i s  shown in  Fig 2 . 5 . 2 2  and i s  given  
by
FI = r o s a d ( 5 0 , 5 0 ) j { [ 0 , 5 0 ;  5 0 , 0 ] ,  [ 0 , 5 0 ;  5 0 , 5 0 ] }
I f  F2 i s  obtain ed  from FI as
F2 =  d i l a d ( 5 0 , 5 0 , 2 . 1 4 ) | F 1  
then th e  p lo t  o f  F2 would be as shown in  Fig 2 . 5 . 2 2 .
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2 . 6  I n t r o f l e c t i o n  F u n c t i o n s
The ra iso n  d 'e t r e  fo r  th e c re a tio n  o f formex a lgebra  was to
provide a convenient and c o n s is te n t  means o f gen eratin g  data fo r  
space s tru c tu re  c o n fig u r a t io n s . Space stru c tu re s  although having  
r e g u la r  grad ation s may o fte n  have an ir r e g u la r  o v e r a ll  shape.
Using th e techniques d isc u sse d  so f a r ,  i t  i s  p o s s ib le  to  generate  
even th e most ir r e g u la r  c o n fig u r a tio n , b u t, a t a c o s t , t h e  p en a lty  
bein g the com plexity  o f the form u lation  requ ired  to  generate the  
d a ta .
Whenever the amount o f  in form ation  required to  gen erate data i s  
la r g e , th e chance o f  erro rs  creepin g in  p resen ts  a problem . The
i n t r o f le c t io n  fu n ctio n s are in clu ded  to  s im p lify  the process o f
data g e n e ra tio n , in  p a r t ic u la r  fo r  ir r e g u la r  shapes. The 
m ethodology adopted i s  to  generate a sim ple o v e r a ll  shape, u sin g , 
fo r  exam ple, r in d le  fu n ctio n s and then by means o f in t r o f le c t io n  
fu n ctio n s  remove any su perflu ou s elem en ts.
2 . 6 . 1  Fexum Function
C onsider the c o n fig u ra tio n  shown in  Fig 2 . 6 . 1 ( a ) ,  the formex 
re p re se n tin g  the c o n fig u ra tio n  could be generated u sing the  
fo llo w in g  co n stru c t
FI = r i n i d ( 7 , 6 , 2 , 2 ) ] [ 1 , 1 ;  3 , 1 ]  # r i n i d ( 8 , 5 , 2 , 2 ) |[ 1 , 1 ;  1 , 3 ]
The c o n fig u ra tio n  could a ls o  be created  by w ritin g
F «  r i n i d ( 7 , 5 , 2 , 2 ) j r o s i d ( 2 , 2 ) J[ 1 , 1 ;  3 , 1 ]
although s im p le r , t h is  form u lation  has the disadvantage o f  doubly  
g en era tin g  a l l  the in te r n a l members as in d ic a te d  in  F ig 2 . 6 . 1 ( b ) .  
These doubly generated elem ents may be removed u sin g a 
c o n stru c t such as
E = pexjF
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Fig 2.6.1(c)
r e s u lt in g  in  E having the c o n s t itu tio n  rep resen ted  in  Fig  
2 . 6 . 1 ( c ) .  The le t t e r s  'p e x ' are an a b b rev ia tio n  fo r  pexum 
fu n c tio n , and the r u le  by which E i s  obtained  from F may be 
d escrib ed  as f o l lo w s .
C onsider a formex F and l e t  every c a n tle  C o f a formex E th a t  
s a t i s f i e s  th e fo llo w in g  co n d itio n  be d e leted  from F:
There are one or more c a n tle s  in  E th a t are v a r ia n ts  o f C and 
whose o rd era tes are le s s  than th a t o f  C.
The r e s u lt in g  formex i s  r e fe r r e d  to  as the pexum o f E.
The pexum fu n ctio n  has the fo llo w in g  b a sic  p r o p e r t ie s :
(1 ) The pexum fu n ctio n  has no in v e r s e .
(2 ) I f  E i s  a n on p rolate  form ex, then
peX|E = E.
(3 ) I f  k i s  a non zero p o s it iv e  in te g e r , then
pex^|E = pex j E .
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2 . 6 . 2  R e n d i t i o n  F u n c t io n s
W ithin  the in t r o f le c t io n  fa m ily  o f  fu n ctio n s th ere  are s ix  
fu n ctio n s which are r e fe r r e d  to  c o l le c t i v e ly  as the re n d itio n  
fu n c tio n s . These are the nexum, luxum, pactum, conexum, coluxum 
and copactum fu n c t io n s . The terms luxum, nexum and pactum are  
L a tin  words used in  formex a lgebra  to  im ply d iscon n ected  p a r ts ,  
connected p a rts  and c o in c id e n t p a r t s , r e s p e c t iv e ly . A ls o , the  
p r e f ix  co i s  used to  im ply the complement o f . Each o f th ese  
fu n ctio n s use th e ir  s in g le  canonic v a r ia b le  in  the form o f a 
tem plate to  e f f e c t  th e c u r t a i l in g  o f  a formex in  a p a r t ic u la r  
manner. These s ix  fu n ctio n s w i l l  be d escrib ed  in  r e la t io n  to  two 
form ices E and F , where
E = RINID( 6 , 3 , 2 , 2 ) |LAMID( 2 , 2 ) |[ 2 , 1 ;  1 , 2 ]
and
F = RIN(1 , 5 , 2 ) |{ [ 2 , 3 ; 2 , 5 ] ,  [ 2 , 3 ;  3 , 4 ] ,  [ 3 , 4 ;  2 , 5 ] }
The p lo ts  o f  E and F are shown in  Fig 2 . 6 . 2 ( a & b ) .  In Fig 2 . 6 . 2 ( a )  
the p lo t  o f  E i s  shown d o tted  w ith  the p lo t  o f  F superimposed in  
f u l l  l i n e .  When reading the fo llo w in g  s ix  d e f in it io n s  i t  i s  
h e lp fu l to  keep in  mind F ig 2 . 6 . 2 ( a )  and to  im agine F a c tin g  as a 
te m p la te .
2 . 6 . 2 . 1  Nexum Function
A formex G1 i s  obtained by d e le t in g  every c a n tle  o f E th a t  
in clu d es one or more s ig n e ts  th a t are not in  F. Formex G1 i s  
r e fe r r e d  to  as the nexum o f E w ith re sp e ct to  F and a p lo t  o f G1 
i s  shown in  F ig 2 . 6 . 2 ( e ) .  The r e la tio n s h ip  between E and G1 i s  
w ritte n  as
G1 = nex(F)|E
where th e fu n ctio n  nex(F)  i s  re fe r r e d  to  as the nexum fu n c tio n .
2 . 6 . 2 . 2  Luxum Function
A formex G2 i s  obtained  by d e le t in g  every c a n tle  o f  E th a t  
in c lu d e s one or more s ig n e ts  th a t are in  F. Formex G2 i s  re fe rre d
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to  as the luxum o f  E w ith re sp e c t to  P and a p lo t  o f  G2 i s  shown 
in  F ig  2 . 6 . 2 ( c ) .  The r e la t io n s h ip  between E and G2 i s  w ritte n  as
G2 ® lux(F)|E
where the fu n ctio n  lux(F)  i s  r e fe r r e d  to  as the luxum fu n c tio n .
2 . 6 . 2 . 3  Pactum Function
A formex G3 i s  obtained  by d e le t in g  every c a n tle  o f  E which i s  not 
a v a r ia n t o f  a c a n tle  in  F. Formex G3 i s  re fe rre d  to  as the pactum
o f E w ith  re sp e ct to  F and a p lo t  o f G3 i s  shown in  F ig 2 . 6 . 2 ( g ) .
The r e la t io n s h ip  between E and G3 i s  w ritten  as
G3 = pac(F)|E
where the fu n ctio n  pac(F)  i s  re fe r r e d  to  as the pactum fu n c tio n .
2 . 6 . 2 . 4  Conexum Function
A formex G4 i s  obtained by d e le t in g  every c a n tle  o f E th a t
c o n s is ts  o f  s ig n e ts  a l l  o f which are in  F. Formex G4 i s  re fe rre d  
to  as the conexum o f E w ith re sp e c t to  F and a p lo t  o f  G4 i s  shown 
in  F ig  2 . 6 . 2 ( f ) .  The r e la t io n s h ip  between E and G4 i s  w ritte n  as
G4 = con(F)|E
where the fu n ctio n  con(F)  i s  re fe rre d  to  as the conexum 
fu n c t io n .
2 . 6 . 2 . 5  Coluxum Function
A formex G5 i s  obtain ed  by d e le t in g  every c a n tle  o f E th a t
c o n s is ts  o f  s ig n e ts  none o f which are in  F. Formex G5 i s  re fe rre d  
to  as the coluxum o f E w ith r e sp e c t to  F and a p lo t  o f  G5 i s  shown 
in  Fig 2 . 6 . 2 ( d ) .  The r e la t io n s h ip  between E and G5 i s  w ritte n  as
G5 = col ( F) |E
where the fu n ctio n  c o l ( F)  i s  re fe rre d  to  as the coluxum 
fu n c tio n .
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2 . 6 . 2 . 6  C o p a c tu m  F u n c t i o n
A formex G6 i s  obtain ed  by d e le t in g  every c a n tle  o f  E which i s  a 
v a r ia n t o f  a c a n tle  in  F. Formex G6 i s  re fe rre d  to  as the copactum 
o f E w ith  re sp e c t to  F and a p lo t  o f  G6 i s  shown in  Fig 2 . 6 . 2 ( h ) .  
The r e la t io n s h ip  between E and G6 i s  w ritte n  as
G6 = cop(F)|E
where the fu n ctio n  cop(F)  i s  r e fe r r e d  to  as the copactum fu n c tio n .
R en dition  fu n ctio n s have the fo llo w in g  p r o p e r t ie s ,
(1 ) A r e n d itio n  fu n ctio n  has no in v e r se .
For any formex E
n e x ( { > ) E = { } and n e x ( E) ! E = E,
l u x ( { > ) E = E and lux(E) )E = { }
p a c ( { } ) E = {> and pac(E) ! e = E,
co n( { > ) E = E and c o n(E) jE - { }
c o l ( { }  ) E « { } and c ol ( E) I E = E,
c o p ( { } ) E = E and cop(E) jE = { }
(3)  L et E and F be any two form ices o f the same grade. I f  a l l  
the c a n tle s  o f  E th a t c o n s t itu te  nex(F)|E are removed from  
E then the rem aining formex i s  con(F)|E and v ic e  v e rsa . 
S im ila r ly , i f  a l l  the c a n tle s  th a t c o n s t itu te  l ux ( F) ] E are  
removed from E then the remaining formex i s  co l ( F) |E and 
v ic e  v e r s a . A lso  i f  a l l  the c a n tle s  th a t c o n s t itu te  
pac(F)|E are removed from E then the rem aining formex i s  
cop(F)|E and v ic e  v e r s a . Hence
ne x ( F ) [E # con(F) E
con(F) E # n e x (F ) E
l u x (F ) E # c o l ( F) E
c o l ( F) E # l u x (F) E
pac(F) E # cop(F) |E
and
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c o p (F ) ] E # p a c (F ) ] E 
are sequ ation s o f  E.
(4 ) I f  E and F are any two form ices o f the same grad e, then
and
n e x (F ) j c on(F ) ; e =
c o n (F ) jnex(F) |e =
l ux(F) j c o l ( F) [e =
c o l ( F) ; i u X (F) | E =
pac(F) |cop(F) [E =
cop(F) ]pac(F) ] E =
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2 . 6 . 3  J a n u a  a n d  C o ja n u a  F u n c t io n s
C onsider the p lo t  o f  FI shown in  F ig  2 . 6 . 3  where FI i s  given as
FI  = r i n i d ( 1 0 , 1 0 , 2 , 2 ) | r o s a d ( 2 , 2 ) | { [ 1 , 1 , 1 ;  3 , 1 , 1 ] ,  [ 1 , 1 , 1 ; 2 , 2 , 2 ] }
Let i t  be requ ired  to  remove c e r ta in  c a n tle s  from F2 to  crea te  
another formex F2 whose p lo t  i s  shown in  F ig  2 . 6 . 4 .  The shaded 
p o rtio n s  o f  F ig  2 . 6 . 3  rep resen t the area w ith in  which a l l  the  
elem ents are to  be removed. These shaded areas may be represented  
by two in g o ts
Cl = { [ 5 , 5 ] ,  [ 1 3 , 5 ] ,  [ 1 3 , 1 3 ] ,  [ 9 , 1 7 ] ,  [ 5 , 1 3 ] }
which d e fin e s  the shaded area a t the cen tre  o f the f ig u r e , and
C2 = { [ 2 3 , 9 ] ,  [ 2 3 , 2 3 ] ,  [ 9 , 2 3 ] }
Which re p re se n ts  the shaded area a t the top r ig h t  hand corner o f  
the f ig u r e . Formex F2 may be obtain ed  from FI by
F2 = c o j ( C l ) |F1
to  remove the elem ents a t  the cen tre  o f  the c o n fig u ra tio n  and 
F2 » c o j ( C 2 ) |F2
to  remove the elem ents from the top r ig h t  hand co rn er. Formex F2 
i s  obtain ed  by d e le t in g  any c a n tle  which l i e s  w h olly  w ith in  or  
c ro sse s  th e perim eter o f the space d efin ed  by the in g o t Cl (and 
fo r  the second case in g o t C2) . Any c a n tle  c o a x ia l w ith the  
p erim eter i s  l e f t  u n a lte re d . The space d efin ed  by the in g o t i s  
co n stru cted  by tak in g  each o f i t s  c a n tle  in  turn to  d e fin e  the  
perim eter o f  a convex space in  plane 1 - 2 .
The Janua fu n ctio n  i s  the complement o f the cojanua fu n ctio n  and 
e lim in a te s  any c a n tle  which r e s id e s  w holly  o u tsid e  the perim eter  
d efin ed  by th e in g o t or which i s  c o a x ia l w ith the p erim eter. The 
space d efin ed  by the in g o t i s  a t  p resen t r e s t r ic t e d  to  plane 1 - 2 . 
However, t h is  meets the m a jo r ity  o f  in sta n ces where a fu n ctio n  o f  
t h is  type needs to  be used.
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Fig 2.6.4
2 . 6 . 4  R e l e c t i o n  F u n c t i o n
The r e le c t io n  fu n ctio n  provides a fu rth e r  means o f c u r ta i l in g  a 
form ex. In t h is  fu n ctio n  the canonic v a r ia b le  takes the form o f  a 
Boolean co n d itio n  and i f  t h is  co n d itio n  i s  found to  be f a l s e  in  
r e la t io n  to  a c a n tle  then the c a n tle  i s  e lim in a te d . For example 
co n sid er  a formex E whose p lo t  i s  shown in  Fig 2 . 6 . 5 ( a ) .  E i s  
given  by
E = r i n i d ( 1 0 , 1 0 , 2 , 2 ) j r o s i d ( 2 , 2 ) j { [ 1 , 1 ;  3 , 1 ] ,  [ 1 , 1 ;  2 , 2 ] } .
A ls o , co n sid er  the co n d itio n
A l l  th e  u n ip l e s  o f  a c a n t l e  a r e  g r e a t e r  than  2 .
Now, a formex F may be obtain ed  from E by d e le t in g  every c a n tle  o f  
E th a t does not s a t i s f y  th e above c o n d itio n , a p lo t  o f  formex F i s  
shown in  F ig 2 . 6 . 5 ( b ) .
I f  th e above co n d itio n  i s  denoted by P then the r e la tio n s h ip  
between E and F may be w ritte n  as
F * r e l ( P) | E
where th e fu n ctio n  r e l ( P )  i s  r e fe rre d  to  as the r e le c t io n  
fu n c tio n . A co n d itio n  used in  a r e le c t io n  fu n ctio n  i s  re fe r r e d  to  
as a p e rd ic a n t. In g e n e r a l, a p erd ican t i s  d efin ed  as a Boolean  
fu n ctio n  which has one or more form ices as argum ents. Thus, the  
canonic v a r ia b le  o f  a r e le c t io n  fu n ctio n  i s  a Boolean e n t i t y .
Any r e le c t io n  o f the empty formex i s  considered to  be the empty 
formex i t s e l f .
In order to  make use o f  fu n ctio n s such as r e le c t io n  i t  i s  
n ecessa ry  to  in trod u ce a means o f id e n t ify in g  the p o rtio n s o f  a 
formex which take p a rt in  p e r d ic a n ts . This concept i s  re fe r r e d  to  
as b re v ic  n o ta tio n  and may be d escrib ed  as fo l lo w s .
Let Ma and Mb be two m aniples which may or may not be o f th e same 
p le x itu d e  and o f the same grade. In Table 2 . 6 . 1  the symbols th a t  
c o n s t itu te  the b re v ic  n o ta tio n  are given to g e th e r  w ith th e ir
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Fig 2.6.5 (b)
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m eaning. I t  i s  not always n ecessa ry  to  use the com plete form o f  
b re v ic  n o ta tio n . There are c e r ta in  nonambiguous s itu a t io n s  where 
the fo llo w in g  s im p li f ic a t io n s  may be used.
(1 ) I f  j i s  an in te g e r  v a r ia b le  c o n s is t in g  o f a s in g le  l e t t e r  or 
i f  j i s  a s in g le  d i g i t  in te g e r  number, then EU( j ) ,  EW(j ) ,  
AU( j )  and AW(j)  may be w ritte n  as EUj,  EWj,  AUj and 
AWj,  r e s p e c t iv e ly . For exam ple,
EU( 3)
rdth a t i s ,  the 3 u n ip le  o f every s ig n e t o f  Ma, may be w ritte n  
as
EU3
and
AW(r)
th a t i s ,  the r th  u n ip le  o f any s ig n e t o f  Mb, may be w ritten  
as
AWr
but
AU(25)
thth a t i s ,  the 25 u n ip le  o f  any s ig n e t o f  Ma and 
EW(n-4)
thth a t i s ,  the ( n- 4 )  u n ip le  o f every s ig n e t  o f  Mb cannot be 
s im p li f ie d .
(2 ) I f  i  and j are s in g le  l e t t e r  in te g e r  v a r ia b le s  or s in g le  
d i g i t  in te g e r  numbers, then U( i , j ) and W( i , j ) may be w ritten  
as U ij and Wi j ,  r e s p e c t iv e ly . For example,
U ( 4 , 2 )
th a t  i s ,  the 2nc* u n ip le  o f the 4t *1 s ig n e t  o f  Ma may be 
w r itte n  as 
U42
and
W(m,n)
th  thth a t i s ,  the n u n ip le  o f  the m s ig n e t  o f Mb, may be
w r itte n  as
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A lso
U( 2 , k)  and W( t , 5 )  
may be w ritte n  as 
U2k and Wt5,  
r e s p e c t iv e ly . However,
U( 1 4 , 2 )  and W( t + 1 , 4 )  
cannot be fu rth e r  s im p li f ie d .
Table 2 . 6 . 1
Witm.
Symbol Meaning
EU Every u n ip le  o f Ma
AU Any u n ip le  o f  Ma
EU( j ) jt h  u n ip le  o f every s ig n e t o f Ma
AU( j ) jth  u n ip le  o f any s ig n e t o f Ma
U ( i , j ) jt h  u n ip le  o f the i t h  s ig n e t  o f Ma
EW Every u n ip le  o f Mb
AW Any u n ip le  o f Mb
EW( j ) jt h  u n ip le  o f  every s ig n e t o f Mb
AW ( j ) jt h  u n ip le  o f  any s ig n e t o f  Mb
W ( i , j ) jth  u n ip le  o f  the i t h  s ig n e t  o f  Mb
(3 ) When d e a lin g  w ith  m aniples o f the f i r s t  p le x itu d e , then  
U ( l , j )  and W ( 1 ,  j ) may be w ritte n  as U( j )  and W ( j ) ,  
r e s p e c t iv e ly . Futhermore, i f  j i s  a s in g le  l e t t e r  in te g e r  
v a r ia b le  or a s in g le  d i g i t  in te g e r  number, then U( j )  and W(j )  
may be w ritte n  as Uj and W j, r e s p e c t iv e ly .
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(4)  When d e a lin g  w ith  m aniples o f  the f i r s t  grade , then U ( i , l )
and W ( i , l )  may be w ritte n  as U( i )  and W ( i ) ,  r e s p e c t iv e ly .
Futhermore, i f  i  i s  a s in g le  l e t t e r  in te g e r  v a r ia b le  or a 
s in g le  d i g i t  in te g e r  number, then U( i )  and W(i )  may be 
w ritte n  as Ui and W i, r e s p e c t iv e ly .
(5 ) When d e a lin g  w ith m aniples o f  the f i r s t  p le x itu d e  and grade,
then U ( l , l )  and W ( l , l )  may be w ritte n  as U and W,
r e s p e c t iv e ly .
Making use o f  the b re v ic  n o ta tio n , the co n d itio n  used in  the  
example a t  the beginning o f  the s e c tio n  which was given  as
A l l  t h e  u n ip l e s  o f  a c a n t l e  a r e  g r e a t e r  than  2
may be w ritte n  as
EU > 2
and thus th e form u lation  o f F, a p lo t  o f which i s  shown in  Fig  
2 . 6 . 5 ( b ) ,  can w ritte n  as
F = r e l ( EU > 2 ) jE.
To fu rth e r  i l l u s t r a t e  the id eas o f p erd ican ts and the r e le c t io n  
fu n c tio n , co n sid er  the formex E whose p lo t  i s  shown in  Fig 2 . 6 . 6 .  
E i s  obtain ed  from
E = p e x j r i n i d ( 1 0 , 7 , 2 , 2 ) | r o s i d ( 2 , 2 ) j { [ 1 , 1 ;  3 , 1 ] ,  [ 1 , 1 ?  2 , 2 ] } .
The formex FI whose p lo t  i s  shown in  Fig 2 . 6 . 8  may be obtain ed  as
FI «  r e l ( P) | E
where P i s  the p erd ican t
( Ul l  + U12 32 AND U21 + U22 s 32)
AND
( Ul l  -  U12 2: - 10  AND U21 -  U22 a - 1 0 ) .
The above p erd ican t r e la t e s  to  two boundary l i n e s ,  the equations  
o f which are w ritte n  in  b re v ic  n o ta tio n . One boundary lin e  
to g e th e r  w ith the r e le v a n t p a rts  o f the p erd ican t are included in
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Fig 2.6*7. The equation of the right hand boundary line can be 
w ritte n  as
Y = -X  + 32
n otin g  th a t  i t s  s lo p e  i s  - 1 .  Then, s u b s t itu tin g  U ll  or U12 fo r  X 
and U21 or U22 fo r  Y to  ensure th a t the co n d itio n  w i l l  hold  good 
fo r  both ends o f  a c a n t le , one o b ta in s
U ll + U12 »  32 AND U21 + U22 = 32 .
R eplacing th e symbol = by th e symbol  ^ a llow s the co n d itio n  
to  be tru e  below th e l i n e ,  g iv in g
U ll  + U12 ^ 32 AND U21 + U22 £ 32 .
The same co n d itio n  i s  perhaps more e le g a n t ly  w ritte n  as 
U ll + U12 + U21 +U22 < 65 .
The c o n fig u ra tio n  shown in  F ig 2 . 6 . 9  may be obtain ed  from
F2 = re l ( P) | F1
where P = EU1^3 OR EU1^13 OR EU2^3 OR EU2fcll.
This p erd ica n t i s  perhaps e a s ie r  to  understand than the one in  the  
previou s exam ple. I t  sim ply s ta te s  th a t the f i r s t  u n ip le  o f any 
s ig n e t  should be le s s  than f iv e  or g re a te r  than 15 or the second 
u n ip le  o f  every s ig n e t  should be le s s  than 3 or g re a te r  than 7 . 
The n e c e s s ity  to  use the r e le c t io n  fu n ctio n  has dim inished
somewhat s in c e  th e  in tro d u c tio n  o f the janua and cojanua
fu n c t io n s .
A r e le c t io n  fu n ctio n  has th e fo llo w in g  b a sic  p r o p e r t ie s ;
(1 ) A r e le c t io n  fu n ctio n  has no in v e r se .
(2 ) I f  k i s  a nonzero p o s it iv e  in te g e r , then  
r e l ( P ) k |E = r e l ( P ) [ E .
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2 . 7  N o d e  N u m b e r in g
The m a te r ia l presen ted  thus fa r  has d e a lt  w ith  the gen eration  and 
m o d ific a tio n  o f  c o n fig u r a tio n s . When preparing s tr u c tu r a l data fo r  
subsequent a n a ly s is  i t  i s  o fte n  n ecessary  to  id e n t i fy  the nodal 
p o in ts  o f  the system  by a sequence o f n atu ral numbers. These node 
numbers may then be used in  the preparation  o f member l i s t s  and 
a ls o  to  d e sc r ib e  the p o s it io n  o f e x te rn a l loads and c o n s tr a in ts . 
B efore d e sc r ib in g  the means by which node numbering may be 
achieved i t  i s  n ecessa ry  to  in trod u ce the concept o f a caten a .
C onsider a formex E and l e t  T be an in g o t o f the same grade as E. 
The in g o t T i s  sa id  to  be a catena o f  E provided th a t fo r  every  
chosen s ig n e t  S o f  E th ere  i s  a t  le a s t  one s ig n e t  equal to  S in  T.
For exam ple, i f
F ® { [ 3 , 7 ;  4 , 6 ] ,  [ 5 , 5 ;  4 , 6 ;  5 , 5 ] ,  [ 3 , 7 ;  5 , 5 ] }
T1 = { [ 4 , 6 ] ,  [ 3 , 7 ] ,  [ 5 , 5 ] }
and
T2 = { [ 3 , 7 ] ,  [ 2 , 8 ] ,  [ 5 , 5 ] ,  [ 3 , 7 ] ,  [ 1 , 9 ] ,  [ 1 , 9 ] ,  [ 4 , 6 ] }
then both T1 and T2 are catenas o f  F .
I f  T i s  a catena o f  a formex E then T i s  sa id  to  be an e x c lu siv e  
catena o f  E provided th a t T i s  nonprolate and th a t every s ig n e t o f  
T i s  contained in  E. For in s ta n c e , T1 in  the above example i s  an 
e x c lu s iv e  catena o f F.
I f  T i s  a catena o f a formex E and i f  T does not s a t i s f y  the  
co n d itio n s fo r  being an e x c lu s iv e  catena o f E, then T i s  re fe rre d  
to  as an in c lu s iv e  catena o f E. For in sta n c e , T2 in  the above
example i s  an in c lu s iv e  catena o f  F.
I f  T i s  a catena o f E then so i s  every sequation  o f  T. A ls o , i f  T
i s  an e x c lu s iv e  catena o f E then so i s  every sequ ation  o f T and i f  
T i s  an in c lu s iv e  catena o f  E then so i s  every sequ ation  o f T.
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Every nonempty in g o t i s  considered to  be an in c lu s iv e  
the empty form ex, but the on ly  e x c lu s iv e  catena o f  
formex i s  the empty formex i t s e l f .
Further examples o f  catenas are given  below in  terms o f
FI = { [ 4 , 3 ;  2 , 1 ] ,  [ 6 , 5 ;  4 , 3 ] }
F2 «  [ 3 , 2 , 1 ;  4 , 3 , 2 ;  3 , 2 , 1 ;  5 , 4 , 3 ]
and
F3 -  { [ 7 , 5 ] ,  [ 9 , 7 ] ,  [ 9 , 7 ] ,  [ 7 , 5 ] } .
With re sp e c t  to  FI
{ [ 4 , 3 ] ,  [ 6 , 5 ] ,  [ 2 , 1 ] }
and
{ [ 6 , 5 ] ,  [ 2 , 1 ] ,  [ 4 , 3 ] }  
are e x c lu s iv e  catenas and
{ [ 4 , 3 ] ,  [ 6 , 5 ] ,  [ 2 , 1 ] ,  [ 6 , 5 ] }
and
{ [ 6 , 5 ] ,  [ 2 , 1 ] ,  [ 2 , 2 ] ,  [ 2 , 1 ] ,  [ 7 , 6 ] ,  [ 4 , 3 ] }  
are in c lu s iv e  ca te n a s . A ls o ,
{ [ 4 , 3 , 2 ] ,  [ 5 , 4 , 3 ] ,  [ 3 , 2 , 1 ] }  
i s  an e x c lu s iv e  catena o f F2 and
{ [ 5 , 4 , 3 ] ,  [ 3 , 2 , 1 ] ,  [ 6 , 5 , 4 ] ,  [ 4 , 3 , 2 ] }  
i s  an in c lu s iv e  catena o f F2. Furthermore,
{ [ 7 , 5 ] ,  [ 9 , 7 ] }  
i s  an e x c lu s iv e  catena o f F3 and 
{ [ 9 , 7 ] ,  [ 5 , 3 ] ,  [ 7 , 5 ] ,  [ 3 , 1 ] }  
i s  an in c lu s iv e  catena o f F 3 .
form ices
catena of
the empty
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2 . 7 . 1  D ic t u m  F u n c t i o n
The means by which c o n n e c tiv ity  l i s t s  or sequences o f  loaded nodes 
or c o n s tr a in ts  may be created  i s  provided in  formex algebra  by the  
dictum  fu n ctio n  which i s  d escrib ed  in  the se q u e l.
The a c tio n  o f  the dictum  fu n ctio n  w i l l  be introduced by means o f a 
sim ple exam ple, co n sid er  form ices E and F whose p lo t s  are shown in  
F ig 2 . 7 . 2  and Fig 2 . 7 . 1 ,  r e s p e c t iv e ly  and l e t  F be a catena o f  E. 
Formices E and F are w ritte n  as
E = { [ 1 , 1 ?  2 , 1 ] ,  [ 2 , 1 ;  2 , 3 ] ,  [ 2 , 3 ;  1 , 2 ] ,  [ 1 , 2 ;  1 , 1 ] ,
[ 1 , 1 ;  2 , 3 ] }
F = { [ 1 / 1 ] ,  [ 1 / 2 ] ,  [ 2 , 1 ] ,  [ 2 , 3 ] }
1 2  3 4
where F i s  shown w ith i t s  a sso c ia te d  o r d e r a te s . Let a formex G be 
obtain ed  from E by re p la c in g  every s ig n e t in  E by the orderate  
o f the f i r s t  occurrence o f th is  s ig n e t  in  F. Formex G would then  
have th e form
G = { [ 1 ; 3 ] , [3;4]/ [4;2], [2;1], [1?4]}
The formex G may be seen to  rep resen t the c o n n e c tiv ity  l i s t  o f the  
c o n fig u r a t io n . The r e la t io n s h ip  by which G i s  obtained  from E may 
be w ritte n  as
G « d i e ( F ) jE
where th e fu n c tio n  d i c ( F)  i s  re fe r r e d  to  as the dictum fu n ctio n  
• and formex G i s  r e fe r r e d  to  as th e dictum o f E w ith re sp e c t to  F.
The dictum  o f the empty formex w ith re sp e ct to  an in g o t i s  the
empty formex and so i s  the dictum o f any formex w ith r e sp e c t to  
the empty form ex. That i s ,  fo r  any formex F and any in g o t T
d i c ( T ) j { }  = { }
and
d i c ( { } ) | F  = {>•
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To fu r th e r  i l l u s t r a t e  the p r a c t ic a l  a p p lic a tio n  o f  the dictum  
fu n c tio n , co n sid er  the plan  view  o f  a f l a t  g r id  shown in  Fig  
2 . 7 . 3 .  A formex rep resen tin g  the elem ents o f  the s tru c tu re  may be 
w ritte n  as
H « rinid(4 ,3,2,2) |rosid(2,2)|[ 1 , 1 ;  2,2] #
rinid(4,2,2,6)j[l,l;3,l] # rinid(2,3,8,2)][1,1; 1,3]
An in g o t re p re se n tin g  the nodal p o in ts  o f  the g r id  can be obtained  
from
T1 = t r a n id ( 2 i , 2 j )  \ [ 1 , 1 } #
' 3 
i = 0 t r a n id ( 2 i , 2  j ) ] [ 2 , 2 ]
This in g o t c o n s is t s  o f  32 s ig n e ts  and i s  an e x c lu s iv e  catena o f  H. 
The o rd era te  o f  every s ig n e t  o f T1 i s  w ritte n  near the node 
rep resen ted  by th e s ig n e t  in  Fig 2 . 7 . 3 .
Now, l e t  the dictum  o f H w ith r e sp e c t to  T1 be denoted by H I. That 
i s ,
HI = d i c ( T l ) | H.
The formex HI i s  o f  the form
{ [ 1 ; 2 1 ] ,  [ 5 ; 2 1 ] ,  [ 6 ; 2 1 ] ,  [ 2 , 2 1 ] ,  [ 5 ; 2 4 ] , ............ [ 3 ; 4 ] ,
[ 1 9 ; 2 0 ] } .
This formex c o n s is ts  o f  62 c a n tle s  and p rovid es a com plete  
d e s c r ip tio n  o f  th e in te rco n n e ctio n  p a ttern  o f the g r id  in  terms o f  
the node numbering scheme shown in  Fig 2 . 7 . 3 ,  where the p o s it io n  
o f each c a n tle  o f  HI i s  governed by the p o s it io n  o f the  
corresponding c a n tle  in  H. The numbering scheme i s  independant o f  
H and i s  e n t ir e ly  d ic ta te d  by the d is p o s it io n  o f the s ig n e ts  in  
T 1 .
The dictum  fu n ctio n  may a ls o  be used to  provide oth er types o f  
s tr u c tu r a l data in  terms o f jo in t  numbers, such as the p o s it io n  o f  
c o n s t r a in ts . For exam ple, suppose th a t the supports fo r  the above 
g r id  are as shown in  F ig 2 . 7 . 4 ,  where a hollow  square i s  used to
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in d ic a te  a jo in t  w ith a s in g le  v e r t ic a l  c o n s tra in t  and a s o l id  
square i s  used to  in d ic a te  a jo in t  which i s  f u l l y  f ix e d . A formex 
d e sc r ib in g  the p o s it io n s  o f  the supports o f  the f i r s t  type may be 
w ritte n  as
FA = l a m i d ( 5 , 4 ) j { [ 3 , l ] ,  [ 1 , 3 ] } ,
where each support p o s it io n  i s  represen ted  by a s ig n e t  in  FA. 
S im ila r ly , the p o s it io n s  o f  th e supports o f the second type may be 
w r itte n  as
FB = l a mi d( 5 , 4 ) |[ 1 , 1 ] .
The l i s t s  o f  th e support p o in ts  in  terms o f the node numbers may 
now be ob tain ed  as
GA = d i c ( T l ) | FA  
d i c ( T l ) ]FB
{ 5 , 2 , 1 3 , 1 8 , 8 , 3 , 1 6 , 1 9 }
and
GB
where
GA
and
GB
The redictum  fu n ctio n  enables a formex rep resen tin g  a 
c o n fig u ra tio n  to  be r e c o n s titu te d  from the form ices rep resen tin g  
the member l i s t  and nodal data fo r  the c o n fig u r a tio n .
To e la b o r a te , retu rn in g  to  the co n fig u ra tio n  shown in  Fig 2 . 7 . 2  
l e t  the normat coo rd in ates o f  the nodal p o in ts  o f  the  
c o n fig u r a tio n  be represen ted  by
F -  { [ 1 , 1 ] ,  [ 1 , 2 ] ,  [ 2 , 1 ] ,  [ 2 , 3 ] } .
1 2  3 4
Futhermore, l e t  the member l i s t  o f the c o n fig u r a tio n , r e la t iv e  to  
the node numbers in d ic a te d  below the s ig n e ts  o f F, be represented  
by
E = { [ 1; 3 ], [3;4], [4;2], [2;1], [1;4]}.
The formex re p re se n tin g  the c o n fig u r a tio n , in  terms o f the normat 
c o o rd in a te s , may be obtained  u sin g  the co n stru ct
G = r e d (F ) {E 
r e s u lt in g  in  G ta k in g  the form
{ [ 1 , 1 ;  2 , 1 ] ,  [ 2 , 1 ;  2 , 3 ] ,  [ 2 , 3 ;  1 , 2 ] ,  [ 1 , 2 ;  1 , 1 ] ,  [ 1 , 1 ;  2 , 3 ] } .
The c o n stru c t red(F)  i s  r e fe r r e d  to  as a redictum  fu n c tio n  and the
r u le  by which E i s  obtain ed  from G maybe d escrib ed  as fo llo w s :
G i s  obtain ed  from E by re p la c in g  every u n ip le  U o f E by the  
s ig n e t  o f  F whose ord erate  i s  equal to  U. To i l l u s t r a t e  th is  id e a , 
co n sid er  th e c a n tle  [ 1 ; 2 ]  o f  E,
the s ig n e t o f  F o f ord erate  1 i s  [ 1 , 1 ]  
and th e s ig n e t  o f F o f o rd erate  2 i s  [ 1 , 2 ] ,
th e r e fo r e  [ 1 ; 2 ]  in  E i s  rep la ced  by [ 1 , 1 ;  1 , 2 ]  in  G
s im ila r ly  [ 1 ; 4 ]  in  E i s  rep la ced  by [ 1 , 1 ;  2 , 3 ]  i n G.
2 , 7 . 2  R e d ic tu m  F u n c t i o n
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2 . 7 . 3  S e v i a t i o n  F u n c t i o n
C onsider the c o n fig u ra tio n  shown in  Fig 2 . 7 . 2 ,  and l e t  the nodes 
have th e numbers in d ic a te d  in  the f ig u r e . The formex
E = { [ 1 ; 2 ] ,  [ 1 ? 3 ] ,  [ 2 ; 4 ] ,  [ 3 ; 4 ] ,  [ 1 ; 4 ] >
rep resen ts  the member l i s t  fo r  the c o n fig u r a tio n . The nodal 
bandwidth may be obtain ed  by determ ining the maximum d iffe r e n c e  
between node numbers o f the elem ents o f the c o n fig u r a tio n . By 
in s p e c tio n , th is  i s  seen to  be 4 -1  ~ 3 . Formex a lgeb ra  in clu d es a 
fu n ctio n  to  determ ine t h is  v a lu e , the co n stru ct takes the form
F = sevjE
where F would re c e iv e  the valu e 4 , and sev i s  an ab b rev ia tio n  fo r  
s e v ia t io n , and i s  re fe r r e d  to  as the s e v ia tio n  fu n c tio n .
2 . 7 , 4  L a titu d e  Function
O ften the s e v ia tio n  fu n ctio n  i s  used in  con ju n ction  w ith the  
dictum  fu n c tio n , fo r  example
F «  sev | d ie(T )| E .
For convenience th is  may be w ritte n  as
F = l a t ( T) | E
where l a t  i s  an a b b rev ia tio n  fo r  la t i t u d e . A co n stru c t o f the form 
l a t ( T )  i s  r e fe r r e d  to  as a la t itu d e  fu n c tio n .
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2 , 7 . 5  N o v a t io n  F u n c t i o n
C onsider the c o n fig u ra tio n  shown in  Fig 2 . 7 . 5 .  A l l  the fig u r e s  
used so fa r  in  th is  chapter have shown the p lo t  o f a formex 
rep resen ted  in  e ith e r  a 2D or 3D C artesian  coo rd in ate  system . In 
the next se c tio n  i t  w i l l  be shown how form ices may be represented  
u sin g o th er geom etric tra n sfo rm a tio n s . The c o n fig u ra tio n  shown in  
Fig 2 . 7 . 5  may be transform ed in to  the dome shown in  F ig 2 . 7 . 6 .
This f ig u r e  h ig h lig h ts  a p a r t ic u la r  problem. I f  one wished to  
cre a te  a member l i s t  fo r  the dome using the co n fig u ra tio n  
rep resen ted  by the o r ig in a l formex shown in  Fig 2 . 7 . 5  then the  
in te rc o n n e c tio n s  in d ic a te d  by the row o f a s te r is k s  show where the  
nodes would meet when wrapped round to  form the dome. In the  
o r ig in a l  formex the l in e  denoted by the row o f  a s te r is k s  has 
d if fe r e n t  normat coo rd in ates in  d ir e c t io n  1 . To use the dictum  
fu n c tio n  to  achieve the c o rre c t numbering system  th ese  normat 
co o rd in a tes need to  be c o in c id e n t. This m o d ific a tio n  may be 
achieved u sin g the novation  fu n ctio n  which may be d escrib ed  as 
f o l lo w s .
C onsider a formex E, and l e t  F be a formex o f p le x itu d e  2 and of  
the same grade as E . Let the f i r s t  c a n tle  o f F be represen ted  by
[Sly S 2 ]
where SI and S2 are the f i r s t  and second s ig n e ts  o f the c a n t le ,  
r e s p e c t iv e ly . Let E be m odified  by re p la c in g  every s ig n e t o f  E 
which i s  equal to  SI by S2 and l e t  th is  process be repeated fo r  
a l l  th e c a n tle s  o f  F proceeding in  the n atu ral order and l e t  the  
r e s u lt in g  formex be denoted by G.
The r u le  through which G i s  obtained form E i s  represen ted  by a 
fu n ctio n  which i s  o f the form
n o v (F )
and i s  r e fe r r e d  to  as a n ovation  fu n c tio n . Formex G i s  re fe rre d  to
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as th e novation  o f  E w ith  re sp e c t to  F, and the r e la t io n  between E 
and G i s  w ritte n  as
G = nov(F)|E.
For exam ple, i f
E = { [ 1 , 2 ;  3 , 4 ;  5 , 6 ] ,  [ 3 , 4 ] ,  [ 5 , 6 ;  7 , 8 ] }  
and F «  { [ 3 , 4 ;  0 , 0 ] ,  [ 7 , 8 ;  4 , 1 ] ,  [ 2 , 2 ;  4 , 5 ] ,  [ 5 , 6 ;  5 , 9 ] }
then th e m o d ific a tio n  o f  E w ith  r e sp e c t to  the f i r s t  c a n tle  o f F 
w i l l  g iv e  r i s e  to
n ov(F ) E = { [ 1 , 2 ;  0 , 0 ;  5 , 9 ] ,  [ 0 , 0 ] ,  [ 5 , 9 ;  4 , 1 ] } .
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2 . 8  F o rm e x  C o l l a t i o n
There are s itu a t io n s  which req u ire  the order o f  a sequence o f  
form ices be arranged to  s a t i s f y  a given s e t  o f c o n d itio n s . For 
exam ple, when an a ly zin g  a stru c tu re  to  economise on com putational 
tim e i t  i s  n ecessa ry  to  m inim ise the nodal bandwidth o f the  
system , or in  the case  o f  a fr o n ta l s o lu tio n  to  order the  
appearance o f  the e le m e n ts . Formex a lgebra in clu d es a number o f  
fu n ctio n s to  enable orderin g  o f t h is  form to  be ach ieved .
2 . 8 . 1  Rapportance
O rdering th e elem ents o f  a formex depends on a concept re fe rre d  to  
as rapportance which i s  d escrib ed  in  the se q u e l.
Let E and F be two form ices and l e t  P be a p erd ica n t th a t may be 
ev alu ated  w ith  re sp e c t to  E and F. Let the p erd ica n t P be 
ev alu ated  tw ice  w ith re sp e c t to  E and F, where E and F are taken  
once in  the order E, F and then in  the order F, E. Four 
p o s s i b i l i t i e s  a r is e  and th ese  are shown in  Table 2 . 8 . 1 .
Table 2 . 8 . 1
Case
Value o f P w ith re sp e c t  
to  E and F in  the order  
E, F
Value o f P w ith re sp e ct  
to  E and F in  the order  
F, E
1 True F a lse
2 F a lse True
3 True True
4 F a lse F a lse
In th e f i r s t  case  
E i s  sa id  to  be o f a h igher rapportance than F w ith  re sp e c t to  P 
or
E i s  sa id  to  be more rapportant than F w ith r e sp e c t to  P.
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In the second case
E is said to be of a lower rapportance than F with respect to P
or
E i s  sa id  to  be le s s  rapportan t than F with r e sp e c t to  P.
In the th ir d  or fou rth  case
E and F are sa id  to  be o f the same rapportance w ith re sp e c t to  P
or
E and F are sa id  to  be e q u a lly  rapportant w ith r e sp e c t to  P.
V arious r e la t io n s h ip s  between E and F may be sy m b o lic a lly  
rep resen ted  as shown in  Table 2 . 8 . 2 .
Table 2 . 8 . 2
R epresen tation D escrip tio n
E[>P]F E i s  more rapportant than F w ith re sp e c t to  P
E [<P] F E i s  le s s  rapportant than F w ith  r e sp e c t to  P
E [=P] F E and F are o f  th e same rapportance w ith  r e sp e c t to  P
E [fcP] F E i s  o f  a rapportance higher than or equal to  F w ith re sp e c t to  P.
E [*P] F E i s  o f a rapportance lower than or equal to  F w ith re sp e c t to  P.
E [*P] F E i s  not more rapportant than F w ith re sp e ct  to  P .
E [*P] F E i s  not le s s  rapportant than F w ith  re sp e c t  to  P.
E[TP]F E and F are not o f  the same rapportance w ith  r e sp e c t to  P.
E[>P]F E i s  not o f  a rapportance h igh er than or  equal to  F w ith re sp e c t to  P .
E [ » ]  F E i s  not o f  a rapportance lower than or equal to  F w ith re sp e c t to  P.
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To i l l u s t r a t e  the concept o f  rapportan ce, co n sid er the fo llo w in g  
form ices
FI = { [ 1 , 2 ;  2 , 4 ] ,  [ 3 , 2 ;  2 , 1 ] }
F2 = [ 6 , 4 , 6 ;  4 , 6 , 4 ]
F3 = [ 6 , 1 ;  1 , 1 ;  1 , 4 ]
and
F4 = { [ 7 , 5 , 3 , 1 ;  9 , 7 , 5 , 3 ] ,  [ 1 , 3 , 5 , 7 ] } .
and l e t  a p erd ican t P be s p e c if ie d  in  terms o f a t y p ic a l  p a ir  o f
th ese  form ices as fo l lo w s :
P i s  tru e  provided th a t the sum o f the u n ip le s  o f  the f i r s t  
s ig n e t  o f  the f i r s t  c a n tle  o f the l e f t  elem ent o f the p a ir  
i s  g re a te r  than th a t o f the r ig h t  elem ent o f  the p a ir .
Examining the r e la t iv e  rapportance o f FI and F2 w ith  re sp e c t to  P,
one fin d s  th a t
th e sum o f  the u n ip le s  o f the f i r s t  s ig n e t  o f the f i r s t  
c a n tle  o f  FI i s  3
and the sum o f the u n ip le s  o f  the f i r s t  s ig n e t  o f the f i r s t  ca n tle  
o f  F2 i s  16 .
Thus, P i s  f a l s e  in  the order F I , F2 and i s  tru e  in  the order F2,
F I . T h e re fo re , FI i s  le s s  rapportant than F2 w ith re sp e ct to  P. 
That i s ,
F2 [>P] F I .
S im ila r ly , i t  i s  found th a t
FI [<P]F3,
FI [<P]F4,
F2 [>P]F3,
F2 [=P] F4
and
F3 [<P] F 4 .
Note th a t  two form ices whose r e la t iv e  rapportance i s  examined may 
be o f  d i f f e r e n t  o rd er , p le x itu d e  and grade.
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2 . 8 , 2  P r o c e s s  o f  R a p p o r t a t i o n
The p rocess o f  orderin g  the elem ents o f a formex i s  re fe r r e d  to  as 
ra p p o rta tio n  and i s  d escrib ed  as fo l lo w s .
C onsider a sequence S o f  n form ices where n^2 and l e t  th ere  be a 
p erd ica n t P which may be evalu ated  w ith re sp e c t to  any two 
elem ents o f the sequence
The phrase ( i , j )  forward s e r ia t io n  i s  used to  r e fe r  to  the  
fo llo w in g  procedure:
For K = i, i + l ,  i + 2 , . . . . , j - 1
th ththe k and ( k- 1 )  elem ents o f  S are compared and i f
the la t t e r  i s  more rapportant than the former w ith
r e sp e c t to  P then th ese  elem ents are in terch an ged .
A ls o , l e t  the phrase ( j , l )  backward s e r ia t io n  be used to  r e fe r  to  
the fo llo w in g  procedure:
For k - j ,  j - 1 ,  j - 2 , . . . . , i + l
t h ththe k and ( k- 1 )  elem ents o f S are compared and i f
the l a t t e r  i s  le s s  rapportant than the form er w ith
r e sp e c t to  P then th ese  elem ents are in terch an ged .
In r e la t io n  to  both forward and backward s e r ia t io n s , i t  i s
understood th a t when re fe re n c e  i s  made to  an elem ent o f S , say the
th  thk e lem en t, then i t  i s  meant the elem ent which i s  in  the k
p o s it io n  o f  the sequence a t the tim e o f the re fe re n ce  ra th er  than
the elem ent which was in  the k p o s it io n  o f the sequence
i n i t i a l l y .
The term s e r ia t io n  may be used to  r e fe r  to  e ith e r  a forward
s e r ia t io n  or a backward s e r ia t io n .
Let th e sequence S be su b je c t  to  the fo llo w in g  p r o c e ss :
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For k = l , 2 , . . . .
a ( k , n - k + l )  forward s e r r a tio n  i s  ca rr ie d  out and th is  
i s  fo llo w e d  by an ( n - k , k )  backward s e r ia t io n . The 
p ro cess i s  brought to  an end e ith e r  when th e t o t a l  
number o f com pleted s e r ia t io n s  i s  equal to  n - 1  or when a 
s e r ia t io n  does not in v o lv e  any interchange o f  e le m e n ts .
The above p ro cess i s  r e fe r r e d  to  as the p rocess o f  ra p p o rta tio n . 
The sequence S may be sa id  to  have been su b jected  to  the process  
o f ra p p o rta tio n  w ith r e sp e c t to  P or the sequence may be sa id  to  
have been rapported w ith  r e sp e c t  to  P.
For exam ple, co n sid er  the sequence o f u n ip les
8 , 4 , 5 , 7 , 3 , 2 , 9 , 6 , 3  
and l e t  a p erd ica n t P, in  b re v ic  n o ta tio n , be given  by 
U < W.
To rapp ort th e above sequence w ith  re sp e c t to  P, one begin s by 
ap p lyin g  a ( 1 , 9 )  forward s e r ia t io n . This s e r ia t io n  w i l l  in v o lv e  
a l l  th e elem ents o f  the sequence, w ith the p rog ress being from  
l e f t  to  r ig h t .  The r e s u lt in g  sequence w i l l  be
4 . 5 . 7 . 3 . 2 . 8 . 6 . 3 . 9 .
As th e  n ext s te p , an ( 8 , 1 )  backward s e r ia t io n  i s  a p p lie d . This  
s e r ia t io n  w i l l  in v o lv e  elem ents 1  to  8 o f  the sequence, w ith the  
p ro g ress bein g from r ig h t  to  l e f t .  The r e s u lt  i s  th e sequence
2 . 4 . 5 . 7 . 3 . 3 . 8 . 6 . 9 .
The n ext s e r ia t io n  to  be a p p lie d  i s  a ( 2 , 8 )  forward s e r ia t io n  
in v o lv in g  the elem ents 2 to  8 o f the sequence. This w i l l  transform  
th e sequence to
2.4.5.3.3.7.6.8.9.
A ( 7 , 2 )  backward s e r ia t io n  i s  a p p lied  n e x t. This w i l l  in v o lv e  the  
elem ents 2 to  7 and the r e s u lt in g  sequence w i l l  be
2. 3 . 4 . 5 . 3 . 6 . 7 . 8 . 9 .
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In th e  n ext two s t e p s , a ( 3 , 7 )  forward s e r ia t io n  and a ( 6 , 3 )  
backwards s e r ia t io n  are a p p lie d  g iv in g  r i s e  to  the sequence
2 ,3 ,3 ,4 ,5 ,6 ,7 ,8 ,9 .
At t h is  p o in t , the a p p lic a tio n  o f a ( 4 , 6 )  forward s e r ia t io n  lea v es  
the sequence unchanged and t h is  s ig n a ls  the end o f the process o f  
r a p p o r ta tio n .
O rdering i s  achieved through a r u le  dependant on a p e rd ic a n t. To 
i l l u s t r a t e  t h is  l e t  E and F be two form ices and l e t  P be a 
p erd ica n t
i f  E = { [ 1 , 7 ] ,  [ 3 , 6 ] ,  [ 4 , 2 ] ,  [ 2 , 3 ] ,  [ 5 , 1 ] }
then l e t  F be obtain ed  from E su b je c t  to  the fo llo w in g  r u le . For 
any a d ja ce n t p a irs  o f  c a n t le s , th e f i r s t  u n ip le  o f  the f i r s t  
c a n tle  should be le s s  than or equal to  the f i r s t  u n ip le  o f  the  
second c a n t le . I f  t h is  co n d itio n  i s  not s a t i s f i e d  then the  
p o s it io n  o f  th e two c a n tle s  should be swapped, t h is  p rocess i s  
repeated  u n t i l  each a d ja cen t p a ir  o f c a n tle s  s a t i s f i e s  th is  
c o n d itio n . I f  F were obtain ed  from E su b je c t to  t h is  ru le  then
F = { [ 1 , 7 ] ,  [ 2 , 3 ] ,  [ 3 , 6 ] ,  [ 4 , 2 ] ,  [ 5 , 1 ] }
where th e p erd ica n t could  be w ritte n  P = U( l )  < w( l )
I f  however the r u le  were to  be th a t the second u n ip le  o f  the  
c a n tle  should be la r g e r  than the second u n ip le  o f  the second 
c a n t le  then F would have the appearance
{ [ 1 / 7 ] ,  [ 3 , 6 ] ,  [ 2 , 3 ] ,  [ 4 , 2 ] }
where in  t h is  case  the p erd ica n t could be w ritte n  as P = U(2)>W(2)  
This p ro cess o f swapping the elem ents o f a formex i s  r e fe r r e d  to  
as rapportation.
2 . 8 . 3  R a p p o r t e d  S e q u a t io n  F u n c t i o n
There are th ree  fu n ctio n s which u t i l i s e  the process o f  
ra p p o rta tio n . The f i r s t  o f  th ese  i s  re fe r r e d  to  as the rapported  
sequ ation  fu n ctio n  and i s  p a r t ic u la r ly  u se fu l fo r  reord erin g  the  
node numbers o f  a c o n fig u r a tio n .
C onsider a formex E and l e t  th ere  be a p erd ican t P which may be 
ev alu ated  w ith re sp e c t to  every p a ir  o f  the c a n tle s  o f  E. Let E be 
m od ified  by su b je c tin g  i t s  c a n tle s  to  the process o f  ra p p o rta tio n  
w ith re sp e c t  to  P and l e t  the r e s u lt in g  formex be denoted by F. 
The r u le  through which E i s  transform ed in to  F i s  represen ted  by a 
fu n c tio n . This fu n ctio n  i s  denoted by
ras ( P)
and i s  r e fe r r e d  to  as a rapported sequ ation  fu n c tio n . The r e la t io n  
between E and F i s  w ritte n  as
G = r as ( P) |E.
C onsider the c o n fig u ra tio n  shown in  Fig 2 . 8 . 1 .  The co n fig u ra tio n  
re p re se n ts  the p lo t  o f a formex E and in clu d es node numbers (the  
o rd era tes o f  F ) . Formices E and F have been form ulated as fo llo w s :
E = p e x | r i n i d ( 4 , 3 , 2 , 2 ) | r o s i d ( 2 , 2 ) | { [ 1 , 1 ;  3 , 1 ] ,  [ 1 , 1 ;  2 , 2 ] }
F = p e x | r i n i d ( 4 , 3 , 2 , 2 ) | r o s i d ( 2 , 2 ) | [ 1 , 1 ] # [ 2 , 2 ] .
Let i t  be requ ired  to  order the nodes in  accordance w ith Fig  
2 . 8 . 2 .  This may be achieved u sin g  the co n stru ct
FI = ras( P)|F  
where P i s  U2 > W2.
I f ,  however i t  were requ ired  to  order the nodes in  accordance to  
F ig  2 . 8 . 3  then the p erd ica n t requ ired  would be o f the form
P i s  Ul > W l.
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2 . 8 . 4  R a p p o r t e d  V a r i a n t  F u n c t i o n
The rapported v a r ia n t fu n ctio n  enable the ra p p o rta tio n  process to  
be a p p lie d  to  the s ig n e ts  o f  a c a n t le . The purpose o f th is  
fu n c tio n  i s  to  order the d ir e c t io n  o f an e lem en t.
The e f f e c t  o f  the fu n ctio n  may be d escrib ed  as fo llo w s . Consider  
a formex E and l e t  a p erd ica n t P be evalu ated  w ith  re sp e c t to  
every p a ir  o f  s ig n e ts  th a t are contained in  a c a n tle  o f E. Let a 
formex F be obtained  by re p la c in g  every c a n tle  C o f E by a maniple  
which i s  obtain ed  by rap p ortin g  the s ig n e ts  o f  C w ith  re sp e c t to  
P. The r u le  through which E i s  transform ed in to  F i s  represen ted  
by a fu n ctio n
r a v (P)
and i s  r e fe r r e d  to  as a rapported v a ria n t fu n c tio n . The formex F 
i s  r e fe r r e d  to  as the rapported v a r ia n t o f E w ith re sp e c t to  P and 
the r e la t io n  between E and F i s  w ritte n  as
F = r a v (P ) |E.
Any rapported v a r ia n t o f th e empty formex i s  the empty formex 
i t s e l f .  A l s o ,  i f  E i s  a formex o f p le x itu d e  1 then any rapported  
v a r ia n t o f  E i s  E i t s e l f .  A rapported v a ria n t fu n ctio n  has no 
in v e r s e .
To i l l u s t r a t e  th e rapported v a r ia n t fu n ctio n  con sid er the  
c o n fig u r a tio n  shown in  F ig  2 . 8 . 4 ,  t h is  i s  a p lo t  o f  formex E from 
the p reviou s exam ple. The p oin ted  end o f the arrows shown in  the  
p lo t  in d ic a te  the p o s it io n  o f  the second s ig n e t o f  each c a n t le . To 
change the p a tte rn  o f  arrows shown in  Fig 2 . 8 . 4  to  th a t o f Fig
2 . 8 . 5  which i s  the p lo t  o f  E l, can be obtained by w ritin g
El = rav(Ul^W l AND U2^W2)|E.
A ls o , to  change the p a tte rn  shown in  Fig 2 . 8 . 4  to  th a t shown in  
Fig 2 . 8 . 6  which i s  the p lo t  o f E2, can be obtain ed  from
E2 = r a v (U l2:Wl AND U2^W2) | E.
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2 . 9  A d d i t i o n a l  F o rm e x  F u n c t i o n s
2.9.1 Tectrix Function
C onsider th e array o f nodal p o in ts  shown in  Fig 2 . 9 . 1 .  There are  
2 0  p o s s ib le  com binations o f  double ended members which may be used 
to  jo in  p a irs  o f  nodal p o in ts  shown in  th is  f ig u r e . A formex 
co n stru cted  from th e se  20 p o s s ib le  c a n tle s  i s  shown in  F ig  2 . 9 . 2 .  
The t e c t r i x  fu n ctio n  p rovid es a g e n e ra lise d  means o f determ ining  
such a sequence o f com binations and a ls o  su b je c tin g  the sequence 
to  a c o n d itio n . The e f f e c t  o f  th e fu n ctio n  may be d escrib ed  in  the  
fo llo w in g  manner:
Let E be a formex and suppose th a t a sequence S o f  r e g le t s  
R I, R2, . . . . ,  Rt
i s  co n stru cted  from a l l  the s ig n e ts  o f E, where the order o f  
appearance o f  th e r e g le t s  in  S i s  e x a c t ly  the same as in  E. 
T h e re fo re , i f
C onsider formex F o f  p le x itu d e  m, having a t y p ic a l  c a n tle  which 
c o n s is t s  o f  the m -tu p le  o f  r e g le t s
R i , R j , Rk, . . . . , Rp, Rq
where R i, R j, Rk, . . . . ,  Rp and Rq are r e g le t s  from S w ith i ,  j ,  
k , . . . e t c  in d ic a tin g  s e r i a l  p o s it io n  numbers and w ith
E = { [ 3 , 9 ;  4 , 8 ] ,  [ 4 , 8 ;  3 , 9 ] ,  [ 5 , 7 ] ,  [ 4 , 8 ;  5 , 7 ;  5 , 7 ] }  
then th e  sequence S w i l l  be
[ 3 , 9 ] ,  [ 4 , 8 ] ,  [ 4 , 8 ] ,  [ 3 , 9 ] ,  [ 5 , 7 ] ,  [ 4 , 8 ] ,  [ 5 , 7 ] ,  [ 5 , 7 ] .
i <  j<k <p<q
and where
and fo r  every va lu e  o f i :  
and fo r  every v a lu e  o f j :
i  v a r ie s  from 1  to  t-m + 1
j v a r ie s  from i + l  to  t-m + 2
k v a r ie s  from j + l  to  t-m+3
and fo r  every va lu e  o f p : q v a r ie s  from p+ 1  to  t
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and where the order o f  appearance o f the c a n tle s  in  F i s  governed  
by th e r u le  th a t fo r  every two a d jacen t s u b s c r ip ts , say j and K, 
a l l  th e  in te g e r s  in  the range o f K are employed in  n a tu ra l  
ascending o rd e r , b e fo re  j i s  increm ented by u n ity . Thus, i f  S i s  
given  by
[ 4 , 5 ] ,  [ 7 , 2 ] ,  [ 6 , 3 ] ,  [ 5 , 4 ] ,  [ 4 , 5 ]
and i f  m=3 then F i s  g iven  by
{ [ 4 , 5 ;  7 , 2 ;  6 , 3 ] ,  [ 4 , 5 ;  7 , 2 ;  5 , 4 ] ,  [ 4 , 5 ;  7 , 2 ,  4 , 5 ] ,
[ 4 , 5 ;  6 , 3 ;  5 , 4 ] ,  [ 4 , 5 ;  6 , 3 ;  4 , 5 ] ,  [ 4 , 5 ;  5 , 4 ;  4 , 5 ] ,
[ 7 , 2 ;  6 , 3 ;  5 , 4 ] ,  [ 7 , 2 ;  6 , 3 ;  4 , 5 ] ,  [ 7 , 2 ;  5 , 4 ;  4 , 5 ] ,
[ 6 , 3 ;  5 , 4 ;  4 , 5 ] } .
A ls o , w ith  the above sequence S , i f  m = 2 then F i s  given  by
{ [ 4 , 5 ;  7 , 2 ] ,  [ 4 , 5 ;  6 , 3 ] ,  [ 4 , 5 ;  5 , 4 ] ,  [ 4 , 5 ;  4 , 5 ] ,
[ 7 , 2 ;  6 , 3 ] ,  [ 7 , 2 ;  5 , 4 ] ,  [ 7 , 2 ;  4 , 5 ] ,  [ 6 , 3 ;  5 , 4 ] ,
[ 6 , 3 ;  4 , 5 ] ,  [ 5 , 4 ;  4 , 5 ] }
and i f  m = 1 then F i s  sim ply
{ [ 4 , 5 ] ,  [ 7 , 2 ] ,  [ 6 , 3 ] ,  [ 5 , 4 ] ,  [ 4 , 5 ] } .
I f  the formex F i s  then su b je c t  to  a r e le c t io n  fu n ctio n  o f the  
form
G = r e l ( P) | F
then th e r u le  by which E i s  transform ed in to  G i s  sym bolized in
terms o f  a fu n c tio n . This fu n ctio n  i s  denoted by
t ec( m, p)
and i s  r e fe r r e d  to  as the t e c t r i x  fu n c tio n .
To i l l u s t r a t e  the e f f e c t  o f  the fu n ctio n  co n sid er  the p lo t  o f
a formex F shown in  Fig 2 . 9 . 3 ( a )  where
F = r o s i d ( 5 , 5 ) * 4 ' 4
1 = 0 J = i -tran id  (i , j ) | [ 1 , 1 ]
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The formex re p re se n tin g  th e c o n fig u ra tio n  shown in  Fig 2 . 9 . 3 ( b )  
may be ob tain ed  as
FI = t e c ( 2 ,  (U22-U12 = 1) AND ( Ul l  = U12) )|F
and th a t re p re se n tin g  the c o n fig u ra tio n  shown in  F ig  2 . 9 . 3 ( c )  may 
be ob tain ed  as
F2 = t e c ( 2 ,  (U21-U11 = 1) AND (U12 = U22) )|F.
In a d d it io n , the formex whose p lo t  i s  shown in  F ig  2 . 9 . 3 ( d )  may 
be ob tain ed  as
F3 = t e c ( 2 ,  (U11=U21 AND U 22-U 12=l)
(U21-U11=1
OR
AND U12=U22) ) |F.
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2 . 9 . 2  V in c u lu m  F u n c t i o n
Let E be a formex o f the nth grade and l e t  formex F be obtain ed  as 
F = t e c ( 2 , P ) | E  
where P i s  given  by 
B1 < M < B2
and where B1 and B2 are r e a l  numbers re fe r r e d  to  as the lower 
bound and upper bound r e s p e c t iv e ly , and M in  b re v ic  n o ta tio n  i s  
given  by
n
M =  ^ £  ^U2i -  U li
i = l
2 ' 1/2
/  w
The u n ip le s  in  the above r e la t io n  belong to  a t y p ic a l  c a n tle  C o f  
E and M i s  r e fe r r e d  to  as the metrum o f C. The r u le  by which E i s  
transform ed in to  F i s  sym bolized in  terms o f a fu n c tio n . This  
fu n c tio n  i s  denoted by
v i n ( r l , r 2 )
and i s  r e fe r r e d  to  as the vinculum fu n c tio n , where r l  and r 2  are  
r e a l numbers, and where the sm a ller  o f  r l  and r 2  i s  in te rp re te d  as 
bein g th e lower bound, and the la r g e r  the upper bound. The formex 
F i s  r e fe r r e d  to  as the vinculum  o f E w ith r e sp e c t to  r l  and r 2 ,  
and th e r e la t io n  between E and F i s  w ritte n  as
F = v i n ( r l , r 2 ) ] E .
Any vinculum  o f  the empty formex i s  con sidered  to  be the empty 
formex i t s e l f .  A ls o , i f  E i s  a r e g le t ,  then
v i n ( r l , r 2 ) j E
i s  con sid ered  to  be the empty form ex. A vinculum fu n ctio n  has no 
in v e r s e .
To i l l u s t r a t e  t h is  fu n ctio n  co n sid er  the c o n fig u ra tio n  shown in  
F ig 2 . 9 . 4 ( a )  which re p re se n ts  the p lo t  o f formex
F = rinid(6,6,1,1)J[1,1].
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The formex FI whose p lo t  i s  shown in  Fig 2 . 9 . 4 ( b )  i s  obtain ed  as 
FI = v i n ( 1 , 2 ) jF
and the formex F2 whose p lo t  i s  shown in  Fig 2 . 9 . 4 ( c )  i s  obtained  
as
F2 = v i n ( 1 , 3 ) |F.
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2 . 9 . 3  P a n s io n  a n d  D e p a n s io n  F u n c t i o n s
On o cc a sio n s i t  i s  u s e fu l to  be a b le  to  add or remove u n ip le s  from 
every s ig n e t  o f  a form ex, t h is  f a c i l i t y  i s  provided by the pansion  
and depansion fu n c t io n s .
thLet E be a formex o f  the n grade and l e t  q be any in te g e r . A ls o ,  
l e t  h be an in te g e r  such th a t
l^h^n+ 1 .
Let a formex F be obtain ed  from E by re p la c in g  every s ig n e t  
[ Ul ,  U2, _____   Un]
o f  E by a r e g le t  o f  the th( n+l )  grad e, where
i f h =l then R = [q , U l, U2, . . .  , Un]
and i f h= 2 then R = [Ul ,  q ,  U2,  . . .  , Un]
and i f h~3 then R = 
•
[Ul ,  U2, q,  . . .  , Un] 
•
and i f h=n
m
then R = [Ul ,  U2, . . .  , q,  Un
and i f  h^n+l then R = [Ul ,  U2,  . . .  , Un, q ] .
The r u le  through which F i s  obtain ed  from E i s  represen ted  by a 
fu n c tio n , t h is  fu n ctio n  i s  denoted by
pan(h , q )
and i s  r e fe r r e d  to  as a pansion fu n c tio n . The r e la t io n  between E 
and F i s  w ritte n  as
F = pan(h , q ) |E.
Any pansion  o f  the empty formex i s  the empty formex i t s e l f .
To i l l u s t r a t e  t h is  fu n c tio n , co n sid er  the formex
E = { [ 1 , 1 ;  3 , 1 ] ,  [ 5 , 5 ] ,  [ 2 , 1 ;  1 , 1 ;  1 , 2 ] }
then
p a n ( l , - 3 )  = { [ - 3 , l , l ; - 3 , 3 , l ] , [ - 3 , 5 , 5 3 , [ - 3 , 2 , l ; - 3 , l , l ; - 3 , l , 2 ]  
pan( 2 , 0 )  -  { [ 1 , 0 , 1 ;  3 , 0 , 1 ] ,  [ 5 , 0 , 5 ] ,  [ 2 , 0 , 1 ;  1 , 0 , 1 ;  1 , 0 , 2 ] }
and
pan( 3 , 3 )  = { [ 1 , 1 , 3 ;  3 , 1 , 3 ] ,  [ 5 , 5 , 3 ] ,  [ 2 , 1 , 3 ;  1 , 1 , 3 ;  1 , 2 , 3 ] }
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The removal o f s ig n e ts  i s  accom plished using the depansion
fu n ctio n  which may be d escrib ed  as fo l lo w s . Let E be a formex o f  
ththe n grade and l e t  h be an in te g e r  o f  the form 
l^h^n.
thLet th e  formex F be obtain ed  from E by removing the h u n ip le  o f  
every s ig n e t  o f  E. The r u le  through which F i s  obtain ed  from E i s  
rep resen ted  by the fu n ctio n
d ep (h )
and i s  r e fe r r e d  to  as the depansion fu n c tio n . The formex F i s  
r e fe r r e d  to  as a depansion o f  E and the r e la t io n  between E and F 
i s  w ritte n  as
F = de p(h ) [ E .
Any depansion o f the empty formex i s  the empty formex i t s e l f .  
A ls o , i f  F i s  a formex o f the f i r s t  grade then
de p( 1 ) JF
i s  con sid ered  to  be the empty form ex.
To i l l u s t r a t e  the depansion fu n ctio n  con sid er the formex
E = { { 3 , 5 , 7 ;  4 , 6 , 8 ] ,  [ 1 , 3 , 5 ;  2 , 4 , 6 ] ,  [ - 1 , 1 , 3 ] } .
A pplying th e ru le  d escrib ed  above, one fin d s  th a t
de p( 2 ) ] E = El = { { 3 , 7 ;  4 , 8 ] ,  [ 1 , 5 ;  2 , 6 ] ,  [ - 1 , 3 ] }  
d e p (2 ) |El = E2 = { [ 3 ; 4 ,  [ 1 ; 2 ] ,  - 1 }  
and d e p ( l ) ] E 2  = { } .
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2 . 9 . 4  M e d u l la  F u n c t i o n
When g en era tin g  th e data fo r  a stru c tu re  using formex a lgebra  i t  
i s  u su al to  cre a te  a formex which rep resen ts a l l  o f the members o f  
the s tr u c tu r e . However, i t  i s  a ls o  n ecessary  when preparing a node 
numbering scheme to  gen erate a formex re p re se n tin g  a l l  o f the  
nodal p o in ts  used in  the s tr u c tu r e . This p rocess may be achieved  
co n v en ie n tly  u sin g a m edulla fu n c tio n .
C onsider a formex E and l e t  T be an in g o t con stru cted  from a l l  the  
s ig n e ts  o f E, w ith  the s ig n e ts  appearing in  e x a c t ly  the same order  
as in  E. T h erefo re , i f  E i s  g iven  by
{ [ 4 , 3 ] ;  6 , 8 ] ,  [ 4 , 3 ;  8 , 6 ] ,  [ 4 , 3 ;  6 , 8 ; 8 , 6 ] ,  [ 4 , 3 ] }
then T tak es the form
{ [ 4 , 3 ] ,  [ 6 , 8 ] ,  [ 4 , 3 ] ,  [ 8 , 6 ] ,  [ 4 , 3 ] ,  [ 6 , 8 ] ,  [ 8 , 6 ] ,  [ 4 , 3 ] } .
Let an in g o t be obtain ed  as
F = pex|T.
That i s  F = { [ 4 , 3 ] ,  [ 6 , 8 ] ,  [ 8 , 6 ] } .
The p ro cess through which F i s  obtained from E i s  represen ted  by 
fu n c tio n . This fu n ctio n  i s  denoted by
med
and i s  r e fe r r e d  to  as a m edulla fu n c tio n . The in g o t F i s  re fe rre d  
to  as th e m edulla o f  E and the r e la t io n  between E and F i s  w ritte n  
as
F = med|E
The m edulla o f the empty formex i s  con sidered  to  be the empty 
formex i t s e l f ,  the m edulla fu n ctio n  has no in v e r s e .
For example i f  E i s  a formex rep resen tin g  the c o n fig u ra tio n  shown 
in  F ig  2 . 9 . 5 ,  then formex F rep resen tin g  the nodal p o in ts  may be 
obtain ed  by
F = med[E
r e s u lt in g  in  th e formex p lo t  shown in  Fig 2 . 9 . 6  w ith  each nodal
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p o in t rep resen ted  by a sm all c i r c l e .
2 . 9 . 5  Rapported M edulla Function
The p ro cess o f node numbering may be co n v en ien tly  achieved u sin g a 
statem ent o f  th e  form
F = r a s (P) j m e d \E.
Because t h is  op era tio n  occurs r e g u la r ly , the p rocess has been 
turned in to  a fu n c tio n , which i s  o f  the form
ram(P )
where ram i s  an a b b re v ia tio n  fo r  rapported m edulla and P i s  a 
p e r d ic a n t. T h erefore  F may be obtain ed  from
F = ram(P) jE.
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2 . 1 0  F o rm e x  P l o t s
In th e p reviou s s e c tio n s  o f t h is  chapter g ra p h ica l re p re se n ta tio n s  
o f form ices have been used to  i l l u s t r a t e  the v a rio u s c o n stru c ts  o f  
the a lg e b r a . The g ra p h ica l re p re se n ta tio n  o f a formex i s  re fe rre d  
to  as th e p lo t  o f  th e form ex.
The r e la t io n s h ip  between form ices and the geom etry o f  a 
c o n fig u r a tio n  p la y s a key r o le  when using formex a lgeb ra  fo r  the  
g en era tio n  o f  data fo r  p r a c t ic a l  en gin eerin g sy ste m s.
C onsider th e form ex,
E = r o s a d ( 3 , 2 ) j { [ 1 , 1 ;  2 , 1 ] ,  [ 2 , 1 ;  4 , 2 ] } .
The g ra p h ic a l r e p re se n ta tio n  o f E i s  shown in  F ig 2 . 1 0 . 1  with  
every  s ig n e t  [U1,U2] o f  E represen ted  by a sm all c i r c le  whose 
cen tre  i s  the p o in t
X « U1
Y = U2
in  a two dim ensional C a rtesia n  coo rd in ate  system .
Each c a n t le  o f  E i s  rep resen ted  by the sm all c i r c le s  corresponding  
to  i t s  s ig n e t s ,  and a s tr a ig h t  l in e  jo in in g  the c i r c l e s ,  to g e th er  
w ith an arrow in d ic a tin g  the order o f appearance o f the s ig n e ts  o f  
the c a n t le . Now l e t  the same procedure be re p e a te d , w ith the  
cen tre  o f  the sm all c i r c le s  given
X = U1 + U2 -2
Y = U2.
Then, th e p lo t  o f E would be the c o n fig u ra tio n  shown in  
Fig 2 . 1 0 . 2 .
S im ila r ly , i f  the u n ip le s  are mapped with a p o la r  coord in ate  
system  u sin g
r  = U1
0  =  (U 2  -  1 )  IT/4
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4
U1
U2
A
j i i i
Fig 2.10.1
U1
Fig 2.10.2
U1
169 Fig 2.10.2a
t h e n  t h e  p l o t  o f  E w o u ld  b e  a s  s h o w n  i n  F i g  2 . 1 0 . 2 a .
From th ese  two examples i t  may be seen th a t a formex may be 
rep resen ted  in  many d i f f e r e n t  coord in ate  system s and through  
v a rio u s fu n ctio n s o f  i t s  u n ip le s .
There are a number o f terms which are used to  d e scrib e  the  
components used in  the p rocess o f  c re a tin g  a p lo t  o f  a form ex. The 
e n t i t y  re p re se n tin g  a s ig n e t  i s  re fe r r e d  to  as a tenon. In the  
th ree  examples used so fa r  the tenons are the sm all c i r c l e s . The 
cen tre  o f  the sm all c i r c l e ,  th a t i s ,  the p o s it io n  o f  the s ig n e t  in  
terms o f  th e chosen coo rd in ate  system  i s  r e fe r r e d  to  as a p iv o t .  
F in a lly , the p a rt o f  the p lo t  th a t rep resen ts a c a n tle  i s  re fe rre d  
to  as a fro n d .
The shapes o f tenons and fronds ( f o r  example, whether a tenon  
appears as a sm all c i r c l e ,  or a square and whether a frond i s  
formed from a s o l id  or d o tted  l in e )  are determ ined by e n t i t ie s  
r e fe r r e d  to  as r e tr o c o r d s . R etrocords con tain  a l l  the in form ation  
n ecessa ry  to  determ ine the s t y le  in  which the p lo t  o f  a formex i s  
to  be drawn. I t  does n o t , however, provide any in form ation  on the  
geom etric tra n sfo rm a tio n  u sed , t h is  in form ation  i s  provided  
through an e n t it y  known as a retronorm .
2 . 1 0 , 1  Retronorms
A retronorm  i s  a s e t  o f  r u le s  through which the s ig n e ts  o f a 
formex may be mapped in to  the p iv o ts  o f a p l o t .  A retronorm  
i s  one o f  th e  fo llo w in g  th ree  ty p e s :
1) Formal Retronorm s. A form al retronorm  i s  defin ed  
through m athem atical form ulae a n d /o r  d e s c r ip tiv e  
statem ents in  a n a tu ra l language,
2) G raphical Retronorm: A g ra p h ica l retronorm  is
determ ined in  terms o f a gra p h ica l c o n stru c tio n .
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3) Tabular Retronorm: A ta b u la r  retronorm  i s  defin ed
in  terms o f a t a b le .
2 . 1 0 . 2  Formal Retronorms
A form al retronorm  com prises one or more co o rd in a te  e q u a tio n s . 
Where th e  gen eral form o f a coo rd in ate  equation i s ,
Q = f ( U l ,  U2,     Un)
where Q i s  a coo rd in ate  and U l, U2, . . . . ,  Un are the u n ip le s  o f
the s ig n e ts  o f  a form ex. The e n t i t y  Q may be one o f th e coo rd in ate  
X, Y , Z o f  a C a rtesia n  co o rd in a te  system , or one o f the  
co o rd in a te  r ,  0  o f  a p o la r  coo rd in ate  system , or one o f the  
co o rd in a tes  r ,  0 , Z o f  a c y l in d r ic a l  coo rd in ate  system , . . . .  e t c .  
The symbol f  rep resen ts  a m athem atical fu n c tio n , s u b je c t  to  the  
c o n d itio n  th a t  w ith in  the range o f v a lu es o f  u n ip le s  o f  the  
form ex, the e n t i t y
f ( U l ,  U2,  --------   Un)
may be u n iq u ely  determ ined as a r e a l number.
For exam ple, although
Q = (Ul + U2) 2
may be determ ined fo r  a l l  v a lu es o f  Ul and U2, th e  equation
1/2Q «  (Ul +B2) ' 
i s  a c c ep ta b le  i f  (Ul +U2)>0.
2 . 1 0 . 3  G raphical Retronorms
The concept o f  a normat was introduced a t the beginning o f th is  
chapter and has been used up to  now in  the form o f  a 2D C artesian  
co o rd in a te  system  w ith u n ip le s  mapping d ir e c t ly  in to  normat
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c o o rd in a te s . I f ,  in ste a d  o f tran sform in g the u n ip le s  o f  a form ex, 
the p o s it io n s  o f  th e normat l in e s  are tran sform ed , a s im ila r  
e f f e c t  to  th a t  o f  u sin g  a form al retronorm  may be ach ieved . Thus, 
the term normat i s  an a lte r n a t iv e  name fo r  a g ra p h ica l retronorm .
2 . 1 0 . 4  Tabular Retronorms
Let the Table 2 . 1 0 . 1  rep resen t a l l  the p o s s ib le  p iv o ts  r e la t in g  
to  the s ig n e ts  o f  a formex F. Where the valu es o f U1 and U2 range 
from 1  to  5 .
Table 2 . 1 0 . 1
U1 U2 i 2 3 4 5
1
X 1 . 1 - 0 . 3 - 1 . 1 1.0 - 0 . 4
y - 2 . 4 - 1 . 4 - 0 . 1 0.9 2.7
2
X 2.4 1.4 1.2 1.3 1.5
y - 1 . 4 0.5 0.9 2.0 3.6
3
X 3.8 3 . 3 3.1 3.8 4.6
y - 0 . 7 0.0 1.0 3.0 4 . 3
4
X 5 . 3 4.9 4.7 5 . 2 5.9
y - 0 . 5 0 . 2 1.1 5 . 3 4.3
5
X
COt'- 6.9 6.5 6 . 7 7.6
y - 1 . 0 0.3 1.2 3 . 3 4.2
by s u b s t itu t in g  fo r  the v a lu es o f  each u n ip le  U1  and U2  in  the  
ta b le  th e p o s it io n  o f each p iv o t  may be determ ined.
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2 . 1 0 . 5  S t a n d a r d  R e t r o n o r m s
There are  s ix  standard retronorm s which r e la t e  to  the most 
commonly used coo rd in ate  system s. These are th e ID , 2D, 3D
c a r te s ia n , p o la r , c y l in d r ic a l  and sp h e r ic a l coo rd in ate  system s. 
There are a number o f terms used when d isc u ss in g  standard  
retronorm s and th ese  and the p a r t ic u la r s  o f  the retronorm s are  
l i s t e d  below .
(1 ) A u n ife c t  retronorm , r e la te s  to  a one dim ensional 
c a r te s ia n  coo rd in ate  system , and has a coo rd in ate  equation  
o f the form
x = f ( U l ,  U2, . . . . ,  Un) .
(2)  A b i f e c t  retronorm , r e la t e s  to  a two dim ensional
c a r te s ia n  coo rd in ate  system ,h avin g coo rd in ate  equations o f  
the form
x = f 1 ( U1 ,  U2, . . . ,  Un)
y  = f 2 ( U l , U2, . . . ,  Un) .
(3)  A t r i f e c t  retronorm , r e la t e s  to  a th ree  dim ensional 
c a r te s ia n  coo rd in ate  system , having coo rd in ate  equations  
o f the form
x = f l ( U l ,  U2, . . . ,  Un)
y  = f 2 ( U l ,  U2,  . . . ,  Un)
z = f 3 ( U l , U2, . . . ,  Un) .
(4)  A p o la r  retronorm , r e la t e s  to  a p o la r  coo rd in ate  system  
and i s  d e fin ed  by coo rd in ate  equations o f the form
r = f l ( U l ,  U2, . . . ,  Un)
0  = f 2 ( U l , U2, . . . ,  Un) .
(5)  A c y lin d r ic a l  retronorm , r e la te s  to  a c y lin d r ic a l
coo rd in ate  system  and i s  d e fin ed  by coo rd in ate  equations o f
173
r = f1(U1, U2, . . . , Un)
0 = f2(Ul, U2, . . . , Un)
z = f3(Ul, U2, . . ., Un).
(6) A spherical retronorm, relates to a spherical coordinate 
system and is defined by coordinate equations of the form
r « f1(U1, U2, ..., Un)
0 = f2 (Ul, U2, ..., Un)
t = f3 (Ul, U2, ..., Un).
2.10.6 Basiant Retronorms
There are three families of standard retronorms. The first family 
is referred to as the basiant retronorms and uses the coordinate 
equations shown in Table 2.10.2.
Table 2.10.2 Basiant Retronorms
t h e  f o r m
Name Coordinate Equation
Basiunifect x = blUl
Basibifect x = blUl
y = b2U2
Basitrifect x = blUl
y = b2U2
z = b3U3
Basipolar r « blUl
0 = b2U2
Basicylindrical r = blUl
0 = b2U2
z = b3U3
Basispherical r = blUl
0 = b2U2
t = b3U3
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The entities bl, b2 and b3 are coefficients referred to as 
basifactors. They are either associated with the linear 
coordinates X, Y, Z and r in which case they are given in units of 
length. Or, they are associated with the angular coordinates 0 or 
t in which case they are given in units of angle. Where 0 
represents the horizontal angle a cylindrical or spherical 
coordinate system and t represents the vertical angle of a 
spherical coordinate system.
To illustrate the use of basiant retronorms consider the formex FI 
where
FI = rinid(10,10,2,2)|rosid(2,2)|{[1,1,1; 3,1,1],
[1 , 1 , 1 ; 2 , 2 , 2]}
representing a sequence of inverted pyramids. Using a basibifect 
retronorm with the following basifactors
bl = 10 units length 
and b2 = 10 units length
the plot of FI with respect to this retronorm talces the form shown 
in Fig 2.10.3. If, however, bl=10 and b2=5, then the plot of FI 
would be as shown in Fig 2.10.4, the maximum y dimension of the 
configuration being halved in comparison with the previous plot. 
It should be noted if a formex has a grade ^2 then all the uniples
of the third direction will be set to 0.
The next standard retronorm to be considered is basipolar. Using a 
basipolar retronorm with bl=l and b2=36 degrees gives rise to the 
plot of FI shown in Fig 2.10.5, that is,a circle subdivided into 
10 sectors. If, however, b2=18 degrees, then the plot of FI would 
have the appearance of a semicircle divided into 10 sectors as 
shown in Fig 2.10.6. That is, the angle of each sector is halved 
in comparison to Fig 2.10.5. If the formex under consideration has
a grade greater &2 then the uniples of the third direction are set
to 0.
A basitrifect plot of formex E is shown in Fig 2.10.7, where the
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Basibifect x = 10 U1, y = 5 U2
176 Fig 2.10.4
Basipolar r — U1, 0 = 36 U2
r Fig 2.10.5
Basipolar r = U1, <j( = 18 U2
Fig 2.10.6
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Basitrifect x = U1, y = U2, z = U3
Fig 2.10.7
Basitrifect x =  U1, y =  U2, z =  3 U3
Fig 2.10.8
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basifactors are bl=l, b2=l and b3=l, if however, b3=3 then as 
shown in Fig 2.10.8 the depth of the pyramids is tripled in 
comparison with the previous plot. Because these plots represent a 
three dimensional configuration they are shown with an orthogonal 
view.
To illustrate the basicylindrical retronorm consider the formex 
F2, where
F2 = rinit(10,10,2,2)|rosit(2,2)]{[4,1,1; 4,3,1],
[4,1,1; 3,2,2]}
Using a basicylindrical retronorm with basifactors bl=2, b2=36
degrees and b3=2 results in the plot of F2 shown in Fig 2.10.9. 
The radius of the configuration could be doubled by doubling the 
value of bl, similarly by varying b3 the height of the 
configuration can be altered. In addition, by varying b2 ,that is, 
the angle of each sector such that the configuration covers a 
segment of a cylinder, it is possible to create the appearance of 
a barrel vault.
Finally to illustrate the basispherical retronorm consider the 
formex
F3 = rinit(10,10,2,2)jrosit(2,2)|[4,1,1; 4,3,1]
a simpler configuration has been used here to avoid creating 
a confusing plot. Three basispherical retronorms were used, the 
related plots are shown in Figs 2.10.10, 2.10.11 and 2.10.12. The 
basifactors used for the basispherical retronorms are bl=2, 
b2=36 degrees and b3=l ,4 and 8, respectively for the three plots. 
By changing b3, that is the vertical angular increment the plot 
maybe varied from an almost a flat circular plate when b3=l to a 
complete spherical dome when b3=8.
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Basicylindrical r = U1,
0 = 36 U2, 
z = 2U3
Fig 2.10.9
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Basispherical r = U1, 0 = 36U2, T = U3
Fig 2.10.10
Basispherical r = U1, 0 = 36U2, T = 4U3
Fig 2.10.11
Basispherical r = U1, 0 = 36U2. T = 8U3
Fig 2.10.12
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2 . 1 0 . 7  P a r i a n t  R e t r o n o r m s
The second family of standard retronorms are referred to as 
pariant retronorms and use the coordinate equations shown in Table 
2.10.3.
Table 2.10.3 Pariant Retronorms
Name Coordinate Equation
Pariunifect x = Ul
Paribifect x = Ul
y = U2
Paritrifect x = Ul
y = U2
z = U3
Paripolar r = Ul
0 = b2U2
Paricylindrical r = Ul
0 = b2U2
z — U3
Pariant retronorms are a special case of basiant retronorms, with 
every basifactor relating to linear dimensions being set to one 
unit of length.
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2 . 1 0 . 8  M e t r i a n t  R e t r o n o r m s
The third family of standard retronorms is referred to as metriant 
retronorms, these retronorms allow accelerated or decelerated 
scaling to be used. The definition of metriant retronorms involve 
a scalar function and the concept of geometric progression and is 
described below.
Let U be an integer and m be a non zero positive real number and
let R be obtained in accordance to the following rule.
If U > 0 then
2 U-lR = 1 + m +m +  M
if U = 0, then
R = 0
and if U < 0, then
0 - 1  m -U-lR = -i - m - m - .... - m
This may also be written using the sum of the terms of a geometric
progression, as follows
U = 0 then
U * 0 then
The rule through which R is obtained from U and m is represented 
in the form of a function. This function is referred to as the 
raetril function and the abbreviation met is used to symbolise it. 
The relation between U, m and R is written as
R = met(U,m)
If m = 1 or if
R = U 
and if M * 1 and if 
if U > 0 then
and if R < 0 then
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The family of metriant retronorms is defined in terms of the 
metril function as shown in the Table 2.10.4.
Table 2.10.4 Metriant Retronorms
Name Coordinate Equation
Metriunifect x = bimet(Ul,ml)
Metribifect x = bimet(Ul,ml) 
y = b2met(U2,m2)
Metritrifect x = bimet(Ul,ml) 
y = b2met(U2,m2) 
z = b3raet(U3,m3)
Metripolar r = bimet(Ul,ml) 
0 = b2met(U2,m2)
Metricylindrical r = bimet(Ul,ml) 
0 = b2met(U2,m2) 
z = b3met(U3,m3)
Metrispherical r = bimet(Ul,ml) 
0 = b2met(U2,m2) 
t = b3met(U3,m3)
To illustrate the metriant retronorms, the formices FI, F2 and F3 
used when discussing the basiant retronorms are employed again. 
The plots of formex FI with respect to two metribifect retronorms 
are shown in Fig 2.10.13 and Fig 2.10.14. Both figures use the 
same basifactors of bl=l and b2=l and also have the metrifactor 
ml=l.l which produces an accelerated scaling in the x direction. 
The difference in plots results form the different values used for 
the metrifactor m2. In Fig 2.10.13 where m2=l. 1 gives rise to an 
accelerated scaling in the y direction resulting in a square 
configuration. In Fig 2.10.14 where a metrifactor of m2=0.95 is 
employed, thus decelerating the scaling in the y direction and 
reducing the maximum y dimension in comparison to Fig 2.10.13.
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Metribifect x = 1 met(U1, 1.1) 
y = 1 met(U2, 1.1)
Fig 2.10.13
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Metribifect x = 1 met(Ul, 1.1) 
y =s 1 met(U2, 0.95)
Fig 2.10.14
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Let us now turn to the three metripolar plots of formex FI shown 
in Figs 2.10.15, 2.10.16 and 2.10.17, respectively. In the first 
two figures an accelerated scaling of the radial dimension is 
achieved by adopting met(Ul,l.l). The radial spacing should be 
compared with the decelerated radius shown in Fig 2.10.17 achieved 
by using met(Ul,0.95). In addition, in figures 2.10.16 and 2.10.17 
a decelerated angular scaling is used with 0=36 met(U2,0.95) 
resulting in a partial circle being drawn when compared to Fig 
2.10.15 where 0=36 met(U2,l) that is, the scaling is neither 
accelerated or decelerated.
Figures 2.10.18 and 2.10.19 illustrate the use of the metritrifect 
retronorm. The metrifactors used in Fig 2.10.18 are the same for 
both directions 1 and 2 and result in a square configuration with 
accelerated scaling. The configuration in Fig 2.10.19 results from 
adopting an accelerated scaling in direction 1 and a decelerated 
one in direction two. Figure 2.10.20 illustrates the use of 
adopting a decelerating scale factor for the z direction in a 
metricylindrical retronorm. The plot is of formex F 2 . Fig 2.10.21 
shows the effect of using an accelerated scaling factor for the 
vertical angle of a metrispherical retronorm. The figure is a plot 
of F3.
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Metripolar r
Motritrifect x = 1 met(U1, 1.1) 
y = 1 met(U2, 1.1) 
z = 1 met(U3,1)
Fig 2.10.18
Metritrifect x = I met(Ul, 1.05) 
y = 1 met(U2, 0.95) 
z = 1 met(U3,l)
Fig 2.10.19
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CHAPTER THREE
The Desig n  Of The Fo r m ia n  Pr o g ra m m in g  Lang uag e
3.1 Introduction
Formex algebra has been in existence for a number of years. 
Although it may be used purely as a conceptual tool, to utilise 
the algebra's benefits fully it is necessary to integrate the 
ideas into some form of programming environment.
The first attempt to incorporate the ideas of formex algebra into 
a programming language was FORMEL a high level language written by 
H. Nooshin Ref(5). This language was produced during the initial 
stages of creating the algebra but was never extensively used. 
One of the first approaches in using the algebra to solve 
practical data generation problems was adopted and developed by M. 
Haristchian Ref(6). It comprised writing programs using the 
concepts of formex algebra in the high level programming language 
FORTRAN. A library of FORTRAN subroutines was developed to 
simulate the effects of the various formex functions, operations 
and graphical constructs. These could then be incorporated as 
required into programs written to generate data for specific 
problems.
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To illustrate this approach, consider Fig 3.1.1 which represents 
the interconnection pattern of a double layer grid. The figure is 
constructed from the plots of FI, F2 and F3 which may be obtained 
as follows:
El = 
E2 = 
E2 = 
E2 =
FI =
{ [ 2 , 2 , 0 ; 2 , 1 , 1], [2 , 1 , 1 ; 1, 2 , 1 ]} 
{[3,3,0; 2,2,0], [3,3,0; 3,2,1]} 
rosid(2,2)|E1 
rosid(3,3)|E2
‘ 6 
X X L tranid(2i - 2, 2j - 2); El
FI = FI #
E3 = {[2,1,1; 4,1,1]} 
E4 = {[1,2,1; 1,4,1]}
F2
F2 = lam(2,5)-F2
F3 
F3
tranid(2i - 2, 2j - 2)|E2
tran(l, 2i - 2) E3
-t— r- tran ( 2,2 j - 2)J J-
= LAM(1,7)|F3
E4
The FORTRAN source program written for this particular problem 
takes the form:
CALL SET4(E1,E2,EIJ,F1)
CALL GET(El,E2)
CALL ROSID(El,2.0,2.0,El)
CALL ROSID(E2,3.0,3.0,E2)
DO 1 I = 1,6 
DO 1 J = 1,4
CALL TRANID(EIJ,2*I-2,2*J-2,E1) 
CALL COM(FI,F1,ElJ)
DO 2 I = 1,5 
DO 2 J = 1,3
CALL TRANID(EIJ,2*I-2,2*J-2,E2) 
CALL COM(FI,FI,ElJ)
CALL DRAW(FI,1.0,3)
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CALL SET5(E3,E4,ET,F2,F3)
CALL GET2(E3,E4)
DO 3 I = 1,5
CALL TRAN(ET,1,2*1-2,E3)
3 CALL COM(F2,2,5.0,F2)
CALL LAM(F2,2,5.0,F2)
CALL DRAW(F2,-1.0,2)
DO 4 J * 1,3
CALL TRAN(ET,2,2*J-2,E4)
4 CALL COM(F3,-1.0,0)
CALL LAM(F3,1,7.0,F3)
CALL DRAW(F3,-1.0,0)
STOP
END
This FORTRAN source program contains approximately twice the 
number of statements as the original formex formulation. It is 
still possible to see the thread of the formulation in the 
program. However, this is a simple problem. For more complex
configurations the source code tends to obscure the route of the
formulation. In addition, it may be noticed that the formices El, 
E2, E3 and E4 are not explicitly created in the program. These 
formices are held on a disk file and introduced to the program by 
the GET2 subroutine. This routine reads and checks the constant
representation from the file. It is interesting to note that this 
particular formulation which is taken from Haristichian's thesis, 
Ref(6), was created before the addition of the rindle functions to 
formex algebra. The addition of these functions has removed the 
need to use the libra construct for certain simple but widely used 
forms of space structure.
The sequence of events necessary to create the picture shown in 
Fig 3.1.1 may be summarised as follows:
1) Prepare a formex formulation for the problem.
2) Transform the formulation into an equivalent
sequence of FORTRAN statements.
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3) Create a data file containing the basic formex 
constants to be operated on.
4) Compile, load and run the program.
5) If an error occurs then either edit the program 
or the data file or both, then recompile, load 
and run the program.
Each of the routines contained error checking facilities, 
therefore, if an error was present then diagnostic information was 
available to help ascertain the nature and position of the error.
To use this approach required a person familiar with FORTRAN and 
also with the various aspects of compiling, loading and editing 
such programs. The programs could be made more sophisticated by 
using 'question and answer' techniques to enter data at runtime, 
allowing the flow of the program to be altered or perhaps the size 
of libra variables to be changed. One of the more useful 
exploitations of the question and answer techniques came in 
relation to the graphical aspects of the system. This allowed the 
user to experiment with various views of the configuration, such 
that when the desired picture was obtained it could be plotted in 
the form of a hard copy.
Despite this ability to enter data at run time, the amount of 
interaction available to the user was limited. The basic problem 
had to be transformed into a sequence of FORTRAN statements and 
this technique did not allow wide variations from the basic 
formulation. However, it was possible to build libraries of 
previously solved problems and these could then be amended to 
suit, rather than write a new program for each problem.
This concept was later expanded by J. Sanchez Alvarez, Ref(7), 
whose contribution was to enhance the graphical aspects of the 
system. Both Sanchez and Haristchian continue to use and add to 
the concepts of formex algebra in their present work, which is.in
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the field of design and manufacture of space structures.
Over the years advances in computer peripherals have provided a 
number of devices to replace the keyboard as the principal means 
of entering information to a computer program. These include the 
light pen, and more recently the graphics tablet, mouse and touch 
screen. These four devices provide the program with information as 
to the position of a cursor or a particular point on the terminal 
screen. They are particularly beneficial when used in conjunction 
with a microprocessor based system, where an almost instantaneous 
response can be relied on. By using this positional data in 
conjunction with a suitable piece of software relating this 
information to one of a list of commands or 'menu' presented on 
the screen, commands may then be input to a program at the touch 
of a button. In addition, it is possible for the basic elements of 
a configuration to be constructed on the screen, using the 
terminal in the form of a drawing board. The above concepts 
greatly assist the problem of user interaction.
These ideas have been exploited in the areas of 2D drafting 
programs, such as Medusa and Autocad, and provide a convenient and 
easily intelligible means of creating engineering drawings. Van 
Damme of the Free University of Brussels has used this menu driven 
approach to exploit formex algebra for the creation of data for 
cable net structures, Ref(8). Although the configuration 
processing uses conventional formex algebra techniques, all the 
information is entered by means of a mouse directed menu system. 
This interesting method of entering the initial data for a problem 
has a number of benefits. The menus may be displayed on the screen 
in sufficient detail to provide a specification on how a 
particular command or function should be used. Consequently, the 
user does not have to rely so heavily on memory or reference to 
notes when giving little used commands or creating an unusual 
formulation. This is particularly useful when first encountering a 
new system of data generation, or if one uses a particular system 
sporadically. The partial or complete elimination of the keyboard 
as the principal means of data entry is also a benefit. The 
keyboard is not a particularly 'friendly' device, especially when
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one is entering the unfamiliar commands of a new system. 
Selection from a menu using a mouse or light pen results in fewer 
data entry errors. There are, however, a number of constructs of 
formex algebra which are difficult to enter conveniently without 
the use of the keyboard. It would seem that a combination of this 
technique in conjunction with keyboard entry may eventually prove 
the most effective way to proceed. This interesting development 
will be discussed in the conclusions.
The design of another programming language has had a considerable 
influence on the work presented on this thesis, that is, the 
programming language Formian. This language was called PAVIC and 
was designed to provide a general purpose computing language for 
civil engineers. Work on this language was halted before an 
implementation could be made, but it contained many novel and 
interesting ideas. Formian represents a small subset of PAVIC and 
it was found that a number of ideas developed for this language 
could be incorporated, albeit in a simpler form, into Formian. 
There is no reference available for the PAVIC language, its
epitaph is a large file constituting its definition, which sees 
the light of day when it is necessary to add a new construct to 
Formian. PAVIC was developed at the Space Structures Research 
Centre, University of Surrey by H. Nooshin, J.W. Butterworth and 
P. Disney.
3.2 The Design of Formian: Objectives
The initial approach of Haristchian and Sanchez in using formex 
algebra in a practical manner, was, as indicated, very useful, 
resulting in a number of new constructs being added to the
algebra. However, as mentioned previously, it did have a number of 
shortcomings. The programming language Formian was designed to 
overcome these shortcomings and also to provide a means by which 
further developments of formex algebra could be exploited. To
achieve this the design of the language had the following
objectives:
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1) The language should allow statements to be 
entered which adhere as closely as possible to 
those used in formex algebra.
2) The language should be interactive, allowing 
users to enter formulations, check their 
validity and modify them in one programming 
environment.
3) The language should be simple to use, such that 
once the concepts of formex algebra have been 
absorbed the minimum of other ideas are 
necessary to generate data quickly and 
accurately.
4) The language should be declaration free, with 
data type decided by denotation, and data 
storage size free to adapt to the size of 
problem without intervention by the user.
5) The language should allow users the facility to 
add their own functions, keywords and 
retronorms without requiring a detailed 
knowledge of the internal workings of the 
formian interpreter.
6) The language should be available on a variety 
of computers and should be readily 
transportable.
3.3 Meeting The Objectives
This section examines each of the objectives in detail and 
indicates what steps were taken to meet them. The first objective 
was:
The language should allow statements to be
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entered which adhere as closely as possible to 
those used in formex algebra.
Using a text based input to an interpretive program meant that in 
most instances formex statements could be used in their basic 
form. There are however, certain exceptions, in particular where 
certain typographical features were either non-existent or 
difficult to enter on a standard keyboard. There are only two 
constructs where formex notation cannot be adopted. The first is 
the libra symbol, where instead of writing:
10
_I=1
a construct of the form 
L IB (1 = 1 ,1 0 )
is used. The second instance is for raising a function to a power, 
as for example,
VER(..)1
In this case a construct of the form 
VER( . . p i  
is used.
The second objective was:
The language should be interactive, allowing 
users to enter formulations, check their 
validity and modify them in one programming 
environment.
This is a most important objective especially when considering the 
design office situation. Data generation systems such as Formian 
tend to be used sporadically and the user may have only a cursory 
knowledge of the operating system and editors of their system. It 
is therefore essential that all the facilities for entering 
formulations, validation and editing be within a single 
programming environment. In this way the user has a single system 
to master. It was necessary to devote a large proportion of the 
interpreter to error recovery, such that users would always remain 
within the program whatever they did intentionally or otherwise to
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t r y  a n d  d e f e a t  t h e  i n t e r p r e t e r .
The interactive nature of Formian is a consequence of a number of 
factors. Firstly, the program is interpretive, allowing, if need 
be, a single statement to be entered and executed immediately. 
Thus, a formulation may be entered statement by statement, each 
statement being executed as it is entered. If any error is 
detected, a diagnostic message is displayed, indicating the 
position and nature of the error. The incorrect statement can then 
be amended and resubmitted without leaving the Formian 
environment.
The means of validating a formex formulation is best carried out 
visually. It has been found by experience that displaying a 
geometric representation of a formex is the best way to check it. 
A picture of a configuration encapsulates a large amount of 
information . Formian has a number of facilities to allow a 
configuration to be viewed from any angle, or for certain of its 
parts to be seen in isolation. Validation of a formex becomes a 
natural part of a Formian session, the user displaying various 
aspects of the plots of formices whilst proceeding through the 
problem and therefore checking the formulation at the same time.
The third objective was:
The language should be simple, such that once 
the concepts of formex algebra have been 
absorbed the minimum of other ideas are 
necessary to generate data quickly and 
accurately.
The basis of Formian is formex algebra and as far as possible all 
the constructs of the algebra are incorporated into Formian. The 
user can construct powerful single line statements, which, if 
using a conventional general purpose programming language would 
require many statements to simulate. Formian is in effect a 
problem orientated language tailored to the task of generating 
data. Thus a number of constructs found in conventional 
programming languages do not assume the same importance and become
199
redundant.
In addition, the other aspects of Formian, such as the graphical 
representation of formices and the storage of information, are 
tailored to suit the principal data structure used, namely the 
formex data structure. Both the graphics and storage facilities 
have simple command structures which are easy to learn and use a 
minimum of terminology.
The fourth objective was:
The language should be declaration free, with 
data type decided by denotation, and data 
storage free to adapt to the size of problem 
without user intervention.
This objective is principally to reduce the burden on the user. It 
is often difficult to estimate how many cantles a formex may 
eventually contain. Thus, it would be awkward for a user to
declare the size of a formex before embarking on a problem. 
Having to declare the size would have made the interpreter much 
easier to write but would not have added to the interactivity of 
the system and would have inconvenienced the user. Thus, within 
the size of memory available, Formian adapts to any size of
problem allowing formices to grow as required. This has the effect 
of slowing the interpreter somewhat, because at intervals the 
memory has to be rescheduled to remove any unwanted information 
and temporary data created during the evaluation of expressions. 
This task is exacerbated by the fact that expressions in Formian 
inevitably involve operations on formices, such that the units of 
operation are arrays of information rather than the scalars found 
in conventional languages. The need for an explicit declaration of 
data type is eliminated by defining a precise denotation for each 
data type.
The fifth objective was:
The language should allow users the facility
to add their own functions, keywords and
graphical constructs without the requirement
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of a detailed knowledge of the internal 
working of the Formian interpreter.
To date, the Formian interpreter has been essentially a 
development tool and thus has been available to students to add 
new subsystems to further the scope of formex algebra. To this 
end, it was essential that a simple means of adding new constructs 
to the language was available to people who were not systems 
programmers. This has been achieved by creating a linking 
structure and a series of subroutines through which access can be 
made to the system, and, more importantly, through which error 
recovery can still be achieved.
The sixth objective was:
The language should be available on a variety 
of computers and should be readily 
transportable.
This objective has been met by writing the interpreter in standard 
FORTRAN 77 (although a version has also been produced in Hewlett 
Packard BASIC). To make the interpreter transportable, all machine 
dependent facilities have been avoided, where possible. The 
graphics facilities have proven most difficult in this respect. 
However, only three routines are required to include a new 
graphics channel , these are to draw a line, a character and to 
initialise the device. When a universal graphics convention such 
as GKS is widely adopted then such problems will be eliminated. 
This leaves the problem of accessing peripherals such as disks and 
printers. These facilities are accessed through two subroutines 
which are simple to tailor for a particular system. Thus, a 
minimum of effort is required to transfer the interpreter from 
machine to machine, the principal requirement being that the 
machine should have sufficient storage capacity to avoid having to 
extend the memory onto disk.
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3 . 4  M e th o d s  o f  I m p le m e n t a t io n
Although much of the design of a programming language is not 
influenced by the method of implementation, it is difficult to 
discuss the design of such a language in isolation from the means 
of implementation. Certain ideas may prove too slow in execution 
to be of any practical use, and others, impossible to include, 
depending on the form of implementation adopted.
There are a number of ways of implementing a programming language 
to fulfil the objectives stated previously. Three principal 
approaches were identified at the start of the project:
(a) Translate each statement, as it was entered, 
into a sequence of equivalent high level 
language statements. Then compile and run this 
program by means of an operating system 
command program. This was, in effect, to take 
Haristchian's approach one stage further.
That is, to provide a method of synthesizing 
formex statements to create a FORTRAN program 
and then automatically compile, load and 
execute the resulting code.
(b) Write a stand alone interpreter, which would 
translate formex statements into low level 
language instructions.
(c) Modify an existing programming language, for 
example BASIC, such that the concepts of 
formex algebra could be used, together with 
the other facilities of the language.
3.4.1 Elimination Of Methods (a) and (c)
Method (a) was rejected on performance grounds. The steps of 
compiling and loading an equivalent program created from a single
202
formex statement proved to be rather slow and unsuitable for an 
interactive system, even though the translation process could be 
written to work at great speed. This is not a reflection on the 
compiler used, but on the inadequacy of the proposed method. 
Compilers are designed to operate on large programs and are 
optimised to achieve this task. They are often large programs 
themselves and may, on a small system, require the use of disk 
files to obtain sufficient space to run. The loading process also 
involves a large amount of searching directories and loading 
library files. The end result is that it may take only slightly
longer to compile and load a program of one hundred statements
than it does to load a program of ten. In addition, the effort 
required to translate statements into an equivalent sequence of
high level code would have been greater than that necessary to
create a stand alone interpreter.
Method (c) was rejected on the grounds of portability and time 
constraints. Commercially available languages at the inception of 
the project were usually written in assembly language and thus 
produced for a specific machine or family of machines. Therefore, 
the time taken to produce the language for more than one series of 
machines would have proven prohibitive. This objection has 
diminished over the past few years with many high level languages 
being written in the language 'C '.
3.4.2 Choice Of Target Language
The method (b) was adopted for the implementation for the reasons 
discussed above. However, this was not undertaken until fears 
about the speed of operation of interpretive languages had been 
assuaged. Interpretive programs such as BASIC are often slow, and 
the Formian interpreter would be required to work quickly to 
ensure a convenient working environment. By adopting a philosophy 
of design somewhere between that of an interpreter and that of a 
compiler, it was found, that a program could be written which 
executed speedily enough to achieve a good response. Thus, 
although the program for implementing Formian is referred to as an
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'interpreter', it is in fact somewhat different from the type of 
programs that are conventionally called interpreters.
It was necessary to choose a high level language in which to write 
the interpreter and thus meet the requirement of portability. The 
choice of language nowadays would most probably have been 'C'. 
However, when the project was started the only compilers available 
on the machine to be used were FORTRAN IV and Pascal. Pascal would 
have been best suited for the task, however, the available 
compiler had certain difficulties and consequently the choice fell 
to FORTRAN IV. During the development of the Formian interpreter 
FORTRAN 77 was released, this version of FORTRAN was then used 
throughout. FORTRAN 77 has a number of advantages over FORTRAN IV 
enabling certain segments, originally written in an assembler 
language to be written in high level code.
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CHAPTER FOUR
Formian
4.1 Introduction
This chapter is devoted to a description of the programming 
language Formian which embodies the constructs of formex algebra 
together with many of the facilities found in scientific computing 
languages. The language was developed at the Space Structures 
Research Centre, Civil Engineering Department, University of 
Surrey. The advantage of using a programming language for data 
generation is flexibility, the type of configuration that can be 
generated being limited only by the users' imagination.
A programming language is a system of notation for describing 
computational processes. For a programming language to be useful, 
it must be both suitable for describing a problem and for 
efficient implementation on computers. Formian relies on the 
succinct nature of its structure to ensure that these requirements 
are met to a considerable extent.
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This section contains the description of the entities that are 
the building blocks of the syntactic constructs of Formian.
4.2.1 Characters
4 . 2  E le m e n t a r y  D e f i n i t i o n s
Any one of the ten entities 
0 1 2 3 4 5 6 7 8 9  
is referred to as a digit.
Any one of the fifty two entities 
a b c d e f g h i  j k l m  
n o p q r s t u v w x y z  
A B C D E F G H I J K L M  
N O P Q R S T U V W X Y Z  
is referred to as a letter.
Any one of the twenty two entities in the following table is 
referred to as a basic symbol.
Symbol Description
(
+
*
/A
#
r
left parenthesis 
right parenthesis 
left square bracket 
right square bracket 
left brace 
right brace 
rallus
equality symbol or assignment symbol 
plus sign 
minus sign
asterisk (multiplication symbol) 
solidus (division symbol) 
exponentiation symbol 
duplus sign 
comma
dot or decimal point
semicolon
colon
quote
'less than' symbol 
'greater than' symbol 
tilde
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A supplementary symbol is any distinctive printable mark that is 
representable by the system and is not included in the previous 
categories. Examples of supplementary symbols are », @, ? and &.
A symbol is
either: a basic symbol
or: a supplementary symbol.
An alphanumeric character is 
either: a digit
or: a letter.
A layout character is any one of such typographical effects as
'carriage return', 'space', 'line feed', and 'tab'.
A character is
an alphanumeric character 
or; a symbol
or: a layout character.
4.2.2 Keywords
Any one of the twelve sequences of letters
DRAW ERASE EXIT
GIVE KEEP PRINT
RECALL SHOW STOP
SUBMIT TAKE USE
is referred to as a keyword
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4 . 2 . 3  I d e n t i f i e r s
A construct of the form
letter^alphanumeric characterj
is said to be an identifier provided that it is not identical to a 
keyword.
For example,
M9
result
Z
and aaA3mzRRRnn224c97met 
are valid identifiers, but
KEEP (KEEP is a keyword)
9M (starts with a digit)
and #P (contains a symbol)
are not.
4.2,4 Compound Symbols
There are eight combinations of basic symbols each of which has a 
special syntactic significance. Each of these combinations is 
referred to as a compound symbol and are shown in the following 
table.
Symbol Description
=<
<=
'less than or equals' symbol
It 11 It
11 
A 
A 
!1
'greater than or equals' symbol
II II II It
<>
><
'not equals' symbol
II II ii
(i)
continuation symbol 
floret symbol
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4 , 2 . 5  C o m m e n ts
A comment is a construct of the form 
(*) S (*)
where (*) is the floret symbol and where S is a sequence of zero 
or more characters that does not contain a floret symbol. Comments 
are used as explanatory fragments of text within a formian 
'program' , perhaps to remind the user of the approach taken for 
the particular problem.
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4 . 3  C o n s t a n t s
A constant is a sequence of characters which is an explicit 
representation of an abstract entity. The abstract entity that is 
represented by a constant is referred to as the value of the 
constant. Formian has four types of constant. These represent 
integer numbers, real numbers, formices and character strings.
4.3.1 Integer Constants 
An integer constant is of the form
(s)D
where S is
either: a plus symbol
or: a minus symbol
and where D is a sequence of one or more digits. An integer 
constant may not include any layout characters or comments.
For example,
8491,
+75,
-32,
+00, 
and 7
are acceptable integer constants, but
+75.0, (includes a decimal point)
8/2, (includes a slash)
and 2,000 (includes a comma)
are not.
The value of an integer constant is the numerical value that 
results from the interpretation of the integer constant as a 
decimal integer number.
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4 . 3 , 2  F l o a t a l  C o n s t a n t s
A floatal constant is 
either: I.D
or: I D j E J
where I and J are integer constants, D is a sequence of one or 
more digits and E is the letter E. A floatal constant may not 
contain any layout characters or comments.
For example,
0.84,
+1.50,
-4.32,
150E+07, 
and +12.09E-40
are valid floatal constants, but
312, (it is an integer constant)
.24, (decimal point is not preceded by digits)
45E, (E is not followed by digits)
and 1/2 (includes a slash)
are not.
The value of a floatal constant is the numerical value that 
results from the interpretation of the floatal constant as a 
decimal real number. A floatal constant of the form mEn is 
considered to represent m*10n . Thus, the floatal constants
4.2,
0.42E1, 
and 0.000420E4
have the same value. The representation of the value of a floatal 
constant in a computer is in floating point form which provides an 
approximation to the actual values.
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4 . 3 . 3  N u m e r ic  c o n s t a n t s
A numeric constant is 
either: an integer constant 
or: a floatal constant.
4.3.4 String Constants
A string constant is of the form 
'C'
where the symbol ' is referred to as the quote symbol and where C 
is a sequence of zero or more characters with the provision that 
if C contains any quote symbols then these appear in one or more 
batches and every such batch consists of an even number of 
consecutive quote symbols.
For example,
'PI is 3.14159',
'You too Brutus?',
'''Curiouser and curiouser!'', cried Alice.' 
are valid string constants, but
''Curiouser and curiouser!', cried Alice.' 
is not an acceptable string constant.
The value of a string constant is the sequence of character that 
is enclosed between the initial and terminal quote symbols with 
every batch of 2n quote symbols replaced by n quote symbols. Thus,
'''Curiouser and curiouser!'', cried Alice.'
has the value
'Curiouser and curiouser!', cried Alice.
Among the set of all string constants there is one string constant 
whose value is an empty sequence of characters. This special
string constant, which is of the form '' and is referred to as the 
empty string constant.
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A scalar constant is
either: a numeric constant, 
or: a string constant.
4 . 3 . 5  S c a la r  C o n s t a n t s
4.3.6 Formex Constants
A formex constant is a structured sequence of integer constants, 
commas, semicolons, square brackets and curly brackets. For 
example
{[4,2; 4,4], [4,4; 2,5], [4,4; 6,5]}
is a formex constant. The value of a formex constant is a 
mathematical entity known as a formex (plural formices). A formex 
may be used to represent a configuration, where the term 
configuration is used to mean a collection of physical and/or
abstract objects.
The primary components of a formex are enclosed in square brackets 
and are referred to as cantles. The above formex constant consists 
of three cantles and is said to be of order three.
cantle cantle cantle
{ [  4,2; 4,4 ] ,  [  4,4; 2,5 ] ,  [  4,4; 6,5 ] }
. signet signet . signet signet signet signet
Each cantle, in turn, consists of a number of signets that are 
separated by semicolons. For instance, each of the cantles in the 
above formex constant consists of two signets. Graphically, a 
signet represents a point relative to a normat reference system.
The integer constants that constitute a signet are separated by
commas and are referred to as uniples. For example, 6 and 5 are 
the uniples of the last signet of the above formex constant. The 
number of uniples in a signet is referred to as the grade of the
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signet, where all the signets that appear in a formex constant 
must be of the same grade. The above formex constant is said to be 
of the second grade since it consists of signets of the second 
grade.
A formex constant of the first order is written without the 
enclosing curly brackets. For instance,
[4,3; 6,-2; 0,0; -1,5] and [14,32,1; 16,33,2]
are acceptable formex constants of the first order. The first 
consists of four signets of the second grade and may represent a 
four noded finite element. The second one consists of two signets 
of the third grade and may represent a two ended structural 
element ( relative to a 3-directional normat, examples of which 
will be considered later).
Among the set of all formex constants there is one that does not 
have any cantle. This special formex constant is denoted by {} and 
is referred to as the empty formex constant.
4.3.7 Constant Table
The relationship between the various forms of constants discussed 
are shown in Table 4.3.1.
integer -i 
floatal - 
nonempty string -j 
empty string —
nonempty formex n 
empty formex —
numeric
string -
scalar
formex
T a b le  4 . 3 . 1
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4 . 4  A s s ig n m e n t  S t a t e m e n t s  a n d  V a r i a b l e s
A variable is a 'name' chosen by the user to be associated with a 
value, an identifier is used for this purpose. The value can then 
be referenced by this identifier. Assignment statements are the 
vehicles through which values are assigned to identifiers. There 
are four types of variables, namely, integer, floatal, formex and 
string variables.
An assignment statement is of the general form 
identifier = expression
where the symbol = is referred to as the assignment symbol (this 
symbol is also used in other situations to represent equality and 
in those cases it will be referred to as the equality sign) . The 
identifier on the left hand side of the assignment statement is 
normally chosen to suit the particular variable to be created. 
Although the identifier may be of any length, only the first eight 
characters are significant, the interpreter discards the rest .The 
right hand side of an assignment statement is an expression, which 
is a structured sequence of constants, variables, operators, ..., 
etc, as will be discussed later. However, the effects of an 
assignment statement may be conveniently explained in terms of the 
simplest forms of expressions, namely, constants and this approach 
is adopted to describe the effects of an assignment statement in 
the sequel.
The assignment statement 
N = 430
has the effect of creating a variable N which will represent the 
integer number 430. This variable is said to be an integer 
variable since its value is an integer number.
If at the point of appearance of the above assignment statement, N
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was already a variable then the effect of the assignment statement 
would have been to discard the old value of N and assign a new 
value to it. Thus, if the above assignment statement is followed 
by
N = 71.3E+4
then the current value of N which is the integer number 430 is 
irrecoverably lost and the real number 713000.0 in floatal point 
form will be recorded as the value of N. The identifier N at this 
point will cease to be an integer variable and will become a 
floatal variable.
The term numeric variable is used to refer to an integer variable 
or a floatal variable.
Further examples of assignment statements are
COMP = {[1,1; 1,3; 2,2], [3,1; 2,2; 3,3]}
and
DEN7 = 'Title'
where the first assignment statement creates a formex variable 
COMP and the second one creates a string variable DEN7. The 
the sequence of letters Title is the value of DEN7.
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4 . 5  F u n c t i o n s  a n d  F u n c t i o n  D e s ig n a t o r s
4.5.1 Introduction
A function is a sequence of characters that represents a rule for 
production of a value. For example, the letters SIN represent the 
rule for evaluation of the sine of an angle. A function designator 
is a sequence of characters representing a value which may be 
obtained using the rule of a function. For instance, if X is a 
numeric variable representing an angle, then the assignment 
statement
Y = SIN(X)
will cause the sine of X to be evaluated and assigned to Y. Here, 
SIN(X) is a function designator, with X being referred to as its 
argument. A function designator is a simple form of an expression 
and can appear as the right-hand side of an assignment statement.
The above function designator may also be written as 
SIN j X
where the symbol J is referred to as the rallus symbol and is read 
as of. The rallus symbol is used to separate a function from its 
argument(s). The latter style of writing a function designator is 
normally more convenient than the former one and is used 
extensively in Formian.
Functions are defined in three different ways. Firstly, there are 
a number of functions whose definitions are incorporated into the 
Formian Interpreter and are available to all users. These are 
referred to as standard functions and are described in the sequel. 
Secondly, there are functions that may be defined by individual 
users in terms of schemes, as will be discussed in Section 4.11. 
These are referred to as scheme functions. Finally, functions may 
be defined by adding program segments to the Formian Interpreter 
and creating special versions of Formian. These functions are 
referred to as supplementary functions.
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4 . 5 . 2  N u m e r ic  F u n c t io n s
A function that gives rise to an integer value is referred to as 
an integer function and a function that gives rise to a floatal 
value is referred to as a floatal function. Also, the term numeric 
function is used to refer to either an integer function or a 
floatal function. The terms integer function designator, floatal 
function designator and numeric function designator are used to 
refer to designators of integer, floatal and numeric functions, 
respectively.
There are fifteen standard numeric functions and these are 
described in Table 4.5.1. Each one of these functions relates to a 
single argument which is a numeric expression (the general form of 
a numeric expression will be discussed in Section 4.6).
Table 4.5.1 Numeric Functions
Function Value of Function Designator with Argument 
X Being a Numeric Expression
Type
RIC 
(Rounded 
Integer 
Conversion)
The value of RICjX is the integer number 
nearest to the value of X. For example, the 
values of RICjl.7692, RICj0.339El, RICj7.5, 
RIC|-7.5 and RIC ] 4 are 2,3,8,-8 and 4, 
respectively.
Integer
TIC 
(Truncated 
Integer 
conversion)
The value of Ticjx is the integer number 
obtained by truncating the fractional 
part of the value of X, For example, the 
values of TICjl.7692, TIC|0.339E1, TIC|7.5, 
TIC|-7.5 and TICj4 are 1,3,7,-7 and 4, 
respectively
Integer
SIGN The value of SIGNjX is the integer number 
1, 0 or -1 depending on the value of X 
being positive, zero or negative, 
respectively. For example, the value of 
SIGN{-4.12 is -1.
Integer
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Function Value of Function Designator with Argument 
X Being a Numeric Expression
Type
ABS
(Absolute
Value)
The value of ABS J X is the absolute value 
of X. For example, the value of 
ABS|-6.25 and ABS|7 are 6.25 and 7, 
respectively.
The 
same 
as that 
of X.
FLOC
(Floating
conversion)
The value of FLOC JX is the value of X in 
the floatal form. For example, the value 
of FLOC|700 is 0.7E3.
Floatal
SQRT 
(Square 
root)
The value of SQRTjX is the square root of 
the value of X. For example, the value of 
SQRT[1.44 is 1.2.
Floatal
SIN The value of SINjX is the sine of the value 
of X, with this value being regarded as an 
angle in degrees. For example, the value of 
SINj30 is 0.5.
Floatal
COS The value of COSjX is the cosine of the 
value of X, with this value being regarded 
as an angle in degrees. For example, the 
value of COSj180 is -1.0.
Floatal
TAN The value of TAN]X is the tangent of the 
value of X, with this value being regarded 
as an angle in degrees. For example, the 
value of TAN;45 is 1.0. If the tangent of X 
is greater than the largest representable 
floatal number then it will be taken to be 
the largest representable floatal number.
Floatal
AS IN 
(Arcsine)
The value of ASINjX is the angle in degrees 
(in the range -90 to 9 0°) whose sine is 
equal to the value of X (the value of X 
must be in the range of -1 to 1). For 
example, the value of ASIN[l is 90.0.
Floatal
ACOS
(Arccosine)
The value of ACOSjX is the angle in degrees 
(in the range 0° to 180°) whose cosine is 
equal to the value of X (The value of X 
must be in the range -1 to 1). For example, 
ACOSJ0.5 is 60.0.
Floatal
ATAN
(Arctangent
The value of ATAN^X is the angle in degrees 
(in the range -90 to 90°) whose tangent is 
equal to the value of X. For example, 
ATANj-1 is -45.0.
Floatal
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Function Value of Function Designator with Argument 
X Being a Numeric Expression
Type
LN
(Natural
logarithm)
The value of LNjX is the natural logarithm 
of the value of X (the value of X must be 
positive). For example, the value of LN|l 
is 0.0.
Floatal
EXP The value of EXPjX is ev where e is the 
base of the natural logarithms and v is 
the value of X. For example, EXP]0 is 1.0.
Floatal
RAND The value of RAND[X is a random number 
which is -X) and ^X.
Floatal
4.5.3 Formex Functions
A function that gives rise to a formex is referred to as a formex 
function and a designator of such a function is referred to as a 
formex function designator. Formex functions are described in the 
sequel.
4.5.3.1 Cardinal Functions
Formian has many standard formex functions. The first group of 
these functions are referred to as cardinal functions and are 
described in Table 4.5.2. Cardinal functions include the 
translation, rindle, reflection, lambda, vertition, rosette, 
projection, and dilatation functions. The terms translation, 
reflection, projection and dilatation are used to imply actions 
that are suggestive of their literal meanings. Rindle is an old 
English word meaning watercourse. This term is used in formex 
algebra to refer to translational replication. The term lambda is 
used to refer to reflectional replication (prompted by the shape 
of the upper case Greelc letter lambda, ie, A The term vertition 
is used to refer to rotation by a quarter turn and the term 
rosette is used to refer to rotational replication.
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The canonical variables of functions in Table 4.5.2 are, in 
general, integer expressions. However, some of them in certain 
cases are allowed to be floatal expressions.
Table 4.5.2 Cardinal Functions
Function Explanations and Examples
TRAN(h ,q ) 
(Translation)
Direction of translation is given by the value 
of h and amount of translation is given by the 
value of q
RIN(h,s,p) 
(Rindle)
Direction of replication is given by the value 
of h, number of replications (spread) is given 
by the value of s and the amount of 
translation at each step (pace) is given by 
the value of p.
REF(h,q) 
(Reflection)
Direction of reflection is given by the value 
of h and position of the plane of reflection 
is given by the value of q.
LAM(h,q) 
(Lambda)
Direction of reflection is given by the value 
of h and position of the plane of reflection 
is given by the value of q.
VER(hl,h2,ql,q2)
(Vertition)
Directions given by the values of hi and h2 
define the plane of rotation and the 
coordinates of the point of rotation are given 
by the values of ql and q2.
ROS(hi,h2,ql,q2) 
(Rosette)
Directions given by the values of hi and h2 
define the plane of rotation and the 
coordinates of the point of rotation are given 
by the values of ql and q2 .
221
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Function Explanations and Examples
VER(hl,h2,ql,q2)
(Vertition)
Directions given by the values of hi and h2 
define the plane of rotation and the 
coordinates of the point of rotation are given 
by the values of ql and q2.
ROS(hl,h2,ql,q2) 
(Rosette)
Directions given by the values of hi and h2 
define the plane of rotation and the 
coordinates of the point of rotation are given 
by the values of ql and q2.
PROJ(h , q ) 
(Projection)
Direction of projection is given by the value 
of h and position of the plane of projection 
is given by the value of q.
DIL(h,q) 
(Dilatation)
Direction of dilatation is given by the value 
of h and factor of dilatation is given by the 
value of q.
4.5.3.2 Tendial Functions
Some commonly used combinations of cardinal functions are defined 
as functions in their own rights. They are called tendial 
functions. There are twenty four tendial functions which are 
divided into four groups. The first group is referred to as tendid 
functions and are described in Table 4.5.3. Each tendid function 
is seen to consist of a cardinal function acting in the first 
direction followed by a cardinal function of the same type acting 
in the second direction. It is also seen that the identifier for a 
tendid function is obtained by adding the suffix ID to the 
identifier for the corresponding cardinal function. Tendid 
functions are not defined for vertition and rosette functions.
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Function Definition
TRANID(ql,q2) 
(Translation Tendid) TRAN(2,q2)|TRAN(l,ql)
RINID(sl,s2,pl,p2) 
(Rindle Tendid) RIN(2,s2,p2)J RIN(1,si,pl)
REFID(ql,q2) 
(Reflection Tendid) REF(2,q2)|REF(l,ql)
LAMID(ql,q2) 
(Lambda Tendid) LAM(2,q2)|LAM(l,ql)
PR0JID(ql,q2) 
(Projection Tendid) PROJ(2,q2)]PROJ(1,ql)
DILID(ql,q2) 
(Dilatation Tendid) DIL(2,q2)J DIL(1,ql)
A construct such as
TRAN(2, q2)]TRAN(1,ql)
shown in Table 4.5.3 is referred to as a nested (or composite) 
function. Also, a construct such as
TRAN(2,3)[TRAN(1,8)[[3,2; 2,3]
is referred to as a nested (or composite) function designator. 
Although Formian has no explicit limit to the depth to which 
functions may be nested, it is wise not to nest too deeply, simply 
for the sake of readability.
The second group of tendial functions are referred to as tendis 
functions. There are six tendis functions each of which is similar 
to one of the tendid functions in Table 4.5.3. A tendis function, 
however, differs from its respective tendid function in two ways. 
Firstly, a tendis function relates to actions in directions one 
and three and, secondly, its identifier is obtained by adding the 
suffix IS to the identifier of the corresponding cardinal
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function. The third family of tendial functions are referred to as 
tendit functions. These are similar to tendid and tendis functions 
except that they relate to actions in directions two and three and 
their identifiers are obtained by the addition of the suffix IT. 
Thus
RINIS(a,b,c,d) 
is equivalent to
RIN(3,b,d)|RIN(l,a,c)
and
REFIT(a,b) 
is equivalent to
REF(3 ,b)]REF( 2, a ).
The last group of tendial functions are referred to as tendix 
functions. There are six tendix functions and they relate to 
actions in directions one, two and three, as defined in Table 
4.5.4. The identifier for a tendix function is obtained by adding 
the suffix IX to the identifier of the corresponding cardinal 
function.
Table 4.5.4 Tendix Functions
Function Definition
TRANIX(ql,q2,q3) 
(Translation Tendix) TRAN(3,q3)]TRAN(2,q2)|TRAN(l,ql)
RINIX(sl,s2,s3,pl,p2,p3) 
(Rindle Tendix) RIN(3,s3,p3)J RIN(2,s2,p2)|RIN(1,si,pl)
REFIX(ql,q2,q3) 
(Reflection Tendix) REF(3,q3)|REF(2,q2)|REF(l,ql)
LAMIX(ql,q2,q3) 
(Lambda Tendix) LAM(3,q3)|LAM(2,q2)|LAM(l,ql)
PROJIX(ql,q2,q3) 
(Projection Tendix) PROJ(3,q3)|PROJ(2,q2)|PROJ(l,ql)
DILIX(ql,q2,q3) 
(Dilatation Tendix) DIL(3,q3){DIL(2,q2)|DIL(l,ql)
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All the standard formex functions described so far belong to a 
family of formex functions referred to as transflection functions. 
This family has another major group of functions that are referred 
to as Provial functions. Provial functions are generalisations of 
cardinal functions and form similar groupings to the tendial 
functions. They are not restricted to transformations along 
cardinal directions or to rotations which are increments of 
quarter turns.
The first group of provial functions are eight in number and are 
referred to as proviad functions. These functions are shown in 
Table 4.5.5. The explanations given in this table should not be 
thought of as definitions but more as aide memoires, the complete 
definitions for each function having already appeared in chapter 
two, definitions such as order have been omitted. A proviad 
function relates to an action with respect to a plane defined by 
directions 1 and 2 and its identifier is obtained by adding the 
suffix AD to the identifier of the corresponding cardinal 
function.
The second group of provial functions are referred to as provias 
functions. There are eight provias functions each of which is 
similar to one of the proviad functions shown in Table 4.5.5. A 
provias function, however, differs from its respective proviad 
function in two ways. Firstly, a provias function relates to an 
action in a plane defined by directions one and three. Secondly, 
its identifier is obtained by adding the suffix AS to the 
identifier of the corresponding cardinal function. The third 
family of tendial functions are referred to as proviat functions. 
These are similar to proviad and provias functions except that 
they relate to actions in a plane defined by directions two and 
three and their identifiers are obtained by the addition of the 
suffix AT.
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The last group of provial functions are referred to as proviax 
fu n c t io n s .  There are eight proviax functions and they relate to 
actions in the space defined by directions one two and three, they 
are shown in table 4.5.6. The identifier for a proviax function is 
obtained by adding the suffix AX to the identifier of the 
corresponding cardinal function.
Table 4.5.5 Proviad Functions
Function Explanation
TRANAD( £a 1,A2,j BI,B2£,qj) 
(Translation Proviad)
Translation along AB by either q 
or the length of vector AB.
RINAD([a 1,A2,Jb 1,B2,s ,p ) 
(Rindle Proviad)
Translation and composition along 
AB, with s steps and pace of 
either p or length A B .
REFAD(|a 1,A2,Jb 1,B2) 
(Reflection Proviad)
Reflection with respect to a plane 
perpendicular to AB at B.
LAMAD( |a 1,A2,Jb 1,B2) 
(Lambda Proviad)
Reflection and composition with 
respect to a plane perpendicular 
to AB at B.
VERAD(ql,q2 ) 
(Vertition Proviad)
Rotation about a point ql, q2 by 
an angle a
ROSAD (ql, q2 |^, s , pj ) 
(Rosette Proviad)
Rotation and composition about a 
point ql, q2 with s steps and a 
pace p.
PROJAD(|a 1,A2,Jb 1,B2) 
(Projection Proviad)
Projection on plane perpendicular 
to AB at B.
DILAD ( |a 1 , A2 , J BI, B2 ,q) 
(Dilatation Proviad)
Dilation along AB by factor q.
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Function Description
TRANAX( |a 1,A2,A3,Jb 1,B2,B3 |\qj ) 
(Translation Proviax)
Translation along AB by 
either q or length of 
vector AB.
RINAX( 
(Rindle
A l , A2 , A3 , 
3 Proviax)
Bl,B2,B3,s |\pj ) Translation and composition 
along AB, with s steps and 
pace p or length AB.
REFAX( Ja 1,A2,A3, 
(Reflection Provi
B1,B2,B3)
.ax)
Reflection with respect to a 
plane perpendicular to AB 
at B.
LAMAX( |a 1,A2,A3, 
(Lambda Proviax)
B1,B2,B3) Reflection and composition 
with respect to a plane 
perpendicular to AB at B.
VERAX ( |a.1 ,A2 ,A3 , J Bl,B2, B3 | ) 
(Vertition Proviax)
Rotation about axis of 
vector AB by angle a
ROSAX( |a.1,A2,A3, 
(Rosette Proviax
Bl,B2,B3^s,p] ) Rotation and composition 
about axis vector AB with s 
steps and pace p.
PROJAX( |a 1,A2,A3,Jb 1,B2,B3) 
(Projection Proviax)
Projection on plane 
perpendicular to AB at B.
DILAX ( 
(DilatJ
A l ,A 2 ,A3,j Bl,B2,B3,q ) 
Lon Proviax)
Dilation along AB by factor 
dilation factor q.
4.5.3.4 Introflection Functions
The next family of standard functions are referred to as 
introflection functions. These functions allow formices to be 
curtailed in various ways and are shown in Table 4.5.7.
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Function Explanation
PEX !Constructs a formex in which none of the cantles are 
variants.
LUX(F)
(Luxum)
LUX(F )J E is obtained by removing every cantle of 
E that includes one or more signets that are in F.
COL(F )
(Coluxum)
COL(F )|E is obtained by removing every cantle of 
E that is part of LUX(F)jE.
NEX(F)
(Nexum)
NEX(F)]e is obtained by removing every cantle of E 
that includes one or more signets that are not in F.
CON(F ) 
(Conexum)
CON(F )J E is obtained by removing every cantle of E 
that is part of NEX(F)[E.
PAC(F)
(Pactum)
PAC(F)]E is obtained by removing every cantle of E 
which is not a variant of a cantle of F.
COP(F)
(Copactum)
PAC(F ){E is obtained by removing every cantle of E 
which is part of PAC(F)]E.
JAN(F)
(Janua)
JAN(F)'(E is obtained by removing every cantle of E 
that contains a signet representing a point outside 
the region defined by the signets of F.
COJ(F)
(Cojanua)
COJ(F )|E is obtained by removing every cantle of E 
which is part of JAN(F)|E.
REL(P)
(Relection)
Delete any cantle which does not satisfy the 
condition P.
Within the group of introflection functions there are six closely 
related functions referred to as rendition functions. These six 
functions are the luxum, coluxum, nexum, conexum, pactum and 
copactum functions. The terms luxum, nexum and pactum are Latin 
words used in formex algebra to imply disconnected parts, 
connected parts and c o in c id e n t  parts, respectively. The prefix co
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4.5.3.5 Functions Related to Node Numbering
There are certain formex functions which are concerned with node 
numbering. These functions are shown in Table 4.5.8. The functions 
are concerned both with the process of node numbering and also 
with extracting information which may be used to give bandwidth.
Table 4.5.8 Functions Related to Node Numbering
Function Explanation
DIC(T)
(dictum)
Replace every signet S of a formex by the orderate 
with respect to T of the first occurrence of S in T
RED(T)
(redictum)
Let a formex F be obtained from E by deleting every 
cantle of E that contains a Uniple U such that
SEV
(seviation)
Constructs a formex with the greatest difference 
between all possible pairs of uniples of all cantle
LAT(T)
(latitude)
Let E and T be a formex and an ingot of the same 
grade then lat(t)= sev|die(T)|E.
4.5.3.6 Collation Functions
The collation functions enable parts of formices to be rearranged 
in order to satisfy a set of conditions. For instance, a formex 
representing the interconnection pattern of a structure could be 
arranged in two ways. Either the signets could be ordered to yield 
a minimum bandwidth or the cantles ordered to achieve a minimum 
frontwidth. The collation functions are shown in Table 4.5.9.
229
T a b le  4 . 5 . 9  C o l l a t i o n  F u n c t io n s
Function Explanation
RAM(P)
(rapported medulla)
Orders the cantles of the medulla of a 
formex with respect to condition P .
RAS(P)
(rapported sequation)
Orders the cantles of formex with 
respect to condition P.
RAV(P)
(rapported variation)
Orders the signets of cantles with 
respect to condition P.
TAP (hi,h2)
(tandem perdicant)
construct perdicant with hi having 
precedence over h2.
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There are six additional standard formex functions which are shown 
in Table 4.5.10.
4 . 5 . 3 . 7  A d d i t i o n a l  S t a n d a r d  F o rm e x  F u n c t io n s
Table 4.5.10 Additional Formex Functions
Function Explanation
MED
(medulla)
Constructs an ingot from all the distinct signets 
of a formex.
PAN(h ,q ) 
(pansion)
Increases the grade of a formex by 1 by inserting
tha uniple of value q at the h position of every 
signet.
DEP(h) 
(depansion)
Decrease the grade of a formex by one by removing 
ththe h uniple of every signet.
VXN(r1,r2 )
(vinculum)
Construct a formex E from a formex F by including 
any cantle length s=rl and =sr2 which can be formed 
from pairs of signets of F.
NOV(F) 
(Novation)
Renumber interconnection pattern to eliminate 
node numbers of same position and differing number.
TEC(m,p) 
(Tectrix)
Construct a formex of grade m subject to. condition 
P.
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4 . 5 . 4  L i b r a  C o m p o s i t io n  F u n c t i o n
In formex algebra a typical libra composition operator might take 
the form
n
i=m
in Formian expressions are entered linearly, that is, proceeding 
from left to right and at the same level. Therefore, a construct 
of this form cannot be used. Instead, in Formian the libra 
operator is replaced by the libra composition function. A libra 
composition function is a construct of the following form:
LIB( i = m,n )
where LIB is an abbreviation for libra and the identifier i is 
referred to as a libra variable. A libra variable is of type 
integer. The entities m and n are integer expressions. A typical 
statement involving libra composition is
LIB(I = l,n) ] TRAN(1,1*2) | [0,0; 0,10]
Libra operators may be nested, as in
LIB( I = 1 , 10) | LIB( J = I, 20) I LIB( k = -5, 5)|
and
LIB(1 = 1,10)j LIB(J=1,20)|TRAN(2,J* 3)|LIB(k=-5,5).
in which case the innermost libra construct is evaluated first 
followed by the next leftmost etc.
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4 . 6  O p e r a t i o n s ,  E x p r e s s io n s  a n d  C o n d i t i o n s
An operation is a rule for production of a value from one or more 
operands. An operation is represented by an operator. For 
example, the operation of addition is a rule for obtaining the sum 
of two numeric entities and this sum may be denoted by a construct 
such as
8 + 5
where 8 and 5 are the operands and the symbol + is the operator.
In Formian, there are six operations for numeric operands these 
are referred to as numeric operations and there is one operation 
referred to as composition which applies to formex operands.
4.6.1 Numeric Expressions
Numeric operations are described in Table 4.6.1. The first five of 
these operations are binary, that is, they have two operands. The 
last operation is unary and has a single operand. This unary 
operation involves the placing of a plus or minus sign before an 
unsigned numeric entity. The operands of all the operations in 
Table 4.6.1 are, in general, numeric expressions.
A numeric expression is a mathematically meaningful combination of 
numeric constants, numeric variables, numeric function 
designators, numeric operators and parentheses. Examples of valid 
numeric expressions are
4.2 * N / (75 + M)
-8.63 - (Y + B / 12) + SIN|A 
5.14 A 3.5
where N, M, Y, B and A are assumed to be numeric variables. The 
last expression represents 5.14 to the power of 3.5. A single 
numeric constant, variable or function is a special case of a 
numeric expression.
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A numeric expression is said to be an integer expression if its 
value is integer and is said to be a floatal expression if its 
value is floatal.
Table 4.6.1 Numeric Operations
Operation Operator Number of 
Operands
Type of Resulting Value
Addition + (Plus) 2 If both operands have 
integer values then the 
operation yields an integer 
value, otherwise the 
operation yields a floatal 
value.
Subtraction - (Minus) 2
Multiplication * (Sidus) 2
Division / (Solidus) 2 Operation yields, a floatal 
value
Exponentiation A (Tantus) 2
Sign Prefixion
+ (plus) 
or
- (minus)
1
Operation yields a value of 
the same type as that of 
the operand.
4.6.2 Formex Expressions
The operator for the operation of formex composition is the symbol 
# which is referred to as the duplus symbol. Two formices of the 
same grade may be composed and the result is obtained by their 
concatenation. Thus
{[4,2; 3,1], [3,1; 2,2]} # {[1,1; 2,2], [1,3; 1,1]} 
will give rise to
{[4,2; 3,1], [3,1; 2,2], [1,1; 2,2], [1,3; 1,1]}
and if
FA = {[4.2; 3,1], [3,1; 2,2]}
then
FA # {[1,1; 2,2], [1,3; 1,1]}
will give rise to the same result as the previous example.
The operands in the operation of composition are, in general,
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f o r m e x  e x p r e s s io n s .
A formex expression is a meaningful combination of formex 
constants, formex variables, formex function designators, duplus 
symbols, parentheses and formex formations. A formex formation is 
a construct whose constitution is similar to a formex constant in 
which one or more uniples are integer expressions. For instance, 
if i, j and m are integer variables, then
[3, i+j; i*2,j]
and
{[1,1,1; 2,1,m], [1,1,2; 2,m+1,m ] 
are formex formations.
Examples of valid formex expressions are
TRAN(2,t)|[n,l; n,2] # {[5,2; 5,3], [6,1; 6,2]}
and
[n-l,n+l; n-2, n] # REFID(4,6)|[3,1; 3,3] # E
where t and n are assumed to be integer variables and E is assumed 
to be a formex variable.
4.6.3 Expressions
The term expression is used to refer to either a numeric 
expression or a formex expression.
Operators are not allowed to follow one another at any point of an 
expression. Thus
12.4 A - 2.5
is not a valid expression, but
12.4 A (-2.5) 
is an acceptable one.
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4.6.4 Evaluation of Expressions
If the order of performance of various processes for evaluation of 
an expression is not completely determined by the nature of 
processes and the parentheses in the expression then, amongst all 
possible ways of execution at any stage of evaluation, the one 
which is compatible with the precedence order of Table 4.6.2 will 
be chosen. Furthermore, if the order of execution for some 
operations remains undetermined after the above considerations 
then these operations are performed from left to right. Thus
TRAN(1,3)j REF(2,5) |E # F
and
M + TAN| -Y a 4 - 5.1/6 
are executed as though they were
(TRAN(1,3) ; REF(2,5) [ E)) # F
and
(M + ((TAN j(-Y)) - (5.1/6).
Also, the expression
1 - n * 2 # 3 *(n - 1) + 4
is considered to mean
( l - ( n * 2 ) ) # ( ( 3 * ( n - l ) ) + 4 ) .
This is equivalent to the formex formation
{1 - (N * 2), (3 * (n - 1)) +4}
where n is considered to be an integer variable. The above example 
illustrates the fact that an integer entity is a special case of a 
formex.
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Table 4.6.2 Precedence Order
Process Precedence
Sign Prefixion Highest Precedence 
(executed first)
Decreasing 
Degree of 
Precedence
bLowest Precedence 
(executed last)
Evaluation of Function Designator
Exponentiation
Multiplication and Division
Addition and Subtraction
Formex Composition
4,6.5 Conditions
A condition is a mathematically meaningful combination of numeric 
expressions, relational operators, logical operators, parentheses 
and brevic items.
The term brevic item refers to a construct that may be used to
specify parts of a formex. The notation used for brevic items is
shown in Table 4.6.3. In this table Ma and Mb represent two
maniples, these maniples need not necessarily be of the same grade
or of the same plexitude. From the table it may be seen that the 
thn uniple of any signet of maniples Ma and Mb can be represented 
by the brevic items
AU(n) and AW(n), respectively
and the 3rd uniple of the 10th signet of Ma and Mb can be written
as U(3,10) and W(3,10), respectively.
Formian does not allow the simplification of brevic items which is 
permitted in formex algebra and described in Section 2.5.14.
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Table 4.6.3 Brevic Notation
Symbol Meaning
EU Every uniple of Ma
AU Any uniple of Ma
EU( j) jth uniple of every signet of Ma
AU ( j ) jth uniple of any signet of Ma
U(i,j) jth uniple of the ith signet of Ma
EW Every uniple of Mb
AW Any uniple of Mb
EW ( j ) jth uniple of every signet of Mb
AW( j) jth uniple of any signet of Mb
W(i,j) jth uniple of the ith signet of Mb
The simplest form of a condition is a comparison between two 
entities referred to as brevic phrases. A brevic phrase is a 
numeric expression which may contain one or more brevic items. 
Examples of brevic phrases are
U(l,l) / 4 + U(l,2) + U(2,1) + 27
and
U(l,l) - U(l,2) + U(2,1) * Cl/32 - U(2,2) 
and also
EU (1)
where U(l,l), U(l,2), U(2,l), U(2,2) and EU(1) are brevic items 
and Cl is an integer variable.
A comparison between two brevic phrases is referred to as a simple 
condition and takes the form
N1 R N2
where R represents one of the six relational operators shown in
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Table 4.6.4 and where N1 and N2 are referred to as brevic phrases. 
There must be at least one brevic item in the brevic phrases N1 or 
N2. The result of processing a simple condition is the logical 
true, or logical false.
Examples of simple conditions are 
EU(1)  ^6
where the condition is true for every cantle which has the first 
uniple of every signet greater than or equal to 6. Another example 
of a simple condition is
AU(2) = 7
where the condition is true for any cantle in which there is at 
least one signet in which the second uniple is equal to 7.
Table 4.6.4 Relational Operators
Operation Operator
Less than <
Less than 
or equal to =< or <=
equal to =
not equal to >< or <>
greater than >
Greater than 
or equal to => or >=
Simple conditions may be combined to form compound conditions by 
using the logical operators AND and OR shown in Table 4.6.5. 
Although the operators are shown in uppercase they may also be 
used in lowercase format. An example of a compound condition is
(EU < 9) AND (AU = 8) 
where the condition is true for every cantle which has all its
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uniples less than 9 and for which at least one uniple is equal to 
8 .
Also,
(EU(1) s 11 OR EU(1) £ 13) AND (EU(1) £ 21 OR EU(1) * 15)
which could be a condition defining certain parts of a formex to 
be removed.
The logical negation operator NOT given in Table 4.6.4 is used to 
negate a simple condition as for example
NOT (EU (1) 3 11 OR EU ( 2 ) 5: 13).
Table 4.6.5 Logical Operators
Process Operand Number of 
Operands
logical negation NOT 1
logical and AND 2
logical or OR 2
A condition is either a simple condition or a compound condition.
The processing of conditions follows the precepts given in Section
4.6.4 but having due regard to the precedence order of relational 
and logical operators. Relational and logical operators are lower 
in the precedence order than the numerical operators as shown in 
Table 4.6.6. The relational operators are all considered to be of 
the same precedence.
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Table 4.6.6 Precedence Order
Process Precedence
Numeric Operators (having the same 
precedence shown in Table 4.6.2)
Highest Precedence 
(executed first)
\ fVLowest Precedence 
(executed last)
Relational Operators
Logical NOT
Logical AND and Logical OR
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4.7 Information Transfer Statements
Formian exists to provide a convenient means of generating data 
for engineering systems. This data may be in the form of drawings, 
but, can also be kept in numerical form to provide input data for 
another program, such as a structural analysis package. It is 
therefore necessary to provide means of transferring information 
between Formian and peripheral devices such as printers, disks or 
indeed other computers.
A computing system on which Formian is implemented is assumed to 
include a terminal, a working memory, a repository and some 
input-output channels as described below and shown in Table 4.7.1.
The terminal is a device through which Formian statements and 
directives are inputted and from which system messages and other 
items of information are outputted. In addition, the terminal has 
an associated graphics output medium. This may be a region of the 
screen of the terminal or a separate graphics screen. Directives 
are discussed in Section 4.10.
The working memory is a medium for storage of variables created 
during a Formian session. Storage of information in the working 
memory is on a temporary basis. At the commencement of a Formian 
session the working memory is empty. As variables are created and 
processed, their values are stored in the working memory but at 
the end of the session all these values are irrecoverably lost.
The repository is an area of storage where data created in Fotmian 
such as formices or schemes may be permanently stored and then at 
some later date be retrieved. The storage capacity of the 
repository is normally much greater than that of the working 
memory but before one can perform any operation on the values in 
the repository they must be transferred to the working memory. A 
repository is associated with one user and the data stored in the 
repository is held until it is erased or amended by the user that 
deposited it.
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Table 4.7.1
A printing channel indicates a particular way of textual output on 
a printing medium. A printing channel is specified by a number. 
There may be more than one printing channel but, at any given 
moment, one of them will be the current printing channel. The 
manner in which a channel is made current will be described in the 
next section.
There are also one or more graphical input channels and one or 
more graphical output channels and, at any given moment, there 
will be one current graphical input channel and one current 
graphical output channel.
Graphical input is achieved through functions that are not 
discussed here, but the other forms of information transfer are 
performed using KEEP, TAKE, PRINT, GIVE, DRAW, SHOW and SUBMIT 
statements. These are referred to as information transfer 
statements and are described next.
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4.7.1 KEEP Statement
It is often convenient to be able to store items such as formices 
and strings permanently such that one can use them repeatedly over 
a period of time, or keep them for future reference. This may be 
achieved by means of KEEP statements.
A KEEP statement is a construct of the form
KEEP VI,V2,...,Vn
where n^O, KEEP is a keyword and Vl,V2,...,Vn are variables. For 
example, if at a given moment FA is a variable then
KEEP FA
is a valid KEEP statement. The execution of the above statement 
will cause a copy of the value of FA to be stored in the 
repository and be associated with the identifier FA. This will 
result in FA ’becoming a covariable, that is, an identifier that 
represents a value in the repository.
The creation of the covariable FA will not affect the original 
variable FA and its value in the working memory. However, if at 
the moment of execution of the KEEP statement there was an 
existing covariable FA representing a value in the repository then 
this value will be irrecoverably lost and FA will be associated 
with the new value.
In the general case of the statement
KEEP VI,V2,...,Vn
the procedure described above will be repeated for all the 
variables Vl,V2,...,Vn starting with VI and proceeding in turn 
from left to right until Vn is reached. If n=0 then the statement 
has no effect. Before any covariables are created the identifiers 
Vl,V2,...,Vn are checked to ensure that each has an associated 
value. If this is not the case the process is halted and the user 
is informed by means of an error message.
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Covariables are stored in ASCII representation and can therefore 
be amended outside the Formian environment using a text editor.
4.7.2 TAKE Statement
The retrieval of items stored in the repository is achieved
through TAKE statements. A TAKE statement is a construct of the 
form
TAKE C1,C2,...,Cn
where n^O, TAKE is a keyword and Cl,C2,...,Cn are covariables. For 
example, if PAT is a covariable, that is, if it has been 
associated with a value in the repository by a previous KEEP 
statement, then
TAKE PAT
will be a valid TAKE statement. The effect of this statement is to 
place a copy of the value of PAT in the working memory and
associate this value with the identifier PAT. That is, the effect
is to create a variable PAT. This will not affect the covariable 
PAT and its value in the repository but if, at the moment of 
execution of the TAKE statement, PAT was a current variable then 
its previous value will be irrecoverably lost.
In the general case of the statement
TAKE Cl,C2,...,Cn
the procedure described above will be repeated for all the
covariables Cl,C2,...,Cn starting with Cl and proceeding in turn 
from left to right until Cn is reached. If n=0 then the statement 
has no effect.
The first step in the TAKE process is to check that the repository 
contains the covariables C1,C2, . . . ,Cn. If this is not true then 
the process is halted and the user is informed by means of an 
error message.
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4 . 7 . 3  PRINT S ta te m e n t
PRINT E1,E2,... ,En
where n^O, PRINT is a keyword and in the basic form El,E2,...,En 
are expressions. The execution of the statement will cause the 
values of El,E2,...,En to be printed on the medium related to the 
current printing channel. Also, each one of the entities El, E2, 
...,En may be the symbol > which in the present context, is 
referred to as the trude symbol. When the statement is being 
executed, each trude symbol will have the effect of a page throw 
(newpage). The comma between a trude symbol and a variable may be 
omitted. A PRINT statement is executed in the following manner. If
n=0 then the statement has no effect , if n>0 then:
a) Each of the expressions El,E2,...,En are evaluated
starting with El and proceeding in turn from left to right 
until En is reached. The resulting values are held in
temporary storage. If during the evaluation of any 
expression an error condition is found then the PRINT 
statement is halted and any temporary storage erased. An 
error message is output to the user providing information 
on the type and position of the error.
b) If all the expressions can be evaluated then each value is 
output to the current printing channel in turn, starting 
with the value of El and proceeding from left to right 
until En is printed. The appearance of the output is
governed by the type of expression, if it is a formex 
expression then the value will appear in a standard formex 
denotation. If a trude symbol is encountered then a page 
throw is transmitted to the current printing channel.
For example, consider the following statements
T = 'Formex representing the module is'
F = lamid(1,1)j[0,1? 1,0]
PRINT >T,F
A PRINT statement is a construct of the form
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The execution of these statements results in the following text to 
be printed at the top of a new page on the medium related to the 
current printing channel:
Formex representing the module is 
{ [0 ,1 ; 1 ,0], [2 ,1; 1 ,0 ], [0,1; 1 ,2] ,[2 ,1 ; 1,2 ]}
4.7.4 GIVE Statement
A GIVE statement is a construct of the form
GIVE El,E2,...,En
where ns=0, GIVE is a keyword and El,E2,...,En are each expressions 
or trude symbols. The execution of the statement will cause the 
values of El,E2,...,En to be displayed on the output medium of the 
terminal. If n=0 then the statement has no effect. Otherwise, a 
GIVE statement is processed in the following manner:
a) Each expression is evaluated starting with El and 
proceeding in turn from left to right until En is reached. 
The values created are placed in temporary storage. If, 
during the evaluation of an expression an error condition 
occurs, as for example, a division by zero, the processing 
of the statement is halted. The user is informed of the 
type and position of the error and the temporary storage is 
erased.
b) If all the expressions can be evaluated then each value is 
output in turn to the display starting with the value of El 
and proceeding from left to right until En. The appearance 
of the output is governed by the type of expression. If it 
is a formex expression then the value will appear in a 
standard formex denotation. If a trude symbol is 
encountered, the effect will be to erase the terminal 
screen.
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4.7.5 Introduction to the DRAW Statement
A DRAW statement is a construct of the form
DRAW El, E2,...,En
where n^O, DRAW is a keyword and each one of the entities El, 
E2,..., En is a formex expression, a string expression or a trude 
symbol. The effect of the DRAW statement is to cause graphical 
representations of formices together with textual material to 
appear on the medium indicated by the current graphical output 
channel.
If n=0 then the statement has no effect. If n>0 then each of the 
expressions El, E2,...,En are evaluated starting with El and 
proceeding in turn from left to right until En is reached. If an 
error is encountered during evaluation then the statement is 
terminated. If no error is encountered then the process is 
allowed to proceed as will be discussed fully in Section 4.9.
If one or more of the entities El, E2,..., En is a trude symbol, 
then their effect depends upon the current graphical output 
medium. For example,
(a) on a graphics screen, the effect of a trude symbol is to 
clear the screen,
(b) on a device that issues sheets of paper, the effect of a 
trude symbol is to issue a sheet
(c) on a device whose output medium is a roll of paper, the 
effect of a trude symbol is to shift the plotting area by 
a certain length along the roll.
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4.7.6 SHOW statement
SHOW El, E2, ..., En
where SHOW is a keyword and where the entities El, E2, . En are
as described for a DRAW statement. The effect of a SHOW statement 
is the same as that of a DRAW statement except that the output 
will appear on the graphics medium associated with the terminal.
When the only item following the keyword SHOW is a trude symbol, 
then the keyword may be omitted. That is, the symbol > appearing 
as a statement is equivalent to
SHOW >
which has the effect of clearing the graphics medium associated 
with the terminal.
4.7.7 SUBMIT Statement
A SUBMIT statement is a construct of the form
SUBMIT P1,P2,...,Pn
where n^O, SUBMIT is a keyword and each of the entities 
Pl,P2,...,Pn is a data structure called a plenix. The role of a 
SUBMIT statement is to transform formices and other Formian 
entities into files that may be used as input data for various 
application programs and packages, in particular for those dealing 
with structural analysis and design. SUBMIT statements are further 
discussed in Section 4.12.
A SHOW statement is a construct of the form
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4.8 Organisational Statements
There are five Formian statements that are used for organisational 
and house keeping purposes. These are the ERASE, USE, RECALL, EXIT 
and STOP statements and they are described below.
4.8.1 ERASE Statement
An ERASE statement is a construct of the form
ERASE Al, A2 , . . . ,An
where n^O, ERASE is a keyword and where every one of the entities 
Al,A2,...,An is either a variable or a covariable enclosed in 
solidi. If n=0 then the statement has no effect. If n>0 then the 
execution of the statement will cause the listed variables and 
covariables together with their values to be deleted from the 
working memory and repository, respectively.
The variables and covariables are deleted starting with Al and 
proceeding in turn through the list from left to right, until An 
is deleted. Before deleting any variable or covariable it is 
ensured that all of the entities Al, A2,..., An have an associated 
value. If one or more of the entities are not variables, or 
covariables, then the process is halted and an error message is 
output to the user.
Thus, the statement
ERASE CHORDS,WEB,/LD2/
would have the effect of removing variables CHORDS and WEB from 
the working memory and removing the covariable LD2 from the 
repository. However, if WEB was not a variable then the variable 
CHORDS and the covariable LD2 would be left unaffected and the 
user would be informed that the variable WEB does not exist.
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4.8.2 USE Statement
A USE statement is a construct of the form 
USE A1,A2,...,An
where n^O, USE is a keyword and each one of the entities 
Al,A2,...,An is referred to as a USE-item. There are many forms of 
USE-item employed for a variety of specifications. For instance, 
USE-items may be employed to specify current input-output 
channels. To elaborate, suppose that in a particular Formian 
installation the computing system has the channels listed in Table 
4.8.1, where each channel has an identification number.
In this Formian installation, the USE statement 
USE CH( 9 )
will have the effect of specifying the pen plotter as the current
Table 4.8.1 A Channel Chart
Channel Description of Channel Type of Channel
1 Dot Matrix Printer
Printing
Channel
2 Laser Printer
3 Daisy Wheel Printer
4 Mouse
Graphic
Input
Channel
5 Graphic Tablet
6 Light Pen
7 Colour Graphic Screen
Graphic
Output
Channel
8 Laser Plotter
9 Pen Plotter
10 Thermal Plotter
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graphical output channel (CH stands for channel). Also, the 
statement
USE CH(5),CH(1),CH(8)
will select the graphic tablet, dot matrix printer and laser 
plotter as current channels.
Returning to the general case and the statement 
USE Al,A2,...,An 
each of the USE-items Al,A2,...,An is of the form 
U(El,E2,...,Em)
where U is a USE-item identifier, which is chosen as a suitable 
abbreviation of the activity represented. For instance in Formian 
graphics there are a number of USE-items which govern the way a 
plot of a formex is viewed. These USE-items all start with the 
letter V, for example, VP for view point and VL for view line. The 
entities El,E2,...,Em represent a series of numeric expressions 
where m^l. The type and number of these expressions depends on the 
particular USE-item in question.
Processing of a USE statement occurs in the following manner. If 
n=0, that is, the USE statement has no USE-items, then the 
statement has no effect. If the statement has one or more 
USE-items, then starting the leftmost and proceeding from left to 
right, each is examined in turn and its related expressions are 
evaluated. If an error is encountered during the evaluation 
process then processing the statement is halted and an error 
message is output. If no error is encountered then a new current 
value is established for each of the USE-items starting with Al 
and proceeding from left to right through the list of USE-items.
Amending the value of certain USE-items may cause others to change 
from being dormant to being current. USE-items may be grouped into 
the three categories shown in Fig 4.8.1.
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type(3)
type(1) type(2)
Figure 4.8.1
type 1) They may be one of a group of similar USE-items only one 
of which may be current at any instant. The USE-items 
which specify retronorms are of this form.
type 2) They may be one of a group of USE-items which all become 
current as the result of selecting a particular value of 
a 'master' USE-item.
type 3) They may be single items which are not part of any 
grouping and are thus always current. For example, there 
is always a current value for the USE-item which 
specifies the style for drawing a line.
At the start of a Formian session there is an initialisation 
procedure which sets the value of various system parameters. 
Within this procedure a number of USE-items are made current by 
giving them default values.
USE-items are used in many of the facilities of Formian and are 
discussed further in the subsequent sections.
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4.8.3 RECALL Statement
A RECALL statement is either of the form
RECALL V 
or of the form 
RECALL
where RECALL is a keyword and V is a string variable. The effect 
of a RECALL statement of the first type is to display an 
assignment statement on the screen of the terminal • with the 
left-hand side being the identifier V and the right-hand side 
being the string constant whose value is the same as that of 
variable V. This assignment statement becomes the current 
statement which can be edited and entered in the manner described 
in Section 4.10. The effect of a RECALL statement of the second 
type is to display the statement which has been executed last. 
This statement can then be edited and re-entered as discussed in 
Section 4.10.
4.8.4 EXIT Statement
An EXIT statement is a construct of the form 
EXIT
where EXIT is a keyword. The effect of the statement is to leave 
the Formian environment temporarily and enter the operating system 
of the host computer. The working memory of the Interpreter is 
left unchanged. All the facilities of the operating system are 
then available to the user. To return to Formian the user enters 
the operating systems equivalent to Formian's EXIT, this has the 
effect of returning the user to Formian at the point at which the 
previous EXIT was entered.
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4.8.5 STOP Statement
A STOP statement is of the form 
STOP
where STOP is a keyword. The effect of this statement is to 
terminate the Formian session and return the user to the operating 
system of the computer. All the formices and schemes created 
during the current session and not kept in the repository are 
irrecoverably lost.
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4.9 Formian Graphics
One of the most effective ways of checking a formex formulation is 
to display a graphical representation of it. Viewing a formex plot 
from different orientations will usually bring to light most 
mistakes and will often indicate means of effecting a cure. 
Producing a plot of a formex is one of the most frequently used 
procedures during a Formian session.
There are two statements through which all the graphics facilities 
of Formian are controlled. These are, the DRAW statement and the 
USE statement. The DRAW statement, is simply a command to create a 
graphical representation of a formex, which is drawn according to 
a set of rules. The second, the USE statement, provides a means of 
specifying these rules.
For example, let it be required to produce a plot of the formex 
shown below, together with the annotation provided by the string 
variable TEXT.
FI = rinid(10,60,1,1)]rosad(0.5,0.5)][0,0,0; 1,0,0]
TEXT = 'Plot of FI '
This may be achieved by entering the statement
DRAW FI, TEXT
which results in the drawing shown in Fig 4.9.1. The particular 
graphical representation of the variables depends on their type 
and also the state of various graphical USE-items. Strings are 
output as text and formices are transformed into plots.
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4.9.1 The Graphical Representation of Formices
The appearance of the plot of a formex is determined by a number 
of rules. These rules fall into one of three categories:
1) Retronorms
Formices are plotted in relation to a retronorm specifying 
the particular geometric transformation to be used.
2) Retrocords
The appearance of the tenons and fronds which determine the 
style of a plot are specified by retrocords. For example, 
the thickness and/or colour of the line used to represent a 
frond.
3) Viewing Specifications
The appearance of a plot is also influenced by the 
direction from which the configuration is to be viewed, the 
scale and the position of the plot in relation to the axes 
of the graphics output device. Each of these may be 
specified in Formian through entities referred to as view 
specifiers.
The above rules may be selected and modified by means of USE 
statements as described in Section 4.8.3. For example, to select a 
basitrifect retronorm with basifactors 1,3 and 2 the following 
statement could be entered.
USE BT(1,3,2)
where BT is an abbreviation for basitrifect and BT(1,3,2) is a USE 
item with 1, 3 and 2 representing the values to be assigned to the 
basifactors.
The graphics system will be described first by considering the 
view specifiers.
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4.9,2 Viewing Specifications
The objective of this section is to introduce the concepts through 
which the images of formex plots may be created on the output 
media of graphical devices.
Given a formex, a retronorm and a retrocorda, one may imagine that 
a plot of the formex is produced relative to the coordinate system 
relevant to the retronorm using the style of plotting implied by 
the retrocorda. It may then be imagined that the plot is placed in 
a three dimensional space and that images of the plot are created 
by producing graphical representations of various aspects of the 
plot as it is viewed from different points.
The plot which is to be viewed is referred to as the object, the 
coordinate system relative to which the plot is produced is 
referred to as the object coordinate system and the space in which 
the plot is imagined to be situated is referred to as the object 
space.
For example consider the formex
F=rosad(1.5,1.5)|{[1,1,1; 2,1,1], [1,1,1; 1,1,2], [1,1,2; 2,1,2]}
and let it be required to produce graphical representations from 
different aspects of a basitrifect plot of F. Here, the object is 
a cube consisting of twelve line segments and the object 
coordinate system is a three dimensional Cartesian coordinate 
system, as shown in Fig 4.9.2.
The point from which the object is considered to be viewed is 
referred to as the view point. Also, the point which is at the 
centre of the field of vision and is considered to be directly 
viewed is referred to as the view centre. Furthermore, the line 
that passes through both the view point and view centre is 
referred to as the view line, as shown in Fig 4.9.3.
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The view point may be specified by a USE-item of the form 
VP(x,y ,z)
where VP stands for view point and where x, y and z are floatal 
expressions whose values are the coordinates of the view point 
relative to the object coordinate system.
Similarly, the view centre may be specified by a USE-item of the 
form
VC(x,y,z)
where VC stands for view centre and where x, y and z are floatal 
expressions whose values are the coordinates of the view centre 
relative to the object coordinate system.
It is possible to specify both view point and view centre at the 
same time by specifying the view line through a USE-item of the 
form
VL(xl,yl,z1,x2,y2,z2)
where VL stands for view line and where xl,yl and zl are floatal 
expressions whose values are the coordinates of the view point 
relative to the object coordinate system and x2, y2 and z2 are 
floatal expressions whose values are the coordinates of the view 
centre relative to the object coordinate system.
The default positions of the view point and the view centre are 
assumed to be given by the coordinates
(0,0,r)
and
(0 ,0 ,0 )
respectively. That is, the default position of the view centre is 
the origin of the object coordinate system and the default 
position of the view point is at a point along the Z-axis of the 
object coordinate system. The value of r may be chosen for each 
implementation of Formian to suit the typical applications. In the 
Surrey implementation of Formian, the value of r is chosen to be 
equal to 10000.
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The view line must always be a well defined line and therefore the 
viewpoint and the view centre may not be coincident.
It is assumed that there exists a plane which is normal to the 
view line at the view centre. This plane is referred to as the 
trace plane. Also, the plane which is parallel to the trace plane 
and contains the view point is referred to as the brow plane. The 
brow plane may, alternatively, be defined as the plane which is 
normal to the view line at the view point.
It is assumed that there exists a family of lines each of which is 
passing through the view point and a point of the object. These 
lines are referred to as view rays. The collection of all the 
points at which the view rays intersect the trace plane creates an 
image of the object. This image is referred to as the trace of the 
object or simply as the trace as shown in Fig 4.9.3. The trace in 
Fig 4.9.3 is produced using a type of projection which is referred 
to as perspective projection. However, there is an alternative 
type of projection which is referred to as parallel projection. In 
this case, it is assumed that the object is viewed through an 
infinitely large eye whose mid-point is at the view point and for 
which all the view rays are parallel to view line,as shown in Fig
4.9.4. A perspective projection results in an image which is a 
perspective view of the object and a parallel projection results 
in an image which is a parallel view of the object.
4. 9.2.1 View Type
The required type of view may be specified by a USE-item of the 
form
VT(n)
where VT stands for view type and where n is an integer expression 
whose value is 1 or 2, specifying parallel view or perspective 
view, respectively. The default value of n is unity. That is, 
parallel view is the default view type.
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Fig 4.9.5
The next stage involves production of an image of the trace on the 
output medium of a graphical device such as a VDU or a plotter. 
This image is referred to as the 'picture of the object' or simply 
as the picture. Also, the plane in which the picture lies is 
referred to as the picture plane and the coordinate system of the 
graphical device is referred to as the device coordinate system. 
The device coordinate system is a two dimensional Cartesian 
coordinate system and lies in the picture plane as shown in Fig
4.9.5.
4.9.2.2 View Frame
One may specify a rectangular frame in the picture plane, 
restricting the region for graphic production to the area enclosed 
by the frame. This rectangular frame is referred to as the view 
frame with its sides being either parallel or perpendicular to the 
device coordinate axes. Any point of the picture that may be 
situated on the lines of the view frame or any point of the 
picture that may fall outside the view frame will not be 
graphically represented.
The view frame may be specified by a USE-item of the form
W([pl,ql,]p2„2,
where VF stands for view frame and where pi, ql, p2 and q2 are 
floatal expressions whose values are the coordinates of the 
diagonally opposite corners of the view frame relative to the 
device coordinate system. If pi and ql are not given then they are 
taken to be zero.
If a view frame is specified where
pi = p2 and/or ql = q2
then the view frame is a line segment or a point and does not 
enclose any area. In this case, no picture can be created in the 
picture plane. Also, with respect to any graphic device, there is 
a prescribed region in which pictures can be created and any part
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of the area enclosed in a view frame which extends beyond this 
region will be ineffective. For instance, if a specified view 
frame is as shown in Fig 4.9.6, then only the shaded part will be 
capable of containing any graphic effects.
The default for the view frame is the rectangular frame that 
encompasses the whole of the prescribed region for picture 
creation in the picture plane.
In creating a picture of an object, the view frame and the device 
coordinate system are not graphically produced. To signify this 
fact, the view frame and the device coordinate system in Figs
4.9.5 and 4.9.6 are drawn in dotted lines and this convention of 
using dotted lines for entities that are not graphically produced 
is used throughout.
4.9. 2. 3 View Rise
In producing the picture of an object from the respective trace, 
it will be necessary to have information regarding
(i) the required orientation of the picture,
(ii) the required position of the picture and
(iii) the required size of the picture.
The required orientation of the picture may be obtained using a 
vector which is referred to as the view rise. The view rise is 
specified in the object space and the orientation of the picture 
is chosen such that the image of the view rise in the picture 
plane is parallel to the q-axis, with the arrowhead of the image 
pointing towards the positive direction of the q-axis, as shown in 
Figs 4.9.7 and 4.9.8.
The view rise is specified by a USE-item of the form
VR( [xl,yl, zl,]x2,y2, z2)
where VR stands for view rise and where xl, yl, zl, x2,y2 and z2 
are floatal expressions whose values are the coordinates of the 
end points of the view rise relative to the object coordinate
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system, with xl, yl and zl relating to the coordinates of the 
starting end and x2, y2 and z2 relating to the coordinates of the 
arrowhead end. If xl, yl and zl are not given, then they are taken 
to be zero, that is, the starting end of the view rise is taken to 
be at the origin of the object coordinate system.
4.9.2.4 View Helm
The image of the view rise will not be graphically reproduced in 
the picture plane. Moreover, this image need not necessarily be 
inside the view frame and may occur anywhere in the picture plane. 
On the other hand, the image of the view rise in the trace plane 
(and the picture plane) must be a line segment of finite length 
and for this condition to be satisfied it is necessary that
(i) the starting end and the arrowhead end of 
the view rise in the object space are not 
coincident,
(ii) in the case of parallel projection, the 
view rise is not parallel to the view 
line and
(iii) in the case of perspective projection
(a) the view rise is not coincident with 
the view line and
(b) the view rise does not lie in the 
brow plane.
In cases when the starting point of the view rise is coincident 
with the view centre, it will be possible to specify the view 
point, the view centre and the view rise at the same time. This is 
achieved through the concept of view helm, which is defined as a 
broken vector consisting of the view rise and the part of the view 
line which is between the view point and the view centre, as shown 
in Fig 4.9.9.
The view helm is specified by a USE-item of the form 
VH(xl, yl, zl, x2, y2, z2, x3, y3, z3) 
where VH stands for view helm and where xl, yl, zl, x2, y2, z2,
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x3, y3 and z3 are floatal expressions whose values are the 
coordinates, relative to the object coordinate system, of the view 
point, the view centre and the arrowhead end of the view rise, 
respectively. The suggested default for the view rise is a unit 
vector along the y-axis of the object coordinate system. The 
coordinates of the starting end and the arrowhead end of the 
default view line may therefore be given by
(0,0,0)
and
(0 ,1 ,0 ), 
respectively.
4,9.2.5 Picture Creation Modes
The position and size of the picture may be controlled using three 
different approaches. Firstly, one may specify a point in the 
object space, referred to as the view base, and a point in the 
picture plane, referred to as the view nave, with the
understanding that the picture will be positioned such that the
image of the view base in the picture plane will coincide with the 
view nave, as shown in Fig 4.9.10.
The view base may be specified by a USE-item of the form 
VB(x,y,z)
where VB stands for view base and where x,y and z are floatal
expressions whose values are the coordinates of the view base 
relative to the object coordinate system. The view nave may be 
specified by a USE-item of the form
VN(p,q)
where VN stands for view nave and where p and q are floatal
expressions whose values are the coordinates of the view nave 
relative to the device coordinate system.
The image of the view base in the picture plane need not 
necessarily be inside the view frame and may occur anywhere in the 
picture plane. Correspondingly, the view nave is not restricted to
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picture
plane
be within the view frame and may occur anywhere in the picture 
plane. However, for perspective projection, it is required that 
the view base is not lying in the brow plane since otherwise the 
coordinates of the position of its image in the picture plane will 
not be describable by finite numbers.
The default positions of the view base and the view nave are the 
origin of the object coordinate system and the origin of the 
device coordinate system, respectively.
4.9.2.6 View Scale
The size of the picture is controlled by specifying a scale 
factor. To elaborate, the trace plane is assumed to contain a
circle which is referred to as the unit circle. The centre of the 
unit circle is at the view centre and the radius of the unit 
circle is one unit length, as used in relation to the object 
coordinate system. The scaling of the trace for production of the 
picture is then required to be such that the image of the unit 
circle in the picture plane is a circle whose radius is r
millimetres, as shown in Fig 4.9.11.
The required scaling may be specified by a USE-item of the form
VS (r)
where VS stands for view scale and where r is a floatal expression 
whose value is the length in millimetres of the radius of the 
image of the unit circle in the picture plane. The image of the 
unit circle in the picture plane will not be graphically 
reproduced. Also, this image need not necessarily be within the 
view frame and may occur anywhere in the picture plane. The 
default value of r may be chosen for each implementation of 
Formian to suit the typical applications. In the Surrey 
implementation of Formian, this default value is chosen to be 10.
4.9.2.7 View Gauge
The size of the picture may, alternatively, be controlled by
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defining a line segment, referred to as the view gauge, in the 
object space and by requiring that the image of the view gauge in 
the picture plane be of a specified length of r millimetres, as 
shown in Fig 4.9.12.
The view gauge may be specified by a Use-item of the form
VG([x!, yl, zl,J x2, y2, z2, r)
where VG stands for view gauge and where xl, yl, zl, x2, y2 and z2 
are floatal expressions whose values are the coordinates of the 
end points of the view gauge, relative to the object coordinate 
system, and r is a floatal expression whose value is the length, 
in millimetres, of the image of the view gauge in the picture 
plane. If xl, yl and zl are not given, then they are taken to be 
zero. That is, in this case one of the end points of the view 
gauge is taken to be at the origin of the object coordinate 
system.
The image of the view gauge will not be graphically reproduced in 
the picture plane. Moreover, this image need not necessarily be 
within the view frame and may occur anywhere in the picture plane. 
However the image of the view gauge in the trace plane (and the 
picture plane) must be a line segment of finite length and for 
this condition to be satisfied it is necessary that
(i) the two ends of the view gauge in the 
object space are not coincident,
(ii) in the case of parallel projection, the 
view gauge is not parallel to the view 
line and
(iii) in the case of perspective projection
(a) the view gauge is not coincident
with the view line and
(b) the view gauge does not lie in the 
brow plane.
The mode of controlling the position and size of the picture 
through the concepts of view base, view nave and view scale or 
view gauge is referred to as the nave mode. The default method of
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determination of the size of the picture in the nave mode is
through the concept of view scale. Thus, unless a view gauge is 
specified, the operations will continue to be with respect to the 
view scale and this in turn implies that it is not meaningful for 
the view gauge to have a default.
4.9.2.8 Range Mode
In order to describe the second method of controlling the position 
and the size of the picture, let the object and the view rise be 
as shown in Fig 4.9.13 and consider a rectangle in the trace plane 
where the sides of the rectangle are either parallel or
perpendicular to the image of the view rise in the trace plane and 
where the whole of the trace is inside the rectangle with all four
sides of the rectangle just touching the trace. The area enclosed
by this rectangle is referred to as the trace range and the sides 
of the trace range, relative to the image of the view rise, are 
identified as 'top', 'bottom', 'left' and 'right' sides, as shown 
in Fig 4.9.13.
The position and the size of the picture is then chosen such that 
the image of the trace range in the picture plane satisfies the 
following conditions:
(i) The left side of the image of the trace 
range is coincident with the left side of 
the view frame.
(ii) The bottom side of the image of the trace 
range is coincident with the bottom side 
of the view frame.
(iii) The top side of the image of the trace 
range is coincident with the top side of 
the view frame
or: the right side of the image of the 
trace range is coincident with the 
right side of the view frame, 
or: both the top and the right sides of 
the image of the trace range are
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coincident, correspondingly, with the 
top and right sides of the view 
frame.
The mode of operation in which the position and the size of the 
picture are controlled through the concept of trace range, as 
described above, is referred to as the range mode. Three examples 
of picture creation using the range mode are shown in Figs 4.9.13, 
4.9.14 and 4.9.15.
4.9.2.9 Zone Mode
The third approach used to control the position and size of the 
picture involves the definition of a rectangular solid in the 
object space, where the facets of the solid are either parallel or 
perpendicular to the object coordinate axes. This rectangular 
solid is referred to as the view zone and is specified by a 
USE-item of the form
where VZ stands for view zone and where xl, yl, zl, x2, y2 and z2 
are floatal expressions whose values are the coordinates, with 
respect to the object coordinate system, of two vertices which are 
the ends of one of the three principal diagonals of the view zone 
and where if xl, yl and zl are not given they are taken to be 
zero.
Having specified the view zone, any part of the object that is 
coincident with the boundary or falls outside the view zone is 
then ignored and the picture is produced from those parts, if any, 
of the object that are within the view zone, with the position and 
the size chosen as though the view zone is the object whose 
picture is to be produced in the range mode. The images of the 
boundary lines of the view zone will not be graphically 
reproduced.The mode of operation in which the position and the 
size of the picture are controlled using the concept of the view 
zone, as explained above, is referred to as zone mode. Two
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examples of picture creation in zone mode are shown in Figs 4.9.16 
and 4.9.17.
In the case of a view zone specified as
VZ(xl, yl, zl, x2, y2, z2)
where xl = x2, and/or yl = y2 and/or zl = z2, that is, when the 
view zone is a plane rectangle or a line segment or a point and 
does not enclose a volume, then the object will not give rise to 
any picture. The default for view zone may be chosen for each 
implementation of Formian.
The mode of picture control may be selected by a USE item of the 
form
VM(n)
where VM stands for view mode and where n is an integer 
expression whose value is 1, 2 or 3, specifying nave mode, range 
mode or zone mode, respectively. The default view mode is nave 
mode.
4.9.2.10 View Field and View Angle
When viewing a scene in the real world, one is only able to see tho 
parts of the scene that fall within the field of vision. This 
situation is simulated by assuming that the view point in the 
object space is the vertex of a conical volume which is referred 
to as the view field. The view line is the axis of this conical 
volume and the angle between the lines of intersection of the cone 
and a plane that contains the view line is referred to as the view 
angle as shown in Fig 4.9,18. The view angle is chosen to be n  
radians for parallel projection and 3 radians for perspective 
projection. 3 radians is chosen as a number which just avoids the 
problem of infinite values (ie if the image were to reside 
partially on the brow plane).
The effect of the view field is that parts of the objects and/or 
view zone that are on the boundary or outside the view field are
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ignored and only those parts, if any, of the object and/or view 
zone that are within the view field are considered for picture 
creation.
Throughout the discussion so far, the objects and/or view zones 
were treated in a manner as though they were entirely within the 
view field. However, two examples of situations when the objects 
and/or view zones are partially outside the view field are shown 
in Figs 4.9.19 and 4.9.20. The picture creation in Fig 4.9.19 is 
in the range mode and that in 4.9.20 is in the zone mode.
The USE-items associated with the viewing specifications are 
summarised in Table 4.9.1.
Table 4.9.1
USE-item view specifier
VP(x,y,z) view point
VC(x,y,z) view centre
VL(xl,yl,zl,x2,y2,z2) view line
VT(n) view type
VF( |pl,ql,]p2,q2) view frame
VR( |"xl ,yl, zl, j x2 ,x2 ,x2 ) view rise
VH(xl,yl,zl,x2,y2,z2,x3,y3,z3) view helm
VB(x,y ,z) view base
VN(p,q) view nave
VS (r) view scale
VG([xl,yl,zl,]x2,y2,z2,r) view gauge
V2([xl,yl,zl,]x2,y2,z2) view zone
VM(n) view mode
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4.9.3 Retrocords
The next group of specifiers to be described are the retrocords. 
A retrocord specifies one aspect of the appearance of a tenon or 
frond. The retrocords used in the Surrey version of Formian are 
described below together with their associated USE-items.
4.9.3.1 Line Style
There are a number of retrocords which determine the appearance of 
a line. The first of these specifies the style of line, that is, 
whether it should be full or dotted ...etc. Line style is 
determined by a USE-item of the form
where LS stands for line style and p is an integer expression. The 
value of P may be 1, 2, 3 or 4 representing the following
patterns :
The default setting for the line style USE-item is LS(1).
4.9.3.2 Line Width
The width of line drawn may be selected by a USE-item of the form
where LW stands for line width and r is a floatal expression. The 
value of r is a nonzero positive number specifying the thickness 
of the line in millimetres. The default setting for the line width 
USE-item is LW(0.3)
LS(p)
P = 1
p = 2
p = 3 
p = 4
full line 
dashed line 
dotted line 
axis line
LW(r)
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4.9.3.3 Tenon Style
Tenon style is determined by a USE-item of the form 
TS(n[,dJ )
where TS stands for tenon style, n is an integer expression and d 
is a floatal expression. The value of n may be from 1 to 10, 
representing the following symbols:
n = 1 O n = 6 □
n = 2 • n = 7 R
n = 3 © n = 8 0
n = 4 <§> n = 9 ®
n = 5 empty circle n = 10 empty
The value of d is a non-negative number specifying the dimensions 
of the symbol in millimeters (diameter for n=l to 5 and length of 
side for n=6 to 10). The default setting for the tenon style 
USE-item is TS(5,0).
4.9.3.4 Frond Style
Frond style is determined by a USE-item of the form 
FS (n)
where FS stands for frond style and n is an integer expression 
whose value is 1, 2 or 3. If the frond represents a cantle with t 
signets and if the point representing these signets in the picture 
plane are PI, P2, ..., Ps, Pt, then different values of n have the
following implications:
n = 1 The frond consists of t tenons and t-1 line
segments P1-P2, P2-P3, ..., Ps-Pt.
n = 2 The frond consists of t tenons and t line
segments P1-P2, P2-P3, ..., Ps-Pt, Pt-Pl.
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n = 3 The constitution of the frond is the same as for
n=2, with any areas (s) enclosed by the line 
segments being infilled. The colour of the infill 
may be the same or different from those of the line 
segments and/or tenons, as determined by the colour 
USE-item, subject to the limitations of the type of 
output device as discussed later.
The tenons will not be encroached upon by the line segments and/or 
infill. In particular, when the tenon style is TS(5,d) or TS(10,d) 
then an empty circle or empty square will be present at every one 
of the points PI, P2, ..., Pt. The default setting for the frond
style USE-item is FS(2).
4.9.3.5 Text Fount
The fount of textual material on graphical output is determined by 
a USE-item of the form
TF( [t,lh,w)
where TF stands for text fount, the optional parameter t is an 
integer expression and h and w are floatal expressions. The value 
of t is a nonzero positive integer that specifies the typeface of 
the characters and the values h and w are nonzero positive numbers 
that specify the height and width of a character in millimetres, 
respectively. The default setting for the text fount USE-item for 
each Formian installation is chosen to suit the installation's 
environment.
4.9.3.6 Text Guide
The position and orientation of text in the picture plane is 
determined by a USE-item of the form
TG(p,q|\o<J)
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where TG stands for text guide and where p, q and a are floatal 
expressions. The values of p and q specify the bottom left corner 
of the first character of the text in the picture plane relative 
to the device coordinate system. The value of a r interpreted as 
degrees, determines the orientation of the text as shown in Fig 
4.9.21. The default setting for the text guide USE-item is 
TG(10,10,0) .
Fig 4.9.21
4.9.3.7 Colour USE-item
Colour effects may be specified by a USE-item of the form 
C(n,h)
where C stands for colour and where n and h are integer 
expressions. The value of n may be from 1 to 5, specifying:
n = 1 line
n = 2 tenon
n = 3 infill
n = 4 text
n = 5 background
The value of h is a nonzero positive integer specifying a hue. 
Also, in addition to hue, when n=3 or n=5, that is for infill and 
background, the value of h may specify various styles of half-tone 
and hatching. The colour USE-item has 5 default settings relating
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to line, tenon, text and background. These settings for each 
Formian installation are chosen to suit the installation's 
environment.
4.9.3.8 Plotter Pen Selection
The colour USE-item as defined above is intended for colour 
graphics displays and devices with comparable capabilities. Thus, 
for some output media only a subset of the specific features of 
the colour USE-item may be applicable. For example, for a 
monochrome graphics output medium, the only relevant 
specifications may be the styles of half-tone and hatching for 
infill and background.
Pen plotters are a special case. The choice of a colour for a pen 
plotter may only be achieved through the selection of a pen and 
this will dictate the line width. Therefore, colour and line width 
USE-items are not applicable to pen plotters (except, perhaps, for 
the half-tone and hatching specifications of a colour USE-item).
Pen selection for a pen plotter is achieved by a USE-item of the 
form
PEN(n)
where n is an integer expression. The value of n is a nonzero 
positive integer that identifies one of the pens of a pen plotter. 
The default setting for the pen USE-item is pen(l).
The USE-items which are associated with retrocords are summarised 
in Table 4.9.3.
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Table 4.9.3 Retrocords
USE-item Retrocord
LS (p) Line Style
LW(t) Line Width
TS(s,d) Tenon Style
FS (n) Frond Style
TF(t, h, w) Text Fount
TG(p,q,a) Text Guide
C(n,h) Colour
PEN(n) Pen
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4.9.4 Retronorms
Formian includes 5 standard basiant and 5 standard metriant 
retronorms. The pariant retronorms are omitted because they may be 
obtained from the basiant forms. The unifect retronorms are not 
included as they are seldom used for practical problems. The 
standard retronorms together with their associated USE-items are 
shown in Table 4.9.4. The last entry in the table is the MINE 
supplementary retronorm. A supplementary retronorm is a procedure 
written by a user (in a high level language) which provides the 
geometric transformation for a formex. The parameters P1,P2, 
...,Pn are floatal expressions whose values can be accessed by the 
user's procedure in order to define the transformation. Examples 
of supplementary retronorms are described in Chapter 5.
Table 4.9.4
USE-item Retronorm
BB(bl, b2) basibifect
MB(bl, b2, ml, m2) metribifect
BP(bl, b2) basipolar
MP(bl, b2, ml, m2) metripolar
BT(bl, b2, b3) basitrifect
MT(bl, b2, b3, ml, m2, m3) metritrifect
BC(bl, b2, b3) basicylindrical
MC(bl, b2, b3, ml, m2, m3) metricylindrical
BS(bl, b2, b3) basispherical
MS(bl, b2, b3, ml, m2, m3) metrispherical
MINE(PI,P2,...,Pn) user specified 
retronorm
4.9.5 Default Parameters for Graphics USE-items
At the start of a Formian session default values are assigned
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to parameters of the graphics USE-items. The default values for 
the Surrey version of Formian are shown in Table 4.9.5.
Table 4.9.5 Default Graphics USE-items
Type Specifier Default Setting
View Specifier View Point VP(0,0,10000)
If View Centre VC(0,0,0)
I View Type VT (1)
I View Frame VF(10,10,350,250)
1 View Rise VR(0,0,0,0,1,0)
1 View Base VB(0,0,0)
I View Nave VN(10,10)
I vView Scale VS (10)
1 View Zone VZ(0,0,0,100,100,10)
1 View Mode VM( 1)
Retrocord Line Style LS (1)
1 Line Width LW(0.3)
(1 Tenon Style TS(1,0)
I Frond Style FS (2)
I Text Fount TF(1,2.5,2)
1 Text Guide TG(10,10,0)
1 Colour
C (1,1) 
0(2,2) 
C( 3,10) 
0(4,7) 
0(5,8)
If Pen PEN(1)
Retronorm Basitrifect BT(1,1,1)
Graphics
Output
Channel CH( 7)
Colour Graphics Display
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There are a number of advantages which accrue by having default 
values for USE-items at the start of a session. For example, the 
plot of a formex representing the plan of most configurations can 
be drawn without first having to 'set up' any USE-items. This is 
helpful for novice users who are able to produce plots during 
their first sessions using Formian, without having to remember too 
much information related to the graphics system. It is also useful 
because it reduces the number of USE statements that need to be 
entered and eliminates the possibilities of leaving USE-items 
undefined.
4.9.6 The DRAW Statement
Having introduced the various entities which constitute Formian 
graphics, the DRAW statement can now be described in more detail 
than was possible in Section 4.7.5.
Recapitulating, a Draw statement is of the form
DRAW Al, A2,..., An
where DRAW is a keyword, n a: 0 and Al, A2,..., An are either
formex or string expressions. If n =0 then the statement has no
effect.
If n > 0 and each of the expressions Al, A2,..., An are valid then 
the following steps are repeated starting with the first 
expression Al and proceeding from left to right to complete the 
process with An.
1) If the expression is of type string then the characters which 
constitute the value of the expression are outputted through 
the current graphics output channel subject to the following 
provisions:
a) The starting position and orientation of the string is 
determined by the current value of text guide.
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b) The size of characters and the fount used is determined 
by the current value of the text style USE-item.
c) If a character straddles or is outside the view frame 
then no part of the character will appear in the 
picture.
It should be noted that except for the effect described in (c) 
above the appearance of character strings in a picture is 
independent of the view specifiers.
2) If the expression is of type formex then a plot of the formex 
will be outputted through the current graphics output channel 
subject to the following provisions:
a) The coordinates for the plot of the formex are 
determined by the current retronorm.
b) The appearance of the tenons and fronds that 
constitute the plot depend on the current retrocords.
c) The size and orientation of the picture are determined 
by the current view specifiers.
To illustrate some of these points, consider the following formex
F=rinid(10,10,2,2)J rosad(1,1)|
{[0 ,0,0 ; 2 ,0 ,0], [0,0 ,0 ; 1 ,1 ,0 ]}
The formex variable F may be regarded as an algebraic 
representation of the interconnection pattern of a configuration. 
Such an algebraic representation can be transformed into a 
geometric representation of an object by the use of a retronorm. 
The DRAW statement serves the dual purpose of transforming a 
formex using a retronorm and also drawing a picture of the object 
on a graphics output medium.
Suppose that the above assignment statement (which assigns the
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formex representing an array of squares subdivided into triangles) 
is the first statement entered at the beginning of a Formian 
session. If now, the statement
DRAW F
were entered, a plan view plot of F would appear on the current 
graphics output medium as shown in Fig 4.9.22. The appearance of 
the plot is governed by the default settings of the graphics 
USE-items given in Table 4.9.5. The plot could then be altered by 
changing the default settings of the USE-items. For instance, one 
can alter the basifactors of the retronorm and choose circles to 
represent tenons. Thus, one may enter
USE BT(2,0.5,1), TS(2,2.5)
DRAW F.
The resulting picture is as shown in Fig 4.9.23. If it is now 
required to select a metribifect retronorm one can enter
USE M B (2,2,1.3,1.3)
DRAW F.
The result is the picture shown in Fig 4.9.24. It will be noticed 
that the tenons are still represented by circles in the figure. 
This is due to the fact that once a USE-item is made current it 
will remain so until it is redefined in a subsequent USE 
statement.
The figures given so far in this section have all been plan views 
of plots. The reason for this lies in the default settings of two 
of the USE-items. First, the view line is coincident with- the 
third direction axis. Second, a parallel view is selected by 
default. Changing the settings of these two USE-items and also 
reverting to a basitrifect retronorm, and thus entering
USE V T (2), V H (5,-10,2,5,0,0,5,0,1), BT(1,1,1), TS(5,0)
DRAW F
a perspective view of the configuration may be produced as shown 
in Fig 4.9.25. The above USE statement also redefines two other 
USE-items. The tenon style USE-item is set to 5,0, that is, tenons 
are no longer represented. Also, it alters the view rise such that
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a vertical in the object space is aligned with the q direction of 
the device coordinate system.
Finally, it is worth noting that wire frame images are not always 
the easiest to comprehend. Normally, when one views an object it 
is surrounded by many familiar things. The familiar items provide 
visual clues to the size and shape of the unfamiliar object and 
help the brain to understand what it is. A wire frame picture on a 
VDU, especially one drawn in a single colour can often be 
difficult to interpret. It may be necessary to change the view of 
the plot a number of times before obtaining a •picture of a 
configuration as it was perceived. This problem is exacerbated by 
placing the view point close to an object. The resulting plots 
appear to have an exaggerated perspective effect, however, if one 
tries to view a real object from a similar position the same 
effect will be observed.
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DRAW F Fig 4.9.22
USE BT(2,0.5,1), TS(2,2.5) 
DRAW F Fig 4.9.23
USE MB(2,2,1.3,1.3) 
DRAW F Fig 4.9.24
USE VT(2), VH(5,-10,2,5,0,0,5,0,1), BT(1,1,1), TS(5,0) 
DRAW F
301 Fig 4.9.25
4 . 1 0  F o r m ia n * s  O p e r a t i n g  E n v i r o n m e n t  a n d  D i r e c t i v e s
Xn practice the processing of Formian statements is achieved 
through an interpretive computer program. This program translates 
statements into code which can then be processed by the computer. 
The present section describes the operating environment of 
Formian, that is, the interface between the user and those parts 
of the program which process and display the information entered 
by the user.
During a Formian session, the user supplies the system with a 
sequence of instructions, where the term 'system' is used to refer 
to the combination of hardware and software of the computing 
system with which the user is working. The instructions supplied 
by the user are in the form of statements and directives.
A statement is
an assignment statement 
or an information transfer statement
or an organisational statement
or an empty statement.
These statements, except for the last one, are described in the 
previous sections. An empty statement consists of 'nothing' and 
causes no action. It is simply a syntactic convenience.
To illustrate this process, suppose one wished to use the Formian 
Interpreter to generate a formex to represent a square on square 
double layer grid, 10 bays long and 8 bays wide. The formices 
representing the configuration may be written as
BL = pex]rinid(10,8,2,2)]rosad(2,2)|[1,1,1; 3,1,1]
TL = pex|rinid( 9,7,2,2)\rosad(3,3)\[2,2,2; 4,2,2]
WEB = rinid(10,8,2,2)|rosad(2,2)j[1,1,1; 2,2,2]
F = BL # TL # WEB
Let us consider the steps necessary to enter this formulation
using the Interpreter.
Imagine that one is seated at a computer terminal and has
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requested to use the Formian Interpreter. The program indicates 
that it is ready by outputting the following two lines to the 
terminal screen
Formian Mk 3 
*
where the first line shows the version of Formian used and the 
second displays the symbol * which is referred to as the prompt. 
This is followed, one character space to the right, by a flashing 
cursor. The flashing cursor indicates the position where next 
visible character typed by the user will appear. The prompt 
appears at the start of a Formian session and subsequently each 
time the program has completed a task and is ready to receive 
information. When the prompt appears, it is possible to enter the 
first line of the formulation, as follows
* BL = pex|rinid(10, 8,2, 2) ]rosad(2,2) ] [1,1,1; 3,1,1] <-*
in order to create the formex variable BL to represent the bottom 
layer of the configuration. The formulation is entered in the same 
form as it was written above, with one exception. The exception is 
the inclusion of the symbol <-! which is used here to indicate that 
the carriage return or enter key has been pressed. In reality 
pressing the enter key causes the cursor to be placed at the left 
most character position of the next line below the present line of 
text.
The program detects the character (which on most occasions
indicates that a statement has been completed) and proceeds to 
process all the text entered since the appearance of the last 
prompt. During this operation the Interpreter is said to be in 
execution mode. If the text entered has been properly constructed 
and represents a valid Formian statement then the Interpreter 
executes the statement. Following this the Interpreter discards 
the previously entered text and issues a prompt inviting a further 
statement from the user. During the period that the Interpreter is 
waiting for the information from the user to be completed it is 
said to be in reception mode. If in execution mode the Interpreter
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detects an error, an error message is output indicating the type 
of error and if more than one statement has been processed it 
gives the particular statement in which the error occurs. The 
Interpreter then reverts to reception mode to await further 
instructions.
There are two instances where the receipt of the <-! symbol does 
not 'trigger' the Interpreter into processing the text 
immediately. These are as follows:
1) Assignment of Character String Constants
A character string constant is a free form data type 
which has no limitation on the number of characters that 
it may contain. A character string may contain embedded 
<-3 characters, but the Interpreter does not begin 
processing the statement until it detects the 
terminating string quote followed by a f 1 character. A 
prompt symbol will be present at the start of the 
statement, and as new lines are entered they are offset 
by a space occupying the position where the * character 
would have been.
b) Continuation Symbols
A continuation symbol, that is, two dots .. appearing as 
the last visible symbol in a line of text will also 
prevent the program from processing the text on 
detecting the next 4-1 character. Visually, the effect is 
similar to that described above for the string constant. 
On typing a continuation symbol followed by the
cursor is positioned on the following line at the third 
character position. The user may then enter more text 
which may also contain a continuation symbol. Only when 
the Interpreter detects a line of text without a 
continuation symbol but with a character will the
text entered be processed. In this way statements longer 
than 80 characters may be entered.
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Continuing the example, the remaining 3 lines of the formulation 
could now be entered. At this point the end product would consist 
of four formex variables stored in the worlcing memory. One could 
then view the configuration using a SHOW statement, or perhaps 
store the formices as covariables in the repository for use at 
some later date.
It is possible to enter statements for execution in groups. 
Semicolons are used to separate statements, that are to be 
executed as a group. Thus one may enter
TAKE FX? USE BB(2,1); DRAW FX 
It may be seen that by using a combination of continuation symbols 
and statement separators interspersed in statements it is possible 
to enter large formulations. However, although it would be 
possible to recall the statements to edit them if an error 
occurred, there is no mechanism to store such an entity. A scheme 
is best used for this requirement.
It sometimes happens that the statement entered is incorrect, 
resulting in either an error message being displayed, or the 
statement executing for an extended period. When this situation 
occurs, it is useful to be able to halt the execution of a 
statement and to be able to correct any typing errors present. 
Formian provides a number of directives to help in such situations 
and these will be described next.
4.10.1 Directives
Directives are used where an immediate response is necessary, for 
example, when editing a statement or to interrupt the processing 
of a statement.
4.10.2 Quit Directive
There are situations when the user decides to terminate the
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execution mode. This may be achieved by a quit directive. A quit 
directive is issued by pressing the ALT and q keys simultaneously. 
On receiving a quit directive, the system will abandon the 
processing of the current statement and return to reception mode. 
If the statement interrupted is a simple statement then the system 
returns to its state prior to the execution of the statement. 
However, if the processing of a scheme is interrupted, then the 
effect is undefined, that is, one or more statements of the scheme 
may have executed successfully but the remainder will be 
unprocessed. In this situation it the responsibility of the user 
to take any remedial action.
In situations where there is no ALT key available, or, if the 
combination of ALT and q performs some other duty in the host 
operating system, then an alternative key sequence is chosen to 
suit the implementation.
4.10.3 Editing Directives
The editing directives can be grouped into two categories. The 
first of these include 6 directives which are used to move the 
cursor in various ways within a sequence of text. The second 
category has 3 directives which are used to insert and delete 
characters and to delete a line. The cursor directives are listed 
in Table 4.10.1 and the insert and replace directives are shown in 
Table 4.10.2. A short description of their action is included for 
each directive.
The keys chosen to represent the editing directives shown in 
Tables 4.10.1 and 4.10.2 relate to the keyboard of a personal 
computer. Certain keyboards may not have all of the keys shown 
below, in which case alternative keys are chosen to suit the 
particular implementation.
Editing may only take place within the current statement. The 
Interpreter will prevent the cursor from being positioned outside
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Table 4.10.1 Cursor Directives (PC Version)
Keys Action
ricjht arrc)W Moves the cursor to the right by one 
character position.
lcsft arrc3W Moves the cursor to the left by one 
character position.
iip arro\ 
....
7 Moves the cursor to the beginning of the 
line above the current line.
down arrow Moves the cursor to the beginning of the 
line below the current line.>/
Alt right arrow Moves the cursor to the end of the current 
line.Alt — ♦
Alt left arrow Moves the cursor to the beginning of the 
current line.Alt <---
Alt up arrow Moves the cursor to the beginning of the 
first line.Alt ✓\
Alt down arrow Moves the cursor to the beginning of the 
last line.Alt
(Note: where Alt key appears with another key it implies the
simultaneous pressing of both keys.)
the current statement. In general, to execute a statement after it 
has been edited it is necessary simply to press the enter key. 
An exception to this is when editing a string constant, in which 
case the cursor must be placed beyond the terminal string quote 
before pressing enter.
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Table 4.10.2 Insert and Delete Directives
Keys Action
Insert
Ins
Toggles between insert mode where the next 
character is entered between the current 
cursor position and the character to its 
immediate left, and overwrite mode where 
the current cursor position is overwritten 
by the next character entered.
Delete
Del
Deletes the character at the current 
cursor position.
Alt Delete Deletes the current line, any lines below 
move up one line. The cursor is placed at 
the beginning of the line that replaces it.Alt Del
4.10.4 Switch Directive
A switch directive may be issued at any time during a Formian 
session and will cause the Interpreter to switch between reception 
or execution mode and status mode and vice versa. Formian's status 
mode provides information about the Interpreter, the host hardware 
and the current Formian session ....etc and is described in the 
next Section.
A switch directive is issued by pressing the escape key (esc). If 
a switch directive is issued whilst the Interpreter is in 
execution mode, then it is as if a quit directive had been issued, 
the execution process is halted and status mode entered. On return 
from status mode a prompt is issued and the Interpreter reverts to 
reception mode. If a switch directive is given whilst the 
Interpreter is in reception mode then the current statement is 
saved and status mode is entered. In this case, on returning from 
status mode the statement current at the time when the last switch 
directive was issued is displayed on the terminal screen and 
becomes once again the current statement.
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4 . 1 0 . 5  S t a t u s  M ode
Status mode allows the user to investigate the current settings of 
the various USE-items, the size and type of the variables created 
during the session, the covariables available in the repository 
...etc. Status mode displays information to the user in the form 
of menus. The means of selecting items from the menus and the 
appearance of the menus depend on the particular hardware 
available. The simplest form comprises entering a topic number 
from a keyboard and displaying pages of information on the 
terminal screen. A more sophisticated system may use a mouse for 
topic selection and pop-up menus to display the information on the 
screen.
There is a principal menu which remains displayed on the screen 
whilst the Interpreter is in status mode. The principal menu lists 
the topics for which there is information available. The topics 
currently available are as follows:
(1) Glossary
This is a brief summary of the terms used in Formian and 
formex algebra arranged in alphabetical order.
(2) Hardware
This is a list of the peripheral equipment available, 
giving their associated channel numbers.
(3) Variables
This menu displays information concerning the variables 
created during the session. The menu indicates the type of 
each of the variables i.e. whether they are integer, real, 
string or formex variables. If a variable is of type formex 
then its order and grade are listed and whether or not it 
is homogeneous. If the formex is homogeneous then the
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plexitude is given. The menu also indicates the total 
amount of memory available and the part remaining to be 
used.
(4) Covariables
The covariable menu contains information regarding the 
covariables in the repository. Each covariable has an entry 
detailing its type. If it is a formex covariable, its 
particulars are given in the same format as for the 
variables. The menu also indicates the amount of space left 
in the repository.
(5) Graphics
The settings for each of the current and default graphics 
USE-items are given in the graphics menu.
A brief description of the status mode for the personal computer 
implementation of Formian is given next. On entering status mode 
the display is cleared and the principal menu appears at the top 
of the screen as shown in Fig 4.10.1. Each item in the menu 
relates to one of the status topics.
Fig 4.10.1
The first item of the menu, that is, Glossary, is underlined. This 
indicates that the glossary is the topic currently selected to
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provide information. Other headings may be selected to become 
current. This is achieved by pressing either the left or right 
arrow key, causing the item to the left or to the right of the 
presently selected item to become underlined.
To view the information available for the selected topic the page 
down (Pg Dn) key is pressed, resulting in the first page of 
information being displayed on the screen. A typical page of 
information for the variable menu is shown in Fig 4.10.2 and a 
typical page of the graphics menus is shown in Fig 4.10.3. Further 
pages of information may be obtained by pressing the page down 
key. Previously displayed pages may be returned to the screen by 
pressing the page up (Pg UP) key.
To display information on another topic the existing menu may be 
left by pressing the left or right arrow keys. This causes 
currently displayed menu to be erased. A new topic may then be 
selected and the information related to the topic can then be 
displayed by pressing the page down key.
Glossary Hardware Variables Covariables Graphics
Variable Menu 1 of 1 page
Memory Available 25000
Memory Used 6745
Type Ident Order Grade Plexitude
Fmx A 800 3 2
Fmx FI 324 3 2
Fig 4.10.2 Variables Menu
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Glossary Hardware Variables Covariables Graphics
Graphics Menu 1 of 3 pages
USE--item Current Setting Default Setting
View Point -100 -80 50 0 0 1000
View Centre 0 0 0 0 0 0
View Type 2 1
View Frame 0 0 150 100 10 10 350 250
View Rise 0 0 0 0 0 0
0 1 0 0 1 0
View Base 0 0 0 0 0 0
View Nave 10 10 10 10
View Scale 10 10
View Zone 0 0 0 0 0 0
100 100 10 100 100 10
Fig 4.10.3 Graphics Menu
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4 . 1 1  S ch e m e s  a n d  I n d u c t i o n  S t a t e m e n t s
Designers of space structures are frequently faced with the 
problem of generating data for similarly shaped structures. They 
might for instance be asked to submit designs for a series of 
petrol station canopies, each to the same basic design, but 
tailored to suit a particular site. This could involve extending 
the structure for larger sites or removing modules for the more 
smaller ones. Preparing data for structures often requires that 
the same series of operations to be carried out for any type of 
structure. It would be convenient if such a series of operations 
could be collected together and then, when ever the need arises be 
executed. In order to achieve this is important that there should 
be a construct which would allow a sequence of Formian statements 
to be encapsulated. This construct should also be capable of being 
stored in the repository, subsequently retrieved and its 
constituent statements executed. A character string variable 
fulfils the requirements of being able to be stored in the 
repository and edited, as well as providing a means of storing 
text. Hence, a chasacter string is used for this purpose . This 
particular usage of string variables will be described next.
Consider the configuration shown in Fig 4.11.1 which represents a 
finite element mesh for a rectangular plate of dimensions D1 by 
D2. The mesh consists of 192 triangular elements with corner 
nodes. A formex formulation for the mesh shown in the figure may 
be written as
G = RINID(12,8,1,1)|{[0,0; 0,1; 1,1], [0,0; 1,1; 1,0]}
Now, suppose that it is required to carry out a series of analyses 
with different mesh densities for the plate with the general 
pattern of the meshes being similar to that shown in Fig 4.11.2. 
In generating the data describing the meshes, one may write a 
formex formulation for each case separately. However, a better 
policy would be to write a general formulation that applies to all 
cases. Such a formulation is referred to as a generic formulation. 
Assuming that there are N1 divisions in the first direction and N2 
divisions in the second direction, a generic formulation may be
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written as
H = RINID(N1,N2,1,1)|{[0,0; 0,1; 1,1], [0,0; 1,1; 1,0]}
A convenient way of employing this formulation in Formian is to 
include it in an assignment statement of the form
PATTERN = ':N1,N2:
H=RINID(N1,N2,1,1)|{[0,0;0,1;1,1], [0,0;1,1;1,0]}'
The effect of this statement is to create a string variable 
PATTERN whose value is the generic formulation preceded by a list 
of parameters enclosed in colons. What lies between the quote 
symbols in the above statement is an example of a construct which 
is referred to as a scheme.
A scheme consists of a heading followed by a body. In general, the 
heading consists of a list of identifiers that are separated by 
commas and enclosed in colons. The body consists of a sequence of 
Formian statements which may incorporate the identifiers listed in 
the heading. In the above example the heading is
:N1,N2:
and the body consists of a single assignment statement. The 
identifiers listed in the heading are referred to as nominal 
parameters.
A string variable whose value is a scheme is referred to as a 
scheme variable. Thus, the above variable PATTERN is a scheme 
variable. Also, an assignment statement through which a scheme 
variable is created is referred to as a scheme statement.
The body of the scheme in the above example may be executed 
through a statement of the form
PATTERN(12,8)
which is referred to as an induction statement. The statement 
causes the body of the scheme to be executed with N1 assuming the 
value 12 and N2 assuming the value 8, as though the body was 
preceded by the assignment statements
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The result of the execution of the scheme is a formex variable H 
that represents the mesh of Fig 4.11.1.
In general, an induction statement consists of a scheme variable 
followed by a list of expressions that are enclosed in 
parentheses. These expressions are referred to as induction 
parameters. When a scheme is executed, the nominal parameters are 
assigned the values of the induction parameters in the given 
order. During the execution of a scheme, if an error is 
encountered, the Interpreter will halt the execution, display an 
appropriate diagnostic message and revert to reception mode. The 
results of those statements of the scheme which were executed 
prior to the error remain in force. However, any remaining 
statements will not be executed and therefore the result of the 
execution will be undefined. In this situation it is the 
responsibility of the user to take appropriate action to eliminate 
any unwanted consequences of the partial execution of a scheme.
The description of the mesh has so far been given in terms of 
integer normat coordinates. However, the actual nodal coordinates 
of the mesh may also be used . Thus, if [U1,U2] is a typical 
signet of H, then the coordinates of the corresponding node in the 
mesh are given by
x = (Dl/Nl)U1 
y = (D2/N2)U2
An extended scheme incorporating the information about the nodal 
coordinates may now be introduced through the scheme statement
MESH = 7:N1,N2,D1,D2:
H = RINID(Nl,N2,1,1)|{[0,0;0,1;1,1], [0,0?1,1;1,0]} 
USE BB(Dl/Nl,D2/N2)
DRAW H'
NX = 12
N2 = 8
315
MESH(24,8,30,15)
MESH(8,4,10,15)
MESH(6,12,15,15)
will produce the plots shown in Figs 4.11.2, 4.11.3 and 4.11.4, 
respectively. Rather than typing in the whole of the scheme 
variable MESH it is possible to assign the value of PATTERN to the
variable MESH and then suitably edit it.
The concept of a scheme allows a sequence of statements to be
turned into a program unit that can be put forward for execution 
in a convenient manner. At the same time, a scheme provides a 
suitable vehicle for generic formulation of problems and allows 
complex configurations to be described in a concise and elegant 
manner. Also, a scheme may be saved, retrieved and modified 
repeatedly and may be used as a means of recording information for 
future reference. Another advantage arises from the ability to
edit complicated formulations. In general, the system executes 
statements as they are entered. If an error occurs in a
formulation, although it is possible to recall the last statement 
and edit it, often the error occurred a number of statements 
before and may entail reentering a large portion of the 
formulation again. If the formulation is collected as a scheme
then any statement within the scheme which has an error can be
edited and then the whole scheme can be executed to achieve the 
correct result.
When using the KEEP statement in relation to a scheme, it is
important to distinguish between saving the scheme itself and 
saving the variables created by the scheme. Thus, the statement 
KEEP MESH
will create a string covariable MESH whose value is the scheme 
given above, but the statement
KEEP H
will create a formex covariable H whose value is that of the 
variable H created through the last induction statement.
Subsequently, the induction statements
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A scheme need not necessarily include any nominal parameters. For 
instance, consider the following scheme
DOME ® 7::
E = {[10,0,4; 10,1,3], [10,1,3; 10,2,3]}
D = pex|rinit(15,5,3,3)|ros(2,3,3/2,9/2)|E 
USE vt(2), bs(1,8,2.4), v h (0,-25,50,0,0,0,0,0,1)
DRAW D 7
The scheme DOME may be executed through the induction statement 
DOME
which will give rise to the view of the dome shown in Fig 4.11.5. 
Note that when there are no nominal parameters then the heading of
the scheme is reduced to a double colon. Also, the induction
statement corresponding to a scheme that has no nominal parameters 
simply consists of a scheme variable.
Consider the following two schemes which are based on the scheme
variable DOME used above
D0ME1 = 7::
E = {[10,0,4; 10,1,3], [10,1,3; 10,2,3]}
D = pex|rinit(15,5,3,3)|ros(2,3,3/2,9/2)|E 
TAKE ITEMS 
ITEMS 
DRAW D 7
where ITEMS is a scheme variable of the form 
ITEMS = 7::
USE vt(2), bs(1,8,2.4), vh(0,-25,50,0,0,0,0,0,1)7
These two scheme share the executable statements of DOME. But in 
this case the execution of the induction statement DOME1 will also 
cause the scheme ITEMS to be retrieved from the repository and 
executed. This provides a useful way of collecting a standard 
group of USE-items which are used for a particular type of 
configuration.
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The parameters used in a scheme need not necessarily be listed in 
the heading. For example, consider the following scheme used for 
the preparation of data for a square on square double layer grid.
GRID = ':M,N;
BTM = PEXJRINID(M,N,2,2)jSQ
T1 = TRANIX(1,1,1)|SQ
TOP - PEX|RINID(M-l,N-1,2,2)|T1
WEB = RINID(M,N,2,2)|ROSID(2,2)|[1,1,0;2,2,1]
KEEP BTM, TOP, WEB 
FX = TOP # BTM # WEB 
DRAW FX'
The scheme in the above example contains three parameters, namely, 
M, N and SQ (a parameter in a scheme is an entity that brings a 
value into the scheme and thus the formex variables TOP, BTM WEB 
and T1 created by the execution of the scheme are not regarded as 
parameters). In this example, only M and N have the status of 
nominal parameters and appear in the heading. This implies that 
the values of M and N have to be supplied through an induction 
statement and also that the formex SQ must have a value before the 
induction statement is entered.
Schemes have a number of useful properties. For example, the data 
describing a structure often may require a large amount of disk 
space to store it. By keeping the data in terms of its formulation 
the amount of storage required can be substantially reduced.
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4 . 1 2  D a ta  S u b m is s io n
At present there is no universal format for the submission of data 
to analysis packages. Consequently, having generated the formices 
representing the various aspects of a structure, it is necessary 
to transform the information into the format that the particular 
analysis package requires. This may be achieved through a SUBMIT 
statement. This statement enables the formices representing a 
structure to be transformed into the format required by a variety 
of structural analysis packages.
A SUBMIT statement for a pin jointed space structure could be of 
the form
SUBMIT {SP, N, {DT,DB,DD>, MP, {DS1,DS2}, CP, {DL1,DL2>, LP}
where SUBMIT is a keyword and the construct that follows SUBMIT is 
an example of a data structure referred to as a plenix. A plenix 
is a sequence of well defined entities, such as numbers, vectors, 
matrices, character strings, ...etc. Description of plenix data 
structures and their uses may be found in Ref(6) and Ref(10). Each 
of the component parts separated by commas in the construct above 
is referred to as a panel and each panel has a specific role in 
providing information for the analysis as explained below:
1) The first panel, that is SP (standing for Specifications 
Panel) is a sequence of floatal, integer and string
expressions through which the constitution of the plenix is 
defined. In addition, the panel specifies the particular 
analysis package to be used and provides job control 
information such as the names to be used for the input / 
output files, the maximum run time allowed and any job
options which are required.
2) The second panel, that is N, is an ingot which contains the 
normat coordinates of the joints of the structure arranged in 
the same order as they are required to be numbered. This
ingot may be used in a number of different ways. For
instance, it may be employed to obtain a list of joint
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coordinates using the coordinate specification of the current 
retronorm.
3) The third panel, that is {DT, DB, DD}, is a sequence of 
formices each representing members of a particular type. Each 
of these formices represents the connectivity of the members 
of one type and are in terms of the joint numbering scheme.
4) The fourth panel, that is MP (standing for Member Panel), is 
a plenix array. A plenix array is of the form
£ All, A21, ..., Ami;
A12, A22, ..., Am2;
* • •
Ain, A2n, ..., Amn J
where m^l, n^l and where if All through Amn are all integer 
expressions then the entity is referred to as an integer 
plenix array. If at least one of All through Amn is a floatal 
expression then the entity is referred to as a floatal plenix 
array, in which case on evaluation each of the expressions 
All through Amn will be held in floatal form. A SUBMIT 
statement is the only statement in Formian where a floatal 
plenix array may appear. Returning to the description of the 
fourth panel, the member panel array must contain as many 
rows as there are formices in the third panel. Each row 
contains information about the axial rigidity of the members 
of the associated formex in panel 3. In order to correspond 
with the third panel the member panel used here consists of 
three rows which could be of the form
j^EAl, EA2, EA3^
where EA1, EA2 and EA3 represent the axial rigidities of the 
members and are given in the form of of floatal expressions.
5) The fifth panel, that is {DS1,DS2>, is a sequence of ingots 
each representing constrained joints of a particular type.
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6) The sixth panel, that is CP (standing for Constraint Panel), 
is an integer plenix array with as many rows as there are 
ingots in the fifth panel. Each row provides information 
about a type of constrained joint. For example, this might 
take the form
[ 0,0,1; 
1,1,1 |
where the first row indicates freedom of movement in the x 
and y directions and a constraint in the z direction and the 
second row indicates that all the three degrees of freedom 
are constrained.
7) The seventh panel,that is {DL1,DL2}, is a sequence of 
ingots each of which represents the load positions for a 
particular loading case.
8) The eighth panel, that is LP (standing for Load Panel), is 
floatal plenix array with as many rows as there are ingots in 
the seventh panel, with each row containing information about 
a type of loaded joint. This could be of the form
£o,0,-8.5; 0,0,-14.8^
where the first row specifies a load of 8.5 units in the 
negative z direction and the second row specifies a load of 
14.8 units in the negative z direction.
Fig 4.12.1 provides an illustration of the panels used for this 
example. The constitution of the above plenix suits many simple 
structural problems. However, this constitution can be readily 
altered to cater for more complex situations.
The effect of entering a submit statement is as follows:
1) Starting with the first panel and proceeding from left to 
right up to and including the last panel. Each of the
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Plenix Specification Data
Fig 4.12.1 Plenix Panels for a Pin Jointed Structure
Joint Coordinate Data
Member Connectivity and Member Properties
Constraint Data
Load Data
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expressions which constitute a panel is evaluated. If an 
error occurs during this process then the statement is halted 
and an error message is issued with the Interpreter returning 
to input mode.
2) If no errors are detected during the evaluation process, the 
Interpreter transforms the data into the format required by 
the specified analysis package. The data is then stored in a 
data file ready for submission.
3) Depending on the job control information held in panel 1, the 
job may be submitted to the batch stream to initiate the 
analysis. Finally, the Interpreter is returned to input mode.
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CHAPTER FIVE
Exa m ples
5.1 Introduction
In this chapter three examples are employed to illustrate how 
Formian may be used in practice. The first example shows the 
generation of data for a large roof structure. The second 
introduces supplementary retronorms and shows how users can add 
their own retronorms to the system. The third example illustrates 
the use of schemes to provide a means of data generation for a 
standard design of tower.
5.2 Gatwick Railway Station Roof
The example illustrates the generation of data for the structure 
which covers the railway station concourse at Gatwick airport. The 
general arrangement of the roof is shown in Fig 5,2.1 and various 
perspective views of the structure are given in Figs 5.2.9 to 
5.2.12. The roof consists of 2627 members and 664 joints. It was 
built in 1977 using the Nodus system. The Space Structures 
Research Centre of the University of Surrey was asked to check the 
design of the roof and the writer was directly involved in the 
project.
At the time the writer did not have access to data generation 
software to prepare the data. The data was generated using a BASIC 
program written specifically for this project and was checked by 
plotting the data graphically. Each member was drawn labelled with 
its member type and each joint was labelled with its number, 
joint type and applied load or constraint (where appropriate). In
326
Se
cti
on
 
Pa
ra
lle
l 
to 
Y 
Ax
is
7500
5000
25000
Section Parallel to X Axis
Fig 5.2.1
327
contrast to the eight man-weeks taken to generate the data in 
1977, when returning to the problem for this example it was 
possible to generate all the data for the roof structure in less 
than two hours.
The most practical way to tackle a problem such as this is to 
consider the structure to be composed of a series of layers. Here, 
the word layer is used to mean the chord members which are at 
levels 7500-7500, 5000-5000, 2500-2500 and 0-0 and the web
members, from levels 5000 to 7500, levels 2500 to 5000 and 
levels 0 to 2500, see Fig 5.2.1. For the purposes of this example 
it is assumed that each layer contains members of the same size 
and type.
An integer normat was adopted with the normat coordinates 0, 1, 2 
and 3 representing the levels (in millimetres) 0, 2500, 5000 and 
7500, respectively in direction three. In directions 1 and 2 each 
unit represents 3000 millimetres.
Using this normat the members in the top layer (level 7500-7500 
shown in Fig 5.2.2), may be represented by the formex
L7575 = pex|rinid(18,10,2,2)|rosad(4,4)|[3,3,3; 5,3,3]
The connecting web members from level 5000 to 7500, shown in Fig 
5.2.3, are given by
L5075 ® rinid(19,11,2,2)|rosad(3,3)|[2,2,2; 3,3,3]
The bottom layer shown in Fig 5.2.4 may be written as
L5050 = pex|rinid(19,11,2,2)|rosad(3,3)|[2,2,2; 4,2,2]
The portion of the roof generated by these three statements 
comprises the majority of the members of the structure. The 
remaining members in the downstand, however, require a larger 
proportion of time and effort. The downstand members are created 
in layers by generating a complete rectangular network and then 
removing any superfluous elements using the cojanua function.
The chord members at level 2500-2500, shown in Fig 5.2.6, may be 
generated using the following steps.
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Fig 5.2.6
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A complete network of members at level 2500-2500 is given by
T2525 = rinid(20,12,2,2)|rosad(2,2)|[1,1,1; 3,1,1]
The ingot defining the rectangle within which all the elements are 
to be removed may be written as
R2525 = {[3,3], [39,3], [39,23], [3,23]}
These nodal points are indicated by solid circles in Fig 5.2.6. The 
members in layer 2500-2500 may now be obtained as
L2525 = pex|coj(R2525)|T2525.
Formex L2525 can be used as a template to obtain the web members 
in level 2500 to 5000, Fig 5.2.5. This is achieved by generating a 
complete grid of web members and then using the coluxum function 
with L2525 as its canonic variable. The function selects only 
those members which have ends connected to joints in layer 
2500-2500. The statement may be written as
L2550 = col(L2525)|rinid(20,12,2,2)|rosad(2,2)|[1,1,1; 2,2,2]
The final two layers can be generated in a similar fashion. In 
this case, in addition to the area in the centre of the grid to be 
removed, there are three other openings which have to be dealt 
with.
The members in level 0-0 are overgenerated as
LOO = pex|rinid(21,13,2,2)|rosad(1,1)|[0,0,0; 2,0,0]
The following four formices are the ingots which will be used in 
conjunction with the cojanua function in order to remove the 
superfluous members. Some of the members to be removed are shown 
in dashed lines in Fig 5.2.8.
Cl « {[2,2], [40,2], [40,24], [2,24]}
C2 = {[10,23], [16,23], [16,27], [10,27]}
C3 = {[-1,-1], [43,-1], [43,2], [-1,2]}
C4 = {[-1,10], [3,0], [3,10], [-1,10]}
The formex representing the members at level 0-0 can then be 
obtained as
LOO = coj(Cl)|L00 
LOO = coj(C2)|L00
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Level 0 - 2500 
Web Members
Fig 5.2.7
LOO = coj(C3)|L00 
LOO = coj(C4)|L00
Finally, the web members for level 0 to 2500 shown in Fig 5.2.7 
may be obtained by
L025 = col(LOO)|rinid(21,13,2,2)|rosad(l,l)|[0,0,0;1,1,1]
The analysis of the structure required that the nodes be ordered 
to minimise the bandwidth. In addition the members were to be 
oriented from west to east and south to north.
The ordering of the joints was achieved as follows. Firstly, a 
formex representing the whole configuration was obtained as
config « LOO # L025 # L2525 # L2550 # L5050 # L5075 # L7575
It is this formex which is used to provide the perspective plots 
of the roof shown in Figs 5.2.9, 5.2.10, 5.2.11 and 5.2.12. The 
nodal points can be extracted using the medulla function, by
nodes = med|config
These nodal points can then be ordered to minimise the bandwidth 
by numbering with precedence given to shorter direction of the 
structure by
nodes = ras(tap(2,1))|nodes
The elements can then be oriented using the same tandem perdicant 
but by this time using the rapported variant function, for example
LOO = rav(tap(2,l)) |L00 
L025 = rav(tap(2,l))|L025
Similar statements would be required to transform the remaining 
five formex variables representing the members in the various 
layers.
Having generated the formices representing the nodes and members 
the next stage is to generate formices to represent the constraint 
positions. The structure is supported by single vertical 
constraints at the nodes shown drawn as solid circles in Fig 
5.2.7. These nodal points may be obtained as follows
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TOO = {[0,0] ,[42,0], [42,26], [0,26]}
CONSTR = med|jan(TOO)|L00
Formex variable CONSTR represents the position of the vertical 
constraints. In addition to the vertical supports there are two 
fully fixed supports whose positions are specified by the formex
FCONST = {[4,24,0], [40,24,0]}
Finally, the load cases need to be considered. The simplest load 
case consists of all top layer nodes loaded, the position of the 
loaded nodes may be obtained as
LNODE = med|L7575
This completes the generation of the formices to be included in 
the SUBMIT statement. In this case it will be noticed that an
explicit node numbering scheme has not been used. In many
situations it is preferable for the submit procedure to carry out 
this task, in which case the procedure is referred to as a dictal 
submit procedure.
Using the formices generated in the example the SUBMIT statement
would be of the form shown in Fig 5.2.13.
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5 . 2 . 1 3  S u b m it  S t a te m e n t
SUBMIT | SP, Specifications Panel
NODES, Normat coordinates
of joints
{LOO,
L025, Formices representing
L2525, the member connectivity
L2550, for each type
L5050,
L5075
L7575},
[POO,
P025,
P2525, Member panel
P2550, representing the
P5050, properties of each
P5075 member type
P7575],
{ CONSTR, Formices representing
FCONSTR}, positions of supports
[ 0,0,1; Constraint panel
1/1/1]/
{ LNODE }, Formex representing
loaded nodes
[ LOADS ] L Load panel
J representing loads
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5 . 3  S u p p le m e n ta r y  R e t r o n o r m s
A supplementary retronorm is a program segment which is supplied
by the user in order to make use of a nonstandard retronorm. The 
program segment is linked to the body of the Formian Interpreter 
and can be invoked by means of a USE statement. The idea will be 
introduced through a number of examples.
Suppose that it is necessary to create the equivalent of a 
basibifect retronorm and that the required program segment is 
written in FORTRAN. The subroutine has the appearance:
SUBROUTINE MINE(C/IER)
COMMON/PAVEPL/ AXP(20)
DIMENSION C (3)
C(l) = C(l) * AXP(l)
C(2) = C (2) * AXP(2)
C (3) = 0.0
RETURN
END
If the above FORTRAN subroutine were compiled and linked with the 
Formian program, then the supplementary retronorm it defines is 
made current by entering a USE statement of the form
USE mine(3,4.5)
The USE-item parameters 3 and 4.5 are stored in array AXP which 
resides within the named common block PAVEPL. The first element of 
the array AXP(l), receives 3 and the second element receives 4.5. 
In this way it is possible to pass up to twenty parameters through 
a mine USE-item. In the example shown above AXP(l) and AXP(2) are 
simply used as scaling factors for directions 1 and 2, 
respectively. On entering the subroutine, the array variables 
C(l), C(2) and C(3) contain the values of the uniples Ul, U2 and 
U3 of a signet, respectively. These may then be transformed by the 
mine subroutine.
As yet, no reference has been made to the error variable IER which 
appears as the second parameter of the subroutine statement. Most 
subroutines within Formian have IER as their final parameter. If
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within a subroutine an error condition is detected, then IER is 
assigned a nonzero value corresponding to an error message. On 
return to the calling subroutine the nonzero value of IER is 
detected and the execution is brought to an orderly halt. 
Subsequently, an error message displayed and reception is resumed.
The next example, whose associated FORTRAN subroutine is shown in 
Fig 5.3.1, contains two supplementary retronorms within one 
subroutine. The retronorm selected depends on the current value of 
AXP(l), that is, the first parameter of the mine USE-item.
The first retronorm is based on the standard polar retronorm and 
is used to create a scalloped edge configuration. Two examples of 
plots are given using this retronorm in relation to the formex
rinid(10,60,1,1)|rosad(0.5,0.5)|[0,0;1,0]
These are shown together with the associated USE-items in Figs
5.3.2 and 5.3.3.
Consider the portion of the subroutine relating to the scalloped 
edge example. The radial coordinate R is simply obtained by 
scaling the direction 1 uniples of each signet by AXP(2), that is, 
the second mine USE-item parameter. The variable R is obtained as
R = C (1) * AXP(2)
The angular dimension of each horizontal segment is determined by 
scaling each direction 2 uniple by AXP(3) to give the angle theta 
in degrees. This value is then transformed into radians. Theta is 
given as
TH = C (2) * AXP(3) * PI2 / 360.0
where
PI2 = 2.0 * atan(l.O)
The vertical angle is obtained by using sine squared proportion of 
theta, which is in turn scaled by the radial component to give a 
slope from the centre to the outside edge. The vertical angle is 
given as
VAN = AXP(4) * C (2) * PI2/360
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Fig 5.3.1
SUBROUTINE MINE(C,IER) 
COMMON/PAVEPL/ AXP(20) 
DIMENSION C (3)
PI2 = 2.0 * ATAN(1.0) 
if(AXP(l) .It. 1.5) then
C* Scalloped Edge Plate
Q k k k k k k k k k k k k k k k k k k k k k k k
C* Polar Coordinates
R = C (1) * AXP(2)
TH = C(2) * AXP(3) * PI2
if(TH .gt. 10e-7) TH = TH / 360.0
C* Get Vertical Angle
VAN = AXP(4) * C (2) * PI2 / 360.0
C* Return Coordinates
C(3) = C(l) * sin(VAN) * sin(VAN) * AXP(5) 
C(l) “ R * cos(TH)C (2) = R * sin(TH)
C* Hyperbolic paraboloid Example
Q k  k  *  *  *  *  *  *  ★ *  *  •k k  k  k  -k k  k  k  *  k k  *  *  -k k k *  *  -k k  *  -k
else
X “ c(l,I)
Y = c ( 2 ,1 )
B = AXP(2)
If(abs(B) .It. 0.00001) then 
IER = 500 
return 
endif
HI = AXP(3)
H2 = AXP(4)
C* Calculate Height
Z = (H1+H2)/2.0 +((H1-H2)/(2.0*B*B))*
S (4.0*X*Y - 2.0*B*X - 2.0*B*Y + B*B)
C ( 3,1) = Z + C ( 3,1 ) 
return 
end
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USE MINE(1,6,18,0.2), VL(-100,-100,80,0,0,0), VWI(2)
Fig 5.3.2
USE MINE(1,6,36,0.2), VL(-100,-100,80,0,0,0), VM(2)
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The coordinates are returned to array C in terms of the 
object coordinate system, as follows:
C (3) = C(l) * sin(VAN) * sin(VAN) *AXP(6)
C(l) = R * cos(TH)
C (2) = R * sin(TH)
The second retronorm is used to generate hyperbolic paraboloid 
surfaces. The equation is derived as follows:
Consider a hyperbolic paraboloid surface which is square on plan 
with the length of one side of the square being b, as shown in 
Fig 5.3.4.
The equation of the surface in the x - y - z coordinate system 
with the origin at the saddle point, is given by
_ 2 
3i
Z = x _ y_cl c2
where cl and c2 are constants
One may write
x = (x - |) vY| - (y - -) 2 * / |  = / |  (X - y)
y = (x - |) /1| - (y - 2 ' Mt
o{ II / |  (x + y - b)
and
- _ z _ ( hi + h2 )
where (hl+h2)/2 is the z - coordinate of the saddle point. The
equation of the surface in the x - y - z coordinate system becomes
n. ^ /LI + h2. ^ (x - 
Z ( 2 J + 2cl
.2
Y) " (x + y - L)22c2
Substitution of the coordinates of the boundary point (0,0,hi) and 
(b,0,h2) gives
h1 _ hi + h2 (0 - 0)2 (0 + 0 - b)2 _ hi + h2 b2
2 2cl “ 2c2 2 2c2
342
Fig 5.3.4
USE MINE(2,20,5,20), VL(-1,-1,0,10 10,0), VM(2) Fjg g g g
USE MINE(2,20,10,20), VL(200,-300,70,0,10,0), VM(2)
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Fig 5.3.6
_ hi + h2 (b - c)2 (b + 0 - b)2 „ hi + h2 b2
2 + 2cl " 7c2 2 2cl
That is 9
cl = c2 = b
or
or
= hi + h2 + (x - y j2 _hl _ (x + y - b)2 (h2 _ hl)
z 2b 2b
= h.1, * . h i  + ( M - .t M -)- (4xy - 2bx -2by +b2) 
2 2b2
It is this final expression for z which is used in the 
subroutine.
In the second example use has been made of the error variable IER. 
The subroutine checks whether the variable b has been given a 
value small enough to trigger a division by zero error. If b is 
small then the execution of the statement is halted, IER is set to 
500 and control is passed back to the calling subroutine.
Four plots are shown using this retronorm. Figs 5.3.5 and 5.3.6 
are given in relation to the formex
rinid(10,10/2,2)|rosad(2,2)|[2,2,1; 1,1,1; 3,1,1]
and Figs 5.3.7 and 5.3.8 are given in relation to the formex
rinid(10,10,2,2,)|rosad(2,2)|[2,2,2; 1,1,1; 3,1,1]
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USE M1NE(2,20,20,1), VL(-100,-200,-10,1-,200,10), VM(2) Fig 5.3.7
USE MINE(2,20,5,10), VL(10,-10,0,0,10,0), VM(2)
Fig 5.3.8
345
5 . 4  S ch e m e  E x a m p le
Schemes have proved to be a most useful facility where standard 
design are involved. If supplementary retronorms are used together 
with schemes then even the most obscure shaped configurations may 
be tackled conveniently.
A typical problem which lends itself to be written as a scheme is 
the preparation of data for the analysis of microwave antenna 
support towers. Economic considerations usually dictate that such 
towers are built to a small set of well proven designs. Within 
each design, parameters such as the number of lifts and the base 
dimension can be varied according to the desired height and 
loading requirements. A problem such as this is an ideal candidate 
to be written as a scheme, or, perhaps, as a series of schemes, 
one for each basic type of tower.
Consider Figs 5.4.4, 5.4.5, 5.4.6 and 5.4.7 which show a series of 
towers. Each figure includes the induction statement used to 
create the associated formices and plots. The configuration used 
is an efficient solution for light weight towers, both from the 
economic as well as structural points of view.
The scheme TOWR used to prepare these figures is shown in Fig 
5.4.1. The formulation comprises three assignement statements to 
generate the members of the tower. The first, generates the formex 
variable E which is the basic triangle of members from which the 
whole tower is constructed and is written as
E = {[5,0,0; 5,2,0], [5,0,0; 6,1,-1], [6,1,-1; 5,2,0]}
The next step is to create a strip of these triangles, one for 
each level. This is written as
F = lib(I = 0,M-1)|tranix(I,I,-I)|E
The number of levels and thus the height of the tower is governed 
by the nominal parameter M. A view of a plot of F is shown 
relative to a trifect retronorm in Fig 5.4.2 using M with a value 
of 6.
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Fig 5.4.1
TOWR = ':M,N,P,Q:
E= {[5,0,0;5,2,0],[5,0,0;6,l,-i;i,[6,l,-l;5,2,0]}
F = lib(I = 0,M-1)|tranix(I,I,-I)|E 
G = rin(2,N,2)|F
use vm(2), v f (10,100,80,170), mc(l,180/N,10,P,l,Q) 
use v h (0,0,100,0,0,0,0,1,0), vt(l) 
draw G
use v h (0,-200,-100,0,0,-100,0,0,0) 
use v f (100,10,200,250), vt(2) 
draw G'
The final step is to replicate F in direction 2 to provide a strip 
of triangles which will constitute the circumferential members. 
The elements making up the periphery are generated by the 
statement
G = rin(2,N,2)|F
The number of triangles forming the base is governed by the 
nominal parameter N. A view of a plot of G relative to a trifect 
retronorm with N=10 is shown in Fig 5.4.3. Formex G represents all 
the members of the tower.
The remainder of the scheme is concerned with plotting two views 
of the configuration using a metricylindrical retronorm to create 
a tower shape. Following the formulation there are two USE 
statements which set the view mode to 2 and define the parameters 
of the metricylindrical retronorm. The nominal parameters P and Q 
are used to provide the settings of the two metrifactors for the 
retronorm and N is used here in another role to determine the 
angular increment. The first draw statement produces a plan of the 
configuration, then the view helm and view frame are altered and a 
perspective view of the tower is drawn adjacent to the plan.
The scheme provides the formulation for all the members of the 
tower. It also provides the actual coordinates for the node 
points. It would be a simple matter to extend the scheme to
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Fig 5.4.2
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TOWR(18,6,1,1)
Fig 5.4.4
TOWR(10,9,1.1,1-1)
TOWR(8,4,1,1)
Fig 5.4.6
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provide the other formices required to define the constraint and 
loading points for inclusion in a SUBMIT statement. Then all that 
is required to produce the data and analyse the structure is to 
enter an induction statement TOWR with the appropriate induction 
parameters.
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CHAPTER SIX
Conclusions
6.1 Applications of Formian
This project grew out of the need to find convenient methods to 
describe and produce the data required for the computer analysis 
and design of large space structures. Before automated methods of 
data generation such as those described in this work were 
available, the data could sometimes take days or even weeks to 
produce. The writer spent nearly three weeks in 1977 to generate 
the data required for the analysis of the station roof which is 
used as an example in Chapter 5. The advent of formex algebra and 
a programming language such as Formian has made it possible to 
produce all the data for a structure of this size in a matter of 
hours.
Prior to the development of Formian, formex algebra could be used 
as an intellectual tool. Its concepts could be expanded and 
researched in minute detail, but it was difficult to utilise for 
practical problems. It had a head, but no hands. Formian has 
provided a convenient working environment for the algebra and in 
doing so it has helped to introduce it to a wider public. For 
example, formex algebra has been taught in a primary school as
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part of the mathematics curriculum, the children have then used 
Formian to test their formulations and produce patterns.
The Formian Interpreter has been in existence for a number of
years and is now used on a variety of machines, in a number of
different countries, both in the commercial and teaching
environments. The language, although simple in relation to most 
high level languages, has proved capable of tackling data
generation for various types of space structures.
6.2 Advantages of Using Formian and formex algebra
The formex approach to data generation has a number of advantages 
and these are listed below.
1) Formex algebra is a mathematical system that provides a 
convenient means for solution of problems in the area of data 
generation and graphics. It compliments the human imagination 
and allows configurations to be expressed in a concise and 
elegant manner. Using the algebra for complex structural 
systems simplifies the process of data generation. Data 
generation without a suitable conceptual tool is notoriously 
difficult.
2) Storage of the data in a computing system becomes extremely 
convenient since one may keep the actual formex formulation 
which normally consists of a few lines of text. The 
formulation may be used to obtain data in an explicit 
numerical form for input to a program, such as a structural 
analysis package, when it is required and as many times as is 
required. The difference between storage requirements for 
data in the form of a formulation and data in numerical form 
can be enormous. For a large space structure, the storage 
requirements for the raw data may be many thousands of times 
greater than that for data in terms of a formulation.
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3) Formex formulation of the data provides a convenient record 
for the future. Thus, one is able to preserve the complete 
information which has been employed in the analysis, for any 
future investigation in terms of a few lines of text. If the 
formulation is kept as a scheme and stored on a diskette or 
some other form of removable media, the scheme can then 
become part of the documents of a project. If required, the 
data may then be reproduced at a few moments notice. In 
addition, if a similar design is required in the future the 
scheme can become the basis for the formulation of the new 
design. The statements used in Formian, although perhaps 
daunting on first encounter, have a readily understood 
structure, so that when examining a formulation which was 
created months or even years ago it is possible to visualise 
the structure adopted .
4) Formex algebra provides a versatile medium for communication 
between people when discussing data generation problems. 
Thus, ideas, points of views and suggestions in data 
generation may be discussed in a meaningful manner and 
publications about data generation may utilise the well 
defined notation and terminology of formex algebra. 
Configuration processing may now be considered as a 
discipline in its own right. A discipline that may be taught 
and learnt at various levels in schools and universities.
5) It is not necessary to have an initial drawing of a 
configuration in order to generate data for it. One can write 
a complete formex formulation for a configuration by simply 
using one's imagination and then use Formian to check it. Or, 
one can use Formian as a sketch pad and try various 
configurations to fill the required space, keeping the 
drawings of each configuration so that they may be compared. 
It is sometimes useful to superimpose the images of 
alternative designs to effect a comparison.
6) Similarly, it is not necessary to have prepared an actual or
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implied node numbering system for a formex description of a 
configuration (this can be one of the most boring and thus 
error prone tasks when creating data for space structures). 
Once a formex formulation for a configuration is in hand, the 
information may be easily reconstituted in terms of any 
required node numbering scheme for input to a structural 
analysis program. Formex algebra provides a number of ways of 
scheduling the numbering. It is possible to try a number of 
different possibilities without having to alter the bulk of 
the data in any way.
7) A formex formulation may be modified repeatedly during the 
design process as easily as a text may be modified using a 
word processor. Thus, the formex formulations that represent 
the configuration of a structure and the associated support 
arrangements and loading cases may go through the changes 
that reflect the changing ideas of the designer during the 
design process and at every given moment the updated 
formulations provide complete information about the latest 
particulars of the structural system which is being designed.
8) The use of schemes is of considerable value in the design of 
space structures. During the preparation of preliminary 
designs for a project, the evolution of a configuration in 
the imagination of a designer is rarely in terms of a 
specific number of elements or explicit coordinates of 
joints. The design starts as an idea which may be suggestive 
of a particular pattern or a number of feasible patterns and 
the emergence of a possible acceptable configuration will 
normally follow a complex process of mental comparisons and 
evaluations. The concept of the generic formulation provides 
a versatile tool for a creative designer. The thoughts of the 
designer may be translated into one or more schemes with an 
appropriate number of parameters which may then be used to 
investigate the configuration by trying various combinations 
of parameter values.
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6 . 3  F u t u r e  D e v e lo p m e n ts  o f  F o r m ia n
The programming language described in this thesis has evolved over 
a number of years. During this time hardware facilities have 
greatly improved, both in the speed of processing and also in the 
quality and reduced cost of peripheral equipment. The availability 
of input devices such as the mouse have made it possible to 
consider means of user program interaction other than the 
keyboard.
A project to provide a formex algebra environment which requires a 
minimum of keyboard intervention has recently been completed at 
the Space Structures Research Centre, Ref (9). This particular 
project utilising menus together with the work described in this 
thesis have provided useful test beds for new ideas. The next 
version of Formian will attempt to combine the best features of 
both the menu driven and formaal approach (that is, the method 
described in this work) . Menus have proved very useful in many 
areas, for example, providing information about the system and for 
the selection of USE-items. But, there are a number of important 
areas where this approach has not always proved convenient, in 
particular, when transforming and manipulating formices. 
Therefore, the next version will provide all the facilities of the 
formal approach supplemented where appropriate by menus.
6.4 Closing Remarks
Formian provides a worthwhile addition to the designers repertoire 
of tools. It enables the power of formex algebra to be exploited 
for practical problems. Configuration processing then becomes a 
creative activity with no constraints put on the imagination of 
the designer. In the academic environment Formian has made it 
possible to rapidly verify new concepts in formex algebra and thus 
to promote research into configuration processing.
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A P P E N D IX  1
7CWMBRAN BUS STATION7
**PROPERTIES
01,125,01,LY, 20,0
02,125,03,LY, 20,0
03,106,02,LY, 30,0
04,125,03,LY, 30,0
05,105,02,LY, 10,0
06,104,02,LY, 10,0
**JOINTS 186
**MEMBERS 659
* *LOADS 2**E 210000
**FYS 255 255**pT 170 170
**PBC 180 180
**QFAC 0.85 0.93
**FRACTION 1.0
**JOINT **x **y
*SUB
1 0 0(6
2 2400
3 4800
4 7200
5 9600
6 12000
*INC,15
12 0 2400
*SUB
7 1200 1200
8 3600
9 6000
10 8400
11 10800
12 13200
*INC,14
12 0 2400
**JOINT **XFIX **y f :
12 0.63 ABS
32 0.87 0.87
33 0.87 0.87
36 0.63 ABS
44 0.87 0.87
45 0.87 0.87
60 0.63 ABS
84 0.63 ABS
92 0.87 0.87
93 0.87 0.87
104 0.87 0.87
105 0.87 0.87
108 0.63 ABS
132 0.63 ABS
152 0.87 0.87
153 0.87 0.87
156 0.63 ABS
164 0.87 0.87
**2
1200(6
0
0( 6
0
**ZFIX 
ABS(20
360
165 0.87
180 0.63
**MEMBER **TYPE
*SUB
1,2 01
13,14 01
*INC,4
1/1 025,26 01
*SUB
26,27 02
27,28 02
*INC,2
12,12 0
28,29 01(8
29,30
37,38
40,41
41,42
49,50
52,53
53,54
*SUB
61,62 01(5
62,63
63,64
64,65
65,66
*INC,10
12,12 0
*SUB
1,13 01(2
13,25
*INC,5
1,1 0
25,37 01
37,49 01
*SUB
26,38 02(2
38,50
*INC,2
1,1 0
29,41 01(4
41,53
30,42
42,45
*SUB
49,61 01(6
50,62
51,63
52,64
53,65
54,66
*INC,10
12,12 0
*SUB
7,8 03
19,29 03
*INC,4
0.87
ABS
361
1,1 0
31,32 02(3
32,33
33,34
34,35 03
35,36 03
43,44 02
44,45 02
45,46 02
46,47 03
47,48 03
*SUB
55,56 03
56,57 03
57,58 03
58,59 03
59,60 03
*INC,10
12,12 0
*SUB
7,19 03
*INC, 5
1/1 019,31 03(3
31,43
43,55
20,32 02(6
32,44
44,56
21,33
33,45
45,57
*SUB
22,34 03
34,46 03
46,58 03
*INC, 2
1/1 0*SUB
55,67 03(6
56,68
57,69
58,70
59,71
60,72
*INC, 9
12,12 0
*SUB
26,32 05(8
27,32
32,38
32,39
27,33
28,33
33,39
33,40
*INC, 1
12,12 0
*SUB
362
86.92
87.92
92.98
92.99
87.93
88.93
93.99
93.100 
*INC, 1
12,12 
*SUB
146.152
147.152
152.158
152.159
147.153
148.153
153.159
153.160 
*INC, 1
12,12 
*SUB
1.7
2.7
7.13
7.14 
*INC,14
12,12 
*SUB
2 . 8
3.8
8.14
8.15
3.9
4.9
9.15
9.16 
*INC,1
12,12 
*SUB
50.56
51.56
56.62
56.63
51.57
52.57
57.63
57.64 
*INC,2
12,12 
*SUB 
110,116 
111,116 
116,122
116.123
111.117
112.117
117.123
117.124
05(8
0
05(8
0
06(4
0
06(8
0
06(8
0
06(8
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*INC,2 
12,12
170.176
171.176
176.182
176.183
171.177
172.177
177.183
177.184 
*SUB
4.10
5.10
10,16
10.17
5.11
6.11
11.17
11.18
6,12
12,18 
*INC,14
12,12
**LOADING 
**JOINT 
1 
6 
181 
186 
*SUB
13 
18
*INC,13 
12
*SUB
14
15
16 
17
*INC,13 
12
**MEMBER
*SUB
1,2
*INC,15
12,12 
*SUB
2,3 
3/ 4
4.5
*INC,15
12,12 
*SUB
5.6
*INC,15
12,12  
**LOADING 
**JOINT 
1
0
06(8
06(10
0
1
**XLOAD
0(4
0(2
0
0(4
0
**MOMl
0
0
1105(3
0
1105
0
2
**XLOAD
2.3(2
* *YLOAD 
0(4
0(2
0
0(4
0
**MOM2
-1105
0
-1105(3
0
-1105
0
**YLOAD
0( 2
**ZLOAD
-2.6(4
-5.1(2
0
-10.3(4
0
**ZLOAD
0( 2
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181
*SUB
13
*INC,13 
12
**COMB
**FAC
1.0
1.0
**GO NOW 
**END NOW
0
**LOADING
1
2
4.6
A P P E N D IX  2
The I n t e r n a l  S t r u c t u r e  o f  th e  F orm ian  I n t e r p r e t e r  Program
A 2 .1  I n t r o d u c t i o n
The vehicle which enables one to use the Formian language is a
program called the Formian Interpreter. It is written in FORTRAN?7
and is composed of three key elements, namely :
1) The Interpreter
2) The Executer
3) The Scheduler
There follows a brief description of each of the three main 
segments.
The I n t e r p r e t e r
The interpreter is the part of the program which transforms the 
text entered by the user into a sequence of instructions which
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the computer is able to process. These instructions constitute a 
simple language which was designed with two goals. These were to 
ensure the minimum of error checking at runtime and to allow new 
instructions to be added to the repertoire without necessitating 
major rewriting of the software.
The interpreter has four stages of checking and translation 
referred to as passes. These passes have three main tasks to 
perform:
a) To check the validity of the text entered, 
pinpointing the position and type of any errors, such 
that the user is provided with sufficient 
diagnostics to remedy any mistakes.
b) Translate the text into a sequence of pointers, 
addresses and instructions referred to collectively as 
the stack.
c) Ensure that the stack instructions are ordered in an 
efficient sequence to ensure rapid execution. Wherever 
possible the interpreter tries to place items on the 
stack in the most advantageous order such that 
execution proceeds in a single direction 
through the stack.
Interpreter Pass One
The first pass splits the source text into statements and places 
a statement header at the start of each statement. This statement 
header contains details of the size and composition of the 
statement and is used as an aid for checking during the 
interpretation process. The source text is transformed from 
the ASCII representation of characters to a system defined form 
enabling a simpler form of interpretation to be adopted in 
latter passes. Pass one also checks for the most common errors 
found when entering formulations i.e. mismatched brackets and 
illegally placed operators. In addition, comments are erased and
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any legal adjacent operators are transformed into a single system 
defined code.
Interpreter Pass Two
Pass two provides further compaction of the program stack by 
replacing each sequence of characters representing numeric values, 
keywords, functions and identifiers by the appropriate single 
codes which indicate the object type and the address at which 
information referring to it may be found.
Sequences of numbers optionally preceded by a unary sign and 
containing a decimal point are transformed into a representation 
of the value and are stored in the constant table. The address in 
the table and the type of value i.e. whether integer or real 
constant is indicated by the structure of the code which replaces 
the sequence of characters on the program stack.
Sequences of characters are examined to see if they match a 
keyword, function or existing identifier name. If no match is 
found they are assumed to be a new identifier and an appropriate 
slot is created in the identifier table. Once again the single 
code which replaces the sequence of letters on the stack 
contains all the information necessary to define the object. This 
pass also checks that any identifier on the right hand side of an 
assignment statement has been previously defined.
Interpreter Pass Three
Pass three changes keywords, functions, subroutines, arithmetic 
expressions, formices and formex expressions into their stack 
representation. It removes any delimiters and changes expressions 
into reverse Polish notation and ensures that functions are used 
with the correct number of arguments and that where data type is 
significant that the correct type is used.
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I n t e r p r e t e r  P a s s  F o u r
Pass four changes statements with libras and functions to top 
down format and adds libra terminators.
The Scheduler
The scheduler is the part of the program which is used to control 
the other two parts. It also takes any actions necessary when 
errors are detected by the interpreter or executer. Thus when a 
task is complete the scheduler invokes the interpreter which sends 
a prompt inviting the user to submit further information. The next 
trigger to the system is the receipt of a carriage return code 
which informs the interpreter that a statement or sequence of
statements is complete and may be interpreted. If an error is
detected during the interpretation phase then control is returned 
to the scheduler which notifies the user of the position and type 
of error and invokes the interpreter to request more information 
from the user. In addition, the scheduler returns the interpreter
to a state ready to receive the next statement.
If no errors are detected during the interpretation phase the 
scheduler then allows the execution of the statement or sequence 
of statements to proceed. If this stage is successful control is 
returned to the scheduler which invokes the interpreter. Before 
invoking the interpreter the scheduler examines the storage area 
to see if any temporary storage used when executing the last 
statement can be released for use. This is particularly important 
in a program such as this where operations are predominantly on 
formices and large amounts of data can be created with little 
effort. The control of temporary storage is an important problem, 
when one considers the possibility of using deeply nested function 
calls. Although writing deeply nested statements may appeal, the 
user should consider the consequences, if the scheduler is
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continually trying to find memory to set aside for temporary use.
If the executer detects a runtime error, control is returned to 
the scheduler which informs the user of the position and type of 
error and then carries out various housekeeping activities to 
return the storage area and execution part to a condition ready to 
receive the next statement.
The E x e c u te r
The executer is that part of the program which executes the code 
produced by the interpreter. The executer has a minimum of error 
checking capabilities in order that execution should proceed as 
quickly as possible. However, there is sufficient capability to 
prevent the operating system being entered if an error is 
encountered.
The I n t e r n a l  Code S t r u c t u r e  Of F orm ian
The part of the computer program which deals with execution may be 
thought to consist of a number of cells. Each cell performs a 
discrete operation such as evaluating an arithmetic expression or 
a formex function etc. To ensure the rapid execution of a scheme 
it is necessary that the statements be subdivided into small 
packets of information which relate to one of the cells in the 
execution phase. Each packet is preceded by a header which denotes 
the form of information which it contains and therefore the cell 
which executes it. If the packet is of a length that cannot be 
readily determined then the packet is ended by a terminator which 
indicates the end of the cells task. For example, a keyword may 
refer to more than one argument. The remainder of this appendix 
indicates by means of tables the stack layout.
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H e a d e r s  a n d  T e r m in a t o r s
Description Header Terminator
Statement 100 thro 200 9999
Keyword 100 thro 199 9999
Assignment 200 9999
Use Clause 300 thro 399 9998
Formex Function 400 thro 499 9997
Libra 500 . . . .
Formex Constant 201 9996
Formex Expression 202 9995
String Constant 203 9993
Relational Operator 209 thro 219 . . . .
Arithmetic Exprssn 220 9994
Integer Constant 600 9994
Floatal Constant 601 * • « •
Variable Identifier 700 thro 799 • a a •
Statement Header
No . Of Words N o . of functions No. of Libras
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Keywords
A keyword is represented by
Code Adrl Adr 2 Adr 3 Adrn 9999
Code 9999
where Adr 1 through Adr n are the addresses of variables, 9999 is 
the statement terminator and Code represents the keyword, the 
code for each keyword is shown in the following table.
Keyword Code
DRAW 100
ERASE 101
EXIT 102
GIVE 103
KEEP 104
PRINT 105
RECALL 106
SHOW 107
STOP 108
SUBMIT 109
TAKE 110
USE 111
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F o r  e x a m p le  t h e  s t a t e m e n t  E X IT  a p p e a r s  o n  t h e  s t a c k  a s :
Stack Description
5 No. words for Statement
0 N o . functions
0 N o . Libras
107 Keyword
9999 Statement terminator
and the statement PRINT A,B,C would appear on the stack as
Stack Description
8 No. words for statement
0 N o . Functions
0 N o , Libras
105 Keyword
700 Pointer to variable A
701 Pointer to variable B
702 Pointer to variable C
9999 Statement Terminator
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The code for an arithmetic expression is of the form
A r i t h m e t i c  E x p r e s s io n s
Code expression in reverse polish notation 9994
where CODE is either 220 representing an integer expression or 221 
representing a real expression, the expression itself consists of 
a sequence of addresses and codes for operators. The following 
table illustrates the operator codes in order of precedence of 
operation j
Operator Code
Subtraction 11
Addition 12
Multiplication 13
Exponentiation 14
Division 15
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A relational expression is represented by
R e l a t i o n a l  E x p r e s s io n s
Code Aexp 1 Aexp 2
where Aexp 1 and Aexp 2 are arithmetic expressions and Code is 
represented by one of the following relational operators:
Operator Symbol Code
. L T . < 209
.LE. <— 210
• EQ. = 211
.NE. <> 212
.GT. > 213
.GE. >*= 214
.OR. OR 215
.AND. AND 216
.NOT. NOT 217
.O R ..NOT. OR NOT 218
.AND..NOT. AND NOT 219
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L IB R A  F u n c t io n s
A LIBRA operator is represented by:
LIB CODE L Cnt Addr Exp 1 Exp 2
where LIB Code is 500, L Cnt is the number of the Libra within a 
Libra nest, Addr represents the address of the Libra variable and 
Exp 1 and Exp 2 are arithmetic expressions setting the initial and 
final values of the Libra variable.
A LIBRA Terminator is represented by:
LIB TERM L Cnt R Addr
where LIB TERM is 501, L Cnt is the number of the Libra within a 
nest and R Addr is the address on the stack for returning to LIBRA 
L Cnt. For example the
clause LIB(1=1,10) would appear on the stack as:
stack(6)
STACK DESCRIPTION
500 Libra clause
1 1st Libra
700 I address libra variable
600 integer constant
1 value
600 integer constant
10 value
501 Libra terminator
1 1st. Libra
6 return address
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The nested Libra clauses LIB(II=1,10)|LIB(JIG=12,3)| would appear 
on the stack 
as:
stack(6)
stack 11)
STACK DESCRIPTION
500 libra clause
1 1st. Libra
701 II address libra variable
600 integer constant
1 value
600 integer constant
2 value
500 Libra clause
2 2nd. Libra
702 JIG address libra variable
600 integer constant
12 value
600 integer constant
3
♦
•
value
•
501 Libra terminator
2 2nd. Libra
11 return address
501 Libra terminator
1 1st. Libra
6 return address
Formex Functions
A Formex function is represented by:
either: CODE Exp 1 EXP 2 Exp n 9997
or: CODE 9997
where the Function Code has a value from 400 to 499 and 9997 
indicates the rallus symbol at the end of the function. Exp 1
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through Exp 2 are expressions of the type specified for the 
particular function.
Form ex C o n s ta n ts
A Formex Constant is represented by:
CODE Addr F Exp 2 • * • Exp n 9995
where Exp 1 through Exp n are integer expressions and CODE is 201 
indicating the constitution of the formex entity. Addr F 
represents the address of the Formex constant.
Form ex E x p r e s s io n s
A Formex Expression if represented by:
CODE Term 1 OP Term 2 Term n 9995
2 and represents a Formex Expression, OP is 16 and represents the 
composition operator duplus and term is:
Ent 1 Ent n Ent b 9999
where Ent 1 through Ent n are either Libra phrases or Formex 
function and Ent b is either the address of a formex identifier or 
a formex entity.
A ss ig n m en t S ta te m e n ts
An Assignment Statement is represented by:
CODE Addr Expr 9999
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where CODE is 200 and represents an assignment statement, Addr 
represents the address of variable to be assigned and Expr is a 
Formex expression.
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