Abstract-The lasso regularization has successfully been used in regression models for feature selection; however, lasso considers all variable to be independent and noncorrelative, which will yield an excessively sparse solution (i.e., some important discriminating features might be discarded) if the features are highly correlated. This paper proposes a novel approach in which a sparse model was developed for text categorization. We firstly constructed a grouped structure according the correlation of text features, and then embedded the structure into a regression model via a between-and within-group sparse manner. The goal of such manner is that the groups containing many discriminating features can be selected even the features in these groups are highly correlated, and the noise within the selected groups could be discarded simultaneously, which is beneficial for classification. The experimental results show that the proposed method achieves a good tradeoff between performance and sparsity on three benchmark data sets.
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I. INTRODUCTION
In text categorization, a major difficulty is the high dimensionality of the input feature space [1] . Feature selection is an effective method for dimensionality reduce [2] , [3] . Commonly, features may be selected via a scoring metric, which is the so-called filter approach. On the other hand, the wrapper method [4] searches feature subsets using the classifier itself as part of their function evaluation, which guarantees the consistency between the feature selection and classification.
As a wrapper method to yield sparse models, regularized regression models have received much attention over the past few years. Lasso regularization [5] was originally proposed for linear regression models, and subsequently adapted to the logistic case [6] , [7] . It has been shown that the lasso penalization can not only deal with continuous shrinkage, but also has the property of performing automatic variable selection simultaneously.
Nevertheless, the lasso considers all variable to be independent and non-correlative, if there is a group of variables among which the pairwise correlations are relatively high, it tends to select only one variable from the group [8] , [9] . Therefore, some useful discriminative features might be ignored in the case, which commonly exists in text categorization because of the nature of languages.
In this paper, we propose a novel approach to deal with this issue. With a clustering algorithm according the correlation of text features, a grouped structure was constructed. And then, the structure was embedded into a logistic regression model via a between-and withingroup sparse manner. Thus, the groups that contain many important features can be selected even the features in these groups are highly correlated, and noise within the selected groups could be discarded simultaneously during the model fitting. After that, classification was implemented in this model.
A key of our approach is the combination between the grouped structure regularization and the feature clustering, which could exploit some structured information of text features to improve the performance of the sparse model. Such approach, to our knowledge, has not been done in text categorization.
The rest of this paper is organized as follows. Section II introduces the related work briefly. Section III presents the proposed model, and its solution is given in Section IV. Experimental results and analysis are shown in Section V. Finally, we summarize the conclusions in Section VI.
II. RELATED WORKS
The lasso [5] , which was originally proposed for linear regression, has become a powerful method for model selection and shrinkage estimation. In addition, Routh [6] extended it to a more generalized case, e.g., the logistic regression model, which has been regarded as one of the best model in text categorization [7] , [9] - [11] .
Nevertheless, recent researches show that the performance of the lasso is dominated by the ridge when the data sets is short, fat and the correlations among features are relatively high [8] , [9] . To tackle the limitations, Zou and Hastie [8] proposed the Elastic net method which tries to capture the best of both L 1 and L 2 penalizations. However, such formulation relies on a particular form of the least square term, which is difficult to be extended to the logistic regression case.
As an alternative model selection and estimation method, Yuan and Lin [12] proposed a novel approach, called group lasso, in which a technique of selecting the features in a grouped manner was implemented. And then, this method was extended to logistic regression case by Meier et al. [13] . Recently, Friedman [14] proposed a linear regression model, in which the features was selected via a between-and within-group sparse manner. These models have been successfully employed in numerous applications, such as gene finding [13] , [15] and the classification of hyperspectral remote sensing image [16] .
Motivated by [7] and [12] , this paper implemented a logistic regression model for text categorization. Different from [7] , our method used a grouped structure-based regression model to select features, such that the important discriminating features could be selected even the correlations among features are relatively high. Different from [12] and [13] , our method was implemented in a logistic regression model with a between-and withingroup sparse manner.
III. THE PROPOSED MODEL
Generally, a regularized regression model can be formulated as a penalized optimization problem:
where β is the parameter vector (regression coefficient), l(β) is the empirical loss function (e.g., the least squares loss and the logistic loss), λ > 0 is the regularized parameter, and φ(β) is the penalty function. Concretely, when φ(β) = ||β|| 1 (i.e., lasso), we can obtain a sparse solution. Nevertheless, as discussed above, the solution might ignore many discriminative features if the features are highly correlated. Therefore, we desire that all features containing important discriminative information will be remained in an entire group manner. For this purpose, we divide all features into some groups such that the features in each group are highly correlated. Following [12] , we use the grouped structure as the penalty term, which is:
where G is the number of groups, p k is the number of features in the k-th group, and β k ∈ R p k is the parameter vector corresponding to the k-th group. As per the discussion, such grouped structure regularization can be called group lasso and it encourages sparsity only at the factor level, i.e., it selects or discards features only in a grouped manner.
In this study, we selected logistic regression as the regression model, it can provide a probability value rather than a score, which may be useful in some practical applications. Suppose that we have a training set: (x i , y i ), i = 1, . . . , n, where x i ∈ R p is a p-dimensional vector, y i ∈ {1, −1} is the corresponding class label encoding membership (1) or nonmembership (-1) of the training document in the category.
We rewrite
T with a group of vectors
The logistic regression models the conditional probability by:
where η β (x i ) is the logit function, which is defined by:
where β 0 is the intercept and β k ∈ R p k is the parameter vector corresponding to the k-th group. For brevity, we denote β ∈ R p+1 as the whole parameter vector, i.e. β = (β 0 , β
T . Since the negative loglikelihood function of the model is a convex function, the estimatorβ λ of the model (1) with penalty term (2) is given by the minimizer of the convex function:
where tuning parameter λ ≥ 0 controls the amount of penalization.
Because the group lasso selects variables only in group level and does not encourage sparsity within groups, some noise within the selected groups might be retained after the learning stage. Therefore, following [14] , we also add a lasso term into the penalty function to yield a solution that achieves the within-and between-group sparsity simultaneously, i.e., many feature groups are exactly zero (thus not selected) and some features (within the non-zero feature group) are also exactly zero. We rewrite (5) as:
where the role of ζ is to control the sparse degree within groups.
The simultaneous within-and between-group sparsity makes the model (6) ideal for applications where we are interested in identifying important groups as well as important features within the selected groups.
IV. MODEL IMPLEMENTATION
In this section, a similarity metric and a feature clustering algorithm are presented, with which the features can be partitioned into groups according to the correlation between features. Then the solution of the regularized regression model with grouped structure is introduced. Finally, the classification implementation of text is given.
A. Algorithm for Generating Grouped Structure
Suppose there is a training matrix X ∈ R p×n where each column denotes a document with p-dimensional word feature, we can regard each row of X as the transposition of a n-dimensional word vector (i.e. regard each word as a sample with n dimensionality), the similarity between two word vectors w i and w j (the transposition of the i-th and j-th row of X) is defined by:
wherew i andw j is the mean value vector of w i and w j , respectively. Therefore, we can utilize a clustering algorithm to divide all words into non-overlapping groups according to the similarity between words.
There exists a large number of clustering algorithms, such as k-means clustering [17] , spectral clustering [18] , and affinity propagation (AP) [19] . AP is a new clustering method that can automatically determine the number of clusters according to its parameter "preference", and recent studies show that AP offers obvious advantages over existing methods for large scale datasets [19] , [20] . Therefore, we employed AP algorithm to partition words into groups.
The AP approach computes two kinds of messages exchanged between data points. The first one is called "responsibility" r(i, j) which is sent from data point i to candidate exemplar point j and reflects the accumulated evidence for how well-suited point j is to serve as the exemplar for point i. The second message is called "availability" a(i, j) which is sent from candidate exemplar point j to point i and it reflects the accumulated evidence for how appropriate it would be for point i to choose point j as its exemplar. At the beginning, all availabilities are initialized to zero. The update equations for r(i, j) and a(i, j) are written as:
In addition, to avoid the oscillations caused by "overshooting" the solution, the responsibility and availability messages are dumped as follows:
where M new and M old are the message values from the previous and current iterations, respectively, and λ ∈ [0, 1] is the damping factor [19] . The updated procedure may be terminated after a fixed number of iterations, or after changes in the messages fall below a threshold. Then, the exemplar of each point i can be determined by:
and thus, the grouped structure can be constructed by assigning each word into a group.
B. Model Solution
After the grouped structure was constructed, the corresponding regression model can be obtained by solving the minimizer problem of the convex function:
wherel(β) andφ(β) denote the the empirical loss function and the penalty function of (6) (or (5)), respectively. Since the termφ(β) is non-smooth and more complex than lasso, it is difficult to solve the optimal problem . In this study, we adapt the method described in [21] where an efficient algorithm is designed to solve the grouped structure regularized optimization problem, which has a time complexity comparable to lasso.
One of the key steps to solve (12) is to solve the Moreau-Yosida regularization problem which is defined by:
The Moreau-Yosida regularization has a useful properties, i.e. φ λ (v) is continuously differentiable despite the fact thatφ(β) is non-smooth [22] , so it can be solved efficiently, and then we can obtain the projection of β in the feasible set. We denote the minimizer of (13) as π λ (·), and it can be solved with an efficient method (Algorithm 1 in [21] ) which can run fast.
Because the objective function of (12) is a convexity function, if it has an optimal solution β * , then there exists:
which leads to:
Hence, β * = arg min β 1 2 ||β − (β * − τl (β * ))|| 2 + τφ(β). Since π λ (·) is the minimization of (13), we have:
and thus we can solve the optimal problem of (12) by the fixed point continuation method [23] where the authors show that the method is far superior to that of directly applying the fixed-point iterations.
C. Text Categorization
Given a document vector d = (t 1 , t 2 , . . . , t p ) T , where p is the dimensionality in the term space (here term means distinct word in training set). The tf idf value [24] for each term is defined as:
where tf (t i , d) denotes the number of times that t i occurred in d, and idf (t i ) is the inverse document frequency which is defined as idf (t i ) = log(n/df (t i )), where n is the number of documents in training set and df (t i ) denotes the number of documents in training set in which t i occurs at least once. Then a document can be represented as a vector:
where
, thus all document vectors in training set can be combined as a term by document matrix X ∈ R p×n . Since text categorization is a multi-class categorization problem, we use the one-vs-the-rest strategy based on the binary logistic regression models. For each category c, we compute the conditional probability value P(y i = +1|β c , x i ) (3), where x i is the vector of the i-th document for classification, y i is the corresponding label variable, and β c is the learned parameter vector for the category c.
According to the uni-label text corpus (i.e., a document can only be assigned to a unique category), we define the category decision function:
According to the multi-label text corpus (i.e., a document can be assigned to several categories simultaneously), we define the category decision function:
V. EXPERIMENTS We compared our method with two closely related studies: the ridge logistic regression [7] (denoted by Ridge for convenience), the lasso logistic regression [7] (denoted by Lasso). We denote our method modeled by (12) as Sparse Group Lasso. As a contrast, we also report the performance modeled by (5) and denote it as Group Lasso, which is a special case of our method when we set ζ = 0, i.e., we only select feature in between-group sparsity method.
A. Data Sets
Three popular text categorization benchmarks are tested in our experiments: Reuters-21578, WebKB and 20-newsgroups.
The Reuters-21578 data set 1 is a standard multi-label text categorization benchmark and contains 135 categories. In our experiments, we used a subset of the data collection that includes the 10 most frequent categories among the 135 topics and we call it Reuters-top10. We divided it into the training and test set with the standard "ModApte" version partition. The pre-processed including removing the stop words, switching upper to lower case, and stemming 2 . The WebKB data set contains web pages gathered from university computer science departments. We used the subset called WebKB4 3 including four most populous entity-representing categories. The 20-Newsgroups data set 4 contains approximately 20,000 articles evenly divided among 20 usenet newsgroups.
We also removed the low frequency words (less than three) in these collections. The characters of these collections are summarized in Table I . 
B. Evaluation Measures
In text categorization, the most commonly used performance measures are recall, precision, and their harmonic mean F 1 [1] . Given a specific category c i from the category space {c 1 , . . . , c m }, the corresponding recall (Re i ), precision (P r i ) and F 1i are defined as follows:
where T P i (true positives) is the number of documents assigned correctly to class i, F P i (false positives) is the number of documents that do not belong to class i, but are assigned to this class incorrectly, and F N i (false negatives) is the number of documents that actually belong to class i, but are not assigned to this class. The average performance of a binary classifier over multiple categories is derived from the micro-averaged and the macro-averaged. For micro-averaged, the measures are computed globally without categorical discrimination. The micro-averaged recall Re U and microaveraged precision P r U are defined by:
and the micro-averaged F 1 is defined by:
For macro-averaged, F 1 -measure is computed locally over each category c i first and then the average over all categories is taken:
To evaluate the performance overall, we adapt the micro-averaged F 1 and macro-averaged F 1 as the performance measures.
We also report the degree of sparsity for each model, which is defined by:
where #selected denotes the average number of selected features in the model, and #whole denotes the number of features in the dataset. Figure 1 . An example of searching parameter (The candidate λ lies in the interval bounded by two dash-dot line. In this interval, F 1 varies slightly; however, the sparsity changes from 50% to 80%, so λ was selected by considering both F 1 and sparsity.)
C. Implementation Details
To compare with the Ridge and Lasso, we used the open-source implementation BBR 5 . We set the parameter "-C" (cross-validation: number of folds) by 10 and the parameter "-autosearch" for enabling self-tuning of the regularization parameter.
The parameter "preference" of AP was assigned by the median of all nonzero similarity values. We used a default damping factor of λ = 0.5. Consequently, we obtained 783 groups on Reuters-top10, 825 groups on WebKB4, and 3106 groups on 20-Newsgroups.
For each category, we calculated F 1 and sparsity by 10 fold cross-validation on the training set. According to these values, we sought the regularization parameter λ (we simply set λ = ζ in (12) for the computational efficiency). Figure 1 illustrates a searching example for the first category on WebKB4. It is shown that λ might be selected in the interval bounded by two dash-dot line. In this interval, F 1 varies slightly; however, the sparsity changes from 50 to 80%. Therefore, we actually selected λ that achieves the maximum value of (F 1 + 0.05 * sparsity) to favor sparse degree.
D. Results
The experimental results on Reuters-top10 are reported in Table II . The performance of our Group Lasso and our Sparse Group Lasso is slightly better than the Lasso whereas the Lasso reaches the most sparsity among these methods. It shows the Lasso can yield a considerable sparse model and maintain a stable performance where the number of features approaches the number of training samples. In contrast with the Group Lasso, the Sparse Group Lasso obtains a slightly better performance and achieves a more spare solution.
In Table III , the classification results on WebKB4 are presented. The performance of the Lasso is inferior than the Group Lasso and the Sparse Group Lasso. The Group Lasso obtains the best performance, but its sparsity is not satisfied, whereas the Sparse Group Lasso achieves a good tradeoff between the performance and sparsity. Figure 2 illustrates some selected results for category "student" on WebKB4, the middle is some groups in which most words have discriminative meaning, the left groups contain the selected words by the Sparse Group Lasso and the right groups indicate words selected by the Lasso. We can observe that the Sparse Group Lasso obtained more discriminative words than the Lasso. Table IV shows the results on 20-Newsgroups. The Lasso obtains a poor performance due to the excessive sparsity (only 1.5% words are selected, which means many useful discriminative features may be discarded). The Ridge archives the best performance in term of Macro−F 1 ; however, it yields a fully dense model. The performance of the Group Lasso is superior to the Lasso but it sparsity is not ideal. Among these methods, the Sparse Group Lasso obtains a relatively satisfied tradeoff between the performance and sparsity.
To sum up, our grouped structure-based methods (i.e., the Group Lasso and the Sparse Group Lasso) achieve a good performance for text categorization. Moreover, the simultaneous within-and between-group sparsity method (i.e. the Sparse Group Lasso) can obtain a good tradeoff between the performance and sparsity in most scenarios. Figure 2 . An illustration about the selected words for category "student" on WebKB. The middle is some groups in which most words have discriminative meaning, the Sparse Group Lasso obtained more discriminative words (left groups) than the Lasso (right groups). (Note that all words have been stemmed in this figure. ) VI. CONCLUSIONS In this paper, we applied a grouped structure-based regularized regression model for text categorization. By developing a feature clustering algorithm, the grouped structure is constructed effectively, which can be used in a logistic regression model to select features in a between-and within-group manner. Then the important groups and important features within the selected groups can be retained during the model fitting. After that, classification is implemented in the logistic regression model. The experimental results show that the proposed method achieves a good tradeoff between the performance and sparsity in most scenarios.
The key of the proposed approach is the combination between grouped structure regularization and the feature clustering, which might set up a bridge between the heuristic knowledge and the statistic regression model.
For further study, we are trying to incorporate more heuristic knowledge of language into the grouped structure to improve the performance. 
