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Abstract
We resolve the SU(3) outer multiplicity problem by defining all possible SU(3) ⊗ SU(3) in-
variant operators in terms of SU(3) Schwinger bosons. We show that the elementary invariant
operators relevant to the outer multiplicity problem form SO(4,2) algebra. Further, they enable
us to construct a family of operators any one of which can be used to distinguish repeating
representations present in the reduction of the direct product of two SU(3) irreducible repre-
sentations.
1 Introduction
A complete labelling of all irreducible representations (IRs) appearing in the reduction of the
direct product of two SU(3) IRs (SU(3)⊗SU(3) ↓ SU(3)) has been a very old and challenging
problem [1, 2, 3]. This problem is usually referred to as the SU(3) outer multiplicity or outer
degeneracy problem. In this paper, we follow a systematic group theoretical approach to address
this problem using SU(3) Schwinger bosons. The SU(3) Schwinger bosons, being the most
elementary SU(3) operators transforming as the fundamental triplets and anti-triplets, provide
a natural framework to resolve this problem (also see [2]). The Schwinger bosons and their
simple SU(3) transformation properties enable us to construct all possible mutually independent
operators which are invariant under the simultaneous SU(3)⊗SU(3) transformations. We show
that they satisfy SO(4,2) algebra and provide a set of operators which uniquely characterize
all IRs present in the reduction of any SU(3) direct product spaces. Infact, in 1963 de Swart
[1] had suggested going outside the SU(3) group to find such operators. He also suggested the
use of symmetry properties of the various irreducible representations to lift the degeneracies
(see below). As the 15 SO(4,2) generators are the most elementary SU(3) ⊗ SU(3) invariant
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operators, all chiral operators proposed by others [3] in the past as the missing operators are
their composites. We start with the simplest and widely discussed example of SU(3) outer
multiplicity problem:
8⊗ 8 = 1 + 8a + 8s + 10 + 10 + 27.
In the above reduction the two octets 8s and 8a are usually differentiated by their symmetry
and antisymmetry properties respectively under the interchange of the two octets on the left
hand side. However the above limited characterization under interchange works [3] only when
(a) the two direct product IRs are of same dimensions (b) the multiplicity is 2. In this letter
we will use the above example to explicitly demonstrate our technique. We first discuss the
invariant SO(4,2) operators in terms of the SU(3) Schwinger bosons.
2 SU(3) Schwinger Bosons
We start with the SU(3) Schwinger boson representation of SU(3) flux operators [4]:
Ja1 = a
†
α
(
λa
2
)α
β
aβ − bα
(
λa
2
)α
β
b†β , Ja2 = c
†
α
(
λa
2
)α
β
cβ − dα
(
λa
2
)α
β
d†β. (1)
Above α, β = 1, 2, 3 and a = 1, 2, · · · , 8. Here, [aα, a†β] = [bβ, b
†α] = [cα, c†β] = [dβ, d
†α] = δαβ
and a†α, c
†
α transforms as triplets and b
†α, d†α transforms as anti-triplet under the corresponding
SU(3) transformations. We also define the total SU(3) flux operators:
Ja ≡ Ja1 + J
a
2 . (2)
Each SU(3) IR state is labeled by the eigenvalues of the two Casimir operators and three
magnetic operators. The two Casimir operators for each SU(3) group are given by the number
operators (Nˆa ≡ a
† · a, Nˆb ≡ b
† · b) and (Nˆc ≡ c
† · c, Nˆd ≡ d
† · d). The eigenvalues of the
above Casimirs or the number operators will be denoted by (p1, q1) and (p2, q2) respectively.
They represent the number of single boxes (triplet) and double boxes (anti-triplet) in the
corresponding Young tableau. The three magnetic quantum numbers i1, m1, y1 and i2, m2, y2
specify the isospin, magnetic quantum number and hypercharge respectively [1, 2]. Each of the
two SU(3) irreducible representations |p1, q1, i1, m1, y1〉 and |p2, q2, i2, m2, y2〉 is traceless in it’s
triplet and anti-triplet indices and they satisfy [4, 5]:
(a · b) |p1, q1, i1, m1, y1〉 ≡ 0, (c · d) |p2, q2, i2, m2, y2〉 ≡ 0. (3)
In order to reduce the direct product space into direct sum of IRs, one is required to make a
transformation from uncoupled basis to coupled basis. We notice that ten quantum numbers
label the uncoupled basis. On the other hand, the coupled states are usually characterized by 9
quantum numbers as |p1, q1, p2, q2, p, q, i,m, y〉. In this labeling scheme, the quantum numbers
(p, q) count the numbers of single and double boxes in the coupled Young tableau and are
related to the eigenvalues of the quadratic and cubic Casimir operators for the coupled SU(3)⊗
SU(3) group generated by (2). The quantum numbers (i,m, y) are the eigenvalues of the total
2
isospin, magnetic and hypercharge operators respectively. Therefore, we need a 10th operator
to close the complete set of commuting operators. The eigenvalues of this operator should also
differentiate all the repeating IRs present in a direct product.
3 SU(3)⊗ SU(3) Invariant SO(4,2) Algebra
We note that under simultaneous SU(3) transformations generated by Ja(= Ja1 +J
a
2 ) in (2) the
operators (a†α, c
†
α) and the operators (b
†α, d†α) transform as triplets and anti-triplets respectively.
Therefore, there are all together eighteen4 SU(3)⊗ SU(3) invariant operators which are easily
constructed as follows:(
kˆ
(ab)
± , kˆ
(ab)
0 , kˆ
(cd)
± , kˆ
(cd)
0 , kˆ
(ad)
± , kˆ
(ad)
0 , kˆ
(bc)
± , kˆ
(bc)
0
)
,
(
κˆ
(ac)
± , κˆ
(ac)
0 , κˆ
(bd)
± , κˆ
(bd)
0
)
(4)
where
(
kˆ
(ab)
± , kˆ
(ab)
0
)
and
(
κˆ
(ac)
+ , κˆ
(ac)
− , κˆ
(ac)
0
)
are defined as
kˆ
(ab)
+ ≡ a
† · b†, kˆ
(ab)
− ≡ a · b, kˆ
(ab)
0 ≡ (Nˆa + Nˆb + 3)
κˆ
(ac)
+ ≡ a
† · c, κˆ
(ac)
− ≡ c
† · a, κˆ
(ac)
0 = (Nˆa − Nˆc). (5)
However, not all the operators in (5) are independent as we can trivially write the following
three identities:
κˆ
(ac)
0 = kˆ
(ab)
0 − kˆ
(bc)
0 , κˆ
(bd)
0 = kˆ
(ab)
0 − kˆ
(ad)
0 , kˆ
(ab)
0 + kˆ
(cd)
0 = kˆ
(ad)
0 + kˆ
(bc)
0 . (6)
As a result, we are left with 15 independent SU(3)⊗SU(3) invariant operators. We now show
that they form SO(4,2) algebra. We define the following two tensor operators:
Xασ =
[
Xασ=1
Xασ=2
]
≡
[
aα
cα
]
, Y σα =
[
Y σ=1α
Y σ=2α
]
≡
[
bα
dα
]
. (7)
In (7), σ = 1, 2; α = 1, 2, 3. We now construct the 15 SU(3) ⊗ SU(3) invariant SO(4,2)
generators Lµν = −Lνµ, µ, ν = 1, 2, · · · , 6 as follows [6]:
Lˆij ≡
1
2
ǫijk Tr
(
X†σkX + Y †σkY
)
Lˆi4 ≡ −
1
2
Tr
(
X†σiX − Y †σiY
)
Lˆi5 ≡ −
1
2
Tr
(
X†σiY˜ † − Y˜ σiX
)
Lˆi6 ≡ −
i
2
Tr
(
X†σiY˜ † + Y˜ σiX
)
Lˆ46 ≡
1
2
Tr
(
X† · Y˜ † +X · Y˜
)
Lˆ45 ≡ −
i
2
Tr
(
X† · Y˜ † −X · Y˜
)
Lˆ56 ≡
1
2
Tr
(
X† ·X + Y † · Y + 2
)
.
(8)
4The remaining eight (cubic) invariants of the type:
(κˆ
(ac;b)
± , κˆ
(ac;d)
± , κˆ
(bd;a)
± , κˆ
(bd;c)
± ),
where κˆ
(ac,b)
± = [(a
† × c†) · b] etc., are not considered in (4) because they are not relevant for the resolution of
multiplicity problem as explained in the next Section. Note that these cubic invariants also make the algebra
non-linear.
In (8]) i, j, k = 1, 2, 3 and the traces are over the SU(3) indices α, β = 1, 2, 3. make all 15 Lˆµν
invariant under any simultaneous SU(3)⊗ SU(3) transformation. The SO(4,2) algebra can be
easily verified:
[
Lˆµν , Lˆρσ
]
= i
(
gµρLˆνσ + gνσLˆµρ + gµσLˆρν + gνρLˆσµ
)
. (9)
In (9) gµν represents the diagonal metric (+ + + + − −). Note that the Lµν operators are
linear combinations of the operators in (4). Further, all operators appearing in (4) and (5) can
be constructed in terms of SO(4,2) generators Lµν . Their SU(3) ⊗ SU(3) invariance can also
be easily checked:
[
Jˆa, Lˆµν
]
= 0, a = 1, 2, · · · , 8; µ, ν = 1, 2, · · · , 6. (10)
The three SO(4,2) Casimirs are:
Cˆ2 = LˆµνLˆ
µν Cˆ3 = ǫµνρσδκLˆ
µν LˆρσLˆδκ Cˆ4 = LˆµνLˆ
νρLˆρσLˆ
σµ. (11)
Where Lˆµν = gµρgσνLˆρσ. Note that Cˆ2, Cˆ3 and Cˆ4 commute with all invariants and hence also
with the invariant constraints (3):
[
Cˆα, Lˆµν
]
= 0,
[
Cˆα, kˆ
(ab)
−
]
= 0,
[
Cˆα, kˆ
(cd)
−
]
= 0. (12)
4 Resolution of the problem
We require a complete set of commuting operators (CSCO) containing 10 hermitian operators
whose eigenvalues parametrize all coupled states uniquely. Three SU(3)⊗SU(3) magnetic oper-
ators Iˆ2, Iˆ3, Yˆ constructed out of J
a in (2) and the four Casimirs of the two SU(3) Nˆa, Nˆb, Nˆc, Nˆd
provide seven of them. Therefore, we require three invariant operators constructed out of Lˆµν
which commutes with each other and also with the 4 number operators. The three Casimirs
Cˆ2, Cˆ3 and Cˆ4 of SO(4,2) are the most natural choices as they also commute with the invariant
operators (kˆ
(ab)
− , kˆ
(cd)
− ) and thus preserving the constraints kˆ
(ab)
− ≈ 0 and kˆ
(cd)
− ≈ 0 in (3). How-
ever, within this constrained Hilbert space, Cˆ4 is not independent of Cˆ2 and Cˆ3. Therefore, we
define the last missing operator in the CSCO in the following 2 steps:
1. The most general operator5 constructed out of Schwinger bosons which commutes with
the nine operators in the set
(
Nˆa, Nˆb, Nˆc, Nˆd, Cˆ2, Cˆ3, Iˆ
2, Iˆ3, Yˆ
)
is given by:
Cˆ′4 = λ1(a
† · c)(c† · a) + λ2(b
† · d)(d† · b) + λ3(a
† · d†)(a · d) + λ4(b
† · c†)(b · c). (13)
5Any invariant operator constructed out of the cubic invariants of the type κˆ
(ac,b)
± which commutes with
Cˆ2, Cˆ3 and Nˆa, Nˆb, Nˆc, Nˆd can written in terms of SO(4, 2) invariants using the identity ǫijk ǫklm = δil(δjmδkn−
δjnδkm)− δim(δjlδkn−δjnδkl)+δin(δjlδkm−δjmδkl). This is the reason why we could ignore the cubic invariants
to get the SO(4, 2) algebra in the last section.
4
2. In order to preserve the constraints kˆ
(ab)
− ≈ 0 and kˆ
(cd)
− ≈ 0 to retain the tracelessness prop-
erties of the two SU(3) IRs, we replace all SU(3) Schwinger bosons by the corresponding
SU(3) irreducible Schwinger bosons [5] to get:
Cˆ′4 = λ1(A
† · C)(C† · A) + λ2(B
† ·D)(D† · B) + λ3(A
† ·D†)(A ·D) + λ4(B
† · C†)(B · C).
(14)
In (14) A†α, B
†α, C†α, D
†α are the SU(3) irreducible Schwinger bosons defined as [5]:
A†α =a
†
α −
1
Nˆa + Nˆb + 1
kˆ
(ab)
+ bα C
†
α = c
†
α −
1
Nˆc + Nˆd + 1
kˆ
(cd)
+ dα
B†α =b†α −
1
Nˆa + Nˆb + 1
kˆ
(ab)
+ a
α D†α = d†α −
1
Nˆc + Nˆd + 1
kˆ
(cd)
+ c
α
(15)
We choose the simplest form for Cˆ′4 by taking λ1 = 1 and λ2 = λ3 = λ4 = λ5 = λ6 = 0.
The CSCO
(
Nˆa, Nˆb, Nˆc, Nˆd, Cˆ2, Cˆ3, Cˆ
′
4, Iˆ
2, Iˆ3, Yˆ
)
can be diagonalized to characterize the coupled
basis vectors uniquely. We now illustrate our procedure using the 8⊗8 example discussed in the
introduction. The |8〉 and |8′〉 states6 in the direct sum can be written in terms of irreducible
Schwinger bosons as
|8〉βα ≡ (A
† ·D†)C†αB
†β |0〉 − 4(B† · C†)A†αD
†β |0〉
|8′〉βα ≡ (A
† ·D†)C†αB
†β |0〉 − 12 (B
† · C†)A†αD
†β |0〉. (16)
The action of Cˆ′4 is given by:
Cˆ′4 |8〉
β
α =
(
3
4
)
|8〉βα, Cˆ
′
4 |8
′〉βα = (0)|8
′〉βα.
(17)
Thus the two octet states defined in (16) have different eigenvalues with respect to the new
Casimir operator Cˆ′4.
5 Conclusions
In this work we have constructed the minimal and complete set of algebraically independent
SU(3) ⊗ SU(3) invariant operators satisfying SO(4,2) algebra. These invariant operators, in
turn, help us define the complete set of commuting operators in the SU(3) direct product space
solving the outer multiplicity problem. The present Schwinger boson approach can be directly
generalized to resolve outer multiplicity problem for all SU(N) by simply working with SU(N)
Schwinger bosons and constructing the corresponding SU(N)⊗SU(N) invariant group. These
SU(N) results will be published elsewhere. The computation of all SU(3) Clebsch Gordan
coefficients in the present basis will also be discussed in the next work.
6|8〉s, |8〉a mentioned in the introduction are the two octets (A
† ·D†)C†αB
†β |0〉 ± (C† · B†)A†αD
†β |0〉. They
are symmetric and anti-symmetric under the exchange a† ↔ c†, b† ↔ d† respectively.
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