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概要	 
 
生物・社会・情報技術などの様々な分野で見いだされる複雑に入り組んだシス
テムのはたらきを理解するため、古くからそれらの背後にあるネットワークを
モデル化して調べる研究が行われてきた。近年、現実世界に見いだされるネッ
トワークについての大規模なデータが利用可能となり、その特徴を再現するネ
ットワークモデルが考案されている。特に、頂点の次数分布がべき則に従うと
いうスケールフリー性や、局所的なクラスター化(系の局所への分離)と大域的リ
ンクの保持(系の大域的な統合)という、2つの相反する特徴を満たすスモールワ
ールド性が大きな注目を浴びてきた。これらの特性の解析を端緒として複雑ネ
ットワークの研究は発展し、最近では静的な構造としてのネットワークのみな
らず、ネットワーク構造によって影響を受けるネットワーク上のダイナミクス
の特性を明らかにすることにも大きな注目が集まっている。特に、生物などに
おける現実世界のネットワーク上のダイナミクスの重要な特性として、その情
報処理能力があげられる。本研究では、ネットワーク上のダイナミクスに伴う
情報流を定量化し、情報流を直交する構成成分に分解して各成分の振舞いを解
析することで、ネットワークの構造がその情報処理特性へともたらす影響を定
量的に解明することを目的とする。第一章では、本研究の背景と解決すべき課
題、および本研究によるアプローチについて述べた。第二章は、本研究で用い
られる手法をまとめている。本研究で取り扱うネットワークモデルは任意の次
数分布を持つランダムネットワークと、ワッツとストロガッツのスモールワー
ルドネットワークモデル(WSモデル)の 2つである。ネットワーク上のダイナミ
クスに伴う情報流を考える際には、情報流の向きを考慮する必要がある。そこ
で、本論文では有向ネットワークを中心に扱うことになる。任意の次数分布を
持つランダムネットワークでは入力、出力次数分布それぞれについて、どちら
か一方の次数分布を固定し、もう一方を変化させて次数分布による影響を見る。
WS モデルは通常は無向ネットワークで考えるが、ここでは通常の WS モデル
で無向ネットワークを生成し、その各辺にランダムに向きを割り当てることで
有向化した。ネットワーク上のダイナミクスについては、遺伝子制御ネットワ
ークや神経ネットワークなどの数理モデルであるランダム閾値ネットワークを
考える。情報流の定量化には、様々な分野で 2 変数間での一方から他方への情
報伝達量の大きさを定量することに用いられている伝達エントロピーを用いる。
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こうして得られたネットワーク上の情報流を組み合わせ的ホッジ理論によって
直交分解し、その構成成分である勾配成分(一方向的な非循環的成分)、調和成分
(大域的な循環成分)、回転成分(局所的な循環成分)(調和成分と回転成分を合わせ
て単に循環成分と呼ぶ)を得ることができる。第 3章では、以上の情報流の各成
分への分解の数値計算の結果をまとめ、ネットワーク構造がその上のダイナミ
クスに伴う情報処理特性にどのように影響するのかを解析した。第一に、任意
の次数分布を持つランダムネットワークにおいては、ポアソン分布、指数分布、
打ち切りべき則の 3 つの次数分布について調べた。結果としては、出力次数分
布を変化させた時は、3 つの次数分布の間で情報流の強さにそれほど差は無く、
入力次数分布を変化させた時は、情報流の強さはポアソン分布に比べて指数分
布は小さく、打ち切りべき則は大きくなった。各成分での結果は、循環流にお
いて入力次数分布を指定した時は分布の仕方にほとんど変化が無かったのに対
して、出力次数分布を指定した時は指数分布と打ち切りべき則について、特に
打ち切りべき則について循環流が抑制される傾向が大きかった。また、打ち切
りべき則の打ち切りパラメータを変化させることで次数分布の裾の広さの情報
流の成分比への影響を調べた。入力次数分布の裾の広さを変化させても情報流
の勾配成分と循環成分の比はほとんど変化しないが、出力次数分布の裾を広く
していくと循環成分の比が抑制されることが分かった。第二に、WSモデルにお
いてスモールワールド性の情報流の成分比への影響を調べた。WSモデルでは、
円周上に等間隔に頂点を配置し、各頂点から一定の距離内の頂点を結ぶことで
構成される格子上のネットワークの辺を一定の確率 pでランダムに張り替える。
0と1の間のある一定の pの範囲内でスモールワールド性が満たされることが知
られている。pを大きくしていくと、情報流の回転成分の比は減少し、調和成分
の比は増加するが、スモールワールド性が最も高くなる p の値近くで、回転成
分と調和成分の和である循環成分が最大となることが判明した。第 4 章では、
第 3 章の結果と現実世界のネットワークとの関係について議論した。まず、任
意の次数分布を持つランダムネットワークについての結果を用いてバクテリア
の遺伝子制御ネットワークの構造について議論した。バクテリアの遺伝子制御
ネットワークにおいては、入力次数分布はポアソン分布に近いが、出力次数分
布が近似的にべき則に従っているという経験データがある。この事実に対して
情報流の観点から新たな意味づけができることを述べた。また、WSモデルにつ
いての結果を用いて、脳内ネットワークにおけるスモールワールド性の意義に
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ついて議論を行った。すなわち、先行研究においてはしばしば、ネットワーク
トポロジーのみを解析してスモールワールド性は情報処理の分離と統合のバラ
ンスを保つことに寄与すると議論されてきたが、本研究で得られた情報流の観
点からの定量的解釈を与えた。第 5 章では、本研究で得られた成果に基づいて
結論を述べた。 
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1. 序 
	 私たちの身の回りには、様々なネットワークが存在している。生物の細胞内
における遺伝子制御や神経細胞からなる神経系といった生物学的分野から、ワ
ールドワイドウェブや論文の引用文献などの社会的な分野までいろいろな場面
でいくつかの構成要素同士が繋がって、ネットワークを構成している。こうし
た現実世界のネットワークを再現できるネットワークモデルの研究が古くから
行われてきた。1959年にエルデシュとレーニによって、各頂点間をつなぐかど
うかを確率で決めるという現代のネットワークモデルの基礎となる「ランダム
ネットワーク」が考案された(Erdös and Rényi, 1959)。その後、ランダムネッ
トワークには表れない現実世界のネットワークの持つ特徴を表わせるネットワ
ークモデルが模索される。1998年にワッツとストロガッツが、スモールワール
ドネットワークの数学モデルであるワッツ-ストロガッツモデル(WS モデル)を
考案した(Watts and Strogatz, 1998)。ネットワークには頂点間の距離をより小
さくするという大域的な統合と、隣接する頂点同士でさらに隣接する状態をよ
り多くするという局所的な分離の 2 つの相反する重要な特徴があり、これらを
各頂点が少ない繋がりで(Markov et al., 2013)どちらも満たせるネットワーク
がスモールワールドネットワークである。さらにバラバシとアルバートによる
スケールフリー性を持つ数学モデル(BA モデル)が考案された(Barabási and 
Albert, 1999)。特に、頂点が時間とともに増加することによるネットワークの
成長と、多くの頂点と結合している頂点ほど新たな結合を獲得する確率が高く
なるという規則(優先的選択)によってスケールフリー性を持つネットワークが
出現するというネットワークモデルは、現実世界のネットワークでの観測結果
とよく似た特徴を示した。 
	 これらの研究を端緒とする複雑ネットワークの研究の発展によって、自然、
社会等に存在する現実世界のネットワークには特有の構造的特徴があることが
解明されている(Albert et al., 2002、Newman, 2003)。近年では、ネットワーク
の構造がネットワークのダイナミクスに重要な影響を与える(Boccaletti et al., 
2006)ことから、複雑ネットワーク上のダイナミクスにも大きな注目が集まって
いる。複雑なダイナミクスは、ネットワークによって反映された系に情報処理
能力を発生させることがある(Lizier et al., 2011)。この複雑なダイナミクスによ
って発生する情報処理が細胞や脳の様な現実世界の複雑系の持つ機能を理解す
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る上で重要になると考えられる。 
	 例えば、スモールワールドトポロジーについては、脳内ネットワークの中に
おいて局所的なニューロンからもっと広い領域まで構造面と機能面の両方で存
在していることが分かっており(Bassett and Bullmore, 2006; Bullmore and 
Sporns, 2010; Poli et al., 2015)、神経科学では注目されている。スモールワー
ルドトポロジーは、脳内ネットワーク上の情報処理の統合と分離のバランスを
とろうとする脳の機能について重要な役割を持っているとされ(Sporns and 
Zwi, 2004; Downes et al., 2012)、これが崩壊することが脳の病気と関係してい
るともいわれている(Fornito and Bullmore, 2015)。上でも述べた通り、スモー
ルワールドネットワークは統合と分離の両方の条件を満たすネットワークであ
る。言い換えると、スモールワールドネットワークは大域的にも局所的にも効
率的なネットワークである(Latora and Marchiori, 2001)。しかしながらある系
の機能に関係してくるのはネットワーク構造だけではなく、その構造による制
約下でのダイナミクスである(Barrat et al., 2008)。スモールワールドトポロジ
ーのダイナミクスへの影響については以下のような先行研究がある。例えば、
WSモデルのスモールワールドパラメータ領域では、神経ネットワークモデルの
ダイナミクスにおいて刺激に対する早い反応とコヒーレント振動が共存するこ
と(Lago-Fernández et al., 2000)や、一般の同一振動子の同期を促進すること
(Barahona and Pecora, 2002)、が知られている。しかし、ネットワーク上のダ
イナミクスによる情報流がスモールワールドトポロジーによってどのような定
量的影響を受けるのかについては、まだはっきり分かっていない。 
	 本論文での狙いは、ネットワークトポロジーのネットワークの持つ情報処理
能力への影響を解明するために、複雑ネットワーク上のダイナミクスに関する
情報流の構成要素を解析することである。情報流の分解には、組合せ的ホッジ
理論(Jiang et al., 2011)を採用する。三浦と青木(2015a)は、組み合わせ的ホッ
ジ理論は成長するニューラルネットワークモデルの大域的循環構造の解明へと
応用した。また、三浦と青木(2015b)は、組み合わせ的ホッジ理論から得られる
量を用いてニューラルネットワークの異なる学習則を区別できることを示した。
組合せ的ホッジ理論はネットワーク上の流れを、勾配流、調和流、回転流とい
う三つの成分に分解する。勾配流は一方向的で非循環な流れであり、対して調
和流と回転流は循環する流れとなっている。調和流は大域的な循環の流れ、回
転流は局所的な循環の流れである。本研究では、ランダム閾値ネットワークの
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ダイナミクスに関する情報流の成分にもたらされるネットワークの次数分布お
よびスモールワールドトポロジーの影響を数値計算により調べる。 
	 ランダム閾値ネットワーク(RTN)とは、遺伝子制御ネットワークや神経ネット
ワークの単純な数理モデルである(Rohlf et al, 2002)。RTNの基本的な性質は先
行研究(Rohlf, 2008)により十分研究されているため、非線形な相互作用を持つ
多数の成分からなる複雑系における情報流の研究には有用である。情報流の定
量化のため、本研究では伝達エントロピー(Schreiber, 2000)を用いる。伝達エン
トロピーは、幅広い学問分野で、系の 2 つの成分間の因果関係を特定するのに
用いられている(Hlaváčková-Schindler, 2007)。 
	 先行研究においては、ネットワーク上の情報流とダイナミクスの臨界性との
関係がしばしば調べられてきた、すなわち、情報流の総量が秩序相とカオス相
の境界で最大になるか否か(Barnett et al., 2013; Ribeiro et al., 2008)というこ
とについて研究されてきた。本研究では、情報流の総量ではなく、情報流の構
成成分の解析に焦点を当てることが先行研究のアプローチを補完する。 
	 本論文は以下のように構成される。第 2 章では、本論文で扱う手法について
説明する。まず、ネットワークについての基本的な説明とネットワークの特徴
量を説明し、次に本論文で扱うネットワークモデルである任意の次数分布を持
つランダムネットワークとワッツとストロガッツのスモールワールドネットワ
ークについての説明をする。次に、ネットワーク上のダイナミクスとしてラン
ダム閾値ネットワークの説明と、ダイナミクスによって生ずる情報流の定量化
の手法である伝達エントロピーについて説明する。最後に、この情報流を異な
る 3 つの成分に分解する組合せ的ホッジ理論を線形代数の用語を用いて説明す
る。第 3 章では、ランダムネットワークとスモールワールドネットワークでの
数値計算について、各実験でのパラメータとその結果について述べる。第 4 章
では、第 3 章で得られた結果を通じて現実世界の遺伝子制御ネットワークや神
経ネットワークの構造について議論し、どのような新しい知見が得られるのか
について述べる。最後に第 5章では、本論文全体の結論を述べる。 
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2. 手法 
2.1 ネットワークとその特徴量 
	 ネットワークとは複数の要素と複数の要素間の繋がりからなる系や、要素同
士の相互作用などの構造である。ネットワークは要素を頂点、繋がりを辺とし
た図で表すことができる。 
	 数学的には、ネットワークは頂点の集合 V={v1,v2,…,vN}と辺の集合 E={e1,e2,
…,eM}からなる。ここで頂点の総数を N、辺の総数を Mとした。
 
	 2つの頂点の間に 1本の辺があるとき、2頂点は隣接しているという。辺には
方向のある場合とない場合がある。方向のない場合は無向ネットワークと呼ば
れ、辺は順序を考えない 2頂点の組 e={va,vb}(a,bは 1~Nのどれか)で表す。方向
のある場合は有向ネットワークと呼ばれ、辺は2頂点の順序対e=(va,vb) で表す。
このとき、vaを始点、vbを終点と呼ぶ。 
	 また、ネットワークは行列を用いて表すこともできる。無向ネットワークの
場合、N×N行列 Aにおいて、vi(1≦i≦N)と vj(1≦j≦N)が隣接するとき対応する
要素 Aij=1とし、それ以外を 0とする。この様な行列を隣接行列という。このと
き、順序を考えないため Aij=Ajiとなり、無向ネットワークは隣接行列が対称行列
となる。 
有向ネットワークの場合、頂点 viを始点とし、頂点 vjを終点とする辺が存在す
るとき Aji=1、そのような辺が存在しないとき Aji=0として隣接行列を定義する。 
	 有向ネットワークの場合、辺の両端が同一の頂点になる(セルフループ)、始点
と終点がそれぞれ等しい 2 つ以上の異なる辺がかかる、ということが考えられ
る。無向ネットワークの場合でも、セルフループや端点の等しい 2 つ以上の異
なる辺が存在する場合を考えることができる。しかし、本論文ではこれらを考
慮しないネットワークを考える。 
	 無向ネットワークの場合、頂点 viを端点とする辺の数 kiを頂点 viの次数と呼
ぶ。ネットワークの総次数は、辺の両端の総数と一致するため、2Mである。次
数 k を持つ頂点の全頂点に対する割合を p(k)としたとき、各次数毎の割合の列
{p(k)}={p(0),p(1),…,p(N－1)}を次数分布という。有向ネットワークの場合、頂点 vi
が始点である辺の数を出力次数 kout、終点である辺の数を入力次数 kinと呼ぶ。
出力次数が kout、入力次数が kin であるような頂点の全頂点に対する割合を
p(kout,kin)とすると、出力次数分布は
€ 
p(kout ) = p(kout ,kin )kin∑ 、入力次数分布は
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€ 
p(kin ) = p(kout ,kin )kout∑ となる。これらは、ネットワークの特徴を知る上で有用と
なる。 
	 ある無向ネットワークの 2 頂点に対し、一方からもう一方へ行くために通ら
なければならない最小の辺数を 2 頂点の距離 d(v1,v2)といい、全ての組の距離の
平均をネットワークの平均距離 Lとする。 
	 現実世界では、頂点数が多いネットワークでも平均距離は小さいことが多い。
具体的には、L∝logNのようになることが多い。 
	 ネットワークではある頂点に隣接する頂点同士も隣接し、3頂点が三角形を作
ることがあり、これをクラスターという。頂点 viにおいて、viを含む三角形の数
が viの隣接点 2 つの全ての組の中に占める割合を頂点 viのクラスター係数とい
い、これを Ciとする。viの次数を kiとすると、隣接点の組は全部で ki(ki－1)/2 あ
り、viを含む三角形の数を Xとすると Ciは、 
€ 
Ci ≡
X
ki(ki −1) 2
 
となる。 
各頂点のクラスター係数を平均したものが、ネットワーク全体のクラスター係
数 CWSとなる(Watts and Strogatz, 1998)。 
	 また、全頂点に対しある頂点に隣接する頂点同士が隣接している割合をクラ
スター係数とも呼ぶことができる(Newman, 2010)。こちらの定義のクラスター
係数を Cとする。本論文では、こちらを採用している。 
	 他にも、次数相関、コミュニティ構造などの特徴量がある(Newman, 2010)
が、本論文では上で述べた特徴量のみ使用する。 
 
2.2 本稿で扱うネットワークモデル 
2.2.1 任意の次数分布を持つランダムネットワーク 
	 複雑ネットワークの研究以前から、現実世界のネットワークを表すためにグ
ラフを用いたネットワークのモデルは存在した。グラフの頂点同士が全て繋が
っている完全グラフ、二次元面上に頂点を等間隔に並べ隣同士だけをつなぐ正
方格子などがあったが、これらは全ての頂点が同じ次数を持ち、それらに対称
性がある。一方で、各頂点間において 2 頂点が隣接するかどうかを一定の確率
で独立に決めるランダムネットワークが考えられた。ランダムネットワークは
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頂点数を大きくすると、その次数はポアソン分布をとる。しかし現実でのネッ
トワークでは、次数がポアソン分布をとることは少なく、次数はべき則に従う
ことがしばしばあるということが知られている。以上のことから、これらのネ
ットワークモデルでは現実らしさを表現するには不十分であった。 
	 これらをふまえて、現実世界のネットワークにより近いネットワークモデル
を考える。ランダムネットワークの次数分布はポアソン分布をとるが、これを
拡張して任意の次数分布をつくることができる。このモデルをコンフィグモデ
ルという。このモデルは 1970年代から調べられてきた(Newman et al., 2001)。
作り方としては、あらかじめ頂点数と次数分布を決め、次に各頂点において与
えられた次数分布に従いランダムに次数を決める。この次数を各頂点に辺の片
割れの数として当てる。この後、辺の片割れを 2 つずつつないでネットワーク
にする。 
	 本論文では、有向ネットワークを扱うため、出力、入力次数分布それぞれを
あらかじめ決めることになる。次数分布の選択による変化を見ることが目的で
あるため、出力、入力次数分布についてどちらか一方を固定し、もう一方を変
化させる。 
	 コンフィグモデルの平均距離は、N→∞で〈k2〉が存在する時、 
€ 
L =1+
log Nk
log k
2 − k
k
 
となることが知られている(Boccaletti et al., 2006; Newman et al., 2001)。また、
次数分布をべき則 p(k)∝k−γとすると、 
€ 
L ∝
loglogN (2 < γ < 3)
logN loglogN (γ = 3)
logN (γ > 3)
⎧ 
⎨ 
⎪ 
⎩ ⎪ 
 
となる(Cohen and Havlin, 2003)。コンフィグモデルのクラスター係数は、 
€ 
C =
k 2 − k( )
2
k 3N
 
となることが知られている(Newman, 2010)。 
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2.2.2 ワッツとストロガッツのスモールワールドネットワーク 
	 複雑ネットワーク以前の要素間の相互作用を考える時、要素間の結合は完全
にランダムか格子状で考えることが多かった。しかし、現実世界に存在する遺
伝子制御などの生物学的なものや映画俳優の共演関係などの社会的なネットワ
ークは完全にランダムでも格子状でもなく、その 2つの間をとることが多い。 
そこで、ワッツとストロガッツ(Watts and Strogatz, 1998)により現実世界のネ
ットワークに近い完全にランダムなトポロジーと完全に格子状であるトポロジ
ーの間を表すネットワークモデルが考案された。まず、円形に並んだ各頂点に
おいて両方向の各〈k〉/2番目まで(〈k〉は偶数)の頂点と隣接するネットワーク
を考える。このネットワークの各頂点での各辺において、確率 p で連結先を切
り離す。その後、切り離した辺を一様な確率で他の頂点へと連結し直す。ただ
し、各頂点自身と既に連結している頂点には連結しない。0≦p≦1をグラフのラ
ンダム性とし、ネットワークは p=0 のとき拡張サイクル、p=1 のときエルデシ
ュとレーニのランダムネットワークとなる。 
	 ここで、ネットワークの平均距離とクラスター係数に注目する。平均距離は
再結合でショートカットができることにより小さくなるため系の大域的な統合
の指標になり、クラスター係数は再結合で近隣同士の結合が切り離されると小
さくなるため系の局所的な分離の指標になる。確率 pでの二点間の距離を L(p)、
クラスター係数を C(p)とし、p=0での L、Cの値との比 L(p)/L(0)、C(p)/C(0)の変
化を見ると(Watts and Strogatz, 1998)、pの値が大きくなるにつれて平均距離
の比、クラスター係数の比ともに小さくなるが、2つの値の変化の仕方には違い
が見られる。pの値が小さい、つまり再結合の回数が少ない場合、再結合により
クラスターが崩れることも少ないためクラスター係数の比の値はあまり下がら
ず、pの値が 1に近づくあたりで一気に下がり始める。一方で、(大きな)ショー
トカットは再結合の回数に関係なくできることがあるため、平均距離の比は p
の値が小さいうちから下がり始める。 
	 こうして、C(p)の値が大きく、L(p)の値の小さい状態をスモールワールドネッ
トワークという。 
	 また、p=1での L、Cを Lrandom、Crandomとして、 
 
 
€ 
S = CCrandom
×
Lrandom
L  
(1) 
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とすることでスモールワールドネットワークかどうかを数値としてみることが
できる。この Sは、スモールワールド性と呼ばれる(Humphries et al., 2008)。 
しかし、クラスター係数は局所的な統合の指標であり Crandomとの比ではその意味
合いに適しておらず、また Crandomの値は小さいため上の式では少しの違いでも大
きな影響が出る(Telesford et al., 2011)。そのため、Lはランダムグラフ、Cは
拡張サイクルでの値 Clatticeで比を導出し、それらの差を指標とする(Telesford et 
al., 2011)。 
 
 
€ 
ω =
Lrandom
L −
C
Clattice  (2)
 
これは－1<ω<1であり、値が 0に近いときスモールワールドであるといえる。 
	 本論文では、有向ネットワークを扱うため、スモールワールドネットワーク
の辺にも方向をつける。方向の付け方は、各辺において 2 通りの方向から等確
率で決める。 
 
2.3 複雑ネットワーク上のダイナミクス 
2.3.1 ランダム閾値ネットワーク 
2.3.1.1 基本的な説明 
	 ランダム閾値ネットワーク(RTN)(Rohlf and Bornholdt, 2002)は、ランダムに
接続し合う N個の頂点からなる。各頂点がとる状態は、+1、－1の 2種類のみで
ある。時刻 tにおける頂点 iでの状態を xi(t)と表す。各頂点への入力によってそ
の頂点の未来の状態が決定される。そのルールは、以下に従う。 
 xi(t+1)=sgn(fi(t)) (3)
 
 
€ 
fi(t) = wij x j (t)
j=1
N
∑ + hi
 
(4) 
x≧0 の時、sgn(x)=1 であり、それ以外は sgn(x)=0 である。wijは、頂点 j から i
への入力の重みを表す。頂点 i が頂点 j から入力を受ける場合、wij=+1、wij=-1
のどちらかに等確率でなる。入力を受けない場合は wij=0 となる。hiは頂点 i で
の閾値を表す。本論文では、全頂点で 0 とする。時間発展ルールの適用は同期
的であるとする、すなわち、全ての頂点は一斉に更新されるものとする。	 
	 wij≠0のときの頂点 jから iへと矢印を引くことにすると、RTNは有向ネット
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ワークとみなすことができる。このネットワークの中で入力次数が kin、出力次
数が koutとなる頂点の全頂点に対する割合を p(kout,kin)とする。本論文では入力、
出力次数が互いに独立である場合のみを考えるため、入力次数分布を
€ 
p(kin ) = p(kout ,kin )kout∑ 、出力次数分布を
€ 
p(kout ) = p(kout ,kin )kin∑ とすると、
p(kout,kin)=p(kout)p(kin)である。	 
また、入力次数の平均を zと表す。これは出力次数の平均と等しい。	 
	 
2.3.1.2 任意の次数分布を持つランダムネットワークでの場合 
	 任意の次数分布を持つランダムネットワークでは、入力次数分布と出力次数
分布のうち一方を特定のものに指定し、もう一方は一様にランダムに決める。
例えば入力次数分布を指定する場合、まず入力次数分布に従って各頂点の入力
次数をランダムに決定する。次に、各頂点で入力次数に応じた矢印をその頂点
に到達するように設置する。最後に、各矢印の起点を一様にランダムに決める。
このとき頂点数 Nが大きい極限において、出力次数分布はポアソン分布に従う。
逆に出力次数分布を指定した場合、系のサイズが無限大の極限において入力次
数分布はポアソン分布となる。	 
	 RTN は秩序相からカオス相への連続相転移を示すことが知られている
(Kürten, 1988; Rohlf and Bornholdt, 2002; Rohlf, 2008; Szejka et al., 2008)。
この臨界条件は摂動の伝播によって決定できる。ps(kin)を摂動が伝播する確率と
する。これは入力次数が kinの頂点において、1 つの入力の状態を変えた場合、
その頂点の状態も変わる確率を表す。k≧1 において、(Rohlf and Bornholdt, 
2002) 
 	 
 
€ 
ps(kin ) = 2−(kin −1)
kin −1
akin
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟  (5) 
ただし、
€ 
akinは kが奇数の時(kin−1)/2、kが偶数の時 kin/2となる。これと入力次数
分布 p(kin)を用いて、平均場理論から計算される臨界条件は	 
 
€ 
kin p(kin )ps(kin )
kin
∞
∑ =1 (6) 
となる(Rohlf, 2008)。	 
	 RTNの入力、出力次数分布は以下の 3つの離散的確率分布である場合を考え
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る。1つ目は、ポアソン分布 p(k)=e−λλk/k!である。もし入力次数分布がポアソン
分布の場合、臨界パラメータ及び臨界平均入力次数は λc=zc≈1.85となる。2つ目
は、指数分布 p(k)=(1−e−1/κ)e−k/κである。もし入力次数分布が指数分布の場合、
κc≈2.89で臨界平均入力次数
€ 
zc = e−1κ c (1− e−1κ c ) ≈ 2.41となる。3つ目は、打ち切
りべき則分布p(k)=Ck−αe−k/βである。ただしCは規格化定数でβの値は固定する。
この場合、全ての β>0 において αC=∞、zC=1 となる。従って入力次数分布が打
ち切りべき則分布の場合、Nの大きい極限においてRTNは常にカオス相を示す。	 
	 本論文の目的は、RTNのダイナミクスによる情報流の成分に対する異なる入
力、出力次数分布の効果を研究することである。異なる入力(出力)次数分布の
RTNを比較するために入力次数(出力次数)の平均を固定し、これを zとする。
この論文での第一の関心は情報流のため、自明でないよく定義された平均の大
きさの情報流を確保するため z=4とする。(z=3でも同様の結果が成り立つ)。N
が十分大きい場合、上記の 3つの入力次数分布において、RTNは全てカオス相
をとると予想される。N=400での RTNにおいて数値計算で確認した(図 1)。あ
る RTNのランダムに選択した初期状態を x(0)と表す。これの頂点を 1つランダ
ムに選択し、その状態を反転させる。そうしてできた初期状態を y(0)と表す。
この 2 つの初期状態の差がどのように時間発展するのかをハミング距離により
計測する。	 
 
€ 
d x(t),y(t)( ) = 1N
xi(t) − yi(t)
2i=1
N
∑  (7) 
また、(Gershenson, 2003)より、	 
 δt=d(x(t),y(t))−d(x(0),y(0)) (8)  
	 
図 1 ポアソン分布、指数分布、打ち切りべき則分布を入力次数分布(a)及び出力次数
分布(b)とする RTN における δ の時間発展  
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とし、d(x(0),y(0))=1/N とする。δ*=limt→∞δt<0 となるとき、系は秩序相であると
いえ、反対に δ*>0となるときはカオス的なダイナミクスをとっているといえる。
図 1(a)は入力次数分布を指定した時の δtの時間変化である。これは指定するそ
れぞれの入力次数分布において、100個の初期状態、100個の重み係数、400通
りのネットワークをそれぞれランダムに選んだものを平均したものである。全
ての場合において、δt は正の値に収束しているのが分かる。すなわちこれらの
RTNはカオス相を示すといえる。また、出力次数分布を指定したときの δtの時
間変化を図 1(b)に示す。入力次数分布の場合と同様に、全ての出力次数分布に
おいて δtは正の値に収束する。このとき全ての場合での入力次数分布は同じポ
アソン分布をもつ。入力次数分布のみを含む平均場理論から導出した臨界条件
(6)によると、これらの場合全てで等しい臨界平均入力次数 zc≈1.85 を持つと予
想される。しかし平均場理論でも δ*は出力次数分布に依存する。	 
	 
2.3.1.3 スモールワールドネットワークでの場合 
	 WSモデル上の RTNにおいて、N=400、k=3,4のネットワークは 0≦p≦1の
全ての pで弱いカオス的な振舞いを見せる。つまり、臨界に近いカオス相に位
置しているといえる。この様な条件は現実世界の神経ネットワークの自然発生
的なバックグラウンドでの活動を模倣するために取り入れた(Chialvo, 2010)。
一般的に、ダイナミクスは kが大きいほど不安定になっていく。我々の知る限
りでは、WSモデルでの RTNの秩序相とカオス相の境界、すなわち臨界条件は
これまでに解析的に求められていない。しかし、上述した 2つの初期状態の差
の比較によって RTNの相を数値的に判断することはできる。2.3.1.2と同様に
(7)、(8)を用いて δ*=limt→∞δt<0であれば秩序相、δ*>0であればカオス相である。
摂動の影響の漸近的なサイズは、よく知られたブーリアンネットワークのダイ
ナミクス(Derrida and Pomeau, 1986)の秩序パラメータである。limt→∞d(x(t),y(t))
は有限なサイズの系では秩序パラメータに近似するので、ブーリアンネットワ
ークのダイナミクスの相を数値的に判断するのに δ*は都合の良い方法である。
この方法はスモールワールドネットワーク上のランダムブーリアンネットワー
クへと適用されており(Lizier et al., 2011)、本論文ではこのアプローチに従った。 
	 図 2 は、k=3(a)及び k=4(b)での δtの時間発展である。p の値は 10－3≦p≦1 の
範囲で変化させている。各 pにおいて、図での時間範囲では δt>0となり数十か
ら数百の時間ステップで小さい正の値に収束した。k=4では、k=3よりも摂動の
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影響を受けやすく、また p が大きくなるほど 2 つの初期状態の差による最終的
な影響のサイズは大きくなることから、k=4は臨界から離れてよりカオス的にな
っているといえる。 
 
2.3.2 情報流 
RTNのある頂点から別の頂点へ伝達される情報の量を伝達エントロピーで測定
する(Schreiber, 2000)。 
頂点 iが頂点 jから入力を受けるとする。ここで、頂点 iの現在の状態から未来
の状態を予測しようとする仮想エージェントが頂点 iにいると考える。この予測
に関する不確かさの平均は、 
 
€ 
H Xi(t +1) Xi(t)( ) = − p xi(t +1),xi(t)( ) log2 p xi(t +1) xi(t)( )
xi ( t+1),xi ( t )
∑  (9) 
と表す。p(xi(t+1),xi(t))は時刻 tに頂点 iの状態が xi(t)でありかつ時刻 t+1に xi(t+1)
である結合確率、p(xi(t+1)|xi(t))は時刻 tに xi(t)をとることが確定しているとき時
刻 t+1で xi(t+1)をとる条件付確率である。ここで、エージェントは頂点 jの現在
の状態も観測できると仮定する。頂点 jの情報も頂点 iの未来の状態の予測に統
合できる。この場合の不確かさの平均は、 
図 2	 k=3(a)及び k=4(b)におけるスモールワールドネットワークでの RTNにおける
δ の時間発展  
各結果は、ある pの値に対しWSモデルで 400通りのネットワークを作り、それぞれにお
ける 100通りの初期状態での結果を平均したものである。pの値は、p=0.001000(赤), 
p=0.003375(緑), p=0.011391(青), p=0.038443(マゼンタ), p=0.129746(シアン), 
p=0.43894(橙), p=0.985261(黒)。スモールワールドは pが対数目盛だと識別しやすいこと
から、pの値は対数目盛において等間隔となるように選択した。具体的には、p=p0×1.53n、
p0=0.001000(0≦n≦6)となっている。 
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(10) 
 
となる。jから iへ伝達された情報量は、iの状態のみでの予測の不確かさとの差
で定義できる。 
 Tj→i=H(Xi(t+1)|Xi(t))−H(Xi(t+1)|Xi(t),Xj(t)) (11) 
これを伝達エントロピーという。これは iの現在の状態から未来の状態を予想す
るとき、jの現在の状態を知っている場合の予測の不確かさの平均値の減少量で
ある。 
この論文の数値シミュレーションにおいて Tj→iは次のように計算する。ランダム
な初期状態の RTNにおいて、最初の 100ステップは無視し次の 1000ステップ
を Tj→iに含まれる確率の計算に用いる。Tj→iはネットワークトポロジーを保って
いる状態で 100 通りの重み係数での平均値をとる。図 1、図 2 の δtは全ての場
合での最初の 100 ステップ後において、ほぼ一定値へと収束している。これよ
り、100ステップ後の RTNのダイナミクスは定常状態に達していると考えてよ
いであろう。 
eij=Ti→j－Tj→iとする。ただし頂点 j が頂点 i の入力を受けない場合 Ti→j=0 である。
この行列 e=(eij)を「情報流」と呼ぶ。e の定義より、e は交代行列、つまり eij=－
ejiである。これは、次章で述べる組み合わせ的ホッジ理論での edge flowの例で
ある。 
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2.4 組み合わせ的ホッジ理論 
edge flowは、組み合わせ的ホッジ分解理論(Jiang et al., 2011)によって勾配流
(gradient flow)、調和流(harmonic flow)、回転流(curl flow)の 3つの要素に分解
できる。本章では、線形代数の言語でこれを概観する。 
G=(V,E)を無向グラフとする。V は頂点の有限集合、E は矢印の集合を表す。E
は V の要素による全ての順列不同のペアの集合の部分集合である。全ての k 個
の要素を持つ V の部分集合を
€ 
V
k
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ と表す。これより、
€ 
E ⊆ V2
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ となる。また、
€ 
V = V1
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ である。 
Gの全ての三角の集合を 
 
€ 
T = {i, j,k}∈ V3
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ {i, j},{ j,k},{k,i}∈ E⎧ ⎨ 
⎩ 
⎫ 
⎬ 
⎭  (12) 
と表す。 
組み合わせ的ホッジ理論を説明するため、以下の表記を用いる。まず、 
 C0={f :V→R} (13) 
は V上の全ての実数値関数からなる実数体 R上のベクトル空間を表す。次に 
 C1={e:V×V→R|eij=−eji , eij=0 for {i,j}∉E} (14) 
は G上の全ての edge flowからなる R上のベクトル空間を表す。最後に 
 C2={t:V×V×V→R| tijk=tjki=tkij 
  =−tikj=−tkji=−tjik , tijk=0 for {i,j,k}∉T} 
(15) 
 
図 3 WS モデルによるネットワーク(N=8, k=2, p=0.1)での edge flow 及び組み合わ
せ的ホッジ理論による 3 要素への分解の一例  
数値は小数点以下 4桁までに四捨五入し、可視化のために 100倍したものである。 
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は G上の全ての triangular flowからなる R 上のベクトル空間を表す。ユーク
リッド内積
€ 
−,− C kを導入することにより、Ck(k=0,1,2)を内積空間とみなす。つ
まり、
€ 
f , ʹ′ f C 0 = figii∈V∑ 、
€ 
e, ʹ′ e C 1 = eij ʹ′ e ij{ i, j}∈E∑ 、
€ 
t, ʹ′ t C 2 = tijk ʹ′ t ijk{ i, j ,k}∈T∑ とする。 
組み合わせ的勾配演算子および回転演算子とその双対を説明する。組み合わせ
的勾配演算子 grad:C0→C1は、線形写像であり、 
 grad(f)ij=fj−fi (16) 
と定義される。回転演算子 curl:C1→C2は、 
 curl(e)ijk=eij+ejk+eki (17)  
と定義される。これらの双対演算子を grad*:C1→C0、curl*:C2→C1と書くことに
する。随伴関係
€ 
grad( f ),e C 1 = f ,grad*(e) C 0により、 
 
€ 
grad*(e)i = − eij
j s.t.{ i, j}∈E
∑  (18) 
となる。
€ 
div(e)i = eijj s.t.{ i, j}∈E∑ で定義される組み合わせ的発散演算子 div:C1→C0
を考えるとすると、grad*=－divである。同様に、curl*の場合 
 
€ 
curl*(t)ij = tijk
k s.t.{ i, j ,k}∈T
∑  (19) 
 
となる。以下の等式が成立する：curl∘grad=0	 div∘curl*=0。 
組み合わせ的ホッジ分解理論によると、C1 において以下の直交分解が可能であ
る： 
 C1=Im(grad)⊕Ker(Δ1)⊕Im(curl*) (20) 
 
ここで、Δ1=curl*∘curl+grad∘grad*=curl*∘curl−grad∘divで定義される線形写像 C1→C1
は、1次元の組み合わせ的ラプラシアンである((Jiang et al., 2011)においてグラ
フヘルムホルチアンとも呼ばれている)。さらに、以下の二式が成り立つ。 
 Ker(div)=Ker(Δ1)⊕Im(curl*) (21) 
 Ker(Δ1)=Ker(div)∩Ker(curl) (22) 
	 Im(grad)は勾配流の空間である。任意の勾配流 g∈Im(grad)はある(負の)ポテ
ンシャル関数 f∈C0:gij=fj－fiの差として書くことができる。これは G上の非循環性
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の一方向的な流れを反映している。 
	 Ker(div)は循環流の空間である。任意の循環流 lは div(l)=0を満たす、これは
任意の頂点 iにおける流れは保存されることを意味する。このことは、0でない
任意の循環流 lは、i0→i1→…→ik=i0となる様なループを含むことを意味する。た
だし、ij→ij+1は、
€ 
li j i j+1 > 0(j=0,…,k－1)を意味する。これは G上で循環する流れを
表している。(21)において循環流をさらに 2 つの要素に分解する。1 つは調和
流 Ker(Δ1)、もう 1つは回転流 Im(curl*)である。(22)より、任意の調和流 hは i
→j→k→i(つまり hij,hjk,hki>0)となる様な長さ 3 のループ(つまり三角形)を持たな
い。この流れは大域的循環流を表す。もう一方の回転流 c は 0 でない三角形の
ループを表し、局所的循環流を表す。 
edge flow eの大きさを L2ノルム
€ 
e 2 = e,e C 1により測定する。eのホッジ分解
を e=g+l=g+h+c(g:勾配流、l:循環流、h:調和流、c:回転流)とすると、分解の直交
性より、以下の式が得られる。 
 
€ 
e 2 = g 2 + l 2 = g 2 + h 2 + c 2  (23) 
各成分の相対的強度は以下の式で計算できる。勾配比 γ=
€ 
g 2 e 2、循環比 λ=
€ 
l 2 e 2、調和比 η=
€ 
h 2 e 2、回転比 χ=
€ 
c 2 e 2である。これらは個別の edge 
flowの性質を表す。	 
それぞれの部分空間の相対的サイズについても考慮する。構造的勾配比
Γ=dim(Im(grad))/dim(C1)、構造的循環比 Λ=dim(Ker(div))/dim(C1)、構造的調和比
Η=dim(Ker(Δ1))/dim(C1)、構造的回転比 Χ=dim(Im(grad*))/dim(C1)である。これら
の数量は、ネットワーク Gによって決定される。特に Γと Λは、dim( )が Gの
辺の本数に等しく、dim(Im(grad))が頂点数と連結成分の個数の差であることから
すぐに計算できる。また、与えられた L2ノルムを持つ一様にランダムに選ばれ
た edge flowの各成分の相対的強度の平均値は構造比と一致することから、構造
比は個別の edge flowがどの成分に偏っているかを測る参照点となる。	 
	 勾配流と回転流の要素は対応する最小二乗の最適化問題を解くことで数値計
算できる。本論文では適切な行列の疑似逆行列を計算することで勾配流と回転
流を獲得した(Jiang et al., 2011)。回転流の計算は三角形の個数をサイズとする
行列の操作を伴う。この計算はネットワークが拡張サイクルに近い場合、計算
コストが大きくかかる。このため、本論文の数値シュミレーションネットワー
クのサイズはあまり大きいものになっていない(N≦400)。	 
	 図 3はWSモデルによるネットワーク(N=8,k=2,p=0.1)上の情報流を組合せ的
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ホッジ分解したものの例である。この例では、
€ 
e 2 = 0.411、
€ 
g 2 = 0.028、
€ 
h 2 = 0.122、
€ 
c 2 = 0.261、
€ 
l 2 = 0.383という結果が得られた。これより、各要素
の相対的強度は γ=0.069、η=0.297、χ=0.634、λ=0.931となり、構造比は Γ=7/16 
=0.4375、Η=1/16=0.0625、Χ=8/16=0.5、Λ=9/16=0.5625となった。 
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3. 結果 
3.1 任意の次数分布を持つランダムネットワーク 
第 2章で導入した RTN上の情報流に組み合わせ的ホッジ分解理論を適用する。
全ての値は 400通りの RTNでの平均であり、エラーバーは標準偏差を表す。 
まず、RTNでの結果を入力(出力)次数分布のタイプで比較する。：ポアソン分布、
指数分布、打ち切りべき則分布(β=32)。全ての分布において平均入力次数は z=4
に固定する。分散はそれぞれ 4,20,55.11である。 
図 4(a)は、入力次数分布を指定したときの情報流の強さ
€ 
e 2を表す。入力次数分
布の種類は
€ 
e 2の値に大きく影響を与える。指数分布の場合、
€ 
e 2の値はポアソ
ン分布のときの半分もない。一方で、打ち切りべき則分布の場合ではポアソン
分布の約 3 倍の値を出す。これらの結果は、臨界平均入力次数の値の違いと関
係している可能性がある。しかし、摂動伝播と情報流の強さとの間の関係性に
ついては、入力次数がポアソン分布のときδが最大値をとることから、それほ
ど単純ではないといえる。 
	 図 4(b)は、出力次数分布を指定したときの情報流の強さ
€ 
e 2を表す。入力次数
分布のときとは対照的に、種類ごとの
€ 
e 2の値に大きな差はない。これは全てで
同じポアソン分布を入力次数分布に使ったことが反映されているのかもしれな
い。 
	 図 5 において、入力次数分布を指定したときの情報流の各成分の相対的強さ
とその構造比をみる。まず、構造的勾配比 Γはどの場合でもおよそ 0.25である。
これは、現在の数値シミュレーション条件において大部分の頂点が最大の連結
図 4 入力次数分布(a)、出力次数分布(b)がポアソン分布、指数分布、打ち切りべき則
(β=32)での RTN のダイナミクスによる情報流の強さ  
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成分に含まれるからである。もし連結成分が 1 つだけであるとすると、そのと
き Γ≈(N－1)/(zN)≈1/z≈0.25 となる。またこのことより、Λ=1−Γ≈0.75 となる。図
5(a)から、勾配比 γ は全ての場合でほぼ同じ値を持ち、構造的勾配比 Γ より小
さく、図 5(b)より循環比 λは全ての場合でほほ同じ値で構造的循環比 Λより大
きい。循環流の分解についての結果は図 5(c)、図 5(d)に記す。結果より循環流
の成分の中で調和流が優位であることが分かる。ちなみに構造的回転比は N が
∞に近づくと 0 に収束する。与えられた次数分布を持つランダムネットワーク
においては、三角形の個数の期待値は N が大きい極限で一定値となるためであ
る。	 
図 6 において、出力次数分布を指定したときの情報流の各成分の相対的強さと
その構造比をみる。構造比については入力次数分布のときと同様大きな差はな
い。これは各頂点において入力次数と出力次数を交換しても、矢印の向きを無
視した無向ネットワークとしては同一だからである。入力次数分布を指定した
ときと対照的に、出力次数分布が指数分布と打ち切りべき則分布のときに勾配
比 γが構造的勾配比 Γより大きくなり(図 6(a))、それに対応して循環比 λは構造
循環比 Λより小さくなる(図 6(b))。より広い裾を持つ出力次数分布において循環
流は抑制されている。循環流成分において、入力次数分布のときと同様に調和
流が優位である。 
第二に、打ち切りべき則分布での打ち切り指数βを変化させたときの結果を見
る。平均入力次数は z=4 に固定する。図 7(a)は指数αの値、図 7(b)は分布の分
散 σ2の様子を表す。期待される通り、ベータが大きくなると σ2も大きくなる。 
図 8~図 10 には、それぞれ図 4~図 6 に対応して同様の傾向が見られる。以下
の 4 点が顕著である。第一に、入力次数分布を指定したとき β が大きくなるに
つれて情報流の強さは大きくなる(図 8の□)。第二に、出力次数分布を指定した
ときは情報量の強さはほぼ一定である(図 8の△)。第三に、入力次数分布の分散
は勾配流や循環流の強度にあまり影響しない(図 9)。第四に、出力次数分布を指
定したとき出力次数分布の分散が大きくなると、循環比 λは小さくなる(図 10)。 
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図 5	 ポアソン分布、指数分布、打ち切りべき則分布(β=32)を入力次数分布とした
ときの情報流の各要素の相対的強さと構造比。(a)勾配流の相対的強さ γと構造比 Γ。(b)
循環流の相対的強さ λと構造比 Λ。(c)調和流の相対的強さ ηと構造比 Η。(d)回転流の相対
的強さ χと構造比 Χ。 
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図 6	 ポアソン分布、指数分布、打ち切りべき則分布(β=32)を出力次数分布としたと
きの情報流の各要素の相対的強さと構造比。(a)勾配流の相対的強さ γ と構造比 Γ	 (b)循
環流の相対的強さ λと構造比 Λ	 (c)調和流の相対的強さ ηと構造比Η	 (d)回転流の相対的強
さ χと構造比 Χ 
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図 8	 入力次数分布(□印)、出力次数分布(○印)を打ち切りべき則にした時の情報流の強さ  
 
図 7	 平均次数 4 の打ち切りべき則分布における、打ち切りパラメータ β に対する
指数 α(a)と分散(b) 
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図 9 打ち切りべき則を入力次数分布としたときの情報流の各要素の相対的強さと構
造比。(a)勾配流の相対的強さ γと構造比 Γ。(b)循環流の相対的強さ λと構造比 Λ。(c)
調和流の相対的強さ ηと構造比 Η。(d)。回転流の相対的強さ χと構造比 Χ。 
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図 10	 打ち切りべき則を出力次数分布としたときの情報流の各要素の相対的強さと
構造比。(a)勾配流の相対的強さ γと構造比 Γ。(b)循環流の相対的強さ λと構造比 Λ。
(c)調和流の相対的強さ ηと構造比 Η。(d)。回転流の相対的強さ χと構造比 Χ。 
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3.2 スモールワールドネットワーク 
	 スモールワールドネットワークモデル上での RTN の情報流に組合せ的ホッ
ジ分解理論を適用する。ネットワークモデルの頂点数は N=400、平均次数は
k=3,4とした。図の数値は 400通りのモデルでの測定結果の平均であり、エラー
バーは標準偏差を指す。 
	 各次数における情報流の強さを頂点数で割った値を示す(図 11)。どちらの場
合も値の幅はほぼ一定の範囲に留まっており、このことから p の値全体におい
てネットワークには零でない情報流が発生していることが分かる。また、pの値
が大きくなるほどネットワークのダイナミクスは不安定になることから(図 2)、
再結合が行われたネットワークのランダム性が大きくなるほど情報流の強さも
大きくなると予想される。しかし、スモールワールド性を示す領域で各次数で
の e/Nはともに最小値をとる。この非線形的な振舞いを説明する明確な理由は現
在特定できていない。この理由の解明は今後の課題として、次は情報流の相対
的強さに焦点を当てる。 
	 図 12において、情報流の各成分の相対的強さとその構造比を示す。これより、
勾配流の相対的強さが構造比に比べて p 全体で著しく小さいことが分かる。こ
のことから、RTNによって発生する情報流は循環流の成分が有利にはたらくと
いえる。edge flowの次元数は辺の数 kNに等しく、勾配流の部分集合の次元数
は頂点数から連結成分の数を引いたものであり、理論的に得られる。実際、後
者は数値計算において N に比べて無視できるものと仮定すると、
Γ=N/(kN)−O(1/N)≈1/k となり、p の値に依存しない。この Γ は数値計算の結果と
ほぼ等しい。 
図 11	 k=3(赤)、k=4(緑)における情報
流の強さを頂点数(N=400)で
割ったもの  
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 調和流の相対的強さとその構造比においては、pの値の増加、つまりネットワ
ークがよりランダムになるにつれて、どちらも増加している。pが 1に近づくと
き、調和流の相対的強さが構造比を大きく上回る(図 12(b),(e))。一方で、回転流
の相対的強さとその構造比は、pの値が増加するとどちらも小さくなる。pの値
が小さい時では、回転流の相対的強さが構造比を大きく上回る(図 12(c), (f))。こ
れより、循環成分の中での優勢な成分は RTNによって発生する情報流によって
促進される。つまり、拡張サイクルに近いネットワークでは回転流の成分が、
エルデシュとレーニィのランダムネットワークに近いネットワークでは調和流
の成分が、それぞれ強められるということである。調和流、回転流の構造比に
ついては次のような理論的見積もりを与えることができる。まず、拡張サイク
ル(p=0)では長さが 3より大きいループはどれも長さ 3のループ、つまり三角形
の合計で表せるため、Η=0 となる。従って、回転流の次元数は edge flow の次
元数 (kN)と勾配流の次元数 (N － 1)の差となる。よって、 p=0 のとき
Χ=(kN−(N−1))/(kN)=(k−1)/k+O(1/N)となる。ここで、p>0とする。回転流の次元数
は“線形独立な”三角形の個数に等しい。ネットワークの再結合によって拡張
サイクルでの三角形が壊れることがある。これにより減少する三角形の個数は、
関数 O(1/N)までの増倍関数(1−p)3 であると知られている(Ballat and Weigt, 
2000)。線形独立な三角形の個数は三角形の個数に比例すると仮定すると、p>0
で Χ=(k−1)(1−(1−p)3)/k+O(1/N) と 予 想 で き る 。 Η に つ い て は 、
Η=1−Γ−Χ=(k−1)(1−p)3/k+O(1/N)となる。これらの予想値は小さい p>0においては
図 12	 k=3(上段)、k=4(下段)における勾配流 γ(a,d)、調和流 η(b,e)、回転流 χ(c,f)
の相対的強さと各要素の構造比  
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実際の値とほぼ等しい(図 12)。p=1では、三角形の個数の期待値は 4k3/3(Newman 
2010)より、予想値は Χ=4k2/(3N)とできる。N=400 より、k=3 で X=0.03、k=4
で X=0.0533…となる。 
	 図 12(a),(d)の p の中間値において勾配流の相対的強さが少し減少することが
分かる。そこでλ(=1－γ=η+χ)の値の変化を図に示す(図 13)。またこれにはスモ
ールワールド指数 ω(Telesford et al., 2011)も図示する。ω=Lr/L−C/Ccで、Lrはエ
ルデシュとレーニのランダムネットワーク(p=1)での平均距離、Ccは拡張サイク
ル(p=0)でのクラスター係数である。ωの値の幅は、－1<ω<1 であり、ωが 0 に
近い時、ネットワークはスモールワールドネットワークであると判断できる。
また、ωが－1 に近いとネットワークは拡張サイクルに、1 に近いとランダムネ
ットワークに近いとされる。図より、循環比λが最大値をとる p の値はスモー
ルワールドの領域((Telesford et al., 2011)より、境界を－0.5<ω<0.5とする)であ
る。k=3において、λが最大となる pの値はω=0となる pより p=1側に若干ず
れている。N=200においても k=3,4で同様の p=1側へのずれが存在したが、λ
の最大値を取る点は、スモールワールドの領域に含まれていた。 
図 13	 k=3(a)、k=4(b)における循環流 λ とスモールワールド指標 ω との比較  
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4. 議論 
第 3章にて、RTN上での情報流のホッジ分解によって入力次数分布は勾配流と
循環流との間のバランスにそれほど影響を与えず、一方出力次数分布は重要な
影響を与えることが分かった．特に、裾の広い出力次数分布において循環流の
強さが小さくなることを発見した． 
	 この発見は、現実世界の遺伝子制御ネットワークにおいて出力次数分布はス
ケールフリーに近く、入力次数分布はポアソン分布に近い(Albert, 2005)と言う
事実に新しい見方を与えるかもしれない．例えば、バクテリアの E.coli の遺伝
子制御ネットワークはこれにおおむね当てはまる(Aldana et al., 2007)。 
	 E.coliの遺伝子制御ネットワークにおける情報流の勾配、循環要素の間の均衡
を数量的に調べるため、現実世界のデータから再構成した有向ネットワークで
の RTNダイナミクスを実行し、第 3章で述べたのと同じ方法で情報流を構成し
た．E.coliの遺伝子制御ネットワークは以下の様な数値パラメータを持つ：頂点
数 N=1763、辺数 A=3991、平均入(出)力次数 z=2.26、入力次数の分散 Var(k)=3.00、
出力次数の分散 Var(k)=326.66、入、出力次数間の相関係数ρ=－0.015。ρが相
対的に小さいことから 2.3.1.1で導入した条件 p(kout,kin)≈p(kout)p(kin)を仮定しても
よいであろう。しかしながら、出力次数の分散が第 5 章で考慮したものより極
端に大きい。したがって、E.coliの遺伝子制御ネットワークは構造的循環比Λに
比べ循環比λが非常に小さいと予想される。実際に、λ=0.053、Λ=0.550であ
った。この結果より、E.coliの遺伝子制御ネットワーク上の情報流はほぼ勾配流
に特化しているといえる。この結果は、遺伝子制御ネットワークの第一義的な
機能はフィードフォワード的に環境シグナルを転写応答へと一方向に中継する
ことである(Albert, 2005)という見方に整合的である。 
	 スモールワールドトポロジーの情報流への影響については、WS モデルでの
RTNのダイナミクスによる情報流を、組み合わせ的ホッジ分解を用いて勾配流、
調和流、回転流の 3 つの互いに直交な成分に分解し、その構造を解析した。解
析結果を見ると、構造比については、拡張サイクルに近いネットワークでは局
所的な循環を支援する回転流の構造比がより大きな容量を持ち、一方でエルデ
シュとレーニのランダムネットワークに近いネットワークでは大域的な循環を
支援する調和流の構造比が大きな容量を持った。調和流、回転流の相対的な強
さについては、RTN によって発生する情報流によって、ある p の値の範囲で、
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循環流における優勢な成分が促進された(図 12)。さらに、調和流と回転流の合
計である循環流がスモールワールドの領域で最大値をとった(図 13)。このこと
から、スモールワールドのトポロジーがネットワーク上のダイナミクスで発生
する情報伝達の循環を促進していると考えられる。 
	 文献(Sporns and Zwi, 2004; Downes et al., 2012)によると、スモールワール
ドのトポロジーは情報処理の統合と分離のバランスに関連しているとされてき
た。この観点から、本論文での結果について次のことが言える。調和流は情報
流の大域的循環の要素を反映し、情報処理の大域的な統合に関係している。一
方で回転流は情報流の局所的循環を反映し、情報処理の局所的な分離に関係し
ている。調和流、回転流の合計 λはスモールワールドの領域で最大値をとるが、
これはスモールワールドで得られる情報処理の統合と分離のバランスを反映し
ているとみられる。λが最大値をとる pは、スモールワールドの領域内でよりラ
ンダム側にずれている傾向がある。本論文での結果は総合データを基にしてい
るが、この結果は現実世界でのいくつかの脳内ネットワークで、スモールワー
ルド性が最大とならずによりランダムなスモールワールドとなる(Muller et al., 
2014)結果の解釈に新たな見方を与えることができるといえる。ともかく、ネッ
トワーク上のダイナミクスを考慮することは、ネットワークのトポロジーによ
る機能を評価するうえで重要である。 
	 人工ニューラルネットワークの性能におけるスモールワールドトポロジーの
もたらす影響について、これまで以下のような研究がなされてきた。Kim(2004)
や Oshima and Odagaki(2007)は、WSモデルにおいてネットワークがランダム
になるほどホップフィールドネットワークの記憶容量が促進されることを示し
た。しかし、線虫の一種の Caenorhabditis elegans(Varshney et al., 2011)の神
経ネットワークはスモールワールドネットワークであり、完全にランダムなネ
ットワーク(Kim 2004; Oshima and Odagaki 2007)よりも記憶容量は小さかっ
た。自然選択において最高の機能を発揮するネットワークのトポロジーが選ば
れない理由は何か？彼らは要因の一つに、数値実験では考慮しなかった空間的
に長距離な結合を繋ぐのにかかるコストがあると論じている。クラスター化が
高いと記憶容量が小さくなる理由については、まだはっきりとわかっていない。
しかし、記憶容量は脳内ネットワークの多くの機能の中の一つである。特に、
パターンはネットワーク全体に分散されたシナプスの強さとして保存されるこ
とから、記憶容量はネットワークの大域的な機能であるといえる。これとは対
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照的に、我々の解析ではより具体的ではないが、大域的な機能と局所的な機能
の両方を考慮に入れた。我々は、情報流の構造での短い平均距離の影響だけで
なく高いクラスター化による影響も特定した。 
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5. 結論 
今回のネットワークモデルによる数値シミュレーションによって、複雑ネット
ワーク上での情報流を組合せ的ホッジ理論に基づいて各成分へ分解して解析す
ることが、ネットワーク構造の持つ情報伝達の特徴を表す上で有効な手段とな
るという結果が得られた．これは、これまでの先行研究で実験や観測によって
得られた結果の特徴などから考察されてきた結論に対して、情報理論の立場か
らの意味付けができると思われる。 
	 今後の研究課題としては、第一に、本手法を数理モデルで次数相関やネット
ワークモチーフ、コミュニティ構造といった様々なネットワーク構造の情報流
への影響を調べることが挙げられる。第二に、複数電極による記録技術の進歩
により利用可能となっている脳内ネットワークでの多変数の時系列データの解
析へも応用できる。これらの研究を推し進めることで、本手法の適用可能性と
限界が明らかになるであろう。 
 37 
 
6. 参考文献 
Albert, R. “Scale-free networks in cell biology.” J. Cell Sci., 118:4947–4957, 
2005. doi: 10.1242/jcs.02714 
 
Albert, R. and Barabási, A.-L. “Statistical mechanics of complex networks.” 
Rev. Mod. Phys., 74:47–97, 2002. doi: 10.1103/RevModPhys.74.47 
 
Aldana, M., Balleza, E., Kauffman, S., and Resendiz, O. “Robustness and 
evolvability in genetic regulatory networks.” J. Theor. Biol., 245:433–448, 
2007. doi: 10.1016/j.jtbi.2006.10.027 
 
Barabási, A.-L. and Albert, R. “Emergence of scaling in random networks.” 
Science 286, 509–512, 1999. doi: 10.1126/science.286.5439.509 
 
Barahona, M. and Pecora, L. M. “Synchronization in small-world systems.” 
Phys. Rev. Lett. 89:054101, 2000. doi: 10.1103/PhysRevLett.89.054101. 
 
Barnett, L., Lizier, J. T., Harré, M., Seth, A. K., and Bossomaier, T. 
“Information flow in a kinetic Ising model peaks in the disordered phase.” 
Phys. Rev. Lett., 111:177203, 2013. doi: 10.1103/PhysRevLett.111.177203 
 
Barrat, A., Barthélemy, M., and Vespignani, A. “Dynamical Processes on 
Complex Networks.” Cambridge: Cambridge University Press, 2008. doi: 
10.1017/CBO9780511791383 
 
Barrat, A. and Weigt, M. “On the properties of small-world network models.” 
Eur. Phys. J. B 13, 547–560. doi: 10.1007/s100510050067, 2000 
 
Bassett, D. and Bullmore, E. “Small-world brain networks.” Neuroscientist 
12, 512–523, 2006. doi: 10.1177/1073858406293182 
 
Boccaletti, S., Latora, V., Moreno, Y., Chavez, M., and Hwang, D.-U. 
 38 
“Complex networks: Structure and dynamics.” Phys. Rep., 424:175–308, 2006. 
doi: 10.1016/j.physrep.2005.10.009 
 
Bullmore, E. and Sporns, O. “Complex brain networks: graph theoretical 
analysis of structural and functional systems.” Nat. Rev. Neurosci. 10, 
186–198, 2010. doi: 10.1038/nrn2575 
 
Cohen, R. and Havlin, S. “Scale-free networks are ultrasmall.” Physical 
Review Letters, Vol. 90, article No. 058701, 2003. doi: 
10.1103/PhysRevLett.90.058701 
 
Chialvo, D. R. “Emergent complex neural dynamics.” Nat. Phys. 6, 744–750, 
2010. doi: 10.1038/nphys1803 
 
Cover, T. M., and Thomas, J. A. “Elements of Information Theory.” Hoboken, 
NJ: John Wiley & Sons, Inc, 1991. doi: 10.1002/0471200611 
 
Derrida, B., and Pomeau, Y. “Random networks of automata: a simple 
annealed approximation.” Europhys. Lett. 1, 45–49, 1986. doi: 
10.1209/0295-5075/1/2/001 
 
Downes, J. H., Hammond, M. W., Xydas, D., Spencer, M. C., Becerra, V. M., 
Warwick, K., et al. “Emergence of a small-world functional networks in 
cultured neurons.” PLoS Comput. Biol. 8:e1002522, 2012. doi: 
10.1371/journal.pcbi. 1002522 
 
Erdös, P. and Rényi, A., “On random graphs Ⅰ.” Publicationes 
Mathematicae 6, 290-297, 1959. 
 
Fornito, A., and Bullmore, E. T. “Connectomics: a new paradigm for 
understanding brain disease.” Eur. Neuropsychopharmacol. 25, 733–748, 
2015. doi: 10.1016/j.euroneuro.2014.02.011 
 
 39 
Gershenson, C. “Phase transitions in random Boolean networks with 
different updating schemes.” arXiv:nlin/0311008v1, 2003. 
 
Hlaváˇcková-Schindler, K., Paluš, M., Vejmelka, M., and Bhattacharya, J. 
“Causality detection based on information-theoretic approaches in time 
series analysis.” Phys. Rep. 441, 1–46, 2007. doi: 10.1016/j.physrep. 
2006.12.004 
 
Humphries, M. D., and Gurney, K. “Network ‘Small-World-Ness’: a 
quantitative method for determining canonical network equivalence.” PLoS 
ONE 3:e0002051, 2008. doi: 10.1371/journal.pone.0002051 
 
Jiang, X., Lim, L.-H., Yao, Y., and Ye, Y. “Statistical ranking and 
combinatorial Hodge theory.” Math. Program., Ser. B, 127:203–244, 2011. doi: 
10.1007/s10107-010-0419-x 
 
Kim, B. J. “Performance of networks of artificial neurons: the role of 
clustering.” Phys. Rev. E 69:045101(R), 2004. 
doi:10.1103/PhysRevE.69.045101 
 
Kürten, K. E. “Critical phenomena in model neural networks.” Phys. Lett. A 
129, 157–160, 1988. doi: 10.1016/0375-9601(88)90135-1 
 
Lago-Fernández, L. F., Huerta, R., Corbacho, F., and Sigüenza, J. A. “Fast 
response and temporal coherent oscillations in small-world networks.” Phys. 
Rev. Lett. 84, 2758–2761, 2000. doi: 10.1103/PhysRevLett.84.2758 
 
Latora, V., and Marchiori, M. “Efficient behavior of small-world networks.” 
Phys. Rev. Lett. 87:198701, 2001. doi: 10.1103/PhysRevLett.87.198701 
 
Lizier, J. T., Pritam, S., and Prokopenko, M. “Information dynamics in 
small-world Boolean networks.” Artif. Life 17, 293–314, 2011. doi: 
10.1162/artl_a_00040 
 40 
 
Markov, N. T., Ercsey-Ravasz, M., Van Essen, D. C., Knoblauch, K., 
Toroczkai, Z., and Kennedy, H. “Cortical high-density counterstream 
architectures.” Science 342:1238406. doi: 10.1126/science.1238406, 2013 
 
Miura, K., and Aoki, T. “Hodge-Kodaira decomposition of evolving neural 
networks.” Neural Netw. 62, 20–24, 2015a. doi: 10.1016/j.neunet.2014.05.021 
 
Miura, K., and Aoki, T. “Scaling of Hodge-Kodaira decomposition 
distinguishes learning rules of neural networks.” IFAC-PapersOnLIne 48, 
175– 180, 2015b. doi: 10.1016/j.ifacol.2015.11.032 
 
Muller, L., Destexhe, A., and Rudolph-Lilith, M. “Brain networks: small- 
worlds, after all?” N. J. Phys. 16:105004, 2014. doi: 
10.1088/1367-2630/16/10/105004 
 
Newman, M. E. J., Strogatz, S. H., and Watts, D. J. “Random graphs with 
arbitrary degree distributions and their applications.” Physical Review E, 
Vol. 64, article No. 026118, 2001. doi: 10.1103/PhysRevE.64.025102 
 
Newman, M. E. J. “The structure and function of complex networks.” SIAM 
Review, 45:167–256, 2003. doi: 10.1137/S003614450342480 
 
Newman, M. E. J. “Networks: An Introduction.” Oxford Univ. Press Inc., 
New York, 2010. doi: 10.1093/acprof:oso/9780199206650.001.0001 
 
Oshima, H., and Odagaki, T. “Storage capacity and retrieval time of 
small-world neural networks.” Phys. Rev. E 76:036114, 2007. doi: 
10.1103/PhysRevE.76.036114 
 
Poli, D., Pastore, P. V., and Massobrio, P. “Functional connectivity in in vitro 
neuronal assemblies.” Front. Neural Circuits 9:57, 2015. doi: 
10.3389/fncir.2015.00057 
 41 
 
Ribeiro, A. S., Kauffman, S. A., Lloyd-Price, J., Samuelsson, B., and Socolar, 
J. E. S. “Mutual information in random Boolean models of regulatory 
networks.” Phys. Rev. E, 77:011901, 2008. doi: 10.1103/PhysRevE.77.011901 
 
Rohlf, T. “Critical line in random-threshold networks with inhomogeneous 
thresholds.” Phys. Rev. E, 78:066118, 2008. doi: 10.1103/PhysRevE.78.066118 
 
Rohlf, T. and Bornholdt, S. “Criticality in random threshold networks: 
annealed approximation and beyond.” Physica A, 310:245–259, 2002. doi: 
10.1016/S0378-4371(02)00798-7 
 
Salgado, H., Peralta-Gil, M., Gama-Castro, S., Santos-Zavaleta, A., 
Muniz-Rascado, L.,Garcia-Sotelo, J. S., Weiss, V., Solano-Lira, H., 
Martinez-Flores, I., Medina-Rivera, A., Salgado-Osorio, G., 
Alquicira-Hernandez, S., Alquicira-Hernandez, K., Lopez-Fuentes, A., 
Porron-Sotelo, L., Huerta, A. M., Bonavides-Martinez, C., Balderas-Martinez, 
Y. I., Pannier, L., Olvera, M., Labastida, A., Jimenez-Jacinto, V., 
Vega-Alvarado, L., del Moral-Chavez, V., Hernandez-Alvarez, A., Morett, E., 
and Collado-Vides, J. “RegulonDB v8.0: omics data sets, evolutionary 
conservation, regulatory phrases, cross-validated gold standards and more.” 
Nucl. Acids Res., 41:D203–D213, 2013. doi: 10.1093/nar/gks1201 
 
Schreiber, T. “Measuring information transfer.” Phys. Rev. Lett., 85: 461–464, 
2000. doi: 10.1103/PhysRevLett.85.461 
 
Sporns, O., and Zwi, J. D. “The small world of the cerebral cortex.” 
Neuroinformatics 2, 145–162, 2004. doi: 10.1385/NI:2:2:145 
 
Szejka, A., Mihaljev, T., and Drossel, B., “The phase diagram of random 
threshold networks.” N. J. Phys. 10:063009, 2008. doi: 
10.1088/1367-2630/10/6/063009 
 
 42 
Telesford, Q. K., Joyce, K. E., Hayasaka, S., Burdette, J. H., and Laurienti, P. 
J. “The ubiquity of small-world networks.” Brain Connect. 1, 367–375, 2011. 
doi: 10.1089/brain.2011.0038 
 
Varshney, L. R., Chen, B. L., Paniagua, E., Hall, D. H., and Chklovskii, D. B. 
“Structural properties of the Caenorhabditis elegans neuronal network.” 
PLoS Comput. Biol. 7:e1001066, 2011. doi: 10.1371/journal.pcbi.1001066 
 
Watts, D. J. and Strogatz, S. H. “Collective dynamics of ‘small-world’ 
networks.” Nature 393: 440–442, 1998. doi: 10.1038/30918 
 
 
