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Abstract
The purpose of this note is to generalise several known results for
Seiberg Witten equations to generalised Seiberg Witten equations. The
results include the following three parts: Firstly, we establish the Kuran-
ishi charts for the moduli space of generalised Seiberg Witten equations.
Secondly, we study the sectional curvature of the part of the moduli space
where is smooth. Finally, we establish a local convergence result for the
generalised harmonic spinors with uniform L2 norm. The harmonic spinors
are solutions to the generalised Dirac equation, which is a special case of
the generalised Seiberg Witten equations. Given a sequence of generalised
harmonic spinors with uniform L2 bound, then we show that there exists
a convergence subsequence over the region where the images of harmonic
spinors stay away from the singularity of Swann bundle.
1 Introduction
Let (X, gX ) be a Riemannian closed 4-manifold. Fix a Spin
c structure Q → X, the
Seiberg Witten equations are introduced by E.Witten [15]. Latter, C. H. Taubes and
V. Y. Pidstrygach generalises the equations to more general settings [11], [8]. Such
equations are called generalised Seiberg Witten equations, abbreviated as GSW.
In the classical case, a solution to the Seiberg Witten equations consists of a pair
(A, u), whereA is a Spinc connection and u is a section of the associated bundleQ×Spinc
H. Here H is the space of quaternions. The idea behind the generalisation is shown in
the following two aspects. Firstly, the Spinc group is replaced by a more general Lie
group, which is so-called SpinG group, here G can be any fixed compact Lie group.
Secondly, the fiber H of the associated bundle is replaced by a hyperKa¨hler manifold
with certain symmetries. Such a manifold is called target manifold. In particular, u is
a section of a fiber bundle and the fiber is not necessary to be vector space.
By suitable choice of G andM , the GSW recovers various known equations in gauge
theory.(Cf. Section 5.2 of [4]) In the cases that M are H modules, based on Taubes’
method in [12], several compactness results are established by many authors, eg. [7],
[18], [13], etc. For the general cases, other aspects of GSW have been studied by many
mathematicians as well, eg. [6], [2], [14], etc.
The purpose of this note is to generalise several known results for Seiberg Witten
equations to GSW. The main results include the following three parts:
Firstly, we establish the Kuranishi charts for the moduli space of GSW. The proof
of this part is essentially the same as the classical case.
Secondly, we study the Riemannian geometry near the smooth points of the moduli
space. Near the smooth points, the moduli space admits a natural metric which is
defined by L2 norm. In addition, there is a torsion-free connection compatible with
this metric. We give a description of the sectional curvature, which is a generalisation
of the results in [1].
Finally, we consider the compactness problem for the simplest case that the Lie
group G is zero dimension and the target manifold is a Swann bundle. The Swann
bundle is a metric cone over a 3-Sasaki manifold. Note that the GSW is reduced to a
single generalised Dirac equation in these cases. Our method is based on the Heniz trick
argument in [17]. The argument shows that if certain energy function is sufficiently
small over a small ball, then a C1-norm bound of the harmonic spinors can be achieved
in a slightly smaller concentric ball. We also use the monotonicity property of frequency
function (Cf. [12], [7] and [13]) to prove that such an energy function is small away
from the singularity of the metric cone. These lead to the local convergence result. The
idea of the proof is briefly summarised in Section 6.
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2 Preliminaries
Before we state the main results, let us introduce some essential definitions in this
section. Most of what follows here paraphrase parts of the accounts in [10], [3] and [4].
2.1 SpinG group and SpinG structure
Let G be a compact Lie group and ε be a central element of G satisfying ε2 = 1. The
SpinG group is defined by
SpinGε (m) =
Spin(m)×G
< −1, ε > .
Here are some examples of SpinG group: Spin
U(1)
−1 (m) = Spin
c(m), SpinZ2−1(m) =
Spin(m) and Spin
{e}
−1 (m) = SO(m). We focus on the cases that m = 3 or m = 4, and
we denote the SpinGε (m) group by H.
Definition 2.1. Let PSO(4) be the frame bundle of X and PG¯ → X be a principal G¯
bundle, where G¯ = G{1,ε} . A Spin
G
ε (4) structure is a principal Spin
G
ε (4) bundle Q→ X
which is an equivariant double cover of PSO(4)×X PG¯ → X with respective to the double
cover in the following exact sequence
1→ Z2 → SpinGε (4)→ SO(4)× G¯→ 1.
2.2 HyperKa¨hler manifold and permuting action
A hyperKa¨hler manifold is a Riemannian manifold (M,gM ) endowed with a triple of
complex structures {Ii}3i=1 which satisfy the quaternionic relations. Also, the metric
and these complex structures form a triple of Ka¨hler structures. Define the scalar
product by
I :H→ EndTM
ζ = h0 + h1i+ h2j + h3k → Iζ = h0IdTM + h1I1 + h2I2 + h3I3.
(1)
Then we can think of the tangent bundle TM as a bundle of H-modules. Observse that
Iζ is still a complex structure whenever |ζ| = 1.
Definition 2.2. Let (M,gM , I1, I2, I3) be a hyperKa¨hler manifold with isometric Sp(1)
action. The Sp(1) action is called permuting if
dqIζdq
−1 = Iqζq¯,
for any q ∈ Sp(1) and ζ ∈ ImH with |ζ| = 1.
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Convention 1. The hyperKa¨hler form ω ∈ Ω2(M, sp(1)∗) is defined by ωζ = gM (·, Iζ ·).
Assume that M admits a hyperKa¨hler G-action, i.e., it preserves the metric and
complex structures. Then a hyperKa¨hler moment map is a G-equivariant map µ :M →
sp(1)∗ ⊗ g∗ such that
< dµ, ζ ⊗ ξ >= ι
K
M,G
ξ
ωζ , (2)
where ζ⊗ξ ∈ sp(1)⊗g and KM,Gξ |m = ddtexp(tξ) ·m|t=0 is the fundamental vector field.
Now (M,gM , I1, I2, I3) admits a permuting Sp(1)-action and a hyperKa¨hler G-
action. We hope that the action Sp(1) × G can descend to a SpinG action on M .
To this end, we make the following assumptions. Firstly, the G-action commutes with
the Sp(1) action. Secondly, let ε be a central element of G satisfying ε2 = 1 as be-
fore, we require that the element (−1, ε) ⊂ Sp(1) × G acts trivially on M . Under
these assumptions, the Sp(1) × G action descends to a SpinGε (3) = Sp(1)×G<−1,ε> action.
This action is called permuting SpinGε (3) action. A Spin
G
ε (4) action is called per-
muting if it is induced by a permuting action of SpinGε (3) via the homomorphism
SpinGε (4)→ SpinGε (4)/Sp−(1) ⋍ SpinGε (3).
Convention 2. In the rest part of this note, we always assume that the hyperKa¨hler
manifold (M,gM , I1, I2, I3) admits a permuting Spin
G
ε (4) action.
2.3 HyperKa¨hler potenial
Let (M,gM , I1, I2, I3) be a hyperKa¨hler manifold with permuting Spin
G
ε (4) action as
before. We define a map χ : sp(1)⊗ sp(1)→ Γ(M,TM) by
ζ ⊗ ζ ′ → −Iζ′KM,Sp(1)ζ .
We decompose χ into χ0 +χ1 + χ2, where χ0 = −13
∑3
l=1 IlK
M,Sp(1)
ζl
is its diagonal, χ1
is its antisymmetric part and χ2 is its trace-free symmetric part.
A function ρ ∈ C∞(M,R) is called hyperKa¨hler potential if it satisfies dIζdρ = 2ωζ
for any ζ ∈ sp(1) with |ζ| = 1. The following lemma gives a sufficient condition of the
existence of hyperKa¨hler potential.
Lemma 2.3 (Lemma 3.2.3 of [10]). Let M be a hyperKa¨hler manifold with permuting
Sp(1)-action. Suppose that χ2 = 0, then there is a unique hyperKa¨hler potential ρ0
such that
ρ0 =
1
2
gM (χ0, χ0), and |gradρ0| = 2ρ0.
Convention 3. The choice of hyperKa¨hler potential is not unique. We fix the choice
provided by the above lemma throughout.
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A typical example of hyperKa¨hler manifold with permuting Sp(1) or SO(3)-action
and vanishing χ2 is the Swann bundle U(N), where U(N) is a fiber bundle over N and
N is a quaternionic Ka¨hler manifold with positive scalar curvature. The fiber of U(N)
is H∗/Z2. In this case, the hyperKa¨hler potential is ρ0 =
1
2r
2, where r is the radial
coordinate of H∗. By Remark 3.5.2 of [10], the Swann bundle can be alternatively
written as
U(N) = (0,∞)r × C (N) (3)
with metric gU(N) = dr
2 + r2gC (N), where C (N) is a Sp(1) or SO(3) principal bundle
over N . We remind the reader that the Swann bundles U(N) usually is not complete.
For more details about the construction of U(N) and its properties, we refer the reader
to [9] and Section 3.5 of [10].
2.4 Clifford multiplication
In dimension four, there are two SpinG spaces, denoted by E±. They are respectively
analogy of the Spinc bundles S+ and S−. Both of them are a copy of TM while
admitting different SpinGε (4) actions. Let [q+, q−, g] ∈ SpinGε (4) and v ∈ TM . The
SpinGε action on E
+ is given by
[q+, q−, g] · v = (q+)∗g∗(v).
On the other hand, the SpinGε action over E
− is
[q+, q−, g] · v = Iq−Iq+(q+)∗g∗(v).
The Clifford multiplication is a SpinGε (4)-equivariant map
c4 :R
∗
⋍ H→ End(E+ ⊕E−)
gR4(h, ·)→
(
0 −Ih¯
Ih 0
)
.
(4)
2.5 Generalised Dirac operator
Recall that we set H = SpinGε (4). Let N = C∞(Q,M)H be the space of H-equivariant
maps from Q to M . Note that this is nothing but just the space of sections of the
associated bundleM = Q×H M . An element of N is referred to as spinor.
Note that the Lie algebra of SpinG group can be decomposed as LieH = so(m)⊕g.
Let A denote the space of connections on π : Q → X whose so(m) component is
induced by Levi-Civita connection, i.e.,
A = {A ∈ A(Q)|prso(m) ◦A = π∗SO(m)ϕX},
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where ϕX denotes the Levi-Civita connection of PSO(m) → Z. This is an affine space
over Ω1(Q, g)Hhor = Ω
1(X,Adg), where Adg is the associated bundle Q×Ad g.
Fix a connection A ∈ A, for any u ∈ N , the covariant derivative dA : N →
C∞(Q, (R4)∗ ⊗ TM)H is defined by
< dAu,w > |p = du(w˜(p)),
where w ∈ R4, w˜ is any horizontal lift of w. Besides, we also define a variant of the
covariant derivative as follows:
dTMA :C
∞(Q,TM)H → C∞(Q, (R4)∗ ⊗ TM)H
< dTMA v,w > |p = K ◦ dv(w˜(p)),
(5)
where K : TTM → TM is the connector induced by Levi-Civita connection ∇M . When
we restrict our attendtion to a spinor u, then dTMA descends to a covariant derivative
(still denoted by dTMA ) on the vector bundle π!u
∗TM = u∗TM/H in the usual sense.
(Cf. Remark.4.3.3 of [4])
Similar to the usual case, the generalised Dirac operator is defined by the composi-
tion of the Clifford multiplication c4 and the covariant derivative, i.e., DAu = c4 ◦ dAu.
Definition 2.4. A spinor u ∈ Γ(X,M) such that DAu = 0 is called harmonic spinor.
2.6 Generalised Seiberg Witten equations
Let (X, gX ) be a closed 4-manifold andQ→ X be a SpinG structure. Let (M,gM , I1, I2, I3)
be a hyperKa¨hler manifold with permuting SpinG action and µ : M → sp(1)∗ ⊗ g∗ be
the moment map.
We define a map Φ4 : N → C∞(Q,Λ2+R4 ⊗ g)H by
< Φ4(u), ηl ⊗ ξ >gX⊗gg=< µ(u), ζl ⊗ ξ >,
where {ηl}3l=1 and {ζl}3l=1 are respectively orthonormal basis of Λ2+R4 and sp(1)∗.
Let C = A×N , it is called configuration space. Let G = C∞(Q,G)H be the gauge
group. For any g ∈ G, the gauge action is defined by
g · (A, u) = (g∗A,Lg−1u) = (Adg−1(p)(A|p) + g∗η|p, Lg−1u),
where η ∈ Ω1(G, g)G is the left-invariant Maurer-Cartan form on G and Lg denotes the
left G-action. In most of the time, we write Lg−1u as g
−1 · u. A configuration (A, u) is
solution to GSW if it satisfies the following equations
DAu = 0,F+a +Φ4(u) = η, (6)
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where η ∈ Ω2+(X,Adz) is a perturbation and z is the fixed point set of the adjoint
action of G on g. By Proposition 4.2.8 of [3], the GSW is gauge invariant.
Convention 4. We fix a G-invariant metric gg over the Lie algebra g throughout.
3 Main results
Now we introduce the main results of this note.
Theorem 1. Assume that the moduli space of the GSW, M, is a smooth manifold
of expected dimension. Then M admits natural quotient L2 metric. The sectional
curvature of those metrics is explicitly given in terms of Riemannian curvature of M ,
the Green operators of the deformation complex of GSW and the Hessian of nonlinear
Dirac operator and moment map.
Remark 1. In fact, the conclusion of Theorem 1 is local. If M is not a smooth
manifold, but M contains a smooth point. Then the statement is still true for a small
neighbourhood of the smooth point.
The following theorem concerns the behavior of a sequence of harmonic spinors
{un}∞n=1 with uniform bound
∫
X
ρ0 ◦ un ≤ c0. When M = Hn, this condition is
equivalent to a uniform bound on the L2-norm of harmonic spinors.(Cf. Example 3.2.8
of [3].)
Theorem 2. Suppose that the Lie group G is zero dimension and (M,gM , I1, I2, I3) is
a hyperKa¨hler manifold with χ2 = 0. Let ρ0 be the unique hyperKa¨hler potential. Let
{un}∞n=1 be a sequence of harmonic spinors with uniform L2 bound, i.e. DAun = 0 and∫
X
ρ0 ◦ un ≤ c0. Let X ′ ⊂ X be an open codimension zero submanifold of X. Assume
that there exists a constant c1 > 0 such that lim
n→∞
inf
X′
ρ0 ◦ un ≥ c−11 , then there exists
a subsequence of {un}∞n=1 that converges C∞loc to a spinor u over X ′. In particular,
DAu = 0 over X
′.
Remark 2. The submanifold X ′ is possibly empty. For example, if lim
n→∞
∫
X
ρ0◦un = 0,
then we cannot find such a submanifold X ′. One can define a L∞ function ρ by the
rule that ρ(x) = lim
n→∞
ρ0 ◦ un(x). Then X ′ has to lie outside ρ−1(0).
Similar to Proposition 2.1 of [12], {ρ0 ◦un}∞n=1 converges weakly to ρ in L21 topology
and strongly in Lp topology (1 ≤ p < ∞). The proof of Proposition 2.1 of [12] only
relies on the priori estimates and the Weitzenbo¨ck formula. The relevant estimates
and formula are true in our setting (See Section 6), thus the argument can be applied
to our case equally well, we do not repeat them here. If c0 ≥
∫
X
ρ0 ◦ un ≥ c−10 , then the
Lp convergence implies that
∫
X
ρ ≥ c−10 . In particular, ρ cannot vanish everywhere.
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4 Local structure of the moduli space
In this section, the goal is to establish the deformation complex and Kuranhsi structure
for the moduli space of GSW.
4.1 Sobolev completion
LetM = Q×HM be the associated bundle. EmbedM →֒ RN for some positive integer
N . Then for any section u ∈ Γ(X,M), we can define the Sobolev norm |u|W k,p via the
embedding. Under the identification N = Γ(X,M), we define the Sobolev norm for
elements in N . Let N k,p be the completion of N with respect to the norm | · |W k,p .
Alternatively, N k,p is the subspace of W k,p(Q,M) that consists of the H-equivariant
maps. Similarly, we define the Sobolev completion for the gauge group, denoted by
Gk,p. For more details on the Sobolev completion of maps between manifolds, we refer
the reader to Appendix B of [16].
Convention 5. We denote the Sobolev completion of H-equivariant maps between
manifolds by W k,pH . The Sobolev completion of H-equivariant, horizontal g-valued q
forms is denoted by ΩqH(Q, g)
k,p
hor. We assume that kp > 4 throughout.
By the assumption that kp > 4, N k,p is a Banach manifold and the tangent bundle
TN k,p is given by TuN k,p =W k,pH (Q,u∗TM). (The completeness of (M,gM ) is required
here.) The Lie algebra of Gk,p is W k,pH (Q, g) ∼= Ω0(X,Adg)k,p.
Fix a reference connection A0, identify A with Ω1(Q, g)Hhor ∼= Ω1(X,Adg). Define
Ak,p ∼= Ω1(X,Adg)k,p. Let Ck,p = N k,p ×Ak,p. The gauge group Gk+1,p acts smoothly
on Ck,p. Let Bk,p = Ck,p/Gk+1,p, the usual bootstrapping argument in gauge theory
shows that Bk,p is a Hausdorff space provided that kp > 4.
4.2 Slice of the quotient space
Follow from the definition of gauge action and Lemma 2.1.45 of [3], the linearisation of
the gauge action at (e, (A, u)) is
D(A,u)ξ = (daξ,−KM,Gξ |u). (7)
Here D(A,u) is a map D(A,u) : W
k+1,p
H (Q, g) → Ω1H(Q, g)k,phor ⊕ W k,pH (Q,u∗E+). It is
easy to check that its formal L2 adjoint is D∗(A,u) : Ω
1
H(Q, g)
k,p
hor ⊕W k,pH (Q,u∗E+) →
W k−1,pH (Q, g),
D∗(A,u)(b, v) = d
∗
ab+ duµ
#
ζ (Iζ(v)), (8)
where ζ ∈ sp(1) with |ζ| = 1 and µ# is gg-dual of µ. Note that the term duµ#ζ (Iζ(v))
is independent of ζ.
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Let Stab(A,u) denote the stabiliser of the gauge group at (A, u), i.e., Stab(A,u) =
{g ∈ G|g · (A, u) = (A, u)}.
Lemma 4.1. KerD(A,u) = {ξ ∈ W k+1,pH (Q, g) : daξ = 0, KM,Gξ |u = 0}. More-
over, dimKerD(A,u) is finite and D(A,u) has closed range. If Stab(A,u) = {e}, then
KerD(A,u) = 0.
Proof. By the definition, D(A,u)ξ = 0 if and only if daξ = 0 and K
M,G
ξ |u = 0.
To show that dimKerD(A,u) is finite and D(A,u) has closed range. It suffices to
show that D(A,u) satisfies the following inequality
|ξ|W k+1,p ≤ c0|D(A,u)ξ|W k,p + c0|ξ|Lp . (9)
Note that da : W
k,p(X,Adg) → Ω1(X,Adg)k−1,p is elliptic, thus it satisfies the similar
inequality as (9). Therefore, Inequality (9) is automatically true for D(A,u).
For the last statement, we argue by contradiction. Assume that Stab(A,u) = {e}
and KerD(A,u) 6= 0. For any p ∈ Q and ξ 6= 0 ∈ KerD(A,u), then
d
ds
exp(−sξ(p))u(p) = KM,G
Adexp(−sξ(p))ξ(p)
|exp(−sξ(p))u(p) = KM,Gξ(exp(−sξ(p)·p))|u(exp(−sξ(p)·p)) = 0
d
ds
exp(sξ(p))∗A = Adexp(−sξ(p))(daξ) = 0.
Therefore, exp(sξ) · (A, u) = (A, u) and this contradicts with the assumption.
Definition 4.2. Let Sk,p(A,u) = {(A + b, expu(v))|(b, v) ∈ KerD∗(A,u)}. It is called the
local slice at (A, u).
As the metric gM is G-invariant, the exponential map is G-equivariant. Using this
fact, it is easy to check that Sk,p(A,u) is invariant under the action of Stab(A,u).
Lemma 4.3. Let U ⊂ Sk,p
(A,u)
be a neighbourhood of (A, u). If U is sufficiently small,
then F : U ×Stab(A,u) Gk+1,p → Ck,p is diffeomorphic onto its image, where F is defined
by
F((A+ b, expu(v)), g) = g · (A+ b, expu(v)),
U ×Stab(A,u) Gk+1,p is the product U × Gk+1,p which mods out the action h · ((A +
b, expu(v)), g) = (h · (A+ b, expu(v)), h−1g).
Proof. The proof is the same as the usual case. Here we only sketch the main points.
Note that F is G-equivariant and Stab(A,u)-invariant, turn out the map F is well defined.
The differential of F at ((A, u), e) is d((A,u),e)F((b, v), ξ) = D(A,u)ξ + (b, v), which is
bijective. By implicit function theorem, F is a local diffeomorphism.
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If F : U ×Stab(A,u) Gk+1,p → Ck,p is not diffeomorphic onto its image for any small
U , then we can find two distinct sequences of ((An, un), gn) and ((A
′
n, u
′
n), g
′
n) such
that F((An, un), gn(g′n)−1) = F((A′n, u′n), e) and (An, un), (A′n, u′n) tend to (A, u). The
bootstrapping argument implies that [((An, un), gn(g
′
n)
−1)] and [((A′n, u
′
n), e)] lie inside
a small neighbourhood of [(A, u), e] (Cf. LemmasB.5, B.9 of [16]), which contradicts
with the fact that F is a local diffeomorphism.
Corollary 4.4. If Stab(A,u) = {e}, then a small neighbourhood of [(A, u)] ∈ B can be
identified with a neighbourhood U of Sk,p(A,u). In particular, T[(A,u)]B = KerD∗(A,u).
4.3 Linearisation of GSW
Let πE : Ek−1,p → Ck,p be a vector bundle defined by Ek,p(A,u) = W k−1,pH (Q,u∗E−) ⊕
Ω2+H (Q, g)
k−1,p
hor . Furthermore, note that the vector bundle E is Gk+1,p-equivariant. Let
Fsw(A, u) = (DAu, F+a + Φ4(u)), then it is a section of the bundle πE : Ek,p → Ck,p.
The linearisation of Fsw at (A, u) is
D(A,u)Fsw(b, v) =

D
lin,u
A v + c4(K
M,G
b |u)
d+a b+ duΦ4(v),
(10)
where (b, v) ∈ T(A,u)C(k,p) = Ω1H(Q, g)k,phor ⊕W k,pH (Q,u∗E+) and Dlin,uA v = c4 ◦ dTMA v.
Definition 4.5. The deformation operator of GSW at (A, u) is a map
D(A,u) : Ω
1
H(Q, g)
k,p
hor⊕W k,pH (Q,u∗E+)→W k−1,pH (Q,u∗E−)⊕Ω2+H (Q, g)k−1,phor ⊕W k−1,pH (Q, g)
defined by
D(A,u)(b, v) =


Dlin,uA v + c4(K
M,G
b |u)
d+a b+ duΦ4(v)
d∗ab+ duµ
#
ζ (Iζ(v)).
(11)
Note that D(A,u) is an elliptic operator. In particular, it is Fredholm. We denote
the index of this operator by indD(A,u).
Lemma 4.6. We have Fredholm complex
0→W k+1,pH (Q, g)
D(A,u)−−−−−→ Ω1H(Q, g)k,phor ⊕W k,pH (Q,u∗E+)
D(A,u)Fsw−−−−−−−−→
W k−1,pH (Q,u
∗E−)⊕ Ω2+H (Q, g)k−1,phor → 0.
(12)
This complex is called deformation complex. Its Euler number is −indD(A,u).
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Proof. It is easy to check that D(A,u) and D(A,u)Fsw has closed range. The cohomology
of the complex is
H0(A,u) = KerD(A,u),H
1
(A,u) =
KerD(A,u)Fsw
ImD(A,u)
and H2(A,u) = CokerD(A,u)Fsw.
By Lemma 4.1, H0(A,u) is finite dimension. The decomposition Ω
0(X,Adg)k,p = ImD(A,u)⊕
KerD∗(A,u) implies that H
1
(A,u) = KerD(A,u). Thus H
1
(A,u) is finite dimension as well.
Note that CokerD(A,u) = CokerD(A,u)Fsw ⊕ CokerD∗(A,u), hence H2(A,u) is also finite
dimension.
The remaining task is to prove that D(A,u)Fsw ◦ D(A,u) = 0. This follows from
differentiate the GSW acting by g = exp(tξ) ∈ Gk+1,p. To differentiate the Dirac
equation, we have
0 = K ◦ d
dt
Dexp(tξ)∗A(exp(−tξ)u)|t=0
= K ◦ d
dt
DA(exp(−tξ)u)|t=0 +K ◦ d
dt
c4(K
M,G
exp(tξ)∗A−A|exp(−tξ)u)|t=0
= Dlin,uA (−KM,Gξ |u) + c4(K ◦
d
dt
KM,G
exp(tξ)∗A−A|u|t=0).
(13)
The last equality follows from the fact that c4 is parallel. Let a(t) = (exp(tξ)
∗A−A)(X)
for any horizontal tangent vector X with respect to A. Then a′(0) = daξ(X). By
definition,
d
dt
KM,G
a(t) |u|t=0 =
d
dt
d
ds
exp(sa(t))u |s=0,t=0
= κM
d
ds
d
dt
exp(sa(t))u|t=0,s=0
= κM
d
ds
(dexp(sa(0))Lu)(sa
′(0))|s=0
= κM (deLu)(a
′(0)) = κM
d
ds
exp(sa′(0))u|s=0
= κM ◦KM,Ga′(0),
(14)
where Lu denotes the left G action along u, i.e., Lug = g · u, and κM : TTM →
TTM denotes the canonical flip. By Theorem 2.1.39 of [3], κM ◦ K = K. Hence,
K ◦ d
dt
KM,G
exp(tξ)∗A−A|u|t=0 = KM,Gdaξ |u.
The moment µ is G-equivariant implies that Φ4(g · u) = AdgΦ4(u). Take g =
exp(tξ), then
d
dt
Φ4(exp(tξ)u)|t=0 = d
dt
Adexp(tξ)Φ4(u)|t=0. (15)
By definition, the left hand side is duΦ4(K
M,G
ξ |u), while the right side is adξΦ4(u) =
[ξ,Φ4(u)]. Therefore,
d+a daξ + duΦ4(−KM,Gξ |u) = [F+a , ξ]− [ξ,Φ4(u)] = 0. (16)
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In sum, D(A,u)Fsw ◦D(A,u) = 0 follows from Equations (13), (14) and (16).
The following lemma establish the Kuranishi chart of the moduli space.
Lemma 4.7. There is a Stab(A,u) equivariant map κ : U ⊂ H1(A,u) → H2(A,u) such that
κ−1(0)/Stab(A,u) is homeomorphic to a neighbourhood of [(A, u)] in M.
Proof. Without loss of generality, we identify a neighbourhood of [(A, u)] in B is
Sk,p(A,u)/Stab(A,u). Fix a trivialisation of the bundle π!Ek−1,p over this neighbourhood and
the fiber is Ek−1,p(A,u) . Under these identifications, Fsw : Sk,p(A,u) → Ek−1,p(A,u) is well-defined.
Let Π(A,u) : Ek−1,p(A,u) → CokerD(A,u)Fsw be the L2 projection. Then the linearisation of
the map (1−Π(A,u))◦Fsw at (A, u) is surjective with kernel H1(A,u). By implicit function
theorem, there is a diffeomorphism Φ : U ⊂ H1(A,u) → {(1 − Π(A,u)) ◦ Fsw(0)}−1(0) ⊂
Sk,p
(A,u)
onto its image. The map Φ is Stab(A,u)-equivariant.
Define κ = Π(A,u) ◦ Fsw ◦ Φ : U ⊂ H1(A,u) → H2(A,u). Then Φ(b, v) satisfies the
GSW if and only if (b, v) ∈ κ−1(0). Therefore, κ−1(0)/Stab(A,u) is homeomorphic to a
neighbourhood of [(A, u)] in M.
Definition 4.8. A solution (A, u) to GSW is called regular if H2(A,u) = 0. A point
[(A, u)] in moduli space M is called smooth if its contains a regular representative
(A, u) such that Stab(A,u) is trivial.
If [(A, u)] is a smooth point in the moduli space, then a small neighbourhood of M
can be given the structure of a smooth manifold of dimension indD(A,u).
5 Riemannian geometry of the moduli space
In this section, we study the Riemannian curvature of the moduli space. The moduli
space may not be smooth manifold in general, thus we only compute the curvature
tensor near the smooth points.
Assume that Ck,p∗ is a codimension zero Gk+1,p-invariant submanifold of Ck,p such
that Stab(A,u) = {e} for any (A, u) ∈ Ck,p∗ . For example, we can take Ck,p∗ to be the
image of F|U×Stab(A,u)G in Lemma 4.3 and (A, u) has trivial stabiliser. Note that G
k+1,p
acts freely on Ck,p∗ . Define Bk,p∗ = Ck,p∗ /Gk+1,p, then this is a Banach manifold. By
Corollary 4.4, the tangent space at [(A, u)] ∈ Bk,p∗ is T[A,u]Bk,p∗ = KerD∗(A,u). Let
M∗ = (F−1sw (0) ∩ Ck,p∗ )/Gk+1,p denote the corresponding moduli space.
We briefly summarise the idea here, it is the same as [1] and [5]. Over C, there is
a natural metric defined by L2 norm. Then B∗ inherits a quotient metric such that
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the projection C∗ → B∗ is a Riemannian submersion. We use the ONeill formula for
Riemannian submersions to derive a formula for the sectional curvature of this quotient
metric on B∗. The metric over M∗ is induced from the embedding M∗ →֒ B∗. We
compute the second fundamental form of this embedding and apply Gauss formula to
get the curvature formula for M∗ .
5.1 L2 metric and connection
The natural metric over C is given by
gC((a, v), (b, w))|(A,u) =
∫
X
gM (v,w)+ < a ∧ ∗b >g, (17)
where (a, v), (b, w) ∈ T(A,u)C = Ω1(Q, g)Hhor ⊕ C∞H (Q,u∗E+). The connection ∇C on C
is product of the canonical connection on A and the connection on N . It are defined
as follows. Let V = (b, v) and W = (c, w) be a vector fields over C. Let γ(t) be a path
in A such that γ(0) = A and γ′(0) = c. Then
∇Cγ′(0)V = (
d
dt
b(γ(t))|t=0,K ◦ duv(w)). (18)
This connection is torsion-free and compatible with the metric gC . When we restrict
∇C to subbundle TN , it is torsion-free and metric compatible as well, we denote it by
∇N . For more details, please refer to Appendix of [3].
The gauge action on TC is given by g · (b, v) = (Adg−1(b), (Lg−1)∗(v)). As the
metric gM and < ·, · >g are G-invariant, the metric gC is gauge invariant. Therefore,
gC descends to a unique Riemannian metric gB∗ such that the projection C∗ → B∗ is a
Riemannian submersion. The metric gM∗over M∗ is induced by the natural embedding
M∗ →֒ B∗. The curvature over C, B∗ and M∗ are respectively denoted by RmC , RmB∗
and RmM∗.
5.2 Riemannian curvature of C and B∗
In this section, we compute RmC and RmB∗ .
Lemma 5.1. Let V = (a, v), W = (b, w) and X = (c, x) be vector fields over C. Then
RmC(V,W )X|(A,u) = (0, RmM (vu, wu)xu). (19)
In particular, < RmC(V,W )X,Y > |(A,u) =
∫
X
gM (RmM (vu, wu)xu, yu).
Proof. The tangent bundle of Ck,p is TC = TAk,p ⊕ TN k,p. Obverse that TAk,p is a
trivial bundle with fiber Ω1H(Q, g)
k,p
hor.
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Since the curvature is a tensor, it only depends on the values of V,W,X at (A, u).
Thus we can assume that a, b, c are constant sections over the trivial bundle TAk,p.
By definition, ∇CV∇CWX|(A,u) = (0,K ◦ dK ◦ d(u,w)(dx)(duw(v))). Therefore,
∇CV∇CWX −∇CW∇CVX −∇C[V,W ]X|(A,u)
=(0,K ◦ dK ◦ d(u,w)(dx)(duw(v)) −K ◦ dK ◦ d(u,v)(dx)(duv(w)) −K ◦ dux([v,w]))
=(0, [∇Mv ,∇Mw ]x−∇M[v,w]x)|u
=(0, RmM (vu, wu)xu).
By O’Neil formula, we have
< RmB∗(V,W )W,V > |[(A,u)] =< RmC∗(V˜ , W˜ )W˜ , V˜ > |(A,u) +
3
4
|[V˜ , W˜ ]vert|(A,u)|2,
(20)
where V˜ , W˜ are horizontal lifts of V,W .
The following lemma introduces a LieG valued two form over N .
Lemma 5.2. Define a two form Ω ∈ Ω2(N k,p,W k,pH (Q, g)) by the following relation
< Ωu(wu, vu), ξ >g= gM (∇MwuKM,Gξ |u, vu),
where u is any map in N k,p and vu, wu ∈ TuN k,p =W k,pH (Q,u∗TM).
Proof. Using the fact that gM is H-invariant, then it is easy to check that Ω is H-
equivariant, i.e. Ωh−1u(dLh−1(vu), dLh−1(wu)) = Adh−1(Ωu(vu, wu)) for any h ∈ H.
Ωu(vu, wu) ∈ W k,p follows from Sobolev multiplication theorem. Hence, the definition
makes sense.
Again use the fact that gM is G invariant, we have LKM,G
ξ
gM = 0. By the defi-
nition of Lie derivative, we have gM (−∇Mw KM,Gξ , v) = gM (∇Mv KM,Gξ , w). Hence, Ω is
antisymmetric and it is a two form.
Lemma 5.3. [V˜ , W˜ ]vert|(A,u) = 2D(A,u)G0(A,u)(∗[a ∧ ∗b] + Ωu(w, v)), where G0(A,u) :
W k,pH (Q, g)→W k+2,pH (Q, g) is the Green operator of D∗(A,u)D(A,u).
Proof. Let V˜ = (b, v), W˜ = (c, w) be horizontal lifts of V,W . Let γ(t) = (A(t), u(t)) =
(A + tc, expu(twu)) be a path in C such that γ(0) = (A, u) and γ′(0) = W˜(A,u). By
definition, ∇CWV |(A,u) = (Id⊗K) ddt V˜γ(t)|t=0.
Since V˜γ(t) = (b(t), v(t)) is horizontal, we have D
∗
γ(t)V˜γ(t) = 0. We differentiate this
equation. The differentiation of the first term d∗
a(t)b(t) is given as follows:
d
dt
d∗a(t)b(t)|t=0 = d∗ab′(0)− ∗[a′(0) ∧ ∗b]. (21)
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For any ξ ∈W k,pH (Q, g), then
<
d
dt
du(t)µ
#
ζ (Iζ(v(t)))|t=0, ξ >g
=
d
dt
ωζ(K
M,G
ξ |u(t), Iζv(t))|t=0 = −
d
dt
gM (K
M,G
ξ |u(t), v(t))|t=0
=gM (−∇Mw KM,Gξ , v) + gM (−KM,Gξ ,∇Mw v)
=gM (−∇Mw KM,Gξ , v)+ < duµ#ζ (Iζ(∇Mw v)), ξ >g
= < −Ωu(w, v) + duµ#ζ (Iζ(∇Mw v)), ξ >g .
(22)
Therefore, d
dt
du(t)µ
#
ζ (Iζ(v(t)))|t=0 = −Ωu(w, v) + duµ#ζ (Iζ(∇Mw v)).
According to the above discussion, we have
D∗(A,u)(∇CW˜ V˜ |(A,u)) = ∗[c ∧ ∗b] + Ωu(w, v).
Therefore, ∇C
W˜
V˜ |(A,u) = D(A,u)G0(A,u)(∗[a ∧ ∗b] + Ωu(w, v)) + r, where r ∈ KerD∗(A,u).
Note that the term D(A,u)G
0
(A,u)(∗[c ∧ ∗b] + Ωu(w, v)) is antisymmetric. Therefore, we
have
[V˜ , W˜ ]vert|(A,u) = 2D(A,u)G0(A,u)(∗[c ∧ ∗b] + Ωu(w, v)).
The curvature RmB∗ follows from Equation 20 and Lemma 5.3.
5.3 Riemannian curvature on M∗
Since we already compute the Riemannian curvature of B∗, it suffices to compute the
second fundamental form of M∗ →֒ B∗. The second fundamental form is denoted by Π.
Let V,W ∈ TM∗ ⊂ TB∗. Let V˜ = (b, v), W˜ = (c, w) ∈ TC be horizontal lifts and they
lie inside KerD(A,u). By Gauss formula,
< RmM∗(V,W )W,V >|[(A,u)] =< RmB∗(V,W )W,V > |[(A,u)]
− gB∗(Π(V, V ),Π(W,W ))|[(A,u)] + gB∗(Π(V,W ),Π(V,W ))|[(A,u)].
(23)
Before we compute the second fundamental form, let us introduce the Hessian of
the nonlinear Dirac operator and the map Φ4.
Definition 5.4. 1. Regards DA as a section of the vector bundle W
k−1,p
H (Q,E
−)→
W k,pH (Q,M), the Hessian of DA at u is defined by HessuDA = (∇N )2DA|u.
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2. Let ∇Ω2+ denote the canonical connection over the trivial bundle W k,pH (Q,M) ×
Ω2+H (Q, g)
k,p
hor →W k,pH (Q,M). More precisely, ∇Ω
2+
is defined by
∇Ω2+v η|u =
d
dt
η(u(t))|t=0,
where u(t) is any path passing through u and u′(0) = v. Regards Φ4 as a section
of the trivial bundle, the Hessian of Φ4 is defined by HessuΦ4 = (∇Ω2+)2Φ4|u.
Remark 3. By Lemma 4.6.1 of [10], Dlin,uA v = (∇Nv DA)|u.
The Hessian of DA and Φ4 here are not symmetric in general. However, they are
symmetric along the solutions of GSW.
Lemma 5.5. If (A, u) is a solution to GSW, then HessuDA and HessuΦ4 are sym-
metric.
Proof. For any v,w ∈W k,pH (Q,TM), we haveHessuDA(w, v) = ∇Nw∇Nv DA|u−∇N∇Nw vDA|u.
Therefore,
HessuDA(w, v) −HessuDA(v,w)
=[∇Nw ,∇Nv ]DA|u −∇N[w,v]DA|u
=R∇
N
(w|u, v|u)DAu = 0,
(24)
where R∇
N
is curvature of the connection ∇N .
Similarly, we have
HessuΦ4(v,w) −HessuΦ4(w, v) = R∇Ω
2+
(v,w)Φ4(u) = −R∇Ω
2+
(v,w)F+a . (25)
Since the curvature R∇
Ω2+
is a tensor and F+a can extend to be a constant section over
the trivial bundle W k,pH (Q,M)× Ω2+H (Q, g)k,phor, R∇
Ω2+
(v,w)F+a = 0 by definition.
Lemma 5.6. Π(V,W )|[(A,u)] = −D(A,u)F∗sw◦G(A,u)
(
HessuDA(w, v) + c4(∇Mw KM,Gb ) + c4(∇Mv KM,Gc )
HessuΦ4(v,w) + [c ∧ b]+
)
,
where
G(A,u) : W
k,p
H (Q,u
∗E−)⊕ Ω2+H (Q, g)k,phor →W k+2,pH (Q,u∗E−)⊕ Ω2+H (Q, g)k+2,phor
is the Green function of D(A,u)Fsw ◦D(A,u)F∗sw.
Proof. Let γ(t) = (A(t), u(t)) be a path in F−1sw (0) with γ(0) = (A, u) and γ′(0) =
W˜ |(A,u). Without loss of generality, assume that γ(t) = (A + tc, expu(tw)). Let
(b(t), v(t)) = V˜ |γ(t). Then we have D(A(t),u(t))Fsw(V˜ |γ(t)) = 0 for any t. We differ-
entiate this equation. First of all,
K d
dt
D
lin,u(t)
A+tc v(t)|t=0 = K
d
dt
D
lin,u(t)
A v(t)|t=0 + c4(∇Mv KM,Gc ). (26)
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Recall that DA is a section of vector bundleW
k−1,p
H (Q,E
−)→W k,pH (Q,M). The linear
Dirac operator D
lin,u(t)
A v(t) is (∇Nv(t)DA)|u(t). Therefore,
K d
dt
D
lin,u(t)
A v(t)|t=0 = ∇Nu′(0)(∇Nv(t)DA)|u(t)|t=0 = ∇Nw∇Nv DA|u
=HessuDA(w, v) +∇N∇Nw vDA|u
=HessuDA(w, v) +D
lin,u
A (∇Nw v|u).
(27)
By the fact that c4 is parallel, we have
K d
dt
c4(K
M,G
b(t) |u(t))|t=0 = c4(Id(R4)∗ ⊗K)(
d
dt
KM,G
b(t) |u(t))|t=0
=c4(K
M,G
b′(0) |u) + c4(∇Mw KM,Gb ).
(28)
The differentiation of the second equation is given as follows:
d
dt
d+a+tcb(t)|t=0 = d+a b′(0) + [c ∧ b]+. (29)
According to the definition, duΦ4(v) = ∇Ω2+v Φ4 and
d
dt
du(t)Φ4(v(t))|t=0 = ∇Ω
2+
w ∇Ω
2+
v Φ4|u = HessuΦ4(w, v) +∇Ω
2+
∇Nw v
Φ4|u. (30)
In sum,
D(A,u)Fsw(∇CW˜ V˜ ) +
(
HessuDA(w, v) + c4(∇Mw KM,Gb ) + c4(∇Mv KM,Gc )
HessuΦ4(v,w) + [c ∧ b]+
)
= 0. (31)
Let B(V˜ , W˜ ) denote the second term of Equation (31). ThenDFsw(∇CW˜ V˜ +D(A,u)F∗sw◦
G(A,u)B(V˜ , W˜ )) = 0. Note that D
∗
(A,u) ◦ D(A,u)F∗sw = 0 because of the Fredholm
complex, we can write
∇B∗W V = −D(A,u)F∗sw ◦G(A,u)B(V˜ , W˜ ) + r, (32)
where r ∈ KerD(A,u). Thus the second fundamental form is
Π(V,W ) = −D(A,u)F∗sw ◦G(A,u)B(V˜ , W˜ ).
By Lemma 5.5, the second fundamental form Π is symmetric.
Proof of Theorem 1. Theorem 1 follows from Lemmas 5.1, 5.3, 5.6, and Equations (23),
(20).
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6 A local compactness result for harmonic spinors
In this section, we assume that G is a zero dimensional Lie group. Then the GSW is
reduced to a single nonlinear Dirac equation DAu = 0, where A is the pullback of the
Levi-Civita connection of X. Note that the elliptic regularity implies that the harmonic
spinor is smooth. (Cf. Theorem 5.3.2 of [10]) Besides, we assume that χ2 = 0. Then
M is a Swann bundle admitting a unique hyperKa¨hler potential ρ0. Finally, we assume
that there is a uniform constant c0 > 0 such that
2
∫
X
ρ0 ◦ u =
∫
X
|χ0 ◦ u|2 ≤ c0.
Convention 6. In this section, we use c0 > 0 to denote the uniform constant which
only depends on geometric data. It may be different from line to line.
Under the assumption that χ2 = 0, keep in mind that we have
dAu = d
TM
A χ0 ◦ u. (33)
This is an important property which helps us to reduce the nonlinear differential to
linear differential. For the proof of this formula, please refer to Corollary 4.6.2 of [10].
Definition 6.1. For any orthonormal frame {ei}4i=1 of X, KM,HFA(ei,ej)|u is a vector field
over M . The Ck-norm of KM,HFA |u is defined by
|KM,HFA |u|Ck = sup
i,j
k∑
l=0
l∑
p=0
(|(∇M )pKM,H
(∇A)l−pFA(ei,ej)
|u|,
where ∇M is the Levi-Civita connection of (M,gM ).
Remark 4. Let X ′ be the submanifold in Theorem 2 and assume that inf
X′
ρ0 ◦un ≥ c−11 .
According to (3) and Lemma 6.3, the condition inf
X′
ρ0◦un ≥ c−11 implies that the images
of {un}∞n=1 are contained in a compact subset of M . Therefore, |RmM |un|X′ |Ck +
|KM,HFA |un|X′ |Ck ≤ ck.
Here we summarise the idea of the proof. To this end, let us introduce several
functions as follows: Let δ0 > 0 be the injectivity radius of (X, gX ). Given a monopole
(A, u) and x ∈ X, for r ≤ δ0, define functions
Fx(r) =
1
r2
∫
Br(x)
|dAu|2 and fx(r) =
∫
∂Bx(y)
|χ0 ◦ u|2. (34)
The frequency function is defined by Nx(r) =
r3Fx(r)
fx(r)
. The proof of Theorem 2 is based
on the following observations:
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1. The Weitzenbo¨ck formula leads to a uniform bound on ρ0 ◦ u (See Lemma 6.3).
In particular, the function Fx is controlled by Nx.
2. We show that Fx is almost monotone with respect to r. The Heinz trick and the
monotonicity of Fx imply the following significations: If Fx is sufficiently small
for some r, then we can deduce a uniform bound on |dAu|2 over a ball Br(x). The
bound ensures that we can extract a convergence subsequence of the harmonic
spinors.
3. We show that Nx also satisfies certain monotonicity property. This property
implies that Nx is controlled by (ρ0 ◦ u)−1. By this property, we can get a
uniform bound for |dAu|2 provided that u is away from ρ−10 (0).
6.1 Priori estimates
Now we start to prove Theorem 2. Let us recall the Weitzenbo¨ck formula firstly.
Theorem 6.2 ( Theorem 4.7.1 of [10]). The Weitzenbo¨ck formula for the generalized
Dirac operator:
Dlin,u∗A DAu = d
TM,∗
A dAu+
sX
4
χ0 ◦ u+ Yu(F+A ), (35)
where Yu(F+A ) =
∑3
l=1 IlK
M,H
<F+
A
,ηl>
|u and {ηl}3l=1 are basis of sp(1).
Lemma 6.3. There exists a constant c0 > 0 such that
∫
X
|dAu|2 ≤ c0 and |χ0 ◦u| ≤ c0.
Proof. By the assumptions that g = {0} and χ2 = 0, then Yu(F+A ) = 0. The
Weitzenbo¨ck formula becomes
0 = dTM,∗A d
TM
A χ0 ◦ u+
sX
4
χ0 ◦ u. (36)
Take inner product of Equation (36) with χ0 ◦ u, then we have
1
2
d∗d|χ ◦ u|2 + |dTMA χ0 ◦ u|2 = −
sX
4
|χ0 ◦ u|2. (37)
Integrate Equation (37), then we get∫
X
|dAu|2 =
∫
X
|dTMA χ0 ◦ u|2 =
∫
X
−sX
4
|χ0 ◦ u|2 ≤ c0. (38)
Assume that |χ0 ◦u|2 attends its maximum at p ∈ X. Let Gp be the Green function
of d∗d with pole at p, then
|χ0 ◦ u|2(p) ≤ c0
∫
Br
Gp|χ0 ◦ u|2 + c0
∫
X−Br
Gp|χ0 ◦ u|2 + 1
vol(X)
∫
X
|χ0 ◦ u|2
≤ c0r2|χ0 ◦ u|2(p) + (c0
r2
+
1
vol(X)
)
∫
X
|χ0 ◦ u|2.
Take r > 0 such that c0r
2 = 12 , then we get the sup-norm bound on |χ0 ◦ u|.
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The key point of the proof of Theorem 2 is to use the Heinz trick to deduce a
uniform bound on |dAu|. The Heinz trick that we need is summarised as follows. For
more details about the Heinz trick, we refer the reader to Appendix A of [17].
Proposition 6.4 (Heinz trick). Let f : U ⊂ X → [0,∞) be a nonnegative function.
Suppose that there exists a constant c0 > 0 such that f satisfies the following properties:
1. d∗df ≤ c0(f2 + 1).
2. If Bs(y) ⊂ B r
2
(x), then s−2
∫
Bs(y)
f ≤ c0r−2
∫
Br(x)
f + c0r
2.
Then there exist constants ǫ0 > 0 and δ1 > 0 such that for all r ≤ δ1 and Br(x) ⊂ U
with
ǫ = r−2
∫
Br(x)
f ≤ ǫ0,
we have
sup
B r
4
(x)
f ≤ c0r−2ǫ+ c0r2.
Convention 7. In order to simplify the notation, we assume that δ1 = δ0 all time.
The following two lemmas verify the conditions in Proposition 6.4. They are re-
spectively counterparts of Propositions 2.1 and 3.4 of [17].
Lemma 6.5. Let u be a harmonic spinor. Recall that F is a function defined by
Fx(r) = r
−2
∫
Br(x)
|dAu|2 for r ≤ δ0. Then
∂F
∂r
≥ 2
r2
∫
∂Br
|dA,ru|2 − c0(|KM,HFA |u|+ 1)2F (r)− c0r2. (39)
In particular, if |KM,HFA |u| ≤ c0, then ec0rF (r) + c0r3 is non-decreasing.
Proof. By definition,
∂F
∂r
= − 2
r3
∫
Br
|dAu|2 + 1
r2
∫
∂Br
|dAu|2. (40)
Define a symmetric 2-tensor T = Tijdx
i ⊗ dxj by
Tij =< dA,iu, dA,ju > −1
2
(gX)ij |dAu|2. (41)
Let {xi} be the normal coordinate at p, then the divergence of T at p is
Tij;j = < d
TM
A,j dA,iu, dA,ju > + < dA,iu, d
TM
A,j dA,ju > −δij < dTMA,j dA,ku, dA,ku >
=< dTMA,j dA,iu, dA,ju > − < dA,iu, dTM∗A dAu > − < dTMA,i dA,ku, dA,ku >
=< KM,H
FA(∂j ,∂i)
|u, dA,ju > + < sX
4
χ0 ◦ u, dA,iu > .
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The last step follows from the curvature formula Lemma 2.4.2 of [10]. Therefore,
|divT | ≤ c0(1 + |KM,HFA |u|)|dAu|. (42)
Let r(p) = dist(p, x) denote the distance function, the divergence theorem implies
that ∫
Br(x)
divT (
1
2
∇r2) = r
∫
∂Br
Tijrirj −
∫
Br
< T,
1
2
∇2r2 > .
Note that 12∇2r2 = gX +O(r). Hence∫
Br(x)
divT (
1
2
∇r2) =r
∫
∂Br
T (∂r, ∂r)−
∫
Br
trgXT +O(r)
∫
Br
|T |
=r
∫
∂Br
(|dA,ru|2 − 1
2
|dAu|2) +
∫
Br
|dAu|2 +O(r)
∫
Br
|dAu|2.
(43)
Combine (42) and (43), then we get
∂F
∂r
= − 2
r3
∫
Br(x)
divT (
1
2
∇r2) + 2
r2
∫
∂Br
|dA,ru|2 +O(1)F (r)
≥ 2
r2
∫
∂Br
|dA,ru|2 − c0(|KM,HFA |u|+ 1)2F (r)− c0r2.
(44)
Lemma 6.6. Let u be a harmonic spinor, then
1
2
d∗d|dAu|2 + |dTMA dAu|2 ≤ c0|RmM |u||dAu|4 + c0(1 + |KM,HFA |2C1). (45)
Proof. By Lemmas 2.4.1 and 2.4.2 of [10], we have
dTMA,j d
TM
A,i dA,iu = d
TM
A,i d
TM
A,j dA,iu+K ◦KTM,HFA(∂j ,∂i)|dA,iu +RmM(dA,ju, dA,iu)dA,iu
= dTMA,i (d
TM
A,i dA,ju+K
M,H
FA(∂i,∂j)
|u) +K ◦KTM,HFA(∂j ,∂i)|dA,iu +RmM (dA,ju, dA,iu)dA,iu
= −dTM,∗A dTMA dA,ju+ dTMA,i (KM,HFA(∂j ,∂i)|u) +K ◦K
TM,H
FA(∂j ,∂i)
|dA,iu +RmM (dA,ju, dA,iu)dA,iu
Lemma 2.4.3 of [10] implies that K ◦KTM,H
FA(∂i,∂j)
|dA,iu = ∇MdA,iu(K
M,H
FA(∂i,∂j)
|u). By defini-
tion, dTMA,i (K
M,H
FA(∂j ,∂i)
|u) = ∇MdA,iu(K
M,H
FA(∂j ,∂i)
|u) +KM,H∇A,iFA(∂j ,∂i)|u. Therefore,
dTM,∗A d
TM
A dA,ju = d
TM
A,j d
TM,∗
A dAu− 2∇MdA,iu(KM,HFA(∂i,∂j)|u)−K
M,H
∇A,iFA(∂i,∂j)
|u +RmM (dA,ju, dA,iu)dA,iu.
By Weitzenbo¨ck formula,
dTM,∗A d
TM
A dA,ju = −
1
4
(sX)jχ0 ◦ u− sX
4
dA,ju
− 2∇MdA,iu(KM,HFA(∂i,∂j)|u)−K
M,H
d∗
A
FA(∂j)
|u +RmM(dA,ju, dA,iu)dA,iu.
(46)
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Take inner product of Equation (46) with dAu, then we get
1
2
d∗d|dAu|2 + |dTMA dAu|2
≤c0(1 + |∇MKM,HFA |u|)|dAu|2 + |K
M,H
d∗
A
FA
|u||dAu|+ |RmM |u||dAu|4 + c0|χ0 ◦ u|2.
The conclusion follows from Cauchy Schwarz inequality.
Corollary 6.7. Let u be a harmonic spinor. Assume that |RmM |u|+ |KM,HFA |u|C1 ≤ c0,
then there exists a constant ǫ0 > 0 with the following significants: If Fx(r) ≤ ǫ0, then
sup
B r
4
(x)
|dAu|2 ≤ c0r−2ǫ0 + c0r2.
Proof. Take f = |dAu|2 in Proposition 6.4, the two conditions are ensured by Lemmas
6.5, 6.6. Hence, the result follows directly from Proposition 6.4.
6.2 Frequency function
In this subsection, we use the monotonicity property of the frequency function to show
that Fx(r) is controlled by (ρ0◦u)−1 in some sense. Assume that there exists a constant
c0 > 0 such that |KM,HFA |u|C1 ≤ c0.
Definition 6.8. Let ǫ0 > 0 be the constant given by Heinz trick. For any x ∈ X, define
the critical radius at x by
r(x) = sup{r ∈ (0, δ0]| 1
r2
∫
Br(x)
|dAu|2 ≤ ǫ0}. (47)
Lemma 6.9. Recall that fx(r) =
∫
∂Br(x)
|χ0 ◦ u|2, then
f ′(r) =
3
r
f(r) + 2r2F + 2
∫
Br
(sX
4
|χ0 ◦ u|2
)
+O(r)f(r).
Proof. Note that
f ′(r) =
3
r
f(r) +
∫
∂Br
∂r|χ0 ◦ u|2 +O(r)f(r).
The term O(r)f(r) comes from the nonflatness of the metric gX . By divergence theo-
rem,∫
∂Br
∂r|χ0 ◦ u|2 =
∫
Br
div∇(|χ0 ◦ u|2) = 2
∫
Br
< −dTM∗A dAu, χ0 ◦ u > +|dAu|2
By Weitzenbo¨ck formula (36),∫
∂Br
∂r|χ0 ◦ u|2 = 2r2F + 2
∫
Br
sX
4
|χ0 ◦ u|2
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Corollary 6.10. For any 0 < s < r ≤ δ0, we have
ec0s
2 f(s)
s3
≤ ec0r2 f(r)
r3
. (48)
Also,
∫
Br
|χ0 ◦ u|2 ≤ c0rf(r).
Proof. For any function h, we have
∫
Br
h2 ≤ c0(r2
∫
Br
|dh|2+ r ∫
∂Br
h2).(One can prove
it by integration by part.) Take h = |χ0 ◦ u|, by Kato inequality and Lemma 6.9, we
have
f ′ ≥ 3
r
f − c0rf. (49)
Integrate Inequality (49), then we get (48). Using this monotonicity property, we have∫
Br
|χ0 ◦ u|2 =
∫ r
0
f(s)ds ≤ c0 f(r)
r3
∫ r
0
s3ds ≤ c0rf(r).
Define a nonnegative function κ by the relation κ2 = e−2σr−3f , where
σ(r) =
∫ r
0
1
f(s)
(
∫
Bs
(sX
4
|χ0 ◦ u|2
)
+O(s)f(s))ds.
Note that Corollary 6.10 implies that |σ(r)| ≤ c0r2 and |σ′(r)| ≤ c0r.
The frequency function at x is defined by Nx(r) =
r3Fx(r)
fx(r)
. By Lemma 6.9, it is
straightforward to check that we have the following differential equality
dκ
dr
=
1
r
Nκ. (50)
Lemma 6.11. The frequency function satisfies the following differential inequality:
N ′ ≥ 2e
−2σ
r2κ2
∫
∂Br
|dA,ru− N
r
χ0 ◦ u|2 − c0(|KM,HFA |u|+ 1)2N − c0
r2e−2σ
κ2
.
Proof. By Equation (50) and Lemma 6.5, we have
N ′ =
F ′
κ2
e−2σ − 2Nσ′ − 2N
2
r
≥ 2e
−2σ
r2κ2
∫
∂Br
|dA,ru|2 − c0(|KM,HFA |u|+ 1)2N − c0
r2e−2σ
κ2
− 2Nc0r − 2N
2
r
.
(51)
According to integration by part and Weitzenbo¨ck formula,
N =
e−2σ
r2κ2
∫
Br
|dAu|2 = e
−2σ
r2κ2
∫
∂Br
< χ0 ◦ u, dA,ru > −e
−2σ
r2κ2
∫
Br
sX
4
|χ0 ◦ u|2
=
e−2σ
r2κ2
∫
∂Br
< χ0 ◦ u, dA,ru > +O(r2).
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The term −2N2
r
in (51) equals to −4N2
r
+ 2N
2
r
. Replay −4N2
r
by −4e−2σ
r2κ2
∫
∂Br
<
N
r
χ0 ◦ u, dA,ru > +O(r)N, then we get
N ′ ≥ 2e
−2σ
r2κ2
∫
∂Br
|dA,ru− N
r
χ0 ◦ u|2 − c0(|KM,HFA |u|+ 1)2N − c0
r2e−2σ
κ2
− c0rN.
Lemma 6.12. Let x ∈ X such that ρ0 ◦ u(x) 6= 0. Given ǫ1 > 0, then there exists
cǫ1 > 0 such that for any r ≤ min{
√
ǫ1, cǫ1ρ0 ◦ u(x)}, then Nx(r) ≤ ǫ1.
Proof. Let 0 < r ≤ r0 and ρ = ρ0 ◦ u(x). By the monotonicity property of κ and (50),
we have
∫ r0
r
2N(t)
t
dt = log κ
2(r0)
κ2(r)
≤ log(c0ρ−1). By Lemma 6.11, we have
N(t) ≥ c−10 N(r)− c0ρ−1r20,
for r ≤ t ≤ r0. Therefore,
N(r) ≤ c0 log(c0ρ
−1)
log( r0
r
)
+ c0r
2
0ρ
−1. (52)
If c0ρ
−1 ≤ 1, then we can take r0 = √ǫ1. If c0ρ−1 > 1, we can take r0 be the square
root of ǫ12c0ρ. Then the right hand side of (52) less than ǫ1 if c0
log c0ρ−1
log
r2
0
r2
≤ 14ǫ1. This
implies that r ≤ cǫ1ρ.
Corollary 6.13. Let x ∈ X such that ρ0◦u(x) 6= 0, then r(x) ≥ min{√ǫ1, cǫ1ρ0◦u(x)}.
Proof. By the uniform bound in Lemma 6.3, we have Fx(r) = Nx(r)
f
r3
≤ c0Nx(r).
Take ǫ1 =
ǫ0
c0
, then Lemma 6.12 implies that r(x) ≥ min{√ǫ1, cǫ1ρ0 ◦ u(x)}.
Proof of the Theorem 2. Let {un}∞n=1 be the sequence of harmonic spinors. Suppose
that there is a submanifold X ′ and c1 > 0 such that lim
n→∞
inf
X′
ρ0 ◦ un|X′ ≥ c−11 . After
passing a subsequence, this condition implies that the images of {un|X′}∞n=1 are con-
tained in a compact subset of M and |RmM |un|X′ |+ |K
M,H
FA
|un|X′ |C1 ≤ c0. (See Remark
4. )
For any compact subset K ⊂ X ′, Lemma 6.12 implies that rn(x) ≥ c−1K over K,
where rn(x) is un-version of the critical radius. Then Corollary 6.7 deduces a uniform
bound |dAun|(x) ≤ CK for any x ∈ K.
By Arzela-Ascolli theorem, {un|K}∞n=1 converges C0 to u. Also, {un|K}∞n=1 con-
verges weakly to u in W 1,p topology, for any p. In particular, u satisfies the Dirac
equation and it is smooth. For n ≫ 1, we can write un = expu(vn) for some vn ∈
W 1,p(X,π!u∗TM) and {vn}∞n=1 converges C0 to zero. By elliptic regularity (Cf. The-
orem 5.3.2 of [10]), vn converges C
∞ to zero.
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