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ON THE EXISTENCE OF MINIMAL HEEGAARD
SURFACES
DANIEL KETOVER, YEVGENY LIOKUMOVICH, AND ANTOINE SONG
Abstract. Let H be a strongly irreducible Heegaard surface in a closed
oriented Riemannian 3-manifold. We prove that H is either isotopic to
a minimal surface of index at most one or isotopic to the boundary of
a tubular neighborhood about a non-orientable minimal surface with a
vertical handle attached. This confirms a long-standing conjecture of J.
Pitts and J.H. Rubinstein. In the case of positive scalar curvature, we
show for spherical space forms not diffeomorphic to S3 or RP3 that any
strongly irreducible Heegaard splitting is isotopic to a minimal surface,
and that there is a minimal Heegaard splitting of area less than 4pi if
R ≥ 6.
1. Introduction
Given a surface Σ embedded in a Riemannian three-manifold, it is natural
to ask whether Σ contains a minimal surface representative in its isotopy
class. If Σ is an incompressible surface (pi1-injective) embedded in a 3-
manifold, a result of Meeks-Simon-Yau [19] implies that one can minimize
area in the isotopy class of Σ to obtain a stable (i.e., Morse index 0) minimal
surface.
Many 3-manifolds contain no incompressible surfaces and so it may not
be possible to construct minimal surfaces by minimization techniques. On
the other hand, every three-manifold admits a Heegaard surface and one can
try to represent such a surface by an index 1 minimal surface using min-max
methods.
Roughly speaking, the idea is as follows. A Heegaard splitting determines
a continuous family of surfaces foliating the manifold and whose two ends are
graphs (the spines of the two handlebodies). Taking a sequence of such 1-
parameter smooth families of surfaces {Σit}t∈[0,1] sweeping out the manifold,
which are tighter and tighter in the sense that maxtArea(Σ
i
t) converges
to the infimum possible among such Heegaard sweepouts, one might hope
that a subsequence of surfaces Σjtj converges (in a weak sense) to a minimal
surface. This was carried out by Simon and Smith in the 80s, who proved
(the optimal genus bound was obtained in [11]):
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Theorem 1 (L.Simon and F.Smith (1983)). If H is a Heegaard surface of
genus g in an oriented Riemannian three-manifold, then there exists a se-
quence of surfaces Σi isotopic to H, and pairwise disjoint embedded minimal
surfaces Γ1, ...,Γk as well as positive integers n1, ..., nk so that
(1) Σi →
k∑
j=1
njΓj in the sense of varifolds.
Moreover, there holds
(2)
∑
i∈O
nig(Γi) +
1
2
∑
i∈N
ni(g(Γi)− 1) ≤ g,
where O denotes the subcollection of indices j such that Γj is orientable,
N denotes the subcollection of indices j such that Γj is non-orientable and
g(Γj) denotes the genus of Γj when its orientable, and otherwise the number
of cross-caps one must add in to a sphere to obtain a homeomorphic surface.
Note that the min-max minimal surface produced by Theorem 1 may be
disconnected and some components may have integer multiplicities.
While Theorem 1 implies that every three-manifold contains an embedded
minimal surface, only in the case of the three-sphere does Theorem 1 produce
a minimal surface with prescribed topology, namely, a minimal two-sphere.
Starting with a stabilized Heegaard splitting, one does not expect to obtain
an isotopic minimal surface. For instance, considering genus 1 splittings of
the round three-sphere, Theorem 1 produces a minimal sphere, and not a
torus.
However, in the 80s Pitts-Rubinstein outlined a claim that in the case
when the Heegaard surface H is assumed to be strongly irreducible, one
could rule out degeneration of the min-max sequence.
A Heegaard surface Σ is called strongly irreducible if every closed curve
on Σ bounding an essential disk in one of the handlebodies intersects every
such curve bounding an essential disk in the other handlebody. Strongly
irreducible splittings were introduced by Casson-Gordon [3] who proved that
in non-Haken manifolds, one can always destabilize (or reduce the genus
of) a Heegaard splitting until it is strongly irreducible. In other words,
in non-Haken manifolds an irreducible Heegaard splitting is also strongly
irreducible.
Precisely, Pitts-Rubinstein conjectured ([26, Theorem 1.8])
Conjecture 1 (Pitts-Rubinstein 1980s [26]). Let (M, g) be a closed oriented
Riemannian 3-manifold not diffeomorphic to the 3-sphere and suppose that
there is a strongly irreducible Heegaard splitting H. Then one of the following
holds:
i) H is isotopic to an index 1 or 0 minimal surface
ii) H is isotopic to the boundary of the tubular neighborhood of a non-
orientable minimal surface with a vertical handle attached.
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Let us explain the situation in case ii). Given a non-orientable surface
Γ embedded in a three-manifold consider the ε-tubular neighborhood Tε(Γ)
about Γ. The set Tε(Γ) is a twisted interval bundle over Γ and its boundary
∂(Tε(Γ)) is an orientable surface. The operation of attaching a vertical 1-
handle to ∂(Tε(Γ)) means the following: for some p ∈ Γ and small δ > 0 we
remove from the surface ∂(Tε(Γ)) the two disks given by
(3) D± = {expx∈Γ(±εn(x)) | distΓ(x, p) ≤ δ}
and add in the annulus
(4) A = {expx∈Γ(tn(x)) | distΓ(x, p) = δ and − ε ≤ t ≤ ε},
where n(x) denotes a choice of unit normal near p.
Case ii) can arise already when considering genus 1 splittings of RP3.
After a single neck-pinch on such a Heegaard torus one obtains a two-sphere
bounding a twisted interval bundle over RP2. Since H is a Heegaard surface
it follows that the complement of the non-orientable surface in case ii) of
Conjecture 1 is itself a handlebody. Such a non-orientable surface is called a
one-sided Heegaard splitting, as introduced by Rubinstein (Section 0 in [25]).
An example is RP2 ⊂ RP3 as the complement of RP2 in RP3 is a three-ball.
Since in Theorem 1 the minimal surface obtained by min-max methods
could be broken into several components and thus not isotopic to H, the idea
of Pitts-Rubinstein was to iterate the min-max procedure until the desired
situation occurred. Roughly speaking, their argument was as follows (cf.
[26, Theorem 1.8])). By strong irreducibility, any degeneration of the min-
max sequence could only be along neck-pinches bounding disks in one of
the handlebodies. If this degeneration occurs, one then can remove the
handlebodies bounded by the several minimal surfaces to obtain a manifold
with minimal boundary M ′. As one of the minimal boundary components
should have index 1, one could minimize area for the unstable component
of ∂M ′ into M ′ to get a new manifold M ′′ with stable boundary. One then
applies min-max to M ′′ and iterates. Since M ′′ has stable boundary, and
the min-max limit should have an unstable component, at each stage of
the iteration the manifold shrinks. If the process does not stop, one obtains
infinitely many nested minimal surfaces with bounded genus, which gives rise
to a Jacobi field. If the metric is bumpy (which White proved is a generic
condition) then this gives a contradiction. Thus the process stops after
finitely many steps at a minimal surface isotopic to the Heegaard surface.
The argument sketched by Pitts-Rubinstein was incomplete on two points.
First, they assume that the min-max surface contains the topological infor-
mation of the sweepouts in the sense that it arises from neck-pinch surgeries
on the Heegaard surface. This was proved by the first-named author [11].
Secondly, in order to run the iteration scheme, they suggest to apply the
min-max theorem to a subdomain M ′′ of the manifold with stable minimal
boundary ∂M ′′. The key claim is that one can obtain a minimal surface in
the interior of such a subdomain. This needs to be justified as a min-max
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procedure may just give rise to the boundary ∂M ′′ where some 2-sphere
component may have positive integer multiplicity (see Theorem 10).
In this paper, we complete this second ingredient of Pitts-Rubinstein’s
program and prove their conjecture (and in fact, a bit more):
Theorem 2. Let (M, g) be a closed oriented 3-manifold. Suppose that there
is a strongly irreducible Heegaard splitting H which, in the case where M is
a 3-sphere, is supposed to be a 2-sphere. Then one of the following holds:
i) H is isotopic to a minimal surface Σ1 of index at most one
ii) H is isotopic to the boundary of a tubular neighborhood of a non-
orientable minimal surface Σ2 with a vertical handle attached and
the double cover of Σ2 is stable.
If moreover the metric is bumpy, we can assume in case i) that Σ1 has
index 1 and in case ii) that there is an orientable index 1 minimal surface
Σ3 of genus genus(H) − 1 which is isotopic to the boundary of the tubular
neighborhood of Σ2.
Theorem 2 shows that for generic metrics, we can obtain minimal surfaces
of index exactly one and with controlled topological type. We emphasize
that it is the first such construction beyond the case of minimal two-spheres
in three-spheres where no curvature assumption on the ambient manifold is
required to obtain minimal surfaces of prescribed topology.
Theorem 2 is sharp in that case i) may not hold and instead only the
second case occurs. We give an example (Example 7.3) of a metric on RP3
containing no index 1 or 0 Heegaard tori. The width of this manifold with
respect to genus 1 Heegaard splittings is realized by an index 1 minimal
two-sphere (the surface Σ3 in the notation of Theorem 2) which bounds a
twisted interval bundle over a minimal RP2 with stable double cover.
Note that case ii) in Theorem 2 can often be excluded a priori for topo-
logical reasons. For instance, it cannot occur when H2(M,Z2) = 0 (see for
instance Theorem 1 in [25]). In spherical space-forms other than RP3, there
are no embedded projective planes, and thus case ii) cannot occur when H
is a strongly irreducible Heegaard torus in a lens space L(p, q) 6= RP3.
Theorem 2 gives more information than the original conjecture of Pitts-
Rubinstein in that in the second case we prove that the non-orientable sur-
face has stable cover. This improvement relies on the catenoid estimate of
the first-named author, Marques and Neves [12]. We also prove in this case
that we still obtain a genus g(H)− 1 orientable minimal surface embedded
in M , which was not part of Pitts-Rubinstein’s original claim.
Theorem 2 in the case that M is a three-sphere was used recently [8] by
Haslhofer and the first-named author to show that if a 3-sphere endowed
with a bumpy metric contains a stable minimal 2-sphere, then it contains at
least three disjoint minimal 2-spheres.
Our main result also has several applications in three-manifold topology.
As explained by Pitts-Rubinstein [26], it implies that there are only finitely
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many irreducible Heegaard surfaces of a given genus (up to isotopy) in a
hyperbolic non-Haken three-manifold. Such a result was conjectured by
Waldhausen in the 70s for all non-Haken three-manifolds. Waldhausen’s
conjecture was proved by Tao Li ([14] [13] [15]) using almost normal sur-
faces which are the combinatorial analog of index 1 minimal surfaces. Thus
Theorem 2 gives an analytic proof of Tao Li’s theorem in the hyperbolic
case. T.H. Colding and D. Gabai [6] used the correspondence between
Heegaard splittings and minimal surfaces provided by Theorem 2 to give
effective versions of Tao Li’s theorem in hyperbolic manifolds. With the
first-named author, Colding and Gabai [7] completed the classification prob-
lem for Heegaard splittings of non-Haken hyperbolic three-manifolds using
a 2-parameter min-max argument.
Specializing Theorem 2 to lens spaces, we obtain:
Corollary 3. (1) Any lens space not diffeomorphic to S3 or RP3 con-
tains a minimal torus with index at most one.
(2) Any (RP3, g) contains either a minimal torus of index at most one or
a minimal projective plane with stable universal cover. If the metric
is bumpy, then either there is an index one minimal torus or there
is an index one minimal sphere.
The mapping degree method of White [36] gives the existence of a minimal
torus in every RP3 with positive Ricci curvature. This result was improved
in [12, Theorem 3.3] to obtain an index one minimal torus in such a manifold.
The problem of obtaining a lower index bound for minimal surfaces pro-
duced by min-max methods was studied by Marques and Neves in [17] where
they proved that in the Almgren-Pitts setting, generically two-sided min-
max minimal hypersurfaces coming from 1-parameter sweepouts have index
one. This led to the question of whether generically the index of min-max
hypersurfaces coming from k-parameters sweepouts was equal to k. For
generic 3-manifolds, it was proved recently by Chodosh and Mantoulidis [4]
in the setting of the Allen-Cahn version of min-max constructions. Assuming
that the min-max hypersurfaces have multiplicity one, Marques and Neves
further proved these bounds in the Almgren-Pitts setting for dimensions 3
to 7 [18]. In our theorem, however, the topology of the minimal surfaces of
index one produced can be precisely described, which is not possible in the
works previously mentioned.
Let us now sketch some of the main ideas in the proof of Theorem 2.
As remarked above, the essential missing piece in the iteration scheme of
Pitts-Rubinstein is to show that when running a min-max procedure in a
manifold N with strictly stable boundary, one can find a minimal surface in
the interior of N . For simplicity, consider the case where N is a three-ball
and ∂N is a strictly stable two-sphere. One can sweep out N by embedded
two-spheres and hope to produce an embedded minimal two-sphere inside
N . Since ∂N is minimal, it acts as a good barrier and so there is no difficulty
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in running the min-max process in this local setting. The serious difficulty,
however, is that one might just obtain ∂N with some integer multiplicity
k ≥ 1. One can easily rule out the case k = 1 using the Squeezing map
(Section 4.3) of Marques-Neves [17].
We argue by contradiction and suppose that applying the min-max process
to the three-ball N gives ∂N with multiplicity k > 1. Consider a sequence
of sweepouts {Σit}t∈[0,1] so that supt∈[0,1]Area(Σit) approaches the min-max
value
(5) WN := kArea(∂N)
as i→∞. As a min-max limit is the varifold ∂N counted with multiplicity
k, suppose that for i large and some t0 ∈ (0, 1), the surfaces {Σit}t∈[t0−εi,t0+εi]
are within a fixed η > 0 neighborhood of the varifold ∂N with multiplicity
k (in some metric on the space of varifolds). Suppose for simplicity that
[t0 − εi, t0 + εi] is the only such interval. Using the area non-increasing
Squeezing Map (see Section 4.3) in the neighborhood of a strictly stable
minimal surface we can also ensure that
(6) Area(Σit0−ε) < WN
and
(7) Area(Σit0+ε) < WN .
The key observation is that either {Σit}t∈[0,t0−εi] or {Σit}t∈[t0+εi,1] must itself
be a sweepout of the entire manifold N (apart from a tubular neighborhood
of ∂N). If Σi0 is equal to ∂N and Σ
i
t0−εi is weakly close to, say, an even
multiple k of ∂N , then Σi0 bounds a region of zero volume on one side and a
region of vol(N) on the other side while Σit0−εi has the opposite property –
the zero volume side has now become nearly the entire manifold N and vice
versa. Thus if k is even, then {Σit}t∈[0,t0−εi] gives a non-trivial sweepout. Let
us suppose without loss of generality that this is the case.
We then need to construct a sweepout supported near ∂N that begins at
the surface Σit0−εi (which weakly resembles k copies of ∂N) and ends at the
zero or trivial point surface. More precisely, given any ε > 0 we need an
interpolating family of surfaces {Γt}t∈[0,1] satisfying:
(a) Γ0 = Σ
i
t0−εi
(b) Γ1 = trivial point surface
(c) Area(Γt) ≤ Area(Σit0−εi) + ε.
Choosing ε appropriately small, we can concatenate {Σit}t∈[0,t0−εi] and
{Γt}t∈[0,1] to obtain a new sweepout of N with all areas less than WN (thanks
to (6) and (7)). This gives a contradiction to the definition of width. The
conclusion is that N contains in its interior a minimal surface (with index
at most 1 by earlier work of Marques-Neves). The interpolation result is
discussed further in Section 3 and proved in Sections 4 and 5. In brief,
by Alexander’s theorem there is always an isotopy satisfying (a) and (b)
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supported in a neighborhood of ∂N (diffeomorphic to S2 × [0, 1]) and the
difficulty is to perform the isotopy satisfying the area constraint (c).
Our proof of Theorem 2 differs from Pitts-Rubinstein’s original sketch in
that rather than use an iteration procedure, we remove a maximal disjoint
union of undesired handlebodies that could appear after min-max to obtain
a compact 3-manifold N with stable minimal boundary which we call the
core (see Subsection 7.1). We then apply the local min-max theorem to this
core N .
Let us finally discuss some results in the situation that the ambient man-
ifold has positive scalar curvature R. Because the only stable orientable
minimal surfaces in such manifolds are two-spheres, we obtain an improve-
ment of Corollary 3:
Corollary 4. In a spherical space form not diffeomorphic to S3 or RP3 with
positive scalar curvature, any genus 1 Heegaard surface admits an index one
minimal surface in its isotopy class.
When R ≥ 6, the Hersch trick for index one oriented minimal surfaces
only gives 16pi/3 as an upper area bound when the genus is odd. However
when Ric > 0, Marques and Neves proved in [16] that in many cases there
is a Heegaard splitting of index one and area less than 4pi. By extending
the method of the third-named author [34], where it is proved that there
always exists a minimal surface of area at most 4pi when R ≥ 6, we note the
following generalization:
Theorem 5. Any spherical space form not diffeomorphic to S3 or RP3 with
R ≥ 6 admits an index one minimal Heegaard splitting of area less than 4pi.
In an RP3 with R ≥ 6, either there is an index one minimal Heegaard
splitting of genus one and with area less than 4pi or there is a minimal RP2
with stable universal cover and with area less than 2pi.
The proof uses the local min-max theorem applied to the lift of the man-
ifold to S3. Notice that in the two previous theorems, the first one gives a
minimal genus Heegaard splitting while the second one gives an improved
area bound for a (not necessarily irreducible) Heegaard splitting. It is tempt-
ing to can ask whether these two results can be combined (see Remark 19).
It can also be interesting to compare these results with [20], where Mon-
tezuma constructs metrics with positive scalar curvature and unbounded
min-max widths.
The organization of this paper is as follows. In Section 2 we introduce the
necessary topological facts about strongly irreducible Heegaard splittings.
In Section 3 we introduce the Interpolation Theorem needed in the proof of
Theorem 2. In Section 4 we begin the proof of the Interpolation Theorem by
showing that a surface in a neighborhood of a strictly stable minimal surface
Σ ⊂ ∂M can be deformed through surfaces of controlled areas to a stack of k
graphs joined by a ‘thin’ set comprising the necks. In Section 5 we complete
the proof of the Interpolation Theorem by finding a neck to open to further
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reduce the number of sheets k until the number of stacked sheets is either
1 or 0. In Section 6 we prove the Local Min-max Theorem allowing us to
obtain a minimal surface in the interior of a manifold N with strictly stable
boundary. In Section 7 we prove Pitts-Rubinstein’s conjecture (Theorem
2). In Section 8 we discuss the applications to manifolds with lower scalar
curvature bounds.
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2. Strongly irreducible Heegaard splittings
In this section we collect the facts about Heegaard splittings that we
will need and show that a min-max procedure beginning from a strongly
irreducible Heegaard surface can only degenerate in particular ways.
2.1. Topological preliminaries
We begin with some basic definitions and notations in topology. A 3-
manifold W is a compression body if there is a connected closed oriented
surface S such that W is obtained from S × [0, 1] by attaching 2-handles
along mutually disjoint loops in S × {1} and filling in some resulting 2-
sphere boundary components with 3-handles. We do not require to fill in all
the 2-sphere boundary components. Denote S×{0} by ∂+W and ∂W\∂+W
by ∂−W . A compression body is called a handlebody if ∂−W = ∅. It is said
to be trivial if W ≈ ∂+W × [0, 1].
Let M be a connected compact oriented 3-manifold. When M is closed, an
embedded connected orientable surface H is a Heegaard splitting if M\H has
two connected components each diffeomorphic to a handlebody. This notion
can be generalized to the case when ∂M 6= ∅ as follows. Let (∂0M,∂1M)
be a partition of the boundary components of M . A triplet (W0,W1, H)
is called a generalized Heegaard splitting of (M,∂0M,∂1M) if W0, W1 are
compression bodies with
W0 ∪W1 = M, ∂−W0 = ∂0M, ∂−W1 = ∂1M
and W0 ∩W1 = ∂+W0 = ∂+W1 = H.
The surface H is then also called a generalized Heegaard splitting of M .
The Heegaard genus of M is the lowest possible genus of a generalized Hee-
gaard splitting of M . Recall that any triplet (∂0M,∂1M) as above admits a
generalized Heegaard splitting.
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Let S be an orientable closed surface embedded in the interior of M as
above. An essential disk in (M,S) is a disk D embedded in M such that
D ∩ S = ∂D and ∂D is an essential curve in S.
A generalized Heegaard splitting (W0,W1, H) is called irreducible when
there are no essential disks (D0, ∂D0) ⊂ (W0, H), (D1, ∂D1) ⊂ (W1, H) such
that ∂D0 = ∂D1. The splitting is reducible if it is not irreducible.
We say that (W0,W1, H) is strongly irreducible if there are no essential
disks (D0, ∂D0) ⊂ (W0, H), (D1, ∂D1) ⊂ (W1, H) such that ∂D0∩∂D1 = ∅.
A splitting is weakly reducible if is it not strongly irreducible. Note that
reducible splittings are also weakly reducible.
Note that a strongly irreducible Heegaard splitting is automatically irre-
ducible. Indeed, since every essential disks to opposite sides must intersect,
if two such disks had the same boundary curve, after small perturbation one
could make them disjoint, which contradicts the strong irreducibility.
Conversely, in non-Haken manifolds it follows from Casson-Gordon [3]
that irreducible splittings are strongly irreducible.
2.2. Surgeries on strongly irreducible splittings
Let Σ be a closed smooth embedded surface in a three-manifold. Recall
that we say that a surface Σ′ arises from Σ˜′ via a neck-pinch surgery along an
embedded curve γ ⊂ Σ˜′ bounding a disk D ⊂ M\Σ˜′ if Σ˜′\Σ′ is an annulus
and the tubular neighborhood of γ in Σ˜′, Σ′\Σ˜′ consists of two disks, and
the symmetric difference Σ′4 Σ˜′ is a sphere bounding a ball containing D.
For some small η, the η-tubular neighborhood about Σ is diffeomorphic
to Σ × [0, 1] if Σ is orientable, and an interval bundle over Σ if Σ is non-
orientable.
If Σ is orientable, for any 0 < d < η, let us denote the parallel surface
(8) Sd(Σ) := {expx(dn(x))|x ∈ Σ},
where n(x) denotes a choice of unit normal along Σ.
If Σ is non-orientable, then the unit normal n(x) is locally defined, and
for any 0 < d < η we set
(9) Sd(Σ) := {expx(±dn(x))|x ∈ Σ}.
In this case, Sd(Σ) is a connected orientable surface which is a double cover
of Σ under nearest point projection.
The following proposition shows how a strongly irreducible splitting may
degenerate after surgeries:
Proposition 2.1. Let (W0,W1,Σ) be a generalized strongly irreducible Hee-
gaard splitting of (M,∂0M,∂1M) for some W0,W1, ∂0M,∂1M as in the pre-
vious subsection. Suppose after finitely many neck-pinch surgeries performed
on Σ, and possibly discarding some connected components we obtain a sur-
face Σ′ so that there exists finitely many closed embedded surfaces Γ1, ...,Γk,
and positive integers n1, ..., nk as well as real numbers {dij} (where i ∈
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{1, 2, ..., k}, and for each fixed i, j varies from 1 to ni) so that Σ′ is iso-
topic to
(10)
k⋃
i=1
∪nij=1Sdij(Γi).
Then if M is not equal to RP3, the following statements hold:
(1) If for some i ∈ {1, ..., k} the surface Γi is non-orientable then ni = 1
and Γk is a two-sphere for k 6= i. Moreover, Σ is isotopic to Γi with
a vertical handle attached and M \ Γi is a handlebody.
(2) For any i, if Γi is orientable and of positive genus, then ni = 1.
If M is equal to RP3 the same statements hold except for the assertion in
(1) that ni = 1.
Proof. We prove the Proposition when M is closed since the boundary case
can be treated almost identically. Recall first that the surface Σ divides M
into two handlebodies, H1 and H2.
Let us prove statement (2). Thus suppose without loss of generality that
Γ1 is orientable and n1 > 1. Thus in a tubular neighborhood about Γ1, the
surface Σ′ consists of n1 parallel ordered sheets each isotopic to Γ1. For ease
of notation let us denote these components Φ1, ...,Φk.
Since n1genus(Γ1) ≤ g, it follows that the genus of Γ1 is strictly less than
the genus of Σ. Thus in obtaining Σ′ from Σ, some of the surgeries have
been essential surgeries. By strong irreducibility, we can suppose all essential
surgeries have been performed into the handlebody H1 (see [27]) and thus
divided into handlebodies H ′′1 , ..., H
′′
l whose total genus is less than g.
First we rule out the case n1 > 2. Suppose toward a contradiction that
n2 > 2. Thus we have at least three sheets Φ1,Φ2, and Φ3. Let R1 be the
open set bounded between Φ1 and Φ2, and let R2 be the open set bounded
between Φ2 and Φ3. But then neither R1 nor R2 can be equal to one of
the handlebodies H ′′i since it is diffeomorphic to Γ1 × [0, 1] which is not a
handlebody. Thus n2 cannot be greater than 2.
It remains to rule out the case where n1 = 2. In this case, the set M \
(Φ1 ∪ Φ2) consists of three components H ′′1 , H ′′2 and X, where H ′′1 and H ′′2
are handlebodies and X is the region bounded between the two sheets Φ1
and Φ2. Thus Φ1 = ∂H
′′
1 and Φ2 = ∂H
′′
2 . This implies that Γ is constructed
from the disconnected set Φ1 ∪Φ2 by attaching one-handles contained in X
with boundary circles in ∂H ′′1 and ∂H
′′
2 . The one-handles are constrained
to X because surgeries have already occurred to the H1 side and by strong
irreducibility all essential surgeries can only happen to one side (see [27]).
It follows from Scharlemann-Thompson [28] that the only way one can
obtain an irreducible Heegaard surface from ∂H ′′1 and ∂H
′′
2 is by attaching
a single one-handle along a vertical arc that joins ∂H ′′1 and ∂H
′′
2 . Since Σ
is assumed irreducible, it follows that Σ is isotopic to ∂H ′′1 and ∂H
′′
2 joined
by a vertical handle V . Thus the Heegaard surface Σ bounds on one side a
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region H2 diffeomorphic to (Σ \ D) × [0, 1], where D is a small disk in Σ,
and on the other side, the set H1 := H
′′
1 ∪H ′′2 ∪ V .
We will now exhibit two disjoint curves γ1 and γ2 on Σ so that γ1 bounds an
essential disk in H1 and γ2 bounds an essential disk in H2. This contradicts
the strong irreducibility of Σ and implies n1 = 1.
Let us consider the set (Σ \D) × [0, 1] and suppose the genus of Σ is h.
We can think of Σ \D as a regular 4h-gon P with a disk D removed from
the center, where the opposite sides of P are identified by an equivalence
relation R in the usual way. Thus we may write
(11) H2 = ((P \D)× [0, 1])/ ∼,
where (x, t) ∼ (y, s) if t = s and xRy.
Let γ′ be a curve on P \ D and so that γ1 = (γ′ × 0)/ ∼ is an essential
curve in ∂H1 bounding an embedded disk in H
′′
1 ⊂ H1.
Let γ2 ⊂ ∂H2 be obtained by taking the union of γ′ × 0 and γ′ × 1,
removing a tiny interval of each of these curves at the closest point on γ′
to ∂D, and connecting these curves on ∂H2 through the “neck” ∂D× [0, 1].
After a small perturbation, we can assume γ2 is disjoint from γ1. Moreover,
γ1 bounds an essential disk in H1 and γ2 bounds an essential disk in H2.
Thus Σ is weakly reducible, which gives a contradiction. Thus n1 = 1.
This completes the proof of statement (2).
We now address statement (1). If Γ1 is non-orientable and not equal to
RP2, the same argument as above implies that n1 = 1. Thus Σ′ restricted to
a tubular neighborhood of Γ1 consists of one connected surface Φ1 that is a
double cover of Γ1 via nearest point projection. It follows then from Heath
[10] that the only way one can obtain from Φ1 an irreducible Heegaard sur-
face is by attaching a single vertical handle to Φ1. Note that M \Φ1 consists
of two components, the handlebody H ′′1 and a twisted interval bundle. Thus
M \ Γi is a handlebody.
In case of Γ1 = RP2 ⊂ RP3, the above argument in (1) to obtain that
n1 = 1 fails as one essential surgery into H1, followed by inessential surgeries
to both sides H1 and H2 can in fact give that n1 is any positive integer. 
3. Interpolation: statement and outline of proof
In this section, we introduce a smooth interpolation result that will be
important in the proof of the Local Min-max Theorem (cf. Theorem 10 in
Section 6). The Interpolation Theorem enables us to deform a surface close
in the flat topology to a stable minimal surface with multiplicity to a certain
canonical position.
Let M be an oriented connected compact 3-manifold possibly with bound-
ary. Let Σ be an orientable connected surface, and let
(12) expΣ : Σ× [−h, h]→M
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denote the normal exponential map. Let
(13) Nh(Σ) = expΣ(Σ× [−h, h])
denote an open h-tubular neighborhood of submanifold Σ ⊂ M and let
p : Nh(Σ) → Σ be the projection map. Given a positive integer m we will
say that a surface Γ has ε-multiplicity m if there exists a subset U ⊂ Σ
with Area(U) < ε and for almost every x ∈ Σ \ U the set {p−1(x) ∩ Γ}
has exactly m points. We will say that a surface Γ has ε-even (resp. ε-
odd) multiplicity in Nh(Σ) if its ε-multiplicity m is even (resp. odd). It is
straightforward to check that for all sufficiently small h > 0 and ε > 0, if
L(Γ ∩ ∂Nh(Σ)) ≤ 1100
√
ε, then Γ is either ε-even or ε-odd in Nh(Σ).
We can now state the smooth interpolation result.
Theorem 6 (Interpolation). Let M be Riemannian three-manifold with
partitioned boundary (∂0M,∂1M) so that the triple (M,∂0M,∂1M) has the
structure of a generalized strongly irreducible Heegaard splitting (W0,W1,Γ)
(as described in Section 2.1). Suppose further that each component of ∂M
is a strictly stable minimal surface.
Set Σ = unionsqνk=1Σk, where each Σk is a boundary component of M .
There exists h0, ε0 > 0, such that for all h ∈ (0, h0) and ε ∈ (0, ε0) the
following holds.
Suppose that the surface Γ satisfies:
Area(Γ \Nh(Σ)) < ε.
Let Σ′ denote the union of the minimal surfaces among {Σ1, ...,Σν} for
which Γ is ε-odd in Nh(Σkj). Then for every δ > 0 and τ > 0 there exists
an isotopy {Γt}t∈[0,1], such that:
(1) Γ0 = Γ
(2) Area(Γt) < Area(Γ) + δ
(3) F(Γ1,Σ
′) ≤ τ .
Here, F denotes the varifold metric as defined in [23, page 66].
We note that it is possible to strengthen conclusion (3) of Proposition
6 as follows: we may assume that Γ1 can be decomposed into a thin and
thick part, where the thick part is obtained by removing tiny discs from
each connected component of Σ′ and the thin part is contained in a small
tubular neighbourhood of a 1-dimensional graph. Moreover, the area of the
thin part can be assumed to be arbitrarily small.
3.1. The case of connected stable minimal surface. In the case of a
three-ball bounded by a strictly stable two-sphere, Theorem 6 can be thought
of as a quantitative form of Alexander’s Theorem or a combinatorial version
of Mean Curvature Flow performed “by hand.”
It follows from Alexander’s theorem that any embedded two-sphere in
Nε(Σ) ∼= S2 × [0, 1] can be isotoped to either a round point or else to Σ
itself. The difficulty is to obtain such an isotopy obeying the area constraint
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(2). The reason that the δ-constraint is important is that (as explained in
the sketch in the Introduction) we will be gluing this interpolating isotopy
into sweep-outs with maximal area approaching the width W and we want
the maximal area of the resulting sweepout to still be close to W .
It is instructive to consider the analogous question in R3 to that addressed
in Theorem 6. Suppose one is given two embeddings Σ0 and Σ1 of two-
spheres into R3. We can ask whether for any δ > 0 there exists an isotopy
Σt from Σ0 and Σ1 obeying the constraint (assuming |Σ1| > |Σ0|):
(14) |Σt| ≤ |Σ1|+ δ for all t.
It is easy to see that the answer is “yes”. Namely, one can even do better
and find an isotopy satisfying
(15) |Σt| ≤ |Σ1| for all t.
To see this, one can first enclose Σ0 and Σ1 in a large ball about the
origin BR. By Alexander’s theorem there is an isotopy φt between Σ0 and
Σ1 increasing area by a factor at most A along the way. First shrink BR
into BR/A, then perform the shrunken isotopy (1/A)φt on BR/A, and then
rescale back to unit size.
Of course, in 3-manifolds that we must deal with in Theorem 6 are S2 ×
[0, 1] in which one does not have good global radial isotopies to exploit.
However, the same idea of shrinking still applies if we first work locally in
small balls to “straighten” our surface. We can also use a certain squeezing
map (see Section 4) to repeatedly press our surface closer to Σ in the flat
topology while only decreasing area.
Let us explain the ideas in our proof of Theorem 6 in more detail. There
are two main steps. In the first, we introduce a local area-nonincreasing
deformation process in balls. The end result of applying this process in mul-
tiple balls centered around Σ is to produce an isotopic surface Γ consisting
of k parallel graphical sheets to Σ joined by a thin set of potentially knotted
and linked tubes.
The local deformation we introduce exploits the fact that in balls, we can
using Shrinking Isotopies to “straighten” the surface while obeying the area
constraint (a similar idea was used by Colding-De Lellis [5] in proving the
regularity of 1/j-minimizing sequences). Our deformation process is a kind
of discrete area minimizing procedure, somewhat akin to Birkhoff’s curve
shortening process. In the process, it “opens up” any folds or unknotted
necks that are contained in a single ball. However, at this stage we can not
open necks like on Figure 2.
After the first stage of the process, we are left with k parallel graphical
sheets arranged about Σ joined by potentially very complicated necks. If k
is 1 or 0, the proposition is proved. If not, the second step is to use a global
deformation to deform the surface through sliding of necks to one in which
two parallel sheets are joined by a neck contained in a single ball. Then we
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go back to Step 1 to open these necks. After iterating, eventually k is 1 or
0.
The second stage is complicated by the fact that the necks joining the
various sheets can be nastily nested, knotted or linked. We we need gener-
alizations of the Light Bulb Theorem in topology to untangle this morass of
“cables” and find a neck to open. The version of the Light Bulb Theorem
that will be most useful to us is the following (see Theorem 5.3). Given a
3-manifold M and two arcs, α and β, with boundary points in ∂M assume
that one of the boundary points of α lies in the boundary component of
M diffeomorphic to a sphere. Then α and β are isotopic as free boundary
curves if and only if they are homotopic as free boundary curves. We will
apply this theorem in the situation when α is a core arc of a collection of
(partially) nested necks in the tubular neighbourhood of α. In section 5.2
we prove some auxiliary lemmas which allows us to treat these collections
of tubes almost as if it was an arc attached to the surface.
3.2. The case of multiple connected components. In Theorem 6 we
need to consider the case that Γ clusters around a minimal surface Σ that has
multiple connected components. This is illustrated in Figure 1. The surface
Γ is mostly contained in the tubular neighborhood of minimal surfaces Σ1
and Σ2, while the part of Γ outside of Nh(Σ1∪Σ2) consists of a thin set that
can link with each other and knot around handles of Σ1.
After the surface has been deformed into a canonical form in the neighbor-
hood of each connected component Σi, we need a global argument, showing
that one can always find a neck that can be unknotted, using the General-
ized Light Bulb Theorem, and slid into the neighborhood of one of the Σi’s.
This process terminates only when for each i the surface Γ either avoids the
neighborhood of Σi or looks like a single copy of Σi with thin necks attached.
Note that unlike in the setting considered by Marques-Neves (Appendix A
of [17]), it is very important that we keep track of the part of the pulled-tight
surface outside of the tubular neighborhood, as the neck we may ultimately
need to find may pass through the complement of the tubular neighborhood.
See Figure 1 for an illustration of a case where this is necessary.
4. Interpolation I: deformation to a stacked surface
4.1. Isotopy with surgeries. To describe our interpolation procedure it
will be convenient to introduce the notion of ε-surgeries. We use this term
to describe pinching small necks or discarding small connected components
of the surface.
More precisely, we will say that a surface Γ′ is obtained from Γ by an
ε-neck-pinch if there is a convex set C contained in ball B of radius ≤ ε,
such that Γ ∩ C is topologically a cylinder and Γ′ = (Γ \ C) ∪ D1 ∪ D2,
where D1 and D2 are two discs contained in C with ∂D1 ∪ ∂D2 = ∂(Γ∩C).
Similarly, we will say that a surface Γ′ is obtained from Γ by an ε-collapsing
if Γ′ = Γ \ S for a connected surface S contained in a ball B of radius ≤ ε.
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Figure 1. The surface Γ is within ε (in varifold norm) from
Σ1 + 2Σ2, where Σ1 is a stable minimal surface of genus 2 and
Σ2 is a stable minimal sphere. We can isotope Γ to Σ1 while
increasing its area by an arbitrarily small amount.
In both cases we also require that the area of the symmetric difference of
Γ and Γ′ is bounded from above by 10ε2. We will say that a surface Γ′ is
obtained from Γ by an ε-surgery if it is obtained by an ε-neck-pinch or an
ε-collapse.
A family {Γt}t∈[0,1] will be called an isotopy with k surgeries if there exists
a subdivision 0 = t0 < t1 < · · · < tk = 1 of [0, 1] into k subintervals so that
for each [ti, ti+1] the following holds:
(1) {Γt}[ti,ti+1) is a smooth isotopy;
(2) limt→ti+1 F(Γt,Γti+1) = 0;
(3) For every ε > 0 if t < ti+1 is sufficiently close to ti+1, then Γti+1 is
obtained from Γt by an ε-surgery.
We have the following useful Lemma that relates isotopies with surgeries
to isotopies.
Lemma 4.1. Let {Γt}1t=0 be an isotopy with surgeries. For every δ > 0
there exists an isotopy {Γ′t}1t=0 with Γ′0 = Γ0, F(Γ1,Γ′1) < δ and Area(Γ′t) ≤
Area(Γt) + δ.
Proof. The proof is by induction on the number of surgeries k. Suppose the
statement of the theorem is correct for k − 1 ≥ 0 surgeries. Let {Γt}1t=0 be
a family with k surgeries.
By the inductive assumption there exists an isotopy {Γ′′t }t∈[t1,1], such that
Γ′′t1 = Γt1 , F(Γ1,Γ
′′
1) < δ/2 and Area(Γ
′′
t ) ≤ Area(Γt) + δ/2 for all t ∈ [t1, 1].
By the ambient isotopy theorem we can extend the isotopy {Γ′′t }t∈[t1,1] to an
ambient isotopy Ψt : M → M . For any η > 0 choosing t˜ < t1 sufficiently
close to t1 we have, by continuity in the F metric, that F(Ψt(Γt˜),Γ
′′
t ) < η
for all t ∈ [t1, 1].
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Choosing η sufficiently small and setting Γ′t = Γ tt˜
t1
for t ≤ t1 and Γ′t =
Ψt(Γt˜) for t > t1 we obtain the desired isotopy. 
4.2. Removing thin part of Γ. The following lemma is useful for reducing
the area of thin hair (see [21, Lemma 7.1] for an analogous lemma in the
context of Almgren-Pitts theory).
Lemma 4.2 (Reducing the area of thin hair). Let Σ be a surface in M then
for all sufficiently small h > 0 the following holds. There exists ε(M,Σ, h) >
0 with the following property. For every δ > 0 and every surface Γ with
Area(Γ \Nh/2(Σ)) < ε there exists a smooth isotopy Γt with
(1) Γ0 = Γ,
(2) Area(Γt) ≤ Area(Γ) + δ,
(3) Area(Γ1 \N3h/4(Σ)) < δ.
Proof. We recall the following “bounded path” version of the γ-reduction of
[19] used in the min-max setting of Simon-Smith [32] (see [5, Section 7]).
Let Γ be an embedded surface in M , and U be an open set included in M .
Let Is(U) be the set of isotopies of M fixing M\U , with parameter in [0, 1].
For δ > 0 define
Isδ(U) = {ψ ∈ Is(U);Area(ψ(τ,Γ)) ≤ Area(Γ˜) + δ for all τ ∈ [0, 1]}.
An element of the above set is called a δ-isotopy. Suppose that the sequence
{ψk} ⊂ Isδ(U) is such that
lim
k→∞
Area(ψk(1,Γ)) = inf
ψ∈Isδ(U)
Area(ψ(1,Γ)).
Such a sequence is called minimizing. Then in U , ψk(1,Γ) subsequently
converges in the varifold sense to a smooth minimal surface Γˆ (which might
not be smooth up to ∂U .
Let us apply this γ-reduction with constraint to U := M\N¯h0(Σ). Let
{ψk} ⊂ Isδ(U) be a minimizing sequence. Then by the monotonicity formula
for minimal surfaces, the area of (M\N2h(Σ)) ∩ ψk(1,Γ) goes to zero so in
particular for a k′ large enough, this area is smaller than δ. The lemma is
proved by taking Γt = ψ
k′(t,Γ).

The following lemma shows that we can remove the thin part of Γ that lies
outside of small tubular neighbourhood of Γ via an isotopy with surgeries,
while increasing the area by an arbitrarily small amount.
Lemma 4.3. Let Σ be a surface in M then for all sufficiently small h > 0
the following holds. There exists ε(M,Σ, h) > 0 with the following property.
For every δ > 0 and every surface Γ with Area(Γ\Nh/2(Σ)) < ε there exists
an isotopy with surgeries {Γt}, such that
(1) Γ0 = Γ,
(2) Area(Γt) ≤ Area(Γ) + δ,
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(3) Γ1 ⊂ Nh(Σ).
Proof. Let δ′ > 0 be a small constant we will choose later.
Apply Lemma 4.2 to deform Γ into surface Γ′ with
(16) Area(Γ′ \N3h/4(Σ)) < δ′.
By the co-area inequality we can find h′ ∈ [3h/4, h] with ∂Nh′(Σ)∩Γ′ = unionsqγi
a collection of smooth closed curves so that
(17)
∑
i
Length(γi) = l ≤ 4δ
′
h
.
For l sufficiently small we can apply the isoperimetric inequality and for
each i find a disc Di filling γi in ∂Nh′(Σ) of area at most
1
2pi
Length(γi)
2.
Starting with an innermost curve γi we can squeeze a small collar along Di
converging to a surface obtained by neck-pinch surgery along γi. We then
do it for the next inner most curve. Eventually we obtain a surface that
does not intersect ∂Nh′(Σ). In the process we have increased the area by at
most a universal constant times
(18)
∑
Length(γi)
2 ≤ (
∑
Length(γi))
2 ≤ 16δ
′2
h2
.
Let Γ′′ ⊂M \Nh′(Σ) denote the surface we obtained above. We will now
construct an isotopy with surgeries contracting Γ′′ to empty set through a
series of neck-pinches and collapsings.
Choose radius r < injrad(M), so that every ball of radius r in M is 2-
bilipschitz to the Euclidean ball of the same radius. Let {B(xi, r/2)}Ni=1 be
a collection of balls covering M \ Nh′(Σ) with xi ∈ M \ Nh′(Σ). Starting
with i = 1 we use coarea inequality to find t′ ∈ [r/2, r], so that Γ′′ intersects
∂B(xi, r
′) in a collection of curves of controlled length. We perform neck-
pinch surgeries along all the curves and then a collapse surgery by radially
contracting all connected components inside B(xi, r
′) to a point. We then
move to the next ball and apply the same procedure there to the surface
obtained from the previous step. In the process the area increases by at
most N( δ
′
r
)2 times a universal constant.
Choosing δ′ > 0 sufficiently small we can guarantee that condition (2) is
satisfied. 
4.3. Squeezing maps. Let Σ ⊂ M be a smooth two-sided surface. When
Σ is a minimal surface which is strictly stable, it will be convenient for the
purposes of this paper to foliate an open neighborhood of Σ not by level sets
of the distance function, but rather by surfaces with mean curvature vector
pointing towards Σ, which arise as graphs of the first eigenfunction of the
stability operator over Σ.
Such a foliation gives rise to a diffeomorphism
(19) φ : Σ× (−1, 1)→ Ω1 ⊂ Nh(Σ),
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a collection of open neighborhoods Ωr = φ(Σ× (−r, r)) and squeezing maps
Pt(φ(x, s)) = φ(x, (1 − t)s). Let P : Ω1 → Σ denote the projection map
P (φ(x, s)) = x. We refer to [17, Subsection 5.7] for the details of this
construction. We summarize properties of the map Pt:
(1) P0(x) = x for all x ∈ Ω1 and Pt(x) = x for all x ∈ Σ and 0 ≤ t < 1;
(2) There exists h0 > 0, such that Nh0 ⊂ Ωr and for all positive h < h0
there exists t(h) ∈ (0, 1) with Pt(h)(Nh0) ⊂ Nh;
(3) For any surface S ⊂ Ω1 and for all t ∈ (0, 1) we have Area(Pt(S)) ≤
Area(S) with equality holding if and only if S ⊂ Σ;
(4) Let U ⊂ Σ be an open set, f : U → R be a smooth function with
absolute value bounded by h0 and let S = {φ(x, f(x)) : x ∈ U}.
Then we have a graphical smooth convergence of Pt(S) to U as as
t→ 1.
Property (3) is proved in [17, Proposition 5.7]. All other properties follow
from the definition. The importance of the above is that we can use the
squeezing map to push a surface S in a small tubular neighborhood of Σ
towards Σ while simultaneously decreasing its area. In the rest of the paper
we will say that a surface S is graphical if it satisfies S = {φ(x, f(x)) : x ∈ U}
for some function f and a subset U ⊂ Σ.
In the following sections will always assume h < h0, where h0 comes from
the previous discussion.
4.4. Stacked surface. Let Σ be a two-sided minimal surface and let U ⊂ Σ
be an open set. We will say that a surface S is (h1, . . . , hm)-stacked over U
(or in P−1(U)) if there exist 0 ≤ h1 < · · · < hm ≤ h, with S = S∩P−1(U) =⊔m
i=1 φ(Σ, hi). We will also use the shorthand m-stacked.
Observe that for every δ > 0 there exists h > 0 so that if hm ≤ h and S
is (h1, . . . , hm)-stacked over U then
mArea(U)− δ ≤ Area(S) ≤ mArea(U) + δ
The main result of this section is the following step toward Theorem 6.
Namely, we will first show that (in the setting and notation of Theorem 6)
we can can perform isotopies and ε-surgeries to deform the surface Γ into a
stacked form while obeying the area constraint:
Proposition 4.4 (Stacking). Let M be Riemannian three-manifold with
boundary. Suppose that ∂M is a strictly stable minimal surface. Set Σ =
unionsqri=1Σi, where each Σi is a boundary component of M .
There exists h0, ε0 > 0, such that for all h ∈ (0, h0) and ε ∈ (0, ε0) the
following holds.
Suppose that a closed embedded connected surface Γ satisfies Area(Γ \
Nh(Σ)) < ε. Fix δ > 0. Then for each i = 1, 2, ..., ν there exists an integer
mi ≥ 0 and an isotopy with surgeries {Γt}t∈[0,1], such that:
(1) Γ0 = Γ
(2) Area(Γt) < Area(Γ) + δ
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(3) For each i = 1, 2, ..., r, the surface Γ1 is mi-stacked over Σi.
Remark 7. Note that if Γ is a strongly irreducible Heegaard splitting, it
follows by Proposition 2.1 that if Σi has positive genus, then mi = 1. Indeed,
if Σi has positive genus and mi > 1, then between each of the consecutive
parallel sheets one can surger Γ1 along small circles so that one obtains
precisely mi parallel copies of Σi in the tubular neighborhood about Σi. This
then contradicts Proposition 2.1.
The rest of this section will be devoted to the proof of Proposition 4.4.
By Lemma 4.3 we can assume, without any loss of generality, that Γ ⊂
Nh(Σ). We make this assumption for the remainder of this section.
4.5. Choice of radius r and open neighborhood Ωh. Here we make
choices for two numbers h, r which will be useful in the proof of the stacking
Proposition 4.4 when applying the blow down - blow up Lemma 4.6. There
exists r1 > 0 so that for any r ≤ r1 we have
||P#(|Γ|)xBr(x)||(M) ≤ δ
100
By continuity, we can choose t1 close enough to 1 so that for every t ∈ [t1, 1)
the mass of Pt(Γ) ⊂ Ω1−t1 in any ball Br(x) is at most δ/100 for any r < r1
and x ∈ Σ. We replace Γ with Pt1(Γ) (but do not relabel it).
Let h ∈ (0, 1 − t1), so that Γ ⊂ Ωh. Now we pick r = r(Σ,Γ, δ) > 0,
satisfying the following properties:
(1) r is smaller than the minimum of the convexity radii of M and Σ;
(2) r < r1, that is, for every x ∈ Σ and a ball Br(x) of radius r we have
that Area(Γ ∩Br(x)) < 1100δ;
(3) for every x ∈ Σ and a ball Br(x) of radius r we have that the expo-
nential map exp : BEuclr (0) → Br(x) satisfies 0.99 < |d expy | < 1.01
for all y ∈ Br(x) and the Hessian of exp and its inverse are very
small.
4.6. Choice of triangulation and constant c. Let Σi be a connected
component of Σ. Fix a triangulation of Σi, so that for each 2-simplex S
i
j, 1 ≤
j ≤ Ni, in the triangulation there exists a point pj ∈ Sij with Sij ⊂ Br/2(pj).
Assume the numbering is chosen in such a way that for every j ≥ 1, the
triangle Sij+1 shares an edge with S
i
j′ for some j
′ ≤ j. We cover Ωh(Σi) by a
collection of cells {∆ij = φ(Sij × [−1, 1])}. The interiors of ∆ij’s are disjoint
and each ∆ij is contained in a ball Br/2(pj). Let c = mini,j{Area(Σi ∩∆ij)}.
By applying the squeezing map Pt we may assume that for each i we have
Ωh ⊂ Nr/10(Σi) and Γ is contained in the union of ∆i.
4.7. Essential multiplicity. Given a point p ∈ Σ let Dρ(p) = P−1(Bρ(p)∩
Σ) ⊂ Ωh(Σ) and Cρ(p) = P−1(∂Bρ(p) ∩ Σ) ⊂ Ωh(Σ).
Suppose for r′ ∈ (r/2, r), Γ ⊂ Ωh(Σ) and assume Γ intersects Cr/2(pj)
and and Cr′(pj) transversally. Let S(Γ, pj, r′) denote the set of surfaces
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Figure 2. Two graphical sheets joined by a knotted neck.
There is a homotopy, but there is no isotopy pushing the sur-
face into the boundary of the cell, so kess = 2.
S ⊂ Ωh(Σ), such that S intersects Cr/2(pj) transversally and there exists an
isotopy from S to Γ through surfaces S ′t such that S
′
t \Dr′(pj) = Γ \Dr′(pj).
Let k(S) denote the number of connected components of S∩Cr/2(pj), which
are not contractible in ∂Cr/2(pj). We define the essential multiplicity of Γ
in Br′(pj) to be
(20) kess(Γ, i, r
′) = inf{k(S)|S ∈ S(Γ, pj, r′)}.
Remark 8. Note that in this definition we may replace r/2 by any number
less than r′ and we obtain the same value for kess(Γ, i, r′).
Note that in the case a surface consists of two parallel sheets joined by a
knotted neck as in Fig. 2, we have kess(Γ, i, r
′) 6= 0.
If Γ ∩ Cρ(pi) has fewer than k essential curves for some ρ ∈ (0, r′) then
we can radially isotope Γ to a surface with fewer than k essential curves in
Cr/2, and hence kess(Γ, i, r
′) < k. From the coarea formula we obtain the
following lower bound for the area of the surface in a cell in terms of the
essential multiplicity:
Lemma 4.5. Fix ε > 0. For t small enough depending on Σ and ε, the
squeezed surface Γ′ := P1−t(Γ) satisfies:
(21) Area(Γ′ ∩Dr′(pj)) ≥ kess(Γ′, pj, r′)Area(Σ ∩Dr′(pj))− ε.
4.8. Local operations in the proof of Proposition 4.4. .
The following is a version of the key blow-down blow-up lemma in Step 2
in the proof of Lemma 7.6 in Colding-De Lellis [5].
A set U is called star-shaped with respect to x ∈ U if minimizing geodesics
between points of U and x lie in U .
Lemma 4.6 (Squeezing Lemma). Suppose x ∈ U ⊂ B(x, r), where U is
an open set star-shaped with respect to x, and suppose Γt is an isotopy of
surfaces and {γt = Γt ∩ ∂U} is an isotopy of (a collection of) closed curves.
Then there exists an isotopy Γt, such that:
(1) Γ0 = Γ0 and Γ1 = Γ1;
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(2) Γt \ U = Γt \ U ;
(3) Area(Γt) ≤ Area(Γt \ U) + max{Area(Γ0 ∩ U), Area(Γ1 ∩ U)} +
2rLength(Γt ∩ ∂U) for t ∈ [0, 1]
Proof. Let E : B(x, r) → TxM denote the inverse of the exponential map.
Choose small τ > 0 and ρ > 0. Let γt = ∂(Γt ∩ U).
Given a subset S ⊂ R3 let Ct(S) = Cone(S)\Cone(tS) denote the conical
collar over S. Let φ(t) be a smooth monotone function with φ′(t) < −1,
φ(0) = 1 and φ(τ) = ρ.
Let
Γ˜t = (Γt \ U) ∪ E−1(φ(t)E(Γt ∩ U) ∪ Cφ(t)(E(γt))) for t ∈ [0, τ ],
Γ˜t = (Γt \ U) ∪ E−1(ρE(Γt ∩ U) ∪ Cρ(E(γt))) for t ∈ [τ, 1− τ ],
Γ˜t = (Γt \ U) ∪E−1(φ(1− t)E(Γt ∩ U) ∪Cφ(1−t)(E(γt))) for t ∈ [1− τ, 1].
We smooth out the corners of {Γ˜t} to obtain a smooth family {Γt}.
By our choice of radius r we have 0.99 ≤ |d exp | ≤ 1.01, and the Hessian
of exp and E are very small, so we can make sure that:
Area(E−1(φ(t)E(Γt ∩ U))) ≤ Area(Γt ∩ U)
and Area(E−1Cρ(E(γt))) ≤ 1.1rLength(γt). By choosing τ and ρ suffi-
ciently small we can guarantee that the area bound (3) holds. 
The following is the essential local operation of stacking our surface Γ
in a cell. We will be applying it multiple times to overlapping balls, and
thus a key property is item (f) which ensures that the only way we can
mess up a cell that has been already stacked is if we have reduced the
essential multiplicity there. In other words, the essential multiplicity in a
cell is a monotone non-increasing quantity under our procedure that gives a
quantitative measurement of how much we have reduced areas.
Lemma 4.7 (Local Stacking). Fix i ∈ {1, ..., ν}. Let Γ˜ be a surface con-
tained in Ωh(Σi). Let {∆ij}Nij=1 be defined as above. Assume that for some
l, 1 ≤ l < Ni, the surface Γ˜ ⊂ Ωh(Σi) is (h1, . . . , hm)-stacked in
⋃
j≤l−1 ∆
i
j
and satisfies Area(Γ˜ ∩ Br(pj)) ≤ δ50 for all 0 ≤ j ≤ Ni. Fix η > 0. There
exists τ ∈ (0, 1) and an isotopy with surgeries {Γ˜t}t∈[0,1] so that:
(a) Γ˜0 = Γ˜;
(b) Area(Γ˜t) ≤ Area(Γ˜) + δ for t ∈ [0, 1];
(c) Area(Γ˜1) ≤ Area(Γ˜) + η;
(d) Area(Γ˜1 ∩Br(pj)) ≤ Area(Γ˜ ∩Br(pj)) + η for all j;
(e) Γ˜1 is stacked in ∆
i
l;
(f) Either Γ˜1 is ((1−τ)h1, . . . , (1−τ)hm)-stacked in
⋃
j≤l ∆
i
j or for some
1 ≤ j ≤ l − 1 we have kess(Γ˜1, j, 3r/4) < m.
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Proof. Without any loss of generality assume η < δ/10.
In the process of constructing the desired isotopy with surgeries we may
need to apply the squeezing map Pt multiple times for t = τ1, . . . , τn. In the
end we set 1− τ =∏(1− τi). In particular, the composition of all squeezing
maps will deform φ(Σ× h′) into φ(Σ× (1− τ)h′).
For p ∈ Σ let (see Subsection 4.7) Dρ(p) = P−1(Bρ(p) ∩ Σ) ⊂ Ωh(Σ) and
Cρ(p) = P
−1(∂Bρ(p) ∩ Σ) ⊂ Ωh(Σ). By the co-area inequality, definition of
r in Subsection 4.5 and the assumption Area(Γ˜ ∩ Br(pl)) ≤ δ50 there exists
a radius r′ ∈ [3r/4, r] with
(22) Length(Γ˜ ∩ Cr′(pl)) ≤ δ
10r
Moreover, we can assume that ∂Br′ does not intersect the 0-skeleton of the
triangulation {Sij} of Σ.
We will construct an isotopy with surgeries {Γ˜t} satisfying (c) and (d)
and such that Γ˜t \ Dr′(pl) = Pτ(t)(Γ˜ \ Dr′(pl)) for some function τ(t). It
follows from Lemma 4.6 and (22) that we can then find a new isotopy {Γt}
beginning at Γ˜ and ending at Γ˜1 and satisfying for 0 ≤ t ≤ 1
(23) Area(Γt∩Dr′(pl)) ≤ max(Area(Γ˜0∩Dr′(pl)), Area(Γ˜1∩Dr′(pl)))+δ/5.
By item (d), we thus obtain
(24) Area(Γt ∩Dr′(pl)) ≤ Area(Γ˜0 ∩Dr′(pl)) + η + δ/5.
By our choice of η < δ/10 we obtain item (b). Hence, in our construction
we do not need to worry about controlling the area of Γ˜t for t ∈ (0, 1). We
only need to make sure that Γ˜1 satisfies estimates (c) and (d).
Let k = kess(Γ˜, pl, r
′). It follows from the definition that k ≤ kess(Γ˜, pl, 3r/4).
From the definition of essential multiplicity, we can isotope Γ˜ to a surface
Γ˜′, so that γ = Γ˜′ ∩ Cr/2(pl) has exactly k essential closed curves. For each
contractible component of γ, starting with the inner most one, we perform
a neck-pinch surgery along the disc filling it in Dr/2(pl). If, as a result of
the neck-pinch surgery, we obtain a component, which is a closed surface
contained in Dr′(pl), we remove it via a collapse surgery.
In the end we obtain a surface Γ˜′′, which intersects Cr/2(pl) in k essential
curves γ˜i. We can assume by the Jordan curve theorem that each of the
curves is at a constant height. We would like to deform Γ˜′′ so that it is
stacked inside Dr/2(pl). This can be done by pinching along essential γ˜i in
Dr/2(pl).
More precisely, for each γ˜i consider the intersection of Γ˜
′′ ∩Dr/2(pl) with
level sets φ(Σ, h′) for h′ just slightly above and slightly below h˜i. (That
is, we want the height function H(φ(x, h)) = h restricted to Γ˜′′ ∩ Dr/2(pl)
to have no singular values between h′ and h˜i). For each closed curve in
Γ˜′′∩Dr/2(pl)∩φ(Σ, h′), starting with the innermost one, we perform a neck-
pinch surgery. We remove all closed components via a collapse surgery. We
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thus obtain that the surface Γ˜′′ is stacked in Br/2(pl) ∩ Σ, in particular, is
stacked in ∆il and item (e) holds.
Now we consider several cases, depending on how the surface is stacked
in other cells.
Case 1: Suppose first that l = 1 (that is, Γ˜ has not been stacked yet
in any other cell on Σi). We will squeeze the part of the surface in the
annular region Dr′(pl) \ Dr/2(pl) into a very small neighborhood of Cr′(pl)
and apply squeezing map Pt, so that the area in the neighborhood can be
made arbitrarily close to zero. This can be achieved as follows.
Extend circular coordinates (ρ, θ) ∈ Br′(pl)∩Σ to cylindrical coordinates
φ(ρ, θ, h′), ρ ∈ [0, r′], θ ∈ S1, h′ ∈ [−h, h] on φ(Br′(pl) ∩ [−h, h]). For s ∈
[r/2, r′] let fs(ρ) denote a piecewise linear function that scales the interval
[0, r/2] to [0, s] and the interval [r/2, r′] to [s, r′]. Consider the squeezing
map Φs defined in these cylindrical coordinates by
(25) Φs(φ(ρ, θ, h
′)) = φ(fs(ρ), θ, h′).
Observe that as s→ r′ we have that
(26) Area(Φs(φ([r/2, r
′], S1, [−h, h]) ∩ Γ˜′′)) ≤ KArea(φ(r′, S1, [−h, h]))
for some K > 0. Applying Φs to Γ˜
′′ for s close to r′ and then applying
the squeezing map Pt for t sufficiently close to 1 we can guarantee that the
surface is stacked in Ds(pl) and the rest of the surface in Dr′(pl) \ Ds(pl)
has area less than η/5. It follows from Lemma 4.5 that after applying the
squeezing map Pt if necessary properties (c) and (d) hold. Moreover, the
first item in (f) holds.
Case 2: Suppose l > 1 and k 6= m. By our choice of numbering of Sij
there must exist a cell ∆ij with j < l that intersects Br′(pl). Observe that
by definition of kess we must have m > k. By deforming Γ˜
′′ as in Case 1 we
reduce the essential multiplicity of the surface in B3r/4(pj). Thus the second
case in item (f) is established.
Case 3: Suppose l > 1 and k = m. We may assume that in Br/2(pl) the
surface Γ˜′′ is stacked at the same heights as in cells ∆ij for j < l.
As in Case 1 we can deform Γ˜′′ so that it is stacked everywhere over
Σ∩Br′−ξ(pl), except possibly over a very thin annular region A = An(r′, r′−
ξ, pl) ∩ Σ for some ξ > 0. Let Uj = Sij ∩ A. We want to deform Γ˜′′ so that
it is stacked over Uj as well.
Observe that we can decompose ∂Uj as the union of 4 arcs: c1, c2, c3
and c4 with c1 ⊂ ∂Br′(pl) ∩ Σ and c3 ⊂ ∂Br′−ξ(pl) ∩ Σ. We have that Γ˜′′
is m-stacked over c1 and c3, but possibly not over c2 and c4. We perturb
Γ˜′′, so that it intersects φ(∂Uj × [−h, h]) transversally. Every contractible
connected component of Γ˜′′ ∩ φ(∂Uj × [−h, h]), starting with the innermost
one, we squeeze along a disc contained in φ(∂Uj× [−h, h]) and apply a neck-
pinch surgery. We remove all closed connected components via a collapse
surgery.
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In the end we obtain a surface that has only essential intersections with
φ(∂Uj× [−h, h]). If there are fewer than m essential curves it follows that we
have reduced the essential multiplicity in ∆ij and thus the second alternative
in item (f) occurs. Otherwise, we obtain a surface that is m-stacked over
Dj. We deform the surface into stacked form inside φ(∂Uj × [−h, h]) in the
same way we did inside Dr/2(pl) (namely, after successive neck-pinches and
collapsing surgeries). Thus in this case the first item in (f) holds.
By Lemma 4.5 we can apply the squeezing map Pt, so that in the stacked
part the total area increase is arbitrarily small. Since (as we did in Case
1) we can make the area of the non-stacked part of the surface in Br′(pl)
arbitrarily small, properties (c) and (d) also follow.
This concludes the proof of the Local Stacking Lemma 4.7. 
4.9. Proof of Proposition 4.4. By first apply Lemma 4.3, we can suppose
without loss of generality that Γ ⊂ Ωh(Σ) and that Lemma 4.7 is applicable.
Recall the definition of c from (4.6). We can fix δ < c/2. Let δm =
1
2m
δ
100
.
We will construct a sequence of surfaces Γ0, ...,Γn by successive isotopies,
such that:
(1) Γ0 = Γ and for all i ∈ {1, ..., ν}, Γn is mi-stacked over Σi,
(2) for every pj, Area(Γ
i+1 ∩Br(pj)) ≤ Area(Γi ∩Br(pj)) + δi,
(3) concatenating the n isotopies bringing Γ0 successively to Γn into a
single isotopy φt, we have:
(27) Area(φt(Γ)) < Area(Γ) + δ/2 for t ∈ [0, 1].
We set Γ0 = Γ. Let us describe how to obtain Γk+1 from Γk. We apply
Lemma 4.7 on Γk to the ∆ij successively (using the lexicographic order for
(i, j)) with η = δ(∑ri=1Ni+1)k. We stop this process whenever, once we have
stacked the surface in ∆il, the following happens: for another cell ∆
i
j among
the ∆i1, ....,∆
i
l−1 (where we have previously done the stacking), there holds
in Lemma 4.7 (f) the second alternative - that the essential multiplicity in
∆ij has gone down. We then stack our resulting surface in the first such ∆
i
j
and we obtain Γk+1. If we never see such a cell, then we end the process
after having stacked the surface in each cell ∆i1, ...,∆
i
Ni
(1 ≤ i ≤ r). This
completes the construction of Γk+1 from Γk. There are at most
∑ν
i=1Ni + 1
steps. Note that if we reach the last cell and the resulting surface has the
property that it fulfills the first case in Lemma 4.7 (f), then Proposition 4.4
is proved.
The surface Γk+1 has the property that
(28)
Area(Γk+1) ≤ Area(Γ0)+
∞∑
m=0
δm−c ≤ Area(Γk)+δ/2−c ≤ Area(Γk)−c/2.
It follows from (28), that the process terminates in finitely many steps at
some Γn satisfying the conclusion of the Proposition. 
ON THE EXISTENCE OF MINIMAL HEEGAARD SURFACES 25
5. Interpolation II: Finding and opening a neck
Under the assumptions and notations of Theorem 6, we can apply Propo-
sition 4.4 to the surface Γ. We show:
Proposition 5.1. Suppose in Proposition 4.4 that at least one integer among
k1, ..., kν is greater than 1. Then there exists an isotopy {Γt}t∈[1,2] beginning
at Γ1 so that
(1) In some cell ∆i (based on Σj) the essential multiplicity kess(Γ2, i, 3r/4)
of Γ2 in ∆i is less than kj,
(2) Area(Γt) < Area(Γ) + δ.
Remark 9. Recall that when ki > 1 by Prop 2.1 it follows that Σi is a
two-sphere, since we are assuming Γ to be a strongly irreducible Heegaard
splitting.
Proposition 4.4 together with Proposition 5.1 then give our main interpo-
lation result Theorem 6:
Proof of Theorem 6. We first apply Proposition 4.4 to obtain from Γ a sur-
face Γ1 that is in stacked form. If all ki are equal to one, then the proof is
complete. If one of the ki is not equal to 1, then we apply Proposition 5.1
to obtain a new surface Γ2 which is not stacked. We then apply Proposition
4.4 to Γ2 to obtain a new surface Γ3 in stacked form but with new stacking
integers k′1, ..., k
′
ν at least one of which is less than its corresponding ki. Thus
we may iterate this process finitely many times until the surface is in the
form claimed in Theorem 6. 
The rest of this section is devoted to the proof Proposition 5.1.
5.1. Light Bulb Theorem. The difficulty in Proposition 5.1 is that while
the surface Γ is stacked, there can be many wildly knotted, linked and nested
arcs comprising the set of tubes. In order to untangle this morass of tubes
to obtain a vertical handle supported in a single ball requires the Light Bulb
Theorem in topology, which we recall:
Proposition 5.2 (Light Bulb Theorem [24]). Let α(t) be an embedded arc
in S2 × [0, 1] so that α(0) = {x} × {0} and α(1) = {y} × {1} for some
x, y ∈ S2. Then there is an isotopy φt of α so that
(1) φ0(α) = α
(2) φ1(α) is the vertical arc {x} × [0, 1].
The Light Bulb theorem can be interpreted physically as that one can un-
tangle a lightbulb cord hanging from the ceiling and attached to a lightbulb
by passing the cord around the bulb many times.
The simplest nontrivial case of Proposition 5.1 consists of two parallel
spheres joined by a very knotted neck. Here the Light Bulb Theorem 5.2
allows us to untangle this neck so that it is vertical and contained in one
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Figure 3. Changing the over-under crossing in the proof of
the Light Bulb Theorem.
of the balls Bi. Thus the resulting surface is no longer stacked and we can
iterate Step 1.
We will in fact need the following generalization of the light bulb theorem
(cf. Proposition 4 in [9]):
Proposition 5.3 (Generalized Light Bulb Theorem). Let M be a 3-manifold
and α an arc with one boundary point on a sphere component Γ of ∂M and
the other on a different boundary component. Let β be a different arc with
the same end points as α. If α and β are homotopic, then they are isotopic.
Moreover, if γ is an arc freely homotopic to α (i.e. joined through a
homotopy where the boundary points are allowed to slide in the homotopy
along ∂M), then they are freely isotopic (i.e., they are joined by an isotopy
with the same property).
Sketch of Proof: The homotopy between α and β can be realized by a
family of arcs αt so that αt is embedded or has a single double point for
each t ∈ [0, 1]. If αt0 contains a double point, the curve αt0 consists of three
consecutive sub-arcs [0, a], [a, b], and [b, 1] so that without loss of generality
[0, a] connects to the two sphere Γ. We can pull the arc αt0([b − ε, b + ε])
transverse to αt0([0, a]) along the arc αt0([0, a]) and then pull it over the two
sphere Γ, and then reverse the process. We can then glue this deformation
smoothly in the family αt for t near t0 to obtain the desired isotopy. The
proof is illustrated in Figure 3.

5.2. Tubes and root sliding.
Definition 5.4. (Definition of a tube.) Let γ : [0, 1]→M be an embedded
curve and expγ : [0, 1] × D2 be the normal exponential map and suppose
expγ is a diffeomorphism onto its image for v ∈ D2 with |v| ≤ 2ε. We will
say that T = {expγ(t, v) : |v| = ε} is an ε-tube with core curve γ. The two
boundary components c1 ∪ c2 = ∂T will be called roots of a tube.
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Figure 4. Sliding the root of an ε-tube.
The following lemma allows us to isotopically deform a surface by sliding
one of the roots of a tube, while the area changes in a controlled way.
Here is the set up needed to state the lemma. Suppose Γ has an ε-tube
T with core curve γ of thickness ε > 0 and roots c1 and c2 and consider an
embedded curve α ⊂ Γ \ T with one endpoint contained in ∂Bε(γ(1)) and
another endpoint at p ∈ Γ.
Lemma 5.5. Suppose Γ is a surface that has ε-tube T with core curve γ and
α is a curve in Γ as described above. For every ε0 > 0 if ε > 0 is sufficiently
small then the following holds. There exists an isotopy Γt, such that
1. Γ0 = Γ
2. Area(Γt) ≤ Area(Γ) + ε0 for all t ∈ [0, 1]
3. Γt \Nε0(α ∪ γ) = Γ \Nε0(α ∪ γ)
4. Γ1 has an ε2-tube T1 with roots c3 ⊂ B2ε(γ(0)) and c4 ⊂ B2ε(p) for
some ε2 < ε.
Proof. First we observe that if ε is sufficiently small then we can squeeze the
tube to be as small as we like, without increasing the area by more than ε0.
Let Sxy denote the xy-plane in R3 and Dr denote a disc of radius r in Sxy
centered at the origin. We start by deforming surface Γ to Γ′ in the ball
B10ε(γ(1)), so that after the deformation the annulus (Γ
′ \T )∩ (B10ε(γ(1))\
B5ε(γ(1))) = expγ(1)(D10ε\D5ε) . Let S = expγ(1)(D5ε)∪Γ′\(T ∪B5ε(γ(1))).
Extend curve α ⊂ Γ′ to a curve α′ ⊂ S, so that it starts at the point γ(1).
Let IL = {(x, 0, 0)|0 ≤ x ≤ L} ⊂ Sxy, where L = Length(α′). For every
c > 0 there exists ε1 ∈ (0, ε0) and a diffeomorphism Φ : Nε1(α′)→ Nε1(IL) ⊂
R3, such that
(a) Φ(α′) = IL;
(b) Φ(S ∩Nε1(α′)) = Sxy ∩Nε1(IL);
(c) 1− c ≤ ||DΦ|| ≤ 1 + c.
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Fix c < 1/10 to be chosen later (depending on ε0) and assume 20ε < ε1. Let
qa = Φ(α(0)) and qb = Φ(α(1)).
It is straightforward to construct a 1-parameter family of diffeomorphisms
φt : R3 → R3, φ0 = Id, generated by a 1-parameter family of compactly
supported vector fields ξt with the following properties:
(i) φt(Bε1/2(qa)) is an isometric copy of Bε1/2(qa) translated distance tL
along the x axis;
(ii) ξt(p) is parallel to Sxy;
(iii) ξt is supported in N2ε1/3(IL) for all t;
(iv) Length(φt(Φ(γ))) < 10(Length(γ) + Length(α)) for all t.
Composing with Φ and Φ−1 we obtain a 1-parameter family of diffeo-
morphisms φ˜t : M → M . Observe that by condition (ii) the restriction of
φ˜t to S is a diffeomorphism of S, in particular, Area(φ˜t(S)) = Area(S).
By compactness we can choose ε ∈ (0, ε1/20) sufficiently small, so that
Area(φ˜t(Γ
′)) − Area(Γ′) ≤ 1
10
ε0 for t ∈ [0, 1]. Moreover, we can isotope
φ˜1(T ) so that it coincides with ∂Nε(φ˜1(γ)). This finishes the construction
of the desired isotopy. 
5.3. Topological lemmas for the proof of Proposition 5.1. Recall that
M is a compact oriented 3-manifold possibly with boundary. The following
two topological lemmas enable us to apply the lightbulb theorem.
Lemma 5.6. Let H be a generalized strongly irreducible Heegaard splitting
H of M and suppose that after performing finitely many neck-pinch surgeries
on H and after possibly discarding some components, we obtain the surface
S∪T , where S and T are disjoint closed connected surfaces embedded in M .
Suppose that if M is a 3-sphere minus some 3-balls, then H is not a torus.
Suppose also that
• T (resp. S) bounds a compression body W ⊂ M (resp. W ′ ⊂ M)
with
∂+W = T (resp. ∂+W
′ = S),
and ∂−W ⊂ ∂M ( resp. ∂−W ′ ⊂ ∂M),
• and W ⊂ W ′.
Then T is a 2-sphere.
Proof. By [27], the neck-pinch surgeries which are performed along essential
curves of H occur on one side of H and after each cut one obtains a union
of positive genus surfaces bounding disjoint compression bodies, together
with some spheres. These compression bodies are on the same side as the
essential surgeries.
If S is a sphere, then by the above paragraph we obtain disjoint com-
pression bodies bounded by S and T . But this means that S bounds a
compression body on the other side of W ′, so M is just a 3-sphere minus
some balls, and the Heegaard splitting H has to be a 2-sphere by irreducibil-
ity and the assumption that H is not a torus. Thus T is a sphere too.
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We assume now that S has positive genus. Suppose toward a contradiction
that T is not a 2-sphere, then one of the surgeries that separated S from
T was essential and occurred on the side of the splitting different from the
side of W ′. This implies that the complement of W ′ is also a compression
body B := M\W ′. Consider a core graph in B. By the first paragraph,
we can assume that this graph does not intersect the original splitting H.
Remove from M a small neighborhood of this core graph that avoids H. We
are left with a manifold with boundary M ′ which is a compression body,
diffeomorphic to W ′. The surface H is a strongly irreducible Heegaard
splitting of the compression body M ′. But by Corollary 2.12 of [28], H
must be isotopic to one of the two “standard” non-stabilized splittings. One
of them (“type 2” in the terminology of [28]) is not strongly irreducible as in
the proof of Lemma 2.1 and the other one (“type 1”) is isotopic to S. But
it is impossible that H is isotopic to S. Indeed, because T was assumed to
have positive genus and since S ∪ T arises from H after surgeries it follows
that the genus of H is strictly larger than that of S. We conclude that T
has to be a 2-sphere.

The following lemma will be useful in showing that, roughly speaking,
in reversing the process of performing surgeries, the relevant compression
bodies grow monotonically. We will need to consider the case when two
compression bodies come back together in this process or else when some
tiny handles are reattached to one compression body (which is the reason
for the two cases below).
Lemma 5.7. Let H be a strongly irreducible Heegaard splitting of M . Sup-
pose that if M is a 3-sphere minus some 3-balls, then H is not a torus. Let
S, T be disjoint closed connected surfaces. Suppose that
• S bounds a compression body W ′ with ∅ 6= ∂−W ′ ⊂ ∂M ,
• T bounds a compression body W and either W ∩W ′ = ∅ or W is a
handlebody contained in W ′.
Let V be a connected surface obtained from H after some neck-pinch surg-
eries and discarding some components. Suppose that either S ∪ T or S is
the surface resulting from one additional neck-pinch surgery on V . Then V
bounds a compression body containing ∂−W ′.
Proof. We start with a basic observation. If there are two disjoint compres-
sion bodiesW0,W1 inM , one can construct a new compression body contain-
ing W0 by connecting them by an embedded solid tube φ : [0, 1]×D2 →M ,
such that φ(0, 1) × D2 ∩ (W0 ∩W1) = ∅, φ({i} × D2) ⊂ ∂+Wi (i = 0, 1).
Similarly one can construct a new compression body containing W0 by con-
necting W0 to itself in a similar way.
Suppose that S ∪ T is the surface resulting from one surgery on V . If
W ∩ W ′ = ∅, the lemma follows from the first paragraph above, and if
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W ⊂ W ′, this follows from Lemma 5.6 which implies that T is a sphere
bounding a ball in M .
Similarly if, S comes from V by one surgery, then V bounds a compression
body containing ∂−W ′. Indeed, if the surgery was performed on the same
side as W ′ then that follows from the first paragraph above. In fact the
surgery cannot have been done on the other side because of the following. If
that were the case, then V is part of the boundary of a region R such that
∂R = V ∪ ∂−W ′. The set R is topologically obtained from W ′ by removing
a thin embedded solid tube ϕ : [0, 1]×D2 → W , φ({0, 1}×D2) ⊂ S. Hence
we can perform a surgery on V along a closed curve in S bounding a disk
in S enclosing φ({0, 1} × D2) to get two connected surfaces: S and a new
surface S ′ which is a torus bounding a solid torus inside W ′. By Lemma 5.6,
this cannot happen since we have assumed H is not a torus in a 3-sphere
minus some balls.

5.4. Proof of Proposition 5.1. By Proposition 4.4 and Lemma 4.1 there
exists a surface Γ′, which is stacked over each connected component Σi of
Σ ⊂ ∂M , so that for any η > 0 we can isotopically deform Γ1 (without
relabelling it) so that F(Γ1,Γ
′) < η. In the process of the deformation the
areas do not increase by more than δ/2.
For each connected component Σi of Σ, Γ
′ has in the tubular neighbour-
hood of Σi some sheets S1 = φ(Σi, h1), ..., SJ = φ(Σi, hJ), where h1 < ... <
hJ . Since Σi is a boundary component of M , S1 is the sheet closest to Σi
while SJ is the innermost sheet . Recall that J > 1 only if Σi is a sphere.
We are assuming that there is a sphere component Σi for which J > 1. By
choosing η > 0 sufficiently small and using the coarea inequality we can find
surface C ′i,j = φ(Σi, h
(j)), j = 0, ..., J ,
h(0) < h1 < h
(1) < ...hj < h
(j) < ... < hJ < h
(J),
so that Γ1 ∩ C ′i,j is a collection of closed curves, whose length is as small as
we like.
Let {Ck} be the union of the surfaces C ′i,j. Consider
(29) Γ1 ∩
⋃
Ck = unionsqKj=1γj.
Let Di denote a small disc in the surface Ck with ∂Di = γi. We number them
so that if γj1 and γj2 are nested curves with Dj1 ⊂ Dj2 , then j2 > j1. We
define surfaces Γ1, . . . ,ΓK by consecutively performing neck-pinch surgeries
along the small discs D1, . . . , DK . Note that all these operations can be
done so that F(Γn,Γ
′) < η for each 1 ≤ n ≤ K. For each n, to go back from
Γn+1 to Γn, either one attaches a handle to a connected component of Γn+1
without moving the other components, or one connects two components of
Γn+1 without moving the other components.
Observe that for each sheet Sj of Γ
′ over Σi, there is a connected compo-
nent S˜j of ΓK in a tubular neighborhood of Σi, with F(S˜j, Sj) < η. Note that
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connected components of ΓK with area smaller than η bound handlebodies
of small volume (Proposition 1 in [19]). In ΓK−1 two connected components
of ΓK may merge into one connected component.
Let l ≥ 1 be the smallest number with the property that there exists a
connected subset S˜ of ΓK−l, such that F(S˜, Sj0 ∪ Sj0+1) < η, where Sj0 and
Sj0+1 are two consecutive sheets of Γ
′ in the tubular neighborhood of some
sphere component Σi of Σ. Note that S˜ may be a subset of a connected
component of ΓK−l that contains more than two sheet-like pieces (two of
these sheet-like pieces are contained in the tubular neighborhood of one
component Σi of Σ, but there may be other sheet-like pieces in other tubular
neighborhoods).
Consider the curve γ along which the neck-pinch surgery was performed
when passing from ΓK−l to ΓK−l+1. This curve is not necessarily contained
in the tubular neighborhood of Σi.
The curve γ belongs to the connected component S˜ of ΓK−l that is the
result of two components of ΓK−l+1 merging together. We now show the
following:
Fact: The two components can be named R1, R2, so that the following is
true: R2 bounds a compression body W in M with ∂−W ⊂ ∂M and R1 is
a sphere contained in W .
If M is a 3-sphere minus some 3-balls, and H is a torus, then the Fact
can be checked directly using elementary topological considerations.
Suppose that if M is a 3-sphere minus some 3-balls, then H is not a torus.
For each component Σi of Σ, and each sheet Sj in its tubular neighborhood,
Sj bounds a compression body contained inside the tubular neighborhood
whose “positive” boundary is Sj and “negative” boundary is Σi. The com-
ponent ΓK,i,j of ΓK close to Sj also bounds a compression body WK,i,j with
“negative” boundary Σi: to see that, use [19, Proposition 1] and Lemma 5.7.
For i 6= i′, ΓK,i,j and ΓK,i′,j′ bound disjoint compression bodies. Moreover
these compression bodies clearly satisfy the following monotonicity property:
WK,i,j′ ⊂ WK,i,j for j′ < j.
The components of ΓK which do not bound compression bodies of the form
WK,i,j have small areas and bound handlebodies of small volumes.
The key observation is the following: for each n = K − l + 1, ..., K and
any component C ′ of Γn,
(1) either C ′ has small area and bounds a handlebody of small volume,
(2) or C ′ is the union
⋃Q
m=1Am ∪V where A1, ..., AQ are some sheet-like
pieces close to some disjoint connected components Σi1 , ...,ΣiQ of Σ
and V is a small area surface with boundary. Moreover, C ′ bounds
a compression body W ′ with ∂+W ′ = C ′ and ∂−W ′ =
⋃Q
m=1 Σim .
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Let us prove the observation by backward induction on the surfaces ΓK−l+1, ...,ΓK .
For ΓK the observation is true as shown above. If it is true for Γn+1 with
n > K − l, then two cases can occur. Either a component Cˆ of Γn is the
result of adding a small handlebody to a component C ′ of Γn+1, in which
case by Lemma 5.7 the observation is true for Γn. Or else a component Cˆ
of Γn is the result of connecting two components C
′, C ′′ of Γn+1 (without
moving the other ones). By the induction hypothesis, all components of
Γn+1 bound compression bodies satisfying Item (2) above so for any two of
these compression bodies V1, V2,
(30) either V1 ∩ V2 = ∅ or V1 ⊂ V2 or V2 ⊂ V1.
In particular, if C ′, C ′′ bound compression bodies W ′, W ′′ satisfying Item
(2) above, either W ′ and W ′′ are disjoint or W ′ ⊂ W ′′ or W ′′ ⊂ W ′. In the
case where W ′ ⊂ W ′′, W ′ must be a handlebody (of tiny volume). Indeed,
if C ′ =
⋃Q′
m=1A
′
m ∪ V ′, Σi′1 , ...,Σi′Q′ , C ′′ =
⋃Q′′
m=1A
′′
m ∪ V ′′, Σi′′1 , ...,Σi′′Q′′ are
as in Item (2), then since we are assuming W ′ ⊂ W ′′,
Q′⋃
m=1
Σi′m ⊂
Q′′⋃
m=1
Σi′′m .
Suppose by contradiction that the “negative” boundary ∂−W ′ =
⋃Q′
m=1 Σi′m
of W ′ is nonempty, we can assume for instance Σi′1 = Σi′′1 , then A
′
1 and
A′′1 have to be consecutive sheets by (30), by the fact that C
′ and C ′′ get
connected together to give Cˆ and that this attachment does not modify the
other components of Γn+1. But since n > K−l and by the definition of K−l
as the first time (counting backwards from K) where two consecutive sheet-
like pieces are connected, we get a contradiction. Thus W ′ is a handlebody
with small volume. Then applying Lemma 5.7 to the compression bodies
W ′ and W ′′, we see that Cˆ also bounds a compression body with the desired
properties asserted in Item (2). We thus complete the induction and the
proof of the observation.
Now apply the previous observation to ΓK−l+1. With the notation j0
introduced previously, if R1 (resp. R2) denotes the component of ΓK−l+1
with a piece close to Sj0 (resp. Sj0+1) then by the observation, R1, R2
respectively bound compression bodies B, W so that B ⊂ W and ∂−W ⊂
∂M . Finally by Lemma 5.6, ∂+B = R1 is a sphere and the Fact is proved.
For most points x of Σj we have that S˜ projects onto Σj with multiplicity
two, i.e. P−1(x) ∩ S˜ = {p1, p2} (see beginning of proof for the definition of
the surface S˜). Hence, we can find two point p1 and p2 in S˜ and a vertical
arc β ⊂ P−1(x) connecting them that intersects ΓK−l only at the endpoints.
We can also find arcs α1, α2 in ΓK−l \ γ that start on, correspondingly, p1,
p2 and end on different boundary components of a small collar around γ in
ΓK−l (see beginning of proof for the definition of the curve γ). By Lemma
5.5 we can squeeze a small collar around γ into an η-tube and isotope ΓK−l
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by moving the roots of the tube to p1 and p2, thus obtaining a tube with
core curve β′ with same endpoints as β. The small collar can be taken to
be the one used to get R1, R2 from S˜ with a neck-pinch surgery.
The curves β and β′ are homotopic inside the compression body bounded
by R1, R2 (see Fact proved earlier) because in a compression body W
′, any
two curves joining ∂+W
′ to a same sphere component of ∂−W ′ are freely
homotopic. By Proposition 5.3 we can isotope the tube with core curve β′
into a tube with core curve β. As a result we obtain a surface Γ′′ with strictly
smaller essential multiplicity in some cell ∆i. By Lemma 4.1 there exists a
controlled isotopy of Γ1 to a surface arbitrarily close to Γ
′′ in the varifold
topology. In particular, we can also decrease the essential multiplicity of Γ1
in ∆i. 
6. Local min-max theory
6.1. Min-max definitions
Let N be an oriented connected compact 3-manifold possibly with bound-
ary, subset of a closed oriented manifold (M, g). The surfaces considered in
this subsection are all embedded. Since M is oriented, we will only consider
smooth sweepouts {Σt} where all the slices are oriented. If Σ is a surface, we
denote by |Σ| the varifold associated to Σ with multiplicity one. Let V2(M)
be the closure in the weak topology of the set of 2-dimensional rectifiable
varifolds in M . The F-norm for varifolds (see [23]) is denoted by F. The
Almgren map A (see [1]) associates to a continuous family of surfaces {Σt}
a 3-dimensional integral current A({Σt}).
Definition 6.1. Let {Σt}t∈[a,b] be a family of oriented closed embedded
surfaces in N . We say that {Σt} is a smooth sweepout of N if
(1) for all t ∈ [a, b], Σt is a smooth surface in the interior of N ,
(2) Σt varies smoothly in t ∈ (a, b),
(3) there is a partition (A,B) of the components of ∂N such that, Σa =
A, Σb = B, and |Σt| converges to |Σa| (resp. |Σb|) in the F-norm as
t→ a (resp. b),
(4) if A denotes the Almgren map and [|N |] denotes the 3-dimensional
integral current given by N with its orientation, A({Σt}) = [|N |].
Let Π denote the collection of all smooth sweepouts parametrized by [0, 1].
Denote by Diff0 the set of diffeomorphisms of N isotopic to the identity map
and leaving the boundary fixed. The set Π is automatically saturated in the
following sense. For any map ψ ∈ C∞([0, 1]×N,N) such that ψ(t, .) ∈ Diff0
for all t and ψ(0, .) = ψ(1, .) = Id, and for any {Σt}[0,1] ∈ Π, we have
{ψ(t, .)(Σt)}[0,1] ∈ Π.
The width of N associated with Π in the sense of Simon-Smith is defined
to be
W (N,Π) = inf
{Σt}∈Π
sup
t∈[0,1]
Area(Σt).
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Given a sequence of smooth sweepouts {{Σit}}i ⊂ Π, denote by Λ({{Σit}}i)
the set
{V ∈ V2(M); ∃{ij} → ∞, tij ∈ [0, 1]
such that lim
j→∞
F(|Σijtij |, V ) = 0|)}.
The sequence {Σit} ∈ Π is minimizing if limi→∞maxt∈[0,1]Area(Σit) = W (N,Π),
it is pulled-tight if moreover any element V ∈ Λ({{Σit}}i) with ||V ||(M) =
W (N,Π) is stationary. By [5, Proposition 4.1], it is always possible to de-
form {Σit} ∈ Π into a pulled-tight sequence.
6.2. Existence of local min-max surfaces
A Riemannian metric g is said to be bumpy if no smooth immersed closed
minimal hypersurface has a non-trivial Jacobi vector field. White showed
that bumpy metrics are generic in the Baire sense [36, 37].
Let N be an oriented connected compact 3-manifold possibly with bound-
ary, subset of a closed oriented 3-manifold (M, g). The following theorem
will be crucial for proving Pitts-Rubinstein’s conjecture in Section 7. The
point is to show that in the setting of Simon-Smith, under certain condi-
tions, a local min-max procedure gives a minimal surface inside the interior
of the domain N .
Theorem 10 (Local Min-max). Consider a connected compact 3-submanifold
N ⊂ (M, g). Let Γ0, Γ1 be a partition of the boundary components ∂N
and let (W0,W1, H) be a generalized Heegaard splitting of (M,∂0M,∂1M),
where (∂0M,∂1M) is a partition of the components of ∂M . Suppose that
(W ′0,W
′
1, H
′) satisfies the following:
(i) N = W ′0∪W ′1 and the surface H ′ is embedded inside the interior of M
and is obtained from H by an isotopy of M leaving ∂M unchanged,
(ii) W ′0, W
′
1 are compression bodies included in M so that (W
′
0,W
′
1, H
′)
is a generalized Heegaard splitting of
(W ′0 ∪W ′1, ∂−W ′0, ∂−W ′1),
(iii) ∂−W ′0 = Γ0, ∂−W
′
1 = Γ1, and they are two (not necessarily connected,
possibly empty) oriented strictly stable minimal surfaces.
Let Π be the saturated set generated by all smooth sweepouts {Σt} of N such
that
• for i ∈ {0, 1}, Σi = Γi,
• for all t ∈ (0, 1), the surface Σt is isotopic to H ′ inside N .
Suppose that (W ′0,W
′
1, H
′) is a strongly irreducible Heegaard splitting.
Then there exists a min-max sequence Σjtj converging to
∑k
i=1miΣ
∞
i as
varifolds, where Σ∞i ⊂ N are disjoint closed embedded connected minimal
surfaces such that
k∑
i=1
miArea(Σ
∞
i ) = W (N,Π),
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the index of
⋃k
i=1 Σ
∞
i is bounded by one and there is an i0 such that
Σ∞i0 ⊂ Int(N).
Remark 11. Condition (iii) that Γ0 and Γ1 are strictly stable can be replaced
by a weaker condition that there exists a squeezing map Pt from Section 4.3
in a small neighbourhood of ∂N . For example, if D is a 3-ball with smooth
minimal stable boundary and there exists a foliation of the tubular neigh-
bourhood of ∂D by strictly mean concave spheres (mean curvature points
towards ∂N), then a squeezing map Pt can be constructed and Theorem 10
guarantees existence of an embedded minimal two-sphere in the interior of
D.
Proof. Since by Condition (iii), Γ0 ∪ Γ1 = ∂N is a strictly stable minimal
surface we have
(31) max{Area(Γ0), Area(Γ1)} < W (N,Π).
This was essentially proved in [22]. Another proof is given in the Appendix.
We can also find a small δ¯ > 0 so that
Nδ¯ := N ∪ {x ∈M ; d(x, ∂N) ≤ δ¯}
is a strictly mean convex domain and if a closed minimal surface is contained
in Nδ¯ then it is contained in N . The saturated set Π naturally induces a
saturated set Πδ¯ associated with Nδ¯. It is then not difficult to check that
for δ¯ small, W (Nδ¯,Πδ¯) = W (N,Π). If δ¯ is chosen small enough, by (31), we
can apply the version of the Simon-Smith theorem proved in [16, Theorem
2.1] to get the existence of the varifold V =
∑k
i=1 miΣ
∞
i , then the genus
bound and the nature of convergence follow from [11]. The index of the
union
⋃k
i=1 Σ
∞
i is bounded by one according to Theorem 6.1 and paragraph
1.3 in [17].
The goal is to show the existence of a component Σ∞i0 inside the interior
Int(N). The arguments will share similarities with [17, Deformation Theo-
rem C] (in particular the several constructions in its proof will be useful),
however we have to deal with smooth isotopies. On the other hand, in our
case we only need to rule out the case where the whole min-max surface is
included in the boundary. Let {{Σit}}i ⊂ Π be a pulled-tight minimizing
sequence and suppose by contradiction that for all V ∈ Λ({{Σit}}i) with
smooth support and mass W (N,Π), spt(V ) is included in ∂N . Given a
sweepout in Π, we orientate Σt with the unit normal ν pointing towards Γ1.
In N , each Σt hence bounds a manifold with boundary B(Σt) such that ν is
the outward normal.
If S is a surface, let |S| be the varifold it determines with multiplicity one.
Denote by S1, ..., Sp the connected components of ∂N = Γ0 ∪ Γ1. Let V be
a varifold with mass W (N,Π), of the form:
(32) V = m1|S1|+ ...+mp|Sp|,
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where mi are nonnegative integers. We call the finite family of such V
by Vˆ . Let {Σt}t∈[0,1] be a smooth sweepout in Π. We are applying the
following discussion to the pulled-tight minimizing sequence {{Σit}}i so we
are assuming {Σt} to be one of these sweepouts. We can in particular make
maxtArea(Σt) −W (N,Π) arbitrarily small. Given α > 0, consider Vα the
subset
Vα := {t ∈ [0, 1]; ∃V ∈ Vˆ , F(|Σt|, V ) ≤ α}.
The rough idea of the remainder of the proof is to construct from part of
the sweepout {Σt} another sweepout {Σˆt} for which the corresponding Vη is
empty, where η > 0 is a constant depending on α and N . A technical point
which is already in Claims 1-4 of the proof of [17, Deformation Theorem C]
is that we will make sure that the surfaces Σˆt are not close to any stationary
integral varifold which was far from the surfaces Σt. Without loss of general-
ity, we suppose that Vα is non-empty and is a finite union of closed intervals.
If α is sufficiently small, then for any t ∈ Vα, Σt bounds B(Σt) which has vol-
ume either close to 0 or close to Vol(N). Let [a1, b1],...,[aq, bq] be the intervals
in Vα such that B(Σt) has volume close to 0, where a1 ≤ b1 < ... < aq ≤ bq.
We have bq < 1 since α is small enough. Similarly let [c1, d1],...,[cq′ , dq′ ]
be the intervals composing Vα ∩ (bq, 1]. On these intervals the volume of
B(Σt) is close to Vol(N). Then {Σˆt} will be constructed from the restriction
{Σt}t∈[bq ,c1] by appropriately closing its ends, i.e. by deforming Σbq and Σc1
respectively to Γ0 or Γ1, thanks to the interpolation result Theorem 6. This
new sweepout {Σˆt} will not necessarily be homotopic to {Σt} (contrarily
to the analoguous situation in [17, Deformation Theorem C]) but it will be
a smooth sweepout and thus in the family Π. In the sequel we will only
explain the case where both intervals of the form [ai, bi] and [ci, di] exist.
When there is no interval of the form [ai, bi], but there are intervals of the
form [ci, di] we will only need to deform Σc1 to Γ1 (and similarly if there is
no interval of the form [ci, di], but there are intervals of the form [ai, bi]). If
Vα is empty then we do not modify the sweepout {Σt}.
Let Nh(∂N) be an h-tubular neighborhood of ∂N = Γ0 ∪Γ1, where h > 0
is smaller than h0 given by Theorem 6. Let α1 > 0 be such that if for
V ∈ Vˆ , a stationary integral varifold Z has spt(Z) ⊂ spt(V ), M(Z) = M(V )
but Z 6= V , then there is a connected component ΩZ of Nh(∂N) so that
||Z||(ΩZ) > ||V ||(ΩZ) + α1. The α considered in the previous paragraph
will then be taken independent of {Σt} and at least small enough so that
the following holds: if for V ∈ Vˆ , a varifold Z ′ ∈ V2(M) (not necessarily
stationary or integral) has ||Z ′||(ΩZ′) > ||V ||(ΩZ′) + α1 for a connected
component ΩZ
′
of Nh(∂N), then F(Z, V ) > 2α (see [17, Subsections 5.11
and 5.14]).
If α was chosen small enough then Σbq satisfies the following:
area(Σbq\Nh(∂N)) < ε0/2
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for the ε0 given by Theorem 6. Moreover since the domain B(Σbq) bounded
by Σbq has volume close to 0, it means that (if α is small enough depending
only on ε0 and ∂N) the surface Σbq is ε0/2-odd in Nh(Γ0) but ε0/2-even in
Nh(Γ1). We can now apply the interpolation result Theorem 6 to Σbq and
deform Σbq into a surface close to Γ0 in the F topology, with area control.
Let {Yt}t∈[0,1] be this continuous family of surfaces interpolating between Σbq
and Y1 close to Γ0. On can deform Y1 to Γ0 continously in the F-topology.
By arguing as in Claims 1-4 of [17], one can choose δ > 0 small enough so
that for a positive η < α/2 independent of the index i of {Σit} and δ when
they are respectively large and small enough,
∀t ∈ [0, 1], F(|Yt|, V ′) > η
for all stationary integral varifold V ′ with mass W (N,Π). To see this re-
member that in the proof of Proposition 4.4, we first applied Lemma 4.2,
then we could use the squeezing maps Pt to push the surface arbitrarily
close to ∂N , and finally we applied the stacking deformations. Along the
deformations of Propositions 4.4 and 5.1, we did not increase the area of the
deformed surface by more than δ in the h-tubular neighborhood of any com-
ponents of ∂N . Compared to [17], in their notations H1i corresponds to our
deformation in Lemma 4.3, H2i corresponds to pushing the surface with the
squeezing maps Pt, and H
3
i corresponds to our deformations in Propositions
4.4 and 5.1. The analogues of Claims 1-4 in [17] hold true in our situation
(the choice of α1 and α come into play here).
The above procedure can be realized in a symmetric way for t = c1 (re-
member that [c1, d1],...,[cq′ , dq′ ] are the intervals composing Vα ∩ (bq, 1]): we
can deform Σc1 to Γ1 with similar properties on the interpolation. As a re-
sult of concatenating and reparametrizing the successive deformations from
Γ0 to Y0 = Σbq , from Σbq to Σc1 (this given by {Σt}t∈[0,1]), and from Σc1
to Γ1, we obtain a family denoted by {Σˆt}t∈[0,1], satisfying for an arbitrary
δ > 0 and for some η < α/2 the following properties:
• {Σˆt} ∈ Π,
• maxtArea(Σˆt) ≤ maxtArea(Σt) + δ,
• F(|Σˆt|, V ) > η for all t ∈ [0, 1] and all V of the form (32) with
M(V ) = W (N,Π),
• F(|Σˆt|, V ′) > η for all t ∈ [0, 1] and all stationary integral varifold V ′
with M(V ′) = W (N,Π) which are not in Λ({{Σit}}i).
We emphasize that this sweepout {Σˆt} is not a priori homotopic to the
original sweepout {Σ}t. Moreover the η is independent of the index i of
{Σit}t∈[0,1] and of δ.
Now we can conclude the proof. Let {{Σit}}i be a pulled-tight minimizing
sequence and δi a sequence going to 0. Transforming each sweepout of this
sequence as above with parameter δi instead of δ (but keeping α > 0, η
fixed) produces a new pulled-tight minimizing sequence {{Σˆit}}i ⊂ Π. Note
38 DANIEL KETOVER, YEVGENY LIOKUMOVICH, AND ANTOINE SONG
similarly to [17, Deformation Theorem C] that by construction:
Λ({{Σˆit}}i) ∩ {stationary integral varifolds of mass W (N,Π)}
⊂ Λ({{Σit}}i) ∩ {stationary integral varifolds of mass W (N,Π)}.
(33)
But by construction of {{Σˆit}}i, any varifold V ′ ∈ Λ({{Σˆit}}i) with ||V ′||(N) =
W (N,Π) is η-far from any varifold of the form (32). So the usual min-max
theorem (see [5]) would produce a varifold in the first intersection in (33)
with smooth support, i.e. a minimal surface whose area counted with multi-
plicity is W (N,Π), and which is not entirely contained in the boundary ∂N .
This contradicts our assumption on Λ({{Σit}}i) so the theorem is proved.

7. Minimal Heegaard splittings in orientable 3-manifolds
In this section, M is a closed oriented 3-manifold not diffeomorphic to S3.
All surfaces considered are closed embedded.
7.1. H-compatible splittings and H-cores
Let (M, g) be a connected compact oriented 3-manifold whose boundary,
if non-empty, is a stable minimal surface. In this subsection, we study
generalized Heegaard splittings of some compact 3-manifolds N included in
(M, g), and whose boundary is also a stable minimal surface. Our goal will
be to find an innermost such splitting.
Let (W0,W1, H) be a generalized Heegaard splitting of (M,∂0M,∂1M)
where (∂0M,∂1M) is a given partition of the components of ∂M .
Consider a triplet (W ′0,W
′
1, H
′) such that the following holds:
• the surface H ′ is embedded inside the interior of M and is obtained
from H by an isotopy of M leaving ∂M unchanged,
• W ′0, W ′1 are non empty compression bodies included in M so that
(W ′0,W
′
1, H
′) is a generalized Heegaard splitting of
(W ′0 ∪W ′1, ∂−W ′0, ∂−W ′1),
• ∂−W ′0 and ∂−W ′1 are two (not necessarily connected, possibly empty)
oriented stable minimal surfaces.
Such a triplet (W ′0,W
′
1, H
′) is then called an H-compatible splitting. Note
that (W0,W1, H) is itself an H-compatible splitting. By the maximum prin-
ciple, each component of ∂−W ′0∪∂−W ′1 is either disjoint from ∂M or entirely
contained in it.
Given a metric g on M , let Sg(H) be the set of subsets N ⊂ M such
that N = W ′0 ∪W ′1 for a certain H-compatible splittings (W ′0,W ′1, H ′). The
inclusion relation ⊂ gives a partial order on Sg(H). An element N is then
minimal in the sense of this partial order (not to be confused with the
minimality of the boundary ∂N) if there is no element N˜ ∈ Sg(H) such that
N˜ ⊂ N ′ and N˜ 6= N ′.
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Lemma 7.1. Let (M, g) be as above and suppose that H is a strongly irre-
ducible generalized Heegaard splitting. Then
(1) either H is isotopic to a stable minimal surface,
(2) or H is isotopic to the boundary of a tubular neighborhood of a non-
orientable minimal surface Σ ⊂ M with a vertical handle attached,
and Σ has stable oriented double cover,
(3) or for any N ∈ Sg(H), there exists a minimal element Nmin ∈ Sg(H)
such that
Nmin ⊂ N.
Proof. Let N = N0 ∈ Sg(H), and consider a sequence {Ni} ⊂ Sg(H) such
that
... ⊂ N2 ⊂ N1 ⊂ N0 and
Vol(Ni+1) ≤ inf{Vol(N ′);N ′ ⊂ Ni}+ 1
i+ 1
.
We want to show that ∂Ni converges subsequentially to a minimal surface.
By stability, [29] gives a uniform upper bound K on the second fundamental
form of ∂Ni and hence a uniform lower bound δ0 > 0 on the local focal
distance of ∂Ni (the supremum of the d such that, given ν a unit normal of
Si, the map
∂Ni × (−d, d)→M
(x, s) 7→ expx(sν)
is locally a diffeomorphism). It suffices now to rule out the possibility that
the area Area(∂Ni) is unbounded. Note that in our case the sequence of
stable minimal surfaces is nested, i.e. for each ∂Ni the other ∂Nj are on one
side of ∂Ni. Moreover since Vol(Ni) is a converging sequence, for any µ > 0,
there exists an integer i0 such that the volume of Ni\Nj is smaller than µ
if j ≥ i ≥ i0. Let ν be the unit normal of ∂Ni pointing inside of Ni. If µ is
chosen small compared to K then for any j ≥ i0, x ∈ ∂Ni0 , {expx(sν); s ∈
[0, δ0]} ∩ (∂Ni0 ∪ ∂Nj) 6= ∅. So since Ni0 ⊂ Nj, ∂Nj is locally a graph
over ∂Ni0 with bounded slope, and we conclude that the area Area(∂Nj)
(j ≥ i0) is bounded in terms of Area(∂Ni0), as desired. The sequence ∂Ni
converges subsequentially to an embedded minimal surface Σ. When the
limit of Vol(Ni) is zero then either Σ is an oriented stable minimal surface
isotopic to H or Σ is a connected non-orientable minimal surface bounding
a compression body on one side. In the non-orientable case, the oriented
double cover is stable. By irreducibility, the generalized Heegaard splitting
H is isotopic to this double cover with a vertical handle attached [10]. When
limi→∞Vol(Ni) is not zero, Σ bounds the desired minimal element Nmin of
Sg(H).

It will be convenient to introduce this definition:
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Definition 7.2. Let M be as above and H be a Heegaard splitting. An
H-core of M is a minimal element C of Sg(H).
Let C be a positive real number. A C-bounded H-core of M is an element
C of Sg(H) such that Area(∂C) ≤ C, and which is minimal among elements
N of Sg(H) satisfying Area(∂N) ≤ C.
We can reformulate Lemma 7.1 as follows:
Corollary 12. Let (M, g) be as above, H is a strongly irreducible Heegaard
splitting. Suppose that H is
• neither isotopic to a stable minimal surface
• nor isotopic to the boundary of a tubular neighborhood of a non-
orientable minimal surface Σ ⊂ M with a vertical handle attached,
where Σ has stable oriented double cover.
Then there exists an H-core C of M .
Similarly for all C > Area(∂M), let H be a strongly irreducible Heegaard
splitting and suppose that H is
• neither isotopic to a stable minimal surface of area at most C
• nor isotopic to the boundary of a tubular neighborhood of a non-
orientable minimal surface Σ ⊂ M with a vertical handle attached,
where Σ has stable oriented double cover and area at most C.
Then there exists a C-bounded H-core C of M .
Proof. For the fist part, it suffices to apply Lemma 7.1 with N = M .
The second part is easier to prove since the stable minimal surfaces in
consideration have area bounded by C and so it follows by usual convergence
arguments [29]. 
7.2. Main theorem
We now state the main theorem.
Theorem 13. Let (M, g) be a closed oriented 3-manifold not diffeomorphic
to the 3-sphere. Suppose that there is a strongly irreducible Heegaard splitting
H. Then
i) either H is isotopic to a minimal surface Σ1 of index at most one,
ii) or isotopic to the boundary of a tubular neighborhood of a non-
orientable minimal surface Σ2 with a vertical handle attached, and
Σ2 has stable oriented double cover.
If moreover the metric is bumpy, then there is an oriented minimal surface
of index one isotopic to Σ1 in the first case, and isotopic to the boundary of
a tubular neighborhood of Σ2 in the second case. In particular its genus is
equal to either genus(H) or genus(H)− 1.
We list a few corollaries of Theorem 13. We use “minimal Heegaard
splitting” to denote a closed connected embedded minimal surface which is
a Heegaard splitting.
ON THE EXISTENCE OF MINIMAL HEEGAARD SURFACES 41
Corollary 14. The conjecture of Pitts-Rubinstein is true.
Corollary 15. Any lens space not diffeomorphic to S3 or RP3 contains a
minimal Heegaard splitting of genus one with index at most one.
Corollary 16. Any (RP3, g) contains
• either a Heegaard splitting of genus one and index at most one,
• or a minimal RP2 with stable oriented double cover.
If the metric g is bumpy, then
• either there is an index one Heegaard splitting of genus one,
• or there is an index one minimal sphere.
Example 7.3. Corollary 16 is optimal as shown by the following example.
Consider a long cylindrical piece [0, 1]×S2, cap it on one side (say {0}×S2)
with a half-sphere, then take the quotient on the other side ({1} × S2) by
the usual Z2-action to get an RP3 with positive scalar curvature. Note that
any Heegaard torus must intersect the set {1} × S2. If the cylindrical piece
is long enough with a warped product metric so that the spheres {t} ×
S2 constitute a mean convex foliation with mean curvature vector pointing
towards {1}×S2, then by the maximum principle, the monotonicity formula
and the area bound [16, Proposition A.1 (i)], there is no index one minimal
Heegaard torus.
Before proving Theorem 13, we need two lemmas. Recall that (M, g) is
closed irreducible oriented and not diffeomorphic to the 3-sphere.
Lemma 7.4. Let (M, g) be as above, let H be a strongly irreducible Heegaard
splitting. Suppose that H is not isotopic to a stable minimal surface or to
the boundary of a tubular neighborhood of a non-orientable minimal surface
S with a vertical handle attached, where S has stable oriented double cover.
Let C be an H-core (which exists by Corollary 12). Then for all constant
C > 0 large enough, there is a sequence of bumpy metrics gm converging
smoothly to g and C-bounded H-cores Cm with respect to gm, such that ∂Cm
converges smoothly to ∂C (with respect to g).
Proof. We choose a function λ˜m converging smoothly to 1 so that ∂C is
strictly minimal for λ˜mg. A small neighborhood Vm of ∂C then has strictly
mean convex boundary ∂Vm for λ˜mg, and we can make ∂Vm be diffeomorphic
to two copies of ∂C, each one converging to ∂C on one side as m→∞. Then
using the genericity of bumpy metrics proved in [36], we modify slightly
the metric λ˜mg into gm so that the stable surfaces of (M, gm) are strictly
stable and ∂Vm still has a mean convex boundary. By minimizing half of
the boundary ∂Vm inside Vm, one finds a strictly stable embedded minimal
surface Sm for gm so that Sm converges to ∂C. Let C be a constant larger
than twice the area of ∂C ⊂ (M, g). For m large, the assumptions of the
second part of Corollary 12 have to be satisfied for H and gm (otherwise
we could take a converging subsequence of minimal surfaces contradicting
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our assumptions on g) and it gives the existence of a C-bounded H-core Cm
with
Sm ⊂M\ Int(Cm).
As m tends to infinity, the boundary ∂Cm converges smoothly by [29] and
the limit is ∂C, by definition of the H-core C. To see this, remark that the
volume of Cm remains bounded away from 0 since H is not isotopic to a
stable minimal surface or to the boundary of a tubular neighborhood of a
non-orientable minimal surface S with a vertical handle attached, where S
has stable oriented double cover.

The next technical lemma will be useful in the proof of Theorem 13.
Lemma 7.5. Suppose that (N, g) is a compression body endowed with g
a bumpy metric, such that ∂+N = Γ is mean-convex (the mean curvature
vector is pointing outwards) and ∂−N = Γ′ is a disjoint union of stable
minimal surfaces. Then one of the following cases occurs:
• either there is a compression body N˜ such that the hypotheses above
are true with Γ′ (resp. N) replaced by Γ˜′ := ∂−N˜ (resp. N˜), and
moreover N˜ is strictly included in N ,
• or there is a smooth sweepout {Σˆt}t∈[0,1] of N , Σˆ0 = Γ, Σˆ1 = Γ′, Σˆt
is isotopic to Γ for t ∈ [0, 1), and moreover
max
t∈[0,1]
Area(Σˆt) = Area(Γ).
Proof. Let us minimize the area of a surface close to Γ (and with smaller
area) inside N using the γ-reduction “with constraints” as in the proof of
Lemma 4.2 (see [5, Section 7]). The boundary ∂N act as a barrier and we
get a limit stable minimal surface S ⊂ N . By the interpolation theorem
Theorem 6 and by Proposition 2.1, we get that either S is different from Γ′
in which case the first item in the lemma occurs, or S is Γ′ and the second
item occurs.

Proof of Theorem 13. Let H be a strongly irreducible Heegaard splitting of
M . First suppose that the metric is bumpy. Assume that H is not isotopic to
a stable minimal surface or the boundary of a tubular neighborhood of a non-
orientable minimal surface S with a vertical handle attached, where S has
stable oriented double cover. By Corollary 12, there is an H-core C. Let Γ0∪
Γ1 = ∂C be a boundary decomposition with Γi = ∂−W ′i , where (W
′
0,W
′
1, H
′)
is an H-compatible splitting. Let Π be the saturated set generated by all
the smooth sweepouts {Σt} of C, such that Σ0 (resp. Σ1) is Γ0 (resp. Γ1)
and such that the slices Σt (0 < t < 1) are smooth connected orientable and
are isotopic to H. We can apply Theorem 10 to the H-core C and we get
an oriented embedded minimal surface Σ with area W (C,Π) (taking into
account multiplicities).
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If Σ is non-orientable, and arises via surgeries [11], Proposition 2.1 implies
that there is a unique non-sphere component Σ′ of Σ in the interior Int(C).
It is non-orientable, and by Proposition 2.1 has multiplicity two if M is not
RP 3 or more if M is RP 3, and for ε > 0 small enough, each Γt is isotopic
to ∂Nε(Σ
′) with a vertical handle attached. The oriented double cover Σ˜′
of Σ′ is unstable by our assumption in the beginning of the proof. We now
apply Lemma 7.5 to the complementary set inside the H-core C of a small
neighborhood of Σ′. By definition of a core, only the second item of this
lemma is valid. Hence as in [12, Theorem 3.3], the unstability of Σ˜′ gives
rise to a smooth sweepout {Γ˜t} ∈ Π, such that
W (C,Π) ≤ max
t∈[0,1]
Area(Γt) < 2Area(Σ
′).
Since 2Area(Σ′) ≤ W (C,Π), it is a contradiction. Thus the case in which Σ
is non-orientable cannot occur.
Notice that we can suppose there is no minimal sphere in the interior of
the H-core. Indeed, if a minimal sphere in Int(C) were stable then adding
these spheres to Γ0 we obtain a smaller H-compatible couple, contradicting
the definition of the H-core C. If on the other hand a minimal sphere in
Int(C) were unstable, we could minimize area in its isotopy class on the non-
trivial side: either we get an RP2 component with stable universal cover,
which we have assumed is not the case or else a set of stable two-spheres,
which again contradicts the definition of the H-core. Here we are using that
M is not a 3-sphere by assumption.
The components of Σ bound compression bodies or are included in the
boundary of C, and none of the latter components which is not a sphere is
included in one of the compression bodies previously mentioned. Since Σ is
oriented it is obtained from surgeries by [11], and it follows from Proposition
2.1 that all surgeries are on the same side and each component of Σ with
positive genus has multiplicity 1. Thus from the conclusion of Theorem
10, at least one component of Σ′ is contained in the interior Int(C), has
positive genus (we are supposing that nominimal spheres are inside the H-
core), occurs with multiplicity one, and is unstable by definition of an H-core
again and our assumption that Σ is not isotopic to a stable minimal surface.
There is exactly one such unstable component Σ′ by the index bound [17].
We now claim that Σ′ is isotopic to H. Suppose toward a contradiction
that it is not. Using Meeks-Simon-Yau [19], we could then minimize area for
surface isotopic to Σ′ on the side M ′ ⊂ Int(C) which is not a compression
body, say the side of Γ1 (it exists because M is not a 3-sphere). Observe that
Σ′ is incompressible inside M ′, since if Σ′ is not isotopic to H, then it comes
from H on which at least one essential neck-pinch surgery was done on the
side different from M ′. From Meeks-Simon-Yau we obtain that a minimizing
sequence for area in M ′ converges to a (maybe disconnected) stable mini-
mal surface Σ′′ with integer multiplicities. Note that Σ′′ is achieved after
surgeries form Σ′ (γ-reductions in the terminology of [19]), which itself was
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obtained by surgeries on H. By Proposition 2.1, either a component of Σ′′
is non-orientable, then its oriented double cover is stable and by adding a
vertical handle we get a surface isotopic to H: this case cannot occur by our
assumption at the beginning of the proof. Or Σ′′ is oriented: then there is
a component Σ′′′ of Σ′′ that is isotopic to Σ′ (the other components are just
spheres) and is in the interior of C, but we can now get an H-core smaller
than C by replacing Γ0 with (Γ0∪Σ′′′)\Σ′, which contradicts the minimality
of C.
To summarize, in the case when the metric is bumpy, we have proved
that if H is not after a neck-pinch isotopic to a double cover of a stable
minimal surface, then H is isotopic to either an index 1 or 0 minimal surface.
Furthermore this minimal surface has area bounded above by the width
W (C,Π) of the H-core. We now show that if H is not after a neck-pinch
isotopic to a double cover of a stable minimal surface, and is isotopic to an
index 0 minimal surface Σ, then it is also isotopic to an index 1 minimal
surface Σ′.
Indeed, consider a handlebody body W bounded on one side by Σ. By
the proof of Lemma 7.1 and bumpiness of the metric, there is a compression
body W ′ included in W such that ∂W ′ is a stable minimal surface, ∂W ′+
is isotopic to H, and W ′ is of minimal volume among such compression
bodies. Then by applying Theorem 10 to W ′ we obtain a minimal surface
Σˆ ⊂ Int(W ′) which, by minimality of W ′, is of index one and isotopic to H.
In the case finally where H after a neck-pinch is isotopic to a double cover
of a stable minimal surface Σ, we verify that there is a minimal surface in
M of genus genus(H) − 1. To see this, we pass to a double cover M˜ of
M so that Σ lifts to an orientable stable minimal surface Σ˜ in M˜ bounding
a handlebody whose interior projects diffeomorphically to the complement
of Σ in M . By the previous paragraph we obtain an oriented index one
minimal surface in this handlebody isotopic to Σ˜. This surface descends to
an embedded surface in M\Σ and has genus equal to genus(H) − 1. This
completes the proof of the theorem in the case when the metric is bumpy.
If the metric is not bumpy, we use Lemma 7.4 to approximate g by bumpy
metrics gm. For each m, there is a C-bounded H-core Cm and W (Cm,Π)
converges to W (C,Π). If C is chosen bigger than 2W (C,Π), then we check
without difficulty that the above arguments hold for a C-bounded H-core
instead of an H-core for large m, since limmW (Cm,Π) = W (C,Π). We get
for each m large enough
• either a minimal surface of index at most one isotopic to H,
• or a non-orientable minimal surface with stable oriented double cover,
such that when we attach a vertical handle to the boundary of a
tubular neighborhood, we get a surface isotopic to H.
These minimal surfaces have area at most C. Subsequentially this sequence
converges by [31] to a minimal surface Σ∗. By strong irreducibility, either the
limit is two-sided and the convergence is smooth, or the limit is one-sided,
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the oriented double cover of Σ∗ is stable (by a Jacobi field argument, see [31]
for instance) and H is isotopic to the boundary of a tubular neighborhood
of Σ∗ with a vertical handle attached (by [10]). So Σ∗ is as in the first part
of the statement of Theorem 13 and the theorem is proved.

8. Minimal Heegaard splittings in orientable 3-manifolds
with positive scalar curvature
In this section, we give some applications to the case of positive scalar cur-
vature. We suppose that M is a spherical space form S3/Γ not diffeomorphic
to S3. Assume that M is endowed with a metric g with scalar curvature at
least 6, then any embedded orientable stable surface is a sphere (see [30]) of
area at most 4pi/3, and index one minimal surfaces also have an area bound
[16, Proposition A.1 (i)].
8.1. Existence of index one minimal Heegaard splitting with min-
imal genus
A corollary of Theorem 13 is the following existence theorem for irre-
ducible minimal Heegaard splittings in spherical space forms with positive
scalar curvature.
Theorem 17. (1) Let (M, g) be an RP3 which has scalar curvature at
least 6. Then
• either M contains an index one Heegaard splitting of genus one
which has area less than 4pi,
• or M contains a minimal RP 2 with stable oriented double cover
and area less than 2pi.
(2) Let (M, g) be a spherical space form S3/Γ not diffeomorphic to S3
or RP3, and with positive scalar curvature. Let H be a strongly ir-
reducible Heegaard splitting of M . Then M contains an index one
minimal surface isotopic to H.
Note that, since a spherical space form admits a positive curvature metric,
it does not contain incompressible surfaces so any Heegaard splitting of
minimal genus is strongly irreducible by [3].
Proof. Observe that since the scalar curvature is positive any oriented stable
minimal surface is a sphere, and a non-orientable minimal surface with stable
oriented double cover has to be an RP 2. Then the theorem follows essentially
from Theorem 13. It remains to get the strict area upper bound in the case
whereM is diffeomorphic to RP3. First by [2], the area of an area-minimizing
RP 2 is smaller than 2pi whenever M is not round. The theorem is clearly
true for the round RP3 (consider the projection of a Clifford torus). So let
Σ be such an area-minimizing projective plane and suppose that its oriented
double cover is unstable. Attaching a vertical handle to the boundary of a
thin tubular neighborhood of Σ, we get a genus one Heegaard splitting H
46 DANIEL KETOVER, YEVGENY LIOKUMOVICH, AND ANTOINE SONG
and there is an H-core C containing Σ in its interior (by the arguments of
Lemma 12). As in the proof of Theorem 13, we use Lemma 7.5 to find a
smooth sweepout of C with maximum area less than 2Area(Σ), so the local
min-max procedure gives either an index one Heegaard splitting of genus
one and area less than 4pi, or a minimal projective plane with area less than
2pi and stable universal cover.

8.2. Existence of index one minimal Heegaard splitting with area
less than 4pi
The following result combined with Theorem 17 (1) can be thought of as
an extension of Theorem 23 in [34] in the orientable case.
Theorem 18. Let (M, g) be a spherical space form S3/Γ not diffeomorphic
to S3 or RP3, and with scalar curvature at least 6. Then M contains an
index one minimal Heegaard splitting with area less than 4pi.
Proof. Let M be a spherical space form not diffeomorphic to S3, with scalar
curvature at least 6. Recall that if M cannot contain an embedded RP 2
since then by irreducibility M would be an RP3. By Corollary 12, there is
a core C ⊂M . Observe that the boundary components are all spheres.
We now work in the min-max setting of Almgren-Pitts: specifically we will
use a local min-max theorem analogous to Theorem 10 in the Almgren-Pitts
setting. That theorem is easier to prove and is essentially the combination of
the usual min-max result with mean convex boundary and the lower index
bound of Marques-Neves [17], see the Appendix in [35] for definitions and
statements.
Pick a homotopy class ΠC ∈
⋃
C0,C1
pi]1(Zn(M), C0, C1) in the sense of
Almgren-Pitts corresponding to the fundamental class of C, namelyA(ΠC) =
[|C|] (where A is the Almgren map), with C0, C1 going through the (finitely
many) possible choices, . The width of the core is L(ΠC). Suppose the latter
to be minimal with respect to the choice of C0, C1.
Claim: There is an embedded connected minimal surface of index 1,
which is also a Heegaard splitting of M , such that
Σ ⊂ Int(C) and Area(Σ) = L(ΠC).
Indeed for a bumpy metric, we get a minimal surface Σ in the interior of the
core thanks to the Appendix of [35]. Suppose that Σ is oriented unstable.
It has to be a Heegaard splitting because minimizing its area in the core on
one side, we get stable spheres (which have to bound 3-balls in this side) so
we can make its area go to zero in this side (see [19, Proposition 1]). Thus
applying Lemma 7.5 on both sides of Σ, using interpolation and discretizing
the sweepouts, we get that actually Area(Σ) = L(ΠC). As in Theorems 13
and 17 we rule out the case where Σ is non-orientable. For general metrics,
we use the approximation proved in Lemma 7.4.
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It remains to improve the area bound yielded by the usual Hersch trick.
Suppose for simplicity that the metric is bumpy. We want to show L(ΠC) <
4pi. For that purpose, let us consider the lift C˜ of C to S3. We apply Theorem
10. There is a minimal sphere S˜ in the interior of C˜ and its index is at most
one so by the Hersch trick,
Area(S˜) ≤ 4pi.
After projecting on M , we get a non-embedded immersed minimal surface
S ⊂ Int(C) ⊂ M . We want to apply the method of [34, Proposition 19,
Proposition 22] to S. If at embedded points of S the projection is a local
diffeomorphism then any generic closed curve in Int(C) intersecting S an
odd number of times would lift to a closed curve intersecting S˜ ⊂ S3 an odd
number of times, which is absurd. Hence in that case, inspecting the proof of
[34, Lemma 16], we conclude that S satisfies the local separation property
(LS). If at embedded points of S the projection is a double cover, then
2Area(S) ≤ 4pi and we can simply reduce the boundary of every component
of C\S at the same time using [34]. So in every case we construct a homotopy
sequence {ψi} ∈ ΠC such that
L({ψi}) ≤ 4pi and L(ΠC) < L({ψi}),
the strict inequality coming from the fact that S is not embedded while
Almgren-Pitts min-max theory produces embedded surfaces (see [34]).
Finally, if the metric is not bumpy, we use Lemma 7.4 to get minimal
spheres S˜m in the interior of the lifts C˜m, with uniformly bounded area and
index. Since Cm are cores, S˜m cannot converge to a sphere of ∂C˜ so there is
a limit minimal sphere in the interior of C˜, which projects to S in M . The
end of the argument is the same as previously.

Remark 19. The above theorem does not provide information on the genus
of the Heegaard splitting with area less than 4pi since we are using a projec-
tion argument and the min-max theory of Almgren-Pitts. For M as in the
theorem, is there a Heegaard splitting with area less than 4pi, which also has
minimal genus? In the special case Ric > 0, this is true by combining [16]
and [12] but it seems quite arduous to extend the method to the case R > 0
(see [33]).
Appendix: Proof of (31) in the proof of Theorem 10
The following lemma was essentially proved in [22] but we give another
proof for the sake of completeness.
Lemma 8.1. Assume that N ⊂ (Mn+1, g), that the metric g is bumpy, that
Γ0, Γ1 are a partition of the components of ∂N . Consider Π be a saturated
set generated by smooth sweepouts {Σt} such that
• A({Σt}) = [|N |],
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• Σ0 = Γ0 and Σ1 = Γ1.
Suppose that Γ0 is a stable minimal hypersurface. Then
W (N,Π) > Area(Γ0).
Consequently, if Γ0 and Γ1 are both stable minimal hypersurfaces, then (31)
holds.
Proof. Denote by |Γ′| the varifold determined by a surface Γ′ with multiplic-
ity one. In this proof we will also use integral cycles: by abuse of notations,
an oriented closed surface T will be identified with the integral current it
induces. Let M denote the mass defined on the space of currents, and let
||T ||(U) be the mass of the restriction of T to a subset U .
Since any sweepout {Σt} ∈ Π sweeps out N non trivially, for all ε0 > 0
small enough there is an element t ∈ [0, 1] for which F(|Σt|, |Γ0|) ∈ (ε0, 2ε0)
when i is large enough. Let BFε (|Γ0|) be the F-ball of radius ε centered at
|Γ0| in
V2(M) := closure in the weak topology of the space of rectifiable 2-varifolds.
Claim: For ε0 small enough, there is a δ > 0 such that for any integral
cycle T ∈ Z2(M) satisfying
|T | ∈ A := BF2ε0(|Γ0|)\BFε0(|Γ0|),
we have M(T ) ≥M(Γ0) + δ.
The lemma readily follows from this claim. To prove the latter, we argue
by contradiction and consider a sequence of cycles Ti ∈ Z2(M) with |Ti| ∈ A,
and a sequence of positive numbers δi going to zero such that M(Ti) ≤
M(Γ0) + δi. Let Ωr be an r-neighborhood of Γ0 so that there is a family
of area-decreasing maps {Pt}t∈[0,1] as in [17, Proposition 5.7]. Note that
||Ti||(M\Ωr/2) is smaller than κ.ε0 where κ = κ(Γ0, r) ≥ 1 is a constant. By
the properties of Ωr, if we fix ε0 small enough then for any integral cycle
Tˆ with |Tˆ | ∈ BF(1+2κ)ε0(|Γ0|) and support in Ω¯r we have by the constancy
theorem:
(34) (P1)]Tˆ = ±Γ0 and M(Γ0) ≤M(Tˆ ).
For almost all r′ ∈ (r/2, r), we can minimize the part of Ti outside Ωr′ , by
the monotonicity formula (fix ε0 small) we get an integral cycle T
′
i coinciding
with Ti inside Ωr′ but area-minimizing outside Ω¯r′ , and satisfying
spt(T ′i ) ⊂ Ωr and M(T ′i ) ≤M(Ti).
By the choice of the sequence Ti,
(35) M(Γ0) ≤M(T ′i ) ≤M(Ti) ≤M(Γ0) + δi.
Note that by construction F(|Ti|, |T ′i |) ≤ 2||Ti||(M\Ωr′). Since δi goes to
zero, r′ = r′(i) ∈ (r/2, r) can be chosen so that the mass ||Ti||(M\Ωr′) also
converges to zero. Indeed, either ||Ti||(Ωr\Ωr/2) goes to zero or not. In the
first case, let f be the function defined before Proposition 5.7 in [17]. By
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the coarea formula, we find r′ ∈ (r/2, r) such that 〈Ti, f, r′〉 is an integral
current with arbitrarily small mass: consequently ||T ′i ||(M) − ||Ti||(Ωr′) is
arbitrarily small. Then ||Ti||(Ωr′) is arbitrarily close to M(Γ0) because the
integral cycle T ′i satisfies (35). Since M(Ti) = ||Ti||(Ωr′) + ||Ti||(M\Ωr′),
it forces ||Ti||(M\Ωr′) to go to zero too. In the second case, namely if
||Ti||(Ωr\Ωr/2) does not go to zero, we choose r′ tending to r as i ∈ ∞,
such that ||T ′i ||(Ωr\Ωr/2) is also bounded away from zero (for a subsequence
in i). Then by the computation in the proof of [17, Proposition 5.7] and
supposing (35) true, the derivative of (Pt)]|T ′i | is uniformly bounded above
by a negative constant for t ∈ [0, t0] where t0 > 0 is independent of i. This
contradicts the upper bound in (35). To sum up, we just showed that for a
certain choice of r′ = r′(i), we have lim F(|Ti|, |T ′i |) = 0.
Besides, by compactness for integral cycles, T ′i converges subsequently to
a current T ′∞ in the flat topology with mass at most M(Γ0) and (P1)]T
′
i is
equal to ±Γ0 for i large, by (34). Hence, since T ′∞ has support in Γ0 by
[17, Proposition 5.7, (iv)], T ′∞ = ±Γ0 and there is no loss of mass so |T ′i |
converges to |Γ0| as varifolds. In conclusion, F(|T ′i |, |Γ0|) goes to zero, and
F(|Ti|, |Γ0|) ≤ F(|Ti|, |T ′i |) + F(|T ′i |, |Γ0|)
also converges to zero, contradicting the fact that Ti ∈ A.

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