We solve, using localization, for the large-N master field of N = 2 * superYang-Mills theory. From that we calculate expectation values of large Wilson loops and the free energy on the four-sphere. At weak coupling, these observables only receive non-perturbative contributions. The analytic solution holds for a finite range of the 't Hooft coupling and terminates at the point of a large-N phase transition. We find evidence that as the coupling is further increased the theory undergoes an infinite sequence of similar transitions that accumulate at infinity.
Introduction
Many important insights have been obtained from considering gauge theory dynamics in the large-N limit. Perhaps the most spectacular one is the direct relationship to string theory through the holographic duality. In addition to the large-N limit, holography also assumes that the coupling constant is large. This is not necessary for the duality to hold, but the holographic description is simple (and therefore useful) only in the strong-coupling regime. Needless to say, any direct computations in a strongly coupled field theory are difficult, but in supersymmetric Yang-Mills theories many non-perturbative results became available with the development of powerful non-perturbative methods, such as integrability and localization.
In this paper we will study N = 2 * theory, where the localization methods can be readily applied [1] . The N = 2 * theory is the unique massive deformation of N = 4 super-YangMills (SYM) that preserved N = 2 supersymmetry. Localization reduces the partition function of N = 2 * SYM to a finite-dimensional matrix integral [1] . Solving the N = 2 * localization matrix model at large N and large 't Hooft coupling opens an avenue for confronting direct field-theory calculations with holography in this non-conformal setting, since the supergravity background dual to N = 2 * SYM is also explicitly known [2, 3] . The strong-coupling solution of the matrix model, obtained in [4] , appears to be in the full agreement with the predictions of the holographic duality.
Our goal here is to investigate the N = 2 * theory away from the supergravity limit, at arbitrary values of the 't Hooft coupling. We will solve the localization matrix model nonperturbatively by a method proposed by Hoppe [5, 6] . Quite surprisingly, the solution thus obtained behaves well if the coupling is not very big. At some finite value of the coupling the solution terminates, signaling a transition to a new phase. Phase transitions of this type are ubiquitous in the large-N theories [7] , and in the early studies of the AdS/CFT correspondence, it was even hypothesized that the weak-coupling (perturbative) phase of N = 4 SYM would be separated from the strong-coupling (string) phase by a large-N phase transition [8] . This has never been confirmed, and it is now quite firmly established that the coupling constant dependence in N = 4 SYM is smooth all the way from weak to strong coupling. We will see that in the N = 2 * theory this is no longer the case. There is a phase transition separating strong and weak coupling regimes. Preliminary numerical investigation of the strong-coupling phase indicates a very complex structure, with infinitely many phase transitions accumulating at infinite coupling. In the asymptotic strong-coupling limit one nevertheless arrives at the simple Wigner-type solution found in [4] , that agrees precisely with the supergravity predictions [3] .
N = * theory
The N = 2 * theory is a relevant perturbation of maximally supersymmetric N = 4 SYM by a combination of dimension two and dimension three operators that preserves half of the supersymmetry. The field content of N = 2 * SYM therefore is the same as in the N = 4 case: there are six scalars Φ 1 , . . . , Φ 4 , Φ, Φ ′ and four Majorana fermions in addition to the gauge field A µ . All fields are in the adjoint of the gauge group, which we take to be SU (N ). The relevant perturbation adds equal masses to Φ I and their superpartners, which together form an N = 2 hypermultiplet. The vector multiplet contains Φ, Φ ′ and the gauge field, and remains massless. We denote the mass scale of the N = 2 * theory by M .
In the IR, at energies much below M , the hypermultiplet decouples and the theory flows to the pure N = 2 gauge theory. One can thus view N = 2 * theory as a particular UV regularization of N = 2 SYM. The hypermultiplet mass M then plays the rôle of a UV cutoff. The pure N = 2 theory, unlike N = 2 * , has a non-zero beta functions with an associated dynamically generated scale
where λ = g 2 YM N is the N = 2 * 't Hooft coupling. It is important to emphasize here that the flow picture makes sense only if the UV and IR scales are widely separated (Λ ≪ M ), which requires the 't Hooft coupling to be small.
One can improve the low-energy effective field theory, that arises upon integrating out hypermultiplets, by including operators of higher dimensions. An operator of dimension d will enter the effective action with a potentially calculable coefficient proportional to M 4−d . Its contribution to observables will thus be suppressed by (Λ M ) d−4 . These standard OPE arguments suggest that at weak coupling any observable A in N = 2 * SYM has a double expansion
where ∆ is the dimension of A, and the OPE coefficients C n themselves are power series in λ. We have taken into account that operators that enter the effective action have even integer dimensions.
Using localization we will compute a number of observables non-perturbatively. We will see that their weak-coupling expansion has precisely the expected OPE structure (2.2), with OPE coefficients calculable to all orders in Λ 2 M 2 . In the cases we consider the OPE coefficients C n turn out to be numbers that do not dependent on λ, perhaps due to supersymmetric non-renormalization theorems, as only supersymmetric observables can be computed using localization.
The mass deformation of N = 4 SYM triggers symmetry breaking of SU (N ) to U (1) N −1 , pushing the theory into the Coulomb phase. The symmetry breaking is characterized by a diagonal vev of the scalar in the vector multiplet 1 :
3)
The distribution of symmetry-breaking eigenvalues plays the rôle of the large-N master field [10] of N = 2 * theory. In the large-N limit the distribution of eigenvalues is described by a continuous density
4)
1 More precisely, different vacua are characterized by a diagonal vev of the complex field Φ + iΦ ′ . The low-energy dynamics on the moduli space of vacua is described by the Seiberg-Witten theory [9] . Since the localization matrix integral of [1] is convergent when the contour of integration runs along the real axis, we shall assume that all a i 's are real.
which does not fluctuate and is determined by the classical equations of motion.
As usual in the large-N matrix models, the eigenvalue density ρ(x) is different from zero only on a finite interval [−µ, µ]. The largest possible eigenvalue µ is an important dynamical quantity that sets the scale of the symmetry breaking. For instance, the heaviest W-boson mass is equal to 2µ. As we shall argue shortly, µ also determines the behavior of large Wilson loops.
The Wilson loop expectation value is defined as 5) where the coupling to the scalar is dictated by supersymmetry. In a first crude approximation (which nevertheless turns out to be exact for sufficiently large contours), we can just substitute the master field (2.3) for Φ and neglect all quantum corrections:
Here L is the length of the contour C and the last equality holds as far as L ≫ µ −1 . If the theory is compactified on S 4 , and the loop runs along the big circle of the sphere, the first step in this calculation, replacement of Φ by its vev, is not an approximation. The circular Wilson loop is a supersymmetric observable and can be computed by localization. Its vev is thus given by the exponential average in the resulting matrix model [1] . In the large-N limit, the quantum average over the ensemble of a i 's is replaced by the classical average over the density ρ(x). If we further take the decompactification limit L → ∞, the integral over the eigenvalue density is peaked at the upper bound of integration and the estimate in (2.6) gives the Wilson loop vev with an exponential accuracy. The logarithm of the circular Wilson loop thus grows linearly with the size of the circle. Since the behavior of large Wilson loops should be fairly universal and largely independent of the contour's shape 2 , we conclude that Wilson loops in N = 2 * SYM satisfy perimeter law with the coefficient of proportionality between ln W (C) and L equal to µ. On dimensional grounds, the symmetry breaking scale µ should be proportional to M , the only mass scale in the problem:
Our main goal will be to determine the eigenvalue density ρ(x) and the coefficient of proportionality g(λ). The eigenvalue density ρ(x) and the symmetry breaking scale µ are known in the two limiting cases of very large and very small λ. At weak coupling, the only relevant scale is Λ from (2.1), and the dependence of g on the 't Hooft coupling is dictated by the asymptotic freedom of the low-energy N = 2 SYM:
The coefficient of proportionality was computed in [11] . The eigenvalue density obeys the inverse square root law at weak coupling:
This result was derived in [12] from the Seiberg-Witten theory, and can be also obtained from localization [11] .
The eigenvalue density at strong coupling is the Wigner semicircular distribution:
The strong-coupling results follow from the probe analysis of the supergravity dual [3] , or can be derived directly from the localization matrix model in full agreement with the predictions of holography [4] . We will analyze the localization matrix model in the intermediate regime of finite 't Hooft coupling. The first step in the localization approach of [1] consists in putting the theory on the four-sphere of radius R. Here we regard this step merely as an IR regularization and will be mainly interested in the decompactification limit R → ∞. Nevertheless, considering the theory on a sphere introduces an extra observable, the free energy, which we can also calculate from the matrix model. Since the vacuum energy is zero by supersymmetry, the free energy is not an extensive quantity. It turns out that at large radius the free energy has the form
The leading R 2 ln R piece is of purely one-loop origin. The coefficient in front is not renormalized by quantum corrections 3 . The λ-dependence starts at O(R 2 ) and is parameterized by a single function of the 't Hooft coupling f (λ). This function is known in the two limiting cases [11, 4] : 13) where γ is the Euler constant.
Saddle-point equations
The master field of N = 2 * theory is determined by the saddle-point equations of the localization matrix model. These equations greatly simplify in the decompactification limit, and can actually be derived from simple heuristic arguments. We will later re-derive them more rigorously directly from the localization integral.
Heuristic derivation
The mass spectrum of N = 2 * SYM in the background (2.3) is given by
where m v and m h are masses of vector and hypermultiplets. At weak coupling, when µ ≪ M , the vector multiplet masses are of order m v ∼ µ, while hypermultiplets are heavier: m h ≈ M . However, the ratio g = µ M grows with λ, and at strong coupling the ordering of scales is reversed: µ ≫ M . Then all the masses are determined by the largest scale: m v , m h ∼ µ. These estimates apply to typical states. In addition, the spectrum contains a number of exceptionally light states with parametrically small masses. At weak coupling these are the W-bosons from the vector multiplet with i − j ∼ 1 (as opposed to i − j ∼ N ). The masses of those states scale as 1 N in the large-N limit 4 : m v ij ∼ 1 N . Interestingly, hypermultiplets can also be parametrically light as soon as µ becomes sufficiently large. If the width of the eigenvalue distribution exceeds M (2µ > M ), there will be eigenvalues a i and a j with a i − a j ≈ ±M , for which m h ij ∼ 1 N . Resonance phenomena associated with these light states have dramatic consequences for the structure of the master field. As we shall see, the appearance of the first resonance leads to a large-N phase transition. The critical coupling of the transition is determined by the condition 2µ = M , i.e.
Appearance of new resonances leads to secondary phase transitions. This happens each time 2µ crosses an integer multiple of M :
We will explicitly see the first transition in the analytic solution of the matrix model, and we will provide numerical evidence for the secondary transitions.
To derive the saddle-point equations for the master field, we need to minimize the effective action for the background (2.3) on the sphere of large radius. The rigorous justification of this procedure comes from the analysis of the localization matrix model of [1] . But since the effective action is one-loop exact, it is easy to give a heuristic derivation based on the form of the spectrum (3.1), (3.2) and simple physical arguments. The effective action consists of the classical piece, originating from the supersymmetic coupling 5 of the scalar Φ to the curvature of S 4 :
4 As explained in [12] , the masses of the lightest states actually scale as 1 N 2 . This happens because the density blows up at the edges of the eigenvalue distribution. However, the entropy associated with the light states is small in the large-N limit -there are O(1) states with m ∼ 1 N 2 , O(N ) states with m ∼ 1 N and O(N 2 ) states with m ∼ 1. 5 The supersymmetric coupling differs by a factor of 3 2 from the conformal R 6 coupling, as follows e.g. from eqs. (2.1), (2.3) in [13] . and the one-loop corrections from integrating out massive fields. The contribution of a field of mass m must be proportional to m 2 R 2 ln m 2 R 2 . The coefficients of the vector and hypermultiplet contributions can be fixed by requiring that (i) at M ≫ a i the only effect of the one-loop corrections is the coupling constant renormalization with the correct beta function of the N = 2 theory, and (ii) at M = 0 the one-loop corrections vanish.
Taking into account that the volume and the scalar curvature of the four-sphere are equal to Vol(S 4 ) = 8π 2 R 4 3 and R = 12 R 2 , the classical part of the action becomes
The one-loop quantum corrections are uniquely fixed by the conditions (i) and (ii), resulting in the following effective action:
The R-dependence on the right-hand side factors out, in the sense that the R-dependent term does not depend on a i . This leads to the one-loop exact R 2 ln R term in the free energy discussed earlier.
The full free energy is then obtained by minimizing the effective action in a i :
where
This set of equations is equivalent to an integral equation on the eigenvalue density:
The integral equation greatly simplifies when λ is large, because then M ≪ µ, and the kernel can be Taylor expanded in powers of M : G(x) = M 2 x+. . . In this approximation, the equation is equivalent to the saddle-point equation for the Gaussian matrix model with an effective coupling λ eff = λM 2 , and is solved by the Wigner distribution (2.10) with µ given by (2.11) [4] . At weak coupling, the opposite inequality holds: M ≫ µ. The first two terms in the kernel are then approximated by 2x ln M and can be transferred to the right-hand-side, leading to the coupling constant renormalization: 8π 2 λ → 8π 2 λ − 2 ln M . The resulting integral equation is solved by (2.9), (2.8) [11] . We will solve the saddle-point equation exactly in a finite range of λ in the next section.
We will also compute the function f (λ) defined in (2.12). In order to do that, we can differentiate the effective action in λ:
The mass dependence can be eliminated from the above equations by rescaling x → xM , µ → gM . It is thus possible to set M to one by choosing appropriate units. However, it will be convenient to keep it as a parameter, because the equations are easier to solve for complex values of M . The solution for real M can be then obtained by analytic continuation.
Localization
A more rigorous derivation of the saddle-point equations starts with the localization partition function of N = 2 * theory [1] :
The instanton partition function Z inst is a known [14] , albeit complicated function of the eigenvalues a i , the gauge coupling and the number of colors. Fortunately, instantons are suppressed at large N and the instanton factor Z inst 2 can be set to one as soon as we are interested in the large-N limit. In principle this step requires justification, which will be given elsewhere [11, 15] . Here we just assume that the instanton factor can be dropped. This leads to a major simplification of the localization integral, which at large N can be computed by the saddle-point method.
The saddle point equations for the eigenvalue density read
These equations are valid for any R and any λ and were analyzed in different corners of the parameter space in [16, 11, 4] . We are going to concentrate on the decompactification limit R → ∞. In this limit the Hilbert part of the kernel is suppressed by the 1 R 2 factor, and the summation over n in (3.15) can be replaced by integration over ν = n R:
Here R can be regarded as an IR cutoff that regularizes the contribution of light W-bosons to the effective action. The cutoff dependence however disappears in the integral equation, reproducing (3.10), (3.9).
Solving the matrix model
In order to solve the saddle-point equation (3.10), we differentiate it twice. After the first differentiation we get:
Differentiating again, we arrive at a singular integral equation:
that can also be written as
The general theory of integral equations with a singular kernel [17] tells us that (4.2) has a one-parametric family of solutions, which behave at the boundaries of the integration domain as
In this case the free parameter is easy to identify, since the equation is invariant under ρ(x) → const ρ(x). The properly normalized solution is consequently unique and exists for any µ. The integrated form of the saddle-point equation, eq. (4.1), then determines µ as a function of λ. We will solve the integral equations (4.2), (4.1) by analytic continuation in M . The integrand in (4.1), as a function of M , has a logarithmic cut between ±(x−y), and the analytic continuation is unambiguous only if M 2 > (x − y) 2 throughout the whole region of integration. This requires M to be bigger than 2µ. This is the same condition that we encountered in the discussion of resonances in the beginning of sec. 3.1. In fact, the branch points at M = ±(x − y) are directly related to the resonance due to a nearly massless hypermultiplet. The appearance of this resonance at µ = M 2 leads to a failure in the analytic continuation and, as we shall see, makes the dependence of µ on λ non-analytic, causing a transition to a new phase.
Solution of the auxiliary problem
For M 2 > (x − y) 2 the transformation M → iM changes the imaginary part of the logarithm in (4.1) by π, which has to be compensated by an imaginary shift of the coupling on the right-hand side. The analytic continuation thus boils down to the following substitution:
After the analytic continuation, the saddle-point equations (4.1), (4.2) take the form
We first solve them assuming thatM andλ are real, and then analytically continue back to real M and λ. An integral equation with the same kernel as in (4.7), but with the right-hand side linear in x was solved in [5, 6] . The method of [5, 6] can be readily adapted to the case at hand 6 . The idea consists in considering a generalized resolvent
This function is analytic in the complex z plane with two cuts from −µ ± iM 2 to µ ± iM 2. In the vicinity of the upper cut:
The last term vanishes in virtue of the integral equation (4.7), which means that G(z) is real on the two sides of the cut. Since the reality condition is fully equivalent to the integral equation, it suffices to construct a function which has the same analyticity properties as G(z) and which is real on the same contour. The discontinuity of this function across the cut automatically satisfies the integral equation. The locus on which G(z) is real forms a closed curve that connects +i∞ with +∞ along the contour shown in fig. 1 . Instead of G(z) it is actually more convenient to deal with 1 G(z), which monotonically increases from −∞ to +∞ along this contour. Moreover, the imaginary part of 1 G(z) is positive in the upper-right quadrant of the complex plane with the cut and consequently 1 G(z) maps the interior of the contour shown in fig. 1 onto the upper half-plane. Such map is unique, and its inverse can be explicitly constructed in terms of elliptic integrals. This is the idea of the method of [5, 6] . To construct the map from the upper half-plane to the domain shown in fig. 1 , we need to know the values of the function 1 G at the turning points of the curve. At infinity, G(z) behaves as 1 z 2 , as follows from its definition. For later purposes we will need few more terms in the expansion:
Since the density blows up at the endpoints of the eigenvalue distribution, according to (4.4), eq. (4.9) implies that
Finally, we denote the values of 1 G at three other turning points by −ξ 3 , ξ 2 and ξ 1 :
It can be shown that ξ i > 0 and that ξ 1 > ξ 2 . Otherwise, ξ i 's are unknowns, to be determined later.
With these data at hand, the map z → G −1 (z) is given by an elliptic integral:
The constant in front (1 2) ensures that 2dz = √ GdG −1 at infinity (z → ∞), in accord with the large-z asymptotic (4.10). The correct behavior near the endpoints, G(z)
To find the parameters of the map, ξ i , we integrate dz along all the finite segments of the curve on which G(z) is real and compare the results with the geometric data from fig. 1 :
−ξ 3 dp p
0 dp p
These equations fix ξ i in terms ofM and µ and together with (4.13) completely determine the solution of the integral equation (4.7). As expected, the solution exists for any µ. Since the normalization condition on the density is built in the construction, the solution is also unique. Let us rewrite the conditions that determine ξ i in terms of the canonical elliptic integrals:
are elliptic integrals of the first and second kind with the modulus and the angle given by
We can express ξ i and µ as functions of the modulus parameter by inverting these equations. Using the Legendre's identity,
we get for the ξ i 's :
From (4.19) we then have:
where the angle is determined by (4.21):
Varying m we get the solutions of the integral equation for all possible µ. We want, however, to find µ as a function ofλ. In order to do that we should impose the integral condition (4.6). This can be done as follows. Let us integrate the resolvent from some point on the upper cut to infinity. From the definition (4.8) we get:
For real x the first term on the right-hand side is real and the second term is imaginary.
Comparing to (4.6), we see that the integral form of the saddle-point equation is equivalent to the condition
which should hold for any real x between 0 and µ. The contour of integration here is arbitrary. For instance, we can integrate along the dashed line in fig. 1 . On the horizontal segments of this line both dz and G(z) are real, and these segments do not contribute to the imaginary part of the integral. This, in particular, insures that the result does not depend on x. The integral in the last equation can be computed with the help of the differential form of the map (4.13): dz = dp p
Multiplying by G and integrating along the interval of p ranging from ξ 2 to ξ 1 we get:
Written in terms of the standard elliptic integrals this equation becomes, upon using (4.23),
The three equations above, (4.24), (4.25) and (4.30), give µ as a function ofλ in a parametric form. It is possible to solve for µ directly by expressing elliptic integrals in terms of theta functions. The definitions and some properties of the theta-functions are listed in appendix A. The theta-functions are defined on a torus with the modular parameter τ = iK ′ K. This is very convenient, since in virtue of (4.30) the modular parameter is directly related to the coupling constant:
Using the formulas of appendix A, the parameters of the solution can be written as explicit functions of the coupling:
We use the following shorthand notations: θ a (z) ≡ θ a (z q), θ a ≡ θ a (0 q) and E a ≡ E a (q 2 ). The equation (4.24) then gives µ directly as a function ofλ. Another form of the equations for µ is obtained by replacing the elliptic integrals in (4.24), (4.25) by the theta-functions:
These two equations again determine µ in the parametric form. The last equation can be inverted by using (A.13):
(4.37)
In addition to the largest eigenvalue µ, it is also possible to compute the averages ⟨x 2n ⟩. We proceed as follows: equation (4.13), written in the differential form, becomes
The expansion of this last expression in powers of G can be compared, order by order, with the expansion of the resolvent at large z, given by (4.10). This gives a set of algebraic relations between ⟨x 2n ⟩ and ξ i , that can be used to recursively solve for ⟨x 2n ⟩. Expanding to the first two orders, for example, we get:
. (4.40)
Substituting the explicit form of ξ i 's from (4.32), and using the theta-function identities listed in appendix A, we get ⟨x 2 ⟩ and ⟨x 4 ⟩ as explicit functions ofλ:
We will use the first of these equations to calculate the free energy in the next subsection. It is straightforward to push the expansion in principle to any desirable order and express ⟨x 2n ⟩ as a combination of Eisenstein series of up to the 2n-th degree.
Free energy
In solving the auxiliary problem we assumed thatM andλ (and consequently q) are real. The solution of eq. (4.36) for v then is also real giving a real-valued µ, as expected. Upon the analytic continuation to real λ,λ becomes complex and q becomes pure imaginary:
It is not immediately clear from the equations defining µ that it will remain real-valued after the analytic continuation. We will return to the reality condition on µ shortly. For now on we are going to discuss the analytic continuation of the free energy, which is more or less straightforward. The derivative of the free energy in the coupling is given by (3.11). Taking ⟨x 2 ⟩ from (4.41), we get, upon the analytic continuation (4.5),
where we have introduced
This equation can be integrated with the help of (A.5), yielding
where η(x) is the Dedekind function. Explicitly,
This surprisingly simple formula is one of our main results. Few remarks about this formula are in order. First, it nicely matches with general expectations for the weak-coupling expansion (2.2). To the first few orders, The first term agrees with the weak-coupling calculations of [11] , quoted in eq. (2.13). The rest can be identified with higher orders of the OPE. Interestingly, only non-perturbative terms appear in the expansion, and all the OPE coefficients turn out to be simple rational numbers. This is perhaps a consequence of supersymmetry non-renormalization theorems.
It is tempting to continue the free energy to the strong coupling and compare the strongcoupling expansion with expectations from string theory. Our subsequent results, however, show that this calculation is meaningless because of the phase transition that happens before one reaches the strong-coupling regime. The free energy itself does not contain any signs of non-analyticity in λ, which is typically the case for discontinuous phase transitions, but it is possible to see that something wrong happens at sufficiently big λ even at this stage. The derivative of f (λ) is proportional to the average ⟨x 2 ⟩ and consequently must be positive. But the right-hand-side of eq. (4.44) becomes negative for λ > 88.8, signaling an instability of the weak-coupling phase 7 . The reason for this unphysical behavior is violation of positivity of the density ρ(x). At the critical point determined by (3.3), the density becomes complex, such that its moments are no longer positive-definite.
Let us finish with few speculative comments on the exact formula for the free energy. The function f (λ) coincides with the free energy of a free 2d boson with twisted boundary conditions, and the temperature related to the 't Hooft coupling. We do not know if this observation has any physical significance. The result is also strikingly similar to the free energy of a toy model considered by Pestun [1] , in which the ε-parameters used in the localization of the path integral for N = 2 * are adjusted to cancel the perturbative contribution. The resummed instanton contributions then lead to a similar formula for the free energy, with g YM playing the rôle of λ and a different proportionality constant (N instead of N 2 M 2 R 2 ). 
Analytic continuation
We now proceed with the analytic continuation of eqs. (4.35), (4.36), or equivalently (4.35), (4.37), (4.33), (4.34), to real λ and M . To do so we start with large realλ (q = 1 − ), decrease q to zero and then make it pure imaginary. The continuation path in the complex q plane is shown in fig. 2 . At q = 0, we find from eqs. which is real for physical values of parameters and reproduces the weak-coupling result (2.8) [11] for the function g(λ) = µ(λ) M . It is straightforward to compute few more orders by expanding in higher powers of q:
The weak-coupling expansion again has the form (2.2) expected from the OPE. The OPE coefficients appear to be numbers, independent of the coupling, probably also due to supersymmetry non-renormalization theorems. Following the discussion of section 2, the circular Wilson loop will be given by 8 W
The q-series for µ contains only odd powers of q and, since µ is linear inM , it is indeed real after analytic continuation to imaginary q and imaginaryM . This can be demonstrated directly from (4.35), (4.36). First we notice that to the linear order in q, v ≃ π 4 − q. Observing that q is pure imaginary after the analytic continuation, we can look for solutions of (4.36) of the form
52) 8 We expect this behavior to hold for any large contour. where s is real and negative ( fig. 3 ).
To get rid of the imaginary i in q, it is convenient to perform the Landen transformation v → 2v, q → q 2 in the theta-functions, followed by a modular transformation q 2 → −q 2 , and a shift by a half-period 2v → 2v + π 2. The transformation rules for the theta-functions can be found in [18] . After this chain of transformations (4.35), (4.36) become:
where now θ a (z) ≡ θ a (z p), E 2 ≡ E 2 (−p) with p defined in (4.45). We also wrote the equations in terms of the dimensionless ratio g = µ M . These equations look more complicated than (4.35), (4.36), but now the modulus parameter of the theta-functions is real. Since
eq. (4.54) is a real equation for a real variable s. The function g(λ) then is also manifestly real. The contour of analytic continuation in the v-plane, consequently, has the shape shown in fig. 3 : v is real and changes from 0 to π 4 for the auxiliary problem. The physical regime corresponds to v of the form (4.52) with real negative s. The magnitude of s grows with λ, but it is clear from the outset that it cannot grow indefinitely because the theta-functions are essentially periodic. What happens is that the solution for s ceases to be real for sufficiently large λ. The critical point corresponds to the large-N phase transition in the matrix model that we expect to occur on physical grounds.
Phase transition
As discussed in section 3.1, the phase transition can be understood as a resonance phenomenon due to the appearance of light hypermultiplet states, with a i − a j ≃ M . Such states can only appear for λ sufficiently large, because at very small λ all a i − a j ∼ µ ≪ M and all hypermultiplets are heavy. But the scale of symmetry breaking µ grows with λ. The first resonance appears in the spectrum when µ reaches M 2. This has dramatic consequences for the structure of the master field leading to a large-N phase transition.
There are many ways to see how the transition happens in the exact solution of the saddlepoint equations described above. The easiest way to see that µ = M 2 is a critical point is to inspect the analytic structure of the resolvent (4.8). At weak coupling the resolvent has two distinct cuts in the complex plane. When µ approaches M 2 the two cuts collide, leading to a non-analytic dependence on λ. This mechanism is quite common in large-N matrix models, although usually the cuts are directly related to the eigenvalue density. Here the eigenvalue density is concentrated on a single cut both before and after the phase transition. The cuts that collide are mirror images of the single physical cut and arise due to a particular structure of the integration kernel.
At the technical level, the phase transition manifests itself in the divergence of G(z) at z = 0 (this is the point where the cuts collide). Normally, G(0) is finite, but at the critical point it blows up. We actually used G(0) in solving the integral equations: the inverse of G(0) was denoted by ξ 1 in (4.12). The critical coupling is thus determined by the condition
Let us demonstrate that this condition is equivalent to (3.3) and that the solution described above indeed hits a singularity at the critical coupling and cannot be analytically continued past λ = λ c without violating reality and positivity of the density. From the explicit expression for ξ 1 in terms of elliptic integrals, eq. (4.23), we see that at the critical point the elliptic E vanishes. Eq. (4.25) then implies that
But this is precisely where the elliptic integral F (ϕ) has a branch point. If we use (4.37) to solve for v, at λ = λ c the solution will hit a branch-point singularity, and the curve v = v(λ) will make a turn by 90 ○ in the complex plane ( fig. 3 ). Past the transition point, v will no longer have the form (4.52) with real s, making µ complex. It is also possible to see that the solution cannot be analytically continued beyond λ = λ c by inspecting eqs. (4.53), (4.54) that determine g as a function of λ. The dependence of g on λ is given there in a parametric form with the parameter v. To get the idea where the transition happens in the v-plane, we substitute (4.57) into (4.37) and use the standard identities for the elliptic integrals to compute v right at the critical point: where in the last two steps we used (4.30) and (4.5). The transition thus happens when s reaches −4π 2 λ. This suggests the change of variables
which corresponds to the shift of the argument in the theta-functions by imaginary quarterperiod. Using the standard transformation formulas [18] , we rewrite the equations in terms of the new variable u:
The left-hand-side of the last equation has an extremum at u = 0, because it is an even function of u. This extremum is actually a minimum, and it is also possible to show that this is a global minimum on the real axis. The solutions are thus real if the right-hand-side exceeds the value of the left-hand side at u = 0, which happens at sufficiently small λ. At λ = λ c , the right-hand side crosses the minimum of the left-hand-side, the two solutions for u collide and go off into the complex plane. This critical point precisely corresponds to hitting the branch singularity of F (ϕ, m) described above. On the other hand, g is equal to 1 2 plus an odd function of u. Consequently,
which finally proves the equivalence of (4.56) and (3.3). The appearance of odd powers of u also means that the g(λ) becomes complex if continued past λ = λ c ( fig. 4) . To find the numerical value of the critical coupling, we can either use (4.56) in conjunction with (4.32), or set u = 0 in (4.61). The resulting equation can be simplified by using the theta-function identities, and takes the form: Is λ c big or small? The expansion parameter of perturbation theory is commonly identified with λ (4π 2 ), which at the critical point is ≈ 0.90. This is of order 1. However, the quantities that we can calculate with the help of localization appear to have an expansion in powers of p = e −8π 2 λ . We have identified this expansion with the OPE in the underlying field theory. The coefficients of this expansion do not grow too fast (eqs. (4.48), (4.50)). In fact, for the free energy the radius of convergence of OPE is p = 1, as follows from (4.47). For the largest eigenvalue g(λ) the radius of convergence is exactly p c . We have indeed checked that the first four-five orders of OPE (eqs. (4.48), (4.50)) describe the exact functions f (λ), g(λ) with better than a 1% accuracy in the whole allowed range of couplings 0 < λ < λ c (despite the fact that g(λ) has a branch singularity at λ = λ c ). We thus conclude that, while the phase transition takes place at λ (4π 2 ) = O(1), it lies within a perturbative regime in the OPE series. A question of interest concerns the order of the phase transition. For that we need to know the free energy at λ > λ c . As we have not solved the matrix model in the strong-coupling phase λ > λ c , we are not able to determine the order of the transition with all the certainty. Our numerical results suggest that the transition is rather weak, perhaps of the third order as usually happens in matrix models [7] .
The behavior of g near the critical point also suggests that the transition is rather weak: expanding (4.60), (4.61) near u = 0 we find:
where c is a numerical constant c > 0.
Strong-coupling phase(s)
Although we do not know how to extend the above analytic solution past the transition, the eigenvalue density can be obtained numerically. Figs. 5, 6, 7 show the eigenvalue density at different λ. We find that µ is a monotonic function of λ. The different phases, that emerge as λ is gradually increased, can be understood in terms of thresholds occurring at µ = nM 2, with n = 1, 2, 3, .... They represent primary and secondary resonances, as explained in section 3. The picture that emerges is as follows:
• For λ < λ c , the eigenvalue density has a shape similar to 1 (π µ 2 − x 2 ), with the inversesquare-root singularities at the boundaries.
• As λ becomes greater than λ c , µ overcomes the first threshold, µ c = M 2. The density ceases to be a smooth function on the interval (−µ, µ) and develops two cusp-like features at −M + µ and M − µ, which travel towards x = 0 as λ is increased. The cusps can be understood as resonances due to nearly massless hypermultiplets. Indeed, ±(M − µ) are exactly in resonance with the boundaries of the eigenvalue distribution.
• The physical reason for the weakness of the phase transition is that at λ c the cusps emerge from the boundary of the eigenvalue distribution with zero amplitude. Therefore the eigenvalue density and observables directly related to it, such as ⟨x 2 ⟩, are not drastically modified when crossing from λ < λ c to λ > λ c . The amplitude of the cusps -related to the number of light eigenvalues -grows as the cusps move towards the interior of the eigenvalue distribution with increasing λ.
• The next phase transition happens when µ = M . Numerically we find that the critical coupling is λ
c ≈ 83. At this point, the first two cusps collide at x = 0 and two new cusps at x = −µ + 2M and x = µ − 2M are formed near the boundary.
• As λ is further increased, one goes through new phases where more cusps are formed pairwise, whenever µ crosses nM 2, n = 1, 2, 3, .... The next transition occurs at λ
c ≈ 150, where µ = 3M 2. At the same time, away from the cusps, for large n the eigenvalue density approaches the shape of the Wigner semicircle's law, µ 2 − x 2 . The amplitudes of the cusps also become smaller and smaller as µ grows.
• The Wigner distribution at strong coupling (2.10) is the result of averaging over an infinite number of infinitely weak cusps. In the phase λ < λ c , the numerics matches the analytic results of the previous section with high accuracy. For example, at λ = 30, While we could not find ρ in a closed form, there are quantities which admit simple expressions in terms of theta functions. Examples are ⟨x 2n ⟩ discussed before. Another example is
where ξ 2 , ξ 3 were given in (4.32). Figure 6 : Eigenvalue density at larger λ. Two new cusps form whenever µ crosses nM 2, for any positive integer n. a) Phase M < µ < 3M 2 with λ = 130 and cusps at µ ± M and ±(2M − µ). b) Phase 3M 2 < µ < 2M with λ = 180 and cusps at µ ± M , ±(2M − µ) and ±(3M − µ). 
Conclusions
We have solved for the large-N master field of the N = 2 * SYM using supersymmetric localization [1] . Interestingly, the free energy and the expectation values of large Wilson loops, which are calculable by localization, have only non-perturbative, OPE-like terms in their weakcoupling expansion. For the free energy, the OPE has a finite radius of convergence. The first terms in the OPE can perhaps be reproduced from a more direct field-theory calculations. To our surprise, the phase structure of N = 2 * theory appears to be very complicated, with consecutive phase transitions occurring as λ is increased and accumulating towards λ = ∞. Although large N phase transitions are common in matrix models, such a complicated phase structure is quite unusual and to the best of our knowledge has never been encountered before. We were able to solve the model analytically only in the most weakly-coupled phase. It would be very interesting to find the exact solution in the other phases that would allow, for example, to determine the order of the phase transitions.
The strong-coupling regime of N = 2 * SYM can be successfully confronted [4] with the holographic predictions [3] of the Pilch-Warner geometry [2] , owing to localization. Although the strong-coupling solution appears smooth and simple, the approach to the strong-coupling regime is very irregular, with infinitely many phase transitions taking place on the way. The asymptotic strong-coupling eigenvalue density, used in [4] for comparison with holography, actually has an irregular fuzzy fine structure ( fig. 7) . At finite but large λ there are O( √ λ) resonance cusps whose amplitudes diminish with growing λ. The asymptotic density is a result of averaging over these resonances. It would be interesting to understand if irregularities of the eigenvalue distribution affect the subleading orders in the strong-coupling expansion. Their effect may then be visible in quantum string theory on the Pilch-Warner background.
