The newly developed methods for time-series analysis of periodic and aperiodic signals are discussed with special attention to irregularly spaced variables which are quite common in astronomy. The set of the algorithms elaborated is complementary to other methods and contains the following main topics: multiperiodic, multi-harmonic, multi-shift signals superimposed onto a polynomial/trigonometric trend; scalegram analysis by using the method of "running parabolae" which allows to estimate the fractal dimension of chaotic processes and the characteristics of the "red noise" in interacting binaries; wavelet analysis of irregularly spaced data; auto-correlation analysis of detrended finite-length data; splines of constant and switching order (including EA and RR "catchers"); period variations. Special attention is paid to the statistical estimates of the reliability of results. The list of original papers and some of them are presented at http://ila.webjump.com.
INTRODUCTION
A wide variety of astronomical processes leads to a large number of their observational appearance, particularly, in their variability. A usual approach is to make a rough classification of the time variability as (multi-)periodic, quasi-periodic (or cyclic) and aperiodic. In terms of the Fourier analysis of the infinite signal, one may describe these types as corresponding to a discrete line, limited band and continuum power spectrum (cf. Terebizh 1992) .
The astronomical signals are definitely not infinite. Moreover, often the time distribution is irregular causing significant deformation of the power spectrum. Owed to this, the number of methods for time-series analysis increases drastically even for a given type of variability. For example, multiple methods have been elaborated for a search for possible periodicities (cf. monographs by Pelt 1980 , Terebizh 1992 , Andronov 2000 . In this article, we briefly list some of the methods used in our expert system for time-series analysis.
MONO-AND MULTI-PERIODIC VARIATIONS
These methods may be split into two main groups. In the parametric (or Point-Curve) methods, the test function is based on the residuals of the observational points from a smoothing curve obtained by using the (weighted) least squares routine. The test function is computed at a grid of trial frequencies and then the frequency is determined more precisely by using differential corrections. Statistical properties were discussed by Andronov (1994b) .
In our programs, the harmonic fit is used for the basic analysis. However, for suggested non-sine signals, we also use more complex fits. The simplest among them are multi-harmonic fits, which are not dependent on the initial epoch. The degree of the trigonometric polynomial is determined by using the Fischer's criterion or, alternatively, by minimizing the rms error estimate of the smoothing function. Other basic functions are polynomial splines with constant order η and defect k (usually cubic splines η = 3, k -1 as described by Andronov 1987) . Owed to a dependence on the initial epoch, one may propose to use either a phase-averaged fit, or a phase-optimized fit. The free parameter is L which makes the choice between the fine structure and statistical error of the curve.
However, for curves with intervals of abrupt variations, the number L of intervals is very large, up to 10-20, causing a corresponding increase of the noise of the periodogram. To decrease the noise at the intervals of slow variations, one may suggest splitting of the phase interval into unequal segments and using the splines with variable order. For EA-type variability, the segments of the polynomials of order η = 2 and η = 0 are used.
In the RR-catcher algorithm, the slow part is fitted by a parabola. The remaining phase interval is fitted by a cubic polynomial, so both the function and its first derivative are continuous. For both EA-and RR-fits, for each candidate period, one has to make a 3D search optimizing the phase shift, duration of the interval of abrupt changes and the frequency. The two-color modification of these algorithms was used for the new suspected variable stars from the Hipparcos-Tycho observations .
For non-parametric (or Point-Point) methods, the scatter of the curve is computed from differences of the signal (and sometimes phase) values of the subsequent points ordered in phase. Andronov & Chinarova (1998) studied the statistical properties of nine modifications of these methods and showed that they may be split into two groups close to the original methods by Lafler, Kinman and Deeming. However, owed to discontinuity of the test functions with frequency, the periodograms should be computed for both these methods for better efficiency.
For multi-periodic variations, the preliminary values of the frequencies are searched by using mono-periodic methods with further prewhitening, with subsequent differential corrections of the frequencies and other model parameters. For data runs with slow changes, the polynomial plus trigonometric polynomial fits are applied. For separate runs with variable mean value (e.g. runs obtained during multisite campaigns), the multi-shift fit is used.
QUASI-PERIODIC (CYCLIC) VARIATIONS
The majority of so-called "periodic" variables exhibit cycle-to cycle changes, thus to study the characteristics of the individual cycles, one should use local approximations instead of the global one. Statistical properties of the fits and model parameters for arbitrary basic and weight (filter) functions were described by Andronov (1997) . For fixed shape of these functions, the only free parameter is the filter half-width At, which is to be found to reach a compromise between systematic and statistical error of the fit. For quasi-periodic signals, one may compute the dependence of the signal-to-noise ratio on At, and to find a maximum. The adopted is the "running parabola" fit with the weight function p(z) = (1 -z 2 ) 2 .
Another algorithm of "asymptotic parabolae" (Marsakova & Andronov 1996) allows to obtain statistically more precise timings of extrema. The asymptotic lines are connected with a parabola making the fit and its derivative continuous. This is again an example of the spline with variable order.
The modification of the Morlet-type wavelet transform was statistically studied by Andronov (1998 Andronov ( , 1999a The optimal time and frequency resolution and the wavelet smoothing were recommended with methods of weighting various types of the test functions to obtain a mean wavelet periodogram.
"RED NOISE" AS CORRELATED IRREGULAR VARIABILITY
Corresponding processes are quite common, e.g., in the interacting binary stars with accreting structures. They are characterized by a power spectra obeying a power law in a wide range of frequencies. The modeling of the auto-correlation functions obtained from finitelength detrended data was described by Andronov (1994a) . The methods and results are discussed by Andronov (1999b) .
ASTRONOMICAL APPLICATIONS
The methods have been applied to study variable stars of different types: eclipsing, magnetic and non-magnetic cataclysmic variables, symbiotic binaries, pulsating variables of DSct, RR, SR and M types and photometric classification of 854 stars suspected in variability from the Hipparcos/Tycho data.
