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Circular Trace Reconstruction
Shyam Narayanan, Michael Ren
Abstract
Trace Reconstruction is the problem of learning an unknown string x from independent
traces of x, where traces are generated by independently deleting each bit of x with some
deletion probability q. In this paper, we initiate the study of Circular Trace Reconstruction,
where the unknown string x is circular and traces are now rotated by a random cyclic shift.
Trace reconstruction is related to many computational biology problems studying DNA, which
is a primary motivation for this problem as well, as many types of DNA are known to be circular.
Our main results are as follows. First, we prove that we can reconstruct arbitrary circular
strings of length n using exp
(
O˜(n1/3)
)
traces for any constant deletion probability q, as long as
n is prime or the product of two primes. For n of this form, this nearly matches the best known
bound of exp
(
O(n1/3)
)
for standard trace reconstruction. Next, we prove that we can recon-
struct random circular strings with high probability using nO(1) traces for any constant deletion
probability q. Finally, we prove a lower bound of Ω˜(n3) traces for arbitrary circular strings,
which is greater than the best known lower bound of Ω˜(n3/2) in standard trace reconstruction.
1 Introduction
The trace reconstruction problem asks one to recover an unknown string x of length n from inde-
pendent noisy samples of the string. In the original setting, x is a binary string in {0, 1}n, and a
random subsequence x˜ of x, called a trace, is generated by sending x through a deletion channel
with deletion probability q, which removes each bit of x independently with some fixed probability
q. The main question is to determine how many independent traces are needed to recover the
original string with high probability. This question has become very well studied over the past
two decades [Lev01a, Lev01b, BKKM04, KM05, HMPW08, VS08, MPV14, DOS19, NP17, PZ17,
HHP18, HL20, HPP18, Cha19, CDL+20], with many results over various settings. For instance,
people have studied the case where we wish to reconstruct x for any arbitrarily chosen x ∈ {0, 1}n
(worst-case) or the case where we just wish to reconstruct a randomly chosen string x (average-
case). People have also studied the trace reconstruction problem for various values of the deletion
probability q, such as if q is a fixed constant between 0 and 1 or decays as some function of n.
People have also studied variants where the traces allow for insertions of random bits, rather than
just deletion of bits, and variants where the string is no longer binary but from a larger alphabet.
Finally, various generalizations or variants of the trace reconstruction problem have also been
developed. These include error-correcting codes over the deletion channel (i.e., “coded” trace
reconstruction) [CGMR19, BLS20], reconstructing matrices [KMMP19] and trees [DRR19] from
traces, and reconstructing mixtures of strings from traces [BCF+19, BCSS19, Nar20].
In this paper, we develop and study a new variant of trace reconstruction that we call Circular
Trace Reconstruction. In this variant, there is again an unknown string x ∈ {0, 1}n that we can
sample traces from, but this time, the string x is a cyclic string, meaning that there is no beginning
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Figure 1: An example of a circular trace. We start with an unknown circular string (top left). Each
bit of the string is randomly deleted (red bits are deleted, black bits are retained) and the order of
the retained bits is preserved, so we are left with the smaller circular string. However, since there is
no beginning or end of the circular string, we assume the string is seen in clockwise order starting
from a randomly chosen bit.
or end to the string. Equivalently, one can imagine a linear string that undergoes a random cyclic
shift before a trace is returned. See Figure 1 for an example. Our goal, like in the normal trace
reconstruction, is to reconstruct the original circular string using as few random traces as possible.
1.1 Main Results and Comparison to Linear Trace Reconstruction
Perhaps the first natural question about circular trace reconstruction is the following: how does the
sample complexity of circular trace reconstruction compare to the sample complexity of standard
(linear) trace reconstruction? Intuitively, one should expect circular trace reconstruction to be at
least as difficult as standard trace reconstruction, since given any trace of a linear string, we can
randomly rotate it to get a trace of the corresponding circular string. This reasoning, however,
is slightly flawed. For instance, if we wish to distinguish between two strings x and y which are
different as linear strings but equivalent up to a cyclic shift, then one cannot distinguish between
traces of random rotations of x and traces of random rotations of y. However, by padding the trace
with extra bits before randomly rotating, one can show that circular trace reconstruction is at least
as hard as linear trace reconstruction in both the worst-case and average-case. Indeed, we have the
following proposition – as its proof is quite simple, we defer it to Appendix A.
Proposition 1.1. Suppose that we can solve worst-case circular trace reconstruction over length
m strings with deletion probability q using T1(m, q) traces. Then, we can solve worst-case linear
trace reconstruction over length n strings with deletion probability q using minm≥2n T1(m, q) traces.
Likewise, suppose that we can solve average-case circular trace reconstruction over length m
strings with deletion probability q using T2(m, q) traces. Then, we can solve average-case linear
trace reconstruction over length n strings with deletion probability q using minm≥2n T2(m, q) traces.
Given Proposition 1.1, any upper bounds for circular trace reconstruction imply nearly equiva-
lent upper bounds for the linear trace reconstruction, and any lower bounds for linear trace recon-
struction imply nearly equivalent lower bounds for circular trace reconstruction. This raises two
natural questions. First, can we match or nearly match the best linear trace reconstruction upper
bounds for circular trace reconstruction? Second, can we beat the best linear trace reconstruction
lower bounds for circular trace reconstruction?
The first main result we prove is for worst-case circular strings. The best known upper bound
for worst-case linear trace reconstruction with deletion probability q, where q is a fixed constant
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between 0 and 1, is exp
(
O(n1/3)
)
, where the unknown string has length n [DOS19, NP17]. Our
first main result, proven in Section 3, provides a nearly matching upper bound for the circular trace
reconstruction problem, but only if the length n has at most 2 prime factors.
Theorem 1.2. Let x be an unknown, arbitrary circular string of length n, let q be the deletion
probability of each element in the string, and let p = 1 − q be the retention probability. Then, if n
is either a prime or a product of two (possibly equal) primes, using exp
(
O
(
n1/3(log n)2/3p−2/3
))
random traces, we can determine x with failure probability at most 2−n.
The primary reason why our theorem fails for n having 3 or more prime factors is that we prove
the following number theoretic result which is crucial in our algorithm.
Theorem 1.3. For any fixed integer n ≥ 2, the following statement is true if and only if n has
at most 2 prime factors, counting multiplicity.
Define ω := e2πi/n, and suppose that a0, . . . , an−1, b0, . . . , bn−1 are all integers in {0, 1}. Also,
suppose that for all 0 ≤ k ≤ n − 1, there is some integer ck such that
∑
aiω
i·k = ωck ·∑ biωi·k.
Then, the sequences {ai} and {bi} are cyclic shifts of each other.
The next main result we prove is for average-case circular strings: we show that a random
circular string can be recovered using a polynomial number of traces. Formally, we prove the
following theorem, done in section 4.
Theorem 1.4. Let x be an unknown but randomly chosen circular string of length n and let
0 < q < 1 be the deletion probability of each element. Then, there exists a constant Cq depending
only on q such that we can determine x with failure probability at most n−10 using O(nCq ) traces.
The main lemma we need to prove Theorem 1.4 is actually a result that is true for worst-case
strings. Specifically, we show how to recover the multiset of all consecutive substrings of length
O(log n) using a polynomial number of strings. While this does not guarantee that we can recover
an arbitrary circular string, it does allow us to recover what we will call regular strings, which we
show comprise the majority of circular strings. The following lemma may be of independent interest
for studying worst-case strings as well, as it allows one to gain information about all “consecutive
chunks” of the unknown string using only a polynomial number of queries.
Lemma 1.5. Let x = x1 · · · xn be an arbitrary circular string of length n and let 0 < q < 1 be
the deletion probability of each element. Then, for k = 100 log n, we can recover the multiset of
all substrings {xixi+1 · · · xi+k−1}ni=1, where indices are modulo n, using O(nCq ) traces with failure
probability n−10, where Cq is a constant that only depends on q.
The best known upper bound for average-case linear trace reconstruction is only exp
(
O((log n)1/3)
)
[HPP18]. Unfortunately, we were not able to adapt their argument to circular strings. One major
reason why we are unable to do so is that in the argument of [HPP18] (as well as [PZ17], which
provides an exp
(
O((log n)1/2)
)
sample algorithm), the authors recover the (k+1)st bit of the string
assuming the first k bits are known using a small number of traces, and by reusing traces, they
inductively recover the full string. However, since we are dealing with circular strings, even recov-
ering the “first” bit does not make much sense. However, we note that even a polynomial-sample
algorithm is quite nontrivial. In the linear case, a polynomial-sample algorithm for average-case
strings was first proven by [HMPW08], and their algorithm only worked as long as the deletion
probability q was at most some small constant, which when optimized is only about 0.07 [PZ17].
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Our final main result regards lower bounds for worst-case strings. For linear worst-case strings,
the best known lower bound for trace reconstruction is Ω˜(n3/2) [Cha19]. For circular trace re-
construction, we show an improved lower bound of Ω(n3), although the proof of our lower bound
is actually much simpler and cleaner than those of the known lower bounds for standard trace
reconstruction [Cha19, HL20]. Specifically, we prove the following theorem, done in Section 5:
Theorem 1.6. Let n ≥ 1, 2 ≤ k ≤ 4, and let x be the string 10n10n+110n+k = 1 0 . . . 0︸ ︷︷ ︸
n times
1 0 . . . 0︸ ︷︷ ︸
n+1 times
1 0 . . . 0︸ ︷︷ ︸
n+k times
.
Likewise, let y be the string y = 10n10n+k10n+1. Then, the strings x, y are not equivalent up to
cyclic rotations, but for any constant deletion probability q, one requires Ω(n3/ log3 n) random traces
to distinguish between the original string being x or y. Thus, for all integers n, worst-case circular
trace reconstruction requires at least Ω˜(n3) random traces.
1.1.1 Concurrent Work
We note that a very similar statement to Lemma 1.5, but for linear strings, was proven in indepen-
dent concurrent work by Chen et. al. [CDL+20, Theorem 2], which provides a polynomial-sample
algorithm for a “smoothed” variant of worst-case linear trace reconstruction. Many ideas in our
proof of Lemma 1.5 and their proof appear to overlap, though our proof is substantially shorter.
1.2 Motivation and Relation to Other Work
From a theoretical perspective, circular trace reconstruction can bring many novel insights to
the theory of reconstruction algorithms, some of which may be useful even in the standard trace
reconstruction problem. For instance, the proof of Theorem 1.2 combines analytic, statistical, and
combinatorial approaches as in previous trace reconstruction papers, but now also uses ideas from
number theory and results about cyclotomic integers. To the best of our knowledge, this paper is
the first paper on trace reconstruction that utilizes number theoretic ideas, though there is work on
other problems about cyclic strings that uses ideas from number theory. Also, Lemma 1.5 shows
a way to recover all contiguous sequences in the original string of length O(log n) for arbitrary
circular strings, which is a new result even in the linear case (concurrent with [CDL+20]) and has
applications to problems in linear trace reconstruction (as done in [CDL+20]).
From an applications perspective, trace reconstruction is closely related to the multiple sequence
alignment problem in computational biology. In the multiple sequence alignment problem, one is
given DNA sequences from several related organisms, and the goal is to align the sequences to
determine what mutations each descendant underwent from their common ancestor: the trace
reconstruction problem is analogous to actually recovering the common ancestor. See [BKKM04]
for more about the relation between multiple sequence alignment and trace reconstruction.
The multiple sequence alignment problem is also a key motivation for studying circular trace
reconstruction. Many important types of DNA, such as mitochondrial DNA in humans and other
eukaryotes, chloroplast DNA, bacterial DNA, and DNA in plasmids, are predominantly circular
(see, e.g., [RUC+11, pp. 313, 397, 516-517], or [Wik]). Therefore, understanding circular trace
reconstruction could prove useful in reconstructing ancestral sequences for mitochondrial or bacte-
rial DNA. Another problem in computational biology that trace reconstruction may be applicable
to is the DNA Data Storage problem, where data is stored in DNA and can be recovered through
sequencing, though the stored DNA may mutate over time [CGK12, OAC+18]. Recently, long-term
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DNA data storage in plasmids has been successfully researched [NPP+18], which further motivates
the study of circular trace reconstruction.
Besides the linear trace reconstruction problem, circular trace reconstruction is also closely
related to the problem of population recovery from the deletion channel [BCF+19, BCSS19, Nar20],
where the goal is to recover an unknown mixture of ℓ strings from random traces. Indeed, receiving
traces from a circular string is equivalent to receiving traces from a uniform mixture of a linear
string along with all of its cyclic shifts, so circular trace reconstruction can be thought of as an
instance of population recovery from the deletion channel with mixture size ℓ = n.
Unfortunately, the best known algorithm for population recovery over worst-case strings requires
exp
(
O˜(n1/3) · ℓ2
)
traces [Nar20], which is not useful if ℓ = n. However, to prove our worst-case
upper bound, we will use ideas based on [DOS19, NP17, Nar20] to estimate certain polynomials
that depend on the unknown circular string x. For the average case problem, i.e. if given a
mixture over ℓ random strings, population recovery can be done with poly
(
ℓ, exp
(
(log n)1/3)
))
random traces. While this seemingly implies a poly(n)-sample algorithm for average-case circular
trace reconstruction, the n cyclic shifts of the circular string are quite similar to each other and
thus do not behave like a collection of n independent random strings. Indeed, our techniques for
average-case circular trace reconstruction are very different from those developed in [BCSS19].
While circular strings have not been studied before in the context of trace reconstruction, people
have studied circular strings and cyclic shifts in the context of edit distance [Mae90, AGMP13],
multi-reference alignment [BCSZ19, BNWR19, PWB+19], and other pattern matching problems
[CKP+21]. We note that [AGMP13] also applies results from number theory and about cyclotomic
polynomials, though the techniques overall are not very similar to ours.
1.3 Proof Overview
In this subsection, we highlight some of the ideas used in Theorems 1.2, 1.4, and 1.6.
The proof of Theorem 1.2 is partially based on ideas from [DOS19, NP17, Nar20]. In [DOS19,
NP17], the authors consider two strings x, y ∈ {0, 1}n and show how to distinguish between random
traces of x and random traces of y. To do so, they construct an unbiased estimator for P (z;x) :=∑
xiz
i (or P (z; y) =
∑
yiz
i) solely based on the random trace of either x or y, for some z ∈ C.
By showing that the unbiased estimator is never “too” large and that P (z;x) and P (z; y) differ
enough for an appropriate choice of z, they can estimate this quantity using many random traces
to distinguish between x and y. Unfortunately, in our case, applying the same estimator will give
us an unbiased estimator for P ′(z;x) := Ei[P (z;x(i))], where x(i) is the ith cyclic shift of x: it
turns out that P (z;x) = P (z; y) as polynomials in z even if x, y have the same number of 1’s. Our
goal will then be to establish some other polynomial Q(z;x) such that we can construct a good
unbiased estimator, but at the same time Q′(z;x) := Ei[Q(z;x(i))] and Q′(z; y) := Ei[Q(z; y(i))] are
distinct polynomials for any distinct cyclic strings x, y. We show that the polynomial Q(z;x) :=
zknP (z;x)kP (z−k;x) will do the job, for some some small integer k. We provide a (significantly more
complicated) unbiased estimator of Q(z;x) using a random trace: the construction is similar to that
of [Nar20], which shows how to estimate P (z;x)k for some integer k. To show that Q(z;x) 6= Q(z; y)
as polynomials, we first show that P (z;x)kP (z−k;x) has the special property that if z is a cyclotomic
nth root of unity, this polynomial is in fact invariant under cyclic shifts! Thus, it just suffices to
show that if x, y ∈ {0, 1}n are not cyclic shifts of each other, there is some nth root of unity ω
such that P (ω;x)kP (ω−k;x) 6= P (ω; y)kP (ω−k; y). This will require significant number theoretic
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computation, and will be true as long as n is a prime or a product of two primes.
The bulk of the proof of Theorem 1.4 will be proving Lemma 1.5, which reconstructs all consec-
utive substrings of length 100 log n in the unknown circular string x. For a random string x, these
substrings will all be sufficiently different, so once we know the substrings, we can reconstruct the
full string because there is only one way to “glue” together the substrings. Therefore, we focus on
explaining the ideas for Lemma 1.5. Our goal will be to determine how many times a string s ap-
pears consecutively in x for each string s of length 100 log n. For an unknown string x and i between
0 and n− 100 log n, we let ci be the number of times s appears in some contiguous block of length
i+100 log n in x. Then, a basic enumerative argument shows that for a random (cyclically shifted)
trace x˜ = x˜1x˜2 · · · x˜m, the probability that x˜1 · · · x˜100 logn can be written as
∑
i≥0 ci(1− q)100 lognqi,
and we wish to recover c0. The (1− q)100 logn term is a constant that equals 1/poly(n), so it is easy
to recover an approximation to
∑
i≥0 ciq
i. We truncating this polynomial at an appropriate degree
(approximately C log n for some large C) and show that the truncated polynomial
∑C logn
i=0 cix
i is
very close to the original polynomial, but differs from
∑C logn
i=0 c
′
ix
i for some x ∈ [q, (1 − q)/2] by a
significant amount, if c′0 6= c0, using ideas based on [BEK99]. We can also simulate a trace with
deletion probability x > q by taking a “trace of the trace.” This will be sufficient in determining
c0, and therefore, the (multi)-set of all consecutive substrings of length 100 log n.
The proof of Theorem 1.6 proceeds by showing that the laws of the traces of x = 10n10n+110n+k
and y = 10n10n+k10n+1 are close to each other in the sense of Hellinger distance and concluding
by a lemma in [HL20] that was used in a similar fashion to show a lower bound for linear trace
reconstruction. It is first shown that conditioned on a 1 being deleted, a trace from x is equidis-
tributed as a trace from y. Then explicit expressions for the probabilities that the trace is 10a10b10c
are computed and compared, yielding an upper bound on the Hellinger distance. The difference
between the probabilities for x and y is proportional to the product of (a − b)(b − c)(a − c) and
a symmetric polynomial in a, b, c. Both x and y consist of three 1’s separated by runs of 0’s of
approximate length n, so with high probability we have that a, b, c are approximately np, with
square root fluctuations. The contribution of the (a − b)(b − c)(a − c) term allows us to recover a
Ω˜(n3) bound.
2 Preliminaries
First, we explain a basic definition we will use involving complex numbers.
Definition 2.1. For z ∈ C, let |z| be the magnitude of z, and if z 6= 0, let arg z be the argument
of z, which is the value of θ ∈ (−π, π] such that z|z| = eiθ.
Next, we state a Littlewood-type result about bounding polynomials on arcs of the unit circle.
Theorem 2.2. [BE97] Let f(z) =
∑n
j=0 ajz
j be a nonzero polynomial of degree n with complex
coefficients. Suppose there is some positive integer M such that |a0| ≥ 1 and |aj| ≤ M for all
0 ≤ j ≤ n. Then, if A is an arc of the unit circle {z ∈ C : |z| = 1} with length 0 < a < 2π, there
exists some absolute constant c1 > 0 such that
sup
z∈A
|f(z)| ≥ exp
(−c1(1 + logM)
a
)
.
Next, we state two well known results about roots of unity in cyclotomic fields.
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Lemma 2.3. [Mar77] Let ω = e2πi/n. Then, the set of {ωk} for k ∈ Z, gcd(k, n) = 1 are all
Galois conjugates. This means that if P (x) is an integer polynomial, then P (ωk) = 0 if and only if
P (ω) = 0 for any k ∈ Z with gcd(k, n) = 1. Moreover, P (ω) = 0 if and only if P is a multiple of
the nth Cyclotomic polynomial.
Lemma 2.4. [Mar77] Let ω = e2πi/n be an nth root of unity, and let Q[ω] be the nth degree
cyclotomic field. Then, if z ∈ Q[ω] such that zr = 1 for some integer r ≥ 1, z must equal ωk or
−ωk for some integer k.
Finally, we define the Hellinger distance between two probability measures and state a folklore
bound on distinguishing between distributions based on samples in terms of the Hellinger distance.
Definition 2.5. Let µ and ν be discrete probability measures over some set Ω. In other words, for
x ∈ Ω, µ(x) is the probability of selecting x when drawing from the measure µ. Then, the Hellinger
distance is defined as
dH(µ, ν) =
(∑
x∈Ω
(√
µ(x)−
√
ν(x)
)2)1/2
.
The following proposition is quite well-known (see for instance, [HL20, Lemma A.5]).
Proposition 2.6. If µ, ν are discrete probability measures, then if given i.i.d. samples from either
µ or ν, one must see at least Ω(dH(µ, ν)
−2) i.i.d. samples to determine whether the distribution is
µ or ν with at least 2/3 success probability.
3 Worst Case: Upper Bound
In this section, we prove Theorem 1.2, i.e., we provide an exp
(
O˜(n1/3)
)
-sample algorithm for
circular trace reconstruction when the length n is a prime or product of two primes.
For a (linear) string x ∈ {0, 1}n and z ∈ C, we define P (z;x) := ∑ni=1 xizi. The first lemma
we require creates an unbiased estimator for
∏m
i=1 P (zi;x) for some complex numbers z1, . . . , zm,
using only random traces of x. The proof of the following lemma greatly resembles the proof of
[Nar20, Lemma 4.1], so we defer the proof to Appendix A.
Lemma 3.1. Let x be a linear string of length n. Fix q as the deletion probability and p = 1− q as
the retention probability. Then, for any integer m ≥ 1 and any Z = (z1, . . . , zm) for z1, . . . , zm ∈ C,
there exists some function gm(x˜, Z) such that
Ex˜[gm(x˜, Z)] =
m∏
k=1
(
n∑
i=1
xiz
i
k
)
,
where the expectation is over traces drawn from x. Moreover, for any L ≥ 1, and for all x˜ ∈ {0, 1}n
and all Z such that |z1|, . . . , |zm| = 1 and | arg zi| ≤ 1L for all 1 ≤ i ≤ m,
|gm(x˜, Z)| ≤ (p−1mn)O(m) · eO(m2n/(p2L2)).
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For x ∈ {0, 1}n and z ∈ C, let P (z;x) :=∑ni=1 xizi. Our main goal will be to determine the value
of ft(z;x) := P (z;x)
t · P (z−t;x) for some integer t, where z is an nth root of unity. Importantly,
we note that ft(z;x) is invariant under rotations of x, since for z = e
2πik/n,
n∑
i=1
x(i+1) (mod n)z
i =
∑
xiz
i−1 = P (z;x) · z−1
whereas
n∑
i=1
x(i+1) (mod n)z
−t·i =
∑
xiz
−t(i−1) = P (z−t;x) · zt
Therefore, if we define x(j) as the string x rotated by j places (so x
(j)
i = x(i+j) (mod n)), then
f(z;x) = f(z;x(j)) for all z = e2πik/n and 0 ≤ j ≤ n− 1.
Now, choose some z with |z| = 1 and | arg z| ≤ 1L . Also, fix some integer t, let m = t+ 1, and
let Z = (z, . . . , z︸ ︷︷ ︸
t times
, z−t). Then, if j is randomly chosen in {0, 1, . . . , n− 1} and x˜ is a random trace,
Ex˜[nz
tn ·gm(x˜, Z)] = (n ·ztn) ·

 1
n
·
n−1∑
j=0
P (z;x(j))t · P (z−t;x(j))

 = n−1∑
j=0
ztn ·P (z;x(j))t ·P (z−t;x(j)).
Note that
∑n−1
j=0 z
tn ·P (z;x(j))t ·P (z−t;x(j)) is a polynomial of z of degree at most (t+1)n and all
coefficients bounded by nt+1. We write this polynomial as Qt(z;x). Thus, if we define ht(x˜, z) :=
nztngm(x˜, Z), we have that Ex˜[ht(x˜, z)] = Q(z;x) for x˜ a trace of a randomly shifted x, and that
|ht(x˜; z)| ≤ (p−1tn)O(t) · eO(t2n/(p2L2)) whenever |z| = 1 and | arg z| ≤ 1L for L ≥ 2, since m = t+ 1.
Now, we will state two important results that will lead to the proof of the main result.
Lemma 3.2. Let n ≥ 2, and suppose that x, x′ are strings in {0, 1}n such that Qt(z;x) 6= Qt(z;x′)
as polynomials in z. Then, there is a uniform constant c2 such that for any L ≥ 2, there exists z
such that |z| = 1, | arg z| ≤ 1L , and
|Qt(z;x) −Qt(z;x′)| ≥ n−c2tL.
Proof. Note that Qt(z;x) − Qt(z;x′) is a nonzero polynomial in z of degree at most (t + 1)n and
with all coefficients bounded by 2nt+1. Therefore, by Theorem 2.2,
sup
|z|=1,|arg z|≤1/L
|Qt(z;x)−Qt(z;x′)| ≥ exp
(
−c1(1 + log(2n
t+1))
2/L
)
≥ exp (−c2 · L · t · log n) = n−c2tL,
where we note that the arc {z : |z| = 1, | arg z| ≤ 1L} has length 2L .
The next important result we need will be Theorem 1.3. We defer the full proof of Theorem 1.3
to Subsection A.3, but as the proof of the case where n is prime is simpler, we prove this special
case here. Using this, we can get an exp
(
O˜(n1/3)
)
sample upper bound at least for n prime.
Proposition 3.3. Suppose that n = p is prime, and a0, . . . , an−1, b0, . . . , bn−1 ∈ {0, 1} such that
for all 0 ≤ k < p, there is some integer ck such that
∑p−1
i=0 ai = ω
ck ·∑p−1i=0 bi. Then, the sequences
{a1, . . . , an} and {b1, . . . , bn} are equivalent up to a cyclic permutation.
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Proof. First,
∑p−1
i=0 ai = ω
c0 · ∑pi=0 bi. Since ∑p−1i=0 ai and ∑p−1i=0 bi ≥ 0 are both positive real
numbers, and since ωc0 is a root of unity, we must have that
∑p−1
i=0 ai =
∑p−1
i=0 bi. In the case p = 2,
this alone proves the proposition, so we now assume p is odd.
Now, we have that
∑p−1
i=0 aiω
i = ωc1 ·∑p−1i=0 biωi. Letting b′i = b(i−c1) (mod p), we have that
b′ is a cyclic shift of b, and
∑p−1
i=0 ai =
∑p−1
i=0 b
′
i and
∑p−1
i=0 aiω
i =
∑p−1
i=0 b
′
iω
i. Letting Q(x) =∑p−1
i=0 (ai − b′i)xi, we have that ω and 1 are both roots of Q(x). Since Q(x) is an integer-valued
polynomial, this implies that all Galois conjugates of ω are roots, so 1, ω, ω2, . . . , ωp−1 are roots of
Q(x). Thus, xp − 1 divides Q(x). But since Q(x) has degree at most p− 1, Q(x) must equal 0, so
ai = b
′
i for all i. Since the sequence b
′ is just a shift of b, we are done.
Finally, we are ready to Prove Theorem 1.2.
Proof of Theorem 1.2. Let L = Θ(n1/3(log n)−1/3p−2/3), and suppose that we are trying to distin-
guish between the original circular string being a = a1a2 · · · an or b = b1b2 · · · bn, where a, b are
distinct, even up to cyclic shifts. First, we claim that for some 0 ≤ ℓ ≤ n− 1, some 2 ≤ t ≤ 5, and
z = ωℓ, we have that P (z; a)tP (z−t; a) 6= P (z; b)tP (z−t; b), where we recall that ω := e2πi/n.
To prove this, first choose k such that
∑n
i=1 aiω
i·k 6= ωck ·∑ni=1 biωi·k for all integers ck, which
exists by Theorem 1.3. If k = 0, then P (ωk; a) = P (1; a) and P (ωk; b) = P (1; b) are distinct
nonnegative integers, so we trivially have P (1; a)tP (1; a) 6= P (1; b)tP (1; b). Otherwise, let t be
the smallest prime that doesn’t divide ngcd(n,k) (so t ≤ 5 as n has at most 2 prime factors). If∑n
i=1 aiω
i·k = 0, then
∑n
i=1 biω
i·k 6= 0. Now, since ω−tk is a Galois conjugate of ωk (since t ∤ n), we
also have that
∑n
i=1 biω
−ti·k 6= 0. This means that P (ωk; a) = 0 so P (ωk; a)tP ((ωk)−t; a) = 0, but
P (ωk; b)tP ((ωk)−t; b) 6= 0. Likewise, if ∑ni=1 biωi·k = 0, we’ll have P (ωk; a)tP ((ωk)−t; a) 6= 0, but
P (ωk; b)tP ((ωk)−t; b) = 0.
Otherwise, P (ωk; a) =
∑n
i=1 aiω
i·k and P (ωk; b) =
∑n
i=1 biω
i·k are both nonzero. This means
that for all r ≥ 0, P (ω(−t)r ·k; a) and P (ω(−t)r ·k; b) are both nonzero, since ω(−t)r ·k and ωk are Galois
conjugates. This means that if P (z; a)tP (z−t; a) = P (t; b)2P (z−t; b) for all z = ω(−t)r ·k, then
P (ω(−t)r+1·k; a)
P (ω(−t)r ·k; a)−t
=
P (z−t; a)
P (z; a)−t
=
P (z−t; b)
P (z; b)−t
=
P (ω(−t)r+1·k; b)
P (ω(−t)r ·k; b)−t
for all r ≥ 0, so we inductively have that
P (ω(−t)r ·k; a)
P (ωk; a)(−t)r
=
P (ω(−t)r ·k; b)
P (ωk; b)(−t)r
.
Now, letting r = ϕ
(
n
gcd(n,k)
)
, we know that k ·(−t)r ≡ k (mod n) by Euler’s theorem, which means
that ω(−t)r ·k = ωk. Thus,
P (ωk; a)1−(−t)
r
= P (ωk; b)1−(−t)
r
.
Since k 6= 0, we have that ngcd(n,k) > 1 so r ≥ 1. Thus, since t ≥ 2, 1 − (−t)r 6= 0. Now,
since P (ωk; a), P (ωk; b) are nonzero, we have that P (ω
k ;a)
P (ωk;b)
is a |1 − (−t)r|th root of unity. Also,
P (ωk; a), P (ωk; b) ∈ Q[ω], which means P (ωk;a)
P (ωk;b)
∈ Q[ω]. However, all roots of unity in Q[ω] are
of the form ±ωi for some i, and since (−t)r − 1 is odd if n is odd (since t = 2), we must
have that P (ω
k ;a)
P (ωk;b)
= ωck for some integer ck. This is a contradiction, so we must have that
P (z; a)tP (z−t; a) 6= P (z; b)tP (z−t; b), for some z = ω(−t)r ·k, r ≥ 0.
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Next, as we have already noted, P (z; a)tP (z−t; a) is invariant under rotation of a, and P (z; b)tP (z−t; b)
is invariant under rotation of b. Thus, by our definition of Qt(z;x), we have that Qt(z; a) 6= Qt(z; b).
Thus, by Lemma 3.2, there is some z such that |z| = 1, | arg z| ≤ 1L , and
|Qt(z; a)−Qt(z; b)| ≥ n−c2tL ≥ n−5c2L.
Therefore, for L = Θ(n1/3(log n)−1/3p−2/3), there exists some z with |z| = 1 and | arg z| ≤ 1L and
some 2 ≤ t ≤ 5 such that
|Qt(z; a) −Qt(z; b)| ≥ n−5c2L ≥ exp
(
−c3 · n1/3(log n)2/3p−2/3
)
but
|ht(x˜, z)| ≤ (p−1n)O(1) · exp
(
O
(
n
p2L2
))
≤ exp
(
c4 · n1/3(log n)2/3p−2/3
)
.
Therefore, by choosing z and t appropriately, taking R = exp
(
O
(
n1/3(log n)2/3p−2/3
))
traces
x˜(1), . . . , x˜(R), and letting ht(z) denote the average of ht(x˜
(i), z) for all i, the Chernoff bound tells
us that with probability at least 1 − 10n, |ht(z) − Qt(z; a)| ≤ 13 · exp
(
c4 · n1/3(log n)2/3p−2/3
)
if
the original string were a, and |h(z) − Qt(z; b)| ≤ 13 · exp
(
c4 · n1/3(log n)2/3p−2/3
)
if the original
string were b. Thus, by returning a if h(z) is closer to Qt(z; a) and returning b otherwise, we can
distinguish between the original string being a or b using exp
(
O
(
n1/3(log n)2/3p−2/3
))
traces, with
1− 10n failure probability.
Thus, to reconstruct the original string x, we simply run the distinguishing algorithm for all
pairs a, b ∈ {0, 1}n such that a 6= b, using the same R traces x˜1, . . . , x˜R. With probability at least
1−(4/10)n ≥ 1−2−n, the true string x will be the only string such that the distinguishing algorithm
will successfully choose x over all other strings. Thus, for n a prime or a product of two primes, the
circular trace reconstruction problem can be solved using exp
(
O
(
n1/3(log n)2/3p−2/3
))
traces.
4 Average Case: Upper Bound
We now consider the situation in which the unknown circular string x is random. We will suppose
that x is equidistributed as a random circular string in which each bit is 0 or 1 with 12 probability.
Note that this distribution is not uniform over all possible circular strings. However, our arguments
can easily be modified to handle such a situation. We use the randomness to rule out certain
problematic strings with high probability, and this can be done for uniform random circular strings
as well as other distributions, for example if independently each bit is biased towards 0 or 1.
Theorem 4.1. Let x be a random (in the sense described above) unknown circular string of length
n and let q be the deletion probability of each element. Then there exists a constant Cq depending
only on q such that we can determine x with failure probability at most n−10 using O(nCq ) traces.
In what follows, we will let x = x1 · · · xn and take indices of bits in xmodulo n. Let k = 100 log n.
We first note that with high probability, all of the consecutive substrings of x of length k and k− 1
are pairwise distinct. We will refer to such strings as regular strings. Indeed, the probability that
xi · · · xi+k−1 = xj · · · xj+k−1 for i 6= j is 2−k (where indices are taken modulo n), and union bounding
over all i, j as well as both k and k − 1 gives a failure probability of at most O(n22−k)≪ n−10.
If we assume that x is regular, the length k consecutive substrings of x uniquely determine x.
Indeed, given xi · · · xi+k−1, we can uniquely determine xi+k as there is a unique length k consecutive
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substring of x that begins with xi+1 · · · xi+k−1. Iteratively applying this allows us to recover the
entire string x. Thus, to prove Theorem 4.1, it suffices to prove Lemma 1.5, i.e., to determine how
many times each length k substring appears consecutively in x using O(nCq ) traces, which will
allow us to recover x if x is regular.
We will show the existence of Cq so that for any string s of length k, we can distinguish between
strings x and y correctly using O(nCq ) samples with failure probability 10−n, if the number of
consecutive occurrences of s in x and in y differ, from which a union bound over all strings s
of length k and all pairs of strings x, y of length n shows the result. Let α denote a sufficiently
large constant only depending on q that we will determine later. For 0 ≤ i ≤ n − k, let ci
denote the number of (not necessarily consecutive) occurrences of s in x contained in a consecutive
substring of x of length at most i + k. Similarly, let di denote the number of (not necessarily
consecutive) occurrences of s in y contained in a consecutive substring of y of length at most i+ k.
By assumption, we have that c0 6= d0. By casework on the last bit of the occurrence of s, we have
that ci, di ≤ n
(i+k
k
)
. Let P (t) =
∑αk
i=0 cit
i and Q(t) =
∑αk
i=0 dit
i. Moreover, the following is true:
Lemma 4.2. The probability that a trace of x starts with s (where a random bit in the string is
chosen as the beginning before bits are deleted) is 1n(1− q)kP (q)+O(qαk(α+1)kek). Similarly, the
probability that a trace of y starts with s is 1n(1− q)kQ(q) +O(qαk(α+ 1)kek).
Proof. To compute the probability that a trace of x starts with s, we do casework on how many
bits are deleted before the last bit in the occurrence of s. If i bits are deleted, then note that
there are ci ways for it to be done by definition. Each such way has a probability of
1
n(1− q)kqi to
occur. Indeed, for each way there is a 1n probability that the correct starting bit is chosen, and the
probability that only the bits corresponding to the specific instance of s are kept is (1 − q)kqi. It
follows that the probability is exactly 1n(1− q)k
∑n−k
i=0 ciq
i.
It remains to show that 1n(1−q)k
∑n−k
αk+1 ciq
i = O(qαk(α+1)kek). As mentioned before, we have
that ci ≤ n
(i+k
k
)
. Thus, this term is at most
∑
i>αk
(i+k
k
)
qi ≤ (αk+kk )qαk∑i≥0 ( q(α+1)α )i. Indeed,
the ratio of consecutive terms in the sequence
(i+k
k
)
qi is equal to q i+ki ≤ q(α+1)α . For a sufficiently
large choice of α, q(α+1)α < 1, so
∑
i>αk
(i+k
k
)
qi = O(
(αk+k
k
)
qαk) = O(qαk(α + 1)kek) by Stirling’s
approximation.
The argument for y is analogous.
Lemma 4.2 allows us to estimate P (q) and Q(q) up to an O(n(1− q)−kqαk(α+ 1)kek) error by
looking at how often traces of x or y begin with s, and then dividing by 1n(1− q)k. So long as P (q)
and Q(q) are sufficiently far apart, a Chernoff bound allows us to determine with high probability
if the traces came from x or y. However, it may be the case that P (q) and Q(q) are quite close. To
remedy this, we observe that it is possible to simulate higher deletion probabilities q′ > q. Indeed,
this can be achieved by deleting each bit in traces received independently with probability q
′−q
1−q .
Thus, it suffices to find q′ ∈ [q, r] with P (q′) and Q(q′) far apart for some q < r < 1. The existence
of such a q′ is proven by the following Littlewood-type result of Borwein, Erde´lyi, and Ko´s.
Theorem 4.3 ([BEK99], Theorem 5.1). There exist absolute constants c1 > 0 and c2 > 0 such
that if f is a polynomial with coefficients in [−1, 1] and a ∈ (0, 1], then
|f(0)|c1/a ≤ exp
(c2
a
)
sup
z∈[1−a,1]
|f(z)|.
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Proof of Theorem 4.1. Let r = q+12 . We first apply Theorem 4.3 to
(
αk+k
k
)−1
(P (rx)−Q(rx)) and
a = 1− q/r. Here, we are using the fact that the coefficients of P and Q are bounded in magnitude
by
(αk+k
k
)
by previous observations, and that |P (0) −Q(0)| ≥ 1. Theorem 4.3 tells us that
(
αk + k
k
)−c1/a
≤ exp
(c2
a
)(αk + k
k
)−1
sup
z∈[1−a,1]
|P (rz)−Q(rz)|
= exp
(c2
a
)(αk + k
k
)−1
sup
q′∈[q,r]
|P (q′)−Q(q′)|,
or
sup
q′∈[q,r]
|P (q′)−Q(q′)| ≥ c3
(
αk + k
k
)−c4
for some constants c3 and c4 that only depend on q.
In particular, this is much larger than 10kn(1 − r)−krαk(α + 1)kek for sufficiently large values
of α (α may depend on q). Indeed, after taking kth roots and using Stirling’s approximation this
reduces to showing that (e(α + 1))−c5 > 10n1/k(1 − r)−1rα(α + 1)e for sufficiently large α where
c5 is some constant that only depends on q, which is clear (since 0 < r < 1 is fixed and n
1/k < 2).
Thus, for any q′ ∈ [q, r], the error term 1n(1 − q′)k
∑n−k
αk+1 ci(q
′)i = O((q′)αk(α + 1)kek) is at most
10−k times 1n(1− q′)k · supq′∈[q,r] |P (q′)−Q(q′)|.
Hence, for some q′ ∈ [q, r], the probability that a trace begins with s under bit deletion with
probability q′ differs between x and y by Ω(10kn(1−r)−krαk(α+1)kek) = Ω(n−c6) for some constant
c6 that only depends on q. By a standard Chernoff bound, for some constant Cq only depending
on q, we can distinguish between x and y using O(nCq ) traces with failure probability at most
exp(−Ω(n)), so the theorem follows.
5 Worst Case: Lower Bound
In this section, we prove Theorem 1.6 and demonstrate that worst-case circular trace reconstruction
requires Ω˜(n3) traces. We first record the following lemma from [HL20] expressing the number of
independent samples required to distinguish between two probability measures µ and ν in terms
of their Hellinger distance dH(µ, ν), defined to be
(∑
x∈X(µ({x}) − ν({x}))2
)1/2
where the sum is
over all events in some discrete sample space X. Let dTV (µ, ν) denote the total variation distance
between µ and ν and µn denote the law of n independent samples from µ.
Lemma 5.1 ([HL20], Lemma A.5). If µ and ν are probability measures satisfying dH(µ, ν) ≤ 1/2,
then for m ≥ 1/(4d2H (µ, ν)), we have that 1− dTV (µm, νm) ≥ ǫ if m ≤ log(1/ǫ)9d2
H
(µ,ν)
.
Note that the number of samples m required to distinguish between µ and ν is given by the
total variation distance between µm and νm. Thus, it requires Ω(d−2H (µ, ν)) samples to distinguish
between two probability measures µ and ν.
Proof of Theorem 1.6. We now specialize to the case of distinguishing between x = 10n10n+110n+k
and y = 10n10n+k10n+1 from independent traces. Let µ and ν respectively denote the laws of
traces from x and y. We will show that d2H(µ, ν) = O((n log n)
3/2), which establishes the result by
Lemma 5.1.
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First, we note that conditional on the first 1 in x being deleted, the resulting trace is equidis-
tributed as a trace from y conditioned on the second 1 being deleted, as in both cases we obtain a
trace from the circular string 10n+1102n+k. Similar arguments for other cases show that conditioned
on any 1 being deleted, traces from x and y are equal in law. Thus, the resulting string must have
three 1’s to contribute to the Hellinger distance. We will henceforth assume that the resulting trace
is of the form 10a10b10c for some nonnegative integers a, b, c.
We now compute the ratio µ({10
a10b10c})
ν({10a10b10c}) and show that it is typically 1 +O((n/ log n)
3/2). We
have that
µ({10a10b10c})
q3n+k+1−a−b−c(1− q)a+b+c =
(
n
a
)(
n+ 1
b
)(
n+ k
c
)
+
(
n
b
)(
n+ 1
c
)(
n+ k
a
)
+
(
n
c
)(
n+ 1
a
)(
n+ k
b
)
,
ν({10a10b10c})
q3n+k+1−a−b−c(1− q)a+b+c =
(
n
a
)(
n+ k
b
)(
n+ 1
c
)
+
(
n
b
)(
n+ k
c
)(
n+ 1
a
)
+
(
n
c
)(
n+ k
a
)(
n+ 1
b
)
.
It follows that
µ({10a10b10c})
ν({10a10b10c}) =
1
(n+1−b)(n+1−c)···(n+k−c) +
1
(n+1−c)(n+1−a)···(n+k−a) +
1
(n+1−a)(n+1−b)···(n+k−b)
1
(n+1−c)(n+1−b)···(n+k−b) +
1
(n+1−a)(n+1−c)···(n+k−c) +
1
(n+1−b)(n+1−a)···(n+k−a)
.
Multiplying the numerator and denominator by
∏k
i=1(n+ i− a)(n + i− b)(n + i− c) results in
S1 =
k∏
i=1
(n+ i− a)
k∏
i=2
(n+ i− b) +
k∏
i=1
(n + i− b)
k∏
i=2
(n+ i− c) +
k∏
i=1
(n+ i− c)
k∏
i=2
(n+ i− a)
and
S2 =
k∏
i=1
(n+ i− b)
k∏
i=2
(n+ i− a) +
k∏
i=1
(n+ i− c)
k∏
i=2
(n+ i− b) +
k∏
i=1
(n + i− a)
k∏
i=2
(n+ i− c),
respectively. We have that S1−S2 = (a− b)
∏k
i=2(n+ i−a)(n+ i− b)+ (b− c)
∏k
i=2(n+ i− b)(n+
i− c) + (c− a)∏ki=2(n+ i− c)(n+ i− a). This is an alternating polynomial in a, b, c, i.e. applying
a permutation σ to a, b, c changes the sign of the polynomial by the sign of σ. Hence, it can be
written in the form (a− b)(b− c)(a− c)Pk(n, a, b, c), where Pk is a polynomial in n, a, b, c of degree
2k − 4 since S1 and S2 have degree 2k − 1.
By a standard Chernoff bound, there exists a constant C such that with probability at least
1−n−100, a, b, c ∈ [np−C√n log n, np+C√n log n]. When this occurs, we have that S2 = Ω(n2k−1)
and |S1 − S2| = O((n log n)3/2n2k−4), so µ({10
a10b10c})
ν({10a10b10c}) ∈ [1 − (c log n/n)3/2, 1 + (c log n/n)3/2] for
some constant c. We thus have that
d2H(µ, ν) =
∑
a,b,c≥0
(µ({10a10b10c})− ν({10a10b10c}))2 ≤ 2n−100
+
∑
a,b,c∈[np−C√n logn,np+C√n logn]
ν({10a10b10c})2
(
1− µ({10
a10b10c})
ν({10a10b10c})
)2
= O((log n/n)3).
It follows by Lemma 5.1 that it requires Ω(n3/ log3 n) samples to distinguish between traces
from x and y, as desired.
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A Omitted Proofs
A.1 Proof of Proposition 1.1
Here, we prove Proposition 1.1, which shows that circular trace reconstruction is at least as hard
as linear trace reconstruction in both the worst-case and average case models for any choice of q.
Proof of Proposition 1.1. Let m ≥ 2n, and suppose that using T1 = T1(m, q) traces, we can solve
worst-case circular trace reconstruction over length m strings with failure probability δ. Then,
suppose we are given T1 traces of some unknown linear string x of length n. We will reconstruct
x as follows. First, the algorithm creates a random binary string y of length m − n. Then, the
algorithm lets x′ be the circular string x◦y, i.e. x concatenated with y, which has length m. While
we do not know x′, given a random trace x˜i of x, we can create a random trace x˜′i of x
′ by creating a
random trace of y (with deletion probability q) and appending it to x˜i, and then randomly rotating
it. Doing this for each trace gives us T1 random traces of the circular string x
′, which allows us
to reconstruct x′ with probability 1− δ. Now, the string y appears exactly once (consecutively) in
the circular string x′ with failure probability exponentially small in n since m ≥ 2n, and since we
know y, we would be able to find the unique copy of y in x′ and thus recover the linear string x
with failure probability δ + e−Ω(n).
The same argument works in the average case. Suppose using T2 = T2(m, q) traces, we can solve
average-case circular trace reconstruction with probability δ, where the average string is generated
by creating a uniformly random binary (linear) string and making it circular. Then, if given T2
random traces of a random linear string x of length n, our algorithm works the same way: creating
a random string y of length m− n, appending it to x, reconstructing the circular string x′ = x ◦ y,
and then recovering x since with 1− e−Ω(n) probability, there is a unique copy of y in x′.
A.2 Proof of Lemma 3.1
Here, we prove Lemma 3.1, which gives us the unbiased estimator of
∏m
i=1 P (zi;x). To do so, we
first note a simple proposition about complex numbers.
Proposition A.1. [Nar20] Let z be a complex number with |z| = 1 and | arg z| ≤ θ. Then, for any
0 < p < 1,
∣∣∣z−(1−p)p ∣∣∣ ≤ 1 + θ2p2 .
Proof of Lemma 3.1. For some 1 ≤ k ≤ m, fix some complex numbers w1, . . . , wk and consider the
random variable
f(x˜, w) :=
∑
1≤i1<i2<···<ik≤n
x˜i1 · · · x˜ikwi11 wi2−i12 · · ·wik−ik−1k
for w = (w1, . . . , wk), which is a random variable since x˜ is random.
We first describe E[f(x˜, w)] and choose appropriate values for w1, . . . , wk. First, we can rewrite
f(x˜, w) =
∑
i1,...,ik≥1
i1+···+ik≤n
x˜i1 x˜i1+i2 · · · x˜i1+i2+···+ikwi11 wi22 · · ·wikk .
For any j1, . . . , jk, note that x˜i1 coming from xj1 , x˜i1+i2 coming from xj1+j2 , etc. means that
j1 ≥ i1, j2 ≥ i2, . . . , jk ≥ ik. Moreover, even in this case, this will only happen with probability
k∏
r=1
(
p ·
(
jr − 1
ir − 1
)
pir−1qjr−ir
)
= p
∑
irq
∑
(jr−ir)
k∏
r=1
(
jr − 1
ir − 1
)
.
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Therefore, we have that
E[f(x˜, w)] =
∑
i1,...,ik≥1
jr≥ir
j1+···+jk≤n
k∏
r=1
((
jr − 1
ir − 1
)
pirqjr−irxj1+···+jrw
ir
r
)
=
∑
j1,...,jk≥1
j1+···+jk≤n
k∏
r=1
(
pwrxj1+···+jr ·
jr∑
ir=1
(
jr − 1
ir − 1
)
pir−1qjr−irwir−1r
)
=
∑
j1,...,jk≥1
j1+···+jk≤n
k∏
r=1
(
pwrxj1+···+jr · (pwr + q)jr−1
)
= pk
w1 · · ·wk
(pw1 + q) · · · (pwk + q) ·
∑
j1,...,jk≥1
j1+···+jk≤n
xj1 · · · xj1+···+jk(pw1 + q)j1 · · · (pwk + q)jk .
Now, fix k ≤ m and fix a sequence B = (B1, . . . , Bk) of strictly nested nonempty subsets of
[m] with B1 = [m]. By this, we mean that [m] = B1 ) B2 ) · · · ) Bk 6= ∅. Now, for 1 ≤ r ≤ k,
define wB,r :=
1
p
((∏
i∈Br zi
)− q), wB := (wB,1, . . . , wB,k), and Cr := Br\Br+1 for 1 ≤ r ≤ k − 1
and Ck := Bk. Finally, for any set S ⊂ [m], define zS :=
∏
i∈S zi. Then,
E [f(x˜, wB)] = p
k · wB,1 · · ·wB,k
zB1zB2 · · · zBk
·
∑
j1,...,jk≥1
j1+···+jk≤n
xj1 · · · xj1+···+jkzj1B1 · · · z
jk
Bk
= pk · wB,1 · · ·wB,k
zB1zB2 · · · zBk
·
∑
1≤i1<i2<···<ik≤n
xi1 · · · xikzi1C1 · · · z
ik
Ck
,
where we have written ir = j1 + j2 + · · ·+ jr for all 1 ≤ r ≤ k. This implies that
m∏
k=1
(
n∑
i=1
xiz
i
k
)
=
∑
1≤k≤m
[m]=B1)···)Bk 6=∅
∑
1≤i1<i2<···<ik≤n
xi1 · · · xikzi1C1 · · · z
ik
Ck
=
∑
1≤k≤m
B=(B1,...,Bk)
p−k · zB1 · · · zBk
wB,1 · · ·wB,k · E [f(x˜, wB)] .
The first line is true by expanding and using the fact that xi = x
bi
i for all bi ∈ N, as x ∈ {0, 1}.
Now, let
gm(x˜, Z) :=
∑
1≤k≤m
B=(B1,...,Bk)
p−k · zB1 · · · zBk
wB,1 · · ·wB,k · f(x˜, wB).
For fixed p, q, n, note that gm(x˜, Z) is indeed only a function of x˜, Z, and m, as the wB,r’s are
determined given Z. Importantly, there is no dependence of g on x. Then,
E[gm(x˜, Z)] =
m∏
k=1
(
n∑
i=1
xiz
i
k
)
.
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Finally, we provide bounds on f(x˜, wB) that will give us our bounds on gm(x˜, Z). If |zi| = 1
and | arg zi| ≤ 1L for all i, then for B = (B1, . . . , Br), zBr =
∏
i∈Br zi has magnitude 1 and
argument at most mL in absolute value. Therefore, |wB,r| = 1p
((∏
i∈Br zi
)− q) ≤ 1 + O ( m2
p2L2
)
=
exp
(
O
(
m2
p2L2
))
, by Proposition A.1. This means that for any i1 + · · ·+ ik ≤ n,
|wi1B,1wi2B,2 · · ·wikB,k| ≤ exp
(
O
(
m2
p2L2
· n
))
.
Since f(x˜, wB) is the sum of w
i1
B,1w
i2
B,2 · · ·wikB,k over all i1, . . . , ik ≥ 1 with i1 + · · · + ik ≤ n, there
are at most nk choices of i1, . . . , ik, so we have that
|f(x˜, wB)| ≤ exp
(
O
(
m2
p2L2
· n
))
· nk.
Therefore,
|gm(x˜, Z)| ≤
∑
1≤k≤m
B=(B1,...,Bk)
p−k ·
∣∣∣∣ zB1 · · · zBkwB,1 · · ·wB,k
∣∣∣∣ · |f(x˜, wB)| ≤ ∑
1≤k≤m
B=(B1,...,Bk)
p−k · exp
(
O
(
m2n
p2L2
))
· nk
≤ (p−1nm)O(m) · exp
(
O
(
m2n
p2L2
))
.
The final equation follows from the observation that the number of sequences (B1, . . . , Bk) is at
most mm, since each i ∈ [m] has some final subset j such that i ∈ Bj but i 6∈ Bj+1.
A.3 Proof of Theorem 1.3
We let ωk denote e
2πi/k for k ≥ 1. When dealing with a string of length n, we write ω := ωn.
In the case where n is prime, we already proved it in Proposition 3.3.
Next, we prove it in the case that n = p · q for p, q odd primes. We will first need a simple
lemma, which is likely folklore, though we give a proof regardless.
Lemma A.2. Let p, q be distinct primes, and suppose that (1 − ωp)|(
∑q−1
i=0 biω
i
q) in Q[ωpq]. Then,
we in fact have that p|(∑q−1i=0 biωiq) in Q[ωpq].
Proof. Note that (1 − ωp)|(
∑q−1
i=0 biω
i
q) implies that (1 − ωp)p|(
∑q−1
i=0 biω
i
q)
p. But p|(1 − ωp)p, so
p|(∑q−1i=0 biωiq)p.Now, using Frobenius Endomorphism, we have that (∑q−1i=0 biωiq)p ≡∑q−1i=0 biωi·pq (mod p),
so p|(∑q−1i=0 biωi·pq ). But since p 6= q, we have that ωpq and ωq are Galois conjugates, so we therefore
have that p|(∑q−1i=0 biωiq), as desired.
Lemma A.3. Theorem 1.3 is true when n = p · q, where p, q are distinct odd primes.
Proof. First, we have that
∑n−1
i=0 ai = ω
c0
∑n−1
i=0 bi and since a1, . . . , an, b1, . . . , bn ∈ {0, 1}, this
means that ωc0 is real and thus equals 1. So,
∑n−1
i=0 ai =
∑n−1
i=0 bi. Next, we have that
∑n−1
i=0 aiω
i
p =
ωcq ·∑n−1i=0 biωip, since ωp = ωq. Therefore, since the ai’s are all integers, this implies that either
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∑n−1
i=0 aiω
i
p =
∑n−1
i=0 biω
i
p = 0 or ω
cq =
∑
aiωip∑
biωip
∈ Q[ωp]. Thus, by Theorem 2.4, ωcq actually equals
ωkp for some k. Likewise, ω
cp actually equals ωℓq for some ℓ, so we have that
n−1∑
i=0
aiω
i
p = ω
k
p
n−1∑
i=0
biω
i
p,
n−1∑
i=0
aiω
i
q = ω
ℓ
q
n−1∑
i=0
biω
i
q.
Therefore, by the Chinese Remainder theorem, we can cyclically shift {bi} by something that
is k modulo p and ℓ modulo q to get some sequence {b′i} so that
n−1∑
i=0
ai =
n−1∑
i=0
b′i,
n−1∑
i=0
aiω
i
p =
n−1∑
i=0
b′iω
i
p, and
n−1∑
i=0
aiω
i
q =
n−1∑
i=0
b′iω
i
q.
Without loss of generality, we can therefore pretend that k = ℓ = 0, so in fact we have b′i = bi
for all i. Now, suppose that
∑
aiω
i = ωm ·∑ biωi. Our goal is to show that p|m and q|m, so that
ωm = 1. Assume the contrary, WLOG that q ∤ m. Then, we can write
n−1∑
i=0
(ai − bi)ωi = (ωm − 1) ·
n−1∑
i=0
biω
i. (1)
Now, choose integers r, s so that r · q + 1 = s · p. Then, we have that ωi·sq − ωi = ωi·s·p − ωi =
ωi
(
ωi·r·q − 1) = ωi (ωi·rp − 1), which is a multiple of ωp− 1. Therefore, we have that 1−ωp divides
n−1∑
i=0
(ai − bi) ·
(
ωi − ωi·sq
)
=
n−1∑
i=0
(ai − bi)ωi −
n−1∑
i=0
(ai − bi)ωi·sq =
n−1∑
i=0
(ai − bi)ωi.
The last equality in the above line follows since
∑n−1
i=0 aiω
i
q =
∑n−1
i=0 biω
i
q, and since s is relatively
prime to q, this means ωsq is a Galois conjugate of ωq, so
∑n−1
i=0 aiω
i·s
q =
∑n−1
i=0 biω
i·s
q .
Now, since q ∤ m, we have that either ωm − 1 is a unit in Z[ω] (if p ∤ m) or ωm − 1|q (if p|m).
Therefore, by Equation (1), we have that
(1− ωp)
∣∣∣∣q · n−1∑
i=0
biω
i ⇒ (1− ωp)
∣∣∣∣ n−1∑
i=0
biω
i,
since (1 − ωp), (q) are relatively prime as ideals. Now, recalling that ωi ≡ ωi·sq (mod 1 − ωp), we
have that (1− ωp)|
∑n−1
i=0 biω
i·s
q .
By Lemma A.2, we have that p|∑n−1i=0 biωi·sq . Since ωsq and ωq are Galois conjugates, this
also means that p|∑n−1i=0 biωiq. Now, for 0 ≤ j ≤ q − 1, let dj = bj + bj+q + · · · + bj+(p−1)q.
We have that p|∑q−1j=0 djωjq, so ∑q−1j=0 djp ωjq is an algebraic integer in Q[ωq]. Therefore, d0 ≡ d1 ≡
· · · ≡ dq−1 (mod p). Since 0 ≤ di ≤ p for all i, we either have that d0 = d1 = · · · = dq−1, or
d0, d1, . . . , dq−1 ∈ {0, p}.
Likewise, we also have that
∑
biω
i = ω−m ·∑ aiωi, where q ∤ (−m). Therefore, if cj = aj +
aj+q + · · · + aj+(p−1)q for each 0 ≤ j ≤ q − 1, we either have that c0 = c1 = · · · = cq−1, or
c0, c1, . . . , cq−1 ∈ {0, p}.
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Now, suppose that d0, d1, . . . , dq−1 ∈ {0, p}. This means that for all 0 ≤ j ≤ q − 1, bj = bj+q =
· · · = bj+(p−1)q, so bjωj + bj+qωj+q+ · · ·+ bj+(p−1)qωj+(p−1)q = 0 for all 0 ≤ j ≤ p− 1. Importantly,
this means
∑
bjω
j = 0. But since
∑
aiω
i = ωm ·∑ biωi for some m ∈ Z, this also means that∑
aiω
i = 0, so in fact we do have that
∑
biω
i =
∑
aiω
i. Likewise, if a0, a1, . . . , aq−1 ∈ {0, p} we
also have that
∑
biω
i =
∑
aiω
i = 0 by a symmetric argument.
Otherwise, we are dealing with the case where d0 = d1 = · · · = dq−1 and c0 = c1 = · · · = cq−1.
But then, 0 =
∑q−1
j=0 djω
j
q =
∑n−1
i=0 biω
i
q and 0 =
∑q−1
j=0 cjω
j
q =
∑n−1
i=0 aiω
i
q. Recall that
∑
aiω
i =
ωm ·∑ biωi and that we assumed q ∤ m. If p|m, then if m = p · t, we have ∑ aiωi = ∑ bi−p·tωi,
where i − p · t is done modulo n. Moreover, we have that ∑ bi−p·tωip = ∑ biωi+p·tp = ∑ biωip,∑
bi−o·tωiq =
∑
biω
i+p·t
q = ω
p·t
q ·
∑
biω
i
q = 0, and
∑
bi−p·t =
∑
bi. Therefore, by shifting b by p · t,
we have that
∑
aiω
k·i =
∑
biω
k·i for k = 0, 1, p, and q, and therefore for all 0 ≤ k ≤ n− 1.
The other case is that p ∤ m. In this case, we can define ej = aj + aj+p + · · · + aj+(q−1)p and
fj = bj + bj+p+ · · ·+ bj+(q−1)p for 0 ≤ j ≤ p− 1. By the same argument as before, either e0 = e1 =
· · · = ep−1 or e0, e1, . . . , ep−1 ∈ {0, q}, and either f0 = f1 = · · · = fp−1 or f0, f1, · · · , fp−1 ∈ {0, p}.
Again, either e0, e1, . . . , ep−1 ∈ {0, q} or f0, f1, . . . , fq−1 ∈ {0, q} implies that
∑
aiω
i =
∑
biω
i = 0.
Therefore, the final case to deal with is if c0 = c1 = · · · = cq−1, d0, d1 = · · · = dq−1, e0 =
e1 = · · · = eq−1, and f0 = f1 = · · · = fq−1. As we have seen, the first two equations imply
that 0 =
∑n−1
i=0 aiω
i
q =
∑n−1
i=0 biω
i
q. Thus, the same argument applied to the last two equations
implies that 0 =
∑n−1
i=0 aiω
i
p =
∑n−1
i=0 biω
i
p. As a result, we can shift the sequence b by m, since∑
aiω
i =
∑
bi−mωi, but we will still have that
∑
ai =
∑
bi−m,
∑
aiω
i
p =
∑
biω
i
p =
∑
bi−mωip = 0,
and
∑
aiω
i
q =
∑
biω
i
q =
∑
bi−mωiq = 0.
We now show that Theorem 1.3 is true when n is the square of an odd prime.
Proposition A.4. Theorem 1.3 is true if n = p2 is the square of an odd prime.
Proof. By shifting, we may without loss of generality assume that
∑
aiω
i =
∑
biω
i, so P (x) =∑
(ai − bi)xi has ω as a root. Thus, 1 + xp + · · · + xn−p | P (x), which means that ai − bi =
ai+p − bi+p = · · · = ai+n−p − bi+n−p, where indices are taken mod n. Thus, if it is not the case
that ai = ai+p = · · · = ai+n−p, equivalently that bi = bi+p = · · · = bi+n−p, then we must have that
ai = bi, ai+p = bi+p, . . . , ai+n−p = bi+n−p since aj , bj ∈ {0, 1}.
Let z = ωp. We have that∑
aiz
i = (a0+ap+ · · ·+an−p)+(a1+ap+1+ · · ·+an−p+1)z+ · · ·+(ap−1+a2p−1+ · · ·+an−1)zp−1,∑
biz
i = (b0+ bp+ · · ·+ bn−p)+ (b1+ bp+1+ · · ·+ bn−p+1)z+ · · ·+(bp−1+ b2p−1+ · · ·+ bn−1)zp−1.
Thus,
∑
aiz
i
∑
bizi
∈ Q[z], so p | cp and we have that
∑
aiz
i = zm
∑
biz
i for some m ∈ Z. It
follows that {ai + ai+p + · · · + ai+n−p} and {bi + bi+p + · · · + bi+n−p} are cyclic shifts of each
other. Since these sequences are of length p, this means that they are equal. We already know
that ai + ai+p + · · · + ai+n−p /∈ {0, p} =⇒ ai+pℓ = bi+pℓ for all ℓ. But it is also the case that
ai + ai+p + · · · + ai+n−p = bi + bi+p + · · · + bi+n−p ∈ {0, p} =⇒ ai+pℓ = bi+pℓ for all ℓ since
aj , bj ∈ {0, 1}. Thus, we have shown that ai = bi for all i, so we are done.
Proposition A.5. Theorem 1.3 is true if n = 2p, i.e., n is twice a prime.
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Proof. If p = 2, i.e. n = 4, then if
∑
ai =
∑
bi but the sequences {ai} and {bi} are not equal up to
a cyclic rotation, then up to cyclic rotations, we either have {ai} = {1, 0, 1, 0} and {bi} = {1, 1, 0, 0}
or vice versa. But then,
∑
ai(−1)i = ±2 and
∑
bi(−1)i = 0.
If p is an odd prime, then note that the minimal polynomial of ω = ωn is 1 +x
2+ · · ·+ x2(p−1).
Now, suppose that a, b are rotated so that if P (x) :=
∑n−1
i=0 aix
i and Q(x) :=
∑n−1
i=0 bix
i, then
P (ω) = Q(ω). Therefore, (1 + x2+ · · ·+ x2(p−1))|∑2p−1i=0 (ai− bi)xi. Since ai− bi ∈ {−1, 0, 1} for all
i, we must have that
∑2p−1
i=0 (ai − bi)xi = (1 + x2 + · · ·+ x2(p−1)) ·R(x), where R(x) must be either
0,±1, and ±x± 1. However, since ∑ ai =∑ bi, we have that P (1) −Q(1) = 0 = (p− 1) ·R(1), so
R(1) = 0. Thus, R(x) must equal either 0, x− 1, or 1− x.
If R(x) = x− 1, then ai − bi = 1 for all odd i and −1 for all even i, which means that ai = 1 if
and only if i is odd, but bi = 0 if and only if i is even. Since n is even, this means that {ai} and
{bi} are the same sequence, up to a rotation by 1. The same is true if R(x) = 1− x by symmetry
between a and b. Finally, if R(x) = 0, then ai − bi = 0 for all i, so ai = bi for all i, and thus the
sequences {ai} and {bi} are the same.
Finally, we remark that the statement is false for numbers with 3 or more prime factors, which
concludes the proof of Theorem 1.3. Suppose that n = abc with a, b, c > 1. Let A = {1, a +
1, . . . , ab− a+ 1, a, ab+ a, . . . , abc− ab+ a} and B = {1, a+ 1, . . . , ab− a+ 1, 0, ab, . . . , abc− ab}.
Consider circular strings a and b of length n with 1s in positions given by A and B, respectively.
Let P (x) =
∑
i∈A x
i and Q(x) =
∑
i∈B x
i. We have that P (x) − Q(x) = (xa − 1) · xabc−1
xab−1 and
P (x) − xaQ(x) = x(1 − xab). Thus, for all k, P (ωk)
Q(ωk)
is a power of ω, so the conditions of Theorem
1.3 hold. However, a and b are not cyclic shifts of each other.
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