Let {X ni , 1 ≤ i ≤ n, n ≥ 1} be an array of rowwise pairwise NQD random variables. Some sufficient conditions of complete convergence for weighted sums of arrays of rowwise pairwise NQD random variables are presented without assumption of identical distribution. Our results partially extend the corresponding ones for independent random variables and negatively associated random variables. MSC: 60F15
Introduction
Throughout the paper, let I(A) be the indicator function of the set A. C denotes a positive constant which may be different in various places and a n = O(b n ) stands for a n ≤ Cb n . Denote log x = ln max(x, e), where ln x is the natural logarithm.
The concept of complete convergence was introduced by Hsu and Robbins [] as follows. A sequence of random variables {U n , n ≥ } is said to converge completely to a constant C if ∞ n= P(|U n -C| > ε) < ∞ for all ε > . In view of the Borel-Cantelli lemma, this implies that U n → C almost surely (a.s.). The converse is true if the {U n , n ≥ } are independent. Hsu and Robbins [] proved that the sequence of arithmetic means of independent and identically distributed (i.i.d.) random variables converges completely to the expected value if the variance of the summands is finite. Since then many authors, such as Spitzer [] , Baum and Katz [] , Gut [] and so forth, have studied the complete convergence for partial sums and weighted sums of random variables. The main purpose of the present investigation is to provide the complete convergence results for weighted sums of arrays of rowwise pairwise negatively quadrant dependent random variables.
Firstly, let us recall the definition of pairwise negatively quadrant dependent random variables. http://www.journalofinequalitiesandapplications.com/content/2013/1/102
An array of random variables {X ni ,  ≤ i ≤ n, n ≥ } is called rowwise pairwise NQD random variables if for every n ≥ , {X ni ,  ≤ i ≤ n} are pairwise NQD random variables. Our goal in this paper is to further study the complete convergence for weighted sums of arrays of rowwise pairwise NQD random variables under some moment conditions. We will give some sufficient conditions for complete convergence for an array of rowwise pairwise NQD random variables without assumption of identical distribution. The results presented in this paper are obtained by using the truncated method and the generalized Kolmogorov type inequality of pairwise NQD random variables. Definition . An array of random variables {X ni , i ≥ , n ≥ } is said to be stochastically dominated by a random variable X if there exists a positive constant C such that
The following lemmas are useful for the proof of the main results. 
Lemma . (cf. Lehmann []) Let X and Y be NQD, then
where C  and C  are positive constants.
Proof The proof can be found in Wu [] . So, we omit the details.
The following two lemmas are from Sung [].
Lemma . Let X be a random variable and {a
Lemma . Let X be a random variable and {a ni ,  ≤ i ≤ n, n ≥ } be an array of constants satisfying a ni =  or a ni > , and
Main results
Theorem . Let {X ni ,  ≤ i ≤ n, n ≥ } be an array of rowwise pairwise NQD random variables which is stochastically dominated by a random variable X and {a ni ,  ≤ i ≤ n, n ≥ } be an array of constants satisfying (.) for some
Proof Without loss of generality, we may assume that n i= |a ni | α ≤ n and a ni ≥  for all
It is easy to check that for any ε > ,
which implies that
Firstly, we will show that
When  < α < , we have by EX ni = , (.) of Lemma . and Markov's inequality that
When  < α ≤ , we have by (.) of Lemma . and Markov's inequality that
By (.) and (.), we can get (.) immediately. Hence, for n large enough,
To prove (.), we only need to show that
By Lemma . and the condition E|X| α log( + |X|) < ∞, we can see that
which implies (.). For fixed n ≥ , it is easily seen that {X
i ,  ≤ i ≤ n} are still pairwise NQD with mean zero by (iii) of Lemma .. Hence, it follows from Markov's inequality, (.) of Lemma . and (.) of Lemma . that
By Lemma . and the condition E|X| α log( + |X|) < ∞ again, we can see that
To prove J  < ∞, we divide {a ni ,  ≤ i ≤ n} into three subsets {a ni :
Note that
we have by E|X| α < ∞ that
we have by E|X| α < ∞ again that
By Lemma . and the condition E|X| α log( + |X|) < ∞, we can see that
Therefore, J  < ∞ follows from the statements above. This completes the proof of the theorem. 
