Abstract. Let R be the polynomial ring K[x i,j ] where 1 ≤ i ≤ r and j ∈ N, and let I be an ideal of R stable under the natural action of the infinite symmetric group S ∞ . NagelRömer recently defined a Hilbert series H I (s, t) of I and proved that it is rational. We give a much shorter proof of this theorem using tools from the theory of formal languages and a simple algorithm that computes the series.
1. Introduction 1.1. Statement of results. Let R be the polynomial ring over the field K in variables x i,j , where i ∈ {1, . . . , r} and j ∈ N. The infinite symmetric group S ∞ acts on R (by fixing the first index and moving the second), and a fundamental result, proved originally by Cohen [Co] but subsequently rediscovered [AH, HS] , is that R is S ∞ -noetherian: that is, any S ∞ -ideal in R is generated by the S ∞ -oribts of finitely many elements. Given this, one can begin to study finer properties of ideals. In this paper, we investigate their Hilbert series.
Let I ⊂ R be a homogeneous S ∞ -ideal. For n ≥ 1, let R n ⊂ R be the subalgebra generated by the variables x i,j with 1 ≤ i ≤ r and j ≤ n, and put I n = I ∩ R n . Then I n is a finitely generated graded R n -module, and so its Hilbert series H In (t) is a well-defined rational function. We define the Hilbert series of I by
This series was introduced by Nagel-Römer [NR] , who proved the following theorem: The purpose of this paper is to give a new proof of this theorem. Our proof is shorter and (in our opinion) conceptually clearer than the one given in [NR] . Remark 1.2. In fact, [NR] work with what we would call H R/I (s, t), but it is a trivial matter to pass between this and our H I (s, t). Remark 1.3. The result of [NR] gives information about the denominator of H I (s, t). Our method gives some information as well, though we have not carefully traced through everything to see exactly what it yields. In particular, we do not know which method will ultimately say more about the denominator.
1.2. Overview of proof. We now describe the idea of our proof. First, passing to the initial ideal one can reduce to the case where I is a monomial ideal. One then has what is essentially a complicated bookkeeping problem: one must understand which of the monomials in the infinitely many variables x i,j appear in I. Our main idea is to use a sort of encoding scheme to make the problem more finite: more precisely, we establish a bijection between the monomials in R and a certain set of words in a finite alphabet. Thus, in a sense, we trade the infinitely many commuting variables of R for finitely many non-commuting variables. We show that, under this encoding scheme, I (or rather, the set of monomials it contains) corresponds to a regular language. The theorem then follows from standard results on generating functions of regular languages.
The idea of using formal languages was motivated by the approach to Hilbert series in [SS2] . However, the result and methods of this paper do not appear to fit into the general setup of [SS2] .
1.3. Outline. In §2 we review background material on regular languages. In §3 we prove the main theorem in the case of monomial ideals; this is really the bulk of the work. In §4 we complete the proof of the theorem by reducing to the monomial case. In §5 we explicitly describe an algorithm for computing H I (s, t), given a set of generators for I. Finally, in §6 we discuss the possibility of treating Hilbert series of R-modules.
1.4. Notation. We write N for the set of non-negative integers. We let Inc(N) be the socalled increasing monoid: this is the set of functions f : N → N satisfying f (n) < f (m) for n < m, using composition as the monoidal operation. Throughout, K denotes an arbitrary field.
Background on regular languages
star. (Actually, the empty language and the language consisting only of the empty word are also counted as regular languages, but do not fit the previous definition.) It turns out that the class of regular languages is also closed under intersection and complement.
Let t 1 , . . . , t k be a set of formal variables, let M be the set of monomials in these variables, and let ρ : Σ ⋆ → M be a monoid homomorphism, which we refer to as the weight function. We note that ρ is determined by its restriction to Σ. Given a language L on Σ, we define its generating function with respect to ρ by
assuming this sum makes sense (i.e., there are only finitely many w ∈ L for which ρ(w) is a given monomial). We consider this as a formal power series in the variables t 1 , . . . , t k . For example, suppose k = 1 and ρ is defined by ρ(σ) = t for all σ ∈ Σ. Then for a word w we have ρ(w) = t len(w) , and so the coefficient of t n in H L,ρ (t) is the number of words in L of length n. We require the following standard result (see, e.g., [St, Theorem 4.7 .2], though the terminology there is somewhat different):
⋆ std,n such that m(u) = m(w), and let us prove u = w. Let u ′ be the segment of u appearing before the first τ in u, and write u = u ′ u ′′ ; similarly decompose w = w ′ w ′′ . Note that u ′ , u ′′ , w ′ , and w ′′ are all standard. Every variable in m(u ′ ) has second index equal to 0, while every variable in m(u ′′ ) has second index greater than 0, and similarly for m(w ′ ) and m(w ′′ ). We have
and so m(u 
Extend σ arbitrarily to an element of Inc(N). Then it is clear that σ(m) | m(w ′ ), and so m(w ′ ) ∈ m .
Corollary 3.7. Let m 1 , . . . , m n ∈ M. Then m −1 ( m 1 , . . . , m n ) is a regular language on Σ.
Theorem 3.8. Let I ⊂ R be an Inc(N)-stable monomial ideal. Then H I (s, t) is a rational function.
Proof. It is known (see [Co] or [HS] ) that I is finitely generated up to the action of Inc(N): that is, there exist m 1 , . . . , m n ∈ I, which can be taken to be monomials, such that I is the ideal generated by the Inc(N)-orbits of m 1 , . . . , m n . By Propositions 3.3 and 2.1, H I (s, t) is rational if m −1 ( m 1 , . . . , m n ) is a regular language, which is the result of Corollary 3.7.
Remark 3.9. The above construction can be generalized from the total degree grading to arbitrary Inc(N)-stable (multi-) grading. An Inc(N)-stable multi-grading, deg : M → Z k , is determined by the values of deg(x i,0 ) for i = 1, . . . , r. The series H I is then given by
. . , t k ) for weight function ρ with ρ(τ ) = s and ρ(ξ i ) = deg(x i,0 ) for i = 1, . . . , r.
General ideals
Let R be as in the previous section. We define an order ≤ on the monomials in R as follows. First, we order the variables x i,j lexicographically by comparing the second index first: that is, x i,j < x k,ℓ if j < ℓ or j = ℓ and i < k. We then order monomials by lexicographically comparing their exponents. This is a well-ordering of the monomials and compatible with multiplication. We write in(f ) for the initial term of a non-zero element f ∈ R and in(I) for the initial ideal associated to an ideal I ⊂ R.
Lemma 4.1. We have in(I) ∩ R n = in(I ∩ R n ).
Proof. It is clear that in(I ∩ R n ) ⊂ in(I) ∩ R n , so let us prove the reverse containment. The ideal in(I) ∩ R n is monomial, so it suffices to show that if f ∈ I and in(f ) ∈ R n then f ∈ R n . But this is clear from how we ordered the variables: indeed, if in(f ) = m ∈ R n then no monomial appearing in f can contain a variable of the form x i,j with j > n, for then that monomial would exceed m in our ordering and contradict m being the initial term, and so it follows that f ∈ R n . Lemma 4.2. We have H I (s, t) = H in(I) (s, t).
Proof. The coefficient of s n in H I (s, t) is equal to H I∩Rn (t). It is a standard fact that passing to the initial ideal does not affect Hilbert series, and so this is equal to H in(I∩Rn) (t). By the lemma, this is equal to H in(I)∩Rn (t), which is the coefficient of s n in H in(I) (s, t).
Theorem 4.3. Let I be an Inc(N)-stable ideal in R. Then H I (s, t) is a rational function.
Proof. This follows from the previous lemma and Theorem 3.8. (Note that our monomial ordering is compatible with the action of Inc(N), and so in(I) is still Inc(N)-stable.)
An algorithm for Hilbert series
We now describe an algorithm for computing H I (s, t) for an Inc(N)-stable ideal I as above. We first recall some additional background material. Suppose that L is a regular language. Then there is a finite-state automaton A that accepts precisely the words in L, see [HU, Ch. 2] . Fix such an A, and suppose that it has N states. For ℓ ∈ Σ let M A,ℓ be the associated transition matrix for A. This is the 0-1, left-stochastic N × N matrix with 1 in entry (i, j) if there is edge labeled by ℓ from state j to state i. Let e 1 ∈ K n be the basis vector for the initial state, and let u = i∈F e i ∈ K n be the sum of the basis vectors corresponding to the accept states F. Then for a word w = w 1 · · · w n , we have
Let ρ : Σ ⋆ → M be a weight function, where M is the set of monomials in t 1 , . . . , t k . Summing the above expression over all words, we find
Thus the generating function for L can be computed directly from the automaton A.
The following is our algorithm for computing H I (s, t), given as input a set of elements f 1 , . . . , f r of I whose Inc(N)-orbits generate I:
(1) First compute the initial ideal of I. This can be done using standard equivariant Gröbner basis techniques. We suppose that m 1 , . . . , m s are monomials whose Inc(N) orbits generate the initial ideal. (2) Next construct a regular expression for the language L = m −1 ( m 1 , . . . , m s ). We note that (3.6) is essentially a regular expression for m −1 ( m ) (and is obviously constructed algorithmically from m), and a regular expression for L can be obtained by "or-ing" the regular expressions for the various m −1 ( m i ). series for M should factor through the above definition. We note that the Grothendieck group in question is identified with the ring of symmetric functions Λ, so that above series can be considered as a power series in t with coefficients in Λ. We believe there should be some sort of rationality theorem for H M , but leave this as an open problem.
