Ordinal classification considers those classification problems where the labels of the variable to predict follow a given order. Naturally, labelled data is scarce or difficult to obtain in this type of problems because, in many cases, ordinal labels are given by an user or expert (e.g. in recommendation systems). Firstly, this paper develops a new strategy for ordinal classification where both labelled and unlabelled data are used in the model construction step (a scheme which is referred to as semi-supervised learning). More specifically, the ordinal version of kernel discriminant learning is extended for this setting considering the neighbourhood information of unlabelled data, which is proposed to be computed in the feature space induced by the kernel function. Secondly, a new method for semi-supervised kernel learning is devised in the context of ordinal classification, which is combined with our developed classification strategy to optimise the kernel parameters. The experiments conducted compare 6 different approaches for semi-supervised learning in the context of ordinal classification in a battery of 30 datasets, showing 1) the good synergy of the ordinal version of discriminant analysis and the use of unlabelled data and 2) the advantage of computing distances in the feature space induced by the kernel function.
Introduction
With the advent of the big data era and the increased popularity of machine learning, the number of scientific data-driven applications is growing at an abrupt pace. Because of this increased necessity, new related research avenues are explored every year. In this sense, the recently coined term weak supervision [1] refers to those classification machine learning problems where the labelling information is not as accessible as in the fully-supervised problem (where a label is associated to each pattern). The problem of semi-supervised learning (i.e. learning from both labelled and unlabelled observations) is an example that has been the focus of many machine learning researchers in the past 10 years. In many real-world applications, obtaining labelled patterns could be a challenging task, however, unlabelled examples might be available with little or no cost. The main idea behind semi-supervised learning is to take advantage from unlabelled data when constructing the machine classifier (and this is done using different assumptions on the unlabelled data: smoothness, clustering or 15 manifold assumptions [2, 3, 4] ). These learning approaches have been empirically and theoretically studied in the literature and represent a suitable solution for such circumstances, where the use of unlabelled data has been seen to improve the performance of the model and stabilise it. Semi-supervised learning has being mainly studied for binary classification [5, 6] and regression [2] , al- 20 though recently the main focus has shifted to multi-class problems [7, 8, 9] (and even multi-dimensional ones [10] ). This paper tackles the use of unlabelled data in the context of ordinal classification [11] , a learning paradigm which shares properties of both classification and regression.
Ordinal regression (also known as ordinal classification) can be defined as 25 a relatively new learning paradigm whose aim is to learn a prediction rule for ordered categories. In contrast to multinomial classification, there exists some ordering among the elements of Y (the labelling space) and both standard classifiers and the zero-one loss function do not capture and reflect this ordering appropriately [11] (leading to worse models in terms of errors in the ordinal 30 scale). Concerning regression, Y is a non-metric space. An explanatory example of order among categories is the Likert scale [12], a well-known methodology used for questionnaires, where the categories correspond to the level of agreement or disagreement for a series of statements. The scheme of a typical five-point Likert scale could be: {Strongly disagree, 35 Disagree, Neither agree or disagree, Agree, Strongly Agree}, where the natural order among categories can be appreciated. The major problem within this kind of classification is that the misclassification errors should not be treated equally, e.g., misclassifying a Strongly disagree pattern as Strongly agree should be more penalised than a misclassification with the Disagree category. 40 Several issues must be highlighted when developing new ordinal classifiers in order to exploit the presence of this order among categories. Firstly, this implicit data structure should be learned by the classifier in order to minimise the different ordinal classification errors [11] , and, secondly, different evaluation measures or metrics should be developed in this context. The most popular approach for with respect to other ordinal classification methods, i.e. a lower computational complexity and the ability to capture the associated class distributions. In essence, the formulation seeks for the projection that allows the greater separation for the classes, but maintaining the classes ordered in the projection 55 (to avoid serious misclassification errors). This algorithm, Kernel Discriminant Learning for Ordinal Regression (KDLOR), has shown great potential and competitiveness against other specially designed ordinal classifiers.
However, supervised ordinal regression approaches present limitations when there are few data [17, 18] , which is a common situation in this setting, where 60 most ordinal classification problems are labelled by an user or expert (a process that could be expensive or time-consuming), and the number of classes is usually relatively high (which hinders the class discrimination to a great extent). Consider, for example, the case of a film recommendation system, where most users might not have interest in labelling data, therefore unlabelled data exist and are easily available. In this sense, the paradigm of semi-supervised learning would use the unlabelled data along with the labelled data to learn more precise models. The development and analysis of semi-supervised ordinal regression algorithms is, therefore, of great interest. However, the number of works in the literature approaching this problem is very low [17, 18, 19, 20] , where only two of them focus on developing ordinal and semi-supervised classifiers [17, 18] (the remainder focuses on related frameworks, such as the transductive problem [19, 20] or clustering [21] , which are out of the scope of this paper).
We propose and test different approaches to deal with semi-supervised ordinal classification problems. Firstly, we extend the KDLOR algorithm to make 75 use of unlabelled data via the smoothness and manifold assumptions, (i.e. (1) points nearby are likely to share the same label, and (2) the projection should not only match the classification task but also respect the geometric structure inferred from labelled and unlabelled data points). Secondly, this paper proposes to compute the graph Laplacian (used for the previous objective) in the 80 feature space induced by the kernel function, as opposed to computing it in the input space. Since the final objective function is computed in the feature space, this is a crucial consideration for the proposed technique. Finally, we also propose a new method for semi-supervised kernel learning based on kerneltarget alignment to use in conjunction with (ordinal) kernel methods. Kernel 85 learning techniques are a common choice to optimise the kernel parameters and adequately fit the data using a kernel function [22, 23] . We test our proposals in a set of 30 ordinal classification datasets and compare them to other strategies, the results showing the good synergy of combining labelled and unlabelled data in the context of ordinal regression.
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The rest of the paper is organised as follows: Section II shows a description of previous concepts; Section III presents the proposal of this work and Section IV describes the specific characteristics of the datasets and the experimental study; Section V analyses the results obtained; and finally, Section VI outlines some conclusions and future work.
Previous notions
This section introduces some of the previous work in the area of the paper. Consider a training sample
. . , C Q }. In the ordinal regression setup, the labelling space is ordered due to the data 100 ranking structure (C 1 ≺ C 2 ≺ · · · ≺ C Q , where ≺ denotes this order information). Let N be the number of patterns in the training sample, N q the number of samples for the q-th class and X q the set of patterns belonging to class C q .
Furthermore, let H denote a high-dimensional Hilbert space. Then, for any mapping of patterns Φ : X → H, the inner product k(x i , x j ) = Φ(x i ), Φ(x j ) H of the mapped inputs is known as a kernel function, giving rise to a positive semidefinite (PSD) matrix K for a given input set {x i } N i=1 .
Discriminant Learning
This learning paradigm is one of the pioneers and leading techniques in the machine learning area, being currently used for supervised dimensionality 110 reduction and classification. The main goal of this technique can be described as finding the optimal linear projection for the data (from which different classes can be well separated). To do so, the algorithm analyses two objectives: the maximisation of the between-class distance and the minimisation of the withinclass distance, by using variance-covariance matrices (S b and S w , respectively) w T Sww , where w is the projection for the data). To achieve these objectives, the Q − 1 eigenvectors associated to the highest eigenvalues of S −1 w · S b are computed. The between-class and within-class scatter matrices (S b and S w , respectively) are defined as follows (when considering the kernel version):
where
The objectives presented can be achieved by the maximisation of the so called Rayleigh coefficient. Note that, when dealing with kernel functions, w will have an expansion of the form:
where β i represents the contribution of x i to the projection w. Then, the Rayleigh coefficient can be formulated as follows:
is the identity matrix, 1 Nq is a matrix with a value of 1 Nq for all entries, R q is an N × N q matrix with (R q ) i,j = 120 Φ(x i ) · Φ(x j ) where < ·, · > is the scalar product and x j ∈ X q . Moreover,
Usually, a diagonal term t is added to the N matrix, so that very small eigenvalues are bounded away from zero to improve numerical stability. 
Semi-supervised Discriminant Learning
Kernel Discriminant Analysis (KDA) seeks the optimal projection for the labelled data. This algorithm has been extended to semi-supervised learning by incorporating the manifold structure suggested by unlabelled data [5] . It is wellknown that when training data are scarce, machine learning algorithms tend to 130 overfit. To solve this, a widely used approach is to complement the sample with unlabelled data by imposing a regulariser, that controls the learning complexity of the hypothesis family and balances the model complexity and the empirical loss. In semi-supervised learning, this regulariser is used to incorporate prior knowledge about the data, i.e., the manifold structured imbued by unlabelled 135 data. The key to semi-supervised learning is the consistency assumption [24] , which for classification is the notion that nearby patterns are likely to have the same label. This regulariser is precisely what differentiates the supervised and semi-supervised versions of KDA.
Let us explain how this assumption can be included in the KDA algorithm. Given a set of examples X , we can construct a n-nearest neighbour graph G to model the relationship of patterns in the input space. To do so, a weight matrix is defined as follows:
where N n (x i ) denotes the set of n-nearest neighbours of x i . Using this formulation, two data points that are linked by an edge are likely to be in the same class. One of the regularisers that have been used in spectral dimensionality reduction [25] is the following:
where L = D − S is the Laplacian matrix [26] and D is defined as the diagonal
With this regulariser, the semi-supervised version of KDA has been formulated as follows:
where µ is a parameter to control the balance between the model complexity and the empirical loss. Note that the difference between the supervised and semi-supervised approaches lies in the inclusion of the regulariser (compare Eq. 4 and Eq. 7 to see this). This problem can also be solved by an eigenvalue 145 formulation.
Kernel Discriminant Learning for Ordinal Regression
The idea of Kernel Discriminant Learning has also been successfully applied in the context of Ordinal Regression (KDLOR) [13] . Roughly speaking, this method searches for the optimal projection of the data that preserves the or-150 dinal class ranking. As in the standard KDA, the objectives presented can be achieved by the maximisation of the Rayleigh coefficient, but including an extra constraint, which will force the projected classes to be ordered according to their ranks. More specifically, the original optimisation problem of KDA (exposed in Eq. 4) is transformed into the following one:
where C is a penalty coefficient. When the value of C is appropriately set, ρ > 0 is satisfied, forcing the classes to be ordered in the projection (by the use of the constraint β T (M q+1 −M q ) ≥ ρ which relates the projected class means to their rank). Moreover, the distance between these means contributes positively to the optimisation, which implies that the between-class covariance matrix is 160 not needed for, as this information is already included. This formulation is maintained in this paper for all the ordinal classification based techniques (even semi-supervised approaches).
To solve it, Lagrange multipliers can be applied, a method for optimising functions of several variables subject to constraints. The initial function and the constraints are combined in the following unique function:
This technique has been emphasized in the literature for two reasons: 1) its ability to handle nonlinear decision regions at a low computational cost [13] and 165 2) the fact that it computes the separating hyperplane considering the whole class distribution, whereas SVM-based methods obtain the decision hyperplane in a local way, i.e. using support vectors, which could lead to undesirable solutions in some cases [13] . For more information about this method see [13, 27] .
Kernel matrix learning
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Kernel matrices contain information about the similarity among patterns, and this similarity can be used to find the best mapping function Φ associated to a kernel function. The empirical ideal kernel [22] , K * , (i.e., the matrix that would represent perfect similarity information) will submit the following structure:
. K * provides information about which patterns in the dataset should be considered as similar when performing a learning task. As we are dealing with a classification problem, patterns from the same class should be considered similar, while patterns from different classes should be considered as dissimilar as possible.
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Suppose an ideal kernel matrix K * and a given real kernel matrix K. The underlying idea for kernel-target alignment (KTA) [22, 23] , the strategy chosen in this paper for kernel learning, is to choose the kernel matrix K (among a set of different matrices) closest to the ideal matrix K * . The KTA between two kernel matrices K and K * is defined as:
where ·, · F represents the Frobenius inner product. This quantity is maximised 180 when the kernel function is capable to reflect the properties of the training dataset used to define the ideal kernel matrix.
Weighted ordinal discriminant learning
A label propagation method [24] has been used before in the literature to estimate the class memberships of unlabelled data and complement the KDLOR 185 method [18] .
Denote the membership matrix by U = (u jq ) N ×Q , where u jq is the membership of pattern x j to class C q . Note that the memberships of labelled data are obtained by the given labels. The main contribution of [18] (apart from the evolutionary algorithm) is the use of unlabelled data to complement the representation of the class distributions (mean and covariance matrices) in the following manner:
where u = Q q=1 N j=1 u jq and u jq represents the membership grade of x j to class C q . This idea is tested and compared to our proposal in the experimental section of this paper (referred as Weighted Semi-supervised Discriminant Learning for ordinal regression, WS-DL).
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However, the authors argue that the proposal does not work efficiently (specially with few data), and therefore they devise an evolutionary approach that evolves the class memberships and improves the performance of the base kernel discriminant learning [18].
Proposals for Semi-supervised Ordinal Discriminant Learning
This section describes the different proposals presented in this paper:
• Firstly, a new objective function is proposed for kernel discriminant learning in the context of semi-supervised ordinal classification. More specifically, this new ordinal and semi-supervised classification method uses labelled and unlabelled data to construct a neighbourhood graph of the 200 dataset, which provides a discrete approximation to the local geometry of the data manifold, and which is thereafter introduced into the original optimisation problem of kernel discriminant analysis for ordinal regression [13] . To do so, the notion of graph Laplacian is used and a smoothness penalty is introduced into the graph of the objective function in such a way 205 that the algorithm can optimally preserve the manifold structure. This first approach considers the construction of the neighbourhood graph in the input space (as proposed in previous research [5]).
• As stated before, this previously mentioned neighbourhood graph is used to introduce non-supervised knowledge into the algorithm formulation.
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Because of this, secondly, we propose the construction of this neighbourhood graph in the empirical feature space induced by the kernel function [28] , given that the developed method makes use of the kernel trick.
• Finally, we also introduce a new technique for ordinal semi-supervised kernel learning via kernel-target alignment. This method optimises the 215 kernel parameters taking into account the ordinal and unlabelled nature of the data, so that it could be used in conjunction with any ordinal kernel method when unlabelled data is available (such as the classification strategy proposed in this paper).
Different versions of these proposals are tested in the experimental part of 220 this paper.
Ordinal semi-supervised learning
This section describes a new formulation for kernel discriminant analysis in the context of ordinal and semi-supervised classification.
To include the manifold structure in the ordinal case, the same approach than 225 in section 2.2 can be followed, including the regulariser into the optimisation formulation. In this sense, the objective function J O in Equation 8 can be reformulated as follows:
where µ is a parameter associated to the contribution of unlabelled data to the model.
To solve it, Lagrange multipliers can be applied. The initial function and the constraints are combined as:
The α q coefficients are the Lagrange multipliers (α q ≥ 0). To find the minimum or maximum of this function, L must be derived with respect to β, ρ and µ:
After joining (15), (16), (17) and (13), the final function to optimise is as follows:
This optimisation problem is a convex Quadratic Programming (QP) with linear constraints. For the optimisation of the function, we reformulate it in the following canonical form of the QP problems:
with the constraints Aα ≤ b and Eα = d. The equation problem (18) can be solved by using the following Q matrix:
Since it is not necessary to use the vector c, we can fill it with zeros. The constraints will be:
represent a vector filled with ones and zeros, respectively. To solve ill-posed systems, we add a scalar t > 0 to the diagonal elements of (Z −1 ) T NZ −1 , in the same way than in section 2.3. After obtaining β by substituting α q into (15), the label for the input vector x set can be predicted by the following decision rule:
with q = 1, ..., Q − 1. This approach is referred in the experiments to as Semi-supervised Discriminant Learning for ordinal regression (S-DL).
Note that the proposed algorithm involves solving the inversion of a matrix Z (of size N ×N ) and a QP problem with a Hessian matrix of size (K −1)×(K −1).
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The additional complexity of our algorithm with respect to the original kernel discriminant learning for ordinal regression is then determined by the number of unlabelled patterns (being then both problems of size N ). The linear version of this algorithm can also be used, which is a common approach in semi-supervised learning in the presence of abundant data [29] . 
Neighbourhood analysis in the Empirical Feature Space
Given that the decision boundary in the approach described in the previous subsection is constructed in the feature space induced by the kernel function, we consider that the distances used for constructing the similarity graph should be computed in this space as well (instead of computing them in the input 255 space). Note that unlabelled knowledge is introduced into our problem via the smoothness and manifold assumptions, which mainly translate to the idea that points nearby are likely to share the same label. Therefore, it is, in this case, safer to assume a relationship between close patterns in the feature space (rather than in the input space) when computing a nonlinear classifier as the one used.
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In this sense, the computation of distances using the information of a kernel matrix has been used in different approaches [30] . However, in this paper, we propose a slightly different idea, in order to be able to apply more complex approaches for computing the similarity matrix S. More specifically, we make use of a concept known as the Empirical Feature Space (EFS) [28] , which is 265 isomorphic to the original feature space but Euclidean, thus being more easily tractable. Note that, although distances in the feature space can be computed via the kernel matrix, this approach (the use of the empirical feature space) will allow to change the way of performing the neighbourhood analysis (e.g. more sophisticated clustering algorithms can be used).
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By definition, a kernel matrix K can be diagonalised as follows:
where r is the rank of K, Λ is a diagonal matrix containing the r non-zero eigenvalues of K in decreasing order (i.e., λ 1 , . . . , λ r ), and V is a matrix consisting of the eigenvectors associated to those r eigenvalues (i.e., v 1 , . . . , v r ) in such a way that
The EFS can be defined as an Euclidean space preserving the dot product information about H contained in K (i.e., this space is isomorphic to the embedded feature space H). Since distances and angles of the vectors in the feature space are uniquely determined by dot products, the training data have the same geometrical structure in both the EFS and the feature space. The map from the input space to this r-dimensional EFS is defined as Φ e r : X → R r , where:
It can be checked that the kernel matrix of training images obtained by this transformation corresponds to K [28] . Furthermore, the EFS provides us with the opportunity to limit the dimensionality of the space by choosing the j ≤ r dominant eigenvalues (and their associated eigenvectors) to project the data, while maintaining the most important 275 part of the structure of H. One motivation for performing the neighbourhood analysis in the reduced dimensionality EFS is that distances have been proven to be misleading as the data dimensionality increases, making more probable that neighbours are chosen in a random fashion (this is known as the spectral properties phenomenon [31] ). In this sense, distances may bear less neighbourhood 280 information as the EFS dimensionality increases [32] .
Our proposal for computing the similarity matrix S is the following:
To test the influence of the dimensionality of the empirical feature space we consider two approaches of this idea in the experiments: 1) the approach considering the full-rank EFS (using all dimensions), which is named as Complete Empirical feature space Semi-supervised kernel Discriminant Learning for ordi-285 nal regression (CES-DL); and 2) the reduced-rank EFS version (selecting only a subset of the dimensionality of the EFS), which is referred to as: reduced Empirical feature space Semi-supervised kernel Discriminant Learning for ordinal regression (ES-DL).
Semi-supervised ordinal kernel learning
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The method presented in this section considers the optimisation of a given kernel function (and its parameters) to better fit the data. Therefore, it is not a method for classification on its own, but an approach that can be combined with different kernel-based classification strategies. Because of this and given the promising results of our proposed classification algorithm, this method is 295 tested in combination with the approach in 3.1 and using the neighbourhood graph computed in the reduced-rank empirical feature space (which resulted in the best results in the experiments).
As stated before, both the ordinal structure of the data and its unlabelled nature can be taken into account when constructing a suitable kernel that fits our problem. In this sense, different kernel learning approaches can be considered for this purpose (such as kernel-target alignment, previously defined in section 2.4). This section presents a new approach for optimising kernel functions in the presence of both an ordinal structure and unlabelled data. This technique complements the approach in section 3.1 in the sense that it can be 305 used to optimise the kernel parameters (even considering more complex kernel functions) and avoid cross-validation.
In the same vein that a previous work [33] , we propose to consider ordinal cost matrices when computing kernel-target alignment, in order to penalise differently misalignment errors. That is, a weighting matrix W is defined in such a way that K * • W imposes a weighting for the different similarity or dissimilarity errors committed, where A • B represents the hadamard or entrywise product between matrices A and B. A common choice in ordinal classification for this cost matrix is to use the absolute errors, i.e.:
where r(y j ) represents the ranking of target y j associated to pattern x j (i.e. r(C q ) = q, q ∈ 1, . . . , Q). The algorithm proposed in this section for semi-supervised ordinal kernel 310 learning is based on two different steps:
1. The former is the alignment of the kernel matrix K L associated to the labelled patterns with their corresponding ideal kernel K * L . This step is used to initialise our algorithm to a viable solution adjusted to the known information. In this case, a viable solution would be a set of kernel 315 parameters that fit the training labelled data. This alignment step is represented by A L . 2. The latter is based on the adjustment of the kernel parameters using both labelled and unlabelled data. This step is referred to as A U and starts using the solution from the previous step. In this case, the ideal kernel K * U is constructed using a different approach:
where S LU is the similarity matrix between labelled and unlabelled patterns (computed using (5)) and S UU is the similarity matrix between unlabelled patterns. In this case, we set the parameter n associated to the 320 number of nearest neighbours to min Q q=1 N q , as it resulted experimentally in a relatively good performance.
The algorithmic approach followed for optimising the kernel parameters in each step is the one proposed in [34] , where the concept of kernel-target alignment is used, optimising it through a gradient-descent strategy. In this case, the gradient-descent approach is used twice for optimising the kernel: firstly using the ideal supervised knowledge (to set an appropriate initial solution) and secondly using labelled and unlabelled data (to refine the previous solution). A Gaussian multi-scale kernel is used for this purpose, i.e. considering one kernel width per feature to better fit the data. Note again that this proposal is consid-330 ered in conjunction with the reduced Empirical feature space Semi-supervised kernel Discriminant Learning for ordinal regression (ES-DL), as it was proved experimentally as the best proposal. This approach is referred to as Kerneltarget alignment using the Empirical feature space for Semi-supervised ordinal Discriminant Learning (KES-DL). 
Experiments
In this subsection, we describe the different experiments conducted, including the datasets and algorithms considered, the parameters to optimise, the performance measures and the statistical tests used for assessing the performance differences. 
Datasets
The most widely used ordinal classification dataset repository is the one provided by Chu et al. [16] , including different regression benchmark datasets. These datasets are not real ordinal classification ones but regression problems, which are turned into ordinal classification, the target variable being discretised 345 into Q different bins with equal frequency. These datasets do not exhibit some characteristics of typical complex classification tasks, such as class imbalance, given that all classes are assigned the same number of patterns. Because of this, we also compare our proposals with other benchmark ordinal classification datasets. Table 1 shows the characteristics of the 30 datasets used, including the number of patterns, attributes and classes, and also the number of patterns per class. The real ordinal classification datasets were extracted from benchmark repositories (UCI [35] and mldata.org [36] ), and the regression ones were obtained from the website of Chu 1 . For the discretised datasets, we considered Q = 5
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and Q = 10 bins to evaluate the response of the classifiers to the increase in the complexity of the problem. All nominal attributes were transformed into binary attributes and all the datasets were properly standardised. Multiple random splits of the datasets were considered. For discretised regression datasets, 20 random splits were done and the number of training and 360 test patterns were those suggested in [16] . For real ordinal regression problems, 30 random stratified splits with 75% and 25% of the patterns in the training and test sets were considered, respectively. All the partitions were the same for all the methods, and one model was trained and evaluated for each split. For every dataset, the percentage considered as unlabelled data corresponds to a strati-365 fied 80% of the training patterns, and the remaining 20% correspond to training itself (note that this is a conservative approach compared to other experimental settings in the literature where 5% of the data was considered as labelled [17] ). This ratio of labelled and unlabelled data has been chosen given the low amount of patterns for some classes in the datasets considered, where we restrict 370 the selection so that at least one pattern per class is always labelled. Previous literature has shown that only one labelled pattern was needed for performing semi-supervised learning in binary classification problems [37] . However, in multi-class environments the number of needed patterns grows linearly with the number of classes [7] .
Performance evaluation and model selection
Different measures can be considered for evaluating ordinal regression models [38] . However, the most common one is the Mean Absolute Error (M AE) [11] .
M AE is the average deviation in absolute value of the predicted rank (O(y * i )) from the true one (O(y i )) [38] :
M AE values range from 0 to Q − 1 (maximum deviation in number of categories). In this way, the well-known metric M ZE considers a zero-one loss for misclassification, while M AE uses an absolute cost. We consider these costs for evaluating the datasets because they are the most common ones (e.g., see
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[16, 39, 13, 11]).
Methodologies tested
Different methodologies are tested in the experimental part of this paper. Firstly, we consider a supervised approach to analyse the difference between the supervised and semi-supervised framework. Secondly, we also take into account 385 one of the proposals for semi-supervised ordinal learning in the literature [18], which is also based on kernel discriminant analysis. Other methods in the literature have not been included in the experiments because they are based on other classification paradigms (such as Gaussian processes [17] ) or focused on other slightly different settings such as the transductive one [19, 20] or ordinal 390 clustering [21] . Note that the ordinal version of Gaussian processes has been already compared to the ordinal version of kernel discriminant analysis, resulting in worst performance for real ordinal datasets with a much higher computational cost [11] . Finally, we include four different versions of our proposals (S-DL, CES-DL, ES-DL and KES-DL), where the main differences revolve around the 395 space in which the neighbourhood information is computed for the inclusion of unlabelled data and the use of a kernel learning strategy to optimise the kernel parameters. More specifically, the methodologies tested are the following:
• Standard kernel Discriminant Learning for ordinal regression (referred in the experiments to as DL). Unlabelled data is ignored in this case.
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• Weighted Semi-supervised kernel Discriminant Learning for ordinal regression (named as WS-DL). Unlabelled data is introduced in the model using the approach in section 2.5 [18].
• Semi-supervised Discriminant Learning for ordinal regression (referred to as S-DL). Unlabelled data is included in the model using the proposal in 405 section 3.1. In this case, the neighbourhood information is computed in the input space, as proposed in [5].
• Complete Empirical feature space Semi-supervised ordinal Discriminant Learning (named as CES-DL). In this case, the neighbourhood graph is constructed in the full-rank empirical feature space induced by the kernel 410 function (see section 3.2 for more information). The rest is optimised using the formulation in 3.1 (i.e. the proposed ordinal and semi-supervised classification framework).
• Reduced Empirical feature space Semi-supervised kernel Discriminant Learning for ordinal regression (named as ES-DL). In this case, the neighbour-
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hood graph is constructed in the reduced-rank empirical feature space, i.e. removing noise when computing distances (see section 3.2 for more information). The rest is optimised using the formulation in section 3.1.
• Kernel-target alignment using the Empirical feature space for Semi-supervised Discriminant Learning in ordinal regression (KES-DL). The new strat-420 egy devised for kernel learning and presented in section 3.3 is used in this case and combined with the approach in section 3.1 using the reduced-rank empirical feature space.
All model hyperparameters were selected using a nested five-fold crossvalidation over the training set. Once the lowest cross-validation error alter-425 native was obtained, it was applied to the complete training set and test results were extracted. The criteria for selecting the best configuration was M AE. The parameter configurations explored are now specified. The Gaussian kernel function was considered for all the methods. The following values were considered for the width of the kernel, σ ∈ {10 −1 , 10 0 , 10 1 } (this hyperparameter was also 430 cross-validated for the case of the label propagation method [24] , i.e. WS-DL and MS-DL). The cost parameter C of all methods was fixed to 1. An additional parameter t was also considered to avoid ill-posed matrices. The value considered was 10 −8 . The parameter a associated to the label propagation method is fixed to 0.99 as done in [24] . The k parameter for the k-nearest neighbour 435 analysis is cross-validated using the values {3,5,7}. The parameter µ associated to the contribution of unlabelled data to the model was cross-validated within the values {0.5, 0.25, 0.1, 0.01}. Finally, the parameter r was fixed to 0.5m in the case of ES-DL (as suggested in [32] , although this parameter could be cross-validated as well for greater improvement). are very few training data, which is the case of some of the datasets used in this paper. Concerning the kernel learning approach (KES-DL), the results are similar to the ES-DL algorithm in most cases, showing this the feasibility of optimising the kernel parameters using both labelled and unlabelled sources of information. Finally, it could be noted that there are a few exceptions, e.g. car and contact-lenses, where the sole use of labelled data is enough to construct an accurate model. The best performing method is in bold face and the second one in italics.
To quantify whether a statistical difference exists among the algorithms compared, a procedure is employed to compare multiple classifiers in multiple datasets [40] . Table 2 also shows the result of applying the non-parametric 465 statistical Friedman's test (for a significance level of α = 0.05) to the mean M AE rankings. It can be seen that the test rejects the null-hypothesis that all of the algorithms perform similarly in mean ranking for this metric.
On the basis of this rejection and following the guidelines in [40] , we consider the best performing methods in M AE (i.e., S-DL, ES-DL and KES-DL) as control methods for the following tests. We compare these three methods to the rest according to their rankings. It has been noted that the approach of comparing all classifiers to each other in a post-hoc test is not as sensitive as the approach of comparing all classifiers to a given classifier (a control method). One approach to this latter type of comparison is the Holm's test. The test statistics for comparing the i-th and j-th method using this procedure is:
, where J is the number of algorithms, T is the number of datasets and R i is the mean ranking of the i-th method. The z value is used to find the corresponding 470 probability from the table of the normal distribution, which is then compared with an appropriate level of significance α. Holm's test adjusts the value for α in order to compensate for multiple comparisons. This is done in a step-up procedure that sequentially tests the hypotheses ordered by their significance. We will denote the ordered p-values by p 1 , p 2 , . . . , p q so that
Holm's test compares each p i with α * Holm = α/(J − i), starting from the most significant p value. If p 1 is below α/(J − 1), the corresponding hypothesis is rejected and we allow to compare p 2 with α/(J − 2). If the second hypothesis is rejected, the test proceeds with the third, and so on. conclusions can be drawn. First, the base proposal (i.e., the S-DL algorithm) significantly improves the result of DL (the sole use of labelled data) and other algorithms in the ordinal semi-supervised literature (e.g. WS-DL). However, it also presents a significant lower performance than other proposals of this paper (more specifically, KES-DL and ES-DL). The computation of pattern similarities 485 in the input space might be, in general, beneficial but it can also be improved by the use of the EFS (analyse the results obtained for ES-DL and KES-DL). When comparing ES-DL and KES-DL no differences are found. In this case, our recommendation would be to use ES-DL for large-scale data instead of KES-DL, as the kernel optimisation phase is time-consuming (or limiting the number of 490 parameters to optimise via kernel-target alignment). Previous research has shown that the performance gap between semi-supervised approaches and standard ones grows as the number of unlabelled patterns increases and the number of labelled ones decreases [17] . To test this, we analyse the performance gap obtained under two circumstances: 1) 20% labelled and 495 80% unlabelled data (i.e. the results included in Table 2 ) and 2) 10% labelled and 90% unlabelled data. The methods chosen for this comparison are the supervised approach DL (which ignores unlabelled data) and ES-DL (the best performing method of the ones tested, which makes use of unlabelled data to complement the model). For the sake of simplicity, we only consider the performance 500 gap in mean for the 30 datasets considered, i.e. , where the subscript i refers to the dataset. The results of these experiments are the following: When using a 20%-80% labelled-unlabelled ratio the performance gap is 0.119, whereas using the ratio 10%-90% it is 0.240, which indicates that greater improvement could be expected from our proposal with respect to the 505 supervised approach in circumstances where the ratio of unlabelled patterns grows with respect to labelled ones. 
Conclusions
This paper presents a new classification strategy for incorporating semisupervised information into the ordinal version of discriminant learning. This 510 source of knowledge is included via the smoothness and manifold assumptions, commonly used for semi-supervised learning. To do so, a neighbourhood analysis of the data is conducted, via distances in the input space and the feature space induced by a kernel function. Finally, a kernel learning strategy is also proposed for optimising the kernel parameters using both labelled and unlabelled sources 515 of information in the context of ordinal classification problems. Our experiments show (1) that in the presence of unlabelled data, a semi-supervised approach is usually preferred over the fully-supervised one (even when very few data is available), (2) that the ordinal version of discriminant learning can be successfully adapted to deal with unlabelled data, (3) that the analysis of distances 520 in the feature space is usually preferred for semi-supervised kernel algorithms when performing a neighbourhood analysis and (4) that a kernel function (or in this case, the kernel parameters) can be easily optimised using supervised and unsupervised knowledge.
As future work, we plan to explore more options for the construction of the 525 neighbourhood graph (e.g. density-based clustering algorithms for detecting outliers) and adapt the label propagation strategy for the specific case of ordinal classification.
