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iSelbständigkeitserkärung
Hiermit erkläre ich, die vorliegende Dissertation selbständig und ohne unzuläs-
sige fremde Hilfe angefertigt zu haben. Ich habe keine anderen als die ange-
führten Quellen und Hilfsmittel benutzt und sämtliche Textstellen, die wörtlich
oder sinngemäß aus veröffentlichten oder unveröffentlichten Schriften entnom-
men wurden, und alle Angaben, die auf mündlichen Auskünften beruhen, als
solche kenntlich gemacht. Ebenfalls sind alle von anderen Personen bereitgestell-
ten Materialien oder erbrachten Dienstleistungen als solche gekennzeichnet.
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Zusammenfassung
Diskrete Optimierung beschäftigt sich mit dem Identifizieren einer Kombination
oder Permutation von Elementen, die im Hinblick auf ein gegebenes quanti-
tatives Kriterium optimal ist. Anwendungen dafür entstehen aus Problemen
in der Wirtschaft, der industriellen Fertigung, den Ingenieursdisziplinen, der
Mathematik und Informatik. Dazu gehören unter anderem maschinelles Ler-
nen, die Planung der Reihenfolge und Terminierung von Fertigungsprozessen
oder das Layout von integrierten Schaltkreisen. Häufig sind diskrete Opti-
mierungsprobleme NP-hart. Dadurch kommt der Erforschung effizienter, heuris-
tischer Suchalgorithmen eine große Bedeutung zu, um für mittlere und große
Probleminstanzen überhaupt gute Lösungen finden zu können. Dabei wird
die Entwicklung von Algorithmen dadurch erschwert, dass Eigenschaften der
Probleminstanzen aufgrund von deren Größe und Komplexität häufig schwer zu
identifizieren sind. Ebenso herausfordernd ist die Analyse und Evaluierung von
gegebenen Algorithmen, da das Suchverhalten häufig schwer zu charakterisieren
ist. Das trifft besonders im Fall von emergentem Verhalten zu, wie es in der
Forschung der Schwarmintelligenz vorkommt.
Visualisierung zielt auf das Nutzen des menschlichen Sehens zur Daten-
verarbeitung ab. Das Gehirn hat enorme Fähigkeiten optische Reize von den
Sehnerven zu analysieren, Formen und Muster darin zu erkennen, ihnen Be-
deutung zu verleihen und dadurch ein intuitives Verstehen des Gesehenen
zu ermöglichen. Diese Fähigkeit kann im Speziellen genutzt werden, um Hy-
pothesen über komplexe Daten zu generieren, indem man sie in einem Bild
repräsentiert und so dem visuellen System des Betrachters zugänglich macht.
Bisher wurde Visualisierung kaum genutzt um speziell die Forschung in
diskreter Optimierung zu unterstützen. Mit dieser Dissertation soll ein Aus-
gangspunkt geschaffen werden, um den vermehrten Einsatz von Visualisierung
bei der Entwicklung von Suchheuristiken zu ermöglichen.
Dazu werden zunächst die zentralen Fragen in der Algorithmenentwick-
lung diskutiert und daraus folgende Anforderungen an Visualisierungssysteme
abgeleitet. Mögliche Forschungsrichtungen in der Visualisierung, die konkreten
Nutzen für die Forschung in der Optimierung ergeben, werden vorgestellt. Da-
rauf aufbauend werden drei Visualisierungssysteme und eine Analysemethode
für die Erforschung diskreter Suche vorgestellt. Drei wichtige Aufgaben von
Algorithmendesignern werden dabei adressiert.
Zunächst wird ein System für den detaillierten Vergleich von Algorithmen
vorgestellt. Auf der Basis von Zwischenergebnissen der Algorithmen auf einer
Probleminstanz wird der Suchverlauf der Algorithmen dargestellt. Der Fokus
liegt dabei dem Verlauf der Qualität der Lösungen über die Zeit, wobei die
Darstellung durch den Experten mit zusätzlichem Wissen oder Klassifizierungen
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angereichert werden kann. Als zweites wird ein System für die Analyse von
Suchlandschaften vorgestellt. Auf Basis von Pfaden und Abständen in der
Landschaft wird eine Karte der Probleminstanz gezeichnet, die strukturelle
Merkmale intuitiv erfassbar macht.
Der zweite Teil der Dissertation beschäftigt sich mit der topologischen
Analyse von Suchlandschaften, aufbauend auf einer Schwellwertanalyse. Ein
Visualisierungssystem wird vorgestellt, dass ein topologisch equivalentes Höhen-
profil der Suchlandschaft darstellt, um die topologische Struktur begreifbar zu
machen. Dieses System ermöglicht zudem, den Suchverlauf eines Algorithmus
direkt in der Suchlandschaft zu beobachten, was insbesondere bei der Unter-
suchung von Schwarmintelligenzalgorithmen interessant ist. Die Berechnung
der topologischen Struktur setzt eine vollständige Aufzählung aller Lösungen
voraus, was aufgrund der Größe der Suchlandschaften im allgemeinen nicht
möglich ist. Um eine Anwendbarkeit der Analyse auf größere Probleminstanzen
zu ermöglichen, wird eine Methode zur Abschätzung der Topologie vorgestellt.
Die Methode erlaubt eine schrittweise Verfeinerung der topologischen Struktur
und lässt sich heuristisch steuern. Dadurch können Wissen und Hypothesen
des Experten einfließen um eine möglichst hohe Qualität der Annäherung zu
erreichen bei gleichzeitig überschaubarem Berechnungsaufwand.
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Abstract
Discrete optimization deals with the identification of combinations or permu-
tations of elements that are optimal with regard to a specific, quantitative
criterion. Applications arise from problems in economy, manufacturing, en-
gineering, mathematics and computer sciences. Among them are machine
learning, scheduling of production processes, and the layout of integrated elec-
trical circuits. Typically, discrete optimization problems are NP hard. Thus,
the investigation of efficient, heuristic search algorithms is of high relevance in
order to find good solutions for medium- and large-sized problem instances, at
all. The development of such algorithms is complicated, because the properties
of problem instances are often hard to identify due to the size and complexity
of the instances. Likewise, the analysis and evaluation of given algorithms is
challenging, because the search behavior of an algorithm is hard to characterize,
especially in case of emergent behavior as investigated in swarm intelligence
research.
Visualization targets taking advantage of human vision in order to do data
processing. The visual brain possesses tremendous capabilities to analyse
optical stimulation through the visual nerves, perceive shapes and patterns,
assign meaning to them and thus facilitate an intuitive understanding of the
seen. In particular, this can be used to generate hypotheses about complex
data by representing them in a well-designed depiction and making it accessible
to the visual system of the viewer.
So far, there is only little use of visualization to support the discrete
optimization research. This thesis is meant as a starting point to allow for
an increased application of visualization throughout the process of developing
discrete search heuristics.
For this, we discuss the central questions that arise from the development
of heuristics as well as the resulting requirements on visualization systems.
Possible directions of research for visualization are described that yield a specific
benefit for optimization research. Based on this, three visualization systems
and one analysis method are presented. These address three important tasks
of algorithm designers.
First, a system for the fine-grained comparison of algorithms is introduced.
Based on the intermediate results of algorithm runs on a given problem instance
the search process is visualized. The focus is on the progress of the solution
quality over time while allowing the algorithm expert to augment the depiction
with additional domain knowledge and classification of individual solutions.
Second, a system for the analysis of search landscapes is presented. Based on
paths and distances in the landscape, a map of the problem instance is drawn
that facilitates an intuitive cognition of structural properties.
vThe second part of this thesis focuses on the topological analysis of search
landscapes, based on barriers. A visualization system is presented that shows
a topological equivalent height profile of the search landscape. Further, the
system facilitates to observe the search process of an algorithm directly within
the search landscape. This is of particular interest when researching swarm
intelligence algorithms. The computation of topological structure requires a
complete enumeration of all solutions which is not possible in the general case
due to the size of the search landscapes. In order to enable an application to
larger problem instances, we introduce a method to approximate the topological
structure. The method allows for an incremental refinement of the topological
approximation that can be controlled using a heuristic. Thus, the domain
expert can introduce her knowledge and also hypotheses about the problem
instance into the analysis so that an approximation of good quality is achieved
with reasonable computational effort.
vi
Acknowledgments
Work on a thesis is only possible with support of many people. First, I would
like to thank my doctoral advisor Prof. Gerik Scheuermann for making this
thesis possible at all. His professional advice was very valuable, as was his high
energy and keeping up motivation and encouragement. He also provided the
financial basis for my living through this thesis by allowing me to participate in
two research projects (Visuelle Analyse für Natur- und Technikwissenschaften,
supported by the European Social Fund under App.No.100098251, and Compe-
tence Center of Scalable Data Services and Solutions (ScaDS) Dresden/Leipzig,
supported by the German Federal Ministry of Education and Research, BMBF
grant 01IS14014B) while also co-funding me through his department and in-
volving me in academic teaching. I would also like to thank Prof. Martin
Middendorf, who supported this research from the perspective of optimization
research. He gave valuable professional advice, invested his time for many
conversations about swarm intelligence and the application of my research. He
also supported me with proof reading and text contributions to my papers.
Special thanks also to Dirk Zeckzer, who supported me with his great knowledge
of information visualization and references and who always was there to discuss
design alternatives and visualization approaches. He also was a valuable coach
for learning to write scientific papers.
Further, I would like to thank my colleagues from the group Bild- und
Signalverarbeitung for the good and happy atmosphere at work, the many lively
discussions. Also for the fun times at conferences and the companionship when
working through long and hard hours before a paper deadline. In particular,
I would like to thank Stefan Koch, Tom Liebmann and Baldwin Nsonga for
their friendship and support. It was also fun to work with all of you on the
visualization tool FAnToM. I would also like to thank Simon Bin from the
group Schwarmintelligenz und komplexe Systeme for his companionship as a
researcher from the application side of my research. Especially his diligent
attention to the smallest detail in analysis algorithms helped in eliminating the
last bugs in our implementations. I would also like to thank the unknown paper
reviewers for the helpful comments and ideas that often helped to significantly
improve the structure of my papers.
Finally, I would like to thank my family for their support and encouragement
through the long and sometimes hard time of working on the thesis. Especially,
I would like to thank my dear wife Franzi for enabling me to work through
weekends and vacations so I could finalize my thesis.

Contents
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Foundations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Optimization 7
2.1.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Combination Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.3 Permutation Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Search Algorithms 14
2.2.1 Heuristic Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Local Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Particle Swarm Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.4 Ant Colony Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Search Landscapes 23
2.3.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1 Evaluating Heuristics 27
3.2 Analysis of Search Landscapes 29
3.2.1 Topological Analysis of Landscapes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Analysis-driven Tuning of Heuristics 31
3.4 Visualization of Search 32
3.4.1 Visualization of Search Landscapes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4.2 Visualization of Algorithm Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4 Research Directions and Open Questions . . . . . . . . . . . 37
4.1 Overview of the Algorithm Designers’ Needs 37
4.2 Requirements on the Visualization 40
4.3 Research Opportunities 42
5 Sampling-based Visualization and Comparison of Search
Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.1 Motivation 45
5.2 SPP-Vis 46
5.2.1 Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2.2 Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2.3 Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2.4 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2.5 Aggregation and Assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2.6 Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2.7 Comparative Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3 Design Alternatives 54
5.4 Use Cases 55
5.4.1 Investigation of Small TSP Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.4.2 Analysing Algorithm Performance on Large TSP Problems . . . . . . . . . . . . . 58
5.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5 Conclusion 62
6 Distance-Based Visualization of Search Landscapes 63
6.1 Motivation 63
6.2 Topological Analysis of the Search Landscape 64
6.3 Topological Visualization of the Search Landscape 68
6.4 Case Studies 71
6.4.1 Search Landscapes of the TSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.4.2 Search Landscapes of the QAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.4.3 SMTTP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.5 Conclusion 80
7 Visualization of Search Space Topology and Search Al-
gorithm Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.1 Motivation 81
7.2 Topological Visualization of the Search Space 82
7.2.1 Partitioning: Association between Solutions and Basins . . . . . . . . . . . . . . . 83
7.2.2 Generation of the Barrier Landscape . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.2.3 Design Alternatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.3 Visualization of the Search Behavior 87
7.3.1 Design Alternatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.4 Case Studies 91
7.4.1 Search Landscapes of Discrete PSO Algorithms . . . . . . . . . . . . . . . . . . . . . 91
7.4.2 Analysis of Variants of SetPSO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.4.3 Analyzing Variants of HelixPSO for RNA Secondary Structure Prediction . . 97
7.4.4 Comparison of SetPSO and HelixPSO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.5 Conclusion 101
8 Coarse-Graining Large Search Landscapes with Heuris-
tic Edge Collapses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
8.1 Motivation 103
8.2 Coarse-Grained Search Landscapes: the Meta Landscape 104
8.2.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
8.2.2 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
8.2.3 Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
8.3 Meta Landscapes for Permutation Problems 107
8.3.1 Permutation Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
8.3.2 Heuristic Generation of Partitions by Branching . . . . . . . . . . . . . . . . . . . . 110
8.4 Implementation Details 111
8.4.1 Representation of the Permutation Tree . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.4.2 Computation of the Neighborhood Relation . . . . . . . . . . . . . . . . . . . . . . . 112
8.4.3 Representation of the Neighborhood Structure . . . . . . . . . . . . . . . . . . . . . 112
8.4.4 Parallelization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.5 Results 114
8.5.1 Validation of the Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.5.2 Branching Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.5.3 Analysis of TSP instances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8.5.4 Comparison of QAP instances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.5.5 Scalability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.6 Discussion 121
8.7 Conclusion 122
9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
1A Implementation Aspects of Permutations . . . . . . . . . . 127
A.1 Efficient Representations 127
A.2 Efficient Enumeration 129
A.3 Limits of Analysis Methods 130
B Neighborhood Tests for Meta Solutions of Permutation
Problem Instances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
B.1 General Approach for the TSP 131
B.2 Swap operator 132
B.3 Interchange operator 133
B.4 2-opt operator 134
B.5 Verification 135
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

1 Introduction
Optimization is a central challenge throughout economy, engineering, and
natural sciences. Often, the success of an endeavor, economically or scientifically,
depends on the ability to find an optimal solution. However, the resources that
are available for the search typically are limited. Thus, there has been, and still
is, active research into understanding optimization problems in depth as well
as developing search algorithms that identify good solutions efficiently. Since
optimization problems are complex by nature, the task of understanding their
characteristics and important properties is very challenging.
Based on a thorough understanding of a specific optimization problem,
specially adapted algorithms can be developed. Several research communities
have grown that address the design of well-performing search algorithms. They
differ in the general approach taken to tackle the problem of search. All are
challenged with the task of comparing their approach to other proposals. In
general, this is only possible by experimental evaluation. However, comparisons
are often only done based on isolated cases and without an in-depth discussion
of behavioral differences between algorithms. In particular, this is the case
in the swarm intelligence community, because understanding the emergent
behavior of a swarm that differs fundamentally from the individual behavior of
swarm members is a very challenging task.
This work is a contribution to the visualization of search processes. Visual-
ization is a scientific field that uses the human visual abilities to process data
so that insight can be gained. The human visual system is highly-developed for
parallel processing of visual information, pattern detection, object recognition,
categorization of visual objects and association of semantics and meaning. Thus,
it can be used for detecting and comprehending complex circumstances and
relationships. Visualization addresses the task of making data visible so that
the human vision can be used for further analysis.
4 1. Introduction
Specifically, visualization can be used to generate hypotheses about complex
data that can then be evaluated and verified using empirical methods. This is a
very promising approach for the analysis of optimization problem instances as
well as of emergent search behavior. Currently, an adequate selection of visual-
izations exists for optimization and search in the context of continuous functions
of (Euclidean) space. However, many important optimization problems from
machine learning, mathematics, engineering and economics are discrete in
nature. For this type of optimization problems, only few visualizations are
available and many needs are not met.
In this thesis, we characterize where and how visualization can help to
support research of discrete search. We discuss the fundamental tasks and
questions of search algorithm designers with their consequences for visualiza-
tion design. Based on this, we present our work that addresses some of the
visualization challenges in this area.
This thesis is organized as follows. In Chapter 2, the mathematical founda-
tions are introduced concerning discrete optimization, search algorithms and
the notion of landscapes. Next, Chapter 3 gives an overview of previous work
and the state of the art in analysis and visualization of discrete search. Then,
the central Chapter 4 discusses the scope and extent of needed research in this
area. The guiding questions that motivate the work in this thesis are outlined
together with the requirements that they impose on visualizations of discrete
search. Following that, we present the main contributions of this thesis. Chap-
ter 5 introduces the visualization framework SPP-Vis that facilitates comparing
samplings from solution spaces and algorithm runs while incorporating expert
knowledge about individual solutions. This allows the algorithm designer,
e.g., to compare search algorithms with greater detail than the established
method of fitness-iteration-plotting. Chapter 6 introduces a visual analysis
framework as well as a map-like visualization of search landscapes that is based
on properties of local search paths. In Chapter 7, we present the visualization
system dPSO-Vis that consists of an intuitive landscape-like representation
of the topological structure of the search landscape and allows us to visually
present information about search algorithm runs in direct relation to the search
space. Chapter 8 is concerned with the problem that topological structure
can only be computed for very small optimization problem instances. We
introduce a method to approximate the topology of search landscapes on the
basis of massive collapse of basins and heuristic refinement. Finally, Chapter 9
concludes the thesis.
5The presented work has been published in peer-reviewed conference pro-
ceedings and journals:
• Sebastian Volke, Martin Middendorf, Mario Hlawitschka, Jens Kasten,
Dirk Zeckzer, and Gerik Scheuermann. “dPSO-Vis: Topology-based
Visualization of Discrete Particle Swarm Optimization.” In: Computer
Graphics Forum. Volume 32. 3. 2013, pages 351–360.
• Sebastian Volke, Simon Bin, Dirk Zeckzer, Martin Middendorf, and Gerik
Scheuermann. “Visual Analysis of Discrete Particle Swarm Optimization
using Fitness Landscapes.” In: Recent Advances in the Theory and
Application of Fitness Landscapes. Springer, 2014, pages 487–507.
• Sebastian Volke, Dirk Zeckzer, Gerik Scheuermann, and Martin Mid-
dendorf. “A Visual Method for Analysis and Comparison of Search
Landscapes.” In: Proceedings of the 2015 Annual Conference on Genetic
and Evolutionary Computation. ACM. 2015, pages 497–504.
• Sebastian Volke, Dirk Zeckzer, Martin Middendorf, and Gerik Scheuer-
mann. “Visualizing Topological Properties of the Search Landscape of
Combinatorial Optimization Problems.” In: Topological Methods in Data
Analysis and Visualization IV: Theory, Algorithms, and Applications.
Springer International Publishing, 2017, pages 69–85.
• Sebastian Volke, Martin Middendorf, and Gerik Scheuermann. “Coarse-
Graining Large Search Landscapes using Massive Edge Collapse.” In:
Presented at the TopoInVis Workshop 2017 and accepted for publishing
in the conference proceedings. 2017.
Throughout this thesis, the pronoun “we” is used, even though the text
represents the work of only one author. The reason is that the underlying
scientific papers are written in this style and most readers will be used to it.
Furthermore, we consider this wording appropriate due to the fact that the
work presented here was carried out in collaboration with others as can be seen
from authors in the above list of papers.

2 Foundations
In this chapter we introduce the mathematical foundations that this work
is based on. First, we define optimization in general as well as the most
important optimization problems that are considered in optimization research
(cf. Section 2.1).
Next, major search strategies are introduced (cf. Section 2.2). Most notably,
this includes a definition of local search operators which are required for defining
the central concept of this work, the search landscape. Also, algorithms that
are evaluated in this work are presented here.
Finally, the concept of search landscapes is defined (cf. Section 2.3) and
put into its historical context. Furthermore, analysis approaches that are based
on the notion of the landscape are described.
2.1 Optimization
Optimization research is motivated by problems from economy, engineering,
natural sciences, and operations research. The general task is to find a con-
figuration or solution that is optimal with respect to a set of problem-specific
parameters. In the following, we will give a formal definition of discrete opti-
mization that is used throughout this work. Based on the general definition, the
major types of discrete optimization—combination problems and permutation
problems—are introduced along with their most important representatives.
2.1.1 Definition
Discrete optimization addresses the selection of the best solution out of a finite
set of solutions S of a problem instance. Usually, a cost function f : X → R is
8 2. Foundations
used to model the quality of solutions: x ∈ S is better than y ∈ S if f(x) < f(y).
Solving the optimization problem is equivalent to finding the global minimum
of f . Discrete optimization problems arise from tasks in mathematics, machine
learning, software engineering, and economics. Thus, it is an important field of
research with many practical applications.
We distinguish discrete optimization from continuous optimization where
the set of solutions is not finite, but uncountable and satisfies the Hausdorff con-
dition [12]. Typically, the set of solutions is a region in Rn or an n-dimensional
manifold. Thus, the cost function f can be considered a scalar function in mul-
tidimensional space. Solving the optimization problem is equivalent to finding a
position in the solution space that is a global minimum of f . Properties of the
space, especially structural properties like connection, as well as properties of
the region constraints, can be exploited to approximate such optimal positions.
In contrast, in discrete optimization we typically do not have such structural
properties of the set of solutions.
In combinatorial optimization the set of solutions is a set of combinatorial
objects that can be constructed from a set of base elements E. Thereby, the
number of base elements is referred to as the problem size. In this work, we
focus on two classes of combinatorial optimization problems that are based
on permutations and combinations of elements. For further reference, we call
these problems permutation problems and combination problems, respectively.
Given the nature of these problems, the number of solutions is bound by 2n for
combination problems and by n! for permutation problems.
In some cases, additional restrictions exist that limit the possible objects
that can be constructed from the base elements. For this type of combinatorial
optimization problem, a conflict relation C ⊂ E×E is given that lists mutually
exclusive base elements. The set of solutions is then limited to the set of all
feasible subsets of E, i.e., S ⊆ {Eˆ ⊂ E|∀x, y ∈ Eˆ : (x, y) /∈ C}.
Different types of combinatorial optimization problems occur in various
application domains, e.g., assignment problems, routing problems, scheduling
problems, or labeling problems. Often, it is possible to exploit special properties
of the particular problem to find optimal solutions more efficiently than by
complete enumeration of the solutions. Nevertheless, many of these problems
are NP-hard, which means it is unlikely that an optimal solution can be found
in polynomial time [37]. In the following, we introduce some examples.
2.1.2 Combination Problems
In combination problems each solution is a combination of elements of a set
E = {e1, . . . , en}. Each element can either be part of the combination, or not.
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Thus, each solution can be described as a surjective mapping of E to {0, 1}.
Equivalently, given an ordering of the elements of E, each solution can be
identified with a binary string of length n. Therefore, we consider the set of
solutions the set of binary strings of length n.
In the following, we will introduce three important problem examples from
this class.
Maximal Satisfiability Problem
Given a propositional logic formula F of n boolean variables in conjunctive
normal form. F is a conjunction of clauses, which are themselves disjunctions
of boolean variables. We assume that there is no assignment of variables such
that all clauses are true at the same time. The Maximal Satisfiability Problem
(MAX-SAT) is to find the assignment of variables that satisfies most clauses.
MAX-SAT is an NP-hard problem. From a theoretical point of view, it
is important as a pivotal problem in the P vs NP-discussion. In practice it
has applications in artificial intelligence, operations research, and electronic
design engineering [1]. A collection of benchmark instances is available in the
SATLIB [63].
NK-Problem
The NK-Problem is an important synthetic problem which allows tuning
topological properties of its fitness landscape (cf. Section 2.3.1). Given two
parameters, N and K, the problem is defined over (binary) strings of length
N. Thus, N corresponds to the problem size. The costs f of binary string
S = [s1, . . . , sn] is defined the sum of cost contributions for each position in
S: f(S) = ∑Ni=1 c(Si), where Si is a substring of length K + 1. This substring
is derived from S by selecting position i and additional K positions from S
depending on i. E.g., the contiguous substring of length K + 1 starting at
position i could be considered that wraps around S cyclically. The individual
cost values c for every possible K-string are randomly pre-generated and stored
as a map. Originally, the individual bits of S are called genes and the strategy
to select and score substrings are called the interactions between the genes.
For K = 0 the problem is trivially solvable and the fitness landscape
possesses a simple topology. WithK > 0 the interactions between the substrings
increase the complexity of the problem and the ruggedness of the fitness
landscape. Thus, K is a parameter that determines the difficulty of the problem.
Given that, the NK-Problem is an important benchmark for analysis methods
for fitness landscapes. Besides this, it also has applications in computational
biology where it is used to model certain genetic processes.
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RNA Secondary Structures
Ribonucleotide acids (RNA) occur in cells of organisms and implement many
fundamental tasks in cellular metabolisms. Thus, they are an important target
for investigation by biologists and bio-chemists. In particular, the functioning
of an RNA molecule largely depends on its 3-dimensional structure. This
structure is hard to determine directly through observation in the cell and
only limited experimental results are known. However, the thermodynamics
of RNA molecules are well explored and can be simulated, making the folding
of RNA molecules into their 3-dimensional structure a prominent problem in
computational biology. A profound introduction to the chemical background is
given by Flamm et al. [30]. In the following, we give only a brief overview.
An RNA molecule consists of a sequence of four different types of nucleotides
each of which has one of the bases adenine (A), guanine (G), cytosine (C), or
uracil (U). This sequence is also called the primary structure or back bone of
the molecule. In addition to the covalent bonds between nucleotides hydrogen
bonds can be formed between some pairs of nucleotides that are not adjacent
in the sequence. Two such connected nucleotides are called a base pair. A
hydrogen bond can occur only between G and C, A and U, or G and U. There
are a few additional restrictions that a set of base pairs has to conform to in
order to be feasible. A configuration of hydrogen bonds is called a secondary
structure of the RNA molecule. Obviously, many such configurations are
possible. The final 3-dimensional structure (tertiary structure) of the RNA
molecule also depends on further interactions within the molecule like sulfate
bonds or dipole-dipole interactions. Interestingly, not the sequence itself, but
the secondary structure determines the function of the RNA molecule. The
secondary structure also determines the free energy of the molecule and its
stability.
The RNA secondary prediction problem is to find a secondary structure, i.e.,
a feasible set of base pairs, with maximum free energy (with respect to some
energy model, for details see [62]). The problem is a restricted combination
problem where the basic elements are the possible bonds between the nucleotides
Name #H #A
Bacillus anthracis str. 35 1162
Aeropyrum pernix 60 7876
Toxoplasma gondii 39 1828
Table 2.1: RNA molecules from different species with their number of helices
#H and their number of admissible subsets of helices #A
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of the molecule. The number of possible bonds can grow quadratically with the
size of the molecule, depending on the specific sequence of bases. This makes
the overall optimization O(n4) for RNA molecules of length n. To reduce the
problem size, not individual base pairs can be considered as the main elements
of the RNA secondary structure, but helices, i.e., maximal sets of two or more
adjacent base pairs that form a ladder-like structure. For reference, Table 2.1
additionally lists the number of helices and how many admissible subsets are
possible.
Different solving strategies exist for folding RNA molecules. Hofacker et
al. introduced a dynamic programming approach [62] that enables an efficient
identification of the global optimum. Also, simulated annealing [131] and
particle swarm optimization [39,96] have been used successfully on the problem.
A recent survey of secondary structure prediction tools has been given by
Fallman et al. [29].
2.1.3 Permutation Problems
In permutation problems the set of solutions is the set of permutations of
the elements E = {e1, . . . , en}. Each permutation over E can be described as
an bijective function pi : E → {1, . . . , n} that assigns every element of E its
position in the permutation. Thus, the set permutations can also be regarded
as the set of automorphisms over E.
Permutations can be defined in an abstract way, but in the scope of this
work, we identify E with the numbers 1 to n, so that we have an implied natural
ordering of the elements. We usually represent a permutation by stating the
ordered list [pi(1), pi(2), . . . , pi(n)]. This is also a very natural representation for
computational purposes as it directly translates to arrays of integers.
Important algorithms on permutations involve the generation and the
ranking of permutations. Generation means the enumeration of all permutations
of a given length. Sedgewick [117] gives an overview of various methods with
different running times. Some algorithms only need one swap operation for
transforming the current permutation into the next one, so that the total
enumeration runs in O(n! ·1), instead of O(n! ·n) for lexicographic enumerations.
Ranking of permutations means the unambiguous identification of a permutation
with an integer. Likewise, unranking means the generation of the specific
permutation for a given integer. An efficient algorithm with linear runtime is
given by Myrvold and Ruskey [94].
While there is no natural embedding of permutations into Nn it is still
possible to define neighborhood and structure in the set of permutations
of length n. Schiavinotto and Stützle give an overview of most common
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neighborhood operators that are used in optimization [114]. They also show
how operator distance between permutations can be computed efficiently for
many operators, establishing a metric on the set of permutations.
In the following, we will introduce three examples of permutation problems
that are important for practical applications.
Traveling Salesman Problem
The Traveling Salesman Problem (TSP) is one of the oldest and most intensely
investigated problems in computational optimization. It addresses finding the
cheapest round-trip to visit a set of cities given the cost of travel between
each pair of them. A first description of the problem is given in the German
handbook Der Handlungsreisende—Wie er sein soll und was er zu thun hat,
um Aufträge zu erhalten und eines glücklichen Erfolgs in seinen Geschäften
gewiss zu sein–Von einem alten Commis-Voyageur that dates back to 1832 [93].
A definition, applications and overview about the history of the problem are
given by Flood [34]. In this work, we use the following formal definition:
The Symmetric Traveling Salesman Problem (STSP) is to find for n given
locations and distances dij = dji between locations 1 ≤ i, j ≤ n the shortest
round-trip that visits all locations. A round-trip can be considered as a
permutation pi where pi(i) is the location at position i of the round-trip. The
length of the tour is fTSP (pi) =
∑n−1
i=1 dpi(i),pi(i+1) + dpi(n),pi(1).
A fundamental paper in the solving of the TSP is the work by Dantzig,
Fulkerson, and Johnson [21]. They introduced the first method of solving
the TSP using computers by creating a linear programming relaxation of the
problem. With this, they solved a 49 city problem instance known as dantzig42
(named after the year this instance was presented initially) and triggered an
era of research in computationally solving the TSP. A different approach was
presented in 1970 by Held and Karp who presented a relaxation of the TSP
based on minimal spanning trees between the cities [57,58]. This allowed the
efficiently computation of a lower bound for a problem instance given a set
of restrictions (e.g., part of a tour is already known). Using a branch and
bound scheme, the solution for the problem instance could be determined. The
Held-Karp method allows us to find the solution in O(n22n) which is still the
best known running time guarantee, according to Applegate et al. [3]. Follow-up
work on the method includes the research of Helbig Hansen and Krarup [56]
and Volgenant and Jonker [137,138]. The current state of the art in exact
solution methods of the TSP can be found in the book by Applegate et al. [3].
Most notably, it details the Concorde TSP solver [5] that holds the current
record of the largest solved TSP instance with 85 900 cities [4].
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Aside from the exact solving of TSP instances, many heuristic methods
have been introduced that allow finding of suitably good tours very fast. Most
are based on local search (cf. Section 2.2.2) using different search operators. A
well-established operator is the 2-opt operator [20,69], which has been shown
to outperform other search operators [85,122]. A generalization of it—the
Lin-Kernighan operator—is the de-facto standard for local search [85] and is
accompanied with various heuristics to apply it most efficiently [59]. Using the
2-opt operator to form a search landscape (cf. Section 2.3.1) it is commonly
conceived that the TSP forms a “big valley” [35,122]. This provides an argument
for why the 2-opt and derived operators are so effective for the TSP.
For benchmarking solving algorithms, there exist a number of methods
to generate problem instances with known global optima. One method relies
on properties of fractal functions [88]. Other methods use a specially con-
structed linear program for the generation of a TSP instance with desired
properties [6,105]. Also Lin states a method to merge TSP instances creating a
larger instance that retains certain properties of the originals. A collection of
widely adopted benchmark instances is the TSPLIB [113]. It contains instances
from different fields of applications that range in size from 10 to over 84 000
cities.
Quadratic Assignment Problem
The Quadratic Assignment Problem (QAP) is a mathematical model for the
location of a set of indivisible economical activities and has been introduced by
Koopmans and Beckmann in 1957 [82]. Formally, it requires n facilities to be
assigned to n locations. Given are distances dij = dji between two locations
1 ≤ i, j ≤ n and the amount of exchange ekl = elk between two facilities
1 ≤ k, l ≤ n. An assignment of facilities to locations is a permutation pi, where
facility k is assigned to location pi(k). Then a permutation is searched that




l=1 ekl · dpi(k),pi(l).
A survey on solving methods for the QAP has been presented by Burkard et
al. [13]. Similarly to the TSP, a set of branch and bound methods is available
for the QAP. The most promising of these has been presented by Hahn and
Grant [46,47] and is based on a dual formulation of the QAP similar to the
Hungarian method for solving linear programs. A survey specific to branch
and bound methods is given by Loiola et al. [86]. For local search methods
(cf. Section 2.2.2), large runtimes are expected as a single evaluation of the
cost function is already in O(n2). However, properties of the cost function
can be exploited to reduce this to linear or even constant time for consecutive
evaluations of solutions [124]. This makes local search an interesting heuristic
approach for the QAP.
14 2. Foundations
Widely adopted benchmark instances are available in the QAPLIB [14].
This library contains instances from 12 to 256 facilities, including artificially
generated instances as well as real world examples. For some problems the
global optimum is known, but often only an estimation is available, even for
instances of sizes below 30. This indicates that the QAP is indeed a very hard
problem.
Job Scheduling Problem
There are different optimization problems associated with scheduling of tasks.
Here, we introduce only one example. The Single Machine Total Tardiness
Problem (SMTTP) is to find an optimal, sequential schedule of n jobs. Each
job i has a processing time pi > 0 and a due date di > 0. A schedule
is a permutation pi where job i is scheduled at position pi(i). Then, the
completion time of job i is Ci(pi) =
∑
pi(j)≤pi(i) pj. The tardiness of job i is
Ti(pi) = max{0, Ci(pi) − di}. A schedule pi is searched for that minimizes
fSMTTP (pi) =
∑n
i=1 Ti. The SMTTP has applications in the manufacturing
industry, electronic and computer engineering, and service systems, among
others.
2.2 Search Algorithms
The main goal in optimization research is finding ways to identify the global
minimum in the solution space of optimization problems. In this section, we
give a brief overview of the most important types of search algorithms as well
as some details on selected algorithms.
Exhaustive Enumeration. – The trivial strategy is an exhaustive enumeration
and evaluation of all possible solutions. This is usually not computationally
feasible due to the exponential growth of the number of solutions with the
problem size. For reference, the number of atoms in the observable universe
is about 1080. The number of solutions of combination problems exceeds this
number starting from a problem size of 266. For permutation problems, this
point is reached starting from a problem size of 59. However, real world
applications often involve problem instances with sizes above 1 000 [3]. Thus,
exhaustive search is typically not an option.
Branch and Bound. – For a specific problem there might exist a method to
compute a lower bound on the cost values of a subset of solutions. Then,
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a branch and bound algorithm may be applied. For this, a set of subsets of
solutions is considered. Initially, this is the set that contains the set of all
solutions. In every step, the best known set is selected, i.e., the set with the
lowest lower bound. It is then branched, i.e., it is partitioned into subsets and
the lower bounds for these are determined. Subsets (called branches) can be
pruned whenever a solution is known with costs below the lower bound of the
subset. Thus, the set of solutions to be searched is decreased considerably. The
branching is continued iteratively, until the remaining solutions can be searched
exhaustively to determine (and prove) the global optimum.
When branch and bound is not available, approximation algorithms or
heuristics are needed that identify approximated, probably very good solutions
in polynomial time. In the following, we will give an overview of some search
strategies that are relevant in the scope of this thesis. They can be classified
into three categories: heuristic construction, local search, and meta-heuristics.
Heuristic Construction. – This approach exploits the fact that solutions in com-
binatorial optimization are constructed from a set of base elements and can be
represented by ordering the elements. These algorithms iteratively estimate
how well-suited the elements are for the next position in the solution and
greedily select the most promising remaining one. Alternatively, the next
position can be determined randomly whereat the probability for each element
is proportional to its suitability. The result is not guaranteed to be optimal,
but often is a suitable starting point for other approximation methods. Some
examples of such heuristics will be given below.
Local Search. – The basic idea of this approach is to search for an optimal
solution by iteratively applying changes to an existing solution in order to
improve it. This process is repeated, until no further improvement can be done.
While local search methods work very well in general, they suffer from the
problem of local optima. When no local improvement can be achieved, the
process terminates, even when the global optimum is not found yet. We will
give more details and a formal introduction of the method below.
Meta-Heuristics. – In this category we have higher-level algorithms that use
and control heuristics and local search algorithms in order to find optimal
solutions that the underlying approaches cannot produce. This class of al-
gorithms comprises simulated annealing (which is a variant of local search),
genetic algorithms, various nature inspired algorithms, and tabu search. A
detailed overview is given by Blum and Roli [10] that also contains graphical
illustrations of the fundamental idea to the described algorithms. For a detailed
introduction into nature inspired algorithms, see Engelbrecht [26], and Eberhart
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and Kennedy [24]. As examples, we outline the Particle Swarm Optimization
(PSO) and Ant Colony Optimization (ACO) approaches below.
2.2.1 Heuristic Construction
Heuristic construction methods are very specific to the optimization problem
that they are designed for. Here, we give two examples.
For the TSP, the nearest-neighbor heuristic provides good results. Be i the
last selected city (or a randomly chosen city, if the first element is considered).
Then, the suitability of city j is proportional to 1/dij . Thus, a greedy algorithm
always chooses the nearest available neighbor of city i for the next city in the
round-trip.
For the SMTTP, a combination of shortest job first and most urgent job
first is used. Assume that i− 1 jobs have already been fixed in the schedule
pi. Then, Di−1 =
∑i−1
j=1 ppi(j) is the completion time of the schedule so far. The
suitability of job J to be scheduled at position i in the schedule is proportional
to 1/max{pJ , dJ −D}.
2.2.2 Local Search
Local search methods optimize problem instances by starting at a random
solution and iteratively improving on the current solution by examining a set
of adjoining solutions. Thus, local search methods introduce the concept of
adjacency or local neighborhood on top of the set of solutions.
The concept of local neighborhood can be captured using different, yet
equivalent notations:
• the neighborhood relation N ⊂ S × S that contains each pair of adjacent
solutions,
• the neighborhood function N : S → 2S that associates each solution with
its set of neighbors,
• the neighborhood operator ∆ = {δ1, δ2, . . .} that is a collection of operator
functions δi : S → S that each generate one neighbor for a solution.
The relationship between these notations is as follows:
(x, y) ∈ N ⇔ y ∈ N(x)⇔ ∃δ ∈ ∆ : δ(x) = y.
Throughout this work, we use the term search operator interchangeably for all
three notations.
Search operators naturally induce a graph structure on the set of solutions.
For this, we interpret (S,N) as a directed graph with the vertex set S and
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Figure 2.1: Illustration of the functioning of the 2-opt operator ∆2opt (left)
and the interchange operator ∆X (right) on the TSP problem. The operator
function characterized by the indices 5 and 8 is applied to the permutation that
corresponds to the shown round-trip. The result of the application is shown on
the right for both operators, whereas the arrows indicate how the elements of
the permutation are shifted around.
the edge set N . We call this graph the solution space that is induced by the
specific neighborhood operator. Then, any local search can be described as a
walk, i.e., a graph theoretic path within the solution space.
Search Operators for Permutation Problems
An overview of many common operator functions for permutations is given by
Schiavinotto and Stützle [114]. The following two operators are of particular
interest and will serve as examples throughout the thesis. The 2-opt operator
∆2opt, also known as 2-edge exchange operator, is a well established search
operator for TSP ([20,69]). Basically, it disentangles a route by eliminating
edge crossings, i.e., by flipping the order of some consecutive cities in the route
(see Figure 2.1a for an illustration). Formally, the application of this operator
corresponds to the reversal of a subsequence of a (circular) permutation.
The interchange operator ∆X = {δijX |1 ≤ i < j ≤ n} is the set of transposi-
tions
δijX(pi) = (pi1 . . . pii−1pijpii+1 . . . pij−1piipij+1 . . . pin)
for a permutation pi = (pi1 . . . pin). As illustrated in Figure 2.1b, this corresponds
to a swap of two permutation elements.
Both search operators have |∆| ∈ O(n2). Because the number of solutions
in a permutation problem instance typically is |X| ∼ n!, this results in very
dense neighborhood relations with O(n2 · n!) elements.
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Local Search Strategies
Considering the general definition of local search as walks in the solution space,
there are different strategies to construct such walks. They differ in the way
the neighborhood of the current solution is evaluated in order to determine the
next solution along the walk.
Steepest descent algorithms evaluate the complete neighborhood and choose
the neighbor with the smallest costs. Formally, y ∈ N(x) follows x on the walk,
if and only if ∀z∈N(x) : f(y) ≤ f(z) and f(y) < f(x). If no such solution can
be found, x is considered a local minimum in the solution space and the search
terminates.
Random descent algorithms do not evaluate the complete neighborhood,
but choose a randomly generated subset of it. Multiple variants of random
descent exist. One approach is to select the minimum of m random neighbors
and terminate if none of them has smaller costs than x. Another approach is
to select the first random neighbor with smaller costs than x and terminate the
walk if in m trials no such neighbor could be found. Random descent is usually
faster than steepest descent, because fewer neighbors have to be evaluated.
However, the paths to local minima are typically longer.
These classic local search algorithms terminate in local minima, i.e., solutions
that have no, or not enough, improving neighbors. However, there is no
guarantee that the local minima are also global minima of the optimization
function. To avoid getting stuck at a non-optimal local minimum, meta-
heuristics can be applied. In the following, we introduce two meta-heuristics
that are closely tied to local search.
Simulated annealing (SA) [78] is a variant of random descent that overcomes
local minima by allowing non-improving steps depending on a temperature level
T . The neighborhood of x ∈ S is evaluated randomly. y ∈ N(x) is accepted,
if f(y) < f(x). However, if f(y) > f(x) the solution y is still accepted with
the probability P (x, y, T ) = e−(f(y)−f(x))/T . Every m steps the temperature is
lowered, so that the search gets more similar to a classic random descent over
time and termination of the search is ensured.
Iterated local search (ILS) [64] extends local search (either random descent
or steepest descent) with a method to escape from local minima. Every time a
local minimum is reached by the selected local search method, a second search
operator, called a perturbation operator, is used on the local minimum. The goal
is to mutate the local minimum into a related solution that is outside of the area
of influence of the local minimum. An example would be a randomly selected
solution from the 3-ring-neighborhood (i.e., threefold random application of
the search operator), but a completely different operator can be used as well.
Then, a local search is performed from the perturbed solution. This process is
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repeated until for m times no better local minimum could be found. Variants
restart the process at the previous local minimum, if the next local minimum
is no improvement.
2.2.3 Particle Swarm Optimization
The Particle Swarm Optimization (PSO) meta-heuristic was introduced by
Kennedy and Eberhart [72] and was inspired by the behavior of a flock of birds
when searching for food. The original formulation of PSO is used to optimize
in multidimensional continuous search spaces. The basic idea is to simulate a
swarm of n particles that move within the search space. The simulation is done
in a time-discrete manner. At every time step t the position pi(t) of particle i
is updated:
pi(t+ 1) = pi(t) + vi(t+ 1) ,
where vi(t) is the velocity of i. The velocity of every particle is initialized
randomly and also updated at every time step:
vi(t+ 1) =ωp · vi(t) + ωc ·R1 ∗ (yi(t)− pi(t))︸ ︷︷ ︸
cognitive component
+
ωs ·R2 ∗ (pˆ(t)− pi(t))︸ ︷︷ ︸
social component
,
where ωp, ωc, and ωs are parameters called inertia weight, cognitive acceleration
constant and social acceleration constant, respectively. R1 and R2 are vectors
of random numbers in [0, 1], and ∗ denotes piecewise multiplication of vectors.
It can be observed that the velocity is adjusted to stay near good positions that
the particle has found so far (personal best position (pbest) yi(t)), and to move
towards the best position that the swarm has found so far (the global best
position (gbest) pˆ(t)). The former influence is called the cognitive component
of the velocity update and the latter is called the social component. There
exist many variants of PSO algorithms, e.g., instead of using the global best
solution during the velocity update, a neighborhood topology can be defined
for the swarm and the neighborhood best position (lbest) is used for velocity
update (for more details see, e.g., [24] or [26]). For an overview on applications
of the PSO see [51,107].
PSO in Combinatorial Optimization
While the original PSO is designed for continuous vector spaces as the opti-
mization domain, PSO algorithms have also been proposed for problems with
a discrete search space (e.g., [39,96,158]). There exist mainly three approaches:
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1. map the discrete search space into a continuous search space and use
a standard PSO (positions of particles are then mapped to the closest
position that corresponds to a point in the discrete search space),
2. particles move within a multidimensional probability space and a particle
creates a solution randomly such that its position determines the proba-
bilities for choosing the different values in the discrete space (e.g., [73]),
3. the particles move directly within the search space and the movement is in-
fluenced by so-called target positions from the search space (e.g., [39,96,158]).
In this work, we disregard the first approach, because it still requires the
discrete search space to possess vector space properties which is not necessarily
possible or natural for discrete optimization problems. For example, consider
the space of permutations of size n. It can be considered a subset of Nn,
but that imposes unnatural symmetries that affect the optimization behavior.
Besides this problem, this variant of discrete PSO can be investigated just like
the original PSO and does not require specific methods.
Since the second approach is basically a constructive approach to generate
discrete solutions based on a probability space, it is similar to ACO algorithms
and can be investigated in a similar manner. In this work, we focus mostly on
the third approach, because it allows considering particles as moving agents
in a network on top of the discrete solution space. Two examples of PSO
algorithms that follow this approach are SetPSO [96] and HelixPSO [39] that
are described in the following.
SetPSO
SetPSO is a discrete PSO algorithm that is designed specifically for the RNA
folding problem (see Section 2.1.2) and has been proposed by Neethling and
Engelbrecht [96]. It searches through the set of helices of a given RNA sequence
and represents secondary structures as feasible sets of helices. Hence, the
current position p(t) ∈ X of a particle is characterized by its set of helices.
Direction is represented with target solutions, usually a combination of the
particle’s pbest and lbest solution, i.e., lbest ∪ pbest.
Movement of a particle is defined as a change in the particle’s current set
of helices. This is done by the addition and by the removal of helices from the
set of helices that corresponds to the current position of the particle. A set
O ⊂ S of helices which is removed from the particle’s position is computed
from the empty set by adding a helix with probability pI > 0 if it is neither in
the pbest solution nor in the lbest solution. A candidate set P of helices that
might be added to the particle’s position is computed from the empty set by
adding each helix of the target solution with probability pC > 0 and each helix
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from the set of all helices with probability pR > 0. To avoid base pair conflicts,
all helices in the set O are removed before those of the set P are added (if
feasible). The velocity update in SetPSO is the computation of the sets O and
P . The position update is the actual computation of the new solution, i.e., the
computation of the new subset of helices. More details of SetPSO can be found
in [96].
In this work, we assume a swarm topology where all particles are connected
to each other. Thus, all particles are drawn to the globally best solution. It is
not specified by Neethling whether this should be the historical or the current
best solution. We will refer to the “global memory” variant of SetPSO when
the historical best solution is used, and to the “no global memory” variant
when only instantly available local data is used.
HelixPSO
HelixPSO [39,40] reduces the secondary structure prediction problem to finding
an optimal permutation of the elements in the set S of helices. The position of
a particle is represented by a permutation of numbers 1 to n with n = |S|. An
RNA secondary structure, i.e., a maximal feasible subset of S, can be obtained
from such a permutation as follows: Starting with an empty set of helices,
the permutation is traversed and every helix is added greedily to the growing
set of helices as long as the resulting set is still feasible. Note that different
permutations can represent the same secondary structure, as there exist n!
permutations, but the actual number of RNA secondary structures is bounded
by 2n.
HelixPSO uses a swarm topology that consists of clusters of particles. Every
cluster is associated with a cluster best particle, i.e., not a historical best
position is considered, but the current best position within the cluster. For
every particle except the cluster best particle, the cluster best is used for
the social component. The cluster best particle uses the global best position
instead. The idea of this behavior is to have multiple clusters that explore
the search space more or less independently. The particles within a cluster
should stay close to each other by orienting themselves towards the cluster best.
On the other hand, the clusters should collaborate and join each other at the
exploration of known good positions in the search space. To achieve this, the
cluster best moves in the direction of the currently known global best position.
Each particle i has a set of candidate target positions Ti and for each
t ∈ Ti a weight w(t) > 0. The relative weight of a position in Ti determines
the probability that it is chosen as a target. Ti is initialized with a single
random position of weight 1.0, i.e., a permutation that is generated randomly
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so that each permutation has the same probability. After each iteration of
HelixPSO, the weight of each target position is decreased by multiplication with
a parameter ρ, 0 < ρ < 1. Then the personal position and either the global
best position or the cluster best position (for details see below) are added to
Ti with weight ωc ·R1 and ωs ·R2, respectively, where R1 and R2 are random
numbers chosen uniformly in [0, 1]. The constants ωc > 0 and ωs > 0 refer to
the cognitive and to the social component, respectively. Observe that this is
very similar to the impact of pbest and gbest (or lbest) in the standard PSO
scheme.
During the position update, the particles move and try to become more
similar to some target permutation by swapping positions in their helices lists.
Since not every swap in the permutation might actually change the represented
RNA structure, a series of α swaps is performed. Thus, α is the first important
parameter of the algorithm. The second parameter is the probability β > 0 for
a directed swap. With a probability of 1− β a random swap of two elements
in the permutation is performed. Otherwise, a random target is chosen with
a probability that corresponds to the target weights w(t). Then, a position
in the permutation is searched that differs from the target permutation and
adjusted with a corresponding swap operation. More details about directed
swaps can be found in [40].
HelixPSO also contains two optimization variants: i) usage of 1-elitism and
ii) a simulated annealing-based heuristic to control desirable follow-up particle
positions. 1-elitism means that after each simulation step, the position of the
worst particle is reset to the global best position. In doing so, the target vector
of this particle is not affected, though.
The original version of the algorithm selected follow-up positions with a
greedy strategy: the position was only accepted if it possessed better fitness.
The simulated annealing-like version relaxes this constraint by allowing poorer
solutions depending on the temperature. At the beginning, almost every
solution is accepted, leading to a large swarm diversity. During the cooling
process, the probability to allow changes for the worse is decreased and the
behavior becomes more greedy. For more details on Helix-PSO and its variants
see [40,41].
2.2.4 Ant Colony Optimization
Ant Colony Optimization (ACO) algorithms are population-based algorithms
that use the concept of pheromones to transfer knowledge from previous
populations to following ones. In the context of combinatorial optimization the
characteristic element of ACO is an iterative construction of solutions, similar
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to heuristics. The initial general formulation has been presented by Dorigo et
al. in 1996 [22]. The current state of research is summarized and detailed in
books by Dorigo and Stützle [23,125]. In the following, we give a brief overview
on how the algorithm is designed.
At each simulation step, N solutions (often called “ants”) are generated in
a randomized process. Since a solution is basically an ordering of elements,
the construction process iteratively chooses a valid element for every position
in the solution. Thereby, restrictions such as the uniqueness of elements in
the solution and possible conflicts have to be taken into account. Besides this,
the probability of element e being selected for position i is determined by the
pheromone value pi,e. The pheromone values are represented in the pheromone
matrix P = (pij). Some ACO algorithms also incorporate a heuristic into
the process. Then the probability of choosing element e for position i in the
solution pi is proportional to α ·pi,e+β ·h(pi, i, e), where α and β are parameters
that determine the influence of pheromone and heuristic.
At the end of the simulation step, some pheromone vaporizes. This is
usually implemented by multiplying the pheromone matrix with a constant
0 < c < 1. Then, some well-performing ants are selected and allowed to add
pheromone to influence future populations. Typically, they add a constant
value, or a value that depends on the cost of the respective solution, to entries
in the pheromone matrix that correspond to the solution’s elements at their
respective positions. Depending on the optimization problem, it may be useful
or even necessary to incorporate more elaborate pheromone update methods.
For further information see Merkle et al. [90].
2.3 Search Landscapes
The concept of landscapes was first presented in 1932 by Sewall Wright [157] to
model evolutionary processes. The concept has arisen in different domains under
the names of evolutionary landscapes, fitness landscapes, or energy landscapes.
It has proven useful for the study of physics and chemistry [147], biology [30]
and optimization [106].
2.3.1 Definition
A widely adopted formal definition is given by Stadler et al. [120] and briefly
described here. A landscape L(X,χ, f) consists of a finite set X, a “structure”
χ, and a function f : X → R. Often, X is called the set of configurations. The
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structure χ can be a concept of neighborhood, proximity, distance, or acces-
sibility. X and χ together form the configuration space (X,χ). f determines
the “quality” of each configuration and is called a fitness function or energy
function, depending on the context.
For the study of optimization functions, we note that the solution space
(cf. Section 2.2.2) fits the definition of the configuration space as given above.
Thus, local search operators induce a landscape structure on the set of solutions
of an optimization problem instance. Throughout this work, we use the term
search landscape for a landscape L(S,N, f) where S is the set of solutions of
an optimization problem instance, f : S → R is its cost function, and N is the
neighborhood of a search operator (cf. Section 2.2.2). Here, N is a relation
N ⊂ S × S. When the neighborhood is modeled using a search operator ∆,
we can derive the relation by considering (s1, s2) ∈ N ⇐⇒ ∃δ ∈ ∆ such that
δ(s1) = s2. In this work, we require that neighborhood operators are symmetric
and closed, so that the solution space of search landscapes can be considered
undirected, connected graphs. This definition is in accordance to definitions of
search landscapes in prior work by Stadler [122], Schiavinotto [114], and Pitzer
et al. [106].
2.3.2 Properties
Many properties of landscapes have been studied, see Pitzer et al. [106] for an
overview. In the following, we will define and characterize four properties that
are important in the scope of this work: local minima, basins, and barriers, as
well as distances between solutions.
Local Minima
A configuration x ∈ X is a local minimum, if (x, y) ∈ N =⇒ f(x) ≤ f(y). In
other words, x does not have a neighbor with a lower function value.
The number of local minimaMf is an important property of a landscape as it
is used as a measure of complexity of problem instances [27,28,38]. Furthermore,
given a number of independent group optima, it is possible to statistically
estimate the cost value of the global optimum [43,103].
Local optima can be found, e.g., using multiple runs of local search. Her-
nando et al. [60] give an overview of possible methods including local search and
others. Khor uses a Monte Carlo method to sample potential local optima [76].
Furthermore, for specific problems there are methods to enumerate local optima
exhaustively by exploiting structural properties of the problem, e.g., for NK
problems [44].
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Basins and Valleys
For every local minimum we consider its range of influence. For this, we define
ω(x) as the end point of a steepest descent originating at x. Then, the basin of
a local minimum m ∈ X is B(m) = {x ∈ X : ω(x) = m}. This definition is
only useful if the landscape does not exhibit local neutrality, i.e., if for every
configuration the steepest descent is unambiguous [120]. Otherwise, basins may
overlap. For these so-called degenerate landscapes a structure similar to basins
can also be defined based on random descent (called an adaptive walk in the
work of Stadler et al.) instead of steepest descent. This leads to the concept of
valleys in the landscape [119].
Barriers
For the study of dynamical systems and their meta-stable states the concept of
barriers between local minima is interesting. Informally, a barrier is the energy
difference that has to be invested in order to transition from one minimum into
another one. Following [120], we consider all paths p between minima m1 and
m2 and define the barrier, or saddle height between them as
fˆ(m1,m2) = min{max{f(z) | z ∈ p} | p: path from m1 to m2}
To define barriers in potentially degenerate landscapes, the paths need to satisfy
additional properties; for details see [31].
Alternatively, barriers can be defined based on topological connectedness.
First, we define the level set Cη = {x ∈ X | f(x) ≤ η}. This allows for
the selection of all configurations below a given function value threshold.
The cycle Cη(x) is the connected component of Cη that contains x. The
minimal energy value fˆ(m1,m2) = min{η | Cη(m1) = Cη(m2)} is the barrier
between two configurations m1 and m2. Certain configurations from the set
{z ∈ Cfˆ(x,y) | f(z) = fˆ(x, y)} are called saddle points (cf. [31]).
The cycles form a hierarchical structure that can be represented as the
barrier tree of the landscape. The saddle points together with the local minima
form the vertex set V of this tree. Its edges represent the inclusion relation
between the cycles Cf(s)(s) for s ∈ V .
The concept of cycles inspires an efficient method to compute the barrier
tree: the flooding algorithm [30,31]. The idea is to consider the level set Cη.
When gradually increasing η, new connected components appear and existing
ones merge. A leaf node is inserted into the barrier tree when a new component
appears. When two components merge, a new inner node is inserted into the
barrier tree and connects the subtrees corresponding to the components.
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Distances
Especially in the context of optimization, the graph theoretic distance between
two configurations in the landscape is of interest, e.g., [35,106,114]. We denote
with dχ(x, y) the distance between x, y ∈ X, and define it as the length of the
shortest path between x and y in (X,χ).
In that context it is interesting to note that some optimization problems
exhibit what is called the Proximate Optimality Principle. It states that “good
solutions at one level are likely to be found ’close to’ good solutions at an
adjacent level” [33,42]. This is a very desirable property, because it enables a
very efficient search. In that case, having one good solution available allows
considerable reduction of the search space as only “close” solutions have to be
considered further. One example for a problem that adheres to the proximate
optimality principle is the TSP [35,122].
In search landscapes, every pair of adjacent solutions in the path corresponds
to one application of an operator function from the search operator ∆ (cf.
Section 2.2.2). Therefore, the graph theoretic distance between solutions x and
y is equal to the minimal number of applications of operator functions from ∆
that is needed to transform x into y. For many operators, there exist efficient
algorithms to compute the distance between two solutions or at least a good
approximation for this distance (cf. [114]). Here, we give the details for the
examples of the 2-opt and interchange operators for permutation problems.
Every application of 2-opt corresponds to a reversal of a subsequence of a
permutation. To determine the distance between two permutations, the sorting
by reversal problem has to be solved. The resulting distance is the reversal
distance. Unfortunately, the sorting by reversal problem is NP-hard, so that a
direct computation of the distance is not feasible. However, the bond distance
provides a good approximation for it: all neighbored pairs of elements in the
permutations are considered and the number of pairs is counted that are not in
common between the two permutations. This yields a maximal possible bond
distance of n. The bond distance differs from the reversal distance at most by
factor 2 as proven by Boese [11].
For the interchange operator, the distance between two permutations can
be determined by d∆X (pi, pi′) = n− c(pi−1 ◦ pi′) (see [114] for details). Thereby,
c(pi) is the number of cycles of the permutation pi, and pi−1 is the inverse
permutation, i.e., pi ◦ pi−1 = identity. A permutation has at least one cycle, so
that the maximal interchange distance is n− 1.
3 Related Work
In this chapter, we give an overview of the state of the art in analysis and visu-
alization of search. Much specific research concerning the actual development
of search strategies and understanding of individual optimization problems
is already referenced in Chapter 2. Although the category often cannot be
precisely demarcated, we focus here on the more general approaches that are
not restricted to individual algorithms or problem types.
For the organization of the chapter, we categorized the work by their main
contributions. First, we introduce previous work concerning the experimental
evaluation of heuristic algorithms and summarize the most important insights.
Next, an overview is given over previous work that analyzed search landscapes.
Often, analysis results are used developing special, tailored algorithms
or improving existing algorithms. Case studies from this area of research
are reviewed, confirming that an improvement in analysis methods leads to
significant improvements in the quality of search algorithms.
Finally, we review previous work concerning the visualization of search.
3.1 Evaluating Heuristics
When heuristic algorithms are proposed or used in new application domains it
is necessary to evaluate their performance. This is done to prove the superiority
of an algorithm and also to determine the best-performing algorithm for a
specific optimization problem. Especially in the case of meta-heuristics, it is
in general not possible to obtain formal, mathematical results of when and
why one algorithm performs better than another [16]. Thus, a comparison and
evaluation of heuristic algorithms has to be done experimentally.
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The design and execution of an empirical evaluation of heuristics is a difficult
task, though. In-depth tutorials for this have been presented by Barr et al. [7],
Rardin and Uzsoy [111], as well as Bartz-Beielstein et al. [8], to name the most
important ones. In the following, we will summarize the most fundamental
insights from these works.
According to Rardin and Uzsoy, designing experiments involves two tasks [111]:
(i) the selection of good benchmark problem instances, and (ii) the selection
of measures of algorithm performance and parameter influence. They state
that the selection of test instances should take up half of the time invested
into the investigation. Some requirements are given that characterize good test
instances:
• Instances need to be large enough. Small instances exhibit significantly
different properties from large instances so that results obtained for small
instances are misleading.
• The global optimum or at least a tight bound for it has to be known.
This is a prerequisite for evaluating algorithm performance later in the
experiment.
• Test instances need to be diverse enough. Algorithm performance must
not be influenced by a specific property of the test instances that the
algorithm is (accidentally) sensitive to.
Barr et al. discuss the process of conducting the actual experimental evalu-
ation in great detail [7]. Performance measures need to be selected so that no
internal or external influence factors can distort the results. For this, possible
influence factors need to be identified beforehand. The experiment should test
multiple variants of the algorithm on multiple test instances under multiple
different influences. The result is a multivariate dataset that needs to be
analyzed statistically. The challenge is to measure the performance of the
algorithms over many test instances to arrive at a general conclusion.
Visualization is often used for the presentation of the results. However, the
visualizations are very basic. Typically, fitness-distance plots are used, i.e.,
plots of function graphs that show the cost value of the best found solution
per iteration of the algorithm run. Furthermore, there are scatterplots of
fitness of found solutions versus distance of the solution to the global optimum.
Sometimes, 2D plots that show the error of algorithm results for combinations
of different parameters are used. As far as we can see, the visual investigation
of the multivariate datasets that result from these experiments is still an
unexplored field of research.
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3.2 Analysis of Search Landscapes
Search landscapes are an effective way to understand and investigate optimiza-
tion problems. The idea to study the graph structure induced by a notion of
neighborhood on solutions has been used many times in the past. A compre-
hensive survey of possible ways to analyze search landscapes is given by Pitzer
and Affenzeller [106]. They describe 11 methods that result in characterizing
numbers or topological descriptions of the search landscape. They also mention
the NK problem, the QAP, and the TSP as interesting example problems to
study.
Several comprehensive studies have been conducted that investigate most
landscape properties. Tayarani and Prügel-Bennett present a study of MAX-
SAT, graph coloring, TSP and QAP [129]. They also investigated the QAP in
more detail [130]. In both cases, topological properties like basins or barriers are
excluded from the studies. For the TSP, an in-depth investigation of the auto-
correlation function of random walks is available by Stadler and Schnabl [122].
The authors present indications that the TSP landscape is a “big valley” and
easy to search using the 2-opt operator.
A novel approach to investigate iterated local search has been proposed
recently by Ochoa et al. named Local Optima Networks (LON) [97,101]. The
idea is to reduce the search space to the set of local minima (or a sampled subset
of it). The connectivity between the minima is defined by means of a so-called
escape operator that mutates a local optimum in an attempt to escape from its
basin of attraction. Two minima are connected in the LON if an application
of the escape operator on one minimum followed by local search leads to the
other minimum. Connections can also be annotated with the probability of
transition between the minima. This structure is particularly interesting, as
similar structures exist in other domains as well. In computational chemistry,
we have chemical reaction networks [110] (theoretical foundations using graph
rewrite rules and resulting networks are described here [2]). Similarly, the basin
hopping graph [84] that is used to investigate RNA folding dynamics leads
to the same concept although transition between minima is modeled using
reachability by means of the local search operator here.
Using LONs, Ochoa et al. indicate that the TSP landscape contains more
than one big valley and should be conceived as a set of funnels instead [99,100].
LONs are graphs and can be investigated using graph measures. Iclanzan et
al. used this for a classification of the problem instances in the QAPLIB [66].
They computed LONs for all instances, determined several graph measures
and used principal component analysis and clustering methods to group the
instances into categories. Furthermore, it has been shown that barrier trees
can be computed from LONs [61] which makes substantially larger problem
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instances available for topological analysis compared to a direct analysis of the
underlying search landscape itself.
3.2.1 Topological Analysis of Landscapes
Being the focus of this work, we review studies on the topological analysis
of landscapes separately here. In particular, we give a short overview on the
work of Peter F. Stadler, because he and his fellow researchers pioneered the
theoretical foundations of landscape topology and are still the leading innovators
in this area. The goal of his work is to arrive at a coarse-grained representation
of landscapes that is (i) manageable in size for analysis through a human, and
(ii) captures all important aspects of the landscape. Different approaches for
this goal exist, the central concepts being cycles, basins, reachability, barriers,
saddles and valleys. For a survey of Stadler’s work see Klemm et al. [79].
An early work of Stadler is the topological analysis of the TSP land-
scape [122] in which he investigates the auto-correlation function of random
walks in the 2-opt landscape of the TSP. This is basically an application of
topological analysis. The first systematic work on topology of landscapes that
we are aware of is the work by Reidys and Stadler [112] in which they apply
algebraic combinatorics and random graph theory to landscapes and introduce
many topological concepts.
Central for our work is the publication by Flamm et al. [31] about barrier
trees of degenerate landscapes. Degenerate landscapes are not locally invertible,
meaning that a landscape node might have multiple neighbors with the same
associated fitness value. Thus, steepest descent walks are not unambiguously
defined. This has an impact on the definition of local minima as well as
saddle points. Flamm gives a complete system of definitions and theorems that
establish how a barrier tree and basins can be defined in this situation. This
work is important for the analysis of search landscapes as hard optimization
problem instances often exhibit neutrality, i.e., large areas that are not locally
invertible.
Generalizations of the topological concepts have been introduced to land-
scapes of generalized search operators such as genetic operators [32], as well as
to the case of multiple fitness functions [121].
Very profound theoretical work has been done investigating reachability
within (possibly degenerate) landscapes leading to the notion of valleys [119].
Also the concept of connected sets in the landscape and their mutual relationship
has been studied introducing connectivity spaces [118].
Finally, related to the idea of basin hopping in the optimization of chemical
problems [150], the basin hopping graph has been introduced specifically
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for the study of RNA folding [84]. It considers basins as the primitives of
the topological structure and defines neighborhood between them based on
reachability between the associated minima. The strength of this structure is
that it can be approximated using a sampling approach and iterative refinement.
This makes the basin hopping graph applicable to problem instances of much
larger size compared to the barrier tree.
3.3 Analysis-driven Tuning of Heuristics
Search landscapes model local search. There is a strong connection between
properties of search landscapes and the performance of the local search. This
has been stated by Fonlupt et al. [35] and is investigated in more depth in
the book by Hoos and Stützle [64]. It is an obvious idea to use the results of
landscape analysis to improve search algorithms as well as to design efficient
novel approaches [65,108]. Some examples are mentioned in the following.
Fleurent and Glover investigated the QAP landscape, in particular using
the notion of proximate optimality principle [33]. They then created a strategy
to iteratively construct solutions in a way that exploits their findings in the
landscape structure.
Preux and Fonlupt et al. studied the TSP landscape [35,108], finding a
“big valley” structure with perturbations. In particular, they found that when
considering the permutations belonging to local optima, there is a mutual
congruence of 50% or more. This means that all local optima are located
relatively near to each other (in terms of operator distance). Based on this,
they designed a genetic algorithm that used recombination in a way that
exploits this congruence.
For the MAX-SAT problem an algorithm has been presented by Qasem and
Prügel-Bennett [109] that uses a clustering approach to divide the search space
into promising areas and guide the search accordingly. They argue that this
algorithm “learns the large-scale structure of the fitness landscape” and thus
adapts well to different types of MAX-SAT instances.
For continuous optimization there is a very interesting work by Secrest and
Lamont [116]. They considered the function of probability that a particle is
located at position p at time t. Using a reformulation of the PSO formulas
they could track changes in the probability function over time. The initial
distribution was uniform. However, successive simulation of optimization steps
revealed a bias in the search behavior of the particles. Secrest and Lamont
then changed the position update formula to mitigate the bias and arrived at a
better-performing PSO algorithm.
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A similar approach has been developed independently for ACO algorithms
on discrete optimization problems by Merkle and Middendorf [90]. They
simulated the pheromone matrix over time for small problem instances and
demonstrated that the selection of early elements during the construction
of a solution influences the selection of later elements. As a consequence,
they presented different pheromone update methods that compensate for the
influence in different contexts.
3.4 Visualization of Search
In the following section, we will review related work on the visualization of
search and optimization problems. In a strict sense, all of these visualizations
show search algorithm behavior. Since search landscapes need a neighborhood
definition and thus strongly depend on the search operator, a study of search
landscapes is never a study of an optimization problem alone, but is dependent
on the chosen search algorithm. Still, visualizations can focus on either the
problem side of the analysis or the algorithm side of the analysis, targeting
either the search landscape or the search algorithm.
In the first part of this section, we will introduce visualizations of the
structure of search landscapes. In the second part, we will focus on visualizations
that show individual search agents or the internal state of search algorithms.
3.4.1 Visualization of Search Landscapes
Visualizations of search landscapes can be divided into three groups: (i) direct
visualization of the search space, (ii) visualization of characteristic variables of
the search space, and (iii) visualization of the topological structure.
In the first group, projections of the landscape into a low-dimensional
space, or graph layout techniques are typically used. For example, McCandlish
presented such an approach for evolutionary landscapes [89]. He uses an approx-
imation of the number of evolutionary generations between individuals to obtain
a transition or distance matrix. Afterward, he does an Eigen-decomposition
of this matrix to project the individuals into 2D space while preserving their
evolutionary distance.
For binary spaces, i.e., search spaces of the NK problem or MAX-SAT, a
direct visualization by unfolding the search space onto a 2D hypergraph has
been proposed [155]. This approach allows for a visual overview of the complete
search space. However, it only scales to problem instances of size no larger
than 16.
3.4 Visualization of Search 33
We also include visualizations of local optima networks [98,99] and the
basin hopping graph [84] into this group. All of these papers use either a
force-directed or a grid-based graph layout that places local minima in the
plane, and display the search landscape as node-link diagrams. Although the
underlying structure is topological in nature, the resulting visualization shows
selected solutions (in that case local minima) and their connectivity directly.
In the second group, non-topological analysis methods are applied to compute
characteristic values of the search landscape. These values are then presented
using established techniques from information visualization like function graph
plots, box plots, histograms, scatterplots, or parallel coordinates. The TSP
study by Stadler and Schnabl [122] shows function graph plots of the auto-
correlation function of the landscape. The classification of QAP instances
uses a visualization of all instances in the QAPLIB in multiple scatterplots so
that groups of instances are revealed [66]. The work of Fonlupt et al. [35,108]
and Fleurent and Glover [33] uses histograms of distances between sampled
solutions and the global optimum to characterize the underlying landscapes.
In the third group, we have visualizations of the barrier tree. In the context
of chemical reaction systems, Wales et al. use 3Dish, cone tree-like drawings
of the barrier tree [148,149]. They also mark special points in the barrier tree
and displays the corresponding chemical structures alongside.
Hallam and Prügel-Bennett use a layout of the barrier tree with axis-parallel,
orthogonal edge routing and the y-component of the layout fixed to the fitness
value of the barrier tree nodes [49,50]. They also introduce a mapping of all
solutions in the search space below a given fitness threshold to a position in
the barrier tree. This allows them to display search agents as red dots that
move in the barrier tree depiction.
Heine et al. consider sequences of barrier trees that occur for dynamic
optimization problems in the context of RNA folding [55]. One application is
the changing optimization problem and barrier tree when the RNA is folded
during its synthesis in the cell. They match and identify minima and saddles
of all available barrier trees and merge all trees into a super-tree. Then, they
compute a foresighted layout of the super-tree that simultaneously determines
the layouts of the individual barrier trees. Some animations have been proposed
so that changes in the tree structure when passing from one barrier tree to
another are visually comprehensible.
Van Stein et al. [136] extend the barrier tree with node weights according to
the sizes of the associated basins. They also consider a measure that estimates
the number of feasible solutions in a basin according to some penalty functions.
For visualization they use a force-directed layout of the barrier tree with node
sizes according to the basin sizes, and colors reflecting the feasibility.
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3.4.2 Visualization of Algorithm Behavior
For the visualization of search algorithms themselves, we first want to mention
the excellent overview of meta-heuristic algorithms by Blum and Roli [10]. In
this survey they show hand-drawn depictions of the characteristic idea behind
each search algorithm. These depictions are very memorable, easy to read and
may very well be an inspiration and a benchmark for the creation of illustrative
visualizations of search algorithms.
Halim et al. project search agents of local search or ACO algorithms into the
plane and visualize trajectories of search [48]. For this, they identify “anchor
points”, i.e., solutions that are important during the search, and lay them out
first. Other solutions are then positioned using a force-directed approach so
that the distance to the anchor points in the search landscape is reflected by
Euclidean distance in the visualization.
Focusing on the TSP in particular, TSPAntViz [134] has been proposed. It
is a simulation and visualization environment for analyzing the performance of
meta-heuristics on TSP problems. Individual solutions (tours) are shown by
connecting the cities in a map, and fitness-iteration plots give an overview of
the global progress and quality of the search. Also the pheromone matrix is
visualized indirectly, by using color to highlight the probability of a inter-city
connection to be taken. The same authors also proposed algorithms for TSP
problems on cuboids [133] and on spheres [135].
Merkle and Middendorf visualize internal state of ACO algorithms by
plotting small multiples of the pheromone matrix over time [90,91]. This allows
them to reveal biases in the pheromone update of the ACO.
Hallam and Prügel-Bennett [50] use a layout of the barrier tree and identify
each solution with a point in the barrier tree. This allows them to show the
changing population of a genetic algorithm by displaying their location over
time directly in the barrier tree. Thus, animations of the search behavior can
be generated.
For continuous optimization one approach is to project the high-dimensional
continuous search space into the plane and visualize the search agents as
moving dots. Kim et al. [77], and Miner and Kasch [92] show search agents with
their history as fading lines in the projection. Parsopoulos et al. [104] use a
projection method that retains the local structure of the search area by using an
eigenvalue decomposition of the Hessian matrix at the focus point of the search.
Khemka et al. introduced the VISPLORE tool [74,75], which also displays the
high-dimensional positions of the particles with parallel coordinates plots, as
well as a heat map of the density of the swarm in the landscape. VISPLORE
also allows for the comparison of the results of multiple experiments or swarm
runs side by side.
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Secrest and Lamont [116] argue that simple trajectories are not really
useful to understand complex swarm behavior. Instead, they visualize the
probability for a particle to be located at point p at time t. The work focuses
on optimization functions in the 2D plane, so that the resulting probability
distribution can be plotted using height maps. This allows a visual inspection
of how the probability changes while the simulation time is advanced. Using
this method, they were able to demonstrate and overcome a major weakness of
the classic PSO formulation.

4 Research Directions and OpenQuestions for Visualization ofDiscrete Search
This chapter establishes the framework for this thesis. It contains the synthesis
of the review of previous work in Chapter 3 and our discussions with members
of the swarm intelligence research community. There is much previous and
ongoing research driven by the optimization community. Various aspects of
optimization and their analysis are researched in a strategic and systematic
manner. Nevertheless, the focus there is on analysis results and not visualization.
Sometimes, visualization is used for the communication of results. However,
there is currently no systematic research concerning the use of visualization as
a driver of getting insight into the complex processes behind optimization.
The goal of this thesis is to reveal fundamental questions that can guide
a systematic visualization research in this area. In the following, we present
our conclusions. First, we present what we perceive as the fundamental tasks
of algorithm designers and their guiding questions. From this, we formulate
requirements on and consequences for visualizations that support the process
of problem analysis, algorithm design and evaluation. Finally, we summarize
possible directions and targets for visualization research, including a perspective
on a possible long-term goal.
4.1 Overview of the Algorithm Designers’ Needs
Given an application from research (e.g., the investigation of chemical processes
often involves optimization) or from economy, the designer of heuristic search
algorithms is asked to provide a specific search strategy that generates correct
and as best as possible solutions with usually tight constraints on time and
hardware. At this, the designer often faces the problem that it is impossible
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to simply derive a good heuristic from existing design rules, especially when
the application involves NP-hard optimization problems. A combination of
knowledge about various types of heuristics and knowledge about the problem
guides the design. Once an algorithm is proposed, it needs to be tested and
evaluated against benchmark instances that are as realistic as possible in order
to prove its correctness and superiority over other algorithmic approaches.
Beside the primary task of the actual design and implementation of the
search strategy, we identified two secondary tasks that are crucial for the success
of the design:
Task I: Understanding and comparing characteristics of problem instances and
identifying relevant differences between them.
Task II: Analyzing and comparing the results of different algorithms on a set
of test instances.
The first task is exploratory. As shown in Section 3.3, the analysis of the
search space is often incorporated into the design process. From insights into
individual problem instances the expert develops hypotheses about properties of
the problem class that have an impact on the search strategy. Also, a profound
understanding of the individual problem instances is crucial for the selection
of representative benchmark instances and the interpretation of experimental
investigations of an algorithm (cf. Section 3.1).
The guiding questions for the first task are:
Q.I-1 What are the cost differences between the different solutions of a prob-
lem? What causes these differences?
Q.I-2 How are cost values distributed within a problem instance?
Q.I-3 Is there a relationship between solutions of similar costs? What distin-
guishes “good” solutions from “bad” solutions? What is the structure of
the problem instance?
Q.I-4 Which patterns of solutions across different problem instances are par-
ticularly challenging for solving the problem?
Q.I-5 How do small variations and modifications of a problem instance affect
the problem in general and single solutions in particular?
Q.I-6 What are the important characteristics of the problem instance?
Q.I-7 Are two problem instances similar or different? Can they be classified?
The main problem here is that the amount of data in a search space is so
overwhelming that characteristics of it are hard to identify. Visualization can
help by presenting the data in a form that can be processed by the human
brain effectively and thus enabling the domain expert to discover facts about
the search space.
The second task is focused on the search heuristic itself. To demonstrate the
usability of the heuristic, the overall performance has to be tested as outlined
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in Section 3.1. Typically, analyses include the run time of the algorithm until
a specific solution is found, as well as the development of the costs of found
solutions over time. Also, the quality of the best found solution is considered.
These measures are easy to compare across algorithms. However, in most
papers no arguments are provided about why a heuristic outperforms other
ones. Comparisons between heuristic strategies typically are only discussed
on a quantitative level and not qualitatively. One reason for this is that the
behavior of a search heuristic is very hard to characterize. The design of
search algorithms, the comparison between them and ultimately the selection
of appropriate algorithms for an application would greatly benefit from a better
understanding of why algorithms behave in a certain way and whether this is
useful for the specific optimization problem at hand.
For analyzing the search algorithm the following questions need to be
investigated by the domain experts:
Q.II-1 How does the quality of the evaluated solutions change during the
run of an algorithm? How do two algorithms differ with respect to their
results and to the quality of the solutions that they evaluate during their
run?
Q.II-2 How well does the algorithm scale to larger problem sizes?
Q.II-3 Concerning swarm intelligence: what characterizes the emergent be-
havior? How can significant discoveries be characterized and how does
the swarm react to them?
Q.II-4 How extensively are different parts of the solution space evaluated
during the run of an algorithm?
Q.II-5 How does the behavior of an algorithm relate to the structure of the
problem instance? Does the optimization behavior change when the
problem instance changes and how?
Question Q.II-4 is the most substantial question pertaining to the behavior
of the search algorithm. Therefore, we state it in more detail. Note that these
formulations are based on modeling the algorithm behavior using the concept
of search landscapes (cf. Section 2.3) with local minima and basins.
• Which basins or local minima are found and how often?
• How long do the search agents stay in different basins?
• Is the search widely distributed or rather concentrated?
• Does the search concentrate on “interesting” basins?
• Is the search “curious”, i.e., does it converge fast or is it more exploratory?
Answering these questions is complicated because it is hard to relate the
process of the search to the search space and its properties. Visualization that
makes the search space visible and reveals the temporal and local behavior of
the search heuristic directly in it would greatly support these investigations.
40 4. Research Directions and Open Questions
4.2 Requirements on the Visualization
Arising from the tasks in the previous Section, we can formulate requirements
on what good visualizations of search need to achieve.
Object of visualization. – First, we distinguish two types of visualization: vi-
sualization of optimization problems and visualization of search algorithms.
They focus on getting insight into both local and global properties of a problem
instance, or into the process of an algorithm run, respectively. For clearness
of description these types should be separated. In practice, however, the vi-
sualization types are often intermingled. For example, the analysis of search
spaces often uses optimization: e.g., one of the most valuable analysis tools for
optimization problems, the search landscape analysis, itself depends on search
operators. Vice versa, every observation of a search heuristic depends on the
optimization problem instance that the algorithm is run on. Thus, analysis
results and visualizations based on it often reveal facts about the combination
of optimization problem and search strategy. Visualizations that deliberately
mix both concerns are also useful, e.g., by depicting information about the
search within an image of the search space. In any case, the scope of the
visualization should be discussed and made clear.
Inclusion of Domain knowledge. – Second, the analysis of search requires pro-
found domain knowledge. As stated above, the design of successful algorithms
mainly depends on the experience of the algorithm designer and the same ap-
plies to the analysis of search. Thus, an interface should be provided that allows
the expert to contribute their knowledge into the visualization. For example,
presumptions about properties of the problem or pivot points of the search can
by formulated by the expert by annotating or classifying permutations. The
classification and the annotations can then be encoded visually.
Visual exploration. – Third, the domain expert should be enabled to visually
investigate and verify hypotheses about the optimization problem or the search
behavior. The most effective approach is a visualization that allows a visual
exploration of the object of analysis. This requires that the visualization
handle problem instances of small and medium size interactively, i.e., within
a time frame of under a second. However, the method should also scale to
large problems, so that an analysis of algorithm performance on realistic test
problems becomes possible. This is especially important for Q.II-2.
Dealing with the search space. – Fourth, the visualization needs to reveal struc-
tures in the data set of solutions. In most cases for NP-hard optimization
problems this is either the set of permutations or the set of bitstrings (for
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binary problems). These data sets posses several challenging properties that
are unlike typical datasets in scientific or multivariate data visualization.
First, the number of solutions grows very fast, exponentially or even facto-
rially, with the problem size. The following three categories reflect how much
of the solution space of a problem instance can be analyzed:
small: All solutions can be completely enumerated on a current workstation.
For permutation problems, this is up to a size of 12.
medium: A large part of the solutions can be considered, i.e., current work-
stations can handle at least 1‰. These are, e.g., permutation problems
up to a size of 15.
large: Only a small part ( 1‰) of the solution space can be considered.
These are all permutation problems of size 16 and larger.
For details on the specific numbers and a discussion of implications on analysis
methods see Appendix A.
Note that real world problems are often two or even more orders of magnitude
larger than medium-sized problems. Typical sizes of TSP instances are up to
several thousands of cities, but much larger problem instances exist (e.g., an
85,000 city instance in the TSP Lib [113] and instances of size 10,000,000 at the
8th DIMACS Implementation Challenge). Algorithm designers need to analyze
problem instances of all sizes: Small instances are useful for getting an initial
insight into the optimization problem as they can be investigated exhaustively.
Small and medium instances are often used during the development of heuristics.
However, testing of an algorithm has to be done on large problem instances.
Thus, good visualizations need to be able to deal with these large search spaces.
The second property is that the solutions are not easily embeddable into a
multidimensional space. The fundamental problem is that search spaces have
very low cardinality—finite, often only very few elements—, but very high
dimensionality which is growing with the problem size. For example, bitstrings
that occur in subset problems can be considered as elements of the vector
space {0, 1}n. Permutations can be considered as elements of {1, . . . , n}n when
keeping in mind that this set contains many elements that are no permutations.
Multivariate visualizations often cannot be applied, because there are too
many dimensions (e.g., in the case of glyphs) or because the dimensions are
not distinctive enough as a result of the low cardinality (e.g., in the case of
projections). Also holes in the space due to constraints cause problems. This
makes the set of solutions, especially the set of permutations, very challenging
for visualization.
In general, the solutions have to be considered as an unstructured set.
Relations and correlations between solutions are only known in the presence of
a neighborhood definition, which is not always available. Therefore, in general,
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the set of solutions consists of isolated data points. On the other hand, if
a neighborhood relation exists, the visualization needs to deal with a graph,
which is usually very dense. For permutation problems we have n! landscape
nodes with typically n or n2 neighbors for every node, resulting in an edge set
with n! · n2 edges. Some search operators like the Lin-Kernighan [85] produce
even more neighbors. For combination problems the situation is slightly better
with 2n landscape nodes and typically only n neighbors each. Still, the size
and density of these neighborhood graphs is challenging, even more so because
the graph itself is highly symmetric and structural properties of the landscape
are mostly due to the cost function.
Data sets in scientific visualization are typically given on discrete grids.
Since continuity is given, continuous fields can be constructed from vectors at
grid vertices by interpolation. Sampling the field coarsely may lead to a loss of
details whereas the overview and coarse structures are retained. Search spaces,
on the other, hand do not possess any properties that allow interpolation
in the general case. When sampling is needed because of the size of the
dataset, only details are revealed, but contextualization and computation of a
realistic overview is hard. Good visualizations are needed so that the large-scale
structures in the set of solutions become apparent.
4.3 Research Opportunities
The field of discrete optimization has not received much attention in the visual-
ization community. Visualization approaches are often developed by members
of the optimization community when needed. In general, tools are available for
the visualization of continuous optimization (cf. Section 3.4.2). Significantly
fewer visualization approaches exist for discrete optimization. From reviewing
the literature, we see the promising opportunities for visualization research
that are outlined in the following.
There is a need for good visualizations of search landscapes that cover
typical use cases in optimization research. Several topological structures exist
that visualizations can be based on. Research is needed to develop topological
approximation algorithms that make these methods applicable to realistic
test instances of sizes 100 to 500. Sampling approaches for analyzing search
landscapes scale well, but do not reveal structure. Research could develop
approaches to reconstruct geometrical landscape structure on top of sam-
plings. One promising approach in this context are Local Optima Networks
(LONs) [97,101]. While the analysis opportunities are researched actively,
the visualizations are currently limited to force-directed graph layouts. An
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improved and tailored visualization of LONs could improve the usefulness of
this powerful structure.
A particularly hard task in algorithm design is understanding the behavior of
the algorithm and its root causes. This is especially problematic in swarm intel-
ligence research, as emergent behavior is very hard to reason about. Currently,
almost no visualizations are available to support this task. Visualizations are
needed that go beyond fitness-iteration plotting and reveal the inner workings
of the algorithms. Specifically, visualizations should allow the expert to observe
the progress of search directly within the search space. This includes as an
application the online-monitoring of long-running search algorithms in order to
determine if progress is still made or if the algorithm got stuck in a dead end.
The greater goal could be an automatic analysis and classification of both,
search space and algorithm behavior, that results in an illustrative visualization
of the fundamental principles of the algorithm. The inspiring example for this
type of visualization is the paper “Metaheuristics in combinatorial optimization:
Overview and conceptual comparison” by Blum and Roli [10]. This ambitious
goal can only be achieved through close collaboration between optimization
research, algorithm classification research and visualization research.

5 Sampling-based Visualizationand Comparison of SearchProcesses
This chapter is based on unpublished work in cooperation with Dirk Zeckzer,
Martin Middendorf, and Gerik Scheuermann from Leipzig University.
5.1 Motivation
The development of general heuristic search strategies that are applicable to a
variety of different problem domains, as well as domain-specific ones, is an active
field of research. For designing such strategies, a profound understanding of the
characteristics of specific problem types is crucial. Well-designed visualizations
are needed that support researchers to understand the optimization problems
and enable an intuitive, visual way to form hypotheses about suitable search
strategies.
Newly proposed methods have to be evaluated on small test problem
instances, but also their scalability and applicability to larger, real world
problems has to be proved (cf. Section 3.1). Furthermore, a comparison against
existing algorithms is needed. Typically, this is achieved by a comparison of
the best found solution over a fixed time interval, or in greater detail by a
comparison of fitness-iteration-plots that show the quality of the best found
solution over time. However, this data is not detailed enough to get insight
into the actual behavior of individual search algorithms. Thus, the behavioral
reasons behind performance differences and implications of them are discussed
only in rare cases. Research would benefit from an intuitive method that
enables to understand and describe algorithm behavior.
The goal of the work described in this chapter is to support researching
permutation problems and heuristic strategies for finding optimal solutions. We
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Figure 5.1: SPP-Vis fosters interactive exploration and comparison of heuris-
tics for permutation problems. Permutations are classified and shown as
multiple groups in a stacked histogram. Changes between problem instances
can be tracked via connections between the histogram plots.
present SPP-Vis (Scalable Permutation Problem Visualization)—a visualization
tool designed to support algorithm designers in all stages of their design work.
It visualizes samples of the search space as well as search results of optimization
algorithms. The solutions can be investigated by applying a classification that
can be tailored by the expert to the specific question at hand. The method
allows the examination of search results for small, medium and large sizes
problem instances. Two case studies demonstrate the capabilities of SPP-Vis
for solving the tasks of algorithm designers in analyzing problem characteristics
and evaluating their algorithms.
5.2 SPP-Vis
We propose SPP-Vis (Scalable Permutation Problem Visualization), a tool
for investigating the solution space of permutation problems. It provides a
histogram-based view of classified permutations that is real-time for small
problem instances and also scales to medium and large problem sizes.
The tool integrates the complete data processing, from the problem definition
over the expansion of the solution space and the classification of permutations
to the final visualization. A change of the problem definition results in an
immediate update of the visualization. For small problem instances, this can
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Figure 5.2: Overview of the proposed visualization tool in form of a data flow
network. Green blocks represent data, blue blocks represent data processing
and yellowish blocks represent visualizations. In a first step, the user loads
a permutation problem or interactively defines it using an editor. Then, the
quantitative analysis using SPP-Vis is done, which is presented in this chapter.
A set of permutations is used to represent the problem instance. This set is the
output of the sampling module, which does a complete enumeration of small
problems and facilitates subset selection for medium and large problems. Then,
the permutations are classified and aggregated into histograms. The blocks
highlighted with a double frame can be used multiple times in parallel, i.e.,
multiple problems could exist in the network, sampled in multiple different
ways or classified in different ways. This results in multiple histograms being
generated and shown side by side for comparison.
be achieved in real-time within an interactive time frame, i.e., in under one
second.
The integrated editor for common types of permutation problems (the Trav-
eling Salesman Problem and scheduling problems, cf. Section 2.1.3) facilitates
interactive exploration of families of similar, small problem instances and the
analysis of their properties. Medium and large problem instances are handled
by sampling the solution space.
In the following, an overview of the data processing and details on the
individual data processing steps are given. Finally, the resulting histogram-
based visualization is illustrated.


































Figure 5.3: Overview of the histogram computation process (right of the
dashed vertical line). First, the set of permutations is divided into multiple
classes. Next, the permutations of each class are aggregated into a histogram.
Finally, these histograms are assembled into a combined, stacked histogram.
Coloring allows us to associate parts of the stacked histogram with the initial
classes.
5.2.1 Process
SPP-Vis consists of a system of data processing steps that allows fast visu-
alizations based on multiple histograms. An overview of the system can be
seen in Figure 5.2. Its main components are a permutation problem editor
and a permutation problem loader, a problem sampler, the classification and
aggregation process, and the histogram-based visualization.
In a first step, a problem instance is loaded or interactively defined by the
user by means of an editor component. Then, the problem sampler provides a
set of permutations that represents the given problem instance. The third step
(see Figure 5.3 for details) is a classification of the permutations according to
particular properties of permutations the algorithm designer is interested in.
Finally, each class of permutations is aggregated into a histogram, resulting in
a group of histograms that is assembled into a single plot.
5.2.2 Editor
To facilitate an interactive exploration and analysis of small and medium
permutation problems, we use an editor component. Since every problem type
has different characteristics, a specialized editor is needed for every problem
type.
For TSP problems, we display cities on a map. The user can place new
cities on the map or move existing cities around with the mouse. The editor
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can also be used to display some example routes, e.g., in order to evaluate
results of a search process.
For scheduling problems, we show a Gantt-chart [36]. When the number
of jobs has been defined, the due dates for every job can be set using the
mouse or an input field. Also the duration of every job can be defined in a
similar manner. This editor component can show individual solutions of the
problem natively, i.e., individual schedules. Multiple schedules can be shown
simultaneously by overlaying them.
Additional editors for different problem types can be implemented and
should be adjusted to the specific needs of the algorithm designers and their
analysis tasks.
5.2.3 Sampling
The purpose of the problem sampler is to provide a representative set of
permutations for the given problem instance. Different sampling strategies are
used for different problem sizes. In any case, the set of permutations should be
restricted according to the available computation power and memory sizes.
For small problems, it is possible to completely enumerate the set of all
permutations. This should be possible interactively. Therefore, a fast way of
enumeration is needed. From an implementation point of view, we found it
most efficient to generate the permutations with a consecutive swap algorithm
like Heap’s algorithm [54], because the subsequent permutation can always be
generated in constant time.
Medium-sized problems can not be enumerated completely anymore, but
a significant amount of permutations can still be handled interactively. The
challenge is to select a preferably representative subset of the permutations that
reveals most local and global properties of the complete set of permutations.
In order to get a good estimation, we use a set of random permutations. The
total number of generated samples is a user-defined parameter. The random
permutations themselves are generated using Knuth shuﬄes [80]. Figure 5.4
shows a comparison of different sampling densities with a complete enumeration
of the permutations for a test problem of size 10. It can be seen that a random
sampling of 1‰of the permutations still reveals overall structure.
For large problems, we cannot rely on a random sampling to deliver a set of
permutations with sufficient accuracy. Further knowledge about the problem
instance and about the needs of the analysis at hand are required for selecting a
representative or at least informative set of permutations. Therefore, we require
the algorithm designer to provide such a subset. This can be preprocessed and
loaded from file.
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Figure 5.4: Random samplings of an enumerable permutation problem using
Knuth shuﬄes and different sampling amounts. The right-most histogram
shows the full enumeration, whereas in the left three histograms, only a small
part of permutations is sampled. Important structures can still be seen when
only sampling 1‰of the permutations.
As a side-note, it is also possible to use a search algorithm to perform the
sampling. For example, intermediate solutions that are found by a PSO or
ACO algorithm can be used to get a rough impression of the search space.
According to experts we have been talking to, typically 5 to 20 ants are used,
or 30 to 50 particles respectively, and simulations are performed over 200 to
20,000 steps. Therefore, we can expect single search algorithm runs to result in
1,000 to 1,000,000 data points.
5.2.4 Classification
The permutations are grouped into multiple subsets by classification. This is
used by algorithm designers to separate or distinguish permutations with par-
ticular properties, e.g., in order to verify hypotheses about characteristics of the
permutation problem or the search algorithm. The expert has programmatical
control over the classification process. This allows him to use domain-specific
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knowledge, manual annotations, and further information derived from the
problem definition or from the search process.
For the analysis of TSP problems, we provide two default classification
methods. The first method assumes that the cities of the TSP problem are
organized into several clusters. Then, the solutions are grouped into classes
according to how many connections between clusters are contained in the route
they represent. For every permutation, this classification can be computed in
linear time with respect to the problem size.
The second method uses a neighborhood definition. For every permutation,
the percentage of permutations with better costs among the neighbored per-
mutations is computed (improvements). Then, permutations with a similar
amount of improvements are assigned the same class, e.g., permutations within
the same 5% range. The computational complexity of this method depends on
the size of the neighborhood relation, which often contains n2 neighbors for
every permutation (cf. Section 2.2.2). In this case, the classification can only
be computed in quadratic time with respect to the problem size.
The overall performance of SPP-Vis largely depends on the method used
for classification of the permutations, because every other part of the pipeline
runs in linear time with respect to the number of permutations. However, when
using a classification method that is linear in the problem size, we can process
problems of size 11 in under on second and problems of size 12 in about 9
seconds.
5.2.5 Aggregation and Assembly
The permutations are aggregated into bins, forming a histogram. Every bin
collects permutations within a certain cost interval. This reduces the visual
load on the user of the visualization and allows for easier handling of the data.
An estimate is used for the bin count to keep the number of parameters
low. This is not done per class but for the data set as a whole. We propose the
default bin count being the square root of the number of data points, similar
to Mardia et al. [87] who used k =
√
n
2 as a cluster count approximation for
the k-means clustering algorithm. It is not possible to apply other estimations,
like Sturges’ formula [123] or Scott’s rule [115], which assume the data to be
normally distributed, since we cannot make specific assumptions about the
distribution of cost values.
The total number of data points, i.e., the number of permutations or
equivalence classes of permutations in the set, is known beforehand, so the
number of bins can be easily determined. However, for assigning cost intervals
to each bin, the cost range of the whole data set needs to be known as well.
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This can be determined by iterating through the set of permutations once.
Then, the cost interval for each bin is determined such that the bin intervals
are distributed equally across the cost range.
A separate histogram is computed for each class of permutations (cf. Sec-
tion 5.2.4) using the same number of bins and the same bin intervals across
the different classes. Assembling the histograms of the different classes is
straightforward, because their bins are compatible by construction. Therefore,
the histograms can simply be stacked on top of each other in the same way as
in a stacked bar graph [151].
5.2.6 Visualization
For rendering, we embed the histogram into an orthogonal plot (cf. Figure 5.1).
Solution cost is mapped to the vertical axis and bin counts are mapped to the
horizontal axis. Both axes show ranges that fit the data, i.e., the cost range
of all solutions fits the vertical axis and the bin count of the largest bin is the
maximal value on the horizontal axis.
Thus, every bin is assigned a horizontal bar. The position and height along
the vertical axis are determined by the cost interval that the bin covers. The
width is defined by the number of solutions within the bin.
A grid is plotted in the background to guide visual measurement of bin
sizes in both directions. The tick labels on the axes are generated using a
heuristic according to Talbot et al. [128]. This produces easily understandable
and well placed tick labels. Furthermore, zooming and panning is provided in
the visualization in both dimensions to allow the user to access a more detailed
view on demand.
Every class is assigned a specific color, and thus, the single stacking
layers of the plotted histogram are visually associated with classes of per-
mutations. In our application, we selected some of the color schemes from
www.colorbrewer.org [53] and allow the user to pick one that is most appropriate
for the specific kind of classification.
5.2.7 Comparative Visualization
SPP-Vis displays multiple histograms side by side (see Figure 5.1), facilitating
the comparison of different cost distributions or different classifications. Thus,
it supports solving the tasks involving comparison of problems or algorithms.
The plots containing the histograms can be synchronized in different ways
depending on the analysis task at hand. Therefore, the visible ranges on the




Figure 5.5: Normalization of his-
tograms for side by side comparison.
In (a) and (c) the cost ranges (verti-
cal axis) are normalized for compari-
son of the cost distribution structure.
In (b) the cost ranges are synchro-
nized for cost comparison between
problem instances. Also, in (a) and
(b) the horizontal axes are normalized
for qualitative comparison, whereas
in (c) they are synchronized for quan-
titative comparison.
Given two histograms with cost ranges I1 = [l1, u1] and I2 = [l2, u2] and
maximal bin sizes c1 and c2. In the default case, the plots are fully normalized
and the visible ranges of the axes in the two plots exactly fit the respective data
(see Figure 5.5a). Thus, the plots show a visible area of [l1, u1] × [0, c1] and
[l2, u2]× [0, c2] respectively. This allows a comparison of the global structure
or shape of the cost distribution between the histograms.
Synchronizing the vertical axes of both plots, a common data range
[min {l1, l2},max {u1, u2}]
is shown. This allows the comparison of the change in cost between multiple
problem instances (see Figure 5.5b).
Synchronizing the horizontal axes to the interval [0,max {c1, c2}], the same
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horizontal length implies the same bin size (see Figure 5.5c). This supports
quantitative visual comparison of bins.
Optionally, a mapping between selected solutions of two problem instances
can be provided by the user. We represent the mapping by displaying one
spline for each pair of solutions, which connects the plots of the problems (see
Figure 5.1 for an example). This allows us to easily track where significant
solutions of one problem end up in the other problem instance. The end
points of each spline are positioned vertically to match the cost value of the
corresponding solution of the respective problem according to the cost axis
of the respective plot. The use of splines allows the connections to extend
horizontally from the plots before curving towards the opposing plot, which
facilitates visual association with the cost values.
A clutter reduction technique is applied to reduce the visual load and
increase drawing speeds, as n! matches would have to be drawn for small
problem instances and spline drawing is computationally expensive. According
to the taxonomy of Ellis et al. [25], we use a combination of sampling and change
of opacity. Sampling enables scalability while keeping spatial information. At
the same time, discrimination of single lines and illustration of overlap densities
is accomplished by varying the transparency. The sampling method is a screen-
space algorithm and omits matches whose end points only deviate from the
neighboring matches by one pixel. Opacity of a match is lowered with the
distance to neighboring matches, thus stressing the borders of groups of matches
with similar routes.
In case of small problems, we provide a default mapping that associates iden-
tical permutations between problems. We expect that identical permutations
in both problems have roughly the same meaning. This assumption is justified
when researching how a problem instance changes when small perturbations are
applied. For larger problems, such a mapping between equivalent permutations
has to be provided by the expert.
5.3 Design Alternatives
In the presence of a neighborhood relation, the solution space can be understood
as a graph. Node link diagrams are not applicable, because the graph is very
dense (n! nodes with n2 · n! edges) and visual clutter makes the visualization
unreadable. Adjacency matrices can be used to reveal the symmetries of
the neighborhood relation, but do not provide insight into the cost values of
the nodes, which is the focus of the expert’s analysis. In the absence of a
neighborhood relation, graph drawing is not applicable at all.
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Several general tools for the visualization of highly multi-variate data exist.
Axes-based visualization approaches (see Claessen et al. [17] for an overview)
require the data to be embeddable into a multidimensional space. This is
not given in discrete optimization in general (cf. Section 4.2). For the same
reason, scatterplots are not applicable. Multidimensional scaling (MDS) [83]
can be used to project the permutations into the two-dimensional space while
preserving distances between them. It is possible to define distance measures
between permutations and for a small enough number of data points MDS
could be used to visualize the solution space. However, in such a layout the cost
values are not easily encoded in a spatial property (without using too many
dimensions), which makes a comparison between cost distributions harder.
Other projection techniques are not applicable, because they require the data
to be embedded into a multidimensional space first. Clustering (see [67]) and
aggregation are used in this work to reduce the computational complexity and
to avoid visual overload of a direct visualization.
Topological analysis methods, e.g., the barrier tree (cf. Section 2.3.2),
typically require the complete search space to be enumerated. Thus, these
techniques and visualizations based on them are only applicable to small
problem instances.
Several approaches exist for visualizing trajectories of swarm individu-
als [74,75,77]. However, the focus of our work is not on individual solutions
but on an overview of the search process within the search space.
5.4 Use Cases
We present two case studies that demonstrate the capabilities of SPP-Vis in
two areas: interactive exploration of properties of small TSP problems and
the analysis of search algorithm performance for a large TSP problem. Both
case studies are motivated by ongoing research of our collaborators Martin
Middendorf and Simon Bin who are active researchers in the area of complex
systems and swarm intelligence.
5.4.1 Investigation of Small TSP Problems
When solving large-scale TSP problems, a common technique is to reduce
problem complexity by clustering the problem. A substitute TSP problem is
defined that contains one city for each cluster. First, the substitute problem is
solved to obtain the global shape of the solution. Then, optimal routes within
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(c)
Figure 5.6: Analysis of cost distribution in TSP problems consisting of
several clusters. The permutations are classified by the number of inter-cluster-
connections they contain. Analysis of TSP problems with two clusters (a)
shows how the distance between the clusters influences the distribution. If the
distance is large enough, the histogram separates into peaks corresponding to
certain counts of inter-cluster connections. In case of three (b) or four clusters
(c) the histogram shows distinct and well-separated peaks when the clusters are
arranged regularly, i.e., when there are as few different inter-cluster-distances
as possible (left side of the images). The splines between the histograms show
how solutions from the singular peaks intermix when a cluster is moved out of
its place (right side of the images).
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each of the clusters are computed. Finally, these are combined according to
the global shape resulting in nearly optimal routes.
For fine-tuning of search algorithms that facilitate this kind of optimization,
a thorough understanding of the influence of the clusters’ shape on the problem
is needed. Therefore, we performed an exploratory analysis of problem instances
with distinct numbers of clusters.
To facilitate interactive exploration, the problem size had to be restricted
to between 10 and 12 cities. This allowed us to study problems with two to
four clusters, consisting of five down to three cities each. Guiding questions
were:
• What minimal distance is required between clusters to separate them?
• How does the relative size of clusters influence the complexity of the
problem instance?
• How does the number of clusters influence the complexity of the problem
instance?
Using SPP-Vis, the investigation was supported by a specialized editor for
TSP instances that allowed us to place and manipulate clusters (move and
resize) of cities on a map. Because of the small problem sizes, an enumeration
of the complete search space was possible.
As can be seen in Figure 5.6a, TSP problems consisting of two clusters
show characteristic peaks in the cost distribution of the solutions. We assumed
that this is due to the large cost impact of inter-cluster connections. This was
verified by classification of the permutations into groups with the same number
of inter-cluster connections, as seen in Figure 5.6. These peaks disappear when
the distance between the clusters becomes smaller than the diameter of the
larger cluster.
An unexpected cause for peaks in the cost distribution has been found
throughout the exploration. With more than two clusters are present, the
peaks become particularly clear and distinguishable when the clusters were
arranged regularly, i.e., when there are few different inter-cluster-distances (cf.
the left side of Figure 5.6 (b) and (c)). This is the case when the clusters are
positioned symmetrically, e.g., on the vertices of an equilateral triangle or on
the vertices of a tetrahedron.
5.4.2 Analysing Algorithm Performance on Large TSP Problems
The focus of our second use case is the analysis of search algorithm performance
on large TSP problems. Ongoing research of our collaborator investigates
improvements on the pheromone update mechanism of an ant colony algorithm
(ACO) for TSP problems. Part of this research is a study of the influence
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of existing heuristics and how they can be incorporated into the pheromone
update.
For the analysis, the comparison capabilities of SPP-Vis were used. As
shown in Figure 5.7, different sampling methods were used to obtain multiple
sets of permutations. These were then transformed into multiple histograms
and visualized side by side for comparison. Figure 5.8 shows a juxtaposition of
four different samplings of a test problem of size 144.
A random sampling was used to get an overview of the general distribution
of cost values in the search space. For the example TSP problems the result
was roughly normally distributed within a relatively small cost range. This is
shown in the left column of the images in Figure 5.8. To get a better picture of
the part of the search space with better costs, a second sampling method used
the output of multiple runs of a local search algorithm (see the second column
in Figure 5.8). This sampling method includes all permutations that have been
found or considered by the search process into the sampling. Because of the
way local search works, this always emphasizes permutations in the proximity
of local minima, so that details of the search space around optimal solutions are
revealed. In a similar manner, the (intermediate) results of the ACO algorithm





















Figure 5.7: Overview of the data processing for comparing several sam-
pling methods. Multiple sets of permutations are generated by sampling the
permutation problems with different methods. Then, the resulting sets of
permutations are transformed into histograms using the process detailed in Fig-
ure 5.3. The different normalizations outlined in Section 5.2.6 enable comparing
the histograms under different aspects.
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(a)
(b)
Figure 5.8: Application of SPP-Vis to the analysis of an ant colony optimiza-
tion algorithm on a large TSP problem of 144 cities (visualized at the top of
subfigure (a)). The left column shows a random sampling of permutations,
the second column shows permutations from a local search algorithm and
the right-most two columns show two variants of the ant algorithm. In (a),
the permutations are classified by the percentage of neighbors with a cost
improvement. In (b), the classes are assigned by the point in time where the
permutations were discovered throughout the search, using the same color map
from red (early) over yellow to blue (late).
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sampling as a reference, this enables the expert to assess the performance of
the algorithm.
In Figure 5.8a, the different samplings are shown with synchronized cost
axes, so that the qualities of the search processes can be compared. The
permutations are classified by the percentage of neighbor permutations with
cost improvements, showing that the problem gets more challenging (at least
for the local search algorithm) when approaching the optimum. By comparing
the third and fourth column, the positive impact of using a heuristic for TSP
problems is clearly visible.
In Figure 5.8 (b), the cost axis is normalized to allow for a better overview
of the search progress of each algorithm. The permutations are classified by
the point in time where they have been found throughout the search. Thus,
the temporal evolution of the search is revealed. The local search algorithm
advances fast towards good solutions but slows down near local optima. This
is because the percentage of improvements decreases near optimal solutions. In
contrast, the ACO progresses slowly and focuses its search on solutions within
a small range of cost values. In the absence of a heuristic, the complete ant
swarm improves and slowly advances towards a better cost range. A heuristic
that is integrated into the ACO clearly biases the ant swarm towards better
solutions but also results in a smaller range of cost values being searched.
5.4.3 Discussion
The efficacy of SPP-Vis has been investigated by a case study. In the first use
case, the characteristics of small-sized TSP consisting of multiple clusters have
been studied. The data of interest consisted of many different problem instances
that had to be analyzed. SPP-Vis was extended with a problem-specific editor
to facilitate interactive exploration of the problem instances. Thus, the effect
of distances between the clusters could be studied. The investigation revealed
an unexpected result of regularity having a substantial influence on the cost
distribution of the TSP problems.
In the second use case, the performance of an ant colony optimization
algorithm was studied. The data consisted of the logs and results of applying
multiple variations of the search algorithm to some large test instances of TSP
problems. The main task was assessing the quality of the found solutions and
observing positive or negative impacts of changes in the search process. Thus,
the positive effect of integrating a TSP-specific heuristic on the overall quality
of the search results could clearly be shown.
In both cases, SPP-Vis was useful and supported the researchers in solving
their tasks.
62 5. Sampling-based Visualization and Comparison of Search Processes
5.5 Conclusion
Algorithm designers strive to improve or design heuristic search algorithms for
solving combinatorial optimization problems. A profound understanding of
specific problem types is the basis for interpreting and comparing results of
different optimization algorithms. These experimental investigations enable the
experts to assess the advantages and disadvantages of design decisions during
the development of heuristic search algorithms, and are also the foundation for
evaluating the performance of new search strategies.
We presented SPP-Vis, a visualization tool that supports algorithm designers
in answering their questions. Understanding specific problem domains is enabled
by facilitating interactive manipulation and exploration of small and medium
problem instances. Formation and verification of hypotheses about specific
properties of the problem instances is enabled by classification of solutions
according to these properties. Different problem instances, different algorithm
results, and different classifications can be compared in side-by-side views. The
analysis of large problem instances is enabled by using sampling methods.
The capabilities of SPP-Vis have been demonstrated in two case studies
of ongoing research. Small TSP problems that consist of multiple clusters
have been investigated and the unexpected result of symmetry on the cost
distribution of the solutions of the permutation problem has been discovered.
The second use case shows the effectiveness of SPP-Vis for comparing algorithm
results. Specifically, the positive effect of applying a TSP-specific heuristic was
shown.
6 Distance-Based Visualization ofSearch Landscapes
This chapter is based on
• Sebastian Volke, Dirk Zeckzer, Gerik Scheuermann, and Martin Mid-
dendorf. “A Visual Method for Analysis and Comparison of Search
Landscapes.” In: Proceedings of the 2015 Annual Conference on Genetic
and Evolutionary Computation. ACM. 2015, pages 497–504.
• Sebastian Volke, Dirk Zeckzer, Martin Middendorf, and Gerik Scheuer-
mann. “Visualizing Topological Properties of the Search Landscape of
Combinatorial Optimization Problems.” In: Topological Methods in Data
Analysis and Visualization IV: Theory, Algorithms, and Applications.
Springer International Publishing, 2017, pages 69–85.
6.1 Motivation
Optimization is an important field of research with many applications in econ-
omy, engineering, natural sciences, and operations research. A frequent class of
problems are discrete, combinatorial optimization problems, where an optimal
solution has to be found from a finite set of solutions. Typically, the solution
space grows exponentially in the problem size. Therefore, exhaustive search by
complete enumeration is only possible for very small problem instances.
Local search algorithms [64] use search operators to construct a neighbor-
hood among the solutions of an optimization problem instance. They traverse
the emerging search landscape in order to find locally optimal solutions. The
topological complexity of the search landscape, e.g., indicated by the number
of and the distances between local minima, the average length of search paths,
or the probability of finding a good local minimum, depends on the interaction
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between the search operator and the optimization function. Optimization is
much easier in search landscapes with simpler topology. Thus, an optimization
problem can be solved by finding a search operator that induces a preferably
simple search landscape.
The analysis of search landscapes is crucial in identifying well-performing
search operators. It is an active area of research, e.g., [33,35,38,64,106,108,122].
Theoretical investigations have established a good understanding of significant
optimization problems like the TSP or the QAP. To some extent, the results
can be transferred to optimization needs from domain-specific applications.
However, every optimization problem has specific characteristics that might be
important for designing efficient customized search algorithms.
In this chapter, we present a method for analyzing search landscapes that
is based on approximating the search landscape using random samples and
steepest descent walks together with a visualization system that depicts the
search landscape based on solutions found by the sampling process. The work
is inspired by previous work about the 2-opt operator on the TSP. Stadler and
Schnabl [122] analyzed the auto-correlation function along random walks to
gain insight into the shape of the landscape. Fonlupt et al. [35] investigated the
distribution of operator distances between local minima of the search landscape
that they obtained using random walks as well as steepest descent walks. Also
the lengths of the walks are discussed.
We consider our work a generalization of these approaches in that we
extend their method by considering additional properties of the walks, and also
expand the scope of the investigation to other optimization problems and search
operators. We present a visualization system that fosters the interpretation
of the analysis results. It includes a plot of various search path properties as
well as a comprehensive display of distances between solutions. Furthermore, a
visualization of the search landscape shows the search landscape as the local
search algorithm perceives it in an intuitive map-like depiction. We apply the
method to instances of the TSP, the QAP, and the SMTTP and compare the
performance of two different search operators on these problems.
6.2 Topological Analysis of the Search Landscape
In the following, we discuss the topological analysis method of search landscapes
(cf. Section 2.3.1) that we developed to support research in the field of swarm
intelligence and optimization. The goal is to ascertain data about the search
landscape that enables multiple analysis approaches known from literature
as well as the visualizations that are discussed in the subsequent section.
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Furthermore, the method should not be specific to a certain problem definition,
problem instance, or search operator. Thus, the comparison of search landscapes
of different problem instances, different search operators, and even different
problem types should be enabled.
The basic idea is to reduce the amount of data by considering walks within
the search landscape and to analyze their properties instead of analyzing the
whole search landscape directly. Therefore, we obtain a set of initial solutions,
called samples, by generating random permutations using Knuth shuﬄes [80].
For every such sample we have the permutation itself as well as the cost value
given by the cost function of the problem instance. Additionally, we compute
the steepest descent search path, i.e., we track the sample to its associated
local minimum. For every path we compute certain characterizing measures:
• the length of the search path, i.e., the number of solutions in the path
• the cost difference between the initial solution and the local minimum
• the length of a shortest path between the initial solution and the local
minimum, i.e., the distance between these two solutions
The last measure can be easily computed by means of the distance function that
accompanies the search operator. These measures are often used for correlation
analysis of the search landscape (cf. Chapter 5 in [64]). The measures can be
associated with the samples, as there is exactly one path for every sample.
Furthermore, we derive additional sets of solutions from the search paths.
First, we have the set of found local minima, which is a subset of the local
minima within the search landscape. Note that multiple steepest descent paths
may end at the same local minimum. Therefore, the number of found local
minima is small than or equal to the number of samples. The number of
distinct local minima is an important measure of the complexity of the problem
instance (cf. Section 2.3.2).
The set of all solutions that lead to the same local minimum via steepest
descent, is called the basin of the corresponding minimum. To some extent,
information about the basins of a problem instance can be estimated from the
search paths. The size of a basin corresponds to the sum of the lengths of all
paths that lead to the corresponding local minimum. The height of the basin
can be estimated from the maximum of the cost differences among the solutions
on the paths. The “appeal” of the basin, i.e., the likelihood that a random
solution belongs to a basin, can be associated with the size of the basin or from
the number of paths that lead to the corresponding local minimum.
Beside the set of local minima, we also derive the set of all median solutions
of the generated paths. The main purpose thereof is to provide additional
data for characterizing the basins and the search paths. The number of all
intermediate solutions throughout the search is overwhelming. Instead, the
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median solutions are used as representatives of their paths to keep the total
amount of data points small. This avoids visual clutter, leads to a clear
visualization (see Section 6.3), and permits interactive exploration.
To obtain information about the connectivity and adjacency within the
search landscape, we compute the distance with respect to the search operator
between any two solutions from all three sets (i.e., the sample set and the sets
of the corresponding local minimum solutions and the corresponding median
solutions). This results in six distributions of distances: between any mimima,
any median solutions, any samples, as well as distances between samples and
their corresponding minima, medians and their corresponding minima, and
samples and their corresponding medians. This approach is inspired by Fonlupt
et al. [35] who have drawn several conclusions about the shape of the TSP
landscape from an analysis of the mutual distances between local minima.
However, they have exclusively considered distances between local minima and
also used a simpler means of visualization. We generalize their approach by
computing distances between different types of solutions, broadening the scope
of the investigation, and accompanying the analysis with a more appropriate,
well-suited visualization (see Section 6.3).
Analysis Results – In summary, we obtain a multivariate dataset consisting
of three groups of data points: the samples, the local minima, and specific
intermediate solutions on the search paths. Every data point has a permutation
and a cost value associated. For the set of samples we have the following
additional attributes:
• the associated local minimum
• the path length to the local minimum
• the cost difference to the associated local minimum
• the distance within the search landscape to the associated local minimum
The attributes of the set of local minima are:
• the number of samples that lead to the specific minimum
• the maximal known cost difference along a path that leads to the minimum
• the number of solutions on known paths to the minimum
Additionally, the distribution of distances between data points within each
group is known.
Design Alternatives – Topological methods such as the barrier tree [31] require
the set of all solutions below a certain cost threshold to be available. Therefore,
they cannot be applied to search landscapes of even medium sized problems
because of their complexity (see Appendix A). Furthermore, no branch-and-
bound techniques (as used in [50]) that would allow for an efficient reduction
of the search space are available for permutation problems in general.
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There are basically two approaches in literature for dealing with large
landscapes. The first one tries to acquire information about the search landscape
by obtaining a representative subset of the solutions, i.e., by sampling (e.g.,
Khor et al [76]). The other approach considers walks in the search landscape
and obtains information about the whole landscape from properties of these
walks [35,122]. Both approaches are combined in our method described above.
Multiple strategies are possible for sampling the search landscape. One ex-
treme is a full enumeration of all possible solutions. It reveals most information
about the search landscape but is computationally infeasible for all but very
small problem instances. Random sampling is the other extreme revealing least
information. It has been shown that much more representative samplings can
be obtained when guiding and filtering the random sampling within a Monte
Carlo method [76]. In particular, the obtained results contain near optimal
solutions and allow reasoning about the overall distribution of costs within
the landscape. However, assessing the distribution of costs is not the primary
concern of this chapter. Therefore, the application of a random sampling is
sufficient here. Knuth shuﬄes are often used to generate initial solutions for
search heuristics. In our tests, we found that Knuth shuﬄes usually generate
solutions in a small range of medium to high costs. The combination with local
search paths guarantees that local minima are included in our sampling and
major topological properties of the landscape are reflected. Our sampling leads
to long search paths which reveal more information about the basins.
Most analyses that exploit walks within the search landscape apply random
walks, e.g., Stadler and Schnabl [122]. While random walks also descend
monotonically within the search landscape—the costs of solutions on the path
are smaller than the costs of their predecessors—and they also end up in local
minima, they are ambiguous: there are many possible random walks starting
from every solution in the search landscape. As a consequence, every solution
can be associated with multiple local minima using random walks. This makes
topological notions such as basins much harder to define (e.g., [119]). On the
other hand, there is exactly one steepest descent walk for every solution in the
search space, so that each solution is associated with exactly one local minimum.
Furthermore, there is a close connection between the basins defined by steepest
descent walks and the barrier tree [31]. Therefore, we prefer steepest descent
walks here.
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6.3 Topological Visualization of the Search Landscape
The visualization of the data from the previous Section should facilitate two
important tasks:
• correlation analysis (cf. [64]), and
• analysis of the shape of the search landscape (cf. [35]).
Thus, the requirements on the visualizations are that they support these tasks
effectively and that they allow us to see the essential results of the analysis
at one glance. Since the data is multivariate, we select and configure known
visualization techniques for multivariate data visualization.
Correlation Analysis – Correlation analysis, the first task, examines the corre-
lation between different distances within the search landscape. For this, the
cost difference between solutions and their associated minima, the length of
the search paths from solutions to local minima, and the distance between
solutions and their associated minima with respect to the search operator are
compared. In particular, we are interested in whether there is a proportional
or anti-proportional correlation between any two of these three measures. We
use scatterplots (see, e.g., [45]) to visualize relationships between these vari-
ates, since they allow the observer to visually identify many different types of
correlation [52].
Shape of the Search Landscape – The analysis of the shape of the search land-
scape is more complex and requires domain-specific knowledge. Domain experts
use information like the data generated (see Section 6.2) and interpret it in the
light of their own experience and previous knowledge about the optimization
problem (cf. the procedure described by Fonlupt et al. [35] and Fleurent and
Glover [33]). First of all, the relative number of minima within the search
landscape is considered. Being a single number, it can be represented as text.
Second, the distribution of cost values among the found solutions is analyzed.
The distribution of the cost values is visualized by computing histograms for
the three groups of data points (samples, minima, and intermediate solutions)
and using stacked bar charts [156] for their presentation. This allows us to
analyze the cost distribution of each individual group of data points at the
same time as the global cost distribution.
Third, the distances between the found solutions are investigated. We use
the same approach as for the visualization of the distribution of distances. In
this case, however, we have six different distributions, resulting in six bar charts
that are stacked above each other: the three distributions of distances within
each group and the three distributions of distances between any two of these
groups. This allows investigating the distance distribution between pairs of
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groups in the context of the intra-group distances.
For both histogram visualizations coloring is used for distinguishing between
the different groups of data points. For this, all data points of one group are
assigned the same color. The colors of the groups are determined using a
qualitative color scheme from color brewer [53]. This ensures that the groups
are easily distinguishable. In the case of the distance distribution additional
colors are assigned for the distances between different groups.
A topological visualization is proposed that supports the investigation of
the shape of the search landscape. Therefore, we exploit the fact that the
distances between the solutions carry topological information. We use them to
reconstruct a depiction of the search landscape that preserves the topological
properties as much as possible. In particular, we map the solutions onto the
2D plane such that the Euclidean distances between the points in the plane
approximate the distances within the search landscape. The visualization then
allows us to differentiate, e.g., between crater-like landscapes and landscapes
that resemble large plains with many small cavities.
The mapping is done using a metric Multidimensional Scaling [19] technique.
In this case, we rely on a variant of the Shepard-Kruskal algorithm which
simulates a spring force model. All data points are placed at random initial
positions in the 2D plane. Every data point exerts a force on every other
data point. Let dij be the distance between i and j in the search landscape
(according to the search operator), and be xi the position of i in the plane.
Then, the force on i is




‖ xj − xi ‖ · (dij− ‖ xj − xi ‖)
In this case, we use α = 1/#points. In every iteration, the force on every data
point is computed and the data points are moved accordingly (x′i = xi + F (i)).
This is repeated until an equilibrium or a maximal number of iterations is
reached.
Design Alternatives – Multiple visualization techniques have been proposed to
facilitate the detection of correlations. Harrison et al. [52] investigate many
different such techniques and evaluate their effectiveness for this task. The
study shows that scatterplots are the most effective technique, even superior to
parallel coordinates, when different types of correlation can be present within
the data.
The cost and distance distributions are multimodal and thus cannot be
captured in individual statistical quantities. This excludes box plots [132] that
show only the latter. Histograms in stacked bar charts, on the other hand, allow
for a more fine-grained visualization and depict the shape of the distribution.
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Multiple techniques are available for the task of projecting the data points
onto the 2D plane while preserving their relative distances as much as possible.
Principal Components Analysis [70] would require a spatial embedding of the
original high-dimensional dataset. Because we are not aware of any useful spatial
embedding of the set of permutations, we cannot apply PCA here. Projection
techniques have been proposed that facilitate eigenvalue decomposition of the
distance matrix, e.g., by McCandlish [89]. The main problem in this case is
the scalability of these techniques [126]. Self-Organizing Maps [81] could be
used; however, they require setting several parameters and the interpretation
of the final layout is not straight-forward.
Another projection approach is implemented in the visualization system
“Viz” by Halim et al. [48] that facilitates the analysis of local search behavior.
They create a search landscape representation by means of a 2D embedding of
important landmarks from searches in the landscape, based on the Hamming
distance function between the landmarks. The landmarks then guide the
embedding of search trajectories in the depiction. The focus of the system is
the analysis of search algorithms, not the search landscape itself. Furthermore,
the fixed distance function introduces a gap between the perceived search
space and the actual behavior of the search strategy. In contrast, we use
distance functions that match the search operator in order to visualize the
search landscape as seen by the search strategy.
Clustering techniques are not adequate for the problem presented in this
Figure 6.1: Distribution of the distances within the set of permutations of
length 9. This distribution is unbiased, as it encompasses all possible permuta-
tions of the given length, and can be used to evaluate distance distributions
between sampled solutions by comparing against it. The bond distance is
shown on the left side and the interchange distance on the right side. Both
distance metrics lead to a similar distribution with most pairs of permutations
having a very large distance (almost the maximal distance) and few such pairs
having a distance of less than half of the maximal distance. Figuratively, we
have an anti-gravity ball: a clump that gets less dense towards the center. This
distribution is the reason why both clustering of the solutions and projection
of the solutions into low-dimensional spaces are difficult.
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chapter. First of all, in our case, the points are already assigned to different
categories: sample points, minima, and path medians. Furthermore, as can
be seen from the histograms, a distance-based clustering will not adequately
reflect the structure of the data (cf. Figure 6.1).
Using the proposed layout algorithm offers multiple advantages: data points
with small distances to each other are clustered visually, the relative placement
of different groups of data points represents their actual distances (thus the
relation between distinct clusters is kept), and data points that can not be
clustered do not break the layout, but are presented as outliers.
6.4 Case Studies
As a case study, we analyzed search landscapes that arise by applying the 2-opt
operator and the interchange operator to instances of the TSP, the QAP and
the SMTTP. The results of the analysis, both analytically and visually, are
presented in the following.
6.4.1 Search Landscapes of the TSP
The TSP (cf. Section 2.1.3) is a classical benchmark problem for which well-
established results are available [35,122]. Thus, it can be used as a ground
truth to confirm that the presented method is both effective and yields reliable
results.
Fonlupt et al. [35] concluded from their analysis of the TSP landscape using
the 2-opt operator that it there is a “massif central” around the global optima.
This is in accordance with the previous findings by Stadler and Schnabl [122].
Analyzing the search landscapes of the 2-opt operator on all instances of the
TSPlib [113] up to a problem size 1048 using our method confirmed these
results. Figure 6.2 shows the result for three example problems of different
sizes. Similar images have been obtained for all other test instances.
In all problem instances, we found mutual distances between the minima of
1/3 to 1/2 of the problem size. This can easily be seen from the histograms
in Figure 6.2 (note the green distribution). Given the definition of the bond
distance (cf. Section 2.3.2), this means that each two local minima have 12 to
2
3
of their inter-city connections in common. This conformance is unexpectedly
high. Furthermore, we can see that the distances between the random samples
(orange) are almost maximal and that there is also a large distance between the
samples and the local minima (dark blue). These results are in accordance with
Fonlupt’s findings and suggest the same interpretation of a “massif central”.
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Figure 6.2: 2-opt search landscapes for three TSP instances from the TSPlib.
The number in the problem names indicates the problem size. Notably, the
distances between the local minima are very small. Also, the minima are well
separated from both the samples and even the intermediate solutions, in the
distance histograms. This results in the crater-like layout of the search landscape
(top pictures), showing the cluster of local minima with close proximity. The
scatterplots in the bottom row show no correlation between path lengths and
cost differences.
The force-directed layout (top row in Figure 6.2) shows these findings in a
very intuitive way: the local minima are clustered in the center of the depiction
(green). The intermediate solutions (bluish) are located on a ring around the
local minima and the random samples (orange) with their large distance to
all other solutions are located on the outer ring around the local minima and
the intermediate solutions. This suggests a crater-like structure and thus is an
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Figure 6.3: Analysis of the complexity of TSP problems with increasing size.
The total number of distinct local minima found by 3000 search paths for
various problem sizes is shown. For distance distributions and search landscape
layouts of chosen examples from these problems see Figure 6.4.
appropriate visualization of the common understanding of the TSP landscape
among domain experts.
Fonlupt et al. [35] found no correlation between the cost value of both
the initial solutions and the local minimum, and the length of related local
search paths. This can also be seen from the scatterplot in the bottom row
of Figure 6.2. From the scatterplot we can also estimate the average path
length, which is slightly smaller than the diameter of the search landscape.
This indicates that 2-opt converges relatively straight to local minima.
While evaluating these results, we also noticed a difference between small
problem instances and larger ones. Small problem instances (up to a size of 12
to 15 cities) are sometimes used to test search algorithms because they are fully
enumerable and easy to reason about. This has been criticized because small
and large problem instances might have severely different characteristics so that
investigations based on small test instances can be misleading (cf. Section 5.1
in [111]). We found a clearly visible shift in the search landscapes of TSP
instances somewhere between 20 and 50 cities. Figure 6.3 and Figure 6.4 show
the results from analyzing randomly generated TSP instances of increasing size
using the 2-opt operator. We found that for small problem sizes (up to 20 cities)
there is a very small number of local minima. However, somewhere between 20
and 50 cities, the number of local minima increases until almost every search
path reaches a different local minimum (cf. Figure 6.3). Another effect is visible
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Figure 6.4: Randomly generated TSP problems with increasing size, analyzed
using 3000 2-opt search paths. The top row shows the distance distributions in
the search landscape. Distances between local minima are clearly separated in
the bar chart from distances between samples when the problem size increases
(see also Figure 6.2). Distances between local minima are not visible in the
left histogram (problem size 12), because the number of minima is orders of
magnitude less than the number of random samples. The bottom images show
the layout of the search landscape for various problem sizes. From around 25
cities upwards, a separation between minima and samples becomes visually
apparent in the layout.
in the distribution of the distances (cf. Figure 6.4). In problems of size 25 and
above the distances between the local minima are clearly separated from the
distances between the samples within the bar chart. That means that the local
minima are located closer to each other than to the random samples. This is
also clearly visible in the layouts of the search landscapes in Figure 6.4. For the
small problem of size 12, local minima and random samples are intermingled,
which results in typically very short search paths. While the layout of the
25-city problem already shows an accumulation of local minima in the center
of the layout, the minima are still mixed with the random samples. For the
larger problem of size 30, a clear separation between local minima and random
samples is shown indicating that the distance between random starting points
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Figure 6.5: Juxtaposition of the layouts and the distance distributions of the
search landscape of the Bier127 problem for the 2-opt operator (top row) and
the interchange operator (bottom row). On the right, the distribution of path
lengths is shown. The search landscape from the interchange operator reveals
much less structure, which hints at the interchange operator performing worse
on the TSP.
and local minima increases making it less likely to coincidentally hit upon
a local minimum. From these observations we conclude that TSP problems
indeed change their complexity and become harder when exceeding a size of
about 50 cities.
Furthermore, we compared the search landscapes of different search opera-
tors. In particular, we applied the interchange operator to the TSP problem.
From previous research it is already known that steepest descent using the 2-opt
operator is more efficient than using the interchange operator for TSP [85,122].
Figure 6.5 shows a juxtaposition of both search landscapes of the Bier127 prob-
lem from the TSPlib. This is only one example, but we also found the same
behavior in the other instances from the TSPlib. When using the interchange
operator, the search paths are longer on average (as can be seen from the
histograms on the right column of Figure 6.5) and the found local minima are
not located near each other. Instead, there are almost maximal distances both
between the samples and between the local minima. This results in a much
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Figure 6.6: Search landscapes for the bur26h instance (problem size 26) from
the QAPlib for the 2-opt operator and the interchange operator. The search
landscape layout is shown in the top row. Minima are shown in green, medians
in light blue and the samples (initial solutions) in orange. In the middle row,
the distribution of the distances is shown. Colors correspond to the top row.
At the bottom, histograms of the search path length distributions are shown.
different landscape layout, revealing almost no structure. Our intuition is that
the missing structure makes TSP harder when using the interchange operator.
A potential reason for this is the interaction between the search operator and
the cost function: the interchange operator changes four inter city connections
in the route while 2-opt only changes two and thus potentially causes smaller
changes in the route length.
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Figure 6.7: Search landscapes for the lipa90a instance (problem size 90) from
the QAPlib for the 2-opt operator and the interchange operator. The search
landscape layout is shown in the top row. Minima are shown in green, medians
in light blue and the samples (initial solutions) in orange. In the middle row,
the distribution of the distances is shown. Colors correspond to the top row.
At the bottom, histograms of the search path length distributions are shown.
6.4.2 Search Landscapes of the QAP
For an analysis of the QAP (cf. Section 2.1.3) we applied our method to all
instances of the QAPlib [14]. Results for two instances are shown in Figures 6.6
and 6.7 as an example. In contrast to the TSP, we typically did not find
the characteristic crater-like structure in the QAP. Usually, as can be seen
in the search landscape layouts in Figures 6.6 and 6.7, top rows, the local
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minima (green) are scattered throughout the landscape. Distances between
solutions of the same group are nearly maximal almost without exception.
For some instances the local minima are close to the samples, less than half
of the diameter of the search landscape (first, third, and fourth columns of
Figures 6.6 and 6.7). The lengths of the search paths are short compared to the
distances between different minima and the diameter of the search landscape.
This indicates that algorithms are prone to get stuck in local minima that are
close to the sample points.
In many problem instances, e.g., the lipa90a instance (see Figure 6.7),
there is no visual difference between the search landscapes of both operators.
However, the interchange operator produces longer search paths (cf. path
length histograms in the bottom rows of Figures 6.6 and 6.7). Interestingly, in
some instances a subset of the found local minima (green) is grouped together
when using the interchange operator (cf. Figure 6.6), whereas others remain
scattered throughout the landscape. This can also be seen by the two peaks in
the distribution of distances between local minima in the histogram. Such a
grouping of local minima does not exist for the 2-opt operator in any of the
instances of the QAPlib. From this we conclude that the interchange operator
seems to fit the QAP better than the 2-opt operator. However, even for the
interchange operator there is no clear indication of a “massif central” or a
funnel. This indicates that the QAP is a harder problem than the TSP.
6.4.3 SMTTP
For the analysis of the SMTTP (cf. Section 2.1.3), we generated various test
instances of size 100. Both the job lengths and the due dates were determined
randomly. The processing times were chosen randomly between 1 and 100.
In the following, T denotes the sum of all processing times, i.e., the total
processing time of the schedule. The due dates were generated according to
two parameters r (range length) and d˜ (mean due date). At this, the due dates
were chosen uniformly from the interval
[
T · (d˜− r2), T · (d˜+ r2)
]
∩ [0, T ]. The
larger d˜ is the earlier the due dates are, so that the total tardiness increases.
Figure 6.8 shows the search landscapes of the 2-opt operator and the
interchange operator for four selected instances. We found that the due date
parameter d˜ has a strong influence on the characteristics of the search landscape.
If the mean due date is low, almost no structure is visible (top row). As can
be seen in the bottom row of Figure 6.8, this changes when the mean due
date increases. Then, a clear separation between local minima (green) and
initial solutions (orange) can be seen, forming a crater-like structure similar to
the TSP with 2-opt (cf. Figure 6.2). This structure is already visible in the
6.4 Case Studies 79






Figure 6.8: Randomly generated instances of the SMTTP with size 100. r
is the relative length of the due dates interval and d˜ is the mean due date.
The layouts of the search landscapes of the 2-opt operator and the interchange
operator are shown. Local minima are shown in green, medians in light blue
and the samples (initial solutions) in orange.
search landscapes of the interchange operator at smaller due date values than
in the landscapes of the 2-opt operator. The range length appears to have an
influence on the sharpness of the crater. Larger distances within the crater are
possible when the range length is small.
The results indicate that the difficulty of the SMTTP depends on the
mean due date. The later the mean due date, the higher the tardiness and
the more crater-like the landscape. This is an indicator that the problem
instance is easier to solve. A reason for this may be the asymmetry in the
cost function of the SMTTP, because of the cut-off of negative tardiness. The
higher the overall tardiness is, the smaller the overall cut-off. Thus, changes in
the schedule are reflected to a greater extent by changes in the cost function.
When the cut-off is high, almost no feedback is provided as to whether changes
to the schedule are beneficial. Also—in contrast to the TSP—the crater-like
structure is more pronounced for the interchange operator compared to the
2-opt operator, especially for small mean due dates d˜ and small ranges r. This
indicates that for SMTTP, search algorithms based on the interchange operator
might produce better results than those based on the 2-opt operator.
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6.5 Conclusion
We introduced a visualization system for the analysis of search landscapes of
discrete optimization problems. It uses steepest descent paths from random
solutions to reveal topological properties of the search landscape. The method is
in accordance with and extends previous work on search landscapes [35,108,122].
The presented system involves visualization of statistical data as well as a
topological visualization, and supports the interpretation of the search landscape
by the domain expert. In particular, different topological shapes, e.g., crater-
like or moon surface-like shapes, are revealed in an intuitive manner. We
applied the method to many instances of the Traveling Salesman Problem to
reproduce and confirm previous findings. Thereby, the effectiveness of the
analysis method and the visualization were demonstrated.
We applied the method to instances of the TSP, the QAP, and the SMTTP.
Our findings confirm previous work on the TSP and common assumptions
about the relation between TSP, QAP, and SMTTP. Furthermore, we showed
the influence of two due date parameters on the difficulty of the SMTTP and
presented indications that the interchange operator is better suited for search
algorithms for QAP and SMTTP than the 2-opt operator.
Our findings suggest, that a more complete study that covers more search
operators might reveal interesting insights into these well-known problems. In
particular, a search operator that leads to crater-like structures in the QAP
landscapes would be worth finding.
7 Visualization of Search SpaceTopology and Search AlgorithmBehavior
This chapter is based on:
• Sebastian Volke, Martin Middendorf, Mario Hlawitschka, Jens Kasten,
Dirk Zeckzer, and Gerik Scheuermann. “dPSO-Vis: Topology-based
Visualization of Discrete Particle Swarm Optimization.” In: Computer
Graphics Forum. Volume 32. 3. 2013, pages 351–360.
• Sebastian Volke, Simon Bin, Dirk Zeckzer, Martin Middendorf, and Gerik
Scheuermann. “Visual Analysis of Discrete Particle Swarm Optimization
using Fitness Landscapes.” In: Recent Advances in the Theory and
Application of Fitness Landscapes. Springer, 2014, pages 487–507.
7.1 Motivation
When developing search algorithms, an understanding of the algorithm behavior
is crucial. To analyze their algorithms, the swarm intelligence community
typically uses statistical measures, e.g., the quality of the best solution found,
the number of time steps until the best solution was found, the number of
constructed solutions until the best solution was found, or measures of swarm
diversity. With this, different algorithms can be compared with respect to a few
specific qualities, possibly over time. Nevertheless, it is extremely difficult to
draw conclusions about the causes of the differences. Therefore, such aspects are
often not discussed in detail in the publications within the swarm intelligence
community.
A well-designed visualization supports the domain expert in forming an
intuition about the algorithm behavior and formulating hypotheses. It would
be beneficial, to observe statistical measures not only over time, but also in
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relation to individual solutions and their position in the search space. This
allows us to consider questions as already stated in Section 4.1 that can not be
investigated using established tools:
• Which basins or local minima are found? How often are they found?
• How long do the search agents stay in different basins?
• Are the search agents widely distributed or rather concentrated?
• Does the search algorithm concentrate on “interesting” basins?
• Is the search algorithm “curious”, i.e., does it converge fast or is it more
exploratory?
In this work, we present dPSOVis, a visualization system designed for
researching these questions. Primarily, the search landscape topology based on
the barrier tree [31] is shown using the metaphor of a geographical landscape.
Additionally, temporal statistical data can be plotted directly in the landscape.
This allows us to display the process of search in relation to the search domain
as a basis for investigations of the search behavior. The depiction is easy to
read and printable, as it does not rely on animations.
We demonstrate how the method can be applied on the example of RNA
secondary structure prediction. In a case study, two Particle Swarm Opti-
mization (PSO) approaches for this optimization problem are investigated and
compared against each other. Thus, the use and efficacy of dPSO-Vis is shown.
7.2 Topological Visualization of the Search Space
We visualize the search space based on the barrier tree (cf. Section 2.3.2).
The primary goal is to provide a well-readable depiction of the search space
topology. The second goal is to enable a static overview of the spatial and
temporal behavior of search agents in the search space.
For this, we compute a one-dimensional landscape profile that has the same
barrier tree as the search space. The approach is similar to previous work by
Weber et al. [154] and Oesterling et al. [102]. Such landscapes are easy to
understand, can encode location information, and leave extra dimensions to
plot further data. Because we are interested in local minima of the optimization
problem, we do not create a hill structure (as used by Oesterling et al. [102])
but a valley structure. The resulting landscape contains a valley for every local
minimum and a number of mountain passes for every saddle.
The shape of the landscape profile reflects properties of the solutions.
Further, it associates a unique horizontal interval to each solution of the search
space in order to facilitate visualization of solution-specific data, e.g., resulting
from an analysis of search algorithm behavior. As a prerequisite, we need an
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association between solutions and edges of the barrier tree. We first describe
how the solution space can be partitioned so that the required mapping can be
obtained. Then, the generation of the landscape profile is explained briefly.
7.2.1 Partitioning: Association between Solutions and Basins
The barrier tree represents the topological structure of the optimization problem
(cf. Section 2.3.2). Each edge of the tree is associated with a minimal and a
maximal cost value. Furthermore, it represents a certain part of the solution
space that we call the basin belonging to the edge. Properties of the basin, e.g.,
size and distribution of the cost values, can be used to get further insight into
the problem structure.
The goal is to define a partition of the solution space, i.e., a bijective
association between solutions and basins. Flamm et al. [31] gave a definition
that allows us to partition the solutions below a saddle point s:
Bs = {x ∈ Cf(s)(s) | f(x) < f(s)}
Bs contains exactly one connected component for every child of s in the barrier
tree and can be associated with it. An illustration is given in Figure 7.1a: the
search space below s is separated into two basins “A” and “B”. Unfortunately,
this method is very coarse grained and does not partition the complete space.
We propose to extend Flamm’s definition in the following way. Consider a
saddle point s and let c be a child of s in the barrier tree. Furthermore, let
Bs(c) be the connected component of Bs that contains c. Then, we associate
B({s, c}) := Bs(c) \Bc with the edge {s, c} in the barrier tree and call it the
basin of {s, c}. Figure 7.1b shows B({s, c}) and how the search space can be
partitioned with this definition.
Most of the solutions can be associated with a basin using this extended
definition. More specifically, if sˆ is the highest saddle, i.e., the root node of
the barrier tree, B(sˆ) is partitioned. The remaining solutions have higher cost
values and are not of much interest. To handle them nicely and consistently,
we propose to insert a node m into the barrier tree that represents the global
maximum, and connect it to sˆ. Then, B({m, sˆ}) contains the remaining
solutions. The flooding algorithm can be easily extended to label the solutions
with the corresponding basins.
7.2.2 Generation of the Barrier Landscape
In the following, we describe how a one-dimensional landscape profile—the
Barrier Landscape—is generated that is topologically equivalent to the solution






(a) Basin definition of Flamm [31]. The space below a saddle point









(b) Recursive application of Flamm’s definition allows us to partition
the complete solution space. The basin belonging to the marked
edge is highlighted yellow.
Figure 7.1: Plot of a two-dimensional optimization problem with three local
minima. The y-coordinate correlates with the cost value f((x, y)) = y. The
barrier tree is overlaid to show how the problem and the topological structure
correspond. Each image shows a different way to partition the solution space.
space of the optimization problem. The fundamental approach is to associate a
unique horizontal interval to each solution of the search space. Then, a one-
dimensional height function that represents the landscape as a height profile is
defined by assigning every position x the cost value of the solution that belongs
to the interval containing x. The Barrier Landscape can be visualized simply
by plotting the height function.
For the mapping of horizontal intervals, we use a recursive algorithm similar
to the Tree-Map layout algorithm [68]. The approach is illustrated in Figure 7.2.
Given a barrier tree node s possibly with a parent node p and child nodes c1 to










Solutions of B({p, s})
Figure 7.2: Layout scheme of dPSO-Vis for node s. On the left, part of the
barrier tree around node s is shown. On the right, the layout is indicated. First,
the children of s are laid out recursively (if there are any). Then, the solutions
associated with the edge {p, s} are inserted into the visualization ordered by
their cost value. This creates the typical landscape shape that is ascending to
the right. Since s is a saddle, a horizontal line is added at the saddle height to
indicate which children are connected with s.
ck, and a half-open interval Is = [a, b[. Then the half-open interval is divided
into half-open sub-intervals Ic1 , . . . , Ick for the layout of the child nodes if there
are any, and I{p,s} for the layout of the barrier tree edge p, s itself, provided
a parent node exists. The sizes of the sub-intervals are proportional to the
number of solutions that will be located within them, i.e., at a ratio of |Bc1| to
. . . to |Bck | to |B({p, s})|. If a parent node exists, the slope of the landscape
part that is represented by the edge {p, s} is created in the respective assigned
sub-interval I{p,s}. For this, the sub-interval is evenly distributed among the
solutions in B({p, s}) in a way that the solutions are ordered by their respective
cost value. If child nodes exist, the algorithm is used recursively to layout them
within their respective sub-intervals.
There are two possibilities to layout the slope of the landscape: the precipice
form and the valley form (cf. Figure 7.3). The precipice form is conceptually
simpler and arises when situating the sub-interval I{p,s} for the slope of a
barrier tree edge at the right side of the interval Is and ordering the solutions
in B({p, s}) ascending by their cost values from left to right. This can be seen
in Figure 7.3c. The global minimum is located at the outermost left and the
landscape gradually raises to the right. At the beginning of every new basin,
there is a deep drop. Thus, it is very easy to locate lower and higher parts of
the landscape.
The second form is the valley form. Here the interval I{p,s} is split into two
parts, situated at the left and the right side of Is. The solutions in B({p, s})







Figure 7.3: The Barrier Landscape of an example optimization problem. (a)
and (b) show the landscape in valley form, using linear scaling of the basin sizes
in (a) and logarithmic scaling in (b). (c) shows the landscapes with logarithmic
scaling in the precipice form.
are subdivided between both parts in a way that the cost value distribution on
both sides is as similar as possible. In the left part, the solutions are ordered
descending from the left to the right and in the right part they are ordered
ascending from the left to the right. This can be seen in Figure 7.3b. Thus,
the deepest parts of the landscape are located roughly in the middle and the
highest parts are split to the left and right. This is visually more pleasing and
resembles more the common apprehension of a landscape. However, it has the
disadvantage that solutions from the same basin can be located in seemingly
unrelated parts of the Barrier Landscape.
Using the ratios of sub-intervals as presented above, we can directly compare
the magnitudes of different landscape parts because every solution is assigned
a horizontal interval of the same size. However, many optimization problems
have few solutions with optimal costs, so that a linear scaling assigns very little
screen space to the most important basins (cf. Figure 7.3a). To overcome this
problem, we can apply a logarithmic scaling instead, i.e., split the intervals at a
ratio of ln(|Bc1 |) to . . . to ln(|Bck |) to ln(|B({p, s})|). This results in a layout
with much better emphasis on the important parts (cf. Figures 7.3b and 7.3c).
In practice, the domain experts we collaborated with found the precipice
form most convenient to work with and have used it in publications, e.g., Bin
et al. [9]. From this collaboration arises a slight adaption of the visualization
of the Barrier Landscape as is hinted in Figure 7.2: The local minima are
emphasized by plotting a triangle around them. The vertical lines when the
landscape drops into the neighboring basin right next to a saddle are omitted
as they distract by connecting topologically unrelated solutions. Instead, a
dotted horizontal line is drawn that represents the saddle and links the top
parts of the basins connected at the saddle. Throughout this work, however,
we use the valley form for aesthetic reasons and to emphasize the use of the
landscape metaphor.
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7.2.3 Design Alternatives
The barrier tree can alternatively be presented using a node-link diagram.
This has already been shown by Hallam et al. [49,50]. They proposed an
animation of the search entities, e.g., particles, directly within a planar layout
of the barrier tree. The method does not provide an overview of the search
history, which would be desirable for a visualization of discrete search. For
larger problem sizes or more involved trees the layout becomes too complex
so that the method is not applicable in these cases. A sophisticated layout
algorithm was introduced by Heine et al. [55], who also showed how to visualize
the topological changes that occur in the barrier tree when the space or the
function evolves. There are relevant visualizations from the field of scientific
visualization as well, because the topological analysis of scalar fields leads to a
similar structure, the contour tree [15]. Most notably, branch decompositions of
the contour tree have been used to show additional information related to parts
of the contour tree, e.g., transfer functions used for volume rendering [153].
Using the tree edges to visualize data has the disadvantage that there is
only one dimension to represent either the spatial distribution or the temporal
evolution of the search agents. Thus, animations are required when both should
be shown in the same image. Adjacency matrices would have the same problem
and in addition are substantially harder to read.
7.3 Visualization of the Search Behavior
The visualization of the search behavior supports answering the questions of
the algorithm designers as outlined in Section 7.1. The visualization is designed
specifically with PSO algorithms (cf. Section 2.2.3) in mind. However, it
can in principle be used for any optimization algorithm where a swarm of
individuals (or even only a single individual) searches on a discrete search space.
The method is particularly useful when the neighborhood relation reflects the
possible or likely movement steps of the individuals.
The original dataset obtained from observing the search algorithms is
centered on the individual search agents. For the visualization, we first change
the point of view from the search agents to the solutions of the search space by
considering the event that a specific solution is visited by a search agent. For
each solution, these events can be counted and aggregated into time series. We
compute the following four measures or time series:
Covering: Has this solution been visited by a search agent at all during the
entire run of the search algorithm?
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Accumulated visitor count: How often has this solution been visited until
a given point in time?
Current visitor count: How many search agents are located at this solution
right at a given point in time?
Last visitor age: How many time steps ago has this solution last been visited
by a search agent at a given point in time?
This data can be obtained while the search algorithm runs or afterwards by
considering the search agent positions of each time step. The first and the third
measure can be acquired by counting the search agents at each solution. For
the second and the fourth measure, the measured value of the previous time
step is needed in addition. Note that it is also possible to compute intermediate
measures from a still processing search algorithm, even within a sliding time
frame.
As described in Section 7.2.2, the Barrier Landscape assigns a horizontal
interval to each solution. Accordingly, the horizontal axis can be used to encode
the location of search agents in the search space. Most of the solutions will have
a very small width, so textual or graphical representations cannot be used to
encode the statistical measures. Instead, we use color to depict the information.
The vertical axis is reused as time axis. As a result, the background behind
the landscape profile is segmented into a solution-time-grid. The grid cells are
colored according to the measure value for the respective solution and time
step. An overview of the whole process is shown in Figure 7.4.
In general, the measures take non-negative values but are not bounded. In
order to do an appropriate color-mapping, they have to be normalized to the
unit interval. We propose to use the transfer function w(x) = 1 − 100−(x/xˆ)
here, where xˆ is the user-defined, supposed maximum value of the measure.
This function stresses differences of lower values, while higher values are less
distinctive. The medium is reached at 15% of the supposed maximum value
and xˆ is assigned 0.99. This is sensible, because the algorithm designer is more
interested in observing low visitor ages or solutions with few visitors.
measure color mapping xˆ aggregation
method
covering brightness 1 average
accumulated visitor count brightness #agents sum
current visitor count brightness 0.1·#agents sum
last visitor age hue #time steps minimum
Table 7.1: Depending on the measure, different color mappings, supposed
maximal values, and aggregation methods should be used.
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Figure 7.4: From the search agent simulation statistical data is collected,
resulting in a time-series of different statistical measures for every solution of
the search space. From the search space topology the Barrier Landscape is
computed (cf. Section 7.2.2). Thus, every solution is associated with a vertical
slice of the screen space. Reusing the vertical axis as time-axis, the time-series
for every solution is plotted whereby the measured values are color-coded.
90 7. Visualization of Search Space Topology and Search Algorithm Behavior
Throughout this work, two different color mappings have been used that
vary the hue or the brightness, respectively. In some cases, e.g., the accumulated
visitor count, where the actual value is of interest, we chose a fixed base color
and varied the brightness depending on the measured value. This leverages
the ability of the human visual system to compare the brightness of different
areas [152]. Other measures have a more qualitative nature. For example,
the last visitor age discerns young and old. In that case, the ability of the
human eye to distinguish colors is more beneficial. Therefore, we encoded
categories with colors and faded between them depending on the measured
value. Table 7.1 lists the different measures with the default xˆ value and the
color mapping used.
Because the number of solutions is usually very large, multiple solutions
and possibly multiple time steps are mapped to the same pixel (cf. Figure 7.5).
In our implementation, we associated a solution-time-grid cell with a pixel, if
it occupies at least half of the pixel or at least half of it is located within the
pixel. The measure values of all grid cells within a pixel need to be combined
to obtain the measure value for the pixel. There are multiple ways to combine
the data values: sum, average, minimum, etc. The appropriate aggregation
method depends on the meaning of the measure. In case of the visitor age, the
minimum would be appropriate. In case of the visitor count, the sum is more
suitable instead. Again, Table 7.1 lists sensible defaults.
1 2 3 4
t
t+1
Figure 7.5: Multiple solutions (1, 2, and 3) and multiple time-steps are
located within the same pixel (dashed square). The colors of the corresponding
grid cells need to be aggregated to determine the color of the pixel.
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7.3.1 Design Alternatives
The most common method to visualize search is fitness-iterations plotting.
Another simple method uses parallel coordinate plots to show parameter values
and a quality measure next to each other. For an overview on such simple
methods see [74]. In this work, the main goal is to relate the search agent
behavior to the search landscape, which requires a more sophisticated approach.
Other visualizations mainly plot trajectories as outlined in Section 3.4.2.
This usually requires an embedding of the search landscape into Euclidean
space which is not possible for discrete optimization domains in general. In
this work, we use the topology of the search space instead.
Hallam et al. [49,50] previously showed the use of the barrier tree for
visualizing search processes. However, their approach requires animation, which
prevents the visualizations being printable for publication. In this work, we
leverage the design of the Barrier Landscape to show the temporal process of
the search in the search landscape within a static visualization.
7.4 Case Studies
In the following, we present several case studies that demonstrate how dPSO-
Vis can be applied. For this, we use SetPSO [96] and HelixPSO [39] on RNA
secondary structure prediction problems (cf. Section 2.1.2). First, we show how
search landscapes can be defined in practice on the example of two discrete
PSO algorithms. Problems that arise in that context are discussed. Next, we
use dPSO-Vis to conduct parameter studies of both algorithms. Finally, we
illustrate on the same example how different algorithms can be compared to
each other with dPSO-Vis.
7.4.1 Search Landscapes of Discrete PSO Algorithms
Discrete PSO algorithms use search agents—so-called particles—with a local
memory and state that move around in the search space. Thereby, algorithm-
specific well-defined elementary operations are used to manipulate the particles’
positions. The set of possible positions is the set of solutions of the underlying
optimization problem. The cost values of the solutions are also defined by the
optimization problem.
Both the set of solutions and the cost values are equal for all particles and
do not change over time. However, the possible transitions that each particle
can use to move between solutions depend both on its current position and
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its current memory, and are therefore time-dependent. Consequently, each
particle sees a different dynamic search landscape. Still, these individual search
landscapes are interdependent because of the connection between the particles
in the swarm. The complexity of this is beyond the scope of this chapter and
needs further research. For this case study, we ignore the differences between
particles and assume one global, non-dynamic search landscape.
When constructing the neighborhood relation of this global search landscape,
a natural idea is to use the possible transitions between solutions to define a
suitable neighborhood relation. I.e., two solutions are neighbored if a particle
with a fitting memory state can move from one solution to the other. The
basic move operations are often multi-step procedures and contain a random
component. In principle, every solution can be reached by a particle from every
other solution within one transition. This directly results in a trivial topology
with only one local minimum. However, such a trivial topology is not desirable,
and in order to characterize the optimization problem and the behavior of the
algorithm, the neighborhood needs to be thinned out. Only the significant—or
most probable—transitions should be represented in the neighborhood relation.
The specific approach has to be determined depending on the considered search
algorithm.
In the following, we demonstrate possible definitions of neighborhood rela-
tions for SetPSO and HelixPSO. Both approaches are preliminary and should
be subject to future research.
SetPSO Search Landscape
SetPSO operates on RNA helices (cf. Section 2.1.2). The particle positions
are admissible combinations of helices (not necessarily maximal combinations).
During every particle movement, a number of helices is opened, i.e., removed
from the current particle position, and a number of helices is closed, i.e., added
to the current particle position, provided the resulting combination is still
admissible.
A SetPSO particle can in principle open all helices at once and close an
arbitrary set of new helices. Even though such an incident has a very small
probability, it is possible. To thin out the possible transitions in order to define
a suitable neighborhood relation we restrict transitions to a single elementary
operation. Specifically, we consider the removal, addition, or exchange of exactly
one helix in the solution. Thus, it is required for the neighborhood relation that
two adjacent solutions differ by only one element. Since such transitions are very
likely to happen, the neighborhood graph shows the most important transitions
without becoming too cluttered. Properties of the resulting landscapes for
RNA sequences that we used in the case studies can be found in Table 7.2.
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Name SetPSO HelixPSO#H |S| |N | |S| |N |
Bacillus anthracis str. 35 1 162 15 851 407 75 581
Toxoplasma gondii 39 1 828 28 015 653 184 888
Aeropyrum pernix 60 7 876 146 279 1 786 1 432 126
Escherichia coli 98 N/A N/A 141 326 6 238 272 378
Table 7.2: RNA molecules from different species with their number of helices
#H and sizes of the corresponding search landscapes for SetPSO and HelixPSO.
S: set of solutions, N : neighborhood relation, i.e., |N | is the number of edges
in the neighborhood graph.
HelixPSO Search Landscape
HelixPSO operates on RNA helices (cf. Section 2.1.2), but it is a special case,
because its internal representation of solutions differs fundamentally from the
external representation that it produces. The (external) set of solutions is
the set of maximal admissible combinations of helices. Internally, HelixPSO
represents particle positions with permutations of the helices (cf. Section 2.2.3).
Sets of helices are then created by selecting still admissible helices greedily in
the order in which they appear in the permutation.
The set of solutions and the possible internal representations differ funda-
mentally in magnitude: while the number of maximal admissible sets of helices
is strictly smaller than 2N (N being the number of helices), the number of
permutations of helices is N !. This implies that the internal state of HelixPSO
imposes a high degree of symmetry on top of the set of solutions. The number
of permutations becomes unmanageable even for small RNA molecules with
few helices (cf. Appendix A), but the admissible sets of helices are usually
still enumerable. Thus, we use the latter for defining the HelixPSO Search
Landscape. As a positive side effect, we avoid the introduction of artificial sym-
metries into the search landscape that only mirror the internal representation
of solutions in HelixPSO.
HelixPSO moves around in the search landscape by performing interchange
operations (cf. Section 2.2.2) on the permutations of its internal state. In
extreme cases, one such interchange operation can completely alter the resulting
solution, especially if the first position of the permutation is exchanged. This
makes it hard to characterize probable transitions in the solution space. As
a first step, we consider a move probable in the permutation space if it can
be accomplished by a single interchange operation. Then, two RNA configu-
rations are neighbored if there are permutations corresponding to each RNA
configuration respectively that can be transformed into each other with a single
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interchange operation. The difficulty here is the infeasibility of generating
and testing all possible permutation representations for each pair of RNA
configurations. However, this test can also be accomplished with a connected
component test as follows:
Consider two RNA configurations s1 = {h11, . . . , hm1 } and s2 = {h12, . . . , hn2},
consisting of m and n helices, respectively. Now, we construct the graph
G = (s14s2, E) that contains as its vertex set all helices from s1 and s2 that
are not contained in both configurations. The edge set is constructed from the
conflict relation between the helices by including one undirected edge for each
pair of helices that can not co-occur in one RNA molecule. Note that this graph
is bipartite, because helices from s1 can only be in conflict with helices from
s2 and vice versa. The helices in each connected component of G can shadow
each other in the resulting RNA configuration according to their position in
the permutation. By exchanging two helices in the permutation, the active
helices of one such connected component can be influenced in that a previously
inactive helix is given priority over previously active helices. Since there are no
conflicts between helices from different connected components of G, a change in
one connected component does not influence the other connected components.
Only one connected component can be changed by one elementary operation.
In summary, two solutions are neighbored if their mutual conflict graph
consists of only one connected component. This can be tested efficiently and is
used in this work to construct the neighborhood relation of the search landscape.
Properties of the resulting landscapes for RNA sequences that we used in the
case studies can be found in Table 7.2. Clearly, other neighborhood definitions
are possible that might lead to a more sparse or a more dense neighborhood
relation, but we leave this as a subject for further research.
7.4.2 Analysis of Variants of SetPSO
The visualization tool dPSO-Vis is very useful when investigating the influence
of different parameters on the optimization behavior of an algorithm. Finding
the best parameter values is a fundamental problem of meta-heuristic algorithms
and typically requires much testing effort. A visualization can help to reduce the
necessary test effort because it assists in understanding why certain parameter
value combinations are good whereas others are not.
In Figure 7.6, the influence of the probabilities PI and PC on SetPSO (cf.
Section 2.2.3), i.e., the probability to add a helix to the open set and the
probability to add a helix to the closing set, respectively, are visualized for the
Aeropyrum RNA.
In Figures 7.6e and 7.6g, the influence of parameter PI can be seen. Both
subfigures show the current visitor count. For a very small value of PI = 0.05,
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(a) PI = 0.40, PC = 0.05 (b) PI = 0.40, PC = 0.05
(c) PI = 0.40, PC = 0.50 (d) PI = 0.40, PC = 0.50
(e) PI = 0.40, PC = 0.75 (f) PI = 0.40, PC = 0.75
(g) PI = 0.05, PC = 0.75
Figure 7.6: SetPSO with varying entropy weight and closing probability
(Aeropyrum RNA). In the left column the current visitor count is shown and
in the right column the covering.
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the swarm cannot find the RNA configurations with a low energy and does not
converge in the first 100 iterations. For a higher value of PI = 0.4 the swarm
concentrates the search around the RNA configuration with minimum energy.
This confirms the findings of Neethling et al. [95] that the algorithm performs
poorly with small PI . A certain entropy is necessary for good results.
The influence of parameter PC on SetPSO is shown in Figures 7.6a to 7.6f.
The left column shows the current visitor count and the right column shows
the covering. In accordance with Neethling’s results, the covering depictions
show that the value of PC does not have much influence on whether the global
optimum is found or not. However, that does not mean that PC has no influence
at all, as can be seen in the visitor count images. For a very small value of
PC = 0.05, the swarm does not concentrate around the minimum. The covering
measure in Figure 7.6b shows that the areas around local minima are often
slightly better covered than other areas. But around the global minimum, there
is no particularly strong concentration of visits. This is different for higher
values of PC = 0.4, where Figures 7.6c and 7.6d clearly show a concentration
of the search around the global minimum and a convergence of the swarm.
Next, we investigate differences between variants of SetPSO that vary in
the way in which particles in the swarm share common knowledge. In general,
the current best solution known to the swarm is available to every particle.
However, it is not specified whether the global knowledge is a memory, i.e., the
best solution ever discovered is known, or no memory, i.e., only the best among
all currently occupied solutions is considered. Clearly, this difference in the
global knowledge influences the search behavior.
Figure 7.7 shows the accumulated visitor count of two example runs for the
Aeropyrum RNA. Since PSOs are inherently random, rerunning the algorithm
(a) with global memory (b) without global memory
Figure 7.7: Accumulated visitor count for SetPSO (PI = 0.4, PC = 0.75,
PR = 0.15), Aeropyrum-RNA
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could show different results, but the pictures have been chosen to represent our
overall findings of several experiments. It can be seen that the two variants
searched different areas of the search space during the first iterations. In both
cases, one valley is searched intensively. It is generally a good sign that the
algorithm explores the space around a good solution in great detail. However,
without the global memory, SetPSO often forgets about the optimal valley,
even if it finds it once or twice.
7.4.3 Analyzing Variants of HelixPSO for RNA Secondary Structure Pre-
diction
In this section, we contrast different variants of HelixPSO using dPSO-Vis.
The variants are described in Section 2.2.3 in more detail. For further reference,
we name the different variants as follows:
Greedy-HelixPSO The basic variant of HelixPSO that allows particle move-
ment only when a position with better cost values is reached.
SA-HelixPSO Variant of HelixPSO that uses a simulated annealing-based
approach to accept follow-up positions for each particle.
e-SA-HelixPSO Variant based on SA-HelixPSO that additionally uses 1-
elitism, i.e., resetting the worst particles to the position of the best
particle while keeping their target vectors unaltered after each simulation
step.
We analyzed HelixPSO for the example RNAs that are listed in Table 7.2
with corresponding numbers that characterize the size of their search landscape.
The largest example is an RNA from E. coli, which has been used in the original
evaluation of HelixPSO [40]. Figure 7.8 shows the resulting images.
The last visitor ages for SA-HelixPSO and the three RNAs are shown in
Figures 7.8a to 7.8c. They offer a good overview on the performance of the
algorithm. First, the different properties of the search space have to be noted.
The Anthracis RNA has an almost equal amount of solutions on every cost
level. On the other hand, the larger RNA molecules appear to have many
configurations of high energy, almost like a plateau. In all three cases, the
algorithm is able to concentrate its search on the low energy RNA configurations
after a while. However, the Anthracis case appears to be the most difficult one.
The accumulated visitor count for SA-HelixPSO is shown in Figure 7.8j.
By picking horizontal stripes out of the image, it is possible to analyze the
search process of the algorithm in detail. The detail views in Figure 7.8j show
that throughout the search more and more RNA configurations are discovered
and the swarm concentrates its search on configurations which are energetically
good. It should be mentioned that a common technique in RNA optimization





















Figure 7.8: Visualization of different variants of HelixPSO with dPSO-Vis for
different RNAs with 10 particles over 100 time steps. Images a) to c) show the
last visitor age, d) and e) show the search space covering, f) to i) and k) show
the current visitor count, and j) shows the accumulated visitor count with a
detailed view of two time steps.
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is to obtain interesting results by considering the most often found solution.
The figure shows that both types of solutions coincide in this case.
When analyzing differences between two algorithm versions, the covering
view can be used to compare which parts of the search space have been
searched. Figure 7.8d shows that the SA-HelixPSO explores a large part of the
search space. The e-SA-HelixPSO (Figure 7.8e) visits fewer configurations, in
particular far less configurations with high costs. Such a comparison could not
be achieved with a simple counting of the number of visited configurations or
basins.
The current visitor count view shows details on the density of the swarm at
different times. This allows conclusions about the convergence of the swarm.
The bluish area in Figure 7.8f shows an idealized convergence behavior a PSO
designer would typically expect. As visible in Figure 7.8g, SA-HelixPSO has
higher particle densities in the energetically good areas of the search space, but
it does not show a clear convergence. In contrast, the e-SA-HelixPSO converges
very fast (cf. Figure 7.8h).
It is also interesting to compare e-SA-HelixPSO and Greedy-HelixPSO.
For both algorithms, the swarms converge fast, but they do so differently.
Figures 7.8i and 7.8k show the current visitor count for the most relevant
section of the search space. Algorithm e-SA-HelixPSO converges slightly more
slowly but concentrates mostly on a single RAN configuration (in this case, the
elitist solution) in the end. Greedy-HelixPSO converges faster, but individual
particles appear to mostly stay longer at a single RNA configuration (because
they only move to better positions). This can be seen by the long vertical
streaks, especially in the left part of the image. Also, the swarm finally does
not merely focus on a single RNA configuration, but on a small number of
configurations with low energy (including the one with the global optimum).
7.4.4 Comparison of SetPSO and HelixPSO
In this section, dPSO-Vis is used to visually compare SetPSO and HelixPSO.
This is only a brief overview to show the applicability of the method, but
does not suffice as an in-depth analysis. All test runs have been done with a
population of size 10 over 100 iterations.
A qualitative comparison of two algorithms can be done by comparing their
respective Barrier Landscapes. Figure 7.9 shows plots of the search landscapes
for SetPSO and HelixPSO for the first three example RNA molecules from
Table 7.2. Interesting differences are visible. The landscapes of SetPSO are
rather jagged and contain many subvalleys. The most interesting valley that
contains the global minimum, is small, compared to the sizes of other deep but
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(a) SetPSO - Aeropyrum (b) SetPSO - Anthracis (c) SetPSO - T. Gondii
(d) HelixPSO - Aeropyrum (e) HelixPSO - Anthracis (f) HelixPSO - T. Gondii
Figure 7.9: Comparison of Barrier Landscapes of SetPSO and HelixPSO for
three example RNAs. Valley sizes are scaled logarithmically, so that smaller
valleys are emphasized.
non-optimal valleys (compare Xin et al. [159] who have shown that the relative
basin size is an important factor for the difficulty of a problem for PSO). This
implies that SetPSO particles are prone to become locked in undesirable parts
of the search space. SetPSO parameters should be adjusted such that the
particles can easily leave local minima and re-explore less optimal parts of the
search space. The Barrier Landscapes of HelixPSO contain only one valley
in all cases. There appears to be a very good overall connectivity within the
HelixPSO search space.
To further investigate this, Figure 7.10 shows the connectedness matrix
between the possible RNA configurations for the Anthracis RNA for SetPSO
and HelixPSO. These pictures have to be interpreted carefully, because they
show only the connectedness with respect to a single basic operation, as has
been explained in Section 7.4.1. Since SetPSO and HelixPSO use different basic
operations, the figures cannot be compared directly. Moreover, recall that a
particle can perform several basic operations within a time step. Nevertheless,
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(a) SetPSO (b) HelixPSO
Figure 7.10: Adjacency matrices of SetPSO/HelixPSO landscapes for An-
thracis RNA. A black dot means that there is a connection between the RNA
configurations corresponding to the row and column, respectively.
it is quite obvious that the search space of HelixPSO has a much higher
connectedness. A sparse neighborhood graph can be a problem for a PSO
algorithm because there might be only a small number of paths leaving a local
minimum and it can be difficult to achieve enough diversity within the swarm.
On the other hand, a large degree of connectedness might also be a problem
because it is difficult for the algorithm to obtain good hints about beneficial
search areas. More transition possibilities imply higher probability to re-search
certain areas multiple times and thus larger search times. According to the
figures, the first issue could potentially become a problem of SetPSO, whereas
the latter could appear as a problem of HelixPSO.
A reason for this difference is the representation of particle state within
HelixPSO. The internal representation based on permutations introduces a
high degree of artificial symmetry that increases factorially with the number
of helices in the RNA molecule. This allows HelixPSO to transition even
between apparently unrelated RNA configurations. Therefore it is probable
that HelixPSO landscapes always consist of a single valley, especially for large
RNA sequences.
7.5 Conclusion
We presented dPSOVis, a visualization system that facilitates the visualization
of search space topology as well as search algorithm behavior. The visualization
was designed with PSO algorithms in mind—however, the approach is applicable
to any optimization algorithm that is based on agents that move around in the
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search space. This includes Particle Swarm Optimization (PSO), Ant Colony
Optimization (ACO), and Iterated Local Search (ILS).
The visualization of the search space is based on the barrier tree and uses
a geographical landscape metaphor. The result is a one-dimensional height
profile. Thus, a very intuitive way of conceiving the structure of the search
space is achieved.
Based on the search space visualization, a visualization of the search behavior
was created. It shows the temporal evolution of the search agents and their
locations in the search landscape. This allows the researcher to conceive
the entire algorithm run at once and relate it to the search space. The
resulting depiction does not rely on animation and is suitable for use in printed
publications.
We demonstrated the efficacy of the method using multiple case studies.
The method of constructing suitable landscape definitions for specific search
algorithms was discussed. Two PSO algorithms were investigated in detail by
comparing the behaviors arising from different variants and parameter values.
Also, dPSO-Vis is used for a comparison between the search landscapes induced
by both algorithms that reveals differences between the algorithmic approaches.
8 Coarse-Graining Large SearchLandscapes with Heuristic EdgeCollapses
This chapter is based on
• Sebastian Volke, Martin Middendorf, and Gerik Scheuermann. “Coarse-
Graining Large Search Landscapes using Massive Edge Collapse.” In:
Presented at the TopoInVis Workshop 2017 and accepted for publishing
in the conference proceedings. 2017.
• unpublished work in co-operation with Martin Middendorf, Dirk Zeckzer
and Gerik Scheuermann.
8.1 Motivation
Combinatorial optimization is a challenging task. One reason is the large search
space of typical optimization problems. There are indications that small and
accessible problem instances lack important aspects of complexity that can
be found in large problem instances. Therefore, a better understanding of
large search spaces is of high interest, but difficult to obtain. In particular,
a topological investigation of large search spaces that results in a complete
topological representation would be beneficial. However, such an analysis
requires an enumeration of a significant part of the search landscape, which is
not feasible.
In this chapter we present a novel approach—the meta landscape—that
creates a compressed approximation of the search landscape by using a massive
and implicit collapse of landscape parts. The meta landscape is small enough
such that complete (topological) analyses are feasible. This enables the use of
established visualization techniques like dPSO-Vis [142] for the investigation of
the search space.
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The method exploits structural properties of the solution set and the chosen
search operator, but is independent of the cost function of the optimization
problem. The solutions are partitioned into a manageable number of well-
describable subsets. On top of them, the coarse-grained meta landscape is
constructed. We present a precise mathematical definition of the meta land-
scape and discuss to what extent topological properties of the meta landscape
correspond to topological properties of the original search space. We further
discuss how approximate meta landscapes can be constructed for problem
instances that are too large for an exhaustive search. Finally, we present and
discuss different heuristics for constructing approximate meta landscapes that
reveal different aspects of the search space.
For the examples of the Traveling Salesman Problem (TSP) and the
Quadratic Assignment Problem (QAP), we show how the proposed method can
be used in practice to analyze optimization problem instances. We demonstrate
that problem instances with more than 10219 solutions can still be investigated.
8.2 Coarse-Grained Search Landscapes: the Meta Land-
scape
A main problem with search landscapes of combinatorial optimization is the
exponential number of landscape nodes. This makes a topological analysis
infeasible even for problem instances of small size. We tackle this problem by
creating a coarse-grained abstraction of the search landscape that is amenable to
complete computational analysis. In the following, we define the meta landscape
that is the foundation for the coarse-graining. Then, some properties of meta
landscapes and how their topology relates to the topology of the original search
landscape are discussed.
8.2.1 Definition
Given a search landscape L(S,N, f) (cf. Section 2.3.1) with the set of solutions
S, a neighborhood relation N ⊂ S × S, and a cost function f : S → R. In the
following, we introduce the meta landscape L(S˜, N˜ , f˜).
Basically, the approach can be regarded as a simplification of the search
landscape by means of collapsing edges. Consider the neighborhood graph
G = (S,N) with vertex set being the solutions and edges according to the
neighborhood relation. Then, a meta solution S˜ ⊂ S is defined as a set of
solutions where the subgraph G[S˜] of the neighborhood graph with vertex set S˜
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is connected. A set of meta solutions S˜ ⊂ 2S represents S if S˜ is a partition of S,
i.e., the meta solutions are pairwise disjoint and together cover S: ⋃S˜∈S˜ S˜ = S.
We define a neighborhood relation N˜ between meta solutions by (X˜, Y˜ ) ∈
N˜ ⇐⇒ ∃x ∈ X˜, y ∈ Y˜ : (x, y) ∈ N . The cost function f is transferred to the
meta solutions by constructing the function f˜ : S˜→ R, S˜ 7→ min{f(s) | s ∈ S˜}.
Thus, every meta solution is represented by the local optimum that it contains.
Now, L(S˜, N˜ , f˜) is called meta landscape. Observe, that the meta landscape
is itself a search landscape, so that topological analysis approaches for search
landscapes can be applied to meta landscapes as well.
8.2.2 Properties
Meta landscapes have some useful properties which indicate that meta land-
scapes can be considered a valid topological compression method for search
landscapes. First, we note that for a maximal partition of S, i.e., ∀S˜ : |S˜| = 1,
the meta landscape is equivalent to the original search landscape and thus
possesses the same barrier tree. Hence, the approximation through the meta
landscape converges towards exactness with the degree of its granularity. If the
partition is coarse-grained, the meta landscape conceals topological features of
the search landscape. The following theorem shows a relation between the local
minima of a meta landscape and the local minima of its underlying landscape.
Theorem Every local minimum of the meta landscape contains at least one
local minimum of the original search landscape and this local minimum is the
minimal solution contained in the meta solution.
Proof. Consider a local minimum M˜ from the meta landscape and let m ∈ M˜
be the solution from M˜ that has the smallest value of f . Hence, f˜(M˜) = f(m).
Suppose that m is not a local minimum in L(S,N, f). Then, a solution s ∈ S
exists with f(s) < f(m) and (m, s) ∈ N . By the construction s 6∈ M˜ . Hence,
there exists a meta solution S˜ 6= M˜ with s ∈ S˜. From (m, s) ∈ N follows
(M˜, S˜) ∈ N˜ , and from f(s) < f(m) we have f˜(S˜) ≤ f(s) < f(m) = f˜(M˜).
Thus, M˜ is not a local minimum in the meta landscape, which is a contradiction
and the result follows. 
Note that there is no guarantee that all local minima of the original search
landscape are contained in different meta solutions. Thus, a meta landscape
can contain significantly fewer local minima than the original search landscape.
The barrier tree is defined with the concept of saddle height [31]. The saddle
height between two minima m1 and m2 is the minimal cost h(m1,m2), such that
m1 and m2 are still in the same connected component of the subgraph of the
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search landscape consisting only of the solutions {s ∈ S | f(s) ≤ h(m1,m2)}.
The following theorem shows how saddle height in the meta landscape is related
to saddle height in the original landscape:
Theorem The saddle height in the meta landscape is a lower bound for the
saddle height in the original search landscape.
Proof. Consider two local minima m1 and m2 in the search landscape. If
there exists a single meta solution M˜ that contains both m1 and m2 then the
saddle height h˜(M˜, M˜) is bounded by min{f(m1), f(m2)} and thus, h˜(M˜, M˜) ≤
h(m1,m2). Now consider the case that there exist two meta solutions M˜1 and
M˜2 with m1 ∈ M˜1 and m2 ∈ M˜2. Consider a path p between m1 and m2 in
the original search landscape with maxs∈p(f(s)) = h(m1,m2). Path p induces
a path p˜′ in the meta landscape by replacing every solution in p with the meta
solution that contains it (and by contracting subpaths where all nodes are
equal to a same single node). By construction of the meta landscape, the
maximal value of f along path p˜′ is less than or equal to h(m1,m2). Then,
h˜(M˜1, M˜2) ≤ maxs˜∈p˜′(f˜(s˜)) ≤ maxs∈p(f(s)) = h(m1,m2).

For investigators of search landscapes this is important as it allows them
to draw conclusions about the non-existence of connections below a fixed cost
value. The meta landscape might suffer from false positives, i.e., it may show
connections when there are none. But there are no false negatives, so that
statements about separation in the meta landscape are also valid in the original
search landscape.
8.2.3 Relaxation
In practice, the cost function f˜ cannot be determined exactly without solving
the optimization problem. But then an approximation of f˜ might help. We
formalize the approximation by allowing for a maximal deviation from the
exact values. The relaxed cost function rf˜ : S˜ ∈ S˜→ R is required to satisfy
∀S˜ ∈ S˜ :
∣∣∣f˜(S˜)− rf˜(S˜)∣∣∣ < /2 for some  > 0.
Relaxed cost functions correspond to so-called -approximate solutions [37],
which are available for many optimization problems. The relaxation makes it
much harder to draw reliable conclusions from the meta landscape. For the
discussion, we introduce the notion of persistence of a minimum as the strength
of a perturbation of the cost function that is needed to eliminate the local
minimum. This roughly corresponds to the cost difference between the local
minimum and a saddle that connects a local minimum with lower costs.
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Every minimum of the relaxed meta landscape with a persistence of at least
 is still guaranteed to contain a minimum of the original search landscape.
Also, the saddle heights can only be interpreted with an additional uncertainty
of . Thus, two solutions m1 and m2 are guaranteed to have no connection
below a cost value c in the search landscape, if they have no connection below
a cost value of c+  in the meta landscape.
8.3 Meta Landscapes for Permutation Problems
The use of the meta landscape approach to analyze a search space requires
addressing two problem-specific tasks. First, the meta solutions have to be
defined in a way that allows us to compute the neighborhood relation and the
optimal cost value within each meta solution efficiently. Clearly, this depends
on the specific optimization problem and the used search operators. Second,
the approximation quality of the meta landscape depends on the particular
partition of the solutions into meta solutions. In a sense, the quality improves
with the granularity of the partition. Thus, the number of meta solutions should
be chosen as large as possible while still retaining computational feasibility
for both the generation of the meta landscape and its analysis. Further, the
partition has to preserve important topological features of the search landscape.
Consequently, structures with particularly important features should be placed
into different meta solutions. This is a very important property for analysis
applications, although it is difficult to guarantee in the individual case and
requires profound domain knowledge.
For solving the first task we introduce in the following the permutation
tree that allows us to easily generate meta solutions for permutation problems.
To address the second task, we demonstrate how to control the generation of
meta solutions in a way that can be tailored towards specific analysis goals by
domain experts, e.g., by applying a heuristic.
8.3.1 Permutation Trees
Definition – For the convenient generation of partitions of the set of permu-
tations of size n, we organize the permutations into a tree structure PT (n)
with a height of n (cf. Figure 8.1). The tree is called permutation tree for
further reference. It is a decision tree where at each level one position in the
permutation is set. Thus, each leaf of the tree represents one permutation
of size n. This notion is used by tour construction heuristics for the TSP
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Figure 8.1: Permutation tree PT (n). At every level of the tree, one position
in the permutations is fixed to the specified element. Every leaf of the tree
represents one permutation. A subtree corresponds to a set of permutation
that agree at the fixed positions and differ at the remaining ones.
problem [34,71] as well as some meta-heuristics, most notably Ant Colony
Algorithms [125].
Every subtree of the permutation tree represents the set of permutations
that match in the positions that have been fixed further up in the permutation
tree, and differ in the remaining positions. In the following, we characterize each
such set of permutations by its fixed, or equivalently by its variable positions.
All possible subtrees of PT (n) give rise to a family of sets of permutations that
together form a hierarchy corresponding to the inclusion hierarchy of subtrees in
PT (n). Every set of mutually disjoint subtrees that together include all leaves
of the permutation tree, represents a partition of the set of permutations. Thus,
we can identify meta solutions with (unions of) subtrees of the permutation
tree.
If we remove a set of k edges from PT (n), the tree is decomposed into
k + 1 connected components, each of which possibly contains some leaf nodes
of PT (n). Components without leaf nodes are discarded. Thus, each such edge
set defines a partition of the set of permutations. Likewise, every partition
of permutations can be identified with a set of edges that would decompose
PT (n) into the corresponding subtrees.
Quality of the Partition – To obtain sets of permutations that are well-suited
for use in meta landscapes, we require that for every level i of the permutation
tree the variable positions of the permutations form a consecutive range of
indices pi+1, . . . , pn. Given a solution x that belongs to the meta solutions X˜,
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we consider its set of neighbors Nx = {y ∈ S | (x, y) ∈ N} and investigate the
cardinality of N inx = Nx ∩ X˜ and N outx = Nx \ X˜. We want N inx to be maximal,
so that connectivity within a meta solution is as strong as possible. At the
same time, we want N outx to be minimal, so that meta solutions are as separated
from each other as possible.
Consider a meta solution X˜ with i fixed positions and k = (n−i) consecutive
variable positions. For three common operators on permutations—consecutive
swaps, interchange of two positions, 2-opt (for details see Schiavinotto et
al. [114])—we obtain the following quantities:
operator |N inx | |N outx |
consecutive swap k − 1 n− k
interchange, 2-opt (k · (k − 1))/2 (n · (n− 1)− k · (k − 1))/2
These numbers are optimal for sets of permutations with i fixed positions.
When changing the partitioning scheme and allowing non-consecutive variable
positions in the permutations, we end up with much worse ratios in particular
for the consecutive swap and the 2-opt operators.
Restricted Solution Sets. – Depending on the specific permutation problem, the
set of solutions is not the complete set of permutations but can be restricted.
This can be due to symmetries in the cost function as is the case for the TSP.
Also, some constraints concerning the validity of permutations can be part
of the optimization problem. The permutation tree can be adapted to such
situations. As noted above, we can identify the set of invalid permutations with
a union of subtrees of PT (n). Specifically, these are all maximal subtrees that
only contain leave nodes corresponding to permutations from this set. If these
are removed from PT (n), the remaining tree structure contains only the valid
permutations. Note that this operation can never destroy the tree structure.
The removal of subtrees is equivalent to limiting the set of possible decisions
at certain nodes of PT (n). In the example of the TSP, the start city of the
round-trip as well as the direction of the round-trip have no influence on the
length of the tour and can be restricted. Then, there is only one choice for
the first element because of the cyclic properties of a round-trip. Also, choices
further down in the tree are limited so that the last element of the permutation
is always larger than the second element. The permutation tree does not require
that the positions of the permutation are decided in order. For the TSP we
propose to decide the positions alternating at the front and the back of the
permutation (position 1, 2, n, 3, n− 1, . . .). By this approach, all symmetries
are already handled at the third level of the tree.
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Figure 8.2: Branching step in a permutation tree. Initially (left side), some
edges (dashed) are selected for cutting. Among these, a branching candidate is
determined (circled edge). In the branching step (right side), this candidate is
replaced by the outgoing edges of its target.
8.3.2 Heuristic Generation of Partitions by Branching
The generation of a partition by cutting a number of edges in the permuta-
tion tree facilitates a branching approach to define and refine such partitions.
Initially, we select the out edges of the root node for cutting (cf. Figure 8.2).
Then, we iteratively select one of these edges and branch it, i.e., we replace
it by the out edges of its target node. This is repeated until a partition of
sufficient resolution is generated, such that the number of meta solutions stays
manageable and at the same time the size of the meta solutions is small enough
to provide a meaningful approximation of the original landscape. The process
of selecting edges for further refinement can be steered heuristically with respect
to the needs of the expert.
For a general analysis of the search landscape, we propose the following
branching criteria:
• Branch evenly: Branching is performed so that the resulting meta solu-
tions have nearly equal size.
• Branch by cost: For every meta solution a lower bound for the optimal
solution in the meta solution is computed. The meta solution with the
lowest bound is branched.
• Branch by cost range: For every meta solution we compute a lower bound
and an upper bound. The meta solution with the largest difference
between upper and lower bound is branched.
Branching criteria can also be combined, e.g., a smaller size of a meta solution
can be weighted against lower costs of a meta solution. However, it seems
reasonable to restrict the branching to meta solutions that have a certain
minimum size, so that too small meta solutions are avoided.
Furthermore, for an analysis of a landscape it might be interesting to
incorporate the global optimum into the branching. In that case the optimum
needs to be known or determined beforehand by using an exact solving method.
8.4 Implementation Details 111
Then, the global optimum can be pre-branched by iteratively branching the
meta solution that contains the global optimum until the meta solution falls
under a certain size.
8.4 Implementation Details
In the following, we give some advice concerning the efficient implementation
of the permutation tree and the neighborhood structure. The goal is to make
the iterative refinement of the search landscape during branching as fast as
possible while still being economical with the system memory.
8.4.1 Representation of the Permutation Tree
The permutation tree has several requirements:
(1) It needs to allow for an efficient association of arbitrary permutations to
the respective meta solution.
(2) It has to serve as a description of the meta solutions in the meta landscape.
(3) It has to be easily modifiable to support iterative refinement.
(1) requires the traversal of the tree in the manner of a decision tree. For this,
the traversal of child nodes of each tree node needs to be efficient. (3) requires
that every tree node can be identified by a stable index so that previously known
information can still be used after refinement. We achieve this, by storing all
tree nodes in an array. Nodes with a common parent are stored consecutively.
Thus, every tree node only needs to store two integers representing the start
and end of the range of its child nodes. During refinement, new tree nodes are
appended to the tree structure, which does not alter the already existing parts
of the structure.
Contradicting this, we need the leaf nodes of the permutation tree to be
consecutive, so that an efficient representation of the meta solutions is available
(2). We achieve this, by storing the meta solutions outside the tree structure in
a dedicated leaf list. The leaf list maps consecutive meta solution indices to
leaf nodes in the tree structure and also contains further information like cost
values, that are only relevant for the leaf nodes. Vice versa, leaf nodes in the
tree structure have a reference to the corresponding meta solution in the leaf
list.
After refinement of a tree node, some previous leaf nodes are now inner
nodes and entries are both removed from and added to the leaf list. Thus, the
leaf list has to be rebuilt after refinement. However, as the removed leaf nodes
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are known, the rebuilding can be done incrementally and preserve the index
positions of all unchanged meta solutions.
8.4.2 Computation of the Neighborhood Relation
A direct computation of the neighborhood relation between two sets of per-
mutations S1 and S2 is infeasible, since all elements would have to be tested
mutually. However, using the information from the permutation tree, this test
can be done efficiently. All permutations in S1 (or S2 respectively) coincide in
certain positions—more specifically, in a range of consecutive positions that
had been decided further up in the permutation tree. To test neighborhood
between the sets is equivalent to test if the fixed positions of the permutations
in S1 can be transformed by the search operator in a way that the result is
compatible with the fixed positions of permutations in S2. In particular, it is
sufficient to consider these fixed positions to determine whether neighborhood
between the S1 and S2 is possible at all. In practice, it can be tested whether
a situation exists that makes neighborhood impossible by the rules of the
search operator. We implemented such tests for the 2-opt-, the interchange-,
and the swap-operator. The algorithms are too complex to be described here.
Some hints and specific algorithms are given in the supplementary material
(Appendix B).
During refinement, only part of the neighborhood relation needs to be
recomputed. Consider a set of permutations Ms and its set of neighbors
MN(Ms) = {Mt | (Ms,Mt) ∈ MN}. When splitting Ms into subsets
Ms1, . . . ,Msk (with
k⋃
i=1
Msi = Ms), we know for all i: MN(Msi) ⊆MN(Ms),
which follows from the definition of the neighborhood relation in the meta
landscape (cf. Section 8.2.1). Thus, only members of MN(Ms) need to be
tested for neighborhood.
8.4.3 Representation of the Neighborhood Structure
The neighborhood structure can simply be represented as a graph on the leaf
list of the permutation tree. In general, the graph structure can either be stored
as an adjacency matrix or as an adjacency list.
The adjacency matrix uses very little memory. Even the neighborhood of
large meta landscapes with 180, 000 meta solutions can be stored on a 4GB
machine. However, this storage method has an impact on the computation of
the barrier tree, as the traversal of neighbored solutions requires traversal of a
whole row of the adjacency matrix. This is noticeable slow even for small search
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landscapes. The adjacency list uses significantly more memory (the size of an
index—typically 64 bit—per entry, instead of 1 bit as compared to the adjacency
matrix), but neighbor traversal is very efficient. Thus, we recommend the list
representation in order to achieve a fast barrier tree computation, unless the
number of meta solutions gets too large.
During refinement, the leaf list undergoes both insertion and removal, so that
the neighborhood structure on it is corrupted. However, the leaf list references
back into the tree structure where indices are stable under refinement. Thus, we
construct the neighborhood structure on the tree structure instead. To reuse the
previously known neighborhood information we also maintain a neighborhood
structure on the inner tree nodes. When refining a tree node, its neighbors
are looked up in the neighborhood structure and carried over to the new child
nodes subject to a prior neighborhood test.
8.4.4 Parallelization
Unfortunately, there are not many opportunities for parallelization throughout
the refinement process. In particular, we are not aware of a parallel imple-
mentation of the barrier tree computation. The layout in dPSO-Vis might be
possible to parallelize. However both the barrier tree computation and the
layout computation are in general fast enough for interaction when the number
of meta solution is not too large (until about 100, 000 meta solutions).
The computation of the neighborhood structure can be parallelized such
that many tests of neighborhood between sets of permutations can be executed
in parallel. The bottleneck is the insertion of the results into the data structure
which has to be synchronized. A clever work-balancing between threads and
thread-local caching of intermediate results still allows for good parallelism.
The most expensive part in the computation of the meta landscape is the
estimation of the most optimal cost value within each meta solution. Both
in case of a independent computation of a meta landscape as well as for the
refinement of a meta landscape, the underlying tree structure is already finished
when doing these computations. Thus, no data races have to be taken care of
and all meta solutions can be searched in parallel. When a local search algorithm
is used, this can be done in parallel for all leaf nodes of the permutation tree.
When a branch-and-bound algorithm like [57,58,137] is used, the estimation
has to be done for every level of the tree as a transition to the next tree level
corresponds to a branching step. Within each tree level, the estimation can be
fully parallelized.
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(a) Ground truth from
complete enumeration
(b) 7 levels of the permuta-
tion tree
(c) 5 levels of the permuta-
tion tree
Figure 8.3: Interchange operator landscapes of a randomly generated TSP
instance with 10 cities (181 440 solutions). Only the lower part of the search
landscape is shown as higher parts are topologically not so interesting. The
meta landscape were constructed by cutting the permutation tree at the 7-th
and 5-th level, respectively, resulting in 30 240 and 1 512 meta solutions. It can
be seen that the overall topological structure, in particular the most persistent
features, are well preserved even when using very few meta solutions.
8.5 Results
In this section, we investigate of the proposed meta landscape experimentally
and show how it can be applied to TSP and QAP instances. We present
the results by using the topological visualization tool dPSO-Vis. Opposite to
the use cases in Chapter 7, meta solutions are sets of solutions that do not
necessarily have equal cardinalities. We compensate for this by introducing a
width for every solution into the visualization. As every solution is laid out in
an individual horizontal interval, this can be easily achieved by scaling these
intervals so their size is proportional to the size of the meta solution. This
makes the layout of the topological landscape more robust against changes of
the applied branching. It also allows the visual comparison of the visual sizes
of different landscape parts—particularly of topological substructures—even if
the sizes of the individual meta solutions differ.
8.5.1 Validation of the Approach
Though we have some theoretical results pertaining to the correctness of the
topological approximation with the meta landscape, the quality and amount of
detail can only be verified experimentally. For that purpose, we considered small
TSP instances with at most 12 cities, so that the complete search landscape was
available as a ground truth. The results are demonstrated with the example of
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a 10-city problem that was generated by randomly placing cities in the plane
(cf. Figure 8.3). A general drop in the overall landscape height can be observed
when using large meta solutions. This is an effect of using the local optimum
within a meta solution as the reference cost value for the whole meta solution.
However, even when using a meta landscape with only few meta solutions the
most persistent topological features are preserved.
8.5.2 Branching Strategies
We show the results of different branching strategies (cf. Section 8.3.2) for
the example of the 52 city TSP instance berlin52 from the TSPLIB [113]. We
expect a complex topology, because of the huge magnitude of the search space
for this instance. Extrapolating experiences with smaller problem instances, we
also expect that no branches in the barrier tree occur outside a small percentage
of the best solutions.
For the TSP several algorithms exist that allow us to approximate the
optimal solution very well within a short computation time (see [3] for an
overview). Among these are branch-and-bound methods and branch-and-cut
methods. The concept of branching to restrict an algorithm to a sub-problem
naturally fits the concept of restricting the search to a set of permutations.
Usually, the methods provide lower bounds on the optimal cost value in order
to identify branches that are good candidates for further search. In the scope of
this chapter, the lower bounds can be used as a relaxed cost function on the meta
solutions. Specifically, we use the method of Volgenant and Jonker [137], which
is an extension of the 1-tree relaxation method of Held and Karp [57,58]. This
algorithm has the advantage that its computation time is not output-sensitive
(in contrary to the original approach of Held and Karp) and it generates
relatively tight lower bounds.
Figure 8.4 shows the meta landscapes for the different branching strategies.
The meta landscapes differ in the number of branches and the resolution within
the interesting parts of the landscape. From the visual size of the meta solutions
and their cost values, it can be seen that some branching strategies generate too
many meta solutions in parts of the landscape that can be considered as less
interesting, i.e., parts with solutions of high costs. This is particularly visible
for the strategies branching by cost values and branching evenly. Branching
by cost, however, is able to detect a high number of local minima, so that it
appears reasonable to include some cost-related metric into the branching. A
combined branching strategy that allows level differences between different
parts of the permutation tree in relation to the corresponding cost differences
(depth/cost combination in Figure 8.4) results in the more balanced images and
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Figure 8.4: Swap operator landscapes of the berlin52 instance from the
TSPLIB [113] that have been generated with different branching strategies (cf.
Section 8.3.2). The complete landscape contains 7.76 · 1065 solutions. All meta
landscapes consist of 50 000 meta solutions with at least 3 and at most 17 fixed
permutation positions. Only the topologically relevant part is shown here.
also tends to reveal most branches around the global optimum when compared
to other branching strategies. A minimization of the cost intervals for each
meta solution appears reasonable from a theoretical point of view (we gain
a well-defined persistence per meta solution). However, it does not perform
as well as the depth/cost combination. However, it does not perform as well
as the depth/cost combination. We tested pre-branching the global optimum
for the cost/depth combination and the cost range strategy. In both cases, a
slightly better focus on the near-optimal part of the landscape can be noticed,
but the effect is not very strong.
While the figure shows results for only one example instance, it should
be noted that similar differences between the branching strategies have also
been found for other TSP instances. Therefore, we suggest to use branching
strategies that combine different criteria, e.g., the depth/cost combination, or
a branching by cost ranges, and to omit pre-branching.
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(a) Good meta solutions (b) Non-optimal meta solutions
(c) Meta landscape
Figure 8.5: 2-opt operator landscape of the dantzig42 instance. The original
search landscape has 1.7 · 1049 solutions. We analyzed a meta landscape with
31, 980 nodes. The top images show node-link visualizations of the sets of meta
solutions that are selected in the landscape (blue highlight).
8.5.3 Analysis of TSP instances
We showcase the visualization system with two TSP instances that we analyzed
together with a leading expert for combinatorial optimization. The first example,
is the instance dantzig42 from the TSPLIB [113]. It is a tour through 42 cities
in the USA. The problem instance is of historical importance, as Dantzig,
Fulkerson and Selmer presented a semi-automatic solving method for it in 1954
that triggered decades of intensive research on computational solving methods
for the TSP.
Figure 8.5 shows the visualization of a 2-opt-search landscape of the
dantzig42 instance. Because the 2-opt operator fits the TSP very well, the
topological structure of the search landscape is very simple. This is ex-
pected [35,122,146]. The domain expert investigated different landscape parts
by selecting them and viewing the contained permutations in a node-link dia-
gram (top images in Figure 8.5). Selection of parts of the landscape with bad
quality (Figure 8.5b) reveals, that even among the few city-connections that
have been set for every meta solution, the ones with high length dominate.
118 8. Coarse-Graining Large Search Landscapes with Heuristic Edge Collapses
(a) Meta solutions of
left selection
(b) Meta solutions of
center selection
(c) Meta solutions of
right selection
(d) Meta landscape
Figure 8.6: Interchange operator landscape of the ulysses16 instance. The
original search landscape has 6.5 ·1011 solutions. We analyzed a meta landscape
with 41, 173 nodes. The top images show node-link visualizations of the sets of
meta solutions that are selected in the landscape (blue highlight).
When selecting the lower part of the landscape including the global optimum,
an interesting effect can be seen. In Figure 8.5a the thickness of the connection
shows the quality of the best solution that contains the connection. Therefore,
this visualization reveals which connections are beneficial for good solutions and
which are not. It can immediately be seen, that the shortest connections are
contained in the best solutions and the overall solution quality decreases with
the length of the connection. The nearest neighbor strategy is a well-known
heuristic for the TSP [34]. The expert was astonished that the visualization
could confirm the validity of this heuristic so fast and clearly.
A second example is the instance ulysses16 from the TSPLIB. Figure 8.6
shows a meta landscape for the interchange operator. In the analysis, we used
refinement specifically on the lower parts of the meta landscape to verify and
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investigate the topological structure that was visible. The background color
behind the meta solutions shows the degree of refinement and highlights the
meta solutions that have been refined most often. The more a meta solution
is refined the more reliable is the topological structure around it. Thus, we
used most refinement in deep local optima. The visualization shows two such
deep optima apart from the global optimum. They almost reach the minimal
cost value, but are separated from it by a high barrier. When analyzing the
permutations in the basins in more detail by the use of the node-link diagrams,
it becomes clear that the topological separation is caused by the southern cities.
These are located far away from the remaining cities that are accumulated in
the northern part. Seemingly, the southern cities influence the overall solution
significantly. As the selections show, the three basins represent the choice
between visiting the southern cities early west to east, or visiting them early
east to west or visiting them late in the round-trip.
8.5.4 Comparison of QAP instances
Ongoing research tries to categorize QAP instances in order to identify structural
properties of them [66], as there can be huge differences between instances.
There exist small, but still not optimally solved problem instances, e.g., instance
tai30a of Taillard (included in the QAPLIB [14]). However, for the similar
instances tai30b which is the sibling instance in the QAPLIB, the global
optimum is known. We computed and compared meta landscapes for these
two instances. As no well-performing branch-and-bound algorithm for QAP
is available, we used probing with multiple local searches to estimate the cost
minimum within each meta solution.
Figure 8.7 contrasts the meta landscapes of both instances. Instance tai30a
possesses a much more complicated barrier tree than tai30b. There are many
local minima with nearly equal persistence. There also appears a plateau-like
structure in the landscape which is indicated by the almost horizontal part
of the landscape in the center and the right of the landscape visualization.
All this indicates that a bad performance of local search is to be expected.
Differently, tai30b contains only few local minima, which also branch away at
well-separated cost values. Further, the shape of the fitness landscape might
be an indicator for individual structural properties that could be exploited for
a well-performing search algorithm.
8.5.5 Scalability
We did performance measurements on a workstation with 32GB RAM and a
16 core Intel Xeon CPU with 2.4GHz. The typical run times for a refinement
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Figure 8.7: Landscapes of the problem instances tai30a and tai30b from the
QAPLIB [14]. The landscapes have been created with the same parameter set,
using branching by a combination of cost and depth with a size of 50 000 meta
solutions.
operation of a moderate number of meta solutions (about 10 to 40 at a time)
took under 10 seconds for the dantzig42 problem. This would even allow for
an interactive, user-guided refinement process. Most runtime was spent in the
computation of the neighborhood relation.
To test scalability, we also investigated a 131-city problem (see Figure 8.8)
derived from Very Large Scale Integration in chip design [18]. The initial
expansion to the third level of the permutation tree took about 4 minutes, 30
seconds and used about 3GB of memory for 8, 385 meta solutions, including the
neighborhood structure and all cached information from the computation of the
local optima with the branch and bound method of Volgenant and Jonker [137].
The best 100 meta solutions were refined again, which took about 6 minutes
and generated 12, 573 additional meta solutions. Further refinement of 20 and
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Figure 8.8: Approximated topological structure of the interchange landscape
for the xqf131 problem that is shown in the rectangle. This instance of the
Traveling Salesman Problem has 131 cities, leading to a search space of 3.2·10219
possible solutions. It is approximated through a meta landscape with 24, 230
nodes. Only a small part of the landscape containing the best solutions is
shown.
then 10 more meta solutions could be done in slightly under 1 minute. The
final meta landscape had 24, 230 meta solutions and clearly reveals topological
features of the problem as shown in Figure 8.8.
For this TSP instance, the main computation time was spent in the approx-
imation of the optima within the meta solutions. The example shows, that
problems of this size can not be explored interactively, because of the long
computation runtimes. However, it is still possible to investigate topological
features, even for search landscapes with almost 3.2 · 10219 solutions.
8.6 Discussion
Research has found many ways of obtaining a structure-preserving, coarse
representation of the search space. Different approaches have been proposed
in the literature, as outlined in Section 3.2. Pioneering research was done
by Stadler et al. who proposed barrier trees [31], reachability graphs [119],
connectivity spaces [118]. These analysis methods produce structures that
can be understood as coarse landscape representations in that they identify
significant landscape parts and relationships between them. Most of the
methods require a complete enumeration of the search landscape below a
given cost threshold in order to compute the structure. In the context of large
problem instances, this is not feasible by definition (cf. Section 4.2). In contrast,
our approach scales to large problem instances. Further, it does not produce
a derived structure, but a search landscape, that is a significantly smaller,
compressed version of the original search landscape. Thus, the analysis method
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is not predefined by the coarsening and any of the mentioned methods could
be applied afterwards.
Another idea is to reduce the search landscape to its local minima and
relationships between them. For RNA secondary structure prediction, the basin
hopping graph [84] provides such a structure. It is accompanied by an algorithm
that heuristically obtains an approximation by facilitating local search and
guessing optimal paths between local minima. A similar approach are Local
Optima Networks (LON) [97,101]. Here, an iterated local search approach is
used to sample local optima and relationships are established by the use of
escape operators. This has the disadvantage, that a second search operator
is introduced into the search landscape that significantly affects the results.
Both approaches differ from the method presented here in that they retain
only information about locally optimal solutions. In contrast, we maintain the
ability to locate any solution within the coarsed search landscape and thus
provide context for a possible analysis of search algorithm behavior.
8.7 Conclusion
In this chapter the concept of meta landscapes was proposed as a well-defined
coarse-grained representation of search landscapes. Some properties were shown
that allow an interpretation of meta landscapes and to transfer the results
back to the original search landscape. For permutation problems, a specific
implementation of meta landscapes was described as well as some advice for
the computation and usage of meta landscapes. In particular, we demonstrated
how a heuristically controlled branching scheme could be used to define an
application-specific meta landscape.
Since meta landscapes are completely enumerable, topological methods
like the barrier tree can be applied to it. The approach makes permutation
problem instances with sizes over 100 accessible for a (visual) analysis of the
topological structure of their search landscapes. Thus, the sizes of analyzable
search landscapes are increased by several orders of magnitude in comparison
to completely enumerable landscapes.
The heuristic generation of meta landscapes as well as the analysis with
dPSO-Vis [139,142] was demonstrated for the example of the TSP and the
QAP. Known results from previous research where recreated in order to verify
the validity of the meta landscape.
The current work leaves two directions for future research. First, improved
branching strategies for partitioning the search landscape are needed, since
the branching strategy strongly influences the quality of the meta landscape.
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One possibility would be to pre-sample local minima and to incorporate their
distribution within the search landscape into the branching. Also, a user-guided
approach is conceivable that allows a domain expert to iteratively refine a meta
landscape. Second, in this work we focused on permutation problems. However,
for subset (or bitstring) problems like MAXSAT, a decision tree can be defined
that is similar in structure to the permutation tree. The branching strategies
are not dependent on the solutions being permutations, so that the approach
should be applicable to subset problems with minimal adaptation. Here, we
expect to be able to analyze problems of a size up to 525 variables as these
possess similar landscape sizes.

9 Conclusion
The main theme of this thesis is the question: how can visualization support
and assist the research for better search algorithms for discrete optimization?
Many visualization tasks are already solved for continuous optimization, but
few approaches exist for discrete optimization.
In this thesis, we analysed the needs of algorithm designers who target
discrete search. We gave an overview of the driving question behind algorithm
design and derived requirements for visualizations. The fundamental needs
include visualizations of arbitrary search spaces, visualizations of algorithm
behavior, as well as their combination that allows us to observe the algorithm
directly in its search space. The visualization systems need to be able to
incorporate the domain knowledge of the algorithm designer so that new insights
about search space and algorithms can be used to enhance the effectiveness of
the visualization. Ideally, a visual exploration of the search spaces is facilitated.
We demonstrated that the search space is a challenging topic for visualization
because of its size and its properties.
Taking up on these discussions, we presented several novel contributions to
the visualization of discrete search:
• The visualization framework SPP-Vis facilitates a comparison of permu-
tation problem instances as well as search algorithms on these instances.
The approach is based on sampling and classification of permutations.
It is very configurable and can be adjusted by algorithm designers to fit
their research questions throughout the various stages of algorithm design
and verification. Because sampling is used, the method can be applied to
medium and large problem instances as long as it can be guaranteed that
the generated samples are representative of the search space. Details are
given in Chapter 5.
• A visualization of the search landscapes reveals search space structure
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based on paths and distances in the search landscapes. The approach
is based on well-established analysis techniques [35,122], but expands
the scope of the investigation to more optimization problems and search
operators. It is unique in that presents the results using an appropriate
and intuitive visual representation. Using the method, e.g., TSP instances
of more than 100 cities could be analysed. Details are given in Chapter 6.
• The visualization system dPSO-Vis provides a topological visualization
of search landscapes that is based on a geographic landscape metaphor
and thus very intuitive to read. The method also allows us to display
information about the search process of swarm algorithms like PSO or
ACO directly within the search landscape. The approach is unique in
that it is applicable to discrete optimization and gives an overview about
the temporal behavior of the swarm in one static image without using
animation. Because the method relies on topological analysis which
require complete enumeration, it is only applicable to small problem
instances. Details are given in Chapter 7.
• A topological analysis method allows us to approximate the topological
structure of large problem instances based on estimation of possible
basins and their relationships. The result is a coarsed and compressed
search landscape that can be investigated with established tools like
dPSO-Vis. The approach enables us to compute and visualize barrier
trees of permutation problem instances with more then 10219 possible
solutions. This makes topological analysis and visualizations like dPSO-
Vis applicable to large problem instances including realistic test instances
for benchmarking search heuristics. Details are given in Chapter 8.
While the presented work constitutes advances for the visualization of
discrete search, many open questions remain, as discussed in Section 4.3. We
presented the work in the optimization and swarm intelligence communities
and received approval and encouragement confirming that there is indeed
a need for visualization among these researchers. Recently, the topic has
also gained some interest by other visualization researchers. We hope that
systematic research will in future allow experts to use visualization to research
optimization problems and develop algorithms that are not possible today
because of their complexity.
A Implementation Aspects ofPermutations
In this chapter, we discuss approaches for implementing algorithms with per-
mutations as well as their limits. First, we consider different ways to represent
permutations in memory. Then, we elaborate on methods for enumerating
permutations and performing neighborhood scans. Finally, we discuss the
implications on the computational feasibility of methods for analyzing search.
A.1 Efficient Representations
The most obvious way to represent a permutation is to store it as a list of its
elements. In principle, this allows us to represent permutations of arbitrary
length. The drawback of this approach is the high amount of memory required
(n! · n integers for all permutations of length n). Depending on n different sizes
of integers could be used. The following table shows possible sizes of n and
required memory sizes to store different amounts of permutations:
n datatype size of one permutation size of all permutations
12 int8 12B 5.35GB
64 int8 64B 7.39 · 1078 TB
255 int8 244B 7.77 · 10494 TB
65535 int16 128 kB N/A
4294967295 int32 16GB N/A
It is clearly visible that the direct representation even of individual permu-
tations soon becomes challenging for system resources. n = 12 is a significant
bound here, because it is the largest n where all permutations can be stored
on a typical workstation. For n = 13 we would need around 75.4GB. n = 64 is
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significant, because it is the largest n for which one permutation still fits into
one cache line. Thus it is the largest n for which the full computational power
of modern CPUs can be used when implementing algorithms on permutations.
Permutations can also be represented implicitly by defining an order on them
(e.g., with gray codes or factorial numbers) and identifying each permutation
by its index. This has the advantage that the permutation does not need to be
stored in memory and the spare space can be used for metadata like cost values
in the context of optimization problems. Several efficient, linear algorithms
exist for ranking and unranking permutations, i.e., converting between the
index form and the list form [94]. The datatype that is used for the index
imposes a bound on the size of permutations that can be represented, as the
index must be able to store the total count of permutations. The following
table shows existing bounds for current hardware:
datatype largest possible n n!
int8 5 120
int16 8 40, 320
int32 12 479, 001, 600
int64 20 2, 432, 902, 008, 176, 640, 000
int128 34 2.95 · 1038
n size of value map size of adjacency matrix
5 960B 1.76 kB
8 315 kB 194MB
12 3.57GB 25EB
20 17, 287EB N/A
34 N/A N/A
Because the index set is dense, the data for each permutation can be stored
very efficiently. When every permutation can be identified with a unique index,
the data values can be stored consecutively in a large array. Assuming a floating
point representation of values (using IEEE doubles with a size of 64bit), the
fourth column of the above table shows the theoretical size of the value array
for the various values of n.
In the context of search landscapes a neighborhood structure on top of the
set of permutations needs to be represented. Two possible representations for
the neighborhood graph are the adjacency list which stores a list of neighbors
for each permutation, and the adjacency matrix which stores one boolean value
for each pair of permutations. The adjacency list is very memory efficient
for sparse neighborhood graphs but has the disadvantage that the needed
bit-size for every permutation is not known in advance. This makes dynamic
memory management necessary and it is very difficult to implement cache
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efficient. The adjacency matrix on the other hand stores one entry for each
pair of permutations which can be done using a two-dimensional array. Using
bit-packing this can be implemented very memory efficient resulting in the
memory requirements listed in the last column above. Unfortunately, the
traversal of the adjacency matrix becomes too slow for n > 10 and also the
needed memory size becomes too large then.
A.2 Efficient Enumeration
Several analysis tasks involve a complete enumeration of the set of permutations
of size n. Beside the memory demands for storing the results, the time needed
for the enumeration also limits the feasibility. Several algorithms have been
proposed for traversing the set of permutations, usually in list form (see
Sedgewick et al. [117] for a survey of different techniques). It is possible to
enumerate all permutations using only a single swap of two elements to progress
from one permutation to its successor, which can be accomplished with three
floating point operations. That gives a total number of 3 · n! operations for
iterating over all permutations of size n. Given the current computation speeds
of about 10GFLOPS, the permutations of length 13 can be enumerated in
about 10 seconds. Problem size 14 would take about 148 seconds and problem
size 15 about 39 minutes. This rough estimation will still hold with further
advances in computation hardware, because an increase in computation speed
by factor n only allows us to compute permutations of size n+ 1 in the same
time as previously permutations of size n.
Another challenge in the context of optimization problems is the efficient
computation of costs for each permutation. In case of the TSP, the cost of a
given permutation can be computed in linear time, and in case of the QAP
the cost computation is on O(n2). Hence, computing the cost values of all
permutations is possible in time O(n ·n!) or O(n2 ·n!) respectively. However, as
demonstrated by Taillard [127] for the QAP, this can be improved significantly
when the cost value of a previous solution is known. Since local search operators
similar to the operations involved in the efficient enumeration of permutations,
only manipulate part of the permutation, the cost function can be evaluated
partly. In case of the QAP, this allows us to reduce the computation time
after swapping two elements in the permutation to O(1) in most cases and
O(n) in the worst case (details are given by Taillard). In case of the TSP,
only the changed connections in the tour need to be re-evaluated, so that costs
can be determined constant time. Applying this technique, the best neighbor
during local search can be found in O(n2) and a complete enumeration of all
permutations with their cost values can be accomplished in O(n!).
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A.3 Limits of Analysis Methods
Given the above considerations about memory size and computation time needed
to handle permutations, we can draw conclusions about the applicability of
various analysis methods. As detailed in Sections 2.3 and 3.2 there are multiple
fundamental approaches to the analysis of search and search landscapes:
1. Topological Analysis, e.g., barriers, valleys, connectivity
2. Paths, e.g., analysis of auto-correlation of the cost function along random
walks
3. Sampling, e.g., investigation of local minima
4. Explorative approximation of structure, e.g., the construction of Local
Optima Networks
They differ in the amount of permutations that need to be considered.
Topological analysis requires a complete enumeration of at least all solutions
below a certain cost threshold. This can be done efficiently, when a branch-
and-bound method is known for the specific optimization problem. Otherwise,
a complete enumeration of all solutions is required. As shown above, this is
possible up to permutations of size 12 or 13. For larger permutations the space
required for storing the cost values for each solution is too large. The space
constraint can be avoided by not storing cost values and neighborhood structure
explicitly, but computing them on demand instead. Then, only space for the
barrier tree or similar structures is needed. However, considering the time
needed to determine solution costs and enumerating neighbored solutions, the
topological structure can only be evaluated for permutation problem instances
up to a size of 14 within reasonable time. Improvements from parallelization
cannot be expected, as the computation of topological structure requires
processing of landscape nodes ordered by their cost value, which is inherently
a sequential operation.
Sampling and approximation of structure, which is based on sampling,
consider only individual solutions that are found during the analysis process.
Additionally some relationships between solutions might be computed, like dis-
tances or special connections. As the sampling process can be fully parallelized,
there is no real time constraint. However, the number of possible samples is
restricted by the available memory on typical workstations. Assuming 32GB
RAM, we can store 2 147 483 648 cost values (8B) alongside a number repre-
sentation of the permutation (also 8B). In order to cover at least 1‰of the
search landscape, we can only analyze permutation problem instances up to a
size of 15 within the given space constraint.
Path analysis does not necessarily store permutations as various properties
can be analyzed on the fly while tracing the path. Thus, this method is
applicable to substantially larger problem instances.
B Neighborhood Tests for MetaSolutions of PermutationProblem Instances
In this chapter we discuss how neighborhood tests for the computation of
meta landscapes (cf. Chapter 8) can be implemented. The approach is highly
specific to the underlying optimization problem. Here, we focus on the TSP.
After describing the general approach, detailed instructions for three common
operators are given: the swap operator, the interchange operator and the 2-opt
operator.
B.1 General Approach for the TSP
For the construction of the meta landscape, the neighborhood between two
sets of permutations has to be tested. In our case, the sets are defined through
the permutation tree and thus are of the specific form that certain positions
of all permutations in a set are fixed and all other positions can contain any
remaining element.
For the TSP, we fix positions in the permutation alternating between the
front and the back of the permutation, because of two reasons: First, the with
the third fixed position all symmetries in the TSP are handled. Second, the
reversing of the whole tour is equivalent to mirroring the permutation. The
alternating scheme ensures a maximal overlap between the fixed elements of
different sets of permutations regardless of the direction of the tour.
Thus, a set of permutations can be visualized as follows:
1 ,
where gray is the fixed part and white is the part that differs between permu-
tations of the set.
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We modified the search operators, so that they never touch the first position
and the element 1 always remains there. Since round-trips are cyclic, the
absolute position of the elements in the permutation is not important and
elements can be shifted.
For the purpose of the neighborhood test between sets of permutations,




Note that, since the permutations are considered cyclic, the fixed parts of
the permutation can also overlap at their ends. Here, P1 and P2 are shown
with one repetition to the right:
P1: 1 1
P2: 1 1
The overlap is clearly visible in the center. Search operator tests have to take
this situation into account.
The neighborhood test only considers the positions that are fixed in P1 or
in P2, respectively. All other positions can be chosen arbitrarily. All possible
assignments have a corresponding candidate in P1 and P2, respectively. Thus,
if the fixed elements of P1 and P2 are in a situation that allows us to transform
one into the other by applying the search operator once and possibly adding or
removing some fixed elements, then P1 and P2 are neighbored and contain one
permutation each, so that these permutations are neighbored according to the
search operator.
The neighborhood test is done in two phases. First, it is tested if a situation
exists, so that any permutation in P1 can never be transformed into a member
of P2 by one operator application. If this is not the case, P1 and P2 are
neighbored. Otherwise, P1 and P2 could still be neighbored, because of the
symmetry through change of the direction of the round-trip. Thus, P2 is
reversed and the test is repeated.
In the following sections, we describe the test for the individual search
operators that we used.
B.2 Swap operator
The swap-operator exchanges two consecutive elements in the permutation.
Thus, pi = [pi1pi2 . . . piipii+1 . . . pin] is neighbored to pi′ = [pi1pi2 . . . pii−1pii+1pii . . . pin].
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Consider two consecutive elements. Same letters represent same elements.
The cases that are listed in the following, are representative for all symmetric
cases, where P1 and P2 are swapped or the positions of the elements are swapped
(right to left instead of left to right).
We consider the elements a swap-site if one of the following situations
occurs:
1. P1: X Y
P2: Y X
2. P1: X Y
P2: Y
and X does not occur anywhere else in the fixed parts of P2.
3. P1: X
P2: Y
and both X and Y do not occur anywhere else in the fixed parts of P1
and P2.
In cases 2 and 3: if the requirement is not met, a neighborhood between P1
and P2 is not possible. Also neighborhood is impossible, if there are multiple
swap-sites. Further, consider the situation
P1: X Y
P2:
If X or Y occurs somewhere in the fixed part of P2, neighborhood is impossible.
Two additional situations have to be handled:
P1: X Y
P2: Z W
Here, neighborhood is impossible as this cannot be fixed by one swap.
P1: X Y
P2: Z Y
Here, neighborhood is impossible unless on the left side of the elements there
is a swap-site involving the elements X and Z.
Swap neighborhood between sets of permutations can be tested in O(n).
B.3 Interchange operator
The interchange-operator exchanges two arbitrary elements in the permutation.
Thus, pi = [pi1 . . . pin] is neighbored to pi′ = [pi1 . . . pii−1pijpii+1 . . . pij−1piipij+1 . . . pin].
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For the neighborhood test, identify all positions, where the fixed elements
of P1 and P2 differ. This includes the situation, when a position is fixed in one
set of permutations but not in the other, but the element occurs somewhere in
the fixed part of the other set of permutations:
P1: 1 ?X W
P2: 1 XY Z
Two of these differing positions can be fixed by one application of the
interchange operator. If more than two such positions exist, P1 and P2 are
not neighbored. In the specific example, the sets of permutations are not
neighbored.
Interchange neighborhood between sets of permutations can be tested in
O(n).
B.4 2-opt operator
The 2-opt-operator reverses a part of the permutation. Thus, pi = [pi1 . . . pin] is
neighbored to pi′ = [pi1 . . . pii−1pijpij−1 . . . pii+1piipij+1 . . . pin].
Consider two positions 1 < i < j ≤ n (marked in blue).
P1: 1 1
P2: 1 1
The specific part in P2 is reversed. Then, it is checked, whether P1 and P2
coincide. If this is not the case for all possible combinations of i and j, then P1
and P2 can not be neighbored.
P1 and P2 coincide, if they all positions that are fixed both in P1 and in
P2 match. Furthermore, if a position is only fixed in one set of permutations,
to corresponding element must not be fixed to a position in the other set of
permutations.
This neighborhood test runs in O(n3). There are O(n2) possibilities to
choose i and j. The test for coincidence between P1 and P2 then runs in O(n).
The runtime can be improved, if good values for i and j are guessed. Good
candidates for i and j are break points, i.e., positions where the permutations
coincide but do not coincide on one of the neighboring positions. Also, a center
point, i.e., a position where the permutations coincide but do not coincide on
both neighboring positions, can be used to estimate i and j, as both must have
the same distance to the center point.
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B.5 Verification
The actual and efficient implementations of the described algorithms can
be quite complicated. Thus, it is a good idea to verify the validity of the
implementation.
For this task, small sizes of n can be used, where all permutations can be
enumerated efficiently. Subsets P1 and P2 can be generated randomly using
the permutation tree. For the verification of the neighborhood operator, an
exhaustive neighborhood test is done using the original neighborhood operator.
For every permutation p in P1, the set of neighbors N(p) = {n|(n, p) ∈ N} is
computed. Then, a test is made, whether any permutation n ∈ N(p) is also
an element of P2. The result of this exhaustive test can be used to verify the
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