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ABSTRACT 
Simulation practitioners frequently face the problem of generating 
a steady state of a stochastic process. In this paper, we shall 
concentrate on the simulation of random variates from the stationary 
distribution of an irreducible, positive recurrent and aperiodic Markov 
process. A scoring sampling algorithm is proposed. The root of this 
methodology is the regenerative property of the Markov process which 
produces independent and identically distributed blocks of the 
realization of the process. The methodology is found to be attractive 
for its accuracy and convenience. New approach to the determination of 
regeneration in the case of continuous state space Markov process is 
introduced. In order to compare the proposed method with some common 
used methods, numerical illustrations through simulation studies are 
given for several Markov processes, including the Gibbs sampler, which 
is a newly developed computer-intensive algorithm. 
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Chapter 1 Introduction 
An important problem in stochastic simulation is the analysis of 
the equilibrium performance of a stable stochastic system, such as a 
queuing or inventory system. However, the principal goal of most 
simulation methodologies is to estimate properties of the steady state 
behavior of the system, rather than generate steady states. For example, 
the performance evaluation of computer systems requires the analysis of 
complex networks of queues which emphasizes on the parameter estimation 
of the stationary distribution. Indeed, there are still many statistical 
works which are based on the steady state simulation, even the problem 
on its own does not relate to stochastic process at all. In computer 
graphic, we have to simulate fractal, which includes irregular curves 
and surfaces. Gibbs sampler, which is a computer-intensive algorithm, 
has become an increasingly important statistical tool nowadays. It is a 
technique for generating random variables from a complicated 
distribution indirectly without having to calculate the density 
function. Its idea is on the simulation of particular Markov process. A 
similar idea can also be applied on the iterative procedure for the 
computation of posterior distributions, by data augmentation (Tanner and 
Wong (1987)). Moreover, imputation can be carried out through simulating 
variates from complicated distribution, which can easily be modeled as 
the stationary distribution of a Markov chain (Li (1988))• These 
statistical procedures depend much on the steady state simulation of a 
Markov chain. Thus development of efficient and accurate method for the 
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simulation becomes a substantially important work. 
The traditional method of steady state simulation simply selects an 
initial state and then allows the process to be simulated for a fixed 
number of steps , say n steps. This method is simple and efficient. For 
an irreducible, positive recurrent and aperiodic Markov chain, the 
rate of convergence of any n-step transition probability to the 
corresponding stationary probability is of order OCa"^), 0 < a < 1, if 
either 
(i) the state space is finite (see for example, theorem 4.2.2 of 
B h a t (1984)〕； or 
(ii) some state (say state i) of the Markov chain is geometrically 
ergodic, that is， there exist finite M^^ > 0 , 0 < p < 1 such 
that 
Ipj二 - irj ^ Miipn for all n = 0 , 1, 2 , . . . 
where p(n) = Pr(X = ilX = i) (Vere-Jones (1962)). 
ii n ‘ 0 
However, the method has two main drawbacks. For infinite state space 
Markov chain, the rate of convergence may not have the order 0(a"), 
0 < a < 1, if no state of the Markov chain is geometrically ergodic. 
Moreover, assessment of accuracy may need extra simulation of the Markov 
chain for empirical checking. Thus extra computer time and storage may 
be needed. The problem can be solved if a good measure of the accuracy 
is available. Then the stopping rule will be: stop the simulation when 
the measure of accuracy is within a given limit. Unfortunately, the 
dependent structure of the process may make the estimation of the 
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measure difficult. A statistical methodology, named the regenerative 
method, had been developed to deal with this dependence problem. Its 
idea is to divide the Markov chain into independent sections of unequal 
lengths which are identically distributed. Then the equilibrium 
properties of the Markov chain can be estimated easily. This idea was 
taken up in a series of papers by Crane and Iglehart (1974a, 1974b, 
1975a, 1975b), and Iglehart (1975, 1976, 1977). Most of their works, 
however, still emphasized on the parameter estimation of the stationary 
distribution. If the dimension of the Markov chain's state space is 
small, one can still generate the steady states from the estimated 
stationary distribution. But if the Markov chain is of infinite 
dimension, one will rarely estimate the stationary distribution for the 
sake of steady state simulation, especially when the state space is 
continuous. 
This paper will present an unified and simple method that 
contributes to the solution of the above problems. For sake of 
discussion, we will restrict our attention to simulating an irreducible, 
aperiodic, and positive recurrent Markov chain, with discrete time, and 
discrete or continuous state space. The discussion is based on the 
regenerative process. Thus in Chapter 2, a brief overview of the 
regenerative method of simulation is given. A new approach for the 
construction of exact regenerative process in the case of continuous 
state space Markov chain is also given in Chapter 2. In Chapter 3, 
several estimators are discussed and a general method for simulating 
from the estimated stationary distribution will be outlined. A new 
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approach, the scoring method is given in Chapter 3 too. The accuracy of 
the scoring method, which is measured by the bias of the estimators and 
provides us a stopping criterion for the simulation, is then discussed 
in Chapter 4. The procedures are illustrated in Chapter 5 by simulation 
results and finally’ Chapter 6 summarizes our discussion and suggests 
further investigations. 
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Chapter 2 Regenerative Simulation 
Discrete time discrete state space Markov chain 
Let <X^:n=0,1,2,...} be a discrete time Markov chain with state 
space I={0’1,2’...} and transition probabilities (p^^), i,j e I. All the 
following discussions can be carried over to finite I. The Markov chain 
is assumed to be irreducible, aperiodic and positive recurrent. Then 
stationary distribution n = {n^： j € 1} exists and is given by 
71 = lim Pr(X^ = JlX^ = i) for all i € I, j € I . 
We denote the steady state by X, i.e. , Pr(X = j) = tt^  , j € I. 
To estimate n or simulate from n approximately, construction of the 
regenerative process may help. Suppose we start the simulation at X^=v, 
V € I, i.e. set Pr(X^ = v) = 1. Since {X :n=0,1,2, . . . } is positive 
0 n 
recurrent, there exists an infinite sequence of random time points 
{T^: i 2： 0} such that 
0 = T < T < T < • • • , 
0 1 2 
with 
Pr(X = V ) = 1 ,i = 0, 1, 2 , . . . 
I 
and 
Pr(Xj = V) = 0 otherwise. 
Then {X , X + , . . . , 乂丁—丄} constitutes the i-th cycle (or i-th 
tour) (i ^ 1) of the Markov chain. By the Markov property, conditional 
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on the stopping time T^, the future of the process is independent of the 
past history of the process before T^. Therefore, the cycles are 
independent. Actually the regenerative cycles can be viewed as 
independent Markov chains with the same construction, as they have the 
same initial state. This provides us the heart of our method ： the 
random vectors 
{X :T ^ ^ t < T } , i ^ 1 
t 1-1 1 
are independent and identically distributed. 
Let W丨 be the length of the i-th cycle, that is, W = T - T , 
i i i i-1 ' 
i 之 1. Since the Markov chain is positive recurrent, we have ) < oo. 




Y = Z f(X ) , i 2： 1 . 
i j = T j 
i - 1 
Then the random vectors (Y^, W^), i ^ 1, are independent and identically 
distributed. Let (Y,W) be the random vector with same distribution as 
It had been proved in Crane and Iglehart (1975a) that if 
E * ( | f ( X ) | ) < 00, then 
. E(Y) 
E ( f ( X ) ) = — — ， 
E(W) 
where E* is the expectation corresponding to the steady state X. Most of 
the works of Iglehart and his co-workers emphasize on the estimation of 
E*(f(X)) which involves ratio estimations. For the sake of generating 
steady states, we need the estimation of the stationary probabilities. 
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For each j € I, let f」be the indicator function defined by 
f (X) = j ^ when X = j 
j ^ 0 when x ^ j 
For each j € I, let 
T -1 
w , … . 
Yi(j) is Just the number of occurrences of state j in the i-th 
regenerative cycle. Then using the above result, we have 
• E(Y(j)) 
71 = Pr(X = j) = E (f (X)) = for all j € I 
J J E(W ) 
where (Y。），W) is the random vector with the same distribution as 
(Yi(j)’Wi). Thus based on the sequences {(Y^^^^ i = 1 ’ 2’ … } , j € I, 
we can obtain an estimate of n. 
Since our main purpose is to simulate from n rather than to 
estimate TT, our aim is to find an estimator TT with sufficiently small 
bias , even though it may have large variance. Several ratio estimators 
will be discussed in Chapter 3. Here we first consider the construction 
of the regenerative process. In case of discrete state space, it is easy 
to determine the regenerative points during simulation, just by simple 
counting procedure. But it may not be the case when the state space is 
continuous. The construction of regenerative process for the case of 
continuous state space is discussed in the next section. 
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§ 2.2 Discrete time continuous state space Markov chain 
Let {Xn:n=0,1,2,•••} be a discrete time Markov chain with 
continuous state space S Q R, Let f(x|y) be the conditional density 
function of X^^^ = x given that X^ = y, x.y € S. We are interested in 
the stationary distribution: 
F(x) = lim Pr(X ^ xlX^ = y) ’ x € S for all y € S . 
n ‘ o •‘ 
Similar to the discrete case, we denote the steady state by X, that is, 
X 〜 F . 
Unfortunately, the construction of regenerative process is not as 
straightforward as that in discrete case. It is because the process will 
return to initial state with probability zero if we define the initial 
state as a point in S. Approximation techniques are suggested by 
Crane and Iglehart (1975b), by constructing a small region A containing 
the initial state. Then regeneration is redefined in terms of returns to 
A. But then the regenerative cycles will no longer be independent or 
identically distributed. An alternative method is to modify the process 
by replacing the original process with the initial state each time it 
enters A. The method is still unsatisfactory because the procedures 
applied will be with respect to the modified process but not the 
original one. Here a new method, which bases on the idea of 
decomposition of the transition probability density function, is 
proposed. 
Let g be a probability density function (p.d.f.) with domain S. 
Suppose for all n 之 0, with postitive probability with respect to the 
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variable X^, there exists M > 0 such that f(x|X^) 2： Mg(x) for all x € S. 
Decompose the transition p.d.f. into 
n x j y ) = p(y)g(x) + [1 - p(y)]h(x|y) x’y € S 
where 
0 ^ p(y) ^ 1, y € S 
and h is a non-negative function. It can be easily verified that h is 
also a conditional p.d.f. with domain S when p(y)本 1. The idea is that, 
instead of simulating from f directly, with the current state y, we 
first calculate p(y). Then with probability p(y), we simulate X from g; 
and with probability 1 - p(y), we simulate X from h conditional on y, 
the current state. Define 
2 = / ^ if Xjj is generated from g 
n L 1 if X is generated from h 
n 
Initially generate X。from g. Then regeneration is defined in terms of 
returns to the simulation from g, i.e. the regenerative points are 
0 = T ^ T ^ T ^ • • • 
0 1 2 
such that 
Pr(5 = 0) = 1 ,i = 0, 1, 2 , … 
1 
and 
Pr(3j = 0) = 0 otherwise. 
Then conditional on 6 = 0, X is generated from g which does not 
I 
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depend on the past history of the process. Therefore conditional on 
〜 = 0 , X^ , ( 〜 + i , X t + i ) , … a r e independent to the process before 
i i i i 
time 1*1. With this construction, we obtain the same thing in the 
discrete case: the random vectors 
“ < Ti} . i ^ 1 
are independent and identically distributed. 
Similar to § 2.1, cycle lengths are defined as W = T -T , i > i. 
i i i-1 
Let f:S >(R be a measurable function and define 
T -1 
\ = i i i - i , … . 
The random vectors , i ^ 1, are independent and identically 
distributed. The same result is obtained： 
• E(Y) 
E ( f ( X ) ) = — — . 
E(W) 
For any x € S, define 
- f . 1 when y ^ X 
fx(y)=— 
0 when y > x 
T -1 
i 
Y (X) = S f (X ) , i ^ 1 . 
i k = T X k 
i - 1 
Then we have 
, E(Y(x)) 
F(x) = Pr(X ：£ x) = E (f ( X ) ) = . 
X E(W) 
Thus based on the sequence {(Y^(x),W^), i=l, 2, x € S, we can 
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obtain the estimate of F(x), the distribution function value of the 
stationary distribution at x. Due to limitation of computer storage, 
complete estimation of F is impossible. Fortunately our aim is to 
simulate variates from F rather than to estimate F. There is no need to 
estimate F for generating the steady states. Details are discussed in 
Chapter 4. 
Now consider the construction of the regenerative process. Usually 
decomposition of the transition p.d.f. may be troublesome and h will be 
very complicated. So we would like to find an efficient procedure to 
determine the regenerative point during simulation, without actually 
decomposing f. We can interchange the sequence of simulating 5 and X . 
n n 
With Xn_i on hand, instead of generating we generate X^ first, and 
then followed by 5 . This will, of course, have no effect on the 
n 
regenerative property of the process. The following algorithm can be 
used to generate 5 after X . 
n n 
Algorithm A1 
[1] With X , generate X from f. 
n - 1 n 
f(x|Xn_i) 0 
[2] Determine M(X ) = min ( where is defined as 1 ). 
X € S g(x) 0 
[3] Generate U ~ U(0,1). 
M(X )g(X ) 
[4] If U ——— — , t h e n set 5 = 0 , else set 8 = 1 . 
f(X |X ) n n 
n ' n - 1 
[5] Return. 
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With this algorithm, 
p(y) = Pr(5 = OlX = y) 
n 丨 n_ 1 
M(X )g(X ) 
= P r ( U ^ — ^ I X = y) 
f(X |X ) n-1 
n' n-1 
= r d u d x 
Js」0 
「 M(y)g(x) 
= f (x|y) dx 
Js f(x|y) 
% 
= M ( y ) g(x) dx 
Js 
= M ( y ) 
f(x|y) 
= m i n . 
X € S g(x) 
To maximize the number of regenerations， g(x) should be chosen such that 
M(y) (and so that p(y)) is as large as possible. This can be done by-
choosing g(x) with shape close to f(x|y) for all y € S. However, the 
shape of f may vary greatly. Therefore for sake of simplicity, usually g 
is chosen to be the p.d.f. of U(a,b) with [a,b] Q S. Then 
M(y) = (b - a) min f(x|y) ’y € S. 
X € [a,b] 
In most cases, f(x|y) is unimodal for all y. Then 
M(y) = (b - a) min [f(a|y). f(b|y)] 
which simplifies the procedure. 
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Algorithm A2 
[1] With X generate X from f. 
n - l n 
[2] If X ^ (a,b), then set 5 = 1 and return. 
n n 
min [f(alX ), f(blX )] 
[2] Calculate W = n-1 
拟 J X n - i ) 
[3] Generate U ~ U(0,1). 




Sometimes in discrete case, the state space is so large that 
regenerations do not occur frequently enough for us to use the 
regenerative method. Then the same idea can be applied to increase the 
number of regenerations, by decomposing the transition probabilities： 
P " = q^gj + (1 - for all i, j s I 
0 ^ q^ ^ 1 for all i 6 I 
2 g = 1 
S h = 1 for all i € I such that q * 1 . 
j€I ij 、 
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Chapter 3 Estimation 
§3.1 Ratio estimators 
Suppose a random vector (Y.W) satisfies 
Pr(0 ^ Y :s W) = 1 , 
Pr(W > 0) = 1 , 
3 
and E(W ) < «. Given a random sample { (Y^, W^), i=l, . . . ,n} of (Y,W), we 
are interested in the estimation of the ratio 
E(Y) 
r = • 
E(W) 
Let 
— 1 n _ 1 n 
Y = S Y^ ’ W = — 2 W , 
n i=i i n i=i i 
1 n _ 1 n 
s = - V Z (Y - Y)^ , s = -i- 2 (W - W)^ 
11 n-1 1=1 i , 22 n-1 i=i^ i ) 
and 
= ii(Yi - 加 i -口） 
be the sample means, sample variances and sample covariance of Y^' s and 
W ‘ s. Define 
i 
Ci J = E|[Y - E(Y)]i[W - E(W)]^| , 
the (i,j)-th product moment of Y and W. The following ratio estimators 
are considered. 
_ 1 4 -




A r 1 1 
E(r ) = r 1 + ——(C - C ) + — - C + 3C (C - C )] 




(ii) Jackknife estimator 
^ Y n-1 n • Y 
？ = n — — — y iifLJi 
j n L n 
k5i k 
E(〜)=小一 ：；；： [^。12 - C。3 + V 。 2 _ 、 ) ] ] + (3.2) 
L nin-1J J n 
(iii) Beale estimator 
Y 广 s 、/广 s \ 
会 = _ 1 . / 1 + 
b W ^ n W j/ nW^ 
A r 2 1 1 
E(r ) = r 1 - — [ C - C + C (C - C )] + 0 ( — ) (3.3) 
b 2 12 03 02 02 11 3 
n J n 
(iv) Tin estimator 
Y r 1 / s s 、， 
A 1 丄 12 22 1 
r = 1 + - - — ~ 
t w L n YW J J 
厂 1 1 1 
E(r ) = r 1 [2(C。- C ) + 3C (C - C )] + 0 ( — ) (3.4) 
t 2 12 03 02 02 11 3 
n n 
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(V) Quenouille estimator 
A 7 1 
r = 2 ——(r + r ) 






Z Y s Y 
r = _ r = J 
1 m ' 2 n 
Z W S W 
i=l j l=m+l j 
E ( 〜 ) = r [ 1 - 4 [。 1 2 -。。3 + 3。。2(。。2 -。11)] 1 + 0 ( 4 ) (3.5) 
L n J n 
These estimators are discussed in Tin (1965) and Iglehart (1978). 
The expression of the expected values of r , r , r , and r are obtained 
c b t q 
by replacing N, the population size, by infinity in the expressions 
given in Tin (1965). The expression of the expected value of r^ is 
obtained by using (3.1) repeatedly, r is the most intuitive ratio 
c 
estimator and is simple and easy to calculate. But the order of its bias 
is 0(l/n) which is large compared to the others. The other four 
estimators are constructed with the aim of reducing the bias of the 
classical estimator. By the expression of the expected values of the 
estimators, all the bias of the remaining four estimators are of order 
0(l/n^). If we generate the steady states from the estimated 
distribution, the deviations from the true stationary probabilities in 
discrete case (or distribution function, in continuous case) will equal 
_ 1 6 -
to the bias of the estimators which is of order 0(l/n^). This is clearly 
unsatisfactory as in most cases, the bias of the traditional method 
mentioned in Chapter 1 is of order OCa'^), 0 < a < 1 which is much 
smaller. Moreover, r^, r^, r^ may give negative values. Therefore they 
can only be used after modification. Before we introduce the scoring 
method, we first discuss how the steady states can be generated from the 
estimated stationary distribution. 
§ 3.2 General method for generation of steady states from the 
estimated stationary distribution 
In general, all the ratio estimators discussed in previous section 
belong to a family of estimators which has the following form： 
n y C j ) 
A i 
= 2, € I in discrete case, and 
i = l 一 W 
i 
A r Yi(x) 
F(x) = ) p (W) ,x € R in continuous case 
i=i W 
i 
where p (W) is a real-valued function of W = (W , W , … ， W ) with 
i — — 1 2 n 
n 
^ = 1 for all W € {1, 2, 3 , … 广 . 
i = i 
Since is the relative frequency of occurrences of state j 
in the i-th regenerative cycle, n is just a weighted mean of these 
—J 
relative frequencies. Similarly, ^(x) is the weighted mean of the 
empirical distribution functions obtained in each regenerative cycle. If 
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in addition, 
^ 0 f o r a l l e U ’ 2 ’ 3 ’ . • • } 〜 i = 1 , 2 , n , 
then the following algorithm can be used for simulating variates from n 
( o r 合 ( X ) ) w i t h o u t a c t u a l l y c a l c u l a t i n g i t . 
Algorithm A3 
[1] Simulate the process for n regenerative cycles. For the i-th cycle 
〔i=l»...,n), length of the cycle (W^) is stored, and one sample 
point is randomly selected ’ say Z^, within the cycle. 
[2] Calculate corresponding p (W) for i = 1, 2, ... , n. 
i — 
[3] Generate K from the distribution with probability mass function 
(p.m.f.). 
{p, (W), p (W), p ( W ) } . 
1 — 2 — n — 
[4] Return X = Z . 
K 
Using algorithm A3, in discrete case, we have 
Y(J) 
Pr(Z = j|Y,W) = — , i = 1, 2’ … ’ n, J € I . 




Pr(X = j | Y , W ) = 入 Pr(X = j, K = k|Y,W) 
• k = 1 • 一 一 
n 
= P r ( K = k|Y,W)Pr(X = j|K = k,Y,W) 
n 
= Z Pr(K = k|Y,W)Pr(Z = j|Y,W) 
- 1 8 -
n Y(J) 
= I 
k=i 较 w 
k 
A 
=辽J .J € I . 
Therefore the deviations from the true stationary probabilities are 
given by 
|Pr(X = j) - TTjl = |E[Pr(X = j|Y,W)] - ttJ 
= | E ( 会 J ) - TTjl 
= | b i a s of 71J ,j € I. (3.6) 
In continuous case, 
Y (x) 
Pr(Z ^ x|Y,W) = - i — — ，i = 1, 2 , … ’ n, x € R. 
一 - W 
i 
n 
Pr(X ^ x|Y,W) = kli Pr(X ^ x, K = k|Y,W) 
n 
= 丄 Pr(K = k|Y,W)Pr(X ^ xlK = k,Y.W) 
K — X ~ 一 • — — 
n 
= k S i Pr(K = k|Y,W)Pr(Z^ ：£ x|Y,W) 
n Y ( X ) 
= E p ( W ) — 
k 
= 合 ( X ) . 
The deviation from the true stationary distribution function is given by 
|Pr(X ^ x) - F(x)| = |E[Pr(X ^ x|Y.W)] - F(x) | 
= | E ( 合 ( X ) ) - F ( x ) | 
= j b i a s of 合(x)| . (3.7) 
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It is worthwhile to note that the accuracy of the simulation is related 
to the bias of the estimator only. Thus we need to focus on the bias 
only. With cycle i, the sample point Z^ can be selected by simple 
sequential sampling algorithm (see for example,Fan’ Muller and Rezucha 
(1962) and Sunter (1977)). Therefore only the storage for W^'s and Z^'s 
are needed. No storage for the number of occurrences of states are 
needed. Thus computer storage usage remains unchanged no matter how 
large the dimension of the state space is. Here are the corresponding 
Pj(W)'s for the ratio estimators discussed in previous section. 
(i) Classical estimator 
W 
p (y) = - J - ’i = 1, 2 n (3.8) 
nW 
(ii) Jackknife estimator 
W (n-l)W n 1 
= - Y — .i = 1, 2, n (3.9) 
W n nW - W 
k 
(iii) Beale estimator 
[(n - 2)W + W ]W 
p (W) = — ~ — - ,i = 1, 2’ • . . ， n (3.10) 
(n - l)(nW + s ) 
22 
_ 2 0 -
(iv) Tin estimator 
n 
w r nW W - ? w^ . 
Pi ( … I 二 ’ … ， 2 , … " n (3.11) 
nW L n (n - 1 ) W」戈 
(V) Quenouille estimator 
2W W 
i i 
when i m 
nW ® 
2 S W 
j=i j 
Pi(i^) = ' ,i = 1, 2 n (3.12) 
2Wi W 一 when i > m 
nW n 
2 S W 
、 j=m+l j 
Note that the algorithm needs p^(W) 2： 0 for i = 1, 2 , … ’ n. But all 
the mentioned estimators except the classical estimator and the Beale 
estimator may yield some negative p (W). If this happens, p (W),s are 
i — 1 — 
modified as 
Pj(W)/iiK’Pi (… when i 6 K, 




K , = {ilp, (W) 2： 0 , i = 1, 2 , … ， n } • 
‘1 — 
Then the corresponding estimates of the stationary probabilities and 
d.f. will be 
S p (W)fY (J)/ W 
Pr(X = J|Y,W) = iCK i - I i LL ,j € I 
S ,p (W) 
- 2 1 -
and 
I p (W)[Y, (X)/ W , 
P r ( X s x | Y , W ) = … - 卜 i) ^ R . 
§ 3.3 Bootstrap method 
The bootstrap method introduced by Efron (1977) is a technique for 
approximating the distribution of estimators , by re-sampling from the 
sample. Since our simulation is closely related to ratio estimation, the 
bootstrap method can be applied. 
Suppose we have a sample i = l’2,...,n}. Putting mass 1/n 
on each we can draw a bootstrap sample, say {(Y*,W*), 
i=l,2,...,n} from the original sample with replacement. Then the 
sampling distribution of 
Y E(Y) 
W E(W) 
can be approximated by the bootstrap distribution of 





_来 1 n 奈 _ 来 1 n 柰 
Y = — S Y , W = 一 Z W . 
i=l i i=l i 
n n 
Thus based on m bootstrap samples: 
{(Y. ), i=l, 2 n} = 1, 2 , … ’ m , 
ki ki 
_ 2 2 -
the bootstrap estimate of r = E(Y)/E(W) is given by 
A Y 1 " Z Y " 
会 = 2 — - — y i = i k i 
i = l ki 
Now let Nki be the frequency of occurrence of the i-th regenerative 
cycle in the k-th bootstrap sample. Then the random vectors 
Nj^  = • ,Nkn), , k=l,2,..。，m, are independent and identically 
distributed with multinomial(n,1/n,1/n,...1/n) distribution. Then 
n 奈 n 
S Y S N Y 
1=1 ki = 1=1 kl i 
n 來 一 . 
Z W Z N W 
i=l ki i=l ki i 
Therefore, 
n 
Y 1 Z N Y 
A 。 ki i 
r = 2 ) 
r? Li n 
W m k=i s N W 
1=1 ki i 
n , 2W 1 " N W . Y 
= r I j 一 Y kj J _ j 
L r? 乙 n 
nW m k=i z N w W 
i=l ki i 
Therefore for this bootstrap estimate, 
2W 1 N W 
p (W,N) = y ^ ^ ^ ,i = 1, 2’ … ， n . 
i 一 一 rr Lj n 
n W m k = i 2 N w 
v=l kv V 
p (W) S E(p (W,N)|W) 
i — i 一 — • 一 
2W 1 r N , 1 
= _ L ——Y E ~ ！ I I - W 
r-f L N n I 
nW m k=i L 2 N W J 
v=l kv V 
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2Wi f Nii 、 
二 — I T - [N n li ,i = 1, 2’ . . . ， n (3.14) 
nW I Z N W J 
V=1 Iv V 
where E^ is the expectation with respect to N 's. p (W,N) is still 
possible to be negative, so modification such as (3.13) may be needed. 
Following is the algorithm for using bootstrap method to generate the 
steady state. 
Algorithm A4 
[1] Simulate the Markov chain. Obtain (W,W’...，W) and sample 
1 2 n 
(Z ,Z ,...,Z ) as in algorithm A3. 
1 2 n 
[2] Generate N, Multinomial(n,1/n,...,1/n), k = 1, 2, ..., m. 
一k 
[3] Calculate p (W,N), i = 1, 2, ..., n. 
i — — 
[4] Generate K from distribution with p.m.f. {p (W,N). i=l，2,...,n}. 
i 一 一 
[5] Return X = Z . 
IC 
Let N = (N ,N ,...,N )‘ be a random vector such that 
— 1 2 n 
N ~ M u l t i n o m i a l ( n , 1 / n , 1 / n ) . 




^ E N W ^ 
j=i J J 
Let e denote the nxl vector with 1 at i-th entry and 0 at other entries 
一 i 
and 1 be the nxl vector with 1 at all entries. Since N is distributed 
_ 2 4 -
with multinomial (n, l/n,…，1/n), we have 
1 
E (N) = 1 , Cov (N) = I - ——11, 
N — — N — - -
n 
where I is the nxn identity matrix. Now we can approximate the 
expectation by Taylor, s expansion about the value N = E (N) = 1. For 
一 N — — ' 
z e R, = (父 1 ,父 2 , • • .Xn), € Rn, define the matrix derivatives as 
dz . dz dz dz ^, 
一 ， » • • • > “ 
5x ^ ax ax ax 
- 1 2 n 
a^z ( d^z 
dxdx dx ax n . 
i j J=l»...,n 
Since, 
N N'e 
1 _ i 
Z N W - -
j=i j J 
r e a N,e 1 d^ ( N,e ^ 
« + (N - 1)' — + — ( N - 1)' — (N - 1), 
I'W — 一 5N N，W M 1 2 — — N'W ,, “ _ 
一 一 一 一 一 jsj 二 1 — 一 一 一 1 
taking expectation we have 
f N ] 1 I f N’ 
E — « — + — E (N 一 1)' (N 一 1) 
N nW 2 N - - SNSN^ N'W .., — 
^ S N W ^ N=1 
j=i J J 
1 1 f . N*e > ， 
= — + ——tr — Cov(N) 
nW 2 廳NL N'W J , , “ 
- 2 5 -
1 1 f 1 f 一 w 1 0 
= — — + ——tr ~ — 2WW, 一 nW(We' + e W ) I 一 ii, 
f^r « 3^-73 一 一 一 一 i — i — ± ± nw 2 n W ^ 1 八 n 
J 
n 
1 2 W^ - n W 
i=i i i 
= " Z + M ,1 = 1, 2, ...’ n. (3.15) 
nW n V 
Substitute (3.15) into (3.14) we have 
n 
W r nUW - Z W^ 
p ( y i 广 k w ’ i = 1, 2, n. 
nW L n W i 
Compare it to (3.11). It can be seen that the p^ (W)' s for the bootstrap 
estimator and that of the Tin estimator are more or less the same. 
Therefore the bootstrap estimator will have a similar behaviour as Tin 
estimator when n, the number of regenerative cycles, is large. 
§3.4 A new approach; the scoring method 
If the lengths of the regenerative cycles are bounded above by a 
known constant M, then it is possible to generate the steady states from 
the exact stationary distribution by acceptance-rejection (A-R) method. 
The idea is similar to the method described in Miles and Davy (1976) 
which considers the estimation of stereological ratio. After a cycle 
with length W is simulated, we accept it with probability W/M. If the 
cycle is accepted, we randomly select a sample from the cycle; otherwise 
we simulate another cycle and continue this process until a cycle is 
accepted. The algorithm is given below. 
_ 2 6 -
Algorithm A5 
[1] Simulate a regenerative cycle. Determine the length (W) of this 
cycle and randomly select a sample X. 
[2] Generate U 〜U(0,1). 
[3] If U > W/M, go to [1]• 
[4] Return X. 
Using this algorithm, in discrete case, 
Yi(J) Wi Y 。 ） , W , W 
Pr(X = j|Y,W) = — + — I _ 1 - — 1 
W M W M M 
1 2 
f W . , W W 
+ - 」 1 - 」 」 + … 
W ( M J I M M 
3 
It follows that 
Pr(X = j) = E(Pr(X = j|Y.W)) 
E(Y,(J)) E(Y丄J)), E(V/ )、 
1 . 2 , 1 
= + 1 
M M M 
E(Y(j)), E(W f E(W )、 
3 , 1 , 2 
+ 1 一 1 - + … 
M M J M 
E(Y(j))f , E(W)>. E(W)S2 ， 
= 1 + 1 - + 1 - + … 
M M M 
V J 
{ E(Y(J)) \ A E m . ] 
= / 1 - 1 -
M / M 
\ y \ / 
_ 2 7 -
E ( Y ( J ) ) 
E(W) 
=71」 ，J € I. 
With similar argument it can be deduced that in continuous case, 
Pr(X ^ x) = F(x). 
This is an ideal method because we can simulate from the stationary 
distribution exactly and only the storage of the sample and cycle length 
is needed for each cycle. However, in most cases the cycle lengths are 
unbounded. Even if they are bounded, we seldom know the bound M. 
Therefore the A_R method is not applicable in most cases. But this 
method suggests us a new approach which is based on scores. In A-R 
method the cycle is accepted when U ^ W/M (i.e. W/U ^ M). Therefore, if 
W is unbounded, we may choose the cycle with maximum value of W/U. Here 
is the algorithm. 
Algorithm A6 
[1] Simulate the Markov chain. Obtain (W ,W W ) and sample 
1 2 n 
(2 f 2 , • • • , 2 ) • 
1 2 n 
[2] Generate U(0,1), i = 1, 2, ... , n. 
[3] Calculate S^ = W^/U^, i = 1, 2, . . . , n. 
[4] Determine the maximum of S ,s’ say S • 
1 
[5] Return Z . 
iv 
_ 2 8 -
A general scoring method can be obtained by altering the scoring function 
Si = ,i = 1, 2 n 
where C is a real-valued function. The corresponding p (W)’s are given 
i — 
by 
Pj(W) = Pr(i-th cycle is chosen) 
= P r ( S ^ is maximum) 
= P r ( S i 2： max(S^)). 
A family of scoring functions denoted by G O ) with ^ > 0 is given below： 
( ^ when 玲 > 0 
1 - U^ 
C(W ,U ) = - i ,i = 1, 2’ … ’ n. 
W 
_ when |3 == 0 
In U 
i 
G(0) is added to the power transformation to make the transformation 
continuous. As we will see later, G(0) is just the method associated 
with the classical estimator while G(1) is the method in algorithm A6. 
§ 3.4.1 G(Q) method 
When iS = 0, 
W 
S = - ,i = l, 2, ..., n. 
i In Ui 
Let R = 1/S , i = 1, 2, ..., n. Then S is maximum if and only if R is 
1 i k * 
_ 2 9 -
minimum. Since -In U^ are i.i.d. with exp(l), R^ are i.i.d. with 
exp(l/W^), i = 1, 2, ...’ n’ conditional on W. The conditional p.d.f. of 
R given W is 
1 — 
fR (x|…=W^exp(-W^x) ,x > 0. 
Let T = min (R R . . . .R ). Then T is independent of R and has 
^ ^ n 1 
conditional p.d.f. 
f^(t|W) = (nW - W^)exp[-(nW - W^)t] ,t > 0. 
Conditional on W, the joint p.d.f. of R^ and T is then given by 
fp ’T(x,tly) = W^(nW - W^)exp[-(nW - - W^x] ,x,t > 0. 
Consider 
p^(W) = Pr(Ri is minimumIW) 
= P r ( R ^ ：£ T|W) 
% 广 
= " " W ^ C n W - W^)exp[-(nW - W )t - W x] dtdx 
O x 
= " W exp(~W X) " (nW - W )exp[-(nW - W )t] dtdx 
0 J X 
= W exp(-W X) exp[-(nW 一 W )x] dx 
J q 1 1 1 
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Similarly, we have 
W 
P.(W) = — ^ ,i = 1, 2, ...’ n 
nW 
which is Just (3.8). G(0) is a special case of the method suggested in 
Li (1992) which applies the method in unequal probability sampling. 
§ 3.4.2 G(l) method 
When = 1, for each i = 1, 2, ..., n, 
W 
S = — 1 -
i 1 - U 
i 
which has the same distribution as 
W 
s = — L - . 
i u 
i 
Now the conditional p.d.f. and d.f. of S given W are 
i 一 
fs (…H) = " ^ I【 „ ,⑴](X) 
i X i 
and 
Wi ^ 
F (xlW) = 1 — I … (x) 
S [w ,00] 
i 、 X 乂 i 
respectively where denotes the indicator function with value 1 if 
X € D and value 0 if x 运 D. Let T = max (S ,S S )• Then T is 
^ w H 
_ 3 1 -
independent of S^ and has conditional d.f. 
n y 
F^(t|W) = n fl - — i ] I (t) 
T L ‘ [V’⑴)、 
i = 2 I 
where V = max (W^,W^, . . . ,W^). Let f^(t|W) = F^(t|W) be the conditional 
p.d.f. of T. Then 
p^(W) = Pr(S^ is maximumIW) 
= P r ( S i > T|W) 
CO X 
= fg (x|W)f^(t|W) dtdx 
. w j v Si - T -
00 
= fg (x|W)F^(x|W)dx . (3.16) 
K 1 一 一 
When W^ > V, (3.16) becomes 
.00 W n w 
p (W) = fl 1 - ~ - dx . (3.17) 
1 — 2 
W X X 
1 i=2 
When W^ s V, (3.16) becomes 
•« W n y 
p (W) = — ^ n 1 dx . (3.18) 
1 — 2 
V X X 
1 = 2 
Combining (3.17) and (3.18), we get 
« W n W 
p , (W) = H 1 ——-dx 
1 — 2 
W X X 
‘‘(n) i=2 
_ 3 2 -
where “ ⑷ = m a x (W^,V) = max (W^^W^, . . . . Clearly in general we have 
'00 W n y 
= II 11 - dx ,i = l, 2, . . . , n . (3.19) 
_ 3 3 -
Chapter 4 Bias of the scoring sampling algorithm 
When a simulation methodology is developed, it is important to be 
able to access the accuracy of the procedure, as well as its efficiency. 
As mentioned in Chapter 3, the accuracy of our procedure for steady 
states simulation is closely related to the bias of the underlying ratio 
estimator. Even we can regard the bias as our measure of accuracy. 
Therefore we focus on the bias of the scoring estimator. 
§4.1 General form 
Suppose we have a random sample { (Y^,W^), i=l,2,. . . ,n}. Let T be the 
minimum possible cycle length, that is, T is the least integer such that 
Pr(W = T) > 0 . 
Let {Ui, i=l,2,…，n} be i.i.d. variates from U(0,1). Define the score of 
the i-th regenerative cycle as 
S i = = 1 . 2 , n 
where C is a real-valued function. Then by the scoring method described 
in Chapter 3, the ratio estimate of E(Y)/E(W) is given by Y /W where K 
is chosen such that S is maximum. We are interested in the expectation 
of the estimator Y /W . 
Let f(y,w,s) be the joint p.d.f. of ’ i=l’2, • . . ,n; 
h(s|y,w) and H(s|y’w) be the conditional p.d.f. and d.f. of S^ given 
Y^ = y, W^ = w respectively. Let p(w,y) be the probability mass function 
_ 3 4 -
( P . m . f . ) o f ( W i . Y i ) , i = l ’ 2 , . . . , n . T h e n 
f ( y ’ w , s ) = h ( s | y , w ) p ( y , w ) 
, y = 0, 1 ,…， w 
»w = T, T+1, 
, - 0 0 < s < 00. 
M a r g i n a l p . d . f . o f S ^ i s 
h ( s ) = E ( h ( s | Y , W ) ) , - c x , < s < 00 
w i t h c o r r e s p o n d i n g m a r g i n a l d . f . 
H ( s ) = E ( H ( s | Y , W ) ) , - c o < s < 00. 
L e t T = m a x ( S , S ， … ， S ) . T h e n d . f . o f T i s g i v e n b y 
1 2 n 
G ( t ) = [ H s ( t ) ] n 
= E ' ' ( H ( t | Y , W ) ) , - c o < t < 00. 
L e t { ( Y ⑴，W ⑴，S⑴）， i = l , 2 , . . . , n } b e t h e o r d e r e d s t a t i s t i c s o f 
{ ( Y , W , S ) , i = l , 2 , . . . , n } w i t h o r d e r a c c o r d i n g t o S , 、： s S ,、： £ … ： ^ S , � . 
1 i i (1) (2) (n) 
S i n c e t h e o r d e r i s a c c o r d i n g t o t h e o r d e r o f S ^ ' s o n l y , c o n d i t i o n a l o n 
S ⑴ ， t h e d i s t r i b u t i o n o f ( Y ⑴ ， W ⑴ ） i s t h e s a m e a s t h e c o n d i t i o n a l 
d i s t r i b u t i o n o f g i v e n S ^ = S ( " . T h u s t h e J o i n t p . d . f . o f 
( Y ^ � ’ W , � ’ S , 、 ） i s 
(n) (n) (n) 
, f ( y , w , t ) 
h ( y ’ w , t ) = g ( t ) 
hs(t) 
, y = 0 , 1 , • . • , w 
,W = T, T + 1 , . . . 
, - 0 0 ^ t < 00 
_ 3 5 -
where g(t) is the marginal p.d.f. of Integrate out t. We can get 
the p.d.f. of (Y, ,W ): 
(n) (n) 
柰  r« p(y,w)h(t|y,w) 
h (y.w) = g(t)dt (4.1) 
,-00 E(h(t|Y’vn) 
,y = 0, 1, . • . , w 
,w = T, T + 1 , … . 
Hence 
乂 W , 、 乂 w = T y = 0 W 
(n) 
( Y * foo h(t|Y.’W.) 
= — g(t)dt (4.2) 
W J-« E(h(t|Y,vn) 
where E is the expectation with respect to (Y ,W ) and E is the 
M (n) (n) * 
奈 来 
expectation with respect to the (Y ,W ) which has the same distribution 
as (Y,W). 
§ 4.2 Bias of G(0) estimator 
When j3 = 0, 
W 
S = - ,i = 1, 2, n. 
i In U 
i 
Then conditional p.d.f. and d.f. of S^ given Y^ = y, W^ = w are given by 
W / W N 
h(s|y,w) = ~ - exp ,0 s < oo ； 
s S ' 
W 
H(s|y,w) = exp ’0 ：^  s < ⑴ 
、 s 
_ 3 6 -
respectively. Thus marginal d.f. of S is 
(n) 
r r W X-, 
G(t) = e" exp - — — ,0 ^ t < 00 
- V t 八 
with corresponding marginal p.d.f. 
g(t) = G,(t) 
n n-il" f W ” r W x-j 
= ~ — e " " " exp - — — E W exp - — — ,0 t < co. 
t L V t 乂 J L V t '-
Substitute the above results into (4.1). We get the p.d.f. of 
(Y.、’W,)： 
(n) (n) 
柰來 f" ( ^ W VX / . W W XX 
h (y,w) = p(y,w) g ( t ) j ~ - exp - — — W E j ~ - exp - — — 卜 t 
J 0 t t t t 
» -w/t 
00 e 
= w p ( y . w ) g(t)dt (4.3) 
, . E ( W 严 ） 
0 
Take the transformation x = 1/t. Equation (4.3) becomes 
** CO e r 1 \ 
h (y,w) = wp(y,w) — — g ——dx 
x^ECWe—wx) X 
0 
r 厂 wx . 
00 e ^ ^ 1 \\ 
=一 wp(y,w) d G — 
E(We ) " X " 
0 
广 r <1 -wx 1 
f ^ \ e 00 
= 一 wp(y,w)J G — ^ -― 
^ X J E(We wx ) 
V L J 0 
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一 G dx • 
, 0 、 X J E2(We-Wx) 
1 fco -
= w p ( y , w ) + d x • 
Ie(W) J。 • 
(4.4) 
Finally substitute (4.4) into (4.2). We get 
Y(n) 1 E(Y) 「⑴ En(e-wx)[E(We-wx)E(YWe-Wx)_ E(wV"")E(Ye-"")] 、 
E = + — dx 
W(n) J E(W) J。 E2(We-Wx) 
From Chapter 3, the G(0) estimator is just the classical estimator. Thus 
the bias of the classical estimator can be expressed as 
biasCr ) = dx (4.5) 
c f.. -WXx 
J q E (We ) 
Let 
u(x) = - ,x 2： 0. 
Then (4.5) becomes 
bias(? ) =「“ En-i(e-wx)E(We-Wx)u(x)dx (4.6) 
c Jo 
Since E(e-wx), and ECYWe""'^) are 
_ 3 8 -
continuous, u(x) is also continuous. By the nature of Y and W, we have 
Pr(W 2： t) = 1 
and 
Pr(W i Y) = 1. 
Therefore, 
T E(e-wx) < E(We-Wx), 
E(Ye-Wx) < E(We-Wx) (4.7) 
and 
E(YWe""Wx) ^ (4.8) 
for any x e R. For x ^ 1, 
d 
— ( W e - w x ) = e-wx(i一xw) < 0. 
aw 
-Wx 
Hence We is decreasing of W for x ^ 1. It follows that for x 之 1， 
-Uv 
Gov (We ,W) 0 
==# E ( W ) . 
E(We-Wx) 
Therefore for x l, 
E(e-wx)E(YWe-wx) E(W) 
0 ：^  ^ ^ 
E2(We-wx) E2(We一Wx) T 
and 
° f $ E 3 ( W 产 ) $ T ‘ 
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Thus 
E(W) 
|u(x) I ^ for X S： 1. 
T 
As u(x) is continuous, u(x) is bounded for x € [0,1]. Therefore u(x) is 
bounded for all x ^ 0. That is, 
m ^ u(x) ：£ M for all x ^ 0 
where m,M € R. Now we can apply mean-value theorem to (4.6) to get 
c 
0 
p 1 1 CO 
: _ ^ — E n ( e - w x ) 
• n JQ 
1 
= — — f i 
n 
where is some real number in [m,M]. Thus the order of bias(r ) is at 
c 
most 0(1/n). To investigate whether it can be smaller, we consider the 
following example. 
Example 4.1 
Consider the Markov chain with transition matrix 
‘ 1 / 2 1 / 2 ‘ 
P = . 
1/2 1/2 • _ 
The corresponding stationary probabilities are 
1 
71 = TT = • 
1 2 2 
_ 4 0 -
Set the initial state v = 1. Then 
1 
Pr(W = i ) = — — ，i = 1, 2’ … 
2 J 
… （1/2)i when j = 1 
Pr(W = i , Y ⑴ = J ) = ^ ,i = 1, 2 , . . . 
0 otherwise � 
f (1/2) i when j = i - 1 
Pr(W = i ’ Y⑵ = J ) = - ,i = 1, 2 
、0 otherwise 
The following expectations are obtained： 
E(W) = 2 
E ( Y ( i ) ) = E ( Y ⑵ ） = 1 
- X 
E ( 广 ） = _ 
2 - e-x 
2e-x 
E(We-Wx)= 
(2 - e - ? 




E(Y(i)e-wx) = _ ! _ 
2 - e-x 
E(Y(2)e-Wx〕= . 
(2 - e - ? 
_ 4 1 -
Substitute into (4.5). Bias of classical estimator of tt^  is given by 
广 "nx 一 -X 
A r⑴ e f 2 + e\ 
bias(r ) = h - dx 
c J 。 （ 2 - e - x ) n l 2 / 
1 r -(n+l)x 
1 00 e 
= - — — dx 
2 J 。 （ 2 - e - ? 
1 P / 2 .n 
1 dt (put t = 2 - e-x) • 
By simple calculus, it can be easily verified that 
2 




0 3 - 2t 1 for all t € [1,3/2]. 
t 
Therefore, 
'3/2 「 3 " f 2 X n 「 2 ( 2 N n 「2 
(3 - 2t)"dt ：£ — - 1 dt ：£ 1 dt (2 - t)ndt . 
t J t J 
It follows that 
1 p 2 n 1 
^ ——-1 dt . 
2(n + 1) J^ t n + 1 
Hence 
1 1 
^ biasCr ) ^ . 
2(n + 1) e 4(n + 1) 
From the above example, we reach the same result as expression 
(3.1): the bias of the classical estimator is of order 0(l/n). 
_ 4 2 -
Now we proceed to find a bound for the bias. By (4.7) and (4.8), we 
h a v e 
l i T ； - r ; f o r all x e R . 
Then from (4.5) we get 
|bias(r )| s dx = B。(say) • (4.9) 
J。 E(We-Wx) n 
The expression of B^ does not depend on Y. Therefore B。would be the 
n n 
bound for all the deviations in (3.6) or (3.7) if the classical 
estimator is used for the steady state simulation. 
§ 4.3 Bias of G(l) estimator 
When = 1, 




r W “ . W 、 
p (W) = “ ~ — 1 dx ,i = 1, 2’ ...，n. 
— 2 
‘‘W X _ ^ X 
(n) k^ti 
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Then the scoring estimator can be expressed as 
A n Y 
r = V p ( W ) _ i 
s i “ 卜 W 
1 
二 r Y , 二 , W 、 
= E r 卜 平 
i=l W X X 
(n) k^l 入 
Poo r "\rrrr w -
= I , — ^ ^X l _ 」 I w 知 dx (4.10) 
i=i ''t X i ) lA X ^ k J 
where 動 denotes the indicator function which equals 1 when W ：^  x and 
equals 0 when W > x. Let p(y,w) be the joint p.m.f. of (Y,W) and p(w) be 
the p.m.f. of W. Taking expectation we have 
A f" / y \ rr w -1 
E(r ) = n E — I ^ E^"^ 1 - 一 I ^ dx 
J^ ^ X ^ LV X 
Z「j+1 (y n-irr w ) i 
= > n E — I 一 E 1 I 一 dx L 2 W^x W^x J=T J ^  LVw X ‘ J 
CO j w j 
fj + l ( y 、r r W 、 n n-l 
= ^ n ^ ^ — - P(y,w) ^ 1 - — — P ( W ) dx 
j =T J ^ w=T y=0 X ^ w=T X 」 
j w 
⑴ 「j + i 2 Z y p(y,w) ,r 」 , w 、 nx 
= I r d{ 1 1 - — p ( w ) } 
J Jj S w p(w) 
w=T 
CO j w j j 
Z S y p(y,w) /r / w 、 nn w in、 
= I ^ { [ 卜 — p H - z 卜 — H } 
j=T 二 , . w=T、 J + 1乂 J w=T、 J J 乂 
J Z w p(w) 
w — T 
j w 
" Z S y p(y,w) ,「 + w 、 th ^ w 、 in、 
= y w=T y=0 ^ 1 P(w) - [ 1 P ( w ) . 
J E W p(w) 。 
w=T 
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By summation by parts: 
n - 1 n - 1 
F b,(a - a ) = a b - a b - V a (b - b ) , 
j t k J j 1 J n n k k j “ j + 1 j + 1 , 
we have 
m w 
A fr ” r ^ "p广 Z Z y p ( y , w )、 1 
E(i^s) = lim ^ [ 1 - — p(w) 广 . 
m—00 L 、 m ‘  J V. ® J 
Z w p(w) 
w=T 
T T w 
- [ 1 - — p(w) w-T y-0 
L w = T m J 、 „ , 、 ） 
S w p(w) 
w = T 
m - 1 J + 1 , : , 、 
^ r ^ ( w 、 -,n , Z Z y p(y,w)s 
- n m [ i h - r H 
m->oo j = T L w = T J + 1'' J „ , 、 】 
^ Z w p(w) 
w = T 
J w 
/ 2 y p(y,w)、1 
w = T y = 0 
— — — — — ^ ― ― — — ^ ― — — — ^ k 
j 
V • 
E w p(w) 
w = T 
j + 1 w 
E(Y) ⑴ r W 、 inf, s z y p(y,w)、 
= — - [ [ 1 - P(w) ^ 二。 
E ( w ) 各 L J . iJ 」IL V w p(w) 
w = T 
j w 
/ 2： E y p(y’w)、l 
w = T y = 0 
一 I I — • • • • I • • • • • • • • • • I - • 一 
I J 
S w p(w) 
w = T 
Therefore bias of G(l) estimator is given by 
j w 
⑴ r w nnf, Z Z y p(y,w)、 
biasCr ) = [ r [ 1 - — — P ( w ) - ( j l z U p 
s ” T L j + iJ J L、 z w p ( w ) 
W—X^ 
j + 1 w 
f Z Z y P(y’w)、） 
w = T y = 0 
— • I •III to 
j + 1 
S w p(w) 
w = T 
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： 二 E n「 f l 一 丄 〜 ) 
j二 T L I J + iJ w s 川 」 到 ） 
E(YI )E(WI ) 
_ W=j+1 
E(WI 一 ）E(WI ) > 
W^j + l w^j 
二 「/^ W 、 E(WI ^ ) . , E ( Y I ^ ) E ( Y I )、 
:)=T LI j + J w印 i J l E ( W I … ) A e ( W I ^ ) E(WI )/ 
w^j+l W^j W=j+1 
(4.11) 
Since Pr(Y ：^  W) = 1 , we have 
E(YI 一 ) 
^ 1 for a l l j = T , T + 1 , … 
E 〜 ） 
and 
E(YI _ ) 
！ < 1 for all j = T, T + 1 , … . 
E(WI ) 
W=j + 1 
Therefore, 
E(YI , ) E(YI ) 
w=j+i ^ 1 . 
E(WI ^ ) E(WI ) 
W=j+1 
Similar to G(0) estimator, we get a bound for |bias(r^)|: 
“ r 广 W X T E(WI ) 
B^ = y E^ 1 I 之 ——^^^^ (4.12) 
N L I … J W 印 I J I E ( W I W 印 
with 
|bias(r^) | ：^  B二 . 
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Now consider 
雇 w:j+i) = (J + 1 ) P ( > M ) 
and 
J + i 
= L - t p ( T ) • 
w = T 
Therefore, 
00 
1 r , W X , 
K - — — Z 1 - ——(j + 1 ) P ( J + 1 ) . 
TP(T ) A IA j + iJ w-J+IJ 
Let b be a positive real number. Then 
1 ① J 
e b " B= ^ ——I e ^ ^ [ I fl - — l p ( w ) 1 " j p ( J ) . 
n xpCx) j=T+l L j -
Let m =「 v ^ be the smallest integer greater than or equal to Vn. Let 
m - l j w 
•n = Z eb"^ [ [l - — ] p ( w ) jp(J) (4.13) 
j = T + 1 L w=:T j • 
and 
CO j w n 
Dn = [ e b " Y [l - ]p(w) jp(j) . (4.14) 
j=m L w=T J ‘ J 
Then 
e b ^ BS < — ^ (C + D ) (4.15) 
n /• N n n 
T P ( T ) 
First we consider C . Since n 
二 r 
^ 1 - — p(w) 
w = T ^ j 
is an increasing function of J, then for j ：^  m - 1, we have 
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_ / W N W N 
I 1 - 一 p(w) ：£ ^ 1 - P(W) 
w=T j ^ w=T m - 1」 
m - 1 
T 
^ 1 - I p(w) 
m — ly w=T 
T 
^ 1 
m - 1 
T 
S 1 - • 
Then from (4.13), 
m - 1 
C n ^ e b 《 f l - 二 r I J P 。 ） 
n /— Li 
、 vn j=T+l 
^ e b 吓 - ( 4 . 1 6 ) 
Now let 
广 f T 、n 
. bVn I^  
L = e 1 . 
V n ^ 
Then 
2 
' T T r 1 N •v 
In L = bv^ - n + + o 
n V n 2n ^ n ^ ' 
2 
T 
= ( b - - — - 0 ( 1 ) . 
2 
Therefore, 
00 if b > T 
lim (In L ) = - - t V z if b = t . 
n 对 -00 if b < T 
It follows that 
00 if b > T 
lim L = < expC-xVz) if b = t . 
n 对 " " I 0 if b < T 
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Hence from (4.16), 
lim C^ = 0 for all b € ( 0 ,T ) 
n^oo 
and 
lim C E(W)exp(-T^/2) < « for b = T . 
n 
n-^co 
Now consider D . For j > m, 
n 
. ^ 厂 b V ^ _ b j 
J > Vn => e ^ e . 
Then from (4.14)， 
00 j w 
Dn s Z > b J p ( j ) [ [1 - — ] p ( w ) 
j = m L w = T J _ 
CO 
^ [ j e b J p ( j ) i f E ( W e b w ) e x i s t s . 
j = m 
b W 
Therefore if E(We ) < oo for some b € (0,T], then 
00 
lim D^ ^ lim ^ Je^-'p(J) = 0 . 
n-»oo m->oo j = m 
From (4.15), 




l i m e ^ ^ B ^ < 00 i f b = T • 
n 
n^oo 
Thus if E(Webw) < ⑴ for some b € (0,T], then 
‘o f e - b W 1 if b € (0’T) 
n qT e - T ‘ i f b = T 
w V y 
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which is much less than the order of bias of the ratio estimators 
mentioned in Chapter 3. Using a similar argument, it can be shown that 
if the r-th moment of W exists, then the order of B® is 
n 
1 
o ~ 厂 for all ^ < r - 1. 
For the Markov chain in Example 4.1, < oo for 0 < b < In 2. 
Therefore the order of is for all b e (0,ln 2). In general, 
bW 
if E(We ) < 00 for some b € (0,t], then the G(l) estimator has 
asymptotically less bias than all the five ratio estimators described in 
Chapter 3. It is true even when does not exist for all b € (0,T] 
but E(vr) < 00 for some r > 3. 
Remark 
If we define 
f 1 X € A 
f ( X ) = I 
V 0 X ^ A 
where A is a subset of the state space. Redefine Y as 
T -1 
i 
Y = Z f (X ) . 
i ” A J 
Then 
• e ( Y ) 
Pr(X € A) = E (f (X)) = ~ ~ — . 
A E(W^) 
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The probability statement Pr(Y^ ^ W^) = 1, i=l,2’...’n is still true. 
Therefore the absolute bias of the G(l) estimator of Pr(X € A) is also 
bounded by B^ given by (4.12). Since A is an arbitrary subset of the 
state space, B= is a conservative bound for the absolute bias of all the 
G(l) estimators of the probabilities Pr(X € A). Similarly, B。is a 
n 
conservative bound for the absolute bias of all the classical estimators 
of the probabilities Pr(X € A), where A is any subset of the state 
space. 
§4.4 Estimation of bounds for bias: stopping criterion for 
simulation 
From (4.9), bound for the bias of G(0) estimator is 
- T7n, - W x -Wxx 
00 E (e )E(W e ) 
B。= dx • 
n j 。 E ( W e - W x ) 
It can be estimated by 
- n 
A foo e-nwx 2 W^exp(-W x) 
bC = ^ ^ dx . (4.17) 
n n 
J 0 S W exp(-W x) 
i=l I ^ i 
The integral can be approximated by Monte Carlo integration. The 
following algorithm is an example. 
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Algorithm A7 
[1] Generate Exp(l/nW), i = 1, 2’ . . .， m. 
A 
[2] Calculate the approximation of B。 
n 
n 
1 ® Z W^exp(-W V ) 
= ] I 1:1 i i j • (4.1S) 
_ J = i i W x p ( - W i V j ) 
[3] Return 
n 
When algorithm A3 is used with the classical estimator, §。measures the 
n 
accuracy of the simulation. We can use B^ to determine the stopping 
criterion. Each time a regenerative cycle is simulated, is 
n 
recalculated. Then the simulation is continued until §。 less than c, 
n 
a pre-assigned value. 
Similarly from (4.12), the bound for G(l) estimator is 
⑴ rr W X f E(WI ) 、 
bS = r e"" (l - I w=j+i 
n j^T LI j + iJ w印 i J L E(WIw印1) J 
⑴ 「广 W X T / (j + l)p(j+l) 
= y E" 1 - — I < 
J=T “ j + V w-j+i」L E ( W I w印 1) 
“ rr w . , j p ( j ) 、 
= [ E " 1 - — I . (4.19) 
W — j 
Since 
rv W 1 T w 
E l - — I ^ = S 1 p(w) 
W ^ T W = T 
X ' J � T 
= 0 , 
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(4.19) becomes 
^s 二 nri^ ^ ^ f J p U ) 、 
B = y En 1 - — I 
n L u < \ 
j=T “ j r m Ecwi ) 
W^j 
rr W 、 ‘ 
= E" 1 - — \ (4.20) 
« 
where W has the same distribution as W and E^* is the expectation with 
respect to W*. From (4.20), B® can be estimated by 
A 1 I ( 1 " , W w 
BS = — 厂 — — Y r 1 - - i - I J 
n n jti n - 1 i|l A W w 〜 f f 1 n 
乂 j J J S W I 
n-1 k=l k w ^w 
k y 
n - 1 " r 1 n ) n w 
n J = il n - 1 i= L^ W 广 1 j J 小 w I 
k=l k W ^W 
k y 
A 
The simulation is stopped when B: is less than c, a pre-assigned value. 
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Chapter 5 Simulation study 
To illustrate the proposed algorithm, we consider several examples. 
For discrete case, an example on a Markov chain with state space 
I={0,1,2,...,9} is given. For continuous case, a Markov process with 
normal transition distribution will be investigated. At last we will 
show how the method can be applied to Gibbs sampling, which is a newly 
developed computer-intensive algorithm. 
Example 5.1 
Consider the Markov chain with state space I={0,1,2,...,9} and 
transition matrix 
• 
0.24 0.11 0.03 0.02 0.04 0.14 0.12 0.13 0.09 0.08 
0.26 0.13 0.07 0.02 0.10 0.06 0.08 0.09 0.14 0.05 
0.19 0.17 0.21 0.08" 0.02 0.01 0.05 0.01 0.17 0.09 
0.08 0.13 0.03 0.07 0.05 0.01 0.01 0.39 0.07 0.16 
0.06 0.20 0.10 0.11 0.14 0.11 0.06 0.16 0.01 0.05 
P = 0.09 0.14 0.01 0.04 0.02 0.04 0.42 0.11 0.03 0.10 • 
0.08 0.01 0.05 0.04 0.12 0.09 0.28 0.03 0.07 0.23 
0.04 0.12 0.09 0.07 0.02 0.26 0.10 0.09 0.03 0.18 
0.04 0.28 0.02 0.04 0.38 0.02 0.02 0.01 0.09 0.10 
0.04 0.28 0.02 0.04 0.38 0.02 0.02 0.01 0.09 0.10 
The true stationary probabilities are given in table 5.1. To determine 
the order of the bias of G(l) estimator empirically, we consider the 
functional form of the bias according to different n, s. The bias are 
calculated by (4.10) for n, the number of regenerative cycles, from 1 to 
50. Then the values of -ln( |bias(7r^) |) are plotted against ln(n), v^, 
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and n separately. The plots are given in figure 5.1-5.3. It can be seen 
that only the plot of _ln(|bias(ft。）|) against VH resembles a straight 
line. Thus we may conclude empirically that for this Markov chain, 
-ln(|bias(ft^)| ) is approximately a linear function of V^, that is, 
|bias(Tr^) | « c e " ^ ^ for some c, a > 0. By least square method, c and a 
are determined as 0.838 and 1.78 respectively. For other states, similar 
results are obtained. All the plots of -ln(jbias(会」）j) against Vn 
resemble straight lines. The corresponding values of c and a are 
tabulated in table 5.2. 
Table 5.1 : Stationary probabilities 
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Figure 5.1 ： Plot of -log(|bias|) against n for state 0 
14 T 
J ‘ ‘ ‘ ‘ ^ . . , , 
0 5 10 15 20 25 30 35 40 45 50 
n 
Figure 5.2 ： Plot of -log(|bias|) against sqrt(n) for state 0 
14 T 
- ： ^ ^ ^ 
I : ' 
"T rr^ 
4丄 Z 
0 -I 1 i 1 1 1 1 i 1 
0 1 2 3 4 5 6 7 8 
sqrt(n) 
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Figure 5.3 ： Plot of -Iog(|bias|) against log(n) for state 0 
14 T 
I S — — 
• I ’ 
^ ^ ^ ^ ^ 
0 -J 1 1 1 1 1 1 1 1 
0 0.5 1 1.5 2 2.5 3 3.5 A 
log(n) 
Table 5.2 : Coefficients of expression of bias 
State c a 
0 0.838 1.78 
1 0.013 1.67 
2 0.042 1.84 
3 0.081 1.74 
4 0.204 1.75 
5 0.043 1.84 
6 0.118 1.78 
7 0.104 1.76 
8 0.083 1.77 
9 0.134 1.77 
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From table 5.2, we see that the values of a for all the states are 
similar, indicating the rates of decreasing of the bias with respect to 
n are similar for all the states. From the expression we may concluded 
empirically that the order of the bias of G(l) estimator in this case is 
0(a ) for some a in (0,1). 
To compare G(l) with other methods described in Chapter 3， a 
simulation study was conducted. Three sample sizes (no. of regenerative 
blocks), n=10,20,50 were considered. Table 5.3 gives the exact bias and 
bounds of the G(l) estimator which were calculated from (4.10) and 
(4.19) respectively. The initial state was chosen to be 0, that is, 
Pr(X^ = 0 ) = 1. For each sample size, 10000 replications were completed. 
The empirical bias and the corresponding standard errors of the 
estimated bias for each estimator discussed in Chapter 3 were reported 
in table 5.4. Using (4.12) and algorithm A7, the estimates of the bounds 
for G(1) estimator are calculated. Table 5.5 reported their empirical 
root mean square errors for each sample size. Besides, the proportions 
A 
of cases that the maximum absolute bias of G(1) estimator exceeds B is 
n 
given in table 5.5 too. 
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Table 5.3 ： Bias and bounds of bias for G(l) estimator 
No. of regenerative blocks 
n = 10 n = 20 n = 50 
Bias for state 0 2.634E-3 7.608E-4 3.121E-6 
1 5.277E-5 1.898E-5 1.007E-7 
2 . -l.OlOE-4 -2.814E-5 -1.090E-7 
3 -3.079E-4 -9.048E-5 -3.808E-7 
4 -7.427E-4 -2.173E-4 -9.089E-7 
5 -1.045E-4 -2.932E-5 -1.149E-7 
6 -3.642E-4 -1.049E-4 -4.281E-7 
7 -3.507E-4 -1.021E-4 -4.242E-7 
8 -2.688E-4 -7.787E-5 -3.210E-7 
9 -4.470E-4 -1.296E-4 -5.350E-7 
Max. Abs. Bias 2.634E-3 7.608E-4 3.121E-6 
Average Abs. Bias 2.740E-4 1.559E-4 6.444E-7 
B® 2.462E-2 7.255E-3 2.911E-5 
n 
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Table 5.4 ： Simulation results of discrete state space Makov 
chain example 
n = 10 
Bias of estimator 
State Classical Jackknife Beale Tin Quenouille 
0 1.543E-2 -2.164E-3 3.105E-3 1.545E-3 9.084E-5 
(8.335E-5) (8.276E-5) (1.193E-5) (1.706E-5) (1.675E-4) 
1 -2.341E-4 2.327E-4 1.735E-4 2.261E-4 1.275E-4 
(5.123E-5) (2.447E-5) (1.272E-5) (9.926E-6) (1.098E-4) 
2 -6.993E-4 1.372E-4 -8.827E-5 -1.109E-5 -3.290E-6 
(4.050E-5) (1.919E-5) (1.052E-5) (8.117E-6) (8.516E-5) 
3 -1.625E-3 1.623E-4 -4.075E-4 -2.538E-4 -1.153E-4 
(3.262E-5) (1.666E-5) (8.406E-6) (6.315E-6) (6.386E-5) 
4 -3.984E-3 4.098E-4 -9.665E-4 -5.865E-4 -6.568E-5 
(4.759E-5) (2.831E-5) (1.185E-5) (9.327E-6) (9.827E-5) 
5 -7.654E-4 1.628E-4 -9.153E-5 -5.330E-6 6.944E-5 
(3.941E-5) (1.910E-5) (9.742E-6) (7.505E-6) (8.313E-5) 
6 -2.090E-3 2.987E-4 -4.169E-4 -2.022E-4 -1.860E-6 
(5.597E-5) (2.890E-5) (1.394E-5) (1.070E-5) (1.154E-4) 
7 -1.979E-3 2.436E-4 -1.703E-3 -2.449E-4 -4.021E-5 
(4.280E-5) (2.168E-5) (1.319E-5) (8.255E-6) (8.651E-5) 
8 -1.522E-3 2.011E-4 -1.327E-3 -1.650E-4 -1.587E-5 
(3.955E-5) (1.943E-5) (1.220E-5) (7.634E-6) (8.269E-5) 
9 -2.530E-3 3.156E-4 -2.235E-3 -3.019E-4 -4.552E-5 
(4.304E-5) (2.349E-5) (1.318E-5) (8.184E-6) (8.790E-5) 
Average 
^ , 3.086E-3 4.328E-4 1.0514E-3 3.542E-4 5.755E-5 
of |bias| 
T h e v a l u e s in p a r e n t h e s e s a r e e s t i m a t e d s t a n d a r d e r r o r s of the e m p i r i c a l 
b i a s * (to be c o n t ' d ) 
_ 6 0 -
n = 20 
Bias of estimator 
State Classical Jackknife Beale Tin Quenouille 
0 7.265E-3 -4.823E-4 7.750E-4 3.706E-4 -8.009E-4 
(3.618E-5) (1.049E-5) (7.740E-6) (5.037E-6) (1.072E-4) 
1 -8.460E-5 4.497E-5 4.481E-5 5.340E-5 7.901E-5 
(2.176E-5) (2.850E-6) (5.510E-6) (4.526E-6) (6.334E-5) 
2 -3.356E-4 3.150E-5 -2.176E-5 -2.310E-6 2.762E-5 
(1.796E-5) (2.190E-6) (4.695E-6) (3.832E-6) (5.160E-5) 
3 -7.547E-4 3.597E-5 -9.838E-5 -5.778E-5 9.720E-6 
(1.450E-5) (1.757E-6) (3.879E-6) (3.165E-6) (3.965E-5) 
4 -1.910E-3 9.345E-5 -2.532E-4 -1.500E-4 1.432E-4 
(2.124E-5) (3.234E-6) (5.588E-6) (4.482E-6) (6.034E-5) 
5 -3.034E-4 2.749E-5 -1.463E-5 2.590E-6 6.648E-5 
(1.691E-5) (2.070E-6) (4.320E-6) (3.552E-6) (4.855E-5) 
6 -1.002E-3 5.192E-5 -1.149E-4 -5.977E-5 1.250E-4 
(2.453E-5) (3.455E-6) (6.358E-6) (5.158E-6) (6.898E-5) 
7 -9.332E-4 5.376E-5 -1.119E-4 -6.055E-5 1.405E-4 
(1.859E-5) (2.740E-6) (4.851E-6) (3.929E-6) (5.179E-5) 
8 -7.137E-4 4.888E-5 -7.603E-5 -3.588E-5 1.614E-4 
(1.738E-5) (2.249E-6) (4.499E-6) (3.646E-6) (4.941E-5) 
9 -1.245E-3 7.631E-5 -1.471E-4 -7.835E-5 3.005E-5 
(1.900E-5) (2.997E-6) (4.992E-6) (4.048E-6) (5.345E-5) 
Average 
^ , 1.455E-3 9.466E-5 1.658E-4 8.712E-4 1.584E-4 
of |bias| 
T h e v a l u e s in p a r e n t h e s e s a r e e s t i m a t e d s t a n d a r d e r r o r s of the e m p i r i c a l 
b i a s . 盧 . 、 
(to b e cont‘d} 
一 6 1 -
n = 50 
Bias of estimator 
State Classical Jackknife Beale Tin Quenouille 
0 2.782E-3 -6.866E-5 1.201E-4 5.687E-5 -1.410E-4 
(9.615E-6) (5.099E-7) (1.689E-6) (1.359E-6) (4.226E-5) 
1 -2.006E-5 5.512E-6 8.210E-6 8.843E-6 1.151E-6 
(5.507E-6) (3.043E-7) (8.601E-7) (7.578E-7) (2.605E-5) 
2 -1.226E-4 4.133E-6 -3.316E-6 -4.700E-7 4.417E-5 
(4.412E-6) (2.556E-7) (7.428E-7) (6.541E-7) (2.032E-5) 
3 -2.949E-4 5.193E-6 -1.643E-5 -9.802E-6 1.715E-5 
(3.693E-6) (2.177E-7) (6.489E-7) (5.699E-7) (1.671E-5) 
4 -7.370E-4 1.393E-5 -3.951E-5 -2.288E-5 4.608E-5 
(5.604E-6) (3.250E-7) (9.830E-7) (8.521E-7) (2.484E-5) 
5 -1.220E-4 4.591E-6 -2.613E-6 2.401E-7 1.749E-5 
(4.258E-6) (2.407E-7) (6.956E-7) (6.119E-7) (1.975E-5) 
6 -3.915E-4 1.007E-5 -1.619E-5 -7.283E-6 -2.481E-5 
(6.352E-6) (3.738E-7) (1.095E-6) (9.621E-7) (2.852E-5) 
7 -3.472E-4 7.901E-6 -1.581E-5 -8.025E-6 2.628E-5 
(4.621E-6) (2.631E-7) (7.771E-7) (6.811E-7) (2.157E-5) 
8 -2.806E-4 6.883E-6 -1.248E-5 -6.062E-6 -3.565E-5 
(4.456E-6) (2.548E-7) (7.426E-7) (6.505E-7) (2.050E-5) 
9 -4.664E-4 1.045E-5 -2.199E-5 -1.145E-5 4.917E-5 
(4.827E-6) (2.777E-7) (8.206E-7) (7.168E-7) (2.196E-5) 
Average 
^ iL, I 5.564E-4 1.373E-5 2.566E-5 1.319E-5 4.030E-5 
of |bias| 
T h e v a l u e s in p a r e n t h e s e s a r e e s t i m a t e d s t a n d a r d e r r o r s of the e m p i r i c a l 
bias. 
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A 
Table 5.5 : Root mean square errors of B® and proportion of out of bound 
n 
A proportion of ^ 
n RMSECB®) / B® I max. bias(r ) I > B® 
n n • s • n 
10 4.6872 12.3% 
20 5.8525 25.57, 
50 16.6204 60.5% 
From table 5.4, it can be seen that the classical estimator had the 
largest bias among the methods considered in all the cases. The other 
four estimators, r , r , r , r , had similar performance for short runs 
J t> t q 
(n=10,20). r^ was slightly better than the others in terms of small 
bias. For short runs, the order of the bias of G ⑴ estimator was 
similar to those of the four estimators. However, in long runs (n=50), 
the G(1) estimator had the least bias among the estimators being 
investigated. Thus we might conclude that the proposed method can 
generate the steady states with distribution quite close to the 
A 
stationary distribution. Besides, from table 5.5, we see that B: is not 
an accurate estimate of the bias bound of G(l) estimator. Thus due to 
A 
the variation of B®, the maximum bias may not be successfully bounded by 
n 
A 
especially in long runs (n=50). 
n 
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Example 5.2 
To illustrate how the proposed method can be applied to continuous 
state space Markov process, we consider the following example. Let 
{Xn’n=l,2,...} be a Markov process with state space R and transition 
distribution: 
X J X ~ N(X e-iz2 1 - e-i) • 
n + l • n n 
It is a special case of the Ornstein-Uhlenbeck process, with discrete 
time parameter. The stationary distribution is standard normal, that is, 
fx 1 1 
lim Pr(X :s xlX^ = x^) = — exp - — — t dt for all x . 
n • 0 0 f ^ r 0 
- 0 0 
Unlike example 5.1, the exact bias and bounds for bias of the G(l) 
estimator is hard to find. Using the method described in § 2.2, a 
simulation study is conducted. g(x) is chosen to be the p.d.f. of 
U(-l,l): 
‘1/2 -1 X :s 1 
g ( x ) = - . 
0 otherwise 
Thus algorithm A2 with a = -1, b = 1 was used to determine the 
regeneration. The methods were investigated through the estimation of 
the distribution function values on 100 points on the real line. The 100 
points were chosen as the i-th percentiles, i=l,2 100 of the 
standard normal distribution. Three sample sizes n=10’20’50 were 
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considered. For each sample size, 1000 replications were completed. The 
simulation results were reported in table 5.6. 
Table 5.6 : Simulation results of normal Markov process example 
Average of absolute Average of standard error 
Estimator n empirical bias of the empirical bias 
Classical 10 1.190E-2 3.939E-3 
20 4.814E-3 2.815E-3 
50 4.088E-3 1.818E-3 
Jackknife 10 2.527E-3 4.286E-3 
20 2.639E-3 2.942E-3 
50 1.013E-3 1.849E-3 
Beale 10 2.620E-3 4.153E-3 
20 1.357E-3 2.912E-3 
50 1.269E-3 1.846E-3 
Tin 10 1.760E-3 4.181E-3 
20 1.646E-3 2.919E-3 
50 1.214E-3 1.847E-3 
Quenouille 10 1.345E-3 4.272E-3 
20 2.814E-3 2.978E-3 
50 7.239E-4 1.879E-3 
G ⑴ 10 1.285E-3 4.197E-3 
20 2.463E-3 2.934E-3 
50 9.671E-4 1.849E-3 
From the simulation results, again the classical estimator is the 
worst one, in terms of bias. The empirical bias of the other five 
estimators are of similar order. The standard errors of the empirical 
bias are so large that the empirical bias cannot represent the true 
bias. The large variation even resulted in some strange pattern of the 
empirical bias of r , r^, and G(l) that the absolute bias for a larger n 
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(20) is larger than that for a small n (10). Therefore it is hard to 
compare the performances of the five estimators by this simulation. 
Actually from the figures we can see that the five estimators have 
similar variations in all the cases (n=10,20,50)• Since the magnitudes 
of variation are substantially large compared to those of the bias, the 
similarity of the empirical bias is reasonable. Nevertheless, this 
simulation does illustrate that the proposed method can provide 
satisfactory result for generation of steady state of continuous state 
space Markov process. 
Example 5.3 
The Gibbs sampler is a computer-intensive method dealing with the 
generation of random variables from a marginal distribution without 
actually calculating its density. It becomes more and more popular 
nowadays, for its power in handling complex hierarchical models, 
especially Bayesian models. Since it bases on the idea of steady state 
generation of a particular Markov process, our proposed method can be 
applied. For illustration, we consider a simple bivariate case, which is 
the example 1 considered by Casella and George (1992). Suppose we have a 
pair of random variables (X,Z) with Joint p.d.f. 
f(x，z) oc m ) 严 X = 0’ 1, m’ y € [ 0 , 1 ] . 
w y 
The conditional distribution of X given Z=z is Binomial (m’ z) and that of 
Z given X=x is Beta(x + a, m - x + 玲） . W e are interested in the 
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generation of random variables from the marginal distribution of X. 
Indeed Gibbs sampler is not needed in this example because the marginal 
distribution of X is the beta-binomial distribution from which random 
variates can be easily generated. However, we will illustrate how the 
Gibbs sampler and so the proposed method can be applied. Now define the 
Gibbs sequences 
XQ, Zq, Zi, X^, Z ^ , … ， X k , Z k , . . . 
where X。 = x^ is initialized and the sequence is generated iteratively 
from the conditional distributions. That is, conditional on X , we 
generate Z^ from BetaCX^ + a, m - X」 + /3) and conditional on Z , we 
generate X^^^ from Binomial (m, z p for j 2= 0. Under regularity 
conditions, the distribution of X^ will converge to the marginal 
distribution of X as k tends to infinity. From the construction of the 
Gibbs sequence, {X^:j ^ 0} forms a Markov chain with state space 
{0,1,2,...m}. Thus the problem becomes the generation of steady state 
from the Markov chain. Here we consider the case where m = 16, a = 2, 
and ^ = 4, which is considered by Casella and George (1992). A 
simulation study with n=10,20,50 was conducted and 1000 replications 
were completed for each n. The initial state X。 i s chosen to be 8. 
Figure 5.4-5.6 display the probability histograms of the steady state 
distribution from G(l) method overlays with the exact beta-binomial 
distribution. Again from the figures, it can be seen that using G(1) 
method for the steady state generation, the deviation from the exact 
stationary distribution is very small indeed. 
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Figure 5.4 ： Probability histograms of the steady state distribution from G(1) 
method and the exact beta-binomial distribution. (n=10) 
0 . 1 2 丁 
H F l H n m - n 鼸 Steady state distribution from 
。 ' … 『 _ _ 『 1 1 G ⑴ — 。 d 
0 08 m p i m _ _ _ • • Exact beta-binomial distribution 
l i l i f c lk^ 
Figure 5.5 : Probability histograms of the steady state distribution from G(1) 
method and the exact beta-binomial distribution. (n=20) 
0 . 1 2 丁 
M ~ \ H n 國 鼸 Steady state distribution from 
。’1 — M~] m _ H m n G(I) method 
0.08 - M B H g g M ~ ] • Exact beta-binomial distribution 
。 循 IMMJIMltocE 一 
O i ~ < \ j c o 守 i n c o i v ^ o o o ) O T ~ c \ j ⑴ 订 i r j c o 
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Figure 5.6 ： Probability histograms of the steady state distribution from G ⑴ 
method and the exact beta-binomial distribution. (n=50) 
0.12 T 
In n — H Steady state distribution from 
• 國 W n G(1) method 
_ • _ M ~ ] 口 Exad beta-binomial distribution 
O T - c \ J c o ^ i o c D r v . o o o ) O r - c \ j c o ^ i n c D 
广 广 T" 广 广 
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Chapter 6 Discussion 
In this paper, a computationally efficient scoring sampling 
procedure for the generation of steady state of Markov chains has been 
developed. The idea is based on assigning suitable scores to the 
regenerative cycles of the Markov chain. Then a sample is randomly 
selected from the regenerative cycle with the largest score (or the 
smallest score, depending on how we define the scores). This method can 
apply to irreducible, aperiodic and positive recurrent Markov processes, 
no matter the state space is discrete or continuous. A special family, 
G(玲），of the scoring function is proposed and the particular case, G(l), 
is investigated. 
The G(1) method is recommended for several reasons. First of all, 
it had been shown in Chapter 4 that if the r-th moment of W, the length 
of regenerative cycle, exists for some r > 3, then the G(l) estimator 
has asymptotically the least bias among the estimators which are 
commonly used. Thus the distribution of the steady state generated by 
G(1) method will have the least deviation from the true stationary 
distribution. Furthermore, if < oo for some b € (0，T], then the 
bias will have an order of o(e" when b € (0,T), or OCe"^ N) when 
b = T; which is much smaller. Secondly, as mentioned in Chapter 3, some 
of the estimators such as r^, r^ and f will produce negative estimates. 
Modifications, like (3.13) should be carried out first before they can 
be used. This may alter the bias of the estimators and hence the 
deviation of steady state distribution. This problem will not occur in 
G(1) method because the G(1) method will not produce negative weights as 
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well as negative estimates. Moreover, it is easy to implement algorithm 
A6. Unlike the other method being investigated, it has no need to 
calculate the weights i=l’2 n}. Since simple sequential 
sampling algorithm is used for each regenerative cycle, only the storage 
of W, the cycle lengths, and Z, the samples from the cycles, are needed. 
Finally, the bound of bias, B® given by (4,20), provides a measurement 
of accuracy of the estimate. Then a sequential sampling plan would be 
available: stop simulating after a random number of cycles N, where N is 
the least integer such that 
A 
B® < e 
N 
for some preassigned value e. The computationally accuracy, efficiency 
and fewer memory requirement of the G(1) method makes it an attractive 
candidate for the steady state simulation. 
However, there are two drawbacks of the G(1) method. As mentioned 
A 
in example 5.1, B® given by (4.21) may not be a good estimate of B^ for 
n n 
its large variation. The coverage probability of the maximum deviation 
of steady state distribution by the tolerance c is greatly affected by 
this variation. Therefore further investigation for seeking a better 
estimate of B®, other than the intuitive estimate given by (4.21), is 
n 
valuable. Besides, the outstanding advantages of the G(l) method will 
lose if our aim is to estimate, rather than to simulate. This is because 
the G(1) estimator given by (4.10) is complicated and not so easy to 
compute. Moreover, as we are focusing on the bias of the estimators 
only, the G(1) estimator has the least bias but may not have the least 
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variance. Actually from the simulation result of example 5.1, we can see 
that the variations of the estimator are quite similar. These variations 
are large compared to the bias. Thus the G(l) estimator may not be the 
best among the estimator considered. Our suggestion is that the G(l) 
method is used for the generation of steady state only. 
As mentioned above, further investigation is needed for seeking 
better estimate of B®. Besides, problems that deserve future research 
n 
are the generalizations of the proposed method. For example, we would 
like to generate a random sample of steady states instead of just 
generate one steady state. The sampling algorithm should be revised for 
this purpose. Furthermore, other members of the G(/3) family should be 
investigated to determine how the parameter fB affects the behaviors of 
the estimator. Optimization may be needed to search for a value of |3 
such that the method is most accurate. In the development of the method, 
we make the assumption that the Markov processes are with discrete time 
parameter. Another line of research can be developed by releasing this 
assumption, that is, the proposed method is also applicable to 
continuous time Markov processes, for example, the queuing models. 
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