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Resumen
El siguiente proyecto presenta una metodología Hardware In the Loop (HIL) para el
diseño y prueba de controladores embebidos sobre FPGA. Las etapas comprendidas
involucran la obtención del modelo matemático del sistema dinámico, análisis de la
respuesta ante una entrada escalón unitario, establecimiento de criterios de diseño,
diseño del controlador, simulación del control y la planta, desarrollo del controlador
en VHDL, simulación HIL, implementación y validación. Esta metodología permite
detectar errores o problemas en el diseño o implementación del controlador embebido
haciéndolo creer que está interactuando con la planta existente cuando en realidad
se trata de un modelo simulado corriendo en tiempo real. Para realizar la validación
de la metodología se emplean dos prototipos de planta, la primera corresponde a un
ﬁltro activo de orden dos en el cual se controla el nivel de salida. En este modelo se
conoce el valor de los componentes con que fue construido el sistema, permitiendo un
modelamiento analítico con ecuaciones que describen ﬁelmente su comportamiento.
El segundo prototipo es un levitador neumático, para este caso el modelo analítico es
complejo y algunas variables físicas son desconocidas, sin embargo, se incluye en la
metodología el uso de la herramienta de identiﬁcación de sistemas IDENT de Matlab
para encontrar el modelo matemático que se aproxime a su comportamiento. En
ambos casos el uso de la FPGA es de gran importancia, al permitir la implementación
del control y la simulación de la planta en tiempo real como circuitos independientes.
Capítulo 1
INTRODUCCIÓN
En el desarrollo de controladores pueden presentarse diﬁcultades en la realización
de pruebas sobre la planta en la cual seran implementados. Esto debido a diversos
factores como la disponibilidad cuando se trata de procesos de produccion ininte-
rrumpidos o cuando la planta tiene un costo elevado y existen riesgos de daño si
el controlador falla o no funciona adecuadamente. Es posible orientar una metodo-
logía hacia el desarrollo e implementación de controladores reales sobre hardware
en interacción con modelos físicos simulados en tiempo real que permitan dar una
idea muy aproximada al comportamiento de un sistema. Este proceso requiere el
modelamiento o la identiﬁcación de la planta con el objeto de poder implementar el
controlador diseñado obteniendo una respuesta muy similar a los resultados con la
planta simulada.
_
En el desarrollo realizado en este proyecto se utilizan herramientas de software
como Matlab®, Labview® y Xilinx ISE Design Suite 11® y componentes de hard-
ware como la tarjeta de desarrollo Spartan 3E Starter Kit y circuitos electrónicos
de elaboración propia para implementar y profundizar en el concepto denominado
HIL, que consiste en una metodología adecuada para diseñar, desarrollar y probar
hardware nuevo y/o sistemas reales electrónicos, mecánicos y mecatrónicos antes de
la fabricación real de las máquinas [5]. Herramientas de software y hardware como
las antes mencionadas se encuentran disponibles y actualmente se han convertido en
aliados para los desarrolladores, ingenieros y sin duda para los nuevos investigadores,
ya que se consolidan como herramientas potentes para la solución de problemas en
ingeniería de control, permitiendo la mejora de características de producción como
minimizar los tiempos en procesos determinados, eﬁciencia del trabajo, reducción de
costos y automatización entre otros [33]. La técnica HIL es una metodología práctica
y se implementó en este trabajo para el diseño y construcción de controladores sobre
hardware para ser probados en sistemas físicos simulados, la idea es obtener caracte-
rísticas de funcionamiento semejantes a las que se obtienen con el sistema físico real
con el mismo controlador, lo cual es la parte ﬁnal de la metodología al permitir la va-
lidación del controlador veriﬁcando la respuesta deseada del sistema. La obtención de
resultados de alta ﬁdelidad depende de las condiciones bajo las cuales se caracteriza
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el sistema físico que se pretende simular y la identiﬁcación del mismo. El controlador
usado tanto en la simulación como en la práctica se implementa sobre un sistema
de electrónica embebida en una FPGA (Field − Program − Gate − Array) para
satisfacer especiﬁcaciones de funcionamiento del sistema dinámico usando la técni-
ca HIL que incluye modelamiento, diseño y simulación, para su posterior validación
experimental.
1.1 Justiﬁcación
La electrónica embebida permite el uso de nuevas herramientas en la implementación
de procesos clásicos de diseño reduciendo tiempos, costos y espacio [51]. Una de las
ventajas de la electrónica embebida, es que permite modiﬁcar la arquitectura pro-
gramada, pudiendo reconﬁgurar parte de un sistema incluso si el diseño ya ha sido
terminado, reduciendo costos en las fases de prueba e implementación y optimizando
los tiempos. Es por esto que las FPGA's pueden cumplir un papel importante en la
implementación de controladores digitales, puesto que se pueden desarrollar diferen-
tes tipos de controladores y modiﬁcarlos aun si el sistema ya está terminado. Esto
permite dedicar más tiempo al diseño y prueba de los controladores, además, por
que actualmente este tipo de dispositivos permiten la comunicación en tiempo real
con software especializado en control, pudiendo interactuar con interfaces gráﬁcas
que permiten un análisis detallado del comportamiento de la respuesta del sistema
y del controlador [17]. Al hablar de este tipo de dispositivos vale la pena mencionar
que son completamente digitales y manejan altas velocidades de procesamiento lo-
grando además ejecutar distintos procesos al mismo tiempo, lo que se conoce como
paralelismo, esto supone una ventaja cuando se trata de implementar múltiples con-
troladores para diferentes procesos en un solo integrado. Fabricantes como Xilinx®,
Altera® entre otros incluyen en sus tarjetas de entrenamiento módulos de conver-
sión análogo-digital y digital-análogo, permitiendo la interacción con todo tipo de
sensores y actuadores, junto con módulos de comunicación UART, USB, TCP/IP
entre otros, que facilitan la interacción de las FPGA's con diferentes plataformas y
sistemas de desarrollo.
_
_
En el presente proyecto se propone el empleo de una metodología para el diseño
y prueba de controladores embebidos sobre FPGA haciendo uso de los principios
empleados en una simulación HIL. En sistemas de control es frecuente la simulación
del controlador y la planta para veriﬁcar la respuesta del sistema y comparar pará-
metros deseados, en la simulación HIL la planta es simulada y el controlador es real
con el objetivo de disminuir riesgos de avería en el proceso de prueba del controlador
sobre la planta real, además, permite el desarrollo y evaluación de nuevos algoritmos
de control de una manera rápida, incluyendo el trabajo con sensores reales o simu-
lados, siendo una ventaja la implementación del controlador sobre una plataforma
reconﬁgurable obteniendo un sistema de prueba económico y con una disminución
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en los tiempos de desarrollo [36]. Esta metodología tiene grandes ventajas en situa-
ciones en las que no es posible o no es factible parar un proceso de producción para
realizar pruebas de control sobre la planta, o simplemente cuando se tiene una dis-
ponibilidad limitada de la misma por cuestiones de distancia, tiempos u otro motivo.
Dentro de la metodología el modelo matemático de la planta a controlar determina
el éxito en la evaluación de la simulación HIL frente a la operación del sistema real,
es por esto que se emplean dos sistemas con diferentes niveles de complejidad en la
obtención del modelo a ﬁn de validar de forma clara la metodología con dos puntos
de vista del modelamiento de la siguiente manera: El primer sistema elaborado es
una planta electrónica de segundo orden, para la cual todas las constantes físicas son
conocidas y permiten construir el modelo dinámico mediante ecuaciones diferenciales
que describen su comportamiento de una forma muy aproximada. Herramientas de
hardware y software son usadas para realizar mediciones del comportamiento de la
planta real frente a determinada entrada. Luego se comparan con la respuesta de la
misma entrada aplicada al modelo matemático con porcentajes de error inferiores
al tres por ciento en los parámetros medidos. El segundo modelo de planta es un
levitador neumático para el cual se desconocen todas las constantes físicas. Es nece-
sario en este caso identiﬁcar la planta mediante la respuesta a una entrada escalón
unitario usando la herramienta IDENT de Matlab® para este ﬁn. En esta plan-
ta el modelamiento matemático se torna complejo debido a las diferentes variables
que intervienen en el proceso, sin embargo la identiﬁcación de la planta mediante
herramientas de software puede disminuir los tiempos en la implementación de la
metodología con buenos resultados en la descripción del modelo aproximado.
1.2 Planteamiento del problema
La implementación de controladores puede realizarse con componentes análogos, sin
embargo, estos son poco usados en la actualidad debido al espacio que ocupan por fa-
bricarse con elementos discretos. En contraposición se tiene la posibilidad de realizar
controladores digitales; estos controladores son implementados mediante un algorit-
mo que generalmente corre sobre un sistema con microprocesador, esto implica que
el algoritmo debe ejecutarse en forma secuencial y debe tener unos tiempos cortos
(dependiendo del sistema a controlar) de adquisición de datos externos para cumplir
con las acciones necesarias dentro del sistema. Con la evolución en la fabricación
de semiconductores de alta escala de integración, se consiguen actualmente en el
mercado dispositivos lógicos programables que permiten el diseño de arquitecturas
reconﬁgurables para el manejo y comunicación eﬁciente de datos y hacen posible el
cálculo de ecuaciones complejas con una velocidad de ejecución elevada. Las FPGA
son dispositivos lógicos programables que poseen estas y otras características. Con las
FPGA se puede alcanzar un alto grado de paralelismo permitiendo realizar múltiples
tareas al mismo tiempo en el mismo chip, incrementando en consecuencia la velo-
cidad de trabajo. Además, el software que proporcionan los fabricantes en muchas
ocasiones permite implementar algoritmos para el procesamiento digital de señales,
3
labor que normalmente realizan los DSP. Por otro lado es común que en el diseño de
controladores se utilice una planta real, lo cual implica un incremento en el tiempo de
producción y costos de desarrollo si aún no se cuenta con la planta. Las técnicas de
simulación HIL establecen el trabajo de componentes de software con componentes
de hardware, es decir, que puede hacerse una simulación de la planta con sensores
reales o simulados haciendo creer al controlador que está trabajando con la planta
real [34].
Considerando las ventajas de las FPGA en el procesamiento digital de señal y las
diﬁcultades existentes en la prueba de controladores sobre sistemas de produccion
ininterrumpidos, inexistentes o con riesgo de avería ante un mal funcionamiento del
control, se plantea la siguiente pregunta de investigación:
¾Como implementar un controlador sobre un sistema de electrónica embebida
(FPGA) para satisfacer especiﬁcaciones de funcionamiento de un sistema dinámico
usando la metodología HIL que incluya modelamiento, diseño, simulación y valida-
ción experimental sobre un sistema físico?
1.3 Objetivo
Teniendo en cuenta las diﬁcultades de tiempo y costo en la implementación y puesta
en marcha de un sistema de control sobre una planta que se encuentra en proceso
de producción, no está disponible, es costosa o sensible a daños; se plantea la aplica-
ción de la metodología HIL para el diseño e implementación de controladores sobre
electrónica embebida usando herramientas de software y hardware como Matlab®,
Labview® y sistema de desarrollo Xilinx®, mediante los cuales se valida en forma
práctica las condiciones de diseño y se aplican conceptos del control clásico.
1.4 Metodología del trabajo
La metodología planteada para el diseño e implementación del sistema de control
está fundamentada en la simulación HIL e incluye el proceso completo desde el mo-
delamiento matemático de la planta hasta la validación del controlador embebido
sobre la planta real. En la ﬁgura 1.1 se muestran las fases de la metodología HIL.
Figura 1.1: Metodología del trabajo.
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La primera fase es la construcción del modelo de la planta que puede ser de for-
ma analítica o experimental, para el caso del modelamiento analítico se plantea el
funcionamiento del sistema dinámico mediante la relación de ecuaciones diferenciales
que describen el comportamiento de una variable de salida ante una entrada determi-
nada, la precisión de la respuesta depende del conocimiento y de las aproximaciones
que se hagan de las constantes del sistema físico. Si el sistema es físicamente complejo
de modelar, es decir, se desconocen parámetros del sistema y no se tiene la instru-
mentación adecuada para medirlos, existe la opción de realizar un modelamiento
experimental en el cual se obtiene el modelo matemático mediante un algoritmo que
entrega una ecuación a partir del conocimiento del comportamiento de las entradas y
salidas del sistema. En la segunda fase se establecen las especiﬁcaciones del sistema,
las cuales describen como debe responder una variable de proceso ante determinada
entrada. Estas condiciones son únicas para cada aplicación y generalmente incluyen
parámetros como estabilidad relativa, error de estado estacionario, tiempo de es-
tablecimiento, máximo sobre impulso entre otras. Considerando las especiﬁcaciones
que se requieren del sistema y luego de veriﬁcar que la planta no cumple con estas
condiciones, se selecciona un controlador y se ajusta mediante un método de diseño
analítico o experimental. En el diagrama de bloques de la ﬁgura 1.2a se muestra
la siguiente fase en la metodología, la cual constituye la simulación de la planta y
el controlador. En esta fase se deben tener en cuenta diferentes aspectos de imple-
mentación debido a que esta simulación es la primera aproximación del sistema a la
respuesta deseada. Teniendo en cuenta que la implementación del controlador será
sobre un sistema embebido, es necesario discretizar y hacer la realización del contro-
lador y la planta en programación en bloques. La simulación debe tener en cuenta
los efectos de los conversores análogo-digital y digital-análogo y la función de trans-
ferencia de los sensores que realimentan el proceso. Esta primera fase de simulación
permite veriﬁcar el correcto funcionamiento del controlador para encontrar errores y
posibles imprecisiones en la respuesta del sistema controlado en lazo cerrado.
Una vez hecha la simulación y establecidas las ganancias del controlador, se pro-
cede a la siguiente fase que se reﬁere a la realización del controlador real, en este caso
implementado sobre una FPGA, para esta realización es importante establecer ade-
cuadamente los tiempos de muestreo y la sincronización entre la toma de muestras y
la ejecución del proceso de control. La implementación del controlador se realiza en
un lenguaje de descripción Hardware (VHDL). Para la siguiente fase el controlador
debe estar comunicado permanentemente con el ordenador y por tanto es necesario
diseñar en VHDL módulos que permitan la comunicación y el empaquetamiento de
datos que van y vienen del controlador. El objetivo en esta etapa es la implemen-
tación de la simulación HIL teniendo la planta simulada y el controlador real ﬁgura
1.2b. El tipo de comunicación entre el PC y la FPGA es serial siguiendo el estándar
RS232, el uso de este tipo de comunicación está dado por la velocidad y facilidad
de implementación. Bajo esta concepción se pueden realizar diferentes pruebas como
cambio en las ganancias o inducir perturbaciones, con el ﬁn de validar el comporta-
miento del controlador, una vez realizadas estas pruebas con los resultados deseados
se procede a la implementación ﬁnal del controlador real y la planta real ﬁgura1.2c,
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Figura 1.2: Diagrama en bloques para cada estudio de caso HIL a) controlador y
planta simulado b) controlador real y planta simulada en tiempo real c) controlador
y planta real
permitiendo establecer la validez del controlador diseñado.
_
Finalmente se valida la metodología HIL mediante un estudio de caso, haciendo
una comparación de los parámetros o características de la respuesta para cada modelo
simulado y real ante una entrada escalón unitario.
1.5 Organización del trabajo
El presente documento muestra en su primera parte los aspectos metodológicos que
suscitaron la investigación, allí se describen todas las actividades para el desarrollo
del trabajo, luego se presenta un estudio del estado del arte y algunos conceptos
fundamentales para el desarrollo de la metodología en la etapa experimental, poste-
riormente se desarrolla la metodología con dos sistemas a controlar profundizando en
el diseño de los controladores embebidos y la simulacion HIL. Finalmente se realiza
la validación experimental conectando el controlador implementado a la planta y se
muestran los resultados y conclusiones.
1.6 Conclusión del capítulo
Cuando se pretende implementar un sistema de control y existen problemas relacio-
nados con la disponibilidad de la planta por factores de tiempo y costo, es posible
utilizar la metodología HIL para el diseño de cualquier tipo de controlador, siempre
y cuando se tenga un modelo aproximado del sistema a controlar y se conozca el
comportamiento de los sensores.
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Capítulo 2
Marco Referencial
2.1 Estado del Arte
En referencia a la metodología HIL y al diseño de controladores embebidos se en-
cuentran diversos trabajos que permiten tener un panorama de los alcances a nivel
industrial e investigativo, además de las diferentes herramientas de hardware y soft-
ware que actualmente se tienen al alcance y facilitan procesos como la adquisición,
el procesamiento y el análisis de datos y señales permitiendo en un futuro la posi-
ble masiﬁcación de esta metodología no solo en el campo de la automatización y el
control, si no en otras áreas de la ingeniería.
2.1.1 Simulación HIL
De acuerdo a [58] la metodología HIL es cada vez más reconocida y usada como un
método eﬁciente para el desarrollo de productos en casos en los cuales los sistemas
son complejos o sus partes tienen un costo elevado o se encuentran en sitios geográﬁ-
camente distantes, especíﬁcamente [33] menciona el HIL como un método efectivo en
diseño de controladores electrónicos de potencia, dentro de la justiﬁcación menciona
que es una técnica de alto rendimiento en un ambiente de simulación en tiempo real
en la cual se obtienen resultados de alta ﬁdelidad como lo muestra en sus resultados
en el trabajo de aplicaciones de electrónica de potencia. [35] Presenta un sistema HIL
completamente digital en tiempo real, en este trabajo se maniﬁesta la efectividad del
HIL para el prototipado rápido, la prueba de motores, la emulación de cargas mecáni-
cas y la evaluación de estrategias de control, en la ﬁgura 2.1 se muestra el diagrama
de bloques general del sistema para el cual se simuló mediante la técnica HIL las
partes eléctricas, mecánicas drivers y sensores con el ﬁn de probar su funcionamiento
bajo la acción de un controlador. La ﬁnalidad del empleo de esta técnica en este caso
es con ﬁnes académicos e investigativos, sin embargo en otros trabajos se evidencia
que el uso de la técnica aplica para desarrollos en diferentes ámbitos.
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Figura 2.1: Esquema general del sistema [35]
Otra aplicación de la técnica HIL que crece día a día es descrita por [40] el cual
busca generar nuevas estrategias de control y funciones de diagnóstico en tiempo
real sobre buses de comunicaciones CAN para todos los sistemas electrónicos de los
nuevos automóviles garantizando la reducción de emisiones y el consumo de combus-
tible. [45] En su escrito describe el diseño de forma rápida y eﬁciente de un sistema
electroquímico de conversión de energía similar a una batería, para la investigación
del transitorio de las células de combustible mediante la simulación HIL con el ﬁn
de evaluar el comportamiento dinámico de la membrana de intercambio de protones
(PEM) de las celdas de combustible y sus auxiliares. [28] Presenta un diseño, imple-
mentación y veriﬁcación de un controlador digital asociado con sistemas eléctricos.
Donde utiliza la técnica HIL basada en una plataforma reconﬁgurable en un entorno
de diseño único para la validación electrónica del controlador y la descripción funcio-
nal del sistema. La forma de utilizar este diseño y la plataforma reconﬁgurable HIL
se analiza a través de ﬁltro de potencia activo shunt tolerante a fallos. [44] Presenta
una plataforma HIL que utiliza un entorno de modelado ﬂexible para demostrar la
eﬁciencia y la alta ﬁdelidad de la técnica en tiempo real con la simulación de un mo-
tor de inducción de velocidad variable mediante el diagrama de bloques del sistema
que se muestra en la ﬁgura 2.1 y representa un esquema típico de la implementación
HIL. [56] Expone que los dispositivos de control embebidos llegan a ser hoy en día
más comunes en sistemas electromecánicos y que la simulación HIL está creciendo
en su importancia para el éxito de estos sistemas, por lo tanto discuten ejemplos
de cómo las FPGA son usadas para simulación de sensores para crear mejores y
más adaptables sistemas de prueba HIL. [11] En este trabajo, se enfocan en resolver
problemas y oportunidades creadas por el control de un gran número de sensores y
actuadores usando simulación HIL y FPGA para lograr una simulación muy realista
del funcionamiento de un equipo en un entorno virtual para calcular una estrategia de
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control descentralizada de un micro manipulador de contactos basado en neumática
no distribuida y acoplados en un modelo de ambiente de VHDL-AMS.
Figura 2.2: Demostración de un sistema de simulación HIL emulando la respuesta
exacta de un sistema ﬁsico en tiempo real[44].
Finalmente, se relacionan otros escritos en los cuales el desarrollo de la técnica
HIL se realiza con la ayuda de herramientas de software como lo describe [39] en su
trabajo, donde presenta un modelo HIL para sistemas basados en FPGA veriﬁcando
el proceso en etapas donde la simulación HIL es evaluada con ciclos de precisión usan-
do conocidas herramientas de simulación como Matlab®, Simulink® y Modelsim®
dirigidas a la reconﬁguración dinámica de hardware y aplicadas a un sistema de dos
controladores para un péndulo invertido, en donde se usa un sistema real o un mo-
delo basado en FPGA combinado con una animación de realidad aumentada 3d. [1]
Establece un nuevo desarrollo en el campo del proceso de diseño y prueba de unida-
des de motor usando la técnica HIL, consistente en la implementación del método de
elementos ﬁnitos aplicado a los motores eléctricos en un simulador de tiempo real con
simulación de circuitos, lo cual permite la simulación precisa en tiempo real del motor
completo y el inversor. La solución completa consiste en la combinación exacta del
modelo de motor con el modelo de inversor, incluyendo importantes parámetros de
conmutación, todos construidos en el entorno Simulink y simulados en la plataforma
de simulación RTLAB, utilizando procesadores ultra rápidos. [5] Presenta la eva-
luación de la estabilidad de una interfaz de simulación-estimulación (Sim-Stim) que
integra hardware al software para realizar estudios en HIL para pruebas y desarrollo
de equipos eléctricos, donde los problemas de los modelos de este tipo de interfaz se
discuten y cuyos parámetros son la velocidad de muestreo y tiempo de retraso (ﬁgura
2.3).
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Figura 2.3: Estructura de un sistema HIL [5]
2.1.2 Aplicaciones con HIL
-
En [53] se describe la metodología usada para la identiﬁcación y control de una
planta deﬁnida. Dentro de los pasos mencionados se destacan: la identiﬁcación de
la función de transferencia de la planta haciendo uso del modelo ARMA, diseño de
un controlador neuro-difuso y prueba del controlador on-line conectado al simulador
HIL de la planta.
-_
[24] Simula y se evalúa el desempeño en simulink de un motor de inducción con
control directo de torque y esta simulación es usada para integración hardware in
The Loop.
-
En [32] se describe un software que permite la identiﬁcación de sistemas y presenta
la facilidad a quien lo use de diseñar un controlador de forma guiada usando técnicas
HIL.
-
En el trabajo de [23] se propone una metodología de validación para la imple-
mentación de soluciones a los desafíos involucrados en el diseño de un convertidor
electrónico de potencia. Típicamente, el proceso de diseño consiste en la simulación
primero del convertidor y luego su implementación en el hardware. Aquí, un paso
intermedio es añadir el controlador y conectarlo a un simulador en tiempo real antes
de ser conectado a hardware real. Esto permite ensayar en escenarios virtuales que
no pueden ser llevados a cabo con hardware físico sin arriesgarse a dañar el hardware.
Esta técnica se demostró mediante la aplicación de un nuevo método de control, la
derivada del PWM, para un convertidor multinivel encapsulado.
-
[50] Habla de un instrumento usado para el desarrollo del controlador y simu-
lación HIL. DSPACE que se ha aplicado a muchos campos, pero que no satisface
las demandas de procesamiento de datos y muestreo en algunas ocasiones complejas
o de alta velocidad. Al hacer uso de una FPGA en este trabajo, los problemas se
resuelven fácilmente. De conformidad con los requisitos habituales, E / S de expan-
sión, generador PWM, muestreo A / D de pre-acondicionamiento y los módulos de
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procesamiento de datos se construyeron como los módulos de funciones básicas. El
objeto del controlador en tiempo real Dspace es a través de la FPGA al igual que la
captura de los datos.
-
En [18] se implementa un motor virtual sobre una FPGA que está conectado
a un software y a un controlador real con el ﬁn de obtener una metodología para
prototipado rápido.
2.2 Revisión de literatura relacionada con FPGA y
Control
Se tienen diversas implementaciones relacionadas con sistemas de control usando
FPGA. Las herramientas para la programación de estos dispositivos son variadas,
[21] implementa una herramienta para generar el código en VHDL de un controlador
PI haciendo uso de una interface elaborada en Matlab®. Se supone ventajosa la
implementación del control sobre una FPGA porque hay una elevada velocidad de
muestreo y procesamiento. Las diferentes fases que se involucran en la generación del
código VHDL para el control sobre la FPGA se muestra en la ﬁgura 2.4. El control
es usado en un convertidor Buck. [2] Hace uso de la herramienta Labview® FPGA
para implementar un controlador PID sobre la FPGA, dentro de la programación se
conﬁgura el conversor análogo digital de la tarjeta de desarrollo utilizada (SPARTAN
3E) y se implementa un módulo PWM para ser utilizado como señal de control sobre
una planta conformada por un motor DC.
Figura 2.4: Principio generador VHDL [21]
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En seguida se presentan algunas aplicaciones en las que resulta ventajoso el em-
pleo de FPGA'S en sistemas de control. La implementación de varios controladores
digitales sobre FPGA cuenta con la ventaja del procesamiento de diferentes señales
al mismo tiempo en un solo dispositivo, por ejemplo, en una máquina de fresado
CNC (control numérico computarizado) es necesaria una implementación de estas
características debido al control de movimiento de varios ejes de alta velocidad, en
esta aplicación el tiempo de loop de los servos es constante incluso si más ejes son
controlados. Se realiza la implementación haciendo uso de controladores PID sobre
la FPGA estableciendo parámetros deseados desde el computador haciendo uso de
un microcontrolador con procesador ARM7 como se muestra en la ﬁgura 2.5 [20].
Figura 2.5: Estructura experimental del sistema [20]
Actualmente los sistemas de automatización industrial utilizan en su gran mayo-
ría controladores lógicos programables (PLC) para la realización de procesos lógicos
y control, estos han surgido ante la necesidad de reemplazo de la lógica cablea-
da usando relés. Sin embargo, las necesidades y requerimientos de la industria en
diferentes procesos son cada vez mayores, el uso de FPGA permitiría disminución
en los tiempos de ejecución y la posibilidad de ejecutar varios procesos con un so-
lo dispositivo, sin embargo, el diseño sobre FPGA no satisface las especiﬁcaciones
IEC (international electrotechnical commission) de control, en este sentido se han
planteado algunas consideraciones para pasar del estándar IEC a lenguaje de des-
cripción hardware y se ha realizado hasta cierto punto un desarrollo que permite a
una FPGA realizar las labores que realizaría un PLC con todos los beneﬁcios que la
FPGA ofrece [42]. Normalmente en aplicaciones con motores de paso el control se
hace en lazo abierto haciendo uso de microcontroladores y DSPs, sin embargo, de-
pendiendo del tipo de aplicación podrían presentarse diferentes inconvenientes como
pérdida de posición por sobrecarga, pérdida de torque en determinados rangos de
velocidad, alta disipación de potencia entre otros. Un nuevo enfoque para el control
de este tipo de motores, plantea adaptar un control de lazo cerrado a motores paso
a paso implementado sobre FPGA contra restando efectos como el desgaste normal
de los componentes, minimizando el consumo de energía además teniendo un ma-
yor dominio en el movimiento [13]. En diversas oportunidades se han implementado
controladores PID sobre FGPA con algunas variaciones o introduciendo algún valor
agregado en su implementación, [54], implementa un controlador digital Proporcional
Integral Derivativo (PID) sobre una FPGA usando aritmética distribuida, [10] Hace
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un desarrollo similar concluyendo un bajo porcentaje de uso de la fpga sobre la cual
se implemento el algoritmo, [8] implementan el algoritmo de un PID en un micro
controlador embebido sobre una FPGA para el control de posición de un motor de
corriente continua. Una variación importante de la implementación del algoritmo de
un PID sobre FPGA lo realiza [52] donde el controlador PID es sintonizado mediante
lógica difusa y se aplica a un sistema de control de temperatura (ﬁgura 2.6).
Figura 2.6: Diagrama sistema de control de Temperatura [52]
2.3 Deﬁnición Hardware in the loop
HIL (HWIL o HIS) es una técnica de prueba que simula el comportamiento de
las entradas y salidas de un sistema físico que se conecta a una unidad de control
normalmente embebida, se diferencia de otros tipos de simulación en que el sistema
de control es real y genera señales que dependen de la respuesta del sistema físico de
prueba [55]. En otras palabras HIL es un dispositivo que engaña al sistema embebido
de control haciéndole pensar que está operando con entradas y salidas del mundo
real, en tiempo real [22]. En la ﬁgura 2.7a se muestra la representación del lazo que
involucra la simulación del sistema físico y el control embebido, en la ﬁgura 2.7b se
muestran los componentes de la simulación y la comunicación con el mundo real.
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Figura 2.7: Modelo Simulación HIL
Un sistema físico que sea frágil, costoso o difícil de conseguir puede ser probado en
interacción con un controlador usando la simulación HIL. En un sistema de control
convencional el control recibe las señales de sensores que miden alguna variable de
salida de la planta y entrega las señales de control a los actuadores que alimentan la
planta, un simulador HIL debe ser capaz de generar y adquirir las señales que podría
entregar el sistema físico con las mismas características de amplitud y velocidad de
cambio, esto es, debería poder simular los sensores, el acople a los actuadores y de
ser necesario las impedancias de acople al sistema de control. Una simulación HIL
no reemplaza las pruebas con una planta real pero ayuda a los ingenieros a: evaluar
alternativas de diseño, identiﬁcar errores que pueden reducir costos al tener un me-
nor impacto sobre el sistema ﬁnal, reducir los costos de prueba al requerirse menos
mantenimiento y accesorios, obtener mayor capacidad de prueba en caso de que el
sistema físico se encuentre en un lugar inaccesible o con diﬁcultad de supervisión y
puede ser útil en condiciones extremas donde hay riesgo de daño de los equipos de
prueba entre otras ventajas [55] [6]. En una metodología de diseño convencional el
ingeniero para probar la eﬁciencia del controlador realiza una simulación del siste-
ma completo en un software como Matlab® por ejemplo, a diferencia de este tipo
de simulación en una simulación HIL las señales entregadas por el controlador son
reales, el software embebido se ejecuta en el hardware real y la ejecución se realiza
en tiempo real [22].
-
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2.4 Sistemas reconﬁgurables
En general, la reconﬁgurabilidad es la capacidad de cambiar y reorganizar repe-
tidamente los componentes de un sistema de manera rentable [48]. Los sistemas
reconﬁgurables son usados para la realización de tareas especíﬁcas o dedicadas con
la posibilidad de poder realizar futuras modiﬁcaciones al software y hardware sin
que ello implique grandes cambios en el sistema sobre el cual actúa. Estas caracte-
rísticas proporcionan a un sistema un incremento en el desempeño del hardware y
conservan mucha de la ﬂexibilidad que se tiene en una aplicación con software, es
decir la computación reconﬁgurable intenta reducir la brecha entre el hardware y el
software logrando potenciales de desempeño mucho mayores que las aplicaciones ba-
sadas en el software implementado sobre maquinas de Von Neuman convencionales.
El termino computación reconﬁgurable se reﬁere al desarrollo de sistemas en los cua-
les se incorpora hardware programable que es usado en diversos puntos de control,
estos puntos de control pueden ser cambiados periódicamente con el ﬁn de ejecutar
diferentes aplicaciones usando el mismo hardware [12]. Los PLD (dispositivos lógicos
programables) son dispositivos que encajan dentro del concepto de un sistema recon-
ﬁgurable debido a que permiten la implementación de algoritmos directamente sobre
el hardware. Los primeros PLD consistían en un arreglo matricial de conexiones entre
compuertas AND y OR operando las entradas del circuito para obtener una función
de salida especíﬁca, uno de los dispositivos más básicos es la PLA (Programmable
Logic Array) la cual se programa mediante la eliminación de algunos fusibles que
determinan la conﬁguración del dispositivo ﬁgura 2.8 [15].
Figura 2.8: Esquema de una PLA simple[15]
2.4.1 CPLD (Complex PLD)
Este tipo de dispositivos está formado por arreglos de PLDs más básicos como los
PLA agrupados en bloques en un chip (ﬁgura 2.9). Los bloques lógicos en un CPLD
están conectados a unas macroceldas y estas a su vez a los bloques de entrada salida
(I/O) [14].
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Figura 2.9: Arquitectura de un CPLD [15]
En la ﬁgura 2.10 se observa la arquitectura de una macrocelda para un CPLD
de Xilinx®, una macrocelda se conforma internamente por ﬂip-ﬂops, multiplexores,
negadores y buﬀers que permiten implementar funciones de lógica secuencial y se
hace posible la realimentación.
Figura 2.10: Arquitectura de una macrocelda para un CPLD CoolRunner II [15]
2.4.2 Field Program Gate Array
Las FPGA son dispositivos lógicos programables con una densidad de compuertas
muy superior a los CPLD, pero con respuestas de tiempo menores [25].
16
Figura 2.11: Arquitectura de una FPGA. [15]
Estos dispositivos tienen una gran cantidad de celdas lógicas distribuidas regu-
larmente por su superﬁcie, el conexionado de las celdas lógicas no se realiza mediante
una matriz de interconexión sino mediante canales de interconexión distribuidos en-
tre las celdas lógicas que cruzan la superﬁcie de la FPGA horizontal y verticalmente
(ﬁgura 2.11), las celdas lógicas están conformadas por unas pequeñas LUT (Look-Up
Tables) de uno o dos registros y en ocasiones algún multiplexor para interconectar
las LUT con los registros [41]. Hay una división básica entre los tipos de FPGA, las
FPGA basadas en SRAM (Static Random Access Memory) y las OTP (One Time
Programable), las primeras son reprogramables mientras que las OTP solo se progra-
man una vez. Las mas utilizadas son las SRAM las cuales son reprogramadas cada
vez que se energizan por lo que es necesario el uso de una memoria serial de tipo
PROM (Programmable Read Only Memory) o un sistema de memoria para cada
FPGA.
Figura 2.12: Celda lógica SRAM. [15]
Una celda lógica de una FPGA basada en SRAM (ﬁgura 2.12) en lugar de com-
puertas contiene un LUT el cual determina las salidas combinacionales o también
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puede ser usado para hacer conexiones[15]. El LUT es un segmento de memoria
RAM de 16x1, por tanto tiene cuatro entradas de dirección y en general se pretende
implementar el funcionamiento de una tabla de verdad modelando la operación de
una red de compuertas. La tabla de verdad es cargada en el LUT durante la progra-
mación [25]. Las celdas lógicas son consideradas los bloques básicos para el diseño
de una FPGA, sin embargo suelen también diseñarse bloques de propósito especial
conformados por celdas lógicas, circuitos de suma, resta entre otros para conformar
bloques lógicos (LB). Estos bloques permiten caminos de comunicación rápida re-
duciendo tiempos de propagación y mejorando la implementación de diseños. Los
LB o CLB (Conﬁgurable Logic Block) son conectados mediante una red de ruteo a
otros LB y bloques de entrada salida IOBs (Input/Output Blocks). La red de ruteo
está conformada por matrices de conmutación responsables de pasar señales de un
segmento a otro ﬁgura 2.13 [47].
Figura 2.13: Diagrama de bloques de una FPGA simple.[47]
2.5 Lenguaje VHDL o VHSIC (Very High Speed In-
tegrated Circuit Hardware Description Langua-
ge)
El lenguaje de descripción hardware para circuitos de muy alta velocidad es usado
para hacer representaciones de sistemas digitales complejos empleando un lenguaje
de texto de tal forma que una persona o un determinado hardware pueda leer y
entender la funcionalidad y organización del sistema digital. El VHDL puede ser
usado como un lenguaje de simulación creando archivos de prueba denominados test
bench y también puede ser usado como lenguaje de síntesis usando descripciones de
tipo estructural, comportamental y algorítmica. El lenguaje cuenta con gran cantidad
de elementos sintácticos que le permiten representar funciones aritméticas, lógicas y
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diferentes tipos de datos con el ﬁn de realizar una descripción detallada del hardware
digital diseñado. Los componentes básicos para una descripción con VHDL son la
entidad y la arquitectura, en la primera se deﬁne las entradas y salidas del sistema y la
arquitectura deﬁne la funcionalidad del circuito [41]. El lenguaje puede ser utilizado
para descripción de circuitos digitales implementados sobre PLD's, CPLD's y FPGA
entre otros.
2.5.1 Proceso de Diseño HDL
El proceso de desarrollo con lenguaje de descripción hardware se denomina diseño
de alto nivel y usa un archivo de texto en vez de un esquema para la descripción
del circuito, la ﬁnalidad es la implementación de circuitos que pueden tener cientos,
miles y millones de compuertas en tiempos cortos, además de ser un proceso inde-
pendiente del fabricante. Para este tipo de implementaciones se tienen dos lenguajes
de descripción VHDL y Verilog. El diseño de alto nivel consta de cuatro etapas que
permiten alcanzar la implementación ﬁnal sobre el hardware, dichas etapas se mues-
tran en la ﬁgura 2.14. En la etapa de especiﬁcación se describe el comportamiento
del circuito mediante el esquematico ó usando un lenguaje de descripción hardware,
el objetivo de esta etapa es obtener un archivo netlist, el cual es una representación
compacta del circuito que incluye la forma en que son conectados los componentes
del circuito y los pines de entrada y salida. En la veriﬁcación se realiza una simula-
ción que permite conﬁrmar la funcionalidad del circuito y determinar la validez de la
respuesta en los tiempos, para este ﬁn se hace uso de un test bench que es un archivo
escrito en un lenguaje HDL que pretende describir el comportamiento de las entradas
al circuito, obteniendo como respuesta formas de onda y tiempos de las salidas del
mismo. Un diseño en netlist completamente deﬁnido especiﬁca incluso el fabricante y
la familia del hardware, en el proceso de implementación se realiza la optimización de
este diseño para ser trasladado a los elementos físicos y se aplican reglas de chequeo
para veriﬁcar que la descripción no exceda las características físicas del hardware.
La etapa ﬁnal corresponde a la depuración, en la cual se veriﬁca el funcionamiento
de la descripción sobre el dispositivo o board selecionada [15].
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Figura 2.14: Proceso de diseño con PLD. [15]
2.6 Sistema de control
Un sistema de control consiste en procesos (plantas) y subsistemas ensamblados
con el propósito de obtener una salida con un desempeño deseado, dada una en-
trada especíﬁca [37] (ﬁgura 2.15). El objetivo de un sistema de control es guiar el
comportamiento de un dispositivo o variable a controlar hacia un comportamiento
deseado.
Figura 2.15: Esquema simpliﬁcado de un sistema de control. [37]
Los sistemas de control al ser conformados por sistemas dinámicos pueden ser
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modelados en el dominio del tiempo mediante ecuaciones diferenciales, donde la
respuesta es función de una o varias entradas, sin embargo una ecuación diferencial
de un orden elevado puede hacer difícil el proceso de solución, por tanto es común
el uso de la transformada de Laplace para simpliﬁcar los cálculos y expresar los
sistemas en términos de funciones de transferencia que predicen el comportamiento
de los mismos [31]. El diseño de controladores puede ser abordado desde dos puntos
de vista dependiendo de la electrónica con la cual son construidos: métodos de control
análogo y métodos de control digital. Ambos pueden usar ingeniería de control clásica
y moderna para su diseño, sin embargo, los segundos usan para su representación y
análisis la transformada z.
2.6.1 Sistemas de control realimentado
En el diseño de sistemas de control se suele usar un lazo de realimentación de las
variables controladas con el ﬁn de obtener un control más exacto. La señal controlada
es comparada con una señal de referencia o deseada y la diferencia de las dos se
constituye en el error, uno de los objetivos del controlador puede ser eliminar el
error. Un sistema con realimentación también se le llama sistema en lazo cerrado
[30]. En un sistema de control de lazo cerrado, la realimentación esta conformada
por un sensor que entrega el valor de la variable de salida. En la ﬁgura 2.16 se muestra
una arquitectura general de un sistema de control en lazo cerrado.
Figura 2.16: Diagrama de bloques general de un sistema de control de lazo cerrado.
[19]
Este tipo de sistemas suelen ser muy exactos con relación a los sistemas en lazo
abierto, además el efecto de las señales externas de perturbación es muy bajo y la
velocidad de respuesta puede incrementarse, la desventaja es la mayor complejidad
y costo en general.
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2.6.2 Sistemas de control digital
El avance de la electrónica digital y las técnicas de construcción de dispositivos
electrónicos en años recientes han permitido el desarrollo de sistemas digitales con
grandes prestaciones a bajos costos, este hecho ha permitido a su vez la implemen-
tación de controladores digitales con los cuales se alcanza un desempeño óptimo en
términos de alta productividad, empleo eﬁcaz de la energía y minimización de costos.
En ingeniería de control se regula un proceso físico (planta), las variables dentro de
este proceso son los elementos a controlar y normalmente la planta recibe y entrega
señales continuas o análogas por lo que el controlador debe tener bloques que ayuden
al sistema digital a interpretar y procesar dichas señales. Por este motivo, a la entra-
da del controlador digital debe existir un conversor analógico a digital (ADC) que
permitirá al controlador interpretar magnitudes de las señales en forma digital para
calcular el valor con el que deberá manejar la planta mediante un conversor digital
análogo (DAC), con esta señal resultante se espera que la planta pueda llegar a su
valor deseado [38]. En la ﬁgura 2.17 se observa un sistema de control digital genérico
[57].
Figura 2.17: Sistema de control digital. [57]
Un ADC puede ser modelado idealmente como un circuito de muestreo, que
básicamente es un interruptor que se cierra periódicamente cada T segundos resultado
una señal en tiempo discreto a la salida del muestreador como se observa en la ﬁgura
2.18.
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Figura 2.18: Efecto del Muestreador. [26]
La salida del muestreador es el producto del tren de pulsos P (t) con la señal
continua r(t), de tal forma que la señal muestreada r∗(t) es la que se describe en las
ecuaciones 2.1 y 2.2 .
r∗(t) = P (t)r(t) (2.1)
r∗(t) =
α∑
n=0
r(nT )δ(t− nT ) (2.2)
El tren de pulsos se representa matemáticamente como una sumatoria de señales
delta de dirac desplazadas en distintos tiempos de muestreo como se muestra en la
ecuación 2.3.
P (t) =
α∑
n=−α
δ(t− nT ) (2.3)
La señal muestreada r∗(t) es expresada en el dominio de Laplace para efectos de
simpliﬁcar cálculos matemáticos y facilitar el análisis de señales y sistemas muestrea-
dos ecuación 2.4.
R∗(s) =
α∑
n=0
r(nT )e−snT (2.4)
El operador z mostrado en la ecuación 2.5. Simpliﬁca aún más el trabajo con
señales muestreadas al evitar el uso de sumatorias para la mayoría de señales.
z = esT (2.5)
Aplicando el operador z a la señal muestreada en el dominio de Laplace, resulta
la ecuación 2.6 que representa la transformada z de la señal muestreada.
R(z) =
α∑
n=0
r(nT )z−n (2.6)
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Un DAC puede ser aproximado mediante un circuito denominado retenedor de
orden cero (ZOH), cuya función es mantener la información a la salida hasta la
obtención de la siguiente muestra ﬁgura 2.19.
Figura 2.19: Proceso de Muestreo y Retención[26]
La respuesta al impulso de un ZOH es como se muestra en la ﬁgura 2.20.
Figura 2.20: Respuesta al impulso de un ZOH [26]
La expresión en el tiempo para esta respuesta es la que se muestra en la ecuacion
2.7.
G(t) = H(t)−H(t− T ) (2.7)
Donde H(t) es la señal escalón y aplicando la transformada de Laplace a la
ecuación 2.7, resulta la ecuación 2.8. T corresponde al periodo de muestreo [26].
G(s) =
1
s
− e
−sT
s
=
1− e−sT
s
(2.8)
2.7 Conclusiones del capítulo
En una metodología HIL se pueden evaluar diferentes alternativas de diseño e identi-
ﬁcar errores que pueden reducir costos de prueba al requerirse menos mantenimiento
y componentes.
Las FPGA posibilitan la implementación de sistemas reconﬁgurables permitiendo
la construcción de varios circuitos con diferentes arquitecturas trabajando en paralelo
sobre el mismo ”chip”.
24
Es posible la construcción de controladores digitales sobre FPGA utilizando her-
ramientas de análisis matemático, metodologias de implementacion HDL y compo-
nentes de hardware adicionales como conversores análogo-digital, digital-análogo y
acondicionadores de señal.
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Capítulo 3
Modelamiento y control de un
sistema electrónico de segundo orden
En este capítulo se presenta paso a paso la metodología planteada en este proyecto
para la implementación de un controlador PI (Proporcional Integral) usando simu-
lación convencional en Matlab®, Labview® y simulación HIL. En el diagrama de
ﬂujo de la ﬁgura 3.1 se muestra el proceso que se llevará a cabo a lo largo del capítulo
usando una planta de orden dos deﬁnida por un circuito electrónico.
Figura 3.1: Metodología planta electrónica.
El esquema en bloques mostrado en la ﬁgura 3.2, es el que se ha implementado
como sistema de control general para el cual se pretende aplicar y validar la meto-
dología HIL, en la siguiente sección se describe la construcción y funcionamiento de
la planta como etapa inicial de la metodología y posteriormente se describirá cada
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subsistema del diagrama de bloques.
Figura 3.2: Diagrama en bloques de la arquitectura general electrónica.
La planta que se desea implementar es de orden dos y esta representada por la
función de transferencia mostrada en la ecuación 3.1:
G(s) =
ω2n
s2 + 2ξωns+ ω2n
(3.1)
3.1 Descripción planta electrónica
Se selecciona una arquitectura electrónica acorde con la ecuacion 3.1. La conﬁgu-
ración es un ﬁltro activo pasa bajo Sallen Key, la cual está conformada de un
ampliﬁcador operacional como elemento activo junto con dos condensadores y dos
resistencias como elementos pasivos (ﬁgura 3.4 ), el circuito es de orden dos y su
comportamiento a bajas frecuencias se asemeja a un circuito RLC pasa bajo [7].
Este tipo de circuito con la variación de sus elementos pasivos permite la ubicación
de los polos en un amplio rango de valores para el coeﬁciente de amortiguamiento
y la frecuencia natural del sistema, lo cual implica diferentes respuestas ante una
entrada escalón unitario teniendo de esta forma una planta genérica conﬁgurable a
partir del ﬁltro activo. La planta se construyó sobre una placa diseñada para ser
acoplada a la fuente de alimentación y al conversor análogo digital de la tarjeta de
entrenamiento con FPGA ﬁgura 3.3. El ampliﬁcador operacional de la planta tiene
como limitante el uso de una fuente de alimentación de +5 voltios directos, que es el
voltaje máximo que entrega la fuente de la tarjeta. El circuito integrado Lm324 es
un ampliﬁcador que cuenta con una entrada de alimentación simple de mínimo tres
voltios y un ancho de banda de un Mega Hertz garantizando una respuesta plana a
bajas frecuencias siendo adecuado para la implementación realizada.
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Figura 3.3: Tarjeta diseñada e implementada de la planta electrónica.
3.2 Modelamiento Matemático Planta Electrónica
Se busca la representación simpliﬁcada del ﬁltro mediante expresiones matemáti-
cas en el dominio del tiempo y la frecuencia, de tal manera que se pueda realizar
un análisis sobre el comportamiento de dicho sistema electrónico. Se plantearon las
ecuaciones de los circuitos considerando las señales de entrada Vi y salida Vo
junto con las corrientes como se muestra en la ﬁgura 3.4.
Figura 3.4: Filtro activo pasa bajos orden dos Sallen Key.
Se halló la ecuacion del modelo de la siguiente manera:
i1 = i2 + i4 (3.2)
i2 = i3 (3.3)
La corriente sobre el capacitor es:
ic = i4 = C
dVc
dt
(3.4)
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Por lo tanto, calculando cada corriente y reemplazando en las ecuaciones (3.2) y
(3.3), se obtiene:
Vi = Vx(
R1 +R2
R2
) +
R1
R2
Vo = R1C2
dVx
dt
−R1C2dV0
dt
(3.5)
Vx = R2C1
dVo
dt
+ Vo (3.6)
Resolviendo (3.5) y (3.6) se halla el modelo matemático del sistema:
R1R2C1C2
d2Vo(t)
d2t
+ C1(R1 +R2)
dVo(t)
dt
+ Vo(t) = Vi(t) (3.7)
La ecuación (3.7) representa el modelo matemático en el tiempo, sin embargo, una
representación que permite un mejor análisis se obtiene mediante la transformada de
Laplace, logrando una ecuación en el dominio de la frecuencia expresada en términos
de la salida sobre la entrada, a lo cual se le denomina función de transferencia y es
representada por el diagrama en bloques de la ﬁgura 3.5.
Figura 3.5: Diagrama en bloques de la planta electrónica.
Considerando la ecuación (3.7) con condiciones iníciales nulas, se utiliza la trans-
formada de Laplace para determinar la función de transferencia:
d2Vo(t)
d2t
+
(R1 +R2)
R1R2C2
dVo(t)
dt
+
Vo(t)
R1R2C1C2
=
Vi(t)
R1R2C1C2
Aplicando la transformada de Laplace:
s2Vo(s) +
(R1 +R2)
R1R2C2
sVo(s) +
Vo(s)
R1R2C1C2
=
Vi(s)
R1R2C1C2
(3.8)
calculando de la ecuación (3.8) Vo(s)
Vi(s)
= Gp(s) se obtiene:
Gp(s) =
1
R1R2C1C2
s2 + (R1+R2)
R1R2C2
s+ 1
R1R2C1C2
(3.9)
La ecuación 3.9 representa una función de transferencia de segundo orden se-
mejante a la que se muestra en términos generales en la ecuación 3.1, de la cual se
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pueden obtener los valores de frecuencia natural ωn y coeﬁciente de amortiguamiento
(ξ).
-
Los componentes electrónicos que determinan los valores numéricos de la función
de transferencia de la planta (ecuación 3.9) son: R1 = 2KΩ,R2 = 40KΩ,C2 = 10µF,
C1 = 2µF y reemplazando en la ecuación 3.1 se obtiene
Gp(s) =
625
s2 + 52,5s+ 625
(3.10)
Igualando coeﬁcientes de las ecuaciones 3.1 y 3.10 se hallan los valores de la
frecuencia natural del sistema ωn = 25 rads y el factor de amortiguamiento ξ = 1,05.
A partir de estos resultados se evidencia que la respuesta al escalón para esta planta
será de tipo sobre amortiguado como se muestra en la siguiente sección [38].
3.3 Simulación modelo matemático de la planta elec-
trónica
Como el sistema tiene dos polos reales y diferentes (ξ ≥ 1) , la respuesta al escalón
tendrá un comportamiento sobre amortiguado y el sistema tendrá dos constantes de
tiempo que representan dos exponenciales decrecientes disminuyendo una más rápido
que la otra. Los polos de la función característica son s1 = −34,2539 y s2 = −18,2461
por lo que el polo s1 no tiene un efecto tan marcado en la respuesta transitoria por
estar muy alejado de s2, mientras que este último determina el transitorio del sistema
por ser un polo dominante, es decir, estar más cerca del origen. De esta forma se puede
aproximar el sistema a una respuesta de orden uno donde la constante de tiempo
τ = 1
s2
y el sistema alcanzará el estado permanente después de aproximadamente 5τ ,
lo que resulta como 277ms. Usando simulación en Matlab® (ver Anexo A código
simulación planta) se aplicó una entrada de excitación escalón unitario y se obtuvo
la respuesta de la planta en lazo abierto como se muestra en la ﬁgura 3.6. Se observa
que el tiempo de levantamiento es de 166ms y en 277ms se tiene una amplitud del
98,6 % teniendo en este momento un respuesta estable.
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Figura 3.6: Respuesta del Modelo análogo planta electrónica ante una entrada escalón
unitario con set_point igual a uno
3.4 Discretización del modelo de la planta electró-
nica
Uno de los parámetros importantes dentro la metodología HIL es la simulación del
control y los sistemas dinámicos en forma digital, se busca entonces representar en
forma discreta cada uno de los componentes del sistema de control. Se describe
a continuación el proceso de discretización de la planta electrónica utilizando el
diagrama en bloques de la ﬁgura 3.7.
Figura 3.7: Diagrama en bloques del sistema electrónico desde el punto de vista
discreto.
La función de transferencia de la planta en la trayectoria directa (ﬁgura 3.7) es
inﬂuenciada por un retenedor de orden cero que representa el conversor digital a
análogo, el producto de estas dos funciones de transferencia debe ser discretizado
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para obtener todo el diagrama en el dominio z. La salida de la planta es muestreada
mediante un conversor análogo digital con tiempo de muestreo T . A partir de la
función de transferencia hallada en el dominio s en la ecuación 3.10, se calcula la
función en el dominio z, usando también la función de transferencia de un retenedor
de orden cero, así [26]:
G(z) =
Y (z)
r(z)
GZOH(s) = G1(s) =
1− e−sT
s
Gp(s) = G2(s) =
625
s2 + 52,5s+ 625
G(s) = G(s)ZOHGp(s)
G(s) =
(1− e−sT )
s
625
s2 + 52,5s+ 625
Por lo tanto la función de transferencia en el dominio z se obtiene a partir de
G(z) = (1− z−1)Z{ 625
s(s2 + 52,5s+ 625)
} (3.11)
Se selecciona un tiempo de muestreo T = 0,01s, asegurando una cantidad apro-
ximada de 28 muestras en el transitorio, de tal manera que la reconstrucción de la
señal será muy similar a la respuesta del sistema análogo, además de asegurar que
no se presentará solapamiento al hacer esta reconstrucción [38]. La función de trans-
ferencia en el dominio z se presenta en la ecuación (3.12) y se adjunta el programa
en Matlab® para su obtención en el Anexo B(programa para calcular Z{}).
G(z) =
0,0263z + 0,02208
z2 − 1,543z + 0,5916 (3.12)
3.5 Realización discreta de la planta electrónica
Se hace la realización de una función de transferencia en el dominio de la transfor-
mada Z con el ﬁn de encontrar un algoritmo o procedimiento que permita realizar
la programación o implementación de dicha función en un sistema digital emulan-
do su comportamiento. Partiendo del modelo de la planta en el dominio z ecuación
(3.12) se procede a la realización mediante programación estándar desarrollada a
continuación:
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G(z) =
b1z
−1 + b2z−2
a0 − a1z−1 + a2z−2
G(z) =
Y (z)
X(z)
=
Y (z)
H(z)
H(z)
X(z)
Por lo tanto
Y (z)
H(z)
= b1z
−1 + b2z−2
H(z)
X(z)
=
1
a0 − a1z−1 + a2z−2
Despejando
Y (z) = b1z
−1H(z) + b2z−2H(z) (3.13)
H(z)(a0 − a1z−1 + a2z−2) = X(z)
H(z) = (a1z
−1H(z)− a2z−2H(z)) +X(z) (3.14)
Se reemplazan los coeﬁcientes de la ecuación (3.12) en las ecuaciones (3.13) y
(3.14), los coeﬁcientes son:
a0 = 1,a1 = 1,543, a2 = 0,5916, b0 = 0, b1 = 0,0263, b2 = 0,02208
_
Las ecuaciones (3.13) y (3.14) son el resultado de la realización y pueden ser im-
plementadas sobre cualquier entorno de programación o sobre componentes digitales
que cumplan las funciones aritméticas y de almacenamiento que allí se contemplan.
Hay que considerar que el operador z−1 se modela como un retardo y una expresión
como: b1z−1H(z), se puede representar como b1H(k − 1), que simboliza el valor de
la señal H en un momento anterior al actual multiplicado por el coeﬁciente b1. La
programación de la planta esta descrita mediante el diagrama de bloques de la ﬁgu-
ra 3.8, la implementación del programa se realiza en Labview®, donde se crea un
instrumento virtual llamado Planta.vi como se muestra en la ﬁgura 3.9, la entrada
del sistema es r(k) que es el valor deseado. Dentro de dicho bloque se implemen-
ta la programación estándar antes realizada y se hace uso de variables locales para
almacenar los valores pasados de las señales intermedias del sistema.
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Figura 3.8: Diagrama en bloques realización del modelo discreto planta electrónica
ecuación 3.13.
3.6 Simulación del modelo discreto de la planta elec-
trónica
Una vez obtenida la realización estándar de la planta, el algoritmo es implementado
teniendo en cuenta el ﬂujo de datos del diagrama de bloques de la ﬁgura 3.8. En la
ﬁgura 3.9 se muestra la programación de la planta haciendo uso de los instrumentos
virtuales de Labview®, el programa se compone de una estructura de selección de
dos casos, cada uno de ellos representa un estado del reset o entrada de reinicio de
la planta, cuando el reset es cero (false) la planta actualiza sus variables de acuerdo
a los resultados del ciclo anterior y de la entrada actual (ﬁgura 3.9a), si el reset está
en uno (true) todas las variables de la entrada se reinician a cero.
Figura 3.9: Modelo discreto planta electrónica implementado en Labview®. a) Re-
set=o b) Reset=1 c) planta.vi.
34
Con el algoritmo de la planta implementado en Labview® se construye un bloque
de función (subVi) denominado planta.vi, este bloque es usado para la simulación
de la planta ante una entrada de tipo escalón unitario de acuerdo al diagrama de
ﬂujo de la ﬁgura 3.10.
Figura 3.10: Diagrama de ﬂujo simulación planta electrónica en Labview®.
El diagrama de ﬂujo de la ﬁgura 3.10 se implementa en Labview® como se
muestra en la ﬁgura 3.11, donde el tiempo de muestreo T esta dado por el retardo
marcado como 1, la reinicialización de los coeﬁcientes de la planta se presenta por
la estructura de selección marcada como 2, la planta de la ﬁgura 3.9 se presenta
como un subvi con el numero 3 en la ﬁgura 3.11 y consta de dos entradas set_point
(valor deseado), r(k) y una salida y(k), la cual se graﬁca con el set_point en el bloque
marcado con el numero 4 entregando el resultado de la simulación como se observa
en la ﬁgura 3.12 con un set_point de 1.
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Figura 3.11: Diagrama implementación en Labview® planta electrónica.
La gráﬁca de la ﬁgura 3.12 se compara con la respuesta de la ﬁgura 3.6 y la
ﬁgura 3.13 que corresponde a la respuesta de la planta real ante una entrada escalón
unitario medida con un osciloscopio.
Figura 3.12: Respuesta del Modelo discreto planta electrónica ante una entrada es-
calón unitario con set_point igual a uno.
Se veriﬁca la proximidad de los tiempos de respuesta en todos los casos (Tabla
3.1) por tanto se puede concluir que el desarrollo de los modelos análogo y discreto
es el adecuado para las simulaciones posteriores en esta metodología.
Cuadro 3.1: Comparación de tiempos de respuesta modelo continuo y discreto Vs
Planta real.
Respuesta del Sistema Tiempo de Subida [ms] Tiempo de Establecimiento [ms]
Planta Real 160 270
Modelo Análogo 166 277
Modelo Discreto 170 280
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Figura 3.13: Respuesta de planta electrónica real ante una entrada escalón unitario
medida en osciloscopio set−point igual a dos.
3.7 Selección de parámetros de diseño del control PI
para la planta electrónica.
Se ejerce control sobre la salida de una planta, con el ﬁn de modiﬁcar la respuesta en
el transitorio, eliminar el error o mejorar la respuesta en estado estable. En este caso
se pretende diseñar un controlador PI de tal manera que se cumplan las siguientes
condiciones deseadas Mp = 15 % y ts = 600 ms. Estas condiciones se plantean
arbitrariamente con el ﬁn de cumplir con una de las etapas de la metodología, sin
embargo, al hacerlo en un proceso real se debe tener en cuenta el entorno del proceso
para la selección de dichos parámetros. Un control PI cuenta con una acción de
control proporcional y otra integral como se presenta en la ﬁgura 3.14, la acción
de control proporcional multiplica la señal de error por una constante permitiendo
reducir el error en estado estacionario pero no eliminarlo, este tipo de control no
añade al sistema polos ni ceros, la acción de control integral por si sola es capaz de
eliminar el error permitiendo obtener una señal de control diferente de cero cuando el
error es cero, esto se debe a que el control integral entrega una señal que es función
de la historia de la señal del error, no propiamente del error actual. La acción de
control integral tiende a empeorar la estabilidad relativa del sistema aumentado el
sobre impulso de la respuesta transitoria debido a que introduce un polo en el origen
y tiende a desplazar el lugar de las raíces hacia el semiplano derecho. Esto mejora
cuando se combina con la acción de control proporcional formando un PI mejorando
la estabilidad del sistema. La función de transferencia para un PI se observa en la
ecuación 3.15 [9].
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Figura 3.14: Diagrama en bloques del controlador PI [9]
M(s) = Kp[1 +
1
Tis
]E(s) 99K M(s)
E(s)
= Kp[1 +
1
Tis
] (3.15)
Donde Ti es el tiempo integral y Kp es la ganancia proporcional. Normalmente
la ganancia integral Ki se denota como
Kp
Ti
. Esta función de transferencia introduce
al sistema un cero real y un polo en el origen. Existen varios métodos para diseñar
un Pi, en esta sección se hará uso del lugar geométrico de las raíces LGR. Como
paso inicial en el diseño se obtienen los polos deseados a partir de las condiciones
propuestas para la respuesta transitoria. El coeﬁciente de amortiguamiento se halla
mediante la ecuación 3.16, obteniendo como resultado ξ = 0,65290929.
ξ =
1√
1 + [ pi
ln(Mp)
]2
(3.16)
El tiempo de asentamiento puede deﬁnirse con diferentes criterios en relación al
nivel de oscilación de la señal de salida con respecto al estado estacionario, si se
toma el criterio del 2% el valor de la frecuencia natural del sistema es ωn = 4Tsξ =
10,21 rad
s
. Una vez obtenidos estos valores se puede hallar los polos deseados mediante
la ecuación 3.17 :
s1,2 = −δ ± jωd (3.17)
Donde δ = ξωn y ωd = ωn
√
1− ξ2, resultando δ = 6,666 rad
s
y ωd = 10,96 rads . los
polos deseados son los que se muestran en la ecuación 3.18.
s1,2 = −6,666± j10,96 (3.18)
3.8 Diseño del controlador proporcional integral PI
Se hallan los polos de lazo abierto para la planta electrónica con el ﬁn de iniciar
un diseño con el LGR. La ecuación característica de la planta está dada por P (s) =
s2+52,5s+625 = 0, se encuentra como solución que s1 = −34,2539 y s2 = −18,2461.
Graﬁcando el LGR (ﬁgura3.15) se aprecia que no es posible obtener un valor de
ganancia proporcional que cumpla con las condiciones de diseño, es decir, que el
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LGR (líneas azules entre polos de lazo abierto hacia ceros en el inﬁnito) no pasa por
la ubicación de los polos deseados.
Figura 3.15: Graﬁca LGR planta electrónica y polos deseados.
Para cumplir con las condiciones de diseño se continúa con el desarrollo del con-
trolador PI, cuya función de transferencia se ordena para evidenciar el polo y el cero
que se introducirán a la planta en lazo abierto ecuación (3.19).
Gc(s) = Kp(
s+ 1
Ti
s
) (3.19)
La Función de transferencia en lazo abierto para el control y la planta se describe
en la ecuación (3.20):
Gt(s) = Kp(
s+ 1
Ti
s
)
625
s2 + 52,5s+ 625
(3.20)
El cero se halla haciendo cumplir la condición de ángulo de kG(s) = 180o±k360o
y la ganancia proporcional mediante la condición de magnitud |kG(s)| = 1 evaluada
en el polo deseado. En la ﬁgura 3.16 se graﬁcan los polos (x) en lazo abierto de la
ecuación (3.20), el polo deseado y el cero con valor desconocido. Se pretende hallar
la contribución angular del cero θz para cumplir la condición de ángulo.
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Figura 3.16: Contribución de polos y ceros a la condición de ángulo del diseño.
Los ángulos de contribución para cada uno de los polos deseados s1, s2 y el polo
del integrador s3, respectivamente son:
θ1 = arctan(
10,96
34,25− 6,66) = 21,66
o
θ2 = arctan(
10,96
18,24− 6,66) = 43,42
o
θ3 = 180
o − arctan(10,96
6,66
) = 121,308o
Haciendo la suma de contribuciones 180o − 121,3080 − 43,42o − 21,66o se obtiene
un ángulo de −6,39o, es decir, que el cero debe aportar un angulo de θz = 6,39o. A
partir de este ángulo se calcula la posición del cero Pz:
Pz = (
10,96
tan(6,39o)
+ 6,66) = −104,52 = 1
Ti
Para hallar el valor de la constante proporcional se evalúa la condición de mag-
nitud como se muestra en la ecuación 3.21.
|Kp(
s+ 1
Ti
s
)(
625
s2 + 52,5s+ 625
)| = 1 (3.21)
Evaluada en s = −6,66 + j10,96 se obtiene un valor de Kp = 0,0987. por lo tanto
Ki = Kp(
1
Ti
) = 10,3161.
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3.9 Simulación control y planta electrónica
Como resultado del diseño del controlador PI se realiza la simulación del sistema
análogo como se ve en el diagrama de bloques de la ﬁgura 3.17.
Figura 3.17: Diagrama en bloques del controlador PI diseñado y la planta en lazo
cerrado.
La respuesta del sistema de la ﬁgura 3.17 a la entrada escalón unitario se presenta
en la ﬁgura 3.18, esta señal presenta un máximo sobre impulso del 14% y un tiempo
de establecimiento de 613ms encontrándose dentro de un margen de error inferior al
10% en relación con las características dadas para el diseño del controlador.
Figura 3.18: Respuesta del control y planta análogos ante una entrada escalón uni-
tario.
Para realizar la simulación y posterior implementación del control sobre la FPGA,
es necesario utilizar una versión discreta del controlador PI como el de la ecuación
3.19 [38].
G(z) = Kp(1 +
T (1− z−1)
Ti
) = Kp(
z(1 + T
Ti
)− 1
(z − 1) ) (3.22)
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Con T = 0,01s y el parámetro 1 + T
Ti
= 2,0452. Teniendo la ecuación 3.23 como
resultante para el PI discreto
Gc(z) = 0,0987(
2,0452z − 1
(z − 1) ) (3.23)
El diagrama de bloques discreto del sistema de control realimentado se muestra
en la ﬁgura 3.19.
Figura 3.19: Diagrama en bloques discreto del sistema de control.
La simulación resultante en tiempo discreto presenta un máximo sobre impulso
del 13.8%, un tiempo de levantamiento de 190ms y un tiempo de asentamiento de
600ms estando dentro del 10% de error con relación a los parámetros deseados de
forma similar al sistema análogo (ﬁgura 3.20).
Figura 3.20: Respuesta del sistema discreto con control PI.
La realización del control PI permite no solo su implementación sobre la FPGA
sino también la construcción de un modelo de simulación que al interactuar con el
modelo de la planta en un sistema realimentado puede evidenciar problemas en la
programación, algoritmo, implementación o diseño del controlador. El diagrama de
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bloques de la ﬁgura 3.21 corresponde a la realización del control PI, en este caso se
trata de una realización en paralelo donde ek es la entrada del error, Wk es la salida
del control proporcional el cual cuenta con solo una ganancia Kp y Pk representa
la salida del control integral, en este último se evidencia el carácter dependiente de
momentos pasados en la sumatoria de errores anteriores que resulta a la salida. La
ganancia integral corresponde a:Ki = Kp TTi = 0,103161.
Figura 3.21: Diagrama de bloques del controlador discretizado.
La implementación del modelo de simulación del PI para Labview® es el que
se muestra en la ﬁgura 3.22, la estructura básica es un selector controlado por una
entrada de reset. Cuando el reset está en uno true se colocan a cero la sumatoria de
errores pasados y la salida Uk. Cuando el reset está en cero, se ejecuta el proceso que
se muestra en el diagrama de bloques de la ﬁgura 3.21. Este bloque de programación
debe estar dentro de una estructura iterativa, donde cada iteración representa una
acción para un valor de tiempo discreto especíﬁco, las ganancias son modiﬁcables
durante la ejecución del bloque y el modelo completo constituye un subvi denominado
PI_ﬂoat.vi.
Figura 3.22: Modelo de simulación del controlador PI sobre Labview®. a. re-
set=False b. Reset=true c. subvi con entradas kp, ki, ek, reset y salida uk.
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La simulación en lazo cerrado de la planta y el controlador usando los modelos
discretos realizados en Labview® siguen el proceso ilustrado en el diagrama de ﬂujo
de la ﬁgura 3.23.
Figura 3.23: Diagrama de ﬂujo simulación discreta del control y la planta.
Como resultado del algoritmo de la ﬁgura 3.23, se elabora el diagrama de bloques
de la ﬁgura 3.24 en Labview® presentándose el sistema en lazo cerrado incluyendo
los modelos de simulación del controlador (PI_ﬂoat.vi) y la planta (planta.vi). De
acuerdo al diagrama de ﬂujo para iniciar la simulación se debe garantizar que los
valores presentes y pasados de las señales internas de cada subvi sean cero, siendo
necesario un reset en la primera iteración y una entrada de reset asíncrona para
cualquier momento de la simulacion, en la programación en Labview® cuando se
ejecuta la primera iteración del while (iteración 0), se hace un reset de los bloques
presentes usando un comparador de igualdad a cero y un selector de caso, si la
comparacion es verdadera, se ejecuta el reset, si es falsa se puede ejecutar el reset
asíncrono en cualquier momento (marca 9 ﬁgura 3.24).
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Figura 3.24: Simulación de modelos de planta y controlador realimentados en Lab-
view®.
La lectura de los parámetros de simulación se realiza mediante las entradas
Set_Point , Kp y  Ki, el ﬂujo de datos para este programa es de izquier-
da a derecha realizando primero la operación de calculo del error mediante una resta
entre el set_point y la variable del proceso (yk) proveniente de un registro de corri-
miento que obtiene al comienzo de una iteracion el valor ﬁnal de yk de la iteración
anterior. El resultado del error es procesado en el bloque de control PI (marca 3,
ﬁgura 3.24) ejecutando los pasos en color verde del diagrama de la ﬁgura 3.23, salida
uk. En la salida real, este bloque es conectado a un conversor digital análogo de 10
bits, por lo cual su valor máximo no puede superar 1023 ni ser inferior a cero, el
selector identiﬁcado con el numero 4 asegura el trabajo en este rango. El conversor
digital análogo real posee una ganancia que depende de su resolución y se incluye en
el programa con el número 5, la resolución se calcula mediante la ecuación 3.24.
Resolucio´n =
3,3
2n − 1[V ] = 0,00319648V (3.24)
Donde 3.3 voltios corresponden al voltaje de referencia y es el máximo voltaje de
salida del conversor, n es la cantidad de bits. Como la ganancia del DAC queda en
la trayectoria directa del sistema, afecta la respuesta impidiendo obtener la salida
deseada, por lo tanto debe modiﬁcarse las ganancias proporcional e integral con el
ﬁn de compensar este efecto. Como la ganancia DAC se multiplica en la trayectoria
directa, se puede dividir las ganancias proporcional e integral entre este valor y la
respuesta del sistema no se verá afectada. De esta forma Ki =
0,103161
0,00319648
= 32,4137
y Kp =
0,0987
0,00319648
= 30,8777. Una vez se multiplica la señal de control uk por la
ganancia del DAC, el bloque planta.vi es ejecutado borrando los pasos marcados en
verde en el diagrama de ﬂujo de la ﬁgura 3.23. La salida yk es realimentada mediante
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un registro de corrimiento y también se graﬁca junto con el Set_Point en el bloque
marcado con el número 7, el resultado de la simulación se observa en la ﬁgura 3.25.
Figura 3.25: Respuesta simulación planta control discreto en Labview®.
3.10 Implementación control sobre hardware
La descripción del controlador fue realizada en VHDL e implementada sobre una
FPGA de Xilinx® de la familia Spartan 3e (referencia XC3S500E). Se contó con
un sistema de desarrollo denominado spartan 3e starter kit, el cual se compone
de una tarjeta que contiene la FPGA y el paquete de software Xilinx ISE Design
Suite. La tarjeta conecta la FPGA con diferentes dispositivos para la realización
de aplicaciones de propósito general, algunos de los componentes y características
permiten el manejo de comunicación serial RS323, comunicación Ethernet, conversor
análogo digital, interfaz para control de video VGA, entre otros. La FPGA cuenta
con 232 pines de entrada / salida, alrededor de 10000 celdas lógicas, 20 circuitos
de multiplicación de 18 x 18 bits y su equivalente en compuertas es cercana a las
quinientas mil [59]. Las características más relevantes de la tarjeta para la implemen-
tación, simulación en tiempo real y prueba del control son la interfaz de comunicación
RS232, el conversor análogo digital, los indicadores led y los pines de propósito ge-
neral. Para la comunicación RS232 la tarjeta cuenta con conversor de voltaje para
adaptar niveles del estándar a niveles TTL. El conversor análogo digital incluido es
un LTC 1407a, el cual cuenta con 2 canales de conversión simultanea, comunicación
SPI (Serial Peripheral Interface) y entrada de voltaje de referencia, el conversor a su
vez está conectado a un preampliﬁcador de ganancia programable con comunicación
SPI, el diagrama de conexión se muestra en la ﬁgura 3.26.
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Figura 3.26: . Vista detallada del circuito de captura análoga. [59]
El ADC LTC1407A_1, posee una velocidad de muestreo de 3Msps (Me-
ga muestras por segundo) lo que garantiza una muestra cada 0, 33us. Si
en un sistema dinámico se garantizan 10 muestras durante el transitorio
[38], entonces la limitante de la implementación con ésta tarjeta sería para
sistemas dinámicos con un transitorio de 3, 3us. En las plantas electróni-
ca y neumática implementadas para el desarrollo de esta metodología los
tiempos transitorios son de 600ms y 11, 9s respectivamente.
El bus SPI está diseñado para entablar comunicación entre diferentes integrados
usando una arquitectura maestro esclavo. En la tarjeta, la FPGA está conectada co-
mo maestro y el bus se comparte con varios dispositivos entre los que se encuentran
el preampliﬁcador programable y el ADC, los dispositivos del bus que no se usen
deben ser deshabilitados para evitar colisión de información y ocupación innecesaria
del bus. Como se observa en la ﬁgura 3.26 el ADC tiene sus entradas conectadas
directamente al preampliﬁcador LTC6912-1 por lo que la señal de entrada análoga
debe pasar obligatoriamente por este dispositivo. Los pines de la FPGA asociados di-
rectamente al preampliﬁcador se muestran en la tabla 3.2 con una breve descripción
de su funcionamiento.
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Cuadro 3.2: Señales de interfaz del ampliﬁcador. [59]
Señal Pin FPGA Dirección Descripción
SPI_MOSI T4 FPGA > AMP Datos seriales: Máster
Output, Slave Input, es la
línea mediante la cual se
envían los ocho bits de
programación.
AMP_CS N7 FPGA > AMP Habilitador del integrado,
se activa en bajo.
SPI_SCK U16 FPGA > AMP Señal de reloj
AMP_SHDN P7 FPGA > AMP Reset, se activa en alto.
AMP_DOUT E18 FPGA >AMP Hace un eco serial de la
última ganancia
conﬁgurada.
El preampliﬁcador cuenta con unas ganancias ﬁjas establecidas por el fabricante
que son programadas mediante la interfaz de comunicación. Las ganancias preesta-
blecidas se muestran en la tabla 3.3 para dos diferentes entradas del ampliﬁcador.
Cuadro 3.3: Ganancia programable establecida para el preampliﬁcador. [59]
Ganancia
A3 A2 A1 A0 Rango Voltaje de entrada
B3 B2 B1 B0 Mínimo Máximo
0 0 0 0 0
-1 0 0 0 1 0.4 2.9
-2 0 0 1 0 1.025 2.275
-5 0 0 1 1 1.4 1.9
-10 0 1 0 0 1.525 1.775
-20 0 1 0 1 1.5875 1.7125
-50 0 1 1 0 1.625 1.675
-100 0 1 1 1 1.6375 1.6625
La señal analógica ingresa por el canal A de preampliﬁcación el cual es conﬁgurado
con una ganancia de -1 debido a que se puede trabajar en un mayor rango de voltaje
a la salida de la planta. La ganancia es conﬁgurada en forma serial a través del pin
SPI_MOSI (ﬁgura 3.27), son enviados ocho bits desde la FPGA divididos en dos
campos de cuatro bits, cada campo para conﬁgurar un ampliﬁcador.
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Figura 3.27: Interfaz serial SPI al ampliﬁcador. [59]
La ﬁgura 3.28 muestra las señales involucradas en la conﬁguración de la ganancia
del preampliﬁcador. El pin AMP_CS se activa en bajo y habilita la programación
de la ganancia, el pin SPI_SCK envía la señal de sincronismo, se especiﬁca un
tiempo mínimo de 30 ns después de activar la comunicación para iniciar el envío de
la señal de reloj, el ancho de los niveles de cada pulso del reloj debe ser mínimo
de 50 ns. Los datos son enviados desde el pin SPI_MOSI y son leídos por el
preampliﬁcador en cada ﬂanco de subida, el bit a enviar debe estar preestablecido
con 30 ns de antelación, el preampliﬁcador hace un eco del bit recibido mediante el
pin AMP_DOUT.
Figura 3.28: Diagrama de tiempos comunicación SPI con el preampliﬁcador. [59]
El diagrama de estado de la ﬁgura 3.29 muestra la forma en que se describe en
VHDL la programación del preampliﬁcador. El diagrama está compuesto por siete
estados, cada uno cuenta con un nombre y muestra las señales que cambian cuando
se convierte en el estado presente. La condición para el cambio de estados es tempo-
ral y depende de un contador (cuenta) que se incrementa cada 20ns, es decir, está
conectado al reloj principal de la FPGA que oscila a una frecuencia de 50Mhz. El
estado inicial espera_1 coloca la señal de reloj del bus y la señal de envió de datos
seriales a cero y a uno la entrada de habilitación del preampliﬁcador, es decir, está
desactivado, la señal cod_amp establece las ganancias que serán programadas en
el canal A y B del preampliﬁcador, el valor cargado inicial es 10001000 de tal for-
ma que las dos ganancias serán -1. Después de 400ns se habilita el preampliﬁcador
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colocando un cero en la señal AMP_CS en el estado de espera_2, 100 ns después
se Carga la salida serial SPI_MOSI con el bit de menos peso de cod_amp en el
estado escr_bit, luego de 200 ns la salida de reloj se pone en 1 asegurando el ﬂanco
de subida que requiere el preampliﬁcador para la lectura de un bit (estado espe-
ra_bit), pasados 200 ns se recibe el eco del bit trasmitido en el estado bit_amp y
200 ns después se coloca la señal de reloj en bajo y se desplaza la señal cod_amp
una posición a la derecha con el ﬁn de regresar nuevamente al estado escr_bit y
enviar el siguiente bit de la conﬁguración del ampliﬁcador. Luego de enviar los ocho
bits se hace una transición ﬁnal a un estado de reposo espera_reposo donde se
deshabilita la comunicación con el preampliﬁcador colocando la señal AMP_CS
en 1 y se habilita el ADC para el inicio del muestreo colocando la señal EN_ADC
en alto.
Figura 3.29: Diagrama de estado para programación del preampliﬁcador.
Las señales generadas por el diagrama de estado aparecen simuladas en forma de
onda en la ﬁgura 3.30 , donde se veriﬁcan los tiempos establecidos para la comuni-
cación.
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Figura 3.30: Diagrama de tiempos conﬁguración del preampliﬁcador.
El ADC recibe la señal del preampliﬁcador, la convierte a análogo y entrega el
resultado mediante el bus SPI en un formato de 14 bits por muestra, de los cuales uno
es destinado para el signo. El valor binario (14 bits) que entrega el conversor, puede
ser hallado a partir de la ecuación 3.25 y depende de la ganancia del preampliﬁcador
(GAIN), el voltaje de entrada al preampliﬁcador (VIN) y el voltaje de referencia
del ADC (V cc
2
= 1,65V , ﬁgura 3.26 ), el valor 8192 es constante y corresponde a la
cantidad de combinaciones posibles con 13 bits [59].
D[13 : 0] = GAIN
(VIN − 1,65V )
1,25V
8192 (3.25)
En la Figura 3.31, se muestra un diagrama simpliﬁcado para la comunicación entre
la FPGA y el conversor análogo digital, los pines involucrados en la comunicación se
describen en la tabla 3.4.
Figura 3.31: Diagrama simpliﬁcado de la comunicación SPI con el conversor análogo
digital. [59]
En este caso la FPGA solo pone la señal de reloj SPI_SCK y el habilitador de
inicio de muestreo, el ADC envía las muestras correspondientes a los dos canales de
conversión haciendo uso de los ﬂancos de subida del reloj del maestro.
De acuerdo a la representación en el tiempo de las señales involucradas en la comu-
nicación del ADC (ﬁgura 3.32), el pulso de inicio de muestreo (señal AD_CONV)
debe tener una duración mínima de 4 ns y entre el inicio de esta señal y la señal de
reloj SPI_SCK debe existir un lapso mínimo de 3 ns. La lectura de cada bit sobre
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Cuadro 3.4: Señales de la interfaz ADC. [59]
Señal Pin FPGA Dirección Descripción
SPI_SCK U16 FPGA>ADC Reloj
AD_CONV P11 FPGA>ADC Reset, se activa en alto.
SPI_MISO N10 FPGA<ADC Datos seriales: Master
Input, Slave output.
Representación digital de
las muestras análogas
la señal SPI_MISO se realiza durante los ﬂancos de bajada del reloj, se deben
generar en total 34 pulsos de reloj para leer los 28 bits enviados por el ADC.
Figura 3.32: Diagrama simpliﬁcado de la comunicación SPI con el conversor análogo
digital.[59]
El diagrama de estados que se implementó en VHDL para el manejo del ADC
se representa en la ﬁgura 3.33. En general se establecen los estados para cambio de
ﬂanco del reloj y lectura del pin de recepción de datos seriales SPI. Los datos se
reciben bit a bit en cada ciclo de reloj completando un total de 33 bits de los cuales
los bits 1,2,17,18 y 33 no representan información alguna en la trama recibida, los
22 bits restantes contienen la información de los dos canales de conversión análogo
digital, de los cuales solo se utilizó el canal 1. Los 14 bits resultado de esta muestra
son enviados al control PI para lo cual existe un bit de de habilitación denominado
EN_PI que informa al bloque PI cuando una muestra ha sido tomada, los datos
son enviados mediante el bus AL_PI (13:0). El dato se puede enviar de forma serial
RS232 utilizando la salida de habilitación EN_SERIAL, la cual informa al bloque
de comunicación RS232 que hay datos para ser transmitidos, los datos salen por el
bus LEDS (7:0). El proceso de muestreo y adquisición se repite cada 10 ms lo que
equivale a 500000 cuentas de la señal cuenta_adc que se incrementa mediante la
señal del reloj principal clk.
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Figura 3.33: Diagrama de estados ADC.
El módulo AMP implementado en VHDL se muestra en la ﬁgura 3.34, en este
módulo se implementan los diagramas de estado para controlar el preampliﬁcador y
el ADC, el código correspondiente se encuentra en el Anexo B.
Figura 3.34: Módulo ADC implementado en VHDL.
53
La arquitectura del sistema ﬁnal cuenta con la implementación de varios módu-
los VHDL para conﬁguración de dispositivos, comunicación y realizar el controlador
embebido. En la ﬁgura 3.35 se observan los componentes VHDL de acuerdo al di-
seño planteado, el módulo AMP.VHDL tiene como entrada la salida de la planta
análoga y como salida entrega una muestra de 14 bits que es enviada al control y vi-
sualizada en el computador. El componente RS232RefComp.VHDL es una librería
para comunicación serial rs232 de propósito general que es utilizada para conectar el
computador con los módulos PI y AMP. El componente PI.VHDL será desarrollado
en la siguiente sección.
Figura 3.35: Componentes VHDL dentro del sistema.
La tarjeta spartan 3e starter kit en la que se implementó todo el sistema y sus
componentes se observa en la ﬁgura 3.36. Allí se muestran los elementos de hardware
adicionales como la planta electrónica y el DAC, diseñados para acoplarse a los
puertos de la tarjeta y al nivel TTL de 3,3 voltios.
Figura 3.36: Sistema con planta electrónica y control sobre la FPGA.
El DAC implementado es un conversor de tipo escalera que utiliza una red de
2n+ 1 resistencias, de las cuales n son de un valor ﬁjo y n+ 1 del doble de ese valor,
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n corresponde a la cantidad de bits que maneja el conversor como se muestra en la
ﬁgura 3.37.
Figura 3.37: Conversor digital análogo R2R de 10 bits implementado.
Para implementar el controlador en VHDL, se debe tener en cuenta que dicho
lenguaje no contempla el uso de números ﬂotantes o de punto ﬁjo, debido a esto
es necesario el uso de una librería de distribución libre (ﬁxed_pkg_c.vhdl). En
cuanto a la selección del tipo de números que se usará, es decir, ﬂotante o de punto
ﬁjo, se eligió la segunda opción, ya que el manejo de este formato permite una mayor
simplicidad en las operaciones con tiempo de operación constante logrando un menor
consumo de recursos de la FPGA y permitiendo en un futuro la implementación de
varios controladores sobre el mismo dispositivo, además, usando números en punto
ﬁjo se puede seleccionar una cantidad de bits ﬁja para la parte entera y para la
parte decimal acorde con el rango que se requiere en el procesamiento permitiendo
el uso de menos bits que con un número ﬂotante el cual como mínimo usa 32 bits[3].
Por otro lado, el punto ﬁjo tiene la desventaja de tener un límite dependiente de
la cantidad de dígitos que se usen obteniendo un rango de números más pequeño
que si se usa un número ﬂotante, esto lleva a la necesidad de tener que realizar una
simulación previa en Labview® para corroborar que el número de bits seleccionado
en los números de punto ﬁjo es el adecuado. Labview® cuenta con un menú de
herramientas para trabajar con números en punto ﬁjo, entre las herramientas se
encuentran sumadores, restadores, multiplicadores, divisores, módulos de conversión
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de punto ﬁjo a entero y de ﬂotante a punto ﬁjo entre otros. Estas herramientas son
útiles para la simulación del PI en punto ﬁjo y la veriﬁcación del rango de los valores
manejados con una cantidad de bits determinada. En la ﬁgura 3.38 se muestra la
simulación del sistema usando un PI que opera en punto ﬁjo, el funcionamiento es el
mismo que el programa mostrado en la ﬁgura 3.24, aunque, en esta ocasión el formato
de los valores manejados por el bloque PI son en punto ﬁjo, al hacer la comparación
de las dos ﬁguras, la diferencia está en que la salida del PI necesita un bloque de
conversión, sin embargo, solo existen bloques de conversión de punto ﬁjo a entero
perdiendo cifras decimales importantes en la simulación, por esta razón se multiplica
la salida del PI por mil antes de ser convertida a entero y se divide entre mil para ser
convertida a ﬂotante después de la conversión y no perder tantas cifras decimales.
Otra diferencia es que la salida de la planta debe convertirse también a punto ﬁjo
para determinar el error usando un bloque de resta de punto ﬁjo, se observa también
que existe un bloque de realimentación en vez de un registro de corrimiento, en lo
cual no hay ninguna diferencia.
Figura 3.38: Simulación usando un PI en punto ﬁjo.
La cantidad de bits que se seleccionó para la parte entera es de 16 con un rango
de ±32767, para la parte decimal de igual forma se seleccionaron 16 bits con una
resolución mínima de 15,25x10 − 6, para los valores luego del punto decimal. La
implementación del bloque PI se muestra en la ﬁgura 3.39, la diferencia con el bloque
PI en punto ﬂotante de la ﬁgura 3.22 es la utilización de bloques aritméticos en punto
ﬁjo que son en un fondo rosado. Como resultado de la simulación con las ganancias
del PI (Kp y Ki) usadas en la simulacio del PI, se obtuvo la respuesta al escalón
que se observa en la Figura 26.
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Figura 3.39: PI implementado en punto ﬁjo.
Comparando con la ﬁgura 3.20 se aprecia que los valores en los parámetros de la
respuesta transitoria son los mismos, validando así el modelo en punto ﬁjo.
Figura 3.40: Respuesta al escalón del sistema con PI en punto ﬁjo.
Una vez hecha la simulación con números en representación de punto ﬁjo, se
procede a la realización del controlador en VHDL. En la ﬁgura 3.41, se muestra el
componente PI que cuenta con los siguientes pines: RESET: inicia los valores pasados
y presentes del PI en cero, impidiendo que valores anteriores interﬁeran en la acción
de control. EN_PID: Habilita el PI durante un ciclo de reloj, es decir, permite que el
circuito funcione una sola vez para un determinado valor de entrada. Clk: Entrada de
reloj del circuito, está conectado al reloj principal de la tarjeta (50MHz) y permite
que el PI funcione sincronizado con el resto de módulos conectados a él, por ejemplo
el módulo AMP_MUESTRA (13:0): Es la entrada del valor del proceso actual, esta
señal viene del bloque AMP que contiene el ADC. Set_point (7:0): Permite ingresar
el valor deseado con el cual se calculará el error internamente. Esta entrada viene
del módulo de comunicación serial, de forma que pueda ser modiﬁcado desde el
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PC_SALIDA(9:0): Salida de 10 bits que será conectada al conversor digital análogo
en caso de estar conectada a la planta real ó directamente a la planta en tiempo real
en caso de ser una simulación HIL.
Figura 3.41: Bloque PI implementado en VHDL.
La descripción en VHDL fue de tipo algorítmica siguiendo el diagrama de bloques
de la ﬁgura 3.21, el código de completo se encuentra en el Anexo B.
3.11 Implementación planta en un sistema de tiem-
po real
La metodología HIL exige la simulación de la planta en tiempo real para obtener
resultados más acordes con el sistema de control ﬁnal. La FPGA en este caso permite
la implementación de varios y diferentes circuitos funcionando en paralelo y de forma
independiente, de tal manera que es posible implementar la realización de la planta
funcionando en tiempo real corriendo en forma simultánea con el control y los demás
circuitos desarrollados sobre este dispositivo. La implementación de la planta en
VHDL es de tipo algorítmico y obedece al diagrama de bloques de la ﬁgura 3.86, el
código se presenta en el Anexo B. El componente resultante de la planta se muestra
en la ﬁgura 3.42 y al igual que el modelo en Labview® cuenta con una entrada
de reset, una entrada de reloj, una entrada y una salida de datos de 10 bits. En el
sistema real (ﬁgura 3.36) la entrada de la planta es una señal de 10 bits que proviene
del control y pasa por un DAC, para la planta en tiempo real el DAC es simulado
internamente con una ganancia de 0,00319648 (ecuación 3.24). La salida de 10 bits
se conecta a un DAC como se explicará en la siguiente sección.
58
Figura 3.42: Modelo de la planta en VHDL para simulación en tiempo real.
Una característica importante en la puesta en marcha de la planta es su velocidad
de operación, su comportamiento debe ser aproximado al de una planta análoga o
por lo menos tener un tiempo de muestreo superior al del controlador para que la
simulación HIL tenga una respuesta parecida a la real. Para el caso de la simulación
de la planta y el control en Labview®, ambos modelos fueron discretizados con un
tiempo de muestreo de 10 ms y la simulación corre en forma secuencial lo que diﬁere
de un proceso real. La planta en el sistema de tiempo real fue discretizada con un
periodo de muestreo de 2 ms y corren de forma simultánea pero no secuencial con el
controlador, es decir, los procesos de los dos subsistemas corren en paralelo, de tal
manera que si el control deja de funcionar, la planta lo sigue haciendo como ocurre
en un proceso real. El tiempo de muestreo de la planta no debe ser tan pequeño
porque los coeﬁcientes bn para la implementación del diagrama de bloques de la
ﬁgura 3.8 resultan muy pequeños restándole precisión a la simulación debido a que
se está trabajando con una numeración en punto ﬁjo con una cantidad limitada de
bits en la parte decimal. La ecuación 3.26 deﬁne la función de transferencia de la
planta discretizada con un periodo de muestreo de 2ms (calculo mediante programa
para calcular z{}, Anexo B).
Gp(z) =
(0,001207z + 0,001166)
(z2 − 1,898z + 0,9003) (3.26)
Donde a1 = 1, 898, a2 = 0, 9003, b1 = 0, 001207, b2 = 0, 001166
3.12 Simulación en tiempo real HIL
La arquitectura de la simulación HIL busca veriﬁcar el correcto funcionamiento del
controlador implementado antes de hacerlo funcionar con una planta real, el diagrama
de bloques que describe la simulación se muestra en la ﬁgura 3.43 y es similar al de
la ﬁgura 3.35 a excepción de la planta que en este caso es simulada.
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Figura 3.43: Diagrama de bloques simulación HIL sistema con planta electrónica.
El controlador funcionará entonces de la misma forma que si se conecta con la
planta real, teniendo la posibilidad de corregir errores en el diseño o en la implemen-
tación antes de realizar esta conexión. La simulación HIL de la planta hará las veces
de su equivalente analógico considerando que la velocidad de operación es mayor que
la del controlador, la salida de la simulación esta conectada a un DAC, de forma
que si es necesario, se pueden usar instrumentos de medida reales como oscilosco-
pio, analizador de espectros o voltímetro para veriﬁcar parámetros sobre la respuesta
análoga de la simulación. El esquemático hecho en Xilinx ISE® para conectar todos
los componentes del hardware embebido es el que se observa en la ﬁgura rw y es
consecuente con el diagrama de la ﬁgura 3.44. En el esquemático deben conectarse
las líneas de entrada, salida, interconexión y reloj de cada componente VHDL en un
entorno gráﬁco, permitiendo la interacción entre ellos y con los demás dispositivos
externos a la FPGA.
Figura 3.44: Esquemático de la simulación HIL implementada sobre la FPGA.
En la tabla 3.5 se hace un resumen de todos los componentes usados en el desa-
rrollo de la simulación HIL.
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Cuadro 3.5: Resumen de la descripción de componentes VHDL.
Componente Tipo Descripción Tiempo de
operación
Se conecta con:
AMP.
vhdl
Conﬁguración
de dispositivos
Conﬁgura la comunicación y
programación del
preampliﬁcador LTC6912-1,
conﬁgura también la
comunicación y obtención de
muestras del ADC
LTC1407A-1.
Entrega una
muestra del
ADC cada 10
milisegundos
Entrega al PI una
muestra de 14 bits y lo
habilita para
procesarla. Se conecta
también con el
Rs232RefCom para
enviar la muestra al
PC
Rs232Ref
Com.vhdl
Hardware de
comunicación
Genera tiempos de bit y envía
bit por bit cada byte que
transmite de forma serial
asíncrona, también muestrea
el pin de recepción cuando
llega un dato y recibe bit a bit
cada byte. La velocidad
conﬁgurada para la
comunicación entre la FPGA
y el PC es de 9600 baudios.
Este componente es el único
que no es de desarrollo propio
[16]
Se habilita
cada 10
milisegundos
para enviar la
muestra del
ADC al PC.
En recepción
puede
funcionar en
cualquier
tiempo.
Recibe datos de la
conversión del módulo
AMP para ser
transmitidos y recibe
un dato de 8 bits de
setpoint que entrega al
módulo PI.
PI.vhdl Controlador
embebido.
Entrega una señal de control
de acuerdo a la realización
discreta del controlador PI.
En el sistema ﬁnal la señal de
salida está conectada a un
DAC, en la simulación HIL
esta conectada directamente a
la planta simulada. La entrada
es una muestra tomada de la
salida de la planta.
Es habilitado
por el módulo
AMP cada 10
milisegundos.
Recibe una muestra
periódica de 14 bits
del AMP y entrega
una señal de 10bits
que representa la señal
de control.
Modelo_
Planta.vhdl
Planta
simulada para
correr en
tiempo real
Recibe una señal de 10 bits
del controlador y simula una
conversión digital análogo
mediante la multiplicación por
una ganancia para ser
procesada mediante el modelo
discreto de la planta.
No tiene
entrada de
habilitación y
corre de forma
autónoma cada
2 milisegundos.
A la entrada con el
controlador y a la
salida con un ADC de
10 bits.
El inicio de la simulación HIL es controlada mediante la entrada de reset (ce),
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este pin es conectado al switch sw1 que se encuentra en la tarjeta spartan 3e
starter kit, cuando se habilita, inicia el muestreo y la planta comienza a generar una
respuesta de forma autónoma cada 2ms, el componente AMP toma una muestra del
ADC cada 10 milisegundos y habilita al PI para ejercer control sobre la planta, el
componente AMP también envía el resultado de la conversión al computador con el
ﬁn de graﬁcar la salida del sistema. Como son 14 bits por muestra, para la transmisión
se debe formar una palabra de 16 bits, partirla en dos y enviarla, esto debido a que la
comunicación está conﬁgurada a 8 bits. En la palabra de 16 bits los 14 bits relevantes
están organizados del 2 al 13, también se envía un tercer byte con el número 10
para dar sincronismo a la trama e identiﬁcar el orden en el que llegan los datos (ﬁgura
3.45).
Figura 3.45: Organización de la trama de envío hacia el computador.
El set_point es enviado desde el computador hacia la FPGA y lo recibe el com-
ponente Rs232RefCom, se trata de un solo byte que es reenviado luego al módulo
PI y éste lo divide entre diez y lo toma como un voltaje de referencia, de tal forma
que si es recibido un 21, el PI lo toma como 2, 1V de valor deseado, esto se hace con
el ﬁn de simpliﬁcar el proceso de manejar decimales en la comunicación. El programa
para la recepción y visualización de muestras de la salida de la planta y envío de
set_point hacia el sistema de control fue hecho en Labview® como se ve en la ﬁgura
3.46.
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Figura 3.46: Comunicación serial asíncrona entre la Labview® y la simulación HIL.
El diagrama de ﬂujo que corresponde a este diseño es el de la ﬁgura 3.47. La
implementación es consecuente con la trama de tres bytes que se envían desde la
FPGA y se usa el byte dos para veriﬁcar que el orden de llegada es correcto con el
ﬁn de rearmar la palabra de 16 bits y extraer la muestra de 14 bits. Como el dato
de 14 bits es obtenido del ADC, se despeja la ecuación 3.25 en función del voltaje
de entrada como se observa al ﬁnal del diagrama de ﬂujo, la muestra de voltaje es
graﬁcada y se escribe al puerto el valor del set_point para completar el ciclo.
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Figura 3.47: Diagrama de ﬂujo comunicación Labview® y simulación HIL.
La gráﬁca de salida, es el resultado de la simulación HIL y los parámetros de
la respuesta transitoria al escalón están dentro del error admisible para el diseño
realizado. Mp= 20%, tp= 300 ms y ts= 600 ms como se muestra en la ﬁgura 3.48.
Figura 3.48: Respuesta al escalón de la simulación HIL
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3.13 Validación
En la implementación ﬁnal se retira la planta de tiempo real del esquemático y la
salida del controlador se conecta con el DAC de acuerdo al diagrama de bloques de la
ﬁgura 3.35. El objetivo ﬁnal es comparar parámetros de diseño con las simulaciones
anteriores de la metodología. En la ﬁgura 3.49 se presenta el esquemático deﬁnitivo
para la implementación sobre la FPGA.
Figura 3.49: Esquemático ﬁnal para la conexión con la planta real.
Toda la estructura de la implementación ﬁnal del sistema es la misma que se uso
para la simulación HIL incluyendo el software en Labview® (ﬁgura 3.46), teniendo
como único cambio la planta simulada por la planta real, de esta forma se ha probado
ya todo el sistema y solo queda veriﬁcar resultados. La Figura 3.50muestra la repuesta
al escalón del sistema ﬁnal.
Figura 3.50: Respuesta al escalón de la planta real con controlador real (sistema
ﬁnal).
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Se puede observar un máximo sobre impulso cercano al 15%, un tiempo de pico
aproximado 310ms y un tiempo de asentamiento de 590ms, lo cual es muy cercano al
obtenido en la simulación HIL y es lo esperado para el diseño del PI realizado. Con
estos resultados se logra validar la metodología y se procede a la implementación de
la misma sobre un sistema físico más complejo. La experimentación con el modelo
identiﬁcado de la planta podría llevar a una mayor exactitud, en el siguiente capítulo
realizará este procedimiento.
3.14 Conclusión del capítulo
Se desarrolló la metodología HIL para la planta electrónica en la cual se diseñó e
implementó un controlador PI con condiciones de diseño especíﬁcas. Se realizó un
modelo y una simulación de la planta en un sistema de tiempo real, permitiendo
obtener una señal de salida análoga semejante a la respuesta de la planta real con
una diferencia en el máximo sobre impulso del 5% y diferencias mínimas en relación
a los tiempos.
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Capítulo 4
Identiﬁcación y control de un sistema
de levitación neumática
Actualmente se encuentran prototipos de sistemas de levitación utilizados en diversos
campos de la ciencia, algunas de las ventajas de estos modelos son un bajo rozamiento
y la manipulación de objetos sin que estos entren en contacto con partes eléctricas
o mecánicas. En términos de transporte el principio de levitación en aire implica un
desplazamiento mucho más rápido y limpio. En el capitulo anterior se desarrolló la
metodología para el diseño e implementación de un sistema de control incluyendo
la simulación HIL con un modelo de planta obtenido de forma matemática. En este
apartado se aplica la misma metodología a una planta de levitación neumática para
la cual el modelo se realiza haciendo identiﬁcación a partir de una entrada y una
salida conocidas. El procedimiento para la realización de la metodología se muestra
en la ﬁgura 4.1.
Figura 4.1: Metodología planta de levitación neumática
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El diagrama en bloques del sistema se presenta en la ﬁgura 4.2 y corresponde a un
control de posición realimentado por un sensor de reﬂexión infrarrojo cuyo control se
encuentra embebido en una FPGA y la señal de control es de tipo PWM (Pulse Wide
Modulation) que alimenta una etapa de potencia que tiene como objetivo manejar el
actuador del levitador neumático (la planta) que será descrito en la siguiente sección.
Figura 4.2: Diagrama en bloques sistema de control planta neumática
4.1 Descripción planta neumática
La planta consta de una esfera que puede desplazarse en forma vertical a lo largo de
un tubo con un motor ventilador en su extremo inferior usado para transformar la
corriente eléctrica en ﬂujo de aire, empujando la esfera a diferentes posiciones siendo
este el principio neumático de la planta, la estructura cuenta con una base en la parte
superior donde se ubica el sensor detector de posición como se muestra en la ﬁgura
4.3.
Figura 4.3: Prototipo 3D del levitador Neumático
En esta implementación se tuvo como objetivo primordial, diseñar un sistema
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dinámico con una estructura resistente y ante todo que fuera estable y liviana para
soportar las posibles vibraciones del motor ventilador, además, se debía tener en
cuenta las dimensiones para garantizar su transporte y los materiales utilizados, ya
que se estaba sujeto a lo que se consiguiera comercialmente para cumplir con los
requerimientos del proyecto, una descripción general de los elementos del prototipo
se muestran en la tabla 4.1.
Cuadro 4.1: Descripción general de los componentes de la planta neumática
Componente Descripción Características
TUBO Ducto de acrílico por el cual circula el ﬂujo
de aire proveniente del motor ventilador y en
donde se ve el cambio de posición de la esfera.
Diámetro: 10 cm
Longitud:70 cm
ESFERA Es la masa de icopor que se desplaza dentro
del ducto cambiando de posición en función
de la cantidad de aire que sale del actuador.
Diámetro: 8,8 cm
Volumen: 356,818
cm^3 Peso: 3,568 g
REJILLA Fue construida en un material blando (balso)
de tres centímetros de espesor sobre el cual
se perforó una serie de oriﬁcios para permitir
el ﬂujo de aire solamente en la dirección del
tubo.
Diámetro: 10 cm
Oriﬁcios por
cm^2:7 Diámetro
oriﬁcio: 2 mm
MOTOR
VENTILADOR
Es el actuador del sistema, encargado de
proporcionar el suministro de aire con el cual
se desplazará la esfera a lo largo del ducto, la
entrada a este actuador es una señal
modulada en ancho de pulso (PWM)
proveniente de uno de los pines de salida de
la tarjeta FPGA.
Voltaje: 12V máx.
Flujo de aire:74.5
CFM(pies cúbicos
por minuto)
CIRCUITO
ELECTRONICO
Sistema embebido mediante el cual el sistema
neumático se realimenta y cuenta con una
acción de control con el ﬁn de regular la
posición de la esfera. Su principal
componente es una tarjeta de desarrollo con
FPGA (Spartan 3E Starter Kit de Xilinx®)
que ofrece herramientas necesarias para la
adquisición de datos y la comunicación con el
computador.
Voltaje entrada:
+5V. Voltaje de
salida: 3,3V.
Comunicación
RS232, SPI. ADC
LTC 1407A Salida
PWM Entre otras.
SENSOR El sensor utilizado es de referencia
GP2Y0A02YK0F y mide la distancia a un
objeto por reﬂexión de luz infrarroja máximo
a 150 cm, está encargado de medir la posición
de la esfera dentro del tubo generando una
señal de voltaje (en función de la distancia)
para luego enviarla al sistema electrónico.
Rango de medida:
20 a 150 cm
Voltaje de salida: 0
a 2,8 V
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Los parámetros importantes para la ubicación de algunos componentes son:
 A partir de la curva característica del sensor entregada por el fabricante, se
determina el rango de distancias para las cuales opera el dispositivo (ﬁgura
4.4). La distancia mínima recomendada entre el objeto y el sensor es de 20 cm
debido a que en distancias menores a 20 cm los valores de salida son iguales que
para distancias mayores obteniendo una dualidad en las medidas que confunden
el sistema, de esta forma la ubicación del sensor en el prototipo debe ser de 20
cm a partir de la parte más alta del tubo.
Figura 4.4: Curva característica sensor GP2Y0A02YK0F.(SHARP) [49]
 El diseño de la rejilla direccionadora (a 10 centímetros de la base del tubo),
la cual orienta la corriente de aire en el ducto, convierte el ﬂujo turbulento en
ﬂujo laminar evitando el choque de la esfera con las paredes del ducto logrando
una mejor respuesta del sistema (ﬁgura 4.5).
Figura 4.5: Ubicación de la rejilla direccionadora en el levitador
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Finalmente en la ﬁgura 4.6 se muestra el resultado de la implementación de la
planta indicando sus componentes.
Figura 4.6: Prototipo del levitador neumático y sus componentes
4.2 Acondicionamiento del sensor GP2Y0A02YK0F
Es de anotar que el comportamiento del sensor desde el punto de vista del voltaje
de salida y de la distancia del objeto, son variables claves a la hora de seleccionar
la arquitectura completa del sistema, desde lo mecánico hasta lo electrónico, adi-
cionalmente se observó que el comportamiento de dicho sensor no es lineal, de tal
forma que se procedió a obtener una curva de respuesta con el ﬁn de acondicionarla
y obtener una salida lineal. Por lo tanto se procedió como sigue:
1. Se implementa el sensor en el levitador neumático a la distancia considerada
como se mencionó en la sección anterior ﬁgura 4.3.
2. Se desplaza la esfera cada centímetro (punto de prueba) por todo el rango de
movimiento dentro del tubo del levitador desde la base hasta la salida, tomando una
medida de voltaje en cada punto ﬁgura 4.7.
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Figura 4.7: Puntos de prueba para caracterización del sensor GP2Y0A02YK0F
3. Con los pares de medida voltaje-distancia se crea la tabla que se muestra en el
anexo c, la cual contiene los valores de voltaje vs distancia de la esfera en centímetros.
4. Finalmente se graﬁcan los datos obtenidos (ﬁgura 4.8) y se calcula el error como
se muestra en la tabla del anexo c. A partir de esta tabla se realiza la linealización del
sensor empleando un polinomio que aproxima la salida con una exactitud dependiente
de su orden, el polinomio se muestra en la ecuación 4.1[4]. La regresión del polinomio
fue obtenida usando la herramienta gráﬁca de Excel®.
Figura 4.8: Gráﬁca de linealización del sensor
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X = −3,0145221V 3 + 12,29230338V 2 + 10,45770224V 1 + 17,34642035 (4.1)
La ecuacion 4.1 es útil para implementar un algoritmo que entregue la distancia
en centímetros como variable del proceso.
4.3 Modelamiento
4.3.1 Modelo matemático
Se busca describir matemáticamente el comportamiento del sistema (planta real),
de tal manera que se garantice la estabilidad horizontal y vertical del levitador de
ﬂujo de aire implementado. Sin embargo llegar a una solución completa del modelo
exacto del sistema mediante principios físicos y/o matemáticos es una tarea difícil,
ya que en éste intervienen muchas variables que afectan el comportamiento dinámico
del sistema y algunas no son fáciles de medir. Sin embargo, se pueden considerar
algunas aproximaciones para poder establecer un modelo simpliﬁcado que describa
adecuadamente dicha planta ó se puede obtener el modelo matemático mediante
experimentación [29].
_
Partiendo del modelo presentado en la ﬁgura 4.9a, se observan cuatro puntos
A,B,C,D que permiten aproximar el funcionamiento de dicho sistema dinámico; en
dirección de los puntos A y B se considera que la magnitud del ﬂujo de aire es cero,
mientras que en C y D el ﬂujo de aire es mayor y son estas las zonas de baja presión,
por lo tanto se crea una diferencia de presiones entre el centro del ﬂujo y los extremos
donde la velocidad es decreciente, si la esfera cambia su posición central experimenta
la presión proveniente del aire en reposo que es mayor que la del aire en movimiento.
Este delta de presiones crea una fuerza total sobre la esfera que la devuelve a la
posición central del ﬂujo impidiendo que caiga [27].
_
En términos generales la masa (esfera) dentro del tubo del levitador experimenta
tres fuerzas ﬁgura 4.9b: la gravedad, la fuerza de arrastre y el gradiente de presión.
La gravedad hacia abajo. La fuerza de arrastre en la dirección de la velocidad del
ﬂujo, es decir, hacia arriba y lejos de la fuente de aire vertical que entrega el motor
ventilador. Los puntos de fuerza del gradiente de presión en dirección de la menor
presión, es decir, la dirección de mayor V 2 según la ley de Bernoulli´s. Para que
ocurra la levitación, la fuerza de arrastre de la alta velocidad del ﬂujo de aire deberá
ser grande comparada con la gravedad y el gradiente de presión garantizando que el
movimiento vertical en la vecindad del punto de equilibrio sea estable. Sin embargo,
para el movimiento horizontal la situación es más compleja, ya que la fuerza de
arrastre del aire es alta y tiende a desestabilizar el punto de equilibrio. Aproximando
el modelo del sistema a un caso ideal como ejemplo simpliﬁcado de dicho sistema
dinámico, se considera que la esfera es de radio R con una superﬁcie homogénea y en
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un ﬂujo de aire incompresible y laminar donde el numero de Reynolds es de algunos
cientos. El arrastre viscoso es ignorado y el coeﬁciente de arrastre de alta velocidad
CD puede tomar el valor 2 [43].
Figura 4.9: Fuerzas sobre la esfera
Aplicando la segunda ley de newton a la masa de la ﬁgura 4.9 se obtiene:∑
FY = FT (h)
Donde
FT (h) = −Fg + FEMP + F∇P (4.2)
Además la fuerza de gravedad es:
Fg = −mg = −4
3
piR3ρeg
Siendo R el radio de la esfera, ρe la densidad de la esfera y g la gravedad.
La fuerza de arrastre:
FEMP =
CD
2
piR2ρaV
2
Siendo CD el coeﬁciente de arrastre de la esfera, ρa la densidad del aire y V la
velocidad del ﬂujo de aire aplicado a la esfera.
Y la fuerza gradiente de presión:
F∇P =
2
3
piR3ρa
dV 2
d2h
Sustituyendo cada una de las fuerzas involucradas en el movimento de la esfera
se tiene:
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FT (h) = −4
3
piR3ρeg + piR
2ρaV
2 +
2
3
piR3ρa
dV 2
d2h
(4.3)
Como se puede observar en la ecuación 4.3 la velocidad sufre una dependencia
de la distancia a la salida del ventilador y a lo largo de la línea del ﬂujo. Aunque
la dependencia varía según la distancia y puede ser lineal en el tramo cercano al
punto de referencia o equilibrio, sin embargo, un aumento gradual de la velocidad
del ﬂujo no implica un cambio proporcional en la altura, lo cual desencadena en que
el movimiento de la esfera es bastante complejo y en el mismo ocurren a la vez,
muchas variables que hacen que obtener un modelo exacto del sistema sea difícil
de conseguir, además, la superﬁcie de la esfera es corrugada lo cual desencadena en
fenómenos aleatorios difíciles de medir [27].
4.3.2 Adquisición de datos para la identiﬁcación de la planta
neumática
El proceso de identiﬁcación de la planta neumática implica la adquisición de datos
de la variable de posición mientras se ingresa una entrada de tipo escalón. El sistema
de adquisición se muestra en el diagrama de bloques de la ﬁgura 4.10. Algunos de
los componentes de hardware usados en el sistema, hacen parte de la tarjeta spartan
3E starter kit y han sido detallados en el capítulo 3, estos son el ADC, la FPGA y la
interfaz de comunicación serial. Una de las ventajas de los sistemas reconﬁgurables
es la reutilización de componentes construidos para otras aplicaciones que presentan
características en común con nuevos diseños, en este caso se reutilizará el bloque
AMP.VHD para la adquisición de muestras análogas, el bloque Rs232RefComp.VHD
para realizar la comunicación serial asíncrona y se realizarán modiﬁcaciones sobre el
bloque del controlador las cuales serán descritas en la siguiente sección.
Figura 4.10: Diagrama en bloques para la adquisición de datos en la planta neumática
El módulo PWM es implementado para entregar una señal de control al actua-
dor, esta señal es de frecuencia constante y se varia el ciclo útil que corresponde al
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tiempo en alto t1 (ﬁgura 4.11), el voltaje promedio (V a) de la señal equivalente
es proporcional al porcentaje del ciclo útil (K) dado por la expresión V a = KV s,
donde V s es la amplitud máxima de la señal [46]
Figura 4.11: Características de la Señal PWM
El PWM implementado se describió en VHDL de acuerdo al diagrama de ﬂujo de
la ﬁgura 4.12. Cuenta con una resolución de 10bits, lo cual permite una variación de
ancho de pulso de 1023 valores, la frecuencia de oscilación es de 257Hz y el código
VHDL se muestra en el Anexo B (PWM.VHD).
Figura 4.12: Diagrama de ﬂujo PWM
Como único circuito electrónico externo a la tarjeta de desarrollo se implementó
la etapa de potencia para suplir el consumo de corriente del motor ventilador, etapa
que se acopla ópticamente a la salida de la FPGA para evitar que posibles cambios
bruscos de corriente dañen el circuito de control ﬁgura 4.13.
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Figura 4.13: Circuito de potencia optoacoplado
El esquemático usado para proporcionar una señal PWM que sirve como entrada
escalón a la planta y para tomar los datos del sensor con el ADC enviándolos luego al
computador con el ﬁn de ser graﬁcados y almacenados se muestra en la ﬁgura 4.14.
Figura 4.14: Esquemático para la adquisición de datos
El programa para la adquisición de datos esta hecho en Labview® de acuerdo al
diagrama de ﬂujo de la ﬁgura 4.15.
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Figura 4.15: Diagrama de ﬂujo adquisición de datos
El programa se comunica con la aplicación (ﬁgura 4.16) para recibir y almacenar
datos y enviar el valor del escalón al módulo PWM, funciona de manera semejante
al programa de la ﬁgura 3.46, a excepción de los bloques marcados con 8 y 10.
El bloque 8 es una estructura denominada formula node y es usada para imple-
mentar la ecuación 4.1 sobre el voltaje que resulta de la conversión proveniente de
la FPGA. El bloque 10 es el encargado de almacenar los datos recibidos con el ﬁn
de ser ingresados al módulo de identiﬁcación de Matlab®.
Figura 4.16: Programa para adquisición de datos planta neumática
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En este programa se puede observar la recepción de un dato que resulta del
sensado de posición de la esfera en el tubo, este dato es procesado con el ﬁn de
linealizarlo y convertirlo en un valor de distancia el cual será almacenado junto
con el set point en un archivo nombrado caracterización.xls. El valor del set
point, también es enviado en forma serial al actuador de la planta física. La salida
de este sistema en lazo abierto entrega los resultados de la ﬁgura 4.17 ante una
entrada escalón. Se observa que la posición de la esfera describe una recta desde la
posición inicial en 20 cm hasta la posición ﬁnal en 70 cm. Variando el nivel del set
point el sistema describe una respuesta similar pero con pendientes diferentes, lo
cual representa un alto grado de diﬁcultad en la identiﬁcación, puesto que la variable
posición nunca alcanza un valor estable, siempre llega al tope de la posición máxima
impidiendo una respuesta adecuada para ingresar al ident.
Figura 4.17: Respuesta al escalón de la planta neumática en lazo abierto
Para superar esta diﬁcultad, se implementó una realimentación en el sistema
como se muestra en la ﬁgura 4.18, con el ﬁn de lograr estabilizar el sistema y de esta
forma obtener una respuesta adecuada.
Figura 4.18: Realimentación unitaria implementada
La implementación de esta modiﬁcación dio como resultado que la esfera no se
levantara de la posición inicial, debido a que la señal de error no era lo suﬁcientemente
grande como para activar de manera adecuada al actuador, esto debido a la limitante
de longitud binaria del set point. Para dar solución a este problema se implementó
un control proporcional (ﬁgura 4.19), el cual permitió obtener los resultados deseados.
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Figura 4.19: Realimentación de la planta con control proporcional
Para llevar a cabo la implementación de la constante proporcional y la realimen-
tación se realiza el esquemático de la ﬁgura 4.20. Se implementó un bloque de control
similar al control PI mencionado en el capitulo tres con la única diferencia de incluir
en el modelo la ecuación de linealización del sensor y colocar en cero la ganancia
integral.
Figura 4.20: Esquemático control proporcional
Se seleccionó arbitrariamente una ganancia proporcional Kp=30, set point de
50 y una entrada escalón. Se trabaja alrededor de un intervalo cercano a un punto de
operación de la planta, con el ﬁn de descartar los efectos no lineales de la misma, por
tanto las pruebas se realizan en distancias cercanas a 50 cm obteniendo la respuesta
mostrada en la ﬁgura 4.21.
Figura 4.21: Respuesta del sistema realimentado, set point = 50 y Kp = 30
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Para la identiﬁcación del sistema, se trabajó con el toolbox ident de Matlab®
ﬁgura 4.22, el cual entrega la función de transferencia del modelo a partir de los datos
de entrada y salida del funcionamiento real de la planta (muestras provenientes del
archivo caracterización.xls). La herramienta toma los datos de entrada y salida y
permite seleccionar el orden de la función de transferencia, el usuario selecciona la
mejor respuesta de acuerdo al porcentaje más alto de semejanza con la señal de la
planta real ﬁgura 4.21.
Figura 4.22: Panel Principal Ident de Matlab®
Como resultado del proceso de identiﬁcación se obtuvo una función de transfe-
rencia de orden dos con la respuesta que se muestra en la ﬁgura 4.23.
Figura 4.23: Respuesta de la planta identiﬁcada, sistema de orden 2
Se observa un máximo sobre impulso del 29.6%, un tiempo de pico de 3.1 s y
un tiempo de establecimiento de 12.8 s, frente a los datos presentados en la ﬁgura
4.21. La respuesta tiene un 84% de semejanza de acuerdo a la herramienta, el error
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en parte puede obedecer al ruido presentado por la señal muestreada. La función
de transferencia arrojada por la herramienta ident se muestra en la ﬁgura 4.24,
sin embargo, se debe considerar que esta función de transferencia se ha obtenido
en lazo cerrado con una ganancia proporcional. Con el ﬁn de obtener la función
de transferencia G(S) en lazo abierto se realiza el despeje de la ecuación 4.4, la
cual representa en forma general un sistema con realimentación unitaria y ganancia
proporcional.
Figura 4.24: Función de transferencia arrojada por la herramienta ident
Y (s)
R(s)
=
KP ∗G(s)
1 +KP ∗G(s) (4.4)
despejando y factorizando G(s) de la ecuación 4.4, se obtiene:
G(s) =
Y (s)
KP ∗ (R(s)− Y (s)) (4.5)
Comparando la ecuación 4.4 con la función de transferencia generada por la he-
rramienta ident de Matlab® (ﬁgura 4.24) se observa que:
Y (s) = K
R(s) = 1 + 2ξTws+ Tw
2s2
Reemplazando Y (S) y R(S) en la ecuación 4.5 con las constantes generadas por
el ident de Matlab®, se encuentra que :
G(s) =
0,02454367
0,9472s2 + 0,7017s+ 0,2637
(4.6)
La ecuación 4.6 corresponde al modelo de la planta neumática en lazo abierto,
dicha función de transferencia fue implementada en Simulink y es la que se presenta
en la ﬁgura 4.25.
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Figura 4.25: Función de transferencia del sistema en lazo abierto
4.4 Simulación del modelo matemático
El sistema realimentado con Kp = 30, se muestra en la ﬁgura 4.26.
Figura 4.26: Función de transferencia en lazo cerrado con Kp=30
Para corroborar que la función de transferencia en lazo cerrado con Kp=30 tiene
características cercanas a lo entregado por la planta real, se realizó la comparación
graﬁcando las dos respuestas en Matlab® como se muestra en la ﬁgura 4.27.
Figura 4.27: Comparación sistema real e identiﬁcado
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4.5 Discretización del modelo de la planta neumáti-
ca
El equivalente discreto del sistema se muestra en el diagrama en bloques de la ﬁgura
4.28, en este caso el DAC a la salida del controlador es representado por la etapa
PWM, el periodo de muestreo del ADC es de 100 ms. En el lazo de realimentación
se ubican el sensor, el ADC y el acondicionador, estos tres bloques tienen una ga-
nancia unitaria debido a la inclusión del bloque acondicionador, ya que este por su
conﬁguración entrega una distancia en centímetros igual a la de la salida de la planta.
Figura 4.28: Diagrama en bloques del sistema neumático desde el punto de vista
discreto
Usando el programa de discretización (Codigo para discretizar planta neumatica)
del Anexo B se halla la función de transferencia en el dominio z representada en la
ecuación 4.7 :
G(z) =
(0, 0001264z + 0, 0001233)
(z2 − 1, 926z + 0, 9286) (4.7)
4.6 Realización y simulación discreta de la planta
neumática
Una vez obtenido el modelo discreto de la planta neumática en lazo abierto, como se
trata de una planta de orden dos se realiza la discretización de acuerdo al diagrama
de bloques de la ﬁgura 3.8. En la ﬁgura 4.29b se muestra la realización de la planta
neumática con los coeﬁcientes correspondientes de la ecuación 4.7. Con este modelo
es posible realizar la simulación de la planta realimentada en Labview® además
incluyendo el control proporcional ﬁgura 4.29a. La implementación se asemeja a la
simulación de la ﬁgura 3.11con la diferencia del bloque marcado con el numero 2
que corresponde al cálculo del error y a su producto con la ganancia proporcional.
84
Figura 4.29: a.) Simulación Planta realimentada en discreto y Kp=30. b.) Real-
ización planta en discreto
El resultado de la simulación aparece en la ﬁgura 4.30, es de notar que las carac-
terísticas de esta respuesta al escalón son las mismas que en la respuesta del modelo
continuo en la ﬁgura 4.27, por tanto, el modelo de simulación en Labview® es el
apropiado para la implementación del controlador.
Figura 4.30: Respuesta al escalón, Simulación Planta realimentada
4.7 Selección de parámetros y diseño del controla-
dor
Nuevamente se implementa un controlador PI como el de la ﬁgura 3.14. En la im-
plementación de un PI se introduce un cero real y un polo en el origen, el polo
produce un empeoramiento de la respuesta transitoria y para contrarrestarlo el cero
debe estar tan cerca al origen como sea posible con el ﬁn de cancelar el efecto del
polo y mantener una respuesta transitoria con características semejantes al sistema
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inicial pero con eliminación del error en el estado estable. La metodología planteada
por [9] se muestra en la ﬁgura 4.31. Con esta metodología se busca únicamente la
eliminación del error en estado estable de la planta neumática, por tanto se toma
una ganancia proporcional de 30 igual a la que se tenía en la identiﬁcación y una
ganancia integral igual a 1.
Figura 4.31: Metodología diseño de un control PI [9]
4.8 Simulación discreta planta y control
A diferencia del programa de la ﬁgura 3.24 en esta simulación no se incluye la ga-
nancia del DAC por que en el proceso de identiﬁcación de la planta neumática se
contempla el sistema completo incluyendo ganancias de los elementos físicos y eléc-
tricos. La simulación se muestra en la ﬁgura 4.32 con un retardo de 100ms entre cada
iteración.
86
Figura 4.32: Simulación modelo de planta real y PI
Como resultado de la simulación se obtiene la señal de la ﬁgura 4.33, donde se
evidencia la similitud del transitorio con el de la ﬁgura 4.30. El error en estado
estable tiende a cero por efecto del control integral cumpliendo con el requerimiento
planteado.
Figura 4.33: Respuesta al escalón simulación modelo de planta real y PI
4.9 Implementación control sobre hardware
El control PI implementado tiene la misma estructura planteada en el capitulo tres,
por tanto se uso el mismo bloque de control, sin embargo la variable de proceso que
proviene del ADC requiere un acondicionamiento, por tanto, dentro de este bloque
también es implementada la función de linealización de la ecuación 4.1 y se renombra
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el archivo como PI_LIN.VHD (Anexo B). El diagrama de bloques del sistema general
implementado se muestra en la ﬁgura 4.34.
Figura 4.34: Diagrama en bloques implementación sistema de control planta
neumática sobre hardware
4.10 Simulación planta en tiempo real y control real
HIL
El esquemático elaborado para la simulación HIL (controlador real  Planta simula-
da) se muestra en la ﬁgura 4.35 y constituye el último paso antes de la implementación
del controlador sobre la planta real. El componente modelo_planta es el que se im-
plemento en la simulación HIL del capítulo tres, modiﬁcando los coeﬁcientes an,
bn y el tiempo de operación a 10ms, es decir, que opera 10 veces más rápido que
el muestreo del controlador.
Figura 4.35: Esquemático simulación HIL
El resultado de la simulación HIL es la señal que se muestra en la ﬁgura 4.36, se
observa que presenta características semejantes a la simulación de la ﬁgura 4.33.
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Figura 4.36: Resultado Simulación HIL para la planta neumática
4.11 Implementación ﬁnal planta real control real
Se implementa el controlador PI usado en la simulación HIL en el lazo de la planta
real ﬁgura 4.37, seleccionando los valores de ganancias como se especiﬁcó en el diseño
del PI. La respuesta del levitador neumático al escalón se presenta en la ﬁgura 4.38
donde se evidencia un comportamiento de la señal semejante al de la simulación HIL.
Figura 4.37: Esquemático implementación ﬁnal control sobre planta neumática.
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Figura 4.38: Respuesta de la planta con control PI en lazo cerrado. Kp=30, Ki=0.1
En la ﬁgura 4.39 se muestra una secuencia de la planta en funcionamiento para
una entrada escalón.
Figura 4.39: Secuencia planta neumática en funcionamiento para una entrada escalón
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4.12 Conclusión del capítulo
En relación a la planta neumática se evidenció una mayor diﬁcultad en el modela-
miento matemático, por lo cual se incluye en la metodología HIL la identiﬁcación del
sistema a partir de la respuesta ante una entrada conocida.
La implementación del controlador embebido junto con los modulos de comunicación,
conversión y PWM, no requieren una cantidad elevada de recursos de la FPGA, lo
cual se evidenció con un 3% de utilización de ﬂip ﬂop's y Latches, 38% de LUT's
de 4 entradas, 11% de pines de entrada-salida, 8% de multiplexores y un 80% de
multiplicadores. Es necesario considerar que estos componentes VHDL se pueden re-
utilizar en la implementación de varios controladores del mismo tipo sobre la misma
FPGA, por lo tanto se deja como propuesta para un futuro desarrollo.
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Capítulo 5
Conclusiones
En el desarrollo de la presente investigación se logró implementar un controlador
Industrial PI sobre una FPGA de tal manera que permitió satisfacer especiﬁcaciones
de funcionamiento de los sistemas físicos propuestos (ﬁltro activo y levitador neu-
mático) usando la técnica HIL, partiendo del diseño, el modelamiento analítico y
experimental y la simulación de las plantas propuestas en Labview® y Matlab®.
_
Con el ﬁn de fundamentar y validar la metodología planteada se propusieron dos
sistemas dinámicos a controlar, uno electrónico y otro neumático, el primero se mode-
ló analíticamente utilizando leyes eléctricas y algunos procedimientos matemáticos
para establecer una relación que describía dicho sistema, logrando una función de
transferencia acorde y que proporcionó muy buenos resultados; El segundo debido a
su complejidad física se analizó indicando el funcionamiento básico, pero el modelo
ﬁnal fue producto de la técnica de experimentación utilizando las herramientas de
identiﬁcación de Matlab®, obteniendo buenos resultados del comportamiento del
sistema físico.
_
Se realizó de manera satisfactoria la validación de la metodología HIL como he-
rramienta para la prueba de controladores reales sobre plantas simuladas, siendo los
resultados muy próximos con los encontrados en un sistema real (controlador real y
planta real), por tanto se consolida como una metodología efectiva para el diseño e
implementación de controladores en procesos sobre los cuales es difícil realizar prue-
bas directamente por cuestiones de espacio, distancia o imposibilidad para detener
el proceso durante las pruebas debido a grandes pérdidas en una empresa.
_
Durante el desarrollo del trabajo se evaluaron diferentes herramientas, dentro de
las cuales sobresalen las FPGA para la implementación de controladores digitales,
dentro de las características más sobresalientes se encuentra la velocidad de ope-
ración, paralelismo, posibilidad de implementación de múltiples controladores para
múltiples procesos, arquitectura abierta al diseño y posibilidad de reconﬁguración.
Estas características hacen de las FPGA ideales para la implementación de con-
troladores digitales y posibilitan la creación de entornos de comunicación con otros
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dispositivos, teniendo la posibilidad de supervisión de variables de control a diferentes
niveles.
_
Se realizaron los circuitos lógicos necesarios en los cuales se desarrollan opera-
ciones aritméticas y lógicas con valores en punto ﬁjo, con el ﬁn de implementar las
realizaciones correspondientes al controlador y sus ecuaciones en diferencias usando
el lenguaje de descripción hardware VHDL. Con el ﬁn de lograr interacción entre el
controlador, la planta y el PC, se desarrollaron módulos de comunicación e interfaces
para adaptar datos de diferentes tamaños que se entregan en diferentes tiempos.
_
Uno de los aportes importantes para la implementación de la metodológia es el
desarrollo de la simulación de la planta en tiempo real sobre la misma FPGA en la
cual se describió el contolador embebido, con este aporte se aprovecha la capacidad
de la FPGA para implementar diferentes arquitecturas sobre el mismo integrado,
utilizando incluso diferentes fuentes de reloj.
La metodologia implementada reduce costos al no requerirse hardware adicional pa-
ra la simulaición en tiempo real de la planta, a diferencia de otros desarrollos que
utuilizan el mismo concepto.
5.1 Recomendaciones
En el desarrollo de la metodología HIL uno de los objetivos es disminuir riesgos de
avería en el proceso de prueba de los algoritmos de control sobre la planta, se pro-
pone para futuros desarrollos la inclusión de la simulación en tiempo real de senores
y actuadores que puedan ser emulados dentro del sistema embebido garantizando la
interacción de controladores reales con una simulación mas completa.
Adicionalmente el uso de plataformas reconﬁgurables permite obtener sistemas de
prueba con bajos costos de desarrollo y resultados eﬁcientes que permiten identiﬁcar
errores de implementación y probar condiciones de falla, por lo cual, sería un gran
aporte a este trabajo la implementación de controladores de diferente tipo sobre el
sistema embebido para comparar y obtener diversos resultados sobre las plantas a
regular.
El objeto de este trabajo es mostrar el desarrollo de la metodología HIL de una
manera didáctica siendo una herramienta para comprender los alcances de este tipo
de simulación, sin embargo, se puede orientar a desarrollos con sistemas dinámi-
cos más complejos con varias entradas y salidas (sistemas M.I.M.O.), con diferentes
respuestas a diferente velocidad.
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Capítulo 6
Anexos
ANEXO A
PROGRAMAS EN MATLAB
Código de simulación de la planta electrónica:
%%%%%%%%%%%%%%%planta electónica%%%%%%%%%%%%%%
wn=sqrt(625)
z=52.5/(wn*2)
gp=tf([wn*wn],[1 2*z*wn wn*wn]) %Función de transferencia análoga
step(gp) %respuesta escalón análoga
Código para discretizar la planta electrónica:
%%%%%%%%%%%%código para discretizar la planta%%%%%%%%%%%%%%%%%%%%%
SYSD = C2D(gp,0.01,'zoh') %discretización de la funcion de transferencia
% 0.0263 z + 0.02208 %Planta discretizada
% -
% z^2 - 1.543 z + 0.5916
numx=[0.0263 0.02208]
denx=[1 -1.543 0.5916]
u=[ones(1,101)];
v=[0 1.2 0 1.5];
axis(v);
r=0:0.01:1.0;
x=ﬁlter(numx,denx,u); %respuesta escalón discreta
ﬁgure
step(gp)
hold on
plot(r,x,'+r')
grid
hold oﬀ
Código para simular el control PI diseñado para la planta electrónica:
%%%%%%%%%%%%%%%%%%%%%%%Simulación PI análogo%%%%%
step(gp)
kp=0.0987
98
ki=kp*104.52
gi=tf([kp ki],[1 0])
gtcpi=gp*gi
Fgtci=feedback(gtcpi,1)
ﬁgure(4)
step(Fgtci)
Código de simulación de la planta neumática:
%%Planta neumática identiﬁcada con la herramienta ident
% K
% G(s) = -
% 1+2*zeta*Tw*s+(Tw*s)^2
%
% with K = 0.73631+-0.00056148
% Tw = 0.97324+-0.0094363
% zeta = 0.36049+-0.0088994
K = 0.73631
Tw = 0.97324
zeta = 0.36049
KP=30
num=[K/KP]
den=[Tw*Tw 2*zeta*Tw 1-K]
sys=tf(num,den)
gt = FEEDBACK(sys*KP,1)
step(gt) %respuesta escalón análoga
Código para discretizar la planta neumática:
gtd=c2d(sys,0.1,'zoh')
% con t=100m
% 0.0001264 z + 0.0001233
% 
% z^2 - 1.926 z + 0.9286
numx=[0.003789 0.003697]
denx=[1 -1.918 0.9286]
u=[zeros(1,1) ones(1,326)];
v=[0 10 0 15];
axis(v);
r=0:0.1:32.6;
x=ﬁlter(numx,denx,u); %respuesta escalón discreta
plot(r,x,'*')
hold on
step(gt)
grid
hold oﬀ
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ANEXO B
PROGRAMAS EN VHDL.
AMP.vhd
library IEEE;
use IEEE.STD_LOGIC_1164.ALL;
use IEEE.STD_LOGIC_ARITH.ALL;
use IEEE.STD_LOGIC_UNSIGNED.ALL;
entity AMP is
Port ( clk: IN STD_LOGIC;
ce: IN STD_LOGIC;
SPI_MOSI : out STD_LOGIC;
AMP_CS : out STD_LOGIC;
SPI_SCK : out STD_LOGIC;
AMP_SHDN : out STD_LOGIC;
SPI_SS_B : out STD_LOGIC;
SF_CE0 : out STD_LOGIC;
DAC_CS : out STD_LOGIC;
SF_OE : out STD_LOGIC;
SF_WE : out STD_LOGIC;
FPGA_INIT_B : out STD_LOGIC;
LEDS: out STD_LOGIC_VECTOR (7 DOWNTO 0);
AMP_DOUT: IN STD_LOGIC;
AD_CNV: out STD_LOGIC;
SPI_MISO: IN STD_LOGIC;
EN_SERIAL: out STD_LOGIC;
AL_PID : out STD_LOGIC_VECTOR (13 downto 0);
EN_PID: out STD_LOGIC);
end AMP;
architecture Behavioral of AMP is
SEÑALES PARA EL PREAMPLIFICADOR
TYPE est is (espera_1, espera_2, escr_bit, espera_bit, bit_amp, reloj_bajo,
espera_reposo);
SIGNAL estado,p_estado: est;
SIGNAL EN_ADC : STD_LOGIC := '0';
SIGNAL P_SPI_SCK : STD_LOGIC := '0';
SIGNAL P_SPI_MOSI: STD_LOGIC := '0';
SIGNAL P_AMP_CS: STD_LOGIC := '1';
SIGNAL P_AMP_DOUT: STD_LOGIC_VECTOR (7 DOWNTO 0) := (oth-
ers => '0');
SIGNAL cod_amp: STD_LOGIC_VECTOR (7 DOWNTO 0);
SIGNAL p_cod_amp: STD_LOGIC_VECTOR (7 DOWNTO 0);
SIGNAL p_cuenta: INTEGER := 0;
SIGNAL cuenta: INTEGER := 0;
SIGNAL cuentar: INTEGER := 0;
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SIGNAL p_cuentar: INTEGER := 0;
SIGNAL p_recibir: STD_LOGIC_VECTOR (7 DOWNTO 0);
SEÑALES PARA EL ADC
TYPE est_adc is (inicio, muestra_on_h, muestra_on_l, reloj_h, reloj_l, leer_bit,
deco, siguiente_mu);
SIGNAL estado_adc,p_estado_adc: est_adc;
SIGNAL A_SPI_SCK : STD_LOGIC := '0';
SIGNAL P_SPI_MISO: STD_LOGIC_VECTOR (33 DOWNTO 0) := (others
=> '0');
SIGNAL A_AD_CNV: STD_LOGIC := '0';
SIGNAL cuenta_adc: INTEGER := 0;
SIGNAL a_cuenta_adc: INTEGER := 0;
SIGNAL cuentar_adc: INTEGER := 0;
SIGNAL p_cuentar_adc: INTEGER := 0;
SIGNAL recibir_adc: STD_LOGIC_VECTOR (33 DOWNTO 0) := (others
=> '0');
begin
comb: PROCESS (estado, cuenta,cuentar, AMP_DOUT, P_AMP_DOUT, cod_amp)
BEGIN
p_cuenta <= cuenta;
p_cuentar <= cuentar;
p_cod_amp <= cod_amp;
p_recibir <= P_AMP_DOUT;
P_SPI_MOSI <= '0';
P_SPI_SCK <= '0';
P_AMP_CS <= '0';
EN_ADC <= '0';
CASE estado IS
WHEN espera_1=>
IF(cuenta = 20) THEN
p_estado <= espera_2;
p_cuenta <= 0;
ELSE
valores por defecto
AMP_SHDN <= '0';
SPI_SS_B <= '1';
SF_CE0 <= '1';
DAC_CS <= '1';
SF_OE <= '1';
SF_WE <= '1';
FPGA_INIT_B <= '0';
p_cuentar <= 0;
p_estado <= espera_1;
p_cuenta <= cuenta + 1;
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p_cod_amp <= "10001000";
END IF;
P_AMP_CS <= '1';
WHEN espera_2=>
IF(cuenta = 5) THEN
p_estado <= escr_bit;
p_cuenta <= 0;
ELSE
p_estado <= espera_2;
p_cuenta <= cuenta + 1;
END IF;
P_AMP_CS <= '0';
WHEN escr_bit=> inicia envio de ganancias para el ampliﬁcador
IF(cuenta = 10) THEN
p_estado <= espera_bit;
p_cuenta <= 0;
ELSE
p_estado <= escr_bit;
p_cuenta <= cuenta + 1;
END IF;
P_SPI_MOSI <= cod_amp(0);
WHEN espera_bit=>
IF(cuenta = 10) THEN
p_estado <= bit_amp;
p_cuenta <= 0;
ELSE
p_estado <= espera_bit;
p_cuenta <= cuenta + 1;
END IF;
P_SPI_SCK <= '1';
P_SPI_MOSI <= cod_amp(0);
WHEN bit_amp=>
IF(cuenta = 10) THEN
p_estado <= reloj_bajo;
p_cuenta <= 0;
p_recibir <= P_AMP_DOUT(6 downto 0) & AMP_DOUT;
ELSE
p_estado <= bit_amp;
p_cuenta <= cuenta + 1;
END IF;
P_SPI_SCK <= '1';
P_SPI_MOSI <= cod_amp(0);
WHEN reloj_bajo=>
IF(cuenta = 10) THEN
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IF(cuentar = 7) THEN
p_estado <= espera_reposo;
P_AMP_CS <= '1';
ELSE
p_estado <= escr_bit;
p_cod_amp <= '0' & cod_amp(7 downto 1);
p_cuentar <= cuentar + 1;
END IF;
p_cuenta <= 0;
ELSE
p_estado <= reloj_bajo;
p_cuenta <= cuenta + 1;
END IF;
P_SPI_SCK <= '0';
P_SPI_MOSI <= cod_amp(0);
WHEN espera_reposo=>
IF(cuenta = 400000) THEN
p_estado <= espera_reposo;
EN_ADC <= '1';
ELSE
p_estado <= espera_reposo;
p_cuenta <= cuenta + 1;
END IF;
P_AMP_CS <= '1';
END CASE;
END PROCESS;
Maquina para muestrear con el ADC
comb_adc: PROCESS (estado_adc,cuenta_adc, SPI_MISO, cuentar_adc, recibir_adc)
BEGIN
A_SPI_SCK <= '0';
A_AD_CNV <= '0';
a_cuenta_adc <= cuenta_adc;
p_cuentar_adc <= cuentar_adc;
P_SPI_MISO <= recibir_adc;
CASE estado_adc IS
WHEN inicio=>
IF(cuenta_adc = 1) THEN
p_estado_adc <= muestra_on_h;
a_cuenta_adc <= 0;
ELSE
p_estado_adc <= inicio;
a_cuenta_adc <= cuenta_adc + 1;
END IF;
WHEN muestra_on_h=>
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IF(cuenta_adc = 1) THEN
p_estado_adc <= muestra_on_l;
a_cuenta_adc <= 0;
ELSE
p_estado_adc <= muestra_on_h;
a_cuenta_adc <= cuenta_adc + 1;
END IF;
A_AD_CNV <= '1';
WHEN muestra_on_l=>
IF(cuenta_adc = 1) THEN
p_estado_adc <= reloj_h;
a_cuenta_adc <= 0;
ELSE
p_estado_adc <= muestra_on_l;
a_cuenta_adc <= cuenta_adc + 1;
END IF;
A_AD_CNV <= '0';
WHEN reloj_h=>
IF(cuenta_adc = 3) THEN
p_estado_adc <= reloj_l;
a_cuenta_adc <= 0;
ELSE
p_estado_adc <= reloj_h;
a_cuenta_adc <= cuenta_adc + 1;
END IF;
A_SPI_SCK <= '1';
WHEN reloj_l=>
IF(cuenta_adc = 0) THEN
p_estado_adc <= leer_bit;
a_cuenta_adc <= 0;
ELSE
p_estado_adc <= reloj_l;
a_cuenta_adc <= cuenta_adc + 1;
END IF;
A_SPI_SCK <= '0';
WHEN leer_bit=>
IF(cuenta_adc = 0) THEN
p_estado_adc <= deco;
a_cuenta_adc <= 0;
ELSE
p_estado_adc <= leer_bit;
a_cuenta_adc <= cuenta_adc + 1;
END IF;
P_SPI_MISO <= recibir_adc(32 downto 0) & SPI_MISO;
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WHEN deco=>
IF(cuenta_adc = 1) THEN
IF(cuentar_adc = 33) THEN
p_estado_adc <= siguiente_mu;
ELSE
p_estado_adc <= reloj_h;
p_cuentar_adc <= cuentar_adc + 1;
END IF;
a_cuenta_adc <= 0;
ELSE
p_estado_adc <= deco;
a_cuenta_adc <= cuenta_adc + 1;
END IF;
WHEN siguiente_mu=>
IF(cuenta_adc = 500000) THEN
p_estado_adc <= inicio;
a_cuenta_adc <= 0;
p_cuentar_adc <= 0;
ELSE
p_estado_adc <= siguiente_mu;
a_cuenta_adc <= cuenta_adc + 1;
END IF;
END CASE;
END PROCESS;
Actualizar salidas
sync_0: PROCESS (clk)
BEGIN
IF (clk = '1' and clk'event) THEN
IF (ce='1') then
estado <= p_estado;
cuenta <= p_cuenta;
cuentar <= p_cuentar;
SPI_MOSI <= P_SPI_MOSI;
AMP_CS <= P_AMP_CS;
SPI_SCK <= P_SPI_SCK;
LEDS <= p_recibir;
P_AMP_DOUT <= p_recibir;
cod_amp <= p_cod_amp;
AD_CNV <= '0';
END IF;
IF (EN_ADC = '1') THEN
estado_adc <= p_estado_adc;
cuentar_adc <= p_cuentar_adc;
SPI_SCK <= A_SPI_SCK;
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AD_CNV <= A_AD_CNV;
cuenta_adc <= a_cuenta_adc;
recibir_adc <= P_SPI_MISO;
LEDS <= P_SPI_MISO(31 downto 24);
-SE MODIFICA PARA ENVIAR LOS DATOS EN FORMA SERIAL
ENVIO DE LA CLAVE A
IF(cuenta_adc > 200000) THEN
LEDS <= P_SPI_MISO(23 downto 16);
ELSIF(cuenta_adc < 99000) THEN
LEDS <= "00001010";
ELSE
LEDS <= P_SPI_MISO(31 downto 24);
END IF;
IF(((cuenta_adc > 50100) and (cuenta_adc < 50200)) or ((cuenta_adc > 100000)
and (cuenta_adc < 100200)) or ((cuenta_adc > 200100) and (cuenta_adc < 200200)))
THEN
EN_SERIAL <= '1';
ELSE
EN_SERIAL <= '0';
END IF;
ENVIO DE DATOS AL PID
AL_PID <= P_SPI_MISO(31 downto 18);
IF(cuenta_adc = 100) THEN
EN_PID <= '1';
ELSE
EN_PID <= '0';
END IF;
END IF;
END IF;
END PROCESS;
end Behavioral;
PI.vhd
library IEEE;
use IEEE.STD_LOGIC_1164.ALL;
use IEEE.STD_LOGIC_ARITH.ALL;
use IEEE.STD_LOGIC_UNSIGNED.ALL;
use ieee.numeric_std.all;
library ieee_proposed;
use ieee_proposed.ﬁxed_pkg.all;
entity PID is
Port ( MUESTRA : in STD_LOGIC_VECTOR (13 downto 0);
set_point: in STD_LOGIC_VECTOR (7 downto 0);
RESET : in STD_LOGIC;
EN_PID: in STD_LOGIC;
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clk: in STD_LOGIC;
SALIDA : out STD_LOGIC_VECTOR (9 downto 0));
end PID;
architecture Behavioral of PID is
signal KP : sﬁxed(15 downto -16);
signal KI : sﬁxed(15 downto -16);
signal KD : sﬁxed(15 downto -16);
signal entrada : sﬁxed(15 downto -16):=to_sﬁxed (0.0, 15, -16);
signal set_pointi : sﬁxed(15 downto -16);
signal set_pointf : sﬁxed(15 downto -16);
constant A : sﬁxed(15 downto -16):=to_sﬁxed (-0.015258789, 15, -16);
constant B : sﬁxed(15 downto -16):=to_sﬁxed (165, 15, -16);
constant C : sﬁxed(15 downto -16):=to_sﬁxed (0.01, 15, -16);
constant D : sﬁxed(15 downto -16):=to_sﬁxed (0.1, 15, -16);
begin
KP <= to_sﬁxed (42.2027, 15, -16);
KI <= to_sﬁxed (32.7235, 15, -16);  KI = Alpha = (Kp*T)/Ti  T = 0.01
KD <= to_sﬁxed (0.0, 15, -16);  KD = Beta = (Kp*Td)/T  T = 0.01
entrada <= to_sﬁxed ("000" &MUESTRA(12 downto 0) & "0000000000000000",en-
trada);
set_pointi <= to_sﬁxed ("00000000" & set_point & "0000000000000000" ,set_pointf);
set_pointf <= resize (set_pointi*D,set_pointi'high,D'low);
pid: PROCESS (entrada,clk,RESET)
variable error : sﬁxed(15 downto -16);
variable Wk : sﬁxed(15 downto -16); proporcional
variable Pk : sﬁxed(15 downto -16); Integral
variable Qk : sﬁxed(15 downto -16);
variable Pk_1 : sﬁxed(15 downto -16);
variable Qk_1 : sﬁxed(15 downto -16);
variable Ek_1 : sﬁxed(15 downto -16);
variable delta_error : sﬁxed(15 downto -16);
variable sal_pid : sﬁxed(15 downto -16);
variable proceso : sﬁxed(15 downto -16):=to_sﬁxed (0.0, 15, -16);
variable proceso_inter : sﬁxed(15 downto -16):=to_sﬁxed (8191.0, 15, -16);
variable inter: integer;
BEGIN
obtener el valor del voltaje
IF (MUESTRA(13)= '1') THEN
proceso_inter := to_sﬁxed (8191.0, proceso_inter);
proceso_inter := resize (entrada-proceso_inter,entrada'high,proceso_inter'low);
ELSE
proceso_inter := entrada;
END IF;
proceso := resize (proceso_inter*A,proceso_inter'high,A'low);
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proceso := resize (proceso+B,proceso'high,B'low);
proceso := resize (proceso*C,proceso'high,C'low);
-
IF(RESET = '0') THEN
Wk := to_sﬁxed (0.0, Wk);
Pk := to_sﬁxed (0.0, Pk);
Qk := to_sﬁxed (0.0, Qk);
Pk_1 := to_sﬁxed (0.0, Pk_1);
Qk_1 := to_sﬁxed (0.0, Qk_1);
delta_error := to_sﬁxed (0.0, delta_error);
sal_pid := to_sﬁxed (0.0, sal_pid);
error := to_sﬁxed (0.0, error);
Ek_1 := to_sﬁxed (0.0, Ek_1);
SALIDA <= (others => '0');
inter := 0;
ELSIF (clk = '1' and clk'event) THEN
IF(EN_PID = '1') THEN
error := resize (set_pointf - proceso,set_pointf'high,proceso'low);
Wk := resize (KP*error,KP'high,error'low);
Pk := resize (KI*error,KI'high,error'low);
Pk := resize (Pk + Pk_1,Pk'high,Pk_1'low);
Pk_1 := Pk;
delta_error := resize (error - Ek_1, error'high, Ek_1'low);
Ek_1 := error;
Qk := resize (delta_error * KD, delta_error'high, KD'low);
sal_pid := resize (Wk + Pk,Wk'high,Pk'low);
sal_pid := resize (sal_pid + Qk,sal_pid'high,Qk'low);
inter := to_integer(sal_pid);
IF(inter > 1023) THEN
inter := 1023;
ELSIF (inter < 0) THEN
inter := 0;
END IF;
SALIDA <= conv_std_logic_vector(inter,10);
END IF;
END IF;
END PROCESS;
end Behavioral;
modelo_planta.vhd
library IEEE;
use IEEE.STD_LOGIC_1164.ALL;
use IEEE.STD_LOGIC_ARITH.ALL;
use IEEE.STD_LOGIC_UNSIGNED.ALL;
library ieee_proposed;
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use ieee_proposed.ﬁxed_pkg.all;
entity Modelo_Planta is
Port ( Entrada_10 : in STD_LOGIC_VECTOR (9 downto 0);
Salida_10 : out STD_LOGIC_VECTOR (9 downto 0);
RESET : in STD_LOGIC;
clk: in STD_LOGIC);
end Modelo_Planta;
architecture Behavioral of Modelo_Planta is
constant a1 : sﬁxed(15 downto -16):=to_sﬁxed (1.898, 15, -16);
constant a2 : sﬁxed(15 downto -16):=to_sﬁxed (0.9003, 15, -16);
constant b1 : sﬁxed(15 downto -16):=to_sﬁxed (0.001207, 15, -16);
constant b2 : sﬁxed(15 downto -16):=to_sﬁxed (0.001166, 15, -16);
constant resol : sﬁxed(15 downto -16):=to_sﬁxed (0.00319648, 15, -16);
constant iresol : sﬁxed(15 downto -16):=to_sﬁxed (312.844128, 15, -16);
signal entrada : sﬁxed(15 downto -16):=to_sﬁxed (0.0, 15, -16);
SIGNAL cuenta: INTEGER := 0;
begin
entrada <= to_sﬁxed ("000000" & Entrada_10(9 downto 0) & "0000000000000000",en-
trada);
planta: PROCESS (Entrada_10,clk,RESET)
variable hk : sﬁxed(15 downto -16);
variable hk_1 : sﬁxed(15 downto -16);
variable hk_2 : sﬁxed(15 downto -16);
variable yk : sﬁxed(15 downto -16);
variable rk : sﬁxed(15 downto -16);
variable i1 : sﬁxed(15 downto -16);
variable i2 : sﬁxed(15 downto -16);
variable i3 : sﬁxed(15 downto -16);
variable i4 : sﬁxed(15 downto -16);
variable i5 : sﬁxed(15 downto -16);
variable inter: integer;
BEGIN
rk := resize (entrada*resol,entrada'high,resol'low);
IF(RESET = '0') THEN
hk := to_sﬁxed (0.0, hk);
hk_1 := to_sﬁxed (0.0, hk_1);
hk_2 := to_sﬁxed (0.0, hk_2);
yk := to_sﬁxed (0.0, yk);
i1 := to_sﬁxed (0.0, i1);
i2 := to_sﬁxed (0.0, i2);
i3 := to_sﬁxed (0.0, i3);
i4 := to_sﬁxed (0.0, i4);
i5 := to_sﬁxed (0.0, i5);
Salida_10 <= (others => '0');
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cuenta <= 0;
inter := 0;
ELSIF (clk = '1' and clk'event) THEN
IF(cuenta = 100000) THEN
cuenta <= 0;
i1 := resize (hk_1*a1,hk_1'high,a1'low);
i2 := resize (i1+rk,i1'high,rk'low);
i3 := resize (hk_2*a2,hk_2'high,a2'low);
hk := resize (i2-i3,i2'high,i3'low);
i4 := resize (hk_2*b2,hk_2'high,b2'low);
i5 := resize (hk_1*b1,hk_1'high,b1'low);
yk := resize (i4+i5,i4'high,i5'low);
hk_2:=hk_1;
hk_1:=hk;
yk := resize (yk*iresol,yk'high,iresol'low);
inter := to_integer(yk);
IF(inter > 1023) THEN
inter := 1023;
ELSIF (inter < 0) THEN
inter := 0;
END IF;
Salida_10 <= conv_std_logic_vector(inter,10);
ELSE
cuenta <= cuenta + 1;
END IF;
END IF;
END PROCESS;
end Behavioral;
_
PWM.vhd
library IEEE;
use IEEE.STD_LOGIC_1164.ALL;
use IEEE.STD_LOGIC_ARITH.ALL;
use IEEE.STD_LOGIC_UNSIGNED.ALL;
entity PWM is
Port ( clk : in STD_LOGIC;
D : in STD_LOGIC_VECTOR (9 downto 0);
PWM : out STD_LOGIC);
end PWM;
architecture Behavioral of PWM is
CONSTANT conteomax : std_logic_vector(9 downto 0) := (OTHERS => '1');
CONSTANT ceropw : std_logic_vector(9 downto 0) := (OTHERS => '0');
SIGNAL I : std_logic_vector(9 downto 0) := (Others=> '0');
SIGNAL cuenta: INTEGER := 0;
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begin
PROCESS(clk)
BEGIN
IF clk'Event and clk = '1' THEN
IF(cuenta=190) THEN
IF (I > D) OR (D = ceroPW) THEN
PWM <= '0';
ELSE
PWM <= '1';
END IF;
IF I >= conteomax THEN
I <= (OTHERS => '0');
ELSE
I <= I + 1;
END IF;
cuenta<=0;
ELSE
cuenta<=cuenta+1;
END IF;
END IF;
END PROCESS;
end Behavioral;
PI_LIN.vhd
library IEEE;
use IEEE.STD_LOGIC_1164.ALL;
use IEEE.STD_LOGIC_ARITH.ALL;
use IEEE.STD_LOGIC_UNSIGNED.ALL;
library ieee_proposed;
use ieee_proposed.ﬁxed_pkg.all;
entity PI_LIN is
Port ( MUESTRA : in STD_LOGIC_VECTOR (13 downto 0);
set_point : in STD_LOGIC_VECTOR (7 downto 0);
RESET : in STD_LOGIC;
EN_PID : in STD_LOGIC;
clk : in STD_LOGIC;
SALIDA : out STD_LOGIC_VECTOR (9 downto 0));
end PI_LIN;
architecture Behavioral of PI_LIN is
signal KP : sﬁxed(15 downto -16);
signal KI : sﬁxed(15 downto -16);
signal KD : sﬁxed(15 downto -16);
signal entrada : sﬁxed(15 downto -16):=to_sﬁxed (0.0, 15, -16);
signal set_pointi : sﬁxed(15 downto -16);
signal set_pointf : sﬁxed(15 downto -16);
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constant A : sﬁxed(15 downto -16):=to_sﬁxed (-0.015258789, 15, -16);
constant B : sﬁxed(15 downto -16):=to_sﬁxed (165, 15, -16);
constant C : sﬁxed(15 downto -16):=to_sﬁxed (0.01, 15, -16);
constant D : sﬁxed(15 downto -16):=to_sﬁxed (0.1, 15, -16);
constant a0 : sﬁxed(15 downto -16):=to_sﬁxed (17.3464203526, 15, -16);
constant a1 : sﬁxed(15 downto -16):=to_sﬁxed (10.4577022401, 15, -16);
constant a2 : sﬁxed(15 downto -16):=to_sﬁxed (12.2923033829, 15, -16);
constant a3 : sﬁxed(15 downto -16):=to_sﬁxed (-3.0145221023, 15, -16);
begin
KP <= to_sﬁxed (42.2027, 15, -16);
KI <= to_sﬁxed (32.7235, 15, -16);  KI = Alpha = (Kp*T)/Ti  T = 0.01
KD <= to_sﬁxed (0.0, 15, -16);  KD = Beta = (Kp*Td)/T  T = 0.01
entrada <= to_sﬁxed ("000" &MUESTRA(12 downto 0) & "0000000000000000",en-
trada);
set_pointi <= to_sﬁxed ("00000000" & set_point & "0000000000000000" ,set_pointf);
set_pointf <= resize (set_pointi*D,set_pointi'high,D'low);
pid: PROCESS (entrada,clk,RESET)
variable error : sﬁxed(15 downto -16);
variable Wk : sﬁxed(15 downto -16); proporsional
variable Pk : sﬁxed(15 downto -16); Integral
variable Qk : sﬁxed(15 downto -16); Derivativo
variable Pk_1 : sﬁxed(15 downto -16);
variable Qk_1 : sﬁxed(15 downto -16);
variable Ek_1 : sﬁxed(15 downto -16);
variable delta_error : sﬁxed(15 downto -16);
variable sal_pid : sﬁxed(15 downto -16);
variable proceso : sﬁxed(15 downto -16):=to_sﬁxed (0.0, 15, -16);
variable proceso_inter : sﬁxed(15 downto -16):=to_sﬁxed (8191.0, 15, -16);
variable inter: integer;
variable salida_s : sﬁxed(15 downto -16):=to_sﬁxed (0.0, 15, -16);
BEGIN
obtener el valor del voltaje
IF (MUESTRA(13)= '1') THEN
proceso_inter := to_sﬁxed (8191.0, proceso_inter);
proceso_inter := resize (entrada-proceso_inter,entrada'high,proceso_inter'low);
ELSE
proceso_inter := entrada;
END IF;
proceso := resize (proceso_inter*A,proceso_inter'high,A'low);
proceso := resize (proceso+B,proceso'high,B'low);
proceso := resize (proceso*C,proceso'high,C'low);
-
salida_s:= resize (proceso*a3,proceso'high,a3'low);
salida_s:= resize (salida_s+a2,salida_s'high,a2'low);
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salida_s:= resize (salida_s*proceso,salida_s'high,proceso'low);
salida_s:= resize (salida_s+a1,salida_s'high,a1'low);
salida_s:= resize (salida_s*proceso,salida_s'high,proceso'low);
salida_s:= resize (salida_s+a0,salida_s'high,a0'low);
IF(RESET = '0') THEN
Wk := to_sﬁxed (0.0, Wk);
Pk := to_sﬁxed (0.0, Pk);
Qk := to_sﬁxed (0.0, Qk);
Pk_1 := to_sﬁxed (0.0, Pk_1);
Qk_1 := to_sﬁxed (0.0, Qk_1);
delta_error := to_sﬁxed (0.0, delta_error);
sal_pid := to_sﬁxed (0.0, sal_pid);
error := to_sﬁxed (0.0, error);
Ek_1 := to_sﬁxed (0.0, Ek_1);
SALIDA <= (others => '0');
inter := 0;
ELSIF (clk = '1' and clk'event) THEN
IF(EN_PID = '1') THEN
error := resize (set_pointf - salida_s,set_pointf'high,proceso'low);
Wk := resize (KP*error,KP'high,error'low);
Pk := resize (KI*error,KI'high,error'low);
Pk := resize (Pk + Pk_1,Pk'high,Pk_1'low);
Pk_1 := Pk;
delta_error := resize (error - Ek_1, error'high, Ek_1'low);
Ek_1 := error;
Qk := resize (delta_error * KD, delta_error'high, KD'low);
sal_pid := resize (Wk + Pk,Wk'high,Pk'low);
sal_pid := resize (sal_pid + Qk,sal_pid'high,Qk'low);
inter := to_integer(sal_pid);
IF(inter > 1023) THEN
inter := 1023;
ELSIF (inter < 0) THEN
inter := 0;
END IF;
SALIDA <= conv_std_logic_vector(inter,10);
END IF;
END IF;
END PROCESS;
end Behavioral;
_
_
_
_
_
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_
_
_
_
ANEXO C
Tabla de linealización del sensor GP2Y0A02YK0F.
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