We investigate non-existence of nonnegative dead-core solutions for the problem
Introduction
Let Ω ⊂ R N be a bounded and smooth domain with N ≥ 1. This work is devoted to the problem (P a,q )
where γ ≥ 0, q ∈ (0, γ + 1), a ∈ C(Ω) changes sign, and F : Ω × Sym(N) → R is a second order fully nonlinear elliptic operator satisfying the following assumptions:
(F1) [(λ , Λ)-Ellipticity condition] There exist constants Λ ≥ λ > 0 (known as ellipticity parameters) such that for any x ∈ Ω and X ,Y ∈ Sym(N), with Y ≥ 0 there holds
where M ± λ ,Λ denote the Pucci's extremal operators: where (a i j ) N i, j=1 is a uniformly elliptic and symmetric matrix with (uniformly) continuous coefficients.
Hamilton-Jacobi-Bellman and Isaac's type operators:
The following Hamilton-Jacobi-Bellman (HJB in short) and Isaac's type operators, which appear in control problems for stochastic systems and in the theory of (zero-sum two-player) stochastic differential games, see e.g [9, 22, 23, 24] : Other interesting examples are given by the p−Laplacian operator (in non-divergence form)
Furthermore, we can also quote non-variational generalizations of the p−Laplacian operator, with continuous coefficients, as follows:
We refer the reader to [1] , [5] , [6] , [7] , [10, Chapter 2], [26] and references therein for a number of examples of fully nonlinear operators with such structural properties.
Note that when γ > 0 the operator |Du| γ F(x, D 2 u) is degenerate in the gradient. Thanks to (F1) this operator is (γ + 1)-homogeneous and since q < γ + 1, the reaction term in the equation is 'subhomogeneous' in comparison with the operator. This fact, combined with the change of sign of a, prevents the use of the strong maximum principle and enables the existence of dead core solutions, i.e. nontrivial solutions vanishing in some part of the domain. It is worth pointing out that the condition a + ≡ 0 is necessary for the existence of nontrivial solutions of (P a,q ). We refer to [3] for an essay on the validity of the strong maximum principle and [2, 13, 14, 15, 16] for several features on dead core type problems.
Specifically, our main aim in this manuscript is to extend the positivity results established in [21] , where a simplified semilinear version of (P a,q ) has been considered for ∆, the Laplace operator. Based on a continuity argument, it was proved in [21, Theorems 1.1 and 1.3] that the positivity property obtained via the strong maximum principle still holds for nonnegative solutions of the equation ∆u + a(x)u q = 0 in Ω as long as a and q nearly satisfy the conditions to apply this principle (i.e. a ≥ 0 or q = 1). Such continuity argument combines some ingredients that turn out to be available for (P a,q ) as well, namely: C 1,α regularity estimates up to the boundary, the sub-supersolution method, the strong maximum principle (with q = γ + 1 or a ≥ 0), and the homogeneity of the reaction term and the operator.
In view of the non-divergence nature of our equations, we are not allowed to employ the classical theory of weak solutions in Sobolev spaces. Solutions of (P a,q ) will then be considered in the viscosity sense, as follows:
if for every x 0 ∈ Ω and φ ∈ C 2 (Ω) such that u − φ has a local minimum at x 0 (resp. local maximum at x 0 ), one has
Finally, u is said to be a viscosity solution of the above equation if it is simultaneously a viscosity super-solution and a viscosity sub-solution.
A solution u of (P a,q ) is said to be:
• non-trivial if u ≡ 0;
• positive if u > 0 in Ω.
• a dead core solution if it vanishes in an open subset of Ω.
We state now our main results. Our first result, proved by the method of sub-solution and supersolution, guarantees that (P a,q ) has a nontrivial solution.
Theorem 1.2 (Existence of nontrivial solutions). Assume (F1) and (F2). Then (P a,q ) has a nontrivial viscosity solution.
By adapting some ideas from [11] and [19] , we are able to ensure that (P a,q ) has at most one positive solution. Let us set Ω + := {x ∈ Ω : a(x) > 0} and
which is the interior of the positivity cone of C 1 0 (Ω), where ∂ u ∂ ν denotes the exterior normal derivative. The next theorem states that (P a,q ) has no non-trivial dead-core solution if either a − ∞ is sufficiently small or q is close enough to γ + 1.
Theorem 1.4 (Non-existence of dead-core solutions). Assume (F1), (F2), (F3), and that Ω + has finitely many connected components. Then:
1. There exists δ = δ (N, λ , Λ, γ, q, a + , Ω) > 0 such that every nontrivial solution of (P a,q ) belongs to P • (Ω) if a − ∞ < δ .
2. There exists q 0 = q 0 (N, a, γ, λ , Λ, Ω) ∈ [0, γ + 1) such that every nontrivial solution of (P a,q ) belongs to P • (Ω) if q ∈ (q 0 , γ + 1].
Thanks to the previous results, we deduce the existence and uniqueness of a positive solution under the aforementioned conditions on a and q. Corollary 1.5 (Existence and uniqueness of nontrivial solution). Under the assumptions of Theorem 1.4 the problem (P a,q ) has a unique nontrivial solution (which belongs to P • (Ω)) if either a − ∞ < δ or q ∈ (q 0 , γ + 1).
To the best of our knowledge and as far as degenerate elliptic models in non-divergence form are concerned, Theorems 1.2, 1.3, and 1.4 are a novelty even for the model
with A ∈ C 0 (Ω; Sym(N)) a uniformly elliptic and non-negative matrix. Our paper is organized as follows: in Section 2 we recall some well-known results concerning the operators considered here. Such results help us in the proofs of our main results. In section 3 we prove the existence theorem and in section 4 we prove the uniqueness of positive solutions. Finally, in section 5 we prove of our main result and give an example of a problem with a dead-core solution.
Preliminaries
Throughout this section we recall the results we shall rely on. Let us start with a stability result, which claims that the limit of a sequence of viscosity solutions turns out to be a viscosity solution of the limiting equation, whose proof can be found in [8, Corollary 4.3] and [20, Proposition 2.1] .
uniformly on compacts subsets of Ω × R × R N × Sym(N) and u k → u uniformly on Ω for some functions G and u, as k → ∞. Then u is a viscosity subsolution (resp. supersolution) of (1.1).
The following result states the existence of viscosity solutions via the sub-supersolutions method, cf. [20, Proposition 2.3].
and suppose that there is a viscosity subsolution u and a viscosity supersolution u of (1.1) satisfying u ≤ u and u, u ∈ C(Ω). Then (1.1) has a viscosity solution satisfying u ≤ u ≤ u.
In [5] Birindelli and Demengel proved the following maximum principle result:
. Assume (F1) and (F2). Let u be a positive viscosity solution of |Du| γ F(x, D 2 u) − ku 1+γ ≤ 0 in Ω, for some constant k. Suppose that u(x 0 ) = 0 for some x 0 ∈ ∂ Ω such that Ω satisfies the interior sphere condition at x 0 . Then there exists M > 0 (depending only on the structural data) such that u(x) > Md ∂ Ω (x), where d ∂ Ω is the distance to the boundary.
As a direct consequence, we are able to prove the following Hopf type lemma:
that Ω satisfies the interior sphere condition at x 0 , then there exists M > 0 (depending only on the structural data) such that
Proof. It is enough to see that
in the viscosity sense. So the previous Lemma yields the conclusion.
As a byproduct of Lemma 2.4 and the C 1,α regularity estimates up to the boundary [7] for solutions of the limiting problem of (P a,q ) with q = 1 + γ, namely,
we are able to deduce a Hopf Maximum Principle (or Hopf-Oleinik type result). Theorem 2.6 (Gradient estimates). Assume (F1), (F2), and (F3). Let u be a bounded viscosity solution of
Then, for some universal α ∈ (0, 1), we have
Finally, let us consider an eigenvalue problem related to our class of operators. Given a smooth bounded domain D ⊂ R N , we denote by (λ + (D), φ + (D)) the first eigenpair of the eigenvalue problem
For the existence of this eigenpair, see for instance [4] , [6] , [12] , [17] , [18] , [25] and references therein.
3 Existence of non-trivial solutions: Proof of Theorem 1.2
Let us establish the existence of non-trivial solutions to (P a,q ).
Proof of Theorem 1.2. First we construct a sub-solution of (P a,q ). ConsiderB ⊂ {a > 0} a ball and (λ + (B), φ + (B)) the first eigenpair of the problem (2.1). We claim that for ε > 0 sufficiently small εφ + is a sub-solution of
Indeed, since a > 0 onB we have
when ε > 0 is small enough. In addition,
So we can conclude that
which proves the claim. Now we are going to prove that the function
is a viscosity sub-solution of (P a,q ). Let ϕ ∈ C 2 (Ω) touch u ε from above at x 0 . If ϕ(x 0 ) = u ε (x 0 ) = 0 then, since 0 is a viscosity solution of (P a,q ), we have
which proves the claim.
We look now for a viscosity super-solution of (P a,q ). To this end, consider ψ > 0 satisfying
and k ≫ 1 such that
Since a ∞ ≥ a(x) we have
Thusū k = kψ is a super-solution of (P a,q ). As u ε = 0 in a neighborhood of ∂ Ω, we see that taking ε smaller and k larger if necessary, we have u ε ≤ū k . By Lemma 2.2 we conclude that there exist a viscosity solution u of (P a,q ) such that
and therefore u ≥ 0 is non-trivial, which proves the theorem.
4 Uniqueness of positive solutions: Proof of Theorem 1.3
We adapt ideas from [11] and [19] to show that (P a,q ) admits at most one positive solution. Nevertheless, the advantage of the method applied here is that we allow a to change sign. 
Then
is a positive viscosity solution of
Proof. We setq = q 1+γ . Consider Φ ∈ C 2 (Ω) a test function for (4.2) that touches w from below at
touches u from below at x = x 0 . Since u > 0 and Φ ∈ C 2 (Ω) we see that φ ∈ C 2 in a neighborhood of x 0 , so it is a test function for (4.1). Besides, we remark that
and by the 1-homogeneity of the operator F we have
Thus, using the definition of φ we obtain
Finally, as (1 + γ)q = q, we conclude that
which proves that w is a viscosity super-solution of (4.2). In a similar way, one proves that w is a viscosity sub-solution of (4.2).
With a little help from Lemma 4.1 we are able to prove our uniqueness result.
Proof of Theorem 1.3. Suppose that (4.1) has two positive solutions u 1 , u 2 . By Lemma 4.1, it follows that (4.2) has two positive solutions w 1 , w 2 . Let x 0 ∈ Ω be such that
and Ω 1 be an open connected neighborhood of x 0 where w 1 − w 2 > 0 . We claim that
To this end we consider
a second order polynomial that touches w 1 − w 2 from above at x 1 ∈ Ω 1 , i.e. φ (x 1 ) = (w 1 − w 2 )(x 1 ) and φ > w 1 − w 2 in B r \ {x 1 } ⊂ Ω 1 for some r ≪ 1. We are going to show that
We consider two cases: First, if b = 0 then w 1 − w 2 (x 1 ) − φ has a maximum point at x 1 , so
In a similar way, w 2 − w 1 (x) + φ has a minimum point at x 1 , so that
Therefore, we obtain
Now, using the condition (F1) we have
and therefore, since b = 0, we have
To simplify the notation, we set
We know that b ⊗ b is a non-negative symmetric matrix, and by (4.3),
On the other hand we know that M + λ ,Λ is a (λ , Λ)-elliptic operator, so
As B is a non-positive, we have B + = 0, and consequently
Thus M + λ ,Λ (A) ≥ 0, as claimed. Assume now that b = 0 and suppose, for the sake of contradiction, that and recalling that φ > w 1 − w 2 in B r \ {x 1 }, we have that, for 0 < ε ≪ 1 small enough, ψ touches w 1 − w 2 from above at some x 2 ∈ B r (x 1 ) such that (w 1 − w 2 )(x 2 ) > 0. This fact suggests us to use ψ as a test function at x 2 . To this end, let us prove that |P S x 2 | = 0. In effect, by supposing the opposite, we use that
to deduce that for all e ∈ S N−1 , the test function
touches w 1 − w 2 from above at x 2 . In fact, we use (4.6) to assure that
We also observe that −|P S x| ≤ P S x · e ≤ |P S x|, so, by the contradiction assumption,
has a local minimum at x 2 , we conclude that
has also a local minimum at x 2 , which shows that φ − εP S x · e touches w 1 − w 2 from above at x 2 for all e ∈ S N−1 .
Arguing as above, we conclude that, for all e ∈ S N−1 , we have
and
Since we can chooseê ∈ S N−1 such that Ax 2 − εP Sê = 0, and we know that
arguing once more as above, we conclude that
which contradicts (4.5). Therefore, |P S x 2 | = 0. Now, we use ψ as a test function to obtain
where e 1 = P S x 2 |P S x 2 | and B = D 2 (|P S x 2 |) ≥ 0, since |P S x| is a convex function. Furthermore, (Ax 2 − εe 1 ).P S x 2 = P S Ax 2 .x 2 − ε|P S x 2 | ≤ −ε|P S x 2 | < 0, so (Ax 2 − εe 1 ) = 0. Using once again
< 0 and arguing as above we conclude that
which contradicts (4.5). Thus we conclude that
Now, we observe that w 1 − w 2 = 0 on ∂ Ω 1 , so that by the maximum principle
which is a contradiction with (4.3). Therefore we have w 1 ≤ w 2 . The converse inequality is obtained similarly.
Positivity results: Proof of Theorem 1.4
We start proving that nontrivial solutions of (P a,q ) are positive in some component of Ω + .
Lemma 5.1. Let u be a nontrivial viscosity solution of (P a,q ). Then, there exists a sub-domain Ω ′ ⊂ Ω + such that u > 0 in Ω ′ .
Proof. Assume, for the sake of contradiction, that u = 0 in Ω + . Then A = {a < 0} ∩ {u > 0} = / 0, since otherwise we would have
which would imply u ≡ 0. Now, let x 0 ∈ A be such that u(x 0 ) = max A u and take ϕ(x) ≡ u(x 0 ) as a test function. Then the maximum of u − ϕ is achieved at x 0 , so that
On the other hand, |Dϕ| γ F(x 0 , D 2 ϕ) ≡ 0, and we obtain a contradiction.
The next lemma plays a fundamental role in proving our main results. It provides the existence of a " barrier from below", which ensures that the set of nontrivial solutions of (P a,q ) with q ∈ (0, γ + 1) stays away from zero as long as a is sufficiently positive in some ball of Ω.
LetB ⊂ Ω + and (λ + (B), φ + (B)) the first eigenpair of the problem (2.1). Proof. Let θ > 0 be such that a 0 (λ + ) −1 − θ > 1, where λ + = λ + (B). We consider εφ , with φ = φ + (B) and
Note that by our choice of θ we have ε θ > 1 for every q ∈ (0, γ + 1). Moreover,
touches u from below at x 0 . Consequently, we have, in the viscosity sense,
On the other hand, by (5.2) we have
which provides a contradiction. Therefore u ≥ Φ := ε θ φ in B. Therefore (5.3) holds for (P ca,q ), i.e. for ca with c large enough. Since u is positive if and only ifũ is positive, we see that the above condition can be assumed without loss of generality.
Proof of Theorem 1.4.
1. Suppose, by contradiction, that there exists a sequence a k ∈ C(Ω) with
and (P a k ,q ) has viscosity solutions u k such that u k ∈ P • for every k.
Since Ω + has finitely many connected components, we can assume that u k > 0 in some sub-domain Ω ′ ⊂ Ω for every k.
We split the analysis in two cases;
(a) First suppose that u k L ∞ (Ω) < C, for all k. In this case, from C 1,α regularity estimates (see [1, 
and u k → u 0 locally uniformly in C 1,α (Ω), F k → F 0 locally uniformly in Sym(N), a − k → 0 locally uniformly in Ω. Thus, we have in the viscosity sense |Du 0 (x)| γ F 0 (x, D 2 u 0 ) + a + (x)u q 0 (x) = 0 in Ω Furthermore, by the Strong Maximum Principle we infer that either u 0 ∈ P • (Ω) or u 0 ≡ 0. However, by Lemma 5.2, we know that there exists Φ such that, for every k ∈ N,
Hence, we conclude that u 0 ∈ P • (Ω). Thus, since u k → u 0 locally uniformly in C 1,α (Ω) we see that u k ∈ P • (Ω) for k sufficiently large, which provides a contradiction and completes the proof in this case.
, so that
.
By the 1-Homogeneity condition (see 1), we have
in the viscosity sense. By arguing as above, we conclude that v k → v 0 locally uniformly in C 1,α (Ω)
From the Strong Maximum Principle, we infer either v 0 ∈ P • (Ω) or v 0 ≡ 0. Since v k L ∞ (Ω) = 1 we rule out the second possibility, and therefore v 0 ∈ P • (Ω). As v k → v 0 locally uniformly in C 1,α (Ω), for k sufficiently large, we infer again that v k ∈ P • (Ω) and thus u k ∈ P • (Ω), which yields another contradiction.
2. Let us assume, for the sake of contradiction, that there are sequences {q k } ⊂ R + such that q k → (γ + 1) − and {u k } k∈N are nontrivial viscosity solutions of (P a,q k ) with u k ∈ P • for every k.
As in the previous item, we consider two cases:
(a) First we assume that {u k } k∈N is bounded in L ∞ (Ω). Then, as in the previous argument, {u k } k∈N is bounded in C 1,α (Ω) for some α ∈ (0, 1). By the Arzelà-Ascoli compactness criteria, up to a subsequence, we obtain that u k → u 0 in C 1,α (Ω).
By Lemma 5.2, we know that u k > C in B ⊂ supp(a + ).
so that u 0 > C in B ⊂ supp(a + ).
for some constant C > 0, i.e. u 0 ≡ 0. Moreover, by stability, u 0 solves (P a,1+γ ). The Hopf Maximum Principle, yields that u 0 ∈ P • (Ω), and since u k → u 0 in C 1,α (Ω), it follows that u k ∈ P • (Ω) for k large enough, which yields a contradiction. in Ω, v k = 0 on ∂ Ω.
By the Arzelà-Ascoli theorem, we have, up to a subsequence, v k → v 0 in C 1,α (Ω).
Once again, we must analyse two possibilities:
Since v 0 ≡ 0, we deduce, again by the Hopf Maximum Principle, that v 0 ∈ P • (Ω), so that v k ∈ P • (Ω) for k large enough, which yields a contradiction.
As v 0 ≡ 0, by the Hopf Maximum Principle, v 0 ∈ P • (Ω), so that v k ∈ P • (Ω) for k large enough, which yields another contradiction. The proof is now complete.
To conclude this paper we provide a simple example of a problem having a dead-core solution:
Example 5.4. Let 0 ≤ q < γ + 1 and 0 ≤ γ < 2q. Consider v : [0, π] → R given by v(x) = sin r (x) r where r := γ+2 γ+1−q . Then, it is easy to check that v ′ (x) = sin r−1 x. cos x and v ′′ (x) = (r cos 2 x − 1) sin r−2 x.
As r > 2 we have that v ∈ C 2 ([0, π]), so we can extend v smoothly like 0 in (−π/2, 0]. Therefore −|v ′ (x)| γ v ′′ (x) = a(x)v q (x) in (−π/2, π)
in the viscosity sense, where a(x) = r q | cos(x)| γ −r cos 2 (x) + 1 is a sign-changing weight. Clearly v is a solution of (P a,q ) with dead core. Thus δ 0 < |a(0)| = r q (r − 1).
