Multivariate Analysis (MVA), a statistical design tool for dealing with very large datasets, was applied to historical data from a Thermo-Mechanical Pulp (TMP) newsprint mill in Eastern Canada. Partial Least Squares (PLS) type MVA models were created to identify significant correlations between operating parameters in the woodchip refining section and variations in pulp quality.
INTRODUCTION
Multivariate Analysis (MVA) is a statistical design tool used for dealing with very large datasets. A small number of principal components is generated that capture much of the variance of the initial dataset, but at a much lower dimensionality. Each new component is simply a linear combination of the original variables, and essentially amounts to a rotated axis that better fits the data cloud. Often, these new principal components will correspond to hidden or "latent" variables inherent to the system that are not measured directly.
While this concept is quite straightforward, it is only the advent of modern computing power that has made it possible to apply it to millions of data points. Engineers and scientists can now draw useful conclusions for systems with dozens or even hundreds of variables, without sacrificing the information contained in the correlational structure. MVA has been used to understand and ultimately reduce process variation in a variety of industrial sectors [1] including pulp and paper [2, 3, 4, 5] . Every day, industrial plants generate vast numbers of real operating data, which can be studied using MVA to gain insights for better equipment or process design, yielding knowledge that was not available in the past and thus potentially creating opportunities for better retrofit design.
When applying MVA to raw operating data from an industrial facility such as a pulp and paper mill, it is critical to prepare the data adequately right from the start. MVA is a black-box statistical technique, entirely data-driven, and therefore highly susceptible to the problem of "garbagein/garbage-out". This paper explores these data pre-processing challenges, by incorporating work that was done previously along with new developments.
CASE STUDY: NEWSPRINT MILL
The case study for this project is a Thermo-Mechanical Pulp (TMP) newsprint mill in Eastern Canada, which experiences short-and long-term variations in final paper quality. The goal is to use MVA to understand the correlations and trends that are inherent to the mill operation, in order to determine which upstream parameters are most likely linked to these quality variations. The project is focussed on two different facets of the problem: first, a statistical component including pre-processing of data to enhance the results, and second, a chemical-physical interpretation of the results based on fundamental phenomena. This paper deals mainly with the former aspect, with the specific design objective of determining how best to use real operating data for possible retrofit improvements to the refining section, which is the heart of this type of newsprint mill. Here wood chips are converted into pulp, an aqueous suspension of cellulose fibres that is later screened, treated, formed and dried into the familiar large rolls of newsprint paper.
The TMP refining section is illustrated in Figure 1 . The primary and secondary refiners are comprised of large rotating disks for disintegrating the wood chips into a fibrous pulp. This pulp is an intermediate product of crucial importance to final paper quality.
Key pulp quality parameters include its permeability to free water flow (known as "freeness"), the average length of the cellulose fibres, and fines content, all measured using an automated in-line Metso PulpExpert EXP sampler/analyser. No substantial data were available on the incoming wood chip quality. The mill is equipped with Sunds Defibrator CD-70 conical refiners, in which the rotating disk has both vertical and conical sections, each with independent control of the distance between the plates. There are multiple dilution points, as indicated by the 2 blue arrows. There is no advanced process control on these refiners; all key operating decisions are made by the operators.
The latency chest has a 45-minute residence time to allow the wood fibres to disentangle themselves before proceeding to the papermaking section downstream. The rest of the flowsheet only has a residence time of a few minutes, so in this regard the latency chest dominates this section of the mill. Note that the refiner plates have a normal lifespan of about 2000 hours, during which time the bars on the plate surface are gradually worn down, affecting the process dynamics.
Pulp refining is a highly complex process using a biological feed material, so all fundamental models to date have been semi-empirical [6] . No equations have been published for conical refiners, however, hence the black-box approach taken in this study. The MVA models presented here are based on previous work that focussed on which variables to use, and in what combinations, to best model the fundamentals of this system [7] .
CHALLENGES WHEN USING MVA TECHNIQUE
The MVA user is confronted with a series of challenges inherent to this statistical technique, and must often make decisions right from the start that may affect the final results. These challenges fall into three categories:
• Those requiring process knowledge or chemical engineering insight in order to be addressed • Those requiring statistical, mathematical, or dataoriented solutions • Those that are unavoidable, but must nevertheless be understood to ensure proper interpretation of the final results The most obvious process-oriented decision is selecting which variables to use among the hundreds available in a modern industrial plant. A statistical analysis is only as good as the original data, and MVA tends to be blindly slanted towards those variables that are measured better or more frequently [3] . The key X (independent) and Y (dependent) variables used in this study are listed in Table I . A major challenge in this study was the constant starting and stopping of the TMP lines, due to over-capacity relative to the papermaking section. Furthermore, the key operating variables at the refiners are measured every second (the data historian's lowest time increment), whereas pulp quality is only measured every few hours, creating the challenging situation illustrated in Figure 2 . Direct use of the raw data would yield meaningless MVA results, since the algorithm would blindly attribute most of the correlation to the start/stop phenomenon and not to actual changes in the process. Once this issue has been addressed, however, it should be possible to use a variant of MVA called Partial Least Squares (PLS) to model both the frequent (X) and infrequent (Y) variables [8] . PLS models serve to maximize the covariance between a set of X variables, in this case refiner operating data, and a set of Y variables, namely the latency chest pulp quality. Note that these are mathematical, not physical, distinctions: the decision as to whether a given variable is included in the X set or in the Y set is entirely up to the PLS user. Another decision the user must make is whether to use means, medians, maxima/minima, discrete values, interpolated values, moving averages, standard deviations, or other forms of the original data. In this case, we used the mean as the logical starting point, although we also explored the use of a moving average, and the minimum for production rate.
Determining which timescales are appropriate is also of key importance, and unfortunately this may often be based on the availability of data rather than on any process consideration. For this study, we selected a time increment of one hour, corresponding roughly to the overall residence time of the system (around 50 minutes). The pulp quality parameters which serve as the Y variables for the model are measured every 60-90 minutes on average, and so again a onehour period is appropriate.
The overall question of which timescales to use will be further explored in an upcoming paper, in which various parts of the mill, namely multiple refining lines plus the papermaking section, will be combined to model final paper quality.
Among the mathematical challenges of using MVA are the fact that it is a least-squares technique, and thus highly sensitive to outliers, whether caused by sensor malfunctions, start-up and shutdown of individual pieces of equipment, time lags, or other problems. MVA is likewise highly sensitive to instrument drift, since this can appear as a long-term trend to which the algorithm blindly ascribes statistical significance. Note that variables are usually normalised before use in the MVA model, so that even the slightest trend can take on major significance.
Noisy data present a different problem, because MVA is not a time-series technique per se. Each one-hour period is treated as a separate observation or trial, and thus the presence of spikes will result in a series of trials which bear little resemblance to each other. Some kind of smoothing is therefore required. Merely using a one-hour average is already a form of filtering, but for this study, we also included a moving average for the sake of comparison.
The components that make up MVA models are simply linear combinations of the original variables, nothing more. Fortunately, though, for a well controlled system the range of the process is relatively limited, and it is possible in many cases to model important phenomena as linear. However, in cases of extreme non-linearity, new variables can be created based on one or more of the original variables. For this study, one such term was always included in the model, namely specific energy, which is simply motor load divided by throughput.
Another non-linear term to represent the unmeasured parameter of refining intensity was also added in some cases, as described below.
Compression is used to save data storage space, by only logging those values that differ significantly from the previously stored value. It has been shown that data compression can impact mean and standard deviation calculations [9] . Ideally, the data compression would be removed to gauge its real impact on this kind of MVA application, but as these were historical data, it was not possible in this case. Studying stored data for the key variables such as motor load revealed that the time between recorded values was as high as 30 to 40 seconds in some instances, amounting to a loss in resolution in the signal (the exception test limit was ±1% and the compression test limit ±2%). However, for the most part, one-hour averages were used, so this should not have a major impact. Plotting each variable also served to ensure that there were no regular staggered patterns indicative of excessive compression. Note that no compression had been applied to the Y (pulp quality) data.
When performing MVA, time lags must be taken into account beforehand. For this study, in order to compare the X and Y variables it was necessary to insert a 45-minute lag to account for the latency chest. As a check, the liquid level in the latency was verified over the time periods studied, and it remained above 90% capacity at all times. Note that this is not a plug flow situation, since the latency chest is well mixed.
Another mathematical question is how to best represent process variability. Obviously, the recorded values for each variable do change with time, providing some variability information to the model, but again MVA is not a time-series technique, so the link between consecutive time periods is totally lost. An upcoming paper will explore ways of capturing the variability as an explicit input to the model.
An example of an unavoidable problem is that MVA is blind to variables that do not vary significantly, regardless of their actual physical importance.
For instance, if the temperature in a chemical reactor were kept perfectly constant, it could not correlate with any other variable and would therefore appear to be of no importance, even though it is fundamental. As is the case with most MVA studies of existing operations, results are dependent on the natural variability pre-existing in the dataset. Designed experiments can be used to counter this problem [10] . This study was entirely limited to historical operating data, which are nonetheless an important source of process insight available to the modern-day design engineer.
Care must be used when interpreting and assigning cause-and-effect relationships to MVA results [11] . This is especially true of variables affected by control loops, where the correlations found are often the exact opposite of reality, due to the action of the controller. MVA blindly finds correlations, nothing more, and the physical reality of the system plays no part in generating the statistical outputs. As such, MVA models created under closed-loop conditions cannot therefore predict open-loop behaviour, or vice versa [12, 13] .
Many authors have emphasised that an MVA model only works within the domain where it was calibrated, i.e., the process must continue to behave in a similar fashion as the original dataset [12, 13] . Past process data may therefore not help in predicting future behaviour, a major pitfall. This is of course true of any black-box model in which no scientific principles of any kind are used to guide the algorithm.
Finally, MVA results can be difficult to interpret, since it is not always obvious how to assign meaning to the components that are derived mathematically. In all cases, interpretations of the MVA results must be based on an understanding of the process fundamentals, since the actual outputs from the MVA software are purely statistical [4] . The use of MVA for studying industrial process data is thus a task for design engineers, and not pure statisticians.
CRITERIA FOR EVALUATING MVA MODELS
The various MVA models that were generated were evaluated using two different, but parallel, approaches: mathematical, primarily based on goodness of fit; and physical, based on the interpretability of the components that were found. The criteria used in this project are listed in Table II . , but it is specific to predictive power; it is the percentage of overall measured variance that is attributable to the model's predicted values. It is derived by separating the dataset into several segments, some used to create the components, and others for testing the model. Unlike R 2 , which always increases when a model is made more complex, Q 2 tends to plateau and then diminish when there is overfitting.
METHODOLOGY
The study followed the step-by-step approach outlined in Figure 3 . The raw data were subjected to each of these preprocessing steps, in order to compare and contrast the results obtained.
Fig. 3: Overall data pre-treatment strategy
The data pre-treatment options used in the various trials are listed in Table III . For the most part, these were simply done manually in EXCEL prior to downloading the data into the MVA software, SIMCA-P (version 10) from Umetrics AB in Sweden. 
Principal Component Analysis (PCA), the other main variant of MVA, differs from PLS in that it treats all variables the same, rather than dividing them into X's and Y's. In other words, in PCA all variables are considered X's. In fact, PLS is just a combination of one PCA model for the X's and another for the Y's, adjusted to match each other (hence the name Partial Least Squares).
PCA score plots, showing how each observation fits within the model space relative to all the others, can be used to identify potential outliers. The other plot used in this study, distance-to-model, shows how close each data point is to the multi-dimensional "hyper-plane" defined by the components, i.e., how far it had to be projected to be included in the model. The distance-to-model plot can indicate additional, more subtle outliers. To eliminate subjectivity in interpreting these plots, only points falling outside Hotelling's 95-percentile were considered outliers. In Simca-P, this threshold appears as an ellipse on the score plot, and as a horizontal line on the distance-to-model plot [14] . Those variables that caused the outliers in the first place, by breaking with the established correlational structure, can be easily identified using MVA contribution plots, one of the main advantages of this technique over other black-box methods.
The reasoning for using exponentially weighted moving average (EWMA) is that it is the most widely used form of filtering in the chemical process industries [15] . Trimming and winsoring, which are automated features of the Simca-P software [14] , serve to remove extreme values, for instance the top and bottom 1% ("winsoring" is statistical jargon for replacing extreme values with the value at the cut-off point). Since these features are routinely employed by MVA users, they were included in this study for the sake of comparison.
The "non-linear energy term" referred to in Table III is the multiplication of two existing process values: the solids content (or "consistency") at the refiner outlet, as calculated by simple mass/energy balance; and the steam pressure delta between the refiner inlet and outlet. Together, these are indicators of low "refining intensity", which is the specific energy per impact experienced by the wood fibres within the refiner, which cannot be measured directly. This non-linear term was used in a previous study at the same plant [7] and was included here to determine whether data pre-processing would change its effect on the model.
The periods under study were based on previous work in which the significance of summer and winter periods were examined [7] . Identical periods within two separate years were included, as shown in Table IV . Normal refiner plates, as opposed to experimental plates, were used during all of these periods. 
REMOVAL OF LOW-PRODUCTION PERIODS
The main cause of production disruptions at the refiners is built-in overcapacity relative to the paper machines. When less pulp is needed, one of the four refining lines is temporarily shut down; about 70% of the time the mill is operating with only three refiner lines. Feedguard events, automatic shutdowns triggered by excessive motor load, represent another important cause of production disruption. Also, the refiners are stopped every 200 h to change the direction of disk rotation, to prevent uneven wear of the plates. All four lines are operated exactly the same way.
August 2003 was selected as the base case, since previous work had shown stronger MVA models for summer data, possibly due to poorer chip quality in winter. Both options for dealing with low-production periods were compared. Based on the mean throughput, 58 hours were disqualified out of 768. Merely removing periods where the mean production was below the threshold proved inadequate, however, as shown in Figure 4 for August 2003. Clearly the mean in this case disguised short periods of low production. Using the more stringent minimum test, only a further 32 hours required removal, but this gave a much clearer picture of overall periods suitable for further study. 
Fig. 4: Production plots for the month of August 2003
To complete the comparison, PLS models were generated using the different datasets as shown in Table V. Rows marked "-outliers" give the results when both types of PCA outliers were removed. The column identified as "# OF COMP." refers to the number of significant components found, based on the best cumulative Q 2 . Thus, the PLS results for August 2003 confirmed that the best option was to remove the periods with minimum production below the threshold, as well as all the PCA outliers. Similar results were found for the other three months under study.
IDENTIFYING MAJOR OUTLIERS
For the four months under study, a PCA model was created using all variables and data points, including lowproduction periods, to test the effectiveness of MVA for detecting known outliers. The data points identified using Hotelling's 95-percentile often corresponded to the periods of low production, but not always. Some low-production periods were not detected at all, making this an unreliable method for determining periods of normal operation.
Furthermore, some of the outliers detected using the distance-to-model plot occurred during normal production periods, several hours after the last shutdown. Clearly, other variables were breaking from the correlation structure. Studying the contribution plots revealed that, for these points, plate gap and specific energy in the secondary refiner were higher than normal in some cases, and lower than normal in others, indicating variability in the process. Several points showed higher or lower specific energy in the primary refiner, often a sign of density fluctuations in the incoming chips and thus another source of process variability. These interpretations are suspect, however, since the low-production periods could be adversely affecting the model's overall validity.
Next, a PCA model was created that excluded periods of low mean production. The score plots revealed far fewer outliers, corresponding to periods where the minimum production was below the threshold. The distance-to-model plots also showed fewer outliers, indicating that the models were more self-consistent.
Finally, a PCA model was created excluding periods of low minimum production. This resulted in the most selfconsistent PCA model, with the fewest outliers. For August 2003, fewer than 10 outliers were found in the score plots, all during a 12-h period when fibre length was unusually low, and 6 fines content was unusually high, possibly corresponding to a temporary drop in incoming chip quality. The few dozen distance-to-model outliers were mainly due to pulp parameters that were also possibly related to incoming chip quality, or to fluctuations in steam pressure drop across the refiner, possibly related to obstructed counter-current steam flow between the refiner plates. Overall, this small number of outliers appeared to represent unusual operating conditions, and were therefore removed before continuing to the next step of data pretreatment.
The final tally of hours retained and hours removed for August 2003, out of the original 768 one-hour periods, is given in Table VI . Figure 5 shows plots of the original primary and secondary motor loads (blue and yellow) for The lower value of 0.5 was the point at which smoothing started to become visibly apparent on the plots. The upper value of 0.8 was chosen because it yielded the smoothed curve that seemed to fit the original data the best, admittedly a somewhat subjective evaluation. At alpha values above 0.9, the curves became visibly overfiltered. Note that with an extreme alpha (> 0.99), any signal will eventually resemble a straight line.
FILTERING NOISE
At an alpha of 0.8 there is a noticeable shift to the right, caused by the inertia of the moving average. Plotting the cross-correlation curves for filtered versus unfiltered data showed this shift to be about 2 hours. However, since this shift applies to all variables, both X and Y, the accuracy of the model should not be affected. Obviously shift would have to be taken into account if filtered and unfiltered signals were used in combination. Note that the filtering also smoothed out the transitions between individual high-production periods, an unavoidable outcome which may not be optimal.
The results of the various PLS models for August 2003 are shown in Table VII . In all cases, the Q 2 values shown are for a model with 4 components.
Higher components contributed little or no incremental gain to the overall goodness of fit, and hence probably represented random noise in the data. The column entitled "# of Comp." indicates the number of components required to achieve an overall cumulative Q 2 equivalent to that of the "No filtering" case. The rows identified as "non-lin." give the results when blowline consistency and steam pressure delta are replaced by the non-linear term. The improvement in goodness of fit when EWMA is applied is striking, with a jump in Q 2 from 41% to 61% just by using an alpha of 0.8.
The trimming/winsoring option had little impact on the results. This was not surprising, since intuitively this method does not seem at all suited to time series data, where the most extreme values might be due to process shifts and not aberrant measurements.
Replacement of two key X variables by a non-linear term (their product) resulted in a marginal improvement in the model using unfiltered data. Basically, a slightly higher overall cumulative Q 2 was achieved using fewer variables. However this benefit disappeared when filtering was applied.
This would suggest that data quality, and not MVA model structure, is paramount in generating a strong model. Figure 6 shows the Observed vs. Predicted plots generated for average fibre length, with and without EWMAm for August 2003. The improvement in accuracy when filtering is applied is clearly obvious from these two plots, which were generated automatically by the Simca-P software. Loadings are simply the weight assigned to each original variable by the PLS model. The larger the loading, the more that term contributed to the PLS model. The parentheses show whether the loading was positive or negative, which indicates either a positive or a negative correlation vis-à-vis the other variables.
It would appear that conditions at the primary refiner are mostly correlated with pulp freeness, whereas conditions at the secondary refiner are more closely related to fibre length and fines. Pure cause-and-effect cannot be attributed to statistical results without designed experiments, of course, but these trends are consistent with TMP process fundamentals. Similar components were found when the data were filtered, suggesting that the overall correlational structure of the dataset was not compromised by using EWMA. Table IX gives a comparison of the results for the four different months that were studied. Compared to the August 2003 base case, March of that year showed a large number of start-up and shutdowns, with over a third of the hours being identified for removal. The final PLS model was much weaker than for August, possibly related to greater variability in incoming chip quality. Again, the overall Q 2 was significantly improved by using EWMA. Furthermore, the structure of the model for March was different to August, with the first component being dominated by low specific energy in the primary refiner, which is often associated with lower quality chips. Apart from the fact that the models were stronger, the 2004 findings were very similar to those of 2003. Some differences were found in the structure of the individual components, but the overall trends were similar.
DISCUSSON
Clearly, much better PLS models were obtained when the data are pre-treated. EWMA did not appear to affect which X and Y variables were most prominent, suggesting that even with a high level of filtering, the model was still representative of original data.
The best results were achieved when: 1) the most stringent test was applied to throughput, namely that not a single second-by-second data point during the entire hour fell below the threshold 2) PCA outliers on both the score and distance-to-model plot were removed using Hotelling's 95-percentile 8
3) Aggressive EWMA filtering was applied to all X's and Y's The models using pre-treated data were better in all respects, whether evaluated using statistical metrics or qualitative tests. One possible reason is that MVA is normally blind to time series data, treating all time increments as equivalent regardless of how far apart they are in real time. Filtering with EWMA essentially overlays time-related information onto the dataset, introducing a dynamic element not present in the original unfiltered data. By providing the algorithm with more information about the system, filtering improves its ability to find correlations between the dependent and independent variables.
It is important to note that PLS outputs must be studied carefully, to ensure that the results correspond to the known properties of the system at hand. The PLS models from this study were consistent with expected results, such as lower specific energy being associated with less fibre development (higher freeness) and less fibre cutting (longer fibre length and lower fines). However, caution must be exercised before ascribing cause-and-effect to what are purely statistical outputs, since both the X's and the Y's might simply be responding together to an outside influence (such as incoming chip quality).
CONCLUSIONS
Multivariate Analysis (MVA), a statistical design tool for dealing with very large datasets, was applied to historical data from a Thermo-Mechanical (TMP) newsprint mill in Eastern Canada, in order to determine if it is possible to represent the process more accurately by pre-treating the data.
A variant of MVA called Partial Least Squares (PLS) was used to model correlations between operating parameters in the woodchip refining section and the observed variations in pulp quality, which are of crucial importance to any eventual retrofit design for this process.
Several methods were explored for pre-treating the data. Low-production periods were identified using two different selection methods, one based on mean throughput and the other on minimum throughput. Two techniques were explored for identifying and eliminating major outliers using MVA outputs, one based on score plots, the other on distance-tomodel plots. Finally, a basic trim-and-winsor approach for filtering extreme data points was compared to Exponentially Weighted Moving Average (EWMA) filtering.
A major conclusion of this work was that the PLS models were vastly improved by pre-treating the data. The paper recommends an overall design approach for applying MVA to industrial operating data, involving stringent removal of dubious periods of operation such as low production and aberrant process behaviour, and an aggressive EWMA filtering of all dependent and independent variables prior to creation of the PLS model.
