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PREFACE 
This book deals with statistical inferénce of nonlinear 
regression models from two opposite points of view, namely the 
case where the functlonal form of the model is completely 
specified as a known function of regressors and unknovm para-
meters, and the opposite case where the functional form of the 
model is completely unknown. First it is assumed that the res-
ponse function of the regression model under review belongs to 
a certain well-specified parametric family of functional forms, 
by which estimation of the model merely amounts to estimation 
of the unknown parameters. For this class of models we review 
the asymptotic properties of the nonlinear least squares 
estimator for independent data as well as for time series. 
In practice assumptions on the functional form are often 
made on the basis of computational convenience rather than on 
the basis of precise a priori knowledge of the empirical 
phenomenon under review. Therefore the linear regression model 
is still the most popular model specification in applied 
research. However, even if the specification óf the functional 
form is based on sound theoretical considerations there is 
quite often a large range of functional forms that are theore-
tically admissible, so that there is no guarantee that the 
actually chosen functional form is true. Functional specifica-
tion of a parametric nonlinear regression model should there-
fore always be verified by conducting model misspecification 
tests. Various model misspecification' tests will therefore be 
discussed, in particular consistent tests which have asymptotic 
power 1 against all deviations from the huil hypothesis that 
the model is correct. 
The opposite case of parametric regression is nonparame-
tric regression. Nonparametric regression analysis is concerned 
with estimation of a regression model without specifying in 
advance its functional form. Thus the only source of Infor-
mation about the functional form of the model is the data set 
itself. In this book we shall review various nonparametric 
regression approaches, with special emphasis on the kernel 
method, under various distributional assumptions. 
This book is divided into three parts. In the first part 
we review the elements of abstract probability theory we need 
in part 2. Part 2 is devoted to the asymptotic theory of para-
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10. FUNCTIONAL SPECIFICATION OF TIME SERIES MODELS 
10.1 Introduction 
Consider a vector time series process (Zt) in Rk wlth 
E|zt|<« for each t. In time series regression analysis we are 
interested in modeling and estimating the conditional expec-
tation of Zt relative to its entire past. The reason for our 
interest in this conditional expectation is that it represents 
the best forecasting scheme for Zt; best in the sense that the 
mean square forecast error is minimal. To see this, compare 
this forecast, i.e., 
Zt - E(Zt|Zt.x,Zt 2 , . . . ) , (10.1.1) 
with an a l t e m a t i v e fo r i cas t ing scheme, say 
Zt - Gt(Zt.1,Zt.2,...), (10.1.2) 
where Gt is a Rk-valued (non-random) function on the space of 
all one-sided infinite sequences in Rk such that Zt is a well-
defined random vector. Denote the forecast errors by 
Ut - Zt - Zt, (10.1.3) 
and 
Wt - Zt - Zt, (10.1.4) 
respectively. Then 
E W t W t ' - E Ü t U t + E ( Z t - Z t ) ( Z t - Z t ) ' , (10.1.5) 
due to the f ac t t ha t by (10.1.1) and (10.1.3) 
E ( U t \ Z t . 1 , Z t . 2 , . . , ) = 0 a . s . (10.1.6) 
Thus the mean square error matrix E WtWt' of the altemative 
forecasting scheme dominates E UtUt' by a positive semidefinite 
matrix. 
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10.2 Linear time series regression models 
10.2.1 The Wold decomposition 
The central problem in time series modeling is to find a 
suitable functional specification of the conditional expec-
tation (10.1.1). Often the model is specified directly or 
indirectly as a linear AR(=o) model. This linear AR(«) specifi-
cation can be motivated on the basis of the famous Wold decom-
position theorem, together with the assumption that the process 
(Zt) is stationary and Gaussian, and some regularity con-
ditions. Here we give a special case of Wold's theorem, for 
univariate time series processes. 
Theorem 10.2.1 (Wold decomposltion). Let (Zt) be a univariate 
stationary Gaussian time series process satisfying E Zt= 0. Let 
a2 = E Ut2 > 0, 
where Ut is defined by ^10.1.3), and let for s > 0, 
7S= E ZfcUt.s/cr2 (Note that -y0 - 1). 
Then 
where the process (Wt) is such that 
E WjUt = 0 for aLl j and t; 
(Wt) is deterministic, 
i.e., Wt is a (possibly infinite) linear combination of Wt_lf 
Wt_2, ... without error. Moreover, 
(Ut) is an independent Gaussian process. (10.2.1) 
Proof: Since Zt is stationary and Gaussian E(Zt|Zt_x ,...,Zt_m) 
is a linear function of Zt.1,...,Zt_m, i.e., there exist con-
stants fl, ,...,B such that 
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. E ( Z t | Z t . l f . . . , Z t . t t ) - ^ . ^ j ^ Z t . j ( 1 0 . 2 . 2 ) 
(Cf. e x e r c i s e 1 ) . Def in ing 
•
 U t ,m = Z f E ( Z t | Z t x Z t . m ) 
it follows that (Ut m ,Zt _lif... ,Zt_m) is (m+1)-variate normally 
distributed with Ufc m independent of Zt.1,. ..,Zt.m. Since by 
theorem 9.1.4, 
l i m ^ U ^ » Ut a.s. (10.2.3) 
it follows that Ut is independent of (Zfc_x , . . . ,Zt_j>) for every 
ü > 1, Ut ~ N(0,er2) and Ut is a linear combination of Zt,Zt_1; 
Zt_2 With these hints, (10.2.1) is not hard to prove 
(Cf. exercise 2) . The rest of the proof now follows from the 
original Wold decomposition theorem. See, e.g., Anderson 
(1971,pp.420-421). Q.E.D. 
The next step is to assume that 
the deterministic process (Wt) is zero (10.2.4) 
and that the lag polynomial 
7(L) - 5£=07SLS 
is invertible: 
/3(L) = 7(L)_1 = 2£=Q/3SLS. (10.2.5) 
See Anderson (1971,pp 423-424) for precise' conditions under 
which (10.2.5) holds. Taen 
2v.o0.Zt-. = ut> (10.2.6) 
hence, since ^0-l, 
Zt = S^C-/?,)^., + Ut, (10.2.7) 
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which is an ARO) model. 
In practice one often assumes that the lag polynomial 
7(L) is rational, i.e. 
7(L) - 0(L)/a(L), (10.2.8) 
where 
0(L) - l-Sf=10sLs (10.2.9) 
a(L) - 1-25.1a.L- (10.2.10) 
are finite-order lag polynomials with no common roots, and all 
roots outside the unit circle. Then, with condition (10.2.4), 
o(L)Zt - 0(L)Ut, (10.2.11) 
which is an ARMA(p,q) model. 
10.2.2 Linear vector time series models 
Similar results also hold for vector time series proces -
ses. If (Zt) is a k-variate stationary Gaussian process then 
under some regularity conditions we have 
Zt - ^=orsUt-s (10.2.12) 
where Ts = (E ZtUt_s')(E U tU t') _ 1. Again assuming that the 
matrix-valued lag polynomial 
r(L) = sf=0rsLs <r0 - i) (10.2.13) 
is invertible with inverse 
B(L) - r ( L ) " 1 - £^ Q B S L S ( B 0 - I ) ( 1 0 . 2 . 1 4 ) 
t h e model becomes a VAR(«>) model: 
Z t - 2 £ _ 1 ( - B , ) Z t _ , - + U t . ( 1 0 . 2 . 1 5 ) 
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If T(L) is rational, i.e. 
r(L) = A(L)-1e(L) (10.2.16) 
with 
A(L) = I-SP=1ASLS (10.2.17) 
• 8(L) = I-S^=19SLS: (10.2.18) 
then (under some regularity conditions), the model becomes a 
VARMA(p.q) model: 
A(L)Zt - 9(L)Ut (10.2.19) 
with A(0) = 9(0) = I. 
VARMA models, however, may be considered as systems of 
ARMAX models. This is obvious if 9(L) is diagonal, but also if 
not each equation in (10.2.19) can be written as an ARMAX 
model. To see this, observe that 
e(L)"1 = (de-t 8(L))"1C(L), 
where C(L) is the matrix of co-factors of 9(L) . Multiplying 
both sides of (10.2.19) by G(L) then yields 
C(L)A(L)Zt = (det 6(L))üt. (10.2.20) 
The polynomial matrix ^(L) — C(L)A(L) consists of finite-order 
lag polynomials, and also <p(L) — det 9(L) is a finite-order lag 
polynomial. The first ejuation of (10.2.20) therefore takes'the 
form 
zi.t + ^ = i2j=i^i,i jZi.t-j =Ui,t +2 j? = l 7 jU l t_. (10.2.21) 
Denoting 
^t = Z-L ^
 t , X,. = ( Z 2 t Zk t) ' ., Vt = U1 t 
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we can now wri te (10.2.21) in ARMAX form as 
Yt " 2 j ! i a j Y t - ó + S j I ^ ö ' X t - j + Vt + 2 ^ 7 ; V t _ , (10.2.22) 
F ina l ly , for the case q*=0 we get an ARX-model. 
Exercises: 
2. Prove (10 .2 .2 ) . 
3. Prove (10 .2 .1 ) . 
10.3 ARMA memory index models. 
10.3.1 Introduction 
The linearity of the time series models discussed in 
section 10.2 is due to the assumption of normality of the time 
series involved. Normality, however, is by no means a necessity 
for time series. So the question arises what can be said about 
the functional form of the conditional expectation (10.1.1) if 
the process (Zt) is non-Gaussian. 
In this section we discuss the ARMA memory index modeling 
approach of Bierens (1988a,b). This approach exploits the fact 
that all time series are rational-valued. One could consider 
the rationality condition as an assumption, but in practice one 
cannot deal with irra*:ional numbers, hence time series are 
always reported in a finite number of decimal digits and 
consequently time series are rational-valued by nature. Thus, 
the rationality condition is an indisputable fact rather than 
an assumption. 
In this section xt will be shown that in conditioning a 
k-variate rational-valued time series process on its entire 
past it is possible to capture the Information contained in the 
past of the process bj' a single random variable. This random 
variable, containing all relevant information about the past of 
the process involved, can be formed as an autoregressive moving 
average of past observations. Hence the conditional expectation 
involved then takes the form of a nonlinear function of an 
autoregressive moving average of past observations. In 
particular, for univariate rational-valued time series 
processes (Zt) it will be shown that there exist uncountably 
many real numbers r e (-1,1) such that 
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E(Zt\Zt.1,Zt.2,Zt.3,...) = E(Zt\l^=1r^1Zt.i) a.s. 
(10.3.1) 
Moreover, if Zt is k-variate rational-valued there exist 
uncountably many r e (-1,1) and 6 e Rk such that for i=l,...,k, 
E(Zit|Zt.1)Zt.2)Zt.3j...) - E(Z i t|2», 1H- 1^Z t. j) a.s. 
(10.3.2) 
where Zt t is the i-th component of Zt. 
This result is not specific for the geometrie weighting 
scheme involved. More generally, it will be shown that there 
exist uncountably many sets of rational lag polynomials 
y>i#j(L) = Vi;j(L)M2)(L), (i,j = 1 k), 
where 
Vi^(L) and ^ 2 )(L) 
are finite-order lag polynomials, such that for i—1,2 k, 
E(Zit|zt.1,Zt.2,Zt:3,...) = E(Zijfc|s;,1^ij(L)Zjjt.1) a.s. 
(10.3.3) 
Since a conditional expectation can be written as a Borel 
measurable function of the conditioning variable, the result 
(10.3.3) implies that for each permissible lag polynomial 
ij)i j (L) there exists a 3orel measurable real function ft t such 
that 
E(Zit|Zt.1,Zt.2tZt.3,...) - f i f c O S j ^ ^ D Z j ^ ) a.s. 
(10.3.4) 
Denoting 
(10.3.5) 
we see that the conditioning variable in (10.3.3) can be 
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written in ARMA form: 
^
2 > ( L ) | i j t = ^ ^ ( D Z , ^ . (10.3.6) 
Consequently, specifying the data generating process as an ARMA 
process is equivalent to specifying the response functions 
fL t, for a particular set of rational lag polynomials ^ j(L), 
as time invariant linear functions. Moreover, in the 
multivariate case one may interprete the conditioning variable 
^
 t as a one-step ahead forecast with an almost arbitrary 
linear ARMAX model for ZL t . This an be seen if one replaces 
£i
 t in (10.3.6) by Z± t-VL t, where (Vi t) is the error 
process. The X-vector involved then consists of all components 
of Zt except Zt t. Thus, the best one-step ahead forecasting 
scheme is a Borel measureable real -function of a one-step ahead 
forecast with an almost arbitrary linear ARMAX model. 
Specifying the equations in the VARMA model (10.2.19) as ARMAX 
models is therefore equivalent to specifying the corresponding 
functions f± t in (10.3.4) as linear time invariant functions. 
Furthermore, all the non-linearity of the conditional expec-
tation function (10.3.4) is now captured by the nonlinearity of 
the functions ft t , and the impact of heterogeneity of the 
process (Zt) on the conditional expectation involved is 
captured by the time dependence of f± t. 
As the conditioning variable (10.3.5) carries the memory 
of the process, plays s. similar role as the index in the index 
modeling approach of Sf.rgent and Sims (1977) and Sims (1981), 
and can be written in ALIMA(X) form, we have called our approach 
Auto-Regressive Hoving Average (ARMA) Memory Index Modeling and 
the index (10.3.5) will be called the ARMA memory index. 
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10.3.2 Finite conditioning of univariate rational-valued time 
series 
Let (Zt) be a Q-valued stochastic process, where Q is the 
set of rational numbers. If 
E|Zt| < * for every t, (10.3.7) 
then E(Zt |zt_x , . . . ,Zt_m) exists for any integers t and HI > 1 
(see chapter 3) . Now our aim is to show that the conditioning 
variables Zt_x,...,Zt_m in this conditional expectation may be 
replaced by 27?
 xr
d _ 1Z t_ ^  for some real numbers r, provided m is 
finite. 
Suppose there exists a Borel measurable one-to-one 
mapping $m from Qm (the m-dimensional space of vectors with 
rational-valued componehts) to a subset of R. Then 
(Zt_x,...,Zt.m) and «„CZ,..! Zt-m> 
generate the same Borel field, hence by the definition of con-
ditional expectation 
E(Zt|Zt.1,...,Zt.m) - E(Zt.|*B(Zt_lf...,Zt_n)) (10.3.8) 
for each t, provided (10.3.7) holds. Thus we see that by using 
such a one-to-one mapping $m we can reduce the number of 
conditioning variables from m to one. This easy result, which 
is reminiscent of the approach in chapter 8, is the core of our 
approach. 
The function $m may be constructed as follows. Let 
$m(w|r) = S ^ W j H " 1 , (10.3.9) 
where 
w - (wx w m ) ' € Qm, re R. (10.3.10) 
Moreover, let for w( x) e ( f , w ( 2 ) e Qm, 
^ ( w 1 1 1 , » 1 2 1 ) - ( r S R : $ m ( w ( 1 ) | r ) = $m (w< 2 > | r) } . (10.3.11) 
In other words, R^  (w( x) ,wc 2 5 ) is the set of real roots of the 
(m-1)-order polynomial 
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$m(w(1>|r) - $m(w(2)|0 - ^=1(wj1)-wj2))rJ"1. (10.3.12) 
It is well-known that if w(1) ^ w(2' , so that for at least one 
j. 
w j 1 J * w j 2 ) , 
the number of real roots of the polynomial (10.3.12) does not 
exceed m-1. Thus if wci) * w(2) then Rm(\T(1) ,wc-Z) ) is a finite 
set of size less than or equal to m-1. Since Q is a countable 
set [see Royden (1968, proposition 6 at p.21)] and since the 
union of a countable collection of countable sets is countable 
itself [Royden (1968, proposition 7 at p.21)], we now obviously 
have that the set 
Sm - URn(w(1),W(2)) (10.3.13) 
is countable, where the union is over all Qm -valued unequal 
wc x
)
 and w(2). Thus for^ r € R\Sm we have that 
w ( l ) e Qmj w ( 2 ) e qa> $ m ( w C l ) | r ) = ^(w(2)|r) ^ w<1)_ w(2) 
(10.3.14) 
and vice versa. This proves that for r e R\Sm the function 
$m(w|r) is a one-to-one mapping from Qm to a subset of R. 
Taking 
S = U ^ = 1 S m , (10.3.15) 
which is a countable union of countable sets and therefore 
countable itself, we now see that the following theorem holds. 
Theorem 10.3.1 Let (Z. ) be a Q-valued stochastic process 
satisfying E|zt| < <» for all t. Then there exists a countable 
subset S of R such that r e R\S implies 
E(Zt|Zt.!,...,Zt.3) - E(Zt|S™=1Zt.jH-1) a.s. (10.3.16) 
for m=l,2,3,... and t=...,-2,-1,0,1,2,3,... 
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Remark: Note that this result carries over for processes (Zt) 
in any countable subset of R, as we only have used the 
countability of Q for proving Theorem 10.3.1. Thus, the theorem 
remains valid if the Zt are Borel measurable transformations of 
Q-valued random variables, for countability is always 
preserved. 
10.3.3 Infinite conditioning of univariate rational-valued time 
series 
In this subsection we shall set forth conditions such 
that (10.3.1) holds for each t and each re(-l,l)\S, where S is 
the same as in theorem 10.3.1. Intuitively we feel that 
(10.3.1) requires the following condition: 
The process (Zt) *.s such that for every t and every 
r e (-1,1), S?=1Zt.jH"1 converges a.s. (10.3.17) 
As has been shown in Bierens (1988a), this condition is implied 
by the following assumption: 
Assumption 10.3.1 Let supt E | Zt | < <*>. 
Now if condition (10.3.17) holds then 
(Z^.Z^,...) and ( Z ^ Z ^ j H - 1 ^ . ^ ^ . ^ , . . . ) 
generate the same Borel field, because both sequences can then 
be constructed from 
(~j=l^t-j r >^t-m-l>^t-m-2'•••) 
and vice versa. Since this conclusion holds for every m > 1, it 
follows that under the conditions of theorem 10.3.1 and 
condition (10.3.17) or assumption 10.3.1, re(-l,l)\S implies 
E(Zt\Zt.x,Zt.2,...) = ECZt jSj,.1Zt_Jr'ï-1 .Zt..,.! ,Z t. m_ 2 , . . .) a.s. 
for every m > 1 and t, hence for every t, 
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E(ZtlZt-l>Zt-2••••) ~ 
- limm-«0E(Zt|S°0=1Zt.jr-3-1)Zt.in_1>Zt.[n.2,...) a.s. 
(10.3.18) 
For showing (10.3.1) we now need additional conditions 
ensuring that the impact of Zt_m_i izt-m-i > • • • o n the c°n-
ditional expectation at the right hand side of (10.3.18) 
vanishes as m -*• <*>. In Bierens (1988a,b) we have shown that v-
stability with respect to an a-mixing base, together with some 
regularity conditions, will do. However, the proof involved is 
rather complicated. Therefore we impose here the following 
extention of the mixingale condition. 
Assumption 10.3.2 Let F ^ be the Borel field generated by 
z t > z t -1 > z t - 2 ' z t - 3 > • • • 
and let Fj° be the Borel field generated by 
z t > z t +1 > z t + 2 > z t + 3 > • • • 
Let 2 < «• be an arbitrary integer and let Wt be an arbitrary 
GO ,, 
random variable defined on F . satisfying E W| < <». Moreover, 
let {G^ao) and {H^a,} be arbitrary sequences of Borel fields such 
that Gb.a c F^ co and tf^ : F*». For every t and every m > 0 there 
exist constants ct , r/)m , with i>m -* 0 as m -* «J, such that 
[E{E(Wtjfft.i1 V Hl^-1) - E(Wt|Gt_;1)}2]^< ct^m. 
This assumption is stated more generally than needed here. We 
will need its full extent in chapter 11. 
Admittedly, assumption 10.3.2 looks quite complicated. 
However, it simply states that the impact of the remote past of 
Zt , where the remote past involved is represented by H1.^"'1 , 
vanishes as m -+ « 
In the case (10.:. 18), Wt-Zt , tf*:*, - F^» and G^1 is the 
Borel field generated ty S?=1Zt_jH"x , hence assumption 10.3.2 
and Chebishev's inequallty imply 
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- m - l ' ^ t - m - 2 ' • • • ' 
= E C Z j S ^ Z ^ H " 1 ) . 
From theorem 2.1.6 it now follows that there exists a 
subsequence (m^) such that 
ECZjs-^Z^jH- 1 .Zt.mri,Zt_mi_2, • • •) 
- E(Zt\l%mlZt.iT*-J-) a.s. as i -> «,, 
hence the limit (10.3.18) must be equal to the latter con-
ditional expectation as well. Thus we have : 
Theorem 10.3.2 Let the conditions of theorem 10.3.1 and assump-
tions 10.3.1 and 10.3.2 be satisfied. There exists a countable 
subset S of R such that r€(-l,l)\S implies 
ECZjZt.^Z^,...) = E(Zt\^1Zt.ir^1) a.s. 
for t=...,-2,-1,0,1,2,3 
10.3.4 The multivariate case 
If Zj S Q * we may proceed in the same way as bef ore, 
hence theorems 10.3.1 and 10.3.2 carry over to rational-valued 
vector time series processes. However, the ARMA memory index 
S?5-, Z^ . , H "1 is then multivariate too. 
We can get a scalar ARMA memory index by using the 
concept of a linear separator introduced in chapter 8 (cf. 
definiton 8.2.1). Thus, let 0eRk be a linear separator of the 
countable set Qk. Then 
E(Zt\Zt.1,Zt.2,...) = E(Zt\9'Zt.l,9'Zt.2,...) a.s. 
and moreover the procass (0'Zt) is still countable-valued. 
Applying theorem 10.3.I we now conclude that for each linear 
separator 8 of Qk there exists a countable subset Sg of R such 
that for each re(-l,l)\3^, 
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E(Zt|Zt_lfZt_2>...) = E C Z j ^ ^ ' Z ^ j H " 1 ) a.s. (10.3.19) 
We recall that the set 90 of vectors 8 e Rk that are not linear 
separators of Qk has Lebesgue measure zero. See theorem 8.2.1. 
This result, together with the countability of Sg for each 
linear separator 8, imply that there exists a set NcRk+1 with 
Lebesgue measure zero such that (10.3.19) holds for 
(8,r) e Rkx(-1,1)\N. To see this, draw r from the uniform 
[-1,1] distribution, draw the components of 8 independently 
from say the uniform [a,b] distribution and let 
rt(r,*) = E{I[E(Zt|Zt.,Zt.2,...) - E(Zt\^18'Zt.iT^-1)]\r,8} 
Then 
E ft(f-«) = / k , ,.,{ƒ, , _St(r,8)dT)d8 
x*
 = 1[a,b] "[-1,1]' 
{xk=1[a,b]}\e0{J(-i,i)\sö-- ƒ k r , , , <ƒ,,,„ ft(r,Ö)dr}dö = 1, 
which implies that (10.3.19) holds except for (8,T) in a set 
with Lebesgue measure zéro. Thus we have: 
Theorem 10.3.3. Let (ZJ.) - ((Z1 # t, . . . ,Z k _ t) ') be a Qk-valued 
stochastic process satisfying EJZt | < «> for every t. There 
exists a subset N of Rk+1 with Lebesgue measure zero such that 
(ff.r) e Rkx(-1,1)\N implies 
E(Zi,t|Zt-i .Z..-,n) - E(Z i t|^ = 1ö'Z t. jH- 1) a.s. 
(10.3.20) 
for m-1,2,...,i=l,2,.. ,k and t-...,-2,-1,0,1,2,3, .. . ïf in 
addition assumptions 10.3.1 and 10.3.2 are satisfied, then 
E(Zit|Zt.1,Zt.2,...) - E(Z i t|^ xö'Z t. jH- 1) a.s. 
(10.3.21) 
for i-1,2,...,k and t=.,.,-2,-1,0,1,2,3,... 
For showing that (10.3.3) holds for uncountably many 
rational lag polynomials we need the following generalisation 
of theorems 10.3.1 and 10.3.2. 
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Lemma 10.3.1. Let (Zt) be a Q-valued stochastic process with 
E j Zfc | < °°. Let q be an arbitrary positive integer. Let Cx be 
the set of complex numbers with absolute value less than 1. 
There exists a subset S of Cq with Lebesgue measure zero such 
that (T1 r ) ' e Cq\S implies 
E(Z|Zt_x Zt.mq) - E(Zt|n]=1{(l-(r/gL)m)/(l-riL)}Zt.1) a.s. 
, (10.3.22) 
for m-1,2,3,... and t-...,-2,-1,0,1,2,3,... If in addition 
assumptions 10.3.1 and 10.3.3 hold then 
E(Zt|zt.1(Zt.2,...) -VECZtlnJ^tl/d-riDJZt.j) a.s . (10. 3 . 23) 
for t-...,-2,-1,0,1,2,3,. . . 
Proof: Let (wt) be an arbitrary sequence of rational numbers. 
Denote for q > 1, m > 1, 
^
1}(TX) = S^oV^t-j = ((l-(r1L)m)/(l-r1L))wt, 
x^^,^,...,^) -^ijr^x'?:1^,^,...,^) 
- n^1((l-(r/gL)m)/(l-riL))wt. 
Suppose for the moment that rj,,..,^ are real-valued. Now draw 
7X,...,T independently from the uniform [0,1] distribution. 
Then 
P[34q)(r1 7q) - 0\T1,...,TCI} = 0 a.s. 
if at least one of the 
j4?J1)(r1>...,rq.,), j=o,...,m-l, 
is unequal to zero, whereas 
P[x< <*>(?!, 7q) = 0\T1,...,T(I} = 1 a.s. 
if all the x £ ? T x ) ( 7 l t . . . , 7 x) are zero. Thus 
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• ^ - o , . ; . - ^ ^ " ^ V i > - 0 ] 
and consequently 
p r ^ ^ o - ! , . . . , ^ ) - o] 
-
 E minj-o...»-iIté?j"1)(n.---.Vi> - 0 ] 
* "**j-o , . ..-iPt^ïj1' <'i V i > = 0 ] • 
By recursion it therefore follows 
P ^ * ^ , . . , ? ^ ) - 0] 
*
 minj-o...q(m-i)p[^-j(?i) = 0]. (10.3.24) 
But 
P ^ 1 ' ^ ) - 0) - 0 If at least one wt.j (j=0,..,m-l) 
is unequal to zero, 
P ^ 1 » ^ ) = 0) = 1 if wt.j - 0 for j-0,..,m-lf 
hence 
P(x<1>(r1) - 0) = min. = Qi ..^„iKwt.j - 0). (10.3.25) 
Combining (10.3.24) and (10.3.25) now yields 
P I x ^ ^ , . . . , ? , ) ; - 0]< minJ.0f>i(B.1)qI(wt.J = 0). 
This result shows that there exists a subset S* of x'x(-1,1), 
depending on wt ,wt_x,...,wt , _x . , which has Lebesgue measure 
zero if one of these wt_j's is unequal to zero. The set S in 
lemma 10.3.1 is now the countable union of all these null sets 
S*. 
The case that the J % are complex-valued is similar. For 
example, let 
7^ - Pj>(cos TJ)£ + i*sin ^JJ) , 
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where the ~p % are drawn independently from the uniform [-1,1] 
distribution and the Vi are drawn independently from say the 
Standard normal distribution. 
The rest of the , proof of lemma 10.3.1 similar to the 
proofs of theorems 10.3.1 and 10.3.2. Q.E.D. 
Now let r be the set of vectors 7 — (-yx , . . . , 7 )' e R5 
for which the polynomial l+S|a=17sLs has roots all outside the 
unit circle. Realizing that these roots are related to 
7i.•••»7„ by a one-to-one mapping, the following corollary of 
part (10.3.23) of lemma 10.3.1 is easy to verify. 
Lemma 10.3.2. Let the conditions of part (10.3.23) of lemma 
10.3.1 hold. There exists a subset S of T with Lebesgue 
measure zero such that 7 = (7X 'T»)' e ^ \S implies 
ECZjZt.^Zt^,.. ) - E(Zt|(l/(l+S^=17sLs))Zt.1) a.s. 
for t-...,-2,-1,0,1,2,3,... 
Moreover, part (10.3.21) of theorem 10.3.3 can now be 
generalized as follows: 
Lemma 10.3.3. Let the conditions of part (10.3.21) of theorem 
10.3.3 hold and let q be an arbitrary positive integer. There 
exists a subset N of Rkxr with Lebesgue measure zero such that 
(d,7) e Rkxrq\N implies 
E(Zt|zt.1,Zt.2,...) - E(Zit|(l/(l+S^=l7sLs))ö'Zt.1) a.s. 
for i-1,2,...,k and t=...,-2,-1,0,1,2,3 , . . . 
Proof: Similarly to theorem 10.3.3. 
Applying lemma 10.3.3 to the sequence: 
(Z*) with Z* = (Z.'.ZtV Z t- P')', 
our main theorem below now easily follows. 
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Theorem 10.3.4. Let p and q be arbitrary integers satisfying 
p > O, q > 1. Let 
tf(L|/3,7) - (Zf
 = 0/3 sL s)/(l+2^ = l 7 sL s), 
where 0 - (J30 ,p% , . . ,0p) 'e Rp + 1, 7 = (7i,...,7q> e Rq • Moreover, 
let r be the set of all 7 e Rq for which the lag polynomial 
1+Zq_,7-Ls has roots all out the unit circle. Under the 
S * 1 ' s 
conditions of theorem 10.3.3 (part (10.3.21)) there exists a 
subset M of R<P + 1 ) kxr q with Lebesgue measure zero such that 
08i,i - Ö i k l 7 i ) G R P + 1 ) k x r q \ N implies 
E(Z i t|Z t. 1 )Z t. 2 l...) - E(Z i ; t|2* = 1V(L|^ i j j I7 i)Z j f c. 1) a.s. 
(10.3.26) 
for i=l,2,...,k and t=...,-2,-1,0,1,2,3,... Consequently, for 
each permissible rational lag polynomial i>(h\0i j,7i) there 
exist Borel measurable real function ft t(.) depending on ^  x , 
Pi 2 •» • • • >Pi k anc* Ti s u^h that 
E(Zlft|Zt.1.,Zt.2,...) - fi.tC^-i^aliSi.j^OZj^.!) a.s. 
(10.3.27) 
for i-1,2,...,k and t-.,.,-2,-1,0,1,2,3,... 
10.3.5 The nature of the ARMA memory index parameters and the 
response functions 
In discussing the nature of the ARMA memory index para-
meters we shall first focus on the univariate case. Thus we now 
ask the question what the nature of a permissible r in (10.3.1) 
is, i. e. , is r in general irrational or are also rational r' s 
permissible? We recall that a permissible r is such that the 
polynomial 
2P.-w.rJ"1 (10.3.28) 
J I J 
in non-zero for arbitrary m > 1 and arbitrary rational numbers 
w, not all equal to zero. But for m = 2, w1+w2r=0 for 
r=-w1/w2 , so that for given rational r we can always find 
rational numbers Wj such that the polynomial (10.3.28) equals 
zero. Obviously the same applies if only integer-valued wj ' s 
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are allowed. Hence the permissible r's are in general 
irrational. By a similar argument it can be shown that in the 
case of (10.3.26) at least some of the parameters in fl\ j and 
7A will likely be irrational. 
What is the consequence of the irrationality of the ARMA 
memory index parameters for the nature of the response 
functions? If we would piek an arbitrary permissible r the 
Borel measurable real function ffc T for which 
E(Zt|zt.1(Zt.2,...) - ECZjS^r-»-1^.,,) 
will likely be highly discontinuous, as this function has to 
sort out Zt.1 ,Zt_2 ,Zt_3 , . . . from ^ 1 r ó ' 1 Z t . i . See Sims(1988). 
On the other hand, if we choose r such that 
Zt a n d S ^ r J - ^ . j 
are strongly correlated, and thus that 
^.rC^-x'^Zt-j) a n d ST=l^" 1 Zt-j 
are strongly correlated, then the function f will be close 
to a linear function. In any event, lemma 9.3.3 shows that the 
possible discontinuity of ffc T is not too dramatic, as ft T can 
always be approximated arbitrarily close by a uniformly 
continuous function. Thus, given an arbitrary S G (0,1), a 
permissible r e (-1,1) and the condition E|Zt| < <», there 
exists a uniformly continuous real function g,. such that 
Elft,r(2™=1^"1Zt-j)-St,T(2«5=1rj-1Zfc.J)| < 52 (10.3.29) 
and consequently by Chebishev's inequality, 
P{|ft,T(^=1^"1Zt-j)-St,T(2«>=1H-1Zt.J)| < S } > 1-5. * 
(10.3.30) 
We have argued that the ARMA memory index parameters are 
likely irrational. Sir.ce computers deal only with rational 
numbers we therefore annot calculate the ARMA memory index 
exactly in practice. However, it is possible to choose a 
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rational r* close to r such that "almost" all Information about 
the past of the data generating process is preserved. The 
argument goes as follows. Due to the uniform continuity of gt 
there exist real numbers rj > 0, p e (0,1) and a rational number 
T^ close to r such that 
pt|gt,r(ST-i'-J'1Zt-i)-i5t,r(Sj,-1r*J-1Zfc.;,| <S } 
> P{|2-=1rJ-1Zt.j-2«J=1r^-1Zt.j| < r,} 
> P{.|r-T*|^>.2(j-l)/.J-2|Zt.J| < r,), (10.3.31) 
where 1 > p > max( | r | , | r* | ) . The last inequality f ollows f rom 
the mean value theorem. Thus by Chebishev's inequality 
> l-|7--r*|S«3=2a-l)pJ-2E|zt.j|A ^ IS (10.3.32) 
if 
| r - r * | < 5 r ? ( l - / J )2 / sup t E |z t | . (10.3.33) 
Combining (10.3.30) and (10.3.32) we see tha t for a r b i t r a r y 
S e (O,*), 
P { | f t , r ( 2 » = 1 H - 1 Z t . j ) - g t ) T ( 2 ^ 1 r ^ - 1 Z t . j | < S) 
> 1-25 i f (10.3.33) holds . (10.3.34) 
It should be noted that the rational-valued r* depends in 
general on the time index t. However, if the process (Zt) is 
strictly stationary we can piek a constant r*, as is not too 
hard to verify f rom (10.3.29) through (10.3.34). In that case 
the functions ffc T and gfc T are independent of t. Summarizing, 
we have shown: 
Theorem 10.3.5. Let (Zt) be a strictly stationary univariate 
rational-valued process. Let assumptions 10.3.1 and 10.3.2 hold 
and let 5 e (0,4) and re(-l,l)\S be arbitrary, where S is the 
same as in theorem 10.3.1. There exists a uniformly continuous 
real function gT and a rational number r* in a neighborhood of 
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r such that 
PllECZjZt.j.Zt.a,...) - gT0^=1T^~1Zt.i)\ < 5} > 1-25 
(10.3.35) 
Finally, a similar result can be shown for the general case in 
theorem 10.3.4. Thus: 
Theorem 10.3.6. Let the conditions of theorem 10.3.4 hold and 
assume in addition that (Zt) is strictly stationary. For 
arbitrary 5 e (0,H) and (^
 1,...,fii k ,-y±) e R<p+15kxrq\N there 
exist uniformly continuous real functions gA and vectors 
08?, i, •••.#,*,7?) eQ(P+1)kX(rqnQ«) such that 
P{|E(Ziifc|Zt.1IZt.2,...)-gi(s5 = 1V.(L|^jj)7*)ZJjt.1)| < 5} 
> 1-25 (10.3.36) 
for i-1,2 k and t=...,-2,-1,0,1,2,3,. . . 
10.3.6 Discussion 
We have shown that in modeling rational-valued time 
series processes as conditional expectations relative to the 
entire past of the process involved, it is possible to capture 
the relevant Information about the past of the process by a 
'single random variable, called an ARMA memory index. Given this 
ARMA memory index, the specification of the model then amounts 
to specifying a nonlinear response function defined on the real 
line. Although this response function might be highly discon-
tinuous, it can be approximated arbitrarily close by a uniform-
ly continuous real function of an ARMA memory index with 
rational-valued parameters. 
One might argue that our approach is merely a sophis-
ticated variant of representing a one-sided infinite sequence 
of variables as a decimal expansion of a real variable. For 
example, let the univarLate stochastic process (Zt) be integer-
valued with values 0,1,...,9, and define 
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Then £t contains all the information about the past Zt.x, Zt_2, 
... of the process under review, hence 
E(Zt[Zt.1,Zt.z,...) -E(Zt.|£t) a.s 
In particular if 
E(Zt\zt.1,Zt.2,...) - i>(Zt.1>Zt.2,..), 
where i> is a real function on the space of one-sided infinite 
sequences of integers, then 
E ( Z t I Z t _ ^ , Z t _ 2 , . . • ) 
= ^([ft].[ioet]-io[et],iio2ft]-io[ioet3,iio3$t]-io[io2$t],..) 
- V>*(£t), 
say, where [x] denote truncation to the largest integer less or 
equal to x. Even if the function t/> is well-shaped, the function 
ij> is highly discontinuous. Moreover, one might argue that 
knowing ij> is not of much help, as it is impossible to store £t 
exactly in the memory- of a computer. Admittedly, the above 
primitive index is i.i general of limited use. The main 
contribution of our approach, however, is that a one-period 
ahead forecast on the basis of an almost arbitrary ARMAX model 
will work too. Modeling time series by ARMAX models can 
therefore be interpreted as specifying the response function 
ft in theorem 10.3.4 as a linear time invariant function, and 
estimation of an ARMAX model an be interpreted as looking for 
an ARMA memory index for which the response function is linear. 
Fitting an ARMAX model to the data forces the nonlinear 
response function towards a linear function. A good forecasting 
performance of the estimated ARMAX model then indicates that 
the corresponding response function ft t is close to a linear 
function, as the best forecasting scheme is the one which 
represents the expeotation of the dependent variable 
conditional on an ARMA memory index. Thus if one accepts ARMAX 
models as useful approximations of time series processes then 
actually one accepts the existence of a tractable ARMA memory 
index with corresponding response function close to a linear 
function. 
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The problem of storage of the ARMA memory index is not 
typical for our approach but a universal problem. For example, 
transforming the data by say a log transformation will result 
in loss of information, due to the finiteness of data storage 
in a computer. Whether this problem is serious or not for our 
ARMA memory index depends on the dependence of the data. Take 
for example the above primitive index £t . Storing £t as a 
doublé precision variable yields 29 significant decimal digits 
(in CDC Fortran5). Thus at least we can sort out Zt.1,...,Zt_29 
from £t. If Zt is almost independent of Zt_j for j > 29 then 
E(ZtIZt.!,Zt_2,.. ) ~ E(ZtIZt_x,...,Zfc_2g) ~ E(Zt|£t). 
10.4 Nonlinear ARMAX models 
The lesson we learn from the argument in the sections 
10.2 and 10.3 is that the class of linear ARMAX models forms a 
good starting point for modeling vector time series processes. 
In modeling the conditibnal expectation 
E(zi,tlzt-i>zt-2>•• •) 
one should first look for the best fitting linear ARMAX model, 
as this strategy forces the nonlinear function ft, which maps 
the corresponding ARMA memory index £t t into this conditional 
expectation, towards a linear function. Then apply various 
model misspecification tests to check the validity of the 
linear ARMAX model. We will consider these tests in the next 
chapter. If these tests indicate the presents of misspeci-
fication one could then try to model the nonlinear function ft, 
for which E(Z± t\$± t) = f±(£± t ) , for example by specifying ft 
as a polynomial of a bounded one-to-one transformation of ^
 t, 
similarly to the approach in chapter 8. Moreover, one could run 
a nonparametric regression of ZL t on ^ t to find a suitable 
functional form of fL . The latter approach is suggested in 
Bierens (1988a, section 6.2) and worked out further in Bierens 
(1988c). Also, plotting Zt t and £t t may reveal the form of 
this function f± . Thus, if the linear ARMAX model fails to pass 
model misspecification tests we may think of specifying a 
parametric family for the function fL , say f(.,a), where a is a 
parameter vector. This approach gives rise to a model of the 
form 
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Yt = ftd+Sj.^jL^^CSP.^'Zt.j),»] + U t . 
where Yt is one of the components of Zt , (Ut) is the error 
process (which should now satisfy E(Ut |Zt_x ,Zt_2,...) =0 a.s.) 
and the f}, 's and 7 — (7-, , . . . ,7 2)' are parameter vectors. In the 
sequel, however, we shall not deal with this class of models, 
for the simple reason that these models have not yet been con-
sidered in the literature, hence the sampling theory involved 
is yet absent. The mean reason for introducing the ARMA memory 
index modeling theory i's that it plays a key-role in our con-
sistent model misspecification testing approach, in chapter 11. 
Alternatively, if a linear ARMAX model does not pass our 
model misspecification tests one could follow Sims' (1988) com-
mon sense approach and add nonlinear terms to the best linear 
ARMAX model to capture the possible nonlinearity of the con-
ditional expectation function. How these nonlinear terms should 
be specified depends on prior knowledge about the phenomena one 
wishes to model. This specification issue falls outside the 
scope of this book. Quoting Sims (1988): There is no more 
general procedure available for inference in infinite-dimen-
sional parameter spaces than the common sense one of guessing a 
set of finite-dimensional models, fitting them, and weighting 
together the results according to how well the models fit. This 
describes the actual behavior of most researchers and decision 
makers. ( ) Thus, if we are unsure of lag length and also 
believe that there may be nonlinearity in the system, a reason-
able way to proceed is to introducé both a flexible distributed 
lag specification and some nonlinear terms that can be thought 
of as part of a Taylor or Fourier expansion of the nonlinear 
function to be estimated. Sims' common sense approach will 
lead to a nonlinear ARMAX model of the form 
Yt = g(Zt.1,..,Zt..pl/S) + Ut +Sj„l7<,Ut_j. (10.4.1) 
where g(.,/?) is a known parametric functional form for the AR 
part of the ARMAX model, with y3 a parameter vector. The MA part 
of this model may be considered as a flexible distributed lag 
specification, together with the AR lag structure implied by 
the function g(.,/3). 
In chapter 11 we consider the problem of estimating the 
parameters of model (10.4.1), taking the function g(.,/3) as 
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given, and we derive the asymptotic properties of these estima-
tors under strict stationarity of the data generating process 
(Zt) as well as under data heterogeneity. Also, we consider 
various model misspecification tests, in particular consistent 
tests based on the ARMA memory index approach. 
Remark: Admittedly, many important issues in time series analy-
sis have not been discussed in this chapter. To mention a few, 
we have not paid attention to seasonal adjustment, unit roots 
and co-integration. This certainly does not mean that these 
issues are not important, but merely that they fall outside the 
scope of this book. As f ar as season and unit roots are 
concerned, it will be implicitly assumed that they have been 
removed by appropriate (seasonal) differencing. Moreover, we 
note that unit roots in time series can be detected by 
Phillips' (1987) version of Dickey and Fuller's (1979, 1981) 
tests. For co-integration we refer to Engle and Granger (1987). 
References: 
Anderson,T.W. (1971), The Statistical Analysis of Time Series, 
New York: John Wiley 
Bierens.H.J. (1988a), "ARMA Memory Index Modeling of Economie 
Time Series (with discussion)", Econometrie Theory 4, 1988, 35-
59 
Bierens,H.J. (1988b), "Reply", Econometrie Theory 4, 1988, 70-
76 
Bierens.H.J. (1988c), "Model-Free Asymptotically Best Forecas-
ting of Stationary Economie Time Series", RM1986-32, Faculty of 
Economics, Free University (revised: 1988) 
Dickey,D.A and W.A.Fuller (1979), "Distribution of the Estima-
tors for Autoregressive Times Series with a Unit Root", Journal 
of the American Statistical Association 74, 427-431 
Dickey,D.A and W.A.Fuller (1981), "Likelihood Ratio Statistics 
for Autoregressive Time Series with a Unit Root", Econometrica 
49, 1057-1072 
Engle,R.F. and C.W.J.Gtanger (1987), "Co-integration and Error 
Correction: Representation, Estimation and Testing", Econome-
trica 55, 251-276 
25 
Phillips,P.C.B. (1987), "Time Series Regression with a Unit 
Root", Econometrica 55,,277-301 
Royden,H.L. (1968), Real Analysis, London: Macmillan 
Sargent.T.J. and C.A.Sims (1977), "Business Cycle Mocleling 
Without Pretending to Have Too Much A Priori Economie Theory", 
in: C.A.Sims (ed.), New Methods in Business Cycle Research: 
Proceedings from a Co.iference, Minneapolis: Federal Reserve 
Bank of Minneapolis 
Sims.C.A. (1981), "An autogressive Index Model for the U.S., 
1948-1975", in: J.Kmei.ta and J.B.Ramsey (ed.), Large-Scale 
Macro-Econometrie Models, Amsterdam: North-Holland 
Sims.C.A. (1988), "Comment on ARMA Memory Index Modeling of 
Economie Time Series", Econometrie Theory 4, 64-69 
26 
