Abstract| We here develop optimal criteria for detection and localization of step edges in single look complex (SLC) synthetic aperture radar (SAR) images. By working on complex data rather than intensity images, we can easily take the speckle autocorrelation into account, obtain more accurate estimates of local mean re ectivities, and thus achieve better edge detection and edge localization than with operators known from the literature. Algorithms for the two-dimensional (2-D) implementation of the methods are proposed, and some segmentation results are shown.
I. Introduction I N synthetic aperture radar (SAR) scenes with no texture, an edge can be de ned as an abrupt change in the re ectivity. The presence of speckle, which can be modeled as a strong, multiplicative noise, makes the usual di erential edge detectors ine cient. In particular, the false alarm rate varies with the re ectivity. Several edge detectors with constant false alarm rate have therefore been developed speci cally for SAR images, of which the normalized ratio (NR) 1], 2] and the generalized likelihood ratio (GLR) 3] operators are well-known examples. The latter can be considered as the optimal solution, and is shown to yield better edge detection performance than other criteria that have been proposed. Both operators work on detected (intensity) data, and the speckle is supposed to be Gamma distributed and spatially uncorrelated. They rely on the maximum likelihood (ML) estimator of the local mean re ectivity, which is the arithmetic mean intensity (AMI) in this case. Oliver et al. 3] propose a two-stage algorithm, which rst detects step edges optimally using the GLR operator, and then determines the most probable edge positions. In fact, the same radiometric criterion is used c 1999 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must be obtained from the IEEE.
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in both stages, but the window con guration is di erent: a scanning-window central-edge (SWCE) con guration is used for detection, whereas a xed-window scanning-edge (FWSE) con guration is used to improve the edge localization. SAR data generally has correlated speckle, in which case an underlying hypothesis of the NR and GLR criteria described above is violated. As a consequence, the statistics of the operators will not be exact, and the performance becomes suboptimal. We here develop similar criteria for edge detection and edge localization in single look complex (SLC) images, which give optimal results even when the speckle is spatially correlated. Single look images o er the highest spatial resolution, but the maximum strength of the fully developed speckle makes visual interpretation and automatic analysis of such SAR images particularly di cult. The theoretical study is here restricted to the monoedge case, which means that we suppose that there is never more than one edge within the analyzing window. The presence of multiple edges was considered in 4] . A certain edge direction will also be assumed. The derivation of the optimal criteria is detailed in the rst part of the article. We then address problems related to the two-dimensional (2-D) implementation and propose suitable algorithms. We nally present theoretical and empirical curves which illustrate the supremacy of the new criteria, as well as some segmentation results obtained on simulated and real SAR images.
II. Edge Detection

A. Vectorial Probability Distributions
Let us consider a window centered on a given pixel in a SLC image. The window is split in two parts, containing N 1 and N 2 pixels, respectively. Let Z 1 and Z 2 be the complex signal vectors corresponding to the two half windows, and let Z 0 be the signal vector containing the N 0 pixels of the entire window. If the speckle is fully developed, the probability density functions (PDF's) of the di erent signal vectors are circular complex Gaussian where C Zi is the N i N i complex spatial covariance matrix corresponding to signal vector Z i , i = 0; 1; 2.
B. Neyman-Pearson Test
We want to test the hypothesis H 1 , saying that Z 1 and Z 2 are separated by an edge and cover homogeneous regions with di erent re ectivities R 1 and R 2 , against the null hypothesis H 0 , which says that Z 0 corresponds to a zone of constant re ectivity R 0 . Hence the likelihood ratio 
As the speckle is correlated, Z 1 and Z 2 must be separated spatially by a distance which is greater than the correlation length, in order to be independent. For most sensors the speckle correlation becomes insigni cant for lags of more than one or two pixels. Hence this requirement is not very restrictive in the case of edge detection with the SWCE approach, where a window con guration like the one shown in Fig. 1 
C. Complex Speckle Covariance
For each of the signal vectors Z i , we suppose that the underlying re ectivity R i is constant. If this is true, the multiplicative speckle model allows us to express the covariance matrix of signal vector Z i as C Zi = R i C Si (5) where C Si represents the spatial covariance due to speckle. The spatial covariance matrix C S of the SLC speckle only depends on sensor and SAR processor parameters. Principally, it should therefore be possible to obtain exact values from the data provider. If C S is unknown, it can be estimated on any part of the SLC image where the speckle is fully developed and where the mean re ectivity is not so low that the thermal noise becomes dominant. The underlying re ectivity does not necessarily need to be constant 8]. However, the correlations are not exactly the same in near range and in far range. This can be taken into account by using several di erent matrices when processing over the full swath. To produce the matrices C Si , i = 0; 1; 2, we simply rearrange the elements of C S in accordance with the corresponding signal vectors. The speckle variance is one, so the elements of the covariance matrix C S are the correlation coe cients of the speckle, S ( x; y).
D. Spatial Whitening Filter
The re ectivities R i are in our case unknown and must be estimated. From (1) and (5) it can easily be shown that the ML estimator of re ectivity for SLC images is the spatial whitening lter (SWF), which is given bŷ (6) A whitening lter (WF) was used in 6] to obtain an intensity image with minimal speckle variance from polarimetric data. A combined spatial and polarimetric WF was proposed in 7] for improved target detection. In 9], 10] it was shown that the WF is a ML estimator of texture.
Taking the AMI of N pixels does not reduce the variance by a factor N, as in the case of uncorrelated speckle, but by a factor N 0 < N, and the computed mean values are only approximately Gamma distributed 11]. However, if the data is available in SLC format, the optimal variance reduction factor N can be attained using the SWF. Moreover, the SWF output is truly Gamma distributed.
Let us now assume that the covariance matrix C Si in (6) is not perfectly known, so that we have to use an estimated matrixĈ Si . The expectation of the estimated re ectivitŷ R i computed by the SWF is then given by 10]
which means that the SWF is an unbiased estimator only whenĈ Si C Si . Hence any inaccuracy inĈ Si will introduce a bias onR i . In addition, the thermal noise causes a weak over-estimation of the re ectivities, which slightly reduces the edge contrasts, but this phenomenon is not particular to the SWF. The SWF performs well on correctly sampled complex SAR images, but as it involves a whitening process, it encounters problems in terms of variance reduction and bias when applied to images where a part of the spectrum is zero. Such zero-padding can easily be eliminated by resampling the image, without any loss of information. We have, however, noticed that the SWF computed on a small window yields correct results even if a fraction of the spectrum is zero 12].
The number of multiplications per pixel for the SWF is about N 2 + N, so the computational cost becomes considerable for very large windows. A practical solution is to calculate the SWF on partially overlapping smaller windows within the big window, and then average the results in intensity. The computational complexity of this hybrid lter is only slightly higher than that of the SWF for the smaller window, and it is far more robust to zero-padding in the spectral domain. The performance lies between that of the SWF and that of the AMI 12] .
E. Likelihood Ratio Operator
If the pixels in the band which assures the independence between Z 1 and Z 2 are excluded from Z 0 , N 0 = N 1 + N 2 , and it can easily be shown that jC S0 j = jC S1 j jC S2 j. Using (5) , and in particular the fact that jR i C Si j = R (8) whereR i is computed by the SWF (6). The LR is an optimal detector, in the sense that it maximizes the probability of detection (PD) for a given probability of false alarm (PFA). The PFA is the probability of detecting an edge in a zone of constant re ectivity. However, we see from (8) that depends on the re ectivities R i , which are unknown in our case. Hence the LR is only of theoretical interest here, and it will not be analyzed any further.
F. Generalized Likelihood Ratio Operator
If we replace the unknown re ectivities R i in the LR by the ML estimationsR i , we obtain the GLR. From (8) we see that the GLR is given by log^ = N 0 logR 0 ? N 1 logR 1 ? N 2 logR 2 : (9) While the LR is optimal in the general case, the GLR can only be shown to be optimal in the minimax sense for Gaussian variables 13]. This implies that the GLR given by (9) is an optimal detector, at least for weak edge contrasts.
It is interesting to note that (9) is similar to the expression derived by Oliver et al. for intensity images 3]. The only di erence resides in the way the local mean re ectivities are estimated. As the SWF reduces to the AMI when the speckle is uncorrelated, the criterion presented in 3] is a special case of (9) . Also the GLR for intensity images can therefore be considered as an optimal detector, when the hypothesis of uncorrelated speckle is veri ed.
The PDF of the GLR operator given by (9) has not been developed analytically. In order to compute the theoretical PFA corresponding to a threshold t^ or vice versa, a simple solution is to use the relation between the GLR and a SWFbased version of the double-sided ratio (DR) operator 1] 
For two thresholds t 1 < 1 and t 2 > 1 of the DR, which are used whenR 1 <R 2 and whenR 1 >R 2 , respectively, the PD is given by corresponding to a pair of thresholds t 1 and t 2 can be e ectuated very e ciently through (13) , as the hypergeometric function here reduces to a nite series.
The relation between^ and r is found by rearranging the terms of (9) log^ = ?N 1 log r + N 0 log
In practice, we rst x the PFA that can be accepted. The next step is to nd the appropriate threshold t^ for the GLR, which will be used to decide whether or not an edge is present. We guess a rst value for t^ , solve (14) with respect to r to obtain the two corresponding thresholds t 1 and t 2 for the DR, and compute the PFA by introducing t 1 , t 2 and R 1 = R 2 into (13). The threshold t^ is adjusted and the procedure is repeated until the computed PFA is su ciently close to the desired one. If we measure^ > t^ in a given pixel position, it indicates the presence of an edge with a risk of error equal to the speci ed PFA.
The normalized ratio (NR) proposed by Touzi et al. 1] can also be mapped to r r n = min 
Here, we consider a version of the NR operator whereR 1 andR 2 are computed by the SWF, so that problems due to speckle correlation are eliminated. A given threshold t n for the NR corresponds to the thresholds t 0 1 = t n and t 0 2 = 1=t 0 1 of the DR, which in general are di erent from the optimal thresholds t 1 and t 2 found through (14) . For the SWCE con guration, however, where N 1 = N 2 , it can easily be shown that t 2 = 1=t 1 , so that the GLR and NR performances coincide. The GLR given by (9) was developed under the hypothesis that the half windows can be made independent by introducing a band of pixels between them. If the Z 1 and Z 2 cannot be made independent, due to the correlation length or restrictions on the window con guration, the true GLR can be computed directly from (2), by substituting estimated parameters into the PDF's, similar to the edge localization method described in section III-A. This approach is computationally complex, but we have shown that (9) represents an excellent approximation, and that the speckle correlation between the half windows actually improves the detector performance 16].
III. Edge localization
Edge localization is an estimation problem rather than a detection problem. Assuming that an edge is present within the window, we want to determine the most probable edge position. Edge localization can therefore be considered as a re nement stage following the edge detection procedure described above. The question is how to divide Z 0 into Z 1 and Z 2 .
A. ML Estimator ML estimation of the edge position consists in maximizing the probability density function p(Z 0 ) given in (1) Using the FWSE con guration illustrated in Fig. 1(b) we center the window on the detected edge pixel and split the window in all possible edge positions. As the ML estimator must use the same data set for all positions, we cannot introduce any band of pixels separating the two parts of the window. The signal vectors Z 1 and Z 2 will consequently be dependent. For each pair of signal vectors the SWF de ned in (6) is used to computeR 1 (18) where denotes the element-by-element product of two equally sized matrices. To estimate the edge position using 
Computing (16) with the new cost function U 0 requires about M(N 2 1 + N 2 2 + N 0 ) multiplications per edge pixel, which is far less than for the true ML estimator based on (17).
IV. Two-dimensional Implementation
The description so far is basically one-dimensional. The 2-D implementation poses some additional problems: First, the edge orientation is in general unknown, so that a variety of edge directions must be considered in the edge detection stage. Moreover, the monoedge model is not always veri ed. Depending on the scene type, several edges may co-occur within the analyzing window, especially if a large window is used. Second, we must make sure that the edges that we extract are closed and skeleton if we want them to de ne a segmentation of the image. Finally, it is essential that the edges remain connected and relatively regular in the edge localization stage.
A. Two-dimensional Edge Detection
To detect edges with unknown orientation, a simple approach consists in splitting the analyzing window in several di erent directions. We have chosen to compute the SWFbased GLR given by (9) across the vertical, horizontal, and diagonal axes. The maximum value is retained as the edge strength of the central pixel. However, the PD's and PFA's of the operator are not the same as in the unidirectional case. If the GLR's computed in the four directions were independent, the relation On one hand large windows should be used to reduce the in uence of the speckle on the estimates of local re ectivities. On the other hand smaller windows yield higher spatial resolution and the monoedge model is more easily veri ed. The window size constitutes a compromise between these two requirements.
Rather than using a xed size window, a statistical multiresolution approach like the one described 18] can be used. Weak edges separating large regions can then be detected with large windows, while strong edges between small regions are detected with small windows. The fact that GLR's computed on di erent resolution levels have different statistical signi cance is taken into account: Thresholds corresponding to the accepted PFA are rst computed
B. Two-dimensional Edge Extraction
Plain thresholding of the edge strength map computed by the multidirectional (multiresolution) GLR operator generally produces isolated edge segments that are several pixels wide. Closed, skeleton boundaries de ning a segmentation of the image can be obtained by applying the watershed algorithm 19] to the edge strength map. The watershed algorithm usually yields an over-segmented image. To reduce the number of false or irrelevant edges to an acceptable level, we can threshold the basin dynamics of the edge strength map 20]. The concept of edge dynamics 21]{ 23] permits a compact, hierarchical representation of the segmentations obtained by applying di erent thresholds to the basin dynamics. The user can then choose the best threshold for his application interactively. More details on the use of basin and edge dynamics in SAR image segmentation are given in 24].
Another way of reducing the over-segmentation is to merge adjacent regions whose mean re ectivities are not signi cantly di erent 4], 25].
C. Two-dimensional Edge Localization
We shall now suppose that the actual contours have been extracted with the methods described above, but that the detected edge pixels not necessarily are in the correct positions. The segmentation is initially represented by an edge map, but we also create a label image, in which every pixel carries the number`of the region it belongs to. From a radiometric point of view, the optimal edge position is the one that minimizes the cost function in (17) . However, constraints on the regularity of the edges must be included in the energy function, as the radiometric criterion alone tends to create very irregular edges which follow local speckle patterns. We have considered to ways of introducing regularity constraints: a simple method based on Gibbs random elds, and a more sophisticated one based on active contours (snakes). 1) Contextual Regularization Using Gibbs Random Fields: Gibbs random elds have been introduced in image processing to model regularity constraints in entire images 26]. Potts model is a simple and frequently used model, which has constant and anisotropic potential functions. It permits to model geometric regularity e ciently without having to specify complicated local con gurations.
Let the labels`within a 3 3 window have indices as shown in Fig. 2(a) . The energy term V corresponding to Potts model is then given by
(2 (`0;`i) ? 1) ! (22) where in our case is a negative constant which controls the weight given to the regularization constraint compared to the radiometric criterion. The parameter T diminish exponentially from the initial value T 0 during the global (23) where the radiometric term U is given by (17) or (19) .
We traverse the image several times and compute the minimum of (23) with respect to the edge position for each detected edge pixel, similar to what is done in the iterated conditional modes (ICM) algorithm 27]. The role of the regularization term is to privilege regular shapes, which in most natural scenes are more likely than very irregular structures.
2) Active Contours: The edge localization algorithm based on active contours is preceded by a vectorization of the edges, as shown in Fig. 3 . The edges are represented by nodes and arcs. We have to set the maximum distance that can be accepted between an edge pixel and the corresponding arc. The higher the required precision is, the higher the number of nodes will be. The re nement of the edge position consists in traversing the list of nodes iteratively, and for each node calculate an energy function for a series of new node positions in its neighbourhood. When a new edge position is considered, we have to take the corresponding changes for the arcs and the label statistics into account to compute the energy function. If a position with a lower cost is found, the new position is accepted and the concerned labels and label attributes are updated before continuing.
The radiometric term in (17) or (19) can again be used. If we use (19) , the method is similar to the one proposed by R efr egier et al. 28] for intensity images, but our approach is not restricted to the edges of one single region. Nodes where several regions meet need a special treatment: The energy function in (19) can easily be generalized to more than two adjacent regions.
The fact that we work on vectorized edges constitutes a regularity constraint in itself. However, regularity constraints based on the angle between adjoining arcs, or shape parameters measuring the overall complexity of the boundary of a region, should be introduced.
V. Experimental Results
The methods were tested on simulated complex speckle whose spatial covariance properties are close to those of the speckle in a resampled ERS SLC image, where the spectral zero-padding has been eliminated 12]. The magnitudes of the correlation coe cients of the simulated speckle up to a lag of 2 pixels in each direction are shown in Table I , and those of the speckle in the resampled ERS SLC image is shown in Table II . Fig. 4(a) illustrates the speckle reduction capacity of the SWF and the AMI in terms of the equivalent number of independent looks, which is equal to the square of estimated re ectivity divided by its variance in a homogeneous zone. As predicted, the speckle variance is reduced by a factor N when the SWF is computed on a sliding window covering N pixels of the simulated SLC image, whereas the AMI applied to the corresponding single look intensity image reduces the speckle variance by a factor N 0 , which is here about 35% lower than N, due to the spatial speckle correlation. While the SWF becomes very time-consuming for large windows, hybrid lters are quite rapid. The performance loss of the hybrid lter based on the SWF computed on a 3 3 window is about 20%. Starting from the result of the 7 7 SWF, we obtain a speckle reduction factor that is only 10% below the optimum, and the computational complexity of the hybrid lter is still fair. For the subsequent tests we used analyzing windows of size 7 7. This window size yields a reasonable compromise between speckle reduction and spatial resolution for single look images, at least for high contrast edges.
We computed the threshold of the GLR operator with the window con guration shown in Fig. 1(a) for a series of PFA's, as described in section II-F. Experimental PFA's were measured on the simulated speckle image for the SWF-based GLR in (9) and for the AMI-based GLR 3]. We also tested a modi ed AMI-based GLR, where N 1 and N 2 in (9) and (13) were replaced by the equivalent numbers of independent pixels 4], N 0 1 and N 0 2 , to compensate for the speckle correlation. Fig. 4 (b) shows that the correspondence between theoretical and measured PFA is excellent for the SWF-based GLR, but that the error is considerable for the AMI-based GLR when no compensation is made for the speckle correlation. At a theoretical PFA of 0:1%, for example, the measured PFA for the AMI-based GLR is more than 5 times too high. A much better t is obtained when using the equivalent number of pixels in each half window rather than the actual number of pixels. However, the measured PFA of the correlation compensated AMIbased GLR deviates somewhat from the theoretical value when it becomes very low. This is probably due to the fact that the correlated speckle is not truly Gamma distributed. The di erence from the true multilook intensity distribution of SAR images with spatially correlated speckle 11], 29] becomes visible when integrating near the extremities of (11), which is derived from the Gamma distribution. It should be stressed that Fig. 4 (b) only illustrates the correspondence between predicted and measured PFA's, and that this has no in uence on the performance of the detectors. Fig. 5(a) shows the experimental receiver operating characteristics (ROC) of the two operators. All edges in the test image were vertical, and the window con guration in Fig. 1(a) was used. The measured PD is plotted against the measured PFA, so that the problem with the t of the PFA for the AMI-based GLR has no impact on the results. The SWF-based GLR yields a substantially higher PD than the AMI-based GLR for a given PFA, in particular for intermediate edge contrasts (3 dB). For the weakest contrast ratio (1 dB), the di erence is modest, but this is an extreme case, where the PD is only slightly higher than the PFA. If we use thresholds corresponding to a low PFA (1%), only edges with very strong contrast (6 dB or more) have a high PD when using a 7 7 window. A larger window must be used if we want to detect weaker edges while keeping a low PFA and a high PD.
The theoretical PD as a function of the edge position for the SWF-based versions of the GLR and NR operators is shown in Fig. 5(b) . The total number of pixels N 0 was set to 42, like in Fig. 1 (a) , but other ways of splitting the window were considered. For all possible combinations of N 1 and N 2 the NR and GLR thresholds were calculated for a PFA of 1%, and theoretical PD's were computed for edges in the corresponding positions. The edge position is denoted by the di erence between the number of pixels on the left hand side, N 1 , and the number of pixels on the right hand side, N 2 . The highest PD is obtained in the central edge position (N 1 ? N 2 = 0), where the NR as predicted has the same performance as the GLR. However, the NR rapidly becomes suboptimal when the edge position moves away from the center, especially for weak edges. Symmetry is obtained by combining the results for R 1 > R 2 and for R 1 < R 2 . Fig. 6 shows the bias and the mean square error (MSE) of the ML estimator and the approximate ML estimator of the edge position, computed for the six possible vertical edge positions of a 7 7 window, as illustrated in Fig. 1(b) . Results are given for edge contrasts of 3 dB and 6 dB, respectively, and the higher re ectivity is on the left hand side (R 1 > R 2 ). The true ML estimator yields the better result, as it takes speckle correlation across the edge into account, but its computational complexity is prohibitive.
We note that the estimates are biased towards the middle of the window, and also to the side of higher re ectivity for the suboptimal estimator. Experiments with other window con gurations indicate that the latter phenomenon is related to the speckle correlation across the edge. The MSE increases dramatically towards the extremities, which suggests that one should exclude the extreme positions from the test, and rather concentrate on positions closer to the center. Fig. 7 shows some results obtained with the 2-D methods. The ideal re ectivity image in Fig. 7(a) is composed of regions of constant re ectivity, and the edge contrast is 6 dB. This synthetic image was multiplied by simulated complex speckle with the correlation characteristics shown in Table I , to obtain the speckled image in Fig. 7(b) . The SWF-based GLR operator was applied to this image using an 11 11 window split along the horizontal, vertical and diagonal axes. The resulting edge strength map is shown in Fig. 7(c) . The edge dynamics were calculated on the edge strength map. In Fig. 7(d) the edge dynamics have been inverted, so that a dark edge segment indicates a strong edge. Using an interactive visualization tool, we observed the segmentation result for a wide range of thresholds. With the most suitable one, all real edges and only two false ones were detected. This is mainly due to the fact that we used a relatively big analyzing window when computing the edge strength map. However, the edge localization is not always perfect, as can be seen from Fig. 7(e) , where the detected edges have been superposed on the ideal image. When the segmentation is superposed on the speckled image, as in Fig. 7(f) , it is much more di cult to assess such small deviations from the correct edge positions by eye. The edge localization was e ectuated with the approximate ML criterion given by (16) and (19) and the contextual regularization term based on Potts model. Several combinations of parameters were used in (22) . The most satisfactory result, obtained with = ?0:8, T 0 = 6 and ve iterations, is shown in Fig. 7 (g) and (h). The t to the correct edge positions has generally become better, but the contours are slightly more irregular. Stronger regularization created problems at the extremities of narrow structures. A better preservation of ne structures can be obtained with more complex image models, such as the Chien model 30].
An extract of a single look ERS image of an agricultural scene near Bourges, France, is shown in Fig. 8(a) . The image has been resampled to eliminate the zero-padding in the spectral domain. The speckle correlation then becomes as shown in Table II . Some elds can be distinguished by eye, despite the speckle. The strongest edge contrast was measured to about 5 dB. We note the strong geometrical distortion due to unequal resolution in azimuth and range. This anisotropy was taken into account by computing the GLR on a 21 7 window. Fig. 8(b) shows the initial segmentation obtained by thresholding the edge dynamics. Most signi cant edges seem to be detected, but there are also some false or insigni cant edges. Iterative region merging, based on (9), was then e ectuated, using the algorithm described in 4]. Finally, the edge position re nement algorithm was applied, producing the segmentation in Fig. 8(c) . Most edges that we can identify by eye have been retained, but some ne structures are not detected. The localization of the edges seems good, but it is di cult to evaluate this precisely for a real image, as the ideal re ectivity image and thus the true edge positions are unknown. It should be stressed that the segmentation is e ectuated on a single look image with correlated speckle, which is the most di cult case. Given the the edge contrasts, the quality of the segmentation is quite satisfactory. The main tendencies observed for the simulated SAR image are con rmed.
VI. Conclusion
Working on complex SAR data combines the advantages of full spatial resolution and optimal radiometric estimators, which permit us to realize improved statistical tests. The optimal GLR criterion for edge detection in SLC images with correlated speckle is shown to be similar to the GLR criterion for intensity images with uncorrelated speckle. The di erence is in the estimation of local mean re ectivities. The SWF decorrelates the speckle in SLC images and yields optimal speckle reduction. For intensity images this optimum can only be attained by the AMI in the case of uncorrelated speckle. A robust and efcient hybrid lter is proposed. Experiments on simulated images show that the edge detection performance can be improved by working on SLC images rather than intensity images. We introduce the ML estimator of the edge position, as well as an approximate ML estimator which requires less computation. Algorithms for the 2-D implementation are brie y described: the edge detection stage is e ectuated with multidirectional windows and thresholding of edge dynamics, and the edge localization stage is based on Gibbs random elds or active contours. The segmentation scheme is operational and has been used as a preprocessing stage for supervised classi cation of multitemporal 
