We assume that a Poisson flow of vehicles arrives at isolated signalized intersection, and each vehicle, independently of others, represents a random number X of passenger car units (PCU's). We analyze numerically the stationary distribution of the queue process {Zn}, where Zn is the number of PCU's in a queue at the beginning of the n-th red phase, n → ∞. We approximate the number Y n of PCU's arriving during one red-green cycle by a two-parameter Negative Binomial Distribution (NBD). The well-known fact is that {Zn} follow an infinite-state Markov chain. We approximate its stationary distribution using a finite-state Markov chain. We show numerically that there is a strong dependence of the mean queue length E [Zn] in equilibrium on the input distribution of Y n and, in particular, on the "over dispersion" parameter = Var [Y n ]/E[Y n ]. For Poisson input, = 1. > 1 indicates presence of heavy-tailed input. In reality it means that a relatively large "portion" of PCU's, considerably exceeding the average, may arrive with high probability during one red-green cycle. Empirical formulas are presented for an accurate estimation of mean queue length as a function of load and g of the input flow. Using the Markov chain technique, we analyze the mean "virtual" delay time for a car which always arrives at the beginning of the red phase.
Introduction. Model Description
We consider one-lane vehicle flow arriving at a signalized intersection working in periodic regime. One cycle consists of a green phase of duration Tg followed by a red phase of duration T r . We will use index n to denote the n-th working cycle, n = 1, 2, .... Let X n be the number of vehicles arriving at the intersection during the n-th cycle.
It will be assumed that {X n }, (n = 1, 2, ..., ) is a sequence of independent identically distributed random variables (r.v.'s) following the Poisson distribution with parameter Λ. Contrary to the standard assumption about the input flow, we assume that vehicles differ in their geometric parameters, so that from the traffic load point of view they represent different numbers of PCU's (passenger car units). For example, the text (Slinn et al., 2005, 102) More formally, it will be assumed that the i-th vehicle, independently of other vehicles in the input flow, represents V i PCU's, and P (V i = w j ) = p j , j = 1, ..., k.
(
If, for example, 80% of all vehicles are passenger cars, 10% -buses, and the rest -heavy goods vehicles, then w 1 = 1, w 2 = 2, w 3 = 2.3, and p 1 = 0.8, p 2 = 0.1, p 3 = 0.1. Now the number of PCU's arriving at the intersection during n-th traffic light cycle is represented as
i.e. as a sum of random number of random variables. It is assumed that the r.v.'s X n and V i are independent.
The standard Poisson input flow of cars is a particular case of (2) if P (V i = 1) = 1, i.e. if each vehicle represents one PCU.
Random variable Y (we will omit the cycle index j) has a compound Poisson distribution, see Feller (1963) , Chapter 12. Its mean value equals
It is assumed that during the green phase, the intersection can serve the maximal number m of PCU's and that the intersection works in stationary (underflow) regime for which the load
Our main goal is to analyze the number of PCU's Z n waiting in line at the beginning of red phase in the n-th cycle. The case that all vehicles in the input flow represent one PCU (one car) was investigated by Newell (1960) in his classic work. He postulated the following principal relationship between Z n+1 and Z n :
This formula means the following: if the number of cars left unserved from the previous cycle Z n plus the number of cars Y n+1 arrived at the intersection during the present cycle (no matter what the exact arrival times were) is ≥ m, the number of cars passed through the intersection will be m . Thus the number of cars in queue at the beginning next red phase will be Z n+1 according to (5) . The importance of (5) lies in the fact that it establishes that the sequence of r.v.'s {Z n }, {n = 1, 2, 3, ...} creates a Markov chain. This fact is crucial to the theoretical and numerical investigation of the queue length in equilibrium. Two complications arise when we are dealing with the input flow of vehicles having different number of PCU's. The first one is that now Y n are not always integer-valued. If, for example, 8 "regular" cars, one bus and one light good truck arrive during one cycle, the number of PCU's will be 10.5.
The second one is that the maximal number of m PCU 's not always can be implemented. Imagine, that in the above example the bus (2 PCU's) is the last vehicle approaching the intersection during the green phase. Depending on its driver's habit, the bus may start moving across the intersection even if in the middle of its movement the light will change to red. In this way the intersection provides an extra service capacity of about one PCU. On the contrary, the more hesitant driver would not start moving across the intersection, leaving one time interval of length δ = Tg/m unused. We decided to ignore the second complication by assuming that in the long run, the "under use" and "over use" of maximal capacity m compensate each other.
As to the first complication, we assume that the actual number of PCU's in one cycle can be rounded to the nearest integer. So, for example, if X n ∈ [9.5, 10.5), we put X n = 10. If the round-off error is uniformly distributed in the interval [−0.5, 0.5], the average error e of the round-off by its absolute value is equal 0.25; for a triangular distribution of the error e = 0.33. In our opinion, it can be neglected if the average number of PCU's per cycle is about 8-12. Besides, only a part of all cycles have non integer values of PCU's. In this paper, our task is calculating the mean number of PCU's Q waiting in the queue at the beginning of red light. As a rule, the calculation of the mean delay at the traffic light demands the knowledge of Q, see, e.g. the works of Newell (1960 Newell ( , 1965 , McNeill (1968) , Darroch (1963) , Miller (1963) , and Webster (1958) . As a rule, these works take into account also the variability of the input flow by introducing the "over
The further exposition will be as follows. In Section 2 we investigate the variance of r.v.'s Y n and discuss the possibility to approximate their distribution by the Negative Binomial (NBD). Its important property is that it allows to describe the input flow for the so-called over dispersed case of γ > 1. NBD is a "heavy-tailed" distribution comparing to Poisson. In Section 3 we investigate numerically the stationary distribution of Z n by means of Markov chain technique and present the queue parameters for various loads and the Poisson input flow of vehicles. In Section 4 we present numerical results for a collection of input flows, for various loads ρ and various degrees of "over dispersion" γ and compare the queue parameters with the Poisson input flow. We demonstrate that "over dispersed" input flow considerably increases the queue length and, therefore, the delay time. In Section 5 we introduce the notion of virtual delay time and present formulas and numerical results for its mean and variance for various input flows. The appendix contains a collection of empirical formulas expressing the mean queue length as a function of ρ and γ and compares them to Miller's approximation (1963).
Variance of Y n . Negative Binomial Distri-bution (NBD)
By the result of (Feller, 1963) , Chapter 12, Section 6,
Comparing with (3), we see that
while for "regular" Poisson input flow this ratio equals 1. It has been noticed already in the early traffic investigations (Darroch, 1963; Miller, 1963; Webster, 1958 ) that over dispersion considerably increases the car delay time at the intersection.
In the above example of mixed flow with 10% of buses and 10% of heavy goods vehicles,
which is a rather large increase in variability of the number of PCU's per cycle compared to the Poisson flow.
To carry out the further investigation of the Markov process {Z n } we must have an analytic form of distribution of Y n . In statistical practice, the so-called Negative Binomial distribution (NBD) is considered a suitable candidate for an over dispersed distribution. Its probability mass function has the following form: Here r is a real nonnegative parameter, and p ∈ (0, 1). For r → ∞, NBD approaches Poisson distribution.
Two central moments of the NBD, mean µ and variance Var, are expressed via parameters p, r as follows:
There is only one situation where the Poisson sum of integer-valued r.v.'s exactly follow the NBD. This is the case when the random summands have so-called discrete logarithmic distribution, with probability mass function f n = C · a n /n, n = 1, 2, …, see (Feller, 1963) , Chapter 12. Unfortunately, this distribution does not describe well the distribution of PCU's in a single vehicle.
Our further analysis of the mixed input flow is based on the following assumption: the total number of PCU's in the vehicles arriving during one cycle (after round-off as described above) can be approximated by an NBD having the same two central moments, i.e. the same mean and variance. In other words, we assume that the distribution of Y n approximately follows the NBD. We remind that Y n and Z n represent now not the number of vehicles, but the number of PCU's arriving during one cycle at the traffic light and the number of PCU's waiting in queue at the beginning of red light, respectively. Table 1 32.7. We see, therefore, that in all cases except the case No 6, we observe an excellent fit. The tendency is that the quality of the fit decreases when the number of PCU's becomes more dispersed. Physically, it happens with the increase of the percentage of very long vehicles. So, in case 6 we have a bad fit because of a relatively large percentage of very long vehicles with w 4 = 4, which results in = 2.54, much higher than in other cases.
Stationary Distribution of {Zn}
The Markov chain of eqn (5) has an infinite one-step transition matrix P = ||p i,j ||, i, j = 0, 1, 2, ...,, where p i,j = P (Z n+1 = j|Z n = i). We remind that Z n is the number of PCU's in the line at the beginning of the n-th red light phase.
Let us determine the elements of P. Denote by
(Here index n is omitted for the r.v.'s Y n .) The elements of matrix P depend on m and on the discrete density g(k): . Interestingly, that a transition matrix identical to P has been introduced in [4] , Section 5.9, for car delay in the model of group service, see also (Gertsbakh, 2008; Newell, 1960 Then ∆ tends to zero as M tends to infinity. # The choice of M for the truncated Markov chain is dictated by the geometry of the link upstream of the intersection, see e.g. Viti (2006) . We assume that each PCU occupies 6 meters on the lane along which it moves. Leaving only 1 meter free space between the vehicles in the queue, and assuming that the next upstream intersection is about 500 meters away, we arrive at the value of M=70.
Remark.
It Table 2 for ρ = 0.70(0.05)0.90, 0.925, 0.95.
Numerical Investigation of the Queue for NBD Input Flow
In this section we consider a typical signalized intersection with the red phase of duration T r = 36 sec and green phase of T g = 36 sec. The maximal number m of cars served during the green phase is assumed to be m = 12. The distribution of the number of PCU's per cycle is assumed to be NBD.
We consider several examples of load values
The main parameter of our interest is the average queue length Q NBD . The central qualitative result of this paper is the fact that Q NBD considerably exceeds the average queue length Q avr for the Poisson input flow.
It will be extremely convenient to express the parameters of NBD, p and r, via the load ρ and γ. It is easy to obtain the following formulas:
Since m was assumed constant (m = 12), we considered the dependence of the average queue length Q NBD as a function of load ρ for several fixed γ values. If γ is constant, p is constant too, and the only parameter depending on ρ is r. For each fixed pair p, r we considered the corresponding Markov chain with the above described matrix P(M) and computed the average queue length Q NBD using the stationary distribution π = {π 0 , π 1 , . . . , π M−1 }: We obtained also approximations for fixed = 1.25, 1.5, 2, 2.5. The corresponding formulas are presented in the Appendix.
Our main results are presented in Fig. 1 in a form of a family of curves showing the queue length dependence on the load, for various values. Fig. 1 leads to the following conclusions.
(1) For a fixed value of γ, the queue length rapidly increases when load approaches to 1.
(2) For the same load ρ, the average queue length for NBD is always considerably larger than the average queue length for Poisson input. 
Virtual Delay
We define the "virtual delay" as the waiting time of a fictitious "yellow" car arriving at the intersection exactly at the instant when the green light changes to red. This car saw in front of him all Z n vehicles already waiting in line.
Deriving a formula for average delay and the variance of the delay of a car arriving at a random point in time is a rather involved issue and typically is made by assuming a specific model of car arrival process during the green-red phase, see e.g., (Darroch, 1963; Miller, 1963) and the discussion in (Viti, 2006) . Contrary to this situation, it is very easy to calculate the mean and variance of the "yellow" delay time. The key is the fact that we know the stationary distribution of the queue {Z n }.
If Z n = k, then the yellow car waits
δ = Tg/m is the service time of one PCU. Therefore, the mean virtual delay µ v equals
Similarly, it is easy to find out the standard deviation σ v of the virtual delay:
k=0
The values of µ v and σ v are presented in Table 3 These results can be summarized as follows. Both µ v and σ v increase with the increase of the load ρ. For fixed ρ, they increase significantly with the degree of over dispersion .
In our opinion, both virtual mean and standard deviation may serve as conservative ("worst case") characteristics of the delay at signalized intersection. We believe that the mean virtual delay exceeds the Poisson actual delay by at least T r /2 (about half of the vehicles arrive at green light and don't wait at all or wait very little) and about half of the vehicles wait time T r .) Another advantage of using the virtual delay is that it is easily adjusted to rather a realistic situation of variable input flow, i.e. to the case of non stationary input Y n . To carry out this adjustment, it is necessary to take into account the varying distribution of Y n+1 , n = s, s + 1, ..., and the present distribution of the queue Z s . The Markov chain technique is applicable to this case if one takes into account that now the one-step transition matrix P (s) (M ) will depend on the cycle numbers s. The analysis of non stationary input flow lies outside the scope of this paper. 
