Abstract. Considering a critical branching random walk on the real line. In a recent paper on the minimum of the branching random walk, Aïdékon [2] developed a powerful method to obtain the convergence in law of the minimum after a log-factor normalization. By an adaptation of this method, we show that the point process formed by the branching random walk and its minimum converges in law to a Poisson point process colored by a certain point process. This result, confirming a conjecture of Brunet and Derrida [10], can be viewed as a discrete analog of the corresponding results for the branching brownian motion, previously established by Arguin et al. [5] [6] and Aïdékon et al. [3] .
Introduction
We consider a branching random walk on the real line R. Initially, a single particle sits at the origin. Its children together with their displacements, form a point process L on R and the first generation of the branching random walk. These children have children of their own which form the second generation, and behave -relative to their respective birth positionslike independent copies of the same point process L. And so on.
Let T be the genealogical tree of the particles in the branching random walk, then T is a Galton-Watson tree. We write |z| = n if a particle z is in the n-th generation, and denote its position by V (z). The collection of positions (V (z), z ∈ T) is our branching random walk.
The study of the minimal position M n := min |z|=n V (z) has attracted many recent interests. The law of large numbers for the speed of the minimum goes back to the works of Hammersley [15] , Kingman [19] and Biggins [7] . The second order problem was recently studied separately by Hu and Shi [16] (a.s fluctuation), and Addario-Berry and Reed [1] . In [1] , the authors computed the expectation of M n up to O(1), and showed, under suitable assumptions, that the sequence of the minimum is tight around its mean. Through recursive equations, Bramson and Zeitouni [9] obtained the tightness of M n around its median, assuming some hypotheses on the decay of the tail distribution. A definitive response was recently given by Aïdékon [2] , where he proved the convergence of the minimum M n centered around 3 2 log n for the general class of critical branching random walks. One problem of great interest in the study of branching random walk is to characterize its behaviour seen from the minimal position, namely, the asymptotic of the point process formed by {V (z) − M n , |z| = n} as n → ∞. The corresponding problem for the branching Brownian motion (the continuous analogue of branching random walk) was solved very recently by Arguin, Bovier, Kistler [5] , [6] and in parallel by Aïdékon, Beresticky, Brunet, Shi [3] .
The aim of this paper is to establish the analogous results for branching random walk. Our main result, resumed by Theorem 1.1, will give the existence of the limiting point process together with a partial description, which also confirms the prediction in Brunet and Derrida [11] . Our method, largely inspired from Aïdékon [2] , consists of an analysis of the Laplace transform of the point process.
Following [2] , we assume Every branching random walk satisfying mild assumptions can be reduced to this case by a linear transformation. We refer to the Appendix A in [17] for a precise discussion. Notice that we allow E |z|=1 1 = ∞, and even P |z|=1 1 = ∞ > 0. The couple (M n , W n,β ) is the most often encountered random variables in our work, with M n := min{V (x), |z| = n}, W n,β := |z|=n e −βV (z) , β > 1, n ≥ 1.
We also need the derivative martingale
By [8] and [2] we know that Z ∞ exists almost surely and is strictly positive on the set of non extinction of T. As in the continuous case [3] , we introduce the point process formed by the particles of the recentered branching random walk:
log n+log Z∞} , n ≥ 1.
We will show the existence of a limiting point process of µ n as n → ∞, from which we deduce results on µ with the convention ∞e −∞ = 0. We finally assume that the distribution of L is non-lattice, (1.4)
The main result of this paper is the following theorem: Theorem 1.1 Under (1.1), (1.4) and (1.5) , as n → ∞, conditional on the set of nonextinction, the pair (µ n , Z n ) converges jointly in distribution to (µ ∞ , Z ∞ ) where µ ∞ and Z ∞ are independent and µ ∞ is obtained as follows.
(i) Define P to be a Poisson process on R, with intensity measure λe x dx for some positive real constant λ.
(ii) For each atom x of P, we attach a point process x + D (x) where D (x) are independent copies of a certain point process D.
(iii) The point process µ ∞ is the superposition of all the point processes x + D (x) , i.e, µ ∞ := {x + y : x ∈ P, y ∈ D (x) }.
Remark:
The point process µ ∞ is called "decorated Poisson point process with decoration D". We refer to [24] for a more complete description. Corollary 1.2 Under (1.1), (1.4) and (1.5) , conditional on the set of non-extinction, seen from the leftmost particle, the point process µ ′ n formed by the particles {V (u) − M n , |u| = n} converges in distribution to the point process µ ′ ∞ obtained by replacing the Poisson point process P in step (i) above by P ′ described in step (i)' below: (i)' Let e be a standard exponential random variable. Conditionally on e, Define P ′ to be a Poisson point process on R + , with intensity measure e e x 1 R + dx to which we add an atom in 0.
The decoration point process D remains the same.
These two results imitate the corresponding results for the branching Brownian motion, in particular Theorem 2.1 and Corollary 2.2 of Aïdékon, Beresticky, Brunet and Shi [3] (and also those of [5] and [6] ). However, we do not adopt the same method as in [3] because, firstly the spine decomposition for the branching random walk leads to a use of Palm measures, which is much more complicated than in the case of branching Brownian motion, and secondly, the path decomposition for a random walk is also more complex than in the Brownian case. Instead, we shall imitate the fine analysis of Aïdékon [2] to analyse the Laplace transform of µ n . More precisely, the main step in the proof of Theorem 1.1 is to establish the convergence in law of (n 3 2 β 1 W n,β 1 , ..., n 3 2 β 1 W n,β k ) for any k ≥ 1 and any β k > ... > β 1 > 1. A crucial observation, inspired from [2] , is that the convergence in law of this k-dimensional random vector can be reduced to the study of its tail distribution. From this, we can prove the convergence in law stated in Theorem 1.1, and as a by-product, we shall also get an expression for the Laplace transform of the limiting point process. The later might have some independent interest for further analysis of µ ∞ .
The paper is organized as follows: Section 2 contains the main estimates on the tail of distribution of (n 3 2 β 1 W n,β 1 , ..., n 3 2 β k W n,β k ) for k ≥ 1 and β k > ... > β 1 > 1, from which we establish the convergence of some Laplace transforms of µ n (Theorem 2.3) and give the proof of Theorem 1.1. Section 3 is devoted to the proof Theorem 2.3 by admitting two preliminary estimates Propositions 2.1 and 2.2. Finally, we prove in Sections 4 and 5 respectively Propositions 2.1 and 2.2.
2 Main steps of the proof of Theorem 1.1
To shorten the statements we introduce some notations: For n ≥ 1, β > 1, define
Remark that µ n (β) is also equal to R e −βx dµ n (x). In a general context many quantities with tilde are associated with the natural normalization n 3 2 β except for some obvious abuse of notation: For example in the sequel we will denote for brevity W n−|u|,β := n 3 2 β W n−|u|,β . In a similar spirit we write M n := M n − 3 2 log n and M n−|u| := M n−|u| − 3 2 log n for some vertex |u| ≤ n (we shall recall these notations to avoid any confusion). At last we often encounter notations δ, β and y for respectively (δ 1 , ..., δ k ), (β 1 , ..., β k ) and (y 1 , ..., y k ), with some k ≥ 1 determined in the context.
Main preliminary results
In this section we state some technical results: Propositions 2.1, 2.2 and Theorem 2.3 (deferring their proofs to the next sections) which will lead to the proof of Theorem 1.1. Proposition 2.1 Under (1.1) and (1.5) , there exist c 1 > 0, α > 0 such that for any n > 1, j ≥ 0 and x ≥ 1,
In particular we see that P( W n,β ≥ e βx ) ≤ c 2 xe −x for any n > 1. 
log n], we have
Moreover the function χ is continuous and satisfies
The key step in the proof of Theorem 1.1 is the following result: (3.4) pp 9 for an explicit formula) such that lim θ→0 F β (θ) = 0 and
In particular as n → ∞, conditionally on {Z ∞ > 0}, ( µ n (β 1 ), ..., µ n (β l )) converges in law to some random vector ( µ ∞ (β 1 ), ..., µ ∞ (β l )) independent of Z ∞ .
Proof of the Theorem 1.1
Let us introduce the conditional probability P * (.) := P(.|non-extinction). Recall that under P * , Z ∞ > 0 a.s. To prove the main Theorem we have to keep in mind two facts: -According to Theorem 2.3, for any l ∈ N * and β ∈ ({2, 3, ...}) l the vector ( µ n (β 1 ), ..., µ n (β l )) converges in law under P * . We deduce that for any
log n converges in law but M n − 3 2 log n + Z ∞ is nothing but the smallest atom of the point process µ n . Thus it is clear that lim
Let C c (R) be the set of continuous function in R with compact support. The existence of µ ∞ is now a consequence of Kallenberg [18] . Indeed the Lemma 5.1 in [18] says that µ n converges in law to some µ ∞ (for the vague topology see [18] chapter 4) providing that ∀f ∈ C c (R), R f (x)dµ n (x) n∈N converges in law to some random variable µ(f ).
c and sup 
. By a change of variable this is equivalent to sup
For θ ∈ R and n, p, q ∈ N * , the triangle inequality implies that
.
For any y ∈ R, |1 − e iy | ≤ |y|, therefore for any n and q ∈ N * ,
We choose q 0 sufficiently large such that sup n∈N (1) n,q 0 ≤ 3ǫ. As R Q q 0 (e −x )dµ n (x) converges in law, for n and p sufficiently large (2) n,p,q 0 ≤ ǫ uniformly in θ in any compact set. Thus the
satisfies Cauchy's criterion and hence admits a limit that we denote Ψ f (θ). Moreover the convergence is uniform on every compact in θ, thus Ψ f (θ) is continuous at 0.
is also in C c (R) and we can apply a) to f .
We have proved that the limiting law µ ∞ exists. To obtain the description of this point process as a decorated Poisson point process it suffices, according to Corollary 5.2 of Maillard [24] (see also [13] ), to prove that µ ∞ is superposable. See [11] for the origin of this idea. We recall what this notion means:
Let N be the space of bounded finite counting measures on R. For every x ∈ R define the translation operator T x : N → N , by (T x µ)(A) = µ(A + x) for every Borel set A ⊂ R. Let L ′ be an independent copy on L. We say that L is superposable, if
= L, for every α, β ∈ R such that e −α + e −β = 1
Then, in view to prove the superposability of µ ∞ , for any (a, b) ∈ R 2 , we introduce T a,b the genealogical tree formed by two independent branching random walks starting respectively at a and b. Associated to T a,b we naturally introduce
We note that µ a,b n (β)
n (β) with µ
, two independent copy of µ n (β). The key point to prove that µ ∞ is superposable is the following Corollary:
l , a and b ∈ R such that e −a + e −b = 1 we have
where F β is the same function in (2.3) and (2.5) . Therefore when n → ∞ the limit in law of ( µ
Proof of Corollary 2.4. We apply Theorem 2.3 to obtain lim
Applied to x = a and x = b this gives the result. In addition if we choose (a, b) ∈ R 2 such that e −a +e −b = 1, via the proof of the existence of µ ∞ and Corollary 2.4, it is clear that conditionally on {Z
n , so if we reformulate in terms of superposability we have
thus µ ∞ is a point process superposable.
Assuming the Theorem 2.3 the proof of Theorem 1.1 is complete.
Proof of Theorem 2.by admitting Proposition 2.2
When Y is a non negative random variable and Ξ an event, we often will write E(Y ; Ξ) for
For any vertex z ∈ T we denote by [∅, z] the unique shortest path relating z to the root ∅, and z i (for i < |z|) the vertex on [∅, z] such that |z i | = i. The trajectory of z ∈ T corresponds to the ancestor's positions of z, i.e the vector (V (z 1 ), ..., V (z n )). If x is an ancestor of y we will write x < y.
Let l ∈ N, (β, θ, α) ∈ (1, +∞) l × R Let Z[A] (and F A the corresponding σ-field) be the set of particles absorbed at level A ∈ R + , i.e.
With a slightly extension of [8] , equality (5.2) pp 45 in [2] affirms that
satisfies that
Obviously the probability of Ξ A increases to 1 when n, and then, L go to infinity. At first we study
β W u n,β ), then the Markov property leads to
The following Lemma estimates Φ(n, t, p). 
Then we develop the product and obtain that Φ(n, t + s, p)
The last line is obtained by the change of variable y i → e β i y i . To get Lemma 3.1 it suffices to prove that ∀L, ǫ > 0, k ∈ {1, ..., l} there exists A, N > 0 such that for any n ≥ N, t ∈ [A(ǫ),
As p = o(n), s = O(1) = o(t) and θ, β are arbitrary, we may assume without loss of generality that p = 0, s = 0 and k = l. So by Fubini's theorem we only need to estimate:
The idea is to cut the integral into two parts, one on a hypercube and another one on its complement: E h
. with some K > 0. First we deal with the second term. Let ǫ > 0.
. By Proposition 2.1, for any i ∈ {1, ..., l}
Finally as β i > 1 for any i ∈ {1, ..., l}, y → e −θ i e β i y i +β i y i (1 + e −y i ) is integrable on R. By combining these three facts, for K > 0 sufficiently large and t ≥ K, we obtain that
In the right hand side, thanks to Remark (i), the first term is smaller than ǫte −t (if necessary we can enlarge K). By Proposition 2.2, there exist A, N > 0 such that for any y ∈ [−K, K] l , n > N and t ∈ [A, 1 2 log n],
Therefore for n > N and t ∈ [A, 1 2 log log n] the second term is also smaller than ǫte −t . Proposition 3.1 follows.
Lemma 3.3 Under (1.1) and (1.5),
Proof of lemma 3.3. We note E (3.7) the expectation in the left hand side of (3.7). Recall (3.2) and (
Let ǫ > 0. We choose and then fix L > 0 such that sup
remains to estimate F Ξ . For any A and n large enough, u ∈ Z[A] implies the following two inequalities:
where the first inequality follows from Proposition 3.1 and the second from the fact that
. These two inequalities imply that
. The lower bound follows similarly. This completes the proof of Lemma 3.3.
Proof of Theorem 2.3. Because of (3.7) it suffices to show that
uniformly on n ∈ N. Assume without loss of generality that l = 1, α = 1 and θ 1 = 1. Then it is enough to prove
Since g is bounded and Z A a.s → Z ∞ , it suffices to prove that
which is an easy consequence of the uniform continuity of
and of the tightness of ( W n,β ) n∈N (cf Proposition 2.1).
4 Results for the killed branching random walk
The many-to-one formula and Lyons' change of measure
For a ∈ R, we denote by P a the probability distribution associated to the branching random walk starting from a, and E a the corresponding expectation. Under (1.1), we can define a random variable X such that for any non-negative function f ,
Moreover, via (1.5) we have
Write for any n ∈ N, S n := 0<i≤n X i , then S is a mean-zero random-walk starting from the origin. 
We can see the so-called many-to-one formula (4.2) as a consequence of Proposition 4.2 below. Let introduce the additive martingale,
and the probability measure Q such that for any n ≥ 0,
where F n denotes the sigma-algebra generated by the positions (V (z), |z| ≤ n) up to time n. LetL be a point process whose has Radon-Nikodym derivative e −x L(dx) with respect to the law of L. In [22] , Russell Lyons gave the following description of the branching random walk under Q: -start with one particle w 0 at the origin. Generate offspring and displacements according to a copyL 1 ofL, -choose w 1 among children of w 0 with probability proportional to e
-the children other than w 1 give rise to ordinary independent branching random walks, -w 1 gives birth to particles distributed according toL, -again, choose one of the children of w 1 at random, call it w 2 , with the others giving rise to ordinary independent branching random walks, and so on.
We still call T the genealogical tree of the process, so that (w n ) n∈N is a ray of T, which we will call the spine. This change of probability was also used in [16] . We refer to [23] for the case of the Galton-Watson tree, to [12] for the analogue for the branching Brownian motion, and to [8] for the spine decomposition in various types of branching.
Proposition 4.2 Under (1.1),
(i) for any |z| = n, we have
Before closing this subsection, we collect some useful facts about the centered random walks with finite variance (S n ) n∈N . We have taken these statements from Section 2 of [2] :
There exists a constant α 1 > 0 such that for any x ≥ 0 and n ≥ 1,
(ii) There exists a constant α 2 > 0 such that for any b ≥ a, x ≥ 0 and n ≥ 1 ,
See [20] for (4.6). The estimates (4.7) and (4.8) are for example Lemmas A.1 and A.3 in [4] . (In our case (S n ) is the centered random walk under P, with finite variance E[S 2 1 ] = σ which appears in the many-to-one formula)
At last, we introduce its renewal function R(x) which is zero if x < 0, 1 if x = 0, and
It is known that there exists c 0 > 0 such that
Definition of M kill n
and W kill n,β
Following Aïdékon [2] , to determinate the tail of distribution of the partition function of the branching random walk, we study the same amount for the killed branching random walk:
Let us adopt some notation of [2] . The genealogical tree associated to the killed branching random walk is denoted by T kill . The minimum of the killed branching random walk is
and m kill,(n) a vertex chosen uniformly in the set
log n, it will be convenient to use the following notation, for x ≥ 0:
The choice of an interval of length 1 is arbitrary and could be changed. For |z| = n, we say
Our goal is the two following results:
Proposition 4.4 Under (1.1) and (1.5) , for any k ≥ 1 and
log n], (i) the function χ β is continuous;
Remark: Reader can see the great similarity between (4.10) and the Proposition 3.1 [2] . Obviously it is due to { W kill n,β ≥ e βx } = {− 1 β log W kill n,β ≤ a n (x)} and the fact that the most important term of W kill n,β is provided by M kill n . Our proof consists of verifying that the method of [2] run in our case.
First result about
This section has two aims. First we are determining the path of the particles which have a non-negligible contribution in W kill n,β on { W kill n,β ≥ e βx }, x ≥ 0. Then we are proving the exponential tightness for the tail of distribution of W kill n,β . We recall Lemma (Aïdékon [2] ) Under (1.1) and (1.5) , there exist constants c 8 , c 9 > 0 such that for any n ≥ 1, L ≥ 0, x ∈ R and y ≥ 0, (4.11)
(We have given a statement slightly stronger than in [2] but reader can see easily that actually this is an equivalent statement). In our case we introduce for any A, L > 0 the set Z x,A,L defined by
,n]
We summarize our two aims by the two following Propositions.
Proposition 4.6 Under (1.1) and (1.5) , for any ǫ, K > 0 there exists
Proposition 4.7 Under (1.1) and (1.5) , there exist c 10 , c 11 ,
The proofs require two Lemmas. 
Proof of Lemma 4.8. Let P (4.11) (y) be the probability of (4.11) and P (4.15) (y) this one of (4.15). Observe that
We have to bound P y (...). We need some notations: for |z| = n, j ≥ 0,
For any integer a ∈ [
, n] let
and similarly we introduce, for the centered random walk (S n ) n≥0 ,
By the Markov property at time k,
We know by (4.7) that there exists a constant c 15 such that
For the first term, we have to discuss on the value of k. Suppose that 3 4 n ≤ k ≤ n, then by (4.8)
n we simply write
To summarize we have obtained
Now we can tackle the proof and study P y (...). By Proposition 4.2, 
We also get
which is smaller than
Proposition 4.2. These estimations lead us to choose correctly the integer a. Let α ∈ (0, 1), for any p ≥ 0 we define a L+p := ⌊e α(L+p) ⌋ . To conclude we just assemble our previous inequalities and observe that
Lemma 4.8 follows.
Lemma 4.9 Under (1.1) and (1.5) , there exist c 21 ≥ 0, c 22 > 0 such that for any n ≥ 0, x ∈ R, A > 0 and L > 1,
Proof of Lemma 4.9. The Markov inequality P(X ≥ 1) ≤ E(X), for X positive gives:
By Proposition 4.2 this is equal to
where in the first inequality we have used used (4.8).
Proof of Proposition 4.6. By noticing that {z
it is sufficient to prove the Proposition for K = 0. Then we observe that on {min
Thus to bound P y n 3 2 ≥ a n (x) + j, then clearly for any z ∈ T such that |z| = n we have z / ∈ Z x,j,j . Therefore, min(c 14 , c 22 ) to obtain (4.13). The estimate (4.14) follows easily from (4.13) and Lemma 3.5 of [2] applied to the equality
This proves Proposition 4.7.
Proof of Proposition 4.4
The proof of Proposition 4.4 is very similar to this one of Proposition 3.1 in [2] . Three lemmas have even their exact equivalent in [2] . Their proofs, slight modification from [2] , are deferred to the Appendix. A first step consists to prove the following Lemma, log n]
It will be convenient to work on Q. Observe that
We need to know the genealogy of one particle which is located at the minimum. 
where Ω(w k ) denotes the set of brothers of w k . On the event ξ n ∩ {M kill n ∈ I n (x)} we are sure that any particle located at the minimum separated from the spine after the time n − b.
Lemma 4.12 Under (1.1) and (1.5) 
See [2] for a proof of Lemma 4.12 in the case L = 0, the case L > 0 run identically.
(ii) the function 
log n],
See the Appendix for the proof of Lemma 4.15.
We are near to get Lemma 4.10. Indeed by combining the Lemmas 4.15 and 4.12 we can drop ξ n in the expectation of (4.25), so we obtain that the probability of Lemma 4.4 almost behaves like a constant c times e −x as x → ∞. "Almost" because the constant c = c β,L,b (δ) depends to L and b. With the following we will can drop "almost". In particular, taking 
Letting η go to 0, it yields that c β,L,b (δ) has a limit as b → ∞, which we denote by c β, 
We denote by P (4.26) (δ) the probability in (4.26). Similarly we see that P (4.26) (δ) is increasing with L, thus c β,L (δ) is bounded and increasing with L. By the same way we obtain c β,L (δ) converges in increasing to a constant denoted c β (δ). At this stage we have (i) and (ii). It remains (iii), we need another Lemma (proved also in the Appendix):
Lemma 4.18 Under (1.1) and (1.5), for any
We want to prove the continuity of δ → c β (δ). Let
and a change of variable in x, it is sufficient to control, when n then x go to infinity,
where the last inequality is due to Lemma 4.18. We conclude by |c β,
j |, for some c 24 > 0. In addition we observe that for any δ, δ ′ ∈ R, L > 0, 
and
The combination of this three inequalities implies
Dependence in b disappears which gives exactly Lemma 4.10. Now we are able to prove the following result: log n],
Proof of Lemma 4.19 . Obviously, for any x ≥ 0, n ∈ N, δ → e x P (4.28) (δ) is decreasing. log n] =⇒ (4.19). Consequently we have to prove the Lemma with the formulation (A). For this part of the proof we only treat the case k = 1, the case k > 1 run identically. Observe that the only difference between (4.21) and (4.19) is that W kill n,β is replaced by W L n,β and the presence of m kill,(n) ∈ Z x,L . At this stage we only need to collect the previous results. We want to estimate log(e η − 1) for η ∈ (0, 1). By the triangle inequality for any L > 0, η ∈ (0, 1),
Let K and ǫ > 0. According to (4.11) there exists L 0 > 0 such that for any L > L 0 , n ∈ N and x ∈ R (1) n,x,L ≤ ǫ.
As c β is continuous we fix η > 0 small enough such that for any
β(x−δ) ) ≤ ǫ(1 + y)e −x−y . By applying Proposition 4.6 with
Finally, by Lemma 4.10, we fix L > L 1 such that there exists D > 0 such that for any δ ∈ [−K − 1, K + 1] there exists N > 0 such that for any n > N and 
Proofs of Propositions 4.4 and 4.5
Proof of Proposition 4.4. For any δ, n, x ∈ R k ×N×R we denote by P n,x (4.28) (δ) the Probability in (4.28). Proposition 4.4 stems from two facts:
(i) for any ∆ ∈ R, e x P(
With (i) we deduce the assertion: for any K, ǫ > 0, there exists
Then Lemma 3.5 of [2] implies: there exists p 0 ≥ 0 such that for any x ≥ 0 and n ≥ 1
Finally by adding (ii) we have for n and x large enough,
The definition of χ β appears clearly as 
k , the convergence of the sum in (4.29) is uniform which implies the continuity of χ β .
(ii) is obvious from (4.29).
(iii) stems from Lemma 4.7. Proposition 4.5 follows.
Proofs of Propositions 2.1 and 2.2 5.1 The branching random walk at the beginning
Following [2] we introduce some notations. To go from the tail distribution of W kill n,β to the one of W n,β , we have to control excursions inside the negative axis that can appear at the beginning of the branching random walk. This can be seen as the analogue of the "delay" mentioned by Lalley and Sellke [21] . For z ≥ A ≥ 0 and n ≥ 1, we define the set
We notice that S A depends on n and x, but we omit to write this dependency in the notation for sake of concision. For x ≥ 0 and u ∈ S A , we define the indicator B n,z (u) equal to 1 if and only if the branching random walk emanating from u and killed below V (u) has its minimum below Definition 5.1 For u ∈ S A , we call B β,n,x (u) the indicator of the event that there exists
log n − x. Similarly for u ∈ S A , we call B 
Finally let, for |v| ≥ 1,
To avoid some extra integrability conditions, we are led to consider vertices u ∈ S A which behave 'nicely', meaning that ξ(u k ) is not too big along the path {u 1 , ..., u |u| = u}. For any
Proof of Proposition 2.1
Proposition 2.1 is a corollary of the Lemma 4.15 and the following observation,
Indeed for any, α 1 > 0, n ∈ N * , x, j ≥ 1 we have,
We can rewrite (2) as P x+α 1 j n 3 2 
Proof of Proposition 2.2
First we assume the subsequent Proposition, log n],
Proof of Proposition 2.2 by admitting Proposition 5.2.
To obtain Proposition 2.2 via (5.2), we need to make disappear S A . Let ǫ > 0. We see that for any r ≥ 0,
We notice that P S k ∈ [−r, 0], min
We also recall that P (∃u ∈ T : V (u) ≤ −r) ≤ e −r . On the event {∀|u| ≥ √ n :
e βx ≥ 1 and M n < 
In conclusion we have obtain
For Proposition 2.2 we only deal with j≤k { W n,β j ≥ e β j (x−δ j ) }, to make disappear {M n ≤ a n (x)}, we use a trick already used before. Denote by P (5.3) (n, x, δ) the probability in (5.3). We observe that for any ∆ > 0,
Therefore it is clear that the following assertion is true:
By (5.4) and Proposition 2.1, for any δ the function ∆ → χ β (δ, ∆) is increasing and bounded, then
By Proposition 2.1, for any K, ǫ > 0, there exists ∆ K,ǫ > 0 large enough such that for any
By combining (5.5) and (5.6) we get (i) in Proposition 2.2. We get also the continuity of ρ β because (5.6) implies the uniform convergence on any compact in (5.5). At last (iii) in Proposition 2.2 is a direct consequence of Proposition 2.1.
Proof of Proposition 5.2
Recall that R is the renewal function associated to (S n ) n∈N and c 0 = lim
. We start by a Lemma, k and x ∈ [A, 1 2 log n],
In the following we shall sometimes denote by E (5.7) (δ, x) the expectation in (5.7).
Proof of lemma 5.3. Let p ≤ √ n. By the Markov property at time p, we have
Plugging it into (5.8), we get that, for n ≥ N, p ≤ √ n, δ ∈ [−K, K] k and x ∈ [A, 1 2 log n],
From the definition of S A , we observe that for any p ≥ 0, x ≥ A,
Hence, we can rewrite the above inequality as
By definition of the renewal function R(x), we have
Therefore, summing over p ≤ √ n (and since |u| ≤ √ n if u ∈ S A ), we get
From (4.8), for any n ≥ 1 and x ∈ [A, 1 2 log n] we have
Therefore for n large enough and x ≤ 1 2 log n,
Since R(x−A) is always bigger than 1, we obtain for n ≥ N, δ ∈ [−K, K] k and x ∈ [A, log n],
The Lemma 5.3 is proved.
As, for any A > 0, lim
= 1, we will show, when n and x are correctly chosen, that the probability in (5.2) is close to E (5.7) (δ, x) . We introduce some notations. For u ∈ S A , we call B , ...,
The triangle inequality gives that
The proof of Proposition 5.2 consists of controlling each term.
Study of P 3 . We observe immediately that P 3 is heavily linked to Lemma 5.3, in addition with lim
= 1 ∀A > 0, we obtain:
Study of P 4 . Via the continuity of χ β (., 0) we have:
Study of P 1 . We need two Lemmas. 
Consequently for any
Proof of Lemma 5.4 Let x ≥ e. The idea is to use a good decomposition of [0,
We define the sequence (u k (x)) k≥0 by u 0 = +∞,
log log(1 + 1 log β ). We easily obtain the following information about (u k ):
+∞ and in addition we have ∀k ≥ 1,
It remains to prove (5.10). Let ǫ > 0 and m > ≤ ǫη. By the Markov inequality, we have that
Since u ∈ S A , X ≥ A, then according to (5.9) if A > A 0 (5.10) is smaller than
The last inequality comes from R(x) ∼ c 0 x when x large.
Lemma 5.5 Under (1.1) and (1.5) , there exists c 28 > 0 such that for any A ≥ 0 and n ≥ 1
See [2] for the proof of (5.11) and the Appendix for this one of (5.12) . Finally by combining Lemma 5.5 and Lemma 5.4 we obtain the following assertion:
Study of P 2 . It suffices to use several times the following Lemma to bound for P 2 ,
Under (1.1) and (1.5) , there exists a constant c 29 > 0 such that for any
See the Appendix for the Proof of Lemma 5.6.
It is more obvious if we write P 2 ≤ (A) + (B) + (C) with 
Now we deal with (C). Let
. It is clear that we can rewrite (C) as P(U ≥ 1) − E(U) = E((U − 1)1 {U ≥2} ). Therefore (C) ≤ E(U 2 ) − E(U) which is smaller than the expectation in (5.13). Finally we have obtained the following assertion: ( * 2 ) For any K, ǫ, η > 0 there exists A > 0 such that for any
The proof of the Proposition 5.2 is finished by putting together ( * 1 ), ( * 2 ), ( * 3 ) and ( * 4 ).
Appendix

Proofs for the killed branching random walk
We state and prove four preliminary lemmas (Lemmas 4.14, 4.15 4.17 and 4.18). Their proofs require continual references to [2] . Recall Proof of Lemma 4.14. We recall that by Proposition 4.2 the spine has the law of (S n ) n≥0 . We see that
is smaller than 1, and e
− F (y) which is non-increasing in y, and y≥0
The fraction in the expectation is smaller than 1. Using the identity |1 E − a1 F | ≤ 1 − a + |1 E − 1 F | for a ∈ (0, 1), it yields that for y 2 ≥ 0,ǫ > 0 and any
We easily deduce that y → F β,L,b (δ, y) is Riemann integrable. log n], 
Therefore, the Markov property at time n − b (for n ≥ 2b) leads to
is defined by (6.2)
which is also equal to
By Markov property, the last term is equal to
We would like to replace F kill (y) by n
We observe that the only difference with (6.2) is that the branching random walk is not killed any more. Since
is always smaller than 1 and is equal to zero if no particle touched the barrier 0, we have that, for any H ∈ [0, a n (x + L)],
Consequently,
It follows that for any H ∈ [0, a n (x + L)],
we choose H such that
The function G H satisfies the conditions of Lemma 2.2 [2] for the same reasons than F β,L,b (δ, .). By Lemma 2.2 [2] , it yields that
for n large enough and x ∈ [0, 1 2 log n]. Combined with (6.3), we get
Recalling the definition of c β,L,b (δ), we apply again Lemma 2.2 [2] to see that:
log n]. Consequently, we have for n large enough and x ∈ [D, 1 2 log n],
The Lemma follows from (6.4). It remains to prove two results about the killed branching random walk. 
and for any L > 0, there exists C L > 0 such that
Proof of Lemma (6.5) and (6.6) . Let η > 0, L > 0 and δ ∈ R k . With Lemmas 4.12, 4.15, 4.16 (i) in section 4.4 and Lemma 3.8 of [2] , for b, n and x large enough we have
(6.5) and (6.6) follow from a combination of these four inequalities.
Proofs for the Section 5
In section 5 we have left two lemmas without proof. We recall some notations for u ∈ S A :
and "tilde" means always ×n 1) and (1.5) , there exists c 28 > 0 such that for any A ≥ 0 and n ≥ 1 and
Proof of Lemma 5.5. Clearly P(
Recall |u| ≤ √ n when u ∈ S A . By the Markov property, Proposition 5.4 and Lemma 4.7,
We conclude via [2] pp32 to 34 which proved that E(
under the integrability condition (1.5). The Lemma 5.5 follows. 
2 , x ≥ A ≥ 0 and n ≥ 1, then (6.8)
Proof of Lemma 5.6. We assume K = 0, β 1 = β 2 = β, (other cases run identically). Moreover as for any m > 0, B 0 β,n,x (u) ≤ B m β,n,x (u) we deal only with (6.9)
Then for |u| ≥ |v|, and u = v, notice that B m β,n,x (u) depends on the branching random walk rooted at u, whereas B m β,n,x (v)1 {u∈S A } is independent of it (even if v is a (strict) ancestor of u). Therefore, by the branching property,
with ∀x ≥ 0 and l ≤ √ n,
for |u| ≤ √ n, which is the case when u ∈ S A . It gives that
The weight e −V (u) hints for a change of measure from P to Q. For any k ≥ 0, we have by Proposition 4.2 (ii),
We have to discuss on the location of the vertex v with respect to ω k . We say that 'u non eq v' if v is not an ancestor of u, nor u is an ancestor of v. If v = u and |v| ≤ k = |u|, then either 'v non eq u', or v = ω l for some l < k. The Lemma will be proved once the following two estimates are shown:
Let us prove (6.12). We have
Let t l be the first time t after l such that V (w t ) < V (w l ). If k > l and w k ∈ S A , then V (w k ) < V (w l ), which means that necessarily k ≥ t l (and t l < √ n). Moreover, we have
We observe that B m β,n,x is a function of the branching random walk killed below V (w l ) and therefore is independant of the subtree rooted at w t l . Therefore, applying the branching property, we get
Remark that V (w t l ) < V (w l ). Since R is a non-decreasing function, we obtain Then we obtain that ≤ c 39 (log r) m+1 e −A e −(r−A)/2 .
Going back to (6.13), we get that where U denote the renewal measure associated to (S) n∈N , and the last inequality comes from Section XI.1 of [14] . It remains to treat (6.12). Decomposing the sum v non eq w k along the spine, we see that where Ω(ω l ) is as usual the set of brothers of ω l . The branching random walk rooted at x ∈ Ω(ω l ) has the same law under P and Q. Let, as before, G ∞ := σ{ω j , Ω(ω j ), V (ω j ), V (x), x ∈ Ω(ω j ), j ≥ 0} be the sigma-algebra associated to the spine and its brothers. Recall (6.10), for any z ∈ Ω(ω l ) we have that We observe now that if v ≥ x and v ∈ S A , then min This assertion is included in a proof of [2] (see p32, 33).
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