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A spatial point pattern consists of the locations {si} of events in some sample 
region A c R^. Events may be trees in a forest, earthquakes in a fault zone, or towns in 
a country. Spatial point patterns have been investigated in a diverse variety of 
disciplines, such as archaeology (Hodder and Orton, 1976), cosmology (Neyman and 
Scott, 1958), ecology (Pielou, 1977), geography (Glass and Tobler, 1971; Cliff and Ord, 
1981), geology (Herman, 1986; Ripley, 1988), and seismology (Ogata and Katsura, 
1986). 
Much of the interest in spatial point patterns has arisen from the belief that the 
locations of events result from the interactions of the events with one another or their 
environment. That is, the spatial locations are realized from some unknown spatial 
point process, which is a stochastic mechanism for locating events in space. Hence, by 
fitting a parametric model to the spatial point process, one might gain insight into the 
mechanisms that generated a given realization. For example. Glass and Tobler (1971) 
suggest that if natural resources are uniformly distributed, then a regular spacing of 
towns is the optimal point pattern for exploiting those resources. Once a spatial point 
process has been modeled, the model can be used to generate synthetic data, and so 
investigate the effects of perturbation of model parameters on realizations of the 
spatial point process. Models can also be used in prediction. For example, in 
seismology, a point-process model might be used to predict the probability of a major 
earthquake within a given region during a given time interval {e.g., Fiksel, 1984a). 
One of the first statistical studies of a spatial point pattern was due to Student 
(1907), who considered the spatial point pattern of yeast cells in a hemacytometer. 
The study of spatial point patterns also has a long history in fields outside of statistics. 
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especially in ecology (Goodall, 1952,1970; Pielou, 1977). Ecological examples go back 
to Gleason (1920) and Svedberg (1922). Throughout most of this history, statistical 
analysis involved the reduction of spatial point patterns to some informative 
descriptive statistics based on either quadrat counts (g.p.. Fisher et al, 1922; David 
and Moore, 1954; Morisita, 1959; Lloyd, 1967), or distances between events, or between 
sample points and events, etc. {e.g., Skellam, 1952; Clark and Evans, 1954; Hopkins, 
1954). 
When spatial point patterns are reduced to single-dimensional descriptive 
statistics, much of the spatial information is lost. For example, statistics based on 
quadrat counts do not use information on the locations of events within quadrats, nor 
the relative locations of quadrats. Statistics based on nearest-neighbor distance 
measurements use only distances between close events, so information on larger scales 
of pattern is lost. These descriptive statistics are usually compared to expected values 
under complete spatial randomness (i.e., a realization of a homogeneous Poisson 
process), and can only be used to detect broad alternatives to complete spatial 
randomness, e.g., clustering or regularity. The behavior of these statistics under 
alternative models is generally unknown. Moreover, different models can yield 
identical values, so it is not clear exactly what they measure. 
The modem approach to summarizing spatial—point—pattern data involves the 
estimation of the reduced second moment measure, the so-called K-function. 
Although Bartlett (1964) apparently was the first to define what is now known as the 
K-function, it was not until Ripley (1976) introduced edge-corrected methods for 
estimating it, that the K-function became a popular tool for analyzing spatial point 
patterns. The empirical K-function makes efficient use of the spatial information in a 
point pattern by measuring distances between all pairs of events less than some 
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distance ro apart, and estimates of this function can be used to investigate several 
scales of pattern simultaneously. Since the K—function is known (at least 
approximately) for several alternative models {e.g., Diggle, 1983, p. 55; Hanisch and 
Stoyan, 1983; Isham, 1984; Stoyan and Stoyan, 1985; Stoyan, 1988), it can also be a 
valuable tool in model building. 
The earliest attempts at fitting models to point patterns involved fitting 
discrete distribution functions, such as the negative binomial distribution, to quadrat-
count data (e.g., Neyman, 1939; Feller, 1943; Bliss and Fisher, 1953; Thomas, 1949). 
Such distributions were thought to arise from one of two possible mechanisms: A 
generalized Poisson distribution arises firom a Poisson number of clusters per quadrat, 
each containing a random number of events. A compound Poisson distribution is 
formed from a mixture of Poisson distributions, and is thought to arise from 
environmental inhomogeneity. These are not mathematically well-defined models for 
spatial point processes; there exists no non-degenerate stationary ergodic process that 
results in either a compound Poisson or a generalized Poisson distribution for all sizes 
of quadrats (Diggle and Milne, 1983). 
Except for the Poisson process, mathematically well-defined models for spatial 
point processes have only been available since the 1950s. Since then, a number have 
been defined, including the Poisson cluster process (Neyman and Scott, 1958), the Cox 
process (Cox, 1955), simple inhibition processes (e.g., Matérn, 1960), the Markov point 
process (Kelly and Ripley, 1976), and the interrupted point process (Stoyan, 1979). 
Although models have been available since the 1950s, methods for fitting 
models to spatial data are relatively recent. A turning point occurred when Ripley 
(1977) presented a method for fitting models based on the K—function. 
Since Ripley's (1977) seminal paper, a variety of methods have been used to fit 
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well-defined models to data. Such methods tend to be model dependent. Maximum 
likelihood estimation has been successfully applied to the inhomogeneous Poisson 
process (Kooijman, 1979; Berman, 1986; Ogata and Katsura, 1986; Lawson, 1988), and, 
to a lesser extent, the Markov point process (Ogata and Tanemttra, 1981, 1984,1986; 
Penttinen, 1984). For many models {e.g., the Poisson cluster process), the likelihood 
function is either intractable or unknown. Consequently, a number of ad hoc 
procedures have been suggested. The K—function can be used to fit the Poisson cluster 
process (Diggle, 1978), simple inhibition processes (Stoyan and Stoyan, 1985; Stoyan, 
1988), and Markov point processes (Isham, 1984; Hanisch and Stoyan, 1983; Diggle and 
Gratton, 1984). For Markov point processes, a least-squares approach based on 
estimates of reduced Palm measures has been suggested by Takacs (1986) and Fiksel 
(1984b, 1988). Nonparametric estimation has been considered for the inhomogeneous 
Poisson process (Diggle, 1981,1985), and the Markov point process (Diggle et al., 
1987). 
Although a number of parameter—estimation methods have been proposed for 
spatial point processes, very little is known about the properties of the resulting 
estimators. For example, are they consistent, asymptotically normal, or 
asymptotically efficient as the sample region Traditionally, inference for spatial 
processes has relied on Monte Carlo techniques (e.g., Besag and Diggle, 1977), but 
theoretical results would be more preferable. Although there are some results for the 
maximum likelihood estimator of the parameters of point processes on the time domain 
{e.g., Ogata, 1978; Kutoyants, 1984), there are no similar results for point processes on 
01^. It is sometimes assumed, without proof, that the maximum likelihood estimator is 
asymptotically normal, and that its asymptotic variance is given by the inverse of the 
Fisher information. 
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The general methods of Ibragimov and Has'minskii (1981) for finding the 
asymptotic properties of maximum likelihood and Bayes estimators yield fruitful 
results. They have been successfully applied to maximum likelihood and Bayes 
estimators for Poisson point processes in time (Kutoyants, 1984) and in space (Part I). 
Realized spatial point patterns are often the result of dynamic processes that 
occur in time as well as space. For example, the spatial point pattern of forest trees 
evolves over time as new individuals are bom and old individuals die. However, 
previous attempts at modeling spatial point patterns typically have worked with data 
that were available only at a single instant of time. Consequently, many point-process 
models suffer nonidentifiability problems in the sense that two or more distinct models 
may yield identical realizations (see e.g., Gurland, 1957; Westcott, 1971; Cliff and Ord, 
1981, pp. 90-92; Diggle, 1983, pp. 58-59). For example, a Poisson cluster process is 
frequently identically distributed to a Cox process (Bartlett, 1964). No amount of 
statistical analysis can distinguish between such models. Dynamic space-time models 
are less susceptible to this problem, since such models follow the temporal evolution of 
the spatial point pattern. 
Although many of the early techniques for investigating spatial point patterns 
were developed in ecology, it is evident that ecologists are either unaware of the 
modern statistical developments in the field, or they do not understand them. 
Ecologists have used the K—function to test for complete spatial randomness (Sterner 
et al., 1986; Kenkel, 1988; Lawton and Putz, 1988; Rebertus et al, 1989), and to 
determine if the thinning of tree populations is completely random (Kenkel, 1988; 
Rebertus et aL, 1989). Only Sterner et al (1986) make any attempt at model building; 
they fit Poisson cluster and simple inhibition processes to forest data. Thus, there 
appears to be a lack of communication between the statisticians who have developed 
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the modern techniques of spatial point pattern analysis and the scientists who apply 
them. Often, models developed by statisticians are not appropriate for the scientific 
problems to which they have been applied. In ecology, for example, models should 
account for the biology of the organisms that are being modeled. Therefore, very 
specialized models may be required. Although this does not appeal to the statistician's 
innate desire to construct models that can be applied to a wide variety of scientific 
problems, I believe it is a necessary step for future progress in the field of spatial 
statistics. Nevertheless, such models can sometimes lead to interesting generalizations 
that either broaden the scope of existing models or establish whole new classes of 
models. 
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1. THEORETICAL CONSIDERATIONS 
The following discussion of the theory of spatial point processes is largely from 
Kallenberg (1986), Karr (1986), Stoyan et al. (1987), and Daley and Vere-Jones 
(1988). It is intended to provide the necessary theoretical background for the 
understanding of results given in the body of this dissertation. 
A spatial point process is a stochastic mechanism governing the location of a 
countable number of events {si} in R^. A spatial point pattern (a realization of a 
spatial point process) is defined either through the spatial locations of events 
{si, 82, • • •} in A c R^, or through a counting measure N on R"^. For the latter 
approach, let denote the Borel j-algebra of subsets of R<*. Then, for each B e 
N(B) is the number of events in B; so N(B) G {0,1, 2, • • •}, for all B G S. Let 
(n, </^, P) be a probability space, and let $ be a collection of locally finite probability 
measures on A. On i, define Jf to be the smallest tr—algebra generated by sets of the 
form {Ne#: N(B) = n}, for all B E JP, and all n e {0,1, 2, • • •}. Then a spatial point 
process N on A is a measurable mapping of (0, v^) into (#, Jf), A spatial point 
process N defined on (fi, P) induces a probability measure Pj^(Y) = P(N e Y), for 
all Y € Let E denote expectation with respect to P^. 
The moment measures of a spatial point process are analogous to the moments 
of random variables or random vectors. For a point process N, the number of events 
N(B) in B € .3 is a random variable with first moment, 
MB) 5 E{N(B)} = / N(B) Pj,(dN); (1) 
B 
li is the mean measure of N. The k-th moment measure of N is defined to be, 
n(Bh • • •• Bk) = E{N(B,)-• •N(Bk)}. (2) 
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Now consider the behavior of the moment measures as s E Let ds and dn 
be small regions located at s and n, respectively. Then the first-order intensity at a 
point 8 € is defined to be, 
A(b)5 lim Xds)/Kds), (3) 
I<djB)-»0 
where u is Lebesgue measure. Similarly, the second-order intensity is defined to be, 
.) s li. (4) 
" " Kdl5)-0 Kdl})Kdji) 
Kda)-^ 
The role of probability generating functionals for point processes is analogous to 
the role of probability generating functions for random variables. Let R*^ -* R. Then 
the probability generating functional of a point process N is defined by, 
6^(0 = ((5) N(d8)}]. (5) 
This quantity is well-defined if the point process N is almost surely finite, or if 
I ({b) I < 1 for all js € and 1 - ( vanishes outside some bounded set B c R'^ 
(Vere-Jones, 1968; Westcott, 1972). Two point processes that have the same 
probability generating functional are identically distributed (Grandell, 1977; 
Kallenberg, 1986, p. 27; Karr, 1986, pp. 9-10). Thus, the probability generating 
functional uniquely determines a point process. Probability generating functionals can 
be used to determine the moment measures of point process models. In addition, the 
probability generating functional has proved useful in proving theorems concerning the 
asymptotic properties of estimators (see Part I). 
One important class of spatial point processes is the class of stationary, 
isotropic point processes. Let N (A) = N(u: a + s € A). Then a spatial point process 
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N is stationary if N and are identically distributed, for all s 6 R*'. That is, 
stationary point processes are invariant under translations. Similarly, a point process 
N is isotropic if N is invariant under rotations about the origin. For a stationary 
isotropic point process A(S) = A, and A(B, N) = A®(||B - U||), for all S, U € 
The reduced Palm distribution is one of the most important concepts of point-
process theory (Palm, 1943; Khinchin, 1960, pp. 37-40; Jagers, 1973; Papangelou, 
1974). The reduced Palm distribution can be defined through the reduced Campbell 
measure. The reduced CampbeU measure of a point process N is a measure on ^ x 
defined by, 
4(8 xY)s f f I{(N - ij) 6 Y} N(d.) Pj,(dN); B 6 Jf, Y 6 (6) 
where I( • ) is an indicator function. Given an event s in N, N — denotes the point 
pattern N minus the event at s. For each realization Ne#,/* I{(N — € Y} N(dg) 
B ~ 
counts the number of events s of N such that N — ^ € Y. For Y e 
~ a 
0 < <^(B X Y) < for all B e so is absolutely continuous with respect to ii. 
By the Radon—Nikodym theorem, there exist uniquely determined measures pir on 
(#, jy) such that, 
4(BxY) = jrp^^^(Y)Mds). (7) 
The measure P» is call the reduced Palm distribution of N with respect to s. It can i^,ig ~ 
be interpreted to be the conditional distribution of N on — {s}, given that there is 
an event at s G R^. For a stationary point process, P^ ^ does not depend on s; write 
P ' — p ' 
N.S -
The reduced second—moment measure has proved'to be a useful tool for the 
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description of stationary point processes. The reduced second-moment measure of a 
point process N is defined to be 
X(B]  =  f  m  -  {0}) P^g(dN); Be a  (8) 
(Stoyan et al., 1987, p. 117). If B = b(0, r), the ball of radius r centered at 0, then 
write 
K(r) = ^(b(8,r)). (9) 
For a stationary isotropic point process, the relationship between the K—function and 
the second-order intensity function A^( • ) is given by, 
K(r) = A*'wd(r)jr u*^"' A^(u) du; r > 0, (10) 
where 
Wd(r) = 
Ar(i + 4) 
is the surface area of a sphere of radius r (Diggle, 1983, p. 48). 
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2. EXPLANATION OF DISSERTATION FORMAT 
This dissertation consists of two parts, each of which addresses a question posed 
in the General Introduction. First, what are the (asymptotic) properties of estimators 
of parameterized point process models? Second, how can space-time point processes 
be modeled? 
Part I considers the properties of estimators for parameters of inhomogeneous 
Poisson processes. A Cramér—Rao lower bound is given for any general estimator. 
The methods of Ibragimov and Has'minskii (1981) are used to study the asymptotic 
properties of the maximum likelihood estimator ^ and the Bayes estimator as the 
sample region AIR**. Here, conditions are given under which 9^ and ^ are consistent, 
asymptotically normal and asymptotically efficient, as AltR*^. These results are 
extensions of the results of Kutoyants (1984), who studied the asymptotic properties of 
estimators on the time interval [0, r], where T-* m. 
Part II considers a reductionist approach to the analysis of space-time marked 
point patterns. This involves decomposing the marked point pattern into its 
components and modeling each separately. A class of marked point processes is 
considered, with components governing births of events, their growth, and subsequent 
deaths of events. In ecology, such processes can be used to describe the births of trees, 
their growth, and their thinning due to mortality. By modeling each of these 
individual dynamic processes, one attempts gain an understanding of the global process 
that would not have been possible from an analysis of the superposition of all three 
processes. This approach is illustrated using data from an old-growth longleaf pine 
{Pinus palustris) forest in southern Georgia. 
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PART I. 
ASYMPTOTIC PROPERTIES OF MAXIMUM LIKELIHOOD AND BAYES 
ESTIMATORS FOR SPATIAL INHOMOGENEOUS POISSON POINT 
PROCESSES 
13 
Asymptotic Properties of Maximum Likelihood and Bayes 
Estimators for spatial inhomogeneous Poisson Point Processes 
Department of Statistics 
Iowa State University 
Ames, Iowa 50010 
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ABSTRACT 
Consider a spatial point pattern realized from an inhomogeneous Poisson 
process on a bounded Borel set A c with intensity function A(s; ff), where 
^ e 6 C In this article, we show that the maximum likelihood estimator 0^ and the 
Bayes estimator ^ are consistent, asymptotically normal, and asymptotically efficient 
as the study region A|R^. This extends asymptotic results of Kutoyants (1984), for an 
inhomogeneous Poisson process on [0, T] c R, where T -« OD. Furthermore, a 
Cramér—Rao lower bound is found for any estimator of $. The asymptotic properties 
of and 9^ are considered for a modulated Poisson process (Cox, 1972), and a linear 
Poisson process. An example is given to show that there exist inhomogeneous Poisson 
processes that have no consistent estimators. 
KEY WORDS: spatial point process, maximum likelihood estimator. Bayes 
estimator, consistent estimator, asymptotic normality, efficient 




The spatial locations of events in R*' form a spatial point pattern that will be 
modeled here as a realization of a spatial point process. This article considers the case 
where the point process is an inhomogeneous Poisson process with some intensity 
function A('), which may be a function purely of spatial location, or may be a function 
of concomitant (spatially varying) variables. The inhomogeneous Poisson process is a 
flexible model that has many potential applications in such diverse fields as ecology 
(e.^., Kooijman, 1979), geology {e.g., Berman, 1986), seismology {e.g., Ogata and 
Katsura, 1988), and epidemiology {e.g., Lawson, 1988). 
A spatial point process is a stochastic mechanism governing the locations of 
events {si, • • •, Sn} in some set A c IR*^, which is defined either directly through the 
random spatial locations of events in A, or through a random counting measure N on 
A. Consider the latter approach; Let denote the Borel a—algebra of subsets of A. 
Then, for each B e S, N(B) is the number of events in B; thus N(B) € {0,1,2, • • •}, 
for all 6 € S. Let (0, P) be a probability space and let f be a collection of 
locally—finite counting measures on A. On i, define J^to be the smallest tr—algebra 
generated by sets of the form {N E i: N(B) = n}, for all B € ^ and all 
n e {0,1, 2, • • •}. Then a spatial point process N on A is a measurable mapping of 
(n, u4) into (i, J). A spatial point process N defined over (0, vY, P) induces a 
probability measure Pjj(Y) = P(N 6 Y), for all Y 6 A Let E denote expectation with 
respect to Pj^. 
A point process N is an inhomogeneous Poisson process with intensity A( • ) if: 
(i) For any collection of disjoint sets B|, Bg, • • •, Bk € S, the random 
variables N(Bi), N(B2), • • •, N(Bk) are independent. 
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(ii) For all B € N(B) has a Poisson distribution with mean 
/ A(B) lids): 
B 
P{N(B) = n} = ij A(8) Kds)] exp(-J^ ^(g) Kdj?)} » 
where • ) is Lebesgue measure. 
Suppose that the data consist of the locations sj, • • •, Sn of N(A) = n events in 
a bounded set A c Let {X{-\ ff): 0^ 8} be a family of parameterized intensity 
functions. Then the likelihood function of data generated by an inhomogeneous 
Poisson process is given by, 
over all 0 6 6. In most applications, this maximization problem will not admit a 
closed-form solution, so numerical techniques must be applied {e.g., Fletcher and 
Powell, 1963; Nelder and Mead, 1965). 
Now suppose that fis a random variable and that 0 e B, is its prior 
density. Then the posterior density of 0 is obtained from Bayes' formula: 
Let the loss function w( 0, ;^) be given. Then it is easy to show that the Bayes 
estimator of 0 is obtained by finding that minimizes the posterior expected loss: 
{ l o g  A ( n ,  0) N(dg) - A(o; ^ i/(du)}. 




For quadratic loss, ^ is the posterior mean. 
The goal of this article is to establish asymptotic properties of and for 
inhomogeneous Poisson processes on Results for the analogous problem on 
[0, T] c R have been derived by Kutoyants (1984), which we shall generalize to the 
spatial context. 
Section 2 establishes the necessary notation. A Cramér—Rao inequality is 
proved in Section 3. Section 4 considers the general framework for proving asymptotic 
results for the maximum likelihood estimator and the Bayes estimator. Section 5 gives 
the main results of this paper: Under appropriate regularity conditions, both the 
maximum likelihood and Bayes estimators are consistent, asymptotically normal, and 
asymptotically efficient; proofs of technical lemmas are contained in Appendices B and 
C. Several examples are considered in Section 6. Finally, Section 7 contains 
conclusions and a discussion of open problems. 
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2. PRELIMINARIES 
Let N be an inhomogeneous Poisson process on A c with parameterized 
intensity function A(« ; 0 € B C Ol''. Then N induces a probability measure P^ on 
A; 
(f, u/f), where i  is the set of counting measures on A and J^is the smallest a-algebra 
generated by sets of the form {N s i: N(B) = n}, for all Borel sets B c A, and all 
nonnegative integers n. Let Eg denote mathematical expectation with respect to P g. 
M N 
Let lui = denote the norm of the vector u and let I HI = sup (Hal 
l»l=l 
denote the norm of the matrix H. This matrix norm is also the square root of the 
largest characteristic root of H'H. See Graybill (1983, pp. 93-94) for the properties of 
matrix norms. 
Consider two deterministic functions f and g, mapping A onto 0). Let • ) 
denote Lebesgue measure, and define 
= (21) 
and 
<f, g>A = f(g) S(S )  Kds). 
to be the norm and scalar product, respectively, in the linear space L2(A). (We say 
that f € L2(A) if ||f||y^ < QD.) The function f( « ; ^ is said to be Fréchet differentiate 
with respect to 0in L3(A), evaluated at the point 0 = ^o, if there exists a vector 
function |(8; 0o) € L2(A) such that, 
m+é) - W - flWII A = «(1^1)' (2 2) 
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Alternatively, we can write 
since Fréchet differentiability implies Gateaux differentiability (Berger, 1977, pp. 
67-69). A function f(8; y^ is said to be absolutely continuous with respect to 
y € [a, b] at the point s € if for every £ > 0, there exists â> 0 such that 
1=1 
for every finite collection {(ai, /Si): i = 1, • • •, m} of nonoverlapping intervals in [a, b] 
with 
S loiiû-^iûl < à-
i=l 
The derivative of A(.; ^ with respect to Sin L2(A), evaluated at ûo, is written 
as À(8; ûo) for each fixed a e Let 0) = 2(A(8; Assume that the 
derivative A( • ; ^ exists for each ^ € 8 and that jfr € L2(A) exists. Let I^(^) be the k x 
k matrix whose (i, j)-th element is, 
(Ms; D)-' Mr. S) 3% M»; S) Kd»). (2-3) 
and define the normalizing matrix, 
Va(S) ^ (24) 
For an inhomogeneous Poisson process N with intensity function A( • ; j^, define 
the random signed-measure, 
20 
M^A) 5 N(A) - f A(.| g) Kdj); A 6 (2.5) 
M A 
Let ^ be any (possibly complex—valued) deterministic Lebesgue measurable function 
such that, 
«•) Ms; g) Kdij) < .> (2-6) 
for any bounded set A e 3. For each realization of , define the stochastic integral, 
JJ{|A)s/«s)M^d.)i A6^, (2.7) 
M A N 
where ^ satisfies (2.6). Then from Appendix A, (2.7) is well-defined and measurable. 
The moments of Jg((; A) are also given in Appendix A. 
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3. CRAMÉR-RAO INEQUALITY 
Let the intensity function of the inhomogeneous Poisson process N, defined on 
* 
A, be A(' ; where ^ € 6 C IR''. Consider an arbitrary estimator 0^ of 6, and the 
* * 
mean-squared error of that estimator: The Cramér-Rao 
inequality gives a lower bound for the mean-fiquared error, which can be used to assess 
the relative efficiency of estimators. 
Consider the following conditions: 
(a) For all 0 € 8 and all s E A, A(8; ^ > 0. 
(b) For all ^ € 0, the function f(s; y) = A(B; i)• (A(8; " 
differentiable with respect to ^ in L2(A) at the point = A 
(c) For all € 0, the Fisher information matrix I^(^ is positive-definite. 
Condition (a) ensures that {P& ^ € 0} is an equivalent family of measures; that is, 
rsi 
is absolutely continuous with respect to P^ for all ^2 € 0. Equivalence of the 
N ^ (V ' 
measures {P^: *€0} implies the existence of the likelihood ratio (Liptser and 
Shiryayev, 1978, pp. 314-315), 
(3.1) 
(see equation (1.1)). Condition (b) is required to show that the bias is differentiable 
with respect to $, and condition (c) ensures that the Cramér-Rao lower bound is 
well-defined. 
^ % % 
The bias of an estimator ^ is defined to be $^) = E^^ - 0. Before 
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• 
proving the Cramér—Rao inequality, we will show that h{0, 0^) is differentiable with 
respect to 0. 
Theorem 1: 
Let N be an inhomogeneous Poisson process on A with intensity function 
X{-] 0)] 0^%. Suppose that conditions (a) and (b) are satisfied. Then the bias of an 
* 
estimator 0^ is differentiable with respect to 0. 
where is the log likelihood of 0 (see equation (1.1) for the likelihood of 0). It 
remains to show that, 
Proof: 
The formal differentiation of Eg(^) with respect to yields 
M M  M  *  M  *  
* M '  M '  
(3.2) 
I - W HÙS\ = «( I ^1 )• 
M  M  M  M M  
Now, 
M  M  M  M M  
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î  ® | { K ( M  « • ) - > - / , •  ( » • ' )  
by the Cauchy—Schwarz inequality. Note that E«[exp|/ log —N(dB)|l 
(A(2; s ) y  
takes the form of a probability generating functional of a Poisson point process N, 
where ((g) in equation (A.8) of Appendix A, is equal to (A(8; 0+j^y/{X{a-, So, 
from equation (3.1) and equation (A.9) in Appendix A, 
HC'aW' B)') 
= E^[e*p{ j^log Kds)}] 
=  e x p { / ^  { - 1 ]  +  2 A ( g ; f ) }  K d s ) }  
= exp(/ -2A(s; $+j^ + A(s; f^ds)} 
^ A L A(s; g )  J ^  
= exp{||f(^^-f(^||%}, (3.4) 
where 




= lli(^)'^lA. (3 S) 
which is well-defined by assumption (b). In addition, 
«} = ». ('•«) 
IW 
and by equation (A.6), 
Notice that, 
«P{|| W - ««Il A) = 1 + lli(«)'JA + °(iai *)• (3 ») 
So, by (3.3) through (3.8), 
I <v rg N rv A# ' 
2 
^ Ef(l#Al'}WMM-#lA}-l + IIM'^IA N 
-2<i(®'^.W-'(D>A> 
= I 1 '}{2||!(„»)'«Ill - 2<i(»'^. f(M - f(«)>A + »( I ^1 ')} 
+ o(|ffP}. 
o 
Since <g, g+h>^ = ||g||^ + <g, h>^, then the right-hand side of the expression 
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above is equal to, 
i(S)'S+««)-W>A + =(1^1% 
< E^\sl\'i{2iiit(g)'§^ llt(«'^+«(.«)-WIIa + "(1^1% ('•") 
by the Cauchy-Schwarz inequality. Since ||î(fl)'^|^ < | f| || 1101 (|^ and since 
!(• ; D € L3(A), then the right-hand side of (3.9) is o( | ^). Hence, the differentiation 
of Eg(^) is justified and the derivative with respect to 0 is given by equation (3.2). , 
rv 
The proof of Theorem 1 follows closely the proof of an analogous theorem on 
[0, T] due to Kutoyants (1984, Theorem 4.3.9, p. 138). Kutoyants uses a generalized 
Ito equation (Kutoyants, 1984, pp. 120—121) to obtain the statistical expectation of the 
square of the likelihood ratio. We have used a more direct calculation based on the 
probability generating functional. The calculation of the probability generating 
functional of an inhomogeneous Poisson process is given in Appendix A. The next 
theorem is also a spatial analogue of a theorem of Kutoyants (1984, Theorem 4.3.9, pp. 
138—139), for an inhomogeneous Poisson process on [0, T]. 
Theorem 2 (Cramér—Rao inequality): 
* 
Let ^ be any estimator for 0, and suppose conditions (a)-(c) are satisfied. 
Then the matrix, 
<v <v 
-MMI) m A)'-
is positive-definite for all ûe B. 
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Proof; 
Take any and let a £ Ol''. Then by equations (3.2) and (A.6), 
'mi' t\i' 
*(\»' N ' 
by the Cauchy-Schwaiz inequality. Applying equation (A.7) to the last expectation, 
the right-hand side of the expression above is equal to, 
Therefore, 
The theorem follows by taking u = (I^(^) ' ^ {6-b(0,û^)}'z. , 
rw 
In Theorems 1 and 2, we assumed A(s; 0) > 0, for all s e and all # E 8. This 
assumption can be relaxed provided the set {s: A(8; ^ = 0} does not depend on 0. 
Then the proofs follow as before, except that integrations are now carried out over the 
set A n {s: A(s; a) > 0}. 
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4. LOCAL ASYMPTOTIC NORMALITY AND ASYMPTOTIC PROPERTIES OF 
MAXIMUM LIKELIHOOD AND BAYES ESTIMATORS 
The following discussion of methods for studying the asymptotic properties of 
maximum likelihood and Bayes estimators is adapted from Ibragimov and Has'mwnskii 
(1981) to the present problem on inhomogeneous Poisson point processes. Ibragimov 
and Has'minskii consider a family of experiments 0 6 0}) 
generated by observations e € (0,1). They study the asymptotic behavior of 
maximum likelihood and Bayes estimators of i^as e 4 0. Here, we replace the family 
of experiments with a sequence {Nn.* n = 1, 2, • • •} of inhomogeneous Poisson 
processes, and we study the behavior of the maximum likelihood and Bayes estimators 
of ^ as n -4 OD. 
Suppose N is an inhomogeneous Poisson process on with intensity function 
A(s; where ^ € 8 c The point process N induces a probability measure on the 
space of locally finite counting measures (#, ./K) on which belongs to 
{P^ :  0 € 6}. Recall that, J'iB the smallest a-algebra generated by sets of the 
rv 
form {N € i: N(B) = k}, for all B E and all integers k > 0, where 3 are the Borel 
sets in R^. Let {An € «9: n = 1, 2, • • •} be any nested sequence of Borel sets such that 
AntR*^. For each integer n > 1, let <n denote the collection of locally finite counting 
measures on An, define ^ = An fl to be trace a-algebra of S on An, and define 
P 4" = Pal to be the restriction of P.to 41, where = fnM ^is the trace 
~ S 
(T-algebra of ^on In. Then P^"(Y) = P^Y) for all Y € J(i. Define Nn = N to be 
the restriction of N to Then Nn E $n, Nn(B) = N(B) for all B € and 
P^"(Nn e Y) =5 P^N 6 Y) for all Y 6 So, Nn is an inhomogeneous Poisson 
N rv 
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process on An with intensity function A(8; 0). Note that, { ^ : n = 1, 2, • • •} is a 
nested sequence of (r-algebras; that is, c C • • • C Then 
P^"(Nm 6 Y) = PiN 6 Y) = P^"(N„ € Y), for Y € ^, and n > m. Let denote 
X N S (V 
the mathematical expectation with respect to P^". 
Consider the asymptotic properties of an estimator of tf, as n -• m. The 
family of estimators {Ty^ : n = 1, 2, • • •} is consistent for ^if for all e > 0, 
liiiiP^»{|T^ -II >e} = Oi 
n-*oD w 
The family {T^ : n =B 1, 2, • • •} is uniformly consistent for 6 on the compact set K c 6 
if for all 6 > 0, 
n-im cfcJV ^ 
IV 
Ibragimov and Has'minsldi (1981) find conditions under which maximum 
likelihood and Bayes estimators are consistent and asymptotically normal, as n -> o. 
These conditions include the requirement that the family of measures {P^": 0 G 6} is 
locally asymptotically normal as n -» oo, uniformly for all 0 E K, a compact set. Assume 
that A(8; ^ > 0, for all 8 € R** and all € 8, so that for each n, {P^": £ 0} is an 
rsi 
equivalent family of measures. For any $i, ^3 € B, define the likelihood ratio, 
WA. f.) = HJ - H'jS,)) Kdj)}. 
(4.1) 
Informally speaking, the family {P^": ^  € 6} is locally asymptotically normal if the log 
N 
likelihood ratio can be approximated by a Gaussian random variable (Wald, 1943). 
The following definitions are from Ibragimov and Has'minskii (1981): 
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Definition 
The family of measures {P^": 8} is locally asymptotically normal at a point 
f 6 8 C IR\ as n -i m, if for some nonsingular k x k normalizing matrix and any 
n € R'', the likelihood ratio, 0),  can be written as, 
= «'«'(lI'AjL.ljW - ill'!! + (4 2) 
where 
N(g, Jk). (4,3) 
and 
f^^(g, 0, as 6 4 m. (4.4) 
Here, i denotes convergence in distribution, -E-# denotes convergence in 
probability, Jk denotes the k x k identity matrix, and N(j(^ S) denotes a multivariate 
normal distribution with mean ft and variance S. 
Definition 
The family of probability measures {P^": * E 8} is locally asymptotically 
N 
normal as n -» D, uniformly for all in a compact set K, if (4.2)—(4.4) are satisfied for 
ail * E K. 
TypicaUy, = (1*^^)"'/', where 5 f «<<i.) is the 
* '^15 : S) 
Fisher information matrix (for an inhomogeneous Poisson process). 
In the following, assume that 8 is an open subset of R''. Let K be any compact 
subset of 8, and define = [a: $+ E 8}. Recall that Z^^(u) is the 
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likelihood ratio evaluated at ^ and $. Consider the following conditions on 
{pA»:»6 8}: 
(i) The family of measures {Pg": * € 8} is locally asymptotically normal as 
N 
n-»m, uniformly for all 0 € K. 
(ii) For any compact set K c 0, 
limsup =»• 
n-+m tcJV 
(iii) For any compact set K c 0, some /? > 0, m > 0, B = B(K), and 
a = a(K), and for all R > 0, 
» w p ( E j , " ' I ( Z j i o O ; ) ) ' / "  - f  * [ ' ! ! ' % :  o . "  
(iv) For any compact set K c 0 and any integer j > 0, there exists 
no = no(j, K) such that, 
% sup sup IgH By){(Z. (u))^/^} < CD. 
n>no n€Un ~ " 
The asymptotic behavior of the maximum likelihood estimator is considered in 
the following theorem of Ibragimov and Has'minskii (1981): 
Theorem 3 (Ibragimov and Has'minskii, 1981) 
Let 0cn^ and suppose conditions (i)-(iv) are satisfied, with I3> It in condition 
(iii). Let K be an arbitrary compact set in 8. Then for all ^ 6 K, 
(1) the maximum likelihood estimator 0^ is consistent for as n -> OD; 
(2) ® ^  "(S- Jk). «» " —i 
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(3) Urn By I " «) I " = ^ I f I "kae f ~ N(0, Ji). 
n-^oD ~ 
Proof: See Ibragimov and Has'minskii (1981, Theorem 3.1.1). i 
Now consider the asymptotic properties of the Bayes estimator as n co. Let 
be the Bayes estimator corresponding to the prior density )r(• ) and the loss 
^An 
function of the form - ff)}- Assume that the loss function w( • ) 
satisfies the following properties: 
(1) the function w( • ) is a nonnegative function defined on Ot'', and is strictly 
positive for at least one point in 
(2) w(g) = 0 and w(x) is continuous at x = 0; 
(3) the function w(*) is symmetric; that is, w(x) = w(-x) for all x 6 R*'; 
(4) the sets {x: w(x) < c} are convex for all c> 0. 
Let T denote the class of all loss functions on that satisfy properties (l)-(4). 
Suppose further that there exist KQ > 0 and 7 > 0 such that for all /c > kq, 
inf w(i)> sup w(i). 
Denote by TIfpC the class of loss functions that satisfy the extra condition above 
and possess a polynomial majorant. The asymptotic behavior of is considered in 
the following theorem of Ibragimov and Has'minskii (1981): 
Theorem 4 (Ibragimov and Has'minskii, 1981) 
Let 8 c of and suppose conditions (i)-(iv) are satisfied. Let be the Bayes 
estimator with respect to the prior density • ) and the loss function w( • ). Assume 
that the prior density 9r(') is continuous and bounded, and assume that w € Let 
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K be an arbitrary compact subset of 6. Then conditional on 
(1) the Bayes estimator ^ is consistent for for all ^ € K, as n -> o; 
(2) (VAn(^)''(lA„ - ^  % Jk), for aU ^ 6 K, as n - a>; 
(3) 1 im By) I (V'A„(^)"'( Ja„-^l' '=B|;^|P,foralW€K, where 
• n-»oB (w  ^ " 
f~N(O.Ji.).  
Proof: See Ibragimov and Has'minsldi (1981, Theorem 3.2.1). 
Kutoyants (1984) notes that condition (iv) can be modified in Theorems 3 and 4 to 
(iv)' For any compact set K c 6, there exist constants 7 > 0 and c > 0 such 
that, 
sup P^"{Z^^(ti) > exp(-c|u| '^)} < exp(-c|u| 'y). 
* 
The asymptotic efficiency of an estimator ^ of 0 is determined by the Hâjek 
inequality. Consider a loss function w 6 F and suppose the growth of w(x), as 
|x| -* m, is slower than the growth of exp{€|x| as |x| -• œ, for all c> 0; let g 
denote the class of such loss functions. The Hâjek inequality gives the asymptotic 
lower bound for the expected loss. 
Theorem 5 (Hâjek inequality) 
Let {P^": ^ E 8) be locally asymptotically normal as n -• o, at the point $0. 
rv 
Suppose that iv e ^ and lim sup | iS)' I = 0- Then for any estimator 
' n~»(r ^ " 
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y™ li:n , ,  sup .  Ej,"'  [y{{VxJ<So))'KS*A„ - S))] ^ E{w(;J)}, 
6-*0 n-»m I y—Vo I ^ 
where ( ~ N(0, Jk). 
Proof: See Hàjek (1972) and Ibragimov and Has'minskii (1981). 
Theorems 3 and 4 show that both {'PxJiS))'K'SA.^ - ^  and {v>xJi!![))'KiAn ~ 
converge in distribution to N(0, Jk), so the Hàjek inequality shows that the and 
9A are asymptotically efficient for 0, as n -• o. 
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5. ASYMPTOTIC PROPERTIES OF MAXIMUM LIKELIHOOD AND BAYES 
ESTIMATORS FOR AN INHOMOGENEOUS POISSON PROCESS 
Suppose Nn is an inhomogeneous Poisson process on An with intensity function 
A(B; |), where Let {AN c n = 1, 2, • • •} be any nested sequence of Borel sets 
such that AntR**- This section considers the asymptotic properties of the maximum 
likelihood estimator and the Bayes estimator , as n -» m. Two cases are 
wAn ^An 
considered: (1) the scalar parameter case, where 0 = (a, b), an open interval of the real 
line, and (2) the vector parameter case, where 8 is a open convex subset of 
5.1 Scalar Parameter Case 
Suppose 6 = (a, b), an open interval of the real line. Let K be any compact 
subset of 6. Consider the following assumptions (cf. Kutoyants, 1984, pp. 125—126): 
(Ci) For all ^ € 8 and all s 6 A(8; 0) > 0. The function A(s; 6) is 
absolutely continuous with respect to 6 for almost all s € and 
(*(.;«))* 
- Trr~TJf2 ^ for all ^ 6 8 and all n > 1. 
(C2) For every #E8, 
lim (p. {$) = 0, 
n-»(D " 
and there exists a constant co > 1 such that 
V'a (^1) 
sup < Co: n = 1, 2, • • •, (5.1) 
0^02^9 ^An^^'^ 
where <P^J,0) - (see equation (2.4)). 
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(Ca) There exists 6 E (0,1) such that, 
1 im sup - ^y)\\An' I I= 0. 
(CO For 56 (0,1), 
limsup|(v>^ (^))^ f  f"l4 Mj5;z)Kd8): ^€K, |^ |  + |^y|<(v»A (^))^ = 0. 
nioD ^ 
(Cs) For some a > 0, 
Hm W {(»'A„(«))'' My) - I^WIlA.: " « I >(»'A„('^)'> > »• 
Condition (Cj) says that tends to zero at a uniform rate over Û E  B ,  
conditions (Ca) and (C4) address the smoothness and rate of increase of the derivative 
A(-; ^)> and condition (C5) gives sufficient separability of the intensities for adjacent 
values of Û. 
The asymptotic behavior of the maximum likelihood estimator is given by 
the following theorem: 
Theorem 6: 
Suppose conditions (Ci) to (Cs) are satisfied and let (0)  be defined by 
equation (2.4). Then for all G K, a compact set, 
(1) the maximum likelihood estimator is consistent for as n -» m; 
(2) (n WVa #, 1), asn-
"n "n 




We shall show that conditions (i)-(iii), and (iv)' used in proving Theorem 3 are 
satisfied, by proving Lemmas 9,10, and 11 (below), respectively. Condition (ii) 
follows by assumption from condition (C3). • 
The asymptotic behavior of the Bayes estimator is given by the following 
theorem: 
Theorem 7 
Suppose that conditions (Ci) to (G5) are satisfied and that m^Jisa continuous, 
bounded density function on 8. Let 0. be the Bayes estimator with respect to the An 
prior density 7r( • ) and the loss function w( • ). Assume that the prior density 7r( • ) is 
continuous and bounded, and assume that w € ^, where ^ is defined in Section 4. 
Let (0) be defined by equation (2.4). Then for all I? 6 K, a compact set, 
(1) the Bayes estimator is consistent for 6*, as n -» o; 
(3) lim Ei»l |(y. («))-'(5a - Ql' = EUI", where ( » N(0,1). 
n-» IB * " " 
Proof: 
It can be shown that conditions (i)-(iii), and (iv)' used in proving Theorem 4 
are satisfied. See the proof of Theorem 6. • 
The asymptotic efficiency of#, and is proved by the Hâjek inequality: An An 
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Theorem 8 (Hàjek inequality): 
* 
Suppose conditions (Ci) to (C4) are satisfied, and let be any estimator for 
B. Assume that the loss function w € 01 where _is as defined in Section 4. e,z c,« 
Then for any ^0 € 8, 
lim lim sup E^°'[W{(V'A (^O))"'(^A - ^)}] > B{w(()}, 
n-*œ I ^^0j <6 " " 
where ^ ~ N(0,1) and is given by equation (2.4). 
Proof: 
The proof consists of showing that the family of measures {P^": d* € 8} is 
locally asymptotically normal in 9 (Lemma 9, below), and then applying Theorem 5, 
above. • 
By Theorems 6 and 7, the moments of ~ ^ 
(y). (0)"'(9A -  0) converge to the moments of a standard normal distribution. So, An An 
by the Hàjek inequality, and Ok are asymptotically efficient for d*, as n -# m. 
"•n •^n 
The technical results that allow the asymptotic properties of &nd 0. to be 
"n "n 
established are contained in Lemmas 9 through 11. Lemma 9 shows that {P^": #6 8} 
is locally asymptotically normal in uniformly for all # € K, which is condition (i). 
(Condition (ii) follows by assumption from condition (C3).) Lemma 10 proves (iii) is 
2 
true with ^ == 2, m == 2,1) = jgd, and a = 0. Lemma 11 proves that (iv)' is true. The 
proofs of Lemmas 9 through 11 are contained in Appendix B. 
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Lemma 9: 
Suppose conditions (Ci) to (C4) are satisfied. Then the family of measures 
{P^": 8} is locally asymptotically normal in 0 uniformly for all (? € K, a compact 
subset of 8 = (a, b), with normalizing function given by equation (2.4), and 
A A (^) in equation (4.2) given by, 
"n 
- A(.; S) Kdj)}. (5.2) 
" ° A A(8; 0) 
U 
Lemma 10: 
If condition (C2) is satisfied, then for any compact set K c 6 = (a, b), 




If conditions (Ci) to (C5) are satisfied, then there exist constants ci > 0 and 
no > 0 such that for all n > no, and for any compact set K c 6 = (a, b), 
sup Pg"{Z. (u) > exp(-cig(u))} < exp(-cig(u)), 
where g(u) = min(|u|^, |u|^"), a is as defined in condition (Cg), and Z^^(u) is given 
by equation (4.2). • 
Lemmas 9, 10, and 11 are spatial analogues to Theorem 4.3.5, Lemma 4.3.2, and 
Lemma 4.3.3, respectively, of Kutoyants (1^84). Proofs follow broadly those of 
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Kutoyants, but differ in the way expectations of the form 
[®*p(/ M^djg)}] , (5.3) 
are calculated. Kutoyants uses a generalized Ito equation to calculate such 
expectations, whereas we recognize that (5.3) is proportional to a probability 
generating functional, whose calculation for an inhomogeneous Poisson process is given 
by Theorem A.2 in Appendix A. 
The theorems considered in this section all assume that A(s; B) > 0, for all 
and all # E 8. However, this condition can be replaced with A(s; 0) > 0, for all 
s € and all # 6 8, provided {s: A(8; 0) = 0} does not depend on 9. The proofs are 
unchanged, except that integrations are now performed over the sets 
Ann{s: A(8; 0) > 0}. 
5.2 Vector Parameter Case 
Now suppose 8 is an open convex subset of Let K be a compact subset of 6, 
define U„ = {u E#: 0 + v»^(tf)u E 8}, and let = S + where is 
given by equation (2.4). Consider the following assumptions {cf. Kutoyants, 1984, p. 
140): 
(Di) For all ^ E 8 and all s E A(8; ^ > 0. The function A(s; ^yu) is 
absolutely continuous with respect to y E [0,1], for all ^ E 8, for all 
u E and for almost all s E R^. The derivative 
for all E 8 and all A c 
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(Da) For every 6 8, 
n^QD 
and there exists a constant co such that 
sup I •'! < Co; n = 1, 2, • •., (5.4) 
where recall that | M | denotes the norm of the matrix M. 
(D3) There exists a measure (i on such that 1 i m ^An) = co, and 
n-»œ 
limsupO l^. IIA„-l9l<XA.)} = 0, 
n-»(D N 
(1)4) For the measure /t, 
, , I A:) 4 1 
lim sup /  \<PaW-—77 A(a; §y) Kds): ^K, u,vEUn, |]tt| + |yl<M(An)} = 0. 
n-^o) l'An ' " A(8; L) " ^ 
~r 
(D5) For some a > 0, 
lim inf{I I "  mÇ " #11 A.: I »l >MA„)} > 0. 
(De) For some m > k/2, 
MS' S^) 2m t I ^18| •f27 «  1 
I ^aJ^SÙ' ^(5: fz) «<^8): fufzEK, n>l| < a,. 
Conditions (Di) through (D5) are analogous to conditions (Ci) through (C5), 
respectively. The additional condition (Dg) is required to show that Lemma 16 below 
is true. 
The asymptotic behavior of the maximum likelihood estimator is given by 
the following theorem: 
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Theorem 12: 
Suppose conditions (Di) to (I)@) are satisfied and let be defined by 
equation (2.4). Then for all 0 € K, a compact set, 
(1) the maximum likelihood estimator 0^ is consistent for as n -» o; 
(2) - S> —^ N(g, Jk), as n 
(3), lim E^»' KV/^Mnh-g)\' = E|f|P, where N(0. Ji)i 
n-»® N " 
where Jk is the k x k identity matrix. 
Proof: 
We shall show that conditions (i)-(iii), and (iv)^ used in proving Theorem 3 are 
satisfied, by proving Lemmas 15,16, and 17 (below), respectively. Condition (ii) 
follows directly from condition (Dg). • 
The asymptotic behavior of the Bayes estimator 9. is given by the following 
theorem: 
Theorem 13; 
Suppose that conditions (Di) to (De) are satisfied and that n^)isa continuous, 
bounded density function on 0. Let 9^ be the Bayes estimator with respect to the 
prior density 7r( • ) and the loss function w( • ). Assume that the prior density 7r( • ) is 
continuous and bounded, and assume w € where Wp is defined in Section 4. Let 
(jS) be defined by equation (2.4). Then for all e K, a compact set, 
(1) the Bayes estimator is consistent for as n -» m; 
(2) (I'AJ S ))"Q A„ - N(g, Jk), MI-.; 
(3) lim = Elfl"' - N(0, Jk). 
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Proof: 
It can be shown that conditions (i)-(iii) and (iv)^ used in proving Theorem 4 
are satisfied. See the proof of Theorem 12. i 
The asymptotic efficiency of 0^ and is proved by the Hàjek inequality: 
Theorem 14 (Hàjek inequality): 
* 
Suppose conditions (Di) to (D4) are satisfied and let be any estimator for 0. 
Assume the loss function w 6 3K », where K » is defined in Section 4. Then for any 
e,z 
tfoee, 
lim sup Ej,"W)'(f% -^) > 
flH 0 n-» m 0—9(11 < Ô ^ I N IV ^ * 
where ^ ~ N(0, Jk). 
Proof: 
The proof consists of showing that the family of measures {P^": 0 € 6} is 
fsi 
locally asymptotically normal in 0 (Lemma 15, below) and then applying Theorem 5, 
above. • 
By Theorems 12 and 13, the moments of ~ ^ 
(^A (^) converge to the moments of a standard normal distribution. So, 
by the Hàjek inequality, a and are asymptotically efficient for A as n -» o. 
The technical results that allow the asymptotic properties of and ) to be 
established, are contained in Lemmas 15 through 17. Lemma 15 shows that 
A {Pg": 0 e 6} is locally asymptotically normal in tf, uniformly for all 0 6 K, which is 
AI 
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condition (i). (Condition (ii) follows by assumption from condition (Dg).) Lemma 16 
proves (iii) is true with = 2m, and a = 0. Lemma 17 proves that (iv)^ is true. The 
proofs of Lemmas 15 through 17 are contained in Appendix C. 
Lemma 15: 
Suppose conditions (Di) to (D4) are satisfied. Then the family of measures 
{P^": 8} is locally asymptotically normal in 0 uniformly for all ^ € K, a compact 
tst 
subset of 0, with normalizing function given by by equation (2.4), and A^^(^) 
in equation (4.2) given by, 




If conditions (DJ, (Dg), and (De) are satisfied, then for any compact set K c 6, 
where the constant c does not depend on go, ui, and An, and is given by 
equation (4.2). • 
Lemma 17; 
If conditions (DJ to (I)g) are satisfied, then there exist constants ci > 0 and 
no > 0 such that for all n > no and any compact set K c 8, 
TO P > exp{-C!g(n)}} < exp{-cig(u)}, 
vcIV 
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where g(m) = min(|u|^, |u|^^), a is defined in condition (D5), and is given by 
equation (4.2). • 
Lemmas 15,16, and 17 are spatial analogues of Theorem 4.3.12, Lemma 4.3.5, 
and Lemma 4.3.6, respectively, of Kutoyants (1984). Proofs follow closely those of 
Kutoyants, but as in the scalar parameter case, they differ in the way expectations of 
the form 
[exp(/ log f(8; ^ M^ds)], 
N L ^ A N J 
are calculated. 
The Theorems considered in this section all assume that A(s; > 0, for all 
8 € and all ^ e 6. However, this condition can be replaced with A(s; ^ > 0, for all 
s € 0)^ and all 6 6, provided that {s: X{b; ^ = 0} does not depend on $. The proofs 
are unchanged, except that integrations are performed over the sets 
A„n{s: A(s; jS) > 0}. 
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6. EXAMPLES 
The following considers three examples of inhomogeneous Poisson processes. In 
the first two examples, the intensity function A( • ; is related to a linear combination 
of concomitant (spatially varying) variables; that is, 
where g is a known function, x(8) = (x](s), • • •, Xk(8))' is a known vector function on 
IR<^, and jgis an unknown k x 1 vector parameter. For example, in ecology Xi(8) may be 
elevation, soil moisture, or light intensity. The first example is the modulated Poisson 
process (Cox, 1972); an inhomogeneous Poisson process is a modulated Poisson process 
if g is the exponential function. In the second example, g is the identity function; we 
call an inhomogeneous Poisson process with such an intensity function, a linear Poisson 
process. The third example uses the Cramér—Rao inequality to show that for a certain 
inhomogeneous Poisson process, there exists no consistent estimator of its parameters. 
6.1 Modulated Poisson Process 
Suppose that g in (6.1) is the exponential function; that is, A(s; is the 
intensity of a modulated Poisson process: 
The following theorem shows that, under mild conditions, the maximum likelihood 
estimator 6. and the Bayes estimator 9. are consistent, asymptotically normal, and 
(6.1) 
The log likelihood of a modulated Poisson process is given by. 
(6.2) 




asymptotically efficient, as n -« ao. 
Theorem 18 
Suppose Nn is a Poisson process on An with intensity function given by (6.2), 
where AnflR''. Assume: 
(a) r exp{^'x(8)} i>(dg) < m, for all j^such that | < oo, and all Borel sets 
B 
B such that i/(B) < o; 
(b) there exists M > 0 such that, 
i/{s 6 max |xi(8)| > M} < a; 
l<i<k 
(c) limly X(B)X(8)'Kd8)| 
n-»0D ' in ' 
(d) J ^ 8)x(s)' i/(d8) is positive-definite for all n > 1. 
Then the maximum likelihood estimator and the Bayes estimator are 
consistent, asymptotically normal, and asymptotically efficient for j^, as n -» m, with 
asymptotic variance, 
= {/ î(S) î(|)'*<^8)} . (6.3) 
An 
Proof: 
By Theorems 12—14, it suffices to show that conditions (Di)-(D6) are satisfied; 
see Appendix D for a formal proof of this theorem. • 
Examples of modulated Poisson processes include inhomogeneous Poisson 
processes whose intensity functions depend on realizations of other stochastic processes. 
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For example, Berman (1986) considers an intensity function that depends on a 
realization G of a random—set process. Let dQ(8) denote the distance between s and 
the nearest point in G, and assume 
A(jg; 0 = exp{/?o + /?idQ(B)}. 
When = 0, N is stationary and independent of G. For /?i > 0, N is negatively 
dependent on G, and for < 0, N is positively dependent on G. Since this is a special 
case of a modulated Poisson process with x(8) = (1, dQ(8))% then conditional on G, 
the conditions of Theorem 18 hold provided the realization of G is such that dQ(s) is 
bounded. 
6.2 Linear Poisson Process 
Now suppose that the function g in (6.1) is the identity function; that is, 
A(s; ig) = (64) 
Restrictions must be placed on the parameter space 0 to ensure that A(s; ^ > 0, for 
almost all 8 e (except on a set of Lebesgue measure zero). In the following, we shall 
assume that ^ and x(8) are nonnegative for almost all 8 E IR*^. The penalized likelihood 
approach of Ogata and Katsura (1986) will not be considered here. The log likelihood 
of a linear Poisson process is given by, 
= /  l0Si?'5(S)N(d8)-/ f  ^ 8) f<d8). 
An *n 
The following theorem shows that under mild conditions, the maximum likelihood 
estimator and the Bayes estimator are consistent, asymptotically normal, 
and asymptotically efficient, as n -» OD. 
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Theorem 20 
Suppose Nn is a Poisson process on An with intensity function given by (6.4), 
where AntR*^. Assume: 
(a) 8 5 (ai, bi) X • • • X (ajt, bk), where 0 < ai < bi < m, for i = 1, •••,!£; 
(b) there exist real numbers m and M, such that 0 < m < Xi(s) < M < m, for 
i = 1, and almost all s € 
(c) J x(|) x(8)' «/(ds) is positive-definite for all n > 1. 
An 
Then the maximum likelihood estimator and the Bayes estimator are 
consistent, asymptotically normal, and asymptotically efficient for as n -» m, with 
asymptotic variance, 
Proof: 
The proof consists of verifying that conditions (Di)-{De) are satisfied; see 
Appendix D for a formal proof of this theorem. , 
6.3 A Counter—Example: Dependence on a Single Point Source 
Suppose the intensity of an inhomogeneous Poisson process depends on the 
distance r and direction a to a single point source located at the origin of write 
8 = (r, a). This process has been used to model the incidence of respiratory cancer 
around steel works (Lawson, 1988). Let A((r, a); S) denote the intensity of events at a 
distance r away from the source, and at orientation a. In particular, suppose 
= (6-6) 
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where 0 s (7, a)' are unknown parameters. Let {(ri, ai): i = 1, • • •, n^} be a 
realization of this spatial point process on a region A = b(0, R), a disk of radius R 
centered at the origin. Then the log likelihood is, 
n. 
4(7,0) = n, log 7/21,9- Z' ti/ff - 7(1 - e"®'")- (6 7) 
i= l  
Let 
 ^ •'o 4 A((t,a);D 










which is finite for 7*0, and \0\ < a. So, by the Ctamér—Rao inequality, if 
3)t jft 
~E ~ is any estimator for (7, /J), the asymptotic lower bound (as R -* m) of the 
* 
mean squared error of 0^ is strictly positive, and hence there exists no consistent 
estimator for 0. Multiple independent and identically distributed realizations would be 
required to obtain a consistent estimator of 0. This result is not unexpected, since 
„R .2]r ^ ^R _ya 
lim r f A((r,a); ^ dadr = 1 im / f e '^da dr = 7, 
R-^œ •'0 •'0 R^m *'0 
implies that realizations of an inhomogeneous Poisson on with intensity function 
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(6.6), will contain a finite number of events with probability one. 
Suppose {(n, oti): i = 1, • • •, N} is a realization of an inhomogeneous Poisson 
process on R' with intensity function (6.6). Then, from (6.7), the maximum likelihood 
1 N 
estimator for $ = (7, 0) is (7, p) = (N, r), where r = ^ E ri. Conditional on N = n, 
n 
S ri is Gamma (/?, n) distributed. Therefore E(N, ir) = (7, /3), and hence the 
1=1 
maximum likelihood estimator (7,is unbiased for (7, /?). In addition, var(7) = 7, 
which is the Cramér—Rao lower bound. So 7 is efficient for 7. Now consider: 
, n 1 n 
var(/&) = var{E(- n | N = n)} + E{var(- ri | N = n)} 
= 0 + E(l/N), 
which is undefined. So the maximum likelihood estimator for is very inefficient. 
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7. CONCLUSIONS 
We have given conditions on A( • ; ^ under which maximum likelihood and 
Bayes estimators for ^ are consistent, asymptotically normal, and asymptotically 
efficient, as the sample region AjR"*. These conditions are generally satisfied for the 
linear Poisson process and the modulated Poisson process. 
Maximum likelihood estimation has been applied to space-time, self-exciting 
point processes (Fiksel, 1984), and to Markov point processes (e.g., Ogata and 
Tanemura, 1981,1984,1986; Penttinen, 1984). Ogata (1978) has considered 
asymptotic results for self-exciting point processes on the time domain. The methods 
considered here might be used to extend Ogata's results to the space-time domain. 
Extension of our results to the Markov point processes is also under investigation. 
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9. APPENDIX A 
Proofs of theorems concerning the properties of the maximum likelihood 
estimator require the moments of random variables of the forms, 
((G) {N(dB) - A(B; FF) KD|)}. (A L) 
and 
log ((g) N(djB)}. (A.2) 
Let N be an inhomogeneous Poisson process on a Borel set A c R'* with intensity 
function A(« ; Define the random measure, 
M^A) E N(A) - f A(s; g) Kdj). A 6 (A.3) 
Let ^ be any (possibly complex—valued) deterministic Lebesgue measurable function 
such that 
((g) Mg; g) Kdg) < (A.4) 
for any bounded set A € <2. For each realization, define the integral, 
A) s f «s) M^dj), A E JT (A.5) 
« V  A  N  
For an inhomogeneous Poisson process, there is a finite number of events in A (almost 
surely P^) and (A.4) implies that ( is finite, except possibly on a set of Lebesgue 
measure zero. So, Jg((, A) is well-defined for almost all realizations of N. If Ig is the 
indicator function of B € 
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then Jg(Ig; A) is the number of events in A n B 6 S minus the constant 
y* A(8; ^ f/(d8); so Jg(Ig; A) is measurable with respect to If ( is a simple 
function, then Jg((; A) is the finite sum of measurable functions, and hence, is also 
N 
measurable (Royden, 1968, p. 223). Let f be a nonnegative Lebesgue measurable 
function, and define 
J^f;A) = 8up/ C(8)M^d8), 
~ Ç€S A ~ 
where S is the set of simple functions ( such that 0 < ( < f. Since the supremum of 
measurable functions is also measurable (Royden, 1968, p. 223), J^f; A) is measurable 
fsi 
with respect to The measurability of Jg((; A) for complex—valued functions ^ 
follows by splitting ^ into its positive, negative, and complex parts. 




^ Xds) < 00, 
then 
((:) M<(ds)} = 0. (A.6) 




^e[f ((9) = / (((s))' A(B; ff) Kds). 
A AI J I 
(A.7) 
Proof: 
To prove (A.6), notice that, 
eJ/ «s) = eJ/ «s) N(dj)} - f f(s) A(j; g) ^d«) 
m ' fo* k ' k 
= ((g) Mg: g) ><4») - ((;) Kg\ g) «<d») 
= 0. 
To prove equation (A.7), consider the following conditional argument: 
j!i ((«') I N(A)=n}] 
= EtfWA (((*'))' + !.((:') «Si)| N(A)=n}] («L iyj ' 
= (((g))'A(s; DKds) + [j|| |(8)A(8; ^Kds)] , 
since, conditional on N(A) = n, the events Si, 83, " * > |n are from an independent 
sample with probability density proportional to A(* ; ff). So, 
E»[j^ ((;) = E,[j^ ((;) NCdj)]" - ((«) A(8| g) ^dj)] 
= /^  («!))'%«)'<'»«)• 
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The probability generating functional of a point process N on is 
Gj,({) = E|[exp{jr^ log ((;) N(d;)}] . (A.8) 
where ( is (possibly a complex—valued) function on IR**. The probability generating 
functional is well-defined if 
(i) the point process N is almost surely finite, or 
(ii) I ^(s) I < 1 for all I € and 1 - ^ vanishes outside some bounded set 
B c R*^, or 
(iii) jT^ I log e(8) I A(8; ff) i/(d8) < », or equivalently 
j[^d(M(g)) A(8;^ *<d8)<» 
(Vere-Jones, 1968; Westcott, 1972). Condition (i) is always satisfied for 
inhomogeneous Poisson processes defined on bounded sets Ae M Here, we shall take 
^ to be any (possibly complex-valued) function on R*^ that satisfies condition (iii). 
The probability generating functional of an inhomogeneous Poisson process is 
given by the following theorem. 
Theorem A.2 
Let N be an inhomogeneous Poisson process on R^ with intensity A( • ; Then 
the probability generating functional of N is 
Gn(0 = S) Kdjg)} . (A.9) 
Proof: 
Consider the function = 1 — (1 — b)Ig , where is an indicator function, 
and Bi 6 ^ is bounded. Then, 
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Gn(ÎI) = 
the probability generating function of a Poisson random variable with mean 
X % ^  So, 
G^((i) = exp|-(l - b)J^ A(s; ^ :/(ds)j . (A.IO) 
Bi 
Now consider the function = 1 — Z (1 - b) where Bi, • • •, Bk 6 are 
disjoint bounded sets. Then, by independence of the N(Bi)'s and equation (A.IO), 
CSN(fk) = E[J^ 
= expj- S (1 - bi) f A(s; 6) !/(d8)j 
^ i=l Bi ' 
= expj-jT^ [1 - ^k(B)] A(8; 0) i<ds)J . 
Using standard measure-theory arguments, the theorem then follows upon 
approximating ^ by simple functions. • 
The following theorem is required to prove Lemma 16 in Section 5.2. The proof 
of this theorem requires Rosenthal's (1970) inequality which states that if Xi, • • •, Xn 
are independent random variables such that E(Xi) = 0, for i = 1, • • •, n, then there 
exists a constant C2m such that, 
{n ^2m f n r n i m\ Ï Xij < CJ. "««{.SJ E(Xf), E(Xf)J |. 
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Theorem A.3 
Let N be an inhomogeneous Poisson process on a bounded Borel set A c R** with 
intensity A( • ; Let A -* IR be any Lebesgue measurable function. Then, for some 
constant Cgg, 
12m 
A N ^ 
< Cj„ max[j^ (((s))"" A(8i^ !<ds), {($(s))' A(b;^ i/(d8)} ], 
Proof: 
Consider two cases: 
Case 1: Suppose ^ is nonnegative. Define 
r(B; ^ f) ^ds), B€ 3, 
B 
and let be an increasing sequence of simple functions such that $nî where 
fn(B) = D an i Ifi , n= 1, 2, 
1=1 n,i 
n 
U B . = A, n= 1, 2, •••; 
i=l "'J 
and 
for all i # j = 1, • • •, n, and all n = 1, 2, • • •. Construct the functions (n so that 




p/p . g\ 
max! "* : i, j = 1, • • •, n| < c, (A.12) 
g) I 
for some c> 1, and all n = 1, 2, • • •. Define 
X ^ j E f  
n, j  
Then, by equation (A.6), E(X^ j) = 0, j = 1, • • •, n; n = 1,2, • • •. Since the Poisson 
process is independent in disjoint sets, ^ are independent random 
variables for each n. Therefore, by Rosenthal's (1970) inequality, there exists a 
constant C2n such that, 
Egfy Us) M^djs)} < C2„ max[ B E J/ («(s) M^ds)} , 




By equation (A.7), 
A E J/ as) = s / ((.('))' A(d;; I) ^d.) 
,=1 .1 . » I j=l B, . 
=  S ^ ( . U t ) ) ' i )  
By the monotone convergence theorem, 
1 im f ((n(8))' A(dg; ^ (^ds) = / (((g))' A(d8; g) u{ds). (A.14) 
n-»oD A A 
Now, 
Ut) M^^d.)f" = aj". E^N(B,_p - r(B,_-i 
n.j 
For a Poisson process. 
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and 
= 0} = 1 - r(B, gl + o(r(B„_g)), 
P{N(B,,j) = 1} = r(B, j: g) + o(r(B, D). 
P{N(B„P > 2} = o(r(B^_g)). 
So, 
..j 





= /(«S»'" Md.,») Kd") + .£ o(r(B^_.;«)). 
A J—1 
By the monotone convergence theorem, 
n-»OD 
By (A.ll) and (A.12), 
lim / A(d.i D Xd;) = / («s))'" A(ds; tf) Kds). 
-*m A A 




lim Ï eJ/ &(«) M^dj)} = / ({(.))2"'A(d.; ^ Kd.). (A.IS) 
n-»» j=l B . ~ ^ A 
n,J 
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Now consider the convergence of E J /* (n(d8) M^dg) |, as n-*». Recall, 
N I A ISI i 
(.(d;) M^ds) = (.(d;) N(ds) („(dg) A(dj; t) Xd,). 
By the monotone convergence theorem. 
Urn f (n(8) A(d8; 0) f^ds) = f ((s) A(d8; ff) i^ds), 
n-to A A 
and 
lim/aij)N(d.) = /((!) N(d.), 
n-*m A k 
for each realization N € i. So, 
lim f (n(s) M^ds) = f ((s) M^ds), 
II-» o A ~ A ^ 
and likewise, 
lim f |„(ds){N(d.) + A(d{;«) ^d.)} = / ((d;XN(d;) + A(ds;^ Kd»)}-
n-TOD A A 
By the monotone convergence theorem, 
lim E J/ Ud.){N(ds) + A(d8;® "id;)}} 
n-#m A ^ 
^(djg){N(ds) + A(d8;^Kds)}} 
Note that, 
|/^ {„(•) {N(d.) - A(djJ Kd|)}| < ^ fn(|) {N(ds) + A(dj;® ^diS)}. 
So, by the Lebesgue dominated convergence theorem, 
lim E J/ <„(d8) MVd,)f'" = E J/ {(d.) M Jd8)} (A.16) 
n-*(g I V  I A M '  « V  * A tu f 
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From equations (A. 13) to (A. 16), it follows that the lemma is satisfied for ^ > 0. 
Similar arguments show that the lemma is also satisfied for $ < 0. 
Case 2: Now consider A -* R. Let 
A* = {8 6 A: ((s) > 0}, 
and 
A- = {s € A: ^(s) < 0}. 
By equation (A.6), 
N  ^ N  ^
and 
((:) =0. 
f j i  A "  n  '  
Since the Poisson process is independent in disjoint subsets, and A+ n A" = 0, then 
J ^(s) M^djs) and J ^(is) M^ds) are independent random variables. So, by 
A* ~ A" "v 
Rosenthal's inequality, there exists a constant kgm such that, 
Bjy {(•) 
fvV i  N ^ 
N  A " .  ^  *  
< k. maxW/ «S) + E J/ ((,) M^dj)} , 
I w ^ A+ N ' fV ^ <V ' 
{E^[4 ((:) M/ds)]'+E^[/^ ((:) M^ds)]'}"]. 
By equation (A.7), 
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/. («•))' A(d|j|tf) «/(dj) + f (((.))' A(ds;^ .^d;) 
k* k 
(((s))' Kà&'S Kdjs). 
Case 1 (( > 0) shows that, 
< k» max[/^^ (((,))^ A(d,;g) ,<d;), ^ ^ X{i,-.g) Kd.)}"] _ 
and by analogous arguments. 
< k„ max[/^ A(dj;;J) ^ds), ^ («j))^ A(d8;«) Kdj)} ] 
Note that. 
KiiiS) Kd|) + («î))'" m-g) 
Kd»), 
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since a" + b" < (a + b)", for a, b > 0. Therefore, 
+®«{4 (W " 
s k» mK[j^ (((i))''® A(d.;«) Kd.), ^ ({(s))2 A(ds;® Kd»)}"] • 
The lemma follows by taking csn = k^g. • 
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10. APPENDIX B 
This appendix gives the proo6 of Lemmas 9-11 of Section 5.1, where ^ is a 
real—valued parameter in 6 = (a, b). First, Lemma B.l is required to show that 
A A {0) defined by (5.2) is asymptotically standard normal, as n -» o. The proof of 
"n 
Lemma B.l follows closely that of Lemma 4.3.1 of Kutoyants (1984, pp. 129—130), 
replacing the intervals [0, T]; T > 0, with the sets {An} in R^. While Kutoyants uses a 
generalized Ito formula to calculate the characteristic fimction of we calculate 
it directly by observing that it is proportional to a probability generating functional. 
Lemma B.l: 
Assume condition (C4) is satisfied and define 
{N(4) - A(s: f) Kd;)}, (B.1) 
where (p^ (0) is given by equation (2.4). Then, for all ^ in any compact set K c 6, 
as n m. 
Proof: 
Let 
A(8; 0)  
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and 
V^(t) 5 expjit^^(^) f(B){N(d8) - A(8; Ô) f<ds)}j; t € R. 
Then, by equation (A.9), the characteristic function of is, 
= expjj [exp{itv>^J^)f(8)} -1 -ity>^^(tf)f(8)] A(8; 0) i^dg)} . (B.2) 
An 
Recall that, 
vaW ^ {/j = ({ Ws))' Ms; 4 (B.3) 
Then, 
|log»?^^(t)+it3| 
= 1/ [exp{itv?^^(g)f(8)} -1 - ity^^(#8)] A(8; Kdj?) 
An 
+ W»-A„(W/ %))'A(.;mXd.)| 
An 
< f |exp{it^^^(^)f(8)}-l-itv>^^(^)f(8)+ ^t^(v>^Jtf))='(f(8))'| A(s;g);/(ds). 
An 
The inequality je^* -1 - ix + ^x^j < i|x| ' shows that the right-hand side of the 
expression above is less than or equal to, 
iltl'CicAnC))'/ |f(i!)l'Ms;»)K<ij) 
An 
< il»l'((»>A„(»))* / (((;))' A(& f) Kd»)} , 
An 
by the Cauchy—Schwarz inequality. By assumption (C4), the right—hand side of the 
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expression above tends to zero uniformly for all € K, as n -• o. Therefore, 
uniformly for all 0 6 K, as n -» o. The lemma follows by the equivalence between 
pointwise convergence of characteristic functions and convergence in distribution. g 
The proof of Lemma 9 follows closely that of Theorem 4.3.5 of Kutoyants (1984, 
pp. 127—128), replacing [0, T], T > 0; with the sets {An}. 
Lemma 9: 
Suppose conditions (CJ to (C4) are satisfied. Then the family of measures 
{Pg": 0 € B} is locally asymptotically normal in $ uniformly for all ^ € K, a compact 
subset of 0 = (a, b), with normalizing function given by equation (2.4), and 
A A (^) in equation (4.2) given by, 
"n 
{N(dB) - A(s; 6) Kds)}. 
"  a A ( 8 ;  0 )  
Proof: 
By condition (Ci), the measures {P^": ^ € 0} are equivalent and the likelihood 
ratio may be written as, 
log Z^__(u) H 0 
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. A(jg;<?+y. (^)u) 
= / log {N(ds) - Kd8)} 
An A( B ; T F )  
.  f Ms't^+<pA (Wi 
- / {a(8;^+V>A^(^)U) - A(s;0 - A(g;^) log —^ } Kdg) 
An ^ I iS > 
= uA A (^) — ^ + g A (^, «) — h. (^, u)i 
**n "n **n 
where 
. / MB;Û+^A (^)u) A(jg;^)i 
W' ») = /, j'°« ^ 7(77^ '"'AnW —} {N(<1.) - A(s;«) r(d;)}, 
and 
. f A(s;l?+v». (^)u)i 
/ {A(8;^+yAn(^)^) - - ^(g;^) io« — "—} Kdjg) 
An A ( 8 ; 
By Lemma B.l, 
A. (0)-^N(0,1), asn-,m. An 
It remains to show that, 
gA„(^» u) —^ 0, 
and 
uniformly for all ^ € K, as n -* o. 
Consider first the function g^ (0, u). By Chebyshev's inequality and equation 
(A.7), 
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for any c> 0. 
The following arguments are for the case u > 0; the proof for the case u < 0 
follows analogously. The function A(g; S) is absolutely continuous in 0 and positive, so 
log A(8; S) is also absolutely continuous in él* for all 8 € R'^, except on a set of Lebesgue 
measure zero. Note that log {A(s; x)/A(8; ^)}| = A(s; y)/A(8; y). Then, 
Since ^8;x) = A(fl;x)/(A(8;x))^/^, the expression above is equal to, 
by Jensen's inequality. By using Fubini's Theorem and taking the supremum over the 
interval [0, 0-{-(pp^ (g)u], one can show that the right—hand side of the expression above 
is less than or equal to. 
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=  A v i ( f i ?  « u p  l l t o f - r ^ l  - i ' ( y )  +  i ! ( y ) - i K f l | | ,  
l^y|<V>An(^)l ° 
Assumption (Cj) implies that for all u € IR and 6 6 (0,1), y'y^^(^)u < n 
sufficiently large. This result and the inequality (a + b)' < 2a' + 2b', imply that the 
right-hand side of the expression above is less than or equal to, 
2u'(v>^ (^))' sup ||&)-^^|lAn 
|(^y|<(%(0r 
+  s u p  "^}|L ' 
for n sufficiently large and for 6 € (0,1). By assumption (C3), the first term on the 
right—hand side of (B.5) converges to zero uniformly for all ^ € K. Consider the second 
term on the right-hand side of (B.5): 
An 
= - (Msiy))''V Kd») • 
" AnLA(8;y)J 
Since A(s; Ô) is absolutely continuous in ^and positive, (A(8; 0))^^'^ is also absolutely 
continuous in 9 for all s E DC*, except on a set of Lebesgue measure zero. So, the 
expression above is equal to. 
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by Jensen's inequality. By using Fubini's theorem and taking the supremum over the 
interval [9, y], one can show that the right-hand side of the expression above is less 
than or equal to, 
since | y| < <pp^ (^)u. From the arguments above, the second term on the 
right—hand side of (B.5) is less than or equal to. 
Assumption (C2) implies that for all u € R and 6 6 (0,1), 2y^^(0u < for n 
sufficiently large. This and the Cauchy-Schwarz inequality imply that the expression 
above is less than or equal to, 
V sup .{(«'A.O)'/ [t;^] •*(i8i2)K'i») 
. rA(8;z)-,4 >1/2 
[TT^I ^(S'2i)Kdig)} , (B.6) 
" An"-A(8;z)J J 
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for n sufGdently large. By assumption (C4), equation (B.6) converges to zero 
uniformly for all ^ € K, as n -# m. So both terms on the right-hand side of (B.5) 
converge to zero uniformly for all ^ € K, as n -* m. Then (B.4) implies, 
gAn(®' u) —• 0, 
as n -4 o, uniformly for all 0 € K. 
Now consider the function h^ (0, u). Note that, by the definition of 
Since A(s; 9) and log A(8; 0) are absolutely continuous in 0 for all s £ (except on a 
set of Lebesgue measure zero), 
. ( A(js; (^)u)i 
/ '"8 —rr-t—} An A ( 8 ; Cj 
= / {A(«:y) - A(.;<l) dy Kdj) 
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Then, by equations (B.7) and (B.8), 
r I |  dzdy i^ds): 
'  A(8;y) A(s;6) 
By using Pubini's theorem, and taking the supremum over the interval [0, ^+V'^^(^)u] 
twice, one can show that the right—hand side of the expression above equation is equal 
to, 
h  4 AJ A(i5;y) A(;;Q I 
i/(d8) dz dy 
y- |A(s;y)A(8;z) (A(8;d))^ 
|y-tf|<;p^^(^)u e An" A(8;y) X{s',0) Kdfl) dz 
<uVa (^))' sup / I 
" I y-^l +1 z-g| <2y,^^(g)u "^An ' A(8;y) A(s;^) 
Â(8;y)A(8;z) (A(s;g)): 
KdjB)-
By adding and subtracting (A(8;Z))'/A(8;Z) inside the absolute value signs in the 
integrand, and then using the triangle inequality and assumption (C2), one can show 
that the right—hand side of the expression above is less than or equal to. 
Avp,J.e)) sup 
J i'^(g:y)^(g;z) (A(8;z))^ 
|y-g| + |z-g|<2y,^jg)u 
Kdjg) 
i(A(s;<?))' (A(8;z)): 
+ u:(y. (g))' sup / -l-ll-l: 




+ sup /  
!%<?))' (A(g;z))' 
An' A(8;G) A(8;Z) lids), (B.9) |z-<?|<(yA,(W 
for n sufficiently large and for S € (0,1). Consider the second term on the right—hand 
side of (B.9): 
= ( W)'/ l(%4)'-(iKj!i«))'l 4d') 
An 
= (va„(^))'/ I - iKg;z) 11 + %;z)I Kdjs) 
An 
< (CA„(<OlliK«) - tollA„ + W4IIA.}' (Bl") 
by the Cauchy—Schwarz and triangle inequalities. The right—hand side of (B.IO) 
converges to zero uniformly as n -» o, by assumptions (C3) and (C3). The first term on 




" An ' '•A(8;y)"' ' 
< (yA.(%' lli*(')llA. . 
by the Cauchy—Schwarz inequality. Recall ||i&(z)||^^ = 
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assumption (C2), II< Co- Since (a + b)' < 2a' + 2b^ 
= (»'A„(Wl|i'(y)[j^ - i)(y) + ^y) -
< 2(^A„(»))'ll«y) - «^)llA„ + 0 - l}ll„ 
Now arguments similar to those for the right-hand side of (B.5) can be used to show 
that (pp^ (^) jj^y) [""I"!] ^ converges to zero uniformly for all 0 e K, as 
n -» OD. So both terms on the right-hand side of (B.9) converge to zero uniformly for all 
d g K, as n -* oD. It then follows that, 
h A (^, u) -• 0, 
"11 
uniformly for all ^ € K, as n -* o. 
From the arguments above, the likelihood ratio can be written in the form, 




f^nC^. u) = u) + h^J^, u) —E—. 0, 
as n -» OD. Therefore, the family of measures {P^": ^ € 6} is locally asymptotically 
normal, uniformly for all ^ € K. 
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Lemma 10 shows that condition (iii) of Ibragimov and Has'minskii (1981) 
(.3 (given in Section 4) is satisfied; take m = 2, ^ = 2, a = 0, and B — gO. The proof 
follows closely that of Lemma 4.3.2 of Kutoyants (1984, pp. 130—131), replacing the 
intervals [0, T]; T > 0, with the sets {An}. While Kutoyants uses a generalized Ito 
equation to calculate the expectations (B.ll) and (B.12), below, we express these 
expectations as the product of a constant times a probability generating functional. 
Lemma 10: 
If condition (Ca) is satisfied, then for any compact set K c B = (a, b), 
8«p I""-"»!'' 
vG J\ 
where Co is the constant given by condition (C3), and Z^^(u) is given by equation 
(4.2). 
Proof; 
Let 9 \ =  0 +  V^^(^)ui; i = 1, 2. By equation (A.9), 
= W/ Kdjg)}] 
=  e * p { j ^  { ^  ^ d » ) }  
= 1, (B.ll) 
and 
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- if  (Mg-A) + MlA)-2A(B;tf)) Kds)}] 
= EXP{/ '-LL%»)-JA(,;W-IA(;;%) + A(;;»)] KDJ)} 
^ An'-^ A(s;^) J ^ 
= «p{- i f  Kd|)} . (B.12) 
From equations (B.ll) and (B.12), 
BR I ^ 
= 2[l-«p{-j/ {(A(.;«,))'/^-(X(.;%))'/^}W;)}] 
A|| 
Since 1 — e~*.< x, the expression above is less than or equal to, 
An 
Since (A(b; 0))^^^ is absolutely continuous with respect to 9, the expression above is 
equal to, 
\ f  {//' %: y) dy} Kdg) i i lOi-Oilf (%; y))^ dy ^ds),. 
An ^ ^2 '  An ^2 
by Jensen's inequality. Using Fubini's theorem, and taking the supremum over the 
interval [di, ^2], the right-hand side of the expression above is less than or equal to, 
4(^1 -^2)' sup., / (%; y))'Kds) = ^Oi- tfj)' sup iv^ iy))'^ 
ye[0ij2] k yE[^i,^2] 
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< ^ 6 i -  sup {<pp^p))'^ 
= ^U1-U2)'8UP 
yeK L(«'A„(y)J 
by assumption (Ca). 
Lemma 11 shows that condition (iv)^ of Ibragimov and Has'minskii (1981) 
(given in Section 4) is satisfied. The proof follows closely that of Lenmia 4.3.3 of 
Ktttoyants (1984, pp. 131-132), replacing the intervals [0, T]; T > 0, with the sets 
{An}. 
Lemma 11: 
If conditions (Ci) to (Cg) are satisfied, then there exist constants ci > 0 and 
no > 0 such that for all n > no and any compact set K c 6 = (a, b), 
sup P A (u) > exp(-ci g(u))} < exp(-ci g(u)), (B.13) 
where g(u) = min( |u|^, |u|^®), a is as defined in condition (Cg), and Z^^(u) is given 
by equation (4.2). 
Proof: 
By Chebyshev's inequality, 
^ > «P(-c«(u))} < exp{§' g(u)} Ej,»i (B.14) 
Putting ui = u and ug = 0 in equation (B.12), the expectation above is equal to. 
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= «p{- i f  
(B.15) 
Consider the domains, 
U, = {u:|u|<(y^__Wr'+'}, 
and 
U, = {U: |U| > n K «+»'A„(«)n « »}, 
where S e (0,1). 




Since (A(8; 0))^^^ is absolutely continuous with respect to 6, the expression above is 
equal to 
Since ^s; x) = A(g;x)/(A(8;x))^/^, and since a' - b' = (a - b)(a + b), the expression 
above is equal to, 
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< i[/ (iKg;y)-^g;^) dy} Kdjg) 
•" An^ 0 
/ ^ (?K|;y)+te^)) dy} K^g)] ^, (B.ie) 
An ^ 
by the Cauchy—Schwarz inequality. By Jensen's inequality, the first term on the 
right-hand side of (B.16) is, 
/  If  %;y)-V<a;^))dy)  Kd|)  
An 9 
- ^ô+iût (tf)u 
<uv>^^(^)/ r (iKg;y)-%;^))^dy(/(d8). 
An V 
By using Fubini's theorem, and then taking the supremum over the interval 
[<?, 6+\i<p^ (^)J, and applying assumption (Ca), one can show that the right-hand side 
of the expression above is less than or equal to, 
<A<Px{6)y sup My)-M\\l^y 
for n sufficiently large and for S e (0,1). By assumption (C3), the right-hand side of 
the expression above converges to zero uniformly for all ^ € K, as n -> 00. By Jensen's 
inequality, the second term on the right-hand side of (B.16) is, 
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/  { +  ^ K | ; ^ ) ) d y }  K ^ s )  
An^ f 
< «Va„(^)/ (i&(8;y) + %^))' dy vidB). 
An V 
By using Fubini's theorem, and then taking the supremum over the interval 
[9, ^ (g)u], and applying assumption (Ca), one can show that the right—hand 
side of the expression above is less than or equal to, 
sup IliKy) + iK^)llA„ 
l^y|<v?A„(^)" 
< (ff)y sup ll^y) + 
\0-y\<{<PAji^)r 
for n sufficiently large and for S e (0,1). Since (a + b)^ < 2a' + 2b', the right-hand 
side of the expression above is less than or equal to, 
2M\ipp^ {0)y sup Wy)llAn + W^)llAn -
by assumption (C3). Since the first term on the right—hand side of (B.16) converges to 
zero uniformly for all 0 € K, and since the second term is uniformly bounded, it follows 
that the right-hand side of (B.16) converges to zero uniformly for all ^ e K. That is, 
/ Kdj) = Ai + 0(1)). 
An 
for all u € Ui. Hence, there exists ni > 1 such that for all n > ni, 
(BIT) 
for all u € Ui. 
Suppose |u|^ < |u|^® Then g(u) = |u|^, and for n > ni, 
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exp{§'g(u)}E^"){(Z^ju))V2^ < exp{(§»-y^)|u|^}. 
Conversely, suppose |u|^ > |u|^®. Then g(u) = |u|^® and for n > ni, 
exp{§»g(u)}Ej,»){(Z^^(u))l/2} < exp{§'|u|2«-^|u|2} 
< exp{(j'-^)|u|^"}. 
In either case, (B.14) implies that the lemma is satisfied for Ci = where u 6 Ui. 
Now consider u € U3, and suppose for the moment that u > 0. Let 
K = [ai, bi] c (a, b) = 6. Then, from the definition of Ua, ^ ^ Denote 
the lower bound in condition (C5) by %. Then, by condition (C5), there exists a > 0 
and na > 1, such that for all n > ng, 
X X 
where ct = For u < 0, similar arguments lead to c^ o . 
4|b - bir" 4|a - a.r" 
Let Cjj = min{c^, c][}. Then, for all n > n;, 
Ej,-"{2A„W} ^ (B18) 
for all u € Ua. 
Suppose |u|^ < |u|^®' Then g(u) = |u|^, and for n > na, 
<«p{(§'-§l')|u|='}. 
Conversely, suppose |u|^ > |u|^®. Then g(u) = |u|^® and for n > na, 
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In either case, (B.14) implies that the lemma holds for Ci = where u € U3. 
The lemma then follows by taking no = max{ni, n;} and Ci = min{^, 
86 
11. APPENDIX C 
This appendix gives the proofs of Lemmas 15—17 of Section 5.2, where fis a 
vector parameter in an open, convex set 8 C First, Lemma C.l is required to show 
that (ff) defined by (5.5) is asymptotically standard normal, as n -> o. The proof of 
lemma C.l follows closely that of Lemma 4.3.4 of Kutoyants (1984, p. 141), replacing 
the intervals [0, T]; T > 0, with the sets {An} in R**. While Kutoyants uses a 
generalized Ito formula to calculate the characteristic function of we calculate 
it directly by observing that it is proportional to a probability generating functional. 
Lemma C.l: 
Assume condition (D4) is satisfied and define 
where <p^ (ff) is given by equation (2.4). Then, for all fin any compact set K c 6, 
= I'AW/ r {N(dj) - X{g, |) ><d«)}, 
I A(»; g) 
(C.1) 






VA(t)  £ EXP|IT'Y>A(f l )'J^ f (g ){N(dg) - A(b; g) ^ds)}} ; t 6 R»'. 
Then, by equation (A.9), the characteristic function of is, 
';a„(Î)^e/'{VA„(J)} 
= etp{/ (exp{it>^__(tf)'|(s)} -1 - A ' 
(0.2) 
Recall that, 
«"AW = {)[ iite f) to ,0' l!>y' ' 
= {/^ «î) M Ms; g) «id')}" (c-3) 
Then, 
= 1/ WiyyAn(^)'f(g)}-l-iryAn(^)'f(8)] A(8;^Kd8) 
An 
+ {j[ f«) fl)' '<d«)} «"A.W 
i f -1 -'J'CAnCD'iCs) 
*n 
+ ii'VxJ^S)'i(s)i(iyfAj'Bi\ Kd]»). 
The inequality |e^ — 1 — ix + j x3| < ^|x| ^  shows that the right-hand side of the 
expression above is less than or equal to, 
if. lî>A„(D'|(s)l'% )^'<'is)<il|l'{/ l»'A„(^ >'^ WI* %;?>'<'«)} ' ' 
An An 
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by the Cauchy—Schwarz inequality and since |a'b| < |a| • |b|. By assumption (D4), 
the right-hand side of the expression above tends to zero uniformly for all 0 e K, as 
n-*m. Therefore, 
uniformly for all 9 € K, as n -» oo. The lemma follows by the equivalence between 
pointwise convergence of characteristic functions and convergence in distribution. 
The proof of Lemma 15 follows closely that of Theorem 4.3.12 of Kutoyants 
(1984, p. 141), replacing the intervals [0, T], T > 0; with the sets {An}. 
TiBinnia 15: 
Suppose conditions (Di) to (D4) are satisfied. Then the family of measures 
{Pg": ^€ 6} is locally asymptotically normal in 0uniformly for all ^€ K, a compact 
subset of 0, with normalizing function given by equation (2.4), and A^^(^ in 
equation (4.2) given by, 
Proof: 
By condition (Di), the measures {P^": 0 € 0} are equivalent and the likelihood 
N 
ratio may be written as, 
log ZA„(9) ^ »• ® 
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= f  : 7  ;  
An^ S >ls) 
= »' é I »l ' + 8An(|' ») - ^An(~' %)' 
where 
'A.W = Kdj)}. 
and 
An \ a I f/ 
-il9l'-
By Lemma C.l, 
"~^ ^ (9' as n - OD. 
It remains to show that, 
and 
») - »' 
uniformly for all 0 € K, as n o. 
Consider first the function {$, n). By Chebyshev's inequality and equation 
(A. 7), 
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P^ISAnW»)! > 0< «-'Ey'{(gA„L».»))'} 
(C.4) 
for any e > 0. Let 
The function A(s; 0 ) is absolutely continuous with respect to y and positive, so 
^ rw 
log A(8; ) is also absolutely continuous with respect to y for all 8 € IR^, except on a 
set of Lebesgue measure zero. Note that, 
Then, 
u,. , ,, 
Since = À(8;^/(A(8;|))^/^, the expression above is equal to, 
wyg/ 
" V S ' ~yu' 
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by Jensen's inequality. Using Fubini's theorem and taking the supremum over the 








H -if(iyu) + iK~«yj,)-jK^)|| 
ys' An 
+ 2 8«p 1}| 
^(^yn) An ye[o,i] 
since (a + b)^ < 2a^ + 2b'. Let n be the measure described in assumption (Da); recall 
lim XAn) = m, so for n sufficiently large, {$ '. y 6 [0,1]} c |y| < XAn)}. This 
n-*m ~ 
result and |a'b| < |a| • |b|, imply that the right—hand side of the expression above is 
less than or equal to, 
ye [0,1] 
f r A(6f) •» 1/2 •» 
+ 2|s|« .up II -l} 
-^(fyu) An 
, (C.5) 
for n sufficiently large. By assumption (Da), the first term on the right—hand side of 
(C.5) converges to zero uniformly for all ^ € K, as n -« o. Consider the second term on 
the right-hand side of (C.5): 
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A(V  




= r Kdj). 
Since A(g; ) is absolutely continuous with respect to y and positive, (A(s; )) 
is also absolutely continuous with respect to y for all s E Dt*^, except on a set of 
Lebesgue measure zero. So, the expression above is equal to. 
1/ 
, iw'CM r«yu'|2f .y wvH'ivzu' (S'(vzu^ ) 2 
fsi 
(v^S'ivvn^ 




by Jensen's inequality and since y < 1. By using Fubini's theorem and taking the 
supremum over the interval [0, y], one can show that the right-hand side of the 





Since /i(An) -* m, as n -* oo, then, 
I 21 
'«"•-"/J"-" 
{(fyn' &n): ^  ^ [0,1], « € [0, y]} C {{6^, ly| + |w| < XAn)}, 
"mi IV IV m 
for n sufficiently large. So, for n sufficiently large, the second term on the right—hand 
side of (C.5) is less than or equal to, 
, 2 2 
-r 
, , hW 4 
Hier sup (jT P/ijUD':;--:: A(s:2W)'<d8) 
| y | + l w l < X A n )  
, 4 .1/2 
/.J^A„(~»)'^h<S)V'<dS)} ' (G «) 
by the Cauchy-Schwarz inequality. By assumption (D4), equation (C.6) converges to 
zero uniformly for all e K, as n -* m. So both terms on the right—hand side of (C.5) 
converge to zero uniformly for all 0 € K, as n -» œ. Therefore, (C.4) implies, 
as n -* 00, uniformly for all ^ e K. 
Now consider the function h^ {0, n). Note that, by the definition of ^^^(^)i 
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=f,Xf^ ^ 
Since A(s; 6) and log A(s; ) are absolutely continuous with respect to y, for all M (wyu N wyg 
S € except on a set of Lebesgue measure zero, 
- f A(8:^+»a (^®)I 
/ kg .l"" } '<''«) 
An ^ S » «/ 
1 ( ~(S'«yu^» 




1 w(S'wyn^ y 
= /X "'"'An'f'TjrT^X J!'«'A„0'i(S:^™)d^'i3"<<l|) (C-8) 
An U " 
Then, by equations (C.7) and (C.8), 
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"n " " "VSi^yn/ 
1 y I f w^S'nviiX f •* 
- i^,JQ JQ I [~ Â^ âîôl i(S'^ ïu)] 
M'NVH' 
^ N 
By using Fubini's theorem, and taking the supremum over the interval [0,1] twice, one 
can show that the right—hand side of the expression above is less than equal to, 
MSjygl 
f A(s;^) i2| 
J. ^(5:&u) ,2 
By adding and subtracting u'w. (fl)' —, /« inside the absolute value signs A." 
N 
in the integrand, and using the triangle inequality, one can show that the right—hand 
side of the expression above is less than or equal to. 
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h(»'Sy^) .. Msilzn) I f. 1 f IV'IM'fWZU' 
, tefzJ T2, 
N 
If A(s;^ "|2 r Ms>^zja) -,2| 
Now XAn) -* ® implies that {6 : z e [0,1]} C {0^: y < X^n)} for n sufficiently large; 
fW N 
hence the expression above is less than or equal to, 
Mn-iyj ,, Ms-izv) -I 
f. MS'J^zJ ,2| 
N 
(C.9) 
for n sufficiently large. Consider the second term on the right—hand side of (C.9): 
^ If A(8;^ .2 r T2| 
97 
= / H»' f9' *'A.W ' I K<is) 
An ~ 
= IS'^Anff {te^)-toj)>IIS'»'A„(®'<j!<|i^) +jK|!|j)}l Hdl) 
^ lis' »'A.(«)'{j!(«)-iK#j)}llA„<ll9'"Ajfl'iK^XlAn+ll»'*'A.W&&)llA.}. 
(C.IO) 
by the Cauchy—Schwarz and triangle inequalities. By assumptions (I);) and (D3), the 
right—hand side of (C.IO) converges to zero uniformly for all ^ 6 K, as n -* o. The first 
term on the right—hand side of (C.9) is, 
, r its;V , f , 
•y»' 




, P^^S'i^zn^-» 1/2 •» I 
-jKs;#zg)}| '<<'«) 
\"'Nvn/ 
II f 1/2 •» 
^ ll9'»'A„(®'i<VllA„ |k''A„(^'lJ!<V[ïïn] " 
^~yr An 
by the Cauchy—Schwarz inequality. Note that, 




by assiimption (Da). Since (a + b)' < 2a' + 2b*, 
f /(&n\l/2 . 
- U n  An 
f 1/2 •» 
- jKlyjj) + iK£yn> " %;)} 
Miyu) 




Now arguments similar to those for the right—hand side of (C.5) can be used to show 
, ,1 
that 
€ K, as n -» 00. So both terms on the right—hand side of (C.9) converge to zero 
uniformly for all 0 e K, as n -» o. It then follows that, 
••ANW- ») - "• 
uniformly for all € K, as n -» OD. 
From the arguments above, the likelihood ratio can be written in the form, 






») = 8A„W' 9' + W'f' ®' 
as n -» o. Therefore, the famjly of measures {P^ : ^  € 0} is locally asymptotically 
N 
normal, uniformly for all ^ e K. • 
Lemma 16 shows that condition (iii) of Ibragimov and Has'minskii (1981) 
(given in Section 4) is satisfied; take /? = 2m and a = 0. The proof follows closely that 
of Lemma 4.3.5 of Kutoyants (1984, pp. 141-142), replacing the intervals [0, T], 
T > 0; with the sets {An}. 
Lemma 16: 
If conditions (Di), (Dj), and (De) are satisfied, then for any compact set K c 6, 
J?K ^ c|ffi - Sol 
where the constant c does not depend on UQ, ui, and An, and Z^^(u) is given by 
equation (4.2). 
Proof: 
For y 6 [0,1], let *y suo + (gi - no)y, ^y) = ^ and 
M^y)(d8) = N(d8) - A(s; ^y)) (/(ds). Recall that the normalized likelihood ratio is, 
f. . > 
= «*!>{ N(d«) - (A(si»j) - K»\g)) Kd»)} • 
Since A(JB; 6{y)) is absolutely continuous with respect to y for all s £ except on a set 
of Lebesgue measure zero, the random field, Z^^(ny) is also absolutely continuous with 
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respect to y. Then 
- s/ Wi'S^y)) - A(»;f)) Kd;)} dy] 
An 
= (2m)-:» Ey, [jr\z^^(Sy))'/'-{/jj,.-g,) N(ds) 
-/ (»ii9ii)'*'A„(;ff'i(s.i(y))K<is)} dy] 
An 
, = (2M)-2°'Ei»>{/^\zA„(»p)l/^ 
. À(8;fl(y)) i2m 
By Jensen's inequality, the expression above is less than or equal to, 
(2m)-2°' Ey ZA„(»y) {/^__(».-».)>A,(«' 
= E'f [zA.(gy) {/jSr-g')'l»Aj3' 




By Lemma A.3, the expression above is less than or equal to the maximum of the two 
quantities 





for some constant Cg^^. 
Consider first equation (C.ll). Since |a/b| < |a| |b|, then (C.ll) is less than 
or equal to, 
W06H An 
By assumption (De), the term inside the supremum is bounded, so that there exists a 
constant Ci such that the right—hand side of the expression above is less than or equal 
tOCi(Ui-Uo|^°^. 
Now consider equation (C.12), which is equal to. 
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i I Sf-lS'l 1I " dy 
5 rap I" 
lf06H 
where 1. (0) is the Fisher information matrix (see equation (2.4)). By assumption An 
(Da), the term inside the supremum is bounded, so there exists a constant c; such that 
O'm 
the right—hand side of the expression above is less than or equal to Calui-nsf 
The lemma follows by taking c = max{ci, cj}. , 
Lemma 17 shows that condition (iv)' of Ibragimov and Has'minskii (1981) is 
satisfied. The proof follows closely that of lemma 4.3.6 of Kutoyants (1984, pp. 
142-143), replacing the intervals [0, T]; T > 0, with the sets {An}. While Kutoyants 
uses the generalized Ito equation to calculate the expectation of the square root of the 
likelihood ratio, we express this expectation as the product of a constant times a 
probability generating functional. 
103 
Lemma 17: 
If conditions (Di) to (I)*) are satisfied, then there exist constants ci > 0 and 
no > 0 such that for all n > no, and any compact set K c 6, 
sup P^"{ZA ( n )  >  exp(-cig(n))} < exp(-C|g(u)), (C.13) 
where g(u) = min( | n| | a| a is defined in condition (Dg), and Z^^(u) is given by 
equation (4.2). 
Proof: 
By Chebyshev's inequality, 
> expHig(n)) < exp{§'g(n) j  (C.14) 
By equation (A.9), the expectation is, 
= n»' [exp{/^__log ' «("S) 
*n 
-iX{8]9+<PxJ<S)^) + ''(dg)} 
= exp{4j^j(A(8;^y^j^u))l/2 _ (A(8; tf))l/2}2 ^ds)} . 
(C.15) 
.Consider the domains, 
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Ui = {m: Igl </i(An)}, 
and 
Ua = {»: Igl > MAn)} n {u: S+(p^Jg)n € B}, 
where the measure (i is defined in condition (D3). 
First suppose n g Ui and let, 
for y € [0,1]. Recall, 
Then, 
I/ Kdj) - i Iïl i 
An 
An 
Since is absolutely continuous with respect to y, the expression above is 
equal to, 
Since = À(8;^/(A(8;^)^/^, and since a' - b' = (a - b)(a + b), the expression 
above is equal to, 
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- JKS J) DY) 
{jjV«'A„(^'(i(s;iyj() + iKs:®) ^Y} Kdj)] 
" - sKSi^)) dy) '<<'s) 
. ( A  l 2  n l / 2  
j|[jjj9'%L»)'(te^y«) + te»))«y} '<d»)] , 
(C.16) 
by the Cauchy—Schwarz inequality. By Jensen's inequality, the first term on the 
right-hand side of (C.16) is, 
- jK«;^)My} '<d«) 
" ^ k/o ~ dy Kdj) 
since |a'b| < |a| |b|. Using Fubini's theorem and taking the supremum over the 
interval [0,1], the right—hand side of the expression above is less than or equal to, 
l«P |J«Pj II '(toyj)-jKS:^»)l IIA. 
^Is l '  »"P l lkA.W'W,)-mil lA. .  
lyl<M(An) 
for n sufficiently large, where the measure n is defined in assumption (D3). By 
assumption (D3), the right—hand side of the expression above converges to zero 
uniformly for all ^ E K, as n -» m. By Jensen's inequality, the second term on the 
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right—hand side of (C.16) is, 
- -( ^0^^ »'A.WW«;f,g) + jKs!®)}'* dy Kdj) 
" ICAN^^'TIKSI^yg) + dy Kds), 
since |a^v| < iu| |v| • Using Fubini's theorem and taking the supremum over the 
interval [0,1], the right-hand side of the expression above is less than or equal to, 
Is l '  .»»Pj  II  l» 'A„(^) ' ( te#yj , )  +  jKSi^))!  I IA„ 
»»p lllyA.W'WT) + millA.. 
IxKMA.) 
for n sufficiently large, where the measure (i is defined in condition (D3). Since 
(a + b)^ < 2a' + 2b', the right-hand side of the expression above is less than or equal 
to, 
2 |»l '  »»p l lkA.W'W4)l l lA.  + l lkA.W'W^ll lA.  ^  2 l ! ! l ' (4+l) ,  
|v|<XA.) 
by assumption (D2). Since the first term on the right—hand side of (C.16) converges to 
zero uniformly for all £ K, as n -> m, and since the second term is uniformly bounded, 
it follows that the right-hand side of (C.16) converges to zero uniformly for 0 e K, as 
n-*m. That is, 
f  «a(.;^»'a„(«)»))^'''-Ws;«)W •<<!«) = I »l'(i+0(1)), 
An 
for all n € Ui. Hence, there exists n* > 1 such that for all n > ni. 
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for all n ë Ui. 
Suppose |u|^ < |u|^® Then g(u) = |u|^, and for n > ni, 
exp{§'g(u)}Ey){(ZA^(u))l/2} < exp{(§!-y^)|u|2}. 
Conversely, suppose |g|^ > |u|^^. Then g(u) = |]o|^® and for n > ni, 
exp{§'g(u)}Ey){(ZA^(n))l/2} < exp{§>lu|2«-^|n|2} 
< exp{(j'-jJ)|n|^®}. 
In either case, (C.14) implies that the lemma is satisfied for ci = where n E Ui. 
Now consider n E Ug. By the boundedness of 6, there exists a constant c such 
that I a| < c|y)^ (^1 for all 6 K. Denote the lower bound in condition (I);) by %. 
Then, by condition (Dg), there exists a > 0 and n2 > 1, such that for all n > ng, 
^Cklsl^", 
where Ck = xc^^/4. Then, for all n > ng, 
<«?{-§" (C.18) 
for all u € Ug. fV • 
Suppose |u|^< |n|^®. Then g(u) = |u|^, and for n > ng, 
M " 
< exp{(|'-5'')(u|^"}. 
Conversely, suppose |u|^ > |u|^^. Then g(u) = and for n > ni. 
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In either case, (C.14) implies that the lemma is satisfied for ci = where a € U3. 
The lemma then follows by taking no = max{ni, nj}, and ci = min{2^, j''}. 
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12. APPENDIX D 
This appendix gives the proofs of Theorems 18 and 19 of Section 6. These 
theorems show that for certain examples of inhomogeneous Poisson processes, the 
maximum likelihood estimator and the Bayes estimator are consistent, 
asymptotically normal, and asymptotically efficient as n -» oo. 
Theorem 18 considers the asymptotic properties of Ok and for a 
"n ^"11 
modulated Poisson process. 
Theorem 18 
Suppose Nn is a Poisson process on An with intensity function 
A(8; ^ = exp{,^'x(8)}, 
where AnflR^, x(8) is a known k x 1 vector function on R^, and is a k x 1 vector 
parameter located in 0, a bounded convex subset of Assume: 
(a) Ç exp{j^'^s)} {/(ds) < m, for all finite ^ and all Borel sets B, such that 
B 
i/(B) < o; 
(b) there exists M > 0, such that 
i/{s 6 R'*: max |xi(8)| > M} < œ; 
l<i<k 
(c) 1/ x(8)x(8)'Kd8)| =»; 
n-»» ' An ' 
(d) J x(8) x(8)' i/(d8) is positive-definite for all n > 1. 
An 
Then the maximum likelihood estimator and the Bayes estimator are 
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consistent, asymptotically normal, and asymptotically efficient for jg, as n -* o, with 
asymptotic variance, 
E(a) exp{f ^8)} ;<d8)} . (D.l) 
Proof: 
By Theorems 12—14, it suffices to show that conditions (Di)-{Dg) are satisfied. 
The function (jg) can be calculated directly, which yields (D.l). 
To prove condition (Di), note that by assumption (a), and the boundedness of 
0, A(s; 10 = exp{j^'^8)} > 0, for all 8 6 accept for a set of Lebesgue measure zero, 
and all 8. Let ^ — §+ yy^ for y € [0,1]. Since the exponential function 
• iw n 
is absolutely continuous with respect to the exponent, and since the exponent is a 
linear function of y, then Gxp{j@ 'x(8)} is absolutely continuous with respect to y for 
^ N 
all 8 € Note that, 
iKg; 5 2(A(a; 0)^^^ = 2exp{i^'x(s)}, 
and 
SKS: jg) = ?(i5) expWx(8)}. 
Take any ^e9. Then, 
= {/ exp{|?'x(B)} (2exp{^f x(8)} - 2 - S'x{a)f i^ds)} ^ . (D.2) 
An J . 
Note that, 
Ill 
2expUf x(s)} = 2 + i'x(B) + o| «|. 
So expression (D.2) is o( j), and hence WAn), for all E 8 and for n > 1. 
To prove condition (Dj), let B = {a 6 max |xi(8)| < M}, and let B® 
l<i<k 
denote the complement of B. Then by the triangle inequality, 
1/ î(]!)3KI)'K'1S)| = If 
• A n  A n f i B  A n ' » '  
Assumption (a) implies that, 
1»®!/ ^_^j8)g(a)Xd8)l <»• 
n-»m '"AnOB® ' 
This result and assumption (c) imply, 
1/ ^ ^(a)g(g)Xd8)| =0». (D. 
n-»(D ' AnflB ' 
Take any §€B. Then, from equation (D.l), 
AnHB 
Expression (D.3) implies that the first term on the right-hand side of the expression 
above diverges, as n n «. The second term is nonnegative-definite for all n. So, 
I H 0 for aU 6 0, as n -• OD. 
Take any |^, j^o € 0 and let Then, 




By the triangle inequality, the expression above is less than or equal to, 
+ (D.4) 
The second term of (D.4) is less than or equal to. 
Since i/(B°) < m, assumption (a) implies that the integral in the expression above 
converges to a finite number as n -» o. Since \tpp^ {^\ -* 0, as n OD, then the 
expression above also converges to zero, as n -* «. Consider the first term of expression 
(D.4). By the boundedness of 0, and the boundedness of x(8) on B, there exist 
constants K, and such that, t m 
0 < < exp{|^ 'x(8)} < € 8, 8 € B. (D.5) 
So, the first term on the right-hand side of (D.4)is less than or equal to, 
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This does not depend on the choice of /?, /7o € 6. The arguments above imply, 
""/I à®?» 
Iv'R® 
The existence of co satisfying (5.4) follows since assumptions (a) and (d) imply that 
(D.4) is finite for all j^o € 8, and for all n > 1. 
To prove condition (D3), let K be any compact subset of 6 and take any K. 
Define 
MA„)5 (D.6) 
and let |a| < /i(An). Then, by (Dg), j -» 0 uniformly for all 6 8, as n -* a,. 
Now, 
II kA.(A'{i!(^«'A.W-mi «A. 





The second term on the right-hand side of (D.7) is less than or equal to, 
„ .IÏ(I5)«PWI?<-»'A„(I?)9)'Î(S)}-Î(S)«'PWÎ(«)}I^ 
inllB 
Since i/(B^) < m, assumption (a) implies that the integral in the expression above 
converges to a finite number uniformly for all as n -» m. By (Dg), | <Pj^Ji01 -* 0 
uniformly for all jge 8, as n-*m. So the expression above also converges to zero 
uniformly for all E 8, as n -* OD. Consider the first term on the right-hand side of 
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(D.7). Note that, 
= I + + "(IvAJCI?)»!)-
Therefore, the first term on the right-hand side of (D.7) is equal to, 
AnllB 
^ i/ J I '{I IS(S) I + <>( I )}" 
AnllB 
since |a'b| < |a| |b|. On 6, |%(g)| < M^, so the right-hand side of the expression 
above is less than or equal to, 
4{Mvt|^PA„(j^ffl +o(kAn(i^a|)}V ^ l<^An(i0'3KaWW^(a)}IMd8) 
AnllB 




= / ^(syv>j^„(é)<PA„(0'if(s) expWî(s)} Kds) 
= trace x(s) X(B)' exp{|^'x(8)} f^ds) 
An 
= trace Jk = k. (D.9) 
So expression (D.8) is equal to, 
= k{4MVE| + o(v'A„(|0»)>^-
Since | -* 0 uniformly for all |^ € 6, as n -* o, the right-hand side of the 
expression above also converges to zero uniformly for all |^ € 0, as n o. Condition 
(Da) follows since the arguments above imply that both terms on the right-hand side 
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of (D.7) converge to zero uniformly for all € 6, as n -» oo. 





+ / Kds). (D.IO) 
AnDB 
The second term on the right—hand side of (D.IO) is less thsm or equal to, 
I 1>aJI^' l*f, «!><(/?+%Wï( S ) }  Kds)-
AnilB 
By (1)2) and assumption (a), the expression above converges to zero uniformly for all 




On the set B, | z(8) | ' < kM', so the expression above is less than or equal to, 
InflB 
by (D.9). By (Dg), the right-hand side of the expression above converges to zero 
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uniformly for all 8, as n-#m. Condition (D4) follows since the arguments above 
imply that both terms on the right-hand side of (D.IO) converge to zero uniformly for 
all 8, as n-*m. 




Sinceexp{^j^y^^^(jg)n)'x(8)} is absolutely continuous with respect toy € [0,1], the 
expression above is equal to, 
An U 
> 2kA,(»l (S'»-A„(®'î(S))^ 
y€[S'll "(d;)} . 
By (D.5), the right-hand side of the expression above is greater than or equal to, 
I I (/ (»' 
= {g't'A.W/ î(S)î(S)' IPa„(®9} ' 
An 
by equation (D.l). Since |g| > = sup [«"A (|?o)|~''^ > I»'A.(|©I~''^' *he 
1^068 
expression above is greater than or equal to for all € K. Therefore, condition 
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(Ds) is satisfied. 
To prove condition (Do), let j^o € 8, qra §, and m > k/2. Then, 
An 
AnflB 
+ /  , IVa Kd»)- (D ll) 
AnOB 
The first term on the right—hand side of (D.ll) is less than or equal to, 
AnOB 
Since (expression (D.5)), and since |x(8)|' < kM^ for all s e B, the 
expression above is less than or equal to, 
K JkM')"-' I If I I ^ Kd.) 
AnliB 
= kk„(kmr-va„(®'l 
by (D,9). By (Dg), the expression above converges to zero uniformly for all ^ 6 0, as 
n -* 00. The second term on the right—hand side of (D.ll) is less than or equal to, 
By (Da) and assumption (a), the expression above converges to zero uniformly for all 
8, as n -*m. So both terms on the right-h^d side of (D.ll) converge to zero 
uniformly for all j^o G 8, as n -» «. By assumptions (a) and (d), (D.ll) is finite for all 
finite sets An and all 6 8. Therefore condition (De) is satisfied. , 
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Theorem 19 considers the asymptotic properties of and for a linear 
Poisson process. 
Theorem 19 
Suppose Nn is a Poisson process on An with intensity function, 
where X(B) is a k X 1 vector function on and j^is a k x 1 vector parameter 
located in 8, a bounded subset of IR\ Assume 
(a) 8 = (ai, bi) x • • • x (ak, bk), where 0 < ai < bi < », for i = 1, • • •, k; 
(b) there exists real numbers m and M, such that 0 < m < Xi(|) < M < on, for 
i = 1, • • •, k, and almost all s e R'*. 
(c) J x(8) x(s)' i/(d8) is positive-definite for all n > 1. 
An 
Then the maximum likelihood estimator and the Bayes estimator are 
consistent, asymptotically normal, and asymptotically efficient for as n -> o, with 
asymptotic variance. 
Proof: 
By Theorems 12-14, it suffices to show that conditions (Di)-{De) are satisfied. 
The function can be calculated directly, which yields (D.12). 
To prove condition (DJ, note that by assumptions (a) and (b) there exist real 
numbers K.and such that, 
c m 
0 < < f J(i5) < < œ; € e, 5 6 (D.13) 
119 
Let = fo: y E [0,1]. Then, since A(8; is linear in y, it follows 
that it is also absolutely continuous with respect to y for all s € Note that, 
Hi-. B = 2(A(j: 
and 
v « ;(*) 
Take any € 6 and let ^y) = Sy^ where y 6 [0, 1]. Then, 
Since jg(y)'z(s) is absolutely continuous with respect to y, then (j^y)'%(s))^/^ and 
(lg(y)'x(8))~^/^ are also absolutely continuous with respect to y. So the expression 
above is equal to, 
By Jensen's inequality, the expression above is less than or equal to. 
By using Fubini's Theorem and taking the supremum over the interval [0,1], one can 
show that the expression above is less than or equal to, 
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Since |a'b| < |a| |]^|. By (D.13), (W^s)) > and by assumption (b), 
I %(8) I ' < kM'. So the expression above is less than or equal to, 
jkM>|«|VK5/2 = 0(1^1). 
Therefore jg) e L2(An). 
To prove condition (Dj), take any jg€ 8. Then, by (D.13), 
I -  xfs) x(8)' 1—1 
By assumption (b), the expression above converges to zero as n -» OD. 
Take any g, go € 9. Then, by (D.13), 
s |{Ki^J[__Î(S)Î(S)M<1|)} ^'^{K^ï(i8)î(i8)'K<l«)) ' I 
In condition (Dj), let co = (K^/K^)^/^. 




and let | a| < /i(An). Then by (Dj), | -* 0 uniformly for all ^ e K, as n -• m. 
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Then, 
Il iW^'#g)-M}i «A. 
Since the function is absolutely continuous with respect to y, the 
^ fW 
expression above is equal to, 
by Jensen's inequality. Using Fubini's theorem and taking the supremum over the 
interval [0,1], the expression above is less than or equal to, 
• fV 
by (D.13). Since | a'b| < |a| |b|, the right-hand side of the expression above is less 
than or equal to. 
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since by assumption (b), |x(jB) | ' < kM'. The integral on the right-hand side of (D.14) 
is, 
(«'î(s))'''' " "'»» «'î(l) 
= trace Jk = k. (D.15) 
So, the right-hand side of (3) is equal to, 
which converges to zero uniformly for all € 8, as n -* m. Therefore condition (D3) is 
satisfied. 
To prove condition (D4),  take any §£K, and let n, y 6 Un, where 




= / Kd") 
M 
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By (D.13), the expression above is less than or equal to, 
By assumption (b), |x(8) | ' < kM', so the right-hand side of the expression above is 
less than or equal to, 
S  ' < " « )  =  ( " M " A . W  I  '  
Ijy 3^15^/ 
by (D.15). By (Da), the expression above converges to zero uniformly for all 6 8,as n 
-4 OD. Therefore condition (D4) is satisfied. 
To prove condition (D5), let a = jg € K, and u G {v: | y | > X^n)} n Un-
Then, 
Since is absolutely continuous with respect to y 6 [0,1], the expression 
» N 
above is equal to. 
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By (D.13), the expression above is greater than or equal to, 
= 2(K^KjV2|^A„(«|l/2 |g | ,  
Since |g| > /i(An), the expression above is greater than or equal to. 
Condition (Ds) is satisfied since, 
uniformly for all € K, all n > 1, and a = ^. 







By (D.13), the expression above is less than or equal to, 
By assumption (b), the right-hand side of the expression above is less than or equal to, 
by (D.15). By (Dj), the expression above converges to zero uniformly for all |^ € 0, as 
n -» OD. Then condition (Dg) follows since, by assumptions (a) and (b), the expression 
above is finite for all n > 1. • 
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A SPACE-TIME SURVIVAL POINT PROCESS FOR A LONGLEAF PINE 
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127 
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ABSTRACT 
The marked spatial point pattern of trees and their diameters is the result of a 
dynamic process that takes place over time as well as space. Such marked point 
patterns are realizations of marked space—time survival point processes, where trees 
are born at some random location and time, and then live and grow for a random 
length of time. A model for a marked space-time survival point process is fit to data 
from a longleaf pine {Pinus palustris) forest in southern Georgia, U.S.A. The 
space—time survival point process is divided into three components, a birth process, a 
growth process, and a survival process, and each of the component processes is 
analyzed individually. By using this reductionist approach, questions concerning each 
individual process can be addressed that might not have been answerable had all 
processes been combined in the model. 
KEY WORDS: birth process, growth process, survival process, inhomogeneous 
Poisson process, space-time logistic regression, spatial auto-
logistic regression, competitive interactions 
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1. INTRODUCTION 
A marked point pattern consists of the locations of events in some sample 
region A c and of certain associated measurements or "marks". Events may be 
trees in a forest or earthquakes around a fault zone, and their respective marks may be 
diameters of trees or magnitudes of earthquakes. Assume that the locations of events 
81 € A, and their corresponding marks Z(8i) are realized from some marked point 
process, a random mechanism for locating events in A, and assigning marks to those 
events. Our goal is to model the underlying stochastic process, and thus reduce a 
complex marked point pattern to one or more parameter estimates that may have 
some scientific interpretation. 
Marked point patterns are often the result of dynamic processes that occur over 
time as well as space. Previous published attempts at modeling marked point patterns 
have usually only had data available at a single instant of time, thus ignoring the 
temporal component. Consequently, these models often suffer from identifiability 
problems; widely divergent models can generate identical realizations {e.g., Gurland, 
1957; Bartlett, 1964; Westcott, 1971; CUff and Ord, 1981, pp. 90-92; Diggle, 1983, pp. 
58-59). No statistical analysis can distinguish between such models. Dynamic 
space-time models are less susceptible to this problem, since such models follow the 
temporal evolution of the marked point pattern. 
In this article, we demonstrate a reductionist approach to the modeling of 
space-time marked point processes. This involves decomposing the marked point 
pattern into its components and modeling each individual component separately. 
Assume that the marked point pattern is realized from a space-time survival point 
process, a class of marked point processes with components governing births of events. 
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growth of their marks over time, and subsequent deaths of events. This model has 
applications in ecology (and geography). It can be used to describe the birth of trees 
(establishment of towns), diameter growth of trees (population growth of towns), and 
thinning due to tree mortality (abandonment of towns). By modeling each of these 
individual dynamic processes, we hope to gain understanding of the global process that 
would not have been possible from analyzing the superposition of the three processes. 
Consider a space—time survival point process for a tree population. One of the 
central questions in population demography concerns the role of competitive 
interactions in structuring populations. That is, how does competition influence the 
age-class distribution of a species, or influence population growth? In tree 
populations, competition may be manifested in several different ways: Competitive 
interactions may influence patterns of tree births, influence growth rates, or directly 
act on the survivorship of individual trees. In addition, competition may influence 
different size classes of trees in different ways. For example, competition might cause 
higher mortality in smaller size classes, but only influence the growth rates of larger 
size classes. In the following, we shall consider the role of such competitive 
interactions when modeling the birth process, the growth process, and the survival 
process. 
Our approach is implemented on data from the Wade Tract, an old-growth 
longleaf pine {Pinua palustris) forest in Thomas County, Georgia. A detailed 
description of this data can be found in Section 2, and Piatt et aL (1988). Some 
comments concerning notation for tree locations are given in Section 3. Section 4 gives 
an exploratory analysis of the longleaf pine data. Sections 5, 6, and 7 model the spatial 
birth, growth, and survival processes, respectively. Conclusions are given in Section 8. 
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2. THE DATA 
The data are from the Wade Tract, an old-growth longleaf pine {Pinus 
palustria) forest in Thomas County, Georgia. Prior to European settlement, forests 
dominated by longleaf pine occurred throughout the southern Atlantic and Gulf coastal 
plains of the United States. The Wade Tract is one of the largest remnant stands and 
is relatively free of man-made disturbances. The presence of trees up to 400 years old 
indicates that this forest was present prior to European settlement. Longleaf pine is a 
fire-adapted species; ground fires occur frequently in longleaf pine forests, removing 
most competing hardwoods. In addition to longleaf pine there are a number of other 
tree species, predominantly the scrub oak species, Quercus incana, Q. laevts, Q. 
marilandica, and Q. margaretta. These species are few in number and small in stature. 
In the present study, only the data for longleaf pine are considered. 
From 1979 to 1980, a 50 ha region of the Wade Tract was mapped. First, a 
50 m grid of contiguous quadrats was surveyed. All trees at least 2 cm dbh (diameter 
at breast height) were marked for individual recognition using numbered aluminum 
tags and the diameters were measured. Tree locations were mapped from the vertices 
of the 50 m grid using a tape measure and compass, and were found to be accurate to 
within 0.5 m of the actual positions. Trees were censused annually for mortdity 
between 1979 and 1987. In 1983 and 1987, recruits (trees that were less than 2 cm 
diameter in previous censuses, but had achieved at least 2 cm diameter) were added to 
the mapped data set. Diameters of all mapped trees (> 2 cm diameter) were measured 
in 1979,1983, and 1987. 
In this article, methods for modeling a space-time survival point process are 
illustrated on a 200 x 200 m portion of the mapped forest; let A denote this region. A 
map of this study region is presented in Figure 1, and the data are listed in Appendix 
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A. The map shows the locations and relative diameters of all pines in the study region 
and is drawn at a scale of 1 inch equals 40 m. This section of forest was chosen for its 
relatively gentle topography, for its absence of notable disturbances, and since all sizes 
of trees are present. To avoid edge-effects in our analysis, the locations of trees 
outside the study region, but within 50 m of its border, were also used (when 
necessary) in fitting the models. Let A* denote this 50 m wide guard region. 
The salvage of dead timber prior to 1979 has resulted in the disturbance of the 
ground cover along paths where logs were dragged out of the forest. It was evident 
that births of longleaf pines were positively dependent on these disturbance paths, and 
hence they were mapped and subsequently digitized. Figure 1 also includes the 
locations of these paths, and the digitized map data are presented in Appendix B. 
Piatt et al. (1988) divide the trees into three size classes: juveniles (trees less 
than 10 cm dbh), subadults (trees between 10 and 30 cm dbh), and adults (trees at 
least 30 cm dbh). Trees recruited into the population between 1979 and 1987 comprise 
a fourth size class; call these recruits. In what follows, the classification of trees into a 
given size class is based on their diameters in 1979. For example, if a tree is less than 
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Figure 1. Map of all longleaf pines and disturbance paths in 1979 in the 
200 X 200 m study region A. This map is drawn at a scale of 1 inch 
equals 40 m. The circles are drawn proportional to tree diameters in 
1979. The direction north is towards the right-hand side of the page 
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3. NOTATION 
The notation for the spatial locations of trees is consistent within each the 
following sections, but because of the complexity of the space-time survival point 
process, different subsets of trees were used for the exploratory data analysis (Section 
4), the birth process (Section 5), the growth process (Section 6), and the survival 
process (Section 7). Therefore, we are forced to use somewhat different notation for 
tree locations in each of the following sections. In general, 
k = 1, •••, ni) (3.1) 
will denote the spatial locations of trees belonging to the i—th size dass, in a given 
region C at some given point in time t, where i = 0 for recruits, i = 1 for juveniles, 
i = 2 for subadults, and i = 3 for adults. However, the region C and time t depends on 
which process is being considered. In Sections 4, 6, and 7, C is the 200 x 200 m region 
A (Figure 1), but since most recruits and juveniles are restricted to a 150 x 120 m 
region B c A (Figure 8), the locations of trees in B are used to model the birth process 
in Section 5. In Sections 4, 5, and 7, (3.1) is the spatial locations of trees in 1979, but 
in Section 6, the locations of trees surviving to 1987 are used to model the growth 
process. In addition, the locations of trees not in C, but within some distance p of the 
closest border of C, are used for the purpose of edge correction. To avoid confusion, 
the notation will be clearly defined near the beginning of each section. 
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4. EXPLORATORY DATA ANALYSIS 
Let {8^^' : k = 1, • • •, ni} denote the spatial locations of trees belonging to the 
i-th size class in the 200 x 200 m sample region A in 1979, where i = 1 for juveniles, 
i = 2 for subadults, and i = 3 for adults. 
The spatial locations of juveniles, subadults, and adults form a multivariate 
spatial point pattern, that we assume is a realization of a multivariate spatial point 
process. A k—variate spatial point process is characterized by the probabilities, 
{P(Ni(Ai) as ni): Ai 6 ,3; ni = 0, 1, 2, « " ; i = 1, " -, k}, 
where Ni(Ai) is the number of events of type i in region Ai, a Borel set (Diggle, 1983, 
p. 90). Consider the first-order and second-order properties of a multivariate spatial 
point process. A multivariate spatial point process is orderly if for a small region ds, 
k 
P{ S Ni(d8) > l} = o(Kd8)), 
4=1 ' 
where u is Lebesgue measure. Then, for such a process, the first-order intensity of 
type i at a point s G is defined by, 
E{Ni(d8)} 
Ai(8)= lim ——; i = 1, .-..k. (4.1) 
KdjSH "(djB) 
The stochastic properties of a stationary isotropic process are unchanged by translation 
or rotation of the process. Therefore, for a stationary multivariate point process, 
Ai(8) = Ai, for all s € R', and the second-order properties can be characterized through 
the K—functions (Ripley, 1977): Define 
("number of events of type j within distance 
Kij(r) = 
[r of an arbitrary event of type i 
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for i, j = 1, • • •, k, and r > 0. Note that Kij(r) = Kji(r), for all r > 0, and 
if j = 1> "k (Stoyanand Ohser, 1982). 
The homogeneous Poisson point process is the simplest univariate point process 
and is the null model against which univariate point patterns are frequently compared. 
Realizations of homogeneous Poisson process are said to exhibit complete spatial 
randomness. A univariate point process Ni is a homogeneous Poisson process if, for 
any collection of disjoint sets, the number of events of type i contained in those sets are 
independent Poisson distributed random variables. The K-function of a homogeneous 
Poisson point process on R' is given by, 
Kii(r) = irr'; . (4.2) 
r > 0 (Ripley, 1977). 
A homogeneous Poisson process with intensity Ai on a rectangular sampling 
region A = [0, a] x [0, b] can be simulated using the algorithm suggested by Lewis and 
Shedler (1979): Their algorithm is based on the observation that the x-coordinates of 
this point process are a one—dimensional homogeneous Poisson process with intensity 
bAi. So the distances between successive x-coordinates are independent exponential 
random variables with parameter bAi. The corresponding y—coordinates are 
independently distributed according to a uniform distribution on [0, b]. 
Departure from complete spatial randomness is often towards either aggregation 
of events or regularity of events. Aggregation might result from either clustering of 
events around parents, or from spatial inhomogeneity resulting from interactions with 
a heterogeneous environment. For aggregated processes, typically Kii(r) > TTT'. 
Regularity may result from negative interactions among events or inhibition. For 
regular processes, typically Kii(r) < TIT'. 
The simplest multivariate point process is composed of independent stationary 
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point processes Ni, i = 1, • • •, k. The role of independence for multivariate point 
processes is analogous to the role of complete spatial randomness for univariate point 
processes. If Ni and Nj are independent, then 
Kij(r) = (4.3) 
r > 0 (Lotwick and Silverman, 1982). 
Departure from independence might result either from direct interactions 
among the types of events, or qualitatively similar but statistically independent 
reactions to a heterogeneous environment (Diggle and Cox, 1981). Typically 
Kij(r) > îrr', for positive dependence, and typically Kij(r) < tit', for negative 
dependence between processes. 
Here, empirical K-functions Ky(r) were estimated by, 
(Ohser and Stoyan, 1981; Stoyan and Ohser, 1982), where the summations are over 
pairs of distinct events, A«s = {a + s:a€ A}, and Âi = ni/f/(A); i = 1, 2, 3. The 
index i = 1 corresponds to juveniles, i = 2 to subadults, and i = 3 to adults. Notice 
that, Kij(r) = Kji(r), for all r > 0, and i, j = 1, 2, 3. 
Figures 2, 3, and 4 show plots of Lu(r), L33(r), and L33(r), respectively, where 
Lii(r) = {kii(r)/7r}^ - r; i = 1, 2, 3. The square-root transformation of Kii(r) 
linearizes the empirical K—function and stabilizes its variance under complete spatial 
randomness (Besag, 1977; Ripley, 1979). Under complete spatial randomness, 
Lii(r) = 0, for i = 1, 2, 3. These figures also show simulation envelopes for 99 
realizations of homogeneous Poisson processes with respective intensity functions Ai; 
i =1, 2, 3, obtained from Lewis and Shedler's (1979) algorithm. For each realization, 
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the empirical L-fimction is calculated. Then the simulation envelopes are formed by 
the largest and smallest values of the empirical L-function for each distance r. . 
Juveniles, subadults, and adults all show evidence of clustering, as indicated by 
values of Lii(r) appearing above the upper simulation envelope. Juveniles show the 
strongest degree of clustering (Figure 2); Lii(r) increases to a peak of 19.3 m at 
r = 11.0 m, then decreases to a local minimum at r = 36.0 m. There is a second peak 
at r = 55.0 m, indicating that there may be a larger scale of inhomogeneity in the 
spatial pattern of juveniles. Subadults (Figure 3) show evidence of weaker clustering 
at a larger scale than juveniles. The function L2a(r) rapidly increases to about 12.3 m 
at r = 18 m, and then levels off. The weakest indication of clustering was given by the 
adults (Figure 4); L@3(r) increases to a peak of 3.9 m at r = 67 m, then decreases 
thereafter. 
Figures 5, 6, and 7 show plots of Li2(r), Li3(r), and L23(r), respectively. Under 
independence, Lij(r) = 0, for i # j = 1, 2, 3. Juveniles are positively associated with 
subadults; Li2(r) increases to'a peak of 17.1 m at r = 61.0 m, then decreases thereafter. 
Juveniles and adults, however, show evidence of strong negative association; Li3(r) 
decreases to a minimum of -6.0 m at r = 20.0 m, then increases towards zero 
thereafter. Subadults and adults show evidence of weak negative association at small 
scales of pattern, but positive association at large scales of pattern. The function 
L23(r) decreases to a minimum of —1.4 m at r = 18.0 m, then increases thereafter. 
Based on these basic exploratory analyses of the point patterns, we can begin to 
form ideas concerning the type of point process models that might be fit. The next 
section investigates the spatial birth process. 
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Figure 2. Plot of Lii(r) against distance r (circles), and upper and lower simulation 
envelopes for 99 realizations of complete spatial randomness with 
intensity Ai = 0.003825 m'l Both Lii(r) and r are measured in meters 
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Figure 3. Plot of L33(r) against distance r (circles), and upper and lower 
simulation envelopes for 99 realizations of complete spatial randomness 
with intensity Âi = 0.003975 m"'. Both £133(1) and r are measured in 
meters 
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Figure 4. Plot of L33(r) against distance r (circles), and upper and lower 
simulation envelopes for 99 realizations of complete spatial randomness 
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Figure 5. Plot of Li3(r) against distance r (drdes). 
measured in meters 
Both Li2(r) and r are 
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Figure 6. Plot of Li3(r) against distance r (circles). Both Li3(r) and r are 
measured in meters 
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Figure 7. Plot of L33(r) against distance r (circles). Both 133(1) and r are 
measured in meters. 
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5. SPATIAL BIRTH PROCESS 
Births of longleaf pines occur episodically; very large numbers of individuals are 
born every 5 to 10 years with very few births occurring in between episodes (Buttrick, 
1914; Gemmer et al., 1940). The Wade tract contains all ages and sizes of trees, so 
birth episodes occur at least once per decade. Between 1979 and 1987, 66 trees were 
recruited into the population. Size and age are strongly correlated among trees less 
than 30 cm. dbh. Therefore, juveniles (trees less than 10 cm. dbh) can be considered to 
be the result of the most recent birth episodes. Thus, the spatial locations of both 
recruits and juveniles will be used to model the birth process. 
Field observations suggest that births of longleaf pines are positively associated 
with disturbances resulting from the salvage of dead trees by humans. A map showing 
the locations of the paths where logs were dragged out of the forest is presented in 
Figure 1. 
5.1 Notation 
Most of the recruits (59 out of 66) and juveniles (141 out of 153) were found in 
a 150 X 120 m region in the northwest corner of the 200 x 200 m study region A; let B 
denote this 150 x 120 m region. Therefore, this smaller region was used to model the 
birth process. To avoid edge effects in our analysis, the locations of subadult trees, 
adult trees, and disturbance paths outside of this region, but within 30 m of its border, 
were used in fitting the birth process models. A distance of 30 m should be well 
beyond the extent of the root systems of the largest trees. A map depicting the 
locations of trees in the 150 x 120 m region B and the 30 m wide guard region B+ is 
given in Figure 8. 
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In Section 5, let • • •, denote the spatial locations of recruits (in 
1987), and let 8^% • • •, 8^|' denote the spatial locations of juveniles (in 1979) in the 
150 X 120 m study region B. Further, let s^'\ • • •, denote the spatial locations 
of subadults, and let , • • •, denote the spatial locations of adults in (in 1979) 
B U B+, the 150 x 120 m study region B plus the 30 m guard region B+. 
5.2 Exploratory Data Analysis 
Ohser and Stoyan's (1981) estimators Koo(r) and Kii(r) were calculated for the 
K-functions of recruits and juveniles, respectively (equation (4.4)). Figures 9 and 10 
show plots of Loo(r) and Lii(r), respectively, against distance r, where recall 
Lii(r) = {Kii(r)/7r}^ - r. Both recruits and juveniles show strong evidence of 
small-scale clustering. The clustering of recruits is particularly strong (Figure 9); 
Loo(r) increases to a peak of 40.9 m at r = 21 m and then levels off. Beyond distances 
of r = 30 m, Loo(r) begins to decline. The clustering of juveniles is not as strong 
(Figure 10), but occurs at smaller scales of pattern; Lii(r) increases to a peak of 11.4 m 
at r = 10.8 m, then decreases to a local minimum at r = 37.2 m. There is a second 
peak at r = 53.4 m indicating that there may be some large scale of inhomogeneity in 
the spatial point pattern of juveniles. 
Figures 11 and 12 show plots of Lo3(r) and Li3(r), respectively, against distance 
r. These figures suggest that both recruits and juveniles are negatively associated with 
adults. The negative association between recruits and adults is particularly strong, 
especially at larger scales of pattern; Lo3(r) decreases with increasing distance r, 
reaching a minimum value of —15.0 m at r = 55.2 m. The negative association 
between juveniles and adults is not as strong; Li3(r) decreases to a minimum of only 
—4.8 m at r = 15.0 m, then increases thereafter. 
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Figures 13 and 14 show plots of Loa(r) and Lt3(r) against distance r. Figure 13 
suggests that recruits are negatively associated with subadults; Lo3(r) decreases to a 
minimum value of —13.5 m at r = 25.2 m, then increases towards zero thereafter. In 
contrast, Figure 14 suggests, that juveniles are positively associated with subadults. It 
should be noted, however, that because of variation in growth rates, some of the larger 
juveniles may be the same ages as some of the smaller subadults. 
5.3 Birth-Process Model 
The spatial locations of recruits, juveniles, subadults, and adults form a 
multivariate spatial point pattern that we assume is a realization of a multivariate 
spatial point process. A multivariate spatial point process in is a stochastic 
mechanism for generating a countable number of two or more types of events in 
subsets of R^. Previous models of multivariate spatial point processes assume that aU 
marginal point processes are realized simultaneously (e.g.. Brown et ai, 1981; Diggle 
and Cox, 1981; Diggle and Milne, 1983; Isham, 1984; Ogata and Tanemura, 1985). 
Clearly such models are not appropriate here; events of the subadult and adult 
processes precede events of the recruit and juvenile processes in time. 
The results of Section 5.2 suggest that births (recruits or juveniles) of longleaf 
pines are clustered and negatively dependent on the spatial locations of subadult (for 
recruits only) and adult trees. In addition, it is apparent that births tend to occur 
close to disturbance paths. Here we shall develop a model for the spatial birth process 
conditional on the observed locations of subadults, adults, and disturbance paths. The 
spatial point patterns of recruits and juveniles will be modeled separately. Since the 
juvenile process is not negatively dependent on the subadult process, and since some of 
the larger juveniles are of the same ages as some of the smaller subadults, the juvenile 
148 
process will be modeled conditional on the observed locations of adult trees, and 
disturbance paths, and not conditional on the locations of subadults. The recruit 
process is modeled conditional on the observed locations of subadults, adults, and 
disturbance paths. 
Assume that the events of the subadult and adult processes are fixed at their 
observed locations e B U j = 1, 2, • • •, ni; i = 2, 3}, and that the recruit 
process and juvenile process are independent inhomogeneous Poisson processes on the 
150 X 120 m study region B with intensity functions Ao(n) and Ai(a), respectively. 
Assume further that Ai(a) (i = 0,1) depends on the observed locations of the subadult 
(for recruits only) and adult trees, and the distances to the nearest disturbance paths. 
A point process Ni is an inhomogeneous Poisson process with intensity Ai(n) if, 
1) for any collection of bounded disjoint Borel sets Ai, • • •, Ak, the random 
variables Ni(Ai), • • •, Ni(Ak) are independent; 
2) for each bounded Borel set A, the random variable Ni(A) has Poisson 
distribution: 
P{Ni(A) = n} = jj exp|-j^ Ai(u) i/(du)j Ai(n) !/(dn)] ; n = 0,1, 2, • • - . 
Let the events of the birth process be realized from an inhomogeneous Poisson 
process with intensity given by, 
Ai(]tt; g) = expia + g(d^(u); ^ + E EJ hi(l|n - gU) ||; j)}; g 6 B, (5.1) 
^ j=2 k=l * ^ 
where B is the 150 x 120 m study region, g( • ; /3) is a function of the distance dg^(u) 
between the point n and the nearest disturbance path, hi( • ; j) is a continuous, 
nonnegative function on [0, o), and 0 - (a, /?, j) are unknown parameters. For 
purposes of edge correction, the locations of subadults, adults, and disturbance paths in 
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the guard region are used to compute (5.1). Since inhibition of births by adults and 
subadults should be strongest near adult and subadult trees and negligible beyond a 
given distance, hi(r; will typically be a monotonically increasing function of r, 
approaching zero as r increases. In the following, take g(r; 0) to be 
g(r; 0) = (5.2) 
and take hi(r; y) to be 
.(r(r - fi) j) = log ^ ^ (® ') 
where j = {n,a), A /x € R, and <r > 0. 
Consider the interpretation of (/?, pi, a) in Model (5.1), where g(r; 0) and 
hi(r; j) are given by (5.2) and (5.3), respectively. First, consider 0 in (5.2). Suppose 
the point UQ is located on a disturbance path, and suppose the point ui is located at a 
distance dg^(ui) = 0'^ log p away from the closest distance path, where p € (0,1] for 
/d < 0, and p > 1 for /? > 0. If all other terms in (5.1) are equal, then Ai(ai) = pAi(tto). 
For example, the intensity is reduced by one half when /? < 0 and dg^(ui) = 0'^ log 
For the parameters (/x, a) in (5.3), consider the effect of adding an adult or 
subad,ult tree ga, on the intensity of the birth process at a given point gi Let Ai(ui) 
and Ai(ni) denote the intensity in the presence or absence, respectively, of Ua. If 
||ui - gall = n+a'^ log ^  (p € (0,1)), then Ai(ui) = pAi(ui). For example, the 
presence of an adult or a subadult tree located at a distance n from ui, reduces the 
intensity at ui by one half. Define the influence of an adult or subadult tree to be 
negligible when p = 0.05. Then the zone of influence of an adult or subadult tree 
extends out to a distance a distance r = /i + <7'' log 
The birth process model was simulated using Lewis and Shedler's (1979) 
rejection sampling algorithm. For the 150 x 120 m sample region B, define 
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First a homogeneous Poisson process with intensity is simulated on B. Then for 
each event n simulated from this process, a random number p is drawn from a uniform 
distribution on [0,1]; that event is retained with probability Ai(u; &nal 
realization consists of retained events only. 
5.4 Model Fitting 
Suppose {jSi: i = 1, • • •, n} is realized from an inhomogeneous Poisson process 
on a region B with intensity function belonging to the parametric family, 
{A(8; 0: $ e 6}, where 6 C Dl''. Then the log likelihood of B is, 
(Daley and Vere-nJones, 1988, pp. 497—498). The maximum likelihood estimator of 9 
is obtained by finding 0^ that satisfies, 
Provided that the Hessian matrix is negative-definite for all 0 € 0, a unique solution to 
(5.5) can be found by solving the likelihood equations (Ogata, 1978): 
From (5.4), the likelihood equations for an inhomogeneous Poisson process are given 
(6.4) 
(S.5) 





where the j-th element of the k x 1 vector Â(n; 0) is equal to ^ A(n; 0). 
The asymptotic variance matrix for an inhomogeneous Poisson process with 
intensity A(8; 0) is given by the inverse of the Fisher information matrix (see Part I): 
V<»B)=mr'= ( « » )  
Under the regularity conditions given in Part I, the maximum likelihood estimator is 
consistent, asymptotically efficient, and 
as B|IR^. In practice, ^ is substituted into the right—hand side of (5.8) to obtain an 
estimator for var(&g). 
For most inhomogeneous Poisson processes, (5.7) does not admit a closed—form 
solution, so some numerical root-finding technique must be applied. The following 
considers a Fisher-scoring algorithm (Rao, 1952, pp. 168—172; Kale, 1962) for solving 
the likelihood equations. This discussion is adapted from Penttinen (1984), who 
considered a Newton-Raphson algorithm for Markov point processes. 
Let ^0) be an initial guess for and let ^h) denote the estimate of 0 at the 
h-th iterate of the Fisher-scoring algorithm. Then the h-th iterate of the 
Fisher-scoring algorithm is given by, 
^h) = Kh-l) - (6,9) 
where Ig(^h-l)) is the Fisher information matrix evaluated at ^h-1) (see equation 
(5.8)), and ^^h—1)) is given by the left-hand side of expression (5.7) evaluated at 
The implementation of the Fisher-scoring algorithm requires the evaluation of. 
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/ i(S! S) Kd|). (510) 
B  
and 
/ ^ «<d»), (5.11) 
•'• A(si g) 
which aie often not available in closed foim. Therefore, some numerical approximation 
must be used. Consider a Monte Carlo method for estimating these integrals. First, 
consider a Monte Carlo estimate of (5.10). Let ui, u;, • • • be independent, identically 
distributed random vectors from a uniform distribution on B. Then, 
ê)} = À(n; g) Kdu). 
~ B 
This suggests that the time average, 
4^.^. to"! f)' (512) 
J=i 
can be used to approximate (5.10). The strong law of large numbers (Billingsley, 1986, 
p. 80) shows that (5.12) converges to (5.10) almost surely, as T -» m. Similarly, the 
time average, 
4®^ s (5.13) 
^j=i Msi; i) 
converges to (5.11) almost surely, as T-*m. Substituting (5.12) and (5.13) into (5.9), 
the Fisher-scoring equations become, 
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Ah) u ( B ) ï  te Ah-i)#j; ^h-l))/.-l 
-«"i-i+^i >(,,»«»—) 
Also note that, by substituting into equation (5.13), an estimator of var(^) is 
obtained. Thus, the Fisher-scoring algorithm has the advantage that estimates of the 
variance of the maximum likelihood estimator are obtained automatically with the 
algorithm. 
The variances of (5.12) and (5.13) are 
f))' '^'•s) - [jJ A "}. 
and 
rwB)î ^(Sj: t' 
var 
fy(B) g CW' S) 1 
f^j=i Mgji I) I 
= ^ {kb) f p(«i A'l 
2 
Kdj)-
. •*(!! Si 
respectively. These variances can be estimated from the sample variances of the 
independent realizations that were used to obtain the time averages (5.12) and (5.13). 
5.5 Diagnostics 
Two diagnostic approaches were taken to assess the fit of birth-process models 
to the data for recruits and juveniles. For the first approach, M realizations of the 
fitted birth process model were simulated using Lewis and Shedler's (1979) rejection 
sampling algorithm (Section 5.3). For each realization, Kij(r) (i = 0, 1; j = 0, 1, 2, 3) 
154 
was calculated. Then the empirical Kij(r) curves were compared to simulation 
envelopes constructed from the M realizations of the inhomogeneous Poisson process. 
Simulation envelopes are obtained from the largest and smallest values of the 
simulated empirical K—functions for each distance r. Note that the K—function is 
usually defined only for stationary point processes. For the inhomogeneous Poisson 
process, we interpret ÂjKij(r) to be estimating the total number of events of type j 
within distance r of a randomly chosen event of type i in the sample region B. This is 
in contrast to the usual interpretation that ÂjKij(r) estimates the expected number of 
events of type j within distance r of an arbitrary event of type i. 
The second diagnostic approach is based on the observation that, if si, • • •, Sn 
are realized from an inhomogeneous Poisson process with intensity A(s; ^ on B c 
then for any a g — {0}, Si, • • •, a'Sn are realized from an inhomogeneous Poisson 
process with intensity A^(t; on C c R, where 
f (6") 
' {gEB: J'tl=t} 
and C = {t € R: t = a'a, n 6 B}. So, conditional on N(B) = n, a'Si, • • •, a^Sn form an 
independent random sample from a probability distribution with density function 
proportional to Aj^(t; ff): 
fV 
yt) = A (t; f f ) / f  A (v; ^ dv; t 6 C. (5.15) 
IV ni B  M  
Let F^( ) be the cumulative distribution function corresponding to f^( ), and define 
fM N 
~ 1=1 
be the empirical distribution function of {ti: i = 1, • • •, n}, where ti = a'si. Then a 
Q-Q plot (Wilk and Gnanadesikan, 1968) of Fjt) against F^(t) could be used to 
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reveal trends in the data, not accounted for by the model. 
Unfortunately, F ( • ) cannot be computed in closed form for any of the 
M 
birth-process models considered here, so Monte Carlo methods must be applied 
instead: As in the first diagnostic approach, simulate M realizations of the birth 
process model using Lewis and Shedler's (1979) rejection sampling algorithm (Section 
5.3). Let t denote the points generated by the k—th realization, and let 
t^^) = , i = 1, ' mk. Then calculate (t), the empirical distribution 
function of the t^^" 's. For each realization, a Q-Q plot of F< (t) against F (t) can 
ru M 
be constructed. To assess the fit of the model to the data, simulation envelopes are 
constructed from the M Q-Q plots generated by the procedure above. Simulation 
envelopes give the largest and smallest values of simulated empirical distribution 
functions F^^' (t), for each 0 < t < 1. If the model fits the data well, then these fSJ  
simulation envelopes should enclose the 45* line passing through the origin. If the 
upper simulation envelope falls below the 45° line, then this would indicate that there 
are more events with small values of ti = a'si than expected under an inhomogeneous 
Poisson process with intensity M-; jff)- Conversely, if the lower simulation envelope 
falls above the 45°, then there are fewer events with small values of ti than would be 
expected under the model. 
5.6 Results; Spatial Birth Process 
In the following, the spatial point patterns of recruits and juveniles are modeled 
separately. A spatial birth process, including terms for interactions with subadult and 
adult trees, and for distance to nearest disturbance path, is fit to the data for recruits 
in the 150 x 120 m region B in Figure 8. A spatial birth process with terms for 
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interactions with adult trees, and for distance to nearest disturbance path, is fit to the 
data for juveniles in the region B. Subadult trees, adult trees, and disturbance paths 
outside of this region, but within 30 m of its border, were used for edge correction in 
the birth-process models. Maximum likelihood estimates for each of the models were 
obtained using the Fisher-scoring algorithm and stochastic integration, explained in 
Section 5.4. 
5.6.1 Recmits 
First, consider the results of fitting the spatial-birth-process model, with 
intensity function (5.1), to the data for recruits. Six different models were considered; 
these are summarized in Table 1. Model BR-I is the homogeneous Poisson process 
with constant intensity A = e^. Terms for the intercept and distance to closest 
disturbance path are included in Models BR—II, BR—IV, and BR—VI. Models BR-III 
and BR—IV include terms for interactions with adult trees. Finally, Models BR—V and 
BR—VI include terms for interactions with both subadults and adults. Model selection 
was based on comparisons of values of —2 y(Ha) (Wilks, 1962, pp. 419-422), where 
^Ha) is the maximum log likelihood under model Ha (Ha is any one of BR-I to 
BR—VI). If Ha is nested within Hb, then under model Ha, 2 Jil^Hb) - 2 ~ 
where h is the number of parameters in Hy minus the number of parameters in Ha. 
Table 2 shows maximum likelihood estimates of parameters, and —2 Jf(Ha) for 
Models BR-I to BR—VI of the recruit process. Notice that the inclusion of terms for 
distance to the closest disturbance and interactions with both subadult and adult trees 
in Model BR—VI, results in a large reduction of the negative log likelihood and hence 
the best fitting model. These results suggest that the recruit process is positively 
associated with disturbance paths and negatively associated with the spatial point 
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Table 1. Models for the recruit process. Each model is a special case of an 
inhomogeneous Poisson process with intensity function (5.1) 
Model f(ti; a) g(dj^(u); 0) haCra; 7) ^3(13, 
BR—I ot 0 0 0 





BR-IV a ^R(5) 0 
° ' Xrr-A) 
,<T{T2-fi) p<^(r3-/i) 
1 + e' 
^R(») 
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Table 2. Parameter estimates for Models BR—I to BR-VI for the recruitment 
process. Standard errors of parameter estimates are given in parentheses 
Model â P A 
BR-I -5.72 — — 793.0 
(0.13) 
BR-II -4.47 -0.197 m-' — 738.7 
(0.19) (0.035) 
BR-m -0.75 — 14.5 m 0.154 m-i 652.4 
(0.70) (1.4) (0.019) 
BR-rv 1.04 -0.208 m'^ 14.8 m 0.147 m-> 581.4 
(0.80) (0.032) (1.3) (0.018) 
BR-V —2.05 8.8 m 0.182 m-' 595.9 
(0.33) (1.3) (0.023) 
BR-VI —0.83 -0.170 m-i 6.5 m 0.145 m*' 557.8 
(0.39) (0.033) (1.9) (0.020) 
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pattern of subadult and adult trees. Under Modd BR—VI, 0 = -0.170 m'\ which 
indicates that the intensity of the recruit process at a point u, located at a distance 
dj^(a) = jgl'i log j = 4.1 m from a disturbance path, should average half the intensity of 
the recruitment process at a point s, located on the disturbance path. Likewise, the 
presence of a subadult or an adult tree located at a distance ^ = 6.5 m away from a 
given point reduces the intensity of the recruitment process at that point by a factor of 
one half of what the intensity would have been, had that subadult or adult tree been 
absent. However, the presence of a subadult or an adult tree located 
fi + log = 26.8 m away from à given point reduces the intensity of the 
recruitment process at that point by only 5%. This suggests that the zone of influence 
of subadult and adult trees extends out to a distance of about 26.8 m. 
To assess the fit of the model, 99 realizations of the Model BR—VI with 
parameter (â, Â cr) = (1.03, -0.208 m"\ 14.8 m, 0.147 m"') were simulated using 
Lewis and Shedler's (1979) rejection sampling algorithm (Section 5.3). For each 
realization, Loo(r), Lo2(r), and Lo3(r) were calculated.' 
In Figure 15, Lo3(r) is plotted against distance r and compared to the 
simulation envelopes for the 99 realizations of Model BR—VI. This figure indicates 
that Model BR-VI fits the data well at nearly all scales of pattern. The function 
Lo3(r) falls within the simulation envelopes except at some of the intermediate 
distances, where it falls somewhat below the lower envelope. Nevertheless, Model 
BR-VI mimics the main features of the empirical Lo3(r) curve reasonably well. 
Model BR-VI also fits Lo3(r) reasonably well. In Figure 16, Lo2(r) is plotted 
against distance r and compared to the simulation envelopes for the 99 realizations of 
Model BR—IV. The function Lo3(r) falls between the simulation envelopes for most 
distances r, except at some of the intermediate distances where it falls slightly above 
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the upper simulation envelope. Nevertheless, Model BR-VI mimics the main features 
of the empirical Loa(r) curve reasonable well. 
Although Model BR-VI fits Lo3(r) and Lo3(r) reasonably well, the fit of Loo(r) 
to Model BR-VI is poor at all except the largest scales of pattern. In Figure 17, Loo(r) 
is plotted against distance r and compared to simulation envelopes for the same 99 
realizations of Model BR-VI. While the simulation envelopes indicate that recruits 
should show clustering, Figure 17 indicates that Model BR—VI failed to show as strong 
a clustered pattern as indicated by the empirical Loo(r) curve. Thus, the birth—process 
Model BR-VI does not adequately fit the data. These results suggest that a model 
allowing stronger clustering among juveniles, as well as inhibition of juveniles by 
subadults and adults (indicated by Lo3(r) and Lo3(r), respectively) would be 
appropriate. An inhomogeneous Markov point process model (e.g., Ogata and 
Tanemura, 1986), including terms for positive interactions among recruits, is under 
investigation. 
Figures 18 and 19 give simulation envelopes for Q-Q plots of F (t) against 
F (t) (i = 1, 2), where &i = (1, 0)' and 82 = (0,1), respectively. Thus, F and F^ 
are the cumulative distribution functions of x-coordinates, and y-coordinates, 
respectively. For each i, simulation envelopes were formed from the same 99 
realizations of Model BR—VI. In Figure 18, notice that the simulation envelopes 
enclose the 45° line, indicating an acceptable fit of Model BR-VI to the data. In 
contrast, the upper simulation envelope in Figure 19 falls below the diagonal line, 
especially for large values of F^ (t). This suggests that there are fewer recruits in the 
AI* 
western parts and more recruits in the eastern parts of the study region, than would be 
expected under Model BR—VI. However, the addition of a.term for an east-west trend 
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was found to yield very little improvement of fit over Model BR—VI. 
5.6.2 Juveniles 
Now consider the results of fitting the spatial—birth—process model, with 
intensity function (5.1), to the data for juveniles. Four different models were 
considered; these are summarized in Table 3. Model BJ—I is the homogeneous Poisson 
process with intensity A = e^. A term for distance to closest disturbance path is 
included in Models BJ-II and BJ-IV. Models BJ-m and BJ—IV include a term for 
interactions with adult trees. 
Table 4 gives maximum likelihood estimates and —2Jf(Ea) for models BJ—I to 
BJ—IV. The juvenile process appears to be independent of the locations of disturbance 
paths. Model BJ-II offers little improvement over the homogeneous Poisson process in 
Model BJ—I. The inclusion of the term for interactions with adult trees in Model 
BJ—III results in a substantial reduction of the negative log likelihood. This suggests 
that juveniles tend to be located in openings, isolated from adult trees. Under Model 
BJ-III, fi = 8.3 m, which suggests that the presence of an adult tree within 8.3 m of a 
given point, reduces the intensity of the juvenile process at that point by a factor of 
one half of what the intensity would have been, had that adult tree been absent. 
However, the presence of an adult tree p, + â"* log = 19.5 m away from a given 
point reduces the intensity of the juvenile process by only 5%. This suggests that the 
zone of influence of adult trees extends out to a distance of about 19.5 m. 
To assess the goodness-of-fit of the model, 99 realizations of the Model BJ-III 
with parameter (&, â) = (-3.20, 8.3 m, 0.264 m'') were simulated using Lewis and 
Shedler's (1979) rejection sampling algorithm (see Section 5.2). For each realization, 
Lii(r) and Lt3(r) were calculated. 
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Table 3. Models for the juvenile process. Each model is a special case of an 
inhomogeneous Poisson process with intensity function (5.1) 
Model f(n; a) g(dg^(n); hsCrs; 7) 





BJ-n a /3dn(») 
BJ-m a 0 
BR-IV a /3dj^(n) 
In Figure 20, Li3(r) is plotted against distance r and compared to the simulation 
envelopes for the 99 realizations of Model BJ—in. This figure indicates that Model 
BJ-III fits the data well at nearly all scales of pattern. The function Li3(r) falls 
between the upper and lower simulation envelopes for all r < 100 m. Thus, Model 
BJ—III describes the main feature of the empirical Li3(r) curve well. 
Although Model BJ-m fits Li3(r) well, the fit of the model to Lu(r) is not as 
good, particularly at small scales. In Figure 21, Lu(r) is plotted against distance r and 
compared to simulation envelopes for the same 99 realizations of Model BJ-m. While 
the simulation envelopes suggest that juveniles should show clustering, the 
birth-process model failed to show small-scale clustering at the strength indicated by 
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Table 4. Parameter estimates for Models BJ—I to BJ—IV for the juvenile process. 
Standard errors of parameter estimates are given in parentheses 



























the empirical Lii(r) curve. Thus Model BJ-IIl does not fit the data adequately. 
These results suggest a model allowing stronger clustering among juveniles as well as 
inhibition of juveniles by adults (indicated by Li3(r)) would be appropriate. An 
inhomogeneous Markov point process model (e.g., Ogata and Tanemura, 1986), 
including terms for positive interactions among juveniles, is under investigation. 
Figures 22 and 23 give simulation envelopes for Q-Q plots of F (t) against 
F (t) (i = 1, 2), where ai = (1, 0)' and ag = (0,1)'. Thus, F^ and F are 
A#* ftl» tSt* 
cumulative distribution functions of the x-coordinates and y-coordinates, respectively. 
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For each i, simulation envelopes were formed firom the same 99 realization of Model 
BJ-in. In Figure 22, the upper simulation envelope falls near or below the diagonal 
line when F (t) is small. This suggests that there are more juveniles in the southern 
portion and fewer juveniles in the northern portion of the study region, than would be 
expected under Model BJ-III. Similarly, the upper simulation envelope in Figure 23 
tends to fall near or below the diagonal line, again suggesting that there are more 
juveniles in the eastern portion of the study region than would be expected under 
Model BJ-III. However, the addition of terms for east-west and north-south trends 
was found to yield little improvement of fit over Model B J—III. 
5.7 Summary 
The spatial—birth—process models adequately describe the negative association 
between births (recruits or juveniles), and large trees (adults, or adults plus subadults). 
The recruit process is positively associated with disturbance paths, but the juvenile 
process appears to be independent of disturbance paths. The mapped disturbance 
paths are of relatively recent origin and some juveniles are up to 30 years old, so a 
positive association between juveniles and disturbance paths produced after their 
births, would not be expected. Although the birth process models predict clustering of 
both recruits and juveniles, these models fail to account adequately for the observed 
degree of clustering of either recruits or juveniles. The diagnostic plots also suggest 
that there are more recruits and juveniles in the eastern portion of the study region, 
than would be expected under the birth process models. 
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Figure 8. Map of all longleaf pines in the 150 x 120 m study region B (inner 
rectangle), and the 30 m wide guard region B*. This map is drawn at a 
scale of 1 inch equals 40 m. The direction north is towards the 
right—hand side of the page 
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Figure 9. Plot of Loo(r) against distance r. Both Loo(r) and r are measured in 
meters 
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Figure 10. Plot of Lii(r) against distance r. Both i<ii(r) and r are measured in 
meters 
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Figure 11. Plot of Lo3(r) against distance r. Both Lo3(r) and r are measured in 
meters 
169 
4  •  
0 
Li3(r) —2 
- 4  
- 6  -
••• 
-a 
1  O  2 0  3 0  4 0  S O  60 





— 8  
- 1 2 -
-  1  S  
1 O 
' 11 • • 
20 3 0  4 0  5 0  60 






Lia(r) ' .w— 
-2 -L 
10  20  
' ' I " 
3 0  
I ' l l '  
4 0  5 0  6 0  




- 1 0 -
-20 4 
1 o 20 3 0  4 0  S O  60 O 
r 
Figure 15. Plot of Lo3(r) against distance r (circles), and upper and lower 
simulation envelopes for 99 realizations of Model BR—VI with 
parameter (ô, )&, o) — (—0.83, —0.170 m"\ 6.5 m, 0.145 m '). Both 
Lo3(r) and r are measured in meters 
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Figure 16. Plot of Lo3(r) against distance r (circles), and upper and lower 
simulation envelopes for 99 realizations of Model BR—VI with 
parameter (&, /t, a) = (-0.83, -0.170 m'\ 6.5 m, 0.145 m"'). Both 
Lo3(r) and r are measured in meters 
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Figure 17. Plot of Loo(r) against distance r (circles), and upper and lower 
simulation envelopes for 99 realizations of Model BR—VI with 
parameter (&, 0, p,, a) = (0.83, —0.170 m"\ 6.5 m, 0.145 m"'). Both 
Loo(t) and r are measured in meters 
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Figure 18. Upper and lower simulation envelopes for Q-Q plots of F^ (t) against 
F (t), where ai = (1, 0). Simulation envelopes were constructed from 
99 realizations of Model BR-VI with parameter (&, 0, fi, à) 
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Figure 19. Upper and lower simulation envelopes of Q-Q plots of F (t) against 
F (t), where aj = (0, 1). Simulation envelopes were constructed from 
M* 
99 realizations of Model BR—VI with parameter (&, cr) 
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Figure 20. Plot of Li3(r) against distance r (circles), and upper and lower 
simulation envelopes for 99 realizations of Model B J—III with 
parameter (ô, /t, a) = (-3.20, 8.3 m, 0.264 m"'). Both Li3(r) and r are 
measured in meters 
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Figure 21. Plot of Lii(r) against distance r (circles), and upper and lower 
simulation envelopes for 99 realizations of Model BJ—III with 
parameter (à, fi, à) = (-3.20, 8.3 m, 0.264 m"^). Both L|i(r) and r are 
measured in meters. 
179 
1  .  O  
O  .  8 
O. e 
o . 4 
o . 2  
o 
o 
Figure 22. Upper and lower simulation envelopes of Q-Q plots of F^^(t) against 
F (t), where ai = (1, 0). Simulation envelopes were constructed from 
99 realizations of Model BJ-III with parameter (&, ft, â) 
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Figure 23. Upper and lower simulation envelopes of Q-Q plots of F (t) against 
F^^(t), where a2 = (0, 1). Simulation envelopes were constructed from 
99 realizations of Model BJ-III with parameter (&, fi, à) 
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6. SPATIAL GROWTH PROCESS 
The diameters of all living trees were measured in 1979 and 1987. Define the 
growth increment of a given tree to be equal to its diameter in 1987 minus its diameter 
in 1979. The following considers some spatial models for the growth increment of 
longleaf pines in the 200 x 200 m study region A (Figure 1), during that time interval. 
Only trees surviving to 1987 are considered; Section 7 considers patterns of tree 
survivorship. 
Growth of longleaf pines is size dependent. Figure 24 shows a plot of growth 
increment between 1979 and 1987, against tree diameter in 1979. This figure suggests 
that growth rates decrease with increasing tree size. Nevertheless, growth is highly 
variable, and evidently most of this variation cannot be explained by diameter alone. 
In addition, growth increments are heteroskedastic; small trees show greater variation 
in growth rates than larger trees. 
A statistical analysis, of the effects of interactions among trees on their growth, 
requires the definition of some measure of the influence of trees in the neighborhood of 
a given tree. A number of such measures have been considered by ecologists. 
Frequently, an arbitrary radius is defined, and an index of competition is then the 
number of plants within that distance of a given plant (e.g., Mack and Harper, 1977; 
Waller, 1981; Pacala and Silander, 1985). Rebertus et al. (1989) use distances to and 
sizes of nearest neighbors. Mead (1966), Mithen et al. (1984), and Matlack and Harper 
(1986) use Dirichlet polygons to define the "available area" to an individual plant. It 
is evident that the locations and sizes of trees within a neighborhood of a given plant 
may be important in defining their competitive influence, so measures based on 
numbers of plants within a given distance of that plant, nearest neighbors, or Dirichlet 
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polygons aie unlikely to be adequate. We shall take the approach of Weiner (1984), 
who considers functions of the distances and diameters of trees within a neighborhood 
of a given individual. 
Since births of longleaf pines tend to occur in openings away from large adult 
trees (see Section 5), individual trees will tend to spend their life cycles clustered in 
single-aged cohorts. Therefore, growth rates should be strongly influenced by 
processes that occur within and between adjacent cohorts (Piatt et al, 1988). In 
addition, different size classes of trees may respond differently to competitive 
interactions. For example, a large tree is likely to have a greater influence on the 
growth of a small tree than the small tree has on a large tree. 
In the following, the increment growth of each size class will be analyzed 
separately. It is assumed that, conditional on the locations and diameters (in 1979) of 
trees surviving to 1987, the growth increments are independent random variables 
whose distributions depend on the diameters (in 1979) and locations of trees in the 
same or larger size classes in a neighborhood around a given tree. Thus, the locations 
of juveniles are assumed have a negligible effect on adult tree growth, although the 
locations of adults might a strong influence on juvenile growth. 
6.1 Notation 
In Section 6, let : k = 1, • • •, mi} denote the spatial locations of events in 
the 200 X 200 m study region A that belong to size class i and have survived the 
interval 1979—1987, and let {s&i) : k = mi+l, • • •, ni} denote the locations of the 
remaining events in the region A U A+ that belong to size class i, where A* is the 50 m 
wide guard region surrounding A (Section 2). Note that, {js^^' : k = mi4-l, • • •, ni} 
includes all trees in A* and trees in A that have died between 1979 and 1987. Trees in 
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A+ are included for the purpose of edge correction. Let ): k = 1, • • •, ni} 
denote the tree diameters in 1979; and let {Y(s^^) ): k = 1, • • •, mi} denote the growth 
increments of survivors in 1987. Growth increments are obtained by subtracting the 
diameter in 1979 from the diameter in 1987. 
6.2 Spatial Growth Process 
Assume that, conditional on mi and the locations and diameters (in 1979) of 
trees that have survived to 1987, {Y(8^*) ): k = 1, • • •, mi} are independent random 
variables, and that the distribution of V(8^^' ) depends on ), and 
{(8 Jj', Z(8^j))): II8^^» -8^)11 </;;/= 1, nj; j> i}, where p > 0 is a known 
constant. Although the Y(8^^' )'s are conditionally independent, they depend on the 
distances to neighboring trees in the same, or larger size classes. The assumption of 
conditional independence will be investigated using methods described in Section 6.3. 
Let 
-8^J)|| </?;(i,k)#(j,/);/= 1, -, ni}; 
i = 1, 2, 3, j = i, • • •, 3, k = 1, ' ", mi, 
denote the set of events of type j that are neighbors of surviving trees 6 A. Note 
that contains events outside of the region A, but within distance p of the border 
of A. These events are included for the purpose of edge correction. For surviving trees 
in A, assume that, 
«{Y(si")} = + o'."Z(si") + |, i5S"Wij(i5i") + (6-1) 
where 
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Wtj(8^^))5 2J (6.2) 
measures the intensity of interactions with neighbors of type j (Weiner, 1982,1984), g 
is a known function, e(8^^' ) are independent and identically ^stributed. errors with 
mean 0 and variance r', and 0^ , I3[^^, • • • )' is a vector of 
unknown parameters. The transformation g is used to normalize the growth increment 
data and to stabilize its variance. The parameter models the relationship 
between tree growth and tree diameter, and models the effects of interactions with 
the j-th size class on growth of trees in the i-th size class. Notice that the model 
includes terms for interactions with trees of the same or larger size classes. 
The competitive influence of a neighboring tree should be a decreasing function 
of the distance to that tree, and an increasing function of the neighbor's diameter 
(Weiner, 1984). We shall consider five different forms of the function $(%)(«); these 
are, 
«\^j'(z,r) = 1/r, (6.3) 
• ^ ^j'(z,r) = 1/r^ (6.4) 
• ^ y'(z,r) = z/r, (6.5) 
• J^j'(z,r) = (z/r)', (6.6) 
and 
$6^^Xz,r) = z'/r, (6.7) 
The functions (z,r), (z,r), and (z,r) were suggested by Weiner (1984), to 
which we have added (z,r) and (z,r). A parameter <0 suggests that 
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interactions with trees in the j-th size reduces the growth of trees in the i-th size 
class, while >0 suggests positive interactions among trees in the two size classes. 
»)', s(«(«'."), •••.e(s<,;'))',aEd 
1 Z(iS'i") WiKji") Wij(is'.<>)' 
X<i. . ^ %(*&") W„(i5S")..-Wi3(.i«) 
• • • • 
.1 ... w,3(|<.;'). • 
Assume that e* ~ N(0, r%). Multiplying the normal density by the Jacobian of the 
transformation, the joint density of Y< ), • • • ,Y(8^|' )) ' is obtained: 
(6.8) 
where the Jacobian is, 
(Box and Cox, 1964). 
Consider the Box-Cox (1964) family of power transformations; that is, 
0 
log Y , if y = 0 . 
For this family of transformations, the log likelihood is given by, 
mi 
+ (y-i) s iogY(5t")- (610) 
k = l  
Then the maximum likelihood estimator for 0^ is the ordinary least squares 




and the maximum likelihood estimator for r' is, 
r'{<p) = ()5i^' )'{I - X< ((X< )-%X( )0|5i^' /mi. (6.12) 
Substituting T^{<p) into both sides of equation (6.10) one obtains the profile likelihood, 
AM = -f ' log 'Av) + (»>-1) I' log Y(iji" ) -f ' log 2<r - f(6.13) 
which does hot depend on , or T^. Then the maximum likelihood estimator for (p 
can most easily be obtained by plotting Jfaaxiv) against (p. An approximate 
100(1 — a)% confidence interval for Ip is comprised of those values of <p that satisfy, 
«^ma%(y) «*^8x((P) ^ i Xi i-a* 
/ 
The maximum likelihood estimator for r' is obtained by substituting !p into the 
right—hand side of expression (6.12). An approximately unbiased estimator for is 
given by f%i/(ni-p), where p is the dimension of 
6.3 Spatial Pattern of Residual Variation 
The model for tree growth in Section 5.1 assumes that growth rates are 
independent. However, competitive interactions among neighboring trees might result 
in dependent growth rates. Thus, a tree located near a fast-growing tree may grow 
more slowly than a tree near a slow-growing tree. This dependence structure can be 
investigated by looking at the spatial pattern of residuals from a fitted regression 
model such as (6.1). The following will consider an estimate for the variogram of the 
studentized residuals. 
Let D(s^^' ) denote the studentized residual for individual k in size class i, after 
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fitting model (6.1); i.e., 
D(sl" ) = ) - iWst" ))}/»{g(Y(;l" ))}: k = i, • • •, m,, i = i, 2,3, 
where g(Y(8^*' )) is the predicted value of g(Y(s^^) )) under the model, and 
ff{g(Y(s^^' ))} is the estimated standard error of prediction. Then the variogram is 
defined to be, 
27?(l|h||) = var{D(8) - D(8 + h)}, (6.15) 
where the variance is conditional on the presence of events of type i at s and g + h 
(Cressie, 1991, Section 8.7). If the growth rates of neighboring trees are independent 
random variables, then 27^(r) 2 2, for all r > 0, since var{D(8)} 2 1 for studentized 
residuals. If growth rates are negatively dependent, then 27^(r) > 2, especially for 
small distances r. Conversely, positive dependence would be indicated if 27^(r) < 2, 
for some r > 0. 
An edge-corrected estimator for the variogram is given by, 
mi m. l(h-< < II -8^ "II < M) ) - D(«^")}^ 
k=l /=1 i/((Aeg^i ) ) n (A®8j^ '  )) 
2^(r) = — , 
mi mi I(h-tf < 
k=l  /=1  i / ( (A®8^î >)  n  (A@8^^) ) )  
(6.16) 
where the summations are over distinct pairs of events, and A 9 s = {a + s: a £ A}. 
This estimator is of the same form as Stoyan's (1984) estimator of the covariance 
function. 
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6.4 Results: Growth Process 
In the following, the growth increments of trees belonging to each size class are 
modeled separately. For trees in the 200 x 200 m study region A, the parameters of 
model (6.1) were estimated using ordinary least squares regression. A neighborhood 
radius of ^ = 50 m was used in each model; this distance should be beyond the range of 
interaction of roots systems of any two adult trees. For purposes of edge correction, 
trees not in the study region, but within 50 m of its border, were included as neighbors 
in the analyses. 
First, consider what form of transformation g^(<) (equation (6.9)) should be 
applied to model (6.1) for the growth increment of juveniles, subadults and adults. It 
would be preferable to find a single transformation that can be applied to all models. 
Maximum likelihood estimates îp and 95% confidence intervals for <jp were obtained for 
the parameter tp of equation (6.9). Table 5 compares values of ip for models including 
various forms of the interaction function (z,r). Each model includes terms for 
diameter effects, and interactions with trees in the same, or larger size classes. Notice 
that (p, < 0.5 for all five models of juvenile growth, but (jj > 0.5 for models of subadult 
or adult growth. This suggests that the juvenile growth increment may be more 
right-skewed than subadult or adult growth increment. The parameter Ip also tends to 
be lower for models including interaction functions (z,r) or #^^^)(z,r) (equations 
(6.4) and (6.6), respectively), than for models including the other types of interaction 
functions. In general, the square root transformation performs reasonably well for all 
models of tree growth; <p = 0.5 falls within the 95% confidence interval for each model 
in Table 5. So, in what follows, all models for increment growth will be fit using the 
square-root transformation of increment growth; that is, g(y) = y^/^ in equation 
(6.1). 
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Table 5. Maximum likelihood estimates of the Box-Cox transformation parameter 
tp for model (6.1) for the growth of juveniles, subadults, and adults. 
Models including various forms of the interaction function (z,r) are 
compared in the rows of the table 
Size Class y 95% Confidence Interval 
Juveniles 1/r 0.45 0.30, 0.61 
l/r^ 0.29 0.12, 0.48 
z/r 0.45 0.30, 0.61 
(z/r): 0.33 0.16,0.51 
z'/r 0.45 0.30,0.61 
Subadults 1/r 0.62 0.48, 0.77 
l/r^ 0.57 0.41, 0.73 
z/r 0.62 0.48, 0.77 
(z/r): 0.57 0.42,0.74 
z'/r 0.62 0.48,0.77 
Adults 1/r 0.62 0.49,0.77 
l/r^ 0.59 0.46,0.74 
z/r 0.63 0.49, 0.77 
(z/r): 0.59 0.46,0.74 
zVr 0.63 0.50,0.78 
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Table 6. Values of the coefficient of determination for model (6.1) for the 
growth of juveniles, subadults and adults, where g( « ) is the square-root 
transformation. The rows of the table compare models including various 
forms of the interaction function (z,r) 
• <y*(z,r) Juveniles Subadults Adults 
1/r 0.62 0.44 0.17 
1/r» 0.39 0.19 0.03 
z/r 0.62 0.47 0.18 
(z/r)' 0.34 0.22 0.02 
z'/r 0.60 0.48 0.17 
Now consider what form of interaction function 4^ (z,r) should be fit to the 
data for square—root growth increment of juveniles, subadults and adults. It is desired 
to find a single form of this function that can be applied to all models. For each size 
dass, coefficients of determination (R^, not adjusted) were calculated from multiple 
linear regressions of )}^/^ against ), and ); j = i, • • •, 3 (Model 
(6.1)). Table 6 gives values of the coefficient of determination R^ for models including 
different forms of the interaction function (z,r) in (6.2). Interaction functions of 
the form $^^j)(z,r) = z/r perform well for all size classes, as indicated by relatively 
high values of R'. For juveniles and adults, models including (z,r) had higher 
values of R', than models including any other form of the interaction function. For 
subadults, only the function •^^j'(z,r) = z^/r performed any better than #^^j'(z,r), and 
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improvement of fit of this model was negligible. Also notice that the growth process 
model explained more of the variation in square growth increment of juveniles than for 
either subadults, or adults. For juveniles, about 62% of the variation was explained by 
the model, but only about 18% of the variation was explained by the model for adults. 
The following considers, in more detail, models for square root of growth 
increment including interaction functions of the form (z,r) = z/r. The growth of 
each size class is analyzed separately. 
6.4.1 Juvenile growth 
Consider eight models for juvenile growth (Table 7), each of which is a special 
case of (6.1). Model JG-I only includes terms for an intercept, and diameter effects. 
Models JG-Il to JG—IV also include terms for interactions with juveniles, subadults, 
and adults, respectively. Combinations of terms for interactions with juveniles, 
subadults, and adults are included in Models JG—V to JG—VII. Model JG—VIII is the 
full model; it includes terms for diameter effects, and interactions with all three size 
classes. Model selection was based on comparisons of ESS(Ha), where ESS(Ha) = mir| 
is the error sums of squares for model Ha (Ha is any one of JG-I to JG—VIII), and 
is the maximum likelihood estimate of under model H». If Ha is nested within Hy, 
then under Ha, 
hr(BSS(Ha) - ESS(Hb)) 
h,-ESS(Hb) ~ 
where hi is equal to the number of parameters in H y  minus the number of parameters 
in Ha, and h; is equal to mi minus the number of parameters in Hy. 
Table 8 gives least squares estimates, ESS(Ha), and the corresponding degrees 
of freedom u, for Models JG-I to JG-VIH. Model JG-VII appears to offer the best 
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Table 7. Models for juvenile growth. Each model is a special case of model (6.1), 
where g(') is the square-root transformation 
Model Intercept 
Diameter 
Effects • <"»(z,r) $ ( ':)(%,r) • <»»(z,r) 
JG-I at" 0 0 0 
JG-II z/r 0 0 
JG-III 0 z/r 0 
JG-IV a(:) 0 0 z/r 
JG-V z/r z/r 0 
JG-VI z/r 0 z/r 
JG-VII 0 z/r z/r 
JG-VIII 4" z/r z/r z/r 
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Table 8. Least-squares estimates for Models JG-I to JG-VIII juvenile growth. 
Standard errors of parameter estimates are given in parentheses. The parameter 
is measured in (cm)^/^, is measured in (cm)"^/^, and j&J is measured in 
m/(cm)""^/^ 








































































balance between parsimony and achieving a good fit to the data. The addition of the 
term for interactions with adults, in Model JG-VII, gives a significant improvement of 
fit over Model JG-III (p < 0.01), which only includes terms for diameter effects and 
interactions with subadults. However, the addition of the term for juveniles in the full 
model (Model JG-VIII) leads to little additional improvement of fit over Model 
JG—VII. Model JG-VII includes terms for diameter effects and interactions with 
subadults and adults. An estimate = 0.0587 (cm) indicates that juvenile 
growth increases with increasing juvenile diameter. Estimates 
= -0.0187 m/(cm)~^/^ and = -0.0159 m/(cm)""^/^ suggest that 
interactions with subadults and adults, respectively, reduce juvenile growth rates. 
Figure 25 shows a plot of studentized residuals (from Model JG—VII) against 
predicted square—root of growth. This plot indicates a reasonable fit of the model to 
the data, and there is no indication of heteroskedastidty of errors. The estimated 
variogram (equation (6.16)) is plotted against distance in Figure 26. This figure 
suggests that growth increments are independent; variogram estimates are scattered 
around 2.0, the expected value under independence. 
6.4.2 Subadnlt growth 
Four models for subadult growth were considered (Table 9), each of which is a 
special case of (6.1). Model SG—I only includes terms for an intercept and diameter 
effects. Models SG-II and SG—III also include terms for interactions with subadults 
and adults, respectively. Model SG-IV is the full model; it includes terms for 
diameter effects and interactions with both subadults and adults. 
Table 10 gives least-squares estimates, ESS(Ha), and the corresponding degrees 
of freedom for Models SG-I to SG-IV. All four models suggest that subadult growth 
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Table 9. Models for subadult growth. Each model is a special case of model (6.1), 
where g(') is the square-root transformation 
Model Intercept 
Diameter 
Effects i ( (z,r) $(»)(z,r) 
SG-I 0 0 
SG-II z/r 0 
SG-m 0 z/r 
SG-V at*) z/r z/r 
rates increase with increasing subadult diameter. Models SG-II and SG—III suggest 
that competition with subadults and adults, respectively, reduces subadult growth. 
Model SG—IV appears to be the best model. This model results in a significant 
improvement of fit over either Model SG-II, or Model SG-III. Model SG-IV includes 
terms for diameter effects and interactions with both subadults and adults. The 
estimate = 0.0259 (cm)**^^^ indicates that subadult growth rates increase with 
increasing subadult diameter. Estimates = -0.0094 m/(cm)"^/^ and 
= -0.0122 m/(cm)""^/^ suggest that competition from subadults and adults, 
respectively, reduce subadult growth rates. 
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Table 10. Least-squares estimates for Models SG-I to SG-IV for subadult growth. 
Standard errors of parameter estimates are given in parentheses. The 
parameter âj" is measured in (cm)^/^, â'j'' is measured in (cm)""^/^, 
and " is measured in m/(cm)"^/^ 





























A plot of studentized residuals (from Model SG-IV) against predicted square-
root growth is given in Figure 27. This plot indicates that the model fits the data 
reasonably well and shows no evidence of heteroskedastidty. The estimated variogram 
of studentized residuals is plotted against distance in Figure 28. This figure suggests 
that growth increments are independent; variogram estimates are scattered around 2.0, 
their expectation under independence. 
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Table 11. Models for adult growth. Each model is a special case of Model (6.1), 
where g(') is the square-root transformation 
Diameter 
Model Intercept Effects •'®"(z,r) 
AG-I aj" 0 
AG-II z/r 
6.4.3 Adult growth 
Two models were considered for adult growth (Table 11), each of which is a 
special case of (6.1). Model AG—I only includes terms for an intercept and diameter 
effects. Model AG-II also includes a term for interactions with other adult trees. 
Table 12 gives the least-squares estimates, SSE(Ha), and the corresponding 
degrees of freedom for Models AG-I and AG-II. Model AG-II appears to achieve the 
best fit to the data, as indicated by a small error sums of squares. For Model AG—II, 
= -0.063 (cm)~^/^, which suggests that adult growth decreases with increasing 
adult tree diameter, and = -0.00456 m/(cm)""^/^ which suggests that adult 
growth rates are reduced by competition from other adults. 
Figure 29 shows a plot of studentized residuals (under Model AG-II) against 
the predicted square-root of growth increment. This plot indicates a good fit of the 
model to the data and gives no indication for heteroskedasticity. The estimated 
variogram of the studentized residuals is plotted against distance in Figure 30. This 
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Table 12. Least-flquares estimates for Models ÂG-I to AG-VI for adult growth. 
Standard errors of parameter estimates are given in parentheses. The 
parameter is measured in (cm)^/^, â'i" is measured in (cm)"^/^ 
and is measured in m/(cm)"'^/^ 
Model A»'. S.S.E. d.f. 
AG-I 1.38 -0.0026 — 30.28 241 
(0.11) (0.0026) 
AG-II 2.04 -0.0063 -0.00456 25.07 240 
(0.14) (0.0024) (0.00065) 
figure suggests that growth increments are independent. 
6.5 Summary 
The regression models indicate consistently that growth increments of longleaf 
pines are reduced by interaction with trees of the same or larger size classes. That is, 
growth rates are lower for trees that are in the proximity of large numbers of 
competitors, than for trees that are isolated. Although the growth increment of a 
given tree depends on the locations and sizes of neighboring trees, variogram plots give 
no evidence to suggest that a tree's growth increment depends on the growth increment 
of neighboring trees. 
Although growth increment appears to be influenced by competitive 
199 
interactions among trees, a large amount of variation in growth increment remains 
unexplained, especially for adult trees. Other factors not considered in the present 
analyses may be important in determining growth. These may include the genetic 
makeup of individual trees, or localized microclimatic differences. Accidents during 
the lifetime of a given tree may also influence its growth. For example, scarring by 
fire, wind damage, or infection by pathogens may adversely affect tree growth. As a 
consequence of these historical accidents, it is unlikely that a high percentage of the 
variation could be explained by any statistical analysis. Although the growth process 
model explained roughly half the variation in growth increment of juveniles, or 
subadults, only 18% of the variation was explained for adults. Figures 4, 6, and 7 
indicate that adult trees tend to be relatively isolated from other trees in the forest, so 
competitive influences would not be expected to be as strong. In contrast, juveniles 
and subadults are more strongly clustered (Figures 2, 3, and 5), so competitive 
interactions among those trees would expected to be more intense. Smaller trees also 
tend to be weaker and have fewer resources to draw on (because of smaller root 
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Figure 24. Plot of growth increment between 1979 and 1987, against diameter in 
1979. Both growth increment and diameter are measured in cm 
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Figure 25. Plot of studentized residuals D(8^" ) against predicted square-root 
diameter {Y(8^" )}^ for Model JG-VII of juvenile growth. The 
quantity )}^s measured in (cm)^/^ 
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Figure 26. Plot of the variogram 2^(r) of studentized residuals (under Model 
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Figure 27. Plot of studentized residuals D(8^^' ) against predicted square-root 
diameter {Y(8^^' )}^ for Model SG-IV of subadult growth. The 
quantity {Y(8f )}^ is measured in (cm)^/^ 
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Figure 28. Plot of the variogram 2ô^(r) of studentized residuals (under Model 
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Figure 29. Plot of studentized residuals D(8^^' ) against predicted square-root 
diameter {Y(s^®' )}^ for Model AG-II of adult growth. The quantity 
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Figure 30. Plot of the variogram 2^(r) of studentized residuals (under Model 
AG—II) against distance r. The distance r is measured in m 
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7. SPACE-TIME SURVIVAL PROCESS 
Since its original mapping in 1979, the forest has been censused annually for 
tree mortality. In the fall of each year, the status (dead or alive) of. each individual 
tree was recorded. The following considers the survivorship data for eight census 
intervals between 1979 and 1987. 
Mortality rates of longleaf pines are size dependent. Figure 31 shows the 
relationship between percent mortality (1979—1987) and size class for trees in the 
200 X 200 m study region A. Mortality rates were highest in the smallest and largest 
size classes, and lowest in intermediate size classes. Approximately 51% of all trees 
between 2 and 10 cm dbh in 1979 died between 1979 and 1987. In contrast, less than 
2% of trees between 30 and 40 cm dbh died during the time interval. Trees greater 
than 60 cm dbh suffered 40% mortality. 
Since births of longleaf pines tend to occur in openings away from large adult 
trees (see Section 5), individual trees will tend to spend their life cycles in single-aged 
cohorts. Therefore, the population dynamics of longleaf pine should be strongly 
influenced by processes occurring within and between adjacent cohorts (Piatt et al., 
1988). In addition, adults and juveniles suffer from different sources of mortality. 
Adult mortality is largely the result of either wind storms or lightning. In contrast, 
juveniles usually die standing, from no apparent exogenous cause. Thus, different size 
classes of trees should show different patterns of mortality. 
In the following, the survivorship of each size class will be analyzed separately. 
For juveniles, we shall investigate the relative influence of interactions among 
juveniles, and interactions between juveniles and larger size classes. There is no reason 
to believe that the survivorship of a given juvenile should instantaneously influence the 
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suivivorship of its neighbors. So, juvenile survivorship will be modeled using a 
space-time logistic regression model, in which survivorship within a given year, is 
modeled as a collection of independent random variables. For subadults, we shall 
investigate the relative influence of interactions among subadults, and interactions 
between subadults and adults, also using a space-time logistic regression model. 
Lightning and wind storms, often remove neighboring adult trees, so the probability 
that an adult tree dies during a given time interval may be associated with mortality 
of its neighbors. Therefore, a spatial auto-4ogistic model, and a spatial logistic 
regression model will both be fit to the data for adult survivorship. 
7.1 Notation 
In Section 7, let {ajt*) : k = 1, • • •, ni} and : k = ni+l, • • •, Ni} denote 
the spatial locations of trees, in 1979, in the regions A and A+, respectively, that 
belong to size class i; i - 1, 2, 3. Recall that A is the 200 x 200 m study region, and 
A* is the 50 m wide guard region surrounding A. Let ): k = 1, • • •, Ni} denote 
the corresponding tree diameters in 1979. 
7.2 Exploratory Data Analysis 
A second-order analysis was performed to determine the change in the point 
pattern of survivors between 1979 and 1987 resulting from tree mortality. Let Ni(A) 
* 
denote the number of events of type i in a region A in 1979, and let Ndenote the 





For stationary point processes, Ai(8) = Ai, and A^(s) = A j, for all 8 € R**. Assuming 
stationarity, define the K-functions 
fNumber of 1979 events of type j within distance 
Kij(r)  s  A j - ' E J  [r of an arbitrary 1979 event of type i 
and 
* * FNumber of 1987 events of type j within distance 
Kij(r) 5 (Aj)-»EJ [r of an arbitrary 1987 event of type i 
for i, j = 1, 2, 3. In addition, define Ljj(r) = {K^(r)/T}^/^ -r, and 
Ly(r) = {KyW/ir}^/^ - r. for i, j = 1, 2,3. 
The classical q' -thinned point process is the simplest model for mortality of 
* 
the i—th size class (e.g., Karr, 1986, p. 26). The point process N^isa classical 
q( -thinning of the point process Ni, if each event in Ni is independently retained in 
N* with probability q' . If N* is a classical q( -thinning of Ni, for i = 1, 2, 3, and 
* 
the processes are independently thinned, then K^jfr) = K^(r), for i, j = 1, 2, 3. 
The functions K^(r) and K*j(r) were estimated using Ohser and Stoyan's 
(1981) estimator (equation (4.4)), and compared to results of 199 independent 
simulated realizations of the classical q' -thinning of Ni, i = 1, 2, 3. In the 
simulations, q( is estimated by q( = njm, where ni is the number of trees of type 
* 
i in 1979, and n^ is the number of those trees that have survived to 1987. For each 
realization, L{j(r) and L^j(r) (i, j = 1, 2, 3) were calculated. 
Figures 32, 33, and 34 compare L^(r) with L^(r) and the simulation envelopes 
for the 199 realizations of the q( ^'-thinned point process model; i = 1, 2, 3, 
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respectively. For juveniles (Figure 32), there is weak evidence that survivors are more 
clustered at small scales than would be expected from ** -thinning. Although L ; i(r) 
falls entirely within the simulation envelope, it approaches the upper simulation 
A ^ 
envelope at short distances (between 10 and 12 m.). For subadults, L33(r) closely fits 
q( -thinned point process model (Figure 33). For adults, there is strong evidence 
that survivors are more clustered than would be expected from q( -thinning (Figure 
34); Lgg(r) approaches the upper simulation envelope very rapidly, and remains above 
this envelope for all distances greater than 15 m. 
Figure 35 compares f,n(r) with Lij(r) and the simulation envelopes for the 199 
realizations of independent q( —and q* —thinned point processes. The function 
A ^ 
L i3(r) fits closely the independently thinned models at all scales. 
7.3 Space-Time Logistic Regression Model for Survivorship 
The following considers a spatial discrete-time model for the survivorship of 
longleaf pines. Nonspatial discrete-time survival models have been considered by Cox 
(1972), Myers et al. (1973), Brown (1975), Byar and Mantel (1975), Thompson (1977), 
Mantel and Hankey (1978), Prentice and Gloeckler (1978), Efron (1988), and Hamerle 
(1988). These authors consider logistic regression models (e.g.. Cox and Snell, 1989, p. 
26) for hazard rates for censored data. The following treatment is closely related to 
that of Myers et al. (1973), except that we let the hazard rate depend on the locations 
and marks of events in the neighborhood of a given event at the beginning of each time 
interval. 
Suppose that the spatial point pattern is observed at times tg, t^ • • •, t^. Let 
: k = 1, • • •, Ni} denote the spatial locations of events in size class i at time tg,-
and let {Z(s^^) ): k = 1, • • •, NJ be their corresponding marks (e.g., tree diameters). 
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Recall that for size class i, the first ni trees are in the study region A and the 
remaining trees are in the guard region A*. Let Mn(8^^' ) equal one if the event at 
8^1) is alive at time t,, and equal to zero otherwise. Note that if ) = 1, then 
) = 1, ..., ) = 1; and conversely, if ) = 0, then 
)  =  0 ,  .  •  • ,  )  =  0 .  
Suppose that, 
{Mb(b^^'): Mm.i(8^^') = 1; k = 1, ..., nj 
are independent Bernoulli random variables, where the probability, q^*) ), that 
tree k of the i-th size class survives the time interval depends on ), and 
{(sJj', Z(8^j))): M..I(8^'») = 1, ||8^*) -8Jj'll < P.; ^ = 1. • • •. Nj; j > i}, for some 
fixed p > 0. Therefore, the spatial point process of the i—th size class at time to 
is a q^*) -thinning of the point process N^l\ at time tm-i. 
Note that 1 — q^** ) is the discrete-time hazard rate for tree in the 
time interval (tm-i, tn] • Although the Mo(8^^' )'s are independent (conditional on 
Mni.i(s^^' ) = 1), they depend on the distances to neighboring trees in the same or 
larger size classes. Since Mn(8^^' ) depends on the locations and sizes of living 
neighbors at time tm-i, ) is not independent of Mm(8y) ), conditional on 
M„.h(8^^> ) = Mm.h(sy) ) = 1, for any h > 2. 
For some fixed p> 0, let 
R^j' = {8^): Mm.i(8^j)) = 1; ||sj^*' - sJJ' || < /?; (i,k)#(j,^, 1, • • - , Nj}; 
j>i, m = 1, k = 1, ..',ni, 
denote the set of events of type j that are neighbors of 8^^' and are alive at time tm-i, 
and let 
G A: Mn.i(8^^') = 1; k = 1, nJ; i = 1, 2, 3, m = 1, 
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denote the set of events of type i in the study region A that are alive at time tm-i> 
Note that ' contains events outside of the region A, but within distance p of the 
border of A. These events are included for the purpose of edge correction. For 
gi" « Qi", define 
For g&W e , assume the log odds of surviving to time tn is given by, 
kg, = •*»" + <" W.i(gi" ). (7.1) 
1 - Q m  (ar; fr) 
where 
S'/'enU" 
measures the intensity of interactions with neighbors of type j (Weiner, 1982,1984), 
and = (7^^', 0^,^', , • • •, )' is an unknown vector parameter that 
possibly depends on the time interval (tn-i, t,]. Here 7^*' models the time trend, 
models the relationship between survivorship and diameter, and $(^^(') models the 
effects of interactions between the i—th and j-th size classes; j > i. Notice that the 
model only includes terms for interactions with trees of the same or larger size classes. 
The competitive influence of a neighboring tree should be a decreasing function 
of the distance to that tree, and an increasing function of the neighbor's size (Weiner, 
1982,1984). We shall consider four different forms of the function $(%)('); these are, 
$(^)(z,r) = l/r, (7.3) 
= (74) 
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f<3*j'(z,r) =.z/r, (7.5) 
$^^j)(z,r) = (z/r):, (7.6) 
and 
*^^j)(z,r) = z'/r. (7.7) 
The functions (z,r), f (z,r), and #^^j)(z,r) were suggested by Weiner (1984). A 
parameter < 0 suggests that interactions with trees in the j-th size class reduces 
survivorship of trees in the i-th size, while > 0 suggests positive interactions 
among trees in the two size classes. 
Let = (Mm(s^*) ), • • •, Mm(8^|) ))' denote the vector of observations at 
time m; m = 1, • • •, T. Note that = 1, an ni x 1 vector of ones. Then, 




where Wg = 1. Since for each time interval (tm-i, tn], the Mm(s^^) )'s are conditionally 
independent, then, 
PW =81.1 = S ' )=«.k I 
If Mn.i(8^^' ) = 0, then Mm(s^^) ) = 0 with probability one; otherwise, 
P{M.(8^^>)=««^k I M^i\=!S5'm-J = 
It then follows that the joint likelihood of 6^*) = (6^^\ • • •, )' given the data is 
equal to, 
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W ' ) =  n  n  q l "  C » )  
Then the maximum likelihood estimator of *1*) is obtained by finding that 
maximizes (7.8). Notice that maximizing (7.8), with respect to , is equivalent to 
maximizing the component likelihood, 
<.(&")= n C » )  
{kijt'ieQi»} 
with respect to . 
Define the vector yii' =(l,Z(ji»).W.i(si"), •••. W.s(ji"))'. 
Then the joint liJielihood of can be written, 
S n 
The component likelihood of 0^^^ is given by, 
^e)= n (,,) 
{fcSi"6Qi"} '• + 
which does not depend on 0^^', for m. So the maximum likelihood estimator of 
can be obtained by finding 6^) that maximizes (7.11). The statistic 
Y'J'= s (7.12) 
is sufficient for 0^^^. The Fisher information matrix is, 
li" (^" ) = E,, i,(yi" (y4'> )') -Ej, 1, (yi" )e^ „ (yi" )', (?») 
where 
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Under mild regularity conditions (Gourieroux and Monfort, 1981), the maximum 
likelihood estimator is consistent, and 
ai" w ))'%" - «i" ) n(8, I), 
as the number of observations in increases to infinity. These regularity 
conditions include the requirement that the elements of be uniformly bounded, 
which is easily satisfied in the present example: Tree diameter is obviously bounded. 
The distance between adjacent trees is bounded below by the sum of tree radii, so that 
its inverse is also bounded. This, and the observations that interactions occur only 
within a neighborhood of a given tree, and that a finite number of trees may be packed 
in a bounded region, imply that ), and hence are uniformly bounded for 
{k: }, m = 1, • • •, T, and i = 1, 2, 3. In addition, Gourieroux and Monfort 
require that there exists an increasing function g such that )/g( | | ) 
converges to a positive-definite matrix as | | -• m, where | | denote the 
number of elements in . As usual, var(&^^' ) can be estimated by substituting 
7.3.1 Stationarity in time 
If the survival process is stationary in time, then = • • • = ; let 0^ 
denote the common value of the parameter. Then the likelihood of 0^ can be 
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written, 
^ + exp{(6(*))'U(,k^} 
T 
and the statistic V< ^' = S E )y4k' is sufficient for 0^ . The 
variance of the maximum likelihood estimator 0^ is approximately equal to the 
inverse of the Fisher information matrix, i.e., the inverse of: 
i <  I ,  ( ^  "  ) = E  j (  i )  (y "(y ")') - « (y " )B,, n (y " )', (r.is) 
N M M  
where 
and 
Then var(Ô< ) can be estimated by {!< {¥ )}'*. 
7.3.2 Parameter estimation by maximum likelihood 
The likelihood equations for 0^^^ are; 
m = 1, •••, T, (7.16) 
where 0 is a vector of zeros, and the left-hand side of (7.16) is obtained by taking the 
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derivative of the log likelihood with respect to . The equations (7.16) do not 
admit a closed—form solution, so some numerical root—finding technique must be 
employed. The following considers a Newton—Raphson algorithm for solving the 
likelihood equations. 
Let (0) be an initial guess for , and let 6^) (h) denote the estimate of 
at the h—th iterate of the Newton—Raphson algorithm. Then the h—th iterate of 
the Newton-Raphson algorithm is given by, 
where is given by the left-hand side of (7.16) evaluated at (h—1) and 8%^ is 
given by the Hessian matrix evaluated at (h—1). For this problem, the Hessian is 
equal to the Fisher information matrix (equation (7.13)), so the Newton-Raphson 
algorithm is equivalent to the Fisher-scoring algorithm. 
Maximum likelihood estimation of the parameters of the space—time logistic 
regression model is easily implemented using standard logistic regression packages: 
Construct a vector M of zeros and ones from the set M  
For each element of M, let the corresponding row of the design matrix X be 
= (0',. ",0%(U^))%0%" -0'), where the 1 x p row vector (U^' )' occupies 
elements mp — p + 1 through mp of the 1 x Tp row vector , and the remaining 
elements of are occupied by zeros. Then the parameter )' 
can be estimated by logistic regression of M against X. If the model is stationary in 
time, then the rows of the design matrix Xs contain the row vectors (U^' )% and the 
parameter is estimated by logistic regression of M against Xg. 
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7.3.3 Diagnostics 
The diagnostic approach of Fowlkes (1987) is adopted to assess the fit of 
stationary-in-time logistic regression models for tree survivorship. This approach is 
based on comparing maximum likelihood estimates to smoothed nonparametric 
estimates of survival probabilities. Assume the model (7.1). Let (gt*) ) denote the 
estimated probability that tree survives the time interval (tn-i, tm], given that it is 
alive at time tn-i, where (s^^' ) is evaluated at the maximum likelihood estimate 
¥ . The corresponding nonpar ametric estimator q^*) (s^^' ) is obtained as follows: 
Let 
j  =  i  i  Ï  J i i ' .  
• " - 1  { k : i { t " 6 Q 4 " }  
and 
denote the sample mean and variance, respectively, of the 's, where 
T 
c = S E 1. 
Compute the Mahalanobis distances, 
for : (h,/)#(m,k); ; m,h = 1, - • • ,T}. Fix and rank 
the Mahalanobis distances, d(y^^), ), from the smallest to the largest. Let dr 
denote the distance to the r-th nearest neighbor (i.e., the vector corresponding 
r-th ranked distance), and let yr equal 1 if the r—th nearest neighbor has survived its 
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time interval (i.e., ) = 1), and equal to zero otherwise; r = 1, • • •, c. Then the 
smoothed estimator is, 
. . L L 
CCiSt ) = ^ WrYr/ S Wr, 
r=l r=l 
where 
wr = {l-(d,/d,)®}. 
is the tricube weight function, and L is some arbitrary number less than c that defines 
the size of the smoothing window. If L is too large, then excessive smoothing would 
occur. Conversely, L too small would result in too much noise. Fowlkes (1987) 
chooses L to be equal to approximately 10% of c. The variance of q&*) (s^^^ ) can be 
estimated by 
r=l ^r=l 
Define the "residual", 
Then diagnostic plots of Xm(|i) against q^*' (#&*) ), Z(8j^^' ), or WBj(si) (j=i,• • • ,3) 
can be used to assess the fit of the model to the data. In Section 7.5, these diagnostic 
plots are applied to the fitted space-time logistic regression models for tree 
survivorship. 
7.4 Spatial Auto-Logistic Model for Adult Survivorship 
In the space-time logistic model, the survivorship of an individual during a 
given time interval is modeled as being independent of the survivorship of any of its 
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neighbors. Recall from the introduction to Section 7 that, as a result of exogenous 
sources of mortality (e.g., lightning or windthrow), the survivorship of a given adult 
tree at a point in time may not be independent of the survivorship of its neighbors. 
This dependence structure is investigated using an auto-logistic model (Besag, 1974) 
for the survivorship of adult trees during the time interval 1979-1987. 
Let {gt*) ; k = 1, • • •, N,} denote the spatial locations of adult trees in 1979; let 
{Z(s&*) ):k=l,Ns} denote their corresponding diameters; and let ) = 1 if 
the tree at 8^'' is alive in 1987, and equal to zero otherwise. Recall that, the first ns 
trees are in the study region A, and the remaining trees are in the guard region A+. 
The observations {M(8^'' ): k = 1, • • •, Na} form a binary random field on the 
irregular spatial lattice {8&*) : k — 1, • • •, Ns}; assume that it is a binary Markov 
random field. A random field is a binary Markov random field if there exists p > 0 
such that, 
P(8i^' ; tl) = P(M(8^" ) = 1 I {M(8^=) ):/#k,/=l,..., Ns}) 
= P(M(8i=) ) = 1 I {M(8 ): 118^3) - at" ||<A#,/=1,Ns}). 
For € A, let 
Alt s e A: ||8^3) _ gJ3)II /= 1, 2, ns}, 
denote the set of neighbors of s^*) that are in the region A, and let 
Ag = {8J" A: ||8^3' - 8J®' II < p, / = ns+1, • • •, Ns}, 
denote the set of neighbors of s^*) that are not in the region A. Events in Ag are 
included for edge correction. For 8&*) € A, assume that the log odds of survival is 
given by 
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=  y = )  + a < " Z ( 8 t " )  
+ ( s M(8i3))q,(||g^3)_3^3,||)^ (7.17) 
Si''€AkUAg 
where jj = , a' ", 0' " an unknown vector parameter. The parameter " 
models the relationship between adult survivorship and adult diameter. If > 0, 
then adult survivorship increases with increasing adult diameter. The function $(«) 
models the interactions between the M(8|(" )*s. Two different forms of $(«) are 
considered: 
If ( > 0, then M(8^" ) and M(8^" ) are positively dependent, provided and 8^®' 
are neighbors (i.e., ||8^®' - || < p). Values of ( < 0 indicate negative dependence. 
Define the statistics, 
$i(r) = 1/r, (7.18) 
and 




S,(M*, Mp) 5 S 1 ï 
si" «A .si"eAk 
Si"eAî 
The statistic S3 depends on the data in A: 
and the data in that aie within distance p of the closest border of A: 
Then S(M^, Mp) = (Si(M^), Sa(M^), S3(M^, Mp))' is sufficient for 
^ = ('y( $)% and the joint distribution of M^, conditional on na and Mp, is 
given by, 
jweo 
where 0 = {0,1}°3. In what remains of Section 7.4, E^( • ) denotes expectation 
conditional ns and Mp. The maximum likelihood estimator of is obtained by finding 
g that maximizes (7.20). 
Little is known about the properties of maximum likelihood estimators for the 
auto-4ogistic model. Pickard (1976,1977,1979) considers asymptotic properties for 
both stationary and nonstationary Ising models on regular lattices. He demonstrates 
that for large lattices, the maximum likelihood estimator is approximately normally 
distributed with variance approximately equal to the inverse of the Fisher information. 
The Fisher information for this auto-logistic model is, 
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We estimate the variance of the maximmn likelihood estimator jj by 
var(^) = (Insfâ))':. 
7.4.1 Gibbs sampler 
The binary Markov random field formed by can be simulated using the 
Gibbs sampler (Geman and Geinan, 1984). All na adult trees in A are visited 
repeatedly in some fixed order, say s' ", s' , s< , • • • ; let s^ denote the tree 
'  ~(o) ~( 1) ~(a) ~(i) 
visited at time r. Let ^ = (M,(8'i" ), • • •, ))' denote the state of the system 
at time r. For s^*) t A, set ) = M(si" ), for all r > 0. For s^" € A, the 
initial state can be obtained by independently taking Mo(s^^' ) = 1, with probability 
na 
p = S M(si^M, and equal to zero otherwise. At time r, let M,(s<^') = 1, with 
3]5_I ' ~(T) 
probability p(s< ; ij), where 
(  T )  
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P(S , : 9) 
log p2—=y»+ «'"%'!) + ( s KW)*(llxr;-!:i"ll;() 
1-P(« i») 
r )  
+ ( S M(8L=))KI|8;ys(=)||;(), 
and let M^(s| '| ) = 0 otherwise. For take M,(Bf ) = ). Then 
as r -* OD, the Markov chain formed by r = 0,1, 2, • • •} approaches an equilibrium 
state with Gibbs canonical distribution (7.20) (Geman and Geman, 1984). 
7.4.2 Paiameter estimation 
The maximum likelihood estimator fj is obtained by solving the likelihood 
equations, which are, 
^ = S» 
where y(ri) is the log likelihood and 0 is a vector of zeros. For the auto-logistic model 
(7.20), the likelihood equations are, 
§(«s'.¥r) e*p(2?'§(ft''¥r)) 
that is, 
S(MA.Mr)-Ej(S<MA.Mi,)) = S. 
Usually, the equations (7.24) have no closed-form solution. Therefore, some numerical 
root-finding technique must be employed. The following considers a Newton-Raphson 
algorithm for solving the likelihood equations. It is adapted from Penttinen (1984), 
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who considered a Newton—Raphson algorithm for Markov point processes. 
Let ^0) be an initial guess for ff, and let ^h) denote the estimate of ij at the 
h-th iterate of the Newton-Raphson algorithm. Then, 
where aj^.j is given by the left-hand side of expression (7.24) evaluated at ^h—1), and 
is given by the Hessian matrix evaluated at ^h—1). Here, the Hessian matrix is 
equal to the Fisher information matrix (see equation (7.21)), so the Newton-Raphson 
algorithm is equivalent to the Fisher-scoring algorithm (Rao, 1952, pp. 168—172; Kale, 
1962). 
The implementation of the Newton-Raphson algorithm requires the evaluation 
of the first two moments of S(MA,Mp). This requires the calculation of sums over the 
2*^' elements of 0; hence, direct calculation of these moments is usually not practical, 
and some numerical approximation must be used: Let {M^: r = 1, 2, • • •} be a 
Markov chain, generated by a Gibbs sampler, whose limiting distribution is given by 
(7.20), evaluated at ^h-1), the estimate at step h-1 of the Newton-Raphson 
algorithm. Then, for continuous functions g, the time averages. 
(7.25) 
T f «(¥r.¥r) -
almost surely, as T -• œ, provided E^( j.j) {|g(MA,Mp)| < m (Penttinen, 1984). This 
1 T 
suggests that ^ E S(M^,Mp) can be used to estimate 
1 T 
likewise, r S S(M^,Mp)S(M,,Mp)' can be used to estimate 
E^h—i){§(¥A'¥r^§(^A'^r^'^' Substituting these into equation (7.25), the 
Newton-Raphson equations become. 
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W = »h_i) + {f 
T T —1 I 
- [T^J §(¥r.¥r)j [f^j §(¥r.¥r)]'} (§(¥A'*r) "T§(¥r.¥r)} • 
Calculation of the maximum log likelihood requires the evaluation of the 
normalizing constant, 
Cn3(® = log E exp{^'S(w,Mp)}, (7.26) 
which generally is not practical. The stochastic integration technique of Ogata (1989) 
was adapted to the problem of estimating (7.26): Let {M^(a): r = 1, 2, • • •} be a 
Markov chain, generated by a Gibbs sampler, and whose limiting distribution is given 
by 
where a is a scale parameter. Then, 
log g„(M^,Mp) = a3'S(M^,Mp) - log (7.28) 
and 
E,{5|logg,(Mj^.Mr)} = 0, (7,29) 
where the expectation E, is with respect to the distribution (7.27). This implies, 
Note that. 
H') = E,{j' §(¥ A.¥r)} = 4 (7:0) 
.1 




c„,(0+)=lim ï §(^{1.)} = 2':. (7.32) 
(MO ^0 
The expectation ij;{a) = E„{^'S(M^,Mp)} can be estimated from the time average, 
Ha) = \ Ï (7.33) 
T=1 
As above, ^a) -* as T -»». The integral in (7.31) can then be approximated using 
the trapezoidal rule: 
J 
i Z + (7.34) j=l 
7.5 Results: Space-Time Survival Process 
In the following, the survivorship of trees belonging to each size class is modeled 
separately. For each size class, a space-time logistic regression model (7.1) including 
terms for tree diameter, and distances to and diameters of neighboring trees of the 
same or larger size class, is fit to the data for trees in the 200 x 200 m study region A. 
A spatial auto-logistic model (7.17) is fit to the adult survivorship data. Maximum 
likelihood estimators for each of these models were obtained using the Newton-
Raphson algorithm. A neighborhood size of p = 50 m. was used to fit each model; this 
distance should be beyond the range of interaction of the root systems of any two adult 
trees. For purposes of edge correction, trees not in the study region, but within 50 m. 
of its border were included as neighbors in the analyses. 
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Table 13. Values of —2 maximum log likelihood (—2 for models including 
terms for the intercept, diameter effects, and interactions between 
juveniles and the j-th size class only. The columns give values of —2Jf 
(Ha) for models including various forms of the interaction function 
I ( li ' (z,r), and the rows give -2 J<(Ha) for interactions with the j-th size 
class 
$(^)(z,r) 
j 1/r 1/r' z/r (z/r)' z'/r 
1 524.13 524.58 . 527.45 527.09 527.93 
2 520.42 522.24 521.71 523.29 523.14 
3 524.93 528.23 524.91 528.30 525.44 
7.5.1 Juvenile survivorship 
First consider the form of the interaction function (z,r) (j = 1, 2, 3) to be 
fit to the data for juvenile survivorship. Table 13 compares values of —2 maximum log 
likelihood (—2 for space-time logistic regression models containing difierent 
forms of the interaction function (z,r). Each of these models is a special case of 
(7.1), is stationary in time, and includes terms for the intercept, diameter effects, and 
interactions between juveniles and one size class only. This table shows that 
interactions of the form (z,r) = 1/r perform well for all j, as indicated by low 
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values of -2 ^Ha). For each j, (z,r) had either the lowest or second lowest value 
of —2 among all types of interaction. Therefore, in what follows, we shall 
consider space-time logistic regression models for juvenile survivorship that use 
interactions of the form (z,r) = 1/r (j = 1, 2, 3). 
Consider eight models for juvenile survivorship that are stationary in time 
(Table 14). Each model is a special cases of (6.1), and includes terms for an intercept 
and diameter effects. Models JS-II, JS-III, and JS-IV include terms for diameter 
effects, and interactions with juveniles, subadults, and adults, respectively. 
Combinations of terms for interactions with juveniles, subadults, and adults are 
included in Models JS—V to JS-VII. Model JS-VIII is the full model; it includes 
terms for diameter effects and interactions with all three size classes. Model selection 
was based on comparisons of values of —2 ^(Ha) (Wilks, 1962, pp. 419-422), where 
J^Ha) is the maximum log likelihood under model Ha (Ha is any one of JS-I to 
JS—VIII). If Ha is nested within Hy, then under model Ha, 2 ^Hb) - 2 y(Ha) ~ Xh> 
where h is the number of parameters in Hb minus the number of parameters in Ha. 
Table 15 gives maximum likelihood estimates and —2 .S^Ha) for Models JS-I to 
JS—VIII. First consider Models JS—II to JS-IV. All three models indicate that 
juvenile survivorship increases with increasing juvenile diameter. Model JS-II 
suggests that juvenile survivorship is higher for juveniles that are close to other 
juveniles, than for isolated juveniles. Furthermore, Models JS-III and JS-IV suggest 
that interactions with subadults and adults reduce juvenile survivorship. 
Model JS-III appears to offer the best balance between parsimony and 
achieving a good fit to the data. The inclusion of the term for interactions with 
subadults offers a significant improvement of fit over Model JS-I (p < 0.01). 
However, the addition of a term for interactions with juveniles in Model JS-V does not 
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Table 14. Models for the space-time survival process for juveniles. Each model is 
a special case of (7.1) 
Model Intercept 
Diameter 
Effects i ( (z,r) $(")(z,r) #<i3)(z,r) 
JS-I y 1) ad) 0 0 0 
JS-II y 1) Q[( 1) 1/r 0 0 
JS-m y 1) a< » 0 1/r 0 
JS-IV y( 1) a( i) 0 0 1/r 
JS-V j( 1) q( 1) l/r 1/r 0 
JS-VI y{ 1) «(1) l/r 0 1/r 
JS-VII <y(l) 0 1/r 1/r 
js-vin y( 1) ») 1/r 1/r 1/r 
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Table 15. Maximum likelihood estimates foi Models JS—I to JS—VIII of the 
space-time death process foi juveniles. Standard errors of parameter 
estimates are given in parentheses 
Model y 1) &( « A" A" A" -2^(Ha) 
JS-I 1.64 
(0.27) 
0.167 cm 1 
(0.057) 
— 











0.249 cm ' 
(0.066) 



















































lead to a significant improvement of fit over Model JS—III (p > 0.1), and the addition 
of a term for interaction with adults in Model JS—Vn yields only a weak improvement 
of fit over Model JS—III (0.05 < p < 0.1). The full model (JS—VIII) does not lead to a 
significant improvement of fit over Model JS—III (p > 0.1). In addition, terms for 
interactions among juveniles ) and interactions between juveniles and adults 
) do not depart significantly from zero under the full model. 
Model JS-III includes terms for diameter effects and interactions with 
subadults. An estimate = 0.249 cm'' indicates that juvenile survivorship 
increases with increasing tree diameter, and = -0.263 m suggests that 
competition from subadults reduces juvenile survivorship. 
Figures 36-40 give some diagnostic plots for Model JS—III (see Fowlkes, 1987, 
and Section 7.3.3). These plots were all constructed using the first 100 nearest 
neighbors (a 10.6% sampling window). Figure 36 shows a plot of the residual ) 
against (s^^' ). Since ) appears to be independent of (s[^' ), this plot 
indicates that Model JS-III fits the data reasonably well. A plot of residuals against 
diameter (Figure 37) also indicates a good fit of the model to the data. Figure 38 
suggests that the relationship between log odds of survivorship and the term for 
interactions with juveniles Wni(8^^' ), may be nonlinear. However, the addition of the 
term {Wmt(s^^' )}^ was found to yield very little additional improvement of fit over 
Model JS-III. A plot of residuals against the terms for interactions with subadults 
(Figure 39) indicates a good fit of the model to the data. Figure 40 suggests that 
juvenile survivorship should increase with increasing isolation from adult trees, but the 
model (JS—VII) that included this term did not yield a large improvement of fit over 
Model JS-III. In summary, all plots indicate a reasonable fit of Model JS—III to the 
data. 
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Now consider a model (JS—IX) in which juvenile survivorship is assumed to be a 
function of time, but interactions among juveniles and between juveniles and adults are 
assumed to be negligible. Parameter estimates and corresponding standard errors are 
given in Table 16. For this model, —2 JS—IX) = 462.40. Notice that juvenile 
survivorship was low during the time internal from 1982 to 1984. Although the terms 
0^1) vary from time interval to time interval, they are positive in all time intervals 
except 1982-1983 and 1985-1986. This suggests that there is a consistent tendency 
(over time) for survivorship to increase with increasing juvenile diameter. Likewise, 
takes negative values for all time intervals except 1982—1983. Thus, there is also 
consistent tendency for survivorship to decline with increasing proximity to subadult 
trees. 
In summary, Model JS-III is the best of the nine models for juvenile 
survivorship. This model offers the best balance between parsimony and achieving a 
good fit to the data. Model JS-III suggests that juvenile survivorship increases with 
increasing juvenile diameter, and decreases with increasing proximity of juveniles to 
subadult trees. 
7.5.2 Subadult snrvivoiship 
Eleven temporally stationary space-time logistic regression models were 
considered for subadult survivorship; these are summarized in Table 17. Each model is 
a special case of (7.1). Model SS—I only includes terms for an intercept and diameter 
effects. Models SS—II to SS—VI include terms for an intercept, diameter effects, and 
interactions among subadults. Different forms of the interaction function f ( (z,r) 
are compared. Models SS—VII to SS-XI include terms for diameter effects and 
interactions with adults. Again, different forms of the interaction function i ( are 
234 
Table 16. Maximum likelihood estimates of the parameters of Model JS-VI for 
juvenile survivorship. The standard errors of parameter estimates are 
given in parentheses 
Time Interval (m) 
1979-1980 3.20 0.182 cm'* -0.434 m 
(0.94) (0.200) (0.259) 
1980-1981 2.43 0.237 cm"* -0.143 m 
(1.01) (0.244) (0.317) 
1981-1982 3.67 0.237 cm'* -0.746 m 
(0.97) (0.200) (0.267) 
1982-1983 1.49 -0.035 cm'* 0.488 m 
(0.70) (0.149) (0.274) 
1983-1984 -0.48 0.601 cm'* -0.204 m 
(0.68) (0.192) (0.241) 
1984-1985 0.64 0.598 cm * -0.627 m 
(0.74) (0.216) (0.293) 
1985-1986 5.16 -0.158 cm * -0.529 m 
(1.69) (0.246) (0.346) 
1986-1987 2.63 0.394 cm* -0.596 m 
(1.39) (0.370) (0.522) 
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Table 17. Models for the space-time survival process for subadults. Each model is 
a special case of (7.1) 
Model Intercept 
Diameter 
Effects #<")(z,r) $(»)(z,r) 
SS-I y 3) «(3) 0 0 
ss-n y 3) Of' 1/r 0 
ss-ni y 3) (%(:) 1/r» 0 
SS-IV y( 3) Q({ 3) z/r 0 
ss-v y( 3) (%(%)  (z/r)2 0 
SS-VI y 3) a(3) z^/r 0 
SS-VII y 3) 0 1/r 
SS-VIII y 3) a(î) 0 1/r' 
SS-IX y 3) (%( 3) 0 z/r 
ss-x /y( 3) a(3) 0 (z/r)'  
SS-XI y 3) Q(( 3) 0 z^/r 
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Table 18. Maximum likelihood estimates for the parameters of Models SS-I to 
SS—XI for survival of subadult longleaf pines in the interval 1979-1987. 
Standard errors are given in parentheses 
Model -2^Ha) 
SS-I 1.25 0.198 cm'i — — 141.17 
(0.99) (0.068) 
SS-II 1.06 0.203 cm'* 0.043 m — 141.12 
(1.32) (0.071) (0.194) 
ss-in 1.12 0:202 cm"' 0.145 m? — 141.022 
(1.05) (0.069) (0.402) 
SS-IV 1.15 0.201 cm"' 0.001 m/cm — 141.16 
(1.31) (0.070) (0.011) 
SS-V 1.21 0.200 cm"' 0.00013 m'/cm^ — 141.14 
(1.02) (0.068) (0.00081) 
SS-VI 1.24 0.199 cm"' 0.00001 m/cm^ — 141.17 
(1.28) (0.070) (0.00054) 
SS-VII 1.50 0.200 cm"' — -0.145 m 141.01 
(1.16) (0.068) (0.358) 
SS-VIII 1.16 0.201 cm"' — 0.232 m' 140.75 
(1.01) (0.069) (0.538) 
SS-IX 1.69 0.203 cm"' — -0.007 m/cm 140.76 
(1.19) (0.068) (0.010) 
SS-X 1.18 0.200 cm"' — 0.00015 m^cm' 140.91 
(1.01) (0.069) (0.00038) 
SS-XI 1.92 0.208 cm"' — 0.00024 m/cm' 140.45 
(1.23) (0.069) (0.00027) 
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compared. 
Table 18 gives the parameter estimates and —2 ^Ha) for each of these models. 
Model SS—I appears to be the best of the nine models. The addition of terms for 
interactions among subadults or between subadults and adults yields very little 
improvement in fit over Model SS—I. For Model SS—I, o* = 0.198 cm"', which 
indicates that subadult survivorship tends to increase with increasing subadult 
diameter. 
7.5.3 Adult Bunivorship 
Two different classes of models were fit to the data for adult survivorship 
during the time interval 1979—1987; these are summarized in Table 19. The first class 
of models is the spatial logistic regression model, a special case of the space—time 
logistic regression model (7.1) of Section 7.3, where there is only one time interval (i.e, 
1979-1987), so T = 1. Here, five models were considered: Model AS-I includes terms 
for an intercept and tree diameter, and Models AS—II to AS—VI include terms for an 
intercept, tree diameter, and interactions with other adult trees. Five forms of the 
interaction function # ^ ^^' ( • ) are compared. The second class of models (Models 
AS—VII and AS—VIII) is the spatial autologistic model (7.17) described in Section 7.4. 
These models include terms for the intercept, tree diameter, and survivorship of 
neighboring adults. Two forms of the function $( • ) are compared. 
Table 20 gives the maximum likelihood estimates, and —2 for the spatial 
logistic and spatial auto-logistic models for adult survivorship. First, consider the 
spatial logistic regression models (AS-I to AS-VI). The inclusion of terms for 
interactions among adult trees in Models AS—II to AS-VI offer little improvement of 
fit over Model AS-I. This suggests that the locations and diameters of neighboring 
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Table 19. Spatial logistic and spatial autologistic models for adult survivorship. 
Models AS-I to AS-Vl are special cases of the spatial logistic regression 
model (7.1), and Models AS-VII and AS-Vm are special cases of the 
spatial autologistic model (7.17) 
Diameter 
Model Intercept Effects l<">(z,r) $(r) 
AS-I y 3) 0 0 
As-n y 3) a(3) l/r 0 
As-in y 3) o(3) 1/r» 0 
AS-IV y 3) «(3) z/r 0 
AS-V y 3) a(3) (z/r)' 0 
AS-VI y 3) û(3) z^/ i  0 
AS-VII #y( 3) «(3) 0 l/r 
AS-VIII yi 3) «(3) 0 l/r' 
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Table 20. Maximum likelihood estimates for the parameters of Models AS—I to 
AS—VIII for adult survivorship in the interval 1979—1987. Standard 
errors are given in parentheses 
























































adult trees have little effect on adult survivorship. Under Model AS-I, 
= -0.094 cm'\ which suggests that adult survivorship decreases with increasing 
adult diameter. 
Now consider auto-4ogistic models for adult survivorship (Models AS—VII and 
AS-Vni). Model AS—VII offers some improvement of fit over model AS—I, but Model 
AS-Vni offers very little improvement. This suggests that the interaction function 
*i(r) = 1/r is better than $a(r) = 1/r'. Under Model AS-VII, â' = -0.074 cm'\ 
which indicates that adult survivorship decreases with increasing adult diameter. An 
estimate of ( = 0.533 m suggests that if mortality of adult trees is clustered. That is, 
the survivorship of a given tree is lower if one or more of its neighbors have died, than 
it would have been if all neighbors had survived. 
In summary, Model AS-VII describes best the patterns of adult survivorship. 
Under this model, adult survivorship increases with increasing adult diameter, and 
adult mortality is clustered. 
7.6 Summary 
The space-time logistic regression models consistently indicate that 
survivorship is a function of tree diameter. For juveniles and subadults (Models JS—III 
and SS—I, respectively), survivorship increases with increasing tree diameter, but adult 
survivorship (Model AS—VII) is a decreasing function of tree diameter. These results 
are consistent with Figure 31, which suggests that survivorship is lowest in the 
smallest and largest diameter classes, and highest in the intermediate diameter classes. 
Model JS—III also suggests that competition from subadult trees reduces 
juvenile survivorship. The inclusion of time-dependent parameters, in Model JS-IX, 
shows that there is consistent tendency over time for juveniles near subadults to have 
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lower survivorship than juveniles isolated from subadults; this trend was observed in 
seven of the eight census intervals in the study. There was no other evidence that 
competition among individuals belonging the the same or different size classes has any 
influence on longleaf pine survivorship. 
Model AS—VII suggests that mortality of longleaf pines is clustered; that is, an 
adult tree is more likely to die if one or more of its neighbors have died, than if all 
neighbors had survived. This result is consistent with Figure 34, which suggests that 
patterns of mortality resulted in increased clustering among adults from 1979 to 1987. 
It is also consistent with field observations that suggest lightning or wind frequently 
kills clusters of adjacent adult trees. 
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Figure 32. Plot of L^^(r) against distance r (circles), L|j(r) against r (solid line), 
and upper and lower envelopes for 199 simulations of a q( —thinning 
A  • À 
process with prameter q( = 0.4902. The functions L|j(r) and L^(r), 
and the distance r are measured in meters 
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Figure 33. Plot of Ljj(r) against distance r (circles), L2j(r) against r (solid line), 
upper and lower envelopes for 199 simulations of a q' —thinning 
process with prameter q( = 0.9119. The functions L22(r) and 
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Figure 34. Plot of L*g(r) against distance r (circles), ^^^(r) against r (solid line), 
and upper and lower envelopes for 199 simulations ofaq* ^ '—thinning 
A  %  
process with prameter q( = 0.8967. The functions Lga(r) and 
Lgg(r), and the distance r are measured in meters 
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Figure 35. Plot of Lig(r) against distance r (circles), L^g(r) against r (solid line), 
and upper ànd lower envelopes for 199 simulations of a q( -thinning 
process with prameter (q' *),q(3))== (0.4902, 0.8967). The functions 
L^3(r) and [^^(r), and the distance r are measured in meters 
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8. DISCUSSION 
By reducing a space—time survival point process into its components and 
analyzing each component process separately, questions concerning the role of 
competitive interactions in determining the population structure of this longleaf pine 
forest can be addressed. These questions could not have been answered from an 
analysis of the superposition of the component processes. In Section 4, results of the 
exploratory analysis of the spatial point pattern of trees in 1979 indicate that juveniles, 
subadults, and adults are all clustered, a result which is not consistent with what is 
traditionally expected under competition. However, a negative association between 
juveniles and adults in Figure 6 does suggest that juveniles occur in forest openings, 
isolated from adult trees, which is consistent with the hypothesis that competitive 
interactions reduce seedling survivorship near adult trees. An analysis of the static 
spatial point pattern in 1979 does not reveal the effects of interactions, among trees, on 
tree growth or tree survivorship. 
Analyses of the spatial birth process, the spatial growth process, and the space-
time survival process explore the contribution of competitive interactions to each of 
these component processes. An analysis of the spatial birth process (Section 5) 
indicates that births tend to occur close to disturbance paths, and in isolation from 
large adult trees. The latter is consistent with results of the exploratory analysis of the 
spatial point pattern in 1979, and suggests that interactions with subadults and adults 
influence patterns of seedling survivorship. An analysis of the survival process (Section 
7) suggests that interactions with subadults and adults continues to influence 
survivorship of juveniles, but such interactions appear to have no influence on the 
survivorship of larger size classes. Competitive interactions evidently influence growth 
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increments of all size classes of trees, as suggested by the spatial growth-process 
models (Section 6). However, juvenile and subadult growth rates appear to be more 
strongly influenced by such interactions, than adult growth rates. 
Births of longleaf pines tend to occur in forest openings isolated from large adult 
trees, so individual trees tend to spend their lifetimes clustered in single—aged cohorts. 
Consequently, the population dynamics of longleaf pine should be strongly influenced 
by processes occurring within and between neighboring cohorts (Piatt et al., 1988). 
The results of our analyses suggest that competition with larger size classes results in 
reduced juvenile survivorship. In addition, interactions with larger size classes 
influence growth of both juveniles and subadults. May et oL (1974) and Tschumy 
(1982) suggest that such interactions among size classes may result in oscillations in 
population size. 
Diagnostic plots revealed that spatial growth-process and survival—process 
models fit the longleaf pine data acceptably. However, the birth-process model failed 
to fit the data for recruits or juveniles. Although the birth—process describes 
adequately the negative association between births and large trees, this model does not 
describe the observed patterns of clustering among either recruits or juveniles. 
The intense clustering of recruits and juveniles might result from positive 
interactions, enhancing survivorship. An inhomogeneous Markov point process model 
{e.g., Ogata and Tanemura, 1986), including interaction potentials with attractive 
components, might be used to model positive interactions among births. Markov point 
processes with attractive components are frequently unstable and are difficult to 
simulate efGciently (Gates and Westcott, 1986), thus causing difficulty with maximum 
likelihood estimation. However, an interaction potential with a hard core, within 
which no two trees can coexist, would be stable. An inhomogeneous Markov point 
254 
process model for the birth process is currently under investigation. 
Our analyses involved fitting models to a single realization of a space—time 
survival point process, and did not involve the analysis of the results of any 
experimental manipulation of the forest. Therefore, care must be taken when 
attempting to infer mechanism from the results of our analyses. Alternative 
hypotheses should be considered. For example, our models suggest that competitive 
interactions with subadults and adults reduce juvenile growth and juvenile 
survivorship. However, it is possible that juveniles, located close to subadults and 
adults, coincidentally tend to occur on poorer soils. So patterns of juvenile 
survivorship and growth might result from environmental inhomogeneity, and not 
competitive interactions. Experimental manipulations might be performed to test 
these alternative hypotheses. For example, one might selectively remove individual 
trees, and then test for responses in the pattern of births of new trees, or the survival 
or growth of the remaining trees. Unfortunately, since trees are long-lived, the results 
of experimental manipulations may take years to come to fruition. In addition, we are 
reluctant to remove trees from one of the few remaining old-growth stands of longleaf 
pine still in existence. Alternatives to experimental manipulation can be considered. 
One approach would be to use the model to predict the future and see how closely 
those predictions hold. Alternatively, out-of-sample validation may be used to test if 
the model fits data from other regions of the forest. These approaches are currently 
under investigation. 
Although we have illustrated the reductionist approach on forest data, this 
approach could also be applied to data from other disciplines. For example, the 
locations of towns in a region can also be modeled as a space-time survival point 
process. However, models for this process are probably very different from the model. 
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for the longleaf pine forest. The establishment of towns might be influenced by 
geographic features such as rivers or mountain passes, or the locations of certain other 
natural resources. Unlike longleaf pine, it might be reasonable to assume that only one 
birth or death of a town can occur within a small interval of time. In general, the 
science of the process should be considered during model building. Hence, very 
specialized models may be required for point patterns in different scientific disciplines. 
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10. APPENDIX A 
This appendix presents the data for the spatial locations and diameters of all 
longleaf pines in the 200 x 200 m study region A. Table 21 gives the data for juveniles, 
subadults, and adults. Juveniles are trees between 2 and 10 cm diameter in 1979, 
adults are between 10 and 30 cm diameter in 1979, and adults are at least 30 cm 
diameter in 1979. The data for recruits is presented in Table 22. Recruits are trees 
that were less than 2 cm diameter in 1979, but are at least 2 cm diameter in 1987. 
Table 21. Locations and diameters at breast height (in centimeters) of all juveniles, 
subadults, and adults in the 200 x 200 m sample region in 1979. The X 
coordinates are distances in meters from the tree to the southern 
boundary, and the Y coordinates are distances in meters from the tree to 
the eastern boundary. Diameters were measured in 1979 and 1987. The 
year of death corresponds to the census in which the mortality of the 
given tree was first recorded 
Diameter at Breast Height 














































Table 21. (continued) 
Diameter at Breast Height 
year of death X Y 1979 1988 
156.1 38.7 28.3 32.6 
157.6 42.8 11.2 14.8 
154.4 36.2 33.8 38.9 
150.8 45.8 2.5 
144.6 25.4 4.2 9.0 
142.7 25.4 2.5 5.9 
144.0 28.3 31.2 33.6 
143.5 36.9 16.4 24.3 
123.1 14.3 53.2 55.3 
113.9 13.1 67.3 
114.9 8.1 37.8 
101.4 9.3 49.9 51.7 
105.7 9.1 46.3 47.1 
106.9 14.7 40.5 42.0 
127.0 29.7 57.7 
129.8 45.8 58.0 62.0 
136.3 44.2 54.9 57.3 
106.7 49.4 25.3 28.0 
103.4 49.6 18.4 23.0 
98.0 27.7 39.0 42.4 
93.5 28.7 15.1 19.7 
82.3 16.8 35.6 39.0 
79.2 25.3 21.6 25.7 
84.2 29.0 17.2 22.8 
88.8 35.1 22.3 26.0 
82.5 36.3 18.2 22.0 
75.6 28.1 55.6 
72.9 36.2 23.2 27.5 
79.1 43.6 27.0 31.9 
50.0 48.8 50.1 52.2 
59.9 34.4 45.5 47.6 
60.5 13.0 47.2 49.2 
60.2 11.4 37.8 38.3 
66.5 15.9 31.9 34.8 
70.4 6.6 38.5 42.1 
70.7 2.2 23.8 25.8 
71.7 1.9 46.3 49.7 
89.7 4.9 72.0 73.2 
10.8 0.0 31.4 32.2 
26.4 5.4 55.1 56.6 
11.0 5.5 36.0 38.1 
5.1 3.9 28.4 30.9 
10.1 8.5 24.8 26.5 
18.9 11.3 44.1 45.7 







Table 21. (continued) 
Diameter at Breast Height 
1979 1988 year of death 
41.1 9.2 47.5 49.0 
41.2 12.6 58.0 59.9 
33.9 21.4 36.9 37.9 
40.8 39.8 65.6 66.5 
49.7 18.2 52.9 54.4 
6.7 46.9 39.5 40.1 
11.6 46.9 42.7 43.4 
17.2 47.9 44.4 45.6 
19.4 50.0 40.3 
26.9 47.2 53.5 55.5 
39.6 47.9 44.2 45.6 
38.0 50.7 53.8 55.7 
19.1 45.2 38.0 39.2 
32.1 35.0 48.3 50.5 
28.4 35.5 42.9 
3.8 44.8 40.6 42.1 
8.5 43.4 34.5 34.4 
11.2 40.2 45.7 46.9 
22.4 34.3 51.8 52.6 
23.8 33.3 52.0 
24.9 29.8 44.5 46.6 
9.0 38.9 35.6 36.4 
11.0 34.4 44.1 45.6 
17.5 21.9 51.5 53.8 
4.3 31.3 51.6 
5.9 8.1 33.3 34.7 
1.9 68.5 13.3 15.9 
1.8 71.0 5.7 6.3 
1.1 82.5 3.3 
2.4 95.3 45.9 47.8 
4.6 94.0 32.6 32.9 
3.1 79.5 11.4 12.1 
3.9 72.1 9.1 11.3 
4.1 70.9 5.2 
7.9 68.7 4.9 5.7 
14.8 81.8 42.0 44.8 
9.4 67.7 32.0 35.1 
15.9 78.7 32.8 34.0 
16.6 78.8 22.0 22.9 
18.2 80.3 20.8 22.1 
10.4 61.2 19.2 20.3 
30.9 52.2 43.5 44.3 
48.9 67.8 33.7 35.6 








Table 21. (continued) 
Diameter at Breast Height 
X Y 1979 1988 year of death 
46.3 80.9 36.6 38.2 
44.1 78.0 46.3 47.6 
48.5 94.8 48.3 49.0 
45.9 90.4 20.4 20.5 
44.2 84.0 40.5 41.7 
37.0 64.3 44.0 46.4 
36.3 67.7 40.9 43.9 
36.7 71.5 51.0 53.6 
35.3 78.3 36.5 37.4 
33.5 81.6 42.1 44.0 
29.3 83.8 15.6 16.2 
22.4 84.1 18.5 20.3 
17.1 84.7 43.0 45.5 
27.3 89.4 28.9 30.9 
27.9 90.6 21.3 22.5 
48.4 99.5 30.9 32.7 
43.6 98.4 42.7 44.9 
39.0 97.3 37.6 38.4 
14.9 91.2 47.1 48.6 
6.1 96.2 44.6 46.2 
10.7 98.6 44.3 45.4 
22.2 100.0 26.1 28.0 
32.7 99.1 25.9 27.5 
0.9 100.0 41.4 43.2 
93.5 96.2 59.5 61.2 
85.1 90.6 26.1 28.5 
80.4 90.7 21.7 25.8 
71.0 88.8 42.4 43.3 
73.0 85.6 40.2 40.9 
56.7 95.3 37.4 37.9 
66.5 86.2 40.1 41.9 
67.0 84.7 39.5 41.4 
62.9 87.9 32.5 33.2 
61.8 89.0 39.5 40.7 
51.9 94.5 35.6 37.0 
60.9 71.6 44.1 46.0 
61.0 69.8 42.2 44.2 
61.7 66.2 39.4 41.5 
57.3 68.4 35.5 36.7 
54.2 76.4 39.1 42.0 
76.1 52.9 9.5 
67.2 57.6 48.4 51.1 
81.9 58.5 31.9 34.5 
90.1 59.6 30.7 34.9 
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Table 21. (continued) 
Diameter at Breast Height 
X Y 1979 1988 year of death 
92.8 61.5 11.4 13.4 
91.3 69.5 33.4 35.0 
95.9 59.7 35.8 36.5 
93.4 71.5 54.4 55.8 
89.6 86.3 33.6 36:4 
99.5 78.9 35.5 37.2 
100.6 53.1 7.4 1982 
103.5 72.1 36.6 38.5 
104.7 74.0 19.1 20.7 
104.0 67.1 34.9 37.5 
104.2 64.7 37.3 1984 
105.0 59.8 16.3 19.0 
111.8 73.2 39.1 41.8 
112.4 69.8 26.5 38.2 
110.0 65.9 25.0 26.2 
120.4 79.2 46.8 50.1 
109.4 62.5 18.7 19.2 
109.7 62.9 23.2 25.3 
113.3 60.4 20.4 1986 
118.0 69.3 42.3 44.0 
126.5 69.2 38.1 40.5 
125.1 68.2 17.9 19.6 
114.2 54.6 39.7 42.0 
110.6 51.5 14.5 17.1 
147.3 73.8 33.5 34.7 
146.7 73.0 56.0 1985 
148.1 86.2 66.1 69.5 
138.2 73.4 26.3 29.3 
135.7 70.7 44.8 46.7 
134.9 72.7 24.2 25.9 
133.4 77.1 35.7 37.9 
129.9 76.1 12.1 1983 
126.5 77.3 35.4 36.4 
129.1 83.1 32.7 34.2 
134.4 87.0 30,1 33.0 
130.7 90.1 28.4 32.0 
130.9 90.7 16.5 18.0 
132.0 94.5 12.7 13.6 
136.8 96.7 5.5 7.9 
137.7 98.0 2.5 1984 
157.8 99.9 3.0 5.9 
187.1 98.1 3.2 1984 
190.6 92.1 3.2 1984 
185.4 93.1 4.0 1983 
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Table 21. (continued) 
Diameter at Breast Height 
X Y 1979 1988 year of death 
186.6 92.2 3.6 1983 
185.9 91.7 3.8 1983 
184.3 92.1 4.3 1983 
188.2 91.2 3.3 1983 
179.5 92.6 2.8 5.4 
186.1 91.0 3.2 1984 
178.3 92.4 5.8 1984 
178.6 91.8 3.5 6.9 
186.2 90.3 2.3 1983 
185.2 89.9 3.8 6.1 
185.5 89.8 3.2 6.5 
185.8 89.1 4.4 6.0 
186.5 88.8 3.9 1983 
176.7 92.3 7.8 15.3 
177.7 91.5 4.7 10.0 
184.0 89.0 4.8 7.2 
184.1 88.2 2.8 1983 
183.5 88.5 4.8 9.1 
183.0 88.0 5.4 10.6 
176.1 91.0 4.3 8.3 
175.6 90.2 4.0 8.6 
173.8 89.9 3.2 8.2 
164.9 93.7 2.8 1984 
163.0 95.3 4.9 1985 
163.2 94.1 3.5 1984 
162.4 94.5 2.9 1984 
161.5 94.9 2.4 4.0 
162.2 94.3 3.3 1984 
161.0 94.7 2.1 5.0 
154.9 96.2 3.9 7.2 
154.6 92.7 5.0 12.2 
152.9 93.7 2.3 4.3 
153.2 93.2 2.2 4.8 
168.2 73.0 67.7 69.4 
151.6 93.0 2.9 6.5 
151.4 93.4 2.4 4.4 
157.6 67.2 56.3 57.6 
149.4 63.0 39.4 41.2 
149.4 64.3 59.5 61.3 
167.3 54.6 42.4 1987 
157.4 51.5 63.7 64.8 
181.5 66.1 66.6 1981 
196.5 55.2 69.3 1984 
189.9 85.2 56.9 57.9 
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Table 21. (continued) 
Diameter at Breast Height 
X Y 1979 1988 year of death 
155.1 149.2 23.5 26.0 
154.5 148.4 9.1 1986 
152.7 146.7 19.6 21.5 
155.8 145.4 32.3 36.8 
161.2 138.1 3.7 6.5 
161.0 138.1 2.7 5.6 
162.1 136.9 2.5 1985 
166.2 132.0 2.5 4.0 
168.7 133.4 2.4 6.5 
169.3 133.7 7.2 8.0 
174.1 135.6 7.3 13.0 
173.0 127.4 3.0 7.0 
174.0 125.7 2.2 5.5 
177.3 121.0 2.2 1985 
177.6 120.3 2.2 1985 
195.7 144.1 59.4 1986 
197.0 142.5 48.1 50.6 
178.2 112.6 51.5 51.9 
173.8 112.7 50.3 52.4 
172.8 124.4 2.9 4.4 
162.7 114.6 19.1 24.8 
164.6 120.9 15.1 17.0 
162.9 119.9 29.9 34.3 
158.4 113.4 14.9 16.7 
153.9 108.3 38.7 41.9 
156.1 116.0 31.5 34.7 
156.5 118.9 27.8 31.4 
156.8 122.3 28.5 31.0 
159.0 126.1 21.6 24.6 
161.3 132.8 2.6 1984 
160.6 132.6 2.3 1984 
161.3 134.9 3.5 1981 
159.7 129.8 3.6 4.5 
161.7 136.1 2.6 1985 
159.0 133.6 2.7 1984 
160.0 134.8 2.6 3.5 
160.2 135.5 2.2 1984 
159.1 136.5 2.7 3.0 
154.7 126.8 30.1 33.2 
151.9 127.5 16.6 18.0 
151.3 124.7 10.4 10.5 
151.0 127.3 11.8 11.4 
150.4 123.0 32.3 35.0 
149.6 124.6 33.5 33.9 
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Table 21. (continued) 
Diameter at Breast Height 
X Y 1979 1988 year of death 
146.2 127.1 30.5 32.2 
146.1 127.4 10.5 11.1 
144.4 131.8 13.8 15.1 
143.3 131.5 22.8 26.6 
140.6 137.7 31.7 35.2 
143.2 125.4 10.1 10.7 
141.0 127.8 7.8 1982 
140.1 127.3 17.0 19.3 
140.9 121.4 36.4 39.5 
135.0 132.3 19.6 23.9 
139.3 122.9 15.0 1980 
142.0 117.2 28.8 31.4 
140.4 117.2 20.1 21.5 
138.5 121.5 39.3 41.3 
135.3 126.6 15.0 16.8 
135.0 124.0 24.5 27.8 
136.2 122.1 15.0 15.5 
129.7 127.0 22.2 24.5 
134.8 120.2 27.5 29.2 
136.9 116.8 10.8 1986 
137.0 116.0 26.2 29.6 
128.9 124.2 10.2 1983 
127.5 125.0 18.9 21.5 
127.6 121.7 44.2 45.7 
129.7 119.0 13.8 14.5 
126.6 121.1 16.7 17.9 
127.1 119.9 14.5 16.0 
120.7 115.6 12.0 16.4 
115.3 112.6 2.2 1987 
134.1 105.2 2.3 1985 
134.6 104.1 3.2 5.0 
135.6 103.3 3.0 4.9 
128.9 102.6 50.6 52.2 
116.3 106.5 2.6 1984 
104.3 104.0 50.0 1985 
111.5 100.0 52.2 1986 
100.5 149.7 5.2 6.7 
100.0 145.5 5.2 1984 
100.8 145.0 6.7 7.4 
100.9 143.5 14.0 15.7 
100.3 140.8 12.7 15.5 
101.5 120.8 59.5 61.4 
99.3 110.6 52.0 52.5 
99.2 106.0 45.9 47.3 
270 
Table 21. (continued) 
Diameter at Breast Height 
X Y 1979 1988 year of death 
102.0 137.1 18.0 22.6 
105.4 115.7 43.5 45.8 
103.6 134.2 3.3 1981 
103.9 139.4 4.3 1984 
102.6 141.6 7.4 7.5 
102.0 143.3 10.1 10.3 
102.1 144.4 23.1 27.0 
103.5 141.3 8.1 8.8 
102.9 143.8 5.7 1983 
105.7 138.2 13.3 15.4 
106.6 135.1 12.8 15.9 
108.5 133.2 11.6 1983 
105.2 142.3 6.3 7.0 
107.5 138.5 17.8 22.2 
107.9 139.5 3.7 1982 
116.5 122.6 19.0 22.5 
114.5 127.7 11.2 11.3 
115.3 127.4 27.6 30.2 
115.3 128.1 14.5 15.2 
119.0 127.4 34.4 37.8 
119.4 127.7 20.0 22.6 
104.4 145.1 6.3 6.3 
104.9 145.0 18.4 22.9 
101.5 148.4 5.4 1982 
102.4 148.7 5.4 1984 
123.4 128.9 26.0 27.8 
123.8 135.1 22.3 26.5 
127.0 133.8 35.2 37.6 
109.6 145.9 24.1 27.2 
112.4 145.0 6.9 8.9 
133.1 144.8 61.0 1986 
139.4 143.1 20.6 1982 
140.4 143.6 6.5 1985 
139.7 145.8 20.0 24.8 
145.5 148.4 8.9 1986 
146.4 148.4 27.6 31.5 
105.8 149.8 4.5 5.4 
96.7 149.1 9.2 12.4 
66.5 150.0 2.3 1984 
55.7 148.5 5.0 1980 
54.7 146.8 4.0 1980 
57.1 144.0 21.8 26.5 
61.7 145.3 10.9 12.0 
60.1 143.7 14.9 18.2 
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Table 21. (continued) 
Diameter at Breast Height 
X Y 1979 1988 year of death 
77.7 144.8 45.0 46.1 
67.2 139.3 16.4 22.0 
80.7 133.2 43.3 44.4 
85.1 133.5 55.6 57.0 
94.7 143.7 10.6 13.6 
81.2 125.0 45.9 47.6 
81.9 123.2 45.2 46.9 
83.8 123.1 35.5 37.0 
84.8 121.4 43.6 45.8 
82.9 119.2 44.6 1986 
82.1 116.4 38.8 39.4 
84.3 114.8 34.9 36.1 
96.7 . 142.6 17.0 21.7 
92.0 109.0 50.4 1986 
78.5 102.5 33.8 34.6 
78.7 103.0 51.1 52.0 
59.5 107.4 21.8 1980 
56.5 105.5 46.5 48.6 
64.3 132.1 5.6 5.9 
56.8 116.0 46.0 47.0 
62.2 137.7 7.8 9.0 
58.2 125.1 54.9 55.9 
54.1 115.5 45.5 46.3 
59.5 138.1 9.2 9.2 
58.6 140.3 13.2 1985 
58.8 141.5 15.3 17.7 
57.9 137.3 8.5 10.5 
57.9 140.7 7.0 1980 
57.5 142.3 11.8 13.0 
57.3 141.7 8.5 8.5 
56.0 137.7 9.5 11.3 
53.4 139.3 7.0 1985 
53.1 136.0 10.5 13.1 
54.0 137.7 6.6 1981 
54.5 136.7 6.6 1987 
53.3 137.8 8.8 9.7 
52.1 139.3 11.6 1986 
48.0 114.4 48.2 49.2 
44.2 129.6 36.2 37.2 
39.4 136.8 44.9 46.2 
42.7 124.0 43.0 44.2 
38.1 134.4 37.5 38.6 
37.1 131.9 31.5 31.5 
37.6 125.4 39.9 41.5 
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Table 21. (continued) 
Diameter at Breast Height 


























































































Table 21. (continued) 
Diameter at Breast Height 
X Y 1979 1988 year of death 
6.0 184.1 43.8 45.0 
1.6 194.9 53.0 54.6 
43.6 197.3 48.1 50.3 
39.4 195.5 41.9 1980 
37.1 196.1 48.0 49.4 
23.7 193.9 75.9 75.9 
21.5 187.9 40.4 41.2 
27.7 188.7 40.9 42.2 
32.3 178.9 39.4 40.7 
32.6 168.6 40.9 44.4 
37.7 176.9 17.6 18.5 
40.4 179.3 37.7 38.8 
41.0 176.6 36.8 37.8 
43.9 182.2 33.6 34.8 
44.7 184.6 47.9 49.5 
45.6 175.2 32.0 32.3 
47.5 175.9 40.3 41.4 
51.2 177.9 42.5 44.0 
55.0 159.3 59.7 61.3 
58.0 180.3 44.2 45.7 
54.6 188.7 30.9 35.9 
58.9 180.0 39.5 40.5 
63.9 178.6 48.7 50.5 . 
64.3 178.9 32.8 34.3 
65.6 179.3 47.2 49.3 
61.0 184.9 42.1 43.0 
63.1 183.3 43.8 44.8 
86.1 186.9 30.5 32.1 
65.8 194.9 28.3 29.2 
90.0 195.1 10.4 12.5 
94.3 196.1 15.0 19.5 
91.9 197.1 7.4 1986 
86.5 197.4 15.3 18.0 
87.5 199.3 17.5 20.1 
93.9 199.2 5.0 1980 
92.4 199.3 12.2 13.6 
81.8 198.9 9.0 9.2 
99.0 158.1 2.4 1985 
94.1 187.2 13.7 18.7 
95.4 182.9 13.1 17.7 
97.1 168.4 12.8 16.6 
94.7 179.8 2.9 1984 
89.3 185.0 7.3 9.5 
90.8 174.0 52.7 54.3 
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Table 21. (continued) 
Diameter at Breast Height 
X Y 1979 1988 year of death 
95.3 158.4 8.7 11.1 
90.9 162.1 3,6 1985 
90.2 162.1 4.6 1982 
90.2 161.7 11.4 15.9 
90.6 160.8 11.0 1985 
93.0 158.0 18.7 24.5 
78.4 172.4 5.6 7.3 
76.2 171.4 2.1 1980 
75.8 171.0 3.3 1980 
75.7 169.7 11.5 14.1 
82.7 163.5 2.6 1983 
76.7 166.3 4,4 1987 
74.7 167.1 18,3 24.0 
79.4 170.8 7,5 9.0 
74.2 164.3 17,2 21.7 
73.9 162.7 4.6 1980 
81.7 156.7 32.0 35.2 
79.5 156.3 56.7 59.0 
79.2 155.6 27.0 29,3 
61.6 158.2 2.6 1981 
70.3 153.1 4.9 7.0 
79.8 151.8 35.0 37,9 
110.1 .150.4 23.7 28,8 
116.1 156.8 42.9 44,8 
114.0 165.1 14.2 17.3 
103.2 154.4 3.3 4,1 
112.3 167.0 28.4 34,1 
110.4 167.3 10.0 1985 
110.6 166.4 6.4 1983 
107,0 165.0 22.0 29.8 
105.6 160.6 4.3 1982 
104.0 162.4 10.0 12,5 
104.0 166.1 9.2 10,7 
103,7 167,2 3,7 1985 
108,6 182,1 66.7 67,8 
105,7 182,6 68,0 68,7 
102.8 169,7 23,1 28,8 
101.5 171,8 5.7 1985 
100,4 170,5 11.7 12.9 
144,1 199,0 40.4 41.1 
138.3 197,9 43.3 45.0 
142.7 197,2 60.2 1986 
118,8 188,0 55.5 57.3 
142,3 173,3 54.1 56.0 
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Table 21. (continued) 
Diameter at Breast Height 
X Y 1979 1988 year of death 
143.8 156.0 22.3 28.4 
145.3 155.6 21.4 26.9 
151.2 192.2 55.7 1985 
153.7 176.5 51.4 53.0 
153.5 159.9 2.2 1984 
155.9 183.7 58.8 61.4 
160.4 176.6 47.5 49.1 
171.3 185.1 52.2 53.7 
182.8 187.4 56.3 58.0 
182.5 196.0 39.8 41.2 
176.3 197.7 38.1 39.8 
161.9 199.4 38.9 40.3 
199.5 179.4 9.7 10.6 
197.6 176.9 7.4 7.9 
196.3 192.4 22.1 25.7 
195.7 180.5 16.9 1985 
196.2 177.1 5.9 1982 
196.3 176.0 10.5 1985 
193.7 185.8 9.5 10.8 
191.7 189.2 45.9 1986 
194.5 173.8 11.4 14.3 
192.7 177.3 7.8 9.0 
188.9 182.1 14.4 17.0 
190.1 174.4 8.3 9.2 
186.9 179.4 30.6 34.8 
186.9 174.7 23.9 27.9 
181.2 176.9 5.2 1983 
181.1 176.1 7.6 8.7 
177.2 174.5 27.8 29.7 
182.8 162.9 49.6 51.5 
180.0 160.2 51.0 52.2 
189.1 156.3 50.7 1986 
196.9 151.4 43.4 1986 
171.4 161.6 55.6 1986 
169.1 160.0 4.3 7.3 
162.5 157.3 2.5 1981 
156.7 155.3 23.5 29.5 
154.1 150.8 8.0 1986 
87.7 200.0 11.7 11.6 
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Table 22. Locations and diameters at breast height (in centimeters) of all recruits 
in the 200 x 200 m sample region in 1987. The X coordinates are 
distances in meters from the tree to the southern boundary, and the Y 
coordinates are distances in meters from the tree the the eastern 
boundary 
X Y Diameter 
191.7 41.1 2.3 
176.2 32.5 2.7 
177.3 32.8 2.2 
141.9 13.0 2.3 
141.9 12.0 2.7 
189.9 89.8 2.0 
179.4 92.9 3.7 
178.1 94.8 3.3 
178.4 95.2 2.2 
179.1 93.8 3.4 
178.9 93.3 3.7 
178.3 93.3 3.6 
175.3 92.8 3.9 
174.8 93.6 2.6 
196.5 88.5 2.2 
195.6 88.9 2.5 
191.4 89.2 2.8 
188.0 88.5 2.5 
187.8 88.9 2.0 
187.5 87.7 2.1 
184.7 86.5 2.3 
184.6 86.8 2.3 
184.2 86.0 2.0 
184.6 87.0 2.6 
184.3 86.3 2.9 
183.9 86.5 2.5 
184.5 86.7 2.2 
184.9 87.0 2.8 
184.5 88.6 2.1 
185.5 87.6 2.7 
175.8 91.9 3.4 
176.0 85.1 2.8 
177.8 87.9 2.3 
179.0 91.6 2.9 
175.1 90.8 3.5 
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Table 22. (continued) 
X Y Diameter 
173.5 90.9 3.0 
173.4 94.0 3.4 
174.0 85.2 2.1 
173.7 84.8 2.3 
173.5 84.0 2.8 
174.0 84.4 3.0 
174.1 84.5 2.1 
172.9 89.9 2.9 
157.7 95.7 5.3 
159.9 95.6 4.0 
164.9 93.5 2.5 
162.0 94.4 3.2 
159.2 92.6 3.6 
159.8 93.8 4.1 
159.2 94.4 3.1 
158.3 94.5 3.2 
157.7 94.5 2.4 
158.1 93.7 3.1 
157.7 93.4 3.5 
158.2 93.2 2.2 
157.6 99.3 3.5 
150.2 94.4 2.9 
147.3 91.4 2.0 
145.9 93.2 2.5 
165.5 56.4 2.1 
166.0 55.6 2.2 
192.0 105.1 3.6 
177.4 122.1 2.0 
160.7 135.0 2.5 
131.8 104.5 3.2 
171.5 155.2 2.4 
168.5 154.4 2.7 
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11. APPENDIX B 
This appendix presents the digitized data for the spatial locations of disturbance 
paths in and around the 200 x 200 m study region A. Each pair of coordinates, 
(Xi, Yi) and (Xj, Yg) defines a line segment. The union of the line segments defines 
the locations of the disturbance paths. The X coordinates are distances in meters to 
the southern boundary of the plot and Y coordinates are distances in meters to the 
eastern boundary. 
Table 23. Digitized locations of disturbance paths 
Xi Y, x. Yz 
200.3 82.0 196.3 79.9 
196.3 79.9 193.2 78.4 
193.2 78.4 188.9 76.3 
188.9 76.3 186.3 75.0 
186.3 75.0 182.5 73.5 
182.5 73.5 179.3 71.5 
179.3 71.5 174.8 69.4 
174.8 69.4 170.0 67.0 
170.0 67.0 165.5 64.8 
165.5 64.8 162.0 63.3 
162.0 63.3 158.7 61.6 
158.7 61.6 155.7 60.5 
155.7 60.5 152.6 59.3 
152.6 59.3 149.7 58.2 
149.7 58.2 148.2 57.0 
148.2 57.0 145.0 54.6 
145.0 54.6 142.0 52.1 
142.0 52.1 139.1 49.8 
139.1 49.8 136.6 48.0 
136.6 48.0 131.7 43.8 
131.7 43.8 129.0 41.3 
129.0 41.3 125.8 39.3 
125.8 39.3 123.0 38.0 
123.0 38.0 119.6 35.7 
Table 23. (continued) 
X. Yi Xa Yg 
119.6 35.7 117.8 34.9 
117.8 34.9 116.2 33.8 
116.2 33.8 113.9 32.2 
113.9 32.2 111.4 30.4 
111.4 30.4 108.0 28.7 
108.0 28.7 104.5 27.0 
104.5 27.0 101.5 25.6 
101.5 25.6 99.9 24.8 
99.9 24.8 97.8 24.2 
97.8 24.2 94.2 23.3 
94.2 23.3 91.2 22.4 
91.2 22.4 87.7 21.2 
87.7 21.2 84.6 20.0 
84.6 20.0 81.3 18.8 
81.3 18.8 78.3 17.5 
78.3 17.5 74.3 15.7 
74.3 15.7 71.6 14.5 
71.6 14.5 67.1 12.4 
67.1 12.4 63.3 10.3 
63.3 10.3 61.0 9.7 
61.0 9.7 58.3 9.4 
58.3 9.4 55.4 8.9 
55.4 8.9 52.1 8.3 
52.1 8.3 47.4 7.5 
47.4 7.5 41.9 6.6 
41.9 6.6 37.6 6.0 
37.6 6.0 34.8 5.2 
34.8 5.2 32.8 4.7 
32.8 4.7 30.8 4.2 
30.8 4.2 28.6 3.1 
28.6 3.1 27.1 2.3 
27.1 2.3 25.2 1.0 
25.2 1.0 24.4 0.1 
24.4 0.1 21.5 —2.8 
21.5 —2.8 19.3 -4.9 
19.3 -4.9 16.6 -7.9 
193.2 78.4 195.9 75.7 
195.9 75.7 198.6 71.9 
198.6 71.9 200.6 68.9 
200.6 68.9 201.4 67.6 
201.4 67.6 201.9 65.0 
201.9 65.0 202.4 61.3 
202.4 61.3 202.7 57.8 
202.7 57.8 202.5 55.7 
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Table 23. (continued) 
xi Y i  ÏE] 
202.5 55.7 202.1 53.8 
202.1 53.8 200.9 50.4 
200.9 50.4 199.4 48.1 
199.4 48.1 197.9 46.3 
197.9 46.3 196.4 44.6 
196.4 44.6 194.4 42.5 
194.4 42.5 191.3 39.7 
191.3 39.7 188.2 37.7 
188.2 37.7 185.2 36.8 
185.2 36.8 182.9 35.9 
182.9 35.9 181.2 35.3 
181.2 35.3 177.7 34.4 
177.7 34.4 174.6 33.1 
174.6 33.1 171.1 32.2 
171.1 32.2 167.2 31.8 
167.2 31.8 165.4 32.1 
165.4 32.1 164.0 32.6 
164.0 32.6 162.3 33.9 
162.3 33.9 161.1 35.3 
161.1 35.3 158.1 38.5 
158.1 38.5 155.6 41.1 
155.6 41.1 154.4 42.1 
154.4 42.1 152.9 43.5 
152.9 43.5 151.7 46.0 
151.7 46.0 150.9 47.4 
150.9 47.4 150.4 49.2 
150.4 49.2 149.8 53.1 
149.8 53.1 149.5 56.7 
149.5 56.7 149.8 58.3 
149.8 58.3 150.0 59.4 
150.0 59.4 150.6 61.4 
150.6 61.4 151.9 64.7 
151.9 64.7 152.3 66.0 
152.3 66.0 153.5 67.8 
153.5 67.8 154.4 69.4 
154.4 69.4 155.5 71.1 
155.5 71.1 156.3 72.8 
156.3 72.8 158.0 74.6 
158.0 74.6 159.5 76.1 
159.5 76.1 161.3 78.1 
161.3 78.1 163.7 80.3 
163.7 80.3 166.6 83.1 
166.6 83.1 . 168.1 84.2 
168.1 84.2 169.8 85.0 
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Table 23. (continued) 
Xi Yi Xa Ya 
169.8 85.0 173.3 86.3 
173.3 86.3 175.1 86.8 
175.1 86.8 177.0 86.8 
177.0 86.8 178.0 86.7 
178.0 86.7 179.7 86.4 
179.7 86.4 181.4 85.8 
181.4 85.8 183.1 84.9 
183.1 84.9 185.9 84.1 
185.9 84.1 189.9 81.6 
189.9 81.6 191.6 79.7 
191.6 79.7 192.8 78.5 
117.7 34.8 116.3 37.0 
116.3 37.0 114.6 39.6 
114.6 39.6 112.5 43.6 
112.5 43.6 110.8 47.0 
110.8 47.0 109.7 49.5 
109.7 49.5 107.3 53.1 
107.3 53.1 105.4 56.1 
105.4 56.1 103.5 . 59.0 
103.5 59.0 102.1 61.2 
102.1 61.2 101.0 64.5 
101.0 64.5 100.1 67.1 
100.1 67.1 99.0 70.3 
99.0 70.3 98.3 73.1 
98.3 73.1 97.1 75.5 
97.1 75.5 96.4 77.0 
96.4 77.0 95.6 79.5 
95.6 79.5 94.5 82.8 
94.5 82.8 93.6 85.9 
93.6 85.9 93.1 88.1 
93.1 88.1 92.7 89.5 
92.7 89.5 92.0 91.1 
92.0 91.1 91.4 92.5 
91.4 92.5 90.4 94.1 
90.4 94.1 89.1 96.2 
89.1 96.2 88.3 97.4 
88.3 97.4 87.3 99.1 
87.3 99.1 86.2 100.7 
86.2 100.7 84.8 103.2 
84.8 103.2 84.0 104.6 
84.0 104.6 82.8 106.4 
82.8 106.4 82.2 108.1 
82.2 108.1 81.4 109.5 
81.4 109.5 80.8 111.5 
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Table 23. (continued) 
Xi Y. Xa Ya 
80.8 111.5 80.2 114.2 
80.2 114.2 79.0 117.4 
79.0 117.4 77.8 120.8 
77.8 120.8 76.7 124.8 
76.7 124.8 75.4 127.9 
75.4 127.9 73.5 131.4 
73.5 131.4 72.1 134.8 
72.1 134.8 70.6 138.5 
70.6 138.5 69.4 140.9 
69.4 140.9 68.2 142.6 
68.2 142.6 66.9 143.6 
66.9 143.6 65.4 144.3 
65.4 144.3 63.8 145.3 
63.8 145.3 61.6 147.3 
61.6 147.3 59.2 149.8 
59.2 149.8 57.8 151.1 
57.8 151.1 55.2 153.1 
55.2 153.1 52.4 155.2 
52.4 155.2 50.2 157.0 
50.2 157.0 48.9 158.4 
48.9 158.4 47.7 160.2 
47.7 160.2 46.8 162.0 
46.8 162.0 45.8 164.0 
45.8 164.0 44.2 166.9 
44.2 166.9 43.8 169.7 
43.8 169.7 43.0 173.5 
43.0 173.5 42.3 176.7 
42.3 176.7 41.9 179.4 
41.9 179.4 40.5 182.6 
40.5 182.6 38.7 185.7 
38.7 185.7 36.5 189.9 
36.5 189.9 33.8 194.0 
33.8 194.0 32.1 196.3 
32.1 196.3 30.1 199.3 
30.1 199.3 28.6 202.0 
100.1 67.0 102.4 68.8 
102.4 68.8 104.5 70.6 
104.5 70.6 106.6 72.0 
106.6 72.0 109.4 74.6 
109.4 74.6 111.3 76.6 
111.3 76.6 113.8 79.3 
113.8 79.3 116.9 81.4 
116.9 81.4 120.3 83.9 
120.3 83.9 122.3 85.3 
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Table 23. (continued) 
Xi ~3 
122.3 85.3 123.7 86.0 
123.7 86.0 125.9 86.8 
125.9 86.8 128.7 87.7 
128.7 87.7 131.8 88.9 
131.8 88.9 134.1 89.6 
134.1 89.6 136.1 89.9 
136.1 89.9 138.5 90.4 
138.5 90.4 140.4 90.6 
140.4 90.6 145.3 91.1 
145.3 91.1 148.4 91.4 
148.4 91.4 150.0 91.6 
150.0 91.6 153.2 92.0 
153.2 92.0 155.3 92.2 
155.3 92.2 159.2 92.5 
159.2 . 92.5 162.6 92.6 
162.6 92.6 165.6 92.8 
165.6 92.8 170.0 91.9 
170.0 91.9 174.0 90.9 
140.7 90.6 137.5 91.5 
137.5 91.5 134.6 92.3 
134.6 92.3 132.6 92.9 
132.6 92.9 131.0 92.9 
131.0 92.9 127.7 93.1 
127.7 93.1 123.9 93.4 
123.9 93.4 120.2 94.0 
120.2 94.0 116.7 94.7 
116.7 94.7 114.5 95.2 
114.5 95.2 112.0 96.0 
112.0 96.0 110.2 96.5 
110.2 96.5 109.5 97.1 
109.5 97.1 108.4 99.2 
108.4 99.2 107.9 100.5 
107.9 100.5 107.8 103.8 
107.8 103.8 108.3 108.6 
108.3 108.6 108.6 112.4 
108.6 112.4 108.6 116.2 
108.6 116.2 108.9 120.0 
108.9 120.0 109.2 122.8 
155.3 92.4 157.9 95.7 
157.9 95.7 160.5 98.6 
160.5 98.6 162.9 101.7 
162.9 101.7 165.6 104.8 
165.6 104.8 167.9 108.2 
167.9 108.2 170.2 111.6 
Table 23. (continued) 
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Table 23. (continued) 


















































































































































































Table 23. (continued) 
X, Y. Xa Ya 
108.6 199.5 107.0 199.1 
107.0 199.1 104.4 198.1 
104.4 198.1 101.1 196.0 
101.1 196.0 99.2 193.6 
99.2 193.6 97.5 190.5 
97.5 190.5 97.1 188.3 
97.1 188.3 97.0 186.6 
97.0 186.6 96.9 183.9 
96.9 183.9 97.8 181.2 
97.8 181.2 98.1 180.0 
98.1 180.0 99.2 178.4 
24.7 200.7 24.8 196.2 
24.8 196.2 24.8 192.6 
24.8 192.6 24.7 189.8 
24.7 189.8 24.8 185.9 
24.8 185.9 25.7 181.6 
25.7 181.6 26.5 178.5 
26.5 178.5 27.3 175.3 
27.3 175.3 28.0 171.4 
28.0 171.4 28.6 167.5 
28.6 167.5 29.6 161.3 
29.6 161.3 29.9 157.8 
29.9 157.8 29.8 154.7 
29.8 154.7 29.9 151.4 
29.9 151.4 30.6 147.6 
30.6 147.6 31.4 144.9 
31.4 144.9 32.0 140.7 
32.0 140.7 32.5 137.8 
32.5 137.8 33.4 132.8 
33.4 132.8 33.6 129.0 
33.6 129.0 33.4 126.5 
33.4 126.5 33.0 124.0 
33.0 124.0 32.9 121.5 
32.9 121.5 32.6 117.7 
32.6 117.7 32.2 115.1 
32.2 115.1 31.2 111.1 
31.2 111.1 30.4 107.6 
30.4 107.6 28.9 104.9 
28.9 104.9 28.1 102.6 
28.1 102.6 26.7 100.1 
26.7 100.1 24.2 96.6 
24.2 96.6 23.0 93.9 
23.0 93.9 22.0 91.0 
22.0 91.0 21.1 87.9 
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Table 23. (continued) 
Xi Yi Xa Ya 
21.1 87.9 20.4 84.8 
20.4 84.8 20.4 77.1 
20.4 77.1 20.9 71.5 
20.9 71.5 21.4 68.1 
21.4 68.1 21.5 64.0 
21.5 64.0 21.7 58.8 
21.7 58.8 21.5 54.9 
21.5 54.9 21.8 51.8 
21.8 51.8 21.6 48.6 
21.6 48.6 20.8 45.5 
20.8 45.5 19.6 43.0 
19.6 43.0 18.3 40.1 
18.3 40.1 16.6 37.6 
16.6 37.6 15.1 35.6 
15.1 35.6 13.3 33.6 
13.3 33.6 11.4 31.8 
11.4 31.8 8.9 29.6 
8.9 29.6 6.6 27.8 
6.6 27.8 4.4 26.2 
4.4 26.2 2.2 23.9 
2.2 23.9 0.3 21.7 
32.8 4.7 34.3 8.2 
34.3 8.2 35.6 10.7 
35.6 10.7 37.0 14.6 
37.0 14.6 38.5 17.8 
38.5 17.8 39.8 21.1 
39.8 21.1 40.9 24.9 
40.9 24.9 41.8 27.7 
41.8 27.7 42.9 31.0 
42.9 31.0 44.0 35.2 
44.0 35.2 44.6 38.1 
44.6 38.1 45.0 40.9 
45.0 40.9 45.3 43.6 
45.3 43.6 45.4 46.7 
45.4 46.7 45.8 48.8 
45.8 48.8 45.8 50.9 
45.8 50.9 45.2 . 53.6 
45.2 53.6 44.7 56.1 
44.7 56.1 44.4 58.0 
44.4 58.0 43.3 62.6 
43.3 62.6 42.7 65.5 
42.7 65.5 42.0 68.0 
42.0 68.0 41.1 70.8 
41.1 70.8 39.9 74.7 
Table 23. (continued) 
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Table 23. (continued) 
Xi Y, Xj Yj 
69.9 78.4 72.3 79.3 
72.3 79.3 75.5 80.5 
75.5 80.5 78.6 81.2 
78.6 81.2 80.5 81.8 
80.5 81.8 83.0 82.4 
83.0 82.4 88.0 84.1 
88.0 84.1 90.4 84.9 
90.4 84.9 92.6 85.3 
92.6 85.3 93.7 85.6 
43.3 110.9 46.4 107.9 
46.4 107.9 49.7 105.1 
49.7 105.1 52.1 102.9 
52.1 102.9 55.4 100.6 
55.4 100.6 57.0 100.1 
57.0 100.1 59.8 99.2 
59.8 99.2 63.3 98.0 
63.3 98.0 71.8 96.2 
71.8 96.2 77.1 95.5 
77.1 95.5 80.7 94.5 
80.7 94.5 84.6 93.8 
84.6 93.8 88.2 93.3 
88.2 93.3 91.0 93.0 
31.1 145.1 27.7 148.2 
27.7 148.2 25.4 149.8 
25.4 149.8 23.7 150.7 
23.7 150.7 22.0 151.5 
22.0 151.5 20.6 152.9 
20.6 152.9 17.9 155.6 
17.9 155.6 15.3 158.0 
15.3 158.0 12.8 160.8 
12.8 160.8 11.6 162.8 
11.6 162.8 10.7 164.6 
10.7 164.6 9.4 167.3 
.9.4 167.3 8.3 169.7 
8.3 169.7 6.5 173.6 
6.5 173.6 4.5 176.9 
4.5 176.9 3.3 179.8 
3.3 179.8 2.2 183.1 
2.2 183.1 1.6 185.5 
1.6 185.5 1.3 186.5 
1.3 186.5 0.4 188.6 
200.9 82.2 204.9 84.3 
204.9 84.3 207.8 85.4 
207.8 85.4 212.0 87.2 
Table 23. (continued) 
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Xi Y, Xa Ya 
212.0 87.2 216.5 88.8 
216.5 as.s 220.1 90.4 
220.1 90.4 225.1 92.3 
225.1 92.3 229.9 93.5 
229.9 93.5 233.6 94.9 
233.6 94.9 237.9 96.1 
237.9 96.1 241.5 97.5 
241.5 97.5 245.1 99.1 
201.4 68.2 201.4 68.2 
201.4 68.2 203.5 71.6 
203.5 71.6 206.4 75.6 
206.4 75.6 208.7 78.2 
208.7 78.2 211.2 80.9 
211.2 80.9 213.5 83.4 
213.5 83.4 216.0 86.2 
216.0 86.2 218.0 88.5 
218.0 88.5 219.7 90.1 
200.3 151.5 202.3 152.9 
202.3 152.9 205.5 155.3 
205.5 155.3 208.3 156.2 
208.3 156.2 210.6 157.0 
210.6 157.0 214.7 157.3 
214.7 157.3 217.5 156.9 
217.5 156.9 223.0 155.5 
223.0 155.5 226.6 154.1 
226.6 154.1 231.4 153.7 
231.4 153.7 234.3 153.7 
234.3 153.7 238.2 155.1 
238.2 155.1 241.2 156.5 
241.2 156.5 244.6 157.9 
233.9 153.8 237.4 153.1 
237.4 153.1 239.0 151.8 
239.0 151.8 240.6 150.2 
240.6 150.2 241.8 147.9 
241.8 147.9 242.6 145.6 
242.6 145.6 242.7 142.6 
242.7 142.6 242.3 139.2 
242.3 139.2 241.6 135.9 
241.6 135.9 240.7 132.6 
240.7 132.6 239.8 129.9 
239.8 129.9 238.7 127.6 
238.7 127.6 237.4 126.0 
237.4 126.0 236.0 125.5 
236.0 . 125.5 235.0 125.5 
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Table 23. (continued) 
- -- — - — 
235.0 125.5 233.8 126.0 
233.8 126.0 232.7 127.3 
232.7 127.3 231.3 129.3 
231.3 129.3 230.5 131.0 
230.5 131.0 229.9 133.3 
229.9 133.3 229.2 136.4 
229.2 136.4 229.1 139.5 
229.1 139.5 229.0 142.7 
229.0 142.7 228.9 146.0 
228.9 146.0 229.4 148.3 
229.4 148.3 230.6 150.8 
230.6 150.8 231.7 152.6 
231.7 152.6 233.3 153.5 
233.3 153.5 234.1 153.7 
200.0 173.5 202.5 174.8 
202.5 174.8 204.4 175.7 
204.4 175.7 207.5 176.5 
207.5 176.5 210.1 177.2 
210.1 177.2 213.2 178.1 
213.2 178.1 216.4 179.3 
216.4 179.3 218.5 180.0 
218.5 180.0 220.5 180.4 
220.5 180.4 223.6 181.4 
223.6 181.4 227.2 182.3 
227.2 182.3 230.8 183.9 
230.8 183.9 233.7 184.6 
233.7 184.6 237.0 184.8 
237.0 184.8 240.1 185.4 
240.1 185.4 242.9 185.6 
242.9 185.6 246.7 186.1 
210.5 157.0 211.7 160.4 
211.7 160.4 212.8 164.7 
212.8 164.7 213.6 167.2 
213.6 167.2 214.5 170.1 
214.5 170.1 215.6 173.7 
215.6 173.7 216.7 176.1 
216.7 176.1 217.6 178.2 
217.6 178.2 218.1 179.7 
213.7 167.2 217.2 168.2 
217.2 168.2 223.3 168.3 
223.3 168.3 228.2 168.5 
228.2 168.5 232.2 168.8 
232.2 168.8 237.4 169.9 
237.4 169.9 240.1 170.7 
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Table 23. (continued) 
Xi Y. X2 Ya 
240.1 170.7 243.7 171.8 
243.7 171.8 247.2 172.3 
240.4 185.3 243.8 187.8 
243.8 187.8 246.6 190.4 
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GENERAL SUMMARY 
This dissertation addresses questions concerning statistical inference and 
modeling for spatial and space-time point processes. 
Part I considers the properties of estimators for parameters of inhomogeneous 
Poisson processes on A c R^. Under mild conditions on the intensity function A(8; 0) 
(where s E A c R^, and f € B C R''), a Cramér-Rao lower bound is given for the mean 
squared error of a general parameter estimator. These conditions include the 
requirements that the intensity function is strictly positive, and that the Fisher 
information matrix is well-defined and positive-definite. 
The asymptotic properties of the maximum likelihood estimator ^ and the 
Bayes estimator are considered, where A^R"^. Regularity conditions on the 
intensity A(8; ff) of the process are given, under which 0^ and are consistent, 
asymptotically normal, and asymptotically efficient, as A|R^. In addition to the 
conditions required for the Cramér—Rao lower bound, the inverse norm of the Fisher 
information matrix must converge to zero uniformly, and the intensity function must 
be sufficiently smooth and separable for adjacent values of the parameter. The proof of 
these asymptotic results consists of showing that Ibragimov and Has'minskii's (1981) 
conditions, on the family of probability measures induced by the point process, are 
satisfied. 
Two examples of inhomogeneous Poisson processes are considered, for which the 
intensity is related to a linear combination of spatially varying concomitant variables. 
Under mild conditions on the concomitant variables, the maximum likelihood and 
Bayes estimators of the parameters of the modulated and linear Poisson processes are 
consistent, asymptotically normal, and asymptotically efficient, as AfR*^. A 
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counter-example is given in which the Cramér—Rao lower bound is used to show that 
no consistent estimators exist for some inhomogeneous Poisson processes. 
In conclusion, the approach of Ibragimov and Has'minskii can be used to find 
the asymptotic properties of parameter estimators for spatial point processes, as the 
sample region Although their approach has been illustrated on the 
inhomogeneous Poisson point process, extension to other point processes defined by 
intensity functions (e.g., the Cox process, or space-time self-exciting point processes), 
and to the Markov point process may be possible. The likelihood function is either 
unknown or intractable for some point processes. For such processes, a number of ad 
hoc estimation procedures have been suggested. For example, least squares estimators, 
based on the K—function, have been considered for the Poisson cluster process (Diggle, 
1978), simple inhibition processes (Stoyan and Stoyan, 1985; Stoyan, 1988), and the 
Markov point process (Diggle and Gratton, 1984). An entirely different approach will 
probably be required to find the asymptotic properties of such estimators. 
In Part II, a reductionist approach to modeling space-time survival point 
processes is illustrated on data from a longleaf pine forest in southern Georgia. The 
space—time point process is divided into three component processes: a birth process, a 
growth process, and a survival process; each component process is analyzed separately 
and the results are synthesized at the end. 
The spatial birth process is modeled as an inhomogeneous Poisson point process, 
whose intensity function depends on locations of subadult trees, adult trees, and 
disturbance paths. The results of fitting this model show that births of longleaf pines 
tend to occur close to disturbance paths and in forest openings, isolated from subadults 
(trees between 10 and 30 cm diameter) and adults (trees at least 30 cm diameter). 
295 
This result is consistent with the hypothesis that competition from adult and subadult 
trees reduces seedling survivorship. Since births tend to occur in forest openings, trees 
will tend to spend their life-times clustered in single-aged cohorts. 
A linear model for growth increment is considered in which growth is related to 
initial diameter, and measures of the competitive influence of trees belonging to the 
same or larger size classes. Interaction with such trees was found to reduce growth 
rates of all sizes of trees, particularly the smaller trees. 
Two models were considered for the survival process. The first model is a 
space-time logistic regression model, in which tree survivorship during a given time 
interval is represented by a sequence of conditionally independent random variables. 
Under this model, log odds of survivorship is a linear function of tree diameter and 
measures of the competitive influence of trees in the same or larger size classes. The 
results of fitting the space-time survival models to the data suggest that competitive 
interactions with subadults reduce juvenile survivorship (i.e., survivorship of trees less 
than 10 cm in diameter). However, such interactions evidently have little influence on 
the survivorship of larger size classes. The second model is a spatial autologistic 
regression model, in which survivorship of one tree is dependent on the survivorship of 
its neighbors. The results of fitting this model to the data for adult trees suggest that 
adult mortality is clustered; that is, the survivorship of a given tree is lower if one or 
more of its neighbors have died, than it would have been if all neighbors had survived. 
In summary, by reducing the space-time survival point process into its 
components and analyzing each component separately, questions concerning the role of 
competitive interactions in determining the population structure of the long leaf pine 
forest can be addressed. These questions could not have been answered from an 
analysis of the superposition of the three processes. 
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The reductionist approach should prove to be a powerful method for analyzing 
space-time point patterns. Although this approach was illustrated on the spatial point 
pattern of trees, it can be extended readily to the point pattern of any other type of 
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