Introduction
In [3] , Bennett proves 
Conjecture. There are exactly eleven choices of (a, b, c) such that (1.1) has exactly two solutions.
(Bennett's formulation of Theorem A allows negative c, but since every solution with negative c is equivalent to a solution with positive c, we take c positive to simplify the formulations of Theorem 1 and of Theorem 2 below.) Equation (1.1) of Theorem A is generally known as the Pillai equation; brief histories are given in [3] and [14] , but see [6] and [?] for much more extended histories.
The purpose of this paper is to generalize Theorem A by allowing a and b to be any positive rational numbers and, further, allowing x and y to be any integers, positive, negative, or zero; there are still at most two solutions except for two designated cases, though an infinite number of choices of (a, b, c) such that (1.1) has exactly two solutions.
The first step towards these generalizations is the following: There are an infinite number of choices of such A, B, C giving exactly two solutions (x, y) to (1.3).
Before proceeding, we note several infinite families giving exactly two solutions to (1.3). We first list several infinite families in which x and y are both positive: (1.4) for given positive integers u and v with u > v, which gives the solutions (x 1 , y 1 ) = (n, n + 1) and (x 2 , y 2 ) = (n + 1, n) when all of the ± in (1.4) are plus, and also gives the solutions (x 1 , y 1 ) = (n, n) and (x 2 , y 2 ) = (n + 1, n + 1) when all of the ± in (1.4) are minus;
where n ≥ 2 is an integer; 6) where u and v are positive integers with u > v (a similar parametrization produces an infinite family with (x 1 , y 1 ) = (1, 1) and (x 2 , y 2 ) = (3, 3)). Finally, we can obtain further examples of infinite families (with positive x and y) by noting that, for certain fixed choices of (x 1 , y 1 , x 2 , y 2 ), the equation
can be converted to a Weierstrass equation (using, e.g., Connell [9] , pages 105 and 115) which can be used to show (using, e.g., [13, Theorem 1] or [15] ) that (1.7) has an infinite number of solutions in positive integers (a, b, g, h) . In this way we can show the following: Let S 1 be the set of all quadruples of positive integers (x 1 , y 1 , x 2 , y 2 ) with the following properties:
and let S 2 = {(1, 1, 4, 4), (2, 2, 4, 4), (3, 3, 4, 4) , (3, 4, 4, 3) When at least one of x 1 x 2 and y 1 y 2 is negative, and x 1 y 1 x 2 y 2 = 0, the same approach as above can be used to find infinite families of cases of exactly two solutions to (1.3). For example, a case similar to (1.5) is 
where n is a positive integer and r and s are integers. When either n = 1 or rs = 0, (1.9) is trivially easy to satisfy, so we consider n ≥ 2 and rs > 0. For certain choices of (n, r, s) such that max(|n|, |r|, |s|) ≤ 4, we can use elliptic functions as above to show there are an infinite number of (A, B) satisfying (1.9). But when any of n, r, or s is not bounded, known results appear to be limited to very specific cases: the case (r, s) = (2, 1) with n ≥ 2 when A and B are positive integers is familiar (see [6] ); Luca [11] and Szalay [17] handle the case n = 2 with r > s > 0 when A and B are both primes. We will use the main result of [11] (given as Proposition 4.1 in the Appendix of this paper) in the proof of Theorem 1 in the next section.
Proof of Theorem 1:
Before using lower bounds on linear forms in logarithms in the proof of Theorem 1, we need to justify the use of a ≥ 6 as in [3] by first proving Theorem 1 for the case a prime. In [3] , Bennett handles Theorem A for the case a prime by using results from [14] , but this will not work here since we are allowing the exponents x and y to be zero. Instead, we will use a result of [11] on the equation
Although the proof in [11] is long and not elementary, we can provide a short elementary proof (see the Appendix of this paper). Thus, the proofs of both Theorem A and Theorem 1 are elementary when a is prime, but use a theorem of Mignotte [12] on lower bounds in logarithms when a is composite.
We now deal with the case a prime: Proof. Assume a is prime.
Write v a (b) to mean the highest power of a dividing b for positive prime a and nonzero integer b; thus, a
2) cannot have two solutions (x, y). So we assume from here on that (a, b) = 1.
Clearly (1.2) has at most one solution with y = 0. Applying Theorem 3 of [14] and noting that none of the five exceptional cases of Theorem 3 of [14] has a further solution with 2 | y > 0 (see, for example, the proof of Theorem 5 of [14] ), we see that, if (1.2) has more than two solutions in nonnegative integers x and y, we must have exactly one solution with y = 0 and exactly two further solutions. If these two further solutions are among the exceptional cases of Theorem 3 of [14] , a solution with y = 0 occurs only when (a, b, c) = (2, 5, 3) . So from here on we exclude the five exceptional cases of Theorem 3 of [14] and assume that we have three solutions (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ) with y 1 = 0 and 2 | y 2 − y 3 . Without loss of generality, assume 2 | y 2 = 2t for some integer t. Then we have a solution to the equation
as well as a solution to the equation
Applying Theorem 4 of [14] to the solutions (x 2 , y 2 ) and (x 3 , y 3 ) and noting that all the cases listed in (22) of [14] have already been excluded, we see that a must be odd. Combining the above two equations, we get
contradicting Section 4 of [11] (see Proposition 4.1 in the Appendix of the present paper) unless (a, b, c) = (3, 5, 2) or (5, 11, 4) . Considering each of these two cases modulo 3, we see that neither case allows a solution to (1.2) with y odd, so by Theorem 3 of [14] neither case has a third solution. It remains to show that there are an infinite number of (a, b, c) for which (1.2) has two solutions by noting that, for a given choice of a, x 1 , x 2 , we simply let b = a x2 − a x1 + 1 and c = a x1 − 1.
We are now ready to prove Theorem 1 itself.
Proof of Theorem 1. By Lemma 2.1, we can assume a ≥ 6. Theorem 1.1 of [3] handles the case when the exponents x and y are restricted to positive integers only, so we can assume from here on that (1.2) has exactly three solutions (x 1 , y 1 ), (x 2 , y 2 ), and (x 3 , y 3 ) with
(2.1) (2.1) shows that gcd(a, c) = 1 so that gcd(a, b) = 1. Up to a point, the methods of Bennett in handling the case gcd(a, b) = 1 in the proof of Theorem 1.1 of [3] apply even when y 1 = 0; in particular, we can use Equation (3.6) of [3] to derive the following two inequalities:
(see page 904 of [3] is the r-th convergent in the simple continued fraction
where the a i are the partial quotients of the continued fraction; further, using
where a r+1 is the (r + 1)-th partial quotient in (2.4). Note that these results do not require y 1 > 0. But when y 1 = 0, we cannot immediately get a bound on b as in [3] , so instead we obtain a bound on x 1 so that we can use (2.3) to obtain a bound on x 2 , allowing us to use the solution (x 2 , y 2 )to obtain a bound on b. To do this requires several new steps. We first show y 2 | y 3 . We have
Let g 1 = gcd(x 2 − x 1 , x 3 − x 1 ) and g 2 = gcd(y 2 , y 3 ). Since a g1 − 1 divides both sides of (2.6) and (2.7), there must be a least number j such that a x1 (a g1 − 1) | b j − 1, and j must divide g 2 , so that
where w is a positive integer. But then, since (
So we can take y 2 = 1 (replacing b y2 by b), giving
Next we find lower bounds on y 3 and x 3 . From (2.9) we derive
where u > a x2−x1 log(a)/2. Recalling (2.4) we have
where u − 1 is the greatest integer less than or equal to u − 1. Since x 3 /y 3 is a convergent p r /q r of (2.4) with r odd (since a x3 > b y3 ), we derive from (2.10)
and
From (2.12) we derive
Next we derive an upper bound on x 1 . Using (2.9) we have
where G is an integer divisible by a 3x1 . We first treat (2.14) under the assumption 2x 1 ≥ x 2 . Then we must have y 3 − 1 = ha x2−x1 for some integer h, so that, letting λ = 0 or 1 according as a is odd or even, (2.14) becomes
If, on the other hand, 2x 1 < x 2 , then, by (2.3), 2x 1 < x 1 + 4, so that x 1 ≤ 3 and the only possible cases with x 1 > 1 are (x 1 , x 2 ) = (2, 5), (2, 6) , and (3, 7); substituting each of these three pairs in (2.14) and reasoning in the same manner as above (although now we need to consider the term
we again obtain (2.15). Now, using (2.15) and (2.2), or, when x 1 = 1, using (2.3) to get a x1 ≤ 5309, we have
Next we obtain an upper bound on a. Assume a ≥ 241. Then from (2.16) we get x 1 = 1, so that using (2.3) we get x 2 = 2. In this case, we derive from (2.15)
for some positive integer j. From (2.17) we get Now for each a < 241, we use (2.16) to find all possible x 1 and then use (2.3) to find all possible x 2 . We then find b using (2.9) and then examine the numbers q i , which are the denominators of the convergents in the simple continued fraction expansion of log(b)/ log(a). y 3 = q r for some r. If (1.2) has three solutions when a ≥ 6, we must have some q r and q r+1 such that q r < 5309 log(a) ( 2 .20) and , recalling (2.11). We find that the only case satisfying both (2.22) and (2.23) is given by (a, b, r) = (6, 31, 9), in which case (2.21) does not hold, completing the proof.
Proof of Theorem 2
We will use three elementary lemmas, the first of which is self evident. 
where u x and v x are relatively prime positive integers, and u y and v y are relatively prime positive integers. Let C = c/d where c and d are relatively prime positive integers. We have
Let p k d for some prime p and integer k ≥ 0. Then there are just three possible types of solutions which we will call Type X, Type Y, and Type E:
• we say that a solution (x, y) to (1.3) is 'Type X for p' when
• we say that a solution (x, y) to (1.3) is 'Type Y for p' when
• we say that a solution (x, y) to (1.3) is 'Type E for p' when, for some integer q, Proof. Assume (3.5) has two solutions (x 1 , y 1 ) and (x 2 , y 2 ) with min(x 1 , y 1 , x 2 , y 2 ) > 0 such that both the solutions (x 1 , y 1 ) and (x 2 , y 2 ) are Type E with q > k for every prime dividing g. Let Since also 
where gcd(a 0 , b 0 ) = 1 and t can equal either t 1 or t 2 . Since gcd(a, w) = gcd(b, w) = 1, we see from (3.7) that any prime dividing z must divide c. 0 . Assume first t 0 = t 1 and t 0 = t 2 . By Lemma 3.2, t 0 | t 1 so that, by Lemma 3.3, t 1 ≤ 2, which is impossible since t 0 and t 2 are both greater than zero and less than t 1 . Now assume t 0 = t 1 . Then, noting that (3.11) holds when z > 1, we see, using (3.9) and (3.10) , that M | a t2 0 − b t2 0 , so that, by Lemma 3.2, t 1 | t 2 , contradicting t 2 < t 1 . So we must have t 0 = t 2 , so that Lemmas 3.2 and 3.3 give t 1 = 2 and t 2 = 1; also, noting that (3.11) holds when z > 1, we find (since t 2 | t 1 )
(3.12)
Since t 1 = 2 and t 2 = 1, we have
Now suppose (x 3 , y 3 ) is a third solution to (3.5) . Assume first that x 3 < 0 and a > 1. Then the left side of (3.1) is not divisible by any prime dividing a (by (3.12), since (a, w) = 1), while the right side of (3.1) is divisible by any prime dividing a (by (3.8), since (a, w) = 1), a contradiction. So x 3 < 0 implies a = 1. Similarly, y 3 < 0 implies b = 1. Thus, if x 3 ≤ 0 and y 3 ≤ 0, then, in the notation of (1.3), A x3 and B y3 are both integers, so that
So we must have at least one of x 3 and y 3 positive, and we see that it suffices to consider two cases (according as nx 3 = my 3 or not): Case 1. Equation (3.5) has three solutions (x, y): (2m, 2n), (m, n), (mt 3 , nt 3 ), where t 3 > 2 is a positive integer. Case 2. Equation (3.5) has three solutions (x, y): (2m, 2n), (m, n), (x 3 , y 3 ), where nx 3 = my 3 and max(x 3 , y 3 ) > 0. If Case 1 holds, then we have (3.7) with ν = 3, so that the solution (x 3 , y 3 ) is Type E with q > k for every prime dividing w, so that we can use the same reasoning as above to get t 3 ≤ 2, a contradiction.
It remains to treat Case 2. Note that the solution (x 3 , y 3 ) must be Type X or Type Y for every prime dividing w. Recalling (3.2), (3.3), and (3.4), we see that we must have
Assume first nx 3 > my 3 . If y 3 > 0, consider (3.1) with (x, y) = (x 3 , y 3 ), v x = w nx3 , and v y = w my3 ; dividing both sides of (3.1) by w my3 , the resulting left (and therefore also right) side is an integer prime to w, so that we must have
If y 3 ≤ 0, then gcd(v y , w) = 1, and again (3.1) gives (3.16).
Recalling (3.14), we now use (3.13) with (3.16): if 15) ; so we must have
which requires w = 2 and n = 1, so that (3.13) becomes 2
which requires w = 2 and m = 1, so that (3.13) becomes 2 n = a + b n , which requires
Since w = 2 and m = 1, (3.18) shows that the only possible third solution has y 3 = n − 1, which requires x 3 = 0, giving the exception in Lemma 3.4.
After Theorem 1 and Lemma 3.4, a brief discussion suffices to give the proof of Theorem 2.
Proof of Theorem 2: Assume (1.3) has three solutions (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ). Consider first the case in which C is not an integer, so that d > 1 in (3.5). Let p be any prime dividing d with p k d for some positive integer k. Recalling the notation of (3.5), without loss of generality we can choose A = a/g and B = b/h so that p | ab (we simply replace A by its reciprocal if necessary, similarly for B). Then (3.5) requires p | gh so that we can assume without loss of generality that a solution which is Type X for p has positive x, a solution which is Type Y for p has positive y, and a solution which is Type E for p has both x and y positive. From (3.2) and (3.3) we see that there is at most one solution which is Type X for p and at most one solution which is Type Y for p. If we have two solutions, one of which is Type X for p and the other of which is Type Y for p, then, by Lemma 3.1, we see that A − 1 and B − 1 have opposite signs. On the other hand, if we have two solutions at least one of which is Type E for p, then, by Lemma 3.1, we see that A − 1 and B − 1 have the same sign. Thus, since we are assuming (1.3) has three solutions, we can assume that at least two of these solutions are Type E for p (so that p | g > 1 and p | h > 1). Using (3.2), (3.3), (3.4), we see that, taking x 1 > x 2 > x 3 , we can assume that the solutions (x 1 , y 1 ) and (x 2 , y 2 ) are both of Type E for p with q > k. Now let p 1 be any prime distinct from p such that p k1 1 d for some positive integer k 1 . Using the same argument as in the previous paragraph (redefining A and B if necessary so that p 1 does not divide the numerator of A in reduced form and p 1 does not divide the numerator of B in reduced form), we can show that at least two of the three solutions under consideration must be Type E for p 1 (here, strictly speaking, we use the word "solution" to refer not to a pair (x, y) but to a quadruple (u x , v x , u y , v y ) as in (3.1); in this way we can consider the three "solutions" in the first paragraph to be identical to those in the second paragraph regardless of whether or not A or B has been replaced by its reciprocal). Since the set of three solutions under consideration contains at least two solutions which are Type E for p and at least two solutions which are Type E for p 1 , it must contain at least one solution which is Type E for both p and p 1 . So we have p 1 | g and p 1 | h so that p 1 | ab, where a, b, g, h are defined as in the previous paragraph (that is, p | ab). This allows the reasoning in the last sentence of the previous paragraph to be used to show that, using the same x 1 > x 2 > x 3 as above, we can assume that the solutions (x 1 , y 1 ) and (x 2 , y 2 ) are both of Type E for p 1 with q > k 1 
. Therefore, for some unit , either γ = αβ or γ = αβ. αβ has integer coefficients and the norm of α is odd, so β has integer coefficients. Now α ∈ S and αβ ∈ S, so that one can see that β ∈ S, which is impossible by the definitions of t and g. , we see that r is a prime congruent to 3 mod 4 and there is at most one such r for a given D. Thus we obtain (−1)
If r = 3, (4.2) shows that |D − 3| = 1, giving the two exceptional cases of the Lemma. So from here on we assume 3 | r. We will use two congruences:
Congruence 2 : At this point we diverge from [11] : clearly s is the least possible value of n such that p n = h 2 + k 2 u 2 D for some relatively prime nonzero integers h and k, so we can apply Lemma 4.1 to obtain s|r. Thus,
where is a unit in Q( √ −D). If D = 1 or 3, we note 2|u and 2 | z, so that we must have = ±1. Now Proposition 4.1 follows from Lemma 4.2.
In [16], we also give further simplifications to other proofs in [11] and in [17] 
