Abstract Time series data account for a major part of data supply available today. Time series mining handles several tasks such as classification, clustering, query-by-content, prediction, and others. Performing data mining tasks on raw time series is inefficient as these data are high-dimensional by nature. Instead, time series are first pre-processed using several techniques before different data mining tasks can be performed on them. In general, there are two main approaches to reduce time series dimensionality; the first is what we call landmark methods. These methods are based on finding characteristic features in the target time series. The second is based on data transformations. These methods transform the time series from the original space into a reduced space, where they can be managed more efficiently. The method we present in this paper applies a third approach, as it projects a time series onto a lower-dimensional space by selecting important points in the time series. The novelty of our method is that these points are not chosen according to a geometric criterion, which is subjective in most cases, but through an optimization process. The other important characteristic of our method is that these important points are selected on a dataset-level and not on a single time series-level. The direct advantage of this strategy is that the distance defined on the low-dimensional space lower bounds the original distance applied to raw data. This enables us to apply the popular GEMINI algorithm. The promising results of our experiments on a wide variety of time series datasets, using different optimizers, and applied to the two major data mining tasks, validate our new method.
Introduction
A time series is a sequence of measurements recorded over time. Time series data account for a major part of data supply available today. These data appear in many applications ranging from medicine and finance, to sensory data, meteorology and economics.
Time series mining handles several tasks such as classification, clustering, query-by-content, anomaly detection, summarization, segmentation, motif discovery, and others.
The most prominent problem in managing time series is the high dimensionality of these data. Therefore, a high-level representation of time series is a key factor to implementing these tasks efficiently and effectively.
Most time series representation methods follow the Generic Multimedia Indexing (GEMINI) framework (Faloutsos et al. 1994) in which all the time series in the dataset are embedded into another lower-dimensional space where, under certain conditions, the different time series mining tasks can be handled more efficiently. More formally, let be the dimensionality of the raw data, and be the dimensionality of the transformed space.
should satisfy: < (ideally, ≪ ). is said to be lower-bounding of if ( ̅ , � ) ≤ ( , ), where ̅ , � are the projections of the time series , , respectively, on the transformed space.
There have been several alternatives to applying different time series data mining tasks directly to raw data. These alternatives can be divided into two main categories: landmark methods and data transformation-based methods.
In a previous work (Muhammad Fuad 2016) we presented the outline of a third alternative that addresses the above problem differently. This method transforms the data into a lowdimensional space by choosing important points, but unlike landmark methods, the points in our method are not selected based on geometric properties, but on a classification-error basis, where this classification is performed in the framework of an optimization process using differential evolution as optimizer. The direct result of this method, and because all the points in the transformed space are points in the original data, is that the distance between any two time series in the transformed space is a lower bound of the two corresponding time series in the original space. Consequently, the GEMINI algorithm can be applied without any additional procedures.
In this text we extend our method presented in (Muhammad Fuad 2016) by using different optimizers applied to several time series mining tasks. The outcome of the optimization process is the timestamps that yield the best results in a time series mining task. The optimizers we use in this paper are differential evolution, genetic algorithm, and particle swarm optimization. The time series mining tasks we apply our method in this work to are classification and clustering. In addition, and this is a particular novelty of this paper, we show how our method can be built to optimize several time series mining tasks simultaneously. The optimizer we use in the multi-objective optimization process is the popular non-dominated sorting genetic algorithm-II (NSGA-II). All the variations of our method we present in this work are compared against traditional time series representation methods on a wide variety of datasets. The results show a clear superiority of our method over traditional time series representation methods. This paper is organized as follows; Section 1 is a background section. Section 2 introduces traditional time series representation methods. Our new method is motivated and presented in Section 3. In Section 4 we conduct experiments that validate our method. Section 5 is a concluding section, where we discuss the outcome of our experiments and suggest some directions for future research.
A brief introduction to data mining
Data mining is one of the branches of computer science that witnessed substantial progress in the last years. Data mining encompasses several tasks the main of which are (Bramer 2007) , (Gorunescu 2006) , (Larose 2005) , (Mörchen 2006 -Query-by-content: In this task the algorithm searches for all the objects in the database that are similar to a given pattern.
-Classification: Classification is the task of assigning items to predefined classes. Classification is one of the main tasks of data mining and it is particularly relevant to the experimental section of this paper. There are a number of classification models, the most popular of which is -nearest-neighbor ( NN). In this model the object is classified based on the closest objects in its neighborhood. Performance of classification algorithms can be evaluated using different methods. One of the widely used ones is leave-one-out crossvalidation (LOOCV) -also known by -fold crossvalidation, or jack-knifing, where the dataset is divided into as many parts as there are instances, each instance effectively forming a test set of one. N classifiers are generated, each from N − 1 instances, and each is used to classify a single test instance. The classification error is then the total number of misclassified instances divided by the total number of instances (Bramer 2007 ).
-Clustering: It is the task of partitioning the data objects into groups, called clusters, so that the objects within a cluster are similar to one another and dissimilar to the objects in other clusters (Han et al. 2011) . Clustering differs from classification in that there is no target variable for clustering. Instead, clustering algorithms attempt to segment the entire data set into relatively homogeneous subgroups or clusters (Larose 2005) . There are several basic clustering methods such as: Partitioning Methods, Hierarchical Methods, Density-Based Methods, and Grid-Based Methods.
-means is one of the most widely used and studied clustering formulations (Kanungo et al. 2002) . -means is a centroid-based partitioning technique which uses the centroid (also called center) of a cluster; , to represent that cluster. Conceptually, the centroid of a cluster is its center point. The centroid is defined as the mean of the objects assigned to the cluster.
In -means clustering we have a set of n data points in -dimensional space and an integer k , the problem is to determine a set of points in , the centroids, so as to minimize the mean distance from each data point to its nearest center (Kanungo et al. 2002) .
More formally, the -means clustering error can be measured by:
The number of clusters is decided by the user, application-dependent, or given by some cluster validity measure.
Time series mining
Many data mining tasks involve temporal aspects. The most common example of these temporal data is time series. The main characteristic of time series data is their highdimensionality. Representation methods are widely used to manage the high-dimensionality of time series (hence they are also called dimensionality reduction techniques). In addition to reducing dimensionality, representation methods also help emphasize certain features of the data, in addition to removing noise and speeding up the different time series mining tasks (Mörchen 2006) . They also reduce storage space.
Time series representation methods can be divided into two main categories: the first is what we call landmark methods (Hetland 2003) . These methods are based on finding characteristic features in the target time series. In (Perng et al. 2000 ) the authors present a model which allows any point of great importance to be identified as a landmark. The gist of the landmark model is to use landmarks instead of raw data. For instance, first-order landmarks are extreme points, secondorder landmarks are inflection points, and so on. The model takes into account that local extreme points are not as important as global extreme ones. In Figure 1 we illustrate the landmark model of (Perng et al. 2000) . The data presented in this figure is taken from dataset (SonyAIBORobotSurfaceII) available at (Chen et al. 2015) -we took only the first 16 data points of each
(1) time series. The time series are shifted vertically in the figure for clarity. For each time series the landmark model selects the important points of each time series according to a geometric criterion as mentioned above (we took four points from each time series -shown in the figure as red bold dots,). The main point to mention here is that in the landmark model the important points of each time series are selected independently of the selection of important points of the other time series in the dataset, as we can see from the figure. This, as we will see later, is one of the main differences between the landmark model and our method, which selects the important points on a dataset-level. Landmark methods offer a low-dimension representation that is usually invariant to some transformations such as timewarping, shifting, uniform amplitude scaling, non-uniform amplitude scaling, and uniform time scaling (Wang and Megalooikonomou 2008) . The main drawback of the landmark methods, in our opinion, is that the choice of important points is subjective and generic as it applies the same criteria to all the data without taking into account that what is considered an important landmark point for a certain dataset is not necessarily important for another. An extreme point, for instance, may be considered a landmark point because it reflects a change in time series behavior for a certain dataset, whereas it may simply be the result of noise for another dataset.
The second category of representation methods is based on data transformations. These methods apply the GEMINI algorithm which we presented in the previous section.
Several representation methods have been proposed in the literature. Examples of the most common ones include Discrete Fourier Transform (DFT) (Agrawal et al. 1993 ) and (Agrawal et al. 1995) , Discrete Wavelet Transform (DWT) (Chan and Fu 1999) , Singular Value Decomposition (SVD) (Korn et al. 1997) , Adaptive Piecewise Constant Approximation (APCA) (Keogh et al. 2001) , Piecewise Linear Approximation (PLA) (Morinaka et al. 2001) , and Chebyshev Polynomials (CP) (Cai and Ng 2004) .
In the following we present a description of two dimensionality reduction techniques which are related to the experimental section of this paper: a-The Piecewise Aggregate Approximation (PAA): PAA (Keogh et al. 2000 ) (Yi and Faloutsos 2000) divides a time series of -dimensions into equal-sized segments and maps each one to a point of a lower -dimensional space, where each point in the reduced space is the mean value of the data points falling within that segment. The similarity measure given in the following equation:
is defined on the -dimensional space. This similarity measure is a lower bound of the Euclidean distance defined on the original -dimensional space.
It is worth mentioning that the authors of PAA use a compression ratio of 1: 4 (i.e. every 4 points in the original time series are represented by 1 point in the reduced space) when applying PAA. This remark is related to the experimental part of our paper.
b-The Symbolic Aggregate approximation (SAX): SAX (Lin et al. 2003 ) is one of the most powerful symbolic representation methods of time series. The main advantage of SAX is that the similarity measure it applies, called MINDIST, uses statistical lookup tables, which makes it easy to compute. SAX is applied as follows:
1-The time series are normalized. 2-The dimensionality of the time series is reduced using PAA. 3-The PAA representation of the time series is discretized.
4 Time series dimensionality reduction by optimized selection of timestamps
Motivation and Principle
The main drawback of traditional time series representation methods that we mentioned in the previous section is that the resulting lower-dimensional representation of the time series may have a strong smoothing effect that important local information can be lost. We give the following example to illustrate this point: given the four time series transformation-based methods. As in the case with landmarkbased methods, our new method also keeps only the important points that we project onto a low-dimension space, but there are two main differences between our method and landmark-based methods:
1-The choice of important points in our method is objective and is not based on a priori knowledge of the data.
2-The choice of important points is not based on individual time series, i.e. it does not select important points for each time series individually, but it selects the important points on a dataset level. In other words, we select the indices of important timestamps for the whole dataset and we reduce the dimensionality by keeping, for each time series, the data points of that time series that correspond to those timestamps. This dataset-based selection strategy of important timestamps is one of the two main features of our method and it has several advantages:
-Since each time series in the dataset will be projected on the low-dimension space by keeping the points of that time series that correspond to the indices of the important timestamps of the dataset, and given that the distance defined on the original space is the Euclidean distance, one can easily prove that the distance defined on the low-dimension space is a lower bound of the original distance because it is simply a sub-sum of the original distance. This important condition is not maintained in traditional landmark methods.
-Selecting the important timestamps on a dataset level will have a positive smoothing effect, as this will eliminate noise. This smoothing effect is different from the one we discussed earlier in this section as it will still keep the general pattern of the time series.
-This choice is in fact an intuitive one. Time series datasets record how a certain observation is measured at different timestamps, where each time series records how a phenomenon is observed on a specific entity. For example, in gene expression data each time series in the dataset may express how a specific process progresses over time for a certain organism or individual, so the timestamp represents an event, and the observer is interested in examining the value of each time series in the dataset at a certain "important" event.
-Whereas other dimensionality reduction techniques apply standard compressions ratios (1:4, 1:6, etc.) our method applies a fully customized dimensionality reduction defined by the number of kept points determined by the user. As a matter of fact, and although we use certain compression ratios in the experimental section of this work, we only do this to compare the performance of our method to that of other methods. But the concept of a "compression ratio" does not make sense in our method as it is based on the number of timestamps which is independent of the original dimensionality of the raw data.
The second main feature of our method is that the important timestamps are selected through an optimization process. But before we introduce our method, we first start by giving a brief introduction to optimization. Optimization is the process of finding the best solution to a problem under certain constraints. More formally, optimization can be defined as follow; given a function of parameters: : ⊆ ℝ → ℝ which we call the fitness function, find the solution
Optimization algorithms can be classified in several ways, one of which is whether they are single solution -based algorithms; these use one solution and modify it to get the best solution. The other category is population-based algorithms; these use several solutions which exchange information to find the best solution.
Optimization problems can be handled using deterministic algorithms or probabilistic ones. Metaheuristics are probabilistic optimization algorithms applicable to a large variety of optimization problems. Metaheuristics are usually applied when the search space is very large, or when the number of parameters of the optimization problem is very high, or when the relationship between the fitness function and the parameters is not clear. Many of these metaheuristics are inspired by natural processes, natural phenomena, or by the collective intelligence of natural agents, hence the term nature-inspired or bio-inspired optimization algorithms.
Nature-inspired optimization can be classified into two main families; the first is Evolutionary Algorithms (EA). This family is probably the largest family of nature-inspired algorithms. EA are population-based algorithms that use the mechanisms of Darwinian evolution such as selection, crossover and mutation. Of this family we mention: Genetic Algorithms (GA), Genetic Programming (GP), Evolution Strategies (ES), and Differential Evolution (DE) . The other family is Swarm Intelligence (SI). This family uses algorithms which simulate the behavior of an intelligent biological system. Of this family we mention: Particle Swarm Intelligence (PSO), Ant Colony Optimization (ACO), and Artificial Bee Colony (ABC). Fig. 3 shows the main nature-inspired optimization algorithms.
In the following we present a brief description of the optimization algorithms we apply in this paper:
Genetic Algorithm (GA)
GA is one of the most prominent global optimization algorithms. Classic GA starts by randomly generating a population of chromosomes that represent possible solutions to the problem at hand. Each chromosome is a vector whose length is equal to the number of parameters, denoted by . The fitness function of each chromosome is evaluated in order to determine the chromosomes that are fit enough to survive and possibly mate. In the selection step a percentage of chromosomes is selected for mating. Crossover is the next step in which the offspring of two parents are produced to enrich the population with fitter chromosomes. Mutation, which is a random alteration of a certain percentage of chromosomes, enables GA to explore the search space. In the next generation the fitness function of the offspring is calculated and the above steps repeat for a number of generations .
Differential Evolution (DE)
DE is one of the most powerful evolutionary optimization algorithms. DE starts with a population of vectors each of which is of dimensions. Next, for each individual �⃗ (called the target vector) of the population three mutually distinct individuals �⃗ 1 , �⃗ 2 , �⃗ 3 and different from �⃗ are chosen randomly from the population. The donor vector ���⃗ is formed as a weighted difference of two of �⃗ 1 , �⃗ 2 , �⃗ 3 added to the third, i.e. ���⃗ = �⃗ 1 + � �⃗ 2 − �⃗ 3 � . is called the mutation factor. The trial vector ���⃗ is formed from elements of the target vector �⃗ and elements of the donor vector ���⃗ according to different schemes. In this paper we choose the crossover scheme presented in (Feoktistov 2006) . In this scheme an integer is chosen randomly among the dimensions [1,
] . Then the trial vector ���⃗ is formed as follows:
where = 1, … , . is the crossover constant. In the next step DE selects which of the trial vector and the target vector will survive in the next generation and which will die out. This selection is based on which of �⃗ and ���⃗ yields a better value of the fitness function. The algorithm iterates for a number of generations .
Particle Swarm Optimization (PSO)
PSO is inspired by the social behavior of some animals, such as bird flocking or fish schooling (Haupt and Haupt 2004) . In PSO individuals, called particles, follow three rules a) Separation: each particle avoids getting too close to its neighbors. b) Alignment: each particle steers towards the general heading of its neighbors, and c) Cohesion: each particle moves towards the average position of its neighbors. PSO starts by initializing a swarm of particles at random positions ⃗ 0 and velocities �⃗ 0 where ∈ {1, … , }. In the next step the fitness function of each position, and for each iteration, is evaluated. The positions ⃗ +1 and velocities �⃗ +1 are updated at time step ( + 1) according to the following formulae:
where = . , = . , , → (0,1), , , ∈ ℝ . �⃗ is the best position found by particle , ⃗ is the global best position found by the whole swarm, is called the inertia, is called the local acceleration , and is called the global acceleration. The algorithm continues for a number of iterations .
Non-dominated Sorting Genetic Algorithm II (NSGA-II)
Although single-objective optimization problems are widelyencountered, many practical optimization problems have to satisfy several criteria that are conflicting in many cases. This class of optimization problems is called Multi-objective Optimization (MOO). An -dimensional MOO problem can be formulated as follows:
The optimal solution for MOO is not a single solution as for single-objective optimization problems, but a set of solutions defined as Pareto optimal solutions (El-Ghazali T. 2009), also called a non-dominated solution. A solution is Pareto optimal if it is not possible to improve a given objective without deteriorating at least another objective.
The non-dominated sorting genetic algorithm (NSGA) (Srinivas and Deb 1995) is one of the most popular algorithms to solve MOO. In NSGA, all non-dominated individuals are classified into one category, with a dummy fitness value proportional to the population size. This group is then removed and the remaining population is reclassified. The process is repeated until all the individuals in the entire population are classified. A stochastic remainder proportionate selection is used (Maulik et al. 2011) .
NSGA, however, has been criticized for its high computational cost, its lack of elitism, and for its need to specify the sharing parameter. For these reasons, NSGA-II was proposed in (Deb et al. 2002) . NSGA-II can be summarized as follows (Ma at al. 2007 ): a random parent population is initialized. The population is sorted based on non-domination in two fronts, the first front being completely a non-dominant set in the current population and the second being dominated by the individuals in the first front only. Each solution is assigned a rank equal to its non-domination level based on the front it belongs to. Individuals in the first front are assigned a fitness value of 1 and individuals in the second are assigned a fitness value of 2 and so on. The authors of NSGA-II introduce a new parameter called the crowding distance. This parameter measures how close every individual is to its neighbors. The crowding distance is calculated for each individual of the population. Parents are selected from the population by using a binary tournament selection based on the rank and the crowding distance. An individual is selected if its rank is less than that of the other or if its crowding distance is greater than that of the other. The selected population generates offspring from crossover and mutation operators. The population with the current population and current offspring is sorted again based on non-domination and only the best individuals are selected, where is the population size. The selection is based on the rank and on the crowding distance on the last front.
The process repeats to generate the subsequent generations.
Our Proposed Method
In the following we present a detailed description of our method as presented in Figure 4 . The algorithm designer selects the optimization algorithm to be used for the optimization process and the corresponding control parameters of that optimizer. We tested three optimizers in the experimental section of this paper.
Algorithm: Optimization Algorithm for Time Series Dimensionality Reduction
Input: The selected optimizer (GA,DE,PSO, NSGA-II).
Input:
The selected fitness function (1NN classification error , k-means clustering quality).
Control parameters (popSize, nGen, Nbp, etc).
Data:
The training set of the dataset in question.
Output: The timestamps of that dataset which yield the optimal value of the fitness function on the training set.
1: Randomly initialize popSize chromosomes of length nbp. Each chromosome is a vector whose components are integers, between 1 and the dimension of the time series, in ascending order. The chromosome corresponds to timestamps of the dataset.
2: For each chromosome, reduce the dimensionality of the dataset by keeping , from each time series, only the data points that correspond to the timestamps indicated by that chromosome.
3: Calculate the fitness function of each chromosome by performing the selected time series mining task (1NN classification error , k-means clustering quality) on the timestamps that correspond to each chromosome.
4: Apply the optimization operations related to the selected optimizer (ranking, selection, mutation, crossover, etc) on the chromosomes.
5: Repeat steps 2-4 for a number of generations nGen However, other appropriate optimizers can be used. The algorithm designer also selects the time series mining task that will be used as a fitness function for the optimization process. In other words, this fitness function will serve as a criterion for selecting the important timestamps of the dataset in question. This can also be handled as a multi-objective optimization problem where more than one criterion is used to select the important timestamps. The algorithm designer also selects the desired value for , which corresponds to the reduced dimensionality of the time series.
The optimization process, whose purpose is to find the important timestamps of that dataset, is applied to the training set of the dataset. The outcome of the optimization processthe optimal timestamps -is then applied to the corresponding testing set for validation.
The optimization process starts by randomly generating a population of chromosomes whose size is . Each chromosome is a vector of timestamps of that dataset. The length of the chromosome is . Its components are integers of ascending order chosen randomly between 1 and the The original dataset -The dimension is 32
Each chromosome is a vector of timestamps -the red bold dots in the figures. The timestamps are selected on a dataset-level.
The reduced space -The dimension is 8. The original time series are projected on the timestamps corresponding to each chromosome. The fitness function is calculated on these data points. the timestamps that yield the optimal value of the fitness function. In order to calculate the fitness function (1NN classification error, k-means clustering quality) that corresponds to that chromosome, each time series in the dataset is projected onto the timestamps defined by that chromosome. In other words, for each time series, we discard all the data points except those that correspond to the timestamps indicated by that chromosome. We apply the selected time series mining task on this reduced dataset to calculate the value of the fitness function that corresponds to that chromosome. We proceed in the same manner for each chromosome to calculate the fitness function that corresponds to each chromosome. Depending on the optimizer we selected, we proceed by applying the optimization operations that correspond to that optimizer (mutation, selection, crossover, etc). By continuing to do so we obtain fitter chromosomes, which correspond to timestamps that yield better results in the classification or clustering task. These timestamps are the important timestamps that establish the reduced space of the time series for that dataset. Table 1 The control parameters of GA, DE, and PSO Table 2 The 1NN classification error of GA, DE, PSO, PAA, and SAX
Symbol
The above steps are repeated for a number of generations . In Figure 5 we show an example of the chromosomes of our algorithm where the dimension of the original time series is 32, whereas the dimension of the reduced space, i.e. is 8.
Experiments
We conducted three experiments on a large number of time series datasets available at UCR (Chen et al. 2015) . This archive contains datasets of different sizes and dimensions and it makes up between 90% and 100% of all publicly available, labeled time series data sets in the world and it represents the interest of the data mining/database community, and not just one group (Ding et al. 2008) . The experiments were conducted on Intel Core 2 Duo CPU with 3G memory using MATLAB.
In our experiments we compared the performance of our method, which uses nature-inspired optimization, against that of traditional time series dimensionality reduction techniques. We implemented our method in three variations that correspond to the three nature-inspired optimization algorithms we presented in Section 4, i.e. GA, DE, and PSO in the case of single-objective optimization, and NSGA-II in the case of multi-objective optimization. As for the traditional dimensionality reduction techniques we compared our method to, we chose PAA and SAX that we presented in Section 4. The main reason why we chose these two dimensionality reduction techniques is, in addition to their popularity, that they both apply compression ratios explicitly.
We chose 30 datasets out of the datasets available in the archive. We meant to choose a variety of datasets to avoid "cherry-picking". The length of the time series on which we conducted our experiments varied between 24 (ItalyPowerDemand) and 1639 (CinC_ECG_torso). The size of the training sets varied between 16 (DiatomSizeReduction) and 390 (Adiac). The size of the testing sets varied between 20 (BirdChicken), (BeetleFly) and 3840 (ChlorineConcentration). The number of classes varied between 2 (Gun-Point), (ECG200), (Coffee), (ECGFiveDays), (ItalyPowerDemand), (MoteStrain), (TwoLeadECG), (BeetleFly), (BirdChicken), (Strawberry), (Herring), (Earthquakes), (ShapeletSim), (Wine), and 37 (Adiac). So as we can see, we tested our method on a diverse range of datasets of different lengths and sizes to avoid getting biased results.
We also have to point out that the results of all our experiments are the average of five runs (except in the case of using PAA and SAX in classification where the results will be the same for all runs so we ran them once only). The control parameters of the three nature-inspired optimization algorithms we applied are shown in Table 1 . In order to get unbiased results we chose the same values for the control parameters that the Gun_Point  00m 07s  00m 03s  00m 14s  OSULeaf  04m 03s  04m 12s  03m 50s  Trace  01m 00s  01m 02s  00m Table 3 The training time of the classification task for GA, DE, and PSO three algorithms GA, DE, and PSO share. These are and , and of course . Each experiment corresponds to a particular data mining task. The protocol of the three experiments is the same and it consists of two stages: the training stage and the testing stage. In the training stage we perform an optimization process on that dataset to obtain the timestamps which optimize the data mining task in question on that dataset. In the testing stage we strip off of the testing datasets all the data except those that correspond to the optimal timestamps, which we obtained in the training stage, and we perform that data mining task on those reduced datasets.
Datasets

GA DE PSO
Applying SAX requires different procedures. In the training stage we search for the alphabet size, among all other values of the alphabet size, that yields the minimum classification error/maximum clustering quality. Then in the testing stage we apply SAX to the corresponding testing dataset using the alphabet size that gives the minimal classification error/maximal clustering quality in the training stage.
The first experiment is a classification task one, i.e. the objective function of the optimization problem is the 1NN classification error, which we aim to minimize. As indicated above, during the training stage we apply the optimization problem on each training dataset and return the timestamps, for that dataset, that minimize the classification error, and then in the testing stage we keep of each time series the data points that correspond to those timestamps, and we classify the resulting data to get the results we show in Table 2 . The best result (the minimum classification error -the lower the better) for each dataset is shown in bold printing in yellow-shaded cells. A preliminary comparison shows that nature-inspired optimization algorithms outperform PAA and SAX.
In detail, PSO seems to be the best optimizer for this problem as it gave the best result in 16 datasets out of the 30 datasets tested. This outcome was actually surprising to us because the PSO version we used was a simple one, so may be other versions, particularly adapted to handling integer parameters, could give even better results.
The second best optimizer for this problem is GA, which gave the best result for 13 datasets.
The third best optimizer is DE (which is the optimizer we used in the (Muhammad Fuad 2016) ). It turns out this optimizer is not as good as the two other optimizers for this task. DE gave the minimum classification error in 10 datasets.
The performance of the two tested traditional dimensionality reduction techniques is much inferior to that of nature-inspired algorithms. PAA gave the best result for one dataset only (Coffee) and it is in fact the same result obtained when using the three nature-inspired optimization algorithms, whereas SAX gave the best result for two datasets; one (Earthquakes) is even the same result obtained when applying PSO, and the other is (CinC_ECG_torso).
An interesting phenomenon that we notice from the table is that the performance of the three tested nature-inspired algorithms is almost stable even for compression ratios higher Datasets k-means Clustering Quality GA DE PSO PAA SAX than 1:4. In fact, their good performance seems independent of the compression ratio, which is not the case with traditional dimensionality reduction techniques whose performance decreases the higher the compression ratio increases. The explanation that our method, which uses nature-inspired algorithms, gives good results even at higher compression ratios is that our method does not perform any form of direct smoothing, unlike traditional dimensionality reduction techniques which are based on direct smoothing. In other words, the optimization process in our method (whatever the optimizer is) either keeps a data point, which corresponds to an important timestamp, or discards it, whereas traditional dimensionality reduction techniques keep smoothened versions of all the points whether they are important or not. This actually emphasizes the notion of "important points" on which our method is based.
It is important to mention here that while processing time can be one of the main downsides of applying nature-inspired optimization algorithms to data mining, our method is in fact quite fast for the three optimizers we used. In Table 3 we show the training time of the classification task for the experiments we presented in Table 2 . The results shown are those of compression ratio 1:4 (the most time-consuming compression ratio). As we can see from the table, the training time takes between few seconds to few minutes. In fact, for some datasets the training time of 100 generations was almost instantaneous and took less than a second (these are the datasets with running time 00m 00s in the table). As a matter of fact, the longest training time did not exceed 19m 32s (ChlorineConcentration with DE). We also have to take into account that our codes were not optimized for speed. Besides, we are using MATLAB, which is not very fast. Table 5 The total score (Ps) of the 1-NN classification error (CE) and k-means clustering quality (CQ) of NSGA-II, PAA, and SAX quality of GA, DE, and PSO
The second experiment was on clustering, i.e. the objective function of the optimization problem is the -means clustering quality, which we aim to maximize (we however, process this as a minimization optimization problem, which is a convention in optimization). During the training stage, we apply the optimization problem on each training dataset to obtain the timestamps that optimize the clustering quality, and then in the testing stage we cluster the testing datasets based on the data that correspond to those timestamps. In Table 4 we present the results we obtained. The best result (the maximum clustering quality -the higher the better) for each dataset is shown in bold printing in yellow-shaded cells. As we can see from the table, the best clustering results are obtained by using DE as this optimization algorithm gives the best result in 15 datasets. The second best optimization algorithm is PSO as it gives the best result in 12 datasets. GA comes third as it gives the best results in 8 datasets. The performance of PAA and SAX is quite inferior to the three nature-inspired methods. In fact, PAA gives the best clustering quality in one dataset only (Earthquakes), which is the same result obtained by using the three natureinspired optimization methods.
The third experiment is a multi-objective optimization one, i.e., we have two objective functions: classification error and clustering quality. The optimizer that we choose is NSGA-II that we presented in Section 4. Performance evaluation in this case is not trivial because a method A can outperform another method, B, on one task whereas method B can outperform method A on the other task. In order to evaluate the performance of the three methods, NSGA-II, PAA and SAX, we adopted a criterion which is similar to the one we applied in (Muhammad Fuad 2015) that we explain in the following: for each dataset, and for each task, we give the method (NSGA-II, PAA or SAX) that yields the best result for that task 2 points, then 1 point for the second best and 0 for the last one. In case where two methods yield the same result we give them the same points and we skip the points for the following rank. So for the two tasks together each method can obtain a maximum of 4 points, then we take the sum of all the points each method obtained on all the datasets tested. The final results are shown in Table 5 . As we can see from the results, for the two tasks together, -means clustering and 1NN classification, the best performance is that of NSGA-II as this method obtains 118 points out of 120 possible points. This is much better than the performance of the second best method, PAA, which obtains 53 points. SAX comes last with 18 points only.
Conclusion
In this work we presented a new method for time series dimensionality reduction through an optimization process. Unlike traditional time series representation methods based on landmark points or on data transformations, our method combines the advantages of these two categories by handling the dimensionality reduction process as an optimization problem whose outcome is the timestamps of all the time series in the dataset that yield the optimal performance of a time series mining task on that dataset. This approach has several advantages; the first is that the Euclidean distance defined on the low-dimension representation of the data is a lower bound of the Euclidean distance defined on the raw data, which allows the application of the GEMINI algorithm. The other advantage is that we can have a fully customized low-dimension representation of the data as the user can define beforehand the exact dimension of the reduced space instead of having this dimension determined indirectly by means of a compression ratio. Another advantage is the high performance of this method in performing time series tasks.
We implemented our method using three widely known nature-inspired optimizations algorithms: GA, DE, and PSO, in addition to NSGA-II in the case of multi-objective optimization. However, other nature-inspired optimization algorithms can also be used for this purpose. We showed how the optimization process itself can be performed quite fast.
We chose to apply our method to the two main time series mining tasks; classification and clustering, but our method can be applied to other tasks that require dimensionality reduction, whether on individual time series mining tasks, using singleobjective optimization, or on several tasks simultaneously, using multi-objective optimization.
In the future, we hope to extend our method to other data types. Another direction of future research is to perform the optimization process in a more data-oriented manner.
