In databases, queries are usually de ned on complete databases. In this paper we introduce and motivate the notion of extended queries that are de ned on incomplete databases. We argue that the language of extended logic program is appropriate for representing extended queries. We show through examples that given a query, a particular extension of it has important characteristics which corresponds to removal of the CWA from the original speci cation of the query. We refer to this particular extension as the expansion of the original query. Normally queries are expressed as general logic programs. We develop an algorithm that given a general logic program (satisfying certain syntactic properties) expressing a query constructs an extended logic program that expresses the expanded query. The extended logic program is referred to as the interpolation of the given general logic program.
Introduction and Motivation
In this paper we introduce the concept of interpolating general logic programs. We will also motivate interpolation of general logic programs from the point of view of expanding`queries' 2 from a domain consisting of only complete databases to a domain that allows incomplete databases of a particular kind.
anc(X; Y ) par(x; Y ) anc(X; Y ) par(X; Z); anc(Z; Y ) But the resultant extended logic program is not an adequate expression of Q 0 . It only works when the input database instance is complete and does not work for S, as it incorrectly infers :anc(a; d).
It is not obvious how to express this extended query Q 0 and to our knowledge there has not been any logic programming representation of this extended query in the literature. In this paper we express this extended query through an extended logic program and prove that it expands the query expressed by . The more general question we answer in this paper is how to expand queries from complete databases that are expressed by general logic programs so that they are applicable to incomplete databases. We use the term`expand' because our goal is to expand the domain of the queries from complete databases only to databases that may be incomplete.
For convenience, we also introduce the term interpolation which is de ned as follows. Given a general logic program that represents a query Q, we refer to the extended logic program T that expands Q as the interpolation of . In other words we say that T interpolates . The intuition behind the term`interpolation' is that T agrees with on all inputs where is de ned, and for inputs where is not de ned T interpolates to a value based on the mappings of on the neighboring (complete) inputs.
The`Birds normally Fly' example
Before we get to the details of our formalization, let us consider another motivating example from the literature of knowledge representation and common-sense reasoning. Through this example we will show the applicability of the notion of`expansion' in the context of knowledge representation and common-sense reasoning. This example (originally from McC86]) formalizes the sentence`birds normally y' and some associated information about birds, and abnormal birds. Unlike the ancestor example, logic programs that express both the original query (about ying ability of birds, when the input is a complete database) and the expanded query corresponding to this example appears in the literature BG94], albeit without any formal discussion about`expansion' or`interpolation'. We will now analyze those programs using the notion of`expansion'. Example 1.1 Suppose that we are told that penguins are birds that do not y, that birds normally y, and that Tweety is a bird and Sam is a penguin. Let us also assume that this information is complete. We need to represent this information in a way which will allow us to (a) conveniently reason about it, (b) incorporate new information in the database without removing anything from it. The example served as a testing ground for various nonmonotonic formalisms. Assuming that the information given is complete, we can easily represent knowledge from the example by the general logic program 1 
2
It is easy to see that, according to this representation, Sam does not y while Tweety is a ying bird and not a penguin. If we learn that Tweety is a penguin we will update the collection of facts by adding to it p(t) . This will lead to the revision of our beliefs about ying abilities of Tweety but leaves the closed world assumption, incorporated in the semantics of general logic programs, unchanged. Let us now consider the case where we do not automatically assume completeness about the information on birds and penguins. i.e. We would like to remove the CWA about birds and penguins. Now let us continue with Example 1.1. Example 1.2 Suppose we are given the same general information as in Example 1.1, except for the closed world assumption. Let us also assume that Tweety , Opus and Sam are birds, Sam is a penguin, Tweety is not and about Opus we do not know. Notice that since Opus may be a penguin we can not conclude that it ies. How can we represent this information? Notice the correspondence between removing CWA about the input relations and`expanding' the query. To expand the query we will rst try to add rules that use incomplete information about birds and penguins and make conclusion about non-ying birds. Since we use extended logic programs and ELPs do not have implicit CWA (unlike general logic programs) we need explicit rules that can make conclusion about non-ying birds. The rst natural attempt of nding an extended logic program representing knowledge from Ex- and re ects our refusal to use the closed world assumption for penguins. Unfortunately, T 0 (in conjunction with g1-g5) does not exhibit similar behavior w.r.t. the ying property of birds. In particular it concludes that Opus is a ying bird which contradicts our intuition.
To correct the problem let us replace rule (r3) of T 0 by a new rule similar to the rules used in GL92].
r3 0 . ab(X) not :p (X) and have the program T 1 consisting of the following rules. r1:
The program T 1 is more cautious than T 0 . It agrees with T 0 on queries about Tweety and Sam but all inquires about properties of Opus (except him being a bird) are (correctly) answered as unknown.
We now informally argue that this is no accident and that T 1 exhibits the`correct behavior' if used in conjunction with any collection of facts formed by literals with predicate symbols b and p.
Let us consider the examples in this subsection (Example 1.1 and 1.2) using the terminology of databases and queries. In Example 1.1 we are given a complete database about birds and penguins expressed by the set ff1; f2g and the program 1 expresses the query about ying and non-ying birds. In Example 1.2 we are looking for an extended logic program that can reason about ying and non-ying birds given an incomplete database about birds and penguins expressed by the set fg1; g2; g3; g4; g5g. In other words we are looking for the expansion of the query represented by 1 . Hence, to prove that T 1 exhibits the correct behavior we need to show that T 1 expands 1 .
We formally state this in Section 3 and give a proof. The rest of the paper is organized as follows: In Section 2 we review the notion of queries and extended logic programs. In Section 3 we formalize the notions of query expansion and interpolation of a general program and illustrate it by way of examples. In Section 4 we discuss an algorithm that constructs query expansions and interpolations for a large class of general logic programs.
Preliminaries
This section contains formal de nition of a query and also information about extended logic programs. Some results about general and extended logic programs necessary to make the paper self-contained are presented in the Appendix. A query from a database schema R to a database schema S is a partial 10 mapping from instances of R to (incomplete) 11 instances of S. An extended query from a database schema R to a database schema S is a partial mapping from incomplete instances of R to incomplete instances of S. In this paper we consider queries that are represented by general logic programs and extended queries that are represented by extended logic programs. It should be noted that viewing a general logic program (or an extended logic program) as a speci cation of a theory about the world does not contradict with viewing it as a query (or an extended query). In the rst case it is a function with no inputs, similar to the view where constants in a rst-order language are considered as functions of arity zero.
Databases and Queries

Extended Logic Programs
Before we de ne the syntax and semantics of extended logic programs let us introduce some necessary notations. But, not all complete sets of literals from the parameter will be in the domain. We will additionally require that each element X of the domain should be a valid input in the sense that when added to the resulting general logic program should not entail di erent literals from the parameter than that is in X. The following de nition makes this precise.
De nition 3.2 Let X be an arbitrary set from 2 P and let Y = atoms(X) jV. We will say that X is a valid input of (X 2 Dom( )) and Y is the value of at X (i.e. Y = (X)) if the following hold:
1. X = atoms(X) j P 2. X is complete w.r.t. P.
Consider the general logic program 1 from Example 1.1 with P = Lit(p; b) and V = Lit(f) and assume that t is the only constant in the language of 1 . It is easy to see that X 1 = fb(t); :p(t)g and X 2 = fb(t); p(t)g belong to the domain of 1 and that 1 (X 1 ) = ff(t)g and 1 (X 2 ) = f:f(t)g. However, X = fp(t); :b(t)g does not belong to the domain of 1 , since 1 fp(t) g 6 j = :b(t) and, hence, X 6 = 1fp(t)g j P. The intuition behind not allowing X to be in the domain of 1 is that when X is added to 1 the resulting program does not entail :b(t) which is entailed by X and which is an element of P.
De nition 3.3 For any set X 2 2 P , a supersetX of X is said to be a -extension of X if X 2 Dom( ). We denote the set of all -extension of X by S (X). We omit from S (X) when it is clear from context.
Intuitively, given a set X 2 2 P , S (X) denotes the di erent ways X can be completed with additional consistent information, and still be a valid input for .
We are now almost ready to precisely de ne the interpolation of a general logic program. In this paper we specify the interpolation through an extended logic program. We view an extended logic program T to be a function from 2 P to 2 V such that T(X) = T X j V = fs : s 2 V and T X j = sg.
Since we are only interested in extended logic programs that are interpolations, we do not restrict the domain of T.
Let T 1 be the extended program from Example 1.2 with P = Lit(p; b) and V = Lit(f) and assume that t is the only constant in the language of T 1 . It is easy to see that T 1 (fb(t)g) = ; while T 1 (fb(t); p(t)g) = f:f(t)g and T 1 (fb(t); :p(t)g) = ff(t)g. Notice that both sets fb(t); p(t)g and fb(t); :p(t)g are 1 -extensions of fb(t)g and that T 1 coincides with 1 on these extensions. (I.e., the value obtained by applying T 1 to these extensions is same as the value obtained by applying 1 to them.) Now we are ready for the main de nition of this paper:
De nition 3.4 (Interpolation) Let be a general logic program representing a query Q, with parameters P and values V. We say that an extended logic program T interpolates , w.r.t P and V if for every X 2 2 P
Moreover, we also say that the extended query represented by (the extended logic program) T expands the query represented by (the general logic program) .
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For convenience, we will just say that T interpolates without mentioning the query Q, the parameters P and the values V, whenever they are clear from the context. But it should be noted that T interpolates w.r.t. P and V does not necessarily mean that T will also be an interpolation of for a di erent query with a di erent pair of parameter and value. 12 The choice of Q, P and V is an integral part of the program. The programmer designs the program with that choice in mind. This is similar to the choices and assumptions a Prolog programmer makes about whether a particular attribute of a predicate in the head of a rule will be ground or not when that predicate is invoked.
The following proposition breaks down the de nition of interpolation to three di erent intuitive properties: equivalence, monotonicity and maximal informativeness. The equivalence property states that and T must be equivalent w.r.t. complete inputs. The monotonicity property states that T which accepts incomplete inputs should be monotonic, i.e. in the presence of additional consistent information it should not retract any of its earlier conclusions. The maximal informativeness property states that given an incomplete input X, the interpolation T should entail all literals that are entailed by w.r.t. all the complete extensions of X that are in the domain of . Intuitively, it means that if entails l regardless of what complete extension of X is given to as an input then X has enough information to make a decision on l and hence the interpolation T should entail l with X as the input.
12 It is interesting to study how the meaning of a general or an extended logic program changes if other parameter and/or values are chosen while keeping an identical set of rules. Some answers to this question can be found in GP96]. We now only need to show that 8X P, T(X) TX 2S(X) (X).
(case 2) S(X) 6 = ; Let s 2 T(X). Since, for allX 2 S(X), X X , by monotonicity (2.) we have s 2 T(X). But using equivalence (1.) we have s 2 (X). Hence, 8X P; T(X)
2 Let us go back to 1 and T 1 in Section 1. We are now in a position to rigorously state and prove the following proposition: Proposition 3.2 Let T 1 and 1 be the logic programs de ned in Example 1.2. T 1 is an interpolation of 1 , for P = Lit(p; b) and V = Lit(f).
The proof of the above proposition is presented in the appendix. It should be noted that it does not follow from the main result of the paper given in the next section.
The following example shows why T 0 from Example 1.2 is not an interpolation of .
Example 3.1 Consider the extended logic program T 0 from Example 1.2. It is easy to see that T 0 (fb(t)g) contains f(t) while, T 0 (fb(t); p(t)g) contains :f(t). I.e, T 0 (fb(t)g) 6 T 0 (fb(t); p(t)g) and hence T 0 can not be an interpolation of 1 .
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The proof of Proposition 3.2 substantially relies on the strati ability of 1 . In the next example we give an interpolation of a non-strati ed program.
Example 3.2 Consider the following general logic program 2 : 2
So far in this section we have made precise the notion of interpolation (and query expansion) and proved the interpolation results for two particular general logic programs. But we still do not know which program interpolates the program 0 that represents the ancestor query. Our goal now is to come up with a precise algorithm that constructs interpolations of general logic programs. Such an algorithm is very important. Currently there are a large number of queries that are expressed by general logic programs. When there is a need to expand these queries so that they accept incomplete database instances, such an algorithm will be very useful. It should be noted that lack of similar techniques in databases has caused many a problems when moving from older database models (such as hierarchical and network models) to relational model. Our algorithm interpolates a large class of general logic programs, but is not able to interpolate all them. We introduce the notions of weak interpolation and sound interpolation, two weaker notions of interpolation, and show that the program obtained by our algorithm is a weak interpolation for strati ed programs and is a sound interpolation for all programs.
De nition 3.5 (Weak and Sound Interpolation) Let be a general logic program, with parameter P and value V. We say an extended logic program T is a weak interpolation of w.r.t. P and V if the following three conditions are satis ed.
If only the rst and the third conditions are satis ed then we say T to be a sound interpolation of w.r.t. P and V.
2 From the third condition above it is clear that if T is a sound interpolation of then it satis es the weak equivalence property which is:
For every X 2 Dom( ), T(X) (X).
Interpolating General Logic Programs
In this section we present an algorithm which constructs an interpolation of a large class of general logic programs with some restrictions on its parameter and value. We now make these restrictions precise.
Let be a general logic program in language L. We only consider the query Q with values V consisting of all ground literals formed with predicates in the heads of the rules in (called IDB predicates), and parameters P consisting of all other ground literals in Lit (called EDB predicates).
A general logic program representing a query Q that satis es the above property is called a natural representation of Q.
Before we give the algorithm we demonstrate the intuition behind the algorithm by using the ancestor query as an example. 
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Since we were using the ancestor query as an example, the above theorem is a special case of a more general theorem (Theorem 4.4) to be stated later. Nevertheless, a separate proof of this theorem is important as it will illustrate proof techniques that can be used for proving interpolation results for more restricted class of general logic programs such as, the class of Horn logic programs. Hence, a separate proof of this theorem is given in the Appendix.
The Interpolation Algorithm
Now we apply the idea from section 4. For any program , the program A( ) contains the rule a(t) b 1 (t); : : :; b m (t); :c 1 (t); : : :; :c n (t) (v4) for every rule (v3) in . Rule (v4) is intended to be a monotonic and weakened version of rule (v2). The intuition is that we no longer want to make hasty (revisable) conclusion using the negation as failure operator (not ) in the body. The negation as failure operator is therefore replaced by : in (v4). On the other hand we would like m a (t) to be true if there is any possibility that a(t) is true. Hence, in the body of (v2) we still have the negation as failure operator. Once the truth of a(t) is established by A( ) through the rule (v4) it will never be retracted in presence of additional consistent information about the EDB predicates.
The above de nitions ensure that the interpolation does not entail m p ( t) for an input X i it does not entail p( t) for any consistent extension Y of X. Hence it is safe to infer :p(t) when the interpolation does not entail m p ( t). This observation leads to the following de nition of falsity of 
Properties of the transformation A
In this section we will formalize (and later prove them in the Appendix) several properties of the transformation A. We will show that for a large class of general logic programs it constructs an interpolation and for all general logic programs it constructs a sound interpolation. But before that we would like to point out that our algorithm will not generate an interpolation for the program 1 in Section 1 about birds and ying, for the given parameter and value. In Section 1 for the program we are interested in P = Lit(b; p) and V = Lit(f). But Algorithm 4.1 requires that P = Lit(p) and V = Lit(ab; b; f). Also, Algorithm 4.1 requires that P and V do not intersect and P V = Lit. At rst glance this seems to be very restrictive. In reality, the restriction corresponds to the requirement about EDB and IDB predicates in databases Ull89], that EDB and IDB predicates be disjoint, and EDB predicates not appear in the head of rules with non-empty bodies. Also, it is well known that in most cases if an EDB predicate appears in the head of the rule with non-empty body then it can be transformed to an intuitively equivalent program with new predicates.
So to be able to apply our transformation algorithm to 1 we consider P = Lit(b; p) and V = Lit(f; ab). The only change we have made so far is adding Lit(ab) to V. From the de nition of interpolation it is clear that if we construct an interpolation w.r.t. P = Lit(b; p) and V = Lit(f; ab), we will have an interpolation w.r.t. P = Lit(b; p) and V = Lit(f). Now to satisfy the requirement that predicate names in P not appear in the head of rules with non empty bodies, we consider the We now present the result where we state the class of programs for which A( ) is an interpolation of . This class is referred to as signed Kun89]. Intuitively, a signed general program is a program whose predicates can be partitioned to two sets such that for any rule the predicate in the head and the predicates in the body that are not preceded by not belong to the same partition and the predicate in the head and the predicates in the body that are preceded by not belong to the opposite partitions. The programs 1 and 1 are not signed but are strati ed. Hence, A( 1 ) may not be an interpolation of 1 . But it is a weak interpolation of 1 . We believe that it is an interpolation but are unable to prove it. Neither do we have interpolation result about a more general class than the class of signed general logic programs. Nevertheless, the following example shows an unsigned but strati ed general logic program for which Algorithm 4.1 does not construct an interpolation. In summary, the transformation A constructs interpolations for signed general logic programs, weak interpolations for strati ed general logic programs and sound interpolations for all programs. Moreover, the transformation preserved categoricity for signed programs and from Lemma 6.7 in the Appendix preserves strati cation (i.e. If is strati ed then A( ) + is strati ed) for strati ed programs.
Conclusion and Future Work
Reasoning with incomplete information has been looked at by researchers from many di erent perspectives: from closed world assumption where information not known to be true was automatically assumed to false Cla78], to various kinds of null values in databases Gra77, Zan84] , to reasoning with disjunctive information in disjunctive logic programming LMR92], to extended logic programs and epistemic speci cations GL91, Gel91]. In this paper we concentrated on a particular kind of incompleteness where we know a set of tuples about certain relations that are true, a set of tuples that are false, and do not know about the rest of the tuples. Our goal has been to reason with this in such a manner that our conclusions are not made false in presence of additional information about the previously unknown tuples. We motivated our goal through two examples, one from database and another from knowledge representation. Another common example that comes to our mind is from the eld of`reasoning about actions'. Early work on reasoning about actions such as STRIPS FN71] assumed complete information about the initial state. In recent years some researchers have considered the case when the initial state is incomplete from the perspective of this paper. i.e. We know certain uents to be true in the initial situation, certain uents to be false in the situation, and about the rest we have no idea. Now if we would like to reason with such an incomplete information, we better be careful and make conclusions that does not have to be withdrawn in presence of additional information about the uents whose truth value in the initial state was previously unknown. The ying birds example and the action domain above were previously represented as extended logic programs GL91]. Although the representation had some common features such as the not :
in the body of some rules, the exact mechanism behind them was not studied. In this paper we took a signi cant step towards studying this mechanism. We introduced the concept of an extended query and argued the appropriateness of using extended logic programs to express extended queries.
We de ned what it means to expand the query represented by a general logic program so as to allow incomplete database instances.
We related (through an example) query expansion to removal of CWA.
We presented an algorithm that takes a general logic program and constructs an extended logic program that expands the query represented by the logic program, for the class of signed programs. This is important because it provides an automatic way to interpolate a large number of existing programs in various domains. But a lot remains to be done. Our algorithm although produces meaningful (sound interpolations for arbitrary programs and weak interpolations for strati ed programs) extended logic programs for all programs, it is not able to (provably) construct interpolations for the ying bird example or the action domains. Overcoming this is an important future work. With the use of extensions of logic programming in knowledge representation, reasoning about actions and related elds it has become necessary to nd lemmas that can be used as building blocks for proving deeper results. Some such lemmas were presented in GP91, Tur93] . The proofs in this paper are important from this point of view. They demonstrate the usefulness of the results in GP91, Tur93] , and hopefully will help in formalizing and proving other results. So far in this paper we have used the terms`query expansion' and`interpolation' almost synonymously. Interpolating a general logic program by an extended logic program T is the same as expanding the query represented by by the program T. Our earlier use of the term`approximation' BGK93] was unfortunate and caused much confusion. We also earlier used the term`open counterpart' and have been suggested the term`open consensus' by one of the anonymous referees. There are at least two other ways of looking at our formalization. One (as suggested by another anonymous referee) is to consider our interpolation as an`interpolation of a class of general logic programs'; the class obtained by adding any subset of the input atoms to the program. This way of looking at it is very much similar to the`query expansion' formulation. The other way to look at it is based on the concept of`elaboration tolerance ' GP96] . Intuitively, an elaboration tolerant representation of a speci cation requires only a small change in the representation when the speci cation is modi ed slightly. With respect to this paper the change in speci cation that happens during interpolation is the removal of the Close World Assumption with respect to the input, and the change in representation corresponds to the transformation done by the Algorithm 4.1. This notion of elaboration tolerance perhaps explains the di erence in representation 1 and 1 . For the kind of reasoning with incomplete information we are concerned with, besides extended logic programs, abductive logic programs may also be a candidate formalism. An abductive logic program is a triple < ; A; I >, where is an abductive logic program, A is a set of atoms called abducibles, and I is a rst-order formula (or a collection of it) referred to as integrity constraints.
In KM90], a semantics of abductive logic programs is given via the notion of generalized stable model, which is de ned as a stable model of E, which satis es I, for any subset E of A. An abductive logic program T is said to entail a literal f if f is true in all generalized stable models of T.
In DDS93] Denecker and De Schreye present an abductive logic program for the action domain that`correctly' reasons w.r.t. incomplete information about the initial state in the sense that their program is sound and complete w.r.t. the semantics of the action language A. This suggests that their program could possibly be an interpolation of the general logic program that correctly reasons in presence of complete information. This is topic of further study and is an immediate priority with us. In this paper we studied interpolations of programs viewed as functions from complete databases to complete databases. In many cases, we are interested in queries from complete databases to incomplete databases. One such example BG94] is the query of` ying birds where we may also have wounded birds. In this case even when the input is complete the output may be incomplete because for wounded birds the intuitive conclusion is to neither infer that they y nor infer that they do not y. Such queries can be represented by extended logic programs. Our notion of interpolation can be generalized to take into account such queries. We are currently working on such a generalization. Another related question that is important is to nd features that guarantee that an extended logic program is its own interpolation.
Appendix
Results about general and extended logic programs
In this section we state some theorems from the literature that will be used in the proofs later. For a general logic program with signing S, let S be the set of all rules whose heads belong to S, and let S be the set of all rules whose heads belong to S. Consider rules r and r 0 of the form (1) without classical negation. We say that r r 0 i l 0 = l 0 0 , fl 1 ; : : :; l m g fl 1 0 ; : : :; l m 0 0 g and fl m 0 +1 0 ; : : :; l n 0 0 g fl m+1 ; : : :; l n g. Now we can de ne partial order on programs. Given programs P and Q, we say that P Q i for every rule r in program P there is a rule r 0 in program Q such that r r 0 . We show thatT 1 interpolates 1 .
(3) We show that T 1 andT 1 are equivalent w.r.t. inputs from P, i.e. for every X P T 1 (X) =T 1 (X).
(2) and (3) imply that T 1 interpolates 1 .
Proof of part (1):
To prove that T 0 1 is an interpolation of 0 1 we need to show T 0 (b2) Let l 2 TX 2S 0 1 (X) 0 1 (X). Assume that l 6 2 T 0 1 (X). Consider X 0 = X f lg (where l is the literal contrary to l) and X = 0 1atoms(X 0 ) j P.
First we will show that X 2 Dom( 0 1 ). 
From (t1) and (t2) and since X X 0 , we have X 2 S 0 1 (X) and hence l 2 0 1 (X ). Since P = V, we have l 2 X . But, l 2 X 0 (by de nition of X 0 ) and by (t2), l 2 X . Hence, X contains both l and l which is impossible. Hence, l 2 T 0 1 (X). This completes the proof of part (1).
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Proof of part (2) We need to proveT 1 
(case a:T 1 (X) is inconsistent.)
From Theorem 6.1 it follows thatT 1 (X) is inconsistent i T 0
It is easy to see that by Theorem 6.1 Dom( 1 ) = Dom( 0 1 ) and hence for every X P S 1 (X) = S 0 1 (X).
(s)
In case (a) of part (1) we showed that if T 0 1 (X) is inconsistent then S 0 1 (X) = ;: Hence we can conclude that S 1 (X) = ; and (4) holds. 
We rst prove (4) for atoms.
f(c) 2T 1 (X) , for everyX 2 S 0 1 (X) b(c) 2 0 1 (X) and :p(c) 2 0 1 (X) (from (s1), (s4) and (s5)) , for everyX 2 S 1 (X) f(c) 2 1 (X) (from (s3) and (s) )
Now we prove (4) for negative literals.
:f(c) 2T 1 (X) , for everyX 2 S 0 1 (X) :b(c) 2 0 1 (X) or p(c) 2 0 1 (X) (from (s2), (s6) and (s7)) , for everyX 2 S 0 1 (X) b(c) 6 2 0 1 (X) or :p(c) 6 2 0 1 (X) (from (s0)) , for everyX 2 S 1 (X) :f(c) 2 1 (X) (from (s3), (s0) and (s))
This completes the proof of (4).
Proof of part (3) (case a) When both T 1 (X) andT 1 (X) are consistent.
When T 1 (X) is consistent it is easy to show (by rst transforming it to a general logic program T + 1 (X), and then showing that T + 1 (X) is strati ed) that it has an unique answer set. Similarly, for T 1 (X).
From Theorem 6.2 we have that for any X P and any constant c 
Like before we consider two cases. 
Proof of the main result
In the proofs we will use the following notations: for a general logic program s( ) will denote the set of all stable models of ; X will denote the program atoms(X) for an extended logic program T a(T) will denote the set of all answer sets of T; T X will denote the program T X. (The confusion between the set of literals X , and T X and the programs X and T X respectively will be clear from the context.)
For a set of atoms U we denote the set f:p : p 6 2 Ug by e U.
The answer set semantics treats a rule with variables as a shorthand for the set of its ground instances. Therefore everywhere in the proofs we will assume that all rules have only ground literals in them, i.e. we will consider propositional programs. In the proofs we will use the following de nitions.
Lemma 6.1 For any general logic program and any X P, (1) if program X is coherent, then X 2 Dom( ) if and only if X is consistent and complete w.r.t. P; (2) if program X is non-coherent, then X 2 Dom( ) if and only if X = Lit(P): M \ P = g atoms(X) and, hence, atoms(X) j P) = atoms(X) g atoms(X). Therefore X 2 Dom( ) i X is complete w.r.t. P and atoms(X) j P = X i X is complete w.r.t. P and X = atoms(X) g atoms(X) i X is consistent and complete w.r.t. P. R n
We will now show that :p 2 X i p 2 P and p 6 2 M. Let p be an atom from P. Since Lemma 6.9 For any X P , the program A( ) X is coherent. Proof: Let T = A( ). Consider the following set S = fp : p 2 Rg fm p : p 2 Rg fp 0 : p 2 Rg. Since for any X P sets R and R are both signings of program T X, it is easy to check that S is a signing for the general logic program T + X + for any X P.
The corresponding set S is also a signing for T + X + , where S equals to fp : p 2 Rg fm p : p 2 Rg fp 0 : p 2 Rg. Let P R = fp : p 2 P; p 2 Rg and P R = fp : p 2 P; p 2 Rg: As follows from Lemma 6.12 8X 2 Dom( ) (X) = T(X), therefore it is enough to prove that for any X 2 P T(X) \ X2S(X) T(X):
As follows from Lemma 6.9, program T X has an answer set. If X is inconsistent then, as follows from Lemma 6.10, the answer set equals to Lit, therefore T(X) = Lit(V) and the inclusion is true. If X is consistent then, as follows from Lemma 6.10, T X is not contradictory and T(X) is consistent.
We will now use Theorem 1 from Tur93] for some special programs P and Q.
Consider X A = X fq : q 2 P R and q; :q 6 2 Xg f:q : q 2 P R and q; :q 6 2 Xg:
Let Q = T + X + and P = T + X A + .
Let us check that conditions of Theorem 1 Tur93] are satis ed.
Since all the di erence between X and X A is in S, Q S P S , Q S = P S , and literals(P) \ S = literals(Q) \ S.
Therefore from Theorem 1 we can make the conclusion (which we will call Conclusion 1) that program Q entails every atom f 2 S that is entailed by P or, in other words, for any atom f 2 S if T + X A j = f then T + X + j = f.
Consider X B = X fq : q 2 P R and q; :q 6 2 Xg f:q : q 2 P R and q; :q 6 2 Xg:
Let Q = T + X + , P = T + X B + and S 0 = S. Arguments similar to the ones in the rst case show that Q S 0 P S 0 , Q S 0 = P S 0 and literals(P)\S = literals(Q) \ S. Thus, the conditions of Theorem 1 are satis ed. Therefore we can make the conclusion (Conclusion 2), that program Q entails every atom f 2 S that is entailed by P or, in other words, for any atom f 2 S if T + X B + j = f then T + X + j = f. Now we will prove that for any X 2 P T(X) \ X2S(X) T(X):
Notice that, as follows from Lemma 6.8, X A ; X B 2 S(X). Let f 2 T(X) for anyX 2 S(X).
Consider the following cases:
f is an atom.
