and, when / G C n (M; R), we set (g^/ = e( n )(/ o TT). Our purpose here is to derive estimates on logarithmic derivatives of the heat kernel. To be precise, let A denote the Laplacian for the Levi-Civita connection, and consider the Cauchy initial value problem for the associated heat equation:
By elliptic regularity theory and the strong maximum principle, one knows that there is a unique smooth function (t,x,y) e (0,oo)xMxM i-> pt(x,y) G (0,oo) with the property that, for every / 6 C(M),
Uf(t, x)= f(y)pt(x, y) ^M{dy), (t, re) e (0, oo) x M,
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where AM stands for the normalized Riemann measure on M. In addition, because A is essentially self-adjoint on L 2 (AM), one knows that pt(x,y) = pt (y,x) . The estimates which we will derive say that, for each n > 1, there is a C n < oo such that (i.i) (B^log PT (-,y) ] (x) <c n |i + dist( *'
2/)2V
rp " jp2 for (r,x,y) e (0,l]xMxM, where dist(a:, ?/) denotes the Riemannian distance between x and y. At least for n E {1,2}, the results in [6] show that (1.1) is sharp. Using methods of stochastic control theory, the problem of finding the upper bounds on derivatives of the logarithm of the heat kernel was studied by S.-J. Sheu (cf. [8] ) in the following general set-up. He worked on R d and considered a uniformly elliptic operators L given by where the coefficients a 1^ and V are all bounded smooth functions and the matrix ((a 2J (x))) is symmetric with all its eigenvalues lying between two fixed positive numbers. Let p^x^y) denote the fundamental solution for the Cauchy initial value problem
with \\mu{t,x) = /(#);
and EL : (0, oo) x M x M -► R is the action functional given by:
E L (r,*,y) = iiirf jjf (^(t)-6o0(t), a^o^^-fto^)))^:
Sheu's estimate can be summarized as the statement that for T E (0, oo):
When L is the Laplacian for some metric on E d , one knows that
Hence, when n G {1,2}, our results coincide with Sheu's. However, when n > 3, our estimate represents an improvement on his. For those who are wondering whether this improvement is a consequence of the difference between his and our settings, the answer is "no": our methods can be modified to cover Sheu's setting and show that his estimate can be improved when n > 3. Furthermore, it seems likely that Sheu's own methods can be sharpened and made to reproduce our estimates 1 .
Perturbation of Brownian Paths on a Manifold.
This section gives a brief summary of results from §2 in [9] . For additional background, the reader may want to consult [1] and [4] .
We begin by introducing some notation. Let 
is a right-continuous, {i3t : * G [0, oo)}-progressively measurable map such that is the same as that of w ~» (w,^^ •, w));
fc, v (t,w) |'(())= ^[£^(t,w)|(s)
Our interest in the backward perturbation derives from the fact that, because of (a) and (b), As (2.3) makes explicit, the backward perturbation allows us to differentiate under the expectation value. However, it leaves us with a derivative on /, which we now want to remove with a second perturbation. Namely, the forward perturbation 
I>v4»(t, •) (W) = -^«(t, w) I ^e(r, w)-1 ( <S(A e (T, w)v) Ric
Ric, / $(0^(7-'), A e (T , ,w)v)^( T , ]W I ^(T") w)dr.
^(T.W)
Similarly (cf. Let / : M -> (0,00) be a smooth function. In this section we will combine (2.5)-(2.12) with elementary estimates on Ito stochastic integrals to estimate (cf. (2.1)) gW((Pr/)o7r) (P r /)o7r To be more precise, this section is devoted to the proof of the following statement. Given the calculations made in §2, the proof of Theorem 3.1 is basically an exercise in bookkeeping, most of which is taken care of by the next lemma. Since, by Lemma A.l, every integral of order (k,£) is an element of Vn, it suffices for us to check that, for each n > 1, J n is a finite linear combination of integrals of order (fc, £) with k < n < k + 2£. But, trivially, this is the case when n = 1, and the general case follows by induction when one takes into account the computations in (2. 
Derivation of the Main Estimate.
At this point, the derivation of (1.1) is quite easy. Indeed, the first step is to observe that, for any n > 1 and V = v where we have used the easily verified facts that x logx > -e~l and logx < h log 2m -1 for all x G (0, oo).
2m
Clearly, the preceding shows that ^2(m+i) < 2 (m log 2m + log yyHoo + log Af) A2 m , and the desired estimate follows immediately from this. 
