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ON THE QUANTIZATION OF ZERO-WEIGHT SUPER DYNAMICAL
r-MATRICES
GIZEM KARAALI
Abstract. Solutions of the classical dynamical Yang-Baxter equation on a Lie superalgebra
are called super dynamical r-matrices. A super dynamical r-matrix r satisfies the zero weight
condition if:
[h⊗ 1 + 1⊗ h, r(λ)] = 0 for all h ∈ h, λ ∈ h∗.
In this note we explicitly quantize zero-weight super dynamical r-matrices with zero coupling
constant. We also answer some questions about super dynamical R-matrices. In particular
we offer some support for one particular interpretation of the super Hecke condition.
1. Introduction
1.1. Overview. One of the major breakthroughs in the theory of quantum groups in the
last decade was the main quantization result from [2], the general explicit quantization of all
classical dynamical r-matrices which fit Schiffmann’s classification [11]. This complemented
the categorical quantization results of Etingof-Kazhdan [1] and provided a fully constructive
method to quantize a given r-matrix.
In this note we initiate an analogous program of constructing explicit quantizations in
the context of Lie superalgebras. In particular we explicitly quantize zero-weight super
dynamical r-matrices with zero coupling constant. We next discuss the classification problem
for super dynamical R-matrices and provide some partial answers. Then we use our results
to weigh in on the question of what the correct graded analogue should be for the Hecke
condition. Thus the note overall contributes to the theory of super quantum groups, which
is still widely incomplete.
1.2. Results. Our main quantization result is the following theorem, proved in Section 3:
Theorem 1. Let h be a finite dimensional commutative Lie superalgebra over C and let V be
a finite dimensional semisimple h-module whose weights make up a basis for h∗. Then every
super dynamical r-matrix r : h∗ → End(V ⊗ V ) with zero weight and zero coupling constant,
holomorphic on an open polydisc U ⊂ h∗, can be quantized to a super dynamical R-matrix R
on U .
(See §§2.1-2.2 and §§3.1 for the relevant definitions). Zero-weight super dynamical r-matrices
with no spectral parameters were classified by the author in [8] in a manner which generalized
the analogous non-graded results of [3]. In the proof of the above theorem, we make extensive
use of this result, as well as results from [4].
The quantum theme of this note is developed mostly in Section 4. There we briefly study
the classification problem for super dynamical R-matrices. and then focus on the super Hecke
condition. The (non-graded) Hecke condition, introduced in [4] as a desirable property of
dynamical R-matrices, is a quantum analogue of the generalized unitarity condition. We
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proposed a super version of it in our [9]. In Section 5, we use our work here and some other
considerations to weigh in on this issue of the correct super version.
The extension to the graded world of the general constructive quantization [2] of all clas-
sical dynamical r-matrices which fit Schiffmann’s classification [11] is still an open problem,
and work on it is still ongoing [5]. Part of the difficulty comes from the fact that there is not
yet a complete classification result analogous to [11]; see [6, 7, 8, 9] for partial results and
counterexamples in this direction.
1.3. The organization of this note. This note is organized as follows: In Section 2 we
provide the basic definitions and summarize the result from [8] that we will need. In Section
3, we prove Theorem 1. In Section 4, we sketch the development of a super analogue for the
classification of super dynamical R-matrices given in [4]. Section 5 concludes the note with
a discussion of the implications of our work to the problem of determining the correct way
to superize the Hecke condition.
2. Definitions and relevant earlier results
2.1. Basic notation and terminology. Let g be a simple Lie superalgebra with non-
degenerate Killing form (· , ·). Let h ⊂ g be a Cartan subsuperalgebra, and let ∆ ⊂ h∗ be
the set of roots associated to h. Fix a set of simple roots Γ or equivalently a Borel b. We
will say that a set X ⊂ ∆ of roots of g is closed if it satisfies the following:
(1) If α, β ∈ X and α + β is a root, then α + β ∈ X , and
(2) If α ∈ X , then −α ∈ X.
For any positive root α fix eα ∈ gα and pick e−α ∈ g−α dual to eα i.e.
(eα, e−α) = 1 for all α ∈ ∆
+.
Note that we can do this uniquely up to scalars because all the gα are one-dimensional,
(which follows from the nondegeneracy of the Killing form). Define:
Aα =
{
(−1)|α| if α is positive
1 if α is negative
(2.1)
It is easy to see that A−α = (−1)
|α|Aα. We can use Aα for instance to write the duals of our
basis vectors in terms of one another:
e∗α = A−αe−α
or equivalently:
(eα, e−α) = A−α.
Finally let Ω be the quadratic Casimir element, i.e. the element of g⊗ g corresponding to
the Killing form.
The super twist map Ts : V ⊗ V → V ⊗ V is defined on the homogeneous elements of a
given super vector space V as
Ts(a⊗ b) = (−1)
|a||b|b⊗ a.
Similarly the super symmetrizing map Alts : V ⊗ V ⊗ V → V ⊗ V ⊗ V is defined on homo-
geneous elements by:
Alts(a⊗ b⊗ c) = a⊗ b⊗ c + (−1)
|a|(|b|+|c|)b⊗ c⊗ a + (−1)|c|(|a|+|b|)c⊗ a⊗ b.
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2.2. The classical dynamical Yang-Baxter equation. The classical dynamical Yang-
Baxter equation for a meromorphic function r : h∗ → g⊗ g is the equation:
Alts(dr) + [r
12, r13] + [r12, r23] + [r13, r23] = 0. (2.2)
Here, for a fixed (even) basis {xi} for h, the differential of r is defined as:
dr : h∗ −→ g⊗ g⊗ g
λ 7−→
∑
i xi ⊗
∂r
∂xi
(λ)
Thus, we can see that for r =
∑
r(1) ⊗ r(2), Alts(dr) may be rewritten as:
∑
i
x
(1)
i
(
∂r
∂xi
)(23)
+
∑
i
x
(2)
i
(
∂r
∂xi
)(31)
+
∑
i
(−1)|r(1)||r(2)|x
(3)
i
(
∂r
∂xi
)(12)
.
We will say that a meromorphic function r : h∗ → g⊗ g is a super dynamical r-matrix with
coupling constant ǫ if it is a solution to Equation (2.2) and satisfies the generalized unitarity
condition:
r(λ) + Ts(r)(λ) = ǫΩ. (2.3)
A super dynamical r-matrix r satisfies the zero weight condition if:
[h⊗ 1 + 1⊗ h, r(λ)] = 0 for all h ∈ h, λ ∈ h∗.
2.3. Classification of super dynamical r-matrices of zero weight. In [8] we proved:
Theorem 2. Let g be a simple Lie superalgebra with non-degenerate Killing form (· , ·),
h ⊂ g a Cartan subsuperalgebra, and ∆ ⊂ h∗ the set of roots associated to h.
(1) Let X be a closed subset of the set of roots ∆ of g. Let ν ∈ h∗, and let D =∑
i<j Dijdxi ∧ dxj be a closed meromorphic 2-form on h
∗. If we set Dij = −Dji for
i ≥ j, then the meromorphic function:
r(λ) =
N∑
i,j=1
Dij(λ)xi ⊗ xj +
∑
α∈X
Aα
(α, λ− ν)
eα ⊗ e−α (2.4)
is a super dynamical r-matrix with zero weight and zero coupling constant.
(2) Any super dynamical r-matrix with zero weight and zero coupling constant is of this
form.
We further proved that there are exactly two types of zero-weight solutions to Equation
(2.2) satisfying the generalized unitarity condition: the rational ones (solutions of the form
given by Equation (2.4)), with zero coupling constant, and the trigonometric ones, with a
nonzero coupling constant. In fact we explicitly described the general form of the latter, but
we will not need that result here.
3. Quantization of zero weight r-matrices
In this section we prove Theorem 1.
3
3.1. The quantum dynamical Yang-Baxter equation. Let h be a finite dimensional
commutative Lie superalgebra over C, V a finite dimensional super vector space over C with
a diagonal(izable) h action, and let V = ⊕ω∈h∗V [ω] be V ’s h-weight decomposition. In other
words, for every v ∈ V [ω] and x ∈ h, we have x · v = ω(x)v.
In this context, the quantum dynamical Yang-Baxter equation with step γ for a function
R : h∗ → End(V ⊗ V ) is the equation:
R12(λ− γh(3))R13(λ)R23(λ− γh(1)) = R23(λ)R13(λ− γh(2))R12(λ). (3.1)
Here the operator Rij is interpreted to be acting nontrivially on the ith and the jth compo-
nents of a given 3-tensor, and the notation h(k) is to be replaced by the weight of the kth com-
ponent of the same. For instance R12)(λ− γh(3))(v1 ⊗ v2 ⊗ v3) = (R(λ− γω3)(v1 ⊗ v2))⊗ v3
whenever v3 ∈ V [ω3].
We will say that an invertible function R : h∗ → End(V ⊗ V ) is a super dynamical R-
matrix if it is a solution to Equation (3.1) and satisfies the zero weight condition:
[h⊗ 1 + 1⊗ h,R(λ)] = 0 for all h ∈ h, λ ∈ h∗.
3.2. The quantization problem. Let Rγ : h
∗ → End(V ⊗ V ) be a smooth family of solu-
tions to Equation (3.1) such that:
Rγ(λ) = 1− γr(λ) +O(γ
2).
Then the function r(λ) satisfies Equation (2.2) and is called the semi-classical limit of Rγ(λ).
In the same setup Rγ(λ) is called a quantization of r(λ).
Alternatively we can begin with a super dynamical r-matrix r : h∗ → End(V ⊗V ) defined
on an open subset U of h∗. We then call r quantizable if there is a power series in γ of the
form:
Rγ(λ) = 1− γr(λ) +
∞∑
n=2
γnrn(λ)
satisfying Equation (3.1). The quantization problem for us must now be obvious: Given a
super dynamical r-matrix construct a power series Rγ(λ) of the form above (or prove the
impossibility of such a construction).
3.3. Multiplicative forms. In the following we will make use of multiplicative k-forms a
la [4, §§1.4]. We now briefly recall some of the relevant constructions to keep our paper
self-contained.
Let V = V0 ⊕ V1 be a super vector space with a homogeneous linear coordinate system
λ1, · · · , λN . We define a multiplicative k-form on V to be a collection:
ϕ = {ϕi1,...,ik(λ1, · · · , λN)}
of meromorphic functions, where the ordered k-tuples (i1, . . . , ik) run through all k-element
subsets of {1, · · · , N}, and we require that:
ϕτ(I)ϕI = 1
whenever I = (i1, . . . , ik) is some ordered k-tuple and τ(I) is a transposition (isis+1) switching
the consecutive indices is, is+1 for some 1 ≤ s < k. Let Ω
k(V ) = Ωk be the set of all
multiplicative k-forms on V . There is a natural abelian group structure on Ωk.
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Now we fix a complex number γ. We define, for each i = 1, · · · , N , an operator δi on the
space of all meromorphic functions on the N variables λ1, · · · , λN :
δi : f(λ1, · · · , λN) 7−→ f(λ1, · · · , λN)/f(λ1, · · · , λi − γ, · · · , λN).
We next define an operator dγ : Ω
k → Ωk+1 mapping ϕ to dγϕ given by:
(dγϕ)i1,...,ik+1(λ1, · · · , λN) =
k+1∏
s=1
(
δisϕi1,...,is−1,is+1,...,ik+1(λ1, · · · , λN)
)(−1)s+1
.
A multiplicative k-form ϕ is γ-closed if dγϕ = 0. Obviously, d
2
γ = 0 because the zero element
of Ωk is the form {ϕi1,...,ik(λ1, · · · , λN) ≡ 1}.
Still following [4, §§1.4], we say that a smooth family ϕ(γ) = {ϕi1,i2,...,ik(λ1, λ2, · · · , λN , γ)}
of multiplicative k-forms with
ϕI(λ, γ) = 1− γCI(λ) +O(γ
2) for each I = (i1, i2, . . . , ik)
is a quantization of the differential form
C =
∑
i1<i2<···<ik
Ci1,i2,...,ik(λ) dxi1 ∧ dxi2 ∧ · · · ∧ dxik .
Conversely we will say that a differential form C given as above is quantizable if there exists
a power series in γ:
ϕI(λ, γ) = 1− γCI(λ) +
∞∑
n=2
γnCn;I(λ) for each I = (i1, i2, . . . , ik)
convergent for small |γ| and fixed λ ∈ U , where U is an open polydisc in CN , in such a way
that {ϕi1,i2,...,ik(λ1, λ2, · · · , λN , γ)} is a multiplicative k-form.
Here is Lemma 1.1 from [4]:
Lemma 3. Every closed holomorphic differential k-form C defined on an open polydisc is
quantizable to a holomorphic multiplicative closed k-form ϕ(γ).
The proof is included in [4] and will not be repeated here.
3.4. R-matrices of gl(m,n) type. Now let h be a finite dimensional commutative Lie
superalgebra over C and let V = V0 ⊕ V1 be a finite dimensional semisimple h-module
whose weights W = {ω1, ω2, · · · , ωN} make up a basis for h
∗. We label the elements of
the dual basis for h by xi; clearly the xi are all even, and dimC V = dimC h = N . Let
{v1, v2, · · · , vN} be an h-eigenbasis for V with xivj = δijvj . By relabeling as needed, we can
assume that v1, v2, · · · vm is a basis for V0, the even part of V , while vm+1, vm+2 · · · , vN is
a basis for V1, the odd part of V . Let n = N − m. We will say that a super dynamical
R-matrix R : h∗ → End(V ⊗V ) for such h and V is an R-matrix of gl(m,n) type. The super
dynamical R-matrices in this paper will all be of this kind unless explicitly noted otherwise.
In this setup V ⊗ V has the following weight decomposition:
V ⊗ V =
(
N⊕
i=1
Vii
)
⊕
(⊕
i<j
Vij
)
. (3.2)
Here Vii = C(vi⊗ vi) and Vij = C(vi⊗ vj)⊕C(vj ⊗ vi). It is clear that Vii will always belong
to the even part of V ⊗ V while Vij may be even or odd. In particular, if exactly one of vi
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and vj is odd, then Vij will be odd, otherwise it will be even. In other words, if we introduce
the notation
σ(i) =
{
0 if i ≤ m
1 if i > m,
then Vij is odd if and only if σ(i) + σ(j) = 1.
We can introduce a basis {Eij |1 ≤ i, j ≤ N} for End(V ) by setting Eijvk = δjkvi. Recall
that we require our dynamical R-matrices to satisfy the zero weight condition. Then we can
write any R-matrix R : h∗ → End(V ⊗ V ) of gl(m,n) type in the form:
R(λ) =
N∑
i,j=1
αij(λ)Eii ⊗ Ejj +
∑
i 6=j
βij(λ)Eji ⊗ Eij
for some meromorphic functions αij, βij : h
∗ → C.
3.5. Gauge transformations for super dynamical r-matrices. Before we can prove
Theorem 1, we will need to simplify the expression (2.4). In order to do that we first discuss
briefly the appropriate gauge transformations for super dynamical r-matrices of the form
r : h∗ → End(V ⊗ V ). Note that if we assume the setup of §§3.4, then we can use the {Eij}
basis for End(V ). Then the zero weight condition on r implies that r has to be in the form:
r(λ) =
N∑
i,j=1
αij(λ)Eii ⊗ Ejj +
∑
i 6=j
βij(λ)Eji ⊗Eij
for some meromorphic functions αij, βij : h
∗ → C.
The following is a list of the gauge transformations for such r which we will need in the
rest of this note (cf. [3, 4]):
(1) The transformation:
r(λ) 7−→ r(λ) +
N∑
i,j=1
Dij(λ)Eii ⊗ Ejj
for some closed meromorphic differential 2-form D =
∑
i<j Dijdxi ∧ dxj on h
∗. Dij
is then extended to all i, j by setting Dij = −Dji for i ≥ j. (Dii = 0 for each i.)
(2) The transformation:
r(λ) 7−→ r(λ+ µ)
for µ ∈ h∗.
(3) The transformation:
r(λ) 7−→ cr(cλ)
for a nonzero complex number c ∈ C.
(4) The transformation:
r(λ) 7−→ (τ ⊗ τ)r(τ−1 · λ)(τ−1 ⊗ τ−1)
for some permutation τ ∈ SN of the coordinates in h
∗ and V .
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(5) The transformation:
r(λ) 7−→ r(λ) + c Id
for a nonzero complex number c ∈ C.
Each of these transformations corresponds to a specific quantum gauge transformation al-
lowed for super dynamical R-matrices (cf. [4]). We will briefly study these quantum gauge
transformations in §§4.3, in the context of the classification problem for super dynamical
R-matrices.
It is easy to show that the transformations (1-5) map a given super dynamical r-matrix to
another. We omit the proofs here since they are straightforward modifications of those in [3].
We will say that two super dynamical r-matrices are gauge equivalent (or simply equivalent
when the context is unambiguous) if one can be obtained from the other by a sequence of
gauge transformations.
We can now simplify the expression in Theorem 2 using the above. Let X ⊂ {1, 2, · · · , N}
be a subset of indices and write it as a disjoint union of subintervals X = X1⊔X2⊔· · ·⊔Xn.
In other words, every subinterval Xk should be of the form Xk = [ik, ik+1, ik+2, · · · , jk], and
jk < ik+1 for each k. Define:
Aij =
{
(−1)σ(i)+σ(j) if i < j,
1 if i > j,
(cf. Equation (2.1)). Now applying the above transformations and using the {Eij} basis, we
can show that the super dynamical r-matrix in Equation (2.4) is (gauge-)equivalent to:
rrat(λ) =
n∑
k=1
( ∑
i,j∈Xk,i 6=j
Aij
λij
Eij ⊗ (Eij)
∗
)
.
Since (Eij)
∗ = Aji(−1)
σ(i)Eji, this further reduces to:
rrat(λ) =
n∑
k=1
( ∑
i,j∈Xk,i 6=j
(−1)σ(j)
λij
Eij ⊗ Eji
)
. (3.3)
3.6. The construction. We are finally ready to construct the quantization necessary for
Theorem 1. Let h and V be as in §§3.4. We will once again use the basis {Eij} for End(V )
and we will write X ⊂ {1, 2, · · · , N} as a disjoint union of subintervals X = X1⊔X2⊔· · ·⊔Xn
Consider:
Rrat(λ, γ) = Id +
n∑
k=1
∑
i,j∈Xk,i 6=j
γ
λij
(
Eii ⊗ Ejj + (−1)
σ(i)Eji ⊗Eij
)
Then Rrat(λ, γ) satisfies Equation (3.1) (cf. Theorem 4), and its semi-classical limit is:
r′rat(λ) =
n∑
k=1
∑
i,j∈Xk,i 6=j
−1
λij
(
Eii ⊗Ejj + (−1)
σ(i)Eji ⊗Eij
)
.
Using the gauge transformation of type (1) with the closed form:
D =
n∑
k=1
∑
i,j∈Xk,i<j
Dijdxi ∧ dxj =
n∑
k=1
∑
i,j∈Xk,i<j
−1
λij
dxi ∧ dxj ,
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we can show that r′rat is (gauge-)equivalent to the rrat of Equation (3.3). Together with
Lemma 3 this proves Theorem 1. 
4. The Quantum Picture
In this section we define the super Hecke condition (§§4.2) which is a generalized unitarity
condition. Using this notion, we state and prove (§§4.4) a theorem in the spirit of Theorem
1.2 of [4]. This is a result that provides a partial classification of all super dynamical R-
matrices satisfying the super Hecke condition. It turns out that the super Hecke condition
encodes the constraint on the coupling constant in the classical case.
4.1. Some initial computations. Let h and V be as in §§3.4. We will once again use the
basis {Eij} for End(V ) and throughout this section we will once again restrict ourselves to
the study of R-matrices of gl(m,n) type. Recall that this means, in particular, that the
super vector space V ⊗ V has the weight decomposition given in (3.2).
More specifically, a super dynamical R-matrix R : h∗ → End(V ⊗ V ) of gl(m,n) type can
be written in the form:
R(λ) =
N∑
i,j=1
αij(λ)Eii ⊗ Ejj +
∑
i 6=j
βij(λ)Eji ⊗ Eij
for some meromorphic functions αij , βij : h
∗ → C. If we now assume for simplicity (and for
other reasons which will become clearer in §§4.2) that our super dynamical R-matrices all
satisfy αii = 1 for all i, we can rewrite the above as:
R(λ) =
N∑
i=1
Eii ⊗ Eii +
∑
i 6=j
αij(λ)Eii ⊗Ejj +
∑
i 6=j
βij(λ)Eji ⊗Eij (4.1)
for some meromorphic functions αij, βij : h
∗ → C.
In this subsection we list a few conditions on these α and β functions. We limit ourselves
to simply summarizing the results of necessary computations; the explicit derivations can be
found in Appendix ??.
By applying the two sides of Equation (3.1) for an R of the form (4.1) to a basis element
vi⊗ vi⊗ vk of V
⊗3 with i 6= k and setting the coefficients of like terms equal to one another,
we obtain:
αki(λ− γωi)βik(λ)αik(λ− γωi) + (βik(λ− γωi))
2 = βik(λ− γωi) (4.2)
and
(−1)σ(i)+σ(k)βki(λ− γωi)βik(λ)αik(λ− γωi) + αik(λ− γωi)βik(λ− γωi)
= βik(λ)αik(λ− γωi). (4.3)
Note that Equation (4.2) is identical to [4, Eqn.1.8.4] while Equation (4.3) is a signed version
of [4, Eqn.1.8.5].
Similarly we can derive the following equations by applying the two sides of Equation (3.1)
to a basis element vi ⊗ vj ⊗ vk with i, j, k all distinct:
αij(λ− γωk)αik(λ)αjk(λ− γωi) = αjk(λ)αik(λ− γωj)αij(λ) (4.4)
which is precisely the same as [4, Eqn.1.8.6];
αik(λ− γωj)αij(λ)βjk(λ− γωi) = βjk(λ)αik(λ− γωj)αij(λ) (4.5)
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which is precisely the same as [4, Eqn.1.8.7];
βij(λ− γωk)αik(λ)αjk(λ− γωi) = αik(λ)αjk(λ− γωi)βij(λ) (4.6)
which is precisely the same as [4, Eqn.1.8.8];
(−1)σ(k)βkj(λ− γωi)βik(λ)αjk(λ− γωi) + (−1)
σ(j)αjk(λ− γωi)βij(λ)βjk(λ− γωi)
= (−1)σ(i)βik(λ)αjk(λ− γωi)βij(λ) (4.7)
which is a signed analogue of [4, Eqn.1.8.9];
αkj(λ− γωi)βik(λ)αjk(λ− γωi) + βjk(λ− γωi)βij(λ)βjk(λ− γωi) =
αji(λ)βik(λ− γωj)αij(λ) + (−1)
σ(i)+σ(j)βij(λ)βjk(λ− γωi)βij(λ) (4.8)
which is a signed analogue of [4, Eqn.1.8.10]; and
βik(λ− γωj)αij(λ)βjk(λ− γωi) =
βji(λ)βik(λ− γωj)αij(λ) + αij(λ)βjk(λ− γωi)βij(λ) (4.9)
which is precisely the same as [4, Eqn.1.8.11].
4.2. The Super Hecke Condition. Let p 6= −q be two complex numbers. Set Rˇ = PsR
where Ps ∈ End(V ⊗ V ) is the element corresponding to Ts. In a way analogous to [4] we
will say that a function R : h∗ → End(V ⊗ V ) satisfies the strong super Hecke condition if it
has the following properties:
(1) The function preserves the weight decomposition given in (3.2).
(2) For any i = 1, 2, · · · , N , and λ ∈ h∗, Rˇ(λ)(vi ⊗ vi) = p(vi ⊗ vi).
(3) For any i 6= j, and λ ∈ h∗, the operator Rˇ(λ) restricted to Vij has eigenvalues
(−1)σ(i)+σ(j)p and −(−1)σ(i)+σ(j)q.
A function R : h∗ → End(V ⊗ V ) satisfies the weak super Hecke condition if it has the
following properties (cf [4, Eq.1.3.6]) :
(1) The function preserves the weight decomposition given in (3.2).
(2) For any λ ∈ h∗ and i, j ≤ N , (Rˇ(λ)− (−1)σ(i)+σ(j)p)(Rˇ(λ)+ (−1)σ(i)+σ(j)q) = 0 when
restricted to Vij.
Just as in the non-graded case these two properties are intimately related. In fact whenever
a continuous family Rt : h
∗ → End(V ⊗V ), t ∈ [0, 1], of meromorphic functions, analytic for
0 < t < 1 and R0 = Id, satisfies the weak super Hecke condition for all t, then Rt satisfies
the strong super Hecke condition as well. Hence we will simply assume that R satisfies both
whenever we say that R satisfies the super Hecke condition.
Now we consider a super dynamical R-matrix R(λ) with step γ = 1 which satisfies the
super Hecke condition with p = 1 and q arbitrary. Then we can see that αii = 1 and R has
the form given by Equation (4.1). Furthermore, whenever i 6= j, we have:
(−1)σ(i)βij(λ) + (−1)
σ(j)βji(λ) = (−1)
σ(i)+σ(j)(1− q) (4.10)
and
(−1)σ(i)+σ(j)βij(λ)βji(λ)− αij(λ)αji(λ) = −q (4.11)
obtained from the trace and determinant of Rˇ on Vij. Note that these are signed versions of
[4, Eqn.1.8.2] and [4, Eqn.1.8.3].
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At this point it is easy to notice that if i 6= j, then assuming αij ≡ 0 implies that
βij(λ)βji(λ) = −(−1)
σ(i)+σ(j)q
by Equation (4.11), and Equation (4.2) gives us:
(βij(λ))
2 = βij(λ) and (βji(λ))
2 = βji(λ).
These then contradict with Equation (4.10). Therefore αij cannot be identically zero. Simi-
larly we can show that
αij(λ)αji(λ) = ((−1)
σ(i)βij(λ) + (−1)
σ(i)+σ(j)q)((−1)σ(j)βji(λ) + (−1)
σ(i)+σ(j)q) (4.12)
and therefore the quantity (−1)σ(i)βij(λ) + (−1)
σ(i)+σ(j)q is also not identically zero.
Finally we consider a super dynamical R-matrix R(λ) of the form (4.1) with step γ = 1,
and assume that R(λ) satisfies the super Hecke property with Hecke parameters p = 1 and
q. Then the collection of functions:
ϕ = {ϕij(λ)} where ϕij(λ) =
(−1)σ(i)βij(λ) + (−1)
σ(i)+σ(j)q
αij(λ)
for i 6= j (4.13)
is a γ-closed multiplicative 2-form with γ = 1. This follows from our earlier computations
and in particular from Equation (4.12); just as in [4], Equations (4.4) and (4.5) are used to
show that dγϕ = 0. We will use this ϕ in the next subsection.
4.3. Gauge transformations for super dynamical R-matrices. Let us now assume
that we have a super dynamical R-matrix of gl(m,n) type and we write it in the form given
by Equation (4.1). The following is a list of the gauge transformations for such R(λ) which
we will need in the rest of this note (cf. [4, §§1.4]):
(1) The transformation:
R(λ) 7−→
N∑
i=1
Eii ⊗ Eii +
∑
i 6=j
ϕij(λ)αij(λ)Eii ⊗Ejj +
∑
i 6=j
βij(λ)Eji ⊗ Eij
for some meromorphic s-multiplicative γ-closed multiplicative 2-form {ϕij} on h
∗.
(2) The transformation:
R(λ) 7−→ (τ ⊗ τ)R(τ−1 · λ)(τ−1 ⊗ τ−1)
for some permutation τ ∈ SN of the coordinates in h
∗ and V .
(3) The transformation:
R(λ) 7−→ cR(λ)
for a nonzero complex number c ∈ C.
(4) The transformation:
R(λ) 7−→ R(cλ+ µ)
for a nonzero complex number c ∈ C and an element µ ∈ h∗.
It is easy to see that transformations of type (1-3) transform a super dynamical R-matrix
with step γ to another one with step γ. In particular it suffices to check that the rele-
vant equations in §§4.1 and §§4.2 for αij(λ) and βij(λ) are invariant with respect to them.
Transformations of type (4) modify the step γ to γ/c.
In all cases the super Hecke property is preserved. While the transformations of type
(3) modify the relevant Hecke parameters, the rest preserve them. Moreover, any super
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dynamical R-matrix R(λ) of Hecke type can be shown to be (gauge-)equivalent to a super
dynamical R-matrix R(λ) with step γ = 1 which satisfies the super Hecke condition with
p = 1 and q arbitrary. This requires simply gauge transformations of types (3) and (4).
At this point we can specialize (4.1) even further. Once again letR(λ) be a super dynamical
R-matrix of the form (4.1) with step γ satisfying the super Hecke condition. As justified
by the above we can assume that the step γ = 1 and the Hecke parameters are p = 1 and
q arbitrary. Then if we apply the gauge transformation of type (1) to this R(λ) using the
reciprocal of the multiplicative 2-form given in (4.13), we obtain a new super dynamical R-
matrix (satisfying the super Hecke condition with the same parameters) whose coefficients
now satisfy
αij(λ) = (−1)
σ(i)βij(λ) + (−1)
σ(i)+σ(j)q for i 6= j. (4.14)
4.4. Statement of the main quantum theorem. We are now ready to state the main
result of this section:
Theorem 4 (Classification Theorem for Equal Parameters). Let h be a finite dimensional
commutative Lie superalgebra over C and let V = V0⊕V1 be a finite dimensional semisimple
h-module whose weights make up a basis for h∗. Let N = dimC V = dimC h .
(1) Let X ⊂ {1, 2, · · · , N} be a subset of indices written as a disjoint union of subintervals
X = X1⊔X2⊔· · ·⊔Xn. Fix a γ-quasiconstant µ : h
∗ → h∗ with γ = 1. Define scalar
meromorphic γ-quasiconstant functions µij : h
∗ → C by µij(λ) = x1(µ(λ))−xj(µ(λ)).
Then the meromorphic function RX : h
∗ → End(V ⊗ V ) defined by:
RX(λ) =
N∑
i,j=1
(−1)σ(i)+σ(j)Eii⊗Ejj+
n∑
s=1
( ∑
i,j∈Xs,i 6=j
1
λij − µij(λ)
[Eii ⊗ Ejj + (−1)
σ(i)Eji ⊗ Eij]
)
is a super dynamical R-matrix of gl(m,n) type satisfying the super Hecke condition
with p = q = 1 and step γ = 1.
(2) Every super dynamical R-matrix of gl(m,n) type satisfying the super Hecke condition
with p = q is equivalent to a super dynamical R-matrix of this form.
4.5. Proof of Theorem 4. Now we let R(λ) be a super dynamical R-matrix satisfying the
super Hecke condition with parameters p = q. As we showed in the previous subsection, we
can use appropriate gauge transformations to ensure that γ = p = q = 1. Then Equation
(4.14) becomes:
αij(λ) = (−1)
σ(i)βij(λ) + (−1)
σ(i)+σ(j) for i 6= j.
Next look at Equation (4.3) for indices i, j. Clearly βij(λ) = βji(λ) ≡ 0 is one solution, so
we assume that this is not the case. Since we showed earlier in §§4.2 that αij cannot be
identically zero, we obtain from the two versions (for i, i, j and j, j, i, reading the coefficients
of i, j, i and j, i, j respectively), the following two conditions on βij :
1
βij(λ)
−
1
βij(λ− ωi)
= 1 for i 6= j, (4.15)
and
1
βij(λ)
−
1
βij(λ− ωj)
= −(−1)σ(i)+σ(j) for i 6= j. (4.16)
where we are using (−1)σ(i)βij(λ)+(−1)
σ(j)βji(λ) = 0 or equivalently Aijβij(λ)+Ajiβji(λ) = 0
(obtained from Equation (4.10) with q = 1).
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Rewriting these equations as:
βij(λ− ωi) =
βij(λ)
1− βij(λ)
and
βji(λ− ωi) =
βji(λ)
1 + (−1)σ(i)+σ(j)βji(λ)
and using the description of αij(λ) in terms of the βij(λ) given above, we see that solutions
βij(λ), βji(λ) to the above equations will also be solutions to Equation (4.2) (cf. [4, Lemma
1.4].
Furthermore defining
µij(λ) = λij −
(−1)σ(i)
βij(λ)
we can show that µij(λ − ωi) = µij(λ − ωj) = µij(λ) for all i 6= j. Thus the meromorphic
functions
βij(λ) =
(−1)σ(i)
λij − µij(λ)
and βji(λ) =
(−1)σ(j)
λji − µji(λ)
where µij(λ) = −µji(λ) and µij(λ) is a meromorphic function periodic with respect to shifts
of λ by ωi and ωj will be solutions to Equations (4.2) and (4.3) (cf. [4, Lemma 1.4]).
Note that Equations (4.5) and (4.6) imply that the function βij(λ) is periodic with respect
to shifts of λ by ωk for all k distinct from i and j. This periodicity then holds also for µij(λ).
Next look at Equation (4.7) on functions βij(λ), βjk(λ), βik(λ), we note that if any one
of these is identically zero, then at least one more has to be identically zero. This allows
us to define an equivalence relation on the indices {1, 2, · · · , N}: First assert that all i are
related to themselves. Then for i 6= j let i be related to j if βij(λ) is not identically zero.
The symmetry property follows directly from the trace condition.
For the equivalence relation defined above, let Y = Y1 ∪ Y2 ∪ · · · ∪ Yn be the union of all
n equivalence classes Yi with more than one element. If pairwise distinct i, j, k do not all
belong in the same equivalence class, then at least two of βij, βjk, βik will be identically zero,
thus the triple will be consistent with Equation (4.7). If all three lie in the same equivalence
class, then we get:
(−1)σ(k)βkj(λ− ωi)βik(λ) + (−1)
σ(j)βij(λ)βjk(λ− ωi) = (−1)
σ(i)βik(λ)βij(λ),
and by periodicity of βkj and βjk with respect to ωi, we reduce this further to:
(−1)σ(k)βkj(λ)βik(λ) + (−1)
σ(j)βij(λ)βjk(λ) = (−1)
σ(i)βik(λ)βij(λ).
We can rewrite this as:
(−1)σ(k)
(
(−1)σ(k)
λkj − µkj(λ)
)(
(−1)σ(i)
λik − µik(λ)
)
+ (−1)σ(j)
(
(−1)σ(i)
λij − µij(λ)
)(
(−1)σ(j)
λjk − µjk(λ)
)
= (−1)σ(i)
(
(−1)σ(i)
λik − µik(λ)
)(
(−1)σ(i)
λij − µij(λ)
)
,
which, after sign cancelations, yields µik(λ) = µij(λ)+µjk(λ). Therefore as in the non-graded
case of [4, §§1.11], we conclude that there exists a 1-quasiconstant meromorphic function
µ : h∗ → h∗ such that µij(λ) = xi(µ(λ))− xj(µ(λ)) for all i, j with µij not identically zero,
and thus Equation (4.8) is also satisfied.
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Let τ be a permutation of {1, . . . , N} that transforms the set Y into a set X which can
now be written as a disjoint union of subintervals X = X1 ⊔X2 ⊔ · · · ⊔Xn. In other words,
every subinterval Xk should be of the form Xk = [ik, ik+1, ik+2, · · · , jk], and jk < ik+1 for
each k. Finally applying a gauge transformation of type (2) for this τ to the R-matrix R
will yield an R-matrix of the form desired. This completes the proof of Theorem 4. 
5. Conclusion
In this note we proved a quantization theorem for super dynamical r-matrices. More specif-
ically we explicitly constructed quantizations for zero weight super dynamical r-matrices with
zero coupling constant. We expect that the definitions and constructions here will also be
helpful in the proof of an analogous quantization result for nonzero coupling constants, we
plan to follow up on this thread in future work.
It must be clear that quantization in this note meant finding a solution to the quantum
dynamical Yang-Baxter equation whose semi-classical limit was the original super dynamical
r-matrix. In particular we have not explicitly constructed algebraic structures which should
be the corresponding dynamical quantum groups associated to the resulting R-matrices.
However, while working in the quantum picture, we have proposed and used a particular
algebraic condition which we called the super Hecke condition (cf. Subsection 4.2). Finding
the correct super Hecke condition is important because the Hecke condition in the non-
graded case turns out to be the right pre-condition for a meaningful description of dynamical
quantum groups in the language of Hopf algebroids (cf. [4]).
Studying the proof of our main classification result for super dynamical R-matrices (The-
orem 4), one can see that the building blocks fall into their right places when one defines the
super Hecke condition as we do. In this framework, the super dynamical R-matrices with
equal Hecke parameters correspond precisely to the zero weight super dynamical r-matrices
with zero coupling constant. This is exactly analogous to the non-graded picture in [4].
This observation may offer some support for our particular definition of the super Hecke
condition.
The construction of the actual algebraic structures that correspond to the super dynamical
R-matrices we study in Section 4 involves the difficult problem of determining what the
appropriate super analogue to dynamical quantum groups should be. This is beyond the
scope of this note, but we believe that our work here will shed some light to it by contributing
some evidence for the right way to superize the Hecke condition. We intend to address this
issue in depth in our followup work. For various possible approaches to the theory of super
dynamical quantum groups and some preliminary results, see [9, 10].
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