Distributed computing models typically assume reliable communication between processors. While such assumptions often hold for engineered networks, e.g., due to underlying error correction protocols, their relevance to biological systems, wherein messages are often distorted before reaching their destination, is quite limited. In this study we aim at bridging this gap by rigorously analyzing a model of communication in large anonymous populations composed of simple agents which interact through short and highly unreliable messages.
INTRODUCTION

Background and motivation
Information theory originated as a search for methods to manage communication noise in engineered systems [49] . In many ways, this search has reached its goals. The existence of coding methods that reduce error rates to practically zero were proven to exist [49] . Not less important, such codes have been realized in a myriad of real-world systems [44] . In other words, given a large enough bandwidth, one can encode a message with a large number of error correcting bits in a way that makes communication noise essentially a non-issue. Fault-tolerance study in distributed computing focuses either on weak faults such as node crashes and message failures, or on very strong faults modeled as adversarial (Byzantine) interventions, but messages that are transmitted from one processor are, typically, assumed to reach their destination without distortion. Indeed, this perfect transmission relies on an implicit assumption that errorcorrecting is guaranteed by a lower level protocol that is responsible for implementing communication.
In contrast, communication in the natural world is inherently noisy. Biology, for one, is replete with communicating ensembles on all levels of organization: from molecules (e.g., the immune complement system [14] ), and cells (e.g., bacterial populations [8] ) to societies (e.g., a superorganism of social insects [52] ). Whereas it is unrealistic to assume adversarial interventions, biological signals are extremely vulnerable to random distortion as they are being generated (e.g., probabilistic vesicle release in neuronal synapses [3] ), transmitted over noisy media (e.g., acoustic communication in noisy environments [13] ) and received (e.g., non-reliable measurements taken by immune cells [22] .) Nevertheless, many studies show that, in practice, biological ensembles function reliably despite communication noise [23, 47] .
How biological systems overcome communication noise is a very basic and intriguing question. Indeed, for systems composed of simple and restricted individuals, as is often the case in biology, it may not be reasonable to assume sophisticated error-correcting at the level of an individual channel. Furthermore, when message size is highly restricted, redundancy drastically reduces the available alphabet and hence could not be used extensively. On the other hand, with only little redundancy, a random fault in the content of a transmitted message may lead to the reception of a meaningful message that is inconsistent with the original one [38] .
Context and related work
Our paper falls within the scope of natural algorithms, a recent attempt to investigate biological phenomena from an algorithmic perspective [1, 11, 16, 39] . Within this framework, many works in the computer science discipline have studied different computational aspects of abstract systems composed of simple and restrict individuals. This includes, in particular, the study of population protocols [4, 5, 7, 10, 40] , which considers constant size individuals interacting in pairs (using constant size messages) in a communication pattern which is either uniformly at random or adversarial, and the beeping model [1, 2, 21] , which assumes a fixed network with extremely restricted communication. However, despite interesting results obtained in such models, the understanding of their fault-tolerance aspects is still lacking [5, 10] . Here, we study basic distributed tasks in a model that includes highly restricted and noisy communication.
Disseminating information to all the nodes of a network is one of the most fundamental communication primitives. In particular, the rumor-spreading problem, where a single piece of information initially residing at some source node is to be disseminated, and variants of it have received a lot of attention in the literature, see, e.g., [15, 17, 19, 24, [28] [29] [30] [31] [32] 36] . Much of this research was devoted to bounding measures such as the number of rounds, and the total number of messages. Fault tolerant rumor-spreading algorithms have also been studied extensively, especially in complete networks and in synchronous environments, where the focus has been on weak types of failures such as (probabilistic) message failures and initial node crashes. Essentially, it has been shown that there exist rumor-spreading protocols that can overcome such faults with a relatively little penalty [18] [19] [20] 30, 33, 36] . In the majority-consensus problem processors are required to agree on a common output value which is the majority input value [6, 9] . In general, this problem has been studied under similar models to the ones used for studying the rumor-spreading problem, but, in comparison to the latter problem, has received much less attention in the literature.
Rumor-spreading related problems were studied in other contexts as well, often with settings where communication noise is inherent. Network information theory [27] discusses the problem of disseminating information from one or more sources to a large number of recipients over noisy information channels. The settings there are, however, different from those that interest us as they are non-distributed in nature and allow for complex coding schemes that may be computationally complex for simple agents [37] . Engineers have studied the related problem of sensor network consensus formation in the presence of communication noise and have demonstrated, for example, tradeoffs between consensus quality and running time [35] . Physicists have studied the spreading of epidemics [41] and the formation of consensus around a zealot in voter models [42, 43] within probabilistic settings that include communication noise. These physically inspired studies often assume very simple algorithms and analyze their performance -this is different from a computer science approach which focuses on identifying the most efficient algorithms. Indeed, rumor spreading within a noisy voter model setting is expected to yield long convergence times, polynomial in the number agents.
Examples in biology:
In the biological world, rumorspreading is a common phenomenon which allows, for example, that a single receptor activate an entire cell [51] , a small number of cells trigger large population responses [23] , or a small number of vigilant individuals alert their herd [48] . There have been several direct experimental demonstrations of reliable rumor-spreading using unreliable messaging in biological systems. Examples include knowledgeable ants informing their nestmates regarding available food [47] and precise temporal codes achieved by coordinated neuronal populations [34] . Such examples serve as motivation for a more thorough theoretical understanding of how rumors spread through groups of simple individuals that communicate by noisy messages. Majority-consensus problems have also been shown to be relevant for several biological systems: Ants choosing between two alternative nesting sites and reach consensus on a nest that attracts a larger number of scouts [25] and a group of fish that reach consensus around the larger group of leaders [50] being two examples.
Model and Problems
Problem Definitions
As a first step into the study of noisy information dissemination, we study a very simple scenario in which there are only two possible states (or opinions) for the environment, namely, 0 and 1, one of which is the correct opinion, denoted by B. We study two information dissemination problems both of which consider of n anonymous agents.
In the noisy rumor-spreading problem, we start the execution with one designated agent, called the source (representing the environment) that holds the correct opinion B, while all other n − 1 agents initially have no information regarding B. Agents can propagate information and update their knowledge by using (noisy) interactions as specified below. The goal is that eventually, with high probability, all agents adopt B as their final opinion. Throughout we denote with high probability any probability of at least 1−1/n c , for some sufficiently large constant c > 2.
In the noisy majority-consensus problem, we consider that initially we have a subset A of agents, each of which having an opinion in {0, 1} (all other agents do not have an opinion), where B is the majority opinion among the agents in A. The problem is parameterized by the extent to which B is more common. That is, the majority-bias of A is defined as 1 2 (AB − AB)/|A|, where Ai is the number of agents in the initial opinionated group, A, with opinion i, for i ∈ {0, 1}. As in the noisy rumor-spreading problem, the goal of the agents is to guarantee that with high probability, at the end of the execution, all agents hold the opinion B.
The Flip model of communication
We assume a synchronous setting, in which all agents start the execution simultaneously and communication takes place in discrete rounds [45] . As mentioned, agents can use their (noisy) interactions to inform and update their opinion. In each round, each agent can choose to wait, i.e, do nothing, or to send a message.
The interaction pattern we study follows the standard push gossip model [17, 36, 46] , where in each round each agent that chooses to send a message sends this message to another agent, chosen uniformly at random, without sender or receiver learning about each other's identity. If an agent receives several messages at the same round, it can only accept one of them (chosen uniformly at random), and all other messages are dropped. The message size is extremely restricted, specifically, each message sent consists of a single bit essentially encoding an opinion. Let > 0 be a parameter. All messages are subject to noise, specifically, for each message sent by an agent, upon receiving it, the bit in the message is flipped independently with probability at most 1/2 − .
Symmetric algorithms
We view the two possible opinions {0, 1} as abstract symmetric opinions that cannot affect any decision made by individual agents, except for which message to transmit 1 . Accordingly, we consider only symmetric algorithms, in which the choices of individuals of whether or not to send a message at a given time are oblivious of the value of B. That is, when fixing all random bits involved in an execution, the message-pattern (i.e., who sends who and at what time) in symmetric algorithms is the same regardless of whether B equals 1 or 0.
Lower Bounds
The restriction of the symmetric noisy rumor-spreading problem (or the majority-consensus problem) to two parties is, in some sense, classical for the area of information theory. Here, a source agent a wishes to deliver its bit opinion B to the second agent b through a binary symmetric channel with crossover probability p = 1/2 − . The seminal result by Shannon [49] implies that using the channel Θ(1/ 2 ) times is both necessary and sufficient, for allowing b to possess the opinion B with sufficiently high constant probability. This immediately implies a Θ(1/ 2 ) bound for the number of rounds needed for the same confidence guarantee in the two-party noisy rumor-spreading problem, since each message here contains precisely one bit. When it comes to a population of n agents, the goal is to have each agent possess the opinion B with high probability (at least 1 − 1/n c ). In this case, each agent would individually need to obtain Ω( 1 2 log n) messages, even if all messages would come directly from the source node. These bounds immediately imply a lower bound of Ω( 1 2 n log n) on the total bit complexity and hence also on the total number of messages sent. Moreover, since we assume that an agent can handle at most one message at a time, we get that Ω( 1 2 log n) is also a lower bound on the number of rounds. All these bounds apply even if all messages would be as informative as those originated by the source agent. Hence, they apply in much stronger models of communication, such as ones that allow an agent to send messages to multiple destinations at the same round, and ones that consider non-anonymous populations, where an agent could direct a message to a desired destination. Note that the same arguments hold also for the noisy majority-consensus problem if the initial subset A of agents is small. On the other hand, without interacting with other agents and simply waiting to receive sufficiently many samples from the source agent, the noisy rumor-spreading problem could only be solved in O( 1 2 n log n) rounds.
Our results
We present a randomized symmetric algorithm that solves the noisy rumor-spreading problem in O( 1 2 log n) rounds and uses a total of O( 1 2 n log n) messages (or bits). These bounds are both asymptotically optimal and, in fact, are as fast and message efficient as if each agent would have been simultaneously informed by the environment directly. We also show that the same asymptotically tight bounds (for the running time and message complexity) hold also for solving the noisy majority-consensus problem with any initial subset A of agents of size |A| = Ω( 1 2 log n) and whose majority-bias is Ω( log n/|A|).
In this extended abstract, we assume that all nodes start the execution simultaneously at the same time. In the full version of this paper we show how to remove this assumption. This modification applies to both algorithms and comes at an additive cost of O(log 2 n) to the running time, while the message complexity remains the same.
Our results imply that even in severely restricted, stochastic and noisy settings one can still solve the noisy rumorspreading and the noisy majority-consensus problems efficiently by applying simple protocols. Indeed, our basic algorithms employ very simple rules that can be implemented using restricted memory, specifically, using O(log log n + log(1/ )) memory bits. Essentially, each agent has some waiting period (in which it does not send any message), and after which it starts sending its current opinion at each round until the protocol terminates. Furthermore, its opinion is occasionally updated following a majority-type procedure based on its recently received messages.
Our algorithms seem to rely on synchronization, at least to some extent. Although it is not realistic to assume that biological ensembles are highly synchronous, some degree of synchronicity may still exist [12, 34] . (For example, agents could potentially differentiate large enough windows of time considering each such window as a round.) Moreover, our algorithms do not actually employ synchronization in a strong sense, instead, they use synchronization mostly to ensure that propagation of local broadcasts are somewhat balanced. If this is guaranteed, it seems reasonable that algorithms in the spirit of what we propose may still work, even if the system is not highly synchronized. In this preliminary work, we assume synchronization to ease the mathematical analysis and presentation of our algorithms.
Insights on the Difficulty of the Problem
We first note that when the bias is small, solving the majority-consensus problem using small size messages is difficult even without accounting for noise, i.e., even assuming the communication is always reliable. Indeed, under reliable communication 2 , this task was studied by Angluin et al. in the particular case of A being the set of all n agents [6] . The authors in [6] showed that in their model, the problem can be solved in O(log n) rounds.
We note that for our purposes, we could not use variants of the algorithm in [6] not only because it is not robust under communication noise, but also because it inherently uses three symbols in the communication, while we are restricted to only two symbols (a single opinion). Indeed, our construction is based on different principles.
Before we describe our algorithms, let us first highlight some of the complex features of the noisy rumor-spreading problem (the same difficulties arise also in the noisy majorityconsensus problem). Consider an agent a that receives its first message. This agent now has several options for its actions. One option is to keep silent (wait) until receiving another message. This strategy would result in an algorithm that requires huge amount of time. Indeed, the first agent that hears two messages must hear both of them from the source (since all other agents are silent), and this would require waiting for Ω( √ n) rounds, by the birthday paradox. Another possible action for such an agent is to immediately forward the message it just received to others. This strategy would result in the typical agent hearing a very unreliable message for the first time. That is, the number of intermediate agents on the path between the source and the typical agent would be of size roughly log n. Now, each time the message passes from an agent to an agent, the probability of preserving the original opinion drastically reduces. Specifically, it is not difficult to show that a message following a path of size c is correct with probability at most 1/2 + (2 ) c . This means that if is small, the probability that a typical agent receives the correct opinion on the first message it hears is at most 1/2 + 1/n. If this is the case with all agents, it seems, again, almost impossible to recover and reconstruct the correct opinion B. Another difficulty in the strategy of immediately forwarding messages, is that the execution seems to be dependent on the quality of messages received directly from the source by the first few agents, and these messages can be corrupted with non-negligible probability. Indeed, in the beginning of the execution, the pattern of meeting looks like a tree, rooted at the source agent. Moreover, the collection of subtrees hanging down from the children of the root (the agents directly informed by the source agent) do not have the same size, as the subtrees hanging down from the first informed children of the root grow much faster and dominate the population. Hence, the initial opinion of agents could not be more reliable than the initial opinions of the roots of the corresponding subtrees. At this point, with non-negligible probability, the major-ity of agents would have obtained the wrong opinion, from which is seems again almost impossible to recover.
To overcome these difficulties, we use a third option for the behavior of an agent, allowing it to wait for a prescribed number of rounds before sending a message. For doing so, we rely on synchronization, which we use to balance the sizes of the aforementioned subtrees and, therefore, constrain the deterioration of reliability.
ALGORITHMS
The interesting cases are when is a small constant, but we allow it to be much smaller. Specifically, let > 1/n 1/2−η , for some arbitrarily small constant η > 0. We present symmetric and simple randomized algorithms that solve the noisy rumor-spreading and the majority-consensus problems. The running times and message complexities of both algorithms are asymptotically optimal, that is, they both terminate after O( 1 2 log n) rounds and use a total of O( 1 2 n log n) messages.
Although our algorithms are simple, their analysis is quite involved. Most of the technical ideas in this paper are used for the analysis of our noisy rumor-spreading algorithm, hence we focus on this algorithm. The algorithm consists of two stages. The first stage of the algorithm is intended to activate all agents (an agent is considered as activated upon receiving its first message), and to make sure that overall, the average initial opinion of activated agents has some nonnegligible bias towards the correct opinion. Stage 2 of the algorithm is meant to boost the bias using repeated samplings until consensus is reached.
Stage 1: Spreading the Information
Intuition
For spreading the correct opinion B while controlling the deterioration of the average bias of informed agents towards B, the first idea we employ is to delay propagation of messages, and synchronize them, by grouping the time slots into phases. That is, we propagate the information in layers, forming a tree, whose root is the source agent S (layer 0). To control the reliability deterioration of the messages, we synchronize the phases so that all activated agents broadcast in a phase at the same time (actually, we could allow some flexibility in these assumptions, and only require broadcasting in a phase at roughly the same time). In particular, in the first phase, called phase 0, only the source agent transmits messages (all non-source agents are waiting). Recall that every such message is correct with probability at least 1/2 + . Phase 0 lasts for βs := Θ( 1 2 log n) rounds, and is meant to allow the source agent to directly inform sufficiently many agents, and guarantee that with high probability the bias of these agents towards B is bounded away from zero, specifically, the bias is at least /2. Note that at this point, we are left with solving the noisy majority-consensus problem with an initial set A of agents of size Θ( 1 2 log n) whose majority-bias is Ω( log n/|A|).
The general description of our algorithm in stage 1 is as follows: any agent receiving a message in some phase i (also including the case i = 0) sets the value of this message as its initial opinion, keeps silent (waits, and does not send messages) until phase i is completed and only then does it start sending messages. When the next phase i + 1 starts, each such agent will start to send its initial opinion repeatedly in every round until the whole of stage 1 is completed. Hence, phase i is responsible for passing information between all the already activated agents (these are the agents in layers 0, 1, . . . i − 1) to the newly activated agents in phase i (forming layer i).
Because of the noise in the messages, the quality of information that propagates between layers deteriorates exponentially fast in . Specifically, if the fraction of correct agents at layer i is some 1/2 + δi, then the expected fraction of correct messages reaching agents at layer i+1 is 1/2+2 δi. To guarantee that this controlled level of deterioration holds w.h.p., as well as to account for this already problematic phenomena, our phasing process makes sure that the number of agents informed in the next layer increases quadratically faster than the deterioration factor. Specifically, the number of newly informed agents increases by a factor larger than 1/ 2 . Maintaining this property throughout all phases allows us to guarantee that when x agents are activated (where x is sufficiently large), then, w.h.p., the bias towards the correct opinion is Ω( log n/x). In particular, this implies that when all n agents are activated, the bias towards the correct opinion is Ω( log n/n).
Formal Description of Stage 1
Choose parameters f, β, s = Θ(1/ 2 ) such that f > c1β > c2s > c3/ 2 , for sufficiently large constants c1, c2, c3 > 0. Let βs = s log n, and β f = f log n. In addition, let T = log(n/2βs)/log(β + 1) . Note that βs(β + 1) T ≤ n/2 and that T = O( log n log(1/ ) ). We group the rounds of stage 1 into T + 2 phases, such that for each 0 ≤ i ≤ T , phase i + 1 immediately follows phase i. Phase 0 takes βs rounds, phase i, for 1 ≤ i ≤ T , takes β rounds, and phase T + 1 takes At a given time, a non-source agent is called activated if it already heard a message by that time (the source agent is always considered activated). A non-activated agent is called dormant. For an agent a, let ta denote the first time a was activated, and let its initial opinion B0(a) be the opinion it heard at that time. An activated agent is called initially correct if the message it heard for the first time is correct, i.e., if B0(a) = B. Let ia be the integer i for which ta belongs to phase i.
The rule of stage 1: An activated agent a acts as follows. If ia ≤ T the agent sends its initial opinion B0(a) in each round during the phases ia + 1, ia + 2, · · · , T + 1.
(In other words, Agent a waits until phase ia is completed and then it starts sending its initial opinion repeatedly in every round until the end of stage 1.) Note first, that in particular, in phase 0, the source S is the only agent sending any messages. Let X0 be the number of agents activated at phase 0.
Claim 2.1. By choosing s > c/ 2 for a large enough constant c, it is guaranteed that at the end of phase 0, w.h.p., we have βs/3 ≤ X0 ≤ βs activated agents whose bias towards the correct opinion B is at least /2.
Proof. Let Z0 denote the number of initially correct agents among the Y0 agents that were activated during phase 0 and let 0 be such that Z0 = (1/2 + 0)Y0. Our goal is to show that 0 ≥ /2.
Recall that phase 0 lasts for βs = s log n rounds, and that until the phase is completed only the source agent S is sending messages. Hence, during phase 0, there are always at most βs activated agents, and in particular, at least n/2 dormant agents. Hence, each message sent during phase 0 has probability at least 1/2 to activate an agent. The expected number of activated agents at the end of phase 0 is thus at least βs/2. By a simple generalization of Chernoff's inequality, we can choose the constant s (in the definition of βs) to be a sufficiently large constant so that w.h.p., at the end of phase 0, we have at least βs/3 activated agents, that is, X0 = Y0 ≥ βs/3.
Let us now focus on the random faults occurring in the messages sent during phase 0. Each of the Y0 activated agents has probability at least 1/2 + s ≥ 1/2 + to be activated with the correct opinion B. Hence, by linearity of expectation, the expected number of agents that were activated up with the correct opinion during phase 0 is at least (1/2 + )Y0. Since Y0 ≥ βs/3 = (s/3) log n, it follows from Chernoff's inequality that by taking s 1/ 2 , we can ensure that w.h.p., the number of initially correct agents during phase 0 is Z0 > (1/2 + /2)Y0, that is, w.h.p., we have 0 ≥ /2. This establishes the proof of the claim.
Observe that by Claim 2.1, phase 0 essentially reduces the noisy rumor-spreading problem to an instance of the noisy majority-consensus problem, with an initial set of size X0 = Θ(βs) = Θ( 1 2 log n) and majority-bias of at least /2 = Ω( log n/|X0|). What we shall show in the remainder of this subsection is that in general, phases 0, 1, . . . i, where i ≤ T +1, take us to an instance of the noisy majority-consensus problem, with an initial set Ai of size |Ai| = Θ( 1 2i+2 log n) and majority-bias of at least i+1 /2 = Ω( log n/|Ai|). For T = log(n/2βs)/log(β + 1) this would lead to the following lemma summarizing the performances of stage 1. 2. The fraction of initially correct agents is at least 1/2 + Ω( log n/n).
The remainder of this subsection is devoted to the proof of Lemma 2.2. It is easy to verify that the number of rounds in stage 1 is βs + βT + β f = O( 1 2 log n). Our goal thus is to show that event E mentioned in the lemma holds with high probability. The proof considers a sequence of events E1, E2, · · · Eτ , for some τ = O(log n), where Eτ = E. We will show that event Ei occurs w.h.p., given Ei−1. This would imply that E occurs w.h.p., by repeatedly invoking the standard argument | Pr(Ei+1 | Ei)−Pr(Ei+1)| ≤ Pr(Ēi).
Let i be a non-negative integer. Define Xi as the random variable indicating the number of agents that were activated at some time before the end of phase i. Let Yi denote the random variable indicating the number of agents that were activated during phase i. Hence, we have: Xi = i j=0 Yj. Let Zi denote the number of initially correct agents among the Yi agents that were activated during phase i and let i be such that Zi = (1/2 + i)Yi. Recall that Claim 2.1 asserts that w.h.p., we have βs/3 ≤ X0 ≤ βs and 0 ≥ /2. In what follows, we assume that this highly likely event holds (see the paragraph above).
Analysis for phase i, where 1 ≤ i ≤ T : It is easy to see that Xi, the number of activated agents at the end of phase i is at most Xi ≤ (β + 1) i X0 = O 1 2i+2 log n . This follows trivially from the fact that Xi = Xi−1 + Yi, and from the fact that Yi ≤ βXi−1 (because for i ≥ 1, phase i is composed of β rounds and in each such round precisely Xi−1 messages are being sent). The following claim states that w.h.p., the value of Xi is, in fact, very close to (β + 1) i X0. Establishing this claim will enable us to show that up to phase T , the values Yi are increasing exponentially and that at the beginning of phase T we already have Ω( 2 n) activated agents. The proof of the claim extensively uses concentration properties given by Chernoff's inequality and is deferred to the full version:
Relying on the definition of T , the fact that X0 ≥ βs/3 holds w.h.p., and taking β = O(1/ 2 ) such that β > 3s, we ensure that (β + 1) T +1 X0 ≥ n/6. Hence, Claim 2.3 implies the following lower bound on XT , the number of activated agents at the beginning of the last phase in stage 1.
Recall that phase T + 1 consists of β f = f log n rounds, in which all XT agents that were activated before the beginning of the phase are sending their initial opinion in each round of the phase. Hence, Corollary 2.4 implies that by setting f such that f > c/ 2 for large enough constant c, we obtain the first part of Lemma 2.2. That is, we have: The next corollary gives a lower bound on the growth of Yi, the number of newly activated agents in phase i = 1 . . . T +1. This lower bound will be used for bounding the bias from below (see Claim 2.7). Note hat the duration of the last phase, T + 1, is taken to be longer than that of phases i = 1 . . . T to guarantee a large number of newly activated agents even in this last phase. Indeed, continuing with phases of duration β would activate all agents relatively early, but would also restrict the number of newly activated agents at later phases.
Corollary 2.6. W.h.p., for every phase i, where 1 ≤ i ≤ T + 1, we have Yi ≥ β i−1 log n .
Recall that 1/2+ i is the fraction of initially correct agents among the Yi agents that were activated in phase i, i.e., i is the bias toward B among these Yi agents. Corollary 2.6 will be useful for obtaining the following claim. By the induction hypothesis, we can assume that φ ≥ i /2. Moreover, we can assume that the faction of initially correct agents among the Xi−1 activated agents in the beginning of phase i is at least 1/2 + φ ≥ 1/2 + i /2. For any of the newly activated agents a in phase i, the probability that the initial opinion of a is correct is at least (1/2 + φ) · (1/2 + ) + (1/2 − φ) · (1/2 − ) = 1/2 + 2 φ. By linearity of expectation, this equation implies that E(Zi) ≥ (1/2 + 2 φ)Yi ≥ (1/2 + i+1 )Yi . Taking δ = i+1 /2 gives (1 − δ)E(Zi) > Yi(1/2 + i+1 /2). We now apply Chernoff's inequality and rely on the fact that Yi is large, as promised by Corollary 2.6.
Taking β > 3/ 2 to be sufficiently large therefore implies that w.h.p., we have Zi ≥ Yi(1/2+ i+1 /2), or in other words, i ≥ i+1 /2. This establishes the proof of Claim 2.7, which implies that w.h.p., the fraction of initially correct agents at the end of stage 1 is at least 1/2+ T +2 /2 = 1/2 + Ω( log n/n) (the equation follows by the definition of T , and the fact that β > 1/ 2 ). This completes the proof of Lemma 2.2.
Stage 2: Boosting the Bias
Intuition
We proved that, w.h.p., at the end of Stage 1 all agents are activated and the fraction of correct agents is at least δ1, where δ1 = Ω( log n/n). Stage 2 is meant to gradually boost the bias towards the correct opinion, so that, w.h.p., it will equal 1 (that is, all agents are correct) at the end of the stage. We note that since the initial bias of δ1 is very close to 0, the task of boosting the majority opinion of a population is difficult even without accounting for noise, i.e., even assuming the communication is always reliable (see the discussion in Subsection 1.6 regarding the work in [6] ).
Stage 2 is executed in k+1 phases, where k = log(1/δ1) = O(log n). Informally, phase i, for 1 ≤ i ≤ k, is associated with a parameter δi, such that it is guaranteed w.h.p., that when the phase starts, the fraction of correct agents is at least 1/2 + δi. (Note that a sample from such a population is correct with strictly smaller probability than 1/2 + δi, because of noise.) Essentially, in phase i, each agent takes γ = O(1/ 2 ) samples from the population (during γ rounds) and then sets its opinion according to the majority opinion of these samples. Despite the noise in the samples, we will prove that, as long as δi is sufficiently small, this majority process increases the fraction of correct agents, w.h.p., from 1/2 + δi to at least 1/2 + 2δi. Moreover, we shall prove that if δi is large, then the majority process does not decrease δi too much. Hence, for the next phase, we can safely assume that either δi+1 = 2δi or that δi+1 is already sufficiently large.
To establish the required boosting, the fact that δi may be very small prevented us from directly applying Chernoff's inequality and instead required us to come up with more involved arguments. To lower bound the probability that the majority opinion in the γ samples is correct, we perceive the samples as obtained by an imaginary process composed of two steps taken over γ players. In the first step, for each player we flip a fair coin which determines its opinion (i.e., probability 1/2 for having each opinion). Then, at the second step, each of the players with the wrong opinion, (independently) has a small probability (close to δi) of flipping its opinion to the correct one. The parameters are chosen such that at the end of this imaginary process, the probability that the majority opinion among the γ players is correct is the same as probability that the majority opinion in the original γ samples is correct. To bound the latter probability, we thus analyze the imaginary two-step process. Informally, the imaginary process allows us to understand the situation in a more modular manner. Indeed, the probability that the first step is successful (yielding a correct majority) is precisely 1/2, and once the first-step is successful, the second step cannot harm the situation. If the first step turns out to be unsuccessful, then before the second step starts there are γ/2 + x wrong players and γ/2 − x correct ones, for some integer x. When x is small, Stirling's formula comes handy for bounding from below the probability that such a situation occurs after the first step. Specifically, this probability is Ω(x/ √ γ). For such a situation to be fixed, we need that in the second step, at least x + 1 wrong players flip their opinion. By carefully analyzing the probability of such a corrective event, we make sure that all together the majority is correct with probability min{1/2 + 2 5 δi, 5/9}. A direct application of Chernoff's inequality, relying on the fact that δi = Ω( log n/n), will then show that w.h.p., the bias increases from δi at phase i to at least min{2 3 δi, 1/40} at phase i + 1. Hence, after invoking k = log(1/δ1) = O(log n) phases, the fraction of correct agents becomes bounded away from 1/2 by an additive constant. Hence, to achieve high probability that all agents are correct, it is sufficient that in the last phase, namely phase k + 1, each agent takes O( 1 2 log n) samples of the population, and sets its opinion according to the majority opinion in these samples.
Formal description of Stage 2
As guaranteed by Lemma 2.2, at the end of stage 1, w.h.p., all agents are activated and the bias of their initial opinion towards B is Ω( log n/n). Hence, stage 1 brings us to an instance of the majority-consensus problem, where the set A contains the whole population and the majority-bias is Ω( log n/|A|). Stage 2 is meant to solve this problem.
Let r = 2 20 / 2 , and let γ = 2r + 1 (no attempt has been made to minimize the constant factors). We define k = O(log n) and take stage 2 to be composed of k + 1 phases. Each of the first k phases has 2γ = O(1/ 2 ) rounds, while phase k + 1 is composed of O( 1 2 log n) rounds. Essentially, in each phase of the stage, agents repeatedly send their current opinion. At the end of the phase, agents may choose to update their opinion (essentially set to be the majority opinion among the opinions received in the phase). Since the opinion of an agent may be updated only at the end of a phase, all messages sent by an agent during any given phase are the same. For a phase i, let mi denote the number of rounds in the phase (i.e., mi = 2γ for i = 1, . . . , k, and m k+1 = O( 1 2 log n)). During phase i, an agent that received at least mi/2 messages is called successful and the messages it received are called samples. Since all agents are sending messages in each round then, w.h.p., at least half of the population will be successful in each phase. Only the successful agents in the phase will update their opinion at the end of the phase, while the rest will remain with their previous opinion.
The rule of stage 2: For each round in each phase i, where 1 ≤ i ≤ k + 1, each agent repeatedly sends its current opinion (each time to an arbitrary other agent). The opinion of an agent in phase 1 of stage 2 is its initial opinion. At the end of each phase, a successful agent in the phase will consider only the first mi/2 samples it received and update its opinion according to the majority opinion in these samples.
Lemma 2.8. Consider taking γ = 2r + 1 (noisy) samples from a population whose bias towards the correct opinion is at least δ. Then, the probability that the majority of these γ samples is correct is at least min{1/2 + 4δ, 1/2 + 1/100}.
Proof. Consider the γ = 2r + 1 samples. We say that a sample is correct if it holds the correct opinion B. The γ samples are chosen independently, and uniformly at random, among the population whose bias towards the correct opinion is at least δ. Let b = 2 δ. Accounting for the noise in the samples, for each sample, the probability that the sample is correct is at least: (1/2 + δ) · (1/2 + ) + (1/2 − δ) · (1/2 − ) = 1/2 + 2 δ = 1/2 + b. Note that b may be very small, so directly employing Chernoff's inequality over the γ samples would not imply the desired bound. Instead, let us look at the following imaginary two-step process that forms an equivalent view of the γ samplings.
The imaginary process is performed over a set S consisting of γ (boolean) players, namely, S = σ1, σ2, . . . , σγ.
• First step: each player σj flips a fair coin to form an initial opinion (i.e., a bit in {0, 1}).
• Second step: independently with probability 2b, each player σj gets to see the correct opinion B and corrects its opinion if it was wrong initially (otherwise it remains with its correct opinion).
Note that after this two-step process, the probability that a player is correct is precisely 1− 1 2 (1−2b) = 1/2+b. Thus, the probability that the majority opinion among the γ players is B bounds from below the probability that the majority of the original γ samples gathered by agent a is B. To lower bound this latter probability, in what follows, we focus on the γ players, in the two-step process. Let x be a positive integer. Define the following events.
• C = at the end of the first step, the majority of players in S is correct.
• Ux = after the first step, the number w of wrong players in S satisfies r + 1 ≤ w ≤ r + x.
• Fx = in the second step, the number of opinion flips is at least x.
• F = the majority opinion at the end of the two-steps is correct.
Our goal is to lower bound the probability that F occurs. Note first that Pr(C) = 1/2. Assume now that C did not occur, hence Ux occurred for some x, that is, in S, the first step results in a set W of wrong players whose size w satisfies r + 1 ≤ w ≤ r + x. In this case, for F to occur, it is sufficient that event Fx would occur in the second step. That is, for every positive integer x, we have:
Stirling's formula can be used to lower bound the probability that Ux occurs, when x is a small integer. The bound is indicated by the following claim:
Proof. For each j, let P (j) denote the probability that precisely j players in S hold the wrong opinion after the first step. We rely on the fact that the coins tossed in the first step are fair, and on Stirling's formula to show that for 0 ≤ i ≤ √ r, we have P (r + i) > 1/2 √ r. This will establish the claim since for x ≤ √ r, the probability that Event Ux occurs is Pr(Ux) = x i=0 P (r + i) > x/2 √ r. For completeness, the bound on P (r + 1) can be obtained as follows:
Applying Stirling's formula on the right side of the equation, we get as desired:
√ r .
To successfully use Equation 1, we need to bound from below the value of Pr(Fx | Ux), that is, the probability that given Ux, at least x players (in W ) flip their opinion in the second step. Proof. Recall that in the second step, each of the wrong players flips its opinion with probability 2b. Observe that Pr(F1 | U1) is bounded from below by the probability that precisely one of the first r wrong players in W flipped its opinion in the second step (note, |W | = r + 1 since U1 occurred). This latter probability is r · 2b(1 − 2b) r−1 , which is at least 2rb/e 4 , if r − 1 ≤ 2/b. This establishes the first part of the claim. Let us now turn to prove the second part of the claim. Assume that rb > 2. Note that the expected number of flips in W is at least 2rb > 4. Chernoff's inequality therefore implies that the probability that the number of flips in W is at most rb is bounded from above by 1/e 1/2 , implying that for integer x ≤ rb , we have: Pr(Fx | Ux) ≥ Pr(F rb | Ux) ≥ 1 − 1/e 1/2 > 1/3 .
Finally, to establish Lemma 2.8, we combine Equation 1 with Claims 2.9 and 2.10 for different values of δ.
The case of small δ: Consider the case that δ ≤ /2 20 . This restriction on δ implies that rb ≤ 2. In this case, Corollary 2.11. After the first k = log( n/ log n) phases, w.h.p., the fraction of correct agents is at least 1/2 + 1/400. Proof. Consider a phase i, for 1 ≤ i ≤ k. Assume that phase i starts when the fraction of agents having the correct opinion is at least 1/2 + δi. The number of successful agents in the phase are w.h.p, at least n/2. Hence, by applying Chernoff bound, using Lemma 2.8 and relying on the fact that δi > log n/n, we get that w.h.p., among the successful agents in the phase, the fraction of agents that correctly update their opinion at the end of the phase is at least min{1/2 + 3δi, 1/2 + 1/200}. Altogether, the number of correct agents at the end of the phase is at least: n 2 (1/2 + δi) + n 2 (1/2 + min{3δi, 1/200}) = n · (1/2 + min{2δi, 1/400}).
Hence, since δ1 ≥ log n/n, then after applying k = log( n/ log n) phases, w.h.p., the fraction of correct agents becomes at least 1/2 + 1/400, as desired.
In the final phase, namely phase k + 1, each agent collects O( 1 2 log n) independent samples, uniformly at random, from a population whose bias towards the correct opinion is at least 1/400. Assuming the constant hiding behind the Ootation is sufficiently large, Chernoff's inequality guarantees that, w.h.p., the majority opinion of such samples is correct. Hence, a union bound argument guarantees that w.h.p, all agents are correct at the end of stage 2. Let us now analyze the running time of stage 2. Each of the first k phases takes γ = O(1/ 2 ) rounds. Since k = O(log n), the number of rounds required to perform the first k phases is O( 1 2 log n). The running time of phase k + 1 is O( 1 2 log n). Altogether, we obtain the following. Lemmas 2.2 and 2.12 yield that our algorithm solves the noisy rumor-spreading problem in O( 1 2 log n) rounds. Since each message is composed of a single bit, and since in each round, each agent can send at most one message, we get the bound O( 1 2 n log n) on the total number of messages and bits sent. Altogether, we obtain the following.
Theorem 2.13. The noisy rumor-spreading problem can be solved using O( 1 2 log n) rounds, and a total of O( 1 2 n log n) messages (or bits). Corollary 2.14. Consider the noisy majority-consensus problem with an initial set A of at least Ω( 1 2 log n) agents and majority-bias of Ω( log n/|A|). This problem can be solved in O( 1 2 log n) rounds, and using a total of O( 1 2 n log n) messages (or bits).
Proof. Recall that Claim 2.1 implies that after phase 0 is completed, we are left with solving the noisy majorityconsensus problem with an initial set A0 of agents of size |A0| = Θ( 1 2 log n) whose majority-bias is Ω( log n/|A0|). As we saw, this problem is solved by applying the remaining phases i = 1, . . . T + 1 of stage 1, and then applying stage 2. Specifically, as given by Claims 2.7 and 2.3, phase i of stage 1, for each i ∈ {1, . . . T + 1}, reduced the problem to the noisy majority-consensus problem with an initial set Ai of size Ai = Θ 1 2i+2 log n and majority-bias of Ω( log n/|Ai|). Hence, after applying stage 1, we were left with dealing with the noisy majority-consensus problem with an initial set X of agents composed of all n agents and majority-bias of Ω( log n/n). Solving this latter problem is precisely the objective of stage 2.
In light of this, the general case of the noisy majorityconsensus problem can be solved as follows. Recall, in this problem we consider an initial subset A of agents of size |A| = Ω( 1 2 log n) and majority-bias of Ω( log n/|A|). To solve this problem, we first set:
iA := log(|A|/log n) 2 log(1/ ) , and then execute phases iA, iA+1 . . . T + 1 of stage 1, and subsequently execute stage 2.
DISCUSSION
We have presented the Flip model, a basic model of communication wherein interactions are conveyed across noisy channels of limited capacity. This noisy communication can be expected to capture an important aspect of naturally occurring, biological interactions that is overlooked by the classical fault-tolerance models studied in distribute computing. We have then presented robust and simple algorithms that efficiently solve two basic information dissemination problems within the model's constraints. Besides the purely theoretical interest, we believe that the protocols presented in this paper provide valuable insights towards the understanding of communication schemes in nature. Indeed, our algorithms suggest balancing between silence and transmission, synchronization, and majority-based decisions as important ingredients towards understanding collective behavior in anonymous and noisy natural populations.
As this is a first attempt at analyzing randomly distorted messages with distributed computing tools, we did not attempt to describe a specific biological system or identify naturally occurring algorithms. Rather, our results indicate that to understand natural systems one must simultaneously consider communication noise, limited messaging alphabet, and algorithm. Typically, works in different fields take only subset of these three components into account.
