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Abstract
We give a q-analog of middle convolution for linear q-difference equations with rational co-
efficients. In the differential case, middle convolution is defined by Katz, and he examined
properties of middle convolution in detail. In this paper, we define a q-analog of middle convo-
lution. Moreover, we show that it also can be expressed as a q-analog of Euler transformation.
The q-middle convolution transforms Fuchsian type equation to Fuchsian type equation and
preserves rigidity index of q-difference equations.
2010 Mathematics Subject Classification. — 39A13, 33D15. Key words and phrases. — q-
difference equations, Fuchsian equation, Rigidity index, Middle convolution.
1 Introduction
In this paper, we give a q-analog of middle convolution for linear q-difference equations with
rational coefficients, and we show properties of the q-middle convolution. Before that, we briefly
look over the theory of middle convolution for differential equations.
At first, we look over a theory of Katz in [1]. He defined addition and middle convolution for
solutions of differential equations of Schlesinger normal form
dY
dx
(x) = A(x)Y (x), A(x) =
N∑
k=1
Ak
x− tk
(tk ∈ C, Ak ∈ Mm(C)). (1)
These operations transform Fuchsian equation to Fuchsian equation and preserve rigidity index
of the equation. Rigidity index is the integer related to the number of accessory parameters.
Accessory parameters are parameters which are independent of eigenvalues of Ak, A∞ = −(A1 +
· · · + AN )). If the equation (1) has no accessory parameters, it is called “rigid”. Katz showed
that any irreducible rigid Fuchsian equations can be obtained from a certain 1st order equation
by finite iterations of additions and middle convolutions. Katz’s theorem tells that there exists
integral representation of solutions of any irreducible rigid Fuchsian equations, because an addition
transforms solution Y (x) of the equation (1) to
r∏
k=1
(x− ak)
bk · Y (x) (ak, bk ∈ C)
and a middle convolution is integral transformation for solution Y (x) of the equation (1).
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Remark 1.1 There are two types, “additive version” and “multiplicative version” of middle con-
volution defined by Katz. Additive version is transformation for equations. Multiplicative version
is transformation for solutions. Multiplicative middle convolution induces a transformation of mon-
odromy representation. In this paper, we treat the similar version to the former, which should be
called “additive version” q-middle convolution. In the q-difference case, we think that connection
matrix between two local solutions at singularities x = 0,∞ correspond to monodromy of differ-
ential equation. Birkhoff studied the connection matrix P (x) for local solutions Y0(x), Y∞(x) at
singularities x = 0,∞ of linear q-difference system with polynomial coefficient Y (qx) = A(x)Y (x).
Furthermore, Sauloy considered a category of linear q-difference systems with rational coefficients,
a category of solutions and a category of connection data in [6]. He gave Riemann-Hilbert corre-
spondence for these categories. Based on the Sauloy’s result, Roques studied rigidity of connection
of linear q-difference systems with rational coefficients in [7]. 
We referred to an easier construction of Dettweiler and Reiter in order to define the q-analog
of middle convolution. Let us look over a result of Dettweiler and Reiter in [2, 3]. They express
Katz’s middle convolution in terms of matrices. The next transformation is called “convolution”
with parameter λ ∈ C:
dZ
dx
(x) = G(x)Z(x), G(x) =
N∑
k=1
Gk
x− tk
(Gk ∈ MmN (C)), (2)
Gk =
 OA1 · · · Ak + λ1m · · · AN
O
 (k th entry) (1 ≤ k ≤ N, 1m = {δi,j}1≤i,j≤m ∈ Mm(C)).
(3)
Moreover, we define two linear spaces
K =

kerA1
...
kerAN
 , L = ker(G1 + · · ·+GN ). (4)
Let Gk be a matrix induced by the action of Gk on C
mN/(K+L). We define middle convolution
mcλ : (A1, . . . , An) 7−→ (G1, . . . , Gn).
We obtain a similar transformation by considering the Dettweiler and Reiter’s setting in the
q-difference case.
Let
B = t(B1, . . . , BN , B∞) ∈ (Mm(C))
N+1,
b = t(b1, . . . , bN ) ∈ (C\{0})
N (bi = bj ⇒ i = j).
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We set an equation
EB,b : σxY (x) = B(x)Y (x), B(x) = B∞ +
N∑
i=1
Bi
1− xbi
. (5)
For an equation EB,b, we define the q-convolution.
Definition 1.2 (q-convolution) Let E be the set of EB,b’s. For EB,b ∈ E , λ ∈ C, we define
q-convolution cλ : E −→ E (EB,b 7−→ EF ,b) as
F = (F1, . . . , FN , F∞) ∈ (M(N+1)m(C))
N+1,
Fi =
 OB0 · · · Bi − (1− qλ)1m · · · BN
O
 (i+ 1 th entry), 1 ≤ i ≤ N,
F∞= 1(N+1)m − F̂ ,
F̂ = (Bt−1)1≤s,t≤N+1 =

B0 · · · BN
...
. . .
...
B0 · · · BN
 , B0 = 1m −B∞ − N∑
j=1
Bj .
(6)
Furthermore, we define the q-middle convolution.
Definition 1.3 (q-middle convolution) Let V = Cm and F -invariant subspaces of VN+1 as
K = KV =
N⊕
i=0
kerBi, L = LV(λ) = ker(F̂ − (1− q
λ)1(N+1)m). (7)
Let F k be a matrix induced by the action of Fk on V
N+1/(K + L), and we define the q-middle
convolution mcλ as E −→ E (EB,b 7−→ EF ,b).
We abbreviated that modules (B,V), (F ,VN+1), (F ,VN+1/(K+L)) are V, VN+1, VN+1/(K+
L) respectively. Moreover, we set
cλ(B) = F , cλ(V) = V
N+1, mcλ(B) = F , mcλ(V) = V
N+1/(K + L).
Here a q-analog of middle convolution was defined. We can also give an integral representation
of q-convolution by q-analog of Euler transformation. We will describe it in detail in Section 2.
By the way, we would like to understand q-middle convolution as a transformation for the analog
of Fuchsian equation. From now on, we set q ∈ C, 0 < |q| < 1, σx : x 7−→ qx. We set a linear
q-difference equation with polynomial coefficient
EA : σxY (x) = A(x)Y (x), A(x) =
N∑
k=0
Akx
k (Ak ∈ Mm(C)). (8)
Moreover, we let A∞ = AN . We define “Fuchsian” q-difference equations.
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Definition 1.4 (Fuchsian type equation) For an equation EA, if A0, A∞ ∈ GLm(C), then we call
EA Fuchsian type q-difference equation.
Although we cannot apply the q-middle convolution to this Fuchsian equation directly, we see
that the equation EA is connected with EB,b by simple transformations. We consider m×m matrix
system ER with rational coefficients
ER : σxY (x) = R(x)Y (x). (9)
As gauge transformations for the solution Y (x) of the equation ER, we consider only two types in
this paper. The first one is the transformation
ϕP : Y (x) 7−→ Y˜ (x) = PY (x) (P ∈ GLm(C)). (10)
The second one is the transformation
ϕf : Y (x) 7−→ Y˜ (x) = f(x)Y (x), (11)
where f(x) is solution of σxf(x) = Q(x)f(x) (Q(x) is a scalar rational function). This function
f(x) can be expressed by using the functions
(ax; q)∞, ϑq(x).
Here we set
(a1, . . . , an; q)0 = 1,
(a1, . . . , an; q)m =
n∏
i=1
m−1∏
j=0
(1− aiq
j) (m ∈ Z>0),
(a1, . . . , an; q)∞ = lim
m→∞
(a1, . . . , an; q)m,
ϑq(x) =
∞∏
n=0
(1− qn+1)(1 + xqn)(1 + x−1qn+1).
To be specific, for the solution Y (x) of the equation ER,
if we put Y˜ (x) = (ax; q)∞Y (x), then σxY˜ (x) = (1− ax)R(x)Y˜ (x);
if we put Y˜ (x) =
1
ϑq(x)
Y (x), then σxY˜ (x) = xR(x)Y˜ (x);
if we put Y˜ (x) =
ϑq(x)
ϑq(ax)
Y (x) (a ∈ C\{0}), then σxY˜ (x) = aR(x)Y˜ (x).
We define a family of equations by modulo ϕP and ϕf . We interpret the q-middle convolution
as the transformation of the family of equations. From arbitrary equation ER, we obtain E˜R:
E˜R : σxY˜ (x) = A(x)Y˜ (x), (12)
A(x) =
N∑
i=0
Aix
i (Ak ∈ M(m,C), A0, AN 6= 0, ∀a ∈ C ; A(a) 6= 0), (13)
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which is determined up to multiplication of constant and similarity transformations by ϕP .
We call E˜R the canonical form of the equation ER. In general case, for canonical form σxY˜ (x) =
A(x)Y˜ (x) of EB,b, we obtain
A(x) = T (x)B(x), T (x) =
N∏
i=1
(
1−
x
bi
)
, (14)
A0 = 1m −B0, A∞ = b∞B∞, B0 = 1m −
N∑
i=1
Bi −B∞, b∞ =
N∏
i=1
(−b−1i ), (15)
rankBi =
m− nk1 (bi = ak ∈ ZR)m (bi /∈ ZR) (1 ≤ i ≤ N, nk1 = dimkerA(ak)). (16)
Remark 1.5 The definition of the Fuchsian type equation may not be appropriate. We look at
Heine’s q-hypergeometric function
2ϕ1(α, β, γ; q;x) =
∞∑
n=0
(α; q)n(β; q)n
(q; q)n(γ; q)n
xn. (17)
Here u(x) = 2ϕ1(α, β, γ; q;x) satisfies the equation
{(1− σx)(1 − q
−1γσx)− x(1− ασx)(1 − βσx)}u(x) = 0. (18)
If we set v(x) =
1
x
σxu(x) and Y (x) =
(
u(x)
v(x)
)
, then we obtain
σxY (x) =
1
x(qαβx− γ)
(
0 x2(qαβx− γ)
−x+ 1 x{(α + β)x− q−1γ − 1}
)
Y (x). (19)
Although this is not Fuchsian q-difference equation in our sence, this equation transforms to Fuch-
sian type equation by a simple transformation:
Y (x) 7−→ Y˜ (x) =
(
1 0
1 −x
)
Y (x) =
(
u(x)
(1− σx)u(x)
)
. (20)
Y˜ (x) satisfies Fuchsian q-difference equation
σxY˜ (x) =
1
αβx− q−1γ
(
αβx− q−1γ −αβx+ q−1γ
(1− α)(1 − β)x (α+ β − αβ)x− 1
)
Y˜ (x). (21)
Although we do not introduce such transformations, Saloy used a transformation by rational com-
ponent matrix as a gauge transformation in [6]. We think that our Fuchsian q-difference equation
corresponds to the Schlesinger normal form in the differential case. Although we do not call the
equation (19) Fuchsian type, we might have to do. On the other hand, in the differential case, there
exists Fuchsian differential equations which cannot be written in the Schlesinger normal form. We
set yi(x) (i = 1, 2) the components of a solution Y (x) of a equation
dY
dx
(x) = R(x)Y (x) (R(x) is rational function). (22)
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If singularities of yi(x) are at most regular singularities, we call the equation (22) Fuchsian differ-
ential equation. Regular singularity is defined from local properties of solution. In more detail, if
function y(x) is not holomorphic at x = x0 and for any θ, θ (θ < θ), there exists n0 ∈ Z>0 such that
lim
θ<arg(x−x0)<θ, x→x0
|x− x0|
n0 |y(x)| = 0,
we call x = x0 the regular singularity of y(x). Here we consider the equation of Schlesinger normal
form
dY
dx
(x) =
(
N∑
i=1
Ai
x− ai
)
Y (x) (ai ∈ C, Ai ∈ Mm(C)),
that is, a special case of the Fuchsian differential equation. 
We can think that our Fuchsian type equation actually Fuchsian because Carmichael’s theorem
has been establish in [4].
Theorem 1.6 (Carmichael) Let αξj (1 ≤ j ≤ m, ξ = 0,∞) the eigenvalues of Aξ ∈ GLn(C), we
assume further that Aξ are semi-simple and
αξj
αξk
6∈ qZ>0 (∀j,∀k).
Then, there exist unique solutions Yξ(x) of the equation (8) with the following properties,
Y0(x) = Ŷ0(x)x
D0 , (23)
Y∞(x) = q
N
2
u(u−1)Ŷ∞(x)x
D∞ , u =
log x
log q
. (24)
Here Ŷξ(x) is a holomorphic and invertible matrix at x = ξ such that Ŷξ(ξ) = Cξ ∈ GL(m,C) and
Aξ = Cξq
DξC−1ξ , Dξ = diag(log α
ξ
j/ log q).
Remark 1.7 The functions used in the above theorem
xlog θ/ log q, qu(u−1)/2 (u = log x/ log q) (25)
are solutions of the following equations, respectively,
σxf(x) = θf(x), σxf(x) = xf(x). (26)
Hence instead of these functions, we can use the following single-valued functions as solutions of
the above equations,
ϑq(x)
ϑq(θx)
,
1
ϑq(x)
. (27)
These functions are widely used in recent years, we use these in this paper. 
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The purpose of this study is to examine properties of the q-middle convolution. Let us describe
the contents of this paper. In the 2nd section, we show that q-convolution can be expressed by a
q-analog of Euler transformation. In the 3rd section, we define the spectral type and the rigidity
index for the equation ER. Spectral types are defined by the size of Jordan cells of A0, A∞ and
types of elementary divisors of A(x). Notice that the rigidity index is not only determined by data
of Bk of B(x), but also by data of elementary divisors of coefficient polynomial A(x) of canonical
form E˜R. In the 4th section, we prove the three main theorems.
Theorem 1.8 (Fuchsian type equation) If equation ER is Fuchsian type equation, then mcλ(ER)
is also Fuchsian type equation.
Here we assume that next conditions (∗), (∗∗) after the manner of Dettweiler and Reiter in [2].
(These conditions are generally satisfied if dimV = 1 or dimV > 1 and B is irreducible)
Definition 1.9 We define the conditions (∗), (∗∗):
(∗) : ∀i ∈ {0, . . . , N},∀τ ∈ C ;
⋂
j 6=i
kerBj∩ker(Bi+τ1m)=0,
(∗∗) : ∀i ∈ {0, . . . , N},∀τ ∈ C ;
∑
j 6=i
imBj+im(Bi+τ1m)=V.
Theorem 1.10 (irreducibility) If (∗), (∗∗) are satisfied, then V is irreducible if and only if mcλ(V)
is irreducible.
Theorem 1.11 (rigidity index) If (∗), (∗∗) are satisfied, then mcλ preserves rigidity index of
Fuchsian equation ER.
To prove these theorems, we do not need for the following conditions in the Theorem 1.6 :
A0, A∞ : semi-simple,
θj
θk
,
κj
κk
6∈ qZ>0 (θi, κi : eigenvalues of A0, A∞ respectively).
We will explain “rigidity indexh in the section 3. This is defined by “spestral type” of the Fuchsian
equation ER.
2 Integral representation of q-convolution
We gave a q-analog of convolution as a transformation of the q-difference equations. We can also
give an integral representation of “q-convolution” by a q-analog of Euler transformation. In this
section, we show
Theorem 2.1 For the solution Y (x) of the equation EB,b, let Ŷ (x) =
t(tŶ0(x), . . . ,
tŶN (x)) by
Ŷi(x) =
∫ ∞
0
Pλ(x, s)
s− bi
Y (s) dqs, b0= 0, Pλ(x, s) =
(qλ+1sx−1; q)∞
(qsx−1; q)∞
. (28)
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Then, Ŷ (x) is the solution of the equation EF ,b(see Definition 1.2). Here Jackson integral is defined
by ∫ ∞
0
f(x) dqx = (1− q)
∞∑
n=−∞
qnf(qn).
P roof. Pλ(x, s) is a solution of partial difference equations
(σx − σ
−1
s )y(x, s) = 0, σxy(x, s) =
1− qλsx−1
1− sx−1
y(x, s).
Hence Pλ(x, s) is a solution of
σxPλ(x, s)
s− bi
=
x− qλbi
x− bi
Pλ(x, s)
s− bi
+
x
x− bi
σ−1s − 1
s
Pλ(x, s).
Moreover, this function is independent to bi ∈ C. By multiplying Y (s), and by Jackson integral
calculation, we obtain
σxŶi(x) =
{
1 +
(1− qλ)bi
x− bi
}
Ŷi(x) +
x
x− bi
∫ ∞
0
σ−1s − 1
s
Pλ(x, s)Y (s) dqs.
Meanwhile, we obtain∫ ∞
0
σ−1s − 1
s
Pλ(x, s) · Y (s) dqs
=
∫ ∞
0
Pλ(x, s)
1
s
{σsY (s)− Y (s)} dqs
=
∫ ∞
0
Pλ(x, s)
1
s
(
B∞ +
N∑
j=1
Bj
1− sbj
− 1m
)
Y (s) dqs
=
∫ ∞
0
Pλ(x, s)
{
1
s
(
B∞ +
N∑
j=1
Bj − 1m
)
−
N∑
j=1
1
s− bj
Bj
}
Y (s) dqs
= −
∫ ∞
0
Pλ(x, s)
N∑
j=0
1
s− bj
Bj · Y (s) dqs
(
b0 = 0, B0 = 1m −
N∑
i=1
Bi −B∞
)
= −
N∑
j=0
Bj
∫ ∞
0
Pλ(x, s)
s− bj
Y (s) dqs
= −
N∑
j=0
BjŶj(x).
Here Ŷi(x) satisfies
σxŶi(x) =
{
1 +
(1− qλ)bi
x− bi
}
Ŷi(x)−
x
x− bi
N∑
j=0
Bj Ŷj(x)
= Ŷi(x)−
N∑
j=0
Bj Ŷj(x) +
1
1− xbi
{
−(1− qλ)Ŷi(x) +
N∑
j=0
Bj Ŷj(x)
}
.
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Therefore, Ŷ (x) is a solution of the equation EF ,b. 
From the above, we proved that q-convolution can be expressed by a q-analog of Euler trans-
formation.
3 Rigidity index of q-difference equations
In this section, we define the spectral type and the rigidity index of the equation ER. We set the
coefficient A(x) =
∑N
k=0Akx
k of the canonical form of a Fuchsian equation ER.
Definition 3.1 Let Aξ ∼
⊕lξ
i=1
⊕sξ
i
j=1 J(α
ξ
i , t
ξ
i, j) (J(α, t) : Jordan cell, t
ξ
i, j+1 ≤ t
ξ
i, j). Moreover,
let {mξi, k}k denote the conjugate of {t
ξ
i, j}j in Young diagram. We call
Sξ : m
ξ
1,1 . . . m
ξ
1,tξ
1,1
, . . . ,mξlξ,1 . . . m
ξ
lξ,t
ξ
lξ,1
spectral type of Aξ.
Definition 3.2 Let ZA = {a ∈ C ; detA(a) = 0} and denote by di (1 ≤ i ≤ m) the elementary
divisors of detA(x) (di+1|di). For any ai ∈ ZA, we denote by {n˜
i
k}k the orders of zeros ai of {dk}k.
We set {nij}j the conjugate of {n˜
i
k}k. We call
Sdiv : n
1
1 . . . n
1
k1 , . . . , n
l
1 . . . n
l
kl
spectral type of A(x).
Definition 3.3 We call S(ER) = (S0;S∞;Sdiv) spectral type of ER.
From the above, we define the rigidity index.
Definition 3.4 We define the rigidity index idx(ER) of the equation ER as
idx(ER) =
∑
ξ=0,∞
lξ∑
i=1
tξi,1∑
j=1
(mξi, j)
2 +
l∑
i=1
ki∑
j=1
(nij)
2 −m2N. (29)
For example, we consider
E1 : σxY (x) = A(x)Y (x), A(x) = A0 +A1x+A∞x
2,
A0 ∼ J(α
0
1, 2)⊕ J(α
0
1, 1)
⊕2 ⊕ J(α02, 1), A∞ ∼ J(α
∞
1 , 1)
⊕3 ⊕ J(α∞2 , 1)⊕ J(α
∞
3 , 1),
A(x) ∼ diag((x− a1)(x− a2)
2(x− a3)(x− a4), (x− a1)(x− a2), (x− a1)(x− a2), x− a1, 1)
(α0i 6= α
0
j , α
∞
i 6= α
∞
j , ai 6= aj (i 6= j)).
Spectral type and rigidity index of the equation E1 are
S(E1) : 31,1; 3,1,1; 4,31,1,1, idx(E1) = 0.
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Remark 3.5 We can also express the rigidity index idx(ER) of the equation ER as
idx(ER) = dimZ(A0) + dimZ(A∞) +
l∑
i=1
ki∑
j=1
(nij)
2 −m2N. (30)
Here, we let Z(A) = {X ∈ GLm(C) ; AX = XA} (A ∈ Mm(C)). 
We can easily check the next facts.
Proposition 3.6
(i)
lξ∑
i=1
tξi,1∑
j=1
mξi, j = m,
l∑
i=1
ki∑
j=1
nij = Nm.
(ii) ni =
∑ki
j=1n
i
j is a multiplicity of detA(x) of zeros ai ∈ ZA.
(iii) idx(ER) is even number.
After the definition of q-analog of spectral type and rigidity index, let’s look at some examples.
At first, we consider the Heine’s q-hypergeometric equation E2 : (21). It is easy to confirm that the
equation E2 has generally the following data:
S(E2) : 1,1; 1,1; 1,1, idx(E2) = 2. (31)
Moreover, we consider generalized q-hypergeometric equation
E3 : σxY (x) = A(x)Y (x), A(x) =

0 f0
. . .
. . .
0 f0
−fm · · · −f2 −f1
 , (32)
f0σ
m
x + f1σ
m−1
x + · · · + fm =
m∏
k=1
(
bk
q
σx − 1
)
− λx
m∏
k=1
(akσx − 1) (ak, bk, λ ∈ C
∗). (33)
We set A(x) = A0 +A∞x (Ak ∈ Mm(C)). We obtain the data of the equation E3 as
Ev(A0) =
{
q
b1
, . . . ,
q
bm
}
, Ev(A∞) =
{
1
a1
, . . . ,
1
am
}
, (34)
zeros of detA(x) are
1
λ
and
1
λ
m∏
k=1
bk
qak
(multiplicity : m− 1). (35)
Here we denote by Ev(Aξ) (ξ = 0,∞) the set of eigenvalues of Aξ. Therefore, we generally obtain
rigidity index of the equation E3 as
idx(E3) = 1
2 ×m+ 12 ×m+ 12 + (m− 1)2 − 1×m2 = 2.
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Remark 3.7 In general case, since we can also express the Fuchsian equation EA : σ
−1
x Y (x) =
A(q−1x)−1Y (x), we expect idx(EA−1) = idx(EA). Let us check this fact. We put
A˜(x) = detA(x)A(x) =
N(m−1)∑
k=0
A˜kx
k, A˜∞ = A˜N(m−1),
then we get
A0A˜0 = 1m, A∞A˜∞ = κ1m (κ ∈ C\{0}).
Moreover, the spectral type S(EA−1) = (S˜0; S˜∞; S˜div) satisfies S˜0 = S0, S˜∞ = S∞ and
S˜div : m. . .m︸ ︷︷ ︸
n1−k1
m− n1k1 . . . m− n
1
1, . . . , m . . .m︸ ︷︷ ︸
nl−kl
m− nlkl . . . m− n
l
1
because A˜(x) ∼ detA(x) diag(d−1i ). Therefore, we obtain
idx(EA−1) = dimZ(A˜0) + dimZ(A˜∞) +
l∑
i=1
m2(ni − ki) +
ki∑
j=1
(m− nij)
2
−N(m− 1)m2
= dimZ(A0) + dimZ(A∞) +
l∑
i=1
m2ni − 2m
ki∑
j=1
nij +
ki∑
j=1
(nij)
2
−N(m− 1)m2
= dimZ(A0) + dimZ(A∞) + (m
2 − 2m) ·Nm+
l∑
i=1
ki∑
j=1
(nij)
2 −N(m− 1)m2
= dimZ(A0) + dimZ(A∞) +
l∑
i=1
ki∑
j=1
(nij)
2 −Nm2
= idx(EA). 
In the next section, we study how these data are changed by q-middle convolution in detail.
4 Properties of q-middle convolution
In this section, we prove the three theorems.
Theorem 1.8 (Fuchsian type equation) If equation ER is Fuchsian type equation, then mcλ(ER)
is also Fuchsian type equation.
Theorem 1.10 (irreducibility) If (∗), (∗∗) are satisfied, then V is irreducible if and only if mcλ(V)
is irreducible.
Theorem 1.11 (rigidity index) If (∗), (∗∗) are satisfied, then mcλ preserves rigidity index of
Fuchsian equation ER.
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About (∗), (∗∗), see Definition 1.9. Theorem 1.8 is proved easily by examining coefficient poly-
nomial of canonical form of cλ(E˜R). Although many preparations are necessary for us to prove
Theorem 1.10, the outline is the same as method of Detteweiler and Reiter in [2]. Finally, Theorem
1.11 is proved by investigating in detail the change of spectral type of the equation ER.
4.1 Proof of Theorem 1.8.
Here we prove the next theorem.
Theorem 1.8 (Fuchsian type equation) If equation ER is Fuchsian type equation, then mcλ(ER)
is also Fuchsian type equation.
Proof. We put coefficients A(x) =
∑N
k=0Akx
k (A0, A∞ ∈ GLm(C)), G(x) =
∑N
k=0Gkx
k of
canonical form of EB,b, EF ,b (F = cλ(B)). From the relations (15):
A0 = 1m −B0, A∞ = b∞B∞, B0 = 1m −
N∑
i=1
Bi −B∞, b∞ =
N∏
i=1
(−b−1i ) 6= 0,
we obtain B0 − 1m, B∞ ∈ GLm(C). For any v =
t(tv0, . . . ,
tvN ) ∈ kerF∞ (vk ∈ V), we get
G∞ ∈ GL(N+1)m(C) because
0 = G∞v = b∞F∞v = b∞
t(t(B∞s), . . . ,
t(B∞s)) (s =
∑N
i=0Bivi).
Meanwhile, for any v = t(tv0, . . . ,
tvN ) ∈ kerG0, since
0 = G0v = (1(N+1)m − F0)v = (
∑N
i=1Fi + F∞)v = (
∑N
i=1Fi + 1(N+1)m − F̂ )v,
we obtain v = 0. Hence G0 ∈ GL(N+1)m(C). Therefore, mcλ(ER) is a Fuchsian type equation. 
4.2 Proof of Theorem 1.10.
Here we derive a dimension formula of q-middle convolution. Moreover, we prove that q-middle
convolution preserves irreducibility of the equation. The outline is the same as calculations of
Detteweiler and Reiter in [2].
At first, linear spaces K,L satisfy the next proposition.
Proposition 4.1 K,L are F -invariant subspaces of VN+1.
P roof. (i) Let J = {1, . . . , N}. For any v = t(tv0, . . . ,
tvN ) ∈ K (vk ∈ kerBk), we get
Fjv =
t(0, . . . ,
j+1
∨
(qλ − 1)tvj, . . . , 0) ∈ K (j ∈ J).
Hence FjK is subspace of K. In the meantime, F∞K is subspace of K because for any v ∈ K, we
obtain F∞v = (1(N+1)m − F̂ )v = v ∈ K. Therefore, K is F -invariant subspace of V
N+1.
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(ii) Let
1m,k = {δi,k+1δj,k+11m}1≤i,j≤N+1 = diag(0, . . . ,
k+1
∨
1m , . . . , 0).
For any v ∈ L, we get
(F̂ − (1− qλ)1(N+1)m)Fjv = (F̂ − (1− q
λ)1(N+1)m)1m,j(F̂ − (1− q
λ)1(N+1)m)v = 0 (j ∈ J).
Hence FjL is subspace of L. Moreover, F∞L is subspace of L because for any v ∈ L, we obtain
(F̂ − (1− qλ)1(N+1)m)F∞v = (F̂ − (1− q
λ)1(N+1)m)(1(N+1)m − F̂ )v = 0.
Therefore, L is F -invariant subspace of VN+1. 
The next facts are important as “dimension formula”.
Proposition 4.2
(i) If λ = 0, then K is subspace of L and satisfies
L = {t(tv0, . . . ,
tvN );
∑N
j=0Bjvj = 0}. (36)
(ii) If λ 6= 0, then K ∩ L = 0,L = {t(th, . . . , th);h∈ ker(A∞ − q
λb∞1m)} and
dim(mcλ(V)) = (N + 1)m−
N∑
i=1
dimkerBi − dimker(A0 − 1m)− dimker(A∞ − q
λb∞1m). (37)
Proof. (i) If λ = 0, then L = ker F̂ . Here for any v ∈ K, we obtain F̂ v = 0. Hence v ∈ L.
Moreover, we obtain L = {t(tv0, . . . ,
tvN );
∑N
j=0Bjvj = 0}.
(ii) If λ 6= 0, for any v ∈ K ∩ L, we obtain
0 = (F̂ − (1− qλ)1(N+1)m)v = F̂ v − (1− q
λ)v = (qλ − 1)v.
Hence we get v = 0. For any v = t(tv0, . . . ,
tvN ) ∈ L, we obtain F̂ v = (1− q
λ)v. Consequently, we
see
∑N
j=0Bjvj = (1− q
λ)vi (i ∈ I = {0, . . . , N}). Here v0 = · · · = vN and
L = {t(th, . . . , th);h∈ ker(A∞ − q
λb∞1m)}.
Therefore, we can compute dim(mcλ(V)) :
dim(mcλ(V)) = dim(V
N+1/(K + L))
= dim(VN+1)− dim(K + L)
= dim(VN+1)− dimK − dimL (∵ K ∩ L = 0)
= (N + 1)m−
N∑
i=0
dimkerBi − dimker(B∞ − q
λ1m)
= (N + 1)m−
N∑
i=1
dimkerBi − dimker(A0 − 1m)− dimker(A∞ − q
λb∞1m). 
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Proposition 4.3 If W is B-invariant subspace of V, then WN+1 is F -invariant subspace. More-
over, mcλ(W) is submodule of mcλ(V).
P roof. For any w = t(tw0, . . . ,
twN ) ∈ W
N+1 and j ∈ J = {1, . . . , N}, it is clear that
Fjw =
t(0, . . . ,
j+1
∨∑N
i=0
t(Biwi)− (1− q
λ)twj , . . . , 0) ∈ W
N+1.
Since F∞w = (1(N+1)m − F̂ )w = w − F̂w ∈ W
N+1, WN+1 is F -invariant subspace of VN+1. The
second claim follows from
WN+1 ∩ (KV + LV) = KW + LW . (38)
Hence we prove (38). If λ = 0, K is subspace of L. If λ 6= 0, then
KW + LW = KV∩W + LV∩W
is subspace of WN+1 ∩ (KV + LV). Moreover, for any w =
t(tw0, . . . ,
twN ) ∈ W
N+1 ∩ (KV + LV)
and i ∈ I = {0, . . . , N}, we can let
wi = ki + h (ki ∈ kerBi, h ∈ ker(A∞ − q
λb∞1m)).
Here we obtainW ∋
∑N
i=0Biwi =
∑N
i=0Bi(ki+h) = (1−q
λ)h. Consequently, h ∈ W. Moreover, we
find w ∈ KW+LW from ki = wi−h ∈ W. Therefore,W
N+1∩(KV+LV) is subspace of KW+LW . 
From now on, we assume the conditions (∗), (∗∗). Here we can prove
Proposition 4.4 If (∗∗) is satisfied, then mc0(V) ≃ V.
P roof. If λ = 0, then we get K+ L = L = {t(tv0, . . . ,
tvN );
∑N
j=0Bjvj = 0}. Let
φ : t(tv0, . . . ,
tvN ) 7−→
N∑
j=0
Bjvj.
Then φ : Vm −→ V is surjection from a condition (∗∗). For any v = t(tv0, . . . ,
tvN ) ∈ V
N+1, we get
(φ ◦ Fj)(v) = φ(
t(0, . . . ,
j+1
∨
ts , . . . , 0)) = Bjs = (Bj ◦ φ)(v), s =
∑N
i=0Bivi (j ∈ J = {1, . . . , N}),
(φ ◦ F∞)(v) = (φ ◦ (1(N+1)m − F̂ ))(v) = φ(
t(tv0 −
ts, . . . , tvN −
ts)) = B∞s = (B∞ ◦ φ)(v).
Therefore, we obtain
V = im(φ) ≃ VN+1/ker(φ) = VN+1/(K + L) = mc0(V). 
Here we introduce a transformation ψµ in expedient.
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Definition 4.5 For T = (T1, . . . , TN , T∞) ∈ (M(N+1)m(C))
N+1, we define
ψµ : (M(N+1)m(C))
N+1 −→ (M(N+1)m(C))
N+1, (T1, . . . , TN , T∞) 7−→ (T1, . . . , TN , T∞+µ1(N+1)m).
(39)
We set the module ψµ(V) = (ψµ(T ),V).
Here ψµ preserves irreducibility of equations clearly. Moreover, we introduce a transformation
Ψλ.
Definition 4.6 We define Ψλ : E −→ E,
Ψλ = ψ1−qλ ◦ cλ. (40)
Let F˜ = Ψλ(B), Ψλ(V) = (F˜ ,V
N+1). We let Fˇk be a matrix induced by the action of Fk on
VN+1/(K + L). Moreover, we define Ψλ : E −→ E,
Ψλ(B) = Fˇ , Ψλ(V) = V
N+1/(K + L) = (Fˇ ,VN+1/(K + L)). (41)
Here the following facts are proved in the same way as above.
Proposition 4.7 K,L are F˜ -invariant.
Proposition 4.8 If W is B-invariant subspace of V, then WN+1 is F˜ -invariant subspace. More-
over, Ψλ(W) is submodule of Ψλ(V).
From ψ0 = idVN+1 , mc0 = Ψ0, the next proposition is obvious.
Proposition 4.9 If (∗∗) is satisfied, then Ψ0(V) ≃ V.
Proof of the Proposition 4.10, 4.11, 4.12 are similar to Detteweiler and Reiter’s paper [2].
Proposition 4.10 If (∗), (∗∗) are satisfied, then for any λ, µ ∈ C, Ψµ◦Ψλ(V) ≃ Ψµ(V
N+1)/Ψµ(KV+
LV(λ)).
P roof. If µ = 0, it is easily seen that
Ψ0 ◦Ψλ(V) ≃ Ψλ(V) = V
N+1/(KV + LV(λ)) ≃ Ψ0(V
N+1)/Ψ0(KV + LV(λ)).
Here we assume µ 6= 0. We set
λ′ = qλ − 1, µ′ = qµ − 1, K1 = KV , L1 = LV(λ), K2 = KVN+1 , L2 = LVN+1(µ), (42)
F˜ = Ψλ(B), Fˇ = Ψλ(B), M = Ψλ(V), H = K1 + L1. (43)
Let us first prove
(i) KM = (K2 +H
N+1)/HN+1, (ii) LM = (L2 +H
N+1)/HN+1. (44)
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(i) We set Fˇ0 = 1m −
∑N
i=1 Fˇi − Fˇ∞. For any k + H
N+1 = t(tk0, . . . ,
tkN ) + H
N+1 ∈ (K2 +
HN+1)/HN+1, we obtain k +HN+1 ∈ KM from Fˇi(ki + H) = H(i ∈ I = {0, . . . , N}). Therefore,
(K2 +H
N+1)/HN+1 is subspace of KM. On the other hand, for any v +H
N+1 = t(tv0, . . . ,
tvN ) +
HN+1 ∈ KM, vi =
t(tvi0, . . . ,
tviN ) (vij ∈ V), we compute F˜0v0 :
F˜0v0 = (1m −
∑N
i=1F˜i − F˜∞)v0 = (F̂ −
∑N
i=1F˜i)v0 =
t(
∑N
j=0
t(Bjv0j),−λ
′tv01, . . . ,−λ
′tv0N )
and we find
F˜jvj =
t(0, . . . ,
j+1
∨∑N
i=0
t(Bivji) + λ
′tvjj, . . . , 0) (j ∈ J = {1, . . . , N}).
(i-1) If λ = 0, then it is clear that F˜ivi =
t(0, . . . ,
∑N
j=0
t(Bjvij), . . . , 0) (i ∈ I). Moreover,
F˜ivi ∈ H = K + L = L = {
t(tw0, . . . ,
twN );
∑N
j=0Bjwj = 0} and Bi
∑N
j=0Bjvij = 0. Hence we get
F˜ivi ∈
t(0, . . . ,
i+1
∨
kerBi, . . . , 0).
Therefore, we obtain vi ∈ ker F˜i +K1.
(i-2) If λ 6= 0, then
F˜ivi = (
tki0 +
thi, . . . ,
tkiN +
thi) (kij ∈kerBj , hi ∈ ker(A∞ − b∞q
λ1m), i ∈ I).
If i 6= 0, we get hi = −kij ∈ kerBj (j ∈ I \ {i}). Hence we see hi ∈ ker(Bi + λ
′1m) from hi ∈
ker(A∞ − b∞q
λ1m) = ker(
∑N
r=0Br + λ
′1m). Since (∗∗) is satisfied, we get hi = 0. Here
F˜ivi ∈
t(0, . . . ,
i+1
∨
kerBi, . . . , 0).
If i = 0, then it results in the case i 6= 0 because
F˜0 = 1(N+1)m −
N∑
r=1
Fr + λ
′1(N+1)m − F∞ =
(
B0 + λ
′1m · · · BN
O
)
. (45)
Hence we find v + HN+1 ∈ (K2 + H
N+1)/HN+1. Moreover, KM is a subspace of (K2 +
HN+1)/HN+1. Therefore, we obtain KM = (K2 +H
N+1)/HN+1.
(ii) For any
v +HN+1= t(th, . . . , th) +HN+1∈(L2 +H
N+1)/HN+1(h∈ker(F˜∞ − q
µ1(N+1)m)),
we let H˜ = (Ft−1)1≤s,t≤N+1, Hˇ = (Fˇt−1)1≤s,t≤N+1. Then we obtain
(Hˇ + µ1(N+1)2m)(v +H
N+1) = (H˜ + µ1(N+1)2m)v +H
N+1 = HN+1.
Consequently, we find v +HN+1 ∈ LM. Meanwhile, for any
v +HN+1 = t(th, . . . , th) +HN+1 ∈ LM(h ∈ ker(F∞ − q
µ1(N+1)m)),
we see v +HN+1 ∈ (L2 +H
N+1)/HN+1. Therefore, we obtain LM = (L2 +H
N+1)/HN+1.
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Let us remember the isomorphism theorems. For a linear space V and subspaces W,W ′ of V ,
(iii) if W ′ ⊂W, then (V/W ′)/(W/W ′) ≃ V/W ;
(iv) W ′/(W ∩W ′) ≃ (W +W ′)/W.
From the above, we can compute mcµ ◦mcλ(V) :
mcµ ◦mcλ(V) = mcµ(V
N+1/H)
= (VN+1/H)N+1/(KM + LM)
= (V(N+1)
2
/HN+1)/((K2 + L2 +H
N+1)/HN+1) (∵ (i), (ii))
≃ (V(N+1)
2
/(K2 + L2))/((K2 + L2 +H
N+1)/(K2 + L2)) (∵ (iii))
≃ mcµ(V
N+1)/(HN+1/((K2 + L2) ∩H
N+1)) (∵ (iv))
= mcµ(V
N+1)/mcµ(KV + LV(λ)). 
Proposition 4.11 mcλ preserves conditions (∗), (∗∗).
P roof. It is sufficient to prove that Ψλ preserves conditions (∗), (∗∗). In the case λ = 0 is obvious
because of Proposition 4.9. Hence we assume λ 6= 0 and V satisfy (∗), (∗∗). Here we use notations
in proof of previous proposition. If τ = 0, for any v + H = t(tv0, . . . ,
tvN ) + H ∈
⋂N
i=0 ker Fˇi, it
is clear that F˜0v ∈ H. Here we get v ∈ H from Proposition 4.10(i-2). Consequently, we obtain⋂N
i=0 ker Fˇi = {H}.
If τ 6= 0, for any v+H ∈
⋂
j 6=i ker Fˇj ∩ (Fˇi+ τ1(N+1)m) (i ∈ J = {1, . . . , N}), we get v ∈ H from
F˜0v ∈ H. Hence we obtain
⋂
j 6=i ker Fˇj ∩ (Fˇi + τ1(N+1)m) = {H}. The case i = 0 is reduced to the
case i ∈ J . Therefore, Ψλ(V) satisfies (∗).
In the meantime, we put any τ ∈ C and v = t(tv0, . . . ,
tvN ) ∈ V
N+1. If i ∈ J, then
F˜iv =
t(0, . . . ,
i+1
∨
N∑
j=0
t(Bjvj) + λ
′tvi, . . . , 0).
Hence F˜iv spans the linear space
t(0, . . . ,V, . . . , 0). Moreover, it is clear that
(F˜0 + τ1(N+1)m)v =
t(
N∑
j=0
t(Bjvj) + (λ
′ + τ)tv0, τ
tv1, . . . , τ
tvN ).
Consequently,
∑N
j=0Bjvj + (λ
′ + τ)v0 spans V. Here the case i = 0 is reduced to the case i ∈ J .
Therefore, we obtain
∑
j 6=i imFˇj + im(Fˇi + τ1(N+1)m) = V
N+1 +H (i ∈ J). From the above, Ψλ(V)
satisfies (∗∗). 
Here the Ψλ satisfies the next proposition.
Proposition 4.12 If (∗), (∗∗) are satisfied, then for any λ, µ ∈ C, Ψµ◦Ψλ(V) ≃ Ψlogq(qλ+qµ−1)(V).
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Proof. If λµ = 0, it is obvious. We assume λµ 6= 0 and set
F˜ = Ψλ(B), F
′ = Ψlogq(qλ+qµ−1)(B), H = Ψµ(F˜ ), K1 = KV , L1 = LV(λ), (46)
K2 = (KVN+1 , F˜ ), L2 = (LVN+1(µ), F˜ ), L
′ = LV(logq(q
λ + qµ − 1)), H = K1 + L1. (47)
Here we prove that induced mapping φ : Ψµ ◦Ψλ(V) −→ Ψlogq(qλ+qµ−1)(V) is isomorphism from
φ : Ψµ ◦Ψλ(V) −→ Ψlogq(qλ+qµ−1)(V)
(
t(tv0, . . . ,
tvN ) 7−→
N∑
i=0
F˜ivi
)
. (48)
We first find
Ψµ ◦Ψλ(V) ≃ Ψµ(V
N+1)/Ψµ(KV + LV(λ)) ≃ V
(N+1)2/(K2 + L2 +H
N+1). (49)
It is easy to check that (L1)
N+1 is subspace of K2 = ker(φ). Moreover, we get φ((K1)
N+1) =∑N
i=0 F˜iK1 = K1 and L2 = {
t(th, . . . , th);h ∈ ker(F˜∞ − q
µ1(N+1)m)}. Hence we obtain
φ(L2) =
N∑
i=0
F˜i kerF
′
∞ =
( N∑
i=0
F˜i
)
kerF ′∞ = kerF
′
∞ = L
′ (F ′∞ = F˜∞ − q
µ1(N+1)m).
Here we compute dim(K2) :
dim(K2) =
N∑
i=0
dimkerF˜i =
N∑
i=0
{dim(VN+1)− rankF˜i} =
N∑
i=0
{(N + 1)m−m} = N(N + 1)m.
Consequently, we can calculate dim(Ψµ ◦Ψλ(V)) :
dim(Ψµ ◦Ψλ(V)) = dim(V
(N+1)2/(K2 + L2 +H
N+1))
= dim(V(N+1)
2
)− dim(K2 + L2 + (K1)
N+1 + (L1)
N+1)
= (N + 1)2m− dim(K2 + L2 + (K1)
N+1)
= (N + 1)2m− dim(K2)− dim(L2 + (K1)
N+1)
= (N + 1)2m−N(N + 1)m− dim(K1 + L
′)
= (N + 1)m− dim(K1 + L
′)
= dim(VN+1)− dim(K1 + L
′)
= dim(VN+1/(K1 + L
′)).
Here we set λ′ = qλ − 1, µ′ = qµ − 1. For any
v = t(tv0, . . . ,
tvN ) ∈ V
(N+1)2 , (vj =
t(tvj0, . . . ,
tvjN ), vij ∈ V),
we get the following relations.
(F ′i ◦ φ)(v) =
t(0, . . . ,
i+1
∨
twi, . . . , 0) = (φ ◦Hi)(v) (i ∈ {0, . . . , N}),
wi =
N∑
j=0
Bj
{ N∑
k=0
Bkvjk + λ
′Bjvjj + (λ
′ + µ′)vij
}
+λ′(λ′ + µ′)vii,
F ′∞ ◦ φ = φ−
N∑
i=0
(F ′i ◦ φ) = φ−
N∑
i=0
(φ ◦Hi) = φ ◦H∞.
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Therefore, we obtain Ψµ ◦Ψλ(V) ≃ Ψlogq(qλ+qµ−1)(V). 
From the above, Theorem 1.10 is shown.
Theorem 1.10 (irreducibility) If (∗), (∗∗) are satisfied, then V is irreducible if and only if mcλ(V)
is irreducible.
Proof. For any non-zero irreducible module V and λ ∈ C, we put M = Ψλ(V) and non-zero
submoduleM′ of M. Here W = Ψlogq(1−qλ)(M
′) is submodule of
Ψlogq(1−qλ)(M) = (Ψlogq(1−qλ) ◦Ψλ)(V) ≃ Ψ0(V) = mc0(V) ≃ V.
Hence we obtain W = 0 or V. If W = 0, then we get M′ ≃ Ψλ(W) = Ψλ(0) = 0. This is a
contradiction. Consequently, we find W = V. Moreover, we get
M′ = Ψλ(W) = Ψλ(V) =M.
Hence W is irreducible module. Here Ψλ(V) is irreducible if and only if mcλ(V) is irreducible.
Therefore, V is irreducible if and only if mcλ(V) is irreducible. The proof of the theorem has been
completed. 
4.3 Proof of Theorem 1.11.
In this section, we prove that mcλ preserves rigidity index of equation ER. At first, we examine
the change of spectral types S0, S∞.
Lemma 4.13 We set coefficient polynomial A(x) =
∑N
k=0Akx
k (resp. G(x) =
∑N
k=0Gkx
k) of
canonical form of EB,b (resp. EF ,b), we let Ev(M) be the set of eigenvalues of M ∈ Mm(C). If
A0 ∼
⊕
θ∈Ev(A0)
s0
θ⊕
j=1
J(θ, t0θ, j), A∞ ∼
⊕
κ∈Ev(A∞)
s∞κ⊕
j=1
J(κ, t∞κ, j)
and (∗∗) is satisfied, then we obtain
G0 ∼
⊕
θ∈Ev(A0)\{qλ}
s0
θ⊕
j=1
J(θ, t0θ, j)⊕
s0
qλ⊕
j=1
J(qλ, t0qλ, j + 1)⊕ J(q
λ, 1)
⊕(Nm−s0
qλ
)
,
G∞ ∼
⊕
κ∈Ev(A∞)\{b∞}
s∞κ⊕
j=1
J(κ, t∞κ, j)⊕
s∞
b∞⊕
j=1
J(b∞, t
∞
b∞, j + 1)⊕ J(b∞, 1)
⊕(Nm−s∞
b∞
).
P roof. It is easily seen that G0 = 1m − F0, G∞ = b∞F∞, F0 = 1m −
∑N
i=1 Fi − F∞ and
θ1(N+1)m −G0 =

θ1m −A0 B1 · · · BN
(θ − qλ)1m
. . .
(θ − qλ)1m
 (θ ∈ C). (50)
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(i) If θ 6= qλ, then dimker((θ1(N+1)m −G0)
n) = dimker((θ1m −A0)
n) (n ∈ Z>0).
(ii) If θ = qλ, then for any v = t(tv0, . . . ,
tvN ) ∈ V
N+1 (vi ∈ V), we get
(θ1(N+1)m −G0)v =
t(tv′, 0, . . . , 0), v′ =
N∑
k=0
Bkvk + (θ − 1)1m.
Here v′ spans V because condition (∗∗). Hence we obtain
dimker(θ1(N+1)m −G0) = Nm, dimker((θ1(N+1)m −G0)
n+1) = dimker((θ1m −A0)
n) (n ∈ Z>0).
(iii) If κ 6= b∞, then for any v =
t(tv0, . . . ,
tvN ) ∈ ker((κ1(N+1)m −G∞)
n) (vi ∈ V, n ∈ Z>0),
we get
0 = (κ1(N+1)m −G∞)
nv = {(κ − b∞)1(N+1)m + b∞F̂}
nv = (κ− b∞)
nv + PF̂v (P ∈Mm(C)).
Hence we find v0 = · · · = vN . Moreover, it is clear that
(κ1(N+1)m −G∞)
nv = {(κ − b∞)1(N+1)m + b∞F̂}
nv = t(tv′, . . . , tv′), v′ = (κ1m −A∞)
nv0.
Therefore, we obtain dimker((κ1(N+1)m −G∞)
n) = dimker((κ1m −A∞)
n).
(iv) If κ = b∞, then we obtain
dimker(κ1(N+1)m −G∞) = dimker F̂ = (N + 1)m− dim imF̂ = (N + 1)m−m = Nm
from κ1(N+1)m −G∞ = b∞F̂ and (∗∗). Here for any
v = t(tv0, . . . ,
tvN ) ∈ ker((κ1(N+1)m −G∞)
n+1) (vi ∈ V, n ∈ Z>0),
it is easily seen that
(κ1(N+1)m −G∞)v = b∞F̂ v =
t(tv′, . . . , tv′), v′ = b∞
N∑
k=0
Bkvk
and
(κ1(N+1)m −G∞)
N+1v = t(tw, . . . , tw), w = (κ1m −A∞)
nv′.
Therefore, we obtain dimker((κ1(N+1)m −G∞)
n+1) = dimker((κ1m −A∞)
n). 
We prepare for examining changes of spectral type Sdiv.
Lemma 4.14 We can reduce G(x) to G˜(x) :
G˜(x) =

T (x)1m
. . .
T (x)1m
V1(x) · · · VN (x) A(q
−λx)
 (51)
by elementary matrices. Here Vi(x) (i = 1, . . . , N) are polynomials and T (x) =
∏N
k=1(1−
x
bk
).
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Proof. For any λ ∈ C, k ∈ J = {1, . . . , N}, bk ∈ C \ {0}, let sk = 1−
x
bk
, s′k = 1−
x
qλbk
, Tk =
T (x)
sk
, bi,j = 1−
bi
bj
. It is clear that
G(x) = T (x)F (x) (52)
=
(
N∏
k=1
sk
)
·
(
F∞ +
N∑
l=1
Fl
sl
)
(53)
= T (x)1m ⊕
N⊕
k=1
qλs′kTk(x)1m +
(
−T (x)1m ⊕
N⊕
k=1
xTk(x)
bk
1m
)
1m
...
1m
 (B0 · · ·Bn). (54)
Here we row reduce G(x) by the elementary matrix
(1− s1)1m s11m
−1m 1m
...
. . .
−1m 1m
 . (55)
Next, we column reduce by the elementary matrix
1m
1m 1m
...
. . .
1m 1m
 . (56)
Then we obtain
qλ

T1m s
′
1T1m
s′1T11m
. . .
s′NTN1m
+

Om
T11m
...
TN1m
 (qλ1m −B∞ B1 · · ·Bn). (57)
We set
fi,j = (−1)
i+jbib
−1
j b
−1
i+1,j
j−1∏
k=1
(b−1j,kbi,k) ·
i−1∏
k=j+1
(bkb
−1
j b
−1
k,jbi,k) (bN+1,j = 1), (58)
gi = −
i∏
k=1
b−1i+1,k ·
i−1∏
k=1
bi,k(6= 0) (59)
and C0 = (C
0
i,j)1≤i,j≤N+1 ∈ M(N+1)m(C) (C
1
i,j ∈ Mm(C)) as
C0i,j =

1m (i = j = 1)
fi−1,j−1si−11m (2 ≤ i, j ≤ N, i ≥ j)
gi−1si1m (2 ≤ i = j − 1 ≤ N)
fN,j−11m (i = N + 1, j 6= 1)
Om (otherwise)
. (60)
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Here C0 is an elementary matrix. Let j ∈ {1, . . . , N}, Ij = {1, . . . , j}. We prove
(i)
l∑
k=1
fl,k = −gl (l ∈ IN−1),
(ii)
N∑
k=1
fN,kTk(x) = t0
(
t0 =
N−1∏
k=1
bN,k 6= 0
)
.
(i) It is clear that
∑l
k=1 fl,k(bl+1) ≡ 0 (mod gl(bl+1)). Here we set f(bl+1) = −(gl)
−1
∑l
k=1 fl,k,
then we find deg f(bl+1) ≤ l − 1 and f(bs) = 1 (s ∈ Il). Therefore, for any bl+1 ∈ C, we obtain
f(bl+1) = 1.
(ii) Let g(x) =
∑N
k=1 fN,kTk(x), then we find deg g(x) ≤ N − 1 and g(bs) = t0 (s ∈ IN ).
Therefore, g(x) = t0. Hence we get
C0

Om
T11m
...
TN1m
 =

Om
...
Om
t01m
 . (61)
Here let us reduce
qλC0

T1m s
′
1T1m
s′1T11m
. . .
s′NTN1m
 . (62)
We set Ui,j(p) := (pδsiδtj1m)1≤s,t≤N+1 ∈ M(N+1)m(C) (p ∈ C) and
hi,j = g
−1
j
j∑
k=1
fi,k, (63)
Cl = 1(N+1)m +
N∑
k=l+2
Uk,l+1(hk−1,l) (1 ≤ l ≤ N − 2), (64)
CN−1 = 1m ⊕ (−g
−1
1 )1m ⊕ · · · ⊕ (−g
−1
N−1)1m ⊕ 1m, (65)
C = CN−1CN−2 · · ·C1C0. (66)
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Then we obtain
C

T1m s
′
1T1m
s′1T11m
. . .
s′NTN1m

=

T1m s
′
1T1m
s′1T1m −s
′
2T1m
s′2T1m −s
′
3T1m
. . .
. . .
s′N−1T1m −s
′
NT1m
fN,1s
′
1T11m fN,2s
′
2T21m · · · fN,N−1s
′
N−1TN−11m fN,Ns
′
NTN1m

.
(67)
For any i ∈ IN−1, we set
ui =
i∏
k=1
s′k, u
′
i =
i∏
k=1
bi+1,k, u˜i = s
−1
i+1(ui − u
′
i),
D0 = 1(N+1)m − U1,2(s
′
1),
D1,i = (1(N+1)m + Ui+2,i+1(u˜i))(1(N+1)m + Ui+2,i+2(u
′
i − 1))(1(N+1)m + Ui+1,i+2(s
′
i+1)),
D2,i = (1(N+1)m + Ui+2,i+1(−u˜is
′
i+1))(1(N+1)m + Ui+1,i+1(u
′−1
i − 1))(1(N+1)m + Ui+1,i+2(s
′
i+1)),
D1 = D0D1,1 · · ·D1,N−1, D2 = D2,N−1 · · ·D2,1.
(68)
Here we remember A(q−λx) = T (q−λx)B(q−λx) = (
∏N
k=1 s
′
k)(B∞+
∑N
l=1 s
′−1
l Bl), and we compute
D2C
q
λ

T1m s
′
1T1m
s′1T11m
. . .
s′NTN1m
+

Om
T11m
...
TN1m
 (qλ1m −B∞ B1 · · ·Bn)
D1. (69)
This is the G˜(x). 
We prove the next lemma for examining type of elementary divisors of G(x).
Lemma 4.15 For coefficient polynomial A(x) =
∑N
k=0Akx
k of canonical form of Fuchsian equa-
tion ER, we define PA ∈ MNm(C) as
1m
. . .
1m
−A−1∞ A0 −A
−1
∞ A1 · · · −A
−1
∞ AN−1
 . (70)
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Then, for any ai ∈ ZR = {a ∈ C ; detA(a) = 0}, we obtain
nij = dimker((ai1Nm − PA)
j)− dimker((ai1Nm − PA)
j−1) (j ∈ Z>0). (71)
Proof. x1Nm −PA can be transformed to 1(N−1)m ⊕A(x) by elementary matrices. Therefore,
type of elementary divisors of x1Nm−PA and type of elementary divisors of A(x) are equal except
for 1(N−1)m. 
We obtain the following lemma by calculating the dimensions of the generalized eigenspaces of
PA.
Lemma 4.16 Let Ij = {1, . . . , j}, j1 = min{N + 1, j}, j2 = max{N + 1, j} (j ∈ Z>0), I
′
j =
{1, . . . , j2}. For any a ∈ C \ {0}, the following conditions are equivalent:
(i) t(tv1, . . . ,
tvN ) ∈ ker(a1Nm − PA) (vk ∈ V),
(ii) There exist vj1 , . . . , vj2 ∈ V such that for wk =
k∑
l=1
(−1)l−1
(
k − 1
l − 1
)
ak−lvl (k ∈ Ij),
vk =
j∑
l=1
(−1)l−1
(
k − 1
l − 1
)
ak−lwl (k ∈ I
′
j) and
k−1∑
i=0
(−1)i
i!
diA
dxi
(a)wi+j−k+1 = 0 (k ∈ Ij).
P roof. If j = 1, then for any v = t(tv1, . . . ,
tvN ) ∈ ker(a1Nm − PA) (vk ∈ V), we put
w1 = v1, vN+1 = a
Nv1. Here we get vk = a
k−1v1 = a
k−1w1 (k ∈ I
′
1) and A(a)w1 =
∑N
k=0Aka
kv1 =∑N
k=0Akvk+1 = 0 from (PA − a1Nm)v = 0. We assume that the equivalence is satisfied in the case
j = j′ ∈ Z>0. For any v =
t(tv1, . . . ,
tvN ) ∈ ker((a1Nm − PA)
j′+1) (vk ∈ V), we let
u = t(tu1, . . . ,
tuN ) = (a1Nm − PA)v (uk ∈ V), vN+1 = −A
−1
∞
N−1∑
k=0
Akvk+1.
Then we find uk = avk − vk+1 and
∑N
k=0Akvk+1 = 0 (k ∈ I0 = {1, . . . , N}). Here we set
w˜k =
k∑
l=1
(−1)l−1
(
k − 1
l − 1
)
ak−lul (k ∈ Ij′).
There exist uj′
1
, . . . , uj′
2
∈ V (j′1 = min{N + 1, j
′}, j′2 = max{N + 1, j
′}) such that
w˜k =
k∑
l=1
(−1)l−1
(
k − 1
l − 1
)
ak−lul =
k+1∑
l=1
(−1)l−1
(
k
l − 1
)
ak+1−lvl (k ∈ Ij′). (72)
Let w1 = v1, wk = w˜k−1 (k ∈ Ij′+1 \ {1}), we obtain
wk =
k∑
l=1
(−1)l−1
(
k − 1
l − 1
)
ak−lvl (k ∈ Ij′+1).
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Here we find uk =
j′∑
l=1
(−1)l−1
(
k − 1
l − 1
)
ak−lwl+1 (k ∈ I
′
j′). We put vk ∈ V such that avk − vk+1 =
uk (k ∈ {j
′
1, . . . , j
′
2}). For any k ∈ I
′
j′ , we get
avk − vk+1 =
j′∑
l=1
(−1)l−1
(
k − 1
l − 1
)
ak−lwl+1 =
j′+1∑
l=2
(−1)l−2
(
k − 1
l − 2
)
ak+1−lwl (73)
and
vk =
j′+1∑
l=1
(−1)l−1
(
k − 1
l − 1
)
ak−lwl. (74)
Moreover, we obtain
k−1∑
i=0
(−1)i
i!
diA
dxi
(a)wi+(j′+1)−k+1 = 0
from
k−1∑
i=0
(−1)i
i!
diA
dxi
(a)w˜i+j′−k+1 = 0 (k ∈ Ij′). On the other hand, by the computation:
0 =
N∑
k=0
Akvk+1
=
N−1∑
k=0
Ak
j′+1∑
l=1
(−1)l−1
(
k
l − 1
)
ak+1−lwl
+AN

j′+1∑
l=1
(−1)l−1
(
N − 1
l − 1
)
aN+1−lwl −
j′∑
l=1
(−1)l−1
(
N − 1
l − 1
)
aN−lwl+1

=
(j′+1)−1∑
l=0
(−1)l
l!
N∑
k=0
k!
(k − l)!
Aka
k−lwl+1
=
(j′+1)−1∑
l=0
(−1)l
l!
dlA
dxl
(a)wl+(j′+1)−(j′+1)+1,
(75)
(ii) is satisfied in the case j = j′ + 1 ∈ Z>0. The proof of the lemma has been completed. 
From the above, we can calculate the type of elementary divisors of G(x) = cλ(A)(x).We obtain
the next lemma by calculating the dimension of the generalized eigenspaces of P
G˜
∈MN(N+1)m.
Lemma 4.17 If (∗), (∗∗) are satisfied, then for any a ∈ ZR = {a ∈ C ; detA(a) = 0} and j ∈ Z>0,
we obtain (i),(ii):
(i) If qλa ∈ qλZR \ {bk ; k ∈ {1, . . . , N}}, then
dimker((qλa1N(N+1)m − PG˜)
j) = dimker((a1Nm − PA)
j).
(ii) If qλa ∈ qλZR ∩ {bk ; k ∈ {1, . . . , N}}, then dimker(q
λa1N(N+1)m − PG˜) = Nm and
dimker((qλa1N(N+1)m − PG˜)
j+1) = dimker((a1Nm − PA)
j).
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Proof. (i) For any
v = t(tv1, . . . ,
tvN ) ∈ ker(a1N(N+1)m − PG˜), (vk =
t(tvk,0, . . . ,
tvk,N), vk,l ∈ V),
we find vk = a
k−1v1, G˜(q
λa)v1 = 0. Moreover, we obtain A(a)v1,N = 0, dimker(q
λa1N(N+1)m −
P
G˜
) = dimkerA(a) = dimker(a1Nm − PA) from G˜(q
λa)v1 = 0 ⇔ v1,j = 0 (j 6= N). Meanwhile,
we assume dimker((qλa1N(N+1)m − PG˜)
j′) = dimker((a1Nm − PA)
j′) (j = j′ ∈ Z>0). In another
expression, for wk =
t(twk,0, . . . ,
twk,l) ∈ V
N+1 (wk,N ∈ V, k ∈ J = {1, . . . , j
′}),
k−1∑
i=0
(−1)i
i!
diG˜
dxi
(qλa)wi+j′−k+1 = 0
⇔
k−1∑
i=0
q(j−i−1)λ
(−1)i
i!
diA
dxi
(a)wi+j′−k+1,N = 0, wk,l = 0 (l 6= N).
(76)
Here if there exist
wk =
t(twk,0, . . . ,
twk,N) ∈ V
N+1 (wk,l ∈ V, k ∈ J
′ = {1, . . . , j′ + 1})
such that
∑k−1
i=0
(−1)i
i!
diG˜
dxi
(qλa)wi+j′−k+2 = 0. Then we get wk,l = 0 (k 6= 1, l 6= N). Moreover, we
find
w1,l = 0,
k−1∑
i=0
q(j
′−i)λ (−1)
i
i!
diA
dxi
(a)wi+j′−k+2,N = 0 (k ∈ J
′, l 6= N),
because
∑j′
i=0
(−1)i
i!
diG˜
dxi
(qλa)wi+1 = 0. Therefore, we obtain
dimker((qλa1N(N+1)m − PG˜)
j′+1) = dimker((a1Nm − PA)
j′+1).
(ii) If qλa = bk0 ∈ q
λZR ∩ {bk ; k ∈ {1, . . . , N}} (k0 ∈ {1, . . . , N}), then we obtain
dimker(qλa1N(N+1)m − PG˜) = dimker G˜(k0) = dimker G(k0) = (N + 1)m− dim imG(k0) = Nm.
We assume that there exist wk =
t(twk,0, . . . ,
twk,N) ∈ V
N+1 (wk,l ∈ V, k = 1, 2) such that
G˜(qλa)w2 = 0,
dG˜
dx
(qλa)w2 = G˜(q
λa)w1.
Then it is clear that dTdx (bk0) 6= 0. Hence we get
w2,l = 0 (l 6= N), A(a)w2,N = 0,
dA
dx
(a)w2,N = q
λ
N∑
l=0
Ul(q
λa)w1,l.
Here qλ
∑N
l=0 Ul(q
λa)w1,l spans V from condition (∗∗). Moreover, we find
dimker((qλa1N(N+1)m − PG˜)
2) = dimkerA(a) = dimker(a1Nm − PA).
Therefore, we obtain
dimker((qλa1N(N+1)m − PG˜)
j′+2) = dimker((a1Nm − PA)
j′+1). 
From the above, the next proposition is obvious.
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Proposition 4.18 If (∗), (∗∗) are satisfied and the spectral type S(ER) = (S0;S∞;Sdiv) of Fuchsian
equation ER is given as
Sξ : m
ξ
1,1 . . . m
ξ
1,tξ
1,1
, . . . ,mξlξ ,1 . . . m
ξ
lξ,t
ξ
lξ,1
(ξ = 0,∞),
Sdiv : n
1
1 . . . n
1
k1 , . . . , n
l
1 . . . n
l
kl
,
(77)
then spectral type S(cλ(ER)) = (S
′
0;S
′
∞;S
′
div) satisfies
S′0 :

Nm m01,1 . . . m
0
1,t0
1,1
, . . . ,m0l0,1 . . . m
0
l0,t0l0,1
(qλ = α01)
Nm,m01,1 . . . m
0
1,t0
1,1
, . . . ,m0l0,1 . . . m
0
l0,t0l0,1
(qλ /∈ Ev(A0))
,
S′∞ :
Nm m
∞
1,1 . . . m
∞
1,t∞
1,1
, . . . ,m∞l∞,1 . . . m
∞
l∞,t∞l∞,1
(b∞ = α
∞
1 )
Nm,m∞1,1 . . . m
∞
1,t∞
1,1
, . . . ,m∞l∞,1 . . . m
∞
l∞,t∞l∞,1
(b∞ /∈ Ev(A∞))
,
S′div : Nm, . . . ,Nm︸ ︷︷ ︸
r1
, Nm n11 . . . n
1
k1 , . . . , Nm n
r2
1 . . . n
r2
kr2
, nr2+11 . . . n
r2+1
kr2+1
, . . . , nl1 . . . n
l
kl
(b1, . . . , br1 ∈ {bk ; k ∈ {1, . . . , N}} \ q
λZA, q
λa1, . . . , q
λar2 ∈ {bk ; k ∈ {1, . . . , N}}).
(78)
We show the next lemma in order to examine how q-middle convolution changes the spectral
type.
Lemma 4.19 If λ 6= 0, for θ, κ, a ∈ C \ {0}, I = {1, . . . , N}, we obtain
dim(ker(θ1(N+1)m −G0) ∩ K) =

dimker(A0 − 1m) (θ = 1)∑N
k=1 dimkerBk (θ = q
λ)
0 (θ 6= 1, qλ)
, (79)
dim(ker(κ1(N+1)m −G∞) ∩ K) =
dimker(A0 − 1m) +
∑N
k=1 dimkerBk (κ = b∞)
0 (κ 6= b∞)
, (80)
dim(ker G(a) ∩ K) (81)
=

dimker(A0 − 1m) +
∑
k 6=j dimkerBk (a = bj)
dimkerBj (a = q
λbj ∈ q
λZA \ {bk; k ∈ I})
0 (otherwise)
, (82)
dim
(
dG
dx
(a) −1(imG(a)) ∩ ker G(a) ∩ K
)
=
dimkerBj (a = qλbj ∈ qλZA)0 (otherwise) , (83)
dim(ker(θ1(N+1)m −G0) ∩ L) =
dimker(A∞ − qλb∞1m) (θ = qλ)0 (θ 6= qλ) , (84)
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dim(ker(κ1(N+1)m −G∞) ∩ L) =
dimker(A∞ − qλb∞1m) (κ = qλb∞)0 (κ 6= qλb∞) , (85)
dim(ker G(a) ∩ L) =
dimker(A∞ − qλb∞1m) (a ∈ {bk; k ∈ I})0 (a /∈ {bk; k ∈ I}) . (86)
Proof. (i) (Change of S0 due to the K) For θ ∈ C and any v =
t(tv0, . . . ,
tvN ) ∈ ker(θ1(N+1)m−
G0) ∩K (vk ∈ V), it is easily seen that
0 = (θ1(N+1)m −G0)v =
t(
∑N
k=0
t(Bkvk) + (θ − 1)
tv0, (θ − q
λ) tv1, . . . , (θ − q
λ) tvN ).
If θ = 1, then it is clear that θ 6= qλ and vk = 0 (k ∈ I = {1, . . . , N}), v0 ∈ ker(A0 − 1m). Here we
get dim(ker(θ1(N+1)m −G0) ∩ K) = dimker(A0 − 1m).
If θ = qλ, then we find vk ∈ kerBk (k ∈ I). Therefore, we obtain dim(ker(θ1(N+1)m−G0)∩K) =∑N
k=1 dimkerBk.
(ii) (Change of S∞ due to the K) For κ ∈ C and any v ∈ ker(κ1(N+1)m −G∞) ∩ K, we get
0 = (κ1(N+1)m −G∞)v = (κ1(N+1)m − b∞F∞)v = {κ1(N+1)m − b∞(1(N+1)m − F̂ )}v = (κ− b∞)v.
If κ = b∞, then we obtain dim(ker(κ1(N+1)m − G∞) ∩ K) = dimK = dimker(A0 − 1m) +∑N
k=1 dimkerBk.
(iii) (Change of Sdiv due to the K)
(iii-a) For any v = t(tv0, . . . ,
tvN ) ∈ ker G(bk)∩K (vk ∈ V, k ∈ I), it is clear that vk = 0. Hence
we get dim(ker G(bk) ∩ K) = dimker(A0 − 1m) +
∑
l 6=k dimkerBl.
(iii-b) If qλai ∈ q
λZA \ {bk ; k ∈ I}, then T (q
λai) 6= 0. Hence we obtain
ker G(qλai) = kerF (q
λai) = ker
(
1(N+1)m − F̂ +
N∑
k=1
Fk
1− q
λai
bk
)
. (87)
For any v = t(tv0, . . . ,
tvN ) ∈ kerG(q
λai) ∩ K (vk ∈ V), we get
0 = {1− F̂ +
N∑
k=1
(1− qλaib
−1
k )
−1Fk}v = {1m ⊕
N
k=1 q
λ(1− aib
−1
k )(1− q
λaib
−1
k )
−11m}v.
Here if ai /∈ {bk ; k ∈ I}, then v = 0. In the meantime, if ai = bj (j ∈ I) and k 6= j, then vk = 0.
Therefore, we find vj ∈ kerBj . From the above, we obatin
dim
(
dG
dx
(qλai)
−1(imG(qλai)) ∩ ker G(q
λai) ∩ K
)
=
0 (ai /∈ {bk ; k ∈ I})dimkerBj = nj1 (ai = bj) .
(88)
(iii-c) If qλai = bj′ ∈ q
λZA ∩ {bk ; k ∈ I} (j
′ ∈ I), then we put wk =
t(twk,0, . . . ,
twk,N ) ∈
VN+1 (wk ∈ V, k = 1, 2) such that
w2 ∈ kerG(q
λai) ∩K,
dG
dx
(qλai)w2 = G(q
λai)w1.
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Hence we find kerG(qλai) ∩ K = kerFj′ ∩ K and q
λ 6= 1. Therefore, we get w2,j′ = 0. Moreover,
G(qλai)w1 spans
t(0, . . . , 0,V, 0, . . . , 0) from (∗∗).
If ai /∈ {bk ; k ∈ I}, then we get w2,k = 0 (k 6= j
′) from dGdx (q
λai)w2 = G(q
λai)w1. Therefore,
w2 = 0. Meanwhile, if ai = bj (j ∈ I) and k 6= j, then we find w2,k = 0 and w2,j ∈ kerBj. From the
above, we obatin
dim
(
dG
dx
(qλai)
−1(imG(qλai)) ∩ ker G(q
λai) ∩ K
)
=
0 (ai /∈ {bk ; k ∈ I})dimkerBj (ai = bj) . (89)
(iv) (Change of S0 due to the L) For θ ∈ C and any v =
t(th, . . . , th) ∈ ker(θ1(N+1)m −G0) ∩
L (h ∈ ker(A∞ − q
λb∞1m)), we find
0 = (θ1(N+1)m −G0)v =
t((θ − qλ) th, . . . , (θ − qλ) th).
If θ = qλ, then h ∈ ker(A∞ − q
λb∞1m). Therefore, we obtain dim(ker(θ1(N+1)m − G0) ∩ L) =
dimL = dimker(A∞ − q
λb∞1m).
(v) (Change of S∞ due to the L) For κ ∈ C and v =
t(th, . . . , th) ∈ ker(κ1(N+1)m−G∞)∩L (h ∈
ker(A∞ − q
λb∞1m)), we get
0 = (κ1(N+1)m −G∞)v = (κ− q
λb∞)v.
If κ = qλb∞, then we obtain dim(ker(κ1(N+1)m −G∞) ∩ L) = dimL = dimker(A∞ − q
λb∞1m).
(vi) (Change of Sdiv due to the K) For any k ∈ I, L is subspace of kerG(bk) = kerFk. Therefore,
we obtain
dim(kerG(bk) ∩ L) = dimL = dimker(A∞ − q
λb∞1m). 
From the above, Theorem 1.11 is shown.
Theorem 1.11 (rigidity index) If (∗), (∗∗) are satisfied, then mcλ preserves rigidity index of
Fuchsian equation ER.
Proof. In the case λ = 0, it is obvious from Proposition 4.4. We assume λ 6= 0. Let coefficient
G(x) =
∑N
k=0Gkx
k (G∞ = GN ) of canonical form of EF ,b (F = mcλ(B)). It is clear that q
λ 6=
1, qλb∞ 6= b∞. Here let α
0
i0
= 1, α∞i∞ = q
λb∞. we get
dimker(A0 − 1m) = m
0
i0,1, dimker(A∞ − q
λb∞1m) = m
∞
i∞,1. (90)
Moreover, we set
bk =
ak (k ∈ {1, . . . , r})ck (k ∈ {r + 1, . . . , N}, ck /∈ ZA) , dk = dimkerBk, d =
N∑
k=1
dk. (91)
Then we find
dim(mcλ(V)) = (N + 1)m−m
0
i0,1 −m
∞
i∞,1 − d, d =
r∑
k=1
nk1 . (92)
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Since these relations, we obtain
p0 = dimker(G0 − q
λ1dim(mcλ(V))) = Nm−m
∞
i∞,1 − d, (93)
p∞ = dimker(G∞ − b∞1dim(mcλ(V))) = Nm−m
0
i0,1 − d, (94)
pk = dimkerG(bk) = Nm−m
0
i0,1 −m
∞
i∞,1 − d+ dk (k ∈ {1, . . . , N}). (95)
From the above, rigidity index, idx(mcλ(ER)), of equation ER is calculated:
idx(mcλ(ER))
=
∑
i 6=i0
t0i,1∑
j=1
(m0i,j)
2 +
t0i0,1∑
j=2
(m0i0,j)
2 + (p0)
2 +
∑
i 6=i∞
t∞i,1∑
j=1
(m∞i,j)
2 +
t∞i∞,1∑
j=2
(m∞i∞,j)
2 + (p∞)
2
+
r∑
i=1
ki∑
j=2
(nij)
2 +
l∑
i=r+1
ki∑
j=1
(nij)
2 +
N∑
k=1
(pk)
2 −N{dim(mcλ(V))}
2
=
l0∑
i=1
t0i,1∑
j=1
(m0i,j)
2 − (m0i0,1)
2 + (p0)
2 +
l∞∑
i=1
t∞i,1∑
j=1
(m∞i,j)
2 − (m∞i∞,1)
2 + (p∞)
2
+
r∑
i=1
ki∑
j=1
(nij)
2 −
r∑
i=1
(ni1)
2 +
N∑
k=1
(pk)
2 −N{dim(mcλ(V))}
2
= idx(ER)− (m
0
i0,1)
2 + (Nm−m∞i∞,1 − d)
2 − (m∞i∞,1)
2 + (Nm−m0i0,1 − d)
2 −
r∑
i=1
(ni1)
2
+
N∑
k=1
(Nm−m0i0,1 −m
∞
i∞,1 − d+ dk)
2 −N{(N + 1)m−m0i0,1 −m
∞
i∞,1 − d}
2 +Nm2
= idx(ER).
The proof of the theorem has been completed. 
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