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Abstract
We investigate the possibility o f a deep, dense layer in Earth’s mantle. For this purpose 
we have developed a tool to simulate stratified layered convection in three-dimensional 
spherical geometry. This was achieved by making alterations to a well-established 
parallel convection code. The chemical boundary is represented by markers distributed 
as a surface in the computational grid. These markers are advected by the velocity field, 
allowing the chemical boundary to deform, and the correct buoyancy forces to be 
calculated. This method was tested and verified.
This method was used to simulate a number o f layered cases with an Earth-like 
geometry. We investigated the effects o f varying the depth o f the boundary, the density 
contrast across the boundary, the heating mode used to power convection and the 
Rayleigh number (Ra) o f the system.
We found that the stability of the layer is strongly dependent on the buoyancy ratio B 
(B=A pn-pa AT where Ap is the chemical density increase across the boundary, p is the 
density in the upper layer, a  is the thermal expansivity and AT is the radial temperature 
difference across the whole system) with a dense layer becoming unstable when B 
becomes less than some critical value, Bc. Bc is weakly dependent on Ra, the depth of 
the interface, and the heating mode used. We find Bc«0.5, which is consistent with 
other work.
As the Rayleigh number increases the system moves from viscous to thermal coupling. 
We present a relationship between the surface area o f the interface and the buoyancy 
ratio, which is useful in defining the critical buoyancy ratio. We investigate the 
constraints provided by seismic reflection studies on layered convection.
Seismic free oscillations suggest a density increase of less than 0.4% in the lower 
mantle. Assuming a thermal steady-state, we estimate the temperature increase across a 
thermo chemical boundary layer needed to produce Earth-like surface heat flux. We 
find that a deep layer with an intrinsic density contrast o f 2% may be both dynamically 
stable and consistent with seismic observations.
The presence o f layering is expected from our work, to produce large lateral variations 
of temperature, density and seismic velocity at the depth o f the interface between the 
layers. Current seismic tomography studies do not show such a feature in the lower 
mantle away from the core mantle boundary, suggesting that layering is unlikely.
m
An introduction to the formatting of this thesis
Appendix A contains a glossary that defines many of the terms and variables used in 
this thesis. Variables are used throughout this thesis as they are defined in this glossary 
except for in section 4.4f . Important equations are also included in the glossary and 
have the reference number that they were assigned when they are first used in the main 
text o f this thesis. References to equations that are in the glossary are in bold.
When the TERRA code is being discussed, variables within the code are printed in 
c o u r ie r  fo n t . This is used mainly in chapter 3 and to a lesser extent in chapter 4. 
Sections o f text and equations that are contained within square brackets (like the one 
below) are sections that are superfluous to the arguments in the main body of the text. 
A reader who is skimming though the thesis or looking for a particular important point 
can therefore ignore these sections.
An example o f a time when a square bracketed section would be used is when a 
value such as the mass o f the mantle is quoted in the main body of the text. The 
calculation used to arrive at this figure including all parameters used such as the 
density o f the mantle and radius o f the CMB would then be shown in the square 
bracketed section.
Important points and summaries are often displayed in bordered sections. These 
normally appear at the end of a section and contain summary o f the conclusions 
reached. Bordered sections are also used to highlight important reference information 
that any student working on the marker code developed as part of this thesis may need 
to find within the text and is therefore highlighted in the spirit o f saving them time.
Important summaries and reference information are displayed in bordered sections like 
this.
+ Here we are commenting on the work of Davaille [1999a] and so we use her notation to allow an easy 
comparison of the two works.
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i Objectives and methodology
1 1ntroduction
1.1 Objectives
Convection in Earth’s mantle is driving plate tectonics. This process is responsible for 
generating most o f the geological processes we see on Earth’s surface: earthquakes, 
mountain building, volcanism and continental drift. Despite the importance of mantle 
convection and continued multidiscipline research there are still some basics aspects of 
the mantle that are not understood.
A series o f geochemical observations suggest the presence o f a chemically isolated 
reservoir in the mantle [e.g. Hoffman 1997]. However, geodynamical investigations 
suggest the mantle to be well mixed and it is expected that convection over the lifetime 
of Earth would homogenise the mantle [e.g. van Keken et al. 2002]. These two 
apparently conflicting observations have led to the suggestion that the mantle has a 
layered structure, with the upper and lower layers convecting independently and there 
being only very limited material exchange between the two layers. Historically, it has 
been suggested that the interface between these two layers is at a depth o f 670km since 
this coincides with a seismic discontinuity. Recent improvements to seismic imaging 
techniques have allowed the imaging of subducting plates passing through the 670km 
discontinuity [van der Hilst et al. 1997; Grand et al. 1997]. A  new model of mantle 
dynamics that allows material to flow over the 670km discontinuity has been suggested 
by Kellogg et al. [1999]. A  chemically isolated reservoir is placed in a deeper layer in 
the mantle with the interface between the two layers at a depth o f 1500-2000km. The 
interface between the deep layer and the upper mantle is suggested to be deformable 
with cold subducted material pushing it down and hot uplifted regions. See figure 1.1. 
The behaviour o f layered convecting systems such as that suggested by Kellogg et al. 
[1999] is not well understood [see Davaille et al. 2003 for a review]. Such a dense layer 
would require a sufficiently high-density contrast to be dynamically stable. In contrast, 
it must also have a sufficiently low-density contrast to explain its weak (or absent) 
seismic signal. There are very few simulations of convection in a three-dimensional 
(3D) spherical geometry and few dimensions of the parameter space likely to affect 
layering in Earth’s mantle have been investigated.
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1 Objectives and methodology
The objectives of this thesis are to:
1. Develop a technique that will allow the modelling of a dense deformable layer in a 
3D spherical geometry.
2. Determine the thermal structure o f a layered convecting system and establish the 
contribution from convection taking place in a 3D spherical geometry as opposed 
to a Cartesian geometry.
3. Establish the density contrast needed to keep a layer dynamically stable and 
determine if the depth of the layer and the heating mode used to power convection 
affects this.
4. Determine how the stability of a layer is affected by the vigour of convection, 
allowing results to be extrapolated to Earth-like values.
Oceanic
Is land
0 km
670 km
2900 km
Figure 1.1
Diagram illustrating the possible dynamics of an intrinsically dense 
layer in the lower mantle. Depth to the top of the layer ranges from 
~1600km to near the CMB, where it is deflected by downwelling slabs. 
Internal circulation within the layer is driven by internal heating and by 
heat flow across the CMB. A thermal boundary layer develops at the 
interface, and plumes arise from local high spots, carrying recycled slab 
and some primordial material.
Reproduced from Kellogg et al. 1999
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1.2 Methodology
Previous investigations o f layered convection have used a variety of methods including 
numerical modelling [Montagure &  Kellogg 2000, Tackley 1998], laboratory tank 
experiments [Richter &  Johnston 1974, Davaille 1999a], and analytical methods [Sleep 
1988]. Laboratory methods have contributed significantly to the current understanding 
of the behaviour o f layered convecting systems. This method allows the depth o f the 
layering, the density and the viscosity contrast between the layers to be altered. 
However it is limited to a Cartesian geometry and cannot incorporate radiogenic 
heating and depth dependent properties.
Previous numerical models have been limited to two-dimensions (2D) [Montague &  
Kellogg 2000] and/or a Cartesian geometry [Tackley 1998], with only very recent 
models taking place in 3D spherical geometry [Stegman et al. 2002a]. The advantage of 
numerical modelling is that characteristics can be incorporated into the model that are 
not possible in laboratory experiments. In 3D spherical geometry properties o f a deep 
layer w ill scale in an Earth-like manner. The surface area o f the layer (controlling its 
rate o f cooling) varies with r2 and its volume (controlling the total heat generated by 
radioactive decay) varies with r3.
To allow the modelling o f a deformable layer in 3D spherical geometry we have made 
alterations to the parallel computer program TERRA. TERRA [Bunge &  Baumgardner 
1995] is a robust program that has been used extensively to model mantle convection. It 
simulates convection in 3D spherical geometry and is able to run on super computers 
such as those available in the Department of Earth Sciences at the University of 
Liverpool (NESSC) and the School o f Earth, Ocean and Planetary Science at Cardiff 
University (Helix). We choose to develop a method that could be added to the existing 
TERRA program.
3
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1.3 The structure of this thesis
In chapter 2 we introduce mantle convection and the arguments used for and against 
mantle layering. We also review the previous work on layered convection and 
summarise our current understanding of layered systems.
In chapter 3 we introduce the problem of numerically simulating mantle convection and 
describe the approach used by TERRA. We then describe the alterations made to 
TERRA to introduce a dense layer. Verification and performance of this method are 
then discussed in chapter 4.
We present the results o f a number o f simulations in which the depth and density 
contrast across the interface between two layers, and the heating mode used to drive 
convection are varied in chapter 5. This work has been submitted to G-cubed and 
accepted subject to revision [Oldham &  Davies 2004]. In chapter 6 we present 
simulations in which the density increase across the boundary and the Rayleigh number 
Ra are varied. We then use these results to scale up earlier results to Earth-like 
Rayleigh number Ra.
The behaviour o f layer convection within the parameter space investigated in chapters 
5 and 6 are then discussed in chapter 7. The implications for convection in Earth’s 
mantle are then discussed. The possibility of a layered mantle in Earth and a summary 
of our findings are presented in chapter 8.
4
2 Mantle Convection
The internal structure o f Earth can be divided into several distinct layers. These layers 
appear to be concentric and so allow us to produce a one-dimensional model of Earth’s 
internal structure, see figure 2.1. The inner core is comprised o f solid iron and 
surrounds the liquid outer core that is comprised of iron and a lighter diluent (probably 
oxygen or sulfur [Fowler 1990, p i 13]). Convection is taking place in the outer core and 
being driven by a number of processes. The time scale of this convection is thought to 
be relatively rapid (in geological terms) around lO^ms'1*. The combination of 
convection and electrical currents in the outer core is responsible for generating Earth’s 
magnetic field, though this process is not fully understood and is currently one o f the 
most challenging problems in Earth science.
The mantle (German for coat) makes up the region between the brittle crust and the 
liquid outer core. The mantle is comprised of solid silicate material and is able to 
transmit both longitudinal (P) and transverse (S) seismic waves. There are some small 
regions o f liquid material in the very upper mantle caused by the adiabatic 
decompression of material rising towards Earth’s surface. Despite the apparently solid 
behavior o f the mantle over short period its behavior over longer timescales is quite 
different with thermal and chemical buoyancy forces able to drive slow deformation. 
Over geological time, mantle material is able to convect with cold subducted material 
sinking downwards and hot buoyant material rising upward. The timescale o f this 
process is estimated to be hundreds of Ma [Bunge et al. 1998; Tackley 2000]. The thin 
crust is only tens of kilometers thick and has a very different rheology to the mantle, 
with deformation processes ranging from brittle failure to viscous creep [Tackley 
2000].
* This is probably an upper end estimate and comes from projecting the westwards drift velocity of the 
geomagnetic field to the core-mantle boundary.
2 Mantle convection
Cru
Solid X
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Al,
Mantle
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Fe,InnercCore
S o lid  Fe
Figure 2.1
An overview of Earth’s internal structure.
Reproduced from Univ. o f  Oregon Tremors Student Earthquake 
Research website
2.1 The structure of the mantle
Our knowledge o f the composition o f the mantle comes various sources. Meteorites are 
thought to represent the composition of material from which Earth (and the other 
terrestrial planets) formed. Chondritic meteorites and comets represent the ‘dust cloud’ 
from which the solar system formed. Other meteorites such as irons, stoney-irons and 
stones, probably represent a proto-planet that was broken apart by a large impact early 
in the solar system and suggest that stone meteorites have a composition similar to 
Earth’s mantle. Other methods of determining the composition of the mantle come 
from solar spectroscopy from which we can determine the mineral abundances in the 
Sun and by studying other terrestrial bodies such as Mimas (a moon of Saturn) where a 
large impact has exposed the mantle and even sections of the core.
Direct measurements of mantle material are possible where mantle rocks (xenoliths) are 
brought to the surface in fast moving magma bodies. E.g. Kimberlite pipes have a 
source around 150km deep and often contain xenoliths. Two common types o f 
xenoliths are spinel and garnet lherzolite that are ultramafic rocks and contain at least 
40% olivine.
Lateral variations in seismic waves speeds are significantly smaller than the radial 
variations and so many one-dimensional models o f the Earth’s seismic structure have
6
2 Mantle convection
been produced [e.g. PREM: Dziewonski & Anderson 1981]. These can be used with 
the Adams-Williamson equation (equation 2.1) to extrapolate downward to find the 
density structure of Earth, see figure 2.2.
dp GM,p(r)
dr f2(vi  3 Vs)
Where p is density, r is radius, G is the gravitation constant (6.672x10*11 N m2 kg'2), M r 
the mass below a radius r, and Vp & Vs are the seismic velocities of the P and S waves 
respectively, that are given by
fZ x in  m
(2.2)
)
Where Km is the bulk modulus and pm is rigidity modulus.
Phase transformations of mantle material can be studied using high pressure 
experiments on representative minerals e.g. olivine (Mgfe)2Si0 4  [Ringwood & Major 
1970]. Olivine transforms to a spinel structure at 410km. Between 410 and 670km two 
high-pressure phases exist; a spinel structure, ringwoodite and a distorted spinel 
structure, wadsleyite (sometimes called the intermediate or P-phase). At 670km a final 
phase change takes place to perovskite.
Km+3P
Velocity (kms *), density (kgm3)
200km Upper mantle a olivine400km
Olivine to PerovskiteTransition zone670km
1000 Lower mantle Perovskite 
Si 0 2 Mg O
2000-
Figure 2.2
Estimates of the distributions with depth o f seismic properties from the 
classic PREM model [Dziewonski & Anderson 1981].
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2.2 The Rayleigh Ra and Nusselt Nu numbers
An important parameter that controls the nature o f convection is the Rayleigh number. 
This is a non-dimensional parameter that represents the ratio o f buoyancy to viscosity 
forces (for a derivation see Davies 1999, p217).
Where a  is the thermal expansivity, g is the gravitational constant, p is the density, AT 
is the temperature difference across the system, L is the characteristic length scale of 
convection, k is the thermal diffusivity and r| is the dynamic viscosity. For small values 
of Ra a system w ill not convect and heat w ill be transported only by conduction. For 
values o f Ra greater than a critical value (the critical Rayleigh number Rac) convection 
w ill be present in the system, with more vigorous convection for increasing values of
There are numerous non-dimensional parameters in the field of fluid dynamics: Prandtl 
number [section 3.3.1], Ekman number [section 3.3.1], the buoyancy ratio [section
2.7.2 &  7.4]. The Rayleigh number can also be defined in a number of different ways. 
Each definition is dealt with as it arises in this thesis, but see appendix A (the glossary) 
for a summary.
A second important parameter is the Nusselt number Nu this can be thought of as the 
ratio o f the rate o f heat transfer by convection to the rate of heat transfer the would 
occur only via conduction if  there were no convection.
Where O is the heat flux (The rate of heat flow per unit time per unit area), L is the 
characteristic length scale o f convection, k is the thermal conductivity and AT is the 
temperature difference across the system.
The Nusselt number and Rayleigh number are known to be related by the equation...
Where the values o f Rac for Earth range from 82 to 1000 and p from 0 to 0.33 
[M cNamara &  van Keken 2000].
_ buoyancy forces _ agpATL3 Ra —----------------------- —-------------- (2.3)
viscous forces kt|
Ra.
(2.5)
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2.3 The need for a chemical reservoir in Earth's mantle
Until the mid 1990’s there were two (main) conflicting models o f the mantle. The 
classic geochemical model had two-layers with the boundary between the layers placed 
at a depth o f 670km. The depth of the interface between the two layers was chosen to 
agree with a known seismic discontinuity and because it agrees with some geochemical 
predictions o f the relative volumes of the two layers, see figure 2.10a. The classic 
geodynamic model (figure 2.10b) places a deep reservoir at the base of the mantle and 
has single layer convection with the source of plumes at the Core Mantle Boundary 
(CMB). In this section we w ill summarize the geochemical arguments for the presence 
of a primitive reservoir in the mantle and the geodynamic and seismic arguments for 
whole mantle convection. We shall see that improving seismic methods have made the 
classic geochemical model unlikely. In response there have been a number o f other 
models suggested [for a review see Hoffmann 1997 &  Tackley 2000] each with their 
own merits and limitations.
2.3.1 Geochemical arguments
The geochemical arguments for multiple isolated chemically distinct reservoirs in the 
mantle are outlined in Hoffmann [1997] and Helffrich &  Wood [2001].
Geochemical arguments are based on the assumption that Chondritic meteorites can 
represent the composition of Earth and that these meteorites form the building blocks of 
the terrestrial planets in our solar system. Once the iron has been removed from a 
Chondritic composition (as would happen during core formation) the remaining 
chemical abundances are often referred to as the Bulk Earth and are thought to 
represent the mantle and crust.
The composition o f mantle rocks is altered when they melt and incompatible elements 
enter the magma and compatible elements remain in the solid mantle. As regions o f the 
mantle are melted and transported to the surface through magmatic processes 
compatible elements are left in the mantle while incompatible elements are added to the 
crust. This process is especially effective for very highly incompatible elements, e.g. 
more than half the world’s Th and U are now contained in continental crust [Hoffmann 
1997]. This process leaves the upper mantle with low abundances o f the incompatible 
elements, which it is said to be depleted, while the crust is described as enriched.
9
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It is possible to sample the composition o f the upper mantle by studying M id Ocean 
Ridge Basalts (MORB). These are found to be depleted and so suggest the upper 
mantle as a whole is also depleted. Ocean Island Basalts (OIB) are thought to sample 
material from deep in the mantle. The plume model [Morgan 1971] suggests that hot 
buoyant plumes rising through the mantle and impacting on the lower surface o f the 
crust cause hot spots. OIB are found to be less depleted than MORB and even enriched 
in some trace elements. The fact that material from the shallow mantle is depleted 
while material thought to represent or sample the deeper mantle is less depleted has led 
to the argument that in the deep mantle there is a homogenous region of enriched 
material. Also the uniform composition of MORB compared to the more varied 
composition o f OIB is used as evidence that the upper mantle is well stirred with the 
enriched reservoir being less well mixed.
For a critique of the interpretation o f MORB and OIB compositions see Anderson 
[2000a, 2000b &  2001] and Meibom &  Anderson [2003].
2.3.1.1 Helium and Argon abundances in the atmosphere
The abundance of noble gas isotopes particularly Helium and Argon in Earth’s 
atmosphere is another popular geochemical argument for the presence of a deep 
isolated reservoir. 4He and 40Ar are produced by the decay of U  and Th, and 40K  and are 
degassed into the atmosphere. The flux of 4He into the atmosphere and the amount of 
40Ar in the atmosphere should be predictable from surface heat flow and the amount of 
U, Th, and 40K  in the bulk Earth. There is around 50% of the 40Ar that is thought to 
have been produced in Earth’s history in the atmosphere and the flux o f 4He is a 
fraction o f that expected [e.g. Craig &  Lupton 1976; Hoffmann 1997 and Helffrich &  
Wood 2001]. This leads to the suggestion that there is a reservoir o f material in the 
lower mantle where the 4He and 40Ar produced is chemically but not thermally isolated 
from the upper mantle. The high 3He/4He ratio in hotspot lavas also suggests that their 
source region is enriched compared to that of MORB [van Keken et al. 2002]. We note 
that, mechanisms have been suggested that can explain the 4He and 40Ar anomalies 
without a chemical reservoir [van Keken et al. 2001b; Anderson 2001].
2.3.1.2 Heat budget arguments
“At present Earth is losing heat at a rate o f 44 TW . This heat loss must be balanced by 
radiogenic heat production and cooling. I f  the Bulk Earth has the same rate of
10
2 Manile convecuo!
radiogenic heat production as chondrictic meteorites then 31 TW  would be generated. 
This would leave 13TW to be produced by cooling and would require cooling of 65K 
per 109 years. However, MORB are depleted in heat production and if  (nearly) the 
entire mantle were made up of MORB then only 2 to 6 TW  would be produced. The 
crust is observed to have enriched heat production and produces 6 TW . This leaves a 
deficit o f 32 TW  to be balanced by cooling. This needs a cooling rate o f 175 K  per 109 
years, which requires unrealistically high temperatures in the Archaean.” paraphrased 
from Kellogg et al. [1999]; also see Davies [1999, p i92].
2.3.2 Seismic and geodynamic arguments
The length scale o f plate boundaries suggests that the scale o f convection driving plate 
motions is of the order o f 1000’s km. This favours a scale o f mantle convection across 
the whole mantle as opposed to within a shallow layer. The bulk of the geophysical 
evidence comes from seismic investigations of the mantle structure and in particular 
images of subducting plates that extend deep into the mantle. The source regions of 
plumes and their apparently static motions also place limitations on any successful 
model of the mantle’s structure.
2.3.2.1 The fate of subducting slabs
Until the mid 1990’s there was some limited evidence that subducting material was 
able to penetrate the 670km discontinuity. The advancement of seismic tomography 
methods made possible by increasing computer power created the ‘break-through’ 
papers: Grand et al. [1997] and van der Hilst et al. [1997]. For the first time, cross 
sections o f subducted material extending into the lower mantle were produced in both P 
and S wave images from different data sets. Images show seismic anomalies extending 
across 670km [van der Hilst et al. 1997; figure 2.3], and also some slower moving slabs 
‘sticking’ at the 410km and 670km discontinuities but all extended into the lower 
mantle eventually [e.g. Hall &  Spakman 2002]. The agreement of seismic tomography 
imaging of cold slow anomalies with the expected position o f subducted plates 
[Richards &  Engebretson 1992] and those predicted by mantle circulation models 
[Bunge et al. 1998; Bunge &  Grand 2000; Bunge &  Davies 2001] further suggest that 
subducted slabs do indeed extend to a depth of at least 2000km. Unfortunately plate 
motion histories are only reliably known for the last 100-120 Myr and this limits the 
depth to which we can trace plates using the circulation models. This limit is at a depth
11
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of around 2000km that (annoyingly) coincides with the depth at which plates disappear 
in some tomography models.
Although there is some variation in the angle of descent o f fast anomalies in 
tomographic models [Megnin &  Romanowicz 2000] there is convincing evidence that 
subducting material does penetrate the 670km discontinuity and extends to a depth of at 
least 2000km in some locations. We can only speculate as to what happens below this 
depth. Both increasing viscosity and decreasing thermal expansivity w ill hinder the 
downward march of subducted material. There is some geochemical evidence to 
suggest that as subducted material descends to a depth o f around 2000km it becomes 
neutrally buoyant [Ono et al. 2001; Niu &  O’Hara 2003]. These factors may be 
sufficient to decrease a slab’s descent to such a slow pace that it w ill thermally 
dissipate before it reaches the CMB. The increasing thermal conductivity with depth 
[e.g. Hofmeister 1999] w ill not directly impede a slab but w ill increase the rate at 
which it is absorbing heat from the surrounding mantle. This w ill make the slab more 
buoyant and also harder to image with seismic methods. Subducted material could 
reach the top of a deep layer and remain there and so explain the apparent 
disappearance of slabs at around 2000km. Folding of the subducted material such as 
those modeled by McNamara et al. [2001 &  2002] (this is a possible source of seismic 
anisotropy) could produce layers of hot and cold material that may be difficult to 
resolve using seismic tomography. It is also noted by the author that the models of 
McNamara et al. [2001] do bear some similarity to the tomography results of Ritsema 
& van Heijst [2000], see figure 2.3. A  final reason for the disappearance of slabs 
between 1500 and 2000km depth is suggested by Fukao et al. [2001]. They suggest that 
a flushing event occurred around 45 M  years ago. Such a sudden exchange of material 
between the upper and lower mantle could have caused the apparent gap in the 
tomographic images of subducting material and also caused a reorganization of global 
plate motions.
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Figure 2.3
Tomography sections showing a subducting slab passing through the 670km 
discontinuity and a case in which the slab appears to stick at the discontinuity before 
continuing into the lower mantle.
a, Vertical mantle section through a global P-wave model from the Earth’s surface to 
the CMB across the convergent margin in Central America. The word trench marks 
the location at the surface of the Middle American trench. Thin lines represent the 
depths 410 and 670km.
Taken from van der Hilst et a l 1997
b, Vertical section through the tomographic model of Bijwaard & Spakman [2000] to 
a depth o f 1500 km on great circle segments of 30°, the section shown cuts across the 
Tonga trench. Colors denote the anomalous P-wave velocity structure.
Taken from Hall & Spakman 2002
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Figure 2.4
A comparison of the folding structures seen in seismic tomography models (a) and 
those simulated in numerical experiments (b).
a, Tomography model S20RTS across Japan’s subduction zone [Ritsema & van 
Heijst 2000]. The continuous high seismic velocity anomaly extending from the 
subduction zone to the CMB is most consistent with subduction of oceanic 
lithosphere into the lower mantle, clear down to the core mantle boundary.
Taken from Tan et a l 2001
b, Snapshot of a simulation. There is greater convective vigor in the lower mantle. 
The temperature field is shown in non-dimensional units.
Taken from McNamara et a l 2001
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2.3.2.2 The distribution, fixity and source of plumes
Volcanic island chains such a Hawaii are thought to be caused by hot buoyant plumes* 
that have risen from deep in the mantle and impact on the bottom of the lithosphere 
[Morgan 1971]. The presence of hot buoyant material pushes up the lithosphere and is 
responsible for volcanism. As plate tectonics drags the crust across the plume a chain of 
islands are formed. As these islands move away from the plume isostasy sinks them 
back into the sea. The best example of this is the Hawaii-Emperor island and seamount 
chain. The origin o f plumes is a critical part of any dynamic or chemical model o f the 
mantle, see figure 2.10. Hotspots are distributed irregularly, although their positions are 
not thought to be random. Hotspots appear to prefer locations close to spreading centres 
and dislike locations close to subduction zones [Weinstein &  Olson 1989]. The location 
of hotspots also seems to preferentially coincide with regions of long wavelength geoid 
highs [Richards et al. 1988].
In a whole layer mantle model, such as the classic geodynamic model (figure 2.01b), 
there is no reason why plumes (and hence hotspots) should remain stationary. I f  we 
consider a mantle in which convection is dragging plates around the surface and driving 
plate tectonics any plume rising through the flow field would be dragged along with 
this mantle wind [Richards &  Griffiths 1988, Steinberger &  O ’Connell 1998]. However 
the position o f plumes is found to be nearly fixed and their motion much slower than 
the characteristic velocities of plates. Generating a stable plume from a flat thermal 
boundary is challenging. Plumes generated at the CMB are predicted to be too weak 
and too short lived to explain the hot spots seen at Earth’s surface [Albers &  
Christensen 1996]. Laboratory experiments suggest that down-welling slabs are critical 
to produce large enough lateral temperature anomalies for the viscosity variations 
needed to produce plumes. So large headed plumes are perhaps a feature o f planets 
with plate tectonics [Jellinek et al. 2002; Fougler &  Natland 2003]. The inclusion o f a 
dense viscous layer aids the stability of plumes by adding a stable base from which the 
plumes form and rise [Jellinek &  Manga 2002, Davaille et al. 2002].
Imaging of plumes below hot spots can be achieved using a number o f seismic methods 
with tomography being the most frequent [for a review see Nataf 2000]. Iceland is
* This assumption has recently been challenged, the attack being directed by Don Anderson, see 
Anderson [2003] (and other articles in the same issue) for a summary of his arguments.
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frequently chosen as the site for detailed investigations mainly because the large 
landmass of Iceland (compared to Hawaii) provides a larger base line for seismic 
receivers. Initial work imaged the plume only in the shallow mantle (<400km) [Wolfe 
et al. 1997]. The more recent work of Bijwaard &  Spakman [1999]; Maclennan et al. 
[2001] &  Shen et al. [1998] all found evidence that the Iceland plume originates below 
the 670km discontinuity; although there are other results that suggest the Iceland plume 
is only present in the upper mantle [Fougler et al. 2001].
Other global surveys suggest that multiple hotspots extending into the lower mantle are 
consistent with seismic travel times data [e.g. Rhodes &  Davies 2001] and some 
convincing images produced using finite frequency tomography appear to follow a 
plume from the CMB to the surface below Hawaii [DePaolo &  Manga 2003]. There is 
a correlation between hot anomalies at the CMB and the location of hotspots on Earth’s 
surface [Williams et al. 1998]. Slow seismic anomalies associated with plumes feeding 
the Hawaiian &  Iceland plumes have been imaged throughout the full depth o f the 
mantle [Zhao 2001]. The gravity anomaly associated with hotspots can be reproduced 
by numerical simulations o f a plume spreading out below a lithosphere [Ride &  
Christensen 1999].
2.3.2.3 Mega plumes
Seismic imaging of the deep mantle has revealed two large slow anomalies in the deep 
mantle that extend from the CMB to at least a depth of 2000km [Su &  Dziewonski 
1991, van der Hilst et al. 1997, Ritsema et al. 1999]. These two anomalies are present 
below Tonga and South West Africa. They have a broad base that thins [Breger et al. 
2001] and then expands into large plume heads [e.g. Karason &  van der Hilst 2001], 
giving them a mushroom shape and often referred to as ‘megaplumes’ [Matyska et al. 
1994]. A thermal anomaly alone is not thought to be sufficient to generate these 
features [Forte &  Mitrovica 2001] especially at their bases [Romanowicz 2003]. It is 
speculated that there must be some compositional contribution to their seismic 
structure. Seismic investigations show the African super plume to have a 3% drop in S- 
wave velocity associated with it and a base that is around 1200km wide [Ni &  
Helmberger 2003]. Geological evidence (joint inversions) suggests that the center of 
this feature is buoyant with a 0.2% density decrease compared to the surrounding 
mantle and is more viscous than the upper mantle (1022 PaS) [Gumis et al. 1999].
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It has been speculated that these mega-plumes structures are responsible for Super­
swells: areas o f Earth’s surface that contain a high density of hotspots [e.g. Courtillot et 
al. 2003]. Super-swells are observed in Western Africa and Polynesia; both are directly 
above the seismically observed mega-plumes. Plumes rising from above, what could be 
chemically distinct reservoirs, could be enriched by the reservoirs and so have a 
different chemical signature to plumes from other sources. This, it is claimed (in part) 
explains the variation in plume geochemistry [Courtillot et al. 2003]. Evidence that the 
mantle below super swells is chemically enriched [Janney et al. 2000] further supports 
leakage from a primitive mega-plume. The presence o f two diametrically opposed 
super swells with corresponding megaplumes has led to the suggestion that the mantle 
is convecting in a two-cell pattern [Forte &  Mitrovica 2001]. Courtillot et al. [2003] 
proposed three distinct types of hotspot sources: plumes from the CMB, plumes from 
the top o f super swells and from local fracturing of the lithosphere. These last two 
models mentioned are summarized in figure 2.5.
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Figure 2.5
A schematic cross section showing (in the opinion of the author) one of the 
more currently accepted models of Earth’s mantle. Convection is divided into 
two cells. The center of the cells containing hot mega plume structures that 
may be chemically distinct and form a primitive reservoir. Separating the two 
cells is a series of subduction zones. Plumes form on top of the mega plumes 
and the CMB, with other plumes being generated by local fracturing of the 
lithosphere.
This is a combination o f figures from Courtillot et al. 2003 and Forte & 
Mitrovica 2001 (in the supplementary section).
OUTER CORE
LOUISVILLE
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2.3.3A Lateral variations in tomography inversions
As we saw in the previous sections seismic tomography inversions suggest that 
subducted material penetrates into the lower mantle and that there are two hot up- 
welling features below Africa and the south Pacific that could be responsible for 
generating super swells. There is a large increase in seismic wave speeds across the 
depth o f the mantle, see figure 2.2. The amplitude of these radial variations is much 
larger than lateral variations. It is for this reason that when seismic tomography 
inversions are displayed the average radial velocity component is normally removed. 
This is an important feature of the figures commonly produced by tomography and we 
must be aware that we can not directly infer buoyancy from the red and blue cross 
sections [e.g. figure 2.3] commonly produced by tomography inversions [Sleep 2003; 
Forte &  Mitrovic 2001].
It should be noted that seismic tomography has not been able to resolve the small-scale 
features that have been detected by scattering wave techniques [Hedlin et al. 1997; 
Vidale &  Hedlin 1998]. These features are tens of kilometers wide and w ill smooth the 
tomographic inversion that is under-sampling them. The size of these scatterers are too 
small to have a thermal origin and so must have some chemical component and it has 
been suggested are the remains o f subducted slabs.
The variance of seismic wave speeds at a given depth contains information about the 
amplitude of temperature and chemical variations in mantle structure at that depth. This 
variance can be represented by the root-mean-square (RMS) o f the inverted seismic 
wave speeds and can be calculated for all the depths. An example RMS wave speed 
with depth is shown in figure 2.6, here a large RMS wave speed can be interpreted as 
representing a radius in the mantle where there are large lateral variations in 
temperature and/or chemistry. The most heterogeneous regions are found to be at the 
surface and the very bottom of the mantle where there are thought to be large thermal 
boundaries. By using the angular correlation tomographic inversions it is also possible 
to study the wavelength of lateral variations seismic wave speeds [Helffrich &  Wood
2001], see figure 2.7. The higher amplitude RMS velocities and longer wavelength of 
the angular correlations at the surface and D" regions can be explained. In the upper 
mantle heterogeneities are determined by the presence of continental and oceanic 
material. The varying thickness and age of the crust causes variations in the 
temperature o f the underlying mantle, the hottest regions being hot spots and the
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coldest areas tectosphere below cratons. In the D" region there is expected to be some 
chemical variations that would contribute to the high lateral variations seen. However, 
a deep deformable layer would cause large cause lateral variations in both the 
temperature and chemical structure of the mid-mantle. It is expected that these 
variations would cause equally large variations in the wave speed that are simply not 
seen. This is a common argument against a deep layer [e.g. Tackley 2000; Forte et al.
2002]. Simulations o f layered mantle convection have been unsuccessful in producing a 
deformable layer in which the chemical and thermal structure o f the layer cancel out in 
such a way that seismic wave speeds show little variance [Tackley 2002a].
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Figure 2.6
Depth variation of the RMS amplitude o f S 
wave velocity and bulk sound speed from a 
recent tomographic model [SB10L18]. 
Reproduced from Masters et al. 2000
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Correlation coefficient
Figure 2.7
Angular correlation function of a shear-wave tomographic mode [Grand 1994] as 
a function of depth. This characterizes the similarity of wave speed of two points 
at the same depth in the mantle separated by some angular distance. Every point in 
the mantle is perfectly correlated with itself, resulting in the maximum correlation 
for points separated by zero distance (left side of figure). A drop of e'1, or about 
0.4, indicates a significant correlation decrease (the yellow band). Blue colors 
representing zero or negative correlations arise at large separations, and a degree- 
two pattern at the mantle's base is made evident by the maximum negative 
correlation at -90°. The correlation length is greatest in the upper mantle and in 
D". In the upper mantle, this probably corresponds to continent/ocean differences 
[Su & Dziewonski 1997], while the structure in D" possibly reflects the pattern of 
heat flow out of the core into the mantle. In the lower mantle above D" the 
correlation length is approximately constant, indicating no reorganization of 
heterogeneity scale length in the mid-lower mantle.
Taken from Helffrich & Wood 2001
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2.3.3.S Topography
Topography is such an every day concept that it is easy to over look the information it 
contains about the structure of the mantle. Earth’s surface is divided into high 
continents and low ocean basins, see figure 2.8. Plate tectonics and sea floor spreading 
collects continental material together [Dietz 1961]. Continents are remarkable flat, with 
subduction and mountain building producing isolated regions of high elevation, other 
anomalous high regions: hotspots have been discussed in section 2.3.2.2. Ocean basins 
are also very flat with uplift areas caused by the very thin crust found at spreading 
centers [Davies 1999, p236] and deep trenches produced by subduction. Continental 
crust is thicker than oceanic crust. The higher topography and less dense structure of 
the continental material needs to penetrate deeper into the denser mantle material to 
balance the buoyancy forces acting, a process call isostatic equilibrium.
Isostatic equilibrium is not only affected by crustal material. In the arguments above we 
have considered the effects on topography of thickness and density o f the overlying 
crust and have assumed the mantle to have a uniform structure. A  buoyant ‘blob’ in the 
mantle w ill cause an increase in topography, with the amplitude of the topography 
being larger and the wavelength shorter as the ‘blob’ is nearer to the surface. Hot 
plumes are thought to be responsible for hotspots such as Hawaii and are speculated to 
be less dense than the surrounding mantle and so require large uplifted features to be in 
isostatic equilibrium. Similarly, a dense subducting slab would produce a depression or 
trench above it. Numerical models of plate scale convection have been able to produce 
similar topography to that observed when convection takes place across the whole 
mantle [Davies 1999 p279, Davies 1989a] but when convection was layered with a 
rigid boundary at 670km depth topography was much larger than Earth’s [Davies 
1988]. The increased topography was caused by the large thermal boundary needed at 
670km to provide sufficiently high heat flux and the high temperature anomalies this 
produces. When a low viscosity layer is included in the upper mantle the amplitude of 
topography decreases slightly [Davies 1989b], but we should note that the layer in the 
case quoted here is not a boundary to flow, only a radial viscosity structure. A deep 
denser and deformed layer would be expected to contribute to topography. The 
amplitude o f the topography would be greater for shallower, denser and more deformed 
layers. The wavelength of the topography w ill increase for a deeper layer and depend
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on the wavelength of the deformation of the layer. Due to time constraints this is one 
behavior of layering that we have been unable to explore.
Figure 2.8
Earth’s crustal thickness and topography. The high continents (green) and low ocean 
basins (blue) dominate. The more elevated continental crust is composed of a thicker 
crust.
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Figure 2.9
The distributions of the elevation of 
Earth’s surface. There are two clear 
peaks, the higher continental material 
and the deeper oceanic material.
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2.4 Suggested locations of the mantle reservoir and the 
Kellogg layer
Suggested locations of the non-MORB enriched chemical reservoir are almost 
exclusively in the deep mantle, though the structure suggested does vary. Piles, blobs 
and a ‘deep’ layer are the three most commonly considered arrangements, see figure 
2.10. Pile structures would form as viscous, dense and enriched material at the CMB is 
pushed into high plateaus by subducted material [Tackley 2000]. These would form tall 
large sharp-sided structures that could extend high into the lower mantle. These piles 
could correspond to the two mega-plumes observed. They would be significantly hotter 
than the surrounding mantle because of bottom heating from the CMB and a higher rate 
of internal heating. Plumes forming on top of the piles could possibly sample the 
enriched pile by entrainment and cause a heterogeneous OIB and MORB signatures. A  
Blob model places the reservoirs in lumps of varying sizes in the lower mantle [Davies 
1984; Becker et al. 1999]. Rising plumes interfere with the blobs and are deflected 
becoming enriched in the process. The two observed seismically fast anomalies could 
be two large blobs. In a layered system it is suggested that the chemical reservoir is 
contained in a dense layer that surrounds the core. The depth o f the interface between 
the layers has been suggested to be between 1500km and 2000km [Kellogg et al. 1999]. 
The boundary between the lower mantle and the ‘deep’ layer would be deformable with 
undulations, see figure 1.1. Some areas would be pushed down by subducting material 
and others uplifted by plumes forming in the deep layer at the CMB. In this model the 
mega-plumes could correspond to regions of uplift in the deep layer. These would be 
regions where hot material has collected and uplifts the layer. As with the piles model, 
plumes would rise from above these domes and could cause heterogeneous OIB and 
MORB signatures.
By definition material exchange between two layers is limited and so heat can only be 
transported out o f the lower layer by thermal conduction. As a consequence the deep 
layer needs to be significantly hotter than the upper mantle and a large thermal gradient 
is required at the interface between the layers. It has been suggested that the 
temperature contrast over this thermal boundary would be too large to remain 
unnoticed by seismic investigations [Tackley 2002a & 2002b]. Evidence to support a 
deep layer comes from investigations that show that a deep layer ( if  a common feature
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of terrestrial planets) would have been critical in controlling the cooling rate of the 
early Luna core and maintaining the Luna-dynamo [Stegman et al. 2002a],
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Figure 2.10
Some possible locations of mantle reservoirs and relationships to mantle 
dynamics. Convective features: blue, oceanic plates; red, hot plumes. 
Geochemical reservoirs: dark green, Depleted MORB Mantle (DMM); 
purple, high 3He/4He (“primitive”); light green, enriched recycled crust 
(ERC). (A) Typical geochemical model layered at 670km depth [Hoffman 
1997]. (B) Typical geodynamic model: homogeneous except for some 
mixture or ERC and primitive material at the base. (C) Primitive blob model 
[Becker et al. 1999] with an added ERC layer. (D) Complete recycling model 
[Albarede 1998; Coltice & Ricard 1999], (E) Primitive piles model 
[developed from Kellogg et al. 1999]. (F) Deep primitive layer [Lithgow- 
Bertelloni & Silver 1998]
Reproduced from Tackley 2000
24
2 Vi.iruk- convection
2.5 Estimates of the rate of radiogenic heating in a chemically 
enriched layer
We can do some simple calculations to examine the rate of radiogenic heating required 
in a layered mantle. We assume Earth to have a chondritic composition [Anders 1977; 
WSnke 1981; Ringwood 1977 & 1979]. We multiply the mass of Earth (5.972x1024kg) 
by the chondritic rate of heat generation (4 -6x l0 '12 W kg'1) [Davies 1999, pl93] to 
arrive at a value o f 24-36 TW. This is similar to the value quoted above by Kellogg et 
al. [1999] and is consistent with the observed heat flux. We assume that the chondritic 
rate o f heat generation is correct for Earth but is not homogeneous throughout Earth or 
the mantle. We now consider a layered system. We assume that there is no radioactive 
heating in the Core and that the crust generates 6 TW  [Kellogg et al. 1999]. This leaves 
19-30 TW  to be produced by radioactive decay in the mantle. I f  we consider a layer 
with radius Rk. ..
Mass of upper layer = M u = y7tp(R g-R 3K)
Mass of upper lower = M , = y 7ip(R k -  R c m b  )
Where p is the density o f the mantle, Rs, Rk &  Rcmb is the radius of Earth’s surface, a 
Kellogg layer and the CMB respectively. We make the simplification that the density in
the upper and lower layers is equal.
Heat generated in the upper layer = Q U = M uqu = y 7tp(R s - R 3K)q u 
Heat generated in the lower layer = Q , = M , q, = y 7tp(R ^  -  R ^ MB )q i
Where qu &  qi are the rate of radiogentic heat production in the upper and lower layers
respectively.
Qu+ Ql — Q Chondritic 
Where Qchondritic is the total heat produced in the mantle suggested by chondritic 
meteorites having a value of 19-30 TW .
y7tpj(Rs- R )q u + (R k -  R cMb)9 i } = Qchondritic 
q , =  { 3 Q ^ f ‘IC - ( M - R 3k ) q „ }  +  ( R ’k " R c m b )  ( 2 . 6 )
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The results of this can be seen in figure 2.11. The rate of heat generation required in the 
lower layer for layering at 670km is 6-13 p W/kg. For a Kellogg interface at 1500km 
the range of possible values is 11-24 p W/kg. When this layer is placed deeper in the 
mantle at 2000km this increases to 18-43 p W/kg. For a D” layer the values are 81-198 
p W/kg. Interestingly this is an order of magnitude larger than the rate of heat 
generation in oceanic crust and does not add weight to the suggestion that D” is a 
graveyard for subducted material. I f  this were the case then a second enriched reservoir 
is required.
Region Concentration 
of U
Power
(pWkg-1)
Density (Mgm'3) Power
(nWm'3)
Upper continental crust 5 M- g/g 1000 2.6 2600
Oceanic crust 20 n g/g 10 2.9 30
Upper mantle 5 ng/g 1 3.3 3
Chondritic meteorites1 20 n g/g 4-6 3.3 12-18
Table 2.1
Radiogenic heat production rates (assuming Th/U = 4 kg/kg, K/U = 104 kg/kg), f  With 
K/U = 2-6 x 10 4 kg/kg 
Taken from Davies 1999, p i  93
Rate of heating required in the lower 
layer (p W / kg)
„0 100 200 300 400
Figure2.11
The rate of heating required in a lower 
layer to produce chondritic values of heat 
production across the whole Earth. The 
two black lines show the possible values 
calculated with the upper and lower 
suggested values of the chondritic 
concentration of U. The dashed horizontal 
lines show the depth at which layering has 
been suggested. The grey box corresponds 
to the suggested depths of the interface 
between the mantle layers.
3000
By balancing the rate of heat production from radioactive decay in Chondritic 
meteorites and the observed heat production in the crust and upper mantle we estimate 
the rate of heat production in a lower layer. We find that an interface with a depth 
between 1500km and 2000km has a range of possible values of 11-43 p W kg'1.
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These arguments are however based on the assumption that Earth has a Chondritic
composition. This may not be valid. Drake &  Righter [2002] comment that no
meteorite or comet has been found to have a chemical composition similar to that of
Earth’s mantle. They suggest that Earth accreted in part from hydrous material that is
not present in Chondritic meteorites. There is a gap in the literature for estimates of the
rate o f heat production in an enriched lower mantle. For this reason we must consider
the rate of radiogenic heat production in a lower layer to be part o f parameter space and
in need of further investigation. Becker et al. [1999] used the relative abundances of
radiogenic elements for the bulk Earth from McDonough &  Sun [1995] and combined
them with the heat generation values quoted in Stacey [1992] to arrive at a figure of 
1 15.1x10' Wkg' for the rate of internal heating in an enriched reservoir.
The Chondritic heat generation argument presented above is not the only constraint that 
heat flux can place on our understanding of the mantle. Heat balance of the mantle over 
its thermal history can be calculated. A number of assumptions are used in these 
calculations such as the heating mode and the rate o f internal heating. The 
parameterized convection equations are started 4.2 billion years ago and integrated to 
the present day thermal structure. Many calculations yield results that do not agree with 
observations and so the assumptions used in these calculations can be rejected.
The heat balance equation for a whole mantle convection system can be written as 
[M ^am ara et al 2000]...
VCpP-^T^ =  ® C M B ( t )  -  ®s(t) + Q(t) V  (2.7)dt
Where V  is the volume of the mantle, Cp is the specific heat, p is the density, T is the 
average temperature, 0 Cmb &  Os is the heat flux at the CMB and surface respectively 
and Q is the rate of internal heating per unit volume from radioactive decay. Values 
followed by (t) are expected to vary significantly during the mantle’s history.
To calculate the heat flux at the CMB and the surface, the size o f the thermal boundary 
layers (AZ) must be found. This is done using the following relationship...
f  Ra.
AZ = L  C
v Ra
(2.8)
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Where: 87 < Rac < 1100; 0 < p < 0.3 for Earth’s mantle [M cNamara &  van Keken 
2000]
Where L is the length scale of convection, Ra is the Rayleigh number; Rac is the critical 
Rayleigh number (the point at which convection starts) and p is a constant. This 
relationship can be used in any constant viscosity fluid [Schubert et al. 1979] however 
the temperature dependent viscosity in the mantle can cause the lower boundary layer 
to be thinner than the surface boundary layer [Daly 1980]. The values of both Rac and p 
are not well constrained for Earth’s mantle. The critical Rayleigh number is estimated 
to be between 87 and 1100 whilst p (important in controlling the Rayleigh Ra -  Nusselt 
Nu number relationship) is expected to be between 0 and 0.3 
Consequently the heat flux can be expressed as...
. AT AT 
^ c m b  - ^ s - k  - k
AZ L R a c J
(2.9)
However to calculate the value of Ra throughout Earth’s history we also need to know 
how the dynamic viscosity w ill vary. The cooling of the mantle and viscosity’s 
temperature dependence means that some formulation o f this relationship must be 
used...
ti =  Ti0exp ■
E
V R T , ( 2 ' 1 0 )
Where q is the viscosity, qo is the minimum viscosity, E is the activation energy, R is 
the gas constant and T is the average temperature in the layer.
Equations 2.7, 2.9 &  2.10 have been solved (most recently) by M°Namara &  van Keken 
[2000] by assuming that the CMB was insulting ( O c m b = 0 ) .  They repeated the results of 
Spohn &  Schubert [1982] and found that whole mantle convection is more efficient at 
removing heat from Earth’s interior than layered convection. Spohn &  Schubert looked 
at layered convection at 670km and found that for a layered system to have realistic 
thermal values in the Archaean and present day they required a depleted lower layer. 
This is in contrast with suggestion that a lower layer would be chemically enriched. 
M cNamara &  van Keken [2000] studied a layer at 1600km and found that very few 
cases ended with a thermal structure like the present day Earth’s.
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2.6 Mixing -  do we need a chemical reservoir?
Mixing is the process of stirring that w ill homogenise a fluid’s structure with sufficient 
time. I f  mixing in Earth’s mantle is inefficient then there could be homogeneous 
sections that might not be sampled by MORB. A suggested location for such an 
unsampled region is in the center of convecting cells [Davies 1984]. This removes the 
need for a dynamically isolated reservoir, but is based on the assumption that the 
mantle is poorly mixed. Determining whether the mantle is efficiently or poorly mixed 
would therefore constrain whether there is a need for a chemical layer. Readers 
interested in an overview of this topic are directed towards van Keken et al. [2002 &  
2003] with the latter being the more comprehensive.
Increasing viscosity has been suggested a mechanism for reducing mixing efficiency 
[Gumis &  Davies 1986], but has been shown to have limited effect [van Keken &  
Ballentine 1998; Hunt &  Kellogg 2001; Stegman et al. 2002b]. The inclusion of phase 
boundaries, depth dependent diffusivity and thermal expansivity [van Keken &  
Ballentine 1999] does not suggest a poorly mixed mantle.
Simulations in three dimensions [Schmalzl et al. 1996] produce more effective mixing 
than those in two dimensions [Hoffman &  McKenzie 1985] and the inclusion o f a 
toroidal component to the flow field can produce areas of limited mixing [Ferrachat &  
Ricard 1998; van Keken &  Zhong 1999]. In the mantle toroidal flow is generated by 
plate tectonics (specifically transform faults) and so moving plate boundaries make it 
unlikely that any isolated unmixed regions exist in the mantle [van Keken &  Zhong 
1999]
It is convenient to divide a field B in a spherical geometry in terms of its 
poloidal Bs and toroidal Bt components...
Bs = V x V x rS 
B t = V x rT
Where S and T are scale functions of (r,0,cp); so BT has no radial component.
“It is unlikely that a large chemical heterogeneity could remain unmixed in whole 
mantle convection over the lifetime of the earth” van Keken et al. 2002*.
* When making this statement van Keken et al. references Ferrachat & Ricard 2001, Hunt & Kellogg 
2001, and personal communications with Paul Tackley and Geoff Davies
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2.7 The behaviour of a layered convecting system
It is unclear under what conditions a chemically distinct reservoir would have formed 
in the deep mantle. In their proposal o f a deep layer Kellogg et al. [1999] merely state 
that “Such a layer could develop during the early differentiation of Earth, by processes 
associated with a deep magma ocean, or by formation and recycling of mafic crust in 
the Archean”. This clearly advocates that a deep layer would be primordial having 
formed during the initial differentiation of Earth or else very early in Earth history. A  
layer would have formed probably while the mantle was melted and so w ill have 
survived mixing and entrainment over a time scale of around 4.2 billion years. 
Consequently, any layered system present in Earth’s mantle must not only be stable in 
the present mantle but must also have sustained itself throughout Earth’s history. 
Conditions in the early Earth such as higher rates of internal heating and hotter 
temperatures in the mantle may have been less favorable for a deep layer to exist in a 
stable state. Understanding the conditions needed to keep a deep layer stable in the 
present day mantle w ill place constraints on the possible structure of such a layer. 
These can then be compared with the limitations that can be placed on a deep layer by 
other considerations such as the entrainment from the deep layer [section 4.4 &  
Gonnermann et al. 2002], the topography produced by such a layer [Davies 1988], 
seismic reflection investigations [section 7.6 &  e.g. Castle &  van der Hilst 2003a], 
seismic tomography [section 7.4 &  Tackley 2002a], and free oscillations [section 7.9 &  
Masters &  Gubbins 2003].
In the case of a D" layer possible origins are: “a, primordial; b, an iron rich layer 
[Knittle &  Jeanoz 1989]; or c, the segregated residuum component of oceanic slabs (a 
kind of slab graveyard)” [Tackley 1998].
“I f  the lower mantle was acting as a hot abyssal layer its density excess would have to 
be less than 0.4%. Whether such a layer would be dynamically stable remains to be 
seen” Masters &  Gubbins [2003].
“It is important to ascertain what form a deep, dense layer could take, and how this 
would explain the geothermal and seismological observations” Tackley [2000].
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2.7.1 The Stability of a layered system
One of the most important parameters controlling the nature o f layered convection is 
the buoyancy ratio. This is defined as the ratio of the chemical buoyancy forces to the 
thermal buoyancy forces and is often given the notation B*.
Buoyancy Ratio = B = Chemical Bu° yanCy = (2.n )
Thermal Buoyancy aAT
Where Ap is the difference between the two intrinsic chemical densities in the system, 
po is the reference density, a  the thermal expansivity and AT is a temperature contrast. 
The definition o f B does vary from paper to paper with the most common variations 
being the value o f AT used. This is explored in more detail in section 7.5, where we 
conclude that the best value of AT to use is the temperature contrast radially across the 
whole system.
It is desirable to know how a layered system will behave when it has a given set of 
input parameters. Characteristics o f convection such as the amplitude and wavelength 
of undulations on the interface between the two layers could then be predicted over the 
range of possible input parameters for Earth’s mantle and the present state of a deep 
layer compared to observations. The most important characteristic we would like to be 
able to predict of a layered convecting system is whether it is stable. There is however a 
large parameter space that needs investigating: The buoyancy ratio B [chapters 5 &  6; 
e.g. Davaille 1999a], the Rayleigh number Ra of the system [chapter 6; e.g. Le Bars &  
Davaille 2002], the ratio of the viscosities in the two layers [e.g. Davaille 1999b, Le 
Bars &  Davaille 2004], and the depth of the interface between the two layers [chapter 
5; Davaille et al. 2003], have been investigated so far. Each of these w ill now be 
discussed in turn. It is important to note that while understanding the behaviour of a 
layered system with these parameters is a useful tool we must be careful when we 
extend them to Earth’s mantle since we cannot predict the effect of changing other 
parameters.
Davaille et al. [2003] summarises the published investigations into layered convection 
within the Ra and B domain in figure 2.12. The results shown here do not all have the 
same parameters outside of the Ra and B domain and most significantly the ratio o f the 
viscosities in the upper and lower layers does vary significantly between the cases and 
so affects the mode of convection. Even with these constraints some useful trends can
* The Buoyancy ratio is also sometimes given the notation Rp though this tends to be in older papers.
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be seen, the system moves from a stable (squares) to unstable (circles) state as the 
buoyancy ratio falls below a particular value. This is called the critical buoyancy ratio 
Bc and estimates o f its value are as small as 0.3. [Davaille et al. 2003] and as high as 
1.0 [Montague &  Kellogg 2000]. These variations are caused by Bc’s dependence on 
other parameters [Montague & Kellogg 2000]. Davaille et al. [2003] describe two 
modes of convection in a layered system. In the thermal mode, convection is driven by 
small-scale plumes that form at the thermal boundary at the bottom of the system. In 
the thermo-chemical mode large scale convection and deformation of the interface 
between the two layers is driven by the interaction between the unstable thermal 
gradient and the stable chemical density gradient. A third mode of convection is seen in 
which an initially stratified system develops into a whole layer system as the 
temperature increases in the lower layer (crosses). These cases tend to have B>BC and 
have varying Ra. We shall see that this mode is controlled by the viscosity ratio 
between the two layers.
As the Rayleigh number increases the system moves from a regime in which there is no 
convection, to a convecting system in which only the thermo-chemical mode is present 
(open symbols), to a convecting system in which both the thermo-chemical mode and 
the thermal mode are present (closed symbols). This happens as Ra increases above a 
value o f around 105.
Davaille et al. [2003] present a summary of the behaviour of layered systems within the 
Ra and B parameter space (see figure 2.13). Whole mantle convection is included 
below Rac since at lower Ra the layered problem can be solved analytically and its 
behaviour can be predicted [Le Bars &  Davaille 2002, Richter &  M cKenzie 1981]. The 
value o f B at which the system moves from stratified to whole layer convection Bc is a 
function of Ra. However the dependence of Bc with Ra becomes less significant when 
Ra is large. Davaille et al. [2003] quotes a value of Bcof 0.33. Bc is the value of Bc
when the system has the critical Rayleigh number Rac. Bc is a function of the Rayleigh 
number and other parameters including the viscosity ratio and depth of the interface [Le 
Bars &  Davaille 2002]. Bijm corresponds to the point at which a chemical layer 
becomes too negatively buoyant to be reversed by any thermal effects and like Bc is 
function of other parameters [Le Bars &  Davaille 2002].
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Figure 2.12
Different regimes of thermochemical convection as a function of Rayleigh 
number and buoyancy ratio. Circles: whole layer regime; squares: stratified 
regime throughout the whole duration of the experiment; crosses: convection 
initially stratified with strong deformation of the interface, which eventually 
becomes unstable (the doming regime). Open symbols designate experiments 
where only one scale of convection (thermochemical mode) is observed, 
while filled symbols stand for experiments where the purely thermal mode is 
superimposed on the thermochemical mode. In green, numerical data by 
Schmeling [1988], in purple by Tackley [1998 &  2002a], in pink by Samuel 
and Farnetani [2001], in light blue Kellogg et al [1999] and Montague &  
Kellogg [2000], ; in red, lab
experiments by Richter and McKenzie [1981], in dark blue by Olson and 
Kincaid [1991], in black, by Davaille et al. [1999a, 1999b, & 2002] and Le 
Bars [2002, & 2004]; in dark grey, the parameter space where convection 
does not occur. The light-grey shaded area represents the domain of 
parameters relevant for the Earth's mantle.
Reproduced from Davaille et al. 2003
33
2 Mantle convection
Figure 2.13
Marginal stability curves 
separating different regimes of 
layered convection within the Ra -  
B parameter space. The curves 
correspond well to the case with 
the viscosity ratio=6.7, the 
interface is in the middle of the 
tank and convection is driven by 
thermal boundary on the top and 
bottom plates, Ra=5430, 
Rac=38227 & Bc=0.302 
Reproduced from Davaille et al. 
2003 & Le Bars & Davaille 2002
The observation that as Ra increases, Bc also increases has significant implications for a 
possible layer in Earth’s mantle. In the past as Earth’s mantle cooled there will have 
been a greater temperature increase across the depth of the mantle. As a result Ra will 
have had a greater value than it does today. At Earth-like Ra the increase of Bc with Ra 
becomes very small and hence a layer in the early Earth will have had the same value 
of Bc. However, a hotter mantle would decrease the value of B and so any layer would 
have been more unstable in the past. This is contrary to the results of Montague &  
Kellogg [2000] who found that for a D" layer increasing Ra decreased the value of Bc 
and so reached an opposing conclusion...
“At this [increasing] Ra the transition to a stable layered structure occurs at a lower 
value of the buoyancy number. This suggests that it may have been easier to preserve a 
dense layer in D" in the past when Earth was hotter” Montague & Kellogg 2000.
The author does not agree with the comment above. While it may be true that 
Montague & Kellogg [2000] observed a decrease in Bc as the Rayleigh number 
increased there is no evidence that they considered how a change in the Rayleigh 
number would affect the value of B. Consider a layer present in the mantle during the 
Archean. As we move forward in time to the present, the mantle will cool. The 
temperature contrast across the mantle, AT, will decrease. The fall in AT will have two
Whole Layer
Doming Stratified
No ponv^ction
B “ Lim
C
Buoyancy Ratio B
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effects, firstly it w ill make the buoyancy ratio B larger and secondly, it w ill make the 
Rayleigh number Ra smaller. In the B-Ra graph shown in figure 2.13 we see how a 
layer moving forward in time from the Archean to the present would move diagonally, 
from the top left to the bottom right. It would move away from the whole layer domain 
towards an increasingly stratified state. This suggests it may have been harder to 
preserve a dense layer in the past (when Earth was hotter).
Doming
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Figure 2.14
Different convecting regimes as a function of the buoyancy ratio B and the 
viscosity ratio y. The thick line separates the oscillatory doming modes 
from the strictly stratified regime (Bc). In grey is the domain in which 
domes form but break up and mix within one cycle. Each symbol 
represents an experiment; open circles: domes involving the whole tank; 
filled circles: two-layer convection with hotspot formation; triangles: one 
layer too thin to convect and hot spot formation; patterned squares: hybrid 
regime with high interfacial topography and hotspots.
Reproduced from Davaille 1999a
Other regions of parameter space that have been investigated are the effect of varying 
the viscosities of the upper and lower layers. This is normally expressed by a non- 
dimensional parameter call the viscosity ratio y, where...
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y = - L (2.12)
vj &  vu are the kinematic viscosities of the lower and upper layers respectively. The 
results of Davaille [1999] are shown in figure 2.14. Increasing y also increases the 
value o f B at which a layered system moves from a stratified state to an unstable state 
(Bc) and so a more viscous lower layer would need a larger density contrast to be 
stable. The mode of the unstable system is affected by the value of y with the layering 
rapidly breaking apart when the viscosities of the two layers are similar. When the 
layers have different viscosities the system undergoes a series o f doming oscillations. 
In this mode large domes form on the interface between the two layers, the amplitude 
of which oscillates. The most efficient entrainment from the less viscous layer into the 
high viscosity layer dominates the evolution of the system. The volume of the more 
viscous layer increases until it fills the whole convecting system and single layer 
convection is reached [Davaille 1999b]. In summary, the more viscous the lower layer 
is compared to the upper layer, the less stable a system is likely to be. However these 
results are (in part) contradicted by later work of Le Bars and Davaille [2002] that 
suggests that an increase in y decreases Bijm. Figure 2.15 shows that as y approaches 
103, Bjim decreases towards around 0.6, while figure 2.14 shows that Bc is increasing 
towards the same value. It is at this point that there is a dramatic change in the style of 
convection and a sharp increase in the value of Biim. For small y (<10 ) an unstable 
layer is pulled apart by doming features that form on the interface between the two 
layers. These domes oscillate vertically and tend to be longer-lived the greater the 
values o f y [Davaille 1999a]. For y >103 these domes no longer have a simple up and 
down motion, but also have a horizontal component.
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Figure 2.15
Biim as a function of the viscosity ratio for the depth ratio a=0.75; the 
white domain corresponds to oscillations with an unstable whole-layer 
density profile (B<a or B<l-a) and the hatched domain to oscillations 
with a stable whole-layer density profile (B>a and B>l-a). In the grey 
domain oscillations are impossible.
In the grey and hatched areas there is stable stratified convection while in 
the white area convection is unstable.
Reproduced from Le Bars & Davaille 2002
It has also been noted that the heating mode may have a significant effect on the 
stability of a layered system. With a thermal gradient at the lower boundary, plumes 
will form that control convection and the length scale of thermal features in the lower 
layer. It follows that the plumes will control deformations of the interface between the 
two layers and by delivering hot material to the interface are crucial in controlling the 
thermal gradient at the boundary. In contrast the absence of plumes in a lower layer in 
convection driven only by internal heating will result in cooler material below the 
interface between the layers and a smaller thermal boundary across the interface. Since 
the stability of a layered system is determined by the battle fought out between the 
unstable thermal gradient and the stable chemical gradient [Davaille et al. 2003] it 
follows that an internally heated system would be more stable than a bottom heated
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system and so Bc would have smaller values in an internally heated system. This is 
observed by Tackley [1998] who finds that moving from an internally heated system 
(Bc=0.25) to a bottom heated system increases the critical buoyancy ratio by a factor of 
2 to 4 (Bc=0.5-1.0). Tackley [1998] also noted that using the Buossinesq
approximation increases the value of Bc compared to cases with compressible fluid. So 
values of Bc that have been found using the Buossinesq approximation probably 
represent an upper bound estimate to those in Earth’s mantle.
In summary, numerical, experimental and analytical investigations have concluded that 
below a certain critical value of B a layered system w ill become unstable (Bc). The 
value o f Bc is a function of many variables with its value increasing towards a limiting 
value Bhm as the Ra increases. However Bc is only very weakly dependent on Ra within 
the range of Ra proposed for Earth (Ra>106) and this is probably the case for most 
terrestrial bodies. The relationship between Bc and the viscosity ratio is still an area of 
research, though in the opinion of the author a less viscous lower layer would increase 
the value of B^. For a deep layer, values of Bc between 0.4 and 0.6 are most frequently 
quoted in the literature though values as low as 0.3 and as high as 1.0 have been 
suggested.
2.7.2 Entrainment and the lifespan of layered convection
Aside from the stability of a layered mantle other constraints can be placed on the 
properties of a deep layer by considering entrainment of material between the two 
layers [see section 4.4]. A certain amount of entrainment is expected between the two 
layers in a convecting system with the rate of entrainment varying with the density 
contrast of the two layers, the viscosity ratio and other parameters. Constraints can be 
placed on the layer by considering that a layer present today must have existed 
throughout Earth’s history and so entrainment must be such that the layer was not 
completely entrained away. When considering a D" layer this condition may not be 
valid since it is possible that the layer may be sustained by the influx of subducted 
oceanic plates or iron from the core.
Early work on the entrainment from a deep layer used the assumption that a denser 
layer is entrained into the upper layer as schlieren material captured viscously inside a 
plume originating in the lower thermal boundary layer of the upper layer. Sleep [1988]
* This comment is based on personal communication with Dave Stegman.
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found that the magnitude of the entrainment is controlled by the buoyancy ratio with a 
denser layer (larger B) producing less entrainment. Gonnerman et al. [2002] and 
Davaille [1999a] carried on from the work of Sleep to derive the following equation 
(see section 4 .4)...
pCp C H "1B~2Ra->’E = (2.13)
k 1 + yB '1
Where, E is the entrainment rate (upward + downward volume flux), C is an 
experimentally derived constant with a value of 0.2, k is Thermal diffusivity, Cp is 
Specific heat, p is density, H is the total fluid depth, Ra is the Rayleigh number of the 
whole system and B is the buoyancy ratio. Gonnermann et al. then time integrate this 
equation to calculate the values of B needed to maintain a D" for 4.5 G years, the 
results are shown in figure 2.16. A thicker layer requires a smaller B since it contains 
more material and can therefore tolerate a higher rate of entrainment and still survive 
over the life span of Earth’s mantle. Increasing Ra increases the rate of entrainment and 
so also the thickness o f a possible lower layer that could survive. Zhong &  Hager 
[2003] showed that the work of Sleep [1988] and so Davaille [1999a, 1999b] and 
Gonnermann et al. [2002] constitutes the maximum rate of entrainment and so we must 
consider the values shown in figure 2.16 as the maximum possible values of B to 
maintain a layer.
2.0
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D" (300 km thick) 
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1100km thick
Figure 2.16
The buoyancy ratio required to maintain a layered mantle (for 4.5 G years) for 
three cases as the Rayleigh number increases.
Taken from Gonnermann et al. 2002
The assumption used by Sleep [1988] &  Gonnermann et al. [2002] that entrainment is 
always upwards is probably valid for a layer deep in the mantle, however the direction 
of entrainment could depend upon both the viscosity ratio and the depth o f the
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interface. Layered convection in tank experiments is seldom stable over long periods 
and as convection and entrainment continues the volume of the layers change. The 
boundary between the two layers moves either up or down until the system convects as 
a single layer. Early investigations suggested this migration of the boundary always 
takes place such that the more viscous layer increases in volume until it fills the whole 
system [Daville 1999b]. This suggests that entrainment from a less viscous into a more 
viscous layer is more efficient than entrainment from a more viscous into a less viscous 
layer. A lower layer in Earth’s mantle is expected to be more viscous and so from these 
results it is expected that entrainment would be from the upper layer into the lower 
layer.
This work is followed up by a more detailed study [Le Bars &  Davaille 2004] in which 
the dependence of the direction of entrainment is studied as a function of the depth of 
the interface and the viscosity ratio.
The depth of the interface between the two layers is often described by a non- 
dimensional parameter called the depth ratio and denoted by ‘a’ .
Where ho is the thickness of the lower layer and H is the thickness o f the whole system. 
Le Bars &  Davaille [2004] note that as the interface is placed at shallower depths the 
direction o f dominant entrainment changes from upward to downward. This suggests 
that at the interface o f a deep layer, cusps leads to entrainment would point upward (in 
a manner assumed by Sleep [1988]), however as the boundary is placed at shallower 
depths these cusp structures start to point downward. The viscosity structure also 
affects the direction of entrainment with an increasing y moving the system from 
downwards to upwards entrainment. See figure 2.17. Applying these results to Earth’s 
mantle in which y is thought to be 101 to 102 we see that a layer in the deep mantle 
would entrain upwards into the overlying mantle producing a marble cake pattern and 
also hot plumes that could be responsible for OIB signatures by entrainment.
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Figure 2.17
Spouting direction as a function of y and a. Circles: experiments where 
more viscous diapirs invade a less viscous mantle; squares: experiments 
where less viscous diapirs invade a more viscous mantle. Filled symbols 
designate cases where at least two pulsations were observed. The stars 
designate experiments with sugar syrup.
Above the grey region there is downwards entrainment and below there 
is upward entrainment.
Reproduced from Davaille et al. 2003
2.7.3 Other Characteristics of layered convection
The nature of coupling between two layers will have a significant effect on the 
planform of convection in both layers. There are two possible modes. Firstly, viscous 
coupling: here the viscosity forces dominate the coupling. The velocity structure at the 
boundary is symmetrical in both layers. Consequently hot anomalies in the lower 
mantle are overlain by cold anomalies and vice versa cold anomalies in the lower layer 
are overlain by hot anomalies. Secondly, thermal coupling: where the heat transfer over 
the deformable boundary dominates. In this mode both hot and cold anomalies will 
extend through the whole mantle.
Downward Entrainment
/ X t ) 0
o o— • • • • • •  «•
• •  •
Upward Entrainment
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Figure 2.18
Schematics of the two modes of coupling. Notice that in cases with thermal 
coupling hot and cold anomalies extend through the whole mantle while in 
viscously coupled cases hot and cold anomalies are anti-symmetric in the two 
layers.
Although marginal stability analysis suggests that the coupling between layers should 
always be viscous [Le Bars & Davaille 2002] numerous sources have reported seeing a 
change from viscous to thermal coupling as the Rayleigh number increases [e.g Richter 
& Johnson 1974, Davaille et al. 2003]. The reasons for this change in the state of 
convection is discussed in more detail in section 7.2.
The viscosity ratio also affects the mode of coupling between the two layers. 
Glatzmaier & Schubert [1993] modeled layered convection in a 3D spherical geometry 
with an undeformable interface at 670km. They found that increasing y moved the 
coupling between the layers from viscous to thermal coupling. Rasenat et al. [1989] 
quantified this and found that for y>5 the two layers are thermally coupled.
A summary of the parameter space that has been investigated and the effect of certain 
input parameters on the characteristics of layered convection are summarized in table
2.2.
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Bc Life span of a 
layer/ entrainment
Coupling Other
Increasing Ra Increasing Ra Increasing Ra moves For Ra<105 only the thermo­
increases Bc, this increases the rate the system from chemical mode convection is
£
dependence become of entrainment and viscous to thermal present, for Ra>105 both the
less significant at so decreases the coupling [Richter& thermo-chemical mode and thefewVX> larger (Earth-like) Ra life span of a deep Johnson 1974, thermal mode are present
E [Davaille et al. 2003]. layer [Gonnermann Davaille et al. 2003, [Davaille et al. 2003].
c Increasing Ra et al. 2002] Davaille 1999b] When a=0.5 convection in the-Ce>0 decreases Bc, layer with the higher Ra
S3
>» [Montague & Kellogg determines the wavelength of<o
U. 2000],
Values of Bc quoted 
range between 0.3 and 
1.0.
features on the interface 
between the layers (the active 
layer) [Rasenat et al. 1989, Le 
Bars &  Davaille 2002]
Increasing y increases Increasing y moves For y=l a 670km type Increasing y moves a system
Bc. For y<10'2 there is entrainment’s layer is viscously from having an ‘active’ upper
o little change in Bc spouting direction coupled. Increasing y layer to an ‘active’ lower layer
ca [Davaille 1999a]. from upwards to moves the system [Le Bars & Davaille 2002].
tflo
Increasing y decreases downwards towards thermal
Blim [Le Bars & [Davaille et al. coupling [Glatzmaier
8
>
Davaille 2002]. 2003]. & Schubert 1993]. 
For y>5 a layer is 
thermally coupled 
[Rasenat et al. 19891.
There is a complex Increasing a moves Increasing a moves a system
relationship between a entrainment from from having an ‘active’ upper
and Bc but for y=l downwards to layer to an ‘active’ lower layer
rt increasing a will upwards [Davaille The wavelength of convective
O decrease Bc [Le Bars et al. 2003], motion is proportional to the
2 & Davaille 2002]. For a D” type layer depth of thickness of the
■s increasing a (i.e. active layer. The other layer isOuUr \ making D ’’ thicker) passive with convection beingU4 prolongs the 
lifetime of the layer 
[Davaille et al. 
2002],
driven by coupling between 
the layers [Le Bars & Davaille 
2002].
Increasing B For B>Biim the behaviour of
increases the life the stratified regime is
B span of a deep 
layer [e.g. Sleep 
19881.
independent of B [Le Bars & 
Davaille 2002].
For bottom heated case The wavelength of the Increasing the rate of internal
o Bc=0.5-1.0, For thermal structure of a heating increases heat
1 internally heated cases layer is greater in a conducted across the interface00c Bc=0.25 [Tackley bottom heated system and suppresses convection in•aAV 1998] than internally heated the lower layer [Montague &X system [Houseman 
19881
Kellogg 2000],
Table 2.2
A summary of the parameter space investigated in previous work.
Lab experiments: Davaille et al. 2003 & 2002, Davaille 1999a & 1999b, Richter& Johnson 1974, Gonnermann 
et al. 2002
3D spherical, numerical, non-deformable interface: Glatzmaier & Schubert 1993 
2D Cartesian, numerical (D"): Montague & Kellogg 2000, Houseman 1988
2D &  3D Cartesian, numerical, with the Boussinesq approximation and compressible convection: Tackley 1998b 
Analytical: Sleep 1988, Rasenat et al. 1989
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2.8 Thermal expansion and its variance with depth
The volume coefficient of thermal expansion (thermal expansivity, a) is a measure of 
the increase in a material’s volume as its temperature is increased. It is defined as the 
fractional increase in volume V  per unit temperature T at constant pressure P.
1 ( dV^l
- v d - d  ( 2 - i 5 )
Where Vo is a reference volume normally having a value of one unit volume.
The change in the values of a  across the mantle would affect the buoyancy of the deep 
mantle. The formation of plumes and other instabilities w ill also be affected by 
changing a. A decreasing a  with depth hinders the formation of upwelling features that 
could affect the plan-form of these plumes, and aiding the stability of a deep layer.
Early studies [D. L. Anderson 1967^] of the variation of thermal expansivity in the 
mantle suggested that a  is independent of temperature and is related to density by.
a
a,
f \~ 5
P
Po )
1
5T
(2.16)
(2.17)
a K m V u  1 yp
Where 8 j is the Anderson-Griineisen constant having a value of 0.55 [Schmeling et al.
2003], p the density, T the temperature, K m the isothermal bulk modulus and P is 
pressure.
Chopelas &  Boehler [1989] measured the pressure dependence of thermal expansivity 
of MgO and forsterite in a diamond anvil experiment and found 8t to remain constant 
in the mantle and concluded that a  has a uniform value throughout the depth of the 
mantle. However, later work [Sharma &  Gupta 1975, O. L. Anderson et al. 1990, 
Chopelas &  Boehler 1992] find that 8t is a function of both pressure and temperature 
and revaluate D. L. Anderson’s [1967] equations without making this assumption. This 
revaluation of a  revealed that it would decrease by a factor 5 to 10 across the mantle 
[Hansen et al. 1993].
* We are using the initials here to distinguish between D. L. Anderson and O. L. Anderson.
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Previous modeling that has incorporated depth dependent thermal expansivity, a, have 
used a range of formulae to calculate a. Depth dependence of a  is of the form [Zhao &  
Yuen 1987]...
“ (Zd) =
m+1 \3 a(0) (2.18)
.(m(z(i + l)+l).
Where z<j is the non-dimensional depth, a(0) is the value of a  at the surface and ‘m’ is a 
non-dimensional parameter that controls the increase of a  with depth. The variation of 
a  with depth described by equation 2.18 is shown in figure 2.19 for a range of values of 
m. We can express the decrease a(0)/ot(l) in terms of m ...
a(o) _ { 2m+l 
a(l)
(2.19)
v m + 1
For m=0 a (0 )/a (l)= l and a  remains constant throughout the depth of the mantle. 
Taking the limit as m tends towards infinity, a(0)/ot(l) tends towards 8. So the 
maximum decrease possible in the thermal expansivity across the mantle is eightfold 
and the minimum decrease is 0. Matyska &  Yuen [2000] continue on from this work 
and use the simplification that m =l reducing the above equation 2.18 to ...
(2 + z J
(2.20)
Thermal Expansivity (1x1 O'5 K'1)
0.0 1.0 2.0 3.0
0.0
0.1
Q.
=1 0.7
o 0.8
0.9
Figure 2.19
The variation of thermal expansivity a  
with depth as defined by equation 2.18, 
with the surface value of a  set to 2.5x10* 
5. For a range of values of m; m=0, a  
remains constant with depth; m=oo, a  
decreases by a factor of 8 across the 
mantle.
 171=0.0
 m=0.1
 m=0.5
 m=1.0
  m=inf
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2.9 Summary
We have developed a picture of the mantle in which slow deformation over millions of 
years is driving many processes observed at Earth’s surface. Despite the importance of 
mantle convection we are still unsure of whether convection is taking place across the 
whole depth of the mantle, or in a layered structure. An interface between layers in the 
top 1000km is unlikely. Geochemical observations seem to require some kind of 
chemically distinct reservoir. Given that the mantle is well mixed this reservoir must be 
dynamically isolated from the upper mantle and so suggests a layered mantle.
One of the limitations of previous investigations of the behaviour of a layered system is 
that it has been confined to either a Cartesian geometry or two dimensions (with one 
notable exception [Stegman at al. 2002a]). Characterising layered convection in a 3D 
spherical geometry is the primary aim of this thesis.
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3 The marker method
We considered using a number of methods to model a layered system in a 3D spherical 
co-ordinate system. In the past, three methods have been used to model 
thermochemical convection; particles, a marker chain and field methods [van Keken 
1997]. Particles would be an ideal method to use and have been added to TERRA [see 
the proceeding section 3.2] by Stegman at Berkeley [Stegman 2002a]. This method 
works by placing a series of particles (sometimes called tracers) at all places in the grid 
being used. The number of particles is normally around one order of magnitude higher 
than the number o f nodes in the grid. The particles are moved around with the velocity 
field and report back to their nearest node, information, such as density. This 
information can then be used when solving the buoyancy equation. Particle population 
has to be controlled to maintain a good distribution. This is achieved by combining 
particles in regions of particle surplus and splitting in regions of low concentrations.
The marker method uses a similar approach to the particle method. A series of 
‘markers’ are used to define the interface between two chemically distinct regions. The 
markers positions are updated in the same manner as in the particle method. Reporting 
information back to the nodes is done on the basis of which side a node is of the marker 
defined interface. Like the particle method, marker population needs to be controlled to 
maintain a good distribution.
The final method considered: the Eulerian field method works by adding a field similar 
to the temperature field for the chemical composition. This is then solved using 
standard methods.
van Keken [1997] ran comparison tests for all three of these methods and his results 
can be summarised as....
Particles: Works well and is flexible, but the number of particles needed has to be high 
to limit spurious diffusion. It also suffers from statistical noise.
Markers: The most accurate method for nondiffusional problems. It is not suited to 
cases in which long term mixing is taking place.
Field: Works quite well and is very economical.
We rejected the field method because of concerns about the accuracy and considered 
further the marker and tracer methods. A  disadvantage of the particle method is the 
high number of particles that would need to be added to the calculation and the RAM  
this would use up. The addition o f particles to a TERRA calculation would increase the
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RAM used by an order of magnitude. This would limit the grid size that could be used 
and consequently the Rayleigh number that could be investigated.
The disadvantage that the marker method would not work for cases with any major 
entrainment was not thought to be significant since we were only interested in studying 
cases in which there was stratified layering and so limited entrainment [see section 4.4]. 
The marker chain method has only previously been employed in 2D calculations 
[Christensen &  Yuen 1984; Schott et al 2002]. Applying a marker method in 3D is 
more complex. The term ‘chain’ is no longer accurate and ‘marker net’ is, perhaps a 
less misleading terminology. The significance of moving from a chain to a net is that 
markers are not stored in a linear array and it is not trivial to find the appropriate 
neighbour to each marker. Consequently a new method has to be devised to control the 
marker distributions and populations.
3.1 An introduction to the concept of parallel computing
Modelling mantle convection with TERRA at high resolutions requires the use of 
parallel computers. A  parallel computer uses more than one processor to work on a 
particular problem at any one time. By dividing the computational task over a 
collection of processors the calculation can be performed more quickly than on a single 
processor.
Historically supercomputers have been extremely expensive and have been built of 
specially made parts. The growth in the PC industry has allowed the development of a 
new kind of supercomputer. These use off-the-shelf parts and so are very cost effective. 
Called cluster computers or Beowulf machines, they cannot match the performance of a 
purpose built supercomputer, however in terms of floating point operations per pound 
they out perform classical supercomputers such as Crays.
The definition o f a Beowulf machine is not rigid. M y personal favourite is that a 
Beowulf machine is a cluster computer whose components can be bought entirely from 
within the pages of a computer shopper magazine. Most definitions however agree that 
Beowulf machines are a collection of high performance desktop machines that are 
connected using a regular Ethernet connection. We can think of Beowulfs as a micro­
computing lab without monitors or keyboards attached to the PC’s.
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3.1.1 NESSC
At the Department of Earth Sciences at the University of Liverpool there is a parallel 
computer (Beowulf machine) called NESSC (Networked Earth Sciences 
Supercomputing Cluster). NESSC was designed almost exclusively to run the mantle 
convection code TERRA. There are two main limiting factors that control the 
resolution at which TERRA can be run. The first of these is the speed of the machine 
being used. The amount of wall clock time required could severely limit the resolution 
at which a simulation can be run. A  TERRA simulation run at the maximum resolution 
possible, with 84 million points in the grid, w ill take months to simulate a billion years 
of convection. This speed problem can be over come in part by having access to a 
machine for long periods. This is one way in which NESSC was designed for this 
problem, since NESSC is used exclusively by the Department of Earth Sciences. This 
allows simulations to be left running for weeks, which is not the case for Cray 
machines; these are normally shared by a large number of users. The second limiting 
factor is the amount of RAM available. Each simulation needs to save a number of 
parameters for each node. These include temperature, pressure, velocity, position, and 
so on; there are up to 10 floating point numbers to be saved in RAM per node. TERRA 
uses double precision floating point that use 64 bits per floating point. This means a 
total RAM of 64x10x83,886,080 = 53.7x109 Byte s= 53.7 GB is needed. For this 
reason TERRA was built with 100GB of RAM.
A series of benchmarking tests were run on NESSC using the TERRA code to compare 
the machines to performance to a similar yet older machine at Princeton University. 
The results can be seen in Appendix E.
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3.1.2 NESSC Specifications
Motherboard Tyan Tiger 133 (S I834) - Dual Slot 1 Pentium IE Motherboard 
(100MHz & 133MHz FSB) using V IA  694X chipset 
A TX form factor, AGP, 6 x PCI, 1 x ISA, 2 x USB, U DM A 66 
4 x D IM M  sockets (PC100 or PC133) - 005-070002
Processor 2 x Intel Pentium HI 733hz
Memory 3 x 256MB PC 133 ECC D IM M
Hard Disks EIDE 20.4GB Maxtor Titan VL EIDE- Ultra DM A
Floppy Drive 3.5" 1.44Mb floppy disk drive
Graphics Card Videologic 410 2Mb PCI Graphics Card
Network Card Intel®Pro/100+ Management Adapter Card PCI.
3.1.3 Helix Specifications
Motherboard Supermicro P4DPE motherboard
Processor Two Pentium Xeon processors (54 of the nodes have 2.2 GHz,
18 have 2.4 GHz)
Memory 1.5 GB RAM (one node has 2 GB)
Hard Disks 80 GB hard-drive
Network Card On-board Ethernet LAN (100 Mbit/s)
Dolphin W ulfkit SCI (Scalable Coherent Interface) network
card. The Dolphin Wulfkit forms a 2D grid (torus).
3.2 An introduction to the TERRA program
In this thesis we use the computer program TERRA to simulate mantle convection. 
TERRA models mantle convection in a three dimensional spherical geometry and is 
written in the Fortran and M PI (message passing interface) programming languages. 
TERRA was first developed by John R Baumgardner as part of his PhD at the 
University o f California Los Angeles in 1983 [Baumgardner 1983]. TERRA was edited 
by Hans-Peter Bunge to allow it to run on parallel computers as part of his PhD at the 
University of California Berkeley in 1996 [Bunge 1996]. More recent alterations made 
to TERRA have been to include variable viscosity [Yang 1997; Yang & Baumgardner 
2000], the inclusion plate-like surface velocities on the upper shell [Bunge et al. 1998], 
and the introduction of tracer particles [Stegman 2002a].
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3.2.1 The governing equations and assumptions used
Over short time scales the mantle behaves as a solid and is able to transmit P &  S- 
waves. Its behaviour over long time scales is quite different with the effects of thermal 
and chemical buoyancy causing creep of mantle rocks. The Rayleigh number of the 
mantle (between 106 and 108) is several orders of magnitude higher than the estimated 
value of the critical Rayleigh number of the mantle [McNamara &  van Keken 2000]. 
This creep of mantle rocks allows us to treat Earth’s mantle as a viscous fluid over 
geological time scales [Yang 1997].
This physical problem is described by three equations that describe the conservation of 
mass, momentum and energy. A constitutive law relates the stress and velocity fields 
[Bunge 1996].
Three assumptions are used to simplify the three conservation equations. The inertial 
forces within the fluid are ignored. Here we assume that the Prandtl number Pr is 
infinite. Pr is the approximate ratio of viscous forces to inertial forces is described by...
_ viscous forces oPr = ------------------ = — (3.1)
inertial forces k
Where v is the Kinematic viscosity and k the thermal diffusivity. Pr is expected to have 
a value of around 1024 which is sufficient to justify the assumption that Pr is infinite.
Using the definition o f the dynamic viscosity r\ (r| = vp) and the thermal 
diffusivity k (k = k -r pCp) where p is density, k is thermal conductivity and Cp 
is the specific heat capacity, then we can write Pr as...
r r  t> PTlCp 
k k
Using values of rp lO 21, Cp=T000, p=5000 kg m'3 and k=5 W  m'1 K '1 (thought to 
_  be about right for Earth’s mantle) Pr= 1027. __
The mantle is also assumed to be a Newtonian fluid; this assumes that there is a linear 
relationship between stress and strain rate. The final assumption used is that changes in 
density are unimportant and can be neglected save for in the buoyancy term of the 
momentum equation. This is known as the Boussinesq approximation [Boussinesq 
1903]. Free slip boundary conditions are applied at both the upper and lower boundary. 
The effect of Earth’s rotation is also ignored. The Ekman number Ek is the ratio of 
viscous forces to the Coriolis force (the inertial force produced by the Earth’s rotation) 
and given by...
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viscous forces u
Ek = ---------------------= --------------- (3.2}
coriolis force 2QL2sin0
Where Q is the angular velocity, L is the radius and 0 is the latitude. For Earth Ek is of
the order 107 or larger [Yang 1997].
For the Earth: v=r|^p=10214-5xl03=2xl017 m2s'1; Q«27i/lday=27i/86400s=7xl0'5 
rad s’1; L=6370xl03 m
Ek = ------?-------= ---------------------  -  = 3 .4 x l0 7
2 flL 2sin0 2x 7 xlO~5x (6370x10s)2
These three assumptions allow the mass, momentum and energy conservation equations 
to be written as...
Mass V • v = 0 (3.3)
1 9Momentum — VP = vV  v -agA T (3.4)
P
Energy f ^  + y - V T  = k V 2 T + ^ -  (3.5)
Where the momentum equation is also known as the Navier-Stokes equation [e.g. 
Ranalli 1995] and J is the rate o f internal heat generation per unit volume.
3.2.2 The computational method
The system is solved by starting with an initial temperature field T. This is used with 
the momentum equation 3.4 to find the velocity field u. This velocity field is then used 
with the energy equation 3.5 to find the rate of change of the temperature field dT/dt. 
This rate of change can then be used to move the system forward a time step by 
calculating the new temperature field.
However, this is a simplification of how TERRA actually updates the temperature field. 
A first order Runge-Kutta method is used to move the temperature field forward by a 
time At. The method outlined above is used to find the rate of change of the 
temperature field at time t (dT/dt )t. This is then used to find the temperature field at 
time t+!AAt Tt+>/2At- The method above is then used to find the rate of change of the 
temperature field using the temperature field Tt+>/2At, (dT/dt )t+*/2At- This rate of change at 
time t+VaAt is then used to update the temperature field at time t Tt. See equation 3.6...
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“IT  At (3-6)
01 Ju4  At
The size of the time step At has a maximum value of the largest velocity in v divided by 
the minimum length of an element. In this way it is impossible for feature (i.e. a 
particle) in the icosahedral grid to move further than the next node in a time step. The 
size of the time step is also controlled by the multigrid, see section 3.2.4. The energy 
equation is solved using a finite volume approach and a method known as the donor 
cell.
3.2.3 The finite element method
The starting point o f any finite element method is to divide the domain over which the 
equations are going to be solved into a number of elements. These elements are defined 
by a series of nodes that make up the vertices of the elements. In the case of TERRA, 
elements connect together to form prisms, and nodes are defined by the icosahedral 
grid (or mesh) used by TERRA, see section 3.2.5. A  series of independent equations is 
used to approximate fields such as velocity v(r) and pressure p(r) for each element. 
Whatever the form of this approximation the total number of unknowns is always 
identical to the total number o f equations. These equations can then be solved 
simultaneously to find the unknowns (this problem normally reducing to the need to 
invert a matrix).
The velocity v(r) and pressure p(r) are of interest when solving the momentum equation 
and are represented at each node by...
Vj = ( v il,v i2,v i3) & p i  (3.7)
.. .where i is the node number. So that...
v ,(r )= N i (r)v i, (l = 1,2,3)
p (r )= N i(r)p i (38)
Where Nj(r) are the finite element basis functions. The basis functions used in this 
thesis were piecewise linear functions, though TERRA can use quadratic or cubic 
functions [Yang 1997]. For a comprehensive guide to the finite element method see 
Zienkiewicz &  Taylor [2000].
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3.2.4 The multigrid
As we saw in the preceding section the problem of solving the momentum equation can 
be reduced to a series of simultaneous equations...
Ax = y (3.9)
The normal method to solve such an equation would be to invert the matrix A so that: 
x=A_1y- However the rank of the matrix A that needs to be solved in TERRA is very 
large (4055238 for n t=64 [Yang 1997]). For such a large matrix a direct inversion is 
either impractical or impossible. Instead an iterative method is normally used. A 
solution of x, xo is approximated, and residual value r is defined as...
r = Ax0- y  (3.10)
An iterative method such as the as Jacobi method (e.g. the Harvard CMT method uses 
the Jacobi method) is used to minimise the value of r. Once r has fallen below a 
tolerable value or once the iterative method being used has stopped converging the 
values of xo are used. TERRA uses a multigrid method [Brandt 1977] to converge on 
solutions of xo. The advantage of the multigrid method is that it can be applied over a 
range of grid sizes. By relaxing the refinement of the grid to coarser levels longer 
wavelength errors in xo can be removed.
3.2.5 The icosahedron grid used in TERRA
TERRA uses an icosahedron grid to discretise the spherical shell [Williamson 1968; 
Baumgardner &  Frederickson 1985]. The advantage of an icosahedron grid over a 
latitude-longitude grid is that the distribution of the nodes over the spherical surface 
remains (almost) even and there is no bunching of points at the poles. This bunching is 
undesirable since having nodes close together normally decreases the time-step needed 
to keep the numerical system stable. In grids in which nodes are extremely bunched the 
decrease of the time step makes the code become impractical.
The grid works by projecting an icosahedron (a 20 sided shape made up of equally 
sized equilateral triangles) onto the spherical surface. This divides the surface into 
twenty equilateral triangles. Each of these triangles can then be subdivided into four 
triangles to divide the surface into 80 triangles; these triangles can also be subdivided. 
In this way the grid can be continuously refined to a finer and finer mesh. See figure 
3.1.
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Nodes are defined to be points at the comers of these triangles. So in the original grid 
there are only 12 data points. Within the TERRA code, refinements to the grid are 
referred to by “the number of data points along the edge of one of the primary 
triangles”. This value is labelled mt and is defined in s i z e . h .  The value of mt 
defines the number of data points present in the TERRA grid and the resolution of a 
case. As mt increases the TERRA program w ill need more RAM  but w ill be able to 
model more vigorous convection. The number of data points on a spherical surface is 
therefore given by (10xm t2)+2. The grid is extended radially by placing layers of these 
spherical shells one on top of one another. The number of radial layers is set to be half 
the number o f data points along the edge of a primary triangle. The number of radial 
layers is referred to as nr within the TERRA program; so we can say: n r  = !Amt. A  
layer is considered to be the region between two spherical shells that contain nodal 
points. So the total number o f shells containing nodes is nr+1 or 14mt+l.
A limitation o f this method is that the density of the spherical shell grid used is the 
same at the upper and lower shells, consequently the lateral grid spacing is smaller in 
the lower mantle and not constant throughout the grid. Viscosity is thought to increase 
in the lower mantle so i f  any thing a larger grid spacing could be used there.
The size of the gird used by TERRA is defined by the parameter mt. Where mt is the 
number of grid points along the edge of a primary triangle that make up the 
icosahedron grid, mt must have a value that is a power of two
Total number 
of data points
(3.11)
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Figure 3.1
Dyadic refinements of the icosahedron grid, a, the original grid (m t=l); b, the 
second refinement (mt=2); c, the third refinement (mt=4); the fourth 
refinement (m t=8)
Reproduced from Baumgardner 1983.
3.2.6 Indexing conventions employed by TERRA
The icosahedron grid breaks a spherical shell volume up into a well-spaced mesh. 
However the method used to refer to each grid point uniquely is not obvious and needs 
some explanation.
As stated earlier the original grid is divided into twenty equilateral triangles. These 
twenty triangles are grouped into pairs to form ten diamonds. These diamonds are 
indexed as shown in figure 3.2. Within the TERRA program the diamond number is 
referred to as id .
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SP
NP
b, c,
d,
Figure 3.2
The numbering convention for the diamonds
a, Viewed from the equator.
b, Viewed from the North Pole (NP).
c, Viewed from the South Pole (SP).
d, With the diamonds projected onto a flat plane. 
a,b,c reproduced from Baumgardner 1984.
The data points within each diamond (or more accurately each subdomain -  see the 
next section) are indexed by the placing of axes along the edges of the diamond running 
away from the data point at the pole. Nodes along these axes are labelled i l  and i2 . 
See figure 3.3.
Finally, the radial layers are indexed by i r .  This ranges between 0 (the surface) and 
nr+1 (the CMB).
We can refer to any point in the TERRA grid using four components: i  1, i2 , id  and 
i r .  Where i l  and i2  are axes running along the edge of the diamond away from the
pole, id  is the diamond number, i r  is the radial layer number, i l  varies between 0
and mt, i2  between 1 and mt+1, id  between 1 and 10 and i r  between 0 and Vimt+l
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il= 0  i2=0
'  ' North pole
South pole
Fig 3.3
The indexing convention for diamonds for the mt=8 case, a, northern hemisphere diamonds 
b, southern hemisphere diamonds. Hexagons represent data points. Solid grey hexagons 
represent data points that are owned by the diamond while transparent grey hexagons are 
data points that while they do form part of this diamond are on the edge of the diamond and 
so are considered to be owned by the adjacent diamond.
Reproduced from  Baumgardner 1984.
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3.2.7 Domain decomposition in TERRA
We have shown in the two previous sections how an icosahedron grid is used to 
discretise the spherical shell geometry used by TERRA and the indexing conventions 
used within this grid. This work was performed by John Baumgardner during his PhD 
at the University of California, Los Angeles in the early 1980’s [Baumgardner 1983, 
Baumgardner &  Frederickson 1985]. In later work by Hans Peter Bunge [Bunge 1996] 
TERRA was edited to allow it to be run on parallel computers. To do this the existing 
icosahedron grid was subdivided and spread across the parallel processors performing 
the calculation, a process called domain decomposition.
The first step in the domain decomposition is to divide each diamond into a series of 
subdomains. As we have already stated the number of data points along the edge of a 
diamond is referred to as mt in TERRA and is specified in the TERRA input file 
s i z e . h. A second parameter is used to define the size of the subdomains: n t. This is 
the number of data points along the edge of the subdomains. Subdomains, like 
diamonds have i l  and i2  axes that have the same length. The values of mt and n t  
must be such that a diamond is divided into 1 or 4 or 16 or 32 or... subdomains, i.e. mt 
must be a power of 2 and n t must also be a power of two less than or equal to m t.
Decomposition is then continued by selecting how many subdomains each processor 
w ill own. This is defined by the parameter nd in s i z e  . h, where nd is the number of 
diamonds from which subdomains w ill be mapped onto the processors and can have a 
value of either 5 or 10.
I f  the number of diamonds is set to 5 then only northern hemisphere diamonds are 
mapped on the first half of the processors used and southern hemisphere diamonds to 
the last half. I f  nd is set to 10 then each processor owns one subdomain from each of 
the ten diamonds. An example of both of these cases is shown in figure 3.4. 
Subdomains extend throughout the radial dimension. This does have some 
disadvantages, and can lead to long thin shaped subdomains that have large surface 
area. This is undesirable since the large surface area has to be communicated with 
neighbouring subdomains on different processors. This can lead to excessive message 
passing that can limit the performance of the program.
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Figure 3.4
The domain decomposition 
for a TERRA case in which 
m t/n t=2
a, nd = 10
b, nd = 5
The diamonds have been 
projected on to a flat 
surface and solid black lines 
define their boundaries. The 
dashed lines show the 
divisions of the 
subdomains. The number is 
the M PI rank of the 
processor to which the 
subdomain is mapped.
f Number of 
[processors
3.3 Implementation of the marker method in the TERRA 
program
In the following section I shall outline in some detail the method used to add markers in 
the TERRA code.
The markers’ positions are updated within the Runge-Kutta (R-K) scheme used by 
TERRA. The velocity field is solved, the markers are advanced half a time step and the 
velocities used to do this for each marker are saved. The velocity field is then solved 
again. The markers are moved back by half a time step using the saved velocities and 
then moved forward one full time step. The choice to use a first order R-K time step 
was made purely on the basis that this was the scheme already used by TERRA. To 
implement a higher order Runge-Kutta scheme would mean making substantial 
alterations to the TERRA code and more importantly would require more data to be 
stored in RAM  that could mean that TERRA would not be able to run at high 
resolutions.
^mtYYnd 
n t , V10 y
(3.12)
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S u broutin e  advance
c... Use a second-order Runge-Kutta scheme to update the 
temperature.
call usolve
call energy(tdot(1,1))
call markers(1) ! Dave Oldham
do ii=l,nv
temp(ii) = temp(ii) + 0.5*tstep*tdot(ii,1) 
end do
call usolve
call energy(tdot(1,2))
call markers(2) ! Dave Oldham
do ii=l,nv
temp(ii) = temp(ii) + tstep*(tdot(ii,2) - 0.5*tdot(ii,1)) 
_______end do_________________________________________________________________
Passive markers are markers that advance with the velocity field and do not feed back 
any data into TERRA. It is not necessary to use the Runge-Kutta (R-K) scheme for 
passive markers; the same results would be obtained by advancing one full time step 
after the R-K scheme had been used to solve the velocity field. It is only necessary to 
include the advancement o f the marker positions within the R-K time step when the 
markers are ‘active’ and feed back parameters such as buoyancy forces into the code 
that are used to solve the temperature and velocity fields.
3.3.1 Overview of the marker code
The marker code used in thesis can be separated into 4 distinct sections. There is the 
initialisation code. This is called before the main do loop that loops over the iterations 
being performed. This contains a number of subroutines that initialise the positions of 
the markers within the marker array. Within the Runge-Kutta time step [see section 
3.2.2] the positions of the markers are updated to their new positions. Parallel 
communication is then used to allow markers to migrate to neighbouring processors, 
and finally the marker population is controlled. Marker population is controlled by 
creating and destroying markers such that their distribution remains even over the 
spherical surface.
In figure 3.5 there is a complete overview of the marker code used to advance the 
markers within the R-K time step. This is displayed by breaking the code down into the
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subroutines used and showing their nested structure within the code. A brief description 
of the purpose of each subroutine is also included.
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Markers (irkstep)
InterpMrkVel (irkstep)
This moves each marker by calculating its velocity from the surrounding nodes.
GetVel
Fills an array V e l with the velocity data of the node for all the diamonds and their halo region. We need to do this because the 
existing array in TERRA does not include the halo region. For debugging and testing this can be replaced with a routine FakeV el 
that generates a number of predictable velocity fields such as a radial field.
FindT rianlge (x,y,z,i 1,12,id,triangle)
Find the triangle in which a marker lies.
VelWeight (x,y,z,i1,12,id,im,triangle,vweight,rmrk)
Finds the weight that must be used to find the velocity of the six surrounding nodes.
FindMrkVel (i 1,i2,id,im,triangle,vweight,rmrk,mvel)
Uses the triangle and weights already found to find the velocities that must be used to advance the marker.
If  this is the first time step in the Runge-Kutta scheme then the velocities are saved in V elM rk.
MoveMrk (11 ,i2,id,im,irkstep,mvel)
Moves the markers forward by either half a time step using the F indM rkV el value if this is 1" RK time step. Or backwards half a 
time step using V elM rk and then forward 1 time step using the F indM rkV el value.
MrkCom (irkstep)
Fills the halo region marker data for each processor by performing a halo swap. This is the part of the code that does the parallel 
communication.
Edgl_fill (u,edgl,crnr,kr,kt,nj)
Fills a temporary array with the marker data stored in the left hand side of the diamonds.
Pcoml (coml,comr,crnr,buff,nj,kr,kt,ighost)
Sends the ed g l array to the relevant processors and receives ed g l data that is then stored in the edgr array. This is an MPI part of 
the code.
Edgrempty (u,edgr,crnr,kr,kt,nj)
Copies the edgr array data (right edge of the diamond) back into the mrk array.
Edgr_fill (u,edgr,crnr,kr,kt,nj)
Fills a temporary array with the marker data stored in the right hand side of the diamonds.
Pcom2 (coml,comr,crnr,buff,nj,kr,kt,ighost)
Sends the ed gr array to the relevant processors and receives edgr data that is then stored in the ed g l array. This is an MPI part of 
the code.
Edgl_empty (u,edgl,crnr,kr,kt,nj)
Copies the ed g l array data (left edge of the diamond) back into the halo region of the mrk array.
NewAllanKey (irkstep)
This controls the markers population. The marker’s new positions are now checked to see if  they have moved outside the node that currently 
owns them. If  this is the case they are updated to a new owner node.
Also the distribution of the markers within each allan-key is also tested. Each allan key is divided up into a series of prisms (defined in 
s i  z e . h). If  a marker is not present in a prism then one is generated. In this way a good distribution of markers can be maintained.
C NearestNode (i1,i2,id,lm,near1 ,near2,near3)Finds the nearest allan key to a marker. Data is returned in the form il ,i2,id FillMrkBuff (i1,i2,id, nearnode,irkstep,imrk,mbuff ,vbuff)
Fills two buffers mbuf f  ( - ,  - , 0) and vb u f f  ( -  , - , 0) with the positions and velocities of markers owned by a given allan-key. 
Likewise the data in the surrounding allan-keys is stored in mbuf f  { - ,  - ,  1 -6 )  and vb u f f  ( - ,  - , 1 -6 )
OwnedMarkers (11,i2,id,nearnode,imrk,irkstep,mbuff.vbuff.neigh)
Finds the markers owned by a single allan-key and stores their details in the buffers mbuf f  ( im ,3 )  andvbuff (im ,3)  
EvenSpread (i1 ,i2,id,Irkstep,imrk,mbuff.vbuff)
Takes the buffer data and ensures that there is at least one marker in each prism.
Prismcenter (i1,i2,id,pcenter)
Finds the cosines of the centre of the prisms within an allan key. These are returned in the p c e n te r  array 
NearestPrism (11,12, id, pcenter, mbuff, imrk, nearprism)
Find the coordinates of the nearest prism to each marker within an allan-key.
FillTmp (m,ip,i1,i2,id,imrk,nearprism,irkstep,pcenter,mbuff,vbuff,mtmp,vtmp,nmrktmp)
Fills two arrays mtmp and vtmp so that each prism contains at least one marker.
OwnMrkPrism (m,ip,nearprism.imrk,mbuff,vbuff,nmrkprism,mprism,vprism)
Fills the arrays m prism  and vp rism  with the markers data of markers owned by the prism m, ip  
Near3MrksNew (i1 ,i2,m,imrk,xnc1,xnc2,xnc3,mbuff,near3mrk)
Finds the 3 nearest markers to the centre of the prism.
NewMrk (x,y,z,x3,new)
Takes the three nearest nodes data (stored in x3) and the extrapolates a plane through them. Where this plane passes 
through the centre of the prism (coordinates stored in x,y,z) is saved into new. This is then added to the mrk buffer 
VelWeight (x,y,z,i1 ,i2,id,im,triangle,vweight,rmrk)
If  this is the 1** stage in the Runge-Kutta scheme then the velocity of the new markers must be found -  this finds the 
weights.
FindMrkVel (11 ,i2,id,im,triangle,vweight,rmrk,mvel)
If  this is the l"  stage in the Runge-Kutta scheme then the velocity of the new markers must be found -  this finds the 
velocity.
RemoveMrk (11,12, id, nn, pcenter, nmrktmp, mtmp,vtmp)
This is called if the number of markers in the buffer exceeds the maximum number allowed. It removes markers in such a way 
that there are always at least one in each prism.
MrkStats
Calculates the statistical information about the marker surface such as the average height of the markers and the area of the surface this is 
 then written to an output file._________________________________________________________________________________________
Figure 3.5
A summary of the subroutines employed by the code used to advance the markers within the 
Runge-Kutta scheme.
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3.3.2 Preliminaries, allan-keys and prisms
The distribution of markers is closely tied into the icosahedron grid used by TERRA. 
This is discussed in section 3.2.5, however it makes sense to explain several aspects of 
the grid here.
The icosahedron grid divides the surface of a sphere into a series of hexagonal areas. At 
the centre of each of these areas is a data point in the grid (or node). The grid is 
extended radially by stacking these layers one on top of the other. A hexagonal area 
stretched from the CMB to Earth’s surface forms a volume that shall be referred to as 
an allan-key. I f  we now consider the hexagonal area projected onto a sphere, we can 
divide this into a series of triangles whose volume when stretched radially we shall 
refer to as a prism. See figure 3.6.
Figure 3.6
An illustration of an allan-key and a prism. The 
icosahedron grid employed by TERRA divides a 
spherical surface into a series of hexagonal areas.
These are then extended radially to form a volume 
that is referred to as an allan-key. Each allan-key is 
divided into six volumes referred to as prisms.
The volume defined by a solid black wire frame is 
an allan-key. The grey shaded volume is a prism.
3.3.2.1 How are the markers stored?
Marker and information used by the marker code are stored in a number of common 
blocks. The main block is /m rk / this contains three arrays, mrk 
( i l , i 2 , i d , i m , 3) contains the positions of the markers in Cartesian coordinates 
(Xj,x2,x3) , in units of meters relative to an origin at the centre of the Earth; v e lm rk
( i l , i 2 , i d , i m , 3 )  contains the velocity of the markers in the first time step Runge- 
Kutta scheme, these are also stored in Cartesian coordinates and units of meters per 
second; nmrk ( i  1 , i 2 , id , im , 3) is an integer array that contains the number of 
markers present in each allan-key. Where i l , i 2 , i d  are the common coordinates used 
in the TERRA icosahedron grid; see section 3.2.5; and im  is the individual marker 
number of each marker in an allan-key.
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3.3.2.2 Initialising the markers
When TERRA is started the position of the markers needs to be put into the marker 
array. There are two ways in which this can be done: by generating a new marker 
surface or by loading in an old one.
A new marker surface is initialised by placing the markers on a spherical surface at the 
depth requested in the TERRA input parameter file: in te r r a . This is done in the 
subroutine m rk in it. This activates six markers in each allan-key and places them at 
the centre of the prisms owned by the allan-key.
Writing marker positions to files is performed by the subroutine mrkout. This 
produces one file per processor. It would have been possible to add the marker output 
into the standard output files used by TERRA. However there are advantages to storing 
the information separately. This makes it possible to create initial cases with the regular 
version of TERRA and gives our layered output more compatibility with other 
programs written to handle TERRA code, such as visualisation code like mantlevis. 
Output files are named in a similar manner to TERRA dump files... 
m [case num ber]. [MPI r a n k ] . [dump number]
...where [ca se  number] is a three digit number specified in in te r r a ;  [MPI 
rank] is the rank of the processor outputting the file (note that this starts at 0 not 1) 
and [dump number] is the number of times output files have been dumped.
The format of the marker dump files is as follows...
mO 0 0 . 0 0 0 0 . 0 1  the format o f a dump file
m t, n t , nm, mv -  A  header: this allows us to check that the run using the markers 
dump file had the same set up as the nm that created it.
nmrk ( i  1 , i  2 , id )  -  The number of markers in the allan-key i  1 , i  2 , id  
m r k ( i l , i 2  , i d ,  im, 1 ) ,  m r k ( i l , i 2  , i d ,  im, 2 ) ,  mrk ( i l , i 2  , i d ,  im, 3) -  
The Cartesian coordinates of the marker i l , i 2 , id ,  im  in units of meters. This is 
then repeated for all the markers in the allan-key, and then for all the allan-keys 
owned by the processor, this includes the halo region.___________________________
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Reading in marker information from these dump files is done by the m rk in  
subroutine. This effectively reverses the above process, i.e. reads from the files rather 
than writing to them.
0. .0
Figure 3.7
The areas owned by nodes in a 
subdomain. The black hexagons 
represent nodes unique to the 
subdomain while the grey 
hexagons show the nodes in the 
halo region. These are the nodes 
that are owned by the surrounding 
subdomains (on different 
processors). Some markers at the 
edge of the subdomain w ill require 
information about the velocity in 
the halo region to update their 
positions.
3.3.3 Updating the positions of the markers
It is only necessary to calculate the new position of markers owned by a processor and 
not those in the halo region. However to evaluate a marker’s velocity we need to know 
the velocities at the six nodes surrounding a marker. For markers at the very edge of the 
subdomain this w ill include nodes in the halo region. See figures 3.7 and 3.8. The 
velocity array in the normal version of TERRA is stored in the / v e l o /  common block 
however it only has a range of u ( 0 : n t , n t  + 1 , n d ,3 , n r+ 1) which falls short of the 
(0 : n t + l ,  0 : n t  + l )  range needed by the markers. There are a number of possible 
ways to overcome this problem. The size of the velocity array in /velo/ could be 
increased to include the extra nodes. However this would require substantial revisions 
to a number of subroutines within TERRA. Instead I opted to use a second array 
v e l (0 :n t + l , 0 : n t + 1 , nd, 3 , n r+ 1 ) that is stored in the /v e lh a lo /  common 
block. The data from the / v e l o /  array is copied into this array and the ‘missing’ data 
is filled in by using the halo-swap subroutines. This is done in the G et V e l subroutine.
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An artificial velocity field can be placed in the vel () array by calling the Fake Vel 
subroutine instead of GetVel. Currently this can add a number of velocity fields that 
rotates the markers around one of the Cartesian axes or a purely radial field that moves 
the markers up and down. These artificial velocity fields are used as a debug tool and as 
part of a validation test.
Once all the required velocity data has been found the individual velocities of each 
marker can then be found. This is a two-stage process: the nodes that contribute to the 
velocity of the marker must be found and then the weights o f these contributions must 
also be calculated. Each marker is owned by a particular allan-key and so we know that 
it is in the volume belonging to that allan-key. To find which nodes contribute to the 
markers velocity we must find the triangle that contains the marker, see figure 3.8. This 
is performed in the f  indtriangle subroutine. The pseudo code is below...
Pseudo code for the f induriangle subroutine
The markers coordinates are reduced to points on a unit sphere by dividing each 
coordinate by the height of the marker.
Loop over the 6 triangles.
Find the coordinates of the two nodes of the outer comers o f each triangle.
Find the coordinates of the point midway between these two nodes.
Calculate the distance from the marker to this point.
Check to see if  this distance is smaller than for previous triangle &  if  necessary 
update.
End loop over the 6 triangles.__________________________________________
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Figure 3.8
The triangles around a node. It is necessary to find 
which triangle a marker is in to calculate its 
velocity. Filled hexagons represent nodes, solid 
black lines and light grey dotted lines represent 
the icosahedron grid and the thick grey dashed 
line represents the area owned by the node. The 
numbers within each triangle are their numbers as 
defined within TERRA.
The triangle information can then be used as part of the V e l w e ig h t subroutine. This 
calculates the contribution of each of the nodes surrounding the marker to its velocity. 
These weights are defined by the shape function employed in the TERRA method and 
are defined as follows.
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Where a, a’, b, b’, c &  c' are distances defined in figure 3.9.
The lengths a, a', b, b1, c & c' are calculated from the positions of the nodes which are 
stored in Cartesian coordinates in meters in the / x n e x /  common block in the xne ( -  
1 : n t + l ,  0 : n t + 2 , n d , 3) array.
The markers velocities are then found by the F in d M rk V e l subroutine. The marker’s 
position is updated in the subroutine in a manner defined by the Runge-Kutta scheme.
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B1
A1
A The lengths a, a', b, b', c &  c' areV - - i 1 . - .
Figure 3.9
used to calculate the weighting 
coefficients of each marker in 
equation 2. These are used to 
interpolate properties of markers 
such as its velocity from the six 
surrounding nodes.
II
A2
C2
Pseudo code for the MoveMrk subroutine
If  this is the 1st time step in R-K then...
Update the position of the markers by half a time step
1
Store the velocity of the marker in /m rk / v e lm rk  ( i l , i 2 , i d ,  im , 2 )
3
Else if  this is the 2nd time step in the R-K scheme
Move the marker backwards half a time step using the velocity stored in /m rk /
v e lm rk  ( i l , i 2  , i d ,  im, 2 )
3
Move the marker forward one full time step.
End if
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3.3.4 The halo region and boundary swapping
Markers positions are updated using the velocity field and consequently markers are 
free to move around a subdomain. It is also possible for markers to move outside the 
subdomain that owns them and when this happens they must be passed to the processor 
controlling the subdomain to which they have moved. To do this each subdomain owns 
one unique region and additionally an area surrounding it known as a halo region. 
Within this halo region is data that exists in a neighbouring subdomain owned by a 
different processor. After there is any change to the values, parallel communication is 
used to update data in the halo region. Likewise data must be sent to neighbouring 
subdomains to update their halo regions. This process is known as halo or boundary 
swapping. This concept is illustrated in figure 3.10 and discussed in some detail in 
appendix B.
Applying a halo region to the grid used by TERRA: the region i l = l ,n t  &  i 2 = l , n t  is 
unique to the subdomain and is surrounded by a halo region. This region is displayed in 
figure 3. 11. During a boundary swap each subdomain must pass edge-information to 
six processors.
A boundary swap is performed in three stages. First the correct data is put into common 
blocks. Then it is sent to the relevant processors. At the same time information is 
received, that is then copied into the halo region. Data is copied in to a common block 
before being sent so that it is stored in one common location in memory; this speeds up 
sending the data. One consequence of using M PI send and receive commands is that a 
send command must be accompanied by a receive command and the data received must 
equal the amount being sent. In the case of a boundary swap this is not an unreasonable 
requirement, indeed if  we do not get back the same amount of data as we send then we 
would not have enough to fill the halo region. However the unusual distribution of 
subdomains in the icosahedron grid complicates matters. At the edge of diamonds 
subdomains do not align with one another in the same manner as they do within a 
diamond, this complicates which processors the data should be stored in. Boundary 
swapping is performed left to right and then right to left, with left being defined as in a 
westwards direction and right in a eastward direction. Left to right: data from the left 
hand side of the subdomain is copied into the correct arrays and then sent to the correct
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processors. Data is received and copied into the correct sections of the right side o f the 
halo region. Right to left: this is repeated with the right side of the subdomain being 
sent and the left side of the halo region being received.
The halo swap method is discussed in more detail in Appendix B. In particular the 
complications arising from the applying the method on an icosahedron grid are 
discussed in some detail.
Figure 3.10
A concept of halo swapping. Each processor owns one region unique to itself. It is 
surround by a halo region that contains data owned by a neighbouring node. 
Routinely in the calculation halo regions are swapped. This information can then be 
used by the local processor to continue its calculations
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I
Fig 3.11
The region owned by a subdomain for the n t= 8  case. Notice the halo 
region that surrounds the subdomain does not include nodes 0 , 0 and 
n t + l ,n t  + l
€) Allan-Keys in the 
halo region
f  Allan-Keys that 
must be sent to a 
neighbouring 
subdomain’s halo 
region
q  Allan-Keys that 
are owned 
exclusively by 
this subdomain
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3.3.5 Controlling the population of the markers
As described in section 3.2.5 each radial layer of the icosahedron grid is composed of a 
collection of nodes. Each node has 6 neighbours1 and a hexagonal region around it that 
can be thought of as being ‘owned’ by the node. See figure 3.8.
The region owned by the node can be extended vertically to form a hexagonal prism. 
For consistency we have chosen to refer to this shape as an Allan-key. Each Allan-key 
owns a number of markers. The array for storing the marker’s positions is in the 
form...
mrk ( i l , i 2 , id , im ,3)
Where i l , i2  represent the coordinate numbers of the Allan key. This is in the same
format as the reference system used by TERRA to number the nodes, ‘ id ’ is the
diamond number, ‘ im ’ the index of the marker. The number of markers is defined by
the parameter ‘nm’ declared in s iz e  .h  (see section 3.4.2.2). The positions are stored
in x,y,z coordinates in meters. This is done because TERRA stores the velocities in
meters per second and the time step in seconds.
Likewise the marker velocities are stored in ...
v e lm rk  ( i l , i2  , id ,  im , 3)
This velocity field is only used to store marker velocities during the first time step of
the R-K scheme. Both of these arrays are stored in the /m r k / common block.
To accurately model the buoyancy force at the interface between two chemical layers it
is desirable to have the marker interface placed at a resolution higher than that of the
force field. To make this the case in our method we force there to be at least six
markers in each allan-key. This means that the number of markers in a simulation is
higher than the number of data points on the lateral icosahedron grid of the next order
of refinement to the one being used. A demonstration of this is shown below.
If  we consider a single subdomain, where the number o f data points in one radial 
layer is Np and the number of markers is N m then when the order of refinement 
with mt Np and Nm are given by....
N p(mt) = mt2 ; N m(mt) = 6m t2
So at the next order of refinement on the grid (2mt) the number of data points 
is...
N p(2m t) = (2m t)2
1 With the exception of the ten pentagon nodes which are present at the points where three diamonds join
and at the poles.
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We compare this to the number of markers at a lower order of refinement...
N p (2 m t): N m (mt)
(2m t)2 :6m t2
4m t2 : 6m t2 
4 < 6
So the number of markers is always higher than the number of data points (in a 
_  radial layer) at a higher order of refinement of the icosahedron grid __
The purpose of the markers is to resolve the boundary between two chemical layers so 
that buoyancy forces can be calculated. To do this the ratio of the volume of the layers 
owned by each node must be found. It is desirable to have not just a high number of 
markers but also a good distribution of markers within each allan-key. To do this each 
allan-key is divided up into the six prisms (see section 3.4.2). By specifying that each 
prism must contain at least one marker we can maintain a good distribution of markers 
throughout each allan-key.
To enforce this condition after each time step in the R-K scheme we call the 
N e w a lla n k e y  subroutine. This serves two purposes. The new positions of the new or 
updated markers are checked to see if  they have moved to a new allan-key, if  this is the 
case then they are moved to this allan-key. The distribution of the markers within each 
allan key and the one marker-per-prism condition is enforced.
A logical question is “why is it necessary to do this after the first stage in the R-K  
scheme”? Once a marker’s position has been updated it may have moved to a new 
prisms and a new allan-key. To find the markers new velocity we need to know its new 
allan-key and prism. It is possible to do this without moving the markers to new allan- 
keys. However if  the marker has moved into the halo region the velocity array w ill not 
contain the data needed to calculate its new velocity. So to ensure that the new marker 
velocity can be found we must move markers to their new owner allan-keys. The 
number of markers that migrate into an allan-key may exceed the maximum number 
that can be stored within the m rk array forcing us to remove some markers. The 
simplest way to do this is by applying the marker population controls. Once we are 
forced to move markers to a new allan-key we are also committed to controlling marker 
population since the number of markers that can be owned by each allan-key is limited.
74
3 The marker method
3.3.5.1 Moving markers to new allan-keys
Once the position of the markers has been updated a boundary swap is performed. The 
new positions of the markers are then checked to see if  they have moved to new allan- 
keys.
The time step used by TERRA is determined such that a marker can (at most) move to 
a neighbouring allan-key during each time step. This means that only the surrounding 
allan-keys to those currently owning the marker need checking.
Pseudo code to find new owner allan-keys
Loop over allan keys
Loop over markers currently in the allan-key, and the surrounding allan-keys
Calculate the distance from the marker to the centre of the allan-key and the 
neighbouring allan-keys. I f  this is the nearest allan-key add the marker info to 
the arrays: mbuf f  ( ) ,  and v b u f f  ()
Control marker population in the buffers
End Loop over markers currently in the allan-key, and the surrounding allan-keys
End loop over allan keys
3.3.S.2 Conditions for creating markers
Marker population is controlled an allan-key at a time. Before new markers are created 
or old ones destroyed all the markers owned by an allan-key are copied into a buffer: 
mbuf f  ( (nm+mv) * 7 , 3 , 0 : 6 ) .  The size of mbuf f  is such that it can contain 7 times 
the maximum number of markers allowed in each allan-key. In this way we can ensure 
that if  all the markers owned by this allan-key and the neighbouring allan-keys are now 
owned by this node that there w ill be room for them in the buffer. The buffer also 
contains the markers owned by the six neighbouring nodes. Each prism is checked to 
see if  it contains a marker. I f  no marker is present in the prism a new one is created. A  
plane is projected through three existing markers. The new marker is placed at the 
intercept of this plane and the centre of the prism. The three markers used are found 
with the condition that they are...
1. The nearest marker to the centre of the prism between 0° and 120°.
2. The nearest marker to the centre of the prism between 120° and 240°.
3. The nearest marker to the centre of the prism between 240° and 0°.
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Where we have taken 0° to be the vector pointing to the North Pole on the spherical 
surface. This processes is illustrated in figure 3.12.
The method used to generate new markers.
a, A prism containing no markers. The region around the prism is divided up into 
three sections (between 0°-120°; between 120°-240° & between 240°-0°). The three 
nearest existing markers to the centre of each of the three regions are found.
The black triangle represents the base of the prism with no marker in it, other prisms 
are represented by grey dotted lines. Black dotted lines are the boundary of the 
regions in which we choose the nearest markers. These regions are taken from the
bearing they make with the centre of the prism from north.
b, A plane is projected through the three nearest markers and a new marker placed 
where this bisects the centre of the prism. The black lines show a wire mesh of the 
prism, the grey transparent surface is the plane through the three existing markers; the 
black dotted line is the line through the centre of the prism.
3.3.5.3 Conditions for deleting markers
Once the buffer containing markers in an allan-key has been treated such that there is at 
least one marker per prism markers can be deleted. It is necessary to delete markers 
since there is a maximum number of markers that can be stored in each allan-key. 
Markers are only deleted if  the number is greater than the allowed maximum. Markers 
are deleted by looping over the prisms in the allan key and deleting one random 
marker from each prism (a marker is not deleted if  it would mean that there would be 
no markers left in the prism) until there are the maximum number of allowed markers.
Markers are deleted in the rem oveMrk () subroutine.
N 0°
New marker
a,
Figure 3.12
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3.3.6 Controlling the number of markers
Parameters controlling the maximum and minimum number of markers are contained in 
s iz e . h. The number of markers in each allan-key is defined by nm with a variance 
controlled by mv. Since the marker population controls requires that each prism contain 
at least one marker the minimum number (nm-mv) of markers must be greater than or 
equal to 6.
During this section we have stated that there are 6 prisms per allan-key (or 5 for 
pentagon allan-keys). This is not strictly true and there is some grid refinement written 
into the marker code. By changing the parameter mp (in s iz e .h )  it is possible to 
change the refinement of the marker surface, mp defines the number of prism along the 
edge of a spoke. So the total number of prisms in each allan-key is give by 6xmp2. See 
figure 3.13.
b, mp=2; 24 prisms
d, mp=4; 96 prismsc, mp=3; 54 prisms  
Figure 3.13
Grid decompositions within the allan- 
keys. The number of prisms can be 
changed by altering the parameter mp 
in s iz e . h.
In all the cases used in this paper mp was set to 1. There has been only limited 
debugging of the marker code with mp set to any value other than 1. Running TERRA 
with a more refined grid for the markers is currently an untested procedure and could 
result in errors.
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3.4 Adding buoyancy forces associated with the dense layer
The density contrast (Ap) associated with the boundary is introduced in the buoyancy 
term of the force equation.
Where P is the non-lithostatic pressure, p is the density, u is the kinematic viscosity, 
vis the velocity, gis the gravitational force per unit mass, a is the coefficient of 
thermal expansion and AT is the temperature anomaly relative to the radial reference 
temperature profile.
The contribution of the density at each node is defined by the position of the node 
relative to markers i.e. whether the node is above or below the boundary. For nodes 
whose volume contains one or more markers the density is taken to be the average of 
the densities in the two layers weighted by the volume of each layer associated with the 
node. The volume ratio is found by subdividing the hexagonal volume horizontally into 
a series of triangular prisms. The average height of the markers in each prism is then 
used to calculate the volume of each layer within the prism. This is then repeated for all 
six prisms and the results are summed to give the volume of the upper and lower layer 
associated with the node. See figure 3.14.
—VP = uV 2 v -g ( aAT+ —  
P P
(3.14)
Figure 3.14
An example of the method used to find the ratio 
of the upper and lower layer volumes associated 
with each node. The hexagonal region ‘owned’ 
by a node is divided into six triangular prisms. 
The average height of the markers present in 
each prism is used to divide the prism i to two. 
The sum of the individual prisms volumes are 
used to give the total volumes associated with 
each layer and hence the ratio of the two.
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3.5 Analyzing the deformable surface and the layered system
There is little point in modelling a layered system if  we are not going to analyse its 
behaviour in any way. Modifications were made to TERRA to add output specific to 
the layered case. Many of these are calculated and outputted in an obvious manner. For 
example the method to calculate the standard deviation of the marker’s heights does not 
need explaining. However some output data needs more discussion.
3.5.1 The temperature in the layers
A number of methods were considered to calculate a representative temperature for the 
upper and lower layers. The first was to average the temperature of all the nodes 
present in a layer. This was rejected because it would sample thermal boundary layers. 
A second method considered was to (i) take the average height of the deformable 
boundary, (ii) use this to find the depth at the middle of the layer, (iii) then the average 
temperature of nodes at this depth could then be used to find the temperature in the 
layer. However, if  the layer is deforming then we could be sampling temperature in the 
other layer. Finally the method used was to take the average temperature of nodes at the 
midpoints between the marker surface and the upper and lower surface to get the 
temperature in the upper or lower layer respectively. By using this method we avoid 
sampling temperatures in the boundary layers (unless the layer gets too thin). We do 
not use points where the layer has pressed against the surface or CMB and so avoid 
sampling points that are not in the layer.
3.5.2 Calculating the surface area of the boundary defined by 
the markers
The marker surface can be expressed as r(0, (p) where r is the radius from the centre of 
Earth and 0, cp are the coordinates in a spherical geometry.
The surface area of a section of this surface can then be given as [Garboczi 2002]...
.. .and so the total surface area is...
2
(3.15)
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2n it
S= J J,
=^0 0=0
0r
p*.
+
' d x f
v s e ,
sin2(0 )+ r2sin2(o)
X
Md<j> (3.16)
We can then apply this to the marker surface...
S= I
All radial 
spokes
'A r  V
+
^Ar
v A 0 y
sin2(0 )+ r2sin2(0) (3.17)
Where r is the average height of the markers in each radial spoke. Within the TERRA 
grid this equation can be written more completely as...
nd nt nt
s = £ I 2 X i2.M
Where...
id=l il=l i2=l
^ A r  v
+ ' A e V
v A0 j
sin2(0 )+ r2.2.dsin2(0)
X
A f y  2 1+1,i 2 -1 ,id * i 1-1 ,i 2+1 ,id )
A r 0 ~  "4 ( r i 1 ,i 2-1 ,id ~  r i 1-1 ,i 2,id +  r i 1+1 ,i 2,id ~  r i 1 ,i 2+1 ,id )
A(f) =_ i  2 tan
-l f y ^A il+ l,i2 -l,id (-ta n -l
^ y  y  i 1+1 ,i 2-1 ,id j
A0 = A (/>
X  i 1—1 ,i 2+1 ,id
 ^y i 1-1 ,i 2+1 ,id ) j
(3.18)
(3.19)
(3.20)
(3.21)
(3.22)
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4. Analysis of the marker method
4.1 Verification tests
The methods used to validate different components of the marker code are outlined as 
well as the results of these tests. These give an overview of the errors in the marker
4.1.1 Velocity interpolation: up and down method
Velocity interpolation is the simplest element of the code to validate. It has been tested 
by applying a radial field to the markers i.e. the markers are moved up and down with 
no tangential component to their motion.
Validation is achieved by describing the position of the markers with a simple equation. 
This is then differentiated to give the velocity field that is calculated in TERRA at each 
of the nodes. The velocity of the markers is then interpolated from the velocity o f the 
six surrounding nodes during the Runge-Kutta time step.
So if  we describe the position r(x, y, z) of each marker as...
Where r is the radial unit vector r = (x ,y ,z) &  w = 2 rc/T T is the period o f the
oscillation of the markers and A is the amplitude, then this can be differentiated to give 
us the velocity...
So by applying this velocity field we know four values about a marker at each point in 
the calculation. These four values are...
1. The velocity is interpolated from the six surrounding nodes. vTERRA (vTx, vTy, vTz)
2. The real velocity is calculated for the marker with the velocity equation (4.2)
method.
r = Asin(wt).r (4.1)
v = wkcos(wt).r (4.2)
V Real ( V R x»V R y»V Rz )
Vjfc = Awcos(wt).x 
vRy = Awcos(wt).y 
vfe = Awcos(wt).z
(4.3)
(4.4)
(4.5)
81
4 Analysis o f the marker method
3. The position of the marker is calculated by advancing it with a Runge-Kutta scheme
*TERRA T ’ Y t  » )  •
4. The position of the marker can be found from equations 4.6, 4.7 &  4.8
The test was run for an mt=32 case on 32 processors. ‘A ’ was set to 1,000km and T to 
40 Billion years. The time step was controlled by TERRA and the imposed velocity 
field was applied only to the markers. The markers were not active (there was no 
density contrast associated with the boundary). The markers were initialised at a 
spherical shell at 1500km depth and the run performed 20,000 iterations. The markers 
completed seven cycles. The size of the velocity error associated with interpolating the 
markers velocity from the surrounding nodes had its largest values when the markers 
were at the maximum and minimum of their oscillation where the velocity was 
smallest. Figure 4.1 shows the results for an example marker though it should be noted 
that all markers showed very similar results.
The velocity error has it largest values of 0.1% when the imposed velocity field tends 
towards zero. The position error has an oscillatory nature with largest values at the 
maximum and minimum of the oscillations. The decay in the markers position errors is 
caused by the increase in total distance travelled by the marker with the marker 
consistently being 5km from its predicted position at the maximum of an oscillation.
xR = Asin(wt).x 
yR = Asin(wt).y 
zR = Asin(wt).z
(4.6)
(4.7)
(4.8)
The errors are defined as the difference between the expected and observed ...
ERROR Velocity
(V R x ~ V T » ) 2 + ( V R y ~ V T y ) 2 + ( V R z ~ ^ T z ) 2 ^ (4.9)
ERROR Position — x 100%
{Total distance moved}
 (4.10)
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Figure 4.1
An imposed radial velocity field was employed with a 
time scale of 40 Billion years and an amplitude of 
1000km for an mt=32 run. The data shown is the errors 
for a marker in the 1st subdomain. The x-axis shows the 
number of iterations and the y-axis the error as a 
percentage.
4.1.2 Marker generation and destruction: round and round
Testing the successful passing of markers from allan key to allan key and from 
subdomain to subdomain is done using an identical method to that used by Stegman et 
al. [2002a] to test his particle code. Markers are initialised in such a way that they all 
lie on a spherical shell at a given radius. A tangential field is applied to the markers and 
they rotate as a fixed body around the pole. It is not possible to check the position of 
individual markers since markers w ill be generated and destroyed by the marker 
population controls described in section 3.3.6. Controlling the population o f the 
markers. Instead the average height of the markers and their standard deviation are used 
to judge if  the markers are being created and destroyed in a successful manner.
The fake velocity field applied is given by...
f x] '-Qy>
y = Qx
A v 0 ,
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Where Q=27i/Tr and Tr is the time for one complete revolution. The fake velocity field 
is only applied to the markers and TERRA solves the conservation equations (3.3, 3.4 
& 3.5) in the usual manner (see section 3.3.2). The size of the time step is controlled by 
this processes and so we must make sure that the angular velocity applied to the 
markers is not too large and requires them to move beyond a neighbouring allan key in 
one time step.
The code was run for 20000 iterations for an mt=32 case on 32 processors with T=5 
Billion years. The total time simulated was 61.34 Billion years, achieving just over 12 
rotations. One of the fundamental assumptions of the marker code is that markers only 
migrate to neighbouring allan keys during a time step. This is normally enforced in 
TERRA by altering the size of the time step by measuring the largest velocity. For the 
imposed velocity field this condition is not imposed and the markers could migrate 
across multiple cells during a single time step. We shall now use some simple 
calculations to validate that the angular velocity used for the imposed velocity is not 
too large. The grid used is mt=32 so the number of allan keys around the pole is 
32x5 = 160. It takes 970 to 400 iterations for a marker to migrate completely around 
the polar axis. The average number of iterations for a marker lying on the equator of the 
rotation to pass through an allan key is 400 -s-160 = 2.5.
The results of the calculations can be seen in figure 4.2. Just over 12 rotations are 
achieved during the run with the average height of the markers falling by 28.826km and 
the standard deviation reaching 29.165km. The trend for the surface to edge inwards is 
thought to be caused by the numerical rounding in the code used to calculate the 
imposed velocity field. This can be verified by looking at the output o f runs in which a 
different value of T is used to rotate the markers. The rate of descent of the markers 
does not vary with the speed at which they are rotated or the size of the time-step used 
by TERRA. It remains consistent at ~14m per iteration. The size of the standard 
deviation increases linearly with the distance the markers have moved from their 
starting point. I f  we take the size of the standard deviation to be representative o f the 
error in moving the markers and compare this to the distance moved by the markers 
(6370-1500 )x27ix 12 = 367,189km then we see an error of (29-^367,189) xl00%  » 
0.0079% which per iteration works out to be 0.0079% -s- 4000 « 0.000002%. This is 
consistent with the results found from the up and down test and suggests that the 
markers are being migrated, generated and destroyed in an acceptable manner.
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Figure 4.2
The results of a rotation verification test. The x-axis shows the number 
of iterations & the y-axis the height in km. The line shows the average 
height of the markers. The error bars show the size of the standard 
deviation of the markers heights.
4.2 Parallel program performance
It is only worth all the effort of writing a computer program to run on parallel 
computers if  there is some advantage in doing so. Normally the desired purpose is to 
make the program run faster. In the case of TERRA and many other parallel programs 
it could equally be argued that the purpose of parallelising the program is to allow it to 
run on machines with more RAM than can be offered by a single workstation.
If  this were sole reason then we would expect the program to be written so that it could 
run on a shared memory machine rather than distributed memory machine.
The increase in performance of a parallel program is normally measured in reference to 
its performance when it is run on a single processor (i.e. not in parallel). I f  the program
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is then nm on two processors we would hope that it may take half as long and take a 
quarter of the time on four processors, and so on. This would be the ideal increase in 
performance but the communication between nodes and other limiting factors mean 
that it is unattainable. We may expect that as we increase the number of processors 
used to solve a particular problem that the time taken to solve it w ill go on decreasing, 
however there w ill come a point at which so much parallel communication is needed 
that the calculation w ill start to take longer as the number o f processors used increases. 
The performance of a parallel program is often expressed in terms of its speed-up S(n). 
This is a measure of the processor time taken to perform a benchmark test on one node 
T (l) divided by the time it takes when the same benchmark calculation is performed on 
n processors T (n )...
S M - H  (412)
A speed up curve shows the parallel performance o f a program as the number of 
processors used is varied. An example of a normal speed up curve is shown in figure 
4.3. We use these curves to choose how many processors to run the program on. Once 
the speed up curve has become level there is no advantage to using more processors. 
Normally we would choose a smaller number of processors.
Figure 4.3
An example of the normal speed 
up curve for a parallel program. 
The x-axis is the number of 
processors n, while the y-axis 
shows the speed up.
For few processors there is 
almost ideal speed up (the grey 
line), as the number of 
processors increases the 
performance decreases until we 
reach a point where the speed up 
decreases.
S(n)
A second parameter: the parallel efficiency E(n)...
r fn ) S(n) T (l)
( ) '  n ~nT(n ) (4.13)
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...contains very similar information to the speed up. E(n) has values between zero and 
one, the closer E(n) is to one the more efficient the program.
4.2.1 What is the best number of processors to use?
To find the optimum number of processors on which to run the marker code a number 
of benchmark tests were run on the Helix and NESSC supercomputing clusters. These 
tests were performed on a range of number of processors and grid sizes. The results can 
be seen in table 4.1 and figure 4.4.
The speed up curves shown in figure 4.4 show that the performance of the program 
increases as the number of points in the grid increases. We see almost perfect speed up 
for mt=128 cases. It is most probable that the performance of marker program will 
decrease when it is run on a higher number of processors than 128, however since we 
do not have access to a machine with this many nodes it is not a concern.
In summary I would suggest that for the best performance I  would run mt=32 cases 
on 8 or 16 nodes; mt=64 on 32 or 64 nodes and mt=128 on as many nodes as are 
available.
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Computer mt np Total Time Speed up Peff
NESSC 32 4 422.53 4.00 1.00
NESSC 32 8 194.09 8.70 1.09
NESSC 32 16 129.58 13.04 0.82
NESSC 32 32 65.69 25.72 0.80
NESSC 64 4 3375.72 4.00 1.00
NESSC 64 8 1571.66 8.59 1.07
NESSC 64 16 886.44 15.23 0.95
NESSC 64 32 399.12 33.83 1.06
NESSC 64 64 282.96 47.72 0.75
NESSC 64 128 158.53 85.17 0.67
NESSC 128 16 6754.44 16.00 1.00
NESSC 128 32 3241.83 33.33 1.04
NESSC 128 64 1856.96 58.19 0.90
NESSC 128 128 851.78 126.87 0.99
Helix 32 4 223.45 4.00 1.00
Helix 32 8 115.57 7.73 0.97
Helix 32 16 70.42 12.69 0.79
Helix 32 32 40.28 22.18 0.69
Helix 64 4 1493.8 4.00 1.00
Helix 64 8 798.19 7.48 0.94
Helix 64 16 462.88 12.90 0.81
Helix 64 32 240.58 24.83 0.78
Helix 128 32 1688.56 32.00 1.00
Helix 128 64 868.39 62.22 0.97
Table 4.1
Performance of the marker code on the NESSC and Helix super computers. The 
benchmark test had minimum input and output and was run for 100 iterations.
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Figure 4.4
The speed up graph for a range of grid sizes run on the two super computers 
available. Increases in mt represent an increase in the grid size used and hence the 
size of the problem being solved.
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4.2.2 The effect of the marker code on the performance of 
TERRA
To investigate the increased computation time added by the marker code to TERRA 
three benchmarks tests were performed. The first benchmark test was the default 
TERRA code with no markers, while second test was the TERRA code with passive 
markers (no density contrast) and third test used active markers (a 2% contrast over the 
boundary). A ll cases were run for 500 iterations on a TERRA grid size that contained 
1,310,720 nodes (m t=64) that were divided over 8 processors. The results are shown in 
table 1. We see that the advancement of the markers adds little overhead to the 
calculation (around 30%). However, the addition of buoyancy forces does decrease the 
performance of the code with a slowdown of more than 100%. The overhead is 
incurred in the greater effort required to solve the velocity field.
Run Wall clock time 
(hours: minutes: 
seconds)
Total run 
time (s)
No. of micro 
seconds used by the 
move marker code
No. of micro 
seconds used by the 
marker buoyancy 
code
1 1:21:26 3766.130 0.000 0.000
2 1:42:18 4946.910 4310.000 0.000
3 2:35:39 7524.890 4750.000 520.000
Table 4.2
The effects of the markers on the performance of the marker code. Run one is the 
default TERRA code, run two passive markers &  run three active markers. The 
performance is significantly compromised when the markers are activated with 
passive markers having little effect on the performance.
4.3 Resolution test
When we perform a run using TERRA we need to ensure that the spacing of the grid 
being used is sufficiently small to resolve features in the calculation. To check that this 
is the case it is usual to run a test case where a calculation is repeated with a finer grid 
spacing. It is desirable that the two runs are identical in every way save the resolution 
of the grid on which they are performed. The results are then compared and if  they are 
significantly different then this suggests that at least in the case with the coarser grid 
spacing the system is unresolved.
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A resolution test was run with grid spacing of mt=64 and 128 (see section 3.2.5). The 
system had both bottom and internal heating. The viscosity structure within the system
varied with depth. Parameters used can be seen in table 4.2.
Parameter Value
Depth of marker surface Dk 1500 km
Temperature of surface T s 1060 K
Temperature o f CMB T cmb 3000 K
p upper layer Po 5.00xl03 kg
p lower layer Pi 5.20xl03 kg
Ap/p 4%
Dynamic viscosity r| 4.000xl023 Pa s (with radial
layering)
Rate of internal heating Qrad 4.50 xlO '12 W kg'1
Volume coefficient of thermal expansion a 2.0x10‘5 K '1
Specific heat at constant volume Cv lx l0 3J kg'1 K '1
Rayleigh number Rax 8.4x104
Table 4.3
The parameters used in the convergence test. The Rayleigh number presented in this 
table was calculated by TERRA using the method outlined in Appendix F.
The initial condition used was generated using the normal method of allowing the 
system to convect with whole mantle convection from an initial spherical harmonic 
temperature field. The interface for the layered convection was introduced as a flat 
surface at 1500km depth. The initial thermal structure was identical to that used in 
chapter 6.
To transfer the initial case from a lower grid to a higher resolution grid, code written by 
Prof. Peter Bunge (Munich) was used. This uses a linear (first order) interpolation 
method to find the value of the temperature field at the new grid points. This is not an 
ideal method of interpolating; since we assume that the initial temperature field is 
resolved at the lower grid spacing, Shannon sampling theory [Gonzalez & Wood 1992] 
states that the field should be over sampled and that the ‘true’ values of the temperature 
field at any point can be found. However the calculation to do this becomes very 
expensive and the order of the interpolation is equal to the number of points within the 
grid. The first order method is probably sufficient but since the true values of the 
temperature field have not been found the two initial cases cannot be thought of as 
perfectly identical. This train of thought can be continued. I f  a TERRA calculation is 
resolved then it w ill be over sampled, if  it is unresolved it w ill be under sampled. A 
Fourier investigation of the thermal structure may be able to detect which of these two 
cases the system is in by identifying any aliasing in the power spectrum. The advantage
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of this method is that it could be run automatically at the beginning or end of each 
calculation and be part o f the standard output.
The mt=64 and mt=128 were run for 77.278 billion years; this corresponds to 17 over 
turns of the system. Figure 4.5 shows mantlevis images of the two cases at the end of 
the runs. The two final cases are similar -  but not identical. The plan form of upwelling 
features in the lower layer is similar in both case and this figure does not suggest that 
the lower resolution case might be unresolved. A more detailed description of the state 
of the two simulations is shown in table 4.4. This compares a series of parameters 
outputted during the simulations. These all agree to within one percent and suggest that 
the system is resolved. However the area parameters do not agree well. Further 
investigation how parameters vary with time in the calculation are displayed in figure 
4.6. The variation of the thermal structure and the Nusselt number with time show good 
agreement. However the non-dimensional area variable is consistently larger in the case 
with a higher grid resolution, however the shape of the variations is consistent. We 
suggest that this discrepancy is caused by using a different scale to measure the surface 
area. I f  this is the case then the mt=128 surface area is around 1.3 times that of the 
mt=64 surface area.
Variable mt=64 mt=128 % Difference
Rms surface velocity 
Mean surface heat flux 
Nusselt number 
Area Variable 
Temperature of upper layer 
Temperature of lower layer
0.1219 cm/year 
0.006313 Wm'2 
7.089±0.025 
0.3370±0.0212
0.1230 cm/year 
0.006308 Wm'2 
7.067±0.022
0.426210.0147
-0.902 % 
0.079 % 
-0.167%  
-26.491 %
1275.485il.010K 1281.42711.026K -0.466%  
2405.61112.152K 2429.26813.068K -0.983 %
Total
Table 4.4
Output parameters of the convergence test. In cases with errors quoted the value of 
the parameter is the average value of the parameter in the calculation between 50 and 
70 G years in the simulation. The errors quoted are the standard deviation of the 
parameter during the same time.
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Figure 4.5
The same but different. Shown are mantlevis images of the layered structure of 
identical cases but run with a grid resolutions of a, mt=64 (1,351,680 node points) b, 
mt=128 (10,649,600 node points). The deformable boundary is represented by a semi 
transparent surface and an isosurface at 2000K is shown.
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Figure 4.6
Results from the resolution test, a, The area of the deformable boundary during 
the runs at both resolutions. The manner in which the area changes in time is 
very similar however the scale of the area is larger for the cases in which its 
area is estimated on a higher resolution scale grid, b, The Nusselt number of 
both runs, c, the thermal structure of runs. Ttop & Tb0t are the temperatures of 
the upper and lower layers respectively. These are both plotted on the left axis. 
Tdiff is the difference between the temperature in the upper and lower layers. It 
is plotted on the secondary axis on the right.
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4.4 Entrainment
Davaille [1999b] presented the following formulas to describe entrainment in a two- 
layered system...
Where Qj is the volumetric rate of entrainment from the lower layer to the upper layer, 
Ql is entrainment form the upper layer to the lower layer, Ci and C2 are constants found 
by Davaille [1999b] to have values of 0.0012 (± 32%) and 0.0481 (± 17%) 
respectively, k  is the thermal diffusivity, h o  is the vertical length scale in the 
denser/lower layer, B is the global buoyancy ratio defined in equation 2.10 
(B=Ap-^paAT), and Rai &  Ra2 are the Rayleigh numbers in the lower and upper layers 
respectively.
In deriving these equations Davaille makes several assumptions, many of which will 
have significance when applying her results to our simulations. I present these 
assumptions here as a numbered list and w ill then discuss each in turn...
1. Upward entrainment always takes the form of plumes.
2. Downward entrainment always takes the form of sheet inclusions.
3. The layout of the cells is as shown in figure 4.7. A  square cell of half width L 
has two edges of sheet -like  downward entrainment; the centre of the cell 
contains a plume of width 8P which has a velocity of Wp in its centre. The 
plume is fed by a hot region of radius ‘a’ below the cell.
4. Entrainment requires viscous coupling between the two layers.
5. The viscosity force has negligible effect on entrainment and buoyancy forces 
dominate.
6. The temperature difference across the whole system AT is equal to the 
interfacial horizontal temperature difference ATb. ATb is defined [Davaille 
1997b, page236] as the difference between the temperature at the interface at 
points of downward entrainment and upward entrainment.
(4.14)
(4.15)
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7. The radius ‘a’ of the heat source for a plume is directly proportional to the size 
of the viscous cell half width L of the plan form of entrainment on the interface. 
See figure 4.7.
8. The Boussinesq approximation for an incompressible fluid is applicable to the 
mantle.
Davaille’s equations are derived in detail in Davaille [1999b] and in the two following 
bracketed sections.
Throughout this section I have used the same syntax as Davaille [1998b] to allow an 
easy comparison of our work.
2L
2L
Layer 1
Figure 4.7
The plan-form of entrainment as described by Davaille [1999b]. A cell of 
half width L is bound on two sides by down going sheets of width d. 
Viscous drag entrains upper layer material into these sheets. The width of 
the schlieren material is 5. The down going sheets have velocity Ub.
In the centre of the cell is an up going plume that is fed by an 
anomalously hot region of width ‘a’. The plume has width 5P and via 
viscous drag captures a tendril of schlieren material of width 8e. The 
plume has a velocity of Wp.
Material in the upper layer (layer 2) is shown in blue. Material from the 
lower layer (layer 1) is shown in yellow. The thick black line represents 
the boundary between the two layers.
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Rates of entrainment from a 2D sheet
The build up of hot material below the interface and cold material above it produces a 
high horizontal temperature variation. The amplitude of these temperature variations 
ATb is defined [Davaille 1997b, page236] as the difference between the temperature at 
the interface at points of downward entrainment and upward entrainment.
We consider entrainment of a thin sheet of schlieren material within a larger sheet that 
is captured by viscous drag forces. See figure 4.8
Figure 4.8
A subducting sheet of 
thickness d uses viscous 
drag to capture schlieren 
material of width 5. The 
sheet has velocity U b .
Rossby [1965] used the Boussinesq approximation for an incompressible fluid to 
determine the relationship between the thermal boundary layer thickness and RaB 
(assumption eight)...
d = LRaBx
U B « ^ ® - = - R a
WB* ^ = -  
B d L
(4.16)
(4.17)
4 (4.18)
Where d is the physical size of the thermal boundary at the interface, L is the half 
width of the cell, Ras is the Rayleigh number based on A T b , U b  and W b  are the 
horizontal and vertical velocity components at the boundary respectively, \|/b is the 
stream function at the interface, and k  is the thermal diffusivity. RaB is given by...
_ agpATRL3
RaB = - ^ — (4.19)
KTli
Viscous coupling at the interface forces a thin sheet upper layer material of thickness 8 
to be entrained into the lower layer (assumption four and two). By assuming that the 
viscous drag is balanced by buoyancy forces...
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aATngd- — g8 « —Bgd gS
P p d pL2 ^ aB
(4.20)
(4.21)
Substituting equation (4.16) into equation (4.20) ...
o A T g g L R a ^ -^ g S
P pL2
And by taking the leading order Davaille drops the viscosity term (assumption five) to 
give:
«ATBgLRa^ = — g8 
P
5 K L ^ l B Ra-X
Ap
(4.22)
(4.23)
We can now find the volumetric rate of entrainment Q; by multiplying this by the 
vertical velocity component and extending to the 3rd dimension...
Q i = 5LUb ~ k L
Ap (4.24)
We need to remove several unknowns from this equation. Davaille sets ATB=AT 
(assumption six); a oc L (assumption seven) and sets the characteristic length scale L to 
be equal to the depth of the most viscous (lower) layer ho...
Q, =C.
B
Raf (4.15)
Rates of entrainment from a plume
We consider a plume at the centre of a cell fed by a hot region with radius ‘a’ (see 
figure 4.7), a thin region of schlieren material is captured by viscous drag and is 
carried in the centre of the plume. See figure 4.9.
Figure 4.9
A plumes of diameter 8P 
uses viscous drag to 
capture schlieren material 
of diameter 8e. The plume 
has velocity Wp.
Layer 2
______
98
4 Analysis o f  the marker method
This situation has already been studied by Singer [1986] and Olson et al [1993]. They 
found that the plume width 8P and the velocity at the centre o f the plume Wp are given 
by...
8p «aR a-* (4.25)
Wp « - R a f  (4.26)
a
Where k is the thermal diffusivity and Raa is the Rayleigh number using the interfacial
horizontal temperature variation ATb (see the preceding boxed section) and the length
scale ‘a’ of the hot anomaly feeding the plume.
(4.27)
1<^ 2
Where rj2 is the dynamic viscosity of the upper layer.
Balancing the buoyancy forces with the viscous forces...
.  Ap i i i  W p a A T g 8  g5e ^ (4.28)
P
Substituting in equations 4.26 &  4.28.
aATBg aR a/‘ -  —  g5e « Ra£ (4.29)
P pa8p
And by taking the leading order of this Davaille drops the viscosity term (assumption 
five) to give:
aATgaRa~x = — g8e (4.30)
P
5 = a
aATBp
Ra”x (4.31)
Ap
We can know find the volumetric rate of entrainment Qf and substituting in equation 
4.26...
Q t =Jt5eWp «ica
apATj
2
Ra? (4.32)
v AP j
We need to remove several unknowns from this equation. Davaille sets ATb=AT 
(assumption six); a oc L (assumption seven) and sets the characteristic length scale to 
be equal to the depth of the most viscous (lower) layer ho...
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K h ,
Q t = C i —f  Ra? (4.14)
B
4.4.1 The plan-form of entrainment
We shall now examine the assumptions used to produce equations 4.14 & 4.15. 
Assumptions 1 and 2 are not particularly troublesome for the equations in the form that 
Davaille presents them. In this form there are two equations: one describing sheet-like 
entrainment and the other plume-like entrainment. However, Gonnermann et al. [2002] 
uses equations 4.14 &  4.15 and the work of Sleep[1998] with assumptions 1 &  2 to 
create equation 4.33 in which the total entrainment from over the deformable interface 
is found.
_ pCp CH"'B“2RaK
Q = —  ----------- ;—  (4.33)
k 1 + yB
Where, Q is the entrainment rate (upward + downward volume flux), C is an 
experimentally derived constant with a value of 0.2.
For B>0.2 C=0.2 [Daville 1999b], k is the thermal diffusivity, Cp is specific heat, p is 
density, H is the total fluid depth, B is the buoyancy ratio as defined by Davaille 
[1999a], Ra is the Rayleigh number and y is viscosity ratio (equal to one in our 
calculations).
If  assumptions 1 &  2 are not valid then it casts doubts over the validity of equation 
4.33.
In the cases that Davaille and Gonnermann et al. study the bottom layer is nearly 
always more viscous. Since our calculations are isoviscous it is not possible to 
rigorously test the plan form they suggested. However, for the simulations of bottom 
heated convection presented in chapter 5 we see a trend of the plan form of entrainment 
changing with the depth of the interface. When the boundary between the two layers is 
shallow in the mantle the upward entrainment is in the form of plumes and the 
downward entrainment is sheet-like. As the boundary is moved to deeper depths this 
changes with the upward entrainment becoming sheet-like and downward entrainment 
taking the form of cylindrical downwellings.
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A consequence of this is that Davaille’s formulae are only applicable to our cases when 
the layer is placed at shallow depths and in cases where there is viscosity increase at the 
same depth as the interface.
The overall plan-form of entrainment suggested by Davaille of a 2D sheet extended 
into the 3rd dimension and a plume in the centre of the cell does to some extent agree 
with the observations we see in our bottom heated calculations. For shallow layers we 
see a convection cell system like that in figure 4.7. However, rather than the square 
system we see a range of cell shapes. These vary from triangular to hexagonal. This 
may have an effect on the effectiveness of the sheet like entrainment compared to the 
cylindrical entrainment and the value of C2 may be different in a spherical geometry.
4.4.2 The effects of viscous coupling
Davaille [1999b] describes the mechanism for generating entrainment in her tank 
experiments. Convection begins in both of the layers, the plan form of which is induced 
by the small thermal heterogeneities at the interface. Coupling between the two layers 
is viscous. Consequently flow in both layers converges at lines on the interface and 
cusps form. The viscous drag at the interfaces is sufficient to overcome buoyancy and 
entrain material from one layer to the other. However, when Davaille comes to derive 
her equations for entrainment she drops the viscous term from the equations (see 
equations 4.14 &  4.15 in section 4.4. We shall check this assumption by repeating 
Davaille’s calculations without dropping the viscosity terms.
Sheet-like entrainment
We consider the case of a sheet o f width d which is capturing a sheet of entrained 
material of width 8 . We start with equation 4.21 that balances the buoyancy and 
viscous forces of the plume.
aA T ggL R a^- — gS « - ^ R a |  (4.34)
P pL
Where a  is the thermal expansivity, ATb the interfacial horizontal temperature 
variation, g the gravitational constant, Ap the density contrast across the chemical 
interface, Rae is Rayleigh number based on ATb, p is the reference density, k is the 
thermal diffusivity, r|i the dynamic viscosity of the lower layer and L is the half width 
of the cell.
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8 * -2 -a A T BL R a ^ — ! ^ R a g  (4 35)
Ap B B Ap pgL B 1 '
We can now find the volumetric rate of entrainment Qj and substituting in equation
4.17 (U B ® KRag-i-L)
Q4 =8LUb « - ^
Ap aATBLRaB^ - A r RaBPgL
Rag (4.36)
Q  p c ^ T B K L ^ ^ j l p a  R a g
Ap ApgL
We now use some simplifications: ATb=AT (assumption six) and set the characteristic 
length scale to be equal to the depth of the most viscous (lower) layer ho...
Q| =C2{i| LRa^ f 1^ Ra4  <4‘38)[ B Apgh0 J
Plume-like entrainment
We consider the case o f a plume of width 5p that is capturing a tendril of entrained 
material of width 8e. We start with equation 4.29 that balances the buoyancy and 
viscous forces of the plume.
aATBgaRa‘ >s -  —  g8 e « Rag (4 .39 )
P pa8p
Where a  is the thermal expansivity, ATb the interfacial horizontal temperature 
variation, g the gravitational constant, a the radius of the source region of the plume, Ap 
the density contrast across the chemical interface, Raa is Rayleigh number of the source 
region of the plume, p is the reference density, k  is the thermal diffusivity, r\i the 
dynamic viscosity o f the upper layer.
R a a = agpATa^
Ktl2
To remove the 5p unknown from equation 4.39 we substitute in equation 4.25
( 8 p « a R a /6)
aATBgaR a/6- — g6 e « ^ R a f 6 (4 .4 1 )
P pa
Rearranging we arrive at...
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g  poATg a ^ a  yt — tjjK Rax (4.42)
Ap a Apga '
We can know find the volumetric rate of entrainment Qj and substituting in equation 
4.26(W p «K R af H-a)...
Qt = S2W . « - | . Pg4JB_aRa--^— M _ R ax l  Raa’ (4.43)
T e p a \  Ap a Apga2 a J a
(4.44)
a I Ap Apga
We now use some simplifications: ATb=AT (assumption six); a oc L (assumption seven) 
and set the characteristic length scale to be equal to the depth of the most viscous 
(lower) layer ho...
QT = c ' )T  f e  R4  “  7 ^  Ra^ !  (4l44)h0 [ B Apgh0 J 
Note that Ci w ill not have the same value as that derived by Davaille.
TTTThe two equations describe the rate of volumetric entrainment (m s' ) from a single 
cell that considers both buoyancy and viscous forces.
2
Qt = Cj —  \ — Ra^ — - -K Ra^ I - Plumes (4.44)
V t ApghJ 2 \
Q 1 = C2{ ^ Ra^ - ^ Ra4  - Sheets (4.38)
B Apgh0
Where...
_ aipgAThnRaj = —u-s------ o (4<45)
Ktii
Ra2 = o1pgAT(H-hJ (4.46)
*n 2
Where Rai and Ra2 are the Rayleigh numbers of the lower and upper layers 
respectively, r|i and r|2 are the dynamic viscosities of the lower and upper layers
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respectively, ho is the depth of the more viscous/lower layer and H is the depth of the 
whole system.
We calculate the values of the terms in equations 4.38 and 4.44 for the earth-like values 
quoted in table 4.5.
Sheet-like entrainment
Buoyancy term KhoRai1/5-r-B =5.827 m V1 per cell
Viscosity term r|iK2R a i4/5-rApgho2 = 0.076 m V1 per cell
Plume-like entrainment
Buoyancy term KhoRa21/6^ -B2 = 11.90 m V1 per cell
Viscosity term rj22K3Ra27/3^ Ap2g2ho5 = 9278 m3s' 1 per cell
For sheet-like entrainment the viscosity term is two orders of magnitude smaller than 
the buoyancy term and can be neglected. However, for plume-like entrainment the 
viscous term is two orders of magnitude larger than the buoyancy term. In this case it is 
not valid to abandon the viscosity term. This suggests that the chemical buoyancy force 
is not sufficient to stop sheet-like entrainment in Earth’s mantle, and that viscous forces 
play a dominant role in driving plume-like entrainment.
We repeat these calculations for the parameters used in the entrainment calculation 
presented later in this section.
Sheet-like entrainment
Buoyancy term KhoRai1/5=B =19.07 m3s_1 per cell
Viscosity term r|iK2Rai4/5^Apgho2 = 0.062 m V1 per cell
Plume-like entrainment
Buoyancy term KhoRa21/6-^ B2 =10.49 m V1 per cell
Viscosity term rj22K3Ra27/3-J-Ap2g2ho5 = 1.951 m V1 per cell
So in this case the viscosity term is sufficiently small for it to be neglected.
It is desirable to perform these calculations using the parameters in Davaille’s 
experiments. However, this is not possible because she does not quote the parameters 
shown in table 4.5 for her experiments. It is likely that for her experiments the 
magnitude of the viscosity term is much smaller than the buoyancy terms.
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Parameter Value
Dynamic viscosity of the upper layer Tl2 1 X 1021 Pas
Dynamic viscosity o f the lower layer Til 1 x 1023 Pa s
(r| i = r|2 x 100 [Davies 1999, p268])
10 m s ' 1Gravitational acceleration g
Volume coefficient of thermal expansion in the 012 5.0 x 10'5 K ' 1
upper layer
1.0  x 10' 5 K ' 1Volume coefficient o f thermal expansion in the ai
lower layer [Chopelas &  Boehler, 1992]
4.8 x 10' 7 m2 s' 1Thermal diffusivity K
Temperature difference across the mantle AT 2000 K
Reference density P 5 x 103 kgm ' 3
Density contrast Ap 0.1 x 103 kg m' 3 (2 %)
Depth of the lower layer ho 1300 km
Depth of the interface of the layers H -ho 1500 km
Depth of the mantle H 2800 km
Buoyancy ratio (B = Ap p aAT) B 1.0
Rayleigh number of the upper layer Ra2 3.5 x 107
Rayleigh number of the lower layer Rai 5.5 x 104
Table 4.5
Parameters used to calculate the buoyancy and viscosity terms for an Earth-like 
case.
The assumption that viscous forces are negligible compared with buoyancy forces is 
valid for an Earth-like system when sheet-like entrainment is taking place, but not for 
plume-like entrainment. In the case of our numerical experiments (and most likely 
Davaille’s tank experiments) ignoring the viscous terms in interpreting our results is 
valid.
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We test the significance of the assumption that viscosity forces can be neglected from 
equations 4.14 &  4.15 by calculating the entrainment in an Earth-like case using 
equations 4.14 &  4.15 (no viscous terms), and equations 4.38 &  4.44 (include viscous 
terms) with values from table 4.5. The results of these calculations are shown in table 
4.6.
_______________________________ With no viscosity term With the viscosity term
Upward (plumes) volumetric flux 0.26 m V1 per cell 8 .00  m V1 per cell
Downward (sheets) volumetric 0.28 m3s' 1 per cell 0.28 m V1 per cell
flux
Mean depth of an interface 1498 km 2121km
initially at 1500km after 4.2 B
years____________________________________________________________________
Table 4.6
Predictions of the amount of entrainment for an earth-like system. For the final row in 
which an estimate is made of the change of depth of an interface initially placed at 
1500km, we assume there are 159 cells. We arrive at this value by assuming that the 
size of each cell is the same as the depth of the lower layer and calculating how many 
cells could fit on to a spherical surface at the depth of the interface.
We use Davaille’s equation to predict that within the lifetime of Earth a layer initially
o 1
at 1500km would be entrained upwards at a rate of 40.1 km year', with downward 
entrainment at a rate of 1.4 km3 year'1. So in total the layer would retreat at a rate of 2 
km G years'1.
4.4.3 Other assumptions
Davaille’s assumption that the temperature structure across the mantle is equal to the 
interfacial temperature difference (ATb=AT; assumption six) contradicts a statement 
she makes earlier in the same paper. She states that ATb=[0.38±0.06]xAT and has no 
clear dependence on the Rayleigh number or the buoyancy ratio of the two layers, see 
figure 4.10. However Davaille could equally have made the assumption that ATb°cAT 
and any constant would have been absorbed into Ci &  C2. Consequently while Davaille 
shows that assumption 6 is not valid, her use of it does not affect the validity of her 
scaling calculations.
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Assumption seven that the radius of the heat source is proportional to the cell half 
width aocL is not easily checked from the output of our calculations. It does not seem 
unreasonable.
And finally, assumption eight (the Boussinesq approximation for an incompressible 
fluid) is certainly applicable to our calculations since we use the same assumption.
Sleep [1988] assumed viscous and buoyancy forces balance in entrained tendrils in a 
plastic medium and used a ID  approximation to show that sheet-like entrainment is 
much more effective than plume-like entrainment. This is in agreement with Davaille 
and shows that we would expect the interface to move upwards as more entrained 
material (from sheets) enters than leaves from it (via plumes).
Sleep also found cases in which the entrainment is downward into the denser layer 
(though he was not interested in this case). He found that this has to do with the ratio of 
the thickness of the entrained sheet to the width of the whole sheet, and is affected by 
the Buoyancy ratio (using the temperature difference between the centre of the 
entrained material and the temperature in the upper layer). The larger the buoyancy 
ratio the smaller the ratio of entrained width to sheet width for downwards entrainment 
to take place.
1.0
0.8
0.6
AT,
AT
0.4
0.2
Rayleigh number
Figure 4.10
‘ThermochemicaT signal: amplitude of the interfacial temperature
fluctuations as a function of the Rayleigh number. It is approximately 
constant and scales as [0.38 ± 0.06] x AT. o lower layer ■ upper layer.
Taken from Davaille [1999b]
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0.1
Normalised entrainment
0.2
distance, X q/X i
Figure 4.11
The flux of entrained material in 
arbitrary units is shown as a function of 
the entrainment distance for two 
normalized densities. The models were 
computed assuming two orders of 
magnitude viscosity variation with 
temperature. The curves are 
independent of the chemical density for 
small entrainment thickness. The broad 
maxima imply that small variations of 
the entrainment some distance away 
from the maximum do not greatly 
affect the estimated entrainment.
Xo and X i are the entrainment and 
sheet thickness respectively. The lower 
curve shows a buoyancy ratio of 4 with 
the higher curve having a value o f 2 . 
Taken from Sleep 1988
4.4.4 Comparing predicted entrainment with a numerical 
example
To test the scaling law derived by Davaille [1999b] and Gonnerman [2002] we ran a 
simulation and measured the change in volume of the layers. The case run used an 
icosahedron grid with 1,354,980 data points (mt=64; see section 3.3.3 Domain 
decomposition in TERRA). A denser layer is present with the interface between the 
two layers at 1000km depth  ^ and a 4% density increase across the layer. We use the 
parameters in table 4.7 and equations 4.14 and 4.15 to predict the material flow over 
the boundary...
Q t = C , ^ R a *  ; Q ; = C 2 ^ R a ^
B = - ^ - ; R a , 2 = ^ ^ .
paAT ’ Krj12
Qt Plumes = 0.0826 m V1 per cell Qt Sheets = 0.9173 m V1 per cell
* This depth was chosen because it approximately agrees with the depth at which the two layers would 
have equal volume.
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Dynamic viscosity of the upper layer 2 .0  x 1022Pas
Dynamic viscosity of the lower layer fii 2.0 x 1022 Pa s
Gravitational acceleration g 10 m s' 1
Volume coefficient of thermal expansion a 2.5 x 10' 5 K ' 1
Thermal diffusivity K 4.8 x 10'7 m2 s' 1
Temperature difference across the mantle AT 2000 K
Reference density P 5 x 103 kgm '3
Density contrast Ap 0 .2  x 103 kg m' 3 (4%)
Depth of the interface between the layers H-ho 1 000  km
Depth of the mantle H 2870 km
Buoyancy ratio B (Ap -5- p aAT) B 0.8
Rayleigh number of the upper layer Ra2 2.53 x 105
Rayleigh number of the lower layer Rai 1.65 x 106
Table 4.7
Parameters used in the entrainment calculation
From this we would expect the lower layer to be gaining volume at a rate of 0.9173 -
0.0826 = 0.345 m V 1 per cell. We have to decide how many cells will be present on the
deformable boundary. Davaille uses the assumption that the Length scales of the cells
are equal to the depth of the more viscous lower layer, in our case this is 1870km. The
area of a cell would therefore be 1870km x 1870km = 3.50 M  km2; the total area of the
surface is 47ir2 = 47tx48700002 = 362 M  km2; so we would expect 362 -5- 3.50 = 104
cells. We use this to find the total predicted rates of entrainment.
Qt = 0.0826 m V 1 per cell
= 0.0826x104 m V 1 = 8.5904 m V 1
=  8.5904x 602x 24x 365.25 m3 per year = 2.70x108 m3 per year 
=  2.70x 108x 10'9 km3 per year = 0.270 km3 per year 
Qt = 0.9173 m3s' 1 per cell
= 0.9173x104 m V 1 = 95.400 m V 1
= 95.40x 602x 24x 365.25 m3 per year = 3.00xl09 m3 per year 
_  = 3 .0 0 x 109x 1 O'9 km3 per year = 3.009 km3 per year __
Qt Plumes = 0.2700 km3 per year Qt Sheets = 2.9997 km3 per year
The total rate of change of volume of the lower layer predicted by Davaille’s equations 
for our case we have run is therefore 2.9997-0.2700=2.73 km3 per year
We cannot measure material flow over the deformable interface directly. We can 
however measure the change in volume of the lower layer during a run. The observed 
run and predicted rates are displayed in figure 4.12. Initially there is a rapid distortion
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of the deformable boundary and a rapid change in its volume. After 100,000 years the 
system has settled into what appears to be a quasi steady state with the volume of the 
lower layer increasing at a reasonably constant rate. By fitting a least square line to the 
volume of the lower layer between 1 and 4 G years we arrive at a rate of change of 
volume of 9.018 km per year. This compares with a predicted rate of entrainment of 
2.730 km per year from Davaille’s equations. This agreement is good enough for us to 
concede that the equations 4.14 &  4.15 cannot be dismissed on the strength of these 
results.
—  Measured V (1018 m3)
—  Predicted V (1 0 18m3) 
--From  Sheets (1018m3)
— -  From Plumes (1018 m3)
CO
O 
^  10
-10
Time (B years)
Figure 4.12
The change in volume of the lower layer of a layered system during a 
simulation. The observed change in volume is shown as a solid black line. The 
change in volume predicted using Davaille’s entrainment calculations.
We have seen that entrainment in Earth’s mantle is small and does not significantly 
affect convection [section 4.4.2, Davaille 1999b, Gonnerman et al. 2003, Zhong &  
Hager 2003, Sleep 1988]. However, over long time spans entrainment can cause the 
volume of a deep layer to change. In our simulations we are forced to model the mantle 
over hundreds of billions of years. This is due to the long time taken for a system to 
reach a quasi-steady state [see section 5.4]. Unfortunately over these time-spans we 
find that the entrainment would affect the system. Since this is not a process we are 
interested in studying we radially rescale the heights of the markers to remove the 
effects of entrainment, keeping the volumes of the layers constant. I f  this were not
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performed the system would never reach a steady state and we would not be able to 
comment on the stable thermal structure of a layered mantle.
4.4.6 A simple constraint on entrainment from a deep layer
I f  we consider a deep layer present in the mantle today we must account for its 
continued existence since the Archaean. I f  material is being entrained from a deep layer 
in to the upper mantle the amount of material entrained in the last 4.2 G years cannot be 
sufficient to disperse the layer. We investigate this further by making a number of 
assumptions. Firstly, we assume the rate of entrainment has been constant. Secondly, 
that the initial depth of the layer was 670km\ Thirdly, that in last 4.2 G years the lower 
layer has retreated to the CMB.
Assuming a layer has retreated from 670km to the CMB over the last 4.2 G
years. E = Volumetric entrainment rate.
_ Total volume lost
E = -------------------------
Time
4.2 xlO 9
E = 1 .4 x l0 "  m3year~' = 143km3year_1
Present day convection is expected to be less vigorous than convection in the Archaean 
so we would equally expect past entrainment to be more efficient than present
E =
entrainment. We can therefore probably consider the value of entrainment of 143km 
year' 1 as the top end estimate of present day entrainment from a deep layer.
+ This is unrealistic since the upper layer in today’s mantle would contain too much of the entrained 
material. However, we are looking at an end member case.
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5 The effect of the heating mode on layered convection
There are a number of physical processes that w ill affect the nature of a layered 
convecting system: e.g. the density and viscosity contrast [Davaille et al. 2003], the 
depth of the interface [Le Bars &  Davaille 2004], the vigour o f convection [Davaille 
1999a], and the value of the coefficient of thermal expansion o f the lower layer. In this 
section we look at the effects of changing the depth and density contrast of the lower 
layer and the heating mode used to drive the system. We have chosen to investigate 
only these three effects for mainly practical reasons. Incorporating a viscosity increase 
across the interface between the two layers would mean activating the part of the 
TERRA code that is used for temperature dependent viscosity. This is not very stable 
and frequently causes TERRA to crash. A sharp viscosity increase (such as a chemical 
boundary) would add to these problems. Changing the coefficient of thermal expansion 
of the layers would mean making substantial alterations to the TERRA code. The case 
of increasing the vigour of convection is dealt with in the next chapter.
5.1 Producing initial cases for layered convection models
An initial temperature field is the field applied at the beginning of a simulation. We 
require an initial temperature field that is suitable for layered convection simulations. 
The main requirement is that the thermal field should not have anomalies that are so 
large that they produce an immediate overturn of the layered system and therefore 
destroy any layering. In this section we describe the method used to produce the initial 
temperature field that was used by the layered mantle convection models. We also 
discuss unsuccessful methods of producing initial temperature fields that were 
explored.
The TERRA program can produce a number of initial temperature fields using 
mathematical formulae; spherical harmonic functions o f variable degree and order as 
well as random functions can be used. It would be possible to apply a spherical 
harmonic temperature field and start a simulation with a deformable boundary. 
However, if  this is done the calculation is very unlikely to finish. As we discussed in 
section 4.2.2 the introduction of an active boundary causes the TERRA code to run 
slower than in an unlayered case. Consequently it takes much longer (in wall clock 
time) for a layered case to move away from the initial spherical harmonic field than an 
unlayered case. In many cases when a spherical harmonic temperature field is used
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directly with an active layer in place the multi-grid method used by TERRA to find the 
velocity field is unable to find a solution and the TERRA program crashes. When this 
happens I w ill say that the calculation has ended with a multi-grid problem.
Spherical harmonic temperature fields used by TERRA have large amplitudes since 
they are designed to kick start convection. However, when layered mantle convection is 
present this has the effect of pulling the layer apart. To correct for this a smaller 
amplitude can be used but this can be so small that convection is not efficiently started 
and TERRA crashes with a multi-grid problem.
Alterations were made to the TERRA code to allow for a layered spherical harmonic 
field to be applied in both layers. In the temperature fields investigated the spherical 
harmonic temperature fields in the upper and lower layers had the same degree and 
were arranged so that thermal anomalies were anti-symmetrical across the interface 
between the two layers. However, this method did not work. The system would either 
immediately over turn or else TERRA would crash with the multi-gird problem. To 
produce an initial temperature field the marker surface is turned off and we allow the 
mantle to convect as a single layer. An initial temperature field with 1=8 and m=4 was 
applied and system was allowed to convect for several hundred overturns until all trace 
of the initial temperature field was removed. The system had reached a steady-state 
with whole mantle convection. Initial temperature fields produced in this way only very 
occasionally crashed due to the multi-gird problem once layered convection was 
introduced. I f  this did happen it was nearly always when layering is introduced with a 
large density increase at the deformable boundary. In these cases a successful initial 
case can be produced by applying a layer with a smaller density increase and then 
allowing convection to take place for a short time (around half an over turn of the 
system). The thermal field produced w ill then work at the higher density increase.
All attempts to use a spherical harmonic temperature field as an initial condition for a 
layered mantle convection simulation were unsuccessful. Instead the initial 
temperature field used for layered convection was a steady-state whole mantle 
convection temperature field.
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5.2 Changes in the interfacial area once the system has 
reached a quasi-steady state
When a TERRA simulation ends, several variables and parameters are outputted. I f  the 
system has reached a quasi steady state we can use these values to represent the system 
and compare cases. However in a quasi-steady state, variables are not fixed but 
oscillate around a mean value (a process to explain this behaviour is examined in 
section 5.4 the thermal evolution of the system). It is this mean value that we should 
use when comparing variables from different simulations. Not all variables are 
outputted during a simulation and so it is useful to know the amplitude and form of 
these oscillations.
To investigate the effect of oscillations of variables we measured the value of the non- 
dimensional area variable (p throughout a series of runs. These runs were started from 
an initial case that was produced in the normal way (see section 5.1). The simulations 
were allowed to convect until a quasi-steady stated had been reached. The cases 
presented here had a Rayleigh number of 2x104 and had radially dependent viscosity. A
full description can be seen in section 6.1 and table 5.1.
Parameter Value
Outer shell radius Rs 6.370x106 m
Inner shell radius R cmb 3.500xl06 m
marker surface shell radius Rk 4.370xl06 m
Temperature of surface T s 1060 K
Temperature o f CMB T cmb 3000 K
Density of the upper layer Pu 5.00xl03 kg
Density of the lower layer pi 5.05 -  5.24xl03 kg
Density contrast prpu/pu 1 .0 -4 .8 %
Dynamic viscosity 8.25xl022 Pa s
Rate of internal heating qrad 0.450 xlO ' 12 W m'3 kg' 1 (with 
internal heating)
Thermal conductivity k 2.4 W m' 1 K ' 1
Gravitational acceleration g 1 0 N  kg' 1
Volume coefficient of thermal expansion a 2.0x10'5 K ' 1
Specific heat at constant volume Cy lx l0 3J kg' 1 K ' 1
Table 5.1
The parameters used in the convection simulations presented in this section.
Consider in detail one example when the density increase across the interface was 
3.0%. The size of cp throughout the run before and after a quasi-steady state had been 
reached can be seen in figure 5.1. Initially the deformable boundary is a spherical
114
5 The effect o f  the heating mode
surface and so its surface area increased as convection causes deformation. The system 
appears to reach a quasi-steady state somewhere between 50 and 100 G years into the 
simulation. Once this state has been reached there continues to be fluctuations in cp, 
however these are small and are centred on a mean value.
There are several features worthy o f comment in figure 5.1a. The non-dimensional area 
variable increases in size consistently once the simulation has begun and then fluctuates 
around a stable value. There is no initial rapid distortion of the deformable boundary 
followed by a recovery phase. This is significant because it suggests that the initial case 
does not have a thermal structure that causes the layer to break apart. In cases in which 
this occurs the system may be able to find a quasi steady state but the initial condition 
contains thermal anomalies that are too severe. A more surprising feature is the sudden 
decrease in the value of cp that occurs several times (at ~200, 325 &  370 G years) once 
the system has reached a quasi steady state. This is the opposite to the expected 
behaviour where one would predict seeing a rapid increase in cp when up-welling 
(plumes) or down-welling (plates) material impact with the deformable boundary. The 
nature of a process that could cause this behaviour is unclear. We w ill speculate that it 
could be caused by the sudden migration of hot material from above a doming region. 
This would then rapidly be replaced by colder denser material that would cause the 
retreat of the dome.
To measure the size of variations o f cp the mean and standard deviations of the run were 
calculated once it had reached the quasi-steady state. This was judged to have happened 
after 90.3 G years (5000 iterations).
The mean value was found to be 0.591 with a standard deviation of 0.038. A histogram 
of the frequency o f the values o f cp was also found and is shown in figure 5.1b. This 
shows that the deviation of cp from the average value has an approximately Gaussian 
distribution.
G(x) = — * (5.1)
oV27i
Where G(x) is the Gaussian distribution, a  is the standard deviation and p is the mean.
We now consider a series of simulations with only the chemical density contrast across 
the deformable interface changing. We find that as the density of the lower layer
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increases the mean value of the non-dimensional area variable cp decrease showing that 
the layer is becoming flatter (see sections 5.5 & 6.4). As long as the layered system is 
stable the variation of cp from its mean value remains Gaussian. The standard deviation 
from the mean value however increases as the density contrast decreases. This suggests 
that as the density of the lower layer becomes lighter the interface between the two 
layers becomes more dynamic with larger amplitude distortions. When the system 
moves away from a stratified regime the distribution is not gaussian and large 
variations (-2.6-3.0 %) are seen. See figure 5.2.
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Figure 5.1
a, The variation of the non-dimensional 
area variable during a simulation with the 
deformable boundary at 2 00 0km with a 
density increase of 3% across it. Initially 
the boundary is set as a spherical shell.
b, The frequencies of the values of the 
non-dimensional area variable cp once the 
system has reached a quasi-steady state. 
The black line shows the frequency of 
each value of cp. The thick grey line 
shows the mean values of cp while the 
dashed lines represent the mean ± the 
standard deviation of cp. The thin grey line 
shows the Gaussian distribution that 
corresponds to the same values of the 
mean and standard deviation.
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Figure 5.2
A series of histograms showing the change in the non-dimensional area 
variable as the density increase across the deformable interface varies. The 
y-axis represent the frequency (i.e. the number of time steps in a calculation) 
in which (p had a particular value. A rainbow colour scale is used to 
represent change in as the density increase across the deformable interface: 
red -  light; violet -  Heavy.
5.3 Cases studied
We simulated layered systems with a mantle-like geometry with three different heating 
modes. In the first mode only internal heating was present to drive convection (e.g. 
simulating radioactivity and /or secular cooling). In these cases the value of the local 
internal heating (0.450 xlO"12 W k g 1) was kept the same in both the upper and lower 
layers. A boundary condition of zero heat flux was applied at the lower shell boundary. 
Consequently while the heat energy generated per unit volume within the lower layer 
was constant for each case simulated the total energy generated in the lower layer 
varied with its volume. In the second heating mode only bottom heating was active 
(simulating heating by the core across the core-mantle boundary (CMB)). In these cases 
the temperature of the CMB was kept fixed at 3000K. Since the internal temperature 
and the thickness of the thermal gradient at the CMB varied, so too did the heat energy 
entering the lower layer in this mode. The third mode was a combination of the 
previous two modes, i.e. it had both internal and bottom heating applied. Again in these
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cases the total heat entering the system varied between cases. In this mode the local 
heat generation rate was constant, and the temperature of the CMB temperature was 
fixed at 3000K. For the cases with bottom heating the Benard Rayleigh number would 
be 1.448xl05 i f  the convection extended over the whole mantle; while the internal 
heating Rayleigh number for the whole mantle for appropriate cases would be 
5.762x10s. Since the system is layered such Rayleigh numbers have no meaning for the 
actual individual layers in these calculations. The separate layers would individually 
have lower Rayleigh numbers, the exact values controlled largely by the different shell 
thicknesses. The ratio o f radii of the inner and outer shell boundaries is similar to 
Earth’s mantle. Other physical parameters used are listed in table 5.2.
For each heating mode at least 12 cases were simulated with the average depth of the 
interface and the chemical density contrast across it being varied. In the cases presented 
the Boussinesq approximation was used for an incompressible fluid. The viscosity, 
thermal conductivity and the volume coefficient of thermal expansion were kept 
constant with depth. The velocity boundary condition on both the upper and lower
shells was free slip.
Parameter Value
Outer shell radius Rs 6.370xl06 m
Inner shell radius R cmb 3.500xl06 m
Depth of marker surface Dk 500,1000,1500,2000 
&  2500 km
Temperature of surface T s 1060 K
Temperature of CMB T cmb 3000 K  (In cases where bottom 
heating was active)
Density of the upper layer Pu 5.00x103 kg
Density of the lower layer pi 5.05, 5.10, 5.15, 5.20 &  5.25xl03 
kg
Ap/p 1,2, 3 ,4  &  5 %
Dynamic viscosity *1 4.125xl023 Pa s
Rate of internal heating qrad 0.450 xlO ' 12 W  kg' 1 (with internal 
heating)
2.4 W  m' 1 K ' 1 
1 0 N  kg' 1
Thermal conductivity k
Gravitational acceleration g
Volume coefficient o f thermal expansion a 2.0xl0 ' 5 K ' 1
Specific heat at constant volume Cv lx lO ^ k g ^ K ' 1
Table 5.2
The parameters used in the calculations presented in this chapter. The effects of 
varying the depth o f the deformable boundary and the density of the lower layer were 
studied and several values are listed for these parameters. Different heating modes 
were also used, and in the cases when there was bottom heating the lower boundary 
was insulating.
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Heating mode
Depth_____________Bottom______________ Both_______________Internal
500km Ap=2,3,4,5 Ap=2,3,4,5 Ap=l,2,3,4,5
1000km Ap=2,3,4,5 Ap=2,3,4,5 A p=l,2,3,4,5
1500km Ap=2,3,4,5 Ap=2,3,4,5 Ap=l,2,3,4,5
2000km Ap=2,3,4,5 Ap=2,3,4,5 Ap=l,2,3,4,5
2500km Ap=2,3,4 Ap=2,3,4 A p=l,2,3,4
Table 5.3
An overview of the cases simulated that are presented in this chapter. A  range of 
depths and density contrasts (%) across the deformable interface (Ap) were simulated 
for three different heating modes.
The lab experiments of Davaille [1999a] can be used to predict the behaviour of our 
simulations. The location of our experiments on the graph (labelled with heating mode) 
shows that we expect to be in the stratified regime for B> 0.5 (see section 2.7.1 and 
equation 2.10 for a definition of the buoyancy ratio B). In these cases the buoyancy 
ratio is defined entirely by input parameters and so can itself be considered an input 
parameter. The grey diagonally striped line show experiments in which only internally 
heating was present. The temperature of the CMB was able to vary during the 
experiment. As a result the temperature contrast across the mantle changed. The values 
of the buoyancy ratio presented here used the temperature contrast once the system has 
reached a steady state. For these internally heated cases the buoyancy ratio must be 
thought of as an output value of the experiment.
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Figure 5.3
The behaviour of layered convecting systems as a function of the 
buoyancy ratio B and the viscosity ratio y for 3D Cartesian geometry 
adapted from figure 2 of Davaille [1999a]. The grey vertically striped 
line shows the experiments in which bottom heating is present
5.4 The thermal evolution of layered convection
As we have discussed in sections 5.1 and 5.2 a layered convection simulation is started 
with a thermal temperature field that is a steady state solution for whole mantle 
convection with a similar Rayleigh number.
When layered convection is initiated there is no thermal boundary at the interface 
between the two layers. For the layered system to exist in a quasi-steady state, heat 
energy entering each layer must approximately equal the heat energy leaving it. In our 
cases heat energy enters the lower layer either through the thermal boundary at the 
CMB, from radioactive decay or from both of these heat sources. Heat energy can only 
leave the lower layer by means of conductive cooling across the deformable boundary. 
The initial lack of a thermal boundary at the interface means that the lower layer is 
gaining heat faster than it loses it. Consequently the mean temperature in the lower 
layer increases. Equally, the upper layer must also be thermally balanced. Heat energy 
will enter the layer across the thermal boundary at the deformable interface, from 
radioactive heating or from both these heat sources. Since there is initially very little
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heat flowing across the deformable interface the upper layer loses heat energy faster 
than it gains it. The upper layer cools down while the lower layer warms up. This 
causes a thermal boundary to develop at the interface between the two layers. 
Eventually the system w ill reach a state in which both layers are thermally balanced. 
Once this has happened we say the layered system is in a quasi-steady state.
The dynamic nature o f the interface between the two layers causes oscillations in most 
values associated with the layered system such as the surface area of the interface and 
the mean value o f the temperature in both layers. As the surface area of the interface 
changes so too does the heat flow across it and so the temperature increase across the 
interface needs to change to keep the system thermally balanced. In this way the system 
is always trying to reach a thermally balanced state but the dynamic nature of the 
interface means it w ill never achieve it completely.
The development of a layered system to a quasi steady state is shown in figure 5.4. We 
see as the system leaves the initial case the upper layer cools; the lower layer warms 
and consequently the temperature increase across the deformable increases. The 
temperature difference tends towards a value of 1050K, which it reaches after around 
30 G years. The heat flow over both the surface and core mantle boundary decrease 
when layering is introduced and have reached a constant values after around 30 G 
years. The layer is initially a flat spherical shell and its surface area increases until it 
reaches a stable value after 50 G years. It is interesting that the increasing surface area 
seems to lag behind the thermal structure of the system. We w ill offer two possible 
reasons as to why this could be the case. The thermal structure may dictate the 
deformation of the boundary between the two layers and the lag could be an adjustment 
time of the system. Equally we could argue that amplitude of the deformation of the 
deformable interface stops increasing after 40 G years. The surface area of the interface 
continues to increase since small-scale features might be still developing on the 
interface. I f  these features have amplitudes that are smaller than the thickness of the 
thermal boundary then they w ill have no effect on the heat flow over the interface. 
However we can rule out this second explanation since the standard deviation of the 
marker heights continues to increase after 30 G years (see figure 5.4a). I f  the surface 
area were only increasing in size because o f small-scale features then the standard 
deviation of the marker heights would remain constant.
I f  we accept the first suggestion that the size of the thermal anomaly across the 
deformable interface dictates the deformation of the boundary then we can continue
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this train of thought to determine a means by which a layered system w ill organise 
itself towards a steady layered state. We consider a layered system in a steady state 
with a thermal structure that produces a balanced heat flow across the CMB, the 
chemical boundary and the surface. I f  we increase the surface area of the interface then 
since the thermal structure has not changed the total heat flow across the boundary will 
increase. The lower layer is now losing heat energy faster than it is gaining it and so it 
cools down, likewise the upper layer warms up. This produces a decrease in the 
temperature increase across the layer. A  decreased thermal contrast w ill increase the 
density increase across the layer and so the negative buoyancy of the lower layer. This 
results in less deformation of the now less buoyant lower layer and so the surface area 
of the interface decreases. So an increase in the surface area o f the interface w ill feed 
back into the system to decrease the surface area of the interface and the system will 
self organise itself to have a particular thermal structure and surface area. See figure 
5.5.
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Figure 5.4
An example o f the development of a quasi-steady state in a layered 
convection simulation.
a, The increasing surface area (areaV) of the deformable boundary 
with time and the standard deviation of the marker heights (mrk sd) 
which is plotted on the right y-axis.
b, The thermal development o f the layered system. Tu &  Ti are the 
temperatures in the upper and lower layers respectively. Temp diff is 
the difference between these two temperatures.
c, The total heat energy flowing over the Core Mantle Boundary and 
Surface.
The case shown is presented in detail in the next chapter. It had 
Rayleigh number of 3.4x104, and a deformable boundary at 1500km 
depth with a 3.4% density increase across it, both internal and bottom 
heating were present in the system.
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Figure 5.5
A suggested process by which a layered convecting system keeps itself 
thermally balanced. A change in the surface area o f the interface between 
the two layers will feed back into the system to correct for the change and 
keep the surface area of the layer and the thermal structure of the system at 
certain stable values.
5.5 Results
Full results of the simulations presented in this chapter are displayed in table 5.4 &  5.5. 
The amplitude of the interface’s undulations reached a maximum in cases where the 
layer was in the upper mid-mantle. At this depth (around 1050km) the volume of the 
two layers was equal with each being 50% of the total volume of the mantle.
High peaks in the deformable boundary had two forms. The first was a large dome that 
had a hot region below it and was caused by the buoyant uprising of the hot material. 
The second were cusped ridge structures that were caused by the presence of cold 
subducted material above the boundary. Cold material that had descended in slab form 
from the surface built up in ‘packets’ over the deformable boundary and often caused 
depressions in it. Where two of these ‘packets’ pressed together the deformable 
boundary was squeezed into a cusped ridge.
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Heating
mode
Depth
(km)
Ap
%
Stable
?
Non-dimensional 
Area Variable
Tu
(K)
T,
(K)
AT
(K)
Internal 500 i n 0.14 1324.55 1618.28 293.73
Internal 500 2 y 0.04 1318.33 2017.33 699.00
Internal 500 3 y 0.02 1372.75 2188.75 816.00
Internal 500 4 y 0.01 1373.58 2199.58 826.00
Internal 500 5 ___ y_____ 0.01 1235.48 2072.48 837.00
Internal 1000 1 n 0.93 1578.50 1719.44 341.14
Internal 1000 2 y 0.16 1405.75 1919.75 514.00
Internal 1000 3 y 0.05 1422.58 1974.58 552.00
Internal 1000 4 y 0.03 1416.25 1998.25 582.00
Internal 1000 5 ..... ...J L ........ 0.01 1412.23 1987.23 575.00
Internal 1500 1 n 1.30 1430.94 1714.08 283.14
Internal 1500 2 y 0.09 1444.35 1777.35 333.00
Internal 1500 3 y 0.02 1456.86 1796.86 340.00
Internal 1500 4 y 0.01 1456.55 1795.55 339.00
Internal 1500 5 ....... y....... 0.01 1456.59 1792.59 336.00
Internal 2000 1 n 0.72 1479.81 1652.54 172.72
Internal 2000 2 y 0.08 1536.89 1731.89 195.00
Internal 2000 3 y 0.02 1547.99 1720.99 173.00
Internal 2000 4 y 0.01 1546.60 1718.60 172.00
Internal 2000 5 ........... y .......... 0.01 1547.32 1713.32 166.00
Internal 2500 1 n 0.59 1499.23 1505.56 6.33
Internal 2500 2 y 0.08 1513.08 1560.08 47.00
Internal 2500 3 y 0.03 1518.27 1560.27 42.00
Internal 2500 4 y 0.02 1514.72 1568.72 54.00
Bottom 500 ....  2 n 0.21 .... 1211.32 1612.19 400.87
Bottom 500 3 n 0.16 1282.45 1843.33 560.89
Bottom 500 4 y 0.07 1315.31 2028.31 713.00
Bottom 500 5 y 0.06 1334.67 2109.67 775.00
Bottom 1000 2 n 0.56 1266.14 1772.82 506.68
Bottom 1000 3 y 0.34 1364.11 2099.11 735.00
Bottom 1000 4 y 0.13 1361.59 2162.59 801.00
Bottom 1000 5 ........... y ......... 0.07 1369.34 2169.34 800.00
Bottom 1500 2 n 1.09 1 359.67 1942.75 583.08
Bottom 1500 3 y 0.69 1380.96 2163.96 783.00
Bottom 1500 4 y 0.24 1342.98 2193.98 851.00
Bottom 1500 5 y 0.11 1338.50 2258.50 920.00
Bottom 2000 2 n 1.39 1416.31 2041.04 624.73
Bottom 2000 3 y 0.49 1325.51 2195.51 870.00
Bottom 2000 4 y 0.16 1308.30 2250.30 942.00
Bottom 2000 5 y 0.05 1288.97 2307.97 1019.00
Bottom 2500 2 n 1.29 1462.05 2220.93 758.88
Bottom 2500 3 n 1.01 1425.43 2290.43 865.00
Bottom 2500 4 y 0.22 1349.83 2345.83 996.00
Both 500 2 n 1.12 1657.65 2293.63 635.97
Both 500 3 y 0.38 1447.44 2231.44 784.00
Both 500 4 y 0.11 1480.99 2568.99 1088.00
Both 500 5 y 0.03 1502.41 2671.41 1169.00
Both 1000 2 n 1.46 1518 ss 2098.69 580.14
Both 1000 3 y 0.56 1571.41 2466.41 895.00
Both 1000 4 y 0.19 1556.11 2552.11 996.00
Both 1000 5 y 0.06 1555.94 2590.94 1035.00
Both 1500 2 n 1.88 1438.43 1991.60 553.18
Both 1500 3 y 0.75 1614.67 2382.67 768.00
Both 1500 4 y 0.28 1586.02 2464.02 878.00
Both 1500 5 y 0.09 1585.24 2518.24 933.00
Both 2000 2 n 1.51 1595.07 2205.78 612.72
Both 2000 3 y 0.58 1614.05 2388.05 774.00
Both 2000 4 y 0.17 1599.02 2434.02 835.00
Both 2000 5 ______ y ____ 0.05 1605.53 2471.53 866.00
Both 2500 2 n 1.37 1772.16 2367.44 595.28
Both 2500 3 n 0.69 1751.84 2427.37 675.52
Both 2500 4 .............y ....... 0.19 1706.11 2457.11 751.00
Hot 2000 ....... 5 ' ' y 0.02 1278.24 2282.61 1004.37
Table 5.4
Output from the cases simulated. The values shown are those outputted at the end of each simulation once the system has reached 
a quasi-steady state. Values in grey belong to cases where the marker method has (in our opinion) failed.
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Heating Depth Ap Stable Standard deviations of Q c m b Qs Nusselt
mode (km) % ? marker heights (km) (T W ) (T W ) N°
Internal 500 l n 802 0.00 2.73 6.041
Internal 500 2 y 113 0.00 1.62 2.944
Internal 500 3 y 71 0.00 1.88 2.490
Internal 500 4 y 47 0.00 1.87 2.478
Internal 500 5 ____ y _____ 37 0.00 1.86 2.453
Internal 1000 1 n 070 0.00 1.87 4.620
Internal 1000 2 y 278 0.00 1.82 3.378
Internal 1000 3 y 93 0.00 2.02 3.109
Internal 1000 4 y 76 0.00 2.03 3.100
Internal 1000 5 ____ y...... ..... 56 0.00 2.03 3.700
Internal 1500 1 n 849 0.00 2.53 4.120
Internal 1500 2 y 137 0.00 1.99 3.847
Internal 1500 3 y 75 0.00 2.03 3.705
Internal 1500 4 y 47 0.00 2.03 3.718
Internal 1500 5 ......... y............ 35 0.00 2.03 3.720
Internal 2000 1 n 706 0.00 2.14 4.439
Internal 2000 2 y 203 0.00 2.05 3.709
Internal 2000 3 y 97 0.00 2.03 3.823
Internal 2000 4 y 69 0.00 2.03 3.845
Internal 2000 5 y 52 0.00 2.03 3.887
Internal 2500 1 n 514 0.00 1.98 5.904
Internal 2500 2 y 202 0.00 2.04 5.193
Internal 2500 3 y 127 0.00 2.01 5.187
Internal 2500 4 . .......y .......... 102 0.00 2.02 5.106
Bottom 500 2 n 398 3.28 2.75 6.059
Bottom 500 3 n 282 2.79 2.79 6.139
Bottom 500 4 y 203 2.27 2.16 4.756
Bottom 500 5 ____ y _____ 170 2.00 2.07 4.544
Bottom 1000 2 n 067 2.75 2.42 5.321
Bottom 1000 3 y 456 2.05 2.01 4.414
Bottom 1000 4 y 308 1.88 1.88 4.146
Bottom 1000 5 ........ y .............. 200 1.88 1.88 4.146
Bottom 1500 2 n 778 2.38 2.17 4.763
Bottom 1500 3 y 525 1.87 1.86 4.096
Bottom 1500 4 y 328 1.82 1.82 3.997
Bottom 1500 5 ...... y _____ 187 1.86 1.87 4.112
Bottom 2000 2 n 734 2.63 2.45 5.596
Bottom 2000 3 y 419 1.66 1.66 3.655
Bottom 2000 4 y 198 1.61 1.61 3.537
Bottom 2000 5 y 104 1.62 1.59 3.507
Bottom 2500 2 n 623 3.52 3.17 6.967
Bottom 2500 3 n 496 3.31 3.12 0.862
Bottom 2500 4 y 294 2.14 2.08 4.580
Both 500 2 n 592 2.75 5.01 1.103
Both 500 3 y 347 2.10 4.10 9.030
Both 500 4 y 198 1.14 3.17 6.966
Both 500 5 y_ ... 116 1.23 3.25 7.149
Both 1000 2 n 711 2.22 5.77 8.284
Both 1000 3 y 485 1.27 3.26 7.165
Both 1000 4 y 323 1.17 3.21 7.056
Both 1000 5 y 162 1.23 3.25 7.149
Both 1500 2 n 848 1.70 3.84 8.446
Both 1500 3 y 553 1.27 3.30 7.263
Both 1500 4 y 322 1.27 3.30 7.261
Both 1500 5 y.......... 183 1.29 3.31 7.282
Both 2000 2 n 77 ! 1.93 4.1 1 95445
Both 2000 3 y 460 1.19 3.22 7.078
Both 2000 4 y 211 1.15 3.16 6.958
Both 2000 5 y 119 1.14 3.16 6.951
Both 2500 2 n 387 2.60 4.78 10.510
Both 2500 3 n 258 2.19 4.17 9.180
Both 2500 4 y 238 1.60 3.63 7.977
Hot 2000 5 Y 70 0.00 1.51
Table 5.5
Output from the cases simulated. The values shown are those outputted at the end of each simulation once the system has reached 
a quasi-steady state. Values in grey belong to cases where the marker method has (in our opinion) failed.
126
5 The effect o f  the healing mode
For bottom heated cases the total heat entering the lower layer ranged between 
1.822xlO12 Wand 3.519xl012 W with the most heat being added in cases when the 
chemical boundary was deeper in the mantle and had a smaller density contrast across 
it. This variation in heat input was caused by different temperature gradients across the 
CMB. The size o f the temperature gradient was determined by the temperature of the 
lower layer; the hotter the lower layer the less heat was conducted into it since the 
temperature o f the CMB was fixed at 3000K. The largest temperature contrasts across 
the deformable boundary were seen when the boundary was deeper in the mantle and 
Ap was larger. Explaining this variation in the temperature contrast is a two-stage 
process. The greater temperature contrast for deeper layers can be explained by 
considering the surface area of the layer. Since heat can only leave the layer by 
conduction then the larger its surface-area the less need for a larger temperature 
contrast. For a deeper layer the surface area is smaller and so a larger thermal boundary 
is needed. The increase in the temperature contrast with the chemical density contrast 
across the deformable boundary is explained by considering that less-dense layers had 
undulations with larger amplitudes and hence a greater surface area over which they 
could conduct heat. This is complicated further by the fact that the amount of heat 
entering the lower layer is not the same for all cases. Since the temperature of the CMB 
and the surface are fixed the system must thermally balance itself by arranging values 
of the average temperature in the upper and lower layers such that the heat flux across 
all three boundaries is equal.
For cases where the layer is placed deep in the mantle at a depth of 2500km the 
distortions of the interface are so large that sections of the boundary are pressed against 
the CMB. As a result some heat flux from the CMB is transferred directly to the upper 
layer. Consequently the temperature contrast across the two layers is not as large as one 
would expect from extrapolating results in the mid-mantle. Likewise in cases where the 
layer is placed in the upper-mantle (500km depth) undulations can press sections of the 
interface against the surface resulting in a colder lower layer and very high heat flow at 
these surface regions.
For the internally heated cases internal heating was active in both the upper and lower 
layer and so the total heat generated in the system was constant at 2.032 x l0 12W . 
However, heat generated in the lower layer ranged between 0.14xl012W and
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1.50xl012 W . Cases were found to be stable with the amplitude of undulations being 
relatively small. The lower layer had little to no lateral thermal heterogeneities. This is 
presumably caused by the lack of a thermal boundary at the CMB that could drive 
convection in the lower layer. The topography of the deformable boundary was dictated 
by the presence of cold material from above. Altering only the density contrast had 
little effect on the temperature contrast across the interface. There is little change in the 
amplitude of the undulations and so likewise there is little effect on the surface area to 
cause a change in the size of the thermal gradient.
When the interface was placed deep in the mantle it had a smaller volume and so less 
heat was generated in it relative to cases were the interface was higher in the mantle. 
This can be seen by the fact that deeper interfaces require a smaller thermal contrast 
across the deformable boundary.
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Figure 5.6
Temperature fields for cases with a 4%  density increase across the deformable 
interface. All three heating modes are shown for the 5 different depths at which the 
layer’s boundary was modelled.
Internally heated Internal &  bottom
heating
Bottom heating
—  1600 0
MantleVis
by Andy HeaJft
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Internally heated Internal &  bottom
heating
Bottom heating
Mantle Vis
by Andy
Figure 5.7
Temperature field with the radial average temperature removed for cases with a 4%  
density increase across the deformable interface. All three heating modes are shown 
for the 5 different depths at which the interface was modelled.
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Internally heated
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Figure 5.8
Temperature field for cases with a 4%  density increase across the deformable interface 
with the deformable boundary shown. All three heating modes are shown for the 5 
different depths at which the interface was modelled. The results shown here were 
outputted at the same time as those shown in figures 5.6 & 5.7. This figure is identical 
to figure 5.6 save that the surface if the interface is shown. This has the advantage that 
the plan form of the interface can be seen but the disadvantage that the temperature 
variation across the full depth of the mantle is not displayed.
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Total heat entering the cases where both internal and bottom heating were active 
ranged from 3.172xl012 W  to 4.630x1012 W. The contribution from bottom-heating to 
the total heat entering the system was between 36% and 56%. Heat flux into the lower 
layer ranged between 3.74xl012 W  to 3.60xl012 W  with the contribution from bottom 
heating being between 44% &  91%. For some cases when the boundary depth was set 
to 500km or 2500km, distortions of the interface reached the surface or CMB 
respectively.
The temperature contrast over the deformable interface was largest for shallower cases 
with larger density contrasts. Both the values of the temperature contrast and the way in 
which they vary with depth resembled those seen in the bottom heated cases rather than 
the internally heated cases.
Cut-aways displaying the thermal structure of several different cases can be seen in 
figures 5.6, 5.7 &  5.8. In figure 5.7 the average radial temperature has been removed so 
the resulting images display the lateral temperature heterogeneities. Significantly lower 
amplitude thermal heterogeneities are seen in the internally heated cases. These also 
show very little temperature variance in the lower layer and the amplitude of thermal 
heterogeneities is larger in the upper layer. The wavelength of the thermal 
heterogeneities and the size o f the convection cells in the upper layer is coupled to the 
depth of the layer; with the width o f the cells and the depth being roughly equal, this 
can be seen in figure 5.7. In contrast the bottom heated cases and those with both 
bottom and internal heating have larger lateral thermal anomalies in the lower layer. 
These heterogeneities in the upper layer were still larger than those in the internally 
heated cases.
The temperature power spectrum was calculated using the method outlined by Bunge et 
al. [1997]. See figure 5.9 &  5.10. This is a spherical harmonic analysis of the lateral 
variations in temperature for all depths in the mantle. In all cases the peak of the power 
spectrum is at the depth o f the deformable interface rather than either the surface or 
CMB. Though in the deeper internally heated cases the contribution of the surface 
heterogeneities can be seen. Similarly in the shallower bottom heated cases the 
heterogeneities at the CMB are significant.
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Figure 5.9
Spherical harmonic contour plots of the thermal field output 
heating modes. The x-axis is the harmonic degree, while the y
of the 4% runs for all three 
■axis is the depth (km).
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Figure 5.10
Graphs o f the normalised spherical harmonic decomposition o f the topography o f the 
interface for various cases. The x-axis is the harmonic degree, and the y-axis is the power in 
that degree.
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The effective density contrast over the boundary can be defined as the chemical density 
contrast minus that due to thermal expansion.
APefr = ((p i —P „ h P u ) - a A T  ( 5 - 2 )
Where (Ap)efr is the effective density contrast, pu and pi are the chemical reference 
densities in the upper and lower layers respectively, a is the volume coefficient of 
thermal expansion, AT is the temperature contrast associated with the thermal boundary 
as illustrated in figure 5.11.
The effective density contrast for all the stable steady states are illustrated in figure 
5.11. The small temperature contrast needed in the internally heated cases suggests that 
the contribution o f thermal expansion does not significantly change the density contrast 
over the layer. This is due to the relatively low heat energy that is being inputted into 
the lower layer in the internally heated cases, rather than the heat mode itself. For 
internally heated cases and cases with both internal and bottom heating the shallower 
and less dense interfaces had the smallest effective density. However, for bottom 
heated cases thermal expansion removes chemical density contrast in the lower layer 
most effectively for deep layers with a small density increase across the deformable 
interface.
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Figure 5.11
Contour plots showing how several physical characteristics of the layered systems 
alter with the depth of the boundary and the density contrast across it. The density 
contrast is shown on the x-axis, and the depth of the boundary on the y-axis.
The temperature in the upper and lower layer is defined as the average temperature 
half way between the deformable interface and either the surface or the CMB. The 
temperature contrast used here is the difference between these two values.
The effective density contrast is the chemical density contrast minus that due to 
thermal expansion and is defined in equation 5.2. The non-dimensional Area 
Variable cp is the fractional increase in the surface area of the interface relative to the 
area of a shell at the same depth as the interface. So cp =0 implies a flat layer and 
increasing values of cp represent a more deformed boundary. The purple line shows 
where the regime changes from stable to unstable.
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Once the layered system has reached a quasi-steady state it is in quasi-thermal 
equilibrium. Therefore heat energy entering the lower layer either through internal 
heating (radioactive decay, secular cooling) or from bottom heating (conduction over 
the CMB) must then be balanced by heat leaving the lower layer by conduction over 
the deformable boundary. This conductive heat flow is described by.
Q = - k A ^  (5.3)
dz
This can be approximated by.
Q = -k A —  (5.4)
A Z
Where Q is the total heat flow, k is the thermal conductivity, A  is the surface area over 
which heat energy is being transported by the conduction, AT the temperature 
difference across both thermal boundaries associated with the interface between the 
layers, and AZ is the thickness of both thermal boundaries (see figure 5.12).
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Figure 5.12
Each symbol represents the result of one 
simulation. Unfilled symbols represent 
cases where the deformable boundary 
pushes against either the CMB or the 
surface.
a, Heat balance in the lower layer. The 
grey line displays the best fit that 
corresponds to a AZ of 437km.
b, The relationship between the non- 
dimensional area variable and the 
buoyancy ratio. The grey line represents 
B = 0.07 -  (B2 -  0.482)
c, The predicted surface area of the 
deformable boundary using the 
Buoyancy values against the observed 
areas.
o  Bottom Heated □  Internally heated A Both Heated O Internally heat Hot
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5.6 The relationship between the Buoyancy ratio B and the 
non-dimensional area variable <p
There is an apparent relationship between the Global buoyancy ratio B and the non- 
dimensional area variable cp. Where (p is equal to the increased area of the interface A 
between the two layers from a flat spherical shell A0 to the area of a flat spherical shell.
A -A n
*  = “ ^  (5.5)
Plots of B against (p show a steep increase in cp as the global buoyancy ratio approaches 
around 0.5. As the value o f B increases towards infinity the deformation of the surface 
decreases and (p approaches zero.
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Figure 5.13
The relationship between the global buoyancy ratio B and the non-dimensional 
area variable (p.
a. Different heating modes are represented with different symbols.
b. Symbols represent the depth of the deformable interface.
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5.6.1 Characterising the B - <p relationship
The relationship between cp and B is clearly some sort of inverse power law, suggesting 
that (p oc 1 4- Ba, where a  is a constant. However the surface area tends towards infinity 
for some arbitrary value o f B. We can account for this lag by adding an extra term to 
our equation: (p cc 1 t  (Ba - ba). Adding a constant of proportionality to this 
relationship we arrive at.
<P=-----  —  (5.6)
B“- b a
Where ‘a’ is a constant, a is some power and b is the value of B for which q> tends to 
infinity.
The best values of a, b, &  a could be found using a least squares method to find the 
best solution. We represent our values of the non-dimensional area variable and the 
global buoyancy ratio as (cpi, Bj) where i= l,2 ,3 ... N. I f  we consider the deviation of 
a-5- (B“- b a) from (pi then we can describe the least squared error as.
/  \ 2NS2= £
i=l
<Pi B“-b °
(5.7)
To find the values of a, b, &  a that produces the smallest value of S2 we would normal
use the conditions.
as2 as2 as2 = 0 (5.8)
da  ab da
We then use the three resulting simultaneous equations to solve for a, b, &  a. However, 
this is a complex non-linear problem and cannot be easily solved. Instead of taking this 
analytical approach we instead used a more “frontal-assault” method. A computer 
program was written in FORTRAN that calculated the values of S2 for given values of 
a, b & a. This program can be seen in appendix G - Solving (p = a (Ba - ba). This 
parameter space was then investigated in detail with all the possible permutations of a,b 
& c shown below being calculated.
a = 0 .0 0 0 , 0 .0 0 1 , 0 .0 0 2 ... 1.0 0 0 ; 
b = 0 .0 0 0 , 0 .0 1 0 , 0 .0 2 0 ... 1.0 0 ; 
c = 0.000, 0.010, 0.020... 5.00.
The smallest values of S2/44 was found to be S2/44=0.0102 when a=0.071; b=0.44, a = 
3.00
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The best fit between the observed non-dimensional area variable and the global
buoyancy ratio is.
0.071 , N
<P= “ 3--------- 7 (5.9)
B -0 .4 4
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Figure 5.14
The least square best fit o f the cp = a^ - (B“-  b“) relationship.
a, The Global buoyancy ratio against the non-dimensional area variable cp. The 
grey line shows the best least square fit, when a=0.071; b=0.44, a = 3.00.
b. The values o f 9  predicted by equation 5.9 using the values of a, b &  a that 
produced the smallest least squared error. A  perfect fit should plot along the grey 
line.
The values of b &  a that produce the smallest RMS error have some significance. The 
value of b corresponds the point at which the area of the deformable boundary tends 
towards infinity. Systems with a global buoyancy ratio below this value are unlikely to 
be stable in a steady state. In the cases studied here, b=0.44 corresponds to a density 
contrast of 2.64% in the cases with bottom heating.
To confirm the 9  a B3 relationship the least squared fit values of S2 where calculated 
for vales of a=0.2, 0.4, 0.6... 5.0 and only a &  b allowed to vary. The smallest RMS 
errors found for each case are plotted in figure 5.15; the value of S tending towards a 
minimum value when a=3. The absence of any local minimum suggests that the 9  a B3
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is the dominant power relationship. I.e. if  <p=aB'1+bB'2+cB'3+dB'4+ ... then the B*3 term 
will be dominant.
Figure 5.15
The best RMS error achieved when a & b 
where varied but a was varied in the cp = a 
(Ba - ba) relationship. The grey dashed 
line shows the best result when a = 3.0
5.6.2 Is depth a factor in the q> = a t  (Ba - ba) relationship?
Figure 5.13 shows plots o f B against cp in which the symbols represent both the heating 
mode used to generate convection and the depth of the interface. The heating mode are 
scattered randomly and do not seem to affect the nature of the relationship between cp 
and B. However there does appear to be some pattern in the distribution of the depths. 
We investigated this further by finding the least square solutions for each depth. The 
qualities of the solutions are shown in table 5.6 and figure 5.16. These results show 
some anomalies. The least squares fit for cases at 2500km depth results in a value of b 
of 0.04. However we have run cases at this depth with values of B=0.4 which have 
proven to be unstable. The problem lies in the relatively small number of data points 
for each depth and the small range over which the data is distributed. Consequently 
there may be a number o f combinations of values of a, b &  a that fit the data. This is 
illustrated in Figure 5.17 that shows four possible solutions for the case of an interface 
at 2500km. The four solutions displayed all appear to give a reasonable fit of the data 
points however their values of a, b &  a suggest different behaviour. In particular the 
different values o f b all suggest different values of B for which the layered system 
becomes unstable.
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Depth a b A V(S2)/N
500 0.0290 0.52 3.0 0.005352
1000 0.0760 0.43 2.2 0.017102
1500 0.1140 0.14 3.6 0.006191
2000 0.0650 0.21 4.1 0.006616
2500 0.1370 0.04 1.8 0.004944
Table 5.6
The results of the least squared to the cp = a (Ba - ba) relationship is the depth of the 
deformable layer is varied.
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Figure 5.16
The Global Buoyancy Ratio plotted against the Non- 
dimensional Area variable. The colour of the data points 
represents the depth of the deformable interface and the 
coloured lines are the least squares best fit of cp = a + (Ba - ba).
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Figure 5.17
An illustration of the problem of finding the least squares fit 
through case with few data points. Four possible solutions are 
shown for cases where the deformable interface is at a depth of 
2500km. The four solutions shown have different values of a, b 
& a (alpha) for (p = a (Ba - ba). Line one is the least squares 
solution.
5.7 Internally heated case with accelerated heating rates
The internally heated cases presented so far in this chapter had a rate of heat produced
• n  1per unit mass of 0.450 xlO' W kg' . This value was chosen because it is consistent 
with the rate of heat production in the upper mantle (see Davies [1999, p i93]). 
However this contributes a small fraction of the total heat produced in the mantle
19 1* • •(2.032x10 W ). We can compare this to the total amount of heat energy entering or 
being produced in the mantle for cases with bottom heating or both internal and bottom 
heating. These range from 1.62xl012W to 3.63xl012W, this suggests that the internally 
heated cases did not differ significantly from the other heating modes in terms of the 
total amount of heat energy present in the system. However if  we look at figure 5.6 we 
see that the internally heated cases are consistently colder than the other heating modes. 
I f  we consider the total rate of heat energy present in the lower layer we see how the
+ We have ignored the effects o f increasing the reference density over the deformable boundary since this 
would complicate the calculation and would (at most) increase the total heat energy produced by 5% 
which would not affect our argument.
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internally heated cases differ from the cases with a thermal boundary at the CMB. The 
absence of heat flow over the CMB and the relatively small volume of the lower layer
heated cases. As the layer is placed higher in the mantle and its volume increases this 
effect becomes less important. However in the cases studied the rate of heat energy 
present in the lower layer is smaller for cases that are heated solely by radioactive 
decay (internally heated cases).
Total heat produced in the mantle by internal heating Qrad
As we saw in section 5.5 internally heated cases were much more stable than cases with 
a thermal boundary at the CMB and had a thermal structure that was cooler with 
smaller thermal heterogeneities. It was not clear i f  this was because of the heating mode 
or because of the relatively low rate o f heat energy production in the lower layer. To 
see which was the case an internally heated case was run with an increased rate of heat 
produced per unit mass.
The case run had a deformable boundary at 2000km depth with a 5% density increase 
across it. The parameters used were identical to those in table 5.2 save those values in 
table 5.7. The rate of heat production in the upper layer was set to zero and was 1.8 
xlO ' 12 W  kg' 1 in the lower layer. The total rate o f heat energy present in the whole 
mantle was 1.53xl012 W  with all o f this heat energy being produced in the lower layer. 
This compares to the case in which only bottom heating was active with a layer at 
2 000km and a 5 % density increase across the deformable interface in which there was 
1.62xl012 W  of heat energy flowing across the CMB. These two cases are very similar; 
the heat energy flowing in to the system that is driving convection has similar values
* The total rate of heat generation in the mantle is not simply an input parameter since it has contributions 
from both internal heating (controlled by input parameters) and bottom heating that is dependent on the 
thickness and size of the thermal boundary and is not defined by input parameters.
causes the total rate of heat generation^ to be significantly smaller in the internally
Qrad = 9 0 3 x l0 18pqBd
Qrad = 9 0 3 x l0 18 x 5 x l 0 3 x 4 5 0 x l0 -9
Qrad = 2.032xlO 12 W
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(they agree to within 6 %). In both cases the heat flow is only entering the lower layer 
and must cross the deformable interface via conduction. The only way in which the two 
systems vary is the heating mode used to drive convection in the lower layer.
Qi + Qu + Qcmb (1012 W)
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Figure 5.18
The rate of heat energy present in the system as the heating mode and depth of
the deformable boundary vary.
a, The x-axis displays the rate o f heat energy present in the whole mantle: the 
energy produced from radioactive decay in the whole mantle plus the 
total rate of heat energy flowing over the core mantle boundary Q cmb-
b, The x-axis displays the rate o f heat energy present in the lower layer: the 
energy produced from radioactive decay in the lower layer Qi plus the total 
rate of heat energy flowing over the core mantle boundary Q cmb-
Parameter Value
Depth of marker surface D k 2 0 0 0  km
Temperature of surface Ts 1060 K
Density of the upper layer Pu 5.00xl03 kg
Density of the lower layer pi 5.25xl03 kg
Ap/p 5%
0 W  kg' 1Rate of internal heating in the upper layer qu
Rate of internal heating in the lower layer qi 1.800 xlO ' 12 W  kg' 1
Table 5.7
The parameters used in the internally heat case with an accelerated rate of heat
production in the lower layer.
The results of this “hot” internally heated case are shown in tables 5.4 &  5.5 and are 
repeated in table 5.8 along with the bottom heated case to allow an easy comparison. A
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comparison of the thermal structure including its power spectrum is shown in figure 
5.18. Both cases reach a quasi steady state and have a very similar thermal structure. 
However the amplitude of the deformations of the deformable layer are larger in the 
bottom heated case with both the standard deviations of the markers’ heights and the 
surface area of the interface being around double that in the internally heated case.
The thermal structure is not affected by the increased surface area since in both cases 
the size of the deformations is relatively small with the surface area increasing in size 
from a flat spherical shell by only 2 &  5%. The power spectrum of the thermal structure 
shown in figure 5.19 shows a wider range of wavelengths in the bottom heated case 
compared to the internally heated case. This pattern also extends to the power spectrum 
of the height o f the interface between the two layers. This is consistent with the 
observation we can make from figures 5.9 &  5.10 that the power spectrum of the 
thermal field and of the interface tends to contain a wider range of wavelengths as the 
interface between the layers is place deeper in the mantle, in bottom heat case; in all 
internally heated cases and especially when the interface is high in the mantle; and as 
the depth of the layer is made deeper in bottom heated cases. There is no simple 
relationship between the heating mode and the power spectrum of a layered system and 
so we must also consider the depth o f the layer.
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Parameter Internally heated -  Hot Bottom Heated
Stable yes yes
Area Variable y 0.02 0.05
Standard deviations o f the Mrk sd 70 km 104 km
markers’ heights
Temperature of the upper Tu 1278.24 K 1288.97 K
layer
Temperature o f the lower Ti 2282.61 2307.97
layer
Temperature difference AT 1004.37 1019.00
between the layers
Rate of heat energy flowing Qcmb 1.62 T W OW
across the CMB
Rate of heat energy Qi OW 1.53 T W
generated in the lower layer
by radioactive decay.
Total rate of heat energy Qcmb+Q i 1.62 T W 1.53 T W
present in the lower layer
Rate of heat energy flowing Qs 1.59 T W 1.51 T W
across the upper surface
RMS surface velocity RMS vs 0.0492 cm/year 0.0524 cm/year
Total time simulated 67.91 G years 129.00 G years
No of over-tums 6 .0 12.1
Table 5.8
Results of two simulations with an interface at 2000km depth with a 5% density 
increase across the layer. In one case the lower layer is heated by internal heating and 
in the other a thermal gradient across the CMB powers the convection.
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Internally heated - Hot Bottom Heated
Figure 5.19
A comparison o f the internally heated and bottom heated case. The cases are identical save for the heat 
mode. Absolute temperature field, a section o f the temperature filed; tomographic temperature, the 
temperature field with the radial average temperature removed; layer, shows the temperature field of 
the interface; thermal harmonic, presents the spherical harmonic power spectrum of each radial layer 
and layer harmonic give the power spectrum o f the height o f the deformable boundary.
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5.8 Summary
The heating mode driving convection in a layered system does not appear to affect the 
thermal structure o f the system once it has reached a quasi steady state.
The stability o f the layer can be related to the buoyancy ratio as defined by Davaille 
[1999a] see figure 5.11b. There is however a large variance in the non-dimensional 
surface area variable for a particular value of the buoyancy ratio. There is no evidence 
that the relationship between the stability of the layered system and the buoyancy ratio 
is varied by changing the heating mode. There is some evidence that this relationship 
may change with the depth o f the interface. Problems outlined in section 5.6.2 and the 
small size of the data set have made this impossible to conclusively explore.
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6 The effects of Rayleigh number on the stability of a layered 
mantle
In the previous chapter we looked at the effect the heating mode, as well as the depth 
and density o f the lower layer had on the convecting system. The cases studied were 
not Earth-like in several ways. One the largest limitations of these cases were that 
convection was not as vigorous as that in Earth’s mantle. Because of this it is difficult 
to apply the results directly to Earth’s mantle. We decided to investigate how the 
layered system is affected by changes in viscosity (and hence Rayleigh number Ra) so 
that we could project our earlier results to an Earth-like Rayleigh number and comment 
on the possibility of actual mantle layering.
6.1 Cases investigated
We investigated cases in which the boundary o f the deformable interface was at a depth 
of 1500km. This depth was chosen since it is at that lower end of the proposed depth 
range of a Kellogg layer [Tackley 2000]. Results from the earlier section suggest that 
mid mantle depths produce the more stable layering. So layering at 1500km depth is the 
most likely to be stable and within the estimated depth range of the Kellogg layer. 
Hence, we studied the most stable end-member case of a Kellogg-type layer. Since a 
range of Rayleigh numbers Ra were studied the resolutions of the TERRA grid were 
different between the runs. Two resolutions were used, with mt=64 and mt=128 [see 
section 3.2.5]. To make the cases more Earth-like a radially dependent viscosity 
structure was used. For the different resolutions studied a first order extrapolation was 
used to map the radial viscosity field from the higher order field to the lower. The 
radial viscosity profile is shown in figure 6.1. Both internal heating and bottom heating 
were present in the systems with the contributions of bottom heating varying from case 
to case (since the size o f the thermal boundary at the CMB could vary). The 
contribution from internal heating varied from between 45 and 75% of the total heat 
energy entering the system. Parameters used were kept as Earth-like as possible with 
only the viscosity having non Earth-like values. Viscosity was changed to alter the 
value of the Rayleigh number o f the calculations. Cases were simulated with five 
different Rayleigh numbers varying from 3.4xl04 to 4.0x105 (the Rayleigh number 
used here is the Rayleigh number calculated within TERRA, Rai in appendix F). For
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each Rayleigh number a series o f cases were run with the density increase from the 
upper to lower layer varying. The density contrasts ranged from 2.4% to 5.0% and in 
most cases were incremented in steps of 0.2%. Parameters used in the calculations are 
shown in table 6 .1 .
The same initial cases were used for all cases that ran at the same grid resolution. These 
were produced in the same manner described in section 5.1; with a spherical harmonic 
thermal field allowed to convect until a single layered system had developed.
Radial Viscosity factor Fa 
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Figure 6.1
The viscosity structure used in these 
runs. The structure does not vary 
w ithm t.
The radial viscosity factor (fa) 
describes the applied viscosity (r\) 
at a given depth relative to the 
reference viscosity (r|o) quoted in 
table 6 .1. 
rrfafio
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Parameter Value
Outer shell radius Rs 6.370xl06 m
Initial radius of the deformable interface Rk 4.870x106 m
Inner shell radius Rcmb 3.500xl06 m
Depth of marker surface Dk 1500 km
Temperature of surface Ts 1060 K
Temperature of CMB T cmb 3000 K
Reference density in the upper layer Pu 5.00x103 kgm ' 3
Reference density in the lower layer pi 5.10 to 5.25xl03 kgm ' 3
Chemical density increase Ap/p 1.0 to 5.0%
Dynamic reference viscosity Tlo 8.250x1021 to 1.000xl023 Pas
Rate of internal heating (with internal qrad 0.450 xlO ' 12 W  kg' 1
heating)
2.4 W  m' 1 K ' 1Thermal conductivity k
Gravitational acceleration g 1 0 N  kg' 1
Volume coefficient o f thermal expansion a 2.0x10‘5 K ' 1
Specific heat at constant volume Cv lx l0 3J kg' 1 K ' 1
Thermal diffusivity K 4.8 xlO ' 7 m2 s' 1
Table 6.1
The Parameters used in the calculations presented in this chapter.
6.2 The thermal evolution of the layered system
All the cases presented in this section started with an initial temperature field that had a 
single-layer structure. Once a deeper layer was introduced a thermal boundary 
developed at the deformable interface and the system worked towards a quasi-steady 
thermal state. This was achieved once the system was thermally balanced; with the heat 
flow over each of the surfaces balancing heat energy entering the layer below it. To do 
this, the bottom layer heated up and the temperature of the upper layer decreased to 
accommodate a thermal boundary at the deformable interface. The evolution of the 
thermal structure of a range of Rayleigh numbers is shown in figure 6.2. The use of the 
average radial temperature in figure 6 .2  has the complication that for radial shells near 
to the depth of the interface the mean radial value w ill sample temperatures in both the 
upper and lower layers. Consequently the physical size of the thermal boundary 
associated with the deformable boundary w ill appear artificially large for interfaces 
with large undulations.
In all cases the physical size of the thermal boundary (AZ) at the surface was smaller 
than AZ at the CMB. This is expected since there is higher viscosity in the deeper 
mantle in our simulations. However, AZ at both the surface and CMB decrease once 
layered convection takes place. The thinning of the thermal boundaries when layered
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convection is applied can be predicted from the equation relating the size of the thermal 
boundary to the length scale of convection and the Rayleigh number (equation 2.8; 
section 2.5; repeated below)
f  Ra.
AZ = D  C
v T>r
(2 .8)
Ra ,
Where: 87 < Rac < 1100; 0 < p < 0.3 for Earth’s mantle [M cNamara et al 2000]
When layering is introduced, the system is divided in two, decreasing the length scale 
of convection (D ) in each layer. Equation 2.8 predicts that AZocD1'3*3. The power p is 
expected to have a value o f less than 0.3; so as D decreases so too w ill the width of the 
thermal boundary. It is not possible to directly test this relationship since the initial 
temperature field used for cases in which Ra was less than 105 were produced from an 
unlayered case in which Ra = 1.8xl04. The decrease in the size o f AZ can be seen in 
case in figure 6 .2 a &  6 .2 e, in these cases the initial case and the layered case had the 
same Rayleigh number.
Figure 6.2 shows that the thermal boundary has equal magnitude on either side of the 
deformable boundary. This can be compared to the two cases considered by McNamara 
& van Keken [2000]. In the first the entire thermal boundary is contained in the lower 
layer and in the second it is distributed evenly over both the layers. Our results are in 
agreement with the latter.
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Figure 6.2
Temperature cross-sections through the 
depth of the mantle showing the thermal 
evolution of the system from an initially 
single layered thermal structure to a two- 
layer system. Cases shown had the 
interface at a depth of 1500km and a 4% 
density increase across it.
The x-axis represents the average radial 
temperature of the mantle (K) and the y- 
axis represents the depth (km).
155
6 Rayleigh number
Figure 6.3 shows the quasi-steady state thermal structure of layered convection for each 
of the cases presented in this chapter. One striking feature is that the average radial 
temperature at the depth of the deformable interface is very consistent for most cases 
with the same Rayleigh number. We consider the average radial temperature at the 
average depth o f the interface between the two layers to represent the temperature at 
the deformable interface Tk. For cases with a Rayleigh number of 1.8xl04 the average 
value of Tk was 1995K, and this value varied with a standard deviation of only 15K. 
For cases with larger Rayleigh numbers the Tk increases. For each Ra there are some 
cases where the average temperature at the mean depth of the deformable interface does 
not agree with the values o f most o f the simulations. These cases are always those with 
the lowest density increase across the boundary and suggest that in these cases the 
system is not in a stratified layered case. This deviation of the mean radial temperature 
from the consistent values might indicate the failure of the marker method and suggest 
the layered system is moving into a regime that is not stratified.
As the chemical density contrast across the deformable interface increases the 
temperature gradient increases. This increase continues until a negative temperature 
gradient is present. We can explain this change in thermal gradient within the layers by 
making the following assumptions: firstly, all four thermal boundaries widths AZ*,2,3,4 
remains constant (for cases with the same Rayleigh number) as the density increase 
over the interface changes, see figure 6.3d. Secondly, the temperature change across the 
thermal boundaries ATi ,2,3,4 changes so that the thermal gradient over the boundary 
produces a heat flow that balances the heat energy entering the layer below it. Thirdly, 
the temperature structure within each layer is approximately a linear trend connecting 
the values at the edge of the thermal boundaries at the top and bottom of the layer. A 
consequence of these assumptions is that the thermal gradients at the CMB and the 
surface remain constant: effectively fixing the size of AT1&4. The thermal gradients at 
the deformable interface w ill change with the density contrast across it. As the lower 
layer is made denser the deformation of the interface w ill become smaller and its 
surface area w ill decrease (see section 5.5). To carry the same heat energy over a 
surface with a smaller area a larger thermal gradient is needed. Since we have assumed 
that AZ2&3 remains constant AT2&3 must be made larger to increase the thermal 
gradient. Using assumption three the temperature gradient (dT/dZ) within the layers 
will become larger as the density ratio across the layers increases. This will eventually
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reach infinity and then have negative values for cases with a large density increase and 
hence flat interface. Examples of the thermal structure predicted by these assumptions 
is shown in figure 6.4, these are in agreement with the results shown in figure 6.3 
where the size o f the thermal boundary at the deformable interface increases with 
density contrast and thermal gradient within the layers increases eventually becoming 
negative.
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Figure 6.3
Temperatures cross-sections through the 
depth of the mantle showing the affect the 
chemical density increase over the 
deformable boundary has on the thermal 
structure. Cases show had the interface at a 
depth of 1500km
The x-axis represents the average radial 
temperature of the mantle (K) and the y-axis 
represents the depth (km).
d, RaT = 4.0x10'
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Figure 6.4
An example of how we would expect 
the temperature profile through a ID  
thermally balanced layered system to 
vary for cases with large and small 
density contrasts. The surface area of 
the deformable boundary is smaller 
for the case with the larger Ap and so 
a larger thermal gradient is needed to 
transport heat energy at the interface. 
As a result there is a negative thermal 
gradient within the layers.
The grey dotted lines show idealised 
cases with the sharp changes in the 
temperature structure. The solid 
black lines show a smoothed 
interpretation of the thermal 
structure.
6.3 Is heat balanced in the layered system?
One method of determining whether a layered system is stable is to see if  it is in 
thermal equilibrium. The heat flux over the deformable boundary can be calculated 
using the heat flow equation...
Q = kA —  (6.1)
AZ
Where Q is heat energy, k is the thermal conductivity, A  is the area of the surface over 
which heat energy is being conducted, AT is temperature contrast across the thermal 
boundary and AZ is the physical size of the thermal boundary.
We can calculate Q by using the values of k (an input parameter defined in in te r r a ) ,  
A (see section 3.6.2), and AT (see section 3.6.1). To find AZ we used equation 2.8 
AZ=L(Rac-^Ra)p. Where L is the length scale of convection, Rac is the critical Rayleigh 
number thought to have a value between 87 and 1100, and P is an experimentally 
derived constant thought to have a value between 0 and 0.3 [M°Namara et al 2000].
We use the value o f k shown in table 6.1, for A we use the mean value of the area of 
the Kellogg boundary once it has reached a quasi steady state. To find AZ we used
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values of L=2500km, Rac=500 and (3=0.3. We use the calculated heat energy flowing 
over the Kellogg interface to calculate the total heat entering the lower layer. Figure 6.5 
shows a simple 1D model of the thermal structure of a layered mantle. I f  the system is 
thermally balanced then...
Qs=Q„ + Qk (6.2)
Q k = Qu + QcMB (6-3)
Qs =Qu + Qi + Qcmb (6.4)
We can test to see if  the system is thermally balanced by plotting each of these three 
equations as a graph. See figure 6 .6 . Each of the three graphs in figure 6 .6  represents 
one of these equations (6.2, 6.3 & 6.4). I f  the system is thermally balanced with the 
heat energy flowing over each o f the surfaces (CMB, Kellogg and the surface) 
equalling the heat energy entering the layer below it then the results should plot on the 
grey lines. Figure 6 .6b does not use the calculation of the heat flow over the Kellogg 
interface and so can be thought o f as a test of the amount of scatter we would expect. 
Figures 6 .6a &  6 .6b show that the system does appear to be thermally balanced in most 
cases. Cases in which Ap<3.0% are thought to be unresolved by the marker methods 
and appear in grey. These cases correspond to those where the interface temperature 
starts to decrease.
Temperature
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Internal 
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Figure 6.5
A simple 1D thermal model o f a layered mantle.
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Figure 6 .6
Testing the thermal balance assumption. Qu 
and Qi is heating energy being generated in 
the upper and lower layers respectively. Qs 
and Qcmb is the heat energy flowing over 
the surface and CMB respectively. Qk is 
the heat energy flowing over the Kellogg 
interface calculated using equations 2 .8  &  
6 .1.
Results for all the simulations presented in 
this section are shown. Cases with a 
density contrast of less than 3% are 
presented with grey symbols. The grey line 
represents the case in which the system is 
perfectly thermally balanced.
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6.4 Stability of the layering
A near complete set o f output data from the simulations presented in this chapter are 
shown in the tables 6.2 &  6.3. Many of the results from chapter 5 are repeated. We see 
an increase in the surface area of the deformable boundary as the density contrast 
across the interface decreases. The temperature increase across the interface becomes 
larger as the density increases.
In figure 6.7a we can see the relationship between the surface area variable y and the 
Rayleigh number. The value of y for higher resolution runs has been scaled down to 
account for the effects of measuring the surface area with a higher resolutions grid (see 
section 4.3 resolution test). For all Rayleigh numbers the behaviour of the system is 
similar. As the density of the lower layer becomes smaller the non-dimensional area 
parameter become larger; at some point the density increase across the lower layer is 
not sufficient to counter the thermal buoyancy of the lower layer and the system 
becomes unstable. In figure 6.3 we see that the mean radial temperature at the 
deformable interface starts to fall when the density increase across the layer approaches 
3%. In Figure 6 .6  there is evidence that as the density contrast falls below 3% the 
layered system is no longer in thermal equilibrium suggesting entrainment at the 
interface becomes much larger. In the next section we shall see that at the 3% density 
contrast there is a break in the relationship between non-dimensional area parameter 
and the density increase (see figure 6.10a). This suggests that the layer becomes 
unstable when the density contrast falls below around 3%.
The layered system becomes unstable when the density contrast falls below around
3%.
Over the range of Rayleigh number investigated there is little i f  any evidence that the 
density contrast below which the system becomes unstable changes significantly with 
the Rayleigh number. However, the surface area of the interface between the two layers 
at a given density contrast does become smaller (i.e. the layer is flatter) as the Rayleigh 
number increases. This suggests that as a convecting system becomes more vigorous 
layering becomes more sustainable; these results are in agreement with Davaille et al. 
[2003]
These results suggest that a layered system becomes more stable as the Rayleigh 
number increases.
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6 Rayleigh number
The thermal structure of the layered system is shown in figures 6.7b &  6.7d. The 
conclusions of the previous chapter are repeated with an increasing density contrast 
across the boundary causing the temperature in the lower layer Ti to increase; the 
temperature in the upper layer Tu to decrease and the temperature contrast across the 
deformable interface to increase. Increasing the Rayleigh number makes the 
temperature of the lower layer Ti cooler, the temperature o f the upper layer Tu also 
cooler and the temperature difference across the interface shows little variation.
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Ra
Density
(%
)
Stable?
Mean Area 
variable y TU(K) T,(K ) W K ) Mrk SD (km)
3.40E+04 2.4 N 0.9148 ±0.1073 ! 366.20 ± 5.90 2130.55 ± 13.66 764.39 ± 12.05 819.12 ±28.90
3.40E+04 2.6 N 0.8529 ± 0.0683 1363.50 ±6.65 2203.85 ± 16.10 840.35 ± 14.58 772.68 ±27.17
3.40E+04 2.8 N 0.7342 ± 0.0353 1358.19 ±2.57 2283.83 ± 13.22 925.65 ±13.30 694.86 ±31.31
3.40E+04 3.0 Y 0.6612 ±0.0562 1355.37 ±3 .70 2343.79 ±13.51 988.40 ±14.18 632.40 ± 13.23
3.40E+04 3.2 Y 0.6982 ± 0.0363 1354.55 ±2 .06 2389.08 ±4.61 1034.52 ±6.34 561.87 ±7.55
3.40E+04 3.4 Y 0.6062 ±0.0193 1349.28 ±  1.90 2403.71 ±5.01 1054.46 ±6.37 520.42 ± 6.21
3.40E+04 3.6 Y 0.5253 ±0.0125 1342.42 ±1.51 2423.59 ±  1.97 1081.29 ±2.68 473.26 ± 8.57
3.40E+04 3.8 Y 0.4471 ±0.0132 1334.23 ±  1.29 2445.80 ±  3.45 1111.58 ±3.91 410.24 ±7.91
3.40E+04 4.0 Y 0.3676 ±0.0133 1329.10 ±0.93 2466.19 ±2.30 1137.13 ±2.67 353.77 ± 6.66
3.40E+04 4.2 Y 0.3107 ±0.0243 1325.70 ±  1.37 2483.44 ±  2.28 1157.68 ±3.51 297.76 ± 11.49
3.40E+04 4.4 Y 0.2490 ±  0.0247 1323.71 ±  1.40 2495.18 ±2.28 1171.43 ±3.48 260.08 ± 8.47
3.40E+04 4.6 Y 0.1865 ±0.0213 1321.20 ±1.83 2505.73 ±3.33 1184.58 ±4.60 224.05 ± 10.84
3.40E+04 4.8 Y 0.1380 ±0.0157 1320.59 ±  1.70 2511.20 ±4.47 1190.58 ±5.72 189.99 ±7.98
3.40E+04 5.0 Y 0.1042 ±0.0106 1318.60 ±0.71 2516.56 ±2.53 1197.95 ± 2.75 162.69 ±6.57
4.10E+04 2.4 N 0.8371 ±0.0615 1341.00 ±2.54 2096.44 ± 12.88 755.42 ± 14.23 788.02 ±22.91
4.10E+04 2.6 N 0.8145 ± 0.0460 1342.39 ±3.73 2174.46 ± 18.68 832.06 ± 19.32 757.48 ± 28.02
4.10E+04 2.8 N 0.7598 ±0.0378 1343.20 ±3.19 2244.84 ±21.75 901.63 ±20.98 692.35 ±20.80
4 .10E+04 3.0 Y 0.7354 ±  0.0644 1344.29 ±3 .86 2338.45 ±9.15 994.14 ±9.71 628.72 ±17.55
4.10E+04 3.2 Y 0.6590 ± 0.0399 1340.20 ±2.61 2386.11 ±7.15 1045.91 ±7 .10 561.88 ± 11.12
4.10E+04 3.4 Y 0.6230 ±0.0298 1334.75 ±  1.82 2388.63 ±  1.84 1053.91 ±3.23 537.73 ±  13.20
4.10E+04 3.6 Y 0.5495 ±0.0315 1327.89 ± 2.06 2401.34 ±6 .74 1073.25 ± 8.25 473.73 ±  13.93
4.10E+04 3.8 Y 0.4574 ±0.0176 1319.44 ±0 .88 2427.71 ±3.23 1108.21 ±3.62 407.11 ±  11.31
4.10E+04 4.0 Y 0.3557 ± 0.0262 1314.00 ±0 .37 2451.82 ±4.38 1137.74 ±4.13 350.16 ±15.51
4.10E+04 4.2 Y 0.2933 ± 0.0256 1310.31 ±0 .30 2468.42 ±  3.25 1158.02 ±3 .14 307.00 ± 12.08
4.10E+04 4.4 Y 0.2247 ± 0.0283 1307.82 ±0 .79 2487.62 ±  2.04 1179.77 ±2.61 258.21 ± 12.29
4.10E+04 4.6 Y 0.1662 ±0.0188 1306.60 ±0 .38 2497.70 ±  2.57 1191.10 ±2 .80 220.51 ±  10.20
4.10E+04 4.8 Y 0.1200 ±0.0120 1305.89 ±0 .50 2504.18 ±2.57 1198.34 ±2 .87 187.70 ±8.08
4.10E+04 5.0 Y 0.0899 ±0.0110 1305.51 ±0 .48 2511.64 ±2.30 1206.17 ±2.42 156.39 ±7.06
8.40E+04 2.4 N 0.9071 ±0.0483 1295.90 ±3.72 2073.88 ±15.22 778.00 ± 12.73 763.07 ± 12.69
8.40E+04 2.6 N 0.8640 ± 0.0690 1293.56 ±4.08 2143.41 ± 14.25 849.85 ±17.33 709.87 ± 11.15
8.40E+04 2.8 N 0.7986 ±0.0571 1295.7! ±4.18 2209.96 ± 8.89 914.28 ±9.95 665.42 ± 26.56
8.40E+04 3.0 Y 0.7536 ± 0.0323 1292.13 ±3 .22 2289.18 ±17.32 997.05 ±  18.54 595.21 ± 18.65
8.40E+04 3.2 Y 0.7141 ±0.0308 1290.30 ±2 .54 2312.11 ± 17.54 1021.77 ±  16.80 551.90 ± 18.53
8.40E+04 3.4 Y 0.6416 ±0.0499 1286.11 ±1.21 2315.25 ±3.17 1029.08 ±  3.96 501.08 ±27.66
8.40E+04 3.6 Y 0.5244 ± 0.0447 1282.26 ±  1.74 2341.47 ±2.12 1059.29 ±2 .09 436.51 ±28.72
8.40E+04 3.8 Y 0.4042 ± 0.0464 1277.38 ±  1.93 2381.76 ±5.33 1104.39 ±5.65 384.69 ±29.67
8.40E+04 4.0 Y 0.3154 ± 0.0404 1276.84 ±  1.43 2402.62 ±  5.75 1125.79 ±  6.44 306.77 ± 29.68
8.40E+04 4.2 Y 0.2573 ±0.0421 1274.36 ±1.61 2420.63 ±5.12 1146.24 ± 6.58 269.01 ±24.78
8.40E+04 4.4 Y 0.1964 ±0.0363 1274.39 ±  1.36 2439.38 ±7.68 1165.04 ±8.88 231.24 ± 19.57
8.40E+04 4.6 Y 0.1561 ±0.0307 1275.15 ±  1.67 2451.83 ±9 .54 1176.71 ±11.02 206.61 ±21.90
8.40E+04 4.8 Y 0.1224 ±0.0199 1272.71 ±2 .48 2463.56 ±11.27 1190.83 ±13.70 181.49 ± 12.34
8.40E+04 5.0 Y 0.0823 ±0.0101 1273.50 ±  2.57 2473.31 ±  12.72 1199.84 ±15.24 153.89 ±8.28
1.70E+05 2.4 N 1.0010 ±0.0536 1257.50 ±7.31 2049.69 ± 8.00 792.18 ±5.57 709.77 ± 19.99
1.70E+05 2.6 N 0.8747 ± 0.0950 1250.44 ±4.94 2114.08 ± 20.13 863.60 ± 18.97 656.29 ± 57.71
1.70E+05 2.8 N 0.8694 ±0.1282 1250.09 ±3.86 2161.80 ±21.51 911.71 ± 18.25 583.33 ± 50.67
1.70E+05 3.0 Y 0.7222 ±0.1349 1248.81 ±4.53 2205.06 ± 29.60 956.23 ±  26.68 528.02 ± 85.93
1.70E+05 3.2 Y 0.6068 ±0.1115 1245.52 ±2.41 2251.44 ±27.08 1005.90 ±  24.94 485.79 ± 75.42
1.70E+05 3.4 Y 0.5496 ±0.1191 1247.38 ±3 .32 2276.05 ±  19.78 1028.80 ±  17.12 414.47 ±71.70
1.70E+05 3.6 Y 0.4024 ± 0.0905 1244.92 ±  1.70 2303.92 ± 32.02 1058.95 ±30.44 335.14 ±52.99
1.70E+05 3.8 Y 0.2846 ±0.0788 1245.06 ±0 .94 2333.20 ±37.19 1088.16 ±36.98 282.99 ± 46.90
1.70E+05 4.0 Y 0.2164 ±0.0649 1244.30 ±  1.04 2334.42 ±61.49 1090.12 ±61.61 232.35 ± 37.42
1.70E+05 4.2 Y 0.1653 ±0.0367 1246.47 ±1.31 2368.91 ±38.55 1122.44 ±39.60 203.13 ±25.45
1.70E+05 4.4 Y 0.0983 ±0.0128 1244.89 ±0 .72 2354.85 ±  62.08 1109.93 ±61.97 165.06 ±  19.99
1.70E+05 4.6 Y 0.0714 ±0.0087 1246.81 ±0 .79 2375.87 ±66.42 1129.04 ±66.04 148.93 ±17.36
1.70E+05 4.8 Y 0.0582 ± 0.0058 1246.99 ±  1.30 2400.12 ±61.36 1153.13 ±61.52 130.44 ±15.50
1.70E+05 5.0 Y 0.0460 ± 0.0028 1245.56 ±0 .89 2398.31 ±58.62 1152.73 ±58.02 107.67 ±6.40
4.00E+05 2.9 N 1.2260 978.93 2217.04 978.93 592.87
4.00E+05 3.0 Y 0.9641 996.94 2222.42 996.94 517.28
4.00E+05 3.5 Y 0.4840 1112.56 2330.68 1112.56 352.36
4.00E+05 4.0 Y 0.2010 1163.63 2380.19 1163.63 202.90
4.00E+05 4.5 Y 0.1000 1200.60 2416.89 1200.60 124.61
4.00E+05 5.0 Y 0.0700 1215.38 2433.30 1215.38 87.84
Table 6.2
Output from the cases simulated. For values with ± figures quoted the values refers to the mean value of the variable once the 
system has reached a quasi steady state in these cases the ± figure refers to the standard deviation of the variable from its mean 
position. In cases where ± values are not quoted then the necessary data to calculate the mean and standard deviation were not output 
during the simulation and the values at the end of the simulation are used. Values printed in grey belong to cases that are thought to be 
unstable and where the marker method employed has failed.
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RMS
Surface Total Time N2 O f
Q cmb Qs Nusselt Velocity Simulated Over
Ra o (G W) (G W) Number (cm /  year) (B years) Turns
3.40E+04 2.4 N 1330 ±36.7 3400 ± 208.0 7.40 0.093 23.92 1.2
3.40E+04 2.6 N 1120 ±34.6 3190 ± 172.0 7.11 0.093 75.75 0.8
3.40E+04 2.8 N 907 ± 30.2 2990 ± 141.0 6.69 0.080 155.90 1.6
3.40E+04 3.0 Y 793 ±  17.0 2850 ±61.0 6.17 0.067 155.90 1.4
3.40E+04 3.2 Y 695 ±  16.1 2730 ±  36.7 5.88 0.061 155.10 1.3
3.40E+04 3.4 Y 692 ±  12.4 2730 ±  28.3 5.95 0.064 29.46 1.3
3.40E+04 3.6 Y 691 ±  12.2 2730 ±  27.8 5.95 0.067 70.64 2.4
3.40E+04 3.8 Y 700 ±9.1 2740 ±  27.6 5.96 0.070 229.60 9.4
3.40E+04 4.0 Y 698 ± 9.9 2750 ±  28.7 6.02 0.072 588.50 23.9
3.40E+04 4.2 Y 703 ±  8.5 2750 ±27.6 6.00 0.072 862.00 36.0
3.40E+04 4.4 Y 706 ±  9.2 2750 ±26.5 5.98 0.071 45.54 2.9
3.40E+04 4.6 Y 708 ±  13.5 2760 ±  26.6 6.02 0.072 79.11 4.4
3.40E+04 4.8 Y 718 ± 15.5 2770 ±27.1 6.05 0.074 242.30 14.8
3.40E+04 5.0 Y 726 ± 13.4 2770 ± 26.2 6.06 0.075 309.70 19.4
4.10E+04 2.4 N 1380 ± 33.6 3440 ±228.0 7.02 0.111 309.60 19.6
4.10E+04 2.6 N 1210 ±50.1 3340 ± 186.0 7.22 0.103 118.51 6.4
4.10E+04 2.8 N 1030 ±35.2 3120 ± 138.0 6.42 0.090 256.20 18.7
4.10E+04 3.0 Y 881 ±24.3 2930 ±  57.7 6.37 0.076 258.00 18.2
4.10E+04 3.2 Y 801 ±  18.9 2840 ±  37.3 6.22 0.074 258.20 18.4
4.10E+04 3.4 Y 802 ±  19.7 2830 ±  32.9 6.20 0.075 67.92 4.8
4.10E+04 3.6 Y 816 ±  11.7 2850 ± 30.2 6.23 0.079 41.62 2.6
4.10E+04 3.8 Y 813 ±11.2 2850 ±  30.5 6.21 0.080 258.80 17.6
4 .10E+04 4.0 Y 801 ±  14.8 2840 ±  28.8 6.18 0.080 259.00 17.6
4.10E+04 4.2 Y 799 ±  13.6 2840 ±27 .7 6.23 0.082 266.90 19.1
4.10E+04 4.4 Y 804 ±  12.0 2850 ±  28.0 6.25 0.082 23.94 2.1
4.10E+04 4.6 Y 810 ±  12.0 2860 ±28.1 6.25 0.083 290.20 16.0
4.10E+04 4.8 Y 813 ±13 .4 2860 ±27.5 6.23 0.083 322.70 9.7
4.10E+04 5.0 Y 824 ±  14.7 2870 ±27.1 6.28 0.087 314.20 7.9
8.40E+04 2.4 N 1780 ±71.4 3880 ± 188.0 7.81 0.148 22.55 1.4
8.40E+04 2.6 N 1610 ±49.0 3670 ± 188.0 7.97 0.142 334.10 14.0
8.40E+04 2.8 N 1470 ± 40.7 3500 ± 128.0 7.47 0.120 260.70 12.1
8.40E+04 3.0 Y 1340 ±53.6 3310 ±103.0 7.67 0.114 303.10 14.1
8.40E+04 3.2 Y 1310 ±48.8 3260 ±63.8 7.18 0.120 30.11 1.7
8.40E+04 3.4 Y 1310 ±42.9 3270 ±  65.3 7.25 0.125 175.40 10.3
8.40E+04 3.6 Y 1290 ±51.8 3260 ±  52.3 7.13 0.123 153.70 10.0
8.40E+04 3.8 Y 1250 ±45.3 3230 ±41.1 7.05 0.122 181.90 12.9
8.40E+04 4.0 Y 1250 ±50.1 3230 ±35.1 7.10 0.125 36.80 3.0
8.40E+04 4.2 Y 1240 ±44.6 3240 ±  35.2 7.06 0.124 67.00 5.1
8.40E+04 4.4 Y 1240 ±40.7 3240 ±  32.0 7.07 0.127 89.90 7.8
8.40E+04 4.6 Y 1230 ±50.3 3230 ±31 .0 7.02 0.127 129.00 12.1
8.40E+04 4.8 Y 1230 ±43.9 3240 ±  30.8 7.05 0.130 29.30 4.1
8.40E+04 5.0 Y 1230 ±33.7 3240 ±  30.9 7.05 0.134 29.50 3.9
1.70E+05 2.4 N 2510 ±87.7 4410 ±287.0 10.85 0.196 29.60 3.9
1.70E+05 2.6 N 2280 ± 79.0 3940 ± 320.0 9.53 0.195 19.78 1.9
1.70E+05 2.8 N 2130 ±103.0 3770 ± 207.0 8.53 0.174 256.39 18.5
1.70E+05 3.0 Y 2050 ±  124.0 3650 ±208.0 8.35 0.174 303.29 13.4
1.70E+05 3.2 Y 1950 ±151.0 3560 ±156.0 8.22 0.173 211.29 12.6
1.70E+05 3.4 Y 1940 ±154.0 3590 ± 133.0 8.19 0.180 23.88 1.8
1.70E+05 3.6 Y 1920 ±  159.0 3570 ±111.0 8.05 0.184 211.29 11.0
1.70E+05 3.8 Y 1860 ±173.0 3570 ± 100.0 8.01 0.187 209.09 11.7
1.70E+05 4.0 Y 1880 ±203.0 3540 ±95.9 7.92 0.190 296.59 17.7
1.70E+05 4.2 Y 1800 ±136.0 3580 ± 82.6 7.97 0.195 29.65 2.2
1.70E+05 4.4 Y 1870 ±193.0 3540 ±  88.6 7.89 0.206 107.99 7.1
1.70E+05 4.6 Y 1840 ±180.0 3560 ±87.1 7.87 0.210 119.09 9.4
1.70E+05 4.8 Y 1800 ±187.0 3560 ± 83.5 7.87 0.212 165.79 14.0
1.70E+05 5.0 Y 1810 ±165.0 3560 ±  80.5 7.91 0.215 55.49 4.6
4.00E+05 2.9 N 3380 ± 82.4 4600 ±336.0 11.10 0.275 86.99 7.8
4.00E+05 3.0 Y 3410 ± 128.0 4170 ± 105.0 9.66 0.279 125.79 12.5
4.00E+05 3.5 Y 3000 ± 152.0 4220 ± 84.8 9.49 0.287 209.19 22.4
4.00E+05 4.0 Y 2940 ±248.0 4210 ±98.3 9.41 0.306 45.99 6.0
4.00E+05 4.5 Y 2900 ±281.0 4240 ±115.0 9.47 0.326 45.09 4.9
4.00E+05 5.0 Y 2890 ±268.0 4250 ±111.0 9.51 0.333 66.19 7.2
Table 6.3
Output from the cases simulated. For values with ± figures quoted the values refers to the mean value o f the variable once the 
system has reached a quasi steady state in these cases the ± figure refers to the standard deviation of the variable from its mean 
position. In cases where ±  values are not quoted then the necessary data to calculate the mean and standard deviation were not output 
during the simulation and the values at the end of the simulation are used. Values printed in grev belong to cases that are thought to be 
unstable and where the marker method employed has failed.
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Figure 6.7
The behaviour o f several variables as the 
density and the Rayleigh number change. 
The mean values over the final 10,000 
iterations of the simulation are shown. 
The error bars represent the standard 
deviation of the variable over the same 
time and display the variance of the 
value. However in the Ra=4.0E5 case 
data was not collected throughout the 
calculation and so neither the mean nor 
variance could not be found. Instead the 
value at the end of the simulations are 
used.
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6.5 Coupling between the layers
To investigate the type of coupling between the two layers we looked at the up-welling 
and down-welling structures in the simulations. We calculated the component of the 
flow velocity that was in the radial direction (vrad%) for each of the data points in the 
TERRA grid. This was achieved by taking the dot product of the velocity vector (v) at a 
given data point with the normalised unit vector to the data point from the origin (r  ).
v rad %  =  T T  X 100%  (6 .5 )
-
The values of vrad% can then be outputted in a format that can be interpreted in the 
same manner as the thermal field by the Mantlevis visualisation program. This method 
reduces the vector velocity field to a scalar field; an alternative would be to look 
directly at the vector field. We have chosen not to look at the vector field for a number 
of reasons. It is difficult to display a vector as part o f a larger 3D image. This may be 
possible in a 3D stereo visualisation suite but the images produced would not translate 
well to figures that could be used in publication. It is possible to reduce the vector data 
to 2D and this can be displayed easily in a 2D image. However the images produced 
can be misleading as a 2D slice is taken through a more complex 3D structure. A 
second advantage to reducing the velocity field to a scalar field is that scalar fields can 
be represented in Mantlevis that is the most powerful visualisation tool available for 
data from TERRA calculations.
The component o f the velocity in the radial direction is shown in figure 6 .8 . Up- 
wellings are shown as red and down-welling in blue. In section 2.7.3 we discuss that 
there are two modes in which the boundary between the two layers could be coupled. In 
the first, viscosity forces dominate the flow field at the interface between the two 
layers. In this case the flow field is symmetrical across the interface between the two 
layers. The second case is when thermal buoyancy forces dominate, causing up-welling 
and down-wellings to continue through across the interface.
In figure 6 .8 a 6 .8b we see that the up-welling and down-welling structures are 
symmetrical across the interface suggesting that the layers are viscously coupled. As 
the Rayleigh number increases the system seems to move away from a viscously 
coupled state and we see increasing signs of thermal coupling. The highest Rayleigh
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number case presented is shown in 6 .8  and displays signs of both viscous and thermal 
coupling with neither coupling systems obviously being dominant.
There is evidence that as the Rayleigh number increases the system moves from 
viscous coupling to thermal coupling.
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a, RaT = 3.4xl04 b, RaT = 4.1xl04
c, Rar = 8.1x10'' d.Ra, = 1.7x105 
Figure 6.8
The velocity structure of a 
series of layered cases with 
different Rayleigh numbers. 
A cross section of the mantle 
is shown with colour 
representing the proportion 
of the velocity of flow that is 
radially outward i.e. red 
sections are up-wellings 
while blue are down- 
wellings. The cases shown 
have reached their quasi 
steady state and have a layer 
at 1500km depth and a 
density increase of 4.0%.
Up-welling
Dowmwelling
e, Rax = 4.0x105
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6.6 Changing the viscosity structure
In the previous sections o f this chapter we presented data from simulations with five 
different Rayleigh numbers. Four o f these cases were repeated with the only difference 
from the earlier runs being that a different radial viscosity profile was applied.
The cases run had the same parameters as those presented in table 6.1 with reference 
viscosities o f l.OOxlO23, 8.25xl022, 4.00xl022 &  2.00xl022. These result in Rayleigh 
numbers Raj o f 1.751 xlO4, 2.122xl04, 4 .3 7 7 x 104 &  8 .7 5 5 x 104 respectively.
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Figure 6.9
The viscosity structure used in 
the runs presented in this section 
(bold line) and the earlier in this 
chapter (thin line).
Results do agree with the earlier cases in many respects: the temperature in the lower 
and upper layers both increase as the Rayleigh number is decreased (Figure 6.10c &  
6.10d). Though the temperature in both layers is significantly hotter in the lower 
viscosity cases presented in this section. The temperature contrasts across the interface 
between the two layers are however largely unchanged (Figure 6.10b). The decreasing 
temperature contrast with increasing Rayleigh number is not apparent in these results 
(Figure 6.10b). Analysis of the thermal balance of the system suggests that system is 
not in a stratified layered state when the density contrast falls below 3%. The effect of 
Rayleigh number on the non-dimensional area variable y is not as clear in these low 
viscosity results as those presented earlier in the chapter. This is probably due to the 
smaller range of Rayleigh numbers studied. However, figure 6.10a while not clearly 
showing a trend does suggest that an increase in the Rayleigh number could produce an
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increase in y; suggesting that increasing Ra makes a layered system less stable. This is 
contrary the conclusion we reached in section 6.4 (Stability of the layering) where we 
concluded that an increase in Ra would make the system more stable. Figure 6.10e does 
not show a clear effect on the standard deviation of the marker heights when the 
Rayleigh number is increased. The range of Rayleigh numbers studied for this viscosity 
structure is not sufficient to determine the effect of Ra on the stability of layered 
system.
When the viscosity jump in the lower mantle is increased the temperature of both the 
upper and lower layers is increased. The temperature increase across the deformable 
boundary remains the same.
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Figure 6.10
The behaviour o f several variables as the 
density and the Rayleigh number change. 
The mean values over the final 10,000 
iterations of the simulation are shown. 
The error bars represent the standard 
deviation of the variable over the same 
time and display the variance of the 
value. This can be compared with Figure 
6.7 that shows the same data for cases 
with a different viscosity-with-depth 
profile.
e,
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7 Implications for Earth
Recall from chapter 2 that using previous work we can place the following limitations 
on a layered mantle.
1. A deep layer is not expected to have an effective density contrast (Ap/p)efr 
greater than 0.4 across it [Masters &  Gubbins 2003].
2. To remain invisible to seismic scattering imaging techniques the interface 
between the two layers must have regions in which the inclination is greater 
than 30° [Castle &  van der Hilst 2003a].
3. The maximum rate of entrainment from the deep layer over the last 4.2 G years 
must be less than 150km per year (else the layer would have mixed).
4. The rate of internal heat production in an enriched layer is likely to be around 
5x1 O' 12 W  kg' 1 [Becker et al. 1999]
It is the aim of this chapter (and indeed this thesis) to add some limitations to this list 
and if  possible confirm some of these existing constraints.
7.1 Using entrainment to constrain the density contrast across 
the deformable boundary
Davaille [1999b] derives two equations (4.14 &  4.15) to describe the rates of 
entrainment across a layered system, see section 4.4. These two equations describe up­
wards (plume-like) entrainment Qf and down-wards (sheet-like) entrainment Qi per 
cell. A cell is defined as a square region on the interface between the two layers 
containing one plume and surrounded by sheet-like entrainment (see figure 4.7).
In section 4.4 we saw that Davaille makes an assumption that viscosity forces are 
negligible to entrainment and re-derived her equations with these forces to produce the 
following equations.
(4.15)
(4.14)
Plumes
2
(4.44)
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Q | = C 2 ] —-^-Ra^— ^lK Ra{5 I - Sheets
B Apgh0^
(4.38)
Where Ray &  Rai are the Rayleigh numbers o f the upper and lower layers 
respectively...
“ iPgAThJ
Raj =
Rau =
(4.45)
(4.46)
Kill
q up g A T (H -h J
Kllu
We can use equations 4.14, 4.15 and the maximum rate o f entrainment derived in 
section 4.4.5 to find the minimum density contrast at a given depth required for a layer 
to survive entrainment over Earth history.
Emax is the maximum rate o f entrainment possible in a layered system.
'y i
Emax=150km year' .
(Qt + Qi)x {N* of cells} = Emax (7.1)
The number of cells in a layer can be calculated by using Davaille’s assumption 
that the width o f a cell is equal to the depth of the lower layer. We can then 
calculate how many cells w ill fit onto the deformable boundary.
2
{N - o f cells} = 4  , K
Combining equations 7.1, 7.2, 4.14, 4.15 and 2.10 B=Ap^p(aiTcMB-auTs)
4 wR£C j
r \ 2 
VAPy
(alTcMB a u^s) Ra^ +hn
4tcRkC2
vAPy
(“ i^cmb au^s) R a ^ -E ,
hn
Which is rewritten as.
^Ap^ 1
tN
M
I  P J p J
- K 2 = 0
Where...
K j — 47iR kC 2 ((x1Tcmb— auTs) Ra
(7.2)
(7.3)
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CMB (7.4)
Which solves...
Apl K ,±V K f + 4EmaxK 2 (7.5)
P J 2E max
We use equation 7.5 to find the density contrast that w ill produce the maximum rate of
entrainment at a given depth. This density contrast can be thought o f as the minimum 
possible value since if  the density contrast were any smaller than this any layer would 
have completely entrained in the lifetime of Earth. Figure 7.1 shows the solutions of 
equation 7.5 for an Earth-like case with the parameters shown in table 4.5. There is a 
strong increase in the density contrast at the CMB due to the assumption used that the 
cell size is equal to the depth of the lower layer h o  and the 1 /h o  relationship that this 
causes. The values of the density contrast required to sustain a layered mantle 
throughout the history of Earth are very small and do not place any real constraint on 
the lower end of the likely density contrast of a deep layer.
In section 4.4.4 we saw that Davaille drops the viscosity terms in her calculations since 
they are negligible in the cases she studied. We saw that in Earth-like cases the 
viscosity term did have a significant effect. We repeat the above calculations but 
include the viscosity terms...
Density Contrast (%)
0.0000 0.0002 0.0004 0.0006 0.0008 0.0010
0
Figure 7.1
The minimum density contrast 
needed to keep entrainment 
sufficiently small to stop a layer 
from mixing in the lifetime of Earth 
based on Davaille’s [1999b] 
equations.
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Combining equations 7.1, 7.2, 4.44, 4.38 and 2.10 B=Ap^p(aiTCMB-auTs)
K 47TRJ
hn h?lo llo vAPy
(a lTcMB a uTs)^0^ au Apgh* ~~u
Ra? > +
4 ttR r \K
VAPy
(a i^ CMB a uTs)KhoRa]‘'~  , 2 Ra,' f — E
Which can be rewritten as 
B
/  \  
P B2 — B3 r +
A APy
Where constants 6 1 ,2,3,4,5 are.
r  ^
_P_
v APy
Apgh,2
®4 B5 > B 6Emax -  0
B ,= C , ~  ; B 2 = (a,TCMB- a uTs)h0Ra^ ; B3 = - H ^ R aJ 
ho Apgh0
B 4 _  C 2 ( a l T c M B - ( X u T s ) K h o ^ a ^  » B 5 - ^ 2 “~ ~ T T ^ a ^  ’ B 6 “
Apgh0 4 tcRJ-
Rearranging equation 7.4 gives...
f  - \ 2
— 2B ,B 2B3B.BJ
v AP;
(b 6e
C \
_P_
^APy
\ 2
/  \
+ B^B3 +
VA Py
B 4 B 5 B 6 B max -  ®
m ax+ B 5 _ B l B 3 ( f - (B 4-2 B ,B 2B3)j —I  P ) ~ B]B2 = 0
A,
Ap^
2
- A 2
( k. \Ap j
l  P I  P J
-  A 3 = 0
Where Aj — B6Emax+ B 5 B3 ; A 2 — B4+ 2B!B2B3 ; A 3 — BjB2 
So the density contrast can be expressed as...
A 2 i  A 2 ■+■ 4 A j A 3 
"  2 A^
 ^Ap^
Where...
a  _  h o F  , r  * l i *
1 ”  a  r> 2 max '- '2  . , -47rR^ Apgho AP g l*o
A 2 - C2(a iTcMB auEs)Kl1oRaf5 2C |(n |TCMB a uTs) ~ —— Ra' 11
APgh,2
(7.6)
(7.7)
A 3 ~ C ^a jT ^g -Q yT s ) 2 ich0Ra*%
(7.8)
(7.9) 
(7.10)
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Equation 7.7 cannot be solved directly but an iterative method can be used. A program 
was written to do this and is shown in appendix H. The results for an Earth like case are 
shown in figure 7.2. These are significantly different from the results shown in figure 
7.1. The inclusion o f the viscosity term generally increases the density contrast needed 
to reduce entrainment below the possible maximum values. The density increase 
needed becomes very large between 1500km and 2000km depth. I f  these results are 
accurate they rule out the possibility of a deep layer within the mantle.
However, the results o f our calculations have shown numerous cases of deep layers that 
are indeed stable and that when these results are extrapolated to an Earth-like case 
remain stable. Davaille uses the assumption that the planform of entrainment is always 
upward plumes and downward sheets. In section 4.4.1 we challenged this assumption 
and demonstrated that in our runs the plan form of entrainment features changes with 
depth. For an interface high in the mantle, upwards entrainment takes the form of 
plumes and downwards entrainment takes the form of sheets. As the layer is placed 
deeper and deeper in the mantle however the plan-form changes with deep layers 
having upward sheet-like entrainment and down-ward plume like entrainment. I f  this is 
the case then Davaille’s results shown in figures 7.1 &  7.2 are only valid in the upper 
half of the mantle. As the plan form changes the graph should look symmetrical round 
the mid-mantle and a layered system would require a smaller density contrast as the 
depth of the layer approached the CMB [Davaille et al. 2003].
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Density Contrast (%)
0 2 4 6 8 10
Figure 7.2
The minimum density contrast 
needed to keep entrainment 
sufficiently small to stop a layer 
from mixing in the lifetime of 
Earth based on Davaille’s [1999b] 
equations with the viscosity forces 
term included.
This procedure can be repeated with time integration o f the system to allow for the 
changing values of entrainment as the two layers mix (changing their densities) and 
thickness of the lower layer changes [Gonnermann et al. 2002]. In these calculations 
the time dependence or the maximum entrainment condition* may explain why their 
results are so different from those presented in this section. However, Gonnermann et 
al. [2002] follow on from the work o f Sleep [1988]. It has been shown that this 
represents the upper lim it o f the possible entrainment [Zhong &  Hager 2003]. This is 
unfortunate since we are trying to find a lower limit on the possible density contrast but 
it is possible that a dense layer with a smaller density contrast than that quoted by 
Gonnermann et al. [2002] could have survived throughout the history of Earth’s 
mantle.
Calculations based on the rates of entrainment presented by Davaille [1999b] do not 
place any significant constraints on the lower-end estimates of the possible density 
increase of a lower layer.
However work by Gonnermann et al. [2002] suggest that a minimum buoyancy ratio 
of 1.8 is needed to maintain a layer at 2100km depth in a system with Ra=108 this
t Unfortunately Gonnerman et al. do not quote the maximum entrainment condition or the method they 
use to calculate the temperature in the lower layer and so it is not possible to repeat their calculations.
* Unfortunately Gonnerman et al. do not quote the parameters used in their calculations and this value is 
based on p=5xl03, a = lx l0 '5, AT =2000-i-3.
500 -
1000 -
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x:1500
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corresponds to a density contrast o f 1.2% . However, it is possible for a layer to 
remain within the mantle with a smaller density contrast than this [Zhong & Hager 
2003] and so it cannot be considered as a true minimum value.
7.2 Coupling between the two layers
In section 4.4 we discuss how Davaille [1999b] uses the assumption that a layered 
system would have viscous coupling in the derivation of her rate of entrainment 
formula. We can use similar arguments to Davaille by considering the balance of 
viscous and thermal forces at the interface between two layers. We consider a small 
volume of the upper layer directly above the interface. The volume is travelling with a 
velocity Vi compared to a plane of lower mantle material that has a velocity V2. This 
plane is driving the volume via a viscous stress field. The volume has a temperature Tk 
compared to Tu the temperature of the surrounding material, see figure 7.3.
/ \
Figure 7.3
A schematic of the situation used to derive the equations for the 
viscous and thermal forces. A thin layer of thickness AZ is above the 
boundary between two layers and has two forces acting on it. The first 
is caused by the viscous drag of a plate a depth d below it. This plate 
represents the flow in the lower layer and has velocity V2. There is a 
shear stress zone between the plate and boundary that is moving with 
velocity vi. Thermal buoyancy causes a second force acting on the 
plate. The plate has a temperature Tk compared to the surrounding 
temperature of T„. The boundary between the two layers is shown as a 
thick black line.
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The thermal buoyancy force FT is given by...
Ft =agpAAZ(Tk- T u) 
The viscous drag force Fn is given by...
_-nA(v2 - v , )
F"  5-------
(7.11)
(7.12)
I f  we assume that V2 is zero and the vertical length scale o f the stress field is the
same as the thermal field then can be rewritten as..
v  - 1'Av (7.13)
As the viscosity approaches zero the Rayleigh number Ra approaches infinity. 
Since Ft is independent o f the viscosity it w ill remain constant, Fr, w ill vary. We 
use the relationship between the thermal boundary thickness and R a...
^Ra, N
AZ = L
v Ra j
(2.8)
Where: 87 < Rac < 1100; 0 < p < 0.3 for Earth’s mantle [M°Namara &  Van 
Keken 2000]
.. .and substitute equation 2.8 into 7.13...
(7.14)
If  we look at the ratio o f the two forces...
Ft  agpAAZ(Tk- T u) agpAZ2 (Tk- T u)
Fm nAv/AZ
Ft  agp(Tk- T u)L 2
rjv
rjv
r „  \  Ra
vRac j
2P 2p^ 26-1  oc——  = rj p
il
Fn ’I
(7.15)
The values of P for Earth is thought to be less than 0.3 [M cNamara & Van Keken 
2000], so 2p-l w ill be negative. As viscosity decreases the thermal forces become 
much larger than the viscous forces. This explains the change from viscous to thermal 
coupling as the Ra number increases seen in section 6.5. It also agrees with the
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predictions of Richter& Johnson [1974] that at very low Rayleigh number a system w ill 
exhibit viscous coupling and the observations of Davaille [2003] and Davaille et al. 
[1999b] that a layered system moves to thermal coupling when it has high Ra.
We calculate the magnitude o f the force per unit area produced by both viscous drag 
and thermal buoyancy for an Earth-like system using parameters quoted in table 7.1. 
This results in a viscous stress F^/A = 3 .2 x 108 Nm ' 2 and the buoyancy stress of F t /A  =  
4.1xl07 Nm'2; Ft/F^O .13. Given that the thermal buoyancy stress is an order of 
magnitude smaller than the viscous force we would expect the viscous coupling to 
dominate the system. However, the characteristic velocity used of 10cm per year could 
easily be an order o f magnitude too big and in this case the ratio between the two forces 
would then be very close to one. These results predict that an Earth-like layered system 
would be viscously coupled though it is possible that neither type of coupling would 
dominate.
Parameter Value
Depth of marker surface Dk 2 0 0 0  km
Temperature of interface Tk 1800 K
Temperature o f the upper layer Tu 1200 K
Reference density P 5 .0 0 x l0 3 kg
Volume coefficient of thermal expansion a 2.0x10' 5 K ' 1
Viscosity 7X1021 Pas
Characteristic velocity o f mantle flow V 10 cm year
3.2xl0 ‘9 m s' 1
Ra X o 0
0
Critical Rayleigh number Rac 400
Length scale of convection L 2870 km
Power used in equations 2.8 &  7.15 P 0.3
Thickness of the thermal boundary, AZ 69 km
calculated using L, p, Ra, Rac
Table 7.1
The parameters used to calculate the viscous and buoyancy forces at the interface 
between layers in an Earth-like system. Tk & TU are extrapolated to Earth-like values 
from the results presented in chapter 06. The value of q used is that quoted for the lower 
mantle by Davies [1999, p i63].
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7.3 Plan form of convection
Previous investigations of mantle convection have shown a series of ridges connecting 
the plumes at the CMB [Dubuffet et al. 1999, Ratcliff et al. 1997]. These features are 
often accompanied by sheet-like down-welling. I f  we consider single-layer convection 
in which both up-welling and down-welling features are sheet-like then these sheets 
w ill collide in the mid-mantle and force a change in the planform of convection from 
sheet to plume for both the up-welling and down-welling features. Where these cold 
plumes impact on the CMB they push aside hot material into ridges that then form into 
the hot sheet-like up-wellings. Likewise at the surface the hot plumes w ill push cold 
material into ridges that w ill form the cold down-welling sheets. See figure 7.4. This 
change from sheet to plumes causes a planform that is self-sustaining as the plumes and 
sheets arrange themselves into regular cell patterns at either surface. In an Earth-like 
system the planform of these coupled sheet-to-plume structures would be determined 
by plate tectonics since it is the position o f plate boundaries that determines the 
location of subduction material.
This self-sustaining model uses several unrealistic assumptions. We have considered a 
Cartesian system, in our models and Earth; spherical geometry w ill have an effect. The 
smaller surface area o f the CMB compared to the Surface  ^ means that as cold sheets 
move downward they would take up an increasingly large proportion of the volume of 
the mantle at their depth. We would therefore expect the contact between the upward 
and downward sheets to take place in the deeper mantle. This would also cause the 
impact of the down-welling features at the CMB to more rigorously dictate the position 
of the hot ridge structures than the impact of hot plumes w ill have on the position of 
cold sheets. For Earth, coupling between hot plumes and cold sheets at the surface can 
be neglected since the planform of subduction is dictated by plate tectonics not hot 
anomalies. However our line o f reasoning suggests that plumes would exist away from 
subduction boundaries. This is a feature o f hotspot locations [Weinstein &  Olson 1989] 
though some hotspots do exist close to subduction zones. This can in part be explained 
by the arguments above concerning the less effective coupling at the surface compared 
to the CMB and by the suggestion that not all hotspots are fed by plumes with a deep 
origin [Courtillot et al. 2003]. The most significant failing o f this model when applied
t Earth’s surface has an area around 3.3 times bigger than the CMB.
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to Earth is that it predicts that plumes should migrate at the same rate as subduction 
zones and so totally fails to predict the fixity of hotspots and the hot spot reference 
frame. This may be explained by the absence of a radial viscosity structure from the 
model or any chemical layering.
In a mantle with a deep deformable layer this coupled system w ill take place twice, first 
in the upper layer and again in the lower layer. The cold plumes impacting on the upper 
surface of the interface w ill cause downwards depressions; likewise hot plumes 
impacting on the bottom o f the boundary w ill cause upward bulges. We saw in section 
5.5 that the wavelength o f undulations o f the interface between the layers is longer than 
the wavelength o f the thermal features that feed them. Where hot plumes reach the 
interface they spread out causing long wavelength features that can be fed by one or 
more plumes. These long wavelength features are caused by cold/hot reservoirs of 
material below/above the interface. A  consequence of this is that coupling between 
planform of up-ward and down-ward convection is not as tightly coupled as it is in a 
whole mantle system. The position o f cold plumes w ill not change the position of up- 
going sheets as long as they land on the deformable interface in such a way that they 
add material to a cold reservoir. In this way a layered mantle is able to keep the 
position of plumes anchored to the same spot [Davaille et al. 2002].
The same arguments used above to explain the fixity of hotspots in a layered mantle are 
not applicable in a ‘pile’ type arrangement [Tackely 2000]. Here chemically 
heterogeneous regions at the CMB are pushed into piles by cold subducted material that 
is building up there. This is very similar to the coupled model of whole mantle 
convection we have presented in this section with only the inclusion of these 
heterogeneous regions within the hot ridges at the CMB. In this arrangement it is 
unclear why the subducting material would not push these piles around at the same 
velocity as the plate boundaries wander and hence cause hot spots to also move.
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Figure 7.4
A schematic of the coupling between hot and cold anomalies. The 
blues surface represents cold down-going features, while the red 
surface represents hot up-going features. Both surfaces switch from 
sheet to plumes like structure in the mid-mantle when they encounter 
each other. Consquently the hot/cold plumes that arrive the the 
surface/CMB are in the centre of shells bounded by cold/hot sheets. In 
this way the system is self sustaining.
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7.4 Lateral temperature variations
We discussed in section 2.3.3.4 that seismic tomography inversions show the largest 
lateral variations in wave speeds in the shallow mantle and D" region [e.g. van der Hilst 
1997]. The absence of any large variations in the mid-mantle has often been used as 
evidence that there is no thermo chemical boundary in the mid-mantle [Forte 2002; 
Tackley 2002a].
The root mean squared (RMS) lateral variations in the temperature field ( T r m s )  can be 
compared to the results of seismic inversions. The inclusion o f a dense layer produces 
large values of T r m s  at the depth of the interface between the two layers. The amplitude 
and depth range of this region of high T r m s  varies with the heating mode used, the 
depth of the interface, and the density increase across it. In our simulations the 
boundary conditions causes T r m s  to be zero at the surface and also zero at the CMB in 
cases with bottom heating. However, in all cases with bottom heating the T r m s  
anomaly associated with the interface is much larger than those at either the upper or 
lower boundary.
The heating mode used does significantly alter the form of the T r m s  anomaly. When 
only internal heating is present the amplitude of the anomaly at the interface is around 
100-150K and is comparable in size to the anomaly produced at the upper boundary, 
see figure 7.5b and 7.5c. In simulations with bottom heating (or with both internal and 
bottom heating) the amplitude is much larger, 300-600K. There is very little variation 
in T r m s  between simulations with only bottom heating and those with both bottom and 
internal heating. This suggests that plumes generated by bottom heating at the CMB is 
the source of the large T r m s  anomaly. In cases with only internal heating there is a 
region of low T r m s  directly below the interface. The absence of plumes that would 
bring large volumes of hot material to the interface partly explains this. Though, it is 
uncertain why T r m s  would be smaller directly below this interface than in the rest of 
the lower layer. The size of T r m s  in the lower layer is smaller than it is in the upper 
layer in internally heated cases. In simulations with bottom heating T r m s  has similar 
values in both the upper and lower layer and the T r m s  anomaly associated with the 
interface has the same form on either side of the interface.
Denser lower layers produce T r m s  anomalies with smaller amplitudes and are spread 
across a smaller depth range, see figure 7.5b. The depth of the interface also affects the 
form of the T r m s  anomaly, with the amplitude of the anomaly being largest when the
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interface is at a depth of around 10 0 0 km+ and being smaller as the depth of the 
interfaces approached either the surface or CMB, see figure 7.5a. There is weak 
evidence over a limited range of Rayleigh numbers Ra that for larger Ra the amplitude 
of the T r m s  anomaly is larger and the depth range over which it is observed decreases, 
see figure 7.5d. Though changing Ra has the same effect on the T r m s  anomalies at the 
upper and lower boundaries as it does for the anomaly at the interface, i.e. the anomaly 
at the interface is always larger than those at the surface and CMB.
Amplitude of T r m s  anomaly The form of T r m s
Internal heating -  small values Internal heating produces a low T r m s
u
T r m s  — 100-150K region below the interface and T r m s  isO
6 Bottom heating - big values smaller in lower layer than the upper
onc T r m s  = 300-600K layer.
ea Bottom heating produces symmetrical
T r m s  anomaly and T r m s  has similar 
values in the upper and lower layers.
S3 43
Larger density contrasts Ap/p produce Larger density contrasts Ap/p produce
T r m s  anomalies with smaller T r m s  anomalies over a smaller depth
<u g 
P 8 amplitudes. range.
The amplitude has a maximum value Unaffected
Bo* when the interface between the layers<L>
Q is at a depth of around 1000km.
Increasing the Rayleigh number Ra Increasing the Rayleigh number Ra
a increases the amplitude of the T r m s decreases the depth range of the T r m s
& anomaly. anomaly.
I f  we compare the lateral variations o f the temperature in our layered convection 
simulations to the lateral variations of seismic wave speeds suggested by tomography 
inversion (figure 2.6) then we find few similarities. Our results are dominated by the 
large variations in temperature at the depth of the interface between the two layers. In 
contrast seismic results suggest maximum lateral variations at the surface and D" 
regions. We can argue that seismic results sample chemical anomalies in the shallow 
mantle such as the continental tectosphere [Forte &  Perry 2000] and D" in the lower 
mantle; these features are not present in our simulations. The thermal boundary 
conditions in our calculations may also limit the thermal anomalies at the boundaries.
* This is around the depth at which the two layers would have the same volume and at which the 
deformation of the interface is greatest.
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The internally heated cases do have a thermal structure that is more likely to produce a 
seismic structure like that. However, these cases are not realistic.
Our results show that a thermo-chemical boundary in the mantle would produce large 
lateral temperature variations at the depth of the interface. This is a feature that if  
present might be expected to be noticed by seismic tomography.
7.4.1 Lateral variations in density structure including chemical 
buoyancy
An obvious criticism of the root mean squared thermal anomalies presented in the 
pervious section is that they fail to take into account the seismic effect of the large 
chemical variations that dominate the convecting system. A  temperature variation can 
be represented as a density change using equation 7.16...
...where Ap is the temperature difference, po is the reference density, a  the thermal 
expansivity, &  AT the temperature variation. However, in the previous section we 
presented results in terms of the RMS lateral variations in the temperature field. To 
compare the results of the combined thermal and chemical variations, instead of 
converting the temperature difference to an intrinsic density variation, we convert the 
intrinsic chemical variation to a temperature difference, ATAp, by rearranging equation
We calculate this value at all points in the TERRA grid: ATAp=0 for any point in the 
upper layer; for a point in the lower layer ATAp has a fixed value based on the intrinsic 
density increase in the simulation, and a values somewhere between these upper and 
lower layer values for points that sample both the upper and lower layers. At these
volume ‘owned’ by the point; see section 3.4.
The RMS lateral temperature can then be calculated for only thermal effects, T r m s ;  for 
the chemical effects, CheniRMs; and for the thermal effects minus the chemical T- 
CheniRMs- It is this final value that best represents the lateral density structure.
(7.16)
Po
7.17...
(7.17)
points the value of, ATAp is found based on the relative volumes of each layer in the
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We might expect that T-ChemRMs of the thermo-chemical boundary would be less than 
T r m s ,  however this is not always the case. For very dense layers the RMS anomaly 
caused by chemical variations is much larger than that produced by temperature 
variations. So while the chemical and thermal RMS anomalies always act such that 
they cancel each other out, chemical anomalies are more sensitive to the magnitude of 
the density contrast. For example, for high-density contrast the combinations of 
chemical and temperature anomalies can be greater in magnitude (and opposite in sign) 
than the temperature anomaly alone. E.g. compare figure 7.5b and 7.6b, including the 
effects of chemical variations increases the size of the effective RMS temperature 
anomaly. It is only when the density contrast has fallen to Ap/p=2% that the thermal 
and chemical effects cancel out.
In the earlier section we saw the amplitude of the T r m s  anomaly get smaller as the 
interface is placed in the shallow and very deep mantle, see figure 7.5a. In figure 7.6a 
we see the T-cheniRMs anomaly has increasing amplitude for an interface in the shallow 
and very deep mantle. The effect of including the chemical component reduces the 
anomaly when layering is in the mid-mantle but increases it for an interface close to 
either the upper or lower boundary. The smaller anomaly, T r m s ,  produced by internally 
heated cases is no longer the case, since the inclusion of the chemical density greatly 
increases the amplitude of the RMS anomaly.
The inclusion of the chemical density also changes the effect of the Rayleigh number 
Ra, see figure 7.6d. We now see a decrease in the amplitude of RMS anomaly as Ra 
increases.
In summary, the introduction of the chemical contributions to the RMS lateral 
variations depends greatly on the intrinsic density increase across the layer, Ap/p. 
Although the thermal and chemical contributions always oppose each other, at high 
Ap/p the density increase causes a large amplitude RMS anomaly. As Ap/p decreases 
this anomaly becomes smaller see figure 7.6b. This effect is only observed in internally 
heated cases, in simulations with bottom heating the system becomes unstable before 
Ap/p reaches small enough values to oppose the temperature field.
These RMS temperature variations can be related directly to variations in lateral 
density, but unfortunately global seismic tomography cannot yet robustly constrain 
such variations. To rigorously compare the T-cheniRMs to seismic tomography 
variations would require an understanding of the effect of the chemistry variations on
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seismic velocity. We have not made any assumption as to the cause o f the layering, e.g. 
whether it’s enrichment in iron, silicon, or perovskite etc. These would have different 
effects, and some of the conversion factors are poorly constrained. Clearly more work 
(including mineral physics) is required to rigorously compare these results with 
tomography; though we do note that there is a good general correlation in most 
materials between seismic velocity and density.
7.4.2 Lateral variations in the seismic velocity structure 
inferred from a linear combination of the thermal and chemical 
effects
Another method for comparing the thermal and chemical fields produced by our 
simulations with the RMS seismic velocities is convert these fields to seismic velocities 
using a linear combinations method [Tackley 2 0 0 2 ].
AvocAT+aAC (7.18)
Where v is seismic velocity, T is temperature and C is the compositional field having a 
value of 0  in the upper layer and 1 in the lower layer.
This allows us to express the RMS velocity anomaly, vrms, in terms of our thermal and 
compositional fields. The amplitude of the RMS anomaly is determined by the constant 
‘a’ and we adjust this to produce the minimum value of vrms at the depth of the 
deformable interface. The results for a number of cases is shown in figure 7.7.
The vrms anomaly produced by the thermal and chemical boundaries has a different 
form to the results of the previous sections in which the RMS lateral temperature and 
density variations were displayed. The anomaly no longer has a smooth Gaussian shape 
that is centered at the depth of the interface. The anomaly tends to have a more 
truncated shape with the amplitude reaching a plateau around the depth of the interface. 
The amplitude of the anomaly is largest for interfaces in the deep mantle, see figure 
7.7a. Reducing the density increase across the layer decreases the amplitude of the vrms 
anomaly at the interface. In the internally heated cases it is only possible to reduce the 
vrms to similar values to those at the surface and CMB by reducing the density contrast 
to low values (around 3%). In simulations with bottom heating this is not the case and a 
value of ‘a’ can be found that results in vrms anomaly at the interface that has a similar 
amplitude to those produced at the surface and CMB. However there is always a region 
of high vrms associated with the boundary and varying Ra has no clear effect on the
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size of the v r m s  anomaly at the depth of the interface, see figure 1.1 A. It seems likely 
that a large lateral variation in seismic waves speeds would be a characteristic o f a 
deformable interface.
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Figure 7.5
The RMS lateral variations in the temperature field
a, The cases shown had both internal and bottom heating and had a Ap/p=4%. b, The 
cases show had only internal heating and the interface was 2000km deep, c, The 
cases shown had an interface at 1500km and Ap/p=5%. d, The cases shown had an 
interface at 2000km and Ap/p=4%.
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Figure 7.6
The RMS iateral variations in the temperature field with the effective temperature 
contrast caused intrinsic density change removed, a, The cases shown had both internal 
and bottom heating and Ap/p=4%. b, The cases show had only internal heating and the 
interface was 2000km deep. c,The cases shown had an interface at 1500km and 
Ap/p=4%. d. The cases shown had an interface at 2000km and Ap/p=4%.
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RMS laterial seismic velocity variation determined from a linear conbintation of T and C, Rrms
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Figure 7.7
The RMS lateral variations in the velocity, V rm s , field calculated with equation 7.18 and 
with a values o f‘a’ that produced the minimum value in V rm s  at the interface, a, The cases 
shown had both internal and bottom heating and Ap/p=4%. b, The cases show had only 
internal heating and the interface was 2000km deep, c, The cases shown had an interface at 
1500km and Ap/p=4%. d, The cases shown had an interface at 2000km and Ap/p=4%.
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7.5 Four types of buoyancy ratio
The ratio of chemical to thermal buoyancy: the buoyancy ratio B is defined by Davaille 
[1999a] as...
b=^ f <719>
where Ap is the chemical density difference between the two layers in a layered 
convecting system, p is the reference density, a  is the thermal expansion coefficient 
and AT is the temperature contrast across the system. However, there are several ways 
of defining AT. Davaille defines AT as the temperature contrast across the tank in 
which her laboratory experiments were performed. She successfully shows that the 
buoyancy ratio is an important dimensionless variable to describe and predict the 
behaviours of a heterogeneous region (see section 2.7.1). However her definition of AT 
is difficult to apply to layered systems with different heating modes. When only 
internal heating is present in a system the lower boundary is thermally insulating and so 
the temperature at the lower boundary cannot be considered as an input parameter but 
rather as an output variable. During this section we refer to this definition o f the 
buoyancy ratio (equation 7.20) as the global buoyancy ratio B. However, throughout 
the rest of this thesis when we refer to the buoyancy ratio it is this definition we are 
using.
B = /„  _  X (7.20)
P a V C M B  T s )
Where Ts and T c m b  are the temperature at the Surface and Core Mantle Boundary 
respectively.
Gonnerman et al. [2002] and Stegman et al. [2003a] define AT as the temperature 
difference between the bottom of the tank, T c m b , and the temperature within the lower 
layer Ti. We shall refer to this as the local buoyancy ratio Bi.
Ap
Bi = (7.21)
P a U C M B  T | )
We shall now define two alternative versions of the buoyancy ratio. I f  we consider a 
heterogeneous ‘blob’ of material with a density pu and a temperature Tu in a convecting 
system with a density pi and a temperature Ti, see figure 7.8a, we can then define the 
buoyancy ratio as...
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Buoyancy Ratio = B = ChemicalBuoyancy = (pu-P ,)/P ,
Thermal Buoyancy aAT
Using Davaille et al.’s definition of AT=TborTt0p we see that the buoyancy ratio is 
unaffected by the temperature in the blob which when describing the motion of the 
blob, is clearly unrealistic. A  definition of AT that describes the thermal contrast 
between the blob and the surrounding mantle would be AT=TU-Ti. In the case of a 
layered convecting system (figure 7.8b) this temperature contrast is the difference 
between the temperatures within the upper Tu and lower Ti layers. We shall refer to this 
buoyancy ratio as the regional buoyancy ratio Br.
d  Ap
r  ° ™ x (7.23)p a (T ,-T J
We now define a version o f the buoyancy ratio that is suitable for describing a system 
in which only internal heating is present. I f  we consider a box with top surface area A  
and a height AZ; see figure 7.9a. I f  there is a temperature contrast across AZ of AT then 
the heat energy per unit time Q (W ) across the top surface is given by...
Q = A k ^ J  (7.24)
AZ
Where k is the thermal conductivity.
We will now consider an equivalent system in which the heat flux across the upper 
surface of the box is being generated by internal heating, see figure 7.9b. We define the 
rate of heat generation qrad (W kg'1) to be the rate at which heat energy is being 
generated per unit time per unit mass. The total heat generated in the box Qjnt is 
therefore given by...
Q int=qradM (7.25)
Where M  is the total mass of the box, so that...
Qim = qmdpAAZ (7.26)
Where p is the density. I f  we compare Q and Qi„t by combining equation 7.24 &  2.26...
A k ~ r  = qradpAAZ (7.27)
AZ
AT = QradpAZ2 (7  28)
k
We replace AZ with the length scale L and substitute into equation 7.19...
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Which we refer to as the boundary buoyancy ratio Bb. 
Temperature
CMB
u>
a,
Figure 7.8
A hot blob and dense layer
( 7.29)
Temperature 
Ts fu T tfeCMB
b,
AT
Z
'int
Qrad
b
Figure 7.9
a, A box with a thermal boundary AT across it that causes a heat flux Q 
across its upper surface.
b, A box with an internal rate of internal heating qrad (heat energy generated 
per unit time per unit mass) that causes heat to be lost at a rate Qint-
We have four different definitions of the buoyancy ratio that we shall summarise 
here...
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1. The global buoyancy ratio B [Davaille 1999a].
0  Ap
B = — (T _ T ) (7-20)P V C M B  A s ;
2. The local buoyancy ratio Bi [Gonnerman et al. 2002, Stegman et al. 2003a].
Ap
Pa(^ CMB “  T j)
3. The regional buoyancy ratio Br.
B' = „ / T ' t  \  (7-21)
Br = /JTP T \ (7-23)Pa(T,_ Tu )
4. The boundary Buoyancy ratio Bb.
-p> Apk 
b 2 (7-29)
p “qradL
Where Ap is the chemical density difference between the two layers, p is the 
reference density, a  is the thermal expansion coefficient, T s ,u,i,cm b is the temperature 
of the upper surface, upper layer, lower layer, and the lower surface respectively, k is 
the thermal conductivity, qrad is the rate of heat generation per unit time per unit mass 
in the lower layer, and L is the length scale of convection in the lower layer.
7.5.1 Comparing different Buoyancy ratios
We test the different definitions of the buoyancy ratio to see which is better at 
characterizing a layered system. We test the relationship o f the buoyancy ratio to the 
non-dimensional surface area variable. This variable is chosen because (as we showed 
in section 5.6) it depends strongly on the global buoyancy ratio, is only weakly 
dependent on the depth o f the interface and appears to be independent of the other 
dimensionless parameters that characterize layered convection [Davaille et al. 2003]. 
The results are shown in figure 7.10.
The non-dimensional area variable cp is defined as the ratio of the increase in the 
surface area o f the interface between the two layers from a spherical shell to the area of 
the spherical shell, it can be used to characterise the stability of a layered system. For a 
small value o f cp the system is in a stratified/stable state; for increasing values it 
becomes unstable. Both B &  Br show a reasonable dependence with <p, while the 
stability of the layered system displays little or no dependence on both Bi &  Bb- The
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local buoyancy ratio is particularly unsuitable for describing an internally heated 
system. In these systems there is often a negative temperature gradient in the lower 
layer due to the thermally insulating boundary condition at the CMB. This causes Bi to 
have negative values (see equation 7.21) that makes it unsuitable for predicting the 
behaviour of the system. Br is o f limited use since it is not comprised solely of input 
parameters but uses some output variables, because of this it not suitable for predicting 
the behaviour o f systems. It also results in some anomalous points and so within the 
limits of this study cannot be trusted entirely. The global buoyancy ratio B [Davaille 
1999a] is the most successful definition of the buoyancy ratio for a number of reasons. 
The non-dimensional area parameter and hence the stability of a system seem to depend 
reasonably strongly on it and so it can be used to predict the point at which a layered 
system w ill become unstable. B is defined entirely of input parameters (unless the 
system has only internal heating) and so can be used to predict the stability of a layered 
system. It is for these reasons that we use this definition of the buoyancy ratio 
throughout this thesis.
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Figure 7.10
The relationship between the four definitions of the buoyancy ratio and the non-
dimensional surface variable.
a. For the cases with only internal heating, the AT used is the thermal contrast 
over whole mantle once a quasi-steady state has been reached.
b. The temperature in the lower layer is found using the method outlined in 
section 3.4.1 once a quasi-steady state has been reached; in cases with only 
internal heating the temperature of the CMB used is the value once a quasi­
steady state has been reached. This definition of the buoyancy ratio results 
in many large negative values of Bi in internally heated cases due to the 
negative temperature gradient in the lower layer.
c. The temperature of the upper and lower layers is found using the method 
outlined in section 3.4.1) and the mean values are used once a quasi-steady 
state has been reached.
d. Only input parameters are used, however Bb can only be calculated for cases 
with internal heating.
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7.6 Seismic reflection constraints on the density contrast of 
layered convection
The maximum possible density contrast of layered convection can be constrained by 
considering at what density contrast it is invisible to seismic reflection investigations. 
Castle & van der Hilst [2003a&b] quote a number of circumstances under which their 
seismic reflection surveys would fail to detect an interface. In their first survey between 
800 and 2000km [Castle &  van der Hilst 2003a] this would happen when the S-wave 
speed contrast is less than 2%. In their second survey between 1800 and 2800km 
[Castle &  van der Hilst 2003b] this would happen when the impedance contrast AI/I is 
less than 4%.
We use the parameterisation for the density p, S-wave and P-wave speeds given in the 
PREM model [Dziewonski &  Anderson, 1981] to find the change in depth that causes a 
change in the S-wave velocity of 2%. The corresponding density contrast can then also 
be calculated. Since Castle &  van der Hilst [2003a&b] quote values of 2%  and 4% (to 
only one significant figure) we assume there is an uncertainty of ±0.5% in both cases. 
The resulting maximum values of the buoyancy ration can be seen in figure. The 
central value (corresponding to AVS/V S and AI/I values of 2.0% and 4.0% respectively) 
of the effective density contrast Ap/pef/ have values between Ap/pefr = 2.5-3%. For a 
deep layer between 800 and 2800km depth having Ap/peff<2% we can say with 
reasonable certainty that it would be undetected by their seismic reflection method. 
However a layer with (Ap/p)eff >2.5-4% (depending on the depth of the layer see figure 
7.11) would be seen by these methods. We w ill see in section 7.9 (Ap/p)eff >2.5-4% 
corresponds to a Ap/p ~ 5%.
* Here we make the distinction between the chemical density contrast Ap/p due of a deep layer (normally 
referred to in this thesis as simply the density contrast) which is the increase in the chemical density in 
the lower layer and the effective density contrast (Ap/p)eff that removes from this the effect of thermal 
expansion in the deeper/hotter layer.
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Figure 7.11
The minimum effective density contrast 
required for a deep layer detectable in the 
investigations of Castle &  van der Hilst 
[2003a&b]. The grey regions show the 
uncertainty in this value. There are two 
values shown. The first between 800 and 
2000km corresponds to Castle &  van der 
Hilst 2003a, the second between 1800 and 
2800km to Castle &  van der Hilst 2003b.
7.6.1 The inclination of the boundary and its effect on seismic 
imaging
Seismic methods have been unable to find a seismic reflection from a deep layer 
[Vidale et al. 2001, Castle &  van der Hilst 2003a, Castle &  van der Hilst 2003b] with a 
few exceptions [Niu et al. 2003, Castle &  van der Hilst 2003a, LeStunff et al. 2003]. 
Castle & van der Hilst [2003a] quote a number of circumstances under which their 
methodology would fail to detect an interface...
1. I f  it is deeper than 2000km (though they do investigate this possibility in a 
separate paper [Castle &  van der Hilst 2003b]).
2. I f  the boundary is wider than 20km.
3. I f  the boundary is sloping at an angle steeper than 30° [Castle &  Creager 1998].
4. I f  the wave speed contrast is less than 2%.
In this section we investigate the possibility that the slope of the interface is sufficiently 
large to make the boundary invisible to seismic reflection methods over most of its 
surface.
Figure 7.13 shows the changing planform of the inclination of the interface as the 
density contrast across the layer increases. The cases shown are those discussed in 
section 6.1, that have a Rayleigh number of 1.7xl05. In cases with a smaller density 
contrast the surface has steeper slopes. The planform is similar to that suggested by 
Davaille [1999b] (see figure 4.7) with steep sided troughs forming linear features that 
form cells containing plume/point-like up-wellings. In this case the direction of
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entrainment is reversed with sheet-like up-wellings and plume-like down-wellings (see 
figure 7.13f).
The change in planform with the Rayleigh number Ra is shown in figure 7.12 for cases 
with a 3.2% density increase across the boundary between the two layers. The cellular 
planform is less obvious in these low-density contrast cases. There appears to be no 
change in planform as the Rayleigh number changes.
f,Rax=8.8xl04
Vertical
a, RaT=1.8xl04 e, Rax=4.4x 1
90
Figure 7.12 80
The planform of inclination of the boundary as the Rayleigh ?o 
number varies. The cases shown had a density contrast of 3.2%.
The x-direction represents longitude and the y-direction latitude so 40 
there is some distortion at the poles. Green regions are flat while 30 
brown regions are where the interface has steep topography.
■
■
Flat
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Figure 7.13
The planform of inclination of the boundary as the density contrast/buoyancy 
ratio increases. The x-direction represents longitude and the y-direction 
latitude so there is some distortion at the poles. Green regions are flat while 
brown regions are where the interface has steep topography. The steep 
regions form linear features. In cases with lower density contrasts there are 
more complex topographic features on the boundary.
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Histograms showing the angle o f inclination of the surface in figure 7.14a show that as 
the density increases (from red to violet) the layer becomes flatter with an increasing 
proportion o f its surface having a slope of less than 30°. The distribution of the slopes 
does not appear to be Gaussian and in none of the cases shown is the most frequent 
angle of inclination zero. Thus even in a well stratified regime the interface between the 
upper and lower layers is sloping. Although as the lower layer is made denser the most 
frequent angle o f inclination tends towards flatter values.
Figure 7.14b shows limited evidence that as the Rayleigh number of a layered system 
increases the layer becomes flatter. The range of Rayleigh numbers is probably too 
small to determine i f  the topography of the interface does vary with Ra.
If  we now consider the limitation o f Castle &  van der Hilst [2003a]: a layer sloping at 
greater than 30° w ill be undetected by seismic refraction methods. Figure 7.14a shows 
that in many stable cases less than only 40% of the surface fulfils this criteria and 
would be detected. Though this figure would increase in cases where the lower layer is 
denser. Figure 7.14b shows that as the Rayleigh number increases towards Earth-like 
values the fraction o f the surface with a slope below 30° does not change significantly 
and so suggests that possibly the results in figure 7.14a can be applied to Earth-like Ra. 
Castle &  van der Hilst [2003a] surveyed four locations: the northwest Pacific, South 
America, Tonga/Fiji and Marianas, with the former three showing no signs of a layer 
and the latter suggesting a boundary at 1660km. Castle &  van der Hilst concluded that 
the absence of the layer in the other locations suggested this was a local feature such as 
a blob [Becker et al. 1999] or subducted oceanic crust [Kaneshima &  Helffrich 1999]. 
Each of the areas surveyed was approximately the same size and so as a working 
hypothesis we assume that around 25% of the surface is visible to the seismic reflection 
method. The remaining 75% of the interface (we assume) is sloping at too steep an 
angle (>30°). Assuming figure 7.14a is representative of a deep layer in Earth’s mantle 
we see that even in cases which are becoming unstable around 35% of the surface is 
visible to seismic reflection. In these cases the possibility o f sampling four points in 
unrelated regions o f the interface and detecting it in only one or less of the regions is 
0.56 (see the bracketed section below for the calculation). In the case of a very 
stratified layer up to 90% of the surface is flatter than 30° and so the possibility of the 
layer being detected in only one or less of the survey regions is 0.004.
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I f  the A is the possibility o f an event happening (i.e. a boundary being detected) 
and B = l-A  is the possibility o f the event not happening (i.e. a boundary not 
being detected). In four events the possibility of A not occurring four times: 
4B’s...
4B’s=B4=(1-A )4 
.. .and A not occurring 3 times and occurring once: 3B’sl A ...
3B’s 1 A=4B3 A=4A( 1 -A )3 
Where the ‘4 ’ is needed since the A could fail to happen in the first, second, 
third or fourth event.
So the possibility o f the layer being detected in only one or less of the regions 
when four regions are surveyed is given by...
fProb of detecting layer] ( ¥  ( ¥
1 • \ =  1- P<30of+4P<3o4l-P<3oJ|  in one or less region J
Where P<3o° is the fraction o f the interface the has a slope less than 30°. So for 
P<30°=0.35 {prob}=0.56; for P<3o°=0.90 {prob}=0.0037; for P<3o°=0.08 
{prob}=0.97.
The undulations of the interface between two layers in a convecting system causes the 
interface to have a steeply sloping surface with as much as 65% of the layer having a 
slope steeper than the 30° needed to make the interface observable by seismic reflection 
methods [Castle &  Creager 1998]. The failure to detect a deep layer in three out of the 
four regions surveyed by Castle &  van der Hilst [2003a] can be explained by an 
interface with around only 40% of its surface having a slope below 30°. This requires a 
density contrast o f less than 3.5-4.0% (figure 7.14a). This is equivalent to a buoyancy 
ratio of less than 0.7-0.8.
We can explain the failure of seismic reflection methods to detect a deep layer by 
having a deep layer with a buoyancy ratio of less than 0.7-0.8 (Ap/p=3.5-4.0%)
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Figure 7.14
Histograms showing the inclination of the surface separating the upper and lower 
layers in a convecting system.
a, The variance of the inclination caused by changes in the density of lower layer. 
Those cases that are thought to be unstable are displayed in grey in the legend.
b, The variance of the inclination caused by changes in the Rayleigh number.
The grey dashed line represents the point at which the inclination of the boundary is 
30°. Surfaces with inclinations greater than this angle cannot be detected using 
current seismic reflection methods [Castle & van der Hilst 2003a].
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Figure 7.15
The percentage o f the surface area of the deformable boundary that has an 
inclination of less than 30° and therefore can be detected by seismic reflection 
investigations [Castle &  van der Hilst 2003a].
a, The variation with density increase across the interface. Results of cases that 
are thought to be unstable are shown in grey.
b, The variation with changing Rayleigh number Ra.
7.7 Stability and the density contrast in a deep layer
Earlier in this chapter in section 7.1 we attempted to place a lower end constraint on the 
possible density contrast o f a deep layer. We did this by using the entrainment formula 
presented by Davaille [1999a] and the condition that the layer must have sustained 
itself throughout Earth’s history (4.2 G years). The resulting density contrasts were so 
small that they did not place any meaningful lower limit on the possible density of a 
lower layer. In this section we shall again attempt to place a minimum constraint on the 
possible density o f a lower layer based on the dynamic stability o f a layered system.
In section 5.5 we saw how the behaviour of a layered system varied with the heating 
mode, the depth o f the layer and the density increase across the layer. In some cases we 
decided that the layered system was ‘unstable’. In these cases the marker method used 
to simulate the layered system failed due to the large amplitude of undulations on the 
interface between the two layers and the development of folding structures in the 
surface. When the system is in this state we do not assume that a chemical reservoir is 
unsustainable, we merely concede that it is not a mode of convection that can be 
modelled by our approach. A  number of criteria is used to determine if  a simulation has 
reached an unstable state these include the non-dimensional area variable, the standard
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deviation of the marker heights, heat balance considerations and the average radial 
temperature at the mean depth o f the boundary.
We found that the stability is strongly dependent on the buoyancy ratio B of a layered 
system, weakly dependent on the depth of the interface (or the non-dimensional depth 
[Davaille 2003]), and is (as far as we could ascertain) independent of the heating mode. 
In section 6.4 we see that over the range of Rayleigh numbers we investigated the 
stability of the layered system is only weakly dependent on the Rayleigh number, this is 
consistent with the observation of layered systems in laboratory tank experiments [e.g. 
Davaille 2003, section 2.7.1].
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Figure 7.16
The variation of the non-dimensional area variable cp with the buoyancy ratio 
(when cp is zero the layer is a flat spherical shell, when 9  is 1 its surface area has 
doubled).
a, The relationship between 9  and B as the heating mode is changed. There is 
little or no dependence with the heating mode and we see 9  increasing sharply 
as B tends towards 0.5.
b, The relationship between 9  and B as the Rayleigh number varies. As B tends 
towards 0.5, 9  increases to unrealistically large values.
In figure 7.16 we see how the non-dimensional area variable 9  tends toward very large 
values as B tends towards 0.5. Figure 7.16 displays results with varying Ra, depth of 
the interface, and heating mode, none of which seems to affect this relationship. 
Davaille [1999a] quotes a critical values o f Bc«0.3 at which the system moves from a 
stratified regime to whole layer convection. We could be suggesting a larger value than 
Davaille, because we are unable to model cases in which the system is layered but there
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is extreme deformation of the boundary between the layers or the change to a spherical 
geometry may have changed the value o f Bc.
The trend of cp towards infinity in figures 7.16a &  7.16b is reasonably different. There 
is only one way in which these cases vary that we have not already shown does not 
affect the cp-B relationship. The most likely reason for the variance is the radial 
viscosity structure used in 7.16b (see section 6.1). The systems had a 100-fold viscosity 
increase across the depth o f the mantle; and so a viscosity ratio of y=102. Previous work 
has shown that as the viscosity ratio increases the behaviour of a layered system 
becomes increasingly sensitive to changes in B [Le Bars &  Davaille 2002]. This 
suggests that the viscosity structure is an important parameter controlling the nature of 
convection [Bunge et al. 1997].
It is tempting to take the value o f Bc and calculate the values of Ap/p for a range of 
temperature differences AT that apply to a range of layered cases [Davaille 1999a]. 
However, the AT we have used to find Bc is defined as temperature contrast across the 
whole convecting system and hence the buoyancy ratio is the global buoyancy ratio 
(see section 7.5: the different types of B section). I f  we were using a different definition 
of AT, as Davaille [1999a], in our equations for B we would also need to use a different 
buoyancy ratio (either Bi or Br). As we saw in section 7.5 the behaviour of the system 
in reference to these different definitions of the buoyancy ratio is not the same. Any 
behaviour interpreted using this method would therefore be difficult to justify.
Instead we calculate the critical values of the density contrast using Earth-like values.
( A ^
= BcaAT (7.30)
V P A r i t
I f  we use values o f Bc=0.5, a = 2x l0 ’5 and AT=2000K then (Ap/p)crit=2%, suggesting 
that a density contrast of at least 2%  is needed to maintain a deep layer in Earth’s 
mantle.
The assumptions used to achieve this result need some investigation. Firstly, we have 
used a value o f Bc o f 0.5. As we found from our experiments the value of Bc is weakly 
dependent on the non-dimensional depth of the interface between the layers [section 
5.6.2] and the Rayleigh number [section 6.4, Davaille 2003]. Consequently the value of 
Bc w ill be smaller for deeper boundaries (varying from as much as 0.52 at 500km to 
0.21 at 2000km) and w ill increase as Ra is scaled up to Earth-like values (though this 
increase w ill be small, see figure 2.13). The uncertainty in radial structure of the
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thermal expansivity in Earth’s mantle and its possible value in a primitive reservoir is 
perhaps the biggest limitation to our estimate of (Ap/p)crit- Since there are no estimates 
of the value o f a  in a deep layer we shall ignore the effect of different chemistry and 
assume a decrease in a  with depth suggested by Zhao &  Yuen [1987], a  w ill decrease 
by a factor 5 to 10 across the mantle [Hansen et al. 1993] which in turn w ill decrease 
(Ap/p)Crit by the same amount and so is the greatest uncertainty in our calculations. The 
thermal contrast over the mantle is also an estimated parameter and the uncertainty in 
the critical Buoyancy ratio is also included. The range of values of these parameters is 
shown in table 7.2.
I f  we first consider the size of the thermal contrast across the mantle, we take a 
minimum value of 1700K a maximum of 3500K and a best guess of 2000K (for 
references see table 7.2). We allow the critical buoyancy ratio to vary linearly with 
depth [section 5.6.2] as governed by equation 7.31.
B - < S- ) 1 d . B . ( S )  ( 7 . 3 . )
V H  7
Where BC(D ) is the critical buoyancy ratio at a depth D, Bc(CMB) &  BC(S) are the 
critical buoyancy ratio at the core mantle boundary and at the surface respectively and 
H is the depth of the mantle taken to be 2870km. We take the maximum, minimum and 
best guess values o f Bc(CM B) to be 0.32, 0.21, 0.24 respectively and for BC(S) to be 
0.54, 0.34 &  0.43. The results can be seen in figure 7.17a. There is little change in the 
value of Bc with depth, but at each particular depth there are a range of possible values 
of Bc within a window of ±0.1.
To calculate the thermal expansivity at a given depth we use the following equation 
[Zhao &  Yuen 1987, Hansen et al. 1993, section 2.8]...
“ (2 d) = L  7 1 J  «(0 ) (2.18)
Where Zd is the non-dimensional depth, a(0) is the value of a  at the surface and ‘m’ is a 
non-dimensional parameter that controls the increase of a  with depth.
We take the maximum, minimum and best guess values of the thermal expansivity at
the surface to be 3.0xl0 '5, 2.0xl0*5, 2 .5xl0 ' 5 respectively. The decrease a (0 )/a (l)
across the mantle can be expressed in terms of m (see section 2 .8)...
210
7 Im plications fo r Earth
«(o) _ ( 2 m + lV n 3 2 s
a(l) ~ |  m+ 1 J V  ’
This suggests that the maximum possible decrease across the mantle of a  is eightfold.
We choose a maximum possible decrease of 8 , a minimum of 2 and best guess of 3.3.
These correspond to values o f m of infinity, 1.0 and 0.45 respectively. The resulting 
variation in the thermal expansivity a  with depth is shown in figure 7.17b.
The critical density increase is calculated using the maximum, minimum and best guess 
values of AT, a (D ) &  Bc(D) and is shown in figure 7.18. There is a large range of 
values of (Ap/p)crit due mostly to the uncertainty in the value of the thermal expansivity 
with depth. However, we are able to make some useful observations. A  layer in the 
shallow mantle requires a density increase greater than 1%, i f  such a layer existed it is 
unlikely that it would be unnoticed by seismic imaging. However the presence of a 
phase boundary (e.g. the 670km phase boundary) may help sustain layering with a 
lower density contrast. An interface in the deeper mantle is possible with a lighter 
lower layer compared to cases higher in the mantle. This is largely due to the 
decreasing coefficient o f thermal expansion with depth. We can say that a layer 
1500km deep in the mantle w ill almost certainly be stable with a density increase 
greater than 3% and possibly with a density contrast as low as 1%.
Parameter Range of values
Temperature contrast over the mantle AT 1700b, 2600s, 3300", 3500" K
Thermal expansivity at the surface a s 3.0xl0"5" 3.0xl0‘5b, 2.0xl0'5f K ' 1
Thermal expansivity at the CMB OtCMB 0.9xl0‘5a, l.OxlO’5"'1, 2.0x10^' K ' 1
Critical buoyancy ratio at the surface Bcs 0.6d, 0.32e
Critical buoyancy ratio at the CMB B c c m b 0 .10d, 0.32"
Table 7.2
The variance in the parameters used to calculate the critical density increase in an 
Earth-like layered system.
a, Davies 1999, p203; b, Ranalli 1995, pl81; c, Fowler 1990, p248; d, section 5.6.2; e, 
Davaille 2003; f, Hansen 1993; g, Lay 1989; h, Montague &  Kellogg 2000; i, 
Chopelas &  Boehler 1992.
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Figure 7.17
The variance of the parameters used to calculate the critical density contrast across 
a deformable interface in Earth’s mantle. The maximum (max), minimum (min) and 
best guess (best) values are shown.
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Figure 7.18
The critical density increase across a 
deformable interface with depth. Shown 
are three possible relationships due to our 
uncertainty in parameters controlling the 
value of (Ap/p)crit: The maximum (max), 
minimum (min), and the best guess (Best) 
values. In the region marked ‘unstable’ a 
layered system will convect as a single 
layer, in the ‘stable’ region a stable 
layered system is possible. The grey 
region represents the uncertainty in the 
density contrast that borders these two 
regimes.
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7.8 The temperature increase across the boundary
So far we have looked at the possible minimum density contrast Ap/p across a 
deformable boundary defined by that necessary to make the layer dynamically stable. 
We have also looked at the maximum possible effective density contrast Ap/pefr defined 
by seismic reflection surveys. To compare these two values we must know the 
temperature increase across a boundary between two convecting layers.
In sections 5.5 &  6.3 we saw that the thermal structure of a layered system can be 
explained by considering heat balance within the whole system. Let us consider a 
simplified layered system with a one-dimensional thermal structure, see figure 6.5 
(from section 6.3). Heat flow across the CMB, Q cmb, superimposed with the rate of 
heat generated in the lower layer from radioactive decay, Qi, is balanced by the heat 
flow across the Kellogg boundary, QK. Equally the heat flow over the surface, Qs, must 
be balanced by the rate o f heat generated in the upper layer from radioactive decay, Qu, 
and Qk .
We could use either o f these formulas to calculate Q k , and then the temperature 
increase across the deformable boundary ATk. However as we have already discussed 
[section 7.7] thermal conductivity o f the deep mantle is poorly constrained. Also the 
rate of internal heating in a deep layer is poorly constrained, our only estimates coming 
from the assumptions that the mantle has a bulk earth composition and all enriched 
elements are contained in a deeper layer [section 2.5, Becket et al. 1999]. There are also 
significant uncertainties in the temperature increase across the CMB. However we can 
directly measure the Earth’s surface heat flow, Qs, and the properties of the upper 
mantle are much better constrained than those in the deep mantle or a deep layer. For 
these reasons we use equation 7.34 to estimate the temperature increase from an upper 
layer in Earth’s mantle to a lower layer.
The rate o f heat energy flowing over the deformable interface, Q k , is given by...
Q k  ~  Q cm b+  Q  
Q k = Q s “ Q u
(7.33)
(7.34)
(7.35)
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...where A k is the surface area o f Kellogg layer, k is the thermal conductivity at the 
depth of the interface and AZk is the thickness of the thermal boundary at the Kellogg 
layer.
So we can express the temperature contrast over the Kellogg interface by...
(Q s -Q u (D ))A Z K(D ) (7.36)
K A K(D )k(D )
Where (D) denotes that the term is a function of depth of the interface.
Present estimates suggest that the flow of heat over the Earth’s surface is currently 
44TW [Kellogg et al. 1999] with 6TW  coming from the radioactive decay in the 
crust and an unknown amount coming from secular cooling (cooling of the whole 
Earth).
The rate o f internal heating in the upper layer qu is estimated to be 1 pWkg' 1 
[Davies 1999, p i93]. The rate o f heat generated in the upper layer Qu is given 
by...
Qu = M uqu = -ijip u(R j-R ;p q u (7.37)
...where M u is the mass of the upper layer, pu is the density of the upper layer, Rs
and Rk are the radius o f the Earth and the Kellogg layer respectively.
The value o f A k is difficult to estimate since the size o f the undulations of a
Kellogg layer in Earth-like conditions have not been studied in detail outside of
this thesis. However, the author is reasonably confident that equation 5.9
describing the non-dimensional area parameter 9  in terms of the buoyancy ratio B
(see section 5.6.1) is applicable in Earth-like systems and in the absence of any
alternatives we are forced to use it although we concede that there may be large
errors associated with the calculation of Ak- ..
0.071 
B3-0 .4 4 ;<P= 3 ' ,3  (5.9)
Therefore...
A K(D ) = 47tR3 f  ° - ° 71 + l l  (7.38)
IB  -0 .4 4 3 J
There are two thermal boundaries associated with the Kellogg interface. The 
thickness o f both o f these thermal boundaries, AZ, can be found using the 
following scaling law (see section 2.5)...
f  Ra,
AZ = L ' C
Ra
(2.8)
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Where Ra is the Rayleigh number, Rac is the critical Rayleigh number having a 
value between 87 &  1100, L is the length scale of convection, 0 < p < 0.3 for 
Earth’s mantle [M cNamara &  Van Keken 2000]. The thickness of the thermal 
boundary above the layer is used since this is the less viscous layer and will 
therefore be more effective at removing heat.
Where Rau is the Rayleigh numbers of the upper layer; Du is the non-dimensional 
depth at the middle of the upper layer; g is the gravitational constant, AT is the 
temperature contrast cross the mantle and r|u is the dynamic viscosity upper layer. 
For a  equation 2.8 is used.
To describe the variation of the thermal conductivity with depth we use the work 
of Hofmeister [1999] and determine a form...
.. .where k(zd) is the thermal conductivity at a non-dimensional depth Zd. This form 
works well describing the range of values of k between 800km and 2600km 
(0.28<Zd<0.9). Below this depth (2600km) there is expected to be a sharp decrease 
in k near to the CMB. The ±3% range is used to incorporate the range of values 
between an adiabatic mantle and one with the maximum possible temperature, see 
figure.
(7.39)
The formula used to calculate the Rayleigh numbers...
« (D u)gCvpgAT(Rs- R K ) 3
(7.40)
k(zd ) = (l .2983 zd -  3.438 zd + 5.367 zd + 2.9728)± 3% (7.41)
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Figure 7.19
The form used to represent the 
change in thermal conductivity in 
Earth’s mantle with depth based on 
equation 7.36, which is in turn based 
on the work of Hofmeister [1999]. 
Thermal conductivity is only 
represented over a range of depths 
between 800km and 2600km 
(0.28<Zd<0.9), above this does we 
are not considering a deep layer and 
below it any deep layer would 
probably press against the CMB and 
the thermal balance considerations 
used in this section are not valid.
The method used to calculate the values of the terms in equation 7.36 with depth are 
shown in the bracketed section above and the parameters in table 7.3. The temperature 
increase across the deformable boundary depends not only on the depth of the interface 
(the amount o f heat from the upper mantle, thermal conductivity and the thickness of 
the thermal boundary) but also on the buoyancy ratio B that controls the surface area of 
the boundary. As the lower layer is made heavier (increasing B) the interface between 
the two layers becomes flatter and the surface area o f the interface smaller. A smaller 
interface requires a larger temperature contrast to produce the same total heat flow 
across it. An example o f the change o f the temperature increase and its dependence 
with B is shown in figure 7.20.
The variation in ATK with the depth o f the interface between the two layers is shown 
for a range o f values o f AT is shown in figure 7.21. A larger temperature contrast is 
needed when a layer is placed deeper in the mantle. This is despite the increasing value 
of k & Qu, and is due to the falling area o f the spherical surface as its radius decreases. 
The effect that undulations have on increasing the surface area o f the interface between 
two layers is an important factor when considering the thermal structure of a layered 
system. As is the r2 dependence o f the surface area on the radius o f the boundary 
between the layers.
There are however many uncertainties in the calculations used here. Bercovici & 
Karato [2003] suggested that a melt layer at 410km depth could act as a filter removing 
incompatible elements and so producing the depleted signatures of MORB. In this 
model the mantle below 410km would have an increased rate o f radiogenic heat
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production. A  lower layer would be required to conduct less heat energy and so ATk 
would be smaller. The method used to determine the thickness of the thermal boundary 
(see the bracketed section above) probably represents the minimum likely [McNamara 
& van Keken 2000] (suggesting we have under estimated ATk).
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Figure 7.20
The dependence of the temperature predicted 
across the deformable interface (using 
equation 7.36) and interface a, on the 
buoyancy ratio. The results are shown for a 
layer with an interface 2000km deep. As B 
increases the interface becomes flatter and so 
a larger temperature contrast is needed to 
produce the heat flow observed at Earth’s 
surface.
Parameter Value
Heat flow across Earth’s surface (after removing that 
generated in continental crust); i.e. mantle surface heat 
flux.
Qs 38 T W
Density Po 5000 kg m‘3
Buoyancy ratio B 0.55, 0.6, 0.7, 
0.8 &  0.9
Non-dimensional area parameter (found using equation <P 0.87, 0.54, 0.28,
3.36) 0.17 &  0.11
Radius of Earth Rs 6370 km
Radius of the CMB Rcmb 3500 km
The rate o f internal heating in the upper layer qu 1 p W kg '
The Critical Rayleigh number Rac 1000
Parameter in equation 2.8 P 0.33
The gravitational acceleration g 10 ms'2 
1000 J kg' 1 K ' 1Specific heat capacity C
Temperature contrast across the mantle AT 2 0 0 0  K
Thickness of the thermal boundary AZ 100 km
Dynamic viscosity o f the upper layer Till 1021 Pas
Dynamic viscosity o f the lower layer Til 1023 Pa s
Table 7.3
Earth-like parameters used to calculate the temperature increase across a layer in the 
mantle using equation 7.36.
217
7 im plications fo r Earth
This method uses the assumption that the mantle is currently thermally balanced. The 
contribution to the current surface heat flow from secular cooling is unknown though it 
is unlikely to be larger than 20TW  with a most likely value of 10TW. It is not know 
how much o f this heat would have to flow over a Kellogg interface. We have also not 
considered the contribution of entrainment to the heat flow across an interface. In the 
calculations presented in chapters 5 &  6  we saw how our layered models start from an 
initially steady single layered state. When a layer was introduced the lower layer heated 
up and it could take billions of years before the lower layer was hot enough for the 
layer to be in thermal balance [section 5.5]. This suggests that a layered mantle stores 
more heat than a mantle that is convecting as a single layer. The Earth w ill not have 
started in a cold state and heated up but w ill have begun hot and cooled down. It is 
debatable whether the high temperatures in the past w ill have made chemical layering 
more stable [Montague &  Kellogg 2000] or more unstable. In the numerical 
experiments presented in this thesis and the lab work of Davaille and co-workers [e.g. 
Davaille 1999] an initially stratified layer becomes increasingly unstable as the 
temperature of the lower layer in a system increases. Le Bars &  Davaille [2002] also 
find that the critical buoyancy ratio Bc increases with Ra, suggesting that in a hotter 
(higher Ra) mantle layering would be less stable [see section 2.7.1 for a more detail 
discussion]. In the case o f Earth the lower layer w ill not have heated up (as is the case 
in our numerical models) but w ill have cooled down starting from an initially very hot 
state. For this reason it is likely that the temperature o f the lower layer would be very 
large, and may even be larger than those suggested by the method used here.
In summary the methods used to calculate the temperature increase across a deformable 
interface can be criticised. Some assumptions are expected to cause an underestimate of 
ATk: the method used to find AZ; and other assumptions to overestimate ATK: 
increased heating in the upper mantle, the contribution of secular cooling and the heat 
transported out o f the lower layer by entrainment. For these reasons we must be 
cautious of these results. The shape of the graph in figure 7.21 is most likely correct, 
however the exact values could be very different from those shown, for a true Earth­
like system.
The thermal contrast across a deformable boundary must have some maximum value. 
At high temperatures mantle material w ill melt and it is very unlikely that large pockets
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of molten magma in the mantle would be undetected by seismic methods. The 
temperature at which lower mantle rocks would melt is uncertain but is thought to be 
around 7000K [Zerr &  Boehler, 1993]. Since this melting temperature is quite high it is 
not a strong constraint. The mantle temperature at the core mantle boundary is thought 
to be around 2650K [Boehler, 1992]. This estimate might be slightly low, but even so, 
we would not expect a temperature jump across the interface to exceed 2000K in an 
Earth-like system.
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Figure 7.21
The temperature contrast across the interface 
required to supply Earth-like surface heat flow 
predicted by equation 7.36. Very hot 
temperatures are required in the lower layer for 
deep layers. The decrease of the temperature 
contrast as the density contrast decreases to 
unstable values is caused by the increasing 
surface area o f the layer. Black dashed lines 
represent contour lines, the grey dashed line 
represents the point at which the buoyancy ratio 
falls below 0.5 and layering becomes unstable.
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7.9 The effective density contrast of a iower layer
Masters &  Gubbins [2003] find no evidence for a density increase of greater than 0.4% 
in the lower mantle. It may not be possible for a deep layer to have such a small density 
and remain stable. The density contrast referred to by Masters &  Gubbins is the 
effective density contrast (Ap/p)eff of the lower layer. This is the chemical density 
contrast across the layer (Ap/p) minus the effects o f thermal expansion of the layer.
(Ap/p)eff = (ap/ p) -  aATK (7-42)
Where a  is the thermal expansivity of the lower layer and ATk is the temperature 
increase across the interface.
We can use this equation to do some simple calculations: i f  we consider a lower layer 
with a thermal expansivity o f lx lO ' 5 K '1 and a temperature increase of 1000K across 
the boundary in a mantle with a 2000K temperature increase across it. A density 
increase of (Ap/p)=1.4% is required to produce an effective density contrast of 
(Ap/p)eff=0.4%. This results in the system having a buoyancy ratio of B=0.7, which is 
sufficient for layering to be stable.
From equation 7.42...
(AP/P) = (AP/p)eff + “ATK 
(Ap/p) = 0.004 + 1 x 1CT5 x 1000 
(Ap/p) = 0.014 
(Ap/p) = 1.4%
We use equation 2.10 to find the buoyancy ratio...
B = (Ap/p)-=-aATK 
B = 0.014 -i-1 x 10" 5 x 2000 
B = 0.014-=-0.02 
B = 0.7
A more detailed investigation of the (Ap/p)efr using the values of ATK suggested by 
equation 7.42 is shown in figure 7.22. It shows a range of depths and chemical density 
contrasts at which a deep layer can be both stable and undetected by free oscillation
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measurements. These results (though far from conclusive) do suggest that there may be 
some regimes in which a deep layer could have an effective density contrast o f less 
than 0.4% and still be dynamically stable.
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Figure 7.22
Contour plot o f the effective density contrast 
(Ap/p)eff (the chemical density contrast minus the 
effects o f thermal expansion) o f a lower layer in 
Earth’s mantle from equation 7.42. A deep layer 
with a density contrast o f less than 0.4 is thought to 
be invisible to free oscillation methods. The 
(Ap/p)eff=0.4 contour line is shown as a bold 
dashed line, below this a layer would be 
undetected. The point at which layering is likely to 
become unstratified is shown as a grey dashed line.
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7.10 Summary
We can combine figures 7.21 &  7.22 to produce an estimate of the possible depth and 
density contrast o f a deep layer that could remain dynamically stable and undetected by 
free oscillations (see figure 7.9). We assume a layer with an intrinsic density increase 
of less than 0.4% can remain hidden throughout the depth of the mantle, and that when 
the thermal boundary at the chemical interface is greater than 2000K the bottom layer 
becomes too hot.
A deep layer becomes unstable as the density contrast decreases; with a smaller density 
increase possible deeper in the mantle due to the decrease in thermal expansivity with 
depth. A shallow layer with a large density contrast would be dynamically stable but 
would produce too large an effective density increase such that we would expect it to 
be detected by seismic methods. A  deeper, denser layer would require a larger thermal 
boundary due to the decreasing surface area of the interface, as it is deeper in the 
mantle. Decreasing the density contrast has the effect of increasing the interface’s 
undulations. This allows for a smaller and more realistic temperature increase. These 
results suggest that there is range of possible densities and depths that fulfil our criteria. 
A mid-mantle layer at 1500km would require an intrinsic density increase between 1.5- 
3%. A D" type layer has a much smaller range of plausible intrinsic density increases 
and is strongly dependent on deformations increasing its surface area to maintain 
thermal balance. Thermal balance can also be achieved by having sections of the layer 
pushed against the CMB allowing heat to flow from the core directly into the upper 
layer.
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We have shown that the marker method reliably models a layered spherical system, 
however it is limited to stratified cases. Our implementation is unable to model a 
system in which the side of the markers’ boundary approaches the near vertical. In 
cases where the surface distorts into plume head structures the method undoubtedly 
fails. To model more complex chemically stratified systems such as blobs or a marble 
cake mantle a more flexible method such as particles could be used [Stegman 2002a]. 
This comes with its own drawbacks and the increased RAM  needed by the particle 
method would lim it the resolution of any calculation dramatically. However, as 
computer power continues to increase this becomes less important for mantle 
simulations and the particle method w ill almost certainly be used more and more in the 
future.
The radial thermal structure was found to be relatively unaffected by the heating mode 
used to power convection. The stability of a deeper layer and the thermal boundary 
across the chemical interface is controlled by the total heat energy being added to the 
lower layer, rather than the heating mode. We find no evidence that the values of the 
critical buoyancy ratio Bc is dependent on the heating mode which conflicts with the 
results of Tackley [1998] though we use a different definition of the buoyancy ratio.
We are able to characterize the stability of convection with a non-dimensional variable:
the surface area variable 9 ...
A -A n
9 = ^  (5.5)
Where A is the area o f the interface and Ao is the area of a spherical shell at the same 
depth as the interface. The value of 9  is found to be strongly dependent on the 
buoyancy ratio B, independent of the heating mode and only weakly dependent on the 
depth of the interface. In a system with a uniform viscosity, 9 , can be represented by 
the form...
°-0719  = — ---------   (5.9)
B -0 .4 4
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Entrainment o f material from a lower layer is necessary to produce the enriched 
signatures o f OIB, in the classic geochemical model. The rate of entrainment must be 
such that a deep layer could have survived throughout Earth’s history without mixing 
completely into the upper layer. For current estimates of the rate of entrainment of a 
deep layer [Sleep 1988, Davaille 1999b, Zhong &  Hager 2003] this requirement does 
not significantly challenge the proposal of a deep layer within Earth’s mantle 
[Gonnerman et al. 2002]. We investigate the current entrainment equations used in the 
literature, and extend them to include viscous forces. We conclude that entrainment is 
unlikely to be significant for a layered Earth-like system, since it would require density 
contrasts of less than 0.5%, which are not dynamically stable.
The coupling mode is an important characteristic o f a layered systems. The rate of 
entrainment and the formation o f plume structures at the thermal chemical boundary 
between the two layers is dependent on the coupling mode. We have observed that as 
the system moves from low to high Ra there is a change from viscous to thermal 
coupling [section 6.5, figure 6 .8 , Davaille 2003]. This can be predicted by considering 
the ratio between the viscous and thermal buoyancy forces acting on the boundary 
[section 7.2, Richter &  Johnson 1974]. Our calculations suggest that in an Earth-like 
system neither thermal nor viscous forces would dominate and so coupling at a 
boundary would likely be a hybrid o f the two modes. There is some evidence [section 
7.2] though that thermal coupling may be the more dominant.
One of the less successful elements o f the classical geodynamical mantle model is its 
failure to explain the apparent fixity of hotspot locations. The inclusion of a more 
viscous layer in the deep mantle would aid the fixture of plumes forming at the 
boundary. Davaille et al. [2002] argue that layered convection can reduce hotspot 
mobility. The two mega-plume structures observed in the lower mantle [section 2.3.2.3] 
make very attractive locations for a chemically distinct primitive region [e.g. N i &  
Helmberger 2003] and so suggest a long wavelength structure for a deep layer. 
However this model does not explain the fixity of hotspots such Hawaii and Reunion 
that are not associated with superswells. The wavelength of the deformation of a 
deformable boundary is dependent on the non-dimensional depth of the boundary 
(figure 5.9). The peak harmonic degree of the undulations tends towards smaller values 
when the interface is placed near to the lower shell boundary. This suggests that if  the
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interface were placed in the mid-mantle then it would have more peaks and troughs 
than a layer deeper in the mantle. Given the presence of the two megaplumes and the 
apparent two-cell convection taking place in the mantle then in the layered scenario a 
deeper layer seems more likely.
We can place constraints on the possible density increase across a stable chemical 
interface in the lower mantle, Ap/p, using two methods. Firstly, a minimum possible 
value of Ap/p can be found that is required to keep a lower layer dynamically stable. 
Secondly, a maximum value o f Ap/p can be found by considering observations from 
seismic methods. I f  a deep layer does exist in the Earth’s mantle then it must have a 
density increase between these two values. In section 7.6 we showed that a layer at a 
depth of 2 0 0 0 km would need a density increase between 0 .2 -2 .2 % to have a stratified 
structure, with the most likely values being Ap/p>0.5%.
The most demanding constraints placed on the maximum value of Ap/p are by free 
oscillation data. The observation of Masters &  Gubbins [2003] required an effective 
density contrast o f (Ap/p)eff<0.4%. In section 7.9 we showed that this related to a 
chemical density contrasts o f Ap/p<2.8%. Larger values of Ap/p though required very 
high temperatures increases across the deformable interface in the lower mantle and 
beneath 1800km depth a value o f Ap/p<2.0% is more likely. Minimum values of Ap/p 
found using the constraints o f seismic reflection techniques are much larger (3.5-4%  
and 5%). We find a range of intrinsic density contrasts and depths for which a layer is 
able to meet the criteria o f being dynamically stable, unnoticed by seismic reflection 
and free oscillation observations, and have a realistic thermal structure (see figure 
7.23).
Lateral variations in the mantle seismic velocity structure are predicted by tomography 
inversions to be largest in the uppermost mantle and the CMB (figure 2.6). However, 
the lateral temperature variations produced by our simulations have a large amplitude 
(300-600K) at the depth of the interface between the two layers, unlike the tomography. 
We then advance the comparison, by removing the effects of the chemical density 
contrast. We find that the lateral density variations (converted to temperature) as a
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function of depth do reduce the anomaly although it remains present. We continue to 
try and remove this anomaly by using a linear combination of temperature and intrinsic 
density to represent the seismic velocity. Even after allowing the scaling coefficient to 
have a value that minimizes the amplitude of the anomaly it still persists. It seems 
likely that a layered mantle would have a large lateral seismic anomaly at the depth of 
the interface. The absence o f any such anomaly in present seismic tomography models 
suggests that Earth’s mantle is unlikely have an interface far away from the surface or 
CMB.
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Appendix A - Glossary of terms and important equations
Symbol Description____________________________________________ Units
a The non-dimensional depth ratio (a=ho-^H)
A Area m2
Ao Area o f a spherical shell Ao = 47iR2 -5-3 m2
B The Buoyancy ratio.
The ratio of the chemical buoyancy to thermal buoyancy.
Defined by Davaille [1999a] using the temperature contrast 
over the whole system.
When we calculate this value of our layered convection cases 
we use the difference between the average temperature at the 
surface and the CMB. In cases where there is bottom heating 
both these values are fixed and so we can consider B as an 
input parameter. However in cases where only internal 
heating is present the average temperature of the CMB can 
vary. So for internally heated cases B must be considered as a 
variable that can change during the simulation.
Bi The local Buoyancy ratio; defined by Gonnerman et al.
[2002]. They define the temperature contrast as the difference 
between the temperature in the lower layer and at the Core 
Mantle Boundary 
Br The regional Buoyancy ratio.
The temperature contrast is defined as the difference between 
the temperatures in the two layers.
Bb The boundary Buoyancy ratio.
This can be used when the bottom shell is insulating. It uses 
the heat energy entering the system. See section 7.4.
Bc The critical buoyancy ratio. The value of B at which a layered
system moves from stratified layered convection (B>BC) to 
convecting as a whole layer (B<BC). Davaille [1999b] finds 
Bc=0.4, we find B=0.4-0.5. However Bc is a (weak) function 
of the Rayleigh number, and the non-dimensional depth of the 
interface.
B The value of Bc at the critical Rayleigh number. Davaille
[1999b] finds Bc =0.3 
Cv Specific heat at constant volume J kg'1 K '1
CP Specific heat at constant pressure Jkg ' K'
D Depth m
Dk Depth of the Kellogg interface (Rs-Rk) m
E The entrainment rate m3/m2
(upward + downward volume flux)
Ek The Ekman number.
The ratio of viscous forces to the Coriolis force (the inertial 
force produced by the Earth’s rotation).
Ek>107 for Earth, 
g Gravitational acceleration
G The gravitational constant, 6.672x 1 O'11 N k g 1
242
Appendix A -  Glossary
ho Thickness of the lower layer ( R k - R c m b )  m
H Thickness of the mantle ( R s - R c m b )  m
J The rate of radioactive heating per unit volume W m'3
k Thermal conductivity k = KpCp W m '1 K '1
L The length scale of convection m
M Mass kg
Mu Mass o f the upper layer in a layered system kg
Mi Mass o f the lower layer in a layered system kg
Mr The mass below a radius r kg
Nu The Nusselt number
A dimensionless number that can be thought of as the rate of 
heat transfer by convection to which would occur only via 
conduction
Pr The Prandtl number, Pr = v -s- k.
The ratio o f momentum diffusivity and thermal diffusivity.
Pr«1024 for Earth.
P Pressure N m'2 or
Pa
qrad The rate o f radioactive heating per unit mass W kg'1
qu The rate o f radioactive heating per unit mass in the upper W kg '1
layer
qi The rate o f radioactive heating per unit mass in the upper W kg '1
layer
Q The rate of heat energy W
Qs The rate o f heat energy following over Earth’s surface W
Qk The rate o f heat energy following over the Kellogg layer W
Q c m b  The rate o f heat energy following over the Core Mantle W
Boundary
Qrad The rate o f heat energy being added to the mantle by W
radioactive decay/ internal heating 
Qu The rate of heat energy being added to the upper layer by W
radioactive decay/ internal heating 
Qi The rate of heat energy being added to the lower layer by W
radioactive decay/ internal heating 
r The radial unit vector
This is unit vector from the origin to a point p.
R Radius m
Rs Radius o f the earth normally taken as 6,370,000m m
Rk Radius of the Kellogg layer m
Rtmr Radius of the Core Mantle Boundary usual taken as m
3,500,000m
Ra The Benard Rayleigh number or the thermal Rayleigh number
The ratio of buoyancy to viscous forces.
Rac The critical Rayleigh number.
The Rayleigh number at which a system starts to convect.
This is thought to have a value between 87 and 1100 in 
Earth’s mantle [McNamara et al. 2000].
Rau The Benard Rayleigh number of the upper layer
Rai The Benard Rayleigh number of the lower layer
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Rab Boundary Rayleigh number. The Rayleigh number using the
effective temperature contrast caused by internal heating.
Rao The Rayleigh number used by Gonnerman et al. [2002] to
describe their layered system. It uses the thermal contrast 
between the lower layer and the CMB, the length scale of the 
whole system (both layers) and the viscosity of the upper 
layer.
Rax Rayleigh number calculated by TERRA that takes into
accounts for the adiabatic gradient as well as radial viscosity.
A full description of the formula can be seen in appendix F.
RaAp Rayleigh number using the buoyancy forces
RMS vs The Root Mean Squared surface velocity at the surface shell. ms'1 or
cm/year
t Time s
T Temperature K
Ts Temperature at the upper surface of the mantle K
Tk Temperature at the interface between two layers in the K
mantle.
T c m b  Temperature at the Core Mantle Boundary K
T Average radial temperature K
Note the A notion is often added to the other temperature 
terms to note the average temperature. Most often the average 
o f a value once the layered system has reached a quasi-steady 
state.
T Average temperature at the interface between two layers K
T rms The root mean squared temperature of a radial layer. K
This is a measure o f the lateral variation in the temperature 
structure.
AT A temperature contrast K
The normally refers to the temperature contrast across the 
whole mantle
ATk The temperature contrast across the deformable interface K
between the two convecting layers 
v The velocity vector. ms'
vp Velocity o f P seismic waves ms'
vs Velocity o f S seismic waves ms'
V Volume. m3
vrad The radial velocity ms*
vrad% The percentage of the velocity at a given point that is in the %
radial direction, ie vrad%=100% in an up-welling, vrad%=- 
100% in an down-welling and vrad%=0 for tangential flow.
Z Depth m
AZ A change in depth. m
This normally means the width of a thermal boundary
a Volume coefficient of thermal expansion. K '1
The fractional increase in volume per unit temperature at 
constant pressure.
ai Volume coefficient of thermal expansion in the lower layer. K '1
au Volume coefficient o f thermal expansion in the upper layer. K '1
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*1
K
Km
Pm
V
V u
VI
P
Pu
Pi
Ap/p
Ap/peff
T
<P
O
Os
OcMB
Q
The viscosity ratio: y=vi-rvu
The ratio of the kinematic viscosities of the lower and upper 
layers.
Anderson-Gruneisen constant
A parameter controlling the relationship between thermal 
expansivity and density in Earth’s mantle, thought to have a 
value o f 0.55 [Schmeling et al. 2003]
Dynamic viscosity n = vp 
Note: 1 Pa = 1 N  m"
Thermal diffusivity k  = k * pCp 
Bulk modulus
A measure o f a material’s resistance to a change in volume. 
Rigidity modulus
A measure of a material’s resistance to a change in shape.
Kinematic viscosity v = r\ h- p
Kinematic viscosity o f the upper layer
Kinematic viscosity o f the lower layer
Density
Chemical density o f the upper layer 
Chemical density of the lower layer 
A fraction density increase.
The normally refers to the chemical density increase from the 
upper to lower layer.
The effective density increase/decrease from the upper to
lower layer in a convecting system. This is the chemical
density increase minus the effects of the thermal expansion of
the lower layer. This is density increase that will be measured
by seismic reflection and free oscillation
Radial shear stress
The non-dimensional area parameter.
The ratio o f the area increase from a spherical shell of the 
deformable interface to the area of the spherical shell.
Heat flux.
The rate of heat flow per unit time per unit area.
Heat flux across Earth’s surface
Heat flux across the core-mantle boundary
Angular velocity.
Pa s
2 -im s 
N m'2 or 
Pa
N m'2 or 
Pa
c ' 1m s
r«2 e ’1m s
m2 -im s
kgm '3
kgm '3
kgm*3
% or as a
fraction
% or as a 
fraction
Pa
W m -3
W m 
Wm*3 
rad s*1
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TERRA
Initial
case/field
Multi-grid
Multi-gird
problem
Domain
decomposition
Marker
surface
Marker
Quasi-steady
state
Mantlevis
mt
nt
nd
nr
il, i2
ir
id
nm
mv
mp
im
The parallel program written by J. R. Baumgardner [1983] and P. 
Bunge [1996] used in this thesis to simulate convection in Earth’s 
mantle.
The temperature field used at the beginning of a simulation. This is 
important in layered convection cases since the initial field must not 
have high amplitude thermal anomalies that tear the layer apart as 
soon as a simulation is started.
The mathematical method used by TERRA to solve the velocity 
field. The calculation is performed in parallel.
A problem within the TERRA code that stops a simulation from 
running and causes TERRA to crash.
The multi-gird method has the problem that it is unable to solve 
some fields with discontinuities, such as those imposed by layering. 
When this happens the TERRA code stops running with what we 
refer to as a multi-grid problem.
The task o f subdividing a finite element grid in a serial computer 
program so that the program can be run in parallel.
A surface within the TERRA code defined by an array of markers. 
The marker surface defines the deformable boundary between two 
layers within the mantle.
A point inside the TERRA code that defines a single point on the 
interface between two convecting layers. The markers position is 
stored in meters, in Cartesian co-ordinates.
The final state o f a layered system. The system never reaches a true 
steady state because of the dynamic nature of the boundary between 
the two layers. See section 5.4. The constantly changing surface area 
o f the interface causes the heat flow to vary across the interface and 
so the thermal structure must change to accommodate for this. 
Consequently the thermal structure oscillates around mean structure 
but never reaches it. See section 5.2
A parallel visualisation program written by Andy Heath specifically 
to be used with TERRA.
The number of grid points along the edge of a primary triangle that 
make up the icosahedron grid. Its value must be a power of 2.
The number of subdomains along the egde of a diamond in the 
icosahedron grid. Its value must be a power o f 2.
The number of diamonds mapped onto each processor. Must have a 
value o f 5 or 10.
The number of layers in the icosahedron grid.
Coordinates defining the position of a point in one of the diamond 
shaped subdomains on which the icosahedron grid employed by 
TERRA.
The coordinate of the radial layer in the icosahedron grid. 1 is the 
surface nt+1 the bottom.
The coordinate of the subdomain in the icosahedron grid
The number of markers per allan key
Number of extra or missing marker per allan key
The number o f prisms along a spoke within an allan key. Must have
a value such that 6mp2 > nm-mv
The coordinate marker number
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Size.h 
Interra
Mega plumes
Superswell
Hotspot
Craton
Tectosphere
CMB
RMS
Internal
heating
Bottom
heating
Thermal mode 
convection 
Thermo­
chemical 
convection 
Trace element
Incompatible
element
Depleted
Enriched
MORB
OIB
ERC
DMM
An input files used by TERRA to define the resolutions of the 
icosahedron grid and the domain decomposition.
An input files used by TERRA to define the parameters used in a 
simulation.
Large hot upwelling regions in the mantle.
There are thought to be two present in Earth’s mantle below Tonga 
and Western Africa. They have a strong seismic signal that is 
probably produced by thermal and chemical sources.
An anomalously hot and uplifted region of Earth’s surface with a 
high concentration of hot spots. There are two superswells present 
on Earth today, one in western Africa and the other in the Southwest 
Pacific.
A region of volcanism that is not associated with a plate margin. A 
good example being Hawaii.
A region o f the crust that is amorously cold.
Regions of the mantle lying below cratons.
The Core Mantle Boundary
Root mean square
Heat generated by radioactive decay.
Heat inputted in to a convecting system by conduction across a 
thermal boundary at the bottom of the layered system. In Earth’s 
mantle this would take place at the CMB.
Convection is driven by small-scale plumes that form at the thermal 
boundary at the bottom o f the system
Large scale convection and deformation of the interface between the 
two layers is driven by the interaction between the instable thermal 
gradient and the stable chemical density gradient 
An element found in less than -1000 parts per billions in the Bulk 
Earth.
Trace elements that prefer to be in the melt phase in upper mantle 
conditions.
A region that has low abundances of incompatible elements.
A region that has high abundances of incompatible elements.
Mid Ocean Ridge Basalts
These are thought to represent the composition of the upper mantle 
and are depleted in trace elements 
Ocean Island Basalts
These are thought to originate deeper in the mantle than MORB and 
are either less depleted MORB or are enriched. This leads to the 
suggestion that they are sampling a deep reservoir.
Enriched Recycled Crust.
Depleted MORB Mantle
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The
Classic
Geochemical
Model
The
Classic
Geodynamical
Model
Secular
cooling
Viscous
coupling
Thermal
coupling
Quasi-steady
state
Two-layers with the 
boundary between the layers 
placed at a depth o f 660km. 
The lower primative layer is 
sampled by plumes and the 
source o f OIB, the depleted 
upper layer is the source o f 
MORB.
A deep reservoir at the base 
o f  the mantle and single 
layer convection with the 
source o f plumes at the 
Core Mantle Boundary 
(CMB).
O'B MORB
Continent
Primitive
Cooling o f the mantle (and the planet as a whole) from stored heat 
energy.
Viscous forces dominate at the boundary between convecting layers. 
As a results the thermal strucutres in the layers are anti-sysmetric. 
Thermla forces dominate at the boundary between convecting 
layers. As a results the thermal strucutres in the layers are sysmetric. 
The final state o f  a stable layered system when the thermal profile of 
the system has reached reasonably stable values. Most properties of 
the system such as the interfacial surface area reach a constants 
value but oscillate around a central value with the amplitude o f these 
oscillations varying from case to case [see section 5.2].
Continent
DMM
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Seismic wave speeds
K m ~t~ 3 _  | M-m (2.2)
Rayleigh number Ra -  general form
buoyant forces agpATL3Ra =
viscous forces kt|
(2.3)
Boundary Rayleigh number
R ab = «gpQradL “gP^rad1-Kkr| Kkr|
(Al)
Rayleigh number -  used by Gonnerman et al. [2002]
a gp(TcMB ~ T, )H 3R aG — (A2)
Chemical buoyancy Rayleigh number
R aAp =
ApgL3
KT|
(A3)
Nusselt number Nu
Nu = QL
kAT
f  Ra  ^
vR ac j
(2.4 & 2.5)
Thermal boundary thickness
AZ = L
^Ra  ^
Ra
(2.8)
V j \ y
Where: 87 < Rac < 1100; 0 < P < 0.3 for Earth’s mantle [McNamara & van Keken 
2000]
Buoyancy ratio B -  general form
Buoyancy Ratio = B =
Chemical Buoyancy _ Ap/p0 
Thermal Buoyancy aAT
(2.10)
Viscosity ratio
Y  =
D ,
u .
(2.12)
Entrainment rate [Gonnerman et al. 2002]
pCp CH~'B~2Rax
E =
1 + yB -l
(2.13)
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Non-dimensional depth variable
a =
H
The volume coefficient of thermal expansion (thermal expansivity)
1a  =
vdTy
Prandtl number Pr
Pr = viscous forces u TlC,
inertial forces k  k
Ekman number Ek
Ek = viscous forces u
coriolis force 2 QL2 sinG
The governing equations 
Mass
Momentum
Energy
V v = 0
>2 .—V P = vV v -ag A T  
P
— +  v - V T  =  k V 2 T + —  
d t  pCP
fTotal number] 
[of data points]
= (l0m t2 + 2)(^mt+l)
[Number of 1 
[processors J
f m t l
i
f n d lI n t  J UoJ
Entrainment -  Davaille’s equations
Q t = C , ^ R a ?
Q i = C 2^ 2 -R a ^
Entrainment -  Davaille’s equations with viscous forces
Qt = c ' i r f e RaA T 5A T Ra2i l  - plumesh 0 I B Apgh0 I
Qi = C2l~ ~ R ai>’-  AT1ll'-T Ral }  - Sheets 
[ B Apgh0 J
(2.14)
(2.15)
(3.1)
(3.2)
(3.3)
(3.4)
(3.5)
(3.11)
(3.12)
(4.14)
(4.15)
(4.44)
(4.38)
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Where...
o^pgAThJR a 1== - l i 2  o (4 4^5)
KTli
Ra2 ^ P g ATjH -ho)3 (4.46)
KTI2
Non-dimensional surface area variable
Increase m area from a flat shell A -  A ft 
(p =   -----------------------------------------------------------------------------  SL (5 c \
area of a flat shell A n
The global buoyancy ratio (normally referred to as just the buoyancy ratio B)
p  — (P i - P uV P u
j t — i n  (7-20)a\ACMB AS/
The local buoyancy ratio Bj 
The regional buoyancy ratio Br
P  _  ( P l _ P u ) / P u
B r _  « (T |-T U) (7-23)
The boundary buoyancy ratio Bb
B b = (Pl~ Pu| /f "  (7.29)
P u “ <lradL  ^
N2 of mt
Processors 16 32 64 128 256
l nt=T6 nt= 3 2 nt= 64 nt=128 nt=256
nd=10 nd=10 nd=10 nd=10 nd=10
4 n t= 8 n t= 1 6 nt=32 n t= 64 nt=128
nd=10 nd=10 nd=10 nd=10 nd=10
8 n t= 8 n t= 16 nt= 32 n t= 64 nt=128
nd=5 nd=5 nd=5 nd=5 nd=5
16 n t= 4 n t= 8 nt= 16 n t= 32 nt= 64
nd=10 nd=10 nd=10 nd=10 nd=10
32 n t= 4 n t= 8 nt= 16 nt= 32 nt= 64
nd=5 nd=5 nd=5 nd=5 nd=5
64 n t= 2 n t= 4 n t= 8 nt= 16 nt=32
nd=10 nd=10 nd=10 nd=10 nd=10
128 n t= 2 n t= 4 n t= 8 nt= 16 nt=32
nd=5 nd=5 nd=5 nd=5 nd=5
256 n t= l n t= 2 n t= 4 n t= 8 nt=16
nd=10 nd=10 nd=10 nd=10 nd=10
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Appendix B - The halo swap process
As discussed in section 3.3.4 the procedure of a halo swap in an icosahedron grid is 
complex and will not be of interest to everyone reading this thesis. However it is a 
critical part o f the alterations made to the TERRA code and so a discussion is necessary 
for the benefit o f anyone who is unlucky enough to have to edit my code. It is strongly 
recommended that section 3.3.4 should be read as a preliminary to this appendix. 
Throughout this section we shall use the example of an n t=16, mt=4, nd=5 case as an 
example. This is chosen because it is the smallest possible grid size and parallel size 
that can be used to explain all the features of the parallel communication.
Halo region swaps are performed by first swapping data on the right side of the halo 
region and then from the left side. This is to keep the size of the buffers used to a 
minimum. Each o f these can be broken down into three smaller tasks. Firstly, storing 
the correct data in the buffer; secondly, communicating this data with the correct 
processors; and thirdly, storing the received data in the correct location of the halo 
region in the relevant arrays. Each of these tasks must be preformed twice once when 
passing data to the left and again when it is sent to the right. These six tasks are 
performed in separate subroutines, see the boxed section of code below for the details.
s u b r o u t i n e  m r k c o m  (irkstep)
c Copy mrks left boundaries into the arrays edgl and crnr.
call edgl_fill(mrk,edgl,crnr,0, nt, (nm+mv)*3)
c Send edgl to the relevant nodes and receive edgr
c Warning we are entering MPI country
call pcoml (edgl,edgr,crnr,buff, (nra+mv)*3,0,nt-l,1)
c Fix edgr into the correct position in mrk
call edgr_empty(mrk,edgr,crnr,0,nt, (nm+mv)*3)
c Copy mrks right boundary into the arrays edgr and crnr.
call edgr_fill(mrk,edgr,crnr,0,nt,(nm+mv)*3)
c Send edgr to the relevant nodes and receive edgl
call pcom2 (edgl,edgr,crnr,buff, (nm+mv)*3,0,nt-l, 1)
c Fix edgl into the correct position in mrk
_______call edgl empty(mrk,edgl,crnr,0,nt, (nm+mv)*3)_____________________
There are five buffers used in the parallel communication: e d g l  ( i i , i d ,  kk ,  1),  
e d g l ( i i , i d , k k , 2 ) ,  c r n r ( i i , i d ) ,  e d g r ( i i , i d , k k , 1) ,
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e d g r  ( i i  , i d , k k , 2 ) .  In the case o f a left to right swap the e d g r  ( i  i , i d , k k , 1) 
stores the data in the top right edge o f the subdomain, e d g r  ( i i , i d , k k , 2) stores 
data in the bottom right edge o f the subdomain, and c r n r  stores the data in the node at 
the right com er o f  the subdomain+. Parallel communication is then used to send this 
data to the processors that own the relevant neighbouring subdomains. The data being 
received by the processors is then stored in the e d g l  ( i i , i d ,  k k ,  1) (top left edge of 
the halo region), e d g l  ( i i ,  i d , k k ,  2) (bottom left edge o f the halo region), and 
c r n r  arrays (the left com er o f  the halo region). These buffers are then copied back
into the halo region. This processes is illustrated in figure B.l.
Parallel communication
e d g r ( i i , i d , k k , e d g l ( i i , i d , k k .
c r n r  ( i i ,  id &c r n r  ( i i ,  i<
e d g r  ( i i , i d , k k ,  2 ^  e d g l  ( i i ,  i d ,  k k ,  1*
Figure B .l
A schematic o f  the three stages o f left to right boundary communication (half a 
boundary swap). Nodes owned by the subdomain are stored in three buffers. These are 
then transmitted to the processors that own the relevant neighbouring subdomains. 
They are then stored in other buffers before being copied into the halo region o f the 
subdomains.
f This is an example of the simplest case of subdomains that communicate only with subdomains in the 
same diamond. When information is required to cross into different diamonds the nodes copied into the 
buffers may be different, as will the nodes into which the data is copied at the subdomain receiving the 
data.
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B.1 Position of a subdomain within a diamond
Being able to determine the position of a subdomain in a diamond is critical when 
performing parallel sends and received. Data must be handled differently for 
subdomains on the edge of diamonds to those in the centre. For these reasons a series of 
integers i n u l ,  i n u r ,  i n l l  & i n l r  are stored in the / e d g e /  common block. The 
subroutine e d g e g e n  is used to set-up these values. Figure B.2 shows how the values 
of i n u l ,  i n u r ,  i n l l  & i n l r  change depending on the position of the subdomain 
within the diamond.
I n u l  -  In the Upper Left edge o f the diamond (0 for yes 1 for no)
I n u r  -  In the Upper Right edge o f the diamond (0 for yes 1 for no)
I n i  1 -  In the Lower Left edge o f the diamond (0 for yes 1 for no)
I n l r  -  In the Lower Right edge of the diamond (0 for yes 1 for no)
i n u r  = 0
i n l r  = 0
i f ( m o d ( m y n u m ,  n p e d g )  . n e .  0) i n u r  = 1
i f ( i p r o c  . I t .  m p ro c -n p e d g ) i n l r  = 1
i n u l  = 0
i n l l  = 0
i f ( i p r o c . g e . n p e d g ) i n u l  = 1
i f ( m o d ( i p r o c + 1 , n p e d g ) . n e . 0 ) i n l l  = 1
0,0
i n u l , i n u r  
i n l l , i n l r
Fig B.2
The values of i n u l ,  i n u r ,  
i n l l  & i n l r  in a diamond0,0
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B.2 Knowing which diamond we are sending data to
During parallel communication, data is routinely passed between subdomains in 
different diamonds. This occurs when subdomains at the edge of diamonds exchange 
data. To account for the correction that must be made when pasting values back in to 
the correct arrays it is necessary to know the ‘id’ of the subdomain surrounding a node. 
These values are stored in i d u l ( n d ) ,  i d l l ( n d ) ,  i d u r ( n d ) ,  i d l r ( n d )  in 
th e /e d g e /  common block. Their values are calculated during the initialisation of 
TERRA and are calculated in the e d g e g e n  subroutine. An example of the values of 
i d u l  ( n d ) , i d l l  ( n d ) , i d u r  ( n d ) , i d l r  (nd) are shown in figure B.3.
do id=l/nd ! Loop over diamonds
idul (id) = mod(id+3,5) + 1
idur(id) = mod(id ,5) + 1
if (nd.eq.10) then
idll(id) = idul(id) + 5
idlr(id) = id + 5
if (id.gt.5) then
idll(id) = id - 5
idul(id) = idul(id) + 5
idlr(id) = idur(id)
idur(id) = idur(id) + 5
end if
else if (nd.eq.5) then
idll(id) = idul(id)
idlr(id) = id
if (mynum.ge.mproc) then
idll(id) = id
idlr(id) = idur(id)
end if
end if
if (mod(mynum, npedg) .ne.O) idur(id) = id
if (iproc .It. mproc-npedg ) idlr(id) = id
if (iproc.ge.npedg) idul(id) = id
if (mod(iproc+1,npedg).ne.0) idll(id) = id
end do !End loop over diamonds
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idul,idur 
id
idll,idlr
id =id = 5
id = 2id =
idll,idlr 
id
idul,idur
a, nd=5
idul,idur 
id
idll,idlr
id =id = 5 10,1
10 , 1.
10,1
1 0 , 6
id = 7id = 10 1 0 , 6
10,6
idll,idlr 
id
idul,idur
1 0 , 6
1 0 , 7
b, nd=10 
Fig B.3
An example of the values that i d u l ,  i d l l ,  i d u r ,  i d l r  shall have 
for the subdomains in diamonds 1 & 6, for an m t/n t = 4 case. A, for 
the nd=5 case and b, for the nd=10 case. Thick black lines separate 
diamonds, while thinner lines separate the subdomains. Notice the 
values o f the i d u *  and i d l *  are reversed in the southern hemisphere 
diamonds. This is consistent with the coordinate system used in 
TERRA.
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B.3 Parallel communication — but where to?
Once halo data has been copied into buffers ready for a boundary swap we must know 
the MPI rank o f the processor to which the data should be sent. These are saved in two 
arrays i r i g h t  () which contains the rank of processors that own subdomains to the 
right of the processors on which data is being sent and i l e f  t  () which contains those 
to left. The values o f i r i g h t  () and i l e f t  () are stored in the / n b r l /  common 
block. The values o f i r i g h t ,  and i l e f t  are set-up during TERRA initialisation in 
the n e i g h b o r  i d  subroutine. The values of i r i g h t  and i l e f t  are set-up such 
that...
i r i g h t ( l )  -  The rank o f processor that owns the subdomain to the top right, 
i r i g h t  (2) -  The rank o f processor that owns the subdomain to the bottom right, 
i r i g h t  (4) -  The rank o f processor that owns the subdomain to the right. 
i l e f t ( l ) -  The rank o f processor that owns the subdomain to the top left, 
i l e f  t  (2) -  The rank o f processor that owns the subdomain to the bottom left, 
i l e f  t(4 ) -  The rank o f processor that owns the subdomain to the left.
Note: i r i g h t ( 3 )  & i l e f t ( 3 )  contain similar data to i r i g h t ( 4 )  & i l e f t ( 4 )  
however this is used when a different type of boundary exchange is used and does not 
interest us.
Set.ting-up the values of iright ( ) and ileft () in neighborid
c . . .  n p ed g  i s  t h e  n u m b e r o f  s u b d o m a in s  a lo n g  a  d ia m o n d  e d g e ,
c . . .  k p ro c  i s  t h e  n u m b e r o f  p r o c e s s o r s  o n to  w h ic h  e a c h  s e t  o f  nd
c d ia m o n d s  i s  m a p p e d .
c . . .  ip r o c  i s  t h e  l o c a l  p r o c e s s  n u m b er r e l a t i v e  t o  t h e  s e t  o f  k p ro c
c . . . p r o c e s s e s .
c . . .  kown i s  t h e  in c r e m e n t  i n  p r o c e s s  nu m b er b e tw e e n  mynum a n d  ip r o c .
c . . .  k o t h  i s  t h e  in c r e m e n t  i f  p r o c e s s  nu m b er f o r  d ia m o n d  lo c a t e d
c . . . i n  t h e  o t h e r  h e m is p h e r e .
k p ro c  = n p e d g * * 2
ip r o c  = m od(m ynum , k p r o c )
i f ( n d  .e q .  1 0 )  t h e n
kow n = 0 
k o t h  = 0 
e l s e i f ( n d  .e q .  5 ) t h e n  
kow n = mynum -  ip r o c  
k o t h  = k p r o c  -  kow n  
en d  i f
c . . .  T r e a t  c a s e  o f  s u b d o m a in  b o u n d a r ie s  w i t h i n  t h e  d ia m o n d  i n t e r i o r .
i r i g h t (1 )  = mynum -  1
i r i g h t (2 )  = mynum + n p e d g
i r i g h t (3 )  = mynum + n p e d g  -  1
i r i g h t (4 )  = i r i g h t (3 )  
i l e f t (1 )  = mynum -  n p e d g
i l e f t (2 )  = mynum + 1
i l e f t (3 )  = mynum -  n p e d g  + 1
i l e f t  (4 )  = i l e f t  (3 )
c . . .  1 ) S p e c ia l  c a s e  o f  u p p e r  r i g h t  b o u n d a ry  o f  d iam o n d :
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i f ( m o d ( i p r o c ,n p e d g )  . e q .  0 ) t h e n  
i r i g h t (1 )  = ip r o c /n p e d g  + kow n
i r i g h t  (2 )  = mynum + n p e d g
i r i g h t (3 )  = i r i g h t (1 )  + 1
i r i g h t (4 )  = i r i g h t (1 )  -  1
e n d i f
c . . .  2 ) S p e c ia l  c a s e  o f  lo w e r  r i g h t  b o u n d a r y  o f  d ia m o n d :
i f ( i p r o c  . g t .  k p r o c - n p e d g - 1 )  th e n  
i r i g h t (1 )  = mynum -  1
i r i g h t (2 )  = (k p r o c  -  i p r o c ) * n p e d g  -  1 + k o th  
i r i g h t (3 )  = i r i g h t (2 )  + n p e d g  
i r i g h t (4 )  = i r i g h t (3 )  
e n d i f
c . . .  3)  S p e c ia l  c a s e  o f  u p p e r  l e f t  b o u n d a ry  o f  d ia m o n d :
i f ( i p r o c  . I t .  n p e d g ) t h e n
i l e f t (1 )  = ip r o c * n p e d g  + kown  
i l e f t (2 )  = mynum + 1 
i l e f t (3 )  = i l e f t  (1 )  -  n p e d g  
i l e f t (4 )  = i l e f t (1 )  + n p e d g  
e n d i f
c . . .  4)  S p e c ia l  c a s e  o f  lo w e r  l e f t  b o u n d a ry  o f  d ia m o n d :
i f ( m o d ( i p r o c + 1 , n p e d g )  . e q .  0 ) t h e n  
i l e f t (1 )  = mynum -  n p e d g
i l e f t (2 )  = k p r o c  -  ( i p r o c  + 1 ) /n p e d g  + k o th  
i l e f t (3 )  = i l e f t (2 )  + 1 
i l e f t (4 )  = i l e f t (3 )  
e n d i f
c .  . . 5 ) S p e c ia l  c a s e  o f  r i g h t  c o r n e r  n o d e  o f  d ia m o n d :
i f  ( i p r o c  . e q .  k p r o c -n p e d g )  t h e n  
i r i g h t (1 )  = ip r o c /n p e d g  + kow n  
i r i g h t (2 )  = k p r o c  -  1 + k o t h  
i r i g h t  (3 )  = kow n
i r i g h t (4 )  = ip r o c /n p e d g  -  1 + kown  
e n d i f
c . . .  6 ) S p e c ia l  c a s e  o f  p o le :
i f ( i p r o c  . e q .  0 ) t h e n  
i l e f t (1 )  = kow n
i l e f t (2 )  = kow n + 1
i l e f t (3 )  = kow n + (n p e d g  -  1 ) *n p e d g
i r i g h t (4 )  = n p e d g  -  1 + kow n  
e n d i f
c . . .  7)  S p e c ia l  c a s e  o f  l e f t  c o r n e r  n o d e  o f  d ia m o n d :
i f ( i p r o c  . e q .  n p e d g -1 ) th e n
i l e f t  (1 )  = ip r o c * n p e d g  + kown  
i l e f t (2 )  = k p r o c  -  ( i p r o c  + 1 ) /n p e d g  + k o th
i l e f t (3 )  = i l e f t (1 )  -  n p e d g
i l e f t (4 )  = kow n  
e n d i f  ____________________________________________
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BAA Saving data in the left-hand side of the subdomains
Subdomain data is copied in to the e d g l  and c r n r  arrays prior to parallel 
communication by the e d g l _ f i l l  subroutine. This is straightforward with no 
complications caused by the position of the subdomain within the diamond. This 
procedure is illustrated in figure B.4.
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il=
il=(^ i2=0
i2=l 
/ 2 =2 
,i2=3
i l _ \
" = \  / i2 = 5 e d g l 1)
il=
il=<^ .i2=0
i2=l
/ i2=2 
i l= \  / 2=3
- »
i2=4
- f e  / i 2 = 5 e d g l ,2)
il=(^ .i2=0
i2=l
12=2
i l = \  / i2=3
f
- »
crnr(-,-)
#  Node being copied into the buffer 
O A node owned by the subdomain 
€> A node in the subdomain’s halo region
Figure B.4
An illustration o f the task performed by the e d g l _ f  i l l  subroutine. The diagrams on 
the left show the section of the grid that is copied into the buffer. The name of the 
buffer into which they are copied is displayed on the right.
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B.4.2 Parallel communication to the left
Once the data has been stored in the three correct buffers it can now be transmitted to 
the relevant processors. This is done by the pcoml subroutine. The rank of the 
processor to which the buffers should be sent is stored in the i l e f  t  () array.
Figrue B.5
The parallel communication performed by pcoml. The content of e d g l  , 1)
is sent to the processor whose rank is stored in i l e f t t ( l )  where it is stored in 
e d g r  , 2 ) ,  e d g l  , 2)  is sent to i l e f t  (2) where it is stored in
e d g r  , 1 ) ,  and crnr ( -  , - )  is sent to i l e f t  (4) where it is stored in
crnr(-,-) .
Shown are subdomains in a mt/nt =4 case. Thick black lines define the boundary 
between diamonds, thinner black lines are the boundary between subroutines. Grey 
arrows show the MPI communication of the buffer data.
ileft(1) ileft (2)
Note that the most northern subdomain 
does not need to transfer any comer data 
(since the comer data is already stored on 
this processor), equally the most eastern 
subdomain does not need to receive any 
comer data because it contains a pentagon 
node. The transfer of data between these 
subdomains is only to satisfy the MPI 
condition that the amount of data 
transmitted is equal to that received.
ileft (4)
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£3.4.3 Saving the right edge data
After parallel communication each processor has halo data stored in e d g r  
, 1),  e d g r  , 2)  and c rn r(- ,- ) . These need to be copied into the halo region.
This is done by the e d g r_ e m p ty  subroutine.
If the 
subdomain is 
in the top 
right edge of 
the subdomain
edgr(-,idur(id),-, 1)
If the 
subdomain is 
not in the top 
right edge of 
the subdomain
il= 0  i2=0 
\  /i l = l i2=l
edgr(-,idur(id) , -  , 1 ) i l=5
Qr
(D-
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If the 
subdomain is 
not in the 
bottom right 
edge o f the 
subdomain
e d g r ( - , i d l r ( i d ) , - , 2 )
il= 0  i2=0
i l= l  X 1 i2=l
i l=2 -  -  i2=2 
\  /  \  / \  /i l=3 i2=3
- #  12-4
If the 
subdomain is 
in the bottom 
right edge of
e d g r ( - , i d l r ( i d ) , - , 2 )  
This may seems identical to the 
above case; however we must 
account for the reversed 
coordinate system between the
the subdomain northern and southern diamonds.
il= 0  i2=0 
i l = l  X i2=l 
i 1=2 i2=2
i2=5
- X
If the 
subdomain is 
at the top o f 
the diamond
a r r a y ( 0 , 1 , 1 , - , - )
This is the pole node case. We just 
copy from the i l= 0 ,  i 2 = l ,  i d = l  
element o f the subdomain owned 
by the node.
il= 0  i2=0
i 1=1 X /  i2=l
il= 2  m. m  i2=2 \  W w  /
11=3 ^ ' y 12=3 
\  '  '  '  '  /  12=4
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If the 
subdomain is 
in the top 
right edge of 
the subdomain
- m
- 0
If the 
subdomain is 
not in the top 
right edge of 
the subdomain
c r n r ( - , -
i  1 = 0  i 2 = 0
i l = l  X  7  i 2 = l
i l =2 \ - v  ; 2=2 N /  \  /  \  /i l=3
i l = 5
w - \3 ^  
\  /  \  /
i2=4
i2=5
Figure B.6
The process o f putting the halo region data received by parallel communication back 
into the array. There are a number of conditions depending on the placement of the 
subdomain with the diamond, all the cases are shown here.
On the left is the condition of the location of the subdomain with in the diamond. This 
is displayed in words and in an illustration. The illustration shows a diamond with the 
subdomains within it for an m t/n t= 4  case. The applicable subdomains to the 
condition are coloured in black.
In the centre o f the figure is the buffer that is going to be copied into the halo region. 
On the right is the location in the halo region into which the data is copied and is 
represented by black filled hexagons. Grey hexagons represent nodes owned by the 
subdomain and grey transparent hexagons are nodes on the halo region. The mt=8 
case is shown as an example.
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B.5.1 Saving data in the right-hand side
Subdomain data is copied in to the e d g l  and c r n r  arrays prior to parallel 
communication by the e d g r _ f  i l l  subroutine. There is only one complication caused 
by the position o f the subdomain within the diamond. If the subdomain is along the top 
left edge o f the diamond then the top data point must be copied into the c r n r  () array 
rather than the left one. This procedure is illustrated in figure B.7.
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i l = 0  i 2 = 0
If the 
subdomain is 
not in the top 
left edge
*
i l = 5 c r n r ( - , - )
If the 
subdomain is 
in the top left 
edge
i l = 0  i 2 = 0  
i l = l  ^  /  i 2 = l
l l = 2 \  W  / i2=2
c r n r ( - , - )
Figure B.7
An illustration of the task performed by the e d g r _ f  i l l  subroutine.
On the left is the condition of the location of the subdomain with in the diamond. This 
is displayed in words and in an illustration. The illustration shows a diamond with the 
subdomains with in it for an mt /n t=4  case. The applicable subdomains to the 
condition are coloured in black.
In the centre is the section of the grid that is copied into the buffer and a displayed as 
black hexagons. Grey hexagons represent nodes owned by the subdomain and grey 
transparent hexagons are nodes on the halo region.
On the right is the name of the buffer into which they are copied.
B.5.2 Parallel communication to
Once the data has been stored in the three correct buffers it can now be transmitted to 
the relevant processors. This is done by the pcom2 subroutine. The rank of the 
processor to which the buffers should be sent is stored in the i r i g h t  () array.
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iright(1) iright(2)
iright(4)
Note that the most western subdomains do not 
need to transfer any comer data (since this is a 
pentagon node and so there is no comer data), 
equally the most northern subdomain does not 
need to receive any comer data because the 
comer data is already stored on this processor. 
The transfer o f data between these nodes is 
only to satisfy the MPI condition that the 
amount o f data transmitted is equal to that 
received.
Figure B.8
The parallel communication performed by pcom 2. The content o f e d g r  ( - , -  , - ,  1) 
is sent to the processor whos rank is stored in i r i g h t  (1) where it is stored in 
e d g l  ( -  , -  , -  , 2 ) ,  e d g r  ,2 )  is sent to i r i g h t  (2) where it is stored in
e d g l  ( - ,  - ,  - ,  1 ) ,  and c r n r  ( - ,  - )  is sent to i r i g h t  (4) where it is stored in 
c r n r ( - ,  - ) .
Shown are subdomains in an mt/nt =4 case. Thick black lines define the boundary 
between diamonds, thinner black lines are the boundary between subroutines. Grey 
arrows show the MPI communication o f the buffer data.
267
Appendix B — Halo region swap
B.5.3 Saving the left edge data into the halo region
e d g l ( - , i d u l ( i d ) , - , 1 )
il=3
il=4
il=0 i2=0 
i l=l  X i2=l
il=2v W  i2=2 
'  / i2=3
il=5
i2=4
i2=5
If the 
subdomain is 
not in the 
bottom left 
edge of the 
subdomain
e d g l ( - , i d l l ( i d ) , - , 2 )
i l=0 i2=0 
i l -1  '  /  i2=!
ii=\ V #  / 2=2
'  '  w  v /  i2=3
If the 
subdomain is 
in the bottom 
left edge of 
the subdomain
e d g l ( - , i d l l ( i d ) , - ,  2) 
This may seems identical to the 
above case; however we must 
account for the reversed 
coordinate system between the 
northern and southern diamonds.
i 1 =0 i2=0 
i l = l ^ X / / i2=1
u=2x V# /2=2
N ' '  7 '  i2=3
i2=4
i2=5
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i l = 0  i2 = 0  
i l= l ^ i2 = l
i l = 2 v V *  P *
il= 3  X ' v '  v 7
I f  this is the 
most westly 
subdomain in 
the diamond
This is ghost node associated with 
a pentagon node
w~
Q h
-0
- 0
0 -
I f  this is not 
the most 
westly 
subdomain in 
the diamond
c r n r ( - , - )
Figure B.9
The process o f putting the halo region data received by parallel communication back 
into the array. There are a number of conditions depending on the placement of the 
subdomain within the diamond, all the cases are shown here.
On the left is the condition of the location of the subdomain within the diamond. This 
is displayed in words and in an illustration. The illustration shows a diamond with the 
subdomains within it for an m t/n t=4 case. The applicable subdomains to the 
condition are coloured in black.
In the centre is the buffer that is going to be copied into the halo region.
On the right is the location in the halo region into which the data is copied and is 
represented by black filled hexagons. Grey hexagons represent nodes owned by the 
subdomain and grey transparent hexagons are nodes on the halo region. The mt=8 
case is shown as an example.
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Appendix C -  Communicating the top and bottom comers 
beyond the haio region
The top (0,0) and bottom (n t+ l,n t+ l)  allan-keys in each subdomain are not in the 
halo region. See figure C .l. There may be some situations in which it is desirable to 
know data stored in the top and bottom nodes and for this reason a top and bottom swap 
code was written. The details o f which are explained in this appendix.
I I
I II
VTi
\
i
\
I I I
®  Allan keys that contain markers 
owned by the subdomain
^  0  Allan keys in the halo region
O Allan keys in the m rk array 
that are not in the halo region.
Figure C .l
The status o f allan keys in the m rk array. The centre allan keys contain 
markers that are owned by the subdomain. The halo allan keys contain 
markers passed on from neighbouring subdomains and is used to see if 
markers have migrated to new owner allan key across a subdomain.
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0.1 Configuring parallel communication
If  it is only necessary to find the values of the bottom allan key, is there any need to 
communicate the top values as well? You would think not, however M PI is such that a 
parallel send must be accompanied with a parallel receive1. I f  we consider the case of 
only sending data such that each subdomain only receives a bottom allan key, we find 
that although each subdomain receives one packet of data, some send two packets and 
others none.
FigC.2
The communication set-up between subdomains for the get bottom comer case. 
Notice that some subdomains send more than one packet of data, whilst others send 
none, however every subdomain sends receives one packet of data. It is for this 
reason that the top and bottom comers are incorporated into the same subroutine.
1 This is strictly speaking not true. However parallel code with an uneven number of sends and receives 
at each processor is complex and is in general avoided when ever possible.
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Fig C.3
The communication set-up between subdomains for the get top comer case. 
Notice that the total number of packets of data sent from each subdomain is 2 if  
we also consider those used in the bottom send.
C.2 An overview o f the top and
The exchange o f the top and bottom values of the markers (or indeed any data that is
being stored in a halo swap set-up) is a three-stage process.
During initialisation the values o f an array ita n d b  are set-up, these contain the rank 
of the processor that are used to either send data to or receive data from.
Firstly, the correct data is taken from the subdomain and stored in a buffer (e d g l). 
Secondly, the parallel communication is performed. Data stored in e d g l is set to 
processor determined by ita n d b . The received data is stored in e d g lr .
Thirdly, the data store in e d g r is copied into the correct array (in my case the mrk 
array). This is complicated by the fact that we must check to make sure that data 
has not been set from a different diamond and if  so correct for it.
Below is section o f the m rktabcom  subroutine that performs the top and bottom
swap.
Subroutine mrktabcom
c Store the top and bottom markers in edgl
call tab_edgl_fill(mrk,edgl,0,nt, (nm+mv)*3)
c Perform the parrallel communication
c Send edgl to the relavent processors and recieve edgr
call pcom3(edgl,edgr,buff, (nm+mv)*3,0)
c Store edgr into the relavent areas of the node
_______call tab edgr empty(mrk,edgr,0,nt, (nm+mv)*3)___________
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C.3 How do we know which processor to send the top and 
bottom data to?
Each node must know four values. The rank o f the processor it must send the data 
stored in ita n d b  ( 1 , - )  to, the rank o f the processors to send i t  and (2  , - )  to and 
finally it must also know the rank from which it is receive the top and bottom data. 
These final two values are needed because each processor w ill receive two packets of 
data, one containing the top data and one containing the bottom, with out more 
information it would not be possible to tell the two apart. An mpi call can be employed 
to find the rank o f the sending processor and this can then be used to determine if  this is 
top and bottom data.
These values are stored in ita n d b
Itandb(l,-) is an integer array that contains the ranks o f processors that are used in the
top and bottom comer communication.
itandb(l,-) -  the rank o f the processor to send edgr(-,l) to.
itandb(2 ,-) -  the rank o f the processor to send edgr(-,2 ) to.
itandb(l,-) -  the rank o f the processor to receive edgl(-,l) from: the top comer data 
itandb(2 ,-) -  the rank o f the processor to receive edgl(-,2 ) from: the bottom comer data
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Middle subdomains♦ Itandb(1,-) = Mynum - npedg - 1Itandb(2,-) = Mynum + npedg + 1Itandb(3,-) = Mynum - npedg - 1 = Itandb(2,-)Itandb(4,-) = Mynum + npedg + 1 = Itandb(3,-)
Top comer subdomains
0 Itandb(1,-) = ( iproc + 1)npedg - kown Itandb(2,-) = Mynum + npedg + 1 Itandb(3,-) = kown - 1Itandb(4,-) = Mynum + npedg + 1 = Itandb(2,-)
Top left subdomains
0 Itandbd,-) = ( iproc + l)npedg - kown Itandb(2,-) = Mynum + npedg + 1 Itandbd,-) = iproc*npedg + kown Itandb(4,-) = Mynum + npedg + 1 = Itandb(2,-)
Top right subdomains
0 Itandbd,-) = ( iproc /npedg ) + kown Itandb(2,-) = Mynum + npedg + 1Itandb(3,-) = (iproc/npedg ) + kown - 1 = Itandb(2,-) - 1Itandb(4,-) = Mynum + npedg + 1 = Itandb(2,-)
Left comer subdomains
0 Itandbd,-) = ( iproc + l)npedg - koth - 1 Itandb(2,-) = ( iproc + 1)npedg - koth - 2 Itandb(3,-) = iproc*npedd + kothItandb (4,-) = ( iproc + 1)npedg - koth - 2 = Itandb(2,-)
Right comer subdomains
0 Itandb(1,-) = ( iproc /npedg ) + kown Itandb(2,-) = iproc + koth - 1Itandb (3,-) = ( iproc /npedg ) + kown - 1 = Itandbd,-) Itandb(4,-) = Mynum + npedg + 1 = Itandb(2,-)
Bottom left subdomains
0 Itandbd,-) = Mynum - npedg - 1Itandb(2,-) = kproc - ( iproc + 1 / npedg ) + koth - 1 Itandb (3,-) = Mynum - npedg - 1 = Itandbd,-)Itandb(4,-) = kproc - ( iproc + 1 / npedg ) + koth - 1
Bottom right subdomains
0 Itandbd,-) = Mynum - npedg - 1Itandb(2,-) = ( kproc - iproc - 1 ) npedg + koth - 1 Itandb (3,-) = Mynum - npedg - 1 = Itandbd,-)Itandb(4,-) =( kproc - iproc - 1 ) npedg + koth - 1 = Itandb(2,-)
Bottom comer subdomains
10 Itandbd,-) = Mynum - npedg - 1 Itandb(2,-) = kownItandb(3,-) = Mynum - npedg - 1 = Itandbd,-) Itandb(4,-) = npedg + koth - 1
Table C.l
The method/formula used to find i t a n d b  in each of the special cases on the edge of 
a diamond
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C.4 Which data should we send?
The pattern used to transmit the top and bottom data across subdomains and processors 
is not a simple one. It has been generated such that the number of packets of data sent 
by each processor is two. However to do this we have had to cheat and in the 
subdomains in the top right of a diamond send data stored in the halo region. There are 
two reasons why this should not be a problem. This data is used to find the values of 
the top comer and since we are only concerned with data in the bottom comer then any 
inaccuracies will have no effect. Also as long as we always perform a top and bottom 
communication after a halo swap (as is the case in the current version of the code) then 
the results will be correct.
Each processor does not send one packet of data that will be used as top comer and one 
packet that will be used as bottom comer. For example the processor that owns the pole 
region will send out two comers, both of which will be used to acquire the top comers 
of a subdomain. Because of this the data that needs to be stored in e d g l  in different 
subdomains will vary depending on the position of the subdomain in the diamond. 
Table C.2 shows a break down of which allan keys/nodes should be copied in e d g l  for
all the subdomains in a diamond.
Top left subdomains
0 0 e d g l  ( - , 1 )  = n t - 1 , 1 e d g l  ( - , 2 )  = n t , n t
Top right subdomains
0 •0 e d g l  ( - , 1 )  = 1 , 0  e d g l  ( - , 2 )  = n t , n tnote: it is here that we are taking data from the halo region.
The other subdomains
♦ 0 e d g l  ( - , 1 )  = 1 , 1  e d g l  ( - , 2 )  = n t , n t
Table C.2
The data that needs to be stored in e d g l  ready for parallel communication. The first 
column shows the position of the subdomain relative to the diamond and the second 
column the position of the allan keys/ nodes in the subdomain that need to be stored 
in the transmission buffer e d g r . This task is performed by the tab_edgl_f ill 
subroutine. _________________________________
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C.5 Parallel communication: how do we know where to save 
the data?
The mpi calls are set up such that the first communication performed is to send the data 
stored in the buffer e d g l(- ,l)  to the processor specified by the array ita n d b  ( 1 , - ) .  
The processor w ill then wait until it receives a packet o f data and store this before it 
goes on to send the final packets o f data in e d g l ( -  , 2 ) to the processor with the rank 
stored in ita n d b  (2  , - ) .
Since each o f the processors is working independently and is sending data to two other 
processors is it not possible to determine the order in which a processor w ill receive 
data; either the top comer data could be received and then the bottom or vice versa.
To discover where to save data received, an mpi call is used to discover the rank of the 
processor that sent the data (there is an mpi call already written to do this). This is then 
compared with the values of ita n d b  (3 , - )  and ita n d b  (4 , - ) ,  which are set up to 
contain the ranks o f the processors from which the top and bottom comer data were 
sent to the receiving processor. This is then used to determine whether to store the 
received data in e d g r ( -  , 1 ) (the top comer) or e d g r ( -  , 2 ) (the bottom comer).
The result o f this method is that the top comer data is always stored in e d g r ( - ,  1 ) 
and the bottom comer data in e d g r ( -  , 2 ) .
Summary: the values o f ita n d b  are used to send data to the correct processors and to 
determine whether received data is either top of bottom comer data. Top comers are 
stored in e d g r ( -  , 1 ) and the bottom comer in e d g r ( -  , 2 ) .
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C.6 Storing the received data: has the data moved into a new 
diamond?
Storing the data is not as simple as it first seems. We have an array of data in the form...
e d g r (n d ,k k ,  2 )
..where kk  is the number of data points in each top and bottom comer, which for the 
markers is the total number of markers in each allan key multiplied by the three spatial 
co-ordinates o f each marker, nd is the number o f diamonds mapped onto each 
processor which can be either 5 or 10. Whilst copying the data from e d g r into the 
relevant array we must check to see if  communication o f the data has passed over a 
diamond boundary, and i f  so, correct for it. This is done by using the values o f the 
id u l (n d ) , i d l l  ( n d ) , id u r  (n d ) , i d l r  (n d ) . These contain the values of the 
diamond number o f the subdomain to the Upper Left, Low Right etc of each 
subdomain.
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Middle subdomains♦ u (0  ,0  , i d , i i )  = e d g r ( i d , i i , 1)  u ( n t  + 1 , n t  + 1 , i d , i i )  = e d g r ( i d , i i , 2)
Top comer subdomains
0 u ( 0  , 0  , i d , i i )  = u ( 0 , 0 , i d l p ( i d ) , i i )  u ( n t + 1 , n t + 1 , i d , i i )  = e d g r ( i d , i i , 2)This is a special case where we do not use the data received in the parallel communication
Top left subdomains
0 u ( 0  , 0  , i d , i i )  = e d g r ( i d u l ( i d ) , i i , 1)  u ( n t + 1 , n t + 1 , i d , i i )  = e d g r ( i d ,  i i , 2 )
Top right subdomains
0 u ( 0  , 0  , i d , i i )  = e d g r ( i d u r ( i d ) , i i , 1)  u ( n t + 1 , n t + 1 , i d , i i )  = e d g r ( i d ,  i i , 2 )
Left comer subdomains
0 u ( 0  , 0  , i d , i i )  = e d g r ( i d u l ( i d ) , i i , 1)  u ( n t  + 1 , n t  + 1 , i d ,  i i )  = e d g r ( i d l l ( i d ) , i i , 2)
Right comer subdomains
0 u ( 0  , 0  , i d , i i )  = e d g r ( i d u r ( i d ) , i i , 1)  u ( n t + 1 , n t + 1 , i d , i i )  = e d g r ( i d l r ( i d ) , i i , 2)
Bottom left subdomains
0 u ( 0  , 0  , i d , i i )  = e d f r ( i d ,  i i , l )  u ( n t + 1 , n t + 1 , i d , i i )  = e d g r ( i d l l ( i d ) , i i , 2)
Bottom right subc omains
0 u (0 , 0  , i d , i i )  = e d g r ( i d ,  i i , l )  u ( n t + 1 , n t + 1 , i d , i i )  = e d g r ( i d l r ( i d ) , i i , 2)
Bottom comer subdomains
0 u (0 , 0  , i d , i i )  = e d g r ( i d ,  i i , l )  u ( n t + 1 , n t + 1 , i d , i i )  = e d g r ( i d l r ( i d ) , i i , 2)
Table C.3
The method/formula used to store the data stored in ed g r (the buffer that holds the 
data received during parallel communication).
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Appendix D - Template for the icosahedron model
Instructions: Copy either of the two templates five times onto card and cut out and 
connect together to form an icosahedron. The colors/shapes o f the nodes then make a 
useful tool for considering the halo swaps used in TERRA. The case shown in the 
models is m t=T6 , n t= 4 , nd=T0.
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Appendix - E Benchmarking TERRA programs on NESSC 
E.1 Aim
The aim is.
1. To measure the performance of the newly built (2000) Networked Earth 
Sciences Super Cluster NESSC with the TERRA mantle simulation code.
2. To compare the results with those from the Geowulf cluster (the only other 
machine in the world that is currently used to regularly run TERRA code).
3. To test the overall performance of the machine and to determine the maximum 
resolution at which TERRA can be run a NESSC.
E.2 Introduction
A 130 node, 260 processor, network cluster machine was installed in the Department of 
Earth Sciences at the University of Liverpool during September 2000 and became 
operational at the beginning o f October. This machine was named NESSC (Networked 
Earth Sciences Super Cluster). One of the primary uses of NESSC is to model mantle 
convection using TERRA code. There was in the fall o f 2000 only one other machine 
in the world that was frequently used for this purpose: Geowulf at Princeton University. 
The resolution o f problems that can be run by TERRA is governed almost exclusively 
by the amount o f RAM  available. NESSC has 768 Mb of RAM  per node compared 
with the 128MB available on Geowulf and so we would expect it to be able to run 
TERRA codes at higher resolutions on NESSC than is currently possible on geowulf. 
This is the primary reason for building NESSC.
Specification Geowulf NESSC
Number o f processors 2x136 2x131
Type of processors Intel Pentium II350Mhz Intel Pentium i n  866hz
RAM per processor 128 MB per node 768 MB per node
Total RAM 18 GB 1 TB
Disk size per processor 8 GB 20.4 GB
Total disk space 1 TB 2652 GB
Network connection 100 BaseTX fast ethemet Intel®Pro/1000 Gigabit
fully duplex switched Server Adapter
interconnect Intel®Pro/100+
70 Mflops sustained per 
processor speed
Management Adapter
Table E .l
A comparison of the specifications o f NESSC and Geowulf.
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E.3 Method
To perform Benchmarking the NESSC code was altered to minimise the amount of 
output files created. Thus the only alterations made were to comment out several lines 
of the subroutine vecout.
Untility.f lines 1083-1116
subroutine vecout(u,rshl,nj,kr,kt,mr,nf, ifmt)
c.. . This routine writes the nodal field u to logical 
unit nf
c... using lpel0.3 format when ifmt = 0 and fl0.3 when 
ifmt = 1.
include 'size.h' 
real u(*), rshl(*) 
common /name/ titl(4,4) 
common /prty/ propr(2 0) 
character*8 titl
c write(nf,10) kr, kt
c 10 format(2i5)
c write(nf,20) titl
c 20 format(4a8)
c write(nf,30) (rshl(i),i=l,kr+1)
c write(nf,30) propr
c 30 format(Ipl0el5.8)
c if(ifmt .eq. 0) then
c write(nf,40) (u(ii),ii=l, (kt + 1)**2*nd*nj* (mr+1) )
c 40 format(Ipl5el0.3)
c elseif(ifmt .eq. 1) then
c write (nf,50) (u(ii),ii = l, (kt + 1)**2*nd*nj* (mr+1))
c 50 format(15f10.3)
c endif
end
Benchmark programs were then run for a range of problem sizes and number of 
processors. This was done for both single and double processor use on each node.
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These exercises were done to mimic those performed on the Geowolf cluster so that a 
direct comparison could be made.
Heterogeneous behaviour in the cluster was investigated by running a TERRA code 
that required 32 nodes over a series of distributions around NESSC. For example on 
nodes 1 to 32 and then on nodes 33 to 64. To get some idea of the scatter in the times 
the simulation was run five times at each array of nodes.
E.4 Results
The results shown below show the improvement in the time taken to calculate the last 
interation o f a 10 time step simulation. This has been done for a range of resolution 
(mt) and number o f processors (np). A ratio of 1 would show that Geowulf and NESSC 
perform equally well, while a ratio grater than one would show and improved 
performance for NESSC and one less than one would suggest that Geowolf is 
performing better than NESSC.
Ratio o f Geowulf/NESSC times
Number of 
processors 16 32
Mt
64 128
1 1.84 1.56 1.58 1.42
4 2.00 1.85
8 2.16 1.68
16 1.66 1.62
32 1.72 1.81
64 1.73 1.51
For Single processor use i.e. only one processor is used per node
Ratio of Geowulf/NESSC times
Number o f  
processors 16 32
Mt
64 128
1 1.84 1.56 1.58 1.42
4 2.51 1.65
8 1.16 1.14
16 1.64 0.99
32 0.65 0.81
64 0.65 0.76
128 0.64
For Double processor use i.e. both processors are used on each node
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E.4.1 Heterogeneous behaviour
Figure E.l shows the mean and standard deviations of the times taken to perform the 
benchmarking program.
5800 
5700
I
f 5600 
I 5500 
1 5400 
I 5300 
| 5200 i 
5100 
5000
1-16 18-33 34-43,45- 52-67 68-82 83-99 100-115 112-128
50
Figure E.l
The heterogeneous behaviour of NESSC. The bars show the mean 
time to perform the benchmarking problem over 5 runs and the 
standard deviation is represented by the error bars (plus and minus 
the s.d.).
E.5 Discussion
When only one processor is used per node the performance of NESSC shows a 
significant improvement to Geowulf, with this improvement becoming less pronounced 
with both increasing problem size and the number of nodes. This is, as we would 
expect since the parallel overhead in the TERRA calculation increases with problem 
size and domain decomposition1. The fact that speed up is improved with problem size 
is also expected.
The results of the double processor runs are disappointing and we see that NESSC 
starts to show some decrease in performance for large processor use. We see similar 
problems in the speed-ups: this is currently being investigated. The most likely cause of 
the poor performance on the double processors is LAMMPI not using usysv 
communication.
The heterogeneous behaviour results (figure E .l) do show some variation, however 
these are very small, and given the size of the standard deviations of the computation 
time they are probably caused by natural scatter in the results.
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E.6 Conclusions
NESSC is new networked cluster that has been purpose built to run code similar to 
TERRA. It is superior to the existing Geowulf cluster in almost all specifications and so 
we would expect it to show an improvement in performance. This is the case with 
NESSC showing a significant increase in performance for both serial and parallel 
benchmark problems.
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Appendix F  - Calculating the Rayleigh and Nusselt numbers
The following formulas show how TERRA calculates the Rayleigh number Ra and 
Nusselt number Nu:
For bottom heated cases...
_  qgp C p (R s ~ R cMB)(Tcmb- T s X R s ~ R cmb)
3 Akq
Q s(R s- R cmb)
Ra =
Nu =
12.56637 kRsR CMB(TCMB Ts)
For internally heated cases...
Ra = p3agCPqrad(R s Rcmb)
Nu = q radp R s
R
Ak q
\ 2 f  f
CMB
V Rs J
3 - 2
R WCMB
v Rs j j
-r 6 k(TCMB- T s)
Where T c m b  & T s  is the temperature at the Core Mantle Boundary and Surface 
respectively; R c m b  &  Rs are the radius of the Core Mantle Boundary and Surface 
respectively; a  is the thermal expansivity; g is gravitational acceleration; q is the 
dynamic viscosity; Cp is the specific heat constant; k is the thermal conductivity; p is 
the reference density, Qs is the total heat flowing across the surface; qrad is the rate of 
radiogenic heat production per unit mass, and A is a constant defined as...
A = Z -ir=l
(•Rjr Rir+1 )fair "Hir+1 )"^  3 (Rir Rir+1 )(Rir“Hir-f 1 Rir+1 ir )
R:r — R,ir A^ ir+!
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Appendix G - Solving (p = a *  (B a - b a)
A programe to calculate the predicted temperatures 
of a layered mantle.
program BandR
real B(IOOO), R(1000), depth(lOOO)
real a,c,p,S, Smin
real abest, cbest, pbest
real amax, aincrement
real cmax, cincrement
real pmax, pincrement
Load the values of the buoyancy ratio and the non-dimensional 
area variable into array B and R 
call GetBRN(B,R,depth,N)
Set up the range of values of a, b, & alpha we're going to try 
amax=l.
aincrement=0.001 
cmax=l.
cincrement=0.01 
pmax=5.
pincrement=0.01
Loop over the values of a, b, 4 alpha 
do i = 0,(amax/aincrement) 
a = (real(i))‘aincrement 
do j = 0,(cmax/cincrement) 
c = (real(j))‘cincrement 
do k = 0,(pmax/pincrement) 
p = (real(k ))‘pincrement
Calculate S*2 
S=0.
do 1=1,N
S = S + ( R (1) - ( a / ( (B(l)“ p)-(c“ p) ) ) ) “ 2 
end do
Check to see if this is the best result obtained 
if (S.It.Smin) then 
Smin = S 
abest = a 
cbest = c 
pbest = p 
end if
end do 
end do 
end do
Output the results 
write (‘, ’ <
4 "a from ", f7.3," to ", f7.3, " in steps of ", F7.3/,
4 ”b from ", f7.3," to ", f7.3, " in steps of ", F7.3/,
4 "p from ", f7.3," to ", f7.3, " in steps of ", F7.3/,
4 i20, " cases were compired” )')
4 0., amax,aincrement,0.,cmax,cincrement,0.,pmax,pincrement,
4((amax/aincrement)+1)*((cmax/cincrement)+1)*((pmax/pincrement) +1)
Write (*,'("The best result was..."/,
4 "sqrt(S) = ", flS.5/,
4 "a = ", f15.5/,
4 "b = ", f15.5/,
4 "alpha = ", f15.5) 1) sqrt(smin), abest, cbest, pbest
end
subroutine GetBRN(B,R,depth,N)
real B(‘), R(‘), depth!*) 
integer N
N=44
B (1) =0.80
B ( 2)  = 1 . 0 0
B(3) =0.60
B (4) =0.80
B ( 5)  = 1 . 0 0
B(6) = 0.60
B(7) = 0.80
B ( 8)  = 1 . 0 0
B(9) = 0.60
B(10) = 0.80 
B ( 1 1 )  = 1 . 0 0  
B(12) = 0.80 
B(13) = 0.82 
B{14) = 1.05 
B(15) = 1.39 
B(16) = 1.72 
B (17) = 0.93 
B (18) = 1.29 
B (19) = 1.72 
B (20) = 2.13 
B(21) = 1.08 
B(22) = 1.52 
B(23) = 2.03 
B (24) = 2.54 
B (25) = 1.01 
B (26) = 1.56 
B(27) = 2.09
B (28 ) = 2.65  _________
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B ( 2 9 )  
B O O )  
B (3 1 )  
B ( 3 2 )  
B ( 3 3 )  
B ( 3 4 )  
B ( 3 5 )  
B ( 3 6 )  
B ( 3 7 )  
B ( 3 8 )  
B ( 3 9 )  
B ( 4 0 )  
B ( 4 1 )  
B ( 4 2 )  
B ( 4 3 )  
B ( 4 4 )
1 . 3 6
2 . 0 6
2 . 7 1
0 . 6 0
0 . 8 0
1.00
0 . 6 0
0 . 8 0
1.00
0 . 6 0
0 . 8 0
1 . 0 0
0 . 6 0
0 . 8 0
1.00
0 . 8 0
R ( l )
R ( 2 )
R  ( 3 )  
R ( 4 )  
R ( S )
R (6 )  
R ( 7 )
R (8 )
R (9)
R ( 1 0 )
R ( l l )
R ( 1 2 )
R ( 1 3 )
R ( 1 4 )
R ( 1 S )
R ( 1 6 )
R ( 1 7 )
R ( 1 8 )
R ( 1 9 )
R ( 2 0 )
R ( 2 1 )
R ( 2 2 )
R ( 2 3 )
R ( 2 4 )
R (2 5 )
R ( 2 6 )
R ( 2 7 )
R ( 2 8 )
R ( 2 9 )
R ( 3 0 )
R ( 3 1 )
R ( 3 2 )
R ( 3 3 )
R ( 3 4 )
R ( 3 5 )
R ( 3 6 )
R ( 3 7 )
R ( 3 8 )
R ( 3 9 )
R ( 4 0 )
R ( 4 1 )
R ( 4 2 )
R ( 4 3 )
R ( 4 4 )
0 . 0 7 2 3 7 3 0 1 1
0 . 0 5 5 1 8 5 3 2 4
0 . 3 3 9 9 2 6 4 0 1
0 . 1 3 4 9 9 6 3 8 5
0 . 0 7 3 5 9 4 5 8 6
0 . 6 8 6 1 8 5 1 1 8
0 . 2 4 3 5 4 0 6 1 4
0 . 1 0 9 7 5 9 2 5 2
0 . 4 8 9 8 0 4 0 7 1
0 . 1 6 3 0 0 9 0 0 5
0 . 0 4 7 9 1 7 3 8 8
0 . 2 2 1 6 8 7 2 7 8
0 . 0 4 1 8 0 9 4 1 2
0 . 0 1 6 9 8 6 6 1 3
0 . 0 0 6 8 3 7 4 1 8
0 . 0 0 6 1 2 5 5 4 6
0 . 1 6 0 5 9 5 8 1
0 . 0 4 9 9 0 0 7 0 3
0 . 0 2 6 7 1 6 8 4 6
0 . 0 1 4 3 2 5 5 6 6
0 . 0 9 2 9 2 4 3 7 7
0 . 0 2 4 9 5 6 4 5 6
0 . 0 1 0 2 3 5 7 2
0 . 0 0 5 9 6 5 6 3 1
0 . 0 7 5 6 2 3 1 5 2
0 . 0 2 1 4 9 0 0 7 2
0 . 0 1 0 9 8 9 7 4 5
0 . 0 0 6 5 4 3 7 4 9
0 . 0 8 4 0 2 8 3 5 9
0 . 0 3 4 0 5 6 2 2 2
0 . 0 1 6 6 9 6 6 9 3
0 . 3 8 4 4 4 5 6 1 8
0 . 1 0 6 8 9 9 3 5 8
0 . 0 2 9 8 8 1 5 9 1
0 . 5 5 8 7 2 9 1 2 6
0 . 1 9 0 8 6 2 7 5 8
0 . 0 6 1 9 5 1 1 3 2
0 . 7 5 4 9 3 2 1 3 5
0 . 2 8 0 2 1 5 3 6 3
0 . 0 8 8 8 4 4 2 6 1
0 . 5 8 0 7 9 9 1 5 6
0 . 1 7 2 1 3 4 1 2
0 . 0 4 5 2 6 6 7 0 6
0 . 1 8 8 9 2 0 7 6
D e p t h (1) 
D e p t h (2)  
D e p t h (3)  
D e p t h (4)  
D e p t h (5)  
D e p t h (6 )  
D e p t h (7)  
D e p t h (8)  
D e p t h (9)  
D e p t h ( 1 0 )  
D e p t h (1 1 )  
D e p t h (1 2 )  
D e p t h (1 3 )  
D e p t h (1 4 )  
D e p t h (1 5 )  
D e p t h (1 6 )  
D e p t h (1 7 )  
D e p t h (1 8 )  
D e p t h (1 9 )  
D e p t h (2 0 )  
D e p t h (2 1 )  
D e p t h (2 2 )  
D e p t h (2 3 )  
D e p t h (2 4 )  
D e p t h (2 5 )  
D e p t h (2 6 )  
D e p t h ( 2 7 )  
D e p t h ( 2 8 )  
D e p t h (2 9 )  
D e p t h (3 0 )  
D e p t h (3 1 )  
D e p t h (3 2 )  
D e p t h ( 3 3 )  
D e p t h ( 3 4 )  
D e p t h (3 5 )  
D e p t h (3 6 )  
D e p t h (3 7 )  
D e p t h (3 8 )  
D e p t h (3 9 )  
D e p t h (4 0 )  
D e p t h ( 4 1 )  
D e p t h ( 4 2 )  
D e p t h ( 4 3 )  
D e p t h (4 4 )
«  5 0 0  
= 5 0 0  
-  1 0 0 0  
= 1 0 0 0  
= 1 0 0 0
•  1 5 0 0
-  1 5 0 0
-  1 5 0 0
-  2 0 0 0  
-  2 0 0 0
*  2 0 0 0  
=  2 5 0 0
■ 5 0 0  
»  5 0 0  
=  5 0 0  
=  5 0 0  
= 1 0 0 0  
x 1 0 0 0  
-  1 0 0 0  
= 1 0 0 0  
=  1 5 0 0
-  1 5 0 0  
=  1 5 0 0  
=  1 5 0 0  
= 2 0 0 0  
•  2 0 0 0  
«  2 0 0 0
■ 2 0 0 0  
x  2 5 0 0
*  2 5 0 0  
»  2 5 0 0  
»  5 0 0  
«  5 0 0
>  5 0 0  
»  1 0 0 0
-  1 0 0 0  
=  1 0 0 0
•  1 5 0 0  
-  1 5 0 0
> 1 5 0 0
>  2 0 0 0  
>  2 0 0 0  
>  2 0 0 0  
>  2 5 0 0
e n d
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Appendix H  -  Solutions to Davailie’s equations with Earth-like 
parameters
e n t r a i n . f
program entraincal
c Calcultes the density contrast relative to a particular
c rate of entrainment and depth for a kellogg layer.
real cl, c2
real depth, rmax, rmin, rmid 
real entrain, entrainms 
real dyviscu, dyviscl 
real alphau, alphal 
real tenth, ts
real tdiff, grav, rho, deltat 
real nocells, pi
real Eup, Edown 
real Raup, Radown 
real B, Al, A2, A3 
real tmpl,tmp2,entguess
real dcon
entrain = 150. 
depth = 1500.
cl = 0.00012
C2 = 0.0481
rmax = 6370e3 
rmin = 3500e3 
dyviscu = le21 
dyviscl = le23 
alphau = 5E-5 
alphal = IE-5 
tcmb = 3000. 
ts = 1000.
tdiff = 4.8E-7 
grav = 10. 
rho = 5e3
deltat = 2000.
entrainms = 150 * 1E9 / (60**2*24*365.25)
dcon = 0.00000002
rmid = rmax - (depth*1000)
pi = 3.141592653589793
nocells = 4 .*pi*rmid**2/((rmid-rmin)**2)
c write(*,'(el2. 4 ) ') entrainms
do j =1,28
depth=real(j)*100. 
rmid = rmax - (depth*le3) 
dcon = 200
do i=l,10000000
dcon = real(i)*0.0000001
B = dcon/(alphal*deltat)
Raup = alphau*rho*grav*deltat*(rmax-rmid)**3/(tdiff*dyviscu) 
Radown = alphal*rho*grav*deltat*(rmid-rmin)**3/(tdiff*dyviscl)
entguess =
& Cl*tdiff*4*pi*rmid**2/((rmid-rmin)**3)
Sc *  (
Sc ( (alphal*tcmb-alphau*ts) * (rmid-rmin) *Raup** (1 ./6.) /dcon)
Sc
______ Sc (dyviscu*tdif f *Raup** (7 . /6 .) / (dcon*rho*grav* (rmid-rmin) **2) )
290
Appendix H -  Solutions to Davailie’s equations
& ) * * 2  
& +
& C2*tdiff*4*pi*rmid**2/((rmid-rmin)**2)
Sc *  (
Sc (
& (alphal*tcmb-alphau*ts)*tdiff* (rmid-rmin)*Radown**(1./5.)
Sc /dcon
& )
St
St (
Sc dyviscl*tdif f **2*Radown** (4 ./5 .)
St / (dcon*rho*grav* (rmid-rmin) **2)
St )
St )
if (entguess.le.entrainms) then
write (*, 1 (fl2.3,"km ",f1 5 . 5 , , 2 (f15.5)) ' )
Sc depth, dcon*100, entguess, entrainms
goto 100 
end if
en d  do  
100 c o n t in u e  
en d  do  
en d
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