Abstract. Let C [ 0, 1 ] be the Banach algebra of real valued continuous functions on [ 0, 1 ], provided with the supremum norm. For f, g ∈ C [ 0, 1 ] and balls B f , Bg with center f and g, respectively, it is not necessarily true that f · g is in the interior of B f · Bg. In the present paper we characterize those pairs f, g where this is the case.
Introduction
For f ∈ C [ 0, 1 ] and ε > 0 we denote by B ε (f ) the closed ball with center f and radius ε. It has been observed in [1] that, for f, g ∈ C [ 0, 1 ], it is in general not true that f · g is an interior point of B ε (f ) · B ε (g) (= the collection of allf ·g withf ∈ B ε (f ),g ∈ B ε (g)).
As a simple example consider f (t) = g(t) = t − 0.5. Whenf is close to f andg close to g, thenf andg must vanish at some point. Consequently alsõ f ·g is zero somewhere, and therefore nof ·g is a function which is strictly larger than f · g at every point.
In [1] it has been shown that B ε (f ) · B ε (g) always contains interior points, a result which is generalized to the space of differentiable functions in [3] . In the present paper we characterize the topological properties of f and g which guarantee that f · g itself is always an interior point. We introduce the following Definition 1.1. Let f, g ∈ C [ 0, 1 ] be given. We say that f, g have property (*) if for every ε > 0 the function f · g is in the interior of B ε (f ) · B ε (g).
It will be convenient to translate the problem as follows. We consider a "landscape" where the height above sea level at the point with coordinates (x, y) ∈ R 2 is H(x, y) := x · y. Every two functions f, g ∈ C [ 0, 1 ] generate a "walk" t → f (t), g(t), H(f (t), g(t)) in this landscape. Now suppose that ε > 0 and that the walker is accompanied by a "dog" which is always close to him or her: we assume that the position of the dog at "time" t is f (t) + d 1 (t), g(t) + d 2 (t), H(f (t) + d 1 (t), g(t) + d 2 (t)) , where |d 1 (t)|, |d 2 (t)| ≤ ε. The height above sea level of the dog can be larger or smaller than that of the walker, the relative difference is
τ (t) := H D(t) − H(f (t), g(t)) ,
where D is the function (f +d 1 , g+d 2 ). (It will be convenient to call both D(t) ∈ R 2 and D(t), H(D(t)) ∈ R 3 the position of the dog at time t.)
It is then obvious that f, g have (*) if and only if the following holds:
For every ε > 0 there exists δ > 0 such that for arbitrary τ ∈ C [ 0, 1 ] with ||τ || ≤ δ there is a "walk of the dog" t → f (t)+d 1 (t), g(t)+d 2 (t) with ||d 1 ||, ||d 2 || ≤ ε such that the height difference at every time t is just τ (t).
Fix f and g. We will write γ(t) := f (t), g(t) for t ∈ C [ 0, 1 ]: this is the walk seen from above. Denote by Q ++ , Q −+ ,Q −− ,Q +− the four quadrants of the plane, i.e., the sets {x, y ≥ 0}, {x ≤ 0, y ≥ 0}, {x, y ≤ 0}, {x ≥ 0, y ≤ 0}.
The height function H is ≥ 0 on Q ++ and Q −− , it is ≤ 0 on Q −+ and Q +− , and (0, 0) is a saddle point of H. It will turn out that the behaviour of γ close to this saddle point is crucial. Definition 1.2. Let t 0 ∈ ] 0, 1 [. We say that γ has a positive saddle point crossing at t 0 if γ(t 0 ) = (0, 0) and there exists r > 0 such that:
• there are t 1 ∈ [ t 0 − r, t 0 ] and t 2 ∈ [ t 0 , t 0 + r ] such that γ(t 1 ) ∈ Q ++ \ {(0, 0)} and γ(t 2 ) ∈ Q −− \ {(0, 0)} or vice versa.
A negative saddle point crossing is defined similarly: here γ moves from Q −+ to Q +− or from Q +− to Q −+ .
(Note that this could be formulated equivalently as follows: if γ has, e.g., no positive saddle point crossings, then for t 1 , t 2 with γ(t 1 ) ∈ Q ++ \ {(0, 0)} and γ(t 2 ) ∈ Q −− \{(0, 0)} there must be a t between t 1 and t 2 such that H γ(t) < 0.)
And here is our characterization (theorem 3.1): Theorem: f, g have property (*) iff the associated curve γ has no positive and no negative saddle point crossings.
In section 2 we will prepare our investigations with the definition of some auxiliary functions. Section 3 contains the main result, and in section 4 one finds some invitations for further study.
Preparations
We will fix f, g in C [ 0, 1 ], and γ = (f, g) has the same meaning as above. In the proof of the main theorem we will have to design paths D = γ + d of the "dog" such that all ||d(t)|| are small 1 and H • D − H • γ equals a continuous function τ which has small norm but which is not otherwise restricted.
We will glue together the desired paths from several pieces: those where γ(t) is "sufficiently far away" from the saddle point (0, 0) and those where the path γ approaches it.
The gradient field of H Suppose that you are at a particular point (x, y, H(x, y)) of our "landscape" and you want to find a position of the dog which is close to you where the altitude over sea level is a little bit larger or smaller than yours. It is natural to go into the direction of the gradient (or the negative gradient) if a higher (or smaller) level is wanted.
This will now be formalized. Fix (x 0 , y 0 ) = (0, 0) and consider the initial value problem
The solution is simple: 
such that for all (x, y) with x 2 + y 2 ≥ L and all α ∈ −δ,δ the following hold:
Proof. Above we have shown that Ψ(x, y, α) can be defined for all x, y, α under consideration and that the possible range of α only depends on L. That Ψ is continuous (and even C ∞ ) follows from the implicit function theorem.
A topological lemma
It will be important to know that our path γ will be "close to" the saddle point only finitely often. To make this precise we prove the following Lemma 2.2. Let ε 0 > 0 be given. We assume that there exists at least one t ∈ [ 0, 1 ] with γ(t) = (0, 0).
Suppose that both γ(0) and γ(1) are different from (0, 0) and that ||γ(0)|| > ε 0 and ||γ(1)|| > ε 0 . Then there are 0 < a 1 
all of them;
Proof. In a first step choose finitely many closed subintervals of [ 0, 1 ] where ||γ(t)|| is bounded by ε 0 such that each interval contains a zero and the union covers all zeros of γ. Next pass to unions to get disjoint intervals. Enlarge these intervals (if necessary) such that the norm of γ at the endpoints is ε 0 . And finally it might be that one has to pass to unions again to obtain disjoint intervals.
The canonical walk With the notation of the preceding paragraph let ∆ be the set
γ has no zero in ∆ so that there is an L > 0 such that ||γ(t)|| ≥ L for t ∈ ∆. Let alsoε > 0 be given, we chooseδ and Ψ as in lemma 2.1.
We will now construct "walks of the dog" where the times t run through ∆ with prescribed values of H. Let a continuous function τ : ∆ → R be given such that |τ (t)| ≤δ on ∆. For t ∈ ∆ we put
Then t → D(t) is continuous, and and for all t one has ||d(t)|| ≤ε and H D(t) = H γ(t) + τ (t).
We note in passing that one gets with this construction walks defined on [ 0, 1 ] if γ never vanishes. Thus f, g have (*) whenever f and g have no common zeros. Since it is easy to perturbate arbitrary f, g such that the perturbations never vanish simultaneously it follows at once that B ε (f ) · B ε (g) always has interior points (this was proved in [1] for continuous and in [3] for differentiable functions).
Suitable walks in the neighbourhood of (0, 0)
The walks close to the saddle point have to be prepared more subtly. First we need some definitions. If µ is positive we denote by Q µ the square in the plane with vertices (±µ, ±µ). We will define certain paths in Q µ . The paths of the first type lead from points in Q µ to the edges, those of the second type use only the edges of Q µ .
The P -walks Let [ t 1 , t 2 ] be an interval, (q 1 , q 2 ) ∈ Q µ , and η : [ t 1 , t 2 ] → R a continuous function with H(q 1 , q 2 ) = q 1 q 2 = η(t 1 ). We will define a path which leads between times t 1 and t 2 from (q 1 , q 2 ) to an edge of Q µ in such a way that at every time t the height is just η(t). There will be four families of such paths. 1) ("Walks to the right edge") Suppose that q 1 > 0 and that ||η|| ≤ q 1 µ. We define
, where the N -map describes the linear interpolation between two values:
This path has the desired properties: it is continuous, it starts at (q 1 , q 2 ), it ends on the right edge, it stays in Q µ and the H-value at time t is η(t).
2) ("Walks to the top edge") If q 2 > 0 and ||η|| ≤ q 2 µ we define P T t1,t2,η,q1,q2 :
3) ("Walks to the left edge") Suppose that q 1 < 0 and ||η|| ≤ −q 1 µ. P L t1,t2,η , q 1 , q 2 is the map t → N q1,−µ (t), η(t)/N q1,−µ (t) . 4) ("Walks to the bottom edge") Finally, let q 2 < 0 and ||η|| ≤ −q 2 µ. Then P B t1,t2,η,q1,q2 is defined by t → η(t)/N q2,−µ (t), N q2,−µ (t) .
We will also need a version of these paths where the time is reversed: they start on the edge and run backwards. This will be indicated by a tilde: for example,
2), 3), 4) The "walks on the top resp. left resp. bottom edge". E T , E L , E B are defined similarly when q 2 = µ or q 1 = −µ or q 2 = −µ, respectively:
,t2,η,q1,q2 (t) = (−η(t)/µ, −µ).
Definition 2.3. We say that γ(a) and γ(b) are admissible if there exist ε , δ > 0 with the following properties:
• ε ≤ ε 0 .
• Suppose that P a , P b ∈ Q µ are given such that ||P a −γ(a)||, ||P b −γ(b)|| ≤ ε and that τ : [ a, b ] → R is a continuous function with ||τ || ≤ δ and
for all t ∈ [ a, b ].
Note that "admissible" just means that one can find walks of the dog in Qµ from Pa to P b where the relative altitude compared with H(γ) can be arbitrarily prescribed provided it is small. The distance between γ(t) and D(t) is at most 3ε 0 since ||γ(t)|| ≤ ε 0 and D(t) ∈ Qµ.
The following lemma will be crucial for our investigations:
Lemma 2.4. Suppose that γ has no positive and no negative saddle point crossings. Then, under the preceding assumptions, γ(a) and γ(b) are always admissible.
Proof. γ(a) has (maximum) norm ε 0 . We may assume that this point lies in the first quadrant Q ++ , the other possibilities can be treated in a similar way. We will consider the following cases: We put ε := min{α 1 /4, β 1 /4} and δ := ε 0 α 1 /4, and we claim that these numbers have the desired properties.
Let P a , P b and τ be given with the properties described in definition 2.3. Our path D will consist of three parts: first it moves to the right edge of Q µ , then it stays there for some time, and finally it moves towards P b .
Choose
,η1,q1,q2 (t), where (q 1 , q 2 ) = P a and η 1 is the restriction to [ a, t 1 ] of t → η(t) := H γ(t) + τ (t).
Note that:
• η 1 is continuous with η 1 (a) = H P (a) .
• γ(t) ≤ 5α 1 ε 0 for all t ∈ [ 0, t 1 ].
• q 1 ≥ 3α 1 /4.
Consequently
this was a relevant condition in the definition of P R a,t1,η1,q1,q2 . The walk continues. Let t 2 ∈ ] t 1 , b [ be such that ||γ(b) − γ(t)|| ≤ ε for t ∈ [ t 2 , b ]. The second part of the walk moves from (q 1 , q 2 ) := D(t 1 ) = µ, η(t 1 )/µ to µ, η(t 2 )/µ between the times t 1 and t 2 . This is achieved by the map E R t1,t2,η2,q1,q2
(with η 2 = η| [ t1,t2 ] ), and the path stays in
And finally we useP R t2,b,η3,q1,q2 to come from D(t 2 ) to P B =: (q 1 ,q 2 ) (with This case can be treated in a similar way: move to the upper edge in a short time interval [ a, t 1 ] where γ stays close to γ(a), stay on this edge for some time, and finally (for t ∈ [ t 2 , b ] where γ is already close to γ(b)) move to P b . Case 1.3: It remains to treat the case γ(b) =: (β 1 , β 2 ) ∈ Q −− . Here our assumption comes into play.
Since γ has no positive saddle point crossings there must exist t 0 ∈ [ a, b ] with H γ(t 0 ) < 0. We choose a small interval [ t 2 , t 3 ] with t 2 < t 0 < t 3 such that H γ(t) < 0 for t in this interval. Note that η(t) := H γ(t) + τ (t) will be strictly negative there if ||τ || is small.
Suppose first that
• Move to the upper edge of Q µ while t ∈ [ a, t 1 ]. This part uses the path P T .
• Stay there during [ t 1 , t 2 ]. (The explicit formule is given by the E T -path.)
• For the t ∈ [ t 2 , t 3 ] the dog moves (with P L ) from the top edge to the left edge of Q µ .
• Between t 3 and t 4 the walk is driven by E L ; here t 4 is close to b such that γ(t) is close to γ(b) for t ∈ [ t 4 , b ].
• Finally, on [ t 4 , b ], walk according toP L to come from the left edge to P B .
If β 1 = 0 we need a different procedure. (The t i have the same meaning as before.) First move to the right edge between times a and t 1 ; stay there until t 2 ; move between t 2 and t 3 to the bottom edge; stay there until t 4 ; turn to P b between t 4 and b. Case 2: γ(a) =: (α 1 , α 2 ) lies on the boundary of Q ++ . This means that γ(a) = (ε 0 , 0) or γ(a) = (0, ε 0 ). Let us suppose that γ(a) = (0, ε 0 ).
If γ(b) is not in the set {(−ε 0 , 0), (0, −ε 0 ), (ε 0 , 0)} we are done: one simply has to reverse the roles of γ(a) and γ(b), to find a path for this situation as in the preceding investigations and then let the time t run backwards. Thus there remain three cases which have to be considered. Case 2.1:
It cannot be the case that all γ(t) for t ∈ [ a, b ] are in Q −+ ∪ Q +− since this would mean that γ has a negative saddle point crossing. Therefore there must exist t 0 ∈ [ a, b ] with H γ(t 0 ) > 0. Thus η := H • γ + τ will be positive on a suitable small interval [ t 2 , t 3 ] around t 0 provided that ||τ || is small.
Here is the construction of D with H D(t) = η(t): move, starting at P a , between times a and t 1 (with t 1 close to a) to the top edge; stay there until t 2 ; move between t 2 and t 3 to the right edge; stay there until t 4 (which is close to b); turn to P b between t 3 and b. Case 2.2: γ(b) = (−ε 0 , 0). This situation can be treated in a similar way. Case 2.3:
This is the most complicated case. We claim that there must be t
since if this would not hold γ would have a positive or a negative saddle point crossing. Suppose that, without loss of generality, t + < t − . We choose t 1 , . . . , t 6 with t 1 close to a, t 6 close to b, and on [ t 2 , t 3 ] (resp. on [ t 4 , t 5 ]) the function η := H • γ + τ is strictly positive (resp. strictly negative); as above this can be achieved if ||τ || is small. This time the dog has to be rather busy. It walks:
• from P a to the top edge between a and t 1 ;
• on the top edge between t 1 and t 2 ;
• from the top edge to the right edge between t 2 and t 3 ;
• on the right edge between t 3 and t 4 ;
• to the bottom edge between t 4 and t 5 ;
• on the bottom edge between t 5 and t 6 ;
• from the bottom etge to P b between t 6 and b.
And this can be done in such a way that H • D = H • γ + τ during the walk.
The main result
Our main result is Theorem 3.1. Let f, g ∈ C [ 0, 1 ] be given and γ = (f, g) the associated path in R 2 . Then the following assertions are equivalent:
2. For every ε > 0 there exists a δ > 0 such that the functions f · g + δ and f ·g −δ are in B ε (f )B ε (g); here δ (resp. −δ) denotes the constant function δ (resp. −δ).
3. γ has no positive and no negative saddle point crossings.
Proof. "1 ⇒ 2:" This is trivially true. "2 ⇒ 3:" This will be shown by proving that "¬ 3" imlies "¬ 2". Let us assume, e.g., that γ has a positive saddle point crossing: Suppose, e.g., that γ is in Q ++ on [ t 0 − r, t 0 ] and in Q −− on [ t 0 , t 0 + r ], and γ(t 1 ) (resp. γ(t 1 )) is in Q ++ \ {(0, 0)} (resp. Q −− \{(0, 0)}) for a suitable t 1 ∈ [ t 0 − r, t 0 ] (resp. t 2 ∈ [ t 0 , t 0 + r ]). Choose ε > 0 such that an x ∈ R 2 lies necessarily in the upper half plane if H(x) > 0 and ||x − γ(t 1 )||e2ε 0 . Also we assume that y lies in the lower halfplane provided that H(y) > 0 and ||γ(t 2 ) − y|| ≤ 2ε. This implies that (γ + d)(t 1 ) is in the upper halfplane (resp. (γ + d)(t 2 ) is in the lower halfplane) whenever ||d(t 1 )|| ≤ ε (resp. ||d(t 2 )|| ≤ ε) and H • (γ + d) > H • γ. Thus, necessarily, there exist t ∈ [ t 1 , t 2 ] where γ + d meets the line R × {0} so that H (γ + d)(t) = 0. It follows that f · g + δ is not contained in B ε (f )B ε (g) for any positive number δ. (There is no walk of the dog such that it stays close to you and its altitude is always your altitude +δ.)
Similarly it follows that there is an ε > 0 such that f · g − δ is not contained in B ε (f )B ε (g) if γ has a negative saddle point crossing. "3 ⇒ 1:" This is the most difficult part of the proof. We assume that γ has no positive and no negative saddle point crossings, and we have to find for given ε > 0 a δ > 0 such that all f · g + τ lie in B ε (f )B ε (g), where τ ∈ C [ 0, 1 ] is arbitrary with ||τ || ≤ δ.
Let ε > 0 be given. We suppose for the moment that ||γ(0)||, ||γ(1)|| > ε. (The necessary modifications of the proof if this doesn't hold are indicated later.) Our aim is to find a positive δ such that for every continuous τ : [ 0, 1 ] → R with ||τ || ≤ δ there exists a path γ + d which is ε-close to γ at every moment, and H γ(t) + d(t) = H γ(t) + τ (t) is true for all t.
First we fix ε 0 , a positive number less than ε/3. We find the [ a i , b i ] , i = 1, . . . , r according to lemma 2.2, and as above ∆ is the set
As before we denote by L the positive number min t∈∆ ||γ(t)||. By lemma 2.4 we may choose positive δ , ε such that the definition of admissibility applies to all [ a i , b i ]. Now find aδ > 0 for L andε := min{ε , ε} as in lemma 2.1. We claim that δ := min{δ ,δ} has the desired properties.
Let τ ∈ C [ 0, 1 ] with ||τ || ≤ δ be given. We define D : ∆ → R 2 as the canonical walk which is constructed by using the map Ψ associated withε and L. Thus ||D(t) − γ(t)|| ≤ε ≤ ε, and H D(t) = H γ(t) + τ (t) for t ∈ ∆. And the gaps can be closed with the help of lemma 2.4 which will be used successively for i = 1, . . . , r, the intervals
To complete the proof of the theorem we have to discuss the case when γ(a) or γ(b) or both vanish.
If γ(t) = 0 for all t it is easy to see that property (*) holds. Given ε > 0 we put δ := ε 2 . Then, if τ is continuous with ||τ || ≤ δ, the walk D(t) := (ε, τ (t)/ε) has the desired property: ||γ(t) − D(t)|| ≤ ε, and
Thus suppose that there exists t with γ(t ) = (0, 0). We will restrict ourselves to ε with ε < ||γ(t )||. We start as above by setting ε 0 = ε/3. Let γ(a) = (0, 0). Depending on γ(b 1 ) it might be necessary to use one of the other edges of Q µ (e.g., the top edge if the y-component of γ(b 1 ) equals ε 0 ). And the final part (for the t between a r and 1) is treated similarly if γ(1) = (0, 0). We close this section by stating the following immediate corollaries to our theorem: Proof. One only has to note that the condition is equivalent with the fact that (f, g) has no positive and no negative saddle point crossing.
Now it is clear why our first example f (t) = g(t) = t − 0.5 fails to have (*): here γ has a positive saddle point crossing at t = 0.5.
On the other hand, if f (t) = g(t) = |t − 0.5|, then γ meets the saddle point of H at t = 0.5. But no saddle point crossing occurs so that f, g have (*) in this case. 
Invitations for further study
have to use the behaviour of γ close to the saddle points of Φ. It has to be expected that the same techniques as in the present paper can be applied successfully.
Even more generally one could study "walks" in higher dimensions, i.e. smooth functions Φ : R n → R and continuous γ : R → R n . Also then the singular points of Φ will be of crucial importance for the characterization of Φ-admissible γ.
For general Φ which are continuous but not necessarily smooth (that is, for possibly "very rough" landscapes), it is not likely that a simple description of the Φ-admissible γ exists.
