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resolution. The composites are the state-of-the-art means for merging/mosaicking satellite
imagery.
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For the past two decades, the number of countries launching
satellites has steadily increased. Through the cooperative efforts
of the National Oceanic and Atmospheric Administration
(NOAA), National Aeronautics and Space Administration
(NASA), European Organisation for the Exploitation of
Meteorological Satellites (EUMETSAT), Indian Space Re-
search Organisation (ISRO), China Meteorological Adminis-
tration (CMA), Korea Aerospace Research Institute (KARI),
Japan Meteorological Agency (JMA) and Australia's Bureau
of Meteorology, the University of Wisconsin Space Science
and Engineering Center (SSEC) and the Antarctic Meteorolog-
ical Research Center (AMRC) have gained access to worldwide
satellite data for creating global satellite composites. Created
from geostationary and polar orbiting satellite data, these
composites provide a unique view into the behavior of weather
patterns and their global nature. This paper will serve to
describe the evolution of SSEC's global satellite composite
images. Section 2 provides a history of the composites.
Section 3 describes algorithms used to choose between
co-located pixels from multiple satellites. Section 4 de-
scribes methods for data ingest. Section 5 discusses applica-
tions of the global composite satellite images. Section 6
provides a summary of our work and includes a discussion of
future work.2. History
Composites of satellite imagery have become commonplace
since the inception of the satellite meteorology era. Early
polar-orbiting satellite composites often focused on each of the
poles for specific uses like ice monitoring (Sissala et al., 1972).
These early polar-orbiting composites were followed by geosta-
tionary satellite composites — characteristically seen during the
First Global Atmospheric Research Program (GARP) Experiment
(FGGE), which featured the first global geostationary satellite
coverage of the planet.
By 1989, the SSEC Data Center was ingesting and storing
data from geostationary and polar orbiting satellites to an
IBM mainframe computer. In 1991, AMRC used the Man
computer Interactive Data Access System (McIDAS) soft-
ware (Lazzara et al., 1999) to develop amaximumbrightness
temperature algorithm to create the first infrared window
(IR) satellite composites centered on the South Pole
(Fig. 1a). However, routine mosaic composites of both
polar orbiting and geostationary satellites did not begin in
earnest until late 1992. Subsequent animations (Fig. 1b) of
these composites gave forecasters their first look at fast
moving polar storms and led to improved forecasts (Lazzara
et al., 2003).By the mid-90's, the 4th generation of McIDAS made data
available to users through the Abstract Data Distribution
Environment (ADDE) (Taylor et al., 1995). In this distributed
environment, ingests of individual satellites are done on a
single computer and data are served to client computers
using the Internet (Fig. 2).
Faster computers and access to data under the data
distribution environment supported the development of new
algorithms and generation of higher resolution and more
temporally frequent composites. Mimicking the maximum
brightness temperature algorithm used by the AMRC, SSEC
began creating 29 km resolution Mollweide projected compos-
ites and introduced them to the general public via the Internet
http://www.ssec.wisc.edu/data/comp/latest_moll.gif (Fig. 3).
In 1995, the first rectilinear projected composites (Fig. 4)
were made for commercial interests and 3D spherical display
systems.
In 2007, a new algorithm was introduced that used the
sub-satellite point distance to determine which of the
co-located pixels would be used in the final composite. This
new algorithm reduced the geographical overlap between
satellites and addressed parallax displacement found using
the maximum brightness temperature. In 2011, an effort
began to calculate several variables for each pixel of each
satellite image. These variables include parallax distance and
directional displacement, distance from the satellite sub-point,
pixel time, sensor wavelength and satellite source. Using com-
binations of these variables has led to improved compositing
techniques and images for more applications.3. Algorithms
During the past two decades of algorithm evolution, it has
been found that the best composites minimize both temporal
differences and geographical overlap of co-located pixels. The
common thread through all the algorithms is choosing the
images that comprise the composite. In a perfect world, all
satellites would scan co-located pixels at the same time.
Unfortunately this is not the case as satellites scan their
portion of the earth at different times and rates. Looking at
just geostationary satellites, the scan time from the beginning
of the image to the end of the image can vary by as much as
25 min. Section 3.4 will discuss the problems of temporal
differences.
The first composites were made every 3 h and used
geostationary satellite images with a start time of ±50 min
from the top of an hour. This alone was an improvement on
previously created composites that used a criterion of ±
90 min (Salby et al., 1991; Tanaka et al., 1991).
Polar orbiting satellite observations were selected based
on the time the satellite crossed the pole. If a polar satellite
Fig. 1. a. The first Antarctic infrared (11.0 μm) composite satellite image from 30 October 1992 at 06:00 UTC. The gray area is absent of any qualifying satellite
coverage. b. Animation of Antarctic infrared (11.0 μm) composite satellite images from 27 December 1992 at 12:00 UTC through 29 December 1992 at 21:00 UTC.
The black area is absent of any qualifying satellite coverage.
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Fig. 2. Abstract Data Distribution Environment (ADDE). Data flow from satellite signal to client.
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either side of the hour, the observations were included in the
composite. This cut-off was used to prevent the insertion of
older or new observations, keeping the final composite as
germane to the nominal synoptic hour it was created for.Fig. 3. Mollweide projected global satellite compSatellites now scan regions more frequently and data from
more satellites are now available, allowing the 50-minute
criterion to be adjusted to 15 min of the top of the hour. If the
initial search shows no data, the criterion is increased to
50 min. After the images have been chosen, each image isosite from 10 March 2013 at 12:00 UTC.
Fig. 4. Rectilinear projected global satellite composite from 10 March 2013 at 12:00 UTC.
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algorithm is applied to co-located pixels.
The very first algorithm involved pasting images on top of
each other. This technique raised issues due to space pixels
and limb darkening (Fig. 6). Note that limb darkening is a
misnomer in these applications, which are dependent on
brightness temperatures and not radiances (Minnis, 1989;
Joyce et al., 2001).Fig. 5. Individual satellite images from 10March 2013 at 12:00 UTC remapped into re
bottom-left Meteosat 57°E and bottom-right NOAA-19.3.1. Maximum brightness temperature
To remove the seams caused by space pixels and to
prevent limb darkening effects, a simple maximum bright-
ness temperature algorithm was implemented. In this
method, the darkest, non-zero brightness, or maximum bright-
ness temperature pixels are selected and used in the final
composite image, providing a smooth transition betweenctilinear projection. Upper-left, GOES-East 75°W, upper-right, Meteosat 0°W,
Fig. 6. GOES-East 75°W image pasted on top of Meteosat 0°W. Space pixels and limb darkening are noticeable over Western Europe and Africa.
13R.A. Kohrs et al. / Atmospheric Research 135–136 (2014) 8–34satellite's fields of view. Using this algorithm, three possibilities
exist for determining the final value of the pixel used in the
composite. First, if no data are available from any of the images,
a value of zero is assigned. Second, if data from only one image
are found, that value of that pixel is used. Third, if co-located
pixels are present for multiple images, the pixel with the
maximum brightness temperature is chosen for the final image.
The resultant image (Fig. 7) corrects for the deficiencies of the
technique of pasting images together.Fig. 7. GOES-East 75°W image combined with Meteosat 0°W using maximum brightneA flow chart detailing the process of choosing the qualifying
images and maximum brightness temperature algorithm can
be seen in Fig. 8.
The first global animations created using the maximum
brightness temperature algorithm were striking. Forecasters,
educators and researchers got their first real glimpse of the
global nature of weather systems. When beginning to use this
technique to create high-resolution animations from just
GOES-West and GOES-East, it was evident that the maximumss temperature algorithm. Space pixels and limb darkening have been removed.
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Fig. 8. Data flow showing how the final image is created using the maximum brightness temperature algorithm.
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The errors due to parallax differences arose from increased
viewing angles across the large geographical overlap between
the two geostationary satellites (Fig. 9) and were most evident
at the edges of strong storms that extended into the mid and
upper troposphere.
An extreme case showing errors due to parallax can be seen
on 1 Aug 2004 at 21:00 UTCwhenHurricane Franciswas located
north of Puerto Rico. Combining images from GOES-West,Fig. 9. Overlap between satellites using maximum brightness algorithm. Green,
overlap; magenta, GOES-East/Meteosat overlap; white, overlap of all 3 satellites.GOES-East and Meteosat on 1 Aug 2004 at 21:00 UTC using the
maximumbrightness temperature algorithm (top half of Fig. 10)
resulted in a category 4 hurricane with 3 eyes (bottom half of
Fig. 10).
Due to the large geographical overlap and parallax differ-
ences the maximum brightness temperature algorithm yields a
composite with an overall warm bias. When comparing
brightness temperatures from the composite image of Hurricane
Francis (Fig. 10) with its corresponding GOES-East image, errorsGOES-West; blue, GOES-East; red, Meteosat; cyan, GOES-West/GOES-East
Fig. 10. GOES-West (top-left), GOES-East (top-center), Meteosat (top-right) and results frommaximum brightness algorithm (bottom-center). Hurricane Francis,
31 August 2004 at 21:00 UTC.
80o40o>0o 60o20o
Fig. 11.Warm bias between GOES-East image of Hurricane Francis and the maximum brightness temperature composite of GOES-West, GOES-East, and Meteosat.
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Fig. 12. Data flow showing how the final image is created using the sub satellite point distance algorithm. Items in blue highlight the difference between the
maximum brightness temperature and sub satellite point algorithms.
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this technique is still used, it highlights the need to reduce the
geographical overlap for co-located pixels between satellites.
3.2. Satellite sub-point
As computers became faster, it was possible to implement
computational complex functions to determine satelliteFig. 13. Overlap between satellites using sub satellite distance algorithm. Green,
overlap; magenta, GOES-East/Meteosat overlap.geometry information. The trigonometric functions could
quickly derive the distance for each pixel from its corresponding
satellite sub-point. In 2007, use of a new algorithm began that
compared the distance of each pixel to its satellite sub-point to
determine the pixel brightness value of co-located pixels. The
satellite sub-point distance is defined as the distance between
nadir and the earth location of a pixel. The new algorithm builds
upon the maximum brightness temperature algorithm by usingGOES-West; blue, GOES-East; red, Meteosat; cyan, GOES-West/GOES-East
Table 1
Comparison of satellites used to create a single pixel within a composite.
Maximum brightness
temperature
Satellite sub-point
distance
Single satellite 47.9% 99.1%
Two satellites 47.5% 0.9%
Three satellites 4.6% 0.0%
Table 2
Percentages of pixels showing temperature differences between
maximum brightness temperature and sub satellite point algorithms.
Pixels
Total 33.5 million
Same temperature 54% (18.1 million)
Warm bias 41% (13.7 million)
Cold bias 0%
Missing data 5% (1.675 million)
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the process compares the satellite sub-point distance between
pixels and if the distances fall within a specified threshold, a
simple weighted average is applied (Fig. 12).
The satellite sub-point distance algorithm greatly reduces
the geographical region covered by co-located pixels (Fig. 13).
Comparing Figs. 9 and 13, there is no longer an overlap of 3
satellites. This can also be seen in Fig. 10, where the composite
image would be completely from GOES-East (Fig. 10, top-
center), leaving Hurricane Francis with a single eye.
Using the satellite sub-point algorithm, there is a marked
difference in the number of satellites used to determine the final
pixel value of the composite. As seen in Table 1, the percentage
of single satellite pixels increased from 49.7% to 99.1%.
A global scale comparison of brightness temperatures
between the satellite sub-point and maximum brightness
temperature algorithms (Fig. 14) revealed an average warm
bias of 19 °C/pixel. Details are shown in Table 2.
When first implementing the satellite sub-point algorithm,
the distance threshold was found to be dependent on sensor
wavelength, spectrum widths and sensor degradation. The
long-wave IR band (10.7 μm) has the smallest threshold
(~200 km) as most satellites use similar wavelengths.Fig. 14. Warm bias of maximum brightness temperature algorithmDegradation of sensors is generally minimal in the IR
channels. Presently, up to 5 °C temperature differences are
being seen between Meteosat 7 and Meteosat 10. In the
visible spectrum, a larger threshold (~750 km) is used to
address varying spectrum widths and age related degrada-
tion of sensors. In the water vapor spectrum (6.2–6.9 μm),
the distance threshold can be as high as 1500 km. Even with
larger distance thresholds, the satellite sub-point algorithm
greatly reduces the geographical region of overlap.
3.3. Parallax considerations
One of the deficiencies of the satellite sub-point algorithm is
the increasing overlap coverage at higher latitudes. Fig. 15 shows
the hourglass shape with 200 km overlap. The geographical
distance at 70°N/S measures 400 km and only 250 km at the
equator.
Due to this latitudinal increase in the geographical area of
co-located pixels, the Arctic and Antarctic composites suffered
from increased differences in viewing geometry (parallax). In
2011, a new algorithm was implemented to create composites
by examining errors due to parallax. This algorithm was first
applied to both Arctic and Antarctic composites. As shown inon a global composite. Color scheme same as used in Fig. 11.
0 15105
GOES-West GOES-East
GOES-East parallax distance – GOES-West parallax distance (km)
Fig. 16. Difference between GOES-East and GOES-West parallax distance. Satellite images darkened to visually enhance the geographical region shown increasing
at higher latitudes.
0 20010050 150
GOES-West GOES-East
GOES-East sub satellite point distance – GOES-West sub satellite point distance (km)
Fig. 15. Difference between GOES-East and GOES-West sub satellite point distance. Satellite images darkened to visually enhance the geographical region shown
increasing at higher latitudes.
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19R.A. Kohrs et al. / Atmospheric Research 135–136 (2014) 8–34Fig. 16, the geographical region covered by parallax algorithm
was more acceptable at the higher latitudes.
Due to extreme viewing angles of geostationary satellites,
neither algorithm performs well poleward of latitude 70°.
Since composite data beyond 70° is mostly covered by polar
orbiting data this was deemed to be an acceptable limitation.3.4. Pixel time
Both the maximum brightness temperature and satellite
sub-point algorithms use an image start time to determine if
an image qualifies for the composite. Unfortunately, start
time tolerance of ±30 min and scanning directions can
create a situation where co-located pixel times can differ by
more than 60 min. The parallax algorithm addressed this
issue by calculating the scan time of every pixel (Fig. 17).
If multiple images from a single satellite satisfy start time
tolerance of ±30 min, the pixel time can aid in determining
which of the multiple co-located pixels should be selected.
An example of this can be seen in Fig. 18.15:00
14:45
14:52
Pixel Time (h
Fig. 17. Pixel time for GOES-East with start time of 14:45 UTC. Areas shaded blue de
depict pixels more recent than the nominal time.Here three Meteosat images satisfy the image start time
criteria for a nominal time of 12:00 UTC. Since each co-located
pixel has the same displacement due to parallax, the pixel with
the time closest to the nominal time of 12:00 UTC could be
chosen. Note that the composite image is comprised of data
from both the 11:45 and 12:00 UTC images.
Routine scanning schedules of geostationary satellites
limit the temporal differences for co-located pixels. The
largest temporal differences are seen when data from
geostationary satellites overlaps with data from polar
satellites. Fig. 19 illustrates this problem by showing the
pixel times of a composite containing data from both
geostationary and polar satellites. Note the adjacent regions
over northern China with temporal differences of ~60 min.
Attempting to reduce temporal differences requires
decreasing the time threshold of pixels to be included in a
composite. Unfortunately, due to scanning time differences
between satellites, this reduces the overall data coverage in a
composite. Fig. 20 illustrates this problem by comparing
GOES-West, GOES-East and Meteosat data. The top image
uses a time threshold of 60 min and the entire image for each15:15
15:07
h:mm)
pict pixels older than a nominal time of 15:00 UTC and areas shaded in reds
Nominal Start Time
(Meteosat scans from South to North)
11:45 UTC 12:00 UTC 12:15 UTC
Pixel Time of Composite Image
11:45 12:00 12:15 12:3011:30
Pixel Time
Fig. 18. Pixel time for Meteosat images from 11:45, 12:00 and 12:15 UTC and pixel time of composite image (bottom).
Time difference of ~60 minutes
Fig. 19. Pixel time for global composite. Color scheme same as used in Fig. 17.
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+/- 60 min
GOES-E
14:45 UTC
GOES-W
15:00 UTC
Meteosat
15:00 UTC (S to N)
+/- 15 min
+/- 12.5 min
Fig. 20. Data coverage changes due to reduction of time threshold. Color scheme same as used in Fig. 17.
Table 3
Satellite data available from the SSEC Data Center. Satellites in
bold are used for composites.
Geostationary Polar
GOES-West NOAA-15
GOES-East NOAA-16
GOES-South America NOAA-18
MSG NOAA-19
INDOEX Terra
Kalpana Aqua
FY2D Metop A
FY2E Metop B
COMS NPP
MTSAT
21R.A. Kohrs et al. / Atmospheric Research 135–136 (2014) 8–34satellite is included in the composite. When the threshold is
reduced to 15 min, the southern half of the GOES-West image
is excluded. Finally, if the threshold is further reduced to
12.5 min, data from both GOES-West and GOES-East are lost.4. Data ingest
The SSEC Data Center is currently receiving data from 10
geostationary and 11 polar satellites, many of which
contribute to the global composites (Table 3).
The routine schedule of geostationary satellites makes
their data available almost immediately, however, NOAA's
scheduling for the retransmission of Global Area Coverage
Fig. 21. a. 25 min before nominal time of 21 September 2012 at 02:00 UTC. INDOEX image. b. 20 min before nominal time. GOES-East CONUS added. c. 15 min
before nominal time. GOES-West NH, GOES-East SH and Meteosat images added. d. 10 min before nominal time. No new data added. e. 5 min before nominal
time. GOES-West CONUS and Polar data added. f. Nominal time. New Meteosat data added. g. 5 min past nominal time. GOES-East NH, MTSAT Meteosat, and new
INDOEX data added. h. 10 min past nominal time. New Meteosat data added. i. 15 min past nominal time. GOES-West CONUS, GOES-East SH and new Meteosat
data added. j. 20 min past nominal time. No new data added. k. 25 min past nominal time. GOES-West CONUS data added. l. 30 min past nominal time. No new
data added. m. 120 min past nominal time. GOES-East CONUS and new Meteosat data added. n. 180 min past nominal time. No new data added. o. 240 min past
nominal time. Polar data added. p. 300 min past nominal time. Polar data added. q. 360 min past nominal time. Polar data added.
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Fig. 21 (continued).
23R.A. Kohrs et al. / Atmospheric Research 135–136 (2014) 8–34(GAC) data recorded on polar orbiting satellites can delay the
data by as much as 9 h. Fig. 21(a–q) provide a pictorial
timeline illustrating when data is received satisfying the time
criteria for a single composite.
Over the years, not only have the algorithms evolved, so has
the data flow from ingest to final composite. Fig. 22 details this
flow of data beginning with data ingests on separate worksta-
tions for each satellite. UNIX daemons on a client workstation
continuously check the servers for new data as it is ingested.
When new data are found, they are copied locally for
processing. The processing in Fig. 22 shows the parallax error
and pixel time algorithm as described in Sections 3.3 and 3.4.
The frequency for processing data is application dependent and
ranges from every 5 min to hourly.5. Applications
There are many groups at SSEC that utilize the available
global data and each use differing compositing techniques found
along this evolutionary track. The next sections of this paper will
briefly describe how each of the groups uses these data.
5.1. AMRC
Over the life of the AMRC project, there has been an
expansion of the spectral channels used to make composites
(Fig. 23) from the standard infrared (~11.0 μm) to water vapor
(~6.7 μm), long-wave infrared (12.0 μm), and short-wave
infrared (~3.8 μm). The short-wave infrared composites suffer
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Fig. 22. Data ingest flow chart.
24 R.A. Kohrs et al. / Atmospheric Research 135–136 (2014) 8–34due to the lack of commonality between satellites, with some
having a peak at 3.7 μm (i.e., GOES) while others have 3.9 μm
(i.e., Meteosat) as the central wavelength of the imaging
sensor. Amaximumuncalibrated reflectance valuewas initially
used for visible composites (~0.65 μm). Temporal differences
between images proved problematic as the terminator could
be found in some images and not others. The parallax
algorithm improved upon the visible composites by reducing
the number of co-located pixels.
For the first ten years, the Antarctic composites were
created at a 3-hour interval with a 10 kmnominal resolution at
60°S. The temporal resolution of the composites increased to a
one-hour interval, which was possible with the availability ofmore frequent GOES coverage in the Western Hemisphere with
the GOES for South America program. Efforts expanded in recent
years to take the lessons learned in the Antarctic, and apply it to
the Arctic. Creation of Arctic composites was tested in March of
2000 with a 10 km spatial resolution at a 3-hourly interval.
Routine production of the Arctic began in 2007 in advance of the
International Polar Year. These were increased to 5 km resolu-
tion in 2009 and later to 1-hour composites in 2010. The lowest
common denominator for resolution is always based on the
coarsest resolution input satellite, which is 3 × 5 km from the
NOAA polar orbiting satellites' GAC data set.
The Antarctic composites typically but not always lack
coverage over the center of the continent (Fig. 1). With the
Fig. 23. Arctic composites. Visible (~0.65 μm), top left; short-wave infrared (~3.8 μm), top center; water vapor (~6.7 μm), top right; infrared (~11.0 μm), bottom
left; long-wave infrared (12.0 μm), bottom right.
25R.A. Kohrs et al. / Atmospheric Research 135–136 (2014) 8–34strict limits on qualified data to be input to a composite, and
with no older data used or any other “synthetic” creation of
data, regions without coverage do result. This “black hole”
region has been reduced in recent years due to improvements
in satellite coverage, but it still remains as a limitation of the
composite. The number of satellites included in the composites
hasmore than doubled during the last two decades. Regardless,
the strict input guidelines give composite users confidence in
the features depicted in the composite.
There have been many applications utilizing the Arctic and
Antarctic composite imagery. One of the original applications of
the Antarctic composites is weather forecasting, as evidenced in
the selection of the standard view to include New Zealand,
Tasmania, and South America in the field of view (Lazzara et al.,
2003). The composite has been used in routine forecasting as
well as in the personnel rescue from South Pole Station
(Monaghan et al., 2003). Antarctic forecast offices utilize the
composites as a part of their routine operations (Lazzara et al.,
2003).
The polar composite imagery has also been employed for
model verification, for research applications, and in several
field campaigns. For example, the Antarctic First Regional
Observing Study of the Troposphere (FROST) utilized the
Antarctic composite imagery to assess its use in meteorological
studies over the Antarctic (Turner et al., 1996, 1999). Casestudies have utilized the Antarctic composites to study
everything from weather events over a few week period to
wind phenomena over the ice shelves (Pedgley, 2005; Nigro et
al., 2012). The Arctic composite supported the POLAR study
using aircraft, remote sensing, surface measurements and
modeling of climate, chemistry, aerosols and transport
(POLARCAT) IPY (Roiger et al., 2011) project in the study of
the transport of polluted airmasses across the Arctic. The Arctic
Research of the Composition of the Troposphere from Aircraft
and Satellites (ARCTAS) project relayed composites in
real-time for use in the cockpit of research aircraft going into
the field. The polar compositeswere also used in an assessment
of cetacean impacts in the Southern Ocean (Ainley et al., 2009).
The composite imagery has had applications outside traditional
science useswith the artworld and in educational settings. One
project employed the composites for a media art project in the
Recontres Internacionales 2008. Amateur Antarctic enthusiasts
have also taken the composites and further enhanced them for
their own use. An additional use of the composites is in the
classroom. Demonstrations of the westerly wind belt and, in
the Southern Hemisphere, the roaring 40's and 50's, have been
a staple use of the composite. One classroom activity utilized
the composites in forecasting for a group of researchers on
isolated Bouvet Island located in the South Atlantic Ocean
(Riordan, 2003). Animations of the composites provided
Fig. 24. Cloud drift winds generated from Antarctic composites on 04 April 2013 at 11:45 UTC.
Pixel Temperature (K)
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Fig. 25. Composite image of brightness temperatures. 09 April 2013 at 17:46 UTC.
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Cloud Height (ft*1000)
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Fig. 26. Composite image of cloud-top heights. 09 April 2013 at 17:46 UTC.
27R.A. Kohrs et al. / Atmospheric Research 135–136 (2014) 8–34guidance in determining the locations and evolution of cyclones
in the region.
5.2. Operational cloud drift winds
In the 1970's McIDAS was used to generate wind vectors
based on the movement of clouds (Hasler et al., 1997). The
original cloud drift winds or atmospheric motion vectorsAge of Imag
<60 <90 <150<30<10
Fig. 27. Composite image of image start t(AMV) were initially done manually by tracking cloud targets
from successive images. Eventually this processwas automated
(Nieman et al., 1997), expanded to the deep polar regions using
polar-orbiting only satellites (Key et al., 2003), and is now
being used with data from satellite composites for the regions
around poles (Lazzara et al., submitted for publication). The
composites aremade every 15 min, containing data ± 15 min.
The winds are computed from a triplet of images 45 mine (min)
<210 <330 <450 >450
imes. 09 April 2013 at 17:46 UTC.
Fig. 28. a. Image backfilled with older data. 21 September 2012 at 02:00 UTC. b. Animation of infrared (11.0 μm) composite satellite images. 20 September 2012 at
12:00 UTC through 21 September 2012 at 12:00 UTC.
28 R.A. Kohrs et al. / Atmospheric Research 135–136 (2014) 8–34between each image, which ensures the satellite data is unique
in each image. Three images are used because consistency
between vectors derived from each pair provides a measure of
quality in the winds. Forecast model grids are used to
determine target heights and a first guess for target tracking.
From the middle image of the triplet, potential targets are
determined by locating rectangular regions where the
bidirectional gradient in brightness temperature exceeds a
user-specified threshold, which is spectral band dependent.
The rectangular region must contain data from a single satellite.
These regions are typically a cloud edge or a cloud feature. Once a
target has been identified, the coldest pixels are averaged to
determine the height from a numerically modeled vertical
profile of temperature (Nieman, Schmetz, & Menzel, 1993). Afirst guess wind is interpolated from the model forecast at the
location and height of the target. This guess is used to calculate a
position in the first and third images of the sequence where the
cloud feature should be. The image data within the target and
larger search box regions are read. Again, the data within the
search box must contain data from a single satellite, although it
can be from a different satellite than the target region. A cross
correlation is computed between the target and sub-regions
throughout the searchbox for the first pair of images. The highest
correlated point between the target arrayswithin the search box
is found and the vector displacement between these two points
is calculated. This process is then repeated for the second image
pair. Quality control of the vector pair is performed before a final
vector is determined (Fig. 24).
Infrared Temperature (C)
50 -3010 -110-70
Fig. 29. Infrared temperatures 10 Apr 2013 at 12:00 UTC.
29R.A. Kohrs et al. / Atmospheric Research 135–136 (2014) 8–345.3. Commercial industry
In the early 2000's, SSEC began making multi-product
composites for commercial interests. Included in these prod-
ucts were brightness temperature (Fig. 25), cloud top height
(Fig. 26), and image start time (Fig. 27). Cloud top heights, as
with the AMV, are generated by comparing brightness
temperatures with numerical model output (Nieman et al.,10o  mask 
-10o  mask 
Fig. 30. Temperature based cloud ma1993). Like the AMV application, the time of the data takes on
the highest priority followed by the satellite that viewed the
data. Since the data must be kept in its purest form, the
previously discussed compositing algorithms are unusable.
Pasting pixels with a newer time into the current composite
creates this composite. As a new image is received, it is
remapped into a common projection and then the image start
time for each pixel is compared to the time of that same0o mask 
-20o mask 
sks. 10 Apr 2013 at 12:00 UTC.
GFS Surface Temperature (C)
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Fig. 31. GFS surface temperature initialization. 10 April 2013 at 12:00 UTC.
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the pixel is more recent, the values for each product are
regenerated and pasted into the existing composite. To avoid
limb-darkening issues, pixels must satisfy a satellite sub-point
distance criterion or be discarded. The distance criterion is
satellite dependent and ranges from 6450 to 7100 km. Since
this global composite is continually updating, a snap shot is4o  mask 
Fig. 32. Tsfc–Tir masks. 10 Aptaken every time new data are incorporated into the composite
and distributed to the end user.
5.4. Education and outreach
The global composites have proven to be invaluable in
outreach and educational programs. As it is for Antarctic8o  mask 
12o  mask 
ril 2013 at 12:00 UTC.
Fig. 33. NASA Big Blue Marble and Bathymetry.
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features and overall weather systems. For this application,
the composites are generated using the satellite sub-point
distance algorithm to remove seams and account for
parallax. As implied by Fig. 21q, there will always be data
void regions for all images. When viewing animations of global
composites, these data void regions can be distracting. To
address this issue, SSEC now back fills the data void regions
with older data (Fig. 28a and b). Since most data void regions0
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Fig. 34. Graphical representation of equations usedare fairly small, the temporal differences are negligible for
education and outreach programs.
The educational value of a composite is enhanced when
combined with other types of data. Trying to depict cloud vs.
no cloud pixels is a difficult task. Traditionally, a brightness
temperature (Tir) based cloud/no cloud algorithm has been
chosen (Fig. 29).
This algorithm raised two major concerns using our
global satellite composites. First, and most important, was0 60 70 80 90 100 110
 - Tir
to determine transparency of infrared data.
Fig. 35. Pseudo color infrared data with temperature difference based transparency and NASA's Big Blue Marble. 10 April 2013 at 12:00 UTC.
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(Fig. 30) and second, the loss of warmer stratiform clouds.
To address this issue, a comparison was made from the
brightness temperature (Tir) to that of surface temperatures
(Tsfc) (Fig. 31). Surface temperatures are derived from either
surface observation or numerical model analysis data.
Using this comparison, newmaskswere created using values
of Tsfc−Tir (Fig. 32). A mask of 8 °C (Fig. 32) was determined to
be the most representative cloud/no cloud break point.
Using this simplistic algorithm affords us the possibility of
creating a “pseudo-color” graphic by combining the original
infrared composite with the NASA Blue Marble (Stöckli et al.,
2005) (Fig. 33) using the values of Tsfc−Tir for transparency.
Two equations are used to assign transparency values of
the infrared values. The first is used where the temperature
difference is less than 8 °C:
opacity ¼ 100  tan−1 2:47  Tsfc−T irð Þ–20ð Þ þ π=2½ =πf g:
The second equation is used where the temperature
difference values are greater than the cloud/no cloud threshold
of 8 °C:
opacity ¼ 100  sin π=2  Tsfc−T ir−7ð Þ=110ð Þf g−6:
These equations are shown graphically in Fig. 34 and final
graphic in Fig. 35. Both trigonometric equations were
empirically derived.
While not perfect, this algorithm is useful as all satellites
contributing to the infrared composites have an 11 μm channel.
The algorithm did produce two unexpected artifacts. The first
problem occurred in regions imaged shortly after sunset. Here,
Tir cools faster than Tsfc, creating an increased value of Tsfc−Tir
which results in an overestimation of cloud coverage. This
artifact is most evident when there is a strong temperature
inversion. A time-based temperature difference offset maycorrect for this problem. Second, fog can exhibit extremely
small values of Tsfc−Tir, creating an underestimation of cloud
coverage. Recently, numerical model analysis of relative humid-
ity (RH) has been incorporated to the transparency calculation.
Here, the value of Tsfc−Tir is reduced linearly as RH decreases.
The reduction is only applied to pixelswhere Tsfc−Tir is less than
8 °C. Applying this simplistic adjustment reduced the over
estimation of clouds due to strong inversions and rapid cooling
at sunset.
A second product SSEC uses during its outreach program
combines a global water vapor composite, a daily Reynold's
blended sea surface temperature analysis (Reynolds, 1988;
Reynolds and Marsico, 1993) and land features from NASA's
Blue Marble. The global water vapor composite is created by
combining data from geostationary satellites and the MODIS
instrument on-board the Terra and Aqua polar orbiting satellites.
The final product is created by applying a linear transparency to
the water vapor data where the transparency decreases with
increasing atmospheric water vapor. Animations of this product
(Fig. 36) easily illustrate air–sea interactions where tropical
systems form and thrive over warmer waters and dissipate over
colder waters.
6. Summary and future work
Over the past 20 years, great improvements have been
made to the algorithms used to produce global composites of
satellite data. The algorithms now address the issues of
spatial differences, by reducing the geographical region
covered by co-located pixels, and temporal differences by
examining the observed times of individual pixels. Different
applications use composites in unique ways, but the common
denominator is the time of the data. Increased computing
power and a distributed data environment has provided the
opportunity to increase the frequency, spatial resolution and
number of spectral bands of our composites. In the early 1990's
Fig. 36. Water vapor data over sea surface temperatures. 28 October 2012 at 12:00 UTC.
33R.A. Kohrs et al. / Atmospheric Research 135–136 (2014) 8–34composites at 20 km required up to 3 h of processing time and
only included 6 satellites. Composites are now being created
for 5 spectral bands at resolutions of up to 1 km, which include
data from 14 satellites and are created every 15 min. The
evolutionary process continues as data from Suomi National
Polar-orbiting Partnership (NPP) and future multi-spectral
satellites are included in the composites.
Additional work must be done to existing algorithms to
address the temporal differences where polar passes inter-
sect geostationary data. In these cases, the algorithm must
decide which parameter, time or parallax effects, takes
precedence for co-located pixels. Also, the latitudinal biases
of the parallax displacement and satellite sub-point distance
algorithms need improvements. Even though the new
algorithms have greatly reduced the number of co-located
pixels, parallax errors still exist across the overlapping
regions. An examination of the standard deviation across
overlapping regions could be used to decide if a weighted
average is appropriate or if data from a single satellite would
be better.
Today many scientific algorithms are derived using data
from a single satellite sensor. Implementing the composting
techniques described in this paper provides scientists the
opportunity to expand their algorithms globally. Scientific,
operational and educational applications will continue to be
evaluated. Studies on the effects of cloud drift winds are
currently underway to determine if they will improve
numerical model forecasts. Also, efforts are also underway
to transition the Arctic composite generation to NOAA
operations. The future of the Antarctic composites is
uncertain.
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