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INTRODUCTION 
FUR eine Modulfamilie 0 iiber einer (teilweise) geordneten Menge 91 sei limo (0) der 
inverse Limes und lim,, (0) der direkte Limes.7 Die Funktoren limo und lime sind nicht 
exakt. Ihre Unexaktheit wird gemessen durch die derivierten Funktoren limp und limp 
Uher diese derivierten Funktoren beweisen wir einige SHtze, die zur Berechnung der Moduln 
limp (0) und am,, (0) herangezogen werden kiinnen. Insbesondere stellen wir diese 
Moduln dar als Cohomologie- und Homologie-Moduln (“mit Koeflizienten in 0”) eines 
simplizialen Komplexes, dessen Ecken die Elemente von ‘3 sind.1 Hieraus ergehen sich 
hinreichende Bedingungen fur das Verschwinden von limp (0) und limp (0). 
$1. MODULFAM_lLlEN$ 
1.1. Es liege vor eine (nicht leere) Menge PC von Elementen a, b, . . . mit einer Ord- 
nung 2 (d.h. fur gewisse Paare a, b E 91 gilt a 2 b; aus a 2 b, b 2 c folgt a 2 c; aus 
a2b>=afolgta=b;esistu~uftirjedesa~2l). Statta5b,u+bschreihenwir - 
a > b. 
1.2. 1st jedem u E 9[ ein ‘ModulS G, zugeordnet und jedem Paar a, b E 9E mit a >, b 
ein Homomorphismusll 
d. 
nb . G*+G 
derart, dass 
rr$; = n: fiir a 2 b 2 c, 
n: = IdentitHt 
ist, so heisse das System 0 = (G,; $1 dieser Moduln und Homomorphismen eine MOW- 
umifie (iiber 24). Statt {G,; $} schrciben wir such {G; n}. 
1st G,, = 0 fiir jedes n E Yf, so scbrciben wit 0 = D. 
t Die iiblichen Bezeichnungen sind lim ((8) und lim (@). j 
$ Eine Darstellung von .limp(U) als;tem &h&m Cohomologie-Modul (mit Koefiienten in einer 
Garbe) eines topologischen Rnumes, desscn Punkte die Elcmentc von M sind, hat J. Milnor [3] angegeben. 
8 Vgl. [4]-[6] (insbesondere zu den Beweisen der !%itze I und 2). 
1) Allc Moduln und Homomorphismen sind Links-Moduln bzw. -Homomorphismen iiber einem festen 





Sind 5 = {F; x} und 0 = (G; rr} zwei Modulfamilien, so heisse jede Familie {~.},,,~ 
Homomorphismen cp,, : F, + G,,, fiir welche die Diagramme 
F,- G, 
I=; Q= 1 4 (0 2 b) 
Fb* G, 
kommutativ sind, em Homomorphismus cp : 3 + 6. 
Die Summe + + cp : 5 + 6 zweier Homomorphismen + : 3 + 0 und cp : 5 + 0 ist 
die Familie {$. + ~,,}.~x. Die Komposition I,@ : 3 + 9 zweier Homomorphismen 
cp : ij -+ 6 und y? : 0 + sj ist die Familie {$,,(P.}~~~. 
Der Homomorphismus cp : 5 + 0 heisst ein Monomorphismus (Epimorphismus, 
Isomorphismus, die Identitlt), wenn fur jedes a E 2l der Homomorphismus cp,, : F. + G, 
ein Monomorphismus (Epimorphismus, Isomorphismus, die Identitat) ist. 
P * 
Eine Sequenz 0 + $ + 0 --* $3 -+ 0 heisst exakt, wenn fiir jedes u E ‘$I die Sequenz 
0 -+ F, 2 G, 2 H. + 0 exakt ist. Jeder Monomorphismus 3 -t 0 (jeder Epimorphismus 
0 -+ sj) llsst sich zu einer exakten Sequenz D + 3 -+ 0 + $j + 0 erweitern. 
1.3. Das direkte Produkt nl 10 von Modulfamilien r0 = {lG ; gr} ist die Modulfamilie 
0 = {G; II}, wobei G, das direkte Produkt nr tG, der Moduln lG, und n; das direkte 
Produkt nl & der Homomorphismen 1~i ist. 
Eine Modulfamilie 0 heisst injektiv, wenn zu jedem Monomorphismus cp : SD -N 2 und 
jedem Homomorphismus x : 2B -+ 0 ein Homomorphismus $ : 2 + 0 mit x = $cp 
existiert. 
SATZ 1. Zu jeder Modulfamilie 0 = {G; A existiert eine injektive Modurjirmilie 0 mit } 
einem Monomorphismus p : 0 + 0. 
Beweis. (i) Vorbereitung. Fur jedes c E 2l - 9 liege ein ztuiachst beliebiger Modul 
R, vor ; flir jedes c E R sei R, = 0; fiir jedes c E 2f liege ausserdem ein Monomorphismus 
pc : G, -+ R, vor. 
Fiir jedes c E 9I defmieren wir eine Modulfamilie =0 = {$.; .d> folgendermassen: 
c a= S 








Weiter sei 0 = {S; u) das direkte Produkt nC CG der Modulfamilien =Q. 
Weiter definieren wir fiir jedes a E ‘2l und jedes c E 9l einen Homomorphismus 
=p. : G. + .S, folgendermassen: 
pc A:, wenn a 2 c, 
E .= P 
i 0 sonst. 
Dann ist das direkte Produkt nC Cpa em Homomorphismus cl,, : G,, + S,. 
(ii) Nun w&hlen wir jedes R, spezieil als injektiven Modul. Dann ist jedes CC5 und 
daher 0 injektiv. 
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1.4. Die direkte Summe II ,0 von Modulfamilien i0 = {iG; Ix} ist die Modulfamilie 
0 = {G,; x;}, wobei G,, die direkte Summe x, ,G,, der Moduln iGa und R; die direkte 
Summe xi i~, der Homomorphismen in; ist. 
Eine Modulfamilie ‘p heisst injektiv, wenn zu jedem Epimorphismus cp : 2 + !ll3 und 
jedem Homomorphismus x : Cp + ‘113 ein Homomorphismus $ : V + 2 mit x = cpJI 
existiert. 
SATZ 2. Zu jeder Modulfamilie 0 = (G,,; R,} existiert eine projektive Modulfamilie 9Z 
mit einem Epimorphismus p : $3 + 6. 
Beweis. Fiir jedes c E 2l liege ein zunlchst beliebiger Modul R, mit einem Epimor- 




R,, wenn c 2 a 
,a; = 
l 
Identitat, wenn c 2 a 
OCR, sonst 0 sonst. 
Weiter sei 0 = {S,; CT;} die direkt Summe CC 6, der Modulfamilien CG. Durch Uber- 
legungen, die zu denen im Beweis des Satzes 1 dual sind, ergibt sich die Existenz eines 
Epimorphismus p : G -P 0 und weiter, wenn jedes R, speziell projektiv ist, dass 6 pro- 
jektiv ist. 
$2. DIE BEIDEN LIMITEN EINER MODULFAMILIE 
Es-sei 0 = (G,; xi> eine Modulfamilie. 
3.1 Als inversen Limes von 0 bezeichnet man einen Modul G mit folgenden zwei 
Eigenschaften : 
(1) fur jedes a E 2l ist ein Homomorphismus 71“ : G -+ G, definiert mit @r” = xb fur 
a 2_ b; 
(2) ist G’ ein Modul und rr“’ : G’ + G, fiir jedes a E 9l ein Homomorphismus mit 
j$ n’” = #J fur a 2 6, so existiert genau ein Homomorphismus rt : G’ + G mit rP = xan 
fur jedes n E \)I. 
Durch diese beiden Eigenschaften ist G bis auf Isomorphismen bestimmt. 
Die Existenz von G ergibt sich folgendermassen. Unter einem Faden in 0 versteht 
man eine Familie g = (g,}a,u von Elementen ga E G, mit n,g, = gb fur a 2 b. Die F&n 
bilden einen Modul G. Definieren wir einen Homomorphismus IL’ : G + G, durch no g = g., 
so sind die Forderungen (1) und (2) erfillt. Wir nennen diesen Modul G den inversen Limes 
der Modulfamilie 0 und bezeichnen ihn mit Go = limo (0). 
1st 5 = {F,; T$} eine zweite Modulfamilie iiber ‘3 mit F” = limo (5) und cp : 3 + 0 
ein Homomorphismus, so existiert genau ein Homomorphismus cp” : F” + Go derart, dass 
ftir jedes a E ?[ das Diagramm 
P-C GO 
1 
x0 1 =a 
F. z+ G,, 
kommutativ ist. Wir schreiben-cpO = limo (cp). 
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limo ist ein kovarianter, additiver, links-exaktert Funktor auf der Kategorie aller 
Modulfamilien tiber 9l. Die rechts-derivierten Funktoren von limo bezeichnen wir mit limp 
(p = 1, 2, . . . ). 
2.2. Als direkten Limes der Modulfamilie 0 bezeichnet man einen Modul G mit fol- 
genden zwei Eigenschaften : 
(3) fur jedes a E ‘2I ist ein Homomorphismus IL, : G,, --* G definiert mit 7~~7~; = n, fur 
a 2 b; 
(4) ist G’ ein Modul und n: : G,, + G’ fiir jedes a E ‘2l ein Homomorphismus mit 
n;7tf = K: fur a 2_ b, so existiert genau ein Homomorphismus n : G + G’ mit 
n: = RX,, fur jedes a E %. 
Durch diese beiden Eigenschaften ist G bis auf Isomorphismen bestimmt. 
Die Existenz von G ergibt sich folgendermassen. Es sei R= z G. die direkte Summe 
der Moduln G, (wobei wir jedes G, als Untermodul von R auffassen) und S der von den 
Elementen nfg,, - g,, (ga E G,; a > b) erzeugte Untermodul von R. Wir setzen R/S = G 
und definieren als Bild q,g. von g,, E G, die Restklasse von R nach S, welche g. enthsllt. 
Dann sind die Forderungen (3) und (4) erftillt. Wir nennen diesen Modul den direkten 
Limes der Modulfamilie 0 und bezeichnen ihn mit Go = lim,, (0). 
1st 3 = {F,; rra> eine zweite Modulfamilie iiber ‘?I mit F. = lime (g), so existiert 
genau ein Homomorphismus ‘p. : F. + Go derart, dass fur jedes a E 2l das Diagramm 
kommutativ ist. Wir schreiben ‘p. = limo (cp). 
liq, ist ein kovarianter, additiver, rechts-exaktert Funktor auf der Kategorie allet 
Modulfamilien tiber ‘8. Die links-derivierten Funktoren von limo bezeichnen wir mit limp 
(p = 1, 2, . ..). 
$3. COHOMOLOGIEMODULN EINER MODULFAMILIE~ 
3.1. Es sei 0 = {G,; xS> Modulfamilie. 
Als p-Cokette (p = 0, 1, . . . ) bezeichnen wir jede Funktion k von p + 1 Variablen 
a,, . . . a,, E !lI mit folgenden zwei Eigenschaften: 
k(a o,...,a,)oG,+; 
ist nicht a,, > . . . > ap, so ist k(u,, . . . ,up) = 0. 
Fiir jedes p bilden die p-Coketten k %en Modul CP(0). 
t Vgl. [4]. Existiert in 2l ein Element c mit c 2 a fiir alle u E (H, so ist limo exakt und daher limp(Q)) = 0 
fiir alle p z 1 und alle Modulfamilien 0. 
2 Vgl. IS]. 1st 9l gerichtet, d.h. existiert zu je zwei Elementen a und b von $ ein Element E mit a $ c 
und b 2 c, so ist limo exakt und daher limp(@) = fiir allep 5 1 und alle a. 
P Vd. WI. 
DERINVERSEUND 
Als Corand einer pcokette 
Eiienschaft : 
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k bezeichnen wir die (p + l)-Cokette 6k mit folgender 
fib u. > . . . > (I~+~ ist 
(W(4,, *mm ,4p+i)= 
Es ist 61.5 = 0 und S ein Homomorphismus CP(0) --t Cp+‘(0). Der Modul der Corander 
6k der pcoketten k heisse BP+!(B).‘- Wir setzen noch B’(0) = 0. 
Eine p-Cokette k mit 6k = 0 heisse ein p-Cozyklus. Der Modul aller p-Cozyklen 
heisse Zp(0). 
Wir setzen 
ZP(Q)/BP(Q) = HP(Q) (p = 0, 1, . . . ) 
und nennen diese Moduln die Cohomologie-Moduln von 0. 
3.2. Es seien 0’ und 0 zwei Modulfamilien und cp : 0’ + 0 ein Homomorphismus von 
0’ in 0. 
Jeder p-Cokette k’ aus CP(O’) sei die folgendermassen definierte p-Cokette k aus 
CP(0) zugeordnet : 
k(c 0, ‘.. , up) = cp.,k’(co, .. . , apI. 
Wir schreiben k = cpk’. Hiermit ist ein Homomorphismus cp : C?‘(Q’) + G’(0) detiniert. 
Er ist mit dem Corand-Homomorphismus 6 vertrlglich: cp(bk’) = a(+). Er induziert 
daher einen Homomorphismus 
HP(p) : zP(0’) + HP(Q) 
mit folgenden drei Eigenschaften : 
SATZ. 3. (a) 1st Q, die Identittit, so such NJ’(p); 
@) HP(@P) = HP($) IJP((P); 
(4 H’($ + 44 = H’(ti) + ffP(v). 
3.3. Es sei 
(5) ~+0’+0-+0”-bD 
0 * 
tine exakte Sequenz von Modulfamilien. 
Dann ist die Sequenz 
(6) 0 --) CP(0’) + P(0) + CP(0”) + 0 
0 * 
exakt. Die Theorie der formalen Komplexe liefert den 
SATZ 4. Die exukte Sequenz (5) induziert eine exakte Cohomologie-Sequenz 
WS) 
Q 0 + H0(0+2)H0(0) + IJO I H'(B? -+ . ..
H'(Q) HP(*) *’ --* HP(O') --, W(0) + Ifp(ON) --) H p+l(0')+ . . . . 
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Der verkniipfende Homomorphismus Ap wird wie iiblich erhalten: es sei h ein Elemeut 
von Hp(O”); man reprbentiert es durch einen p-Cozyklus k aus CP’l(O”); wegen der 
Exaktheit von (6) existiert eine p-Cokette I in Cp(0) mit bl = k; zum (p + l)-Cozyklus 
$lc CP” (0) existiert ein (p + I)-Cozyklus nl in C pfl ( 0’) mit qm = 61; dieser reprl- 
sentiert das Element Aph von Hp+‘(O’). 
3.4. SArZ 5. Das Diagramm 
sei kommutativ und die Zeilen seien exakt. Dann ist das Diagramm 
HP(0”) : HP+ ‘(0’) 
HP@“) I I 
lzp+ ‘(p’) 
ZfP( 4i”) + Hp+‘(O’) 
M 
kommutatic. 
Denn die in 3.3. zur Bestimmung von Ap : HP(O”) + HP+‘(O’) und analog van 
Ap : HP@“) + HP”&‘) verwendeten drei Homomorphismen +, 6, cp sind nach Satz 3, (b) 
mit den Homomorphismen p vertauschbar. 
3.5. SATZ 6. Fiir jede injektive Modulfamilie 0 und jedes p 2 1 ist HP(B) = 0. 
Beweis. Fur jedes c E 2l sei G, = R, gesetzt und pe die Identitat von G, = R,. Wir 
betrachten die im Teil 1 (Vorbereitung) des Beweises des Satzes 1 konstruierte Modulfamilie 
S mit Momomorphismus p : 0 + 6. 
Da 0 injektiv ist, existiert ein Homomorphismus v : 0 + 0 mit VP = Identitat. Nach 
Satz 3, (b) und (a) folgt hieraus fur die induzierten Homomorphismen HP(p) : HP(Q) --* 
HP(G) und HP(v) : HP(G) + HP(O) die Gleichung HP(v)Hp(p) = IdentitHt. Angenommen, 
es ware bereits die Gleichung HP(G) = 0 bewiesen. Dann folgt die Behauptung Hp(0) = 0. 
Es ist also nur die Gleichung HP(G) = 0 zu beweisen. Wegen G = nc E0 ist 
HP(C) = nc HP(,G). Also gent&t es, fiir jedes c E % die Gleichung Hp(,G) = 0 zu 
beweisen. 
. 
Es sei also ein p-Cozyklus k E ZP(,G) gegeben. Fur die 0, - 1)-Cokette 1 E CP(,G) 
definert durch 
l(a 0, *** a,_,) = (- l)Pk(ao, . . . , ap_l, c), 
ist dann 61 = k. 
3.6. Eine etwas andere Darstellung von HP(B) ist die folgende. 
Es sei X der simpliziale Komplex, bestehend aus den Simplexen xp = (a,,, . . . , ap) mit 
a, > . . . > ap. Fur jedes i = 0, . . . , p bezeichnen wir mit xk die Seite (a,,, . . . , d,, . . . , a,) 
von sP. 
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Fur jedes Simplex xp = (at,, . . . , a& aus X def?nieren wir einen Modul G(x$ und fur 
jedes i = 0, . . . , p, falls p 1 1 ist, einen Homomorphismus 6’ : G(xL) + G(x& folgender- 
massen : 
G&l = Gap ; 
6’ = 
i 
Identitiit fur i = 0, . . . , p - 1 
q- fur i = p. 
Fiir jedes p ist das iiber alle Simplexe x,, genommene direkte Produkt 
nG (x$ = C?‘(0). 
1st k ein Element von Cp(0), so sei k(x,) die Komponente von k in G&J. Der Corand- 
Homomorphismus 6 : Cp(0) + Cp+‘(0) ist definiert durch 
(W@p+ I ) = ,c, (- l)‘G’k(x;+ 1). I 
Also kann HP(B) betrachtet werden als der p-te Cohomologie-Modul des simplizialen 
Komplexes X (“mit Koefhzienten in 0”). 
$4. HOMOLOGIEMODULN EINER MODULFAMILIE 
4.1. Es sei 0 = (G.; rr;} eine Modulfamilie. 
Als p-Kette (p = 0, 1 , . . .) bezeichnen wir jede Funktion k von p + 1 Variablen 
%9 ..’ 3 up E 2l mit folgenden drei Eigenschaften: 
k(a o,...,~~)oG,~; 
ist nicht a, > . . . > up, so ist k(a,, . . . , up) = 0 ; 
fiir hiichstens endlich viele Tupel a,, . . . , ap ist k(uo, . . . , up) + 0. 
Fur jedes p bilden deip-Ketten k einen Modul CJS). 
Es sci p >= 1. Als Rand einer p-Kette k bezeichnen wir die (p - l)-Kette dk mit 
folgender Eigenschaft : 
fir a, > . . . > up-I ist 
@Mao, . . . , a,-i> = 
a&C,k(a, a,, . . . , a,--~) + t-1)’ c Wao, . . . , up-,, 4 
tQ-,>l( 
+ ;z; (-1)’ C ho, . . . , ai-1, a, ai, . . . , a,-, 1. 
a,-,>a>a, 
Es ist 8k = 0 fiir p 2 2 und 8 ein Homomorphismus C,(0) -+ C,_,(0). Der Modul der 
RInder ak aller pKetten heisse B,_,(B). 
Eine p-Kette k mit ak = 0 heisse ein p-Zyklus. Der Modul aller p-Zyklen heisse 
Z,(B). Wir setzen noch C,(0) = Z,(B). 
Wir nennen die Moduln 
Zp(QvptQ) = H,(W (p = 0, 1, . ..) 
die Homologie-Moduln von 0. 
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4.2. Es seien 0’ und 0 zwei 
von 0’ in 0. 
Jeder p-Kette k’ aus C,(0’) 
zugeordnet : 
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Modulfamilien und (p : 0’ -+ 0 ein Homomorphismus 
sei die folgendermassen definierte p-Kette aus C,<0) 
k(u 0, *** , up> = %&'(ao, . . . , a,J. 
Der hiermit definierte Homomorphismus qr : C&B’) + C,,(0) induziert einen Homomor- 
phismus 
H,(cp) : qw + qf9. 
Es gelten die zu den S&en 2-6 dualen Siitze einschliesslich i rer Reweise. (Im Reweis 
fur den zum Satz 6 dualen Satz hat man natiirlich den Satz 2 an Stelle des Satzes 1 zu 
venvenden; am Schluss ist fti den gegebenen P-Zylclus k E Z&G) die (p + l>Kette 1 
folgendermassen zu defieren : 
. . . 
Go, *** , U,+i) = 
( 
k(q, , uP+i), wenn a0 = c, 
0 sonst ; 
dann ist dl = k.) 
4.3. Eine etwas andere Darstellung von H,,(Q) ist die folgende. 
Ftir jedes Simplex x,, = (ae, . . . , a,,) aus X definieren wir einen Modul G(x,) und fti 
jedes i = 0, . . . , p, falls p 2 1 ist, einen Homomorphismus 8, : G(x,,) --) G(xD folgender- 
massen : 




01 fur i = 0, 
’ = Identitiit fti i = 1, . . . , p. 
Fur jedes p ist die tiber alle Simplizes xP genommene direkte Summe 
c G(x$ = C,(0). 
1st k ein Element von Cp(0), so sei k(x,) die Komponente von k in G(x,). Der Rand- 
Homomorphismus 8 : C,(B) + C,_ i(0) ist definiert durch 
a&(x,)) = [ 8 (- 1)’ 4 W,). P 
Also kann HP(Q) betrachtet werden als der p-te Homologie-Modul des simplizialen Kom- 
plexes X (“mit Koe&ienten in 0”). 
Die Funktoren limp (limp) sind nach ihrer Definition die Rechts- (Links-) Derivierten 
des Funktors limo (limo). Die Funktoren Hp(Hp) sind nach den S&en 3-5 (den dazu 
dualen Satzen) kovariant, additiv und miteinander verkntlpft. Wir behaupten: 
SATZ 7. Die verkniipften Funktoren-Sequenzen {W}p,o,,, . . . und {Hp}p,o,,B . .. sind 
isomorph. 
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Beweis. Nach den Satzen 4 und 6 ist filr jede exakte Sequenz 0 + 0’ + 0 -+ 0’ + D 
von Modulfamilien mit injektivem 0 die Sequenz HP(B) + Hp(O”) --) HP+‘@‘) -) 0 exakt. 
Nach [l], Nr. 1.5. genilgt es also zu zcigen, dass die Ftmktoren limo und M” gleich sind. 
Dies ist aber trivial, da die Begrilfe “Faden” und “O-Cozyklus” zusammenfallen. 
SATZ 8. Die verkniipften Funktoren-Sequenzen {lim,),,o,l, . . . und (HP}P=o,l, . . . sind 
isomorph. 
Beweis. Nach den zu den Satzen 4 und 6 dualen Satzen ist fiir jede exakte Sequenz 
O+0’+0i08”+0 
von Modulfamilien mit projektivem 0 die Sequenze H,(0) + H,(B’) + H,,+,(B”) + 0 
exakt. Nach [I], Nr. 1.5. geniigt es also zu zeigen, dass die Funktoren lime und Ho 
gleich sind. 
Es sei also 0 eine Moldulfamilie. Wegen limo = R/S, H,(0) = Co(0)/Bo(O) und 
R = C,(Qj geniigt der Beweis der Gleichung S = B,(Q). 
Der Untermodul S von CG, wird erzeugt durch die Elemente nigcl - g. (g,, E G,; a > b). 
Jedes solche Element ist eine O-Kette I mit Z(u) = - y,,, 1(b) = n;g,, und Z(c) = 0 fur alle 
c + a, b. Ftir die folgendermassen definierte I-Kette k: 
k(u, b) 9 g,,; k(%, al) = 0 fii alle iibrigen Paare q, a, aus 9E ist 8k = I. Also. ist 
1 E B,(B), also S E B,(0). 
Zum Beweis der Ungleichung B,(0) s S geniigt es zu zeigen, dass ak E S ist fur jede 
I-Kette k mit k(u,,, al) + 0 filr hkhstens ein Paar a, = .u, a, = b (a > b) aus ‘3. Es ist 
aber 
ak = @k(u, b) - k(a, b) = zigs, - gP mit g,, = k(u, b). 
Also ist ak E S. 
Durch die Satze 7 und 8 ist die Berechnung von limp(B) und limp(B) zuriickgefuhrt 
auf die Berechnung von HP(Q) und H,(B). . 
Beispiel. Sei ‘2l = (b’, . . . , b”; co, . . . , c”} mit b’ > b’, ci > c’, b’ > ci, c* > 6’ fiir i <i. 
Weiter sei G ein Modul; G, = G fur jedes a E %I; n$ = Identitat fiir a, a’ E ‘%; 0 = {Ga; 
xi,}. Dann ist 
limo(B) 2 lim”(0) g G ; limp(B) =,O fur p + 0, n ; 
limo(B) s lim,(B) z G ; limp(B) = 0 filr p + 0, n. 
$6. DUALlT:Tt 
Die Begriffe limp und limp sind formal dual zueinander. Dariiber hinaus gilt ein 
Dualitatssatz. 
Es sei Q ein fester, injektiver Modul. Fiir jeden Modul G schreiben wir XG statt 
Horn (G, Q) und nennen jedes x E XG einen Charaktet von G. 1st cp : G’ + G ein Homo- 
morphismus von G’ in G, so sei Xv : XG + XG’ der induzierte Homomorphismus (ist x 
ein Charakter von G, so ist (Xv)(x) = xv). 1st 0 = {G,,; n;} eine Modulfamilie iiber 9I, 
t In diesem §6 se&en wir den Ring A als kommutativ voraus (vgl. pag. 45). 
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so sei (XC,,; Xx;} = X0 = X(0) gesetzt (dies ist eine Modulfamilie iiber 41, wobei jedoch, 
um in formaler Ubereinstimmung mit den Definitionen des $1 zu bleiben, statt u 2 b zu 
schreiben ware b 5 a). Jeder Homomorphismus cp : 0’ + 0 induziert einen Homomor- 
phismus Xrp : X0 + X0’, nlmlich Xp = {X(p,,>,,.a. 
Der kontravariante Funktor X auf der Kategorie der Modulfamilien 0 iiber 91 ist 
exakt. 
Wir behaupten un den 
SATZ 9. LimpX z X lim,. 
(D.h. fur jedes 0 ist limp (X0) r X(lim, (0)).) 
Beweis. Nach $5 geniigt es, HPX z XH, zu beweisen. 
(i) Aus der Exaktheit von X und den SHtzen der $3 und 54 folgt, dass {HPX},,o,l, .., und 
{xu,1PCV, . verkniipfte Sequenzen kontravarianter Funktoren sind. Insbesondere sind, 
wenn 
o-+ 0’+0+0”+D 
exakt ist, die Sequenzen 
und 
. . . + HPfl(X(O”)) + HP(X(O’)) + HP(X(0)) + HP(X(O”)) + . . . 
. . . + H’(X(0’)) + H’(X(0)) + H’(X(0”)) + 0 
exakt. 
. . . + X(H,+ 1(0 )) + X(H,(Q’)) + X(/I,(B)) + X(H,(Q”)) + . . . 
. . . + X(H,(B’)) + X(H,(Q)) + X(&(0”)) + 0 
(ii) Fiir jede projektive Modulfamilie Cp und jedes p >= 1 ist Hp(X(Cp)) = 0. 
Zum Beweis sei 0 eine zunachst beliebige Modulfamilie. Fur jedes c E 91 defmieren 
wir: 
s 
G,, wenn c 2 a, Identitlt, wenn c 2 a, 
C a= 0 sonst, 
Weiter sei 0 = CC CG die direkte Summe der Familien C6 = {=S,; &} fur alle c E Yt. Es 
existiert ein Epimorphismus 11: 0 + 0 (vgl. $1). 
Wir behaupten zumichst: HP(X(G)) = 0 fur p 2 1. 
Wegen X(G) = X(cf =G) = fle X(,0) ist HP(X(G)) = nc HP(X(,G)). Daher genugt 
es zu zeigen: Hp(X(,G) = 0 fur p 2 1. Hierzu aber geniigt es zu zeigen: sei G ein fester 
Modul, c E ‘8 fest 
T _ G, wenn a 5 c, Identitlt, wenn b 2 c, 
a- 
l 0 sonst Tf = 0 sonst 1 
und 2 = (T,; r;}; dann ist HP(Z) = 0 fiir p 2 1. Dies ist aber im Beweis des Satzes 6 
bewiesen. 
Nun sei speziell 0 = ‘$3 projektiv. Dann existiert zum Epimorphismus ~1: G + q ein 
Homomorphismus v : ‘p + G mit pv = Identitat. Also gilt such fur die induzierten 
Homomorphismen X(p) : X(Cg) + X(G) und X(v) : X(0) + X(q) die Gleichung 
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(X(v))(X(&) = Identitat. Hieraus folgt nach Satz 3 fur die Homomorphismen W’(Xtp)) : 
W(X((p)) -P W(X(G)) und Hp(X(v)) : Hp(X(G)) --, Hp(X(V)) die Gleichung Hp(X(v)) 
JP’(X@)) = Identitlt. Wegen Hp(X(G)) = 0 folgt hieraus die Gleichung Hp(X(23)) = 0 
furp 1 1. 
(iii) Fiir jede projektive Modulfamilie ‘$? und jedes p 2 1 ist X(H,(Cp)) = 0. 
Denn es ist H,(p) = 0 nach $4. 
(iv) Es ist H”X = XH,. 
Zum Beweis sei 0 eine Modulfamilie. Dann ist die Sequenz 
exakt (vgl. $3). Dabei konnen wir p sofort als Einbettung annehmen. Da der Funktor X 
exakt ist, ist die Sequenz 
0 f- X(s) : X(23) : X(H,(B)) + 0 
exakt, wobei X@) = p* und X(v) = v* gesetzt ist. Daher ist X(H,(B)) z Kern /.I*. Es 
geniigt also zu zeigen, dass Kern p* = H’(X(0)) ist. 
1st cp E X(R), so ist cpp = p*(q). Also ist q E Kern p* aquivalent mit cpp = 0, also 
damit, dass cp auf S identisch verschwindet, also damit, dass (p(rr;g, - g.) = 0, also damit, 
dass qrr;g, = cpg,, ist fur g. E G, und a 2 b. Nun ist R = En G,, also X(R) = n. X(G,,). 
Daher ist (eindeutig) cp = no cp,, mit cp. E X(G,). Daher ist cplr;g,, = cpg,, giquivalent mit 
%@s, = Q&J,,, dS0, da ga E G. beliebig iSt, mit Qb,t; = Qa, Wegell Qb7t; = x(?t@Q, 
also mit X(~;)Q~ = Q~. Dies ist gleichbedeutend amit, dass die Charaketre Q,, einen 
Faden der Familie X(0) bilden. Diese FHden sind aber die Elemente von H’(X(0)). 
Dass der angegebene Isomorphismus H”X g XH, natiirlich ist, ist trivial. 
(v) Fiir jede exakte Sequenz 
r)-*!-UZ+cp-+0+~ 
von Modulfamilien iiber 2l mit projektivem ‘$? sind die Sequenzen 
0 +- HP+ ‘(X(0)) 4- flP(X@JQ) + HP(X(!#?)) 
(P z 0) 
O + -w4l+ l(0)) + %H,(W) + w-&(w) 
exakt nach (i) und (ii). Hieraus und aus (iii) und (iv) folgt HPX = XH,, fur p 1 0 nach 
[I], S. 47. 
$7. TEILFAMILIEN 
7.1. Jedem a E 2t sei ein si E 21 derart zugeordnet, dass gilt : 
(J) i2a; aus a 2 b folgt 5 2 6 ; a’ = ii. 
Es sei g die geordnete Teilmenge von 2l, bestehend aus allen Elementen a = 6. 
Fur jede Modulfamilie 0 = {G,,; n;> ist das System 0, bestehend aus den Moduln G,, 
mit a E % und den Homomorphismen nb mit Q, b E %, eine Modulfamilie tiber %; sie ist 
eine Teilfamilie von 0. 
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Beispielsweise ist jede Teilfolge 0 einer Modulfolge 0 = { . . . -P Gz + G,} eine 
Teilfamilie in diesem Sinne. 
Wir behaupten : 
SATZ 10. limp@) g limP(Oj. 
Beweis. Sind 0’ und 0 zwei Modulfamilien iiber 2I und ist cp : 0’ -P 0 ein Homo- 
morphismus, so bilden die Homomorphismen cp. mit a E a einen Homomorphismus 
G : 6’ -+ G. 1st Q eine injektive Modulfamilie iiber 2I, so ist Q eine injektive Modulfamilie 
iiber a (fur den Beweis sei bemerkt, dass, wenn sj = {H,; n;> eine Modulfamilie iiber % 
ist, fiir die durch G, = H,, A: = I$ definierte Modulfamilie 0 gilt 0 = 8). 
Fiir jede Modulfamilie 0 i_iber 2l setzen wir nun limp(G) = P(0). Jeder Homomor- 
phismus rp : 0’ --, 0 induziert den Homomorphismus F : i6’ -P 6 und dieser einen Homo- 
morphismus limp(O’) --t limp(G), den wir mit FP(0) bezeichnen. Dann ist {Fp}p~,,l, .., eine 
verkniipfte Funktoren-Sequenz tiber 91. Sie ist isomorph zur Sequenz{limP}p,,,l, .,.iiber ‘3, 
weil PO zum limo isomorph ist (vgl. den Beweis des Satzes 7). Insbesondere ist also 
Fp(0) z limp(Q). 
7.2. Jedem a E 2I sei ein c E ‘3 derart zugeordnet, dass gilt: 
(8) ala; aus a 2 b folgt a 2_ b ; g = a. 
Es sei IZI die geordnete Teilmenge von 5X, bestehend aus allen Elementen a = f. - 
Fiir jede Modulfamilie 0 = {G,; rrg} ist das System 0, bestehend aus den Moduln G,, 
mit a E g und den Homomorphismen n; mit a, b E 9, eine Modulfamilie tiber g; sie ist 
eine Teilfamilie von 0. 
Es gilt: 
SATZ 11. limp@) 2 limp(B). 
Beweis dual zum Beweis des Satzes 10. 
$8. USER DAS VERSCHWINDEN VON lIMP UND IIM,, 
Die Menge 91 habe folgende Eigenschaft: 
(9) Zu je zwei Elementen a und c aus ‘!I mit a > c gibt es hiichstens endlich viele Elemente 
b in PI mit a > b > c. 
Mit 3 bezeichnen wir die (eventuell eere) Menge aller Elemente z von 5X mit fol- 
gender Eigenschaft fur je zwei Elemente a und c aus 91 mit a > c: 
aus a 2 z 2 c, a 1 b 1 c folgt b 5 z oder z 2_ b. 
Fur die endlich vielen, etwa r (20) Elemente z aus 3 mit a > z > c gilt dann bei passender 
Numerierung: a > z1 > . . . > zr > c. 
Weiter existiere eine natiirliche Zahl p. derart, dass gilt: 
(10) Fiir je p. Elemente a,, . . . , up0 aus ‘58 mit a, > . . . > up0 existiert ein Element z von 
3 mit a, 2 z 2 ape. 
ES sei sogleich p. die kleinste Zahl mit dieser Eigenschaft. 
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Diese Bedingung (10) bedeutet folgendes. 1st a > c, so heisse 
a=bm>b’“-l>...>bi>bo=c 
ein Weg, wenn b’+’ und b’ benachbart sind fti jedes i = m - 1, ,. . , 1, d.h. kein b existiert 
mitb’+’ > b > b’. EinWegepaar(a > b”-’ > . . . > b1 > ~),(a, > b’+’ > . . . > b: > c*) 
midge einf’ach geschlossen he&en, wenn m 2 2, m, 2 2, a = a,, c = c+, aber b’ # b! 
ist fur alle i = m - 1, . . . , 1;j = m* - 1, . . . , 1. Dann bedeutet (lo), dass furjedes einfach 
geschlossen Wegepaar gilt m 5 p. und m, 5 p. (PO = 1 bedeutet also, dass in 21 kein 
einf’ach geschlossenes Wegepaar existiert). 
8.1. SATZ 12. lim’(s) = 0 = IimP filr jedes p > p. undjedes 0. 
Beweis. (i) Zum Nachweis von limp(Q) = 0 sei k einpCozyklus. Es seien q,, . . . , (I*_~ 
Elemente aus 2l mit a0 > . . . > u,_~. Dann existiert ein z E 3 mit al 2 z 2 an. Dieses 
z sei sogleich so gewahlt, dass kein z’ E 3 existiert mit a, 2 z’ > z. Weiter sei q die griisste 
nattirliche Zahl mit aq 2 z (1 5 q S p). Falls nun Elemente z’ E 3 mit a,, 2 z’ > 
existieren, seien zr > . . . > z, die s&n&hen derartigen Elemente; wir definieren dann: 
h(c 0, **- , up- A = - kbo, ~1, a,, . . . , a,+) 
- k(z,, z2, a,, . . . , a,,_J - . . . - k(z,_,, z,, al, . . . , a,_J 
+ (-lY+‘k(zr, a,, . . . , up, 2, a4+1, . . . , up-J; 
falls aber keine Elemente z’ E 3 tit a, 2 z’ > a1 existieren, definieren wir : 
h(a,, . . . , a,-~) = (-lIq+%o, a,, . . . , a,, 2, uq+i, . . . , a,& 
Ftir a, > . . . > up ist dann (b&r,,, . . . , a& = k(u,,, . . . , a,).? 
=i 
(ii) Zum Nachweis von limp(B) = 0; sei k ein p-Zyklus + 0. Es sei T(k) die kleinstc 
Menge S S!I, welche enthiilt : (1) alle Tupel q,, . . . , a,, mit k(a,,, . . . , up) = 0, (2) zu je zwei 
Elementen a, b von T(k) mit a > b alle z E 3 mit a > z > b. T(k) ist endlich und + 4. 
Wir wiihlen ein m E T(k) derart, dass fur kein a E T(k) gilt m > a. Fur jedes a E T(k) mit 
a > m sei z(a) das kleinste Element z von 3 mit a 2 z > m, falls vorhanden. Wir detieren 
nun : 
(- l)‘k(ao, . . . , d,, . . . , ap+J, wenn ao, . . . , up+1 E T(k) 
h(ao, . . . 9 a,+1> = 
I 
~0 > . . . > up+ 1 = m turd ai = z(u~) ist, 
0 sonst. 
Dann ist T@h) E; T(k), fur k’ = k - ah also T(P) 5 T(k). Da 
WXbo, . . . , b$ = Wo, . . . , b,,)S 
ist fur b, = m, ist nicht m E T(k’). Also ist T(k’) eine echte Teilmenge von T(k). 1st k’ + 0, 
so definieren wir analog ein h’ so, dass fiir k” = k’ - ah’ die Menge T(k”) eine echte 
Teilmenge von T(k’) ist. Usw. 1st schliesslich T(k’“)) = 4, so ist k(“) = 0. 
. 
t Beim Nachrechnen dieser Gleichung unteracheide man die folgenden vier Ftllle, wobci z’ Elemente 
VOXI 8 mit uo 2 z’ > (II und z’ Elemente van 8 xnit UI L I’ > oa bedeuten: (A) es existiert weder ein 
z’, noch ein z’; (B) es existieren I’, aber kein z’; (CT) es existieren z#, aber kein z’; (D) ea exist&en z’ 
und z-. 
$ Brim Nachrechne~ dieaer Gleichung unterscheide man folgeade zwei FUe: (A) es ist r(h) - bc fiir 
kein i = 1, .,. , p - 1; (B) es ist z(bo) = bt fiir ein f = 1, . . . , p - 1. 
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(1st der Ring A kommutativ, so kann man einfacher folgendermassen schliessen. 
Angenommen, es ist lim,(0) + 0.. Wir wPhlen einen injektiven Modul Q, welcher limp(Q) 
als Untermodul enthllt. Dann ist X(lim,(B) =+ 0. Nach Satz 9 folgt limp (X0) + 0, im 
Widerspruch zu 1). 
8.2. Der Fall p. = 1 bedeutet ‘$I = 3 und dies 
(11) fiir je zwei Elemente a und c mit a > c ist die 
geordnet. 
ist gleichbedeutend mit : 
Menge aller b mit a 2 b 1 c total 
Gilt also (9) und (1 l), so ist limp(Q) = 0 = limp(B) fiir jedes p > 1 und jedes 0. 
Gilt (9) und (11), so kann man ausserdem fiir lim’(0) eine einfache Darstellung 
angeben. 1st nHmlich k ein I-Cozyklus, so ist k bestimmt durch die Werte k(a’, a) E G, fi.ir 
benachbarte a’, a; denn ist a, > %, so existiert eindeutig ein Weg 
a, = b” > b”-’ > .., > b’ > b” = a, 
und es gilt die Gleichung 
m-l 
k(a,, a,) = ic, n:ik(h’+ ‘, b’). 
Umgekehrt ist durch die Gleichung ein 1-Cozyklus k definiert, wenn man k(a’, a) E G, 
fir benachbarte a’, a beliebig wlhlt. Also ist 
Z’(0) = nG,,,, (G,,,a = G,), 
wobei das direkte Produkt iiber Paare a’, a benachbarter Elemente aus ?l genommen ist. 
Weiter ist allgemein 
C’(0) = nGe, 
wobei das direkte Produkt iiber alle a E ‘?2l genommen ist. Der Corand-Homomorphismus 
J : UC,, --) l-&,. 
ist definiert durch 
J((%J) = (9. - n,“’ s.4 
Also ist 
lim’(0) g Cokern (nG.,,./SnG,,j. 
1st BC = {... , m, . . . , 1,O) mit der iiblichen Bedeutung von 2, also 
0 = {... + G, + . . . -+ G, -+G,) 
eine inverse Modulfolge, so gilt (9) und (11). Also erhalten wir folgende Resultate (sie 
sind nicht neu: [2], [3]). Zunbhst ist limp(B) = 0 fiir alle p > 1. Weiter sind die benach- 
barten Paare die Paare m + 1, m. Also ist Z’(6) = nEzo G,. Der Homomorphismus 
6:nGm+n G, ist definiert durch 
q... ,919 go} = (... 3 91 - ~:9,~ 90 - &?I> 
und es ist lim’(0) z Cokern (fl G,/6 n G,). Aus dieser von S. Eilenberg [3] angegebenen 
Darstellung folgt unmittelbar: Sind die Homomorphismen .:+I Epimorphismen, SO ist 
such lim’(0) = 0. Im allgemeinen ist jedoch lim’(0) + 0. Es sei ngmlich G, die (additive) 
Gruppe aller Polynome a,,$’ + . . . + u,_,Y’-’ (m = 0, I, 2, . . . ,; n > m). WK setzen 
k(n, m) = xm + . . . + Zr-’ fi_ir n > m und k(n, m) = 0 fiir n 5 112. Dann ist k eii I- 
Cozyklus, der nicht Corand ist. Also ist lim’(0) + 0. 
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8.3. Dass die Bedingung (9) scharf ist fiir (lo), zeigt das Beispiel im $5, hier ist 
3 = {b’, b”, co, c’l} und p. = n. 
8.4. Durch Kombination des Satzes 12 mit $7 lassen sich weitere Aussagen gewinnen. 
Zum Beispiel die folgende. 
Kann man jedam a E ‘3 ein Fi E 2I derart zuordnen, dass (7) gilt und fti je zwei 
Elemente a = a und c = E mit a > c die Menge aller b = 6 mit (I 2 b 2 c total geordnet 
ist, so ist limP(0) = 0 fiir jedes y > 1 und jedes 0 nach Satz 10 und 12. 
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