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ABSTRACT
One of the major challenges facing the pharmaceutical industry is the control of the
amount of trace contaminants during the manufacture of organic substances. Lowering
the level of contamination improves the quality of the product and reduces possible side
effects.

One of the main techniques used to detect trace contaminants is UV-VIS spectroscopy,
where the unique absorption fingerprint of a chemical reveals its presence.

UV-VIS

absorption is based upon the Beer-Lambert Law. The critical point to note about this law
is that the absorption is exponentially dependent on both the concentration of the
absorber and the pathlength traversed by the light passing through the absorber. Since this
thesis is concerned with the development of a novel detection system for UV-VIS
spectroscopy in which the minimum detectable concentration of a contaminant

is

reduced, we examined methods for increasing the pathlength..

Current UV-VIS systems generally use single-path absorption techniques. Multi-pass
absorption cells do exist, and these increase the pathlength by reflecting light many times
through the sample volume. However, all are expensive and complex to construct. They
are also sensitive to movement.

In this thesis, we describe novel designs for a multi-pass absorption cell. The design
criteria required the cells to be inexpensive, simple to construct, and robust in operation
so that they could potentially be used in a real-life scenario and not just in a laboratory.

The first design consisted of two parallel flat mirrors. Extensive simulations were
performed to determine how well we might expect the configuration to perform. The
results of the simulations revealed that it is possible to substantially increase the
pathlength with two parallel mirrors, but only if they are parallel to a very high tolerance.

To circumvent the strict parallelism required by the first design, a second design was
developed. This design, consisting of a cube of six internally reflecting mirrors, is unique.
Light is coupled into and out of the cell by two small apertures. Light entering the cell is
reflected within many times, each time passing through the cuvette and the absorbing
sample. Consequently, the pathlength is increased. The smaller the apertures, the greater
the increase in pathlength. Tests with the cell initially showed very encouraging results,
but after some problems with the CCD detection system it was not possible to generate
the same results. Nevertheless, the unique design of the cell shows promise and requires
further work in order to characterise and optimise its performance.
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Chapter 1: Introduction
1.1

Introduction

Trace analysis of organic substances is applied to many areas of industry including:
1)

Pharmaceutical products

2)

Forensic analysis of blood for poisons

3)

Urine analysis for illegal substances

4)

Trace contaminants in soil and water samples

The largest area of trace analysis is in the chemical and pharmaceutical industries.
The chemical and pharmaceutical industries depend upon the ability to manufacture
products that meet current day regulatory standards. These standards set a threshold
amount of contaminants that can be present in a product if that product is to be ingested.
There are two major reasons for this:
a) The contaminant could react in a negative manner with the consumer such
that a risk to life is incurred
b) The contaminant that is chemically bonded to the product results in the
product reacting differently than expected.
Forensic, urine and water analysis is usually performed by government agencies during
investigations. The Irish health department also perform trace analysis for a number of
reasons including soil and water for pollution testing and blood donors for infections and
illness.

One of the major techniques used in the analysis of contaminants is a process known as
HPLC (High Pressure Liquid Chromatography). One of the detection systems of a HPLC
is UV-VIS spectroscopy. This is based upon the Beer-Lambert law where a change in the
intensity of light passing through a sample is a result of absorption of the light by the
sample.
The focus of this project is to examine the feasibility of extending the current threshold of
detectability of present day systems.

1.2

High Pressure Liquid Chromatography (HPLC)

High Pressure Liquid Chromatography (HPLC) is the separation of molecules under high
pressure in a stainless steel column. The sample is forced through a closed column
packed with micron size particles that provide separation of micrograms to grams of
sample. HPLC systems usually consist of a solvent delivery system, a sample injection
valve, a high-pressure column and a detector. These systems are complex in design and
have numerous separation techniques associated with them. Since only the detector is of
interest here, a brief discussion is given on this.
UV detection systems are commonplace in HPLC systems since many samples absorb
UV light. Simple systems employ single wavelength detectors at 254nm while more
versatile systems contain sources such as deuterium for use of the entire UV region.
Photo-diode arrays are the common photon detection unit for recording the spectra. A
diagram of a common UV detection system (Figure 1-1) shows the configuration with a
pathlength of 5mm.

Sample out

Light

Figure 1-1: UV detection system of a HPLC with a pathlength of 5mm.

Current detection limits dependent on a number of factors including sample molar
absorbivity. Each molecule has a molar absorbivity, which is wavelength dependent,
associated with it. This is its ability to absorb light at that wavelength. This is
encompassed in the Beer-Lambert law that is discussed further in section 1.3.

1.3

Beer-Lambert law

The Beer-Lambert law describes the relationship between the absorbance and
concentration of a sample at a specific wavelength.
The basic form of this equation is
A = exbc,
where A = absorbance
ex = wavelength dependent molar absorbivity coefficient
b = pathlength (distance the light propagates through the sample) and
c = concentration.

However,
A = logiolo/l
where lo = initial light intensity and
I = resulting light intensity after absorption.
Equating these we get
I = IolO''*

(1-a)

Equation (1-a) forms the basic equation from which the development of this project is
based. It can be seen from (1-a) that an increase in pathlength of 2 gives an increase in
absorption of 100.
Since lowering the detectable threshold of concentration is the objective, only a set
number of parameters can be changed to achieve this. However, since the initial light
intensity and the molar absorbivity cannot be altered, then increasing the pathlength, b, is
the only method of increasing the absorbance at lowering concentrations.
As seen in 1.2, the common pathlength contains one pass, i.e. light only propagates
through the sample once. A means of increasing the pathlength is to increase the number
of passes the light traverses through the sample. This technique is known as multi-path or
folded cell. Sets of mirrors, ranging from 2 up, are used to reflect the light through the
cuvette, or the sample holder, multiple times. For each increase in reflection number, an
increase in absorption is noted. A number of these cell types are discussed in section 1.8.
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1.4

Detectors

Since the project involves deducing the most effective technique for pathlength
elongation, the most efficient detector is crucial. To that end, CCD’s and PDA’s were
researched.
1.4.1

Photo Diode Array (PDA)

A photodiode array consists of a linear array of photodiodes on an integrated circuit.
Light photons falling on the semiconductor diodes promote electrons from the valence
band to the conduction band. This creates electron-hole pairs that allow electrons to
migrate to the junction. A voltage bias is present such that the current through the
semiconductor is dependent on the number of photons striking the diode. After an
appropriate integration time, the diode array is readout sequentially using electronic
switches that are built onto the chip itself. Only one diode is readout at a time.
The diodes themselves are made of doped silicon, one section being n-type and another
smaller section being p-type. The photons strike the n-type creating the electron hole
pairs on either side of the depletion layer. By reverse biasing, the electron-hole pairs can
be read out. By their construction, these photovoltaic devices are 1-D which makes them
suitable for spectroscopic applications but not for imaging.
1.4.2

Charged Coupled Device {CCD)

A CCD is an array of photosensitive elements, called pixels. The construction of these
pixels is very similar to that of a photodiode array, with some extra components. These
include a silicon dioxide layer and an array of metal electrodes. The photodiode is on top
with the insulating silicon dioxide next. Underneath is the array of metal electrodes.
These pixels act as capacitors for storing electrons. Photons fall on a pixel, freeing
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electrons, again creating electron-hole pairs. The electrons are stored in a potential well
created on either side of the pixel by electrical potentials being applied to electrodes.
The electrons are attracted towards one electrode held at a positive potential with respect
to the other electrodes. As more photons fall on the photodiode more electrons are
attracted to the positive potential. This creates charged packets corresponding to the total
number of electrons freed in that pixel (Figure 1-2). After a specific integration time, the
CCD is readout. This is achieved by inverting the potential of the electrodes in a cyclic
manner. First, the inversion is performed on each column such that each row is shifted
down. Once in the serial register, the voltage is cycled along the row such that each pixel
is shifted along to the output node where it is transferred to an ADC. This is repeated
until all pixels are read out.

Charge
Packet

O

Photodiodes
Silicon dioxide
laver
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The most significant benefit of this read-out technique is that the associated signal to
noise is much better than that for the PDA.
Both types of detectors were researched. The PDA’s were found to be mostly add-on
packages for other devices such as HPLC’s. Those that are sold separately are expensive.
CCD’s however, are sold individually and some are sold at a very reasonable cost. The
cost does increase when a UV sensitive coating is needed but this applies to both PDA’s
and CCD’s. As a result, the final choice was a CCD due to its lower expense and better
signal to noise performance. (See section 2.4 for more details.)

1.5

Spectrometer and light source

The design of the absorption cell necessitates the use of a UV light source and a
spectrometer. Since one of the criteria is to improve upon the current methods, a
broadband light source is the choice of illumination since this allows multi-wavelength
analysis. The source is a deuterium lamp supplied by Bentham Ltd. It is a very strong UV
emitter (Appendix 1).
The Spectrometer used for this project was the CP200 spectrograph from Jobin Yvon Ltd.
This particular spectrometer contains a concave grating with a spectral range of 190 to
455nm, a grove density of 360g/mm, a resolution of <L5nm and a spectral dispersion
length of 19mm.The flat field grating images directly onto the exit aperture (Appendix 2).
Attached onto the exit aperture is a CCD. This CCD has 1024x256 pixels. It is front
illuminated with a lumogen coating for better UV response and is thermoelectrically
cooled (Appendix 3).
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1.6

Software packages

Two scriptable software packages were used throughout the project, Visual Basic and
Lab VIEW.
1.6.1

Visual Basic

Visual Basic (VB) is part of the Microsoft package Microsoft Studio. It is an objectorientated language. This means that objects are placed upon a display panel while their
associated code is written in a background panel. Visual Basic is similar to a C++ type
language when writing the code. The code must be manually typed in and follows similar
syntax to C++. This is known as text based coding and is determined by instructions.

1.6.2

LabVIEW

LabVIEW (Laboratory Virtual Instrument Engineering Workbench) is also an objectorientated language. Unlike VB which is text based, LabVIEW is graphical based. The
user again places objects on a front panel. Instead of typing code for these objects the
programmer uses graphical representations of code that is data determined.

1.7

Tramadol

The sample under test is an analgesic known as tramadol. The sample was supplied by
TopChem, a Dublin based chemical company. There is a known contaminant associated
with tramadol called tramadol isomer. This contaminant is known to absorb at 27Inm.
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1.8

UV Cell Design

The final UV cell design is discussed in detail in section 2.6.3 but first we discuss a few
different types of cell designs that were examined in the initial stages. These consisted of

1.8.1

1.8.1

White cells

1.8.2

Herriott cells

1.8.3

Cavity ring down cells

1.8.4

Pockell cells

White Cells

The initial intentions were to elongate the pathlength by means of a ‘white cell’.
The basic set-up of a white cell is a 3-mirror design (see Figure 1-3).

In Figure 1-3, B and C are the objective mirrors and A is the field mirror. All have the
same focal length. This is also the basic white cell, where only 4 passes occur. The light
is focused onto the entrance aperture of the cell. It then diverges onto the object mirror B.
The mirror is placed at 2 focal lengths such that the image is re-focused onto the field
mirror. Again, the beam diverges onto the object mirror C and is subsequently re-focused
onto the exit aperture. By rotating the object mirror B to re-position the reflected beam
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onto another part of the field mirror, many more passes can be obtained. These cells can
suffer from fringing (overlapping of beams causing potential data loss), especially with
beams focused near the output aperture. This design was not selected because of the
complexity in maintaining the correct mirror angles, and because to get a reasonable
number of passes the cell would have to be larger than >0.5m, thereby exceeding our
design specifications. These systems are also expensive to purchase.

1.8.2

HERRIOTT CELLS

The Herriott cell consists of 2 spherical mirrors separated by nearly their radius of
curvature. One of the mirrors contains a hole where the light enters. It is reflected a
number of times before exiting the same hole.

Figure l-4shows a sample path for a beam. Unlike the white cell, the beam remains
essentially collimated throughout its journey around the cell. By varying the input angle,
different numbers of pathlengths can be achieved. There are also 2 types of Herriott cell,
the one pictured in figure 1-4 is a stigmatic cell, i.e. the mirrors have the same radii of
curvature. However, the use of astigmatic mirrors has also found applications. Using the
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astigmatic arrangement, the optical beam fills the whole volume more fully. This allows
for smaller mirrors and volumes for a given pathlength. However, the number of passes is
dependent on the mirror separation, so to get a large number of passes the mirror
separation has to be large. Another difficulty with Herriott cells with astigmatic mirrors is
the need for extreme precision in the manufacture of the mirrors. Similar to the white
cell, the complexity of the mirror design and the need for large separation distances
meant this cell was not applicable to this project.

1.8.3

Cavity Ring Down cells

Cavity Ring Down works on the basis of transients decaying with time in an exponential
manner. If the reflectivity of the mirrors is known, then the decay constant can be a
measure of the absorbing materials.

An optical resonator comprising of two high reflecting mirrors separated by a distance is
optically excited. A laser is coupled into the cavity, via frequency matching of the laser to
a mode of the cavity, and then turned off. Light inside the cavity is reflected back and
forth from mirror to mirror. However, a tiny amount of light is leaked out upon each
reflection at the output mirror. This leakage is governed by an exponential decay that
arises from losses in reflectivity of the mirrors and absorption by the sample. The decay
is related to absorption via the decay time constant. This can in turn be referenced to
concentrations.

17

Optical Cavity

7

T

Modulated
Laser

------- >
---------- >

Integrating
light detector

A__________________ L
Figure 1-5: Cavity Ring Down cell.

The complexity and cost of a cavity ring down cell prevented its use in this project.
Critically, the technique is performed at one wavelength and this was considered
insufficient. While a tuneable laser could be used for multi-wavelength applications, they
are much too expensive in this case.

1.8.4

Pockell cells

Pockell cells control the opacity of cells using electrical potentials. Depending upon the
potential applied to the mirrors, they become either transparent or opaque to the light.
This is achieved by reversing the polarity of the potential applied to the mirrors. The set
up is shown schematically in figure 1-6.
Potential dependent mirrors

/

X
To detector

Figure 1-6: Pockell cell.
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The light, once inside the chamber, is absorbed only by mirror reflectivity and the
sample. Since one of the limiting factors is the number of photons reaching the detector,
this technique minimises the effects of losses due to the coupling of light into the
chamber. It also means that the whole sample is illuminated simultaneously to eliminate
time/concentration dependent effects. This type of cell would have been more than likely
the chosen one for this application but these are very expensive. They do also suffer from
the same problems of mirror parallelism discussed in 2.7.2.

19

Chapter 2: Simulation, Instrumentation and Design

2.1
2.1.1

Derived Mathematical Equations for Simulation
Determination of Light Absorption

In order to increase the pathlength of the light through the sample, it was initially
determined to place two parallel mirrors either side of the cuvette. It was decided that
these mirrors would have input and output apertures drilled into them for the purpose of
light coupling. However, before any of the experimental set-ups could be tested,
simulations were performed so that estimates of the number of reflections between
mirrors could be determined as a function of parallelism of the mirrors. The simulations
were also designed to estimate the flux leaving the cell after a given number of
reflections.
The initial phase of the simulation required the appropriate formulae to be derived.
The first formula involved the derivation of light intensity as a function of reflections, as
follows:
M,

M2

l^e

Rf^e

RJ^e'^^.e
-Iccx

Cuvette

Figure 2-1: Reflected light between mirrors M2 and Mi with reflectivity’s of R2 and Ri
respectively.
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For figure 2-1:
lo = Initial Light Intensity
Rj = Mirror 1 Reflectivity
/?2 = Mirror 2 Reflectivity
a = Concentration x Molar absorbivity(c.e)
jc = Distance between mirrors

Mathematically,

I =I
^2

^3

^1^0^

-2oa

-3oa

“

Therefore,

In =

, N is odd

/, =

, N is even

where N = number of reflections.
The above equations yield the light intensity after N reflections. However, since the light
intensity is broadband, then the above equations become

I NX =

. N is odd

(2-a)

>Nx =

, N is even

(2-b)

In;i represents the final light intensity, given N reflections.
The equations hold true on the assumption that the mirrors have a constant reflectivity
over the wavelength range under study.

Cork Institute of Technology
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2.1.2

Determination of the Number of reflections

The next step involves calculating the number of reflections for mirrors of a given length.
When calculating the number of reflections, there are many parameters to consider such
as mirror length, the angle of the mirrors with respect to each other and the input angle of
the light incident on the input mirror. We assume the input mirror is at right angles to the
input light beam. The second mirror is then at some angle with respect to the input mirror
and the input light beam.
As a result, the formula is derived as follows:

M,

M2

Figure 2-2: Beam propagating through the cell.

The angles of reflection shown in figure 2-2 can be derived as follows:
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The incident angle relative to mirror Mi is 90-0. Since the light beam is reflected about
the normal, the angle of the light beam reflected from Mi is 2(90-^) = ^relative to the
input beam.
We now have a total angle at Mi of:
Incident beam -Hreflected beam

= 6+ e
= 26
The light beam reflected from M2 is now at an angle 6 with respect to mirror M2.
The light beam incident on Mi is therefore at an angle 0. However, the mirror is also at
an angle such that the angle of the reflected beam is increased by a function of

as can

be seen from the first reflection. The total angle is therefore
Total angle = Incident angle + reflected angle to normal + extra angle, 6
=6+6+6

= 36
As can be seen, the Nth reflection will create an angle N6 to the mirror. The critical
parameter is the distance the light has moved down along the mirror. If the total number
of reflections causes the light beam to miss the mirror then no more reflections will
occur. If the angle 0 is known then the total number of reflections, and the total distance,
can be extrapolated.

23

Ml

M2

Figure 2-3: The angles and distances the beam creates as it propagates through the cell.

From the above diagram it can be seen that,
a = xTan 6
b = xTanO
c = xTanlO
d = xTan26
This can further be extrapolated to see,
e = xTanW
f = xTanW
So, the total length the light beam travels along the mirrors is,
L = ci + b + c + d + €-\- f -H...
=> L = xTand -I- xTan6 + xTanld + xTanlO + xTanW

xTanW +...

=> L = 2[xTan6)+2{x\.2iX\ 26)+2(xTanW)-\-...
=> L = 2x(Tan0 + Tan26-I-TanW-f-...)
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N=l

L = IxYTanNd

(2-c)

From equations (1-a) and (2-c) the light intensity and the length of mirror traversed by
the light beam as a function of angular deflection between mirrors can be calculated.

2.1.3

Light intensity as a function of wavelength

Since the light source is broadband, the light intensity as a function of wavelength must
be calculated. Using the empirical Quantum Efficiency light curve supplied by the
manufacturer, we derived a simple exponential equation governing the light intensities at
specific wavelengths:
/o =118.39568£"''^^^^"*^
.............................
(mW/m%m)

(2-d)

Hence, the initial intensity can be extracted and the final intensity can then be calculated
using earlier equations.

2.1.4

Determination of Photon counts

It is helpful to have the output flux in terms of photons. A conversion from intensity to
photons can be done using the following derived formulae.
Total energy of photons = Ws
, ,
\hc)
Energy or 1 photon =
^
^

A

Number of photons is =

where, Ws, the integrated energy of photons is.
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WsA
he

(2-e)

lo = light intensity is calculated from (4),
h = Planck’s constant,
c = speed of light in a vacuum,
A = area of input light beam,
t = length of time light is incident upon the cell,
A = wavelength.

2.1.5

Determination of the Pathlength

A first approximation to the total pathlength can also be worked out from formula (2-c).
Since all the incident light makes a right angle with mirror 1, the total pathlength can
simply be found using Pythagoras’ theorem. Referring to figure 2-3 it can be seen that
the input beam is perpendicular to Ml and this can be used as one side of the triangle.
The other side can be obtained from a=xtan0. The distance the light beam has travelled
after 1 reflection is now.
y = X -t-

+ <3^

This can then be repeated for the number of reflections that occur.
When considering the total pathlength, other factors must be taken into account. Since the
light pass through a cuvette, refraction will occur. This has the effect of lengthening the
total pathlength. It can be calculated as follows (referring to Figure 2-4):
G = d.

Sin 6, =

{SinG- *nl)
n2

G, = Sin -1
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(SinG- */il)
n2

{Snell's Law)

0rZ=9O-0,
b=

M2

[w* Sin 0^)
Sin0.r2

Ml

U-

w

M2

Figure 2-4: Light being refracted by cuvette wall.

b is the vertical distance the beam has travelled after 1 refraction. By repeating this for all
refractions, and summing the distance the beam travels after n reflections off the mirrors,
a more accurate pathlength and number of reflections is ascertained.

2.1.6

Determination of the S/N

Some additional maths is performed for graphing and analysis. A key parameter which
needs to be known is the signal to noise ratio. The signal to noise ratio is calculated based
upon the following equation
5/

^ base - abs

^ s.ase

(2-f)

where base is the light intensity with no absorption and abs is light intensity within the
absorption dip (see Figure 2-5).
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A
base
Light Intensity
(mW/m^/nm)

abs
■>

Wavelength (nm)
Figure 2-5: Graphical illustration of parameters used in Signal to Noise calculation.

Various parts of formula 2-f are described in further detail later in this section.
Specifically, during the description of the simulation code the equations used within this
code are detailed further.

2.2

Simulation Software

The platform choices available for the simulation software were Borland C+-1-, Visual
Basic or LabVIEW. Each package has its advantages and disadvantages. However,
Lab VIEW is more graphical based and as such, is not user friendly for programming
complex equations in. C-t-i- is more user friendly for programming complex equations,
but is complex to use when graphical displays are needed. Since both graphical displays
and complex equations need to be programmed. Visual Basic was chosen. Visual Basic
offers the ability to perform both functions in a user friendly environment
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2.2.1

Simulation Code

The code is split into modules or separate functions. The modules can run independently
of each other or they can be run collectively as one unit. The core modules are:

2.2.1.1

Pathlength.frm

2.2.1.2

Intensity.frm

2.2.1.3

Photoncount.frm

2.2.1.1

Pathlength.frm

This module calculates the total pathlength traversed by the light. It does this by
successively working out the angles of reflection and refraction, calculating the
corresponding distance travelled after each reflection or refraction. These are summed to
give the total pathlength and number of reflections until the light escapes the cell.
Below is the key section of code from this module.
'

: : : :

>■:

^

^ :i:

>!= >i==!-

*

:{<

jJ:

'I'hc following is flic Code for Pathlength fnn.
'It eontains a loop whieh ealenlates the pathlength, beam deflection
'and no. of reflections for total mirror length.
'=!: •!= ^

-t

'-i'

^ ^ =!:

'1:t- 't- -i- =!•'

^

-t

^i-

*

^

-'1: >i:

Do
'calculate Iheta

pretheta = 2 * (90 -fi)

'I'heta in radians

theta = pretheta /180 * 3.14

'calculate beam deflection distance

d2 = (2 * x) ^ Tan((n) * theta)
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'Calculate cut rent pathlcui^tl]

U1 = Sqr((d2 * d2) + (x * jcjj

'used to suui pathleugth

Un = (2 * Ul) + Un

'checks which directiou the heaui is travelling

check = inc Mod 2
If check = 0 Then
sinethetar = (nl

'Snell's law

sinethetai) / n2

thetar = Atn(sinethetar/Sqr(-sinethetar * sinethetar + 1))

'inverse sin

'90-angle after refraction

thetar2 = (3.141592654 / 2) - thetar
b = (a * sinethetar) / Sin(thetar2)

'calculate refraction distance

sinethetarS = (Sin(thetar)

'calculate exit angle Snell’s

n2)/n3

law
sinethetai = sinethetar
Else
sinethetar = (n3 * sinethetai) / n2
thetar = Atn(sinethetar /Sqr(-sinethetar * sinethetar

1))

'inverse sin

thetar2 = (3.141592654 / 2) - thetar
b = (a * sinethetar) / Sin(thetar2)
sinethetar3 = (Sin(thetar) *n2)/nl
sinethetai = sinethetar3
End If
p =pl + b
pi =p
ptxt.Text = Fonnat$(p, "O.OOOE+OO”)
dn = dn + d2

'sum the deflection distance

b
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n=n+ 1

'iiicreniem the path manher

inc = inc + 1
Loop Until dn > I
' ;|:

>;<

Jl;

^

'loop until a mirror is exceeded
;!; jj;jj: jj; jj; ;|; -J-

;1; :|;

>!;

;j;

^

^^

;J; >;;

Referring to figure 2-3, first the angle ^ is calculated. The deflection distance of the
beam down the mirror is calculated using formula (2-c). Since 2 sides of a right angle
triangle are now known, the actual distance travelled by the light beam, the hypotenuse,
is calculated. This process is then repeated for successive reflections. Using a while loop
with a counter allows a summation of the number of reflections and hence, the total
pathlength can be ascertained. The loop is continued until the distance of the light beam
down the mirror face exceeds the mirror length, i.e. where no more reflections occur.

2.2.1.2

Intensity.fnn

It is in this module that the absorption is calculated. The module executes pathlength.fnn,
executes Photoncount.frm and then calculates the intensity drop. These values are then
passed into an array and plotted against appropriate variables. The main section of the
code is shown below followed by an explanation.

^

:i:

;!= :i-':!= >!:

•<: sj: :1:

^

=!<

:r5 >i:

'-H 'A- =1; :i-' A-

=1:

'.’r~ :|: :!=

:!< A^ '-'r- :!= A'- A' ^ A- A- =!:

:i: A^- -'r'- A-- :!= A'-

-'fi ^ A-- A- =1=

A^ A< '-’f- >!=

The following is a section of code IVom the ‘Intensity form'
',\i

^

:1: :1c :|c :fc :'C :jc

pathlengthform.run = True

;|c >|c :'C

:1c :1c

:;C :ic

:1c:1c :1c :1: :ic ;lc ;lc :1c :;C :Jc :1c :1c :ic :ic :;C cic CjC :1c c-c :ic

:1c :jc :1c :}ceje :7c ^ ;ic

:iC:;C :ic :1c

'run pathlength.fnn to get pathlength and no.refleetions etc.

31

n.Text = pathlengthform.TextS
CommonDialogl.Filter = "All Files

'no. reflect ions
_ Files

*j| *

(*.bat)\"^.bat”

*.txt\Batch Files
' Specify defonit filter.

CommonDialogl .Filterindex = 2
CommonDialogl.ShowOpen
filenumber = FreeFile
On Error GoTo errorhandler
Err = 1
Open (CommonDialogl .FileName) For Input As filenumber
Do While Not EOF(filenumber)
Input flfilenumber, aray, aray2, aray3, aray4, arayS, aray6
arayS — aray3 /100

'change molar absorhivity from cm to m

num(z) = aray
num2(z) = aray2
nume(z) = aray3
numc(z) = aray4
water(z) = aray5
silica(z) = aray6
z=z+1
Loop
m=z
Close ^filenumber
Do
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Do While Not z = fn

'loop is lo calculate drop of intensity for each of
data point in the file.

photoncountJambda(9) = num(z)

'send waveleni^th value to photon count

photoncount.time(3) = time.Text
photoncount.go = True
101 = photoncount.irrad(5)

'recieves irradiance value from photon count to
use in formula

102 = photoncount.Photontxt
inten(z) = iOl
Ifb = 0 Then
ReDim dynarrayihh)
ReDim wave(hh)
End If
oore = n Mod 2

'check to see reflection direction

t = -(n * (water(z) + nume(z)) * numc(z) *

'c(dculation of power variable

If oore = 0 Then
k = silica(z) * (R2

((0.5 * n) -1)) * (RI ^ (0.5 * n)) * (iOI *10^ (t))

'calculate intensity drop
Else
k = silica(z) * (R2 ^ ((0.5 * n) - 0.5)) * (RI ^ ((0.5 * n) - 0.5)) * (iOI *10^

'calculate intensity drop

(t))
End If
dynarray(b) = k

'build array of intensities
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wave(b) = num(z)
photon(z) = dynarray(b) / inten(z)

'calciibile drop in plioion level

depleted(z) = photoncount.Photontxt * photon(z)
'depleted(Z) = Log(depleted(Z))
b=b+ 1
z=z+1
Loop
f=f+l
Loop Until/= level

The first task of the intensity.frm module is to execute the pathlength/rm, if it hasn’t
already been done. Intensity cannot be calculated without the pathlength. Once this task
is complete and the variable values are passed back, the user is asked to load a file with
the appropriate wavelength, molar absorbivity and concentration values. After the file
has been loaded, the next task is calculating the relevant light intensity values, prior to
absorption, for specific wavelengths. This is done by passing the wavelength values to the
Photoncount.frm module. An intensity value and the number of photons are sent back to
the intensity.frm.
This intensity reading is then put into formula (2-a and 2-b) and the drop in intensity
obtained. The number of photons after absorption can then be calculated from the ratio
///»•
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All of the intensity and photon values are input into an array. Once all data points are
analysed, the data can be plotted. (See the end on this section for an explanation of the
front panel.) The signal to noise, calculated using formula 2-f, is also plotted.

2.2.1.3 Photoncount.frm
Like pathlength.frm, Photoncount.frm can run as a stand-alone module. To calculate its
output, it does not depend on variables from other modules. However, since the entire
simulation is to extract absorption information, then this module is run in conjunction
with intensity.frm. It receives variables, including area and wavelength and processes
these. It then sends the relevant information back to intensity.frm. Below is the section of
code that performs the main calculations.

‘

:!: =1; *

=!; :I:

>!= :!= =1:

=1=

^

H-

'-ic

=1: =1= :!=

>r:

=1= =1= =!=

>!=

>1= ❖

>1:

^

* >i< -I'

^1= *

'The following code is associdh'd with Photoncountf rm
* ;;;

jl; >];

^

^

^

'\i

^

‘i-

^^

'I*

^

^

H' -I' -1^ ^

h = 6.626176 *(10 ^-34)
c = 3 *(10^8)
timel = time(3).Text
'to go from tun to tit

lambdal = lambda(9).Text * (10^ -9)
X

'not necessarv hut hands

- lambdal

areal = area(0).Text
sidearea = sidex * sidey
irradiance2 = 118.39568 * Exp(-17325348 * x)
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'cun’c forttinla to work out

ihc inadiancc

irradiance = irradiance2 * sidearea
Wj = irradiance * areal * lambdal * timel

'fonmila to work out Watt seconds or
total encrify

energy = (h * c) / lambdal

'Jornuila to work out single energy

photons = Ws/ energy

forunda to work out uumher of photons

slitarea = slit * slity
slitarea2 = slitarea / sidearea
photonx = photons * slitarea2
numberofphotons( 10).Text = Format$(photons, "O.OOOE+00”)
slitphotons(4).Text = Format$(photonx, "O.OOOE+OO”)
lambda(9).Visible = False
irrad(5).Text = irradiance
Photontxt.Text = Fonnat${photons, "0.0000")
‘

:i; >|:

t-

>!=

>t-' -!=

^

:i-' :i-': :i; :i: :|;

>i; :!= t- -f:

:!= =!=M-' t-

t-

* ❖ =!= =|: =l< =1; >i:

-'r

After the required parameters are obtained from the other modules, the next task is to
calculate the light intensity of the source at different wavelengths. This is performed
using the equation of the polynomial that was supplied by the manufacturer. Once the
beam area is known, it is multiplied by the area of the entrance area or slit to give the
fractional intensity, and thereby gives the total intensity of the beam entering the cell.
This intensity value is then converted to a number of photons using formula (2-e). Both
light intensity and number of photons values are for the light beam entering the cell. They
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are prior to any absorption that takes place in the cuvette. These values are then sent back
to Intensity.frm for processing.

2.2.2

Front Panel

As mentioned above, there are three core modules to the program, all of which have front
panel displays. For simplicity, we discuss the Front Panel most pertinent to this project,
namely Intensity.frm. Below is an image of the front panel. We discuss only the most
prominent and relevant features of the front panel, referencing this image.
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Figure 2-6: Simulation front panel.

As can be seen from figure 2-6, the front panel is divided up into a number of sections.
Some sections are input and some are output. In general, the parameters needed to be
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input by the user are located towards the top of the panel, while the outputs, graphs and
so on, are located towards the lower end.
2.2.2.1 User Inputs
The inputs are arranged in a cross shape. Starting at the top going clockwise, there is
beam dimension parameters (1), mirror and cell parameters (2), chemical parameters (3)
and refractive index parameters (4).
(1) This refers to the entrance areas, i.e. the beam size after collimation and beam
size after entering cell.
(2) This refers to the width of the cell, mirror reflectivity, length and the tilt angle
between mirrors.
(3) This refers to the chemical composition of the sample under test.
(4) This refers to the refractive index parameters of the cuvette, where nl is the
index outside the holder, n2 is the index of the holder material and n3 is the
index of the contents of the holder.
There are 2 more input terms. They are the time and the length of time the beam is
directed on the sample. Under the stop button there is a text box. In this is the number of
data points in the file you wish to use, n. The default is 20. The program is set-up to
acquire 6 1-D arrays of size n (20). Once all the parameters are entered ‘GO’ can be
pressed and an appropriate file selected.
2.2.2.2 Display Outputs
The outputs consist of 4 parts - two graphs and two numerical values. The top numerical
value refers to the number of beam reflections while the lower one refers to the total
pathlength in meters. The graph on the left of figure 2-6 has 2 components.
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Wavelength is on the x-axis. The left y-axis refers to the light intensity (shown as a green,
exponential decay, line) while the right y-axis refers to the number of photons per second.
Both refer to light leaving the cell after absorption. The graph on the right is the S/N for
increasing concentrations of absorber. All other components on the front panel are for
assistance, such as zoom and cursors.

2.3

Simulation Results

Figure 2-7 is an image of the front panel after completion of a simulation. Also inserted is
the data used for the simulation. There are a few key points to note about this simulation.
1. With the parameters as they are, 478 reflections are achieved with a pathlength of
23.9m.
2. The next feature to note is the 2 ‘dips’ in the graph. These correspond to molar
absorbivity values of 10,000 and 100 cm^mol'* respectively. Absorption is clearly
being observed.
3. The third issue to note is the signal to noise ratio. The S/N ranges from 634 to 637
as concentrations increase. The S/N reaches a maximum because after a specific
concentration, saturation is achieved.

This is only one of many different parameter combinations that was tried to determine the
dependency of S/N on pathlength and so on. On the whole, the simulation software
provided a very useful base for setting up the physical experiment and clearly
demonstrated the advantages of increasing the pathlength. Another feature highlighted by
this simulation is the dependency of the pathlength on the light source input angle. A
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fractional change in the light input angle leads to a substantial change in the pathlength.
For example, in the simulation in figure 2-7, an input angle of 89.999 degrees results in a
pathlength of 23.9m over 478 reflections. If this were decreased to 89.9 degrees, 48
reflections would result, leading to a pathlength of 2.4m. This was a substantial
difference in pathlength for a degree change of only 0.099, -1/10 of a degree. This
simulation proved to be a key feature when deciding upon a design and informed us of
the critical dependence the propagation of the light beam has on the mirrors and light
input angles.
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Figure 2-7: An example of simulated results.
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meatuiedseomoui

2.4
2.4.1

Instrumentation
PDA/CCD

i)

PDA

The project was initially intended to incorporate a PhotoDiode Array (PDA) as a photon
detector. As a result, an extensive search was carried out to find a state of the art PDA at
an affordable price. Many companies now supply PDA’s as integrated parts of an overall
system, e.g. HPLC. This was of no use for the project since all that was needed was the
PDA itself. However, some companies still supply PDA’s as a single unit. These included
L.O.T-Oriel Ltd, Ocean Optics and Roper Scientific. All these companies were contacted.
However, the price of their devices, most well in excess of €15,000, could not be
justified.
ii)

CCD

As a result of the PDA’s being so expensive, CCD’s were examined as a possible
detector. Again, there were some very expensive CCD’s; however, there were a few
companies that provide quality CCD’s at very competitive prices. The eventual chosen
CCD was part of an existing spectrometer system. The CCD chip is an EEV
Technologies CCD. This is a front illuminated CCD with a lumogen coating for better
UV spectral response. It has 1024x256 pixels with each pixel 26pm x 26pm. A copy of
the specifications is attached (Appendix 3).
2.4.2

Light Source

The light used was a Deuterium light source (appendix 1). It is a product of Bentham Ltd
and as can be seen is a strong UV emitter, SOW at 200nm peak.
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2.5

Instrument Control

The CP200 Imaging Spectrograph is controlled via a control box through a GPIB
interface. This interface allows for control of the CCD camera, including parameters such
as temperature control, binning, exposure time, etc. It also allows for the control of the
shutter mounted on the front of the Monochromator, which is linked to exposure time.

Jobin Yvon Ltd supply a software package for computerised control of their equipment.
In the case of the CP200, this package is called SpectraMax. The software can be used to
control all of the parameters associated with the CP200 equipment. This includes CCD
control and shutter control. The package also allows for displaying of the images. It
supports both image and spectral mode. There is also the facility to run it in real-time
mode.

With image mode, the camera is downloaded in full frame resolution. This mode is much
slower since the readout rates are not especially high (typically, full-frame readout is
>3s).

The spectral mode is read out in a Full-Vertical Binning (FVB) fashion. This means that
the columns are summed to give the user one value per column. In this mode, a total of
1024 data points are acquired as opposed to 262144 (1024*256) for full frame. Since the
FVB is done in hardware, the readout time is much faster.

Another vital parameter of this software is its performance of linearisation on the chip
before displaying the data. Since the diffraction grating in the CP200 is concave in nature
and the exit slit is off-axis in the x-direction, the output wavelength scale is not linear in

42

the x-direction. The software compensates for this and displays the spectra in linearised
mode. The software also has various options for saving and exporting the spectra to other
formats.

As a package, the software is very good. It has all the controlling features one would need
in this situation as well as good graphing and analysis techniques. However, once the
program was used in a more extensive manner, spurious phenomena appeared in the data.
While the control of the CCD and shutter seemed reliable, the spectral content did not.
This can be attributed to the CCD read out or to the software analysis performed on the
data after read out. Even with the light source illuminating the entrance slit, the spectral
content of the system appeared to be erroneous.

Wavelength

nm

Figure 2-8: Erroneous deuterium source spectrum. Compare to figure 3-5.

On many experimental acquisitions, the spectral content (Figure 2-8) did not match that
of the expected spectrum (Figure 3-5). Even when using the calibration light source,
mercury, similar erroneous results were found (Figure 2-9 & Figure 3-4b). Some of the
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scepticism in reliability of the system stems from the unavailability of the equations used
by the software package in its linearisation and display.

The formulae used for linearisation of the concave grating and the pixel to wavelength
conversion were not available. As a result, the performance of these formulae and the
manner in which they were programmed into the software package for a given data set
was unpredictable. Even small issues like the mouse pointer disappearing when this
program was running generated doubts about its programming efficiency. The help file
did not contain any information that significantly assisted either.

Wavelength

nm

Figure 2-9: Erroneous mercury spectrum. Compare to figure 3-4.

As a result, a set of drivers was acquired for control of the device through a custom
software package. These drivers (software programs which allow third party software
platforms to control a device) were primarily based in and written for LabVIEW
interfacing. As a result, LabVIEW was the software package chosen to control and
display the various parameters. The program developed is based upon the example
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program provided by Jobin Yvon Ltd. This was expanded upon and more programs were
then written for spectral display. An example of two of the original LabVIEW programs
is shown below in Figure 2-10 a & b.
Imago Acqiiisilinn Oemn.vi *

is

Efle £dit Operate loob ^owse ]iA£indow
-

11 Ja-j|

- jlO-l

Figure 2-1 Oa; LabVIEW control programs for taking images with CCD.

Spectral Acquisition Demo '

Figure 2-1 Ob: LabVIEW control programs for taking spectra with CCD.
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As can be seen, both programs look similar. The main difference is figure 2-10a is in
image mode while figure 2-10b is a spectral display mode. The wiring diagrams, the code
driving these programs, is a simpler version of the program developed for the project.
Since the code we developed is an expansion of the basic program supplied, only the
code we developed will be discussed further. Where overlapping of code occurs, it will
be explained once rather than for each individual case.

The wiring diagrams in Lab VIEW tend to be very large and as a result are difficult to
integrate into a document. To compensate, block diagrams are used here, along with a
brief explanation, to describe the core functions of the programs.

Appendix 4 shows the front panel and wiring diagrams of the main image acquiring
program used. Figure 2-11 shows the sequence of events for all data acquisition in block
diagram form.

No

Figure 2-11: Block diagram for image program.
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The program begins with the initialisation of the GPIB interface. After this, the CCD is
initialised with ‘CCD OPEN’. Prior to the camera acquiring, the parameters are sent to it.
These include exposure time, binning, window if applicable, shutter control if present and
the number of images to acquire. Readout mode is also set to ‘Full Frame’. Once all the
parameters are written to the CCD, the acquisition is started with ‘CCD GO’. This opens
the shutter and the timer on-board the CCD electronics. A ‘CCD STATUS’ is constantly
checked. The program enters a loop until the acquisition is complete and the camera is
ready to send the data. Once an ‘IDLE’ flag is received, the program uses the ‘CCD
READ’ to download the data. If the number of images being acquired is more than I then
GO, WAIT and READ are placed in a loop and executed N number of times. If the use
wants to change timing parameters, for example, the program is stopped and restarted.
There is also some data manipulation in this program. This is due to the fact that a 1-D
array is returned from the CCD. This is then re-shaped into a 2-D array for graphing.
After this, the pixels outside the Region Of Interest (ROI) are removed.

The final data manipulation is only performed where more than one spectrum is acquired.
The program allows one to specify a number of acquisitions. Upon completion of the
acquisitions, the spectra are averaged to give one spectrum output. This is helpful in
minimising the effects of random noise such as cosmic rays. There is also a ‘SAVE’
function in the program which when activated allows the data to be saved to a specified
location.

The performance of the program was extensively tested using a mercury light source as a
calibrator.
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Appendix 5 shows the next program used in the project. This program is, for the most
part, the same as the image program but it operates in FVB mode. This is achieved by
putting the vertical binning to 256, the total number of pixels in that direction. As a
result, the displayed data is in the form of a spectrum, not an image.

The same data manipulation is present in this program as in the last program. Re-shaping,
saving and averaging are in operation in this program. The above 2 programs are the
modified programs for data acquisition. Both performed well and were designed to meet
the needs of this project.

2.5.1

Data Display

Along with data acquisition, more programs were written for data analysis. A key feature
of post data acquisition is display.

Originally, the program only supported 1 spectrum display. It soon became apparent that
more spectra needed to be displayed. The end result is a program that can display up to 5
spectra on a single graph (Appendix 6), explained below.

First, the primary file is specified and read in. The user is then asked if they want to
subtract a blank or reference file. Regardless of this answer, they have the choice to
display multiple raw or calibrated spectra. In the end, either I or many files are displayed,
depending on the choice of the user.
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Figure 2-12: Block diagram for multiple display program.

The following choices are available:

a) Single Raw spectrum;
b) Multiple Raw Spectra;
c) Single Calibrated Spectrum;
d) Multiple Calibrated spectra.

The multiple spectra display is achieved by concatenating the arrays to each other.
However, more than one graph is also present to allow comparisons of multiple sets of
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data such that a comparison of five raw spectra can be compared against five calibrated
spectra.

70000.0 65000.060000.0 S5000.050000.0•45000.0 •40000.035000.0 30000.0 25000.0 20000.0 15000.0 10000.0 5000.00.0 400

500

600

700

800

Figure 2-13a: Five raw spectra displayed with LabVIEW.
66811.0

-

60000.0

-

400

1023

Figure 2-13b: Five calibrated spectra displayed on the same program for comparison. (A
calibrated spectrum has a background subtracted.)

The final LabVIEW program image analysis.vi developed (appendix 7) involves the
display of images in 3-D. The block diagram is essentially the same as in figure 2-12,
with the difference between the programs being the display type. Image analysis.vi
displays full frame images as opposed to spectra in the previous case.
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The images can readily be fed into Lab VIEW and displayed using a very similar
technique to the above case. However, some enhancements were made. One such
enhancement made was the use of software binning. The images were all taken in full
frame mode (binning of 1). To increase the effective number of counts per pixel, software
binning was introduced. This was achieved by summing the appropriate number of pixels
in the specified direction to generate an effectively larger pixel. This does have the effect
of reducing the total number of pixels and thereby the resolution.

2.6

Prototype Cell Design and Testing

After careful consideration of the different cell design types, it was decided that the initial
practical cell design should follow the software simulation. This meant that a set-up
incorporating a 2-mirror approach was the first set-up to be tested experimentally.

Light Source

CP200 Spectrometer and
CCD
Figure 2-14: Schematic of the Original cell design.
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At first look, this approach has many advantages over the other designs looked into, the
obvious one being simplicity. This set-up has a very simple design where two mirrors are
placed parallel to each other. As a result the approach of directing the light in over the top
and out the bottom of the cell was the first to be tried.

For this method to work both mirrors have to be positioned at the exact same height from
the optical bench or else, one mirror slightly elevated with respect to the other. It was
considered that this would be physically difficult to achieve without introducing too
many variables, and that maintaining the alignment of the system would prove extremely
difficult. It would also have been difficult since the mechanical equipment at hand did not
allow for such a set-up to be constructed to the desired accuracy. Another approach was
considered where the mirrors could be positioned directly on an optical bench, yet allow
the same light path to propagate. This involved the drilling of 2 holes in the mirrors such
that a path from top to bottom could be seen (Figure 2-15).

Figure 2-15: Schematic of 2-mirror set-up with entrance and exit apertures drilled into them.
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2.6.1

Hole drilling

The drilling of entrances and exit apertures in the form of holes was essential to the
process of coupling light into the cell. This is because the substrate upon which the
reflective coating is sputtered is crown glass, not fused silica. As such, essentially no UV
light can pass through it.

The drilling of the holes in the mirrors was a very careful process. Solid carbide drill bits
were purchased. The smallest of these had a diameter of 1mm. The process was tested on
non-UV reflective mirrors since these are much cheaper than UV grade ones. The
positions of the holes were first marked. One at a time, they were positioned in a vice on
top of a piece of glass for support. The drilling process had to be performed very slowly.
The drill tip was kept cool by means of water or oil. Eventually the process was
optimised. It was then repeated on the UV mirrors, being very careful with the use of the
oil or water so as not to mark the reflective surface. The mirrors with the entrance and
exit apertures had some fragmentation of the holes on the inside. This was due to the
drilling process as it nears the reflective coat. Since it is sputtered on, it is not as strong as
the rest of the glass. It is also subject to the greatest vibrational forces since the break
through point does not have as strong a surface to push against. This caused the
fragmentation (Figure 2-16).

Drill bit

Mirror

Glass fragments at break through point
Figure 2-16: The drill bit breaking through the reflective surface causing fragmentation.
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2.6.2

2-mirror design tests

After the drilling of the holes, the first test to be performed was determining the
parallelism of the mirrors. They were first tested with a laser. Upon directing the beam in
at right angles to the second mirror, the beam was reflected back upon itself, confirming
the mirrors to be parallel. However, reflecting the light back on itself is of little use in
increasing the pathlength so the laser was rotated up so that it made a slight angle with
the entrance hole (Figure 2-15).

A visual inspection of the laser spot showed 9-10 reflections before the laser exited.
With slight adjustment of the entrance angle of the laser, the same number of reflections
could be maintained getting it to exit the cell. There did seem to be a big drop in intensity
of the laser though. As the entrance angle decreased, the intensity decreased with more
reflections. There also seemed to be a curling effect on the laser such that aligning the
beam on the exit was much more difficult (Figure 2-17a & b)

Laser
spots

•
•
•

•
•

•

•
•

•
Exit

•
•

Laser
spots

•

o

Q

Exit

Figures 2-17(a): The effects of parallel mirrors and (b) the effects of non-parallel mirrors.
When the mirrors are parallel in the x, y, z plane, the laser beam is reflected multiple times
in a straight line. When the mirrors are not parallel the effects are shown n (b) occur.
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The curling effect can be explained by having the laser at a slight angle on more than one
plane as well as having the mirrors non-parallel on a different plane to the xy plane. This
has little effect at first but the further down the mirrors the light travels, the larger the
deflection from the centre becomes (Figure 2-17).

The intensity drop can be explained by poor reflectivity of the mirrors as well poor mirror
surface quality. This has the effect of diffuse scattering of the light.

Figure 2-18: Light being scattered diffusely by rough surface mirrors.

Figure 2-18 shows how an incident ray can have some of its light reflected in a different
direction to the main reflected ray. This is mainly due to the manufacturing process
where the surface finish is not completely smooth (A/4 to A/20 is considered smooth) in
comparison to the wavelength of the incident light. This is quite common in nonscientific research grade mirrors. Also, the smoother the mirror the more expensive it is.
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Even though there seemed a practical limit to the number of reflections achievable by our
set-up, 9 or 10 reflections is still a significant increase in the pathlength over commercial
HPLC cells. As a result of 9 reflections, which means a total pathlength increase of 18
fold, the absorption is increased by 65.7x10^. A test with this set-up was then performed
using the UV deuterium source and the CP200. The results from this are discussed in
chapter 3.

Figure 2-19(a): shows the ideal entrance angle of the laser
and (b) shows (a) from above. The laser and mirrors are, in fact, not parallel.

Evidently a 2-mirror set-up can provide up to 9 reflections with hand adjustments of the
set-up. This equates to a pathlength 9 times that of standard cells. In contrast, we have
seen that the light intensity drops off dramatically with reflection number. More
importantly though, we have found that as the angle of the light entering the entrance
hole approaches 0°, and therefore as the number of reflections increases, all other angles
involved between the light source and the entrance slit as well as the z plane of the
mirrors becomes critical. This makes it much more difficult to get the light to fall on the
exit slit as the number of reflections between the mirrors increase.
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2.6.3

Final cell design

Since the 2-miiTor design appeared to be much more difficult to fabricate in practice than
originally thought because of the need for parallel mirrors in the xyz plane, the next step
was to see if variations of this design proved to be any better. The first choice was the
addition of another mirror under the vertical mirrors. This did not get around the problem
of parallelism however.

On further analysis there seemed to be only one design that could completely avoid the
problem of mirror alignment. This consisted of a cube of mirrors encompassing the
cuvette. (In this case, the cuvette needs transparent UV windows on all sides.)

Exit
Aperture

Figure 2-20 shows a 3-D drawing of the final design. There are six mirrors all facing each
other. Inside is the cuvette. Two of the mirrors contain the entrance and exit apertures
respectively. As can be seen, if all the reflective surfaces are facing in, then the only way
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for the light to escape is through one of the apertures. This design has the potential to
increase the pathlength to a substantial length. This design does not suffer from surface
quality or any curling effects since all of the stray light is reflected back into the cell.
With this design however, determination of the number of reflections becomes inherently
difficult. A lack of knowledge of the number of reflections becomes irrelevant if the
absorption is greatly increased and in any case the average number of reflections can be
deduced from the depth of the absorption. This is because all other variables are known
besides pathlength and absorbance. So if one is measured the other can be extracted.

The construction of the cube involved sets, or groups, of two mirrors being assembled
and then these groups being assembled. The first set consisted of 2 mirrors attached to
positioners. Two more were held in position by a metal frame while the bottom and top
were placed there (Figure 2-21). Due to the positions of the mirrors, the entrance and exit
apertures and the CP200, this was the best set-up with equipment available. There are no
positioners in the market that will accommodate a set-up like this. The only other option
was to machine the piece, but this would have been prohibitively expensive.

A potential problem with the construction was the manner in which the cuvette is
removed. To maintain completely consistent results the mirrors should not moved with
respect to each other. In practice, the top mirror needed to be removed to place the
cuvette inside. If the top mirror was not replaced carefully, another mirror could be
misaligned such that the angles in the cell were different for each test.
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Tests were performed to see just how dependent the output beam was on the mirror
alignment. The results of these tests showed the output light to be heavily dependent on
mirror alignment. As such, for the duration of the testing phase of the sample at different
dilutions, the utmost care was taken when replacing the mirror.

Regardless of any misalignments, this cube cell design is better than the two-mirror
design. Because the light is trapped in the cell, any misalignment causes a decrease in
output light intensity; however, for the two-mirror set-up, a misalignment could result in
no light output.

The results of the tests with the cube set-up are described in chapter 3.
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2.6.4

Optical coupling the light

The coupling of the light into the cell is of critical importance. The light source itself is a
deuterium lamp. The output from this source was certainly not collimated. Collimation is
essential if good output intensity is required. As a result, 4 lenses were used to collimate
to a tolerable level, and to decrease the size of the beam as much as possible. An output
lens was also used to couple the light into the spectrometer.

A diagram is shown below of the set-up used

—^
Cell
—^

Figure 2-22: Optical light set-up.

Using the above configuration, the light was collimated to an opening angle 0.002°. Four
lenses were used due to the restriction in the lenses available.

2.7

Sample preparation.

Solutions were prepared with different concentrations. First, a calibration batch was set
up from which all subsequent batches were diluted. A pipette was used to dilute the
calibration batch with de-ionised water. By adding known amounts of water to known
concentrations, we were able to achieve any desired sample concentrations. From these
diluted sets, the cuvette was filled using the pipette. The sample dilution was critical. The
concentration needed to be known accurately if any reasonable comparison was to be
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made. As such, great care was taken when diluting the batches to ensure accurate
amounts of each substance was put in. The sets of diluted samples were, as a result,
accurately known.
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Chapter 3: Results
3.1

Final Concentrations:

The reference sample was prepared by weighting approximately Img of tramadol and
adding water to bring to the 100ml mark of a conical flask. From this flask, all other
concentrations were produced by means of adding the appropriate amounts of water. The
testing was done on sample batches consisting of dilution factors of 1/4, 1/16, 1/100,
1/200 and 1/1000.

Since the methodology was being developed at this stage of the project, the manner in
which the samples were tested acted like a calibrating technique for future tests. A variety
of testing methods were performed. These included

1. Leaving a specific concentration in the cuvette while parameters, such as
mirror angles and integration time were varied and

2. Leaving the parameters constant while the concentrations were changed.

The reference sample had a concentration of 38.4mg tramadol per 100ml water. This
equates to 1.344mg/3.5ml. Since the cuvette has a capacity of 3.5ml, the concentration is
specified to this amount. By then filling the cuvette to the mark, the concentration can be
accurately recorded. The concentrations

are varied down

to

a minimum of

0.01344pg/3.5ml. This was achieved with the use of pipettes and syringes. An important
point to note is that all chemical laboratory best practices were adhered to, in order to
make sure all glassware was thoroughly cleaned and dried prior to diluting a new batch.
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Otherwise the low concentrations could have been affected by very small trace amounts
of tramadol.

3.2

2-mirror cell results

Initially, the 2-mirror set-up consisted of the two mirrors being placed on an optical
bench opposite one another. The light source and the detector were then positioned such
that light entered at an angle and exited through the drilled hole. This alignment was
performed with the use of a laser. Once all the equipment was in place the spectra were
recorded. The first tests involved the calibration of the set-up with the deuterium light
source. The spectrum was compared with the manufacturer’s light curve to ensure no
unknown absorptions were present and to confirm the system was working correctly. The
next step involved the acquisition of blank subtraction spectra. This was achieved by
filling the cuvette with de-ionised water and testing it to quantify the effects on the light
spectrum by absorption. When the blank was acquired, the next stage or process with this
set-up involved the acquisition of spectra with the sample tramadol diluted in water. This
was repeated for different concentrations of tramadol. These spectra were then compared
to the blank, by subtracting, such that only the spectrum of tramadol remained.

The spectrum of tramadol was found to be flat using this technique. This result was
found for all concentrations. The only way this could occur was if the blank and test
spectra are identical. But we know that tramadol is a strong absorber in the UV region.
Hence the surprising result was due to one of two things,

1. No light entering the cell reaches the spectrometer or
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2. The light reaching the spectrometer consists only of light that has not passed
through the sample.

Since flux from the light source was detected, case 1 could be ruled out. Thus case 2 had
to be the cause. But case 2 can also be divided into more than 1 category:

1. The light by-passes the cuvette completely so no absorption occurs or

2. Light passes through the cuvette but so much scattered light is entering the
spectrometer, the absorption dip is filled in.

Since the light is flooding the inside of the cell, then light must at some stage pass
through the sample. Using UV detection cards and the visible part of the UV source that
is purple in nature, it was easy to see substantial flux of photons being scattered out of the
cell in multiple directions. This was due to the small angles between the mirrors and the
quality of the mirror surfaces. As a result, the flat spectrum was caused by scattered light
from the cell filling in the absorption dip. A variety of angles and arrangements were
tested without improving the results. Hence, the final design of the cube was initiated.

3.3

3.3.1

Cube design tests

Construction

As discussed in section 2.7.3 the final design of the cell was based on a cube of mirrors.
The final construction involved one mirror, face up, attached to the rail. This is called the
base mirror. Two mirrors sat vertically on top of this base mirror at right angles to it,
facing each other while being attached to each other by means of a metal frame. This
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frame also had slots drilled into it such that the distance between the mirrors could be
altered. Unfortunately, a side effect of this was the fact that the angles also changed when
the distance was changed. As a result, more often than not, the mirrors were fixed.

Figure 3-1: The construction of a section of the final cell.
(See also Figure 2-25.)

Two more mirrors were placed on top of the base mirror. However these were not
connected to each other by a frame. These mirrors contained the input and output
apertures. In the original design, these holes were located at the top and bottom of the
mirrors. For ease of manufacture this was not done for the construction. Instead the input
aperture was located at the top while the output aperture was located just below centre of
the output mirror. This allowed the mirrors to be attached to positioners and placed on
dovetails which slide along the rail. They were then slid up to, and flush with, the topside
of the base mirror. It was now possible to arrange the light source and the spectrometer in
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such a way that light fell upon the entrance slit. The final mirror was then placed on top
to complete the construction of the cell.

mirrors

Load screw
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Figure 3-2a: Shows a side elevation of the input and output mirror placement.
(See also Figure 2-25.)

Positioner
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j

^
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/

i

Rail

Figure 3-2b: Shows an end elevation with the dovetail in red and the back of the mirror
in grey.
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While this cell worked well, persistent removal and replacing of the top mirror to
facilitate the changing of concentration values meant that the mirrors were not always in
the same place. It was found, however, that a reasonable tolerance level existed before
significant effects on the output photon levels could be seen. As a result, a calibration of
the photon levels was performed to ensure the tolerance limits had been adhered to after
each change of concentration. (This task would have to be performed even in the case of
a rigid cell design to ensure parameter consistency between batches, i.e. that conditions
for each batch are identical.)

3.3.2

Stability

The stability of the cell is an issue that has been partially dealt with in section 2.7.3. As
shown in section 3.3.1, the cell consists of individual modules that slot together to form
the cell. Each slot has its weakness in stability.

Element 1 consists of the mirrors attached by means of a metal frame. A problem with
this module was that the metal frame can warp. This gives mirrors that are parallel but
not level on the bottom mirror. As a result, light can easily escape through the gaps. This
also has the knock on effect of tilting one of the mirrors.

Element 2 consists of the input and output mirrors attached to dovetails on a rail. The first
problem is the attachment of the mirrors to the positioners. If the glue is uneven, tilting is
introduced. A second problem is that the dovetails have non-adjustable height. So the
attachment of the mirrors to the positioners is critical. The problem with placing the
mirrors is relevant to the problem of module 1. A tilting of the mirrors of module I can
give rise to gaps in the sidewalls of module 2.
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Element 3 consists of the base mirror. This remained fixed and level.

Element 4 consists of the top mirror, which is called the access mirror. The fit of this
mirror depends upon the mirrors underneath it. If they are mis-aligned then more gaps
will appear.

Once the construction of all 4 modules was complete, it was easy to see gaps between
various parts of the chamber walls. This was expected. The accuracy needed to get all 4
modules flush with each other is high. The loss of light was only small in comparison to
the light entering the chamber and thus was not of great concern. The stability of the cell
once assembled was not very strong due to the fact that the modules could move with
respect to each other relatively easily. However, since the experiment was done under
controlled laboratory conditions, this was deemed acceptable since the set-up was only
moved as necessary.

3.4

Testing

As the project developed, the software used to control and display the spectra changed.
Hardware problems continued to arise infrequently such that a change in the software
communication was necessary. Since Jobin Yvon Ltd. supplied software designed for
control and display of the device, when hardware difficulties arose, this software was
used to re-establish communication between computer and the CCD. Also, the customer
support for the CCD and spectrometer usually referred to the SpectraMax software.
Consequently some spectra shown in this thesis are displayed in Lab VIEW while some
are displayed with SpectraMax. This is not a problem since in each case a complete re
calibration was performed. This was necessary after each hardware problem to ensure all
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device parameters were functioning correctly. The first batch of spectra were acquired
using SpectraMax. Software/hardware communication problems forced a switch over to
Lab VIEW where the subsequent spectra were acquired. This change in software does not
affect the spectral content. This is only a change in the method of acquiring the spectrum
and the hardware/software communicatioa

Phase 1 of testing involved the calibration of the cell characteristics. Once the cell was
assembled, a mirror was moved to maximise the throughput efficiency for that mirror.
This was then repeated for all 6 mirrors to get the maximum total quantum efficiency
throughput for the cell. The manner in which this was done was methodical. The 6
mirrors were assembled, the UV light source was directed into the cell and the output
measured in terms of photons. The input mirror was then continuously re-positioned,
while the output was monitored in near real-time, until a maximum flux was detected.
This mirror was then fixed as much as possible. The mirror to the left of the input mirror
was adjusted by the same process to maximise the throughput. This was repeated for all
mirrors to achieve maximum counts. As much as possible, this particular arrangement of
the mirrors was fixed in place.

Phase 2 of testing involved the calibration of the access mirror, the top mirror that allows
the cuvette to be placed in the cell. Since this mirror is repeatedly removed and replaced,
the optimum position of this mirror had to be found. To determine the optimum position
the mirror was taken off and replaced. A re-positioning was performed to achieve
maximum counts. This position was noted. This was then repeated several times to verify
the best position of the mirror.
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The results of this test showed that an optimum position was achievable without
significant difficulty. Spectra of comparable qualities resulted which allowed the next
phase of testing to progress.

Phase 3 of testing involved the insertion of the cuvette (which must be UV transparent on
all sides) into the cell. Like the previous phases, a methodology was developed. After the
insertion of the cuvette, spectra in near real-time were taken. The cuvette was re
positioned to achieve optimum position. This was repeated several times and the best
position and orientation of the cuvette noted.

Phase 4 involved the fabrication of the individual batches of sample solution for testing.
In total, 8 separates concentrations were produced.

Concentration (mg/ml' Dilution
a)

0.384

Standard

b)

0.096

1/4

c)

0.024

1/16

d)

0.00384

1/100

e)

0.00193

1/200

0

0.000384

1/1000

g)

0.0000384

1/10,000

h)

0.00000384

1/100,000

Table 1: List of concentration and dilution factors used.
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These were fabricated using the techniques discussed in section 2.8

With the cell fixed in place and the sample solutions ready, testing of the performance of
the cell began. The first tests involved the calibration of the system. While all
components were calibrated, the entire system functioning as one unit had also to be
calibrated. This was achieved by shining a Mercury light source through the cell and
noting the output. At this stage the spectra taken using the Lab VIEW code were not
displayed in wavelength terms. The x-axis had units of pixels. Because the geometry of
the spectrometer was fixed each pixel corresponded to a wavelength or fraction thereof.
The start wavelength was 190nm but the diffraction grating did not illuminate the whole
CCD. Only 19mm of 26.624 were illuminated which meant the first 7.624mm was not
illuminated. Since each pixel is 26|xm on a side, 7.624mm equals 293 pixels. So the start
wavelength of 190nm is projected onto pixel 292. The finish wavelength is 455nm at
pixel 1023, hence each pixel corresponds to (455-190)/(1023-292)nm or 0.363nm. Using
the mercury light source as a standard, the non-linear wavelength behaviour of the
concave grating could be characterised with a 5* order polynomial. The equation is as
follows

>’ = 0.0557*10

-0.1914*10“^+0.2535*10

-0.1 605jc^ + 49.0206jc-5377.4725 (3-a)

Using this equation the correct position can be extracted. Using equation (3-b) the
conversion from pixel to wavelength could also be performed.

i = 0.3635jc +83.642
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(3-b)

A calibration of the chip linearisation and wavelength was performed. An absolute
wavelength accuracy of at best Inm and at worst 5nm was achieved. This meant that at
best, the pixel to wavelength conversion of the centre of a peak from a mercury source
was accurate to ~lnm, and at worst ~5nm. This was governed by the approximations
introduced by polynomial equations 3-a and 3-b. Note the spectrometer itself has a
resolution of <1.5nm across the chip. Once the data was calibrated no further, calibration
was necessary.

The next step involved replacing the mercury source with the deuterium UV source. The
spectral shape of the UV source in two situations were compared to each other:

a)

light propagating through the cell to the spectrometer

b)

light reaching the spectrometer without a cell present

While the light propagating through the cell had diminished flux, the overall shape of the
deuterium spectrum was unaltered. This meant that, as expected, no light was being
absorbed at any specific wavelength which could be mistaken for an absorption line of
the sample.

Once satisfied the system was calibrated, the insertion of sample into the cell was next.
This involved the use of a pipette to fill the cuvette, removal of the access mirror, and
placement of the cuvette inside the cell. The first solution tested was water, to obtain a
subtraction spectrum. This was replaced with a solution containing a sample
concentration of 0.384mg/ml of tramadol. The concentrations were progressively
decreased until all had been tested.
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The results obtained are shown in section 3.5. However these were obtained without the
use of a mechanical shutter for the CCD (it has a flush parameter which allows the user to
clean the CCD at anytime, an electronic shutter). With the mechanical shutter in place,
the same procedure for obtaining the sample results was performed. This time the spectral
content was different. Possible reasons for this are discussed next in section 3.5.

3.5

Spectrum Analysis

Cell calibration

3.5.1

Calibration of the cell was, as mentioned above, the first step.
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Figure 3-3: Five stacked spectra showing dark frames. Note the enclosed (red) hot section
of the chip plus 2 circled (white) transient cosmic ray type features.

73

This involved the acquisition of a dark frame to inspect the CCD pixels and was achieved
using a mercury light source

Shown below are two spectra. Figure 3-4a shows the spectrum in pixel mode while figure
3-4b shows the spectrum in wavelength mode (which as discussed previously, will
always be displayed).
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Figure 3-4a: Spectrum of mercury in pixel mode.

The region highlighted by the square white box shows the performance of the CCD. By
comparing figure 3-4a and 3-4b, this noise is present in both. The conclusion drawn is
that this is a region on the CCD where hot pixels dominate the noise. However, since
these hot pixels are located below pixel 292, they do not interfere with the spectra
acquired (see section 3.4).
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Wavelength

Figure 3-4b: Spectrum of mercury in wavelength mode.

The 5 peaks at 253.6, 296.7, 365.0, 404.6 and 435.8nm are shown. To the left (Figure 34b pixels 0-160) are the hot pixels. This is the region of the chip that the diffraction
grating does not illuminate, thus not appearing in the data. Although wavelength
calibration is not critical, it was necessary to calibrate the system in wavelength terms to
ensure the system was working as expected.

3.5.2

Cell Testing

Phase 2 involved the integration of the UV light source into the set-up. A spectrum of the
light source can be seen in figure 3-5.
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Wavelength(nm)

Figure 3-5: A spectrum of deuterium without the cell. (This short exposure was 0.1s and already it
nearly saturates the CCD. This confirms the light source was a strong emitter of UV radiation.)

This figure is a spectrum of the light source being focused directly into the spectrometer,
i.e. with no cell. If it is compared to the manufacturer’s spectrum, they look very similar.
The tail off in intensity towards the 200nm region can be attributed to the decreased
spectral response of the diffraction grating and the CCD combined.

The next step was to test the light source being directed into the cell. The light source was
set-up and directed into the cell using the lens arrangement shown in (Figure 2-23).
Figure 3-6 shows this spectrum.
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Figure 3-6: Deuterium spectrum traversing the cell. Note the change in counts from figure 3-5.

If one compares the above figure 3-6 with the previous figure 3-5 of the deuterium light
source, it can clearly be seen that they have the same shape, again confirmation that the
set-up does not introduce spurious absorption structures. The only significant difference
between the two spectra is the integrated counts. Clearly, the light shining through the
cell will have a lower number of counts for the same integration time. However, for a
0.1s integration time, 8000 counts at peak is a substantial detected flux and was more
than enough to display an absorption line.
The next step involved introducing the cuvette, followed by the cuvette with water.
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Figure 3-7: Spectra for cell, cell with cuvette and cell with cuvette plus water.

In figure 3-7 three spectra are shown. In yellow is the light through an empty cell, the
same as figure 3-6. In blue is the light through the cell with a cuvette inside and in green
the cuvette containing water. Again, no absorption lines are present. In fact the only
change is the drop in intensity as the light passes through more substances. All three
substances, water, quartz glass and MgR2 coated mirrors are broad absorbers over the
entire range of the UV source. This is clearly evident.
At this stage, it was clear the set-up was adequate and the spectra acquired thus far were
as expected. The above calibrations were repeated to verify and confirm their accuracy.
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The next step of the testing process involved introducing the sample itself. Although
concentrations of calibrated amounts were tested such that comparisons could be made
against other modem day methods, the first tests with the sample were a training period.
To that end, samples of unknown concentrations were used such that an absorption line
would definitely be seen. The tests also started without the cell in the line of sight of the
spectrometer. After an unknown concentration caused complete absorption, a known
concentration of 2mg/35inl was used. Its spectrum, compared with the light source only,
is compared below.

Light only

2mg/35 ml
Tramadol

Wavelength(nm)

Figure 3-8: Spectrum of tramadol at a concentration of 2mg/35ml.
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The tramadol curve follows the light curve very closely at the higher wavelengths until
the absorbance wavelength is reached. A substantial absorbance is observed which
indicates that 2mg/35ml has a very strong absorption line at ~270nm. This concentration
was a good marker when deciding upon the concentration of the calibration batch later
on. The cuvette was placed inside the cell and the procedure repeated. The result was
very similar, the only difference being the flux, as expected.
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Figure 3-9: Spectra showing progressively decreasing concentrations from an initial
concentration of 2mg/35ml through the cell.

As one can see from figure 3-9, the decreasing concentrations show a less absorbant line.
There are a few points to note about this figure and figure 3-8. First, the flux is much less
in figure 3-9 than in figure 3-8. This is due to the cell being introduced into the set-up and
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the sample being placed in the cuvette within the cell. While the 2mg/35ml absorption
dip is very strong, it does not necessarily completely absorb all photons at that
wavelength. While this concentration was a good indicator of absorption, a slightly
stronger standard concentration was used when the cell was being tested (see Table 1).
Secondly, the shape of the absorbance dip indicates that it is not a line absorber. It has
one prominent absorbing wavelength (271nm), but on either side of this absorption also
occurs. It should also be noted that another absorbing feature appears to be present at
below ~230nm. This can be seen by the sharp slope of the spectrum at ~235nm.
The next step involved calibrated concentrations. The first to be tested was the standard
of 0.384mg/ml. The subsequent batches of decreasing concentrations were then tested.
Figure 3-10 shows the spectra of the first 3 concentrations, as listed in table 1.

concentration

concentration

/
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'

Standard
concentration

Wavelength(nm)

Figure 3-10: Spectra of calibrated concentrations.
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The difference between figure 3-10 and 3-9 is the initial concentration. The standard in
figure 3-10 is stronger than that of figure 3-9. As a result both the 1/4 and 1/16 dilutions
for figure 3-10 will be stronger absorbers.
At a dilution of 1/16, the absorbance by the sample is still very evident. Lower
concentrations of sample in the cuvette were tested, and in figure 3-11 absorbance due to
tramadol with a dilution of 1/10,000 is apparently observed, and is circled in white.
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Figure 3-11: Absorption of sample at decreasing concentrations.
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This equates to a concentration of 0.0000385mg/ml or 0.0385pg/ml. The final testing
concentration was performed with a dilution factor of 1/100,000 of the standard.
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Figure 3-12: Concentration of 3.84ng/ml.

At this concentration, 3.84ng/ml, the apparent absorbance encircled is too similar to the
spectrum of water to be sure it is caused by absorbance. The apparent dip was caused by
some of the sample solution coming into contact with the mirror surfaces such that an
absorption occurs. As a result, the limiting concentration of this particular set-up is of the
order of 0.00385pg/ml.
Looking at figures 3-10 to 3-12, the absorption dip can clearly be seen to decrease as the
concentration decreases. However since the absorption is a band and not a line absorber,
the calculation of S/N becomes difficult. This is made more difficult by the reference
point moving. Looking at figure 3-10, it can be seen that the highest count value for 1/4
dilution is higher than that of standard concentration. This means that the variable b in
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equation 2-f is not a constant in the experimental set-up, leading to the possibility of
erroneous values of S/N being calculated. This could be due to the physical set-up being
slightly different for each acquisition. When replacing the cuvette with a new dilution,
care was taken to replace the access mirror in the same position. On occasion, this was
difficult and resulted in slightly different spectra.
At this point of the testing phase, two things occurred. The first is there were hardware
problems with the CCD and the second is there was a change of rooms. So the whole set
up had to be moved to another room. As a result, all the calibrations had to be re-done.
This time, a mechanical shutter was also put in place. The effects of these changes meant
the results in this set are not identical to the previous set. Nonetheless, they inform us of a
number of parameters that could help with future developments.
As with the first set-up, the initial process involved calibration. Again, a mercury source
was used to illuminate the cell and the resulting spectrum was plotted.

Figure 3-13: Five strong emission lines of mercury. The above spectrum has been dark
subtracted.
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The next step was the calibration of the UV source through the cell. A cuvette with de
ionised water was placed inside the cell and illuminated with UV radiation and the results
can be seen in figure 3-14.
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Figure 3-14: UV source illuminating the cell.

As the spectrum above shows, the new configuration shows considerable deterioration in
terms of flux throughput and thus integrated counts. Since the counts were smaller, the
integration time was increased to 180s. However, the major absorbing wavelength of the
sample is still strong, so further tests could be performed.
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The first test to be performed was with a concentration of Va dilution of the standard.

2«)

260
280
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Figure 3-15: Va dilution showing a strong absorption band.

Comparing the above figure with the calibration spectrum, a strong absorption can easily
be seen. This confirms the set-up was working correctly, if not as good as previously.
A dilution of 1/16 standard concentration was then used followed by a dilution of 1/1000.
The 1/16 spectrum clearly contains an absorption band while the 1/1000 appears not to
contain an absorption band (Figure 3-16).
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Figure 3-16: 1/16 dilution absorption band while 1/1000 appears to have none.

This suggests that the limit of detectability for this particular set-up had been reached at a
concentration below 1/1000 of standard.
To get an accurate indication of the performance of the cell, the spectra must be
compared against light illuminating the cuvette without passing through the cell.
Because the UV light is directed straight into the spectrometer through the cuvette, the
integration time was greatly decreased (Is). Figure 3-17 contained spectra at the same
concentrations as tested with the cell.
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Figure 3-17: The effect of different sample concentrations on the spectrum, without the cell.

The most notable, difference between the sets of spectra is the noise. The spectra
obtained from using the cell have much more noise than those without. This noise seems
to be accounted for by the CCD. It cannot be due to photon noise, because the integrated
fluxes in figure 3-16 and 3-17 are very similar. It is likely that 180s of integrating results
in greater visibility of warm pixels and, of course, a greater incidence of cosmic rays.
The spectra in figure 3-16 and 3-17 show that at a dilution factor of 1/1000 standard, the
absorption band is not apparent. So the performance of the cell is comparable to the
performance of system without the cell. To confirm this result though, a more in-depth
analysis was required. This involved the subtraction of the calibrated spectra such that a
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spectrum of the sample only is displayed. This was performed by means of Lab VIEW
coding (Appendix 6).

Figure 3-18: Absorption by the sample only in the UV region.

In figure 3-18, the absorption can clearly be seen. The absorption at 271nm and 230nm
can be seen for concentrations of 0.096mg/ml and 0.024mg/ml. The final spectrum, in
blue, with a concentration of 0.000384mg/ml does not show absorption at these
wavelengths. This implies that the limit of detectability for this sample with no cell has
already been reached.
If now apply the same technique to the data collected with the cell, which has an effective
pathlength increase, we get the results shown in figure 3-19.

89

23708.3-

22000.020000.0-1
18000.0
16000.0-1
14000.0
12000.0

/

10000.0

.■‘'I'

6000.0

1,

6000.0-1
^

4000.0

^

2000.0

0 .0 -2000.0-

/

-4000.0-

I

'■'.1

lyjj,

j

-6000.0

'

,„

'

-eooo.o
'10000.0
-12000.0-1

-14201.7
100

150

200

250

300

350

400

450

500

550

600

650

700

750

800

850

900

950

Pixels

Figure 3-19: Absorption by the sample through the cell.

The spectra in figure 3-19 have similar features to the spectra acquired without the cell.
There is a gradual decrease in the strength of the absorption band as the concentration
decreases. The difference between 1/4 stock dilution and 1/16 stock dilution is visually
deceiving. While it appears both spectra have very similar absorption strengths, by
raising the 1/16 base to the same level as 1/4, they in fact do not. Applying the signal to
noise equation, used during the simulation phase, to the peak at 271nm the 1/4 stock has a
S/N -146 while the S/N of the 1/16 stock -106. On close inspection of the 1/1000
spectra, at 271nm there is an apparent absorption with a S/N of ~12.
There is a deterioration of the performance of the system compared with the previous
system. As a result, the system was entirely re-calibrated. All mirrors were tested for UV
reflectivity and all were found to be strong UV reflectors (we were concerned non-UV
mirrors had been used accidentally). All the concentrations were re-made from the
calibration batch and the spectrometer was also tested. This led to no improvements in
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the results. This suggested that initially either the mirror angles are critical with this set
up or scratches on the reflective surfaces of the mirrors compromised the system.
However the difference between the systems was such that these parameters did not
sufficiently explain the deterioration. A deterioration in the performance of the CCD
could explain the poorer performance of the set-up. The on-board electronics not
performing efficiently or the UV coating of the CCD lifting off the CCD would certainly
reduce the performance and sensitivity of the CCD, thus significantly affecting the data.
Since the project finished, the CCD was sent back to the manufacturers due to problems
with the CCD. The manufacturers report indicated that the pettier cooler did not work and
this particular CCD needs this cooler functioning to work correctly. This post project
information indicates the deterioration of the set-up was, at least partially, due to the
CCD.

3.5.3

Full-frame image display

In order to gain a better understanding of how the spectra appear on the chip prior to
analysis a number of CCD images were acquired in full frame mode. A selection of these
are shown below with key features highlighted.
The full frame acquisition was performed using a similar structure to the spectrum
acquisition. Figure 3-20 shows the acquisition with the cell in place.
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Figure 3-20: Full-frame images through the cell at decreasing concentrations
The above images had an integration time of 180s.

Figure 3-21: Full-frame image without the cell, for decreasing concentrations.
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The images show the absorption band disappearing as the concentration is decreased
(anti-clockwise from top left). Top left is 1/4 dilution (0.096mg/ml). As you view the
image from right to left, the light source can clearly be seen to fade just below pixel 600
and re-appear at pixel 500. This corresponds to the sample absorbing the light in that
section of the spectrum. If the same trend is applied to the lessening concentrations, the
absorption band is still present in 1/16, though not as dramatic. It can be seen in 1/100
dilution also, though at this stage it is very faint. In 1/200 dilution, no absorption can be
seen. These images also show the noise (spikes present in the spectra) the CCD generates
at long integrations.

Figure 3-22: 3-D images showing the disappearance of the absorption band with no cell.

If the same analysis is applied to these images, the same pattern emerges. A clear
absorption band is visible for a dilution of Va, while at 1/200 dilution no absorption is
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observed. It should be noted that converting these images to spectra will enhance the
visibility of the absorption at 1/200 dilution. When vertically binned, notice that the noise
generated by the long integration times is not present here since an integration time of Is
was adequate.
Figure 3-22 shows another feature of the CCD. Looking closer to the right side of the
images, a line appears to be present. This occurs within the first 3 rows in every frame.
This is inherent in the CCD but is not a problem since it is constant and can easily be
extracted from the images by subtraction, or avoiding.
Another key feature to note about figures 3-20 to 3-22 is that the CCD is not evenly
illuminated. There is a decrease in the performance of the system since light is being
focused differently onto the CCD at different wavelengths. Ideally, to maximise
performance the CCD should be evenly illuminated in the y-direction. Another way of
maximising performance when the full CCD is not evenly illuminated is to select a
region where the CCD is evenly illuminated. Figure 3-20 illustrates this. The illuminated
portion of the CCD is clearly only between rows 30 - 125. All other pixels outside this
region increase the noise levels when a spectrum is taken. To maximise S/N, only the
illuminated area should be used to generate the spectrum from. During this project,
region selection was not performed, but this would certainly be a feature in future tests
when attempting to maximise S/N.
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Chapter 4: Conclusion
We discuss the results of the simulations and experimental work separately.

4.1

Simulation Results

The first step in the project involved the derivation of the mathematical functions
necessary to the simulation of the theoretical design. All the parameters that are
influential in determining the total absorption had to be understood and controlled
(section 2.1).
The first of these was the determination of light intensity as a function of the number of
reflections. This yielded two equations, depending upon the reflection number:

Li =

.N is odd

Li ~ ^2^*'

,N is even.

Both equations give the light intensity after exiting the cell in units of lo (mW/nm/m^).
The second important equation to determine was the total number of reflections. These
can be determined using the equation:
N=\

L = IxYjanNG

The total number of reflections can be determined by noting N, the number of reflections,
until L exceeds the mirror length. The third important equation to determine for
simulation accuracy was the total pathlength. This equation was derived using Pythagoras
theorem and the angles the reflected beams make. This simple derivation yielded:

y = x+

+ a^

where a=xTanO.
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By repeating this for all reflections, the total pathlength was determined.
Other equations were also derived which give a more precise determination of the
pathlength taking into account refraction and also give the intensity of the light in terms
of the number of photons (2-d and 2-e). A final equation was derived to determine the
simulated S/N (2-f).
By controlling these parameters, we allow ourselves the opportunity to maximise our
pathlength and S/N. And by controlling these all at the same time, we can achieve this
while changing the least number of variables, i.e. keep it as simple as possible.
The combination of the mathematical functions coupled with the software developed,
gave us insight into the difficulties and benefits of changing parameters.
The code contains many parameters that need human input. This is essential since each
parameter can give large changes in the predicted results. The software package used was
Visual Basic. As can be seen from the derived mathematical formulae, numerous
equations had to be programmed (see section 2.2). The simulation software was split into
separate functions to simplify the coding. These are Pathlength.frm, Intensity.frm and
Photoncount.fnn. All three calculate various parameters but it is Intensity.frm where all
the simulated results are displayed.
The results of the simulation are highly instructive. Looking at figure 2-6 with the input
parameters set-up as shown, 478 reflections of the light beam will result. This produces a
pathlength of 23.9m with the same physical dimensions as for a single path of 50mm in
the simulation. Two strong absorption lines can be seen by simulating sample
concentrations and molar absorb!vities. The graph on the right showing the S/N shows a
levelling off effect. This is because the simulated samples saturate. This can be seen by
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the dip on the left graph going to zero. Increasing the concentration at this level will have
no further effect on the absorption dip so no increase in the S/N is detected either. It
should also be noted that the graph on the left has two y-axes. In green on the left is the
intensity while on the right is the number of photons. Both axes show a strong absorption
dip but also a high level of flux after 478 reflections.
A number of simulations involving different parameter settings were performed using
this software. For example, the input angle of the light was altered from 89.999 to 89.9
degrees. This had a profound effect on the results. The number of reflections decreased
from 478 to 48, decreasing the pathlength from 23.9m to 2.4m. This represents a
substantial decrease in performance for an angle change of ~0.1 degrees. This software
demonstrated the dependence of the pathlength on variables such as input beam angles
and mirrors angles that turned out to be crucial when setting up and testing the cell itself.

4.2

Experimental Results

Absorption spectroscopy is governed by the Beer-Lambert law (equation 1-a). With
respect to this project, this law states that to detect lowering concentrations, the
pathlength should be increased. Careful consideration was given to the cell design when
deciding upon the methods of pathlength elongation. As discussed in chapter 1, many
different cell types were deliberated over.
The first of these was the White cell This cell consists of 3 concave mirrors all with the
same focal length (Figure 1-3). The most basic form of this cell reflects the light three
times such that the light passes through the sample 4 times, an increase in pathlength of 4.
This design was not chosen primarily because of its dependency on large mirror
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separation for large numbers of reflections. It is also expensive and maintaining the
correct mirror angles is complex.
The second was the Herriott cell. This consists of two spherical mirrors separated by
nearly their radius of curvature. One of these mirrors has a hole in its centre used as both
entrance and exit aperture (Figure 1-4). The number of reflections depends upon the
entrance angle of the light, the mirror angles with respect to each other and, more
importantly, the mirror separation. This mirror separation, which needs to be large to
generate a large number of reflections, was the prime reason for not choosing this design.
The third cell design was Cavity Ring Down cells. This cell type is very different from
the previous cell types, consisting of two concave mirrors which form a resonating
chamber (Figure 1-5). A laser is coupled into the chamber by frequency matching to a
mode of the chamber. The laser is then switched off. As the light is reflected between
mirrors, small amounts of the light leak out and are detected. This leak is recorded
against time and an exponential decay results as a function of sample absorption. This
technique was not chosen for a number of reasons including the cost and monochromatic
dependency of the set-up.
The final design examined was the Pockell cell. This cell consists of two flat mirrors
facing each other. The reflectivity of these mirrors can be controlled by an electrical
potential applied to the mirrors (Figure 1-6). By reversing the polarity of the applied
potential, the mirrors can be made transparent to the light. The number of reflections
depends on the mirror parallelism along with the length of time the light is allowed to
reflect in the cell. This cell was not chosen primarily due to its high cost as-well as
foreseeable difficulties in incorporating the cell into existing HPLC’s.
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While all of the different cell designs offer benefits in some areas, not all are applicable
to the scope of this project. Those that are applicable, like the Pockell cell, are far too
expensive for this project.
As a result, our own cell design of 2 mirrors, placed 10mm apart, with an angled input
beam was decided upon. This progressed into a 2-mirror design with apertures drilled
into them. This allows for easier light coupling into and out of the cell. This cell was
extensively tested with both monochromatic and polychromatic light sources. The
monochromatic laser demonstrated the dependence of the path on the design and build
quality of the cell. Not only is the input beam angle critical, but also the mirror angles
with respect to each other must be precisely parallel in the xyz plane. Along with the
mirror surface quality, all factors influence both the total number of reflections and the
total light intensity throughput. The mirrors must be as parallel as possible such that the
only factor affecting light propagation through the cell is the beam input angle. The
mirrors must have a surface quality of better than X/4 such that as many photons as
possible propagate. The laser spot curves as it travels down the cell walls, such that the
spot no longer exits the cell through the aperture. This is a symptom of mirrors not being
parallel in the xyz plane. While alterations, including laser rotation and mirror angle
adjustment, were made to the cell to counteract this problem, the resulting efforts clearly
demonstrated the complexity of this cell design. However, a set-up was achieved in
which 9 reflections were observed on each mirror face (an increase of 18 in total
pathlength). This is still a significant increase in pathlength over current methods using
one standard 10mm cuvette. This pathlength increase has a major impact on the
absorption because of the exponential dependency of the two.
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Subsequent to initial tests, the UV source was integrated into the system. Tests with the
UV source were first performed without the cuvette and sample, and subsequently
calibrated with the cuvette in place. Surprisingly, no absorption spectrum was evident
throughout the entire testing of this cell design. The only spectrum recorded was that of
the UV lamp itself.
The fact that light was entering the cell and exiting the cell through the entrance and exit
apertures was confirmed visually using the visible portion of the light and also safety
goggles and a UV detection card. This same light entered the spectrometer and it was
reasonably expected that an absorption line should have been present when the sample
was placed in the cell. This behaviour suggested one of two things. Either the sample was
not a strong absorber over the wavelength range examined or light from the light source
was illuminating the spectrometer slit directly. It was known from tests of the tramadol
sample without the cell that the sample concentrations used in the experiments should
have been sufficient to exhibit absorption. Thus it was concluded that direct illumination
of the spectrometer slit was the problem. This was the result of the 2 mirror set-up
allowing light from the source to be reflected within the cell but not through the sample
in the cuvette, thereby by-passing the tramadol altogether. Even though some percent of
the light was being reflected through the cuvette before reach the spectrometer, the
resultant spectrum was dominated by that of the deuterium lamp. Pathlength elongation
did occur for some of the light but was not evident since the photons at the absorption
wavelength were detected directly from the light source itself. In essence, two spectra
illuminated the spectrometer, one with absorption and one without absorption, with the
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latter dominating. Since the simulations indicated a need for the mirrors in a 2-mirror
design to be extremely close to parallel, it was decided to try an innovative design for the
cell which had never been tried before.
This came about in the form of the cube design (Figure 2-24). This consisted of six flat
UV reflective mirrors all facing each other. Two of these mirrors opposite each other
have an entrance and exit aperture drilled into them. By placing the side mirrors of the
cube flush with the cuvette, all light entering the cell must pass through the cuvette at
least once. The design had a significant advantage of ensuring that all light entering the
cell must exit through an aperture, with minimal loss due to gaps in the cell walls. With
appropriate shielding of the surrounding areas the consequence of this is that no light can
get to the spectrometer directly from the UV source, and rather must pass through the
cuvette. This solved the problem with the 2-mirror set-up.
The new cell design was tested on two separate occasions, both of which necessitated a
complete build. This was the result of hardware problems and a change of location for the
cell to a new dark room.
The first sample test involved a concentration of 2mg/35ml (Figure 3-9). This resulted in
complete absorption of the light at that particular wavelength band and was therefore a
good marker for future tests. To get a more thorough understanding of the capability of
the cell to detect absorption at differing concentrations, the concentration was diluted by
adding known amounts of water to a calibrated standard batch that was prepared with a
concentration of 0.384mg/ml or 13.44mg/35ml.
The first standard concentration to be tested can be seen in figure 3-10 (see Chapter 3,
Table 1 for calibrated concentrations). As expected, this concentration easily achieved
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complete absorption. This standard was then diluted, first by 1/4 and then by 1/16.
Referring to figure 3-10, a gradual decrease in the level of absorption as concentration
decreased was noted. Further dilution of the standard followed.
Dilution factors of 1/200, 1/1000 and 1/10,000 (the latter corresponding to a
concentration of 0.0384jLig/ml) absorb the light at 271nm (Figure 3-11). Encircled in
white, the absorption of the sample at a dilution of 1/10,000 can clearly be seen. This
represents an improvement in the detectable level over a concentration of 1.43mg/ml
commonly used in industry for this sample.
A further dilution to 1/100,000 yielded a spectrum that cannot conclusively be said to
contain absorption (Figure 3-12). By looking at the spectrum, an absorption dip is
apparent however, on further testing with water only in the cuvette, this dip was still
present. It was concluded that the absorption feature was real, but was caused by a
residue of tramadol adhering to one of the mirror surfaces. Since it is not advisable to
clean UV enhanced mirrors with anything other than compressed air and no spare mirrors
were available, there was no safe method for removing this new contaminant. It was also
at this point in the testing process where hardware problems and a change of rooms
altered its progression. Recalibrations of the hardware and software, as well as cell
reconstruction would had to be performed. Based upon the first set of tests, a
concentration of 0.0384pg/ml was used as the benchmark for the minimum detectable
concentration.
The second set of results however, showed a marked deterioration in the performance of
the cell compared to the first set-up. The level of deterioration can be highlighted by a
comparison of spectra with the UV source illuminating the cell. By comparing figure 3-
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14 with figure 3-7, the deterioration is evident. When the cell was reconstructed the
integration time of the CCD had to be increased to 180s from Is to achieve an acceptable
number of counts. In doing this, the effects of hot pixels and cosmic rays on the CCD
were also increased.
Looking at figures 3-15 and 3-16 and comparing them to figure 3-14 (UV lamp),
absorption can clearly be seen for dilution factors of 1/4 and 1/16. However it is not clear
if the dilution factor of 1/1000 shows absorption with the reconstructed cell. By
comparing the spectrum of 1/1000 dilution sample of this set-up, with that of the 1/1000
dilution sample with set-up 1 (Figure 3-11), a massive deterioration in the performance of
the set-up is seen. This was initially attributed to the reconstructed cell being slightly
different to the original cell, as well as increased mirror surface (and hence reflectivity)
deterioration caused by scratches and other markings. A comparison to a system with just
the cuvette alone indicated that the cell appeared not to provide any improvement in the
detectable level of sample (Figure 3-17).
This result had to be verified. By performing a blank (reference) subtraction on both sets
of spectra, with and without the cell, a complete analysis of the spectra could confirm the
initial result. The spectra without the cell were first tested. Looking at the results, figure
3-18, clearly shows 1/4 and 1/16 absorbing while 1/1000 is not. This procedure was then
repeated on the data with the cell. Figure 3-19 shows the results. Dilution factors of 1/4
and 1/16 show absorption while 1/1000 now shows signs of possible absorption. When
the S/N is worked using formula 2-f, a S/N of 12 was obtained. This was sufficient to
suggest absorption occurs. This meant that the cell was out-performing a set-up with no
cell by a factor of 10.
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The deterioration of the cell performance remains difficult to explain. It does not appear
to be a direct result of loss of UV reflectivity of the mirrors through scratching or
contamination, nor does it appear to be due to small changes in the geometry of the
mirrors (since this was previously tested). A plausible explanation is that the CCD had
begun to malfunction. This is supported by the fact that the CCD was subsequently
returned to Jobin Yvon Ltd and had to be repaired. They informed us the malfunction was
due to a loss of cooling by the peltier cooler. Unfortunately it was not possible to test the
cell with the repaired CCD prior to the completion of this thesis.
The final testing of the cell was completed with the CCD in imaging mode. This was
performed, especially in consideration of future testing, to see if the set-up was utilising
the CCD as efficiently as possible. The results of these can be seen in figures 3-20 to 322. As can be seen in figure 3-20, the images clearly show absorption decreasing as
concentration decreases. This is also evident in figure 3-21 and 3-22. However, the output
from the fibre only illuminates a portion of the CCD. This is not the most efficient
method of using the CCD in spectral mode. In future testing, either the light should be
refocused to fully illuminate the CCD, or better still, the output should be focused onto
two or three rows of pixels.
The highest performance of the cube cell was achieved with the first set-up with the
lowest concentration detected being 0.0384pg/ml. While an improvement in the
detectable level of this sample over modem industrial techniques used with tramadol was
made during the course of this project, the limit of detectability for UV detection systems,
or this cell, was certainly not reached.
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4.3

Future improvements:

While this project was only a step, albeit a crucial one, in the development of this type of
cell, a number of changes should be made to improve the performance of future designs.
A critical improvement to be made is the construction of a rigid cell. A cell where the
reflective surfaces are independent of each other, offers much more stability to the
system. To truly test the limits of this cell, a rugged and transportable cell must be made
such that consecutive tests are not affected by the angles of a mirror being changed.
The ideal set-up would consist of a cuvette with the reflective UV coating sputtered onto
it.

0

Figure 4-1: A cuvette with sputtered UV coating

With this design, no holes are drilled into the glass. Since the cuvette is UV transmitive,
holes in the sputtering process would suffice to allow light to be coupled into and out of
the cuvette.
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Another possible design improvement for inline use is with the use of a manufactured
block with UV reflective coating on the inside and holes drilled into the aluminium block

Figure 4-2: Cell design with UV reflective block for continuous use

These are two possible improved designs of the cube. There are many designs that would
have to be researched for future designs, especially when inline applications are being
considered.
Improvements in the optics should also be made. Coupling light into the cell and into the
spectrometer could be improved with higher-grade optics. Another possibility is with the
use of fibre optics, which would allow all the light to be directed through the cell.
Ideally, improvements should also be made to the hardware and software being used.
These devices, such as the spectrometer and the computer, are vital to obtaining credible
results and the interpretation of the data.
Also, the section of the CCD used must be evenly illuminated to ensure the most efficient
use of the CCD.
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Appendix 1
Bentham Instrument Ltd
Manufacturers graph of the UV light source
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Appendix 2
Jobin Yvon Ltd CP200 Imaging Spectrograph
Manufacturers data sheet for the spectrometer. Also included is a diagram showing
the image plane and detailed measurements of the CP200
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designed specifically for using fiber optics
with linear or matrix array detectors
First spectrograph to employ Jobin Yvon’s new
unique patented class of flat field stigmatic image

• Very high throughput due to its F/2.9 aperture and
stigmatic imaging.
• Unique geometry eliminates zero order

quality gratings.

retroreflections.

Spatial imaging quality to accept up to 20
100 |i fiber inputs in a 6 mm high entrance slit

# Easily interchangeable gratings.

without crosstalk on most matrix arrays.

# Optional integrated shutter for background

Extremely stable and rugged - no moving parts.

DIVISION

subtraction.

JOBIN
WON

d'INSTRUMENTS

Specifications
Focal length : 190 mm
Aperture : F/2.9
An initial series of gratings available in easily
interchangeable mounts provide the following
characteristics :
Spectra] coverage

190 to 820 nm 285 to 1230 nm ■ 190 to 455 nm^

Grating groove density

■[

200 g / mm ;

.133 g / mm , - 360 g / min.

''-'J}

< 3.5 nm '

< 4 5 nmT" i' < 15 nm -

Resolution:’
Spectrum'disper^d over

25 mm

',25 mm .

ENHANCED PRISM SOFTWARE
The Enhanced Prism Software package, designed for
IBM PC and approved compatible computers, contains
completely integrated programs with special routines for
acquisition and data processing. It can be used with all
types of detector including multichannel and
double - multichannel detectors.

19 mm

Entrance Slit : Drop in type ; 50, 100 and 250 p
adjustable 0-8 mm in height. Other widths available.
Focusing adaptor for J.Y. and most other (not needed)
multichannel detectors supplied standard with
spectrograph. Detector type should be specified with
order.

EXCLUSIVE FEATURES
■ Calculates exact coverage on detector in user-selected
spectral units.

Optional adaptors for selected CCD and other imaging
systems available at additional cost.

■ Sets desired coverage on detector.
■ Automatic acquisition and subtraction of background.

Integrated shutter mechanism for background subtraction
available.
NOTE : Due to inclination of the image plane, the dispersion of the CP 200 is
non - linear. Jobin Yuon’s Enhanced Prism Software includes an automatic
linearization routine for accurate wavelength determination.

FLAT FIELD SURFACE IMAGING
25 mm width x 8 mm hsigth

■ Linearization of multichannel spectra in user-defined
spectral units.
■ Standard data manipulation programs : area, baseline
correction, subtraction, title plots, 1st & 2nd
derivatives, compare, division, peak labeling, glitch
correction, LOG, LN coaddition, smooth (5, 9, 15, 25
pts) automatic summing, K [ + - X / ].
■ Automatically stored acquisition parameters and
history of manipulations performed. User comments
can be displayed on screen or printer.
■ Conversion of data files to and from ASCII format :
permits easy transfer and manipulation of spectral
data with other commercial software or user written
routines.
■ The Enhanced Prism Software package is fully
developed by INSTRUMENTS S.A. Jobin - Yvon.

ENTRANCE SLIT

du Canal, B.P. 118- 91163 Lohgjumeau Cedex (France)
Jel.q(33) 1/69093493 .,;relex: JOBYVON 602882
Telecopy(33) 1/69090721
INSTRUMENTS S.A, Inc
INSTRUMENTS S.A. GmbH
INSTRUMENTS S.A. UK Ltd
INSTRUMENTS S.A. ITALIA
INSTRUMENTS S.A. Nederland

J-Y Opticc
Tel. : (1) 9
Bretonisch
Tel. : (49)
2-4 Wigtoi
Tel, : (44)
Via Martiri
Tel.: (39) '
Prins Bern!
Tel. : (31) (

JwMwm
mWMsmsur
Jobin Yvon Ltd
j

2-4 Wigton Gardens Stanmore
Middlesex HA7 1BG England
Tel: 020 8204 8142 Fax: 020 8204 6142
E-MAIL: jy@jyhoriba.co.uk
_____WEB: http://www.jyhoriba.co.uk

Jersey 08820 (U.S.A.)
|y : (1) 908/494 87 96
py)
[at-Britain)
(39) 2/57 60 08 76
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Appendix 3
Jobin Yvon Ltd 1024x256 Front Illuminated Lumogen coated CCD
Detector
Manufacturers data sheet for the CCD used with the CP200 spectrometer
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1024x256 FI UV Scientific CCD Detector
The Standard for Spectroscopy
The Jobin Yvon Front Illuminated 1024 x 256 is ideal for low noise acquisitions required in spectroscopic applications, such
as Raman, Fluorescence, Luminescence...

Its 26 pm x 26 pm pixels offer a high full well capacity, a large dynamic range

and an excellent signal to noise ratio. The height of this chip makes it the best choice for multi-tracking measurements or for
a full 6.7 mm binning in UV to NIR spectral regions. This sensor is available in LN2 or thermoelectric cooled housings.

Specifications
Typical spectral response

Chip Format:
Pixel Format:
Pixel Size:
Image Area:

1024 X 256
26 pm X 26 pm
26.6 mm x 6.7 mm

Readout Noise:
3.5 e rms at 20 kHz (Typ)
6 e' rms at 20 kHz (Max)
Pixel Full Well Capacity:
500 ke' (Typ), 350 ke' (Min)
Response Non Uniformity:
Maximum ±10% of mean

Wavelength, nm

CCD 1024

X

256 Front Illuminated UV quantum efficiency (Manufacturer information 25 °C)

Detector Specifications:
Typical Dark Signal:
0.5 e /pixel/hour (-133 °C)
0.2 eVpixel/sec (-30 °C)

Features

Benefits

Maximum Dark Signal:
1 eVpixel/hour (-133 °C)
1 eVpixel/sec (-30 °C)

• Scientific Grade 1 CCD

• Ideally suited for low light level
detection in spectroscopic
applications.

Response Non-Linearitv: ±1.5% with
signal levels up to 140 ke'

•Advanced Inverted Mode
Operation (AIMO)

• For extremely low dark current
operation.

Cooling Options:

• Multi Phase Pinned (MPP)
Operation

• Reduced dark current for
thermoelectrically cooled devices.

• UV Lumogen Coating

• Extends measurements to UV.

• 6.7 mm High CCD Chip

• Perfect for multi tracking
measurements or full chip binning
to increase S/N.

-90 °C to -140 °C in LN2 cooled housing.
-30 °C in mini forced air-cooled thermo
electric housing.
Since Jobin Yvon is continually striving to improve the quality
of our products, these specifications are subject to change
without notice Please contact your sales representative for
the latest information

In the USA:

In France:

1-877-JYHoriba

Jobin Yvon Inc
3880 Park Ave,
Edison, New Jersey,
08820 USA
Tel: (732)-494-8660
Fax: (732)-549-9309
Email: OSD(®iyhoriba.com

Jobin Yvon SAS
16-18 rue du Canal
91165 Longjumeau cedex
France
Tel: (33) (0)1 64.54.13.00
Fax: (33) (0)1 69,09.93,19

China: 86-10-68313388
Germany: 89/46.23.17-0
Italy: 2/57.60.30.50
Japan: (81) 3-5823-0140
U.K.: 020-8204-8142

wwwJyhorl^om_
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Appendix 4
Lab VIEW Real Time Acquisition Program
LabVIEW front panel and coding for an real time image acquisition from the CCD.
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Appendix 5
Lab VIEW Spectrum Real Time Acquisition Program
Lab VIEW front panel and coding for a real time spectrum acquisition from the CCD.
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Appendix 6
Lab VIEW Multi-Spectrum Display Program
LabVIEW front panel and coding for a multi spectrum display program.
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Appendix 7
Lab VIEW Multi-Image Display Program
LabVIEW front panel and coding for a multi image display program
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