Two mixed type duals are introduced for multiobjective programming and for multiobjective fractional programming, respectively. Results about weak duality, strong duality, and strictly reverse duality are presented under more suitable conditions. ᮊ
INTRODUCTION AND PRELIMINARIES
The problem to be considered here is the following multiobjective nonlinear programming problem:
Ž . Ž . VP min f x , s.t. g x F 0, x g C,
Ž
. g are assumed to be differentiable, C is an open subset of R n , and ''min'' Ž . means finding efficient Pareto optimal solutions. Ž Under different assumptions of convexity convexity, generalized convex-. w x w x ity, or generalized -convexity , Weir and Mond 1 , Weir 2 , and Egudo w x Ž . 3, 4 have used proper efficiency in the sense of Geoffrion and efficiency to establish some duality results, where Wolfe and Mond᎐Weir duals are w x considered. Recently, Preda 5 introduced the concept of generalized Ž . F, -convexity, an extension of F-convexity defined by Hanson and w x w x Mond 6 and generalized -convexity defined by Vial 7 , and he used the concept to obtain some relevant duality results. For this topic in multiobw x jective fractional programs, readers are also referred to 8, 9 , where Wolfe type and Mond᎐Weir type duals are concerned, respectively.
Ž . In this paper, we first introduce a mixed type dual for problem VP . Wolfe type and Mond᎐Weir type duals are special cases. We present more Ž . Ž . duality results for VP under various generalized F, -convexity assump-tions. Applications of the results to multiobjective fractional programs are also presented, which can be viewed as a further generalization.
For readers' convenience, we write the following definitions of the Ž . w x generalized F, -convexity from 5 .
and F x, x 0 ; ␣a s ␣F x, x 0 ; a for any ␣ g R, ␣ G 0, and a g R n .
Ž . Ž .
Let F be a sublinear functional and the function : C ª R be differen-0 Ž . tiable at x g C and g R, and d и, и : C = C ª R.
The function is said to be F, -convex at x , if for all x g C we have
Ž .
From the above definition we can suggest the following generalized Ž . F, -convexity definitions.
w x Note that, the definitions above are slightly different from those in 5 Ž . since we do not assume the function d и, и to be a pseudometric.
Ž . Ä 4 Denote by X the feasible set of VP , P s 1, 2, . . . , p and M s Ä 4 1, 2, . . . , m , in the sequel.
MIXED TYPE DUALITY
Let J be a subset of M and J s MrJ , let ␤ T g s Ý ␤ g for nents are all ones. We introduce the following mixed type dual for the Ž . problem VP :
On the other hand, by the feasibility of u, ␣, ␤ for MDP and the sublinearity of F, we have
Ž . If 9 is true, then by the F, -quasiconvexity assumption in b ,
Ž . which also implies that 1 and 2 cannot hold.
Ž .
Ž . As for c , we see from the above arguments that, the strict F, -
Ž . Ž . pseudoconvexity assumption and 8 imply 12 and so do the F, -
Ž . Ž . quasiconvexity assumption and 9 . This means that 1 and 2 cannot hold.
Ž . Ž . Suppose now that d is satisfied. Again from 6 it follows that
Ž . and then, by the F, -pseudoconvexity assumption in d ,
Ž . then, by the feasibility of x for VP ,
Ž . which implies that 1 and 2 cannot hold, since ␣ ) 0 for all i g P. The i proof is complete.
Ž . w x Here, we would like to point out that in Theorem 4 b or 7 b in 5 Ž . some condition like the F, -quasiconvexity assumption should be added, Ž . in comparison with Theorem 2.1 b above.
We need the condition ␣ ) 0 for all i g P in Theorem 2. 
0, and the function 
Ž . Ž . Proof. By a , then by combining 8 and 9 , we have
Ž . which means for x / u, also by a ,
Ž . By b , we first have 13 and then 14 with strict inequality; i.e., In the proofs of the above theorems we use the inequality constraint Ž .
Ž . By a , we have
Ž . Along the lines from 7 to 12 we still have 11 and 12 by using
Ž . As to the proof of the result pertaining to b , it is similar to the lines Ž . Ž . from 13 to 14 .
Ž
Ž . Ž . So we also have 19 by using 22 .
Ž . Ž . By e , we have 21 with strict inequality for x / u, and by the sublinearity of F,
Ž . So the result is also true by 22 .
Ž . Ž . Finally, for f we have by 20
Ž . Ž . Similarly, we have 23 and then 19 . The proof is complete.
Note that 19 is equivalent to the statement that u is the unique optimal solution of the problem 
Ž . Ž . Ž . Ž .
Ž . 
Ž . Ž . Ž . Ž . Ž . have both
J J 1 1 Ž . and, also by 27 ,
Ž . 0 0 0 Since u is the unique optimal solution for P , we must have
Ž . x s u by 30 . Then by Lemma 2.1, 29 , and from 1 and 2 , there is no Ž .
Ž . some i g P; i.e., x is efficient for VP . The proof is complete.
APPLICATIONS TO MULTIOBJECTIVE FRACTIONAL PROGRAMMING
By applications, we mean direct application or application of the idea of the results thus obtained in the last section to the following multiobjective fractional programming problem:
Ž . where f, g, and C are same as in VP , and h , i g P, are also differen-
For simplicity, we denote
and r and s are vectors of R p whose components are r and s , respeci i Ž . tively. We also introduce a mixed type dual for VFP ,
where the partial derivative notation ٌ is in respect of u. Ž . Since for any functions f and h with h x ) 0, x g C, we have
we have, by writing the gradient inequality of it at u,
and then
Ž . is strictly convex in the convex set C, we have, by writing the gradient Ž . inequality of the convex function expression 36 directly at u,
So we obtain the following theorem. Ž . 
Ž . then 39 and 40 cannot hold.
Ž . Now, let us check each term in expression 38 one by one, and then divide the expression into two parts, one pertaining to the objective Ž . function in MDFP , one pertaining to the inequality constraint about g in Ž . MDFP . Then we have the expressions 
