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Re´sume´. En neurosciences, le principal objet d’e´tude est le train de spike car il
est conside´re´ comme le vecteur principal de transmission de l’information de l’activite´
ce´re´brale. Au fil des diffe´rentes e´tudes, plusieurs mode´lisations pour les trains de spikes
ont e´te´ propose´es, plus pour des raisons biologiques que mathe´matiques. Nous proposons
ici des proce´dures statistiques permettant de tester les diverses mode´lisations.
Keywords. Processus de Poisson, Processus de Hawkes, Tests.
Abstract. In neurosciences, the main studied object is the spike train since it is
considered as the main vector for the transmission of information of the brain activity.
Throughout the studies, several models for spikes trains have been proposed for biological
reasons more than for mathematical ones. We propose several statistical procedures for
testing the various models.
Keywords. Poissons processes, Hawkes Processes, Tests.
1 Introduction
En Neurosciences, un des inte´reˆts majeurs est une meilleure compre´hension de la dy-
namique du cerveau, et plus pre´cise´ment de comment les re´seaux de neurones transmettent
l’information dans le cerveau. S’il existe diffe´rents aspects dans l’activite´ ce´re´brale, beau-
coup de biologistes s’accordent a` dire que le potentiel d’action (ou spike) est l’e´le´ment fon-
damental dans le traitement de l’information au niveau ce´re´bral. Aujourd’hui, graˆce aux
avance´es technologiques notamment en termes d’e´lectrodes, il est possible d’enregistrer in
vivo l’activite´ associe´e a` diffe´rents neurones a` savoir pour un neurone. En effet, on dipose
de l’enregistrement simultane´ de plusieurs trains de spikes, chaque train e´tant associe´ a`
un neurone. En raison de la nature meˆme de ces enregistrements, une mode´lisation par
un processus ponctuel est e´vidente. Cependant, dans la plupart des e´tudes conside´rant
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de tels objets, des hypothe`ses supple´mentaires ont duˆ eˆtre faites sur le mode`le. Ainsi,
le premier mode`le conside´re´ a e´te´ le Processus de Poisson homoge`ne, a` l’image de ce
qui a e´te´ fait dans le livre de Dayan et Abbott (2005). Ce mode`le tre`s simple a e´te´
largement utilise´ puisque pendant longtemps, les personnes pensaient que la seule in-
formation pertinente e´tait le taux de de´charge (firing rate) ou autrement dit l’intensite´
constante du processus. Cependant, une telle mode´lisation ne permet pas de prendre
en conside´ration d’e´ventuels effets de non-stationnarite´ ni d’interactions. Or, plusieurs
e´tudes parmi lesquelles les articles de Grammont et Riehle (2003) et Gru¨n (1996) montrent
qu’omettre de tels phe´nome`nes est difficilement concevable en toute ge´ne´ralite´. Ainsi, afin
de pallier les aspects non stationnaires, une mode´lisation par un processus de Poisson non-
homoge`ne a e´te´ envisage´e. Cependant, dans la pratique, une telle mode´lisation n’a pas
re´ellement e´te´ exploite´e puisque ge´ne´ralement, des techniques de type bining ou multiple
shift, a` l’image de ce qui a e´te´ fait dans Gru¨n (1996), e´taient utilise´es pour se ramener sur
des zones de stationnarite´. Pour ce qui est de prendre en conside´ration les interactions
possibles, qu’elles soient temporelles ou avec d’autres neurones, le processus de Hawkes
a e´te´ introduit dans le cadre des neurosciences d’un point de vue the´orique notamment
par Bre´maud et Massoulie´ (1996) et d’un point de vue pratique par Krumin et al. (2010).
Pour autant, si ces diffe´rentes mode´lisations apparaissent de´ja` dans la litte´rature, il est
difficile de trouver dans cette meˆme litte´rature des outils statistiques permettant de tester
les mode´lisations propose´es ou d’estimer les intensite´s des processus mis en oeuvre. Nous
montrons ici dans la the´orie et dans la pratique comment tester les deux mode´lisations
conside´re´es. Ainsi, apre`s cette introduction, nous allons conside´rer en Section 2 le test
associe´ a` un processus de Poisson tandis que la Section 3 sera consacre´e au processus de
Hawkes. La dernie`re partie quant a` elle sera de´volue a` la pratique.
2 Processus de Poisson inhomoge`ne
Soit N un processus de Poisson inhomoge`ne sur [0, T ] d’intensite´ λ(.). Notons, pour tout
intervalle I de [0, T ], N(I) le nombre de points de N dans I. Une caracte´risation du
processus N est alors : pour tous les intervalles disjoints I et J de [0, T ], N(I) et N(J)




On suppose disposer de n re´alisations inde´pendantes deN , note´es respectivement N (1), . . . , N (n).
Voici une proce´dure permettant de tester si N est un proce´ssus de Poisson ou non :
1. On estime l’intensite´ cumule´e Λ(t) =
∫ t
0




λˆ(x)dx ou` λˆ est un estimateur de λ.
2. On tire un sous-e´chantillon S de {1, . . . , n} de taille m = n(2/3).
3. Pour chaque e´le´ment i de S, on conside`re Nˆ (i) = {Λˆ(U), U ∈ N (i)} qui est un pro-
cessus ponctuel sur [0, Λˆ(T )]. Cette e´tape revient simplement a` changer de temps.
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4. On calcule alors le processus cumule´ associe´ note´ Nˆ c,S qui consiste a` mettre bout a`
bout les diffe´rents processus Nˆ (i), i ∈ S. Le processus cumule´ est sur [0, m.Λˆ(T )].
5. Soit θ un re´el positf plus petit que Λˆ(T ), on calcule alors la statistique
Zc :=
√









6. On rejette si Zc > k˜1−α ou si Z
c > k˜α, avec k˜1−α qui repre´sente le quantile d’ordre
1− α de la loi tabule´e de Kolmogorov Smirnov.
Cette proce´dure repose sur une caracte´ristique fondamentale des processus de Pois-
son qui est que si N est un processus de Poisson inhomoge`ne d’intensite´ λ(.) sur [0, T ]
(un processus de Poisson homoge`ne e´tant un processus inhomoge`ne particulier), alors la
transformation temporelle N = {Λ(U), U ∈ N} permet de se ramener a` un processus de
Poisson homoge`ne sur [0,Λ(T )] d’intensite´ 1. De ce fait, lorsque l’intensite´ λ(.) est con-
nue, un simple test d’uniformite´ permet de conclure. Lorsque λ(.) est inconnue, l’ide´e est
alors de proce´der a` un plug-in. Cependant, contrairement au cadre habituel qui consiste
a` estimer λ puis a` tester sur deux e´chantillons inde´pendants, ici tout l’e´chantillon sert a`
l’estimation de λ et un sous-e´chantillon est utilise´ pour la phase de test.
The´ore`me 2.1




O(n−η) avec 2/3 < η et si Λ(T ) > θ.
Pour obtenir un estimateur λˆ de λ, diverses me´thodes existent. On peut par exemple
citer les me´thodes des noyaux qui permettent d’obtenir des estimateurs plus ou moins
lisses selon le noyau conside´re´. Pour calibrer le choix de la feneˆtre, on peut par exemple
utiliser la me´thode de Goldenshluger and Lepski (cf. Goldenshluger et Lepski (2011)).
Parmi les autres proce´dures d’estimation, on peut citer les travaux de Reynaud-Bouret
et al. (2011) qui permet d’obtenir un estimateur constant par morceaux ou encore la
proce´dure de Willet et Nowak (cf. Willet et Nowak (2007)) qui produit un estimateur
polynomial par morceaux avec une adaptation de la partition et du degre´.
3 Processus de Hawkes
Soit N1, . . . , Np les trains de spikes associe´s a` p neurones. Une mode´lisation qui permet de
tenir compte d’une e´ventuelle interaction entre les p neurones est le Processus de Hawkes
multivarie´. Une fac¸on de de´finir un tel processus est de donner son intensite´ condition-
nelle qui repre´sente le taux de de´charge instantane´. Une telle intensite´ conditionnelle est
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repre´sente le phe´nome`ne d’apparition spontane´e sur le neurone i, et h
(i)
j est la fonction
d’interaction du neurone j sur le neurone i, fonction borne´e de support [0, A].
On souhaite, a` l’image de ce qui a e´te´ fait ci-dessus, proposer une proce´dure permettant
de tester si les donne´es peuvent se mode´liser via un processus de Hawkes. Il nous faut
commencer par obtenir un estimateur de l’intensite´ conditionelle λ, a` savoir, un estimateur
de f ∗ = ((ν(j))j=1...p, (h
(j)
i )i,j=1...p). On peut par exemple s’inspirer de travaux de Hansen
et al. (2012) qui consistent a` conside´rer un estimateur Lasso.
3.1 Estimateur Lasso
Soit f = (((µ(j))j=1...p, (g
(j)
i )i,j=1...p), posons ψ
(j)







sera un candidat estimateur de λ(j) si ces deux quantite´s sont proches.
Afin de pouvoir estimer f on va utiliser une proce´dure base´e sur les moindres carre´.
On conside`re alors (N
(i)
1 , . . . , N
(i)
p )i=1,...,n n re´alisations inde´pendantes de (N1, . . . , Np), et
une parame´trisation de g
(j)




−1/21[(k−1)δ,kδ], avec δ > 0 la longueur des bins et Kδ = A. Du fait de la
motivation neurobiologique, nous allons par ailleurs nous restreindre a` des repre´sentations
parcimonieuses des fonctions d’interaction, ce qui conduit a` non pas conside´rer le contraste
des moindres carre´s simple, mais une version pe´nalise´e. Pour les neurones j et l et l’essai
i, notons :
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et si l’on se re´fe`re a` l’article de Hansen et al. (2012), on peut montrer que les estimateurs


















ou` d(j) est un vecteur de poids spe´cifique
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3.2 Proce´dure de test avec hypote`se de Hawkes
A pre´sent que l’on dispose d’un estimateur de λ, on peut de´finir la proce´dure de test
suivante qui permet de tester si (Nj) est un processus de Hawkes
1. On tire un sous-e´chantillon S de {1, . . . , n} de taille m = n(2/3).






′a˜(j)dt et Nˆ (i) =
{Λˆ(i)(U), U ∈ N (i)} qui est un processus ponctuel sur [0, Λˆ(i)(T )].





4. Soit θ un re´el plus petit que
∑
i∈S Λˆ
(i)(T )/m, on calcule alors la statistique
Zc :=
√









5. On rejette si Zc > k˜1−α ou si Z
c > k˜α
The´ore`me 3.1
Le test pre´ce´demment de´fini est asymptotiquement de niveau α sous certaines hypothe`ses
lie´es a` θ et a` l’estimation.
4 Application
Afin d’illustrer ces deux proce´dures, nous les avons applique´es sur des donne´es simule´es et
re´elles. Pour ce qui est des donne´es simule´es, nous avons simule´, sur [0, 2], 40 re´alisations
d’un processus de Poisson homoge`ne d’intensite´ 20 ainsi que 40 re´alisations d’un processus
inhomoge`ne d’intensite´ continue par morceaux. Pour ce qui est des donne´es re´elles nous
avons conside´re´ des enregistrements neuronaux mesure´s chez le singe lors de la re´alisation
d’une taˆche sensorimotrice. Pour chacun des deux enregistrements conside´re´s, nous dis-
posons d’une trentaine de re´alisations. Plus de de´tails sur ces donne´es sont disponibles
dans l’article de Grammont et Riehle (2003).
En regardant les tables, on constate que les tests semblent permettent, pratiquement,
de distinguer les deux mode´lisations. En effet, le test sous hypothe`se poissonienne est
cohe´rent avec les simulations, et le second test l’est tout autant. Pour ce qui est des
donne´es re´elles, on constate qu’une meˆme mode´lisation n’est pas possible pour les deux
enregistrements conside´re´s. En effet, pour le premier enregistrement, une mode´lisation
par un processus de Hawkes semble envisageable tandis que pour le second enregistrement,
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Poisson homoge`ne 0.15 Poisson inhomoge`ne 0.11
Hawkes N1 10
−6 Hawkes N2 10
−6
donne´es re´elles 1 10−16 donne´es re´elles 2 0.15
Figure 1: application de la proce´dure de test Poisson pour des donne´es simule´es et re´elles.
Hawkes N1 0.08 Hawkes N2 0.59
donne´es re´elles 1 0.21 donne´es re´elles 2 0.0025
Figure 2: application de la proce´dure de test Hawkes pour des donne´es simule´es et re´elles.
il s’agirait plutoˆt d’une mode´lisation poissonienne.
Par conse´quent, une hypothe`se a priori unique sur les trains de spikes semble difficile a`
concevoir. D’autres mode`les encore plus ambitieux pourraient eˆtre conside´re´s de fac¸on a`
certes prendre en conside´ration les interactions, mais aussi des effets de non-stationnarite´.
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