Introduction
The particle swarm optimization (PSO) algorithm is introduced by Kennedy and Eberhart [1] based on the social behavior metaphor. In particle swarm optimization, a group of particles, without quality and volume, fly through a D dimensional space, adjusting their positions in search space according to their own experience and their neighbors. The ith particle is represented as P i =(p i1 , p i2 ,…, p Di ) in the D-dimensional space. The velocity for particle i is represented as V i =(v i1 , v i2 ,…, v Di ), which is usually clamped to a maximum velocity V max , specified by the user. In each time step t, the particles are manipulated according to the following equations: 
Where c 1 and c 2 are positive acceleration constants used to scale the contribution of cognitive and social components respectively. r 1 and r 2 are uniform random variables in range [0, 1] . pbest i is the best personal position of particle i which has been visited during the lifetime of the particle. gbest is the global best position that is the best position of all particles in the swarm. Stochastic search techniques are usually problem dependent. Thus, an efficient parameter setting forms an important part of the algorithm. PSO is no exception, modifying a single parameter may result in a large effect [2] [3] . Many researchers tried to improve the performance by tuning the parameters of basic PSO [4] , [5] , and [6] , or by adding new parameters such as mutation [7] . However the combination of PSO with other evolutionary algorithms has introduced new parameters and increased the computational effort [8] , [9] . We follow the opposite direction of research with the idea to add a mechanism for particle swarm to adapt its velocity step size to an appropriate value. Learning automata are adaptive decision-making devices that operating in an unknown random environment and progressively improve their performance via a learning process. It has been used successfully in many applications such as call admission control in cellular networks [10] and [11] , capacity assignment problems [12] , Adaptation of back propagation parameter [13] , and Determination of the number of hidden units for three layers neural networks [14] . In this paper, we propose a new approach for adaptive adjusting parameters of PSO, inertia weight, cognitive and social parameters of PSO (w, c 1 , and c 2 respectively). In the proposed approach, parameters of a PSO are set by means of three learning automata, one learning automata for each parameter.
To adjust value of a parameter we take two approaches. The first approach is somehow adventurous, where learning automata select value of a parameter among a finite set. While In the second approach learning automata conservatively decide to increase, decrease or not to change previous value of a parameter. The rest of the paper is organized as follows. Section 2 reviews the parameter selection methods in literature. Section 3 gives a brief introduction to learning automata. The proposed algorithms are given in section 4. Experiments settings and results are presented in section 5. Section 6 concludes the paper.
Related Work
PSO Parameter selection schemes introduced in literature can be classifies in three categories. In the first category, all parameters of PSO are selected empirically. For example assigning different values to c 1 and c 2 sometimes leads to faster convergence and improved performance [15] . Typically, these are set to a value of 2.0 [1] , but experimental results indicate that alternative configurations, depending on the problem, may produce superior performance. An extended study of the acceleration coefficients in the first version of PSO, is given in [16] . Although this approach may lead the suboptimal results of a single problem with constant parameters, it would not result the optimal parameters because of different optimal values for various stages of swarm, i.e. more exploration rather than exploitation at the beginning. To address this problem, algorithms in the second category try to choose time variant parameter values.
Generally, in population-based optimization methods, considerably high diversity is necessary during the early stages of the search to allow use of the full range of the search space. On the other hand, during the latter stages of the search, when the algorithm is converging to the optimal solution, finetuning of the solution is important in order to find the global optima efficiently. Considering these concerns, Shi and Eberhart [4] , [3] , and [17] have found a significant improvement in the performance of the PSO method with a linearly varying inertia weight over the generations. They experimentally show that it is better to initially set the inertia to a large value, in order to promote global exploration of the search space, and gradually decrease it to get more refined solutions [4] [3] . Moreover Ratnaweera et al. [7] proposed a PSO with time-varying acceleration coefficients (PSO-TAVC), in which c1 decreases linearly over time while c2 increases linearly. In their method in case of no improvement, the velocity is mutated by a mutation probability to the maximum allowed velocity multiplies by the mutation step size. Chatterjee and Siarry [5] proposed DAPSO, a PSO model with dynamic adaptation that concentrates on the adjustability of the decreasing rate for the inertia weight by using a set of exponential-like curves to create a complete set of free parameters for any given problem.
Although it helps the swarm to have different behavior during its lifetime, it could vary in different applications. Therefore the third category algorithms change PSO parameters over time by looking on the swarm state. Tawdross and König [18] has proposed a new approach in PSO in which , like real world, each individual has its own character, which means each particle has different values for w, c 1 , and c 2 . These parameters are updated after each iteration by a controller in order to improve itself for each particle individually. If they are not improving anymore, start to fly more toward their own fitness and mutate its velocity with a mutation probability. Pasupuleti and Battiti [19] introduced GPSO, in which the particle's previous velocity is not taken into account. In G-PSO, the population is attracted by the global best position and each particle is re-initialized with a random velocity if it is stuck close to the global best position. In this manner, the algorithm proceeds by greedily scouting the local minima whereas basic PSO proceeds by trying to avoid them. In each iteration, a particle either will take a step along the direction towards the global best position or re-initialized if it gets very close to the global best position. Yanga et al. [20] , proposed a PSO algorithm with dynamic adaptation (DAPSO). In their method, velocity update formula of the particle is modified so that the randomness in updating particle velocity is relatively decreased over time. Moreover, DAPSO introduced two parameters describing the state of the algorithm, the evolution speed factor and aggregation degree factor which the inertia weight of each particle is dynamically adjusted according to the evolution speed and aggregation degree.
Learning Automata
The automata approach to learning can be considered as the determining of an optimal action from a set of actions. An automaton can be regarded as an abstract object that has finite number of actions. It selects an action from its finite set of actions. This action is applied to an environment. The environment evaluates the applied action and sends a reinforcement signal to automata (i.e. favorable or unfavorable in a Pmodel environment). The response from environment is used by learning algorithm of automata to update its internal state. By continuing this process, the automaton learns to select an action, which leads to a favorable response.
Variable structure learning automata are represented by the sextuple < , , ,P,G,T>, where is a set of input actions, is a set of internal states, is a set of outputs, P denotes state probability vector governing the choice of the state at each stage k; G is the output mapping, and T is learning algorithm. The learning algorithm is a recurrence relation and is used to modify the state probability vector.
It is evident that the crucial factor affecting the performance of the variable structure learning automata is the learning algorithm for updating the action probabilities. The linear reward-penalty algorithm (L R-P ) is one of the various learning algorithms reported in the literature [21] . Let i be the action chosen at time k as a sample realization from distribution p(k). In a P-model environment where {0,1}, an L R-P scheme for updating P is defined as eq. (3) when =0 (favorable input) and eq. (4) when
Where a and b represent reward and penalty step length respectively.
Proposed Algorithm
In the proposed algorithms, we use three learning automata to set three parameters of PSO velocity update equation, namely w, c 1 , and c 2 . To adjust a parameter value we utilized both adventurous and conservative approach. In the first approach, a learning automaton adjusts value of each parameter. In the second approach, learning automata of each parameter decides how to change value of the parameter, whether increase/decrease it or does not change it.
PSO-APLA 1 uses three learning automata LA w , LA c1 , and LA c2 for adjusting value of swarm parameters w, c 1 , and c 2 respectively. Each automaton has N p actions, where each action corresponds to a value in range [P min , P max ] where P min , and P max are boundaries of parameter P. For each of the parameters w, c 1 , and c 2 their corresponding learning automata select an action at each iteration. Afterwards, the parameters are set to the value selected by learning automata. The pseudocode of this algorithm is presented in Figure 1 . Figure 1 . Pseudocode of PSO-APLA 1 Since in many PSO algorithms c 1 and c 2 are set equally, we also consider another version of the above algorithm with one learning automata to set one value for both c 1 and c 2 and consider them equal in all iterations ( 2 1 PSO APLA ). In PSO-APLA 2 , parameter adaptation is done in conservative approach. In this model decisions are changing value of a parameter, which can be increasing, decreasing, or not changing it at all. At each iteration, three learning automata decide how to change current value of the three parameters of swarm w, c 1 
Experimental Results
Proposed PSO algorithms were tested on a suite of benchmark functions used in literature and compare with well known PSO algorithms: SPSO [22] , PSOIW [4] , GPSO [19] , PSOLP [18] , DCPSO [23] , DAPSO [20] , and PSO-TVAC [7] .
Benchmarks functions
The performance of the proposed PSO model is tested for a number of benchmark functions which have been extensively used to compare both PSO-type and non-PSO type metaheuristic algorithms. This paper utilizes the benchmark function set, shown in Table 1 .
Functions in real world can be unimodal or multimodal, with correlated or uncorrelated variables. De Jong's Sphere function is the most basic problem. Having no local optima, it provides a smooth gradient towards its global optimum. Rastrigin, Griewank, and Ackley functions are highly complex multimodal problems with many local minima. The Rastrigin function has many local optima around the global optima, and no correlation among variables. The Ackley function is also multimodal at low resolution. Griewank function is the only function, which introduces correlation between its variables. Table 1 shows the values that have been used for the dimension of these functions, feasible bounds, the range of the corresponding initial position of the particles, and the goals of each function that have to be achieved by the algorithms.
PSO Algorithms Configuration
As suggested in the literature [24] [25] [26] [27] particles are initialized in regions that expressly do not include the optima to verify results obtained for symmetric initialization schemes. Also, The particles have been initialized with a random velocity where the values in every dimension have been randomly chosen according to a uniform distribution over the initial range [-x max ,x max ]. During a run of an algorithm, the position and velocity of a particle have not been restricted to the defined intervals, but whenever a particle passes the defined domain, fitness evaluation step is then skipped, thereby preventing the infeasible position from being set as a personal and/or global best [27] .
Eberhart and Shi [22] showed that population size has almost no significant effect on the performance of the PSO. However, van den Bergh and Engelbrecht [28] suggested that even though there is a slight improvement of the optimal value with increasing swarm size, it increases the number of function evaluations to converge to an error limit. However, in PSO literature it is quite common to limit the number of particles to the range 20 to 60. Therefore, in all experiments the swarm size s is set to 40 particles.
Proposed algorithms are compared with the following PSO algorithms:
SPSO: Standard PSO with w=0.72 and c 1 =c 2 ={1.49,2.0,2.05} as suggested in [22] . PSOIW: PSO with a linearly varying inertia weight PSO (PSOIW) [4] . The inertia weight w is varied from w 1 =0.9 at the beginning of the search to w 2 =0.4 at the end [3] . DAPSO: Dynamic adaptation PSO [20] . =0.8, =0.4, and w ini= 1.0 are set as suggested in [20] . GPSO: Gregarious particle swarm optimizer.
init =3.0, [2, 4] , =0.5, and =10 -8 are set as suggested in [19] . PSO-LP: PSO with Local parameter [18] . [7] . The best results were achieved when c 1 starts with 2.5 and decreases to 0.5 and c 2 starts by 0.5 increases linearly to reach 2.5 in the last iteration. In addition, w 1 is set to 0.9 at the beginning of the search and decreases to 0.4 at the end. Since all possible permutation of parameters of the proposed algorithms creates an enormous list, only one configuration of each algorithm, as its representative, is presented. The representatives are selected from the best configurations of each algorithm. To determine the best configuration of each algorithm, we used In all proposed algorithm, learning automata uses L R-P learning scheme with a=b=0.01.
A configuration that is superior to others is selected as the representative of its algorithm. Following configuration is selected as the representatives of the proposed algorithms. 
PSO-APLA

Experiments Settings
For all PSO algorithms and for all 10 and 30 dimensions functions, two experiments were carried out 300 times for 5000 iterations (2 10 5 function evaluations), or until the best particle's fitness reaches the goal specified in Table 1 , depending on the type of experiment being performed. However, results for 10,000 iterations (4 10 5 function evaluations) for 30-D functions were included to show behavior of proposed algorithms when more computational resources are available.
For each of 10 and 30 dimension space experimental results are presented in two tables, which are described as follows.
In the first tables, mean error values and 95% confidence interval for 300 runs for all PSO algorithms on the test functions were presented. In order to determine whether the obtained results are statistically different, Holm-Bonferroni multiple comparison test [27, 29] are conducted for each function.
In the second tables, for each function success rate of each algorithm and average number of fitness evaluations required to reach the specified goal with a 95% confidence interval for the successful runs are presented. If the algorithm could achieve the specified goal for a function (Table 1) within the maximum number of iterations (5000 iteration or 2 10 5 function evaluation), the run was considered successful.
In addition, in order to have an overall comparison of tested PSO algorithms, for each experiments, we present cumulative results of pair comparison of all PSO algorithms over all functions using HolmBonferroni multiple comparison tests [27] in the last table. These tests produce some intermediate results like paired comparisons over each function, which are omitted here due limited space. However, for each PSO algorithm (PSO i ) number of PSO algorithms which PSO i is significantly superior to and number of PSO algorithms which PSO i is significantly inferior to are reported.
Description of results
Dimensions:
In 10-Dimenstion space, PSO-TAVC was the only algorithm could not defeated by any other tested PSO algorithms followed by PSO-APLA 1 1 which were only worse than PSO-TAVC considering all functions (Table 2) . Moreover, PSO-APLA 2 followed by PSO-APLA In addition, all proposed algorithms were tataly successful in reaching the specified goal for all function except Griewank (Table 3) . However, PSO-APLA 1 1 was the second successful algorithm after GPSO to find the global optima in Griewank (Table 3) . Also, proposed algorithms could reach specified goal very fast, specially compare to their competitor algorithm PSO-TVAC and GPSO. For example, for all functions, PSO-APLA Finally, in Table 7 , comparison of all tested PSO algorithms considering all benchmark functions is presented. For example, PSO-APLA 1 1 was significantly better than 7 of tested PSO algorithms and worse than one algorithm. Although in PSO-TVAC was inferior to no algorithm, PSO-APLA 1 1 which was only worse than PSO-TVAC has shown faster convergence to the global optima (Table 3) .
For 30-D Rastrigin function (Table 4) , proposed algorithms performed better than all PSOIW In addition, with increasing maximum iteration to 10 4 , APLA 2 could defeat successful algorithms like PSO-TAVC and GPSO as well and became inferior to no PSO algorithm for Rastrigin (Table 7) . For other benchmark functions, proposed algorithm does not perform noteworthy. Yet, all proposed algorithm could successfully find the goal of all functions but Ackley. However, all proposed algorithm could reach the goal for all function faster than PSOIW, PSO-TVAC and GPSO (except Ackley and Rastrigin). This was of great importance since PSO-TVAC and GPSO were the closest competitors of the proposed algorithms.
In a different experiment, we tested all algorithms in case of availability of more computational resources by increasing the maximum number of iterations to 10,000 iterations (Table 7) . Although there is no noticeable result for any of proposed algorithms on the benchmark functions separately, when comparing the results of PSO algorithms for all functions (Table 7) , PSO-APLA 2 can be called the best algorithm since not only it was worse than no algorithm, but also it defeated 8 of 10 algorithms. 
Conclusion
In this paper, we proposed LA-based algorithms to adjust parameters of PSO. Two approaches for adjusting value of parameters of PSO were adopted. In first approach, value of a parameter is selected from a finite set while in the second approach, value of a parameter either changes conservatively by a fixed amount or does not change at all. Experimental results show that having the same error (and sometimes less) as SPSO, PSOIW, DCPSO, DAPSO, GPSO, PSOLP, and PSO-TAVC for all benchmark functions, proposed algorithms can reach the goal of test functions faster than most of other PSO algorithms with the same, or even better, success rate. Moreover, considering all benchmark functions to compare algorithms, the proposed algorithms can only be defeated by PSO-TVAC in terms of error but significantly converge faster than it. Also, when there is more computational power available, the proposed algorithm, PSO-APLA 2 , performs better than all tested PSO algorithms considering all benchmark functions. Although the proposed algorithms do not need any priori knowledge about the search space, they require some parameter tuning like GPSO and PSO-TAVC.
