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1 Johdanto 
Organisaatioiden tietovarannot ovat perinteisesti koostuneet operatiiviseen käyttöön 
suunnitelluista relaatiotietokannoista. Niiden muutostiedot viedään raportointia varten 
tyypillisesti tietovarastoon, joka voi olla mallinnettu esimerkiksi tähtiskeemaan. 
Tiedon määrä maailmassa on kuitenkin kasvanut viime vuosina merkittävästi. 
Populaaristen lähteiden mukaan 90 % maailman datasta on tuotettu viimeisten kahden 
vuoden aikana. Tarkkoja määriä on vaikea antaa, mutta esimerkiksi Facebookilla oli 
omien sijoittajille suunnattujen tietojen mukaan yli miljardi käyttäjää päivässä ja noin 
1,8 miljardia käyttäjää kuukaudessa loka-marraskuussa 2016 (Facebook). Käyttäjät 
hakevat tietoja, päivittävät profiilejaan, lisäävät kuvia ja tekevät muita toimia jotka 
kaikki tallennetaan. Facebookissa ja muissa sosiaalisissa medioissa, kuten Twitterissä 
ja LinkedInissä, syntyy päivittäin uutta tietoa vauhdilla, jota ei pystytä hallitsemaan 
perinteisin keinoin. Vastaavia tietoaineistoja syntyy myös organisaatioissa, joissa 
jonkin toiminnon seuraamiseen käytetään sensoreita. Tällaisia tietolähteitä ovat 
esimerkiksi sääasemat. Tietoa, jota on paljon, jota syntyy paljon lisää ja jota on 
monessa muodossa, on alettu kutsua Big Dataksi (esimerkiksi Gartner IT Glossary). 
Big Datan käsittelyyn on kehitetty viime aikoina paljon teknologioita. Nimenomaan 
sosiaalisen median yritykset ovat olleet eturintamassa kehittämässä työkaluja isojen 
tietoaineistojen analysointiin. 
Maa- ja metsätalousministeriö ja Sosiaali- ja terveysministeriö ovat käynnistäneet 
Valtionvarainministeriön rahoittaman Vati-hankkeen ympäristöterveydenhuollon 
tietojärjestelmän kehittämiseksi. Ympäristöterveydenhuolto koostuu 
terveydensuojelusta, tupakkalain valvonnasta, eläinlääkintähuollosta ja 
elintarviketurvallisuudesta. Yhtenä hankkeen tavoitteena on valvonnan parantaminen 
ja automatisointi sensoreiden avulla.  
Sensoreilla tehtävän valvonnan luontaisin kohde on elintarviketurvallisuuden piiriin 
kuuluva ravintoloiden kylmätilojen lämpötilan ja kosteuden seuranta. Sensorit 
mahdollistaisivat tilojen jatkuvan mittauksen, kun sitä voidaan tällä hetkellä tehdä 
viranomaisten toimesta korkeintaan muutaman kerran vuodessa. Järjestelmällä 
voidaan tukea myös toimijoiden omavalvontaa. Tämän työn oletuksena on, että 
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sensoriaineistoa syntyy niin paljon, että sitä ei voida käsitellä perinteisessä 
tietokannassa. Perinteinen tietokanta ja sen ympäristö ovat tässä yhteydessä 
Maanmittauslaitoksen IT-palvelukeskuksen (myöhemmin Mitpan) tarjoama 
teknologiaympäristö, jossa tietoarkkitehtuuri rakentuu nykyään relaatiokannasta ja 
tietovarastosta. 
Mitpan nykyinen tietovarantokokonaisuus selviää nykyisen kokoluokan kuormasta, 
mutta eräajoina tehtäviin tietovarastosiirtoihin kuluu nykyisellään jo lähes kaikki 
käytettävissä oleva vähäisemmän kuormituksen aika, eli yöaika. On selvää, että 
tiedon volyymiltaan huomattavasti suuremman sensoriaineiston käsittely olisi 
nykyisillä teknologioilla vaikeaa. Tämä koskee tiedon esikäsittelyä, prosessointia ja 
raportointia. Oletuksena on, että suorituskyvyn optimointi ei riitä haasteeseen. Työn 
tavoitteena on tuottaa referenssiarkkitehtuuri, jolla voidaan ratkaista sensoriaineiston 
käsittelyyn liittyvät ongelmat. Tiivistetysti työtä ohjaa yksi tutkimuskysymys: miten 
perinteisiin teknologioihin nojautuvaa tietokanta-arkkitehtuuria tulisi laajentaa 
tietojärjestelmien ja teknologioiden osalta, jotta uudistetussa kokonaisuudessa 
voitaisiin reaaliaikaisesti käsitellä suuria sensoriaineistoja? 
Tämä työ on tyyliltään konstruktiivinen. Konstruktiivisessa tutkimuksessa tavoitteena 
on ratkaista toimialakohtainen ongelma ja arvioida sen soveltuvuus toimialalle 
tyypillisten menetelmien ja kriteerien avulla (Crnkovic 2010). Tutkimuksen 
lähtökohta on tapaustutkimus. Painopiste on kuitenkin konstruktiivisen tutkimuksen 
periaatteiden mukaan teoriassa (Crnkovic 2010).  Tämän vuoksi työn tuloksena 
syntyy referenssiarkkitehtuuri, jolla ratkaistaan sensoriaineistojen liittäminen 
nykyiseen tietokantaratkaisuun. Referenssiarkkitehtuurin suunnittelu antaa 
vapaammat mahdollisuudet teoreettiselle pohdinnalle. Mallissa ei tarvitse keskittyä 
liikaa yhden kohteen teknologisiin erityispiirteisiin. Vaikka kyseessä on 
referenssiarkkitehtuuri, työssä käytetyt vaatimukset pohjautuvat edellä kuvattuun 
tapaukseen elintarvikevalvonnan automatisointiin sensoreilla. Olennainen osa työtä 
on myös katsaus Big Data -teknologioihin. Ajatuksena on, että arkkitehtuurista 
muodostuu realistinen vasta silloin, kun siihen liitetään teknologiat. Tämä realistinen 
teknologisen maailman yhdistäminen ihmislähtöisiin tarpeisiin ja käyttötapoihin on 
tarkemmin määriteltynä konstruktiivisen tutkimuksen piiriin kuuluvaa suunnittelevaa 
tutkimusta (englanniksi design research) (Crnkovic 2010). Konstruktiivisen 
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tutkimuksen vaatima soveltuvuuden arviointi tehdään DCAR menetelmällä (Heesch 
ja muut 2014). Lisäksi tuloksia verrataan Pääkkösen ja Pakkalan (2015) 
muodostamaan Big Data -referenssiarkkitehtuuriin. 
Tämä työ rakentuu seuraavasti: luvussa 2 esitellään työssä käytettävä käsitteistö. 
Tämä sisältää referenssiarkkitehtuurin määritelmän ja sen luomiseen ja 
kuvaustapoihin liittyvät yksityiskohdat. 
Luvussa kolme kuvataan nykyinen arkkitehtuuri ja siihen liittyvät heikkoudet ja 
mahdollisuudet. Luvussa kolme esitellään myös referenssiarkkitehtuurin pohjana 
toimiva tapaus ja siihen liittyvät vaatimukset.  
Luvussa neljä on katsaus Big Data -teknologioihin. Painopiste esittelyissä on 
tapauskuvauksen kannalta merkittävissä teknologioissa.  
Luvussa viisi esitellään ja valitaan soveltuva arkkitehtuurin arviointimenetelmä.  
Luvussa kuusi esitellään ja arvioidaan varsinainen referenssiarkkitehtuuri. Arviointi 
on liitetty osaksi arkkitehtuurin tuottamista, sillä arvioinnin nähdään olevan kiinteä ja 
pysyvä osa arkkitehtuurin toteuttamista.  
Varsinainen tulosten tarkastelu on luvussa seitsemän ja johtopäätelmät esitellään 
luvussa kahdeksan. 
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2 Käsitteistö 
Tässä luvussa määritellään työn kannalta olennaisimmat käsitteet: 
referenssiarkkitehtuuri ja Big Data. 
Referenssiarkkitehtuuri kuvataan Galsterin ja Avgerioun (2011) mallilla ja 
määritelmänä käytetään Bassin ja muiden (2003) mallia, jossa arkkitehtuuri pohjautuu 
toiminnan arkkitehtuuriin. Mallia laajennetaan teknologioilla. Kuvaustapana työssä 
on JHS-179. Big Datan määrittelyllä tuodaan esille termin merkitys tämän työn 
kontekstissa. Termiä käytetään nykyisin kuvaamaan liian monenlaisia asioita, jotta 
sitä voisi ilman määrittelyä käyttää spesifissä tarkoituksessa. 
2.1 Referenssiarkkitehtuuri 
2.1.1 Referenssiarkkitehtuurin määritelmä 
 
Bassin ja muiden (2003) määritelmässä referenssiarkkitehtuuri pohjautuu  
referenssimalliin. Referenssimalli on joukko toiminnallisuuksia joita yhdistävät 
tietovirrat. Referenssiarkkitehtuuri on referenssimallin pohjalta luotu 
tietojärjestelmäkuvaus, jossa toiminnallisuudet on sijoitettu 
tietojärjestelmäelementteihin, joiden väleissä ovat vastaavat tietovirrat kuin 
referenssimallissa. Nakagawan ja muiden (2011) määritelmän mukaan 
referenssiarkkitehtuuri sisältää tarvittavat tiedot varsinaisen arkkitehtuurin 
rakentamiseksi. Se sisältää toiminnan tarpeet, arkkitehtuurityylit, parhaat käytännöt ja 
kehitystä tukevat tietojärjestelmät. Angelovin ja muiden (2012) määritelmän mukaan 
referenssiarkkitehtuuri toimii varsinaisen tavoitearkkitehtuurin suunnittelun pohjana 
ja toimii inspiraation ja standardoinnin lähteenä. 
Joissain lähteissä referenssiarkkitehtuuri käsitetään hyvin abstraktina ja käsitteellisenä 
suunnitelmana. Tällaisessa näkökulmassa referenssiarkkitehtuuriin ei liitetä 
teknologioita (Armstrong Process Group, Inc. 2014). Toisaalta 
referenssiarkkitehtuuriin voidaan yhdistää myös teknologiat, jotta voidaan muodostaa 
konkreettisempi toteutusarkkitehtuurin suunnittelun pohja (Pääkkönen & Pakkala 
2015). Myös Martínez-Fernández ja muut (2013) sisällyttävät 
referenssiarkkitehtuuriin teknologiat.  
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Tässä työssä tehtävä referenssiarkkitehtuuri sisältää myös teknologia-arkkitehtuurin. 
Tämä on perusteltua, sillä referenssiarkkitehtuurille on selkeä tavoitetila, jossa 
teknologioiden kartoitus ja valinta ovat olennainen osa kokonaisuutta. 
On tärkeää erottaa referenssiarkkitehtuuri tavoitearkkitehtuurista, joka on määritelty 
esimerkiksi TOGAF-kehyksessä kuvaukseksi tulevaisuuden tilasta yhdelle 
organisaatiolle (Togaf). Referenssiarkkitehtuurin tavoitteena on helpottaa 
konkreettisen tavoitearkkitehtuurin luomista ja parantaa yleistä ymmärrystä 
kohdealueen arkkitehtuureista (Angelov ja muut 2012). Teknologioiden luokittelun 
tulee tukea konkreettisen, teknologisen tavoitearkkitehtuurin muodostamista 
referenssiarkkitehtuurin pohjalta (Pääkkönen & Pakkala 2015).  
Valtion JHS-suosituksissa viitearkkitehtuuri ohjaa arkkitehtuurisuunnittelua 
halutunlaiseen toteutusrakenteeseen (Avoindata). Viitearkkitehtuuri voidaan 
suunnitella organisaation sisäiseksi, toimialakohtaiseksi tai yleiseksi rakennemalliksi. 
Viitearkkitehtuuri voidaan tulkita oleva JHS:n nimitys referenssiarkkitehtuurille. 
Tässä työssä rakennemalli suunnitellaan toimialan yhteiseen 
tietojärjestelmäkokonaisuuteen. 
2.1.2 Referenssiarkkitehtuurin luonti 
Referenssiarkkitehtuurin luonnissa käytetään Galsterin ja Avgerioun (2011) 
esittelemää mallia. Malli on luotu, sillä aikaisemmin ei ole ollut tarjolla systemaattisia 
menetelmiä referenssiarkkitehtuurin luomiselle, vaikka niiden tarve konkreettisten 
arkkitehtuurien pohjaksi on selkeä. Malli jättää monien vaiheiden toteutuksen varsin 
avoimiksi. Esimerkiksi se ei ota kantaa tiedonkeruun, arkkitehtuurin kuvaamisen tai 
arvioinnin menetelmiin (Galster ja Avgeriou 2011). Näiden osalta menetelmät on 
kuvattu luvuissa 3  (Tiedonkeruu tapauskuvauksen osalta), 6.2 (Kuvattavat elementit) 
ja 5.3 (Arvioinnin menetelmä).  Nyt esiteltävä malli on kuusivaiheinen (Galster ja 
Avgeriou 2011): 
Vaihe 1. 
Valitaan referenssiarkkitehtuurin tyyppi. Tähän  päätöksen vaikuttaa kolme olennaista 
kysymystä: miksi, milloin ja missä.  
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Miksi referenssiarkkitehtuuria ollaan suunnittelemassa? Mitä kuvauksella 
tavoitellaan? Onko se esimerkiksi ohjelmistojen parempi yhteentoimivuus? Milloin 
sitä ollaan tekemässä? Onko jo olemassa arkkitehtuureja, joihin halutaan vaikuttaa vai 
suunnitellaanko pohjaa tuleville järjestelmille? Entä missä arkkitehtuuri 
suunnitellaan? Tehdäänkö sitä yhden organisaation vai esimerkiksi koko 
valtionhallinnon tarpeisiin?  
Tyypityksessä käytetään Angelovin ja muiden (2009) luokittelua. Siinä 
referenssiarkkitehtuurit jaetaan viiteen luokaan.   
1: Klassisessa useamman organisaation standardoidussa mallissa on korkea 
abstraktiotaso ja toteutukseen jää paljon vapauksia esimerkiksi käytettyjen 
komponenttien suhteen. 
2: Klassisessa yhden organisaation standardoidussa mallissa tavoitellaan 
konkreettisempaa mallia, jossa esimerkiksi rajataan teknologiavalintoja ja 
ohjelmistoja.  
3: Klassisella ohjelmistotuotteen soveltamisarkkitehtuurilla ohjeistetaan esimerkiksi 
kehyksen käyttöä. Tämän mallin toteuttaa ohjelmistotalo yhdessä asiakkaidensa 
kanssa. Tavoitteena on luoda toimivat käytänteet jonkin ohjelmistotalon tuotteen 
käyttöön. Tällainen on esimerkiksi Microsoftin .net -arkkitehtuurimalli.  
4: Klassinen yhden organisaation soveltamisarkkitehtuuri on hyvin pitkälti yhdistelmä 
kohdista kaksi ja neljä. Sillä ohjeistetaan jonkin määrätyn kohteen ratkaisu. Se voi 
olla teknologia- tai toimintalähtöinen ohjeistus.  
5: Tulevaisuuden arkkitehtuureilla pyritään luomaan ohjeistusta tulevaisuudessa esille 
tuleviin ongelmiin. Näitä arkkitehtuureja suunnitellaan tyypillisesti 
tutkimuslaitoksissa.  
Tässä työssä on kyse tyypin 2 arkkitehtuurista, eli yhden organisaation 
standardoitusta mallista, jossa otetaan kantaa myös teknologioihin. 
Vaihe 2. 
Valitaan suunnittelumenetelmä. Joskus arkkitehtuurit voidaan suunnitella täysin 
tyhjästä – tai arkkitehtuuri suunnitellaan huomioiden nykyinen toteutus ja sen 
teknologiavalinnat. Toinen valinta on käytäntö- tai tutkimuslähtöinen arkkitehtuuri. 
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Käytäntölähtöisessä suunnittelussa oletetaan, että kohteesta on olemassa tarvittavat 
tiedot, jotta voidaan luoda parhaat käytänteet. Tutkimuslähtöisessä suunnittelussa 
pyritään löytämään uusia ratkaisuja ja luomaan futuristinen malli. Tässä työssä 
huomioidaan olemassa oleva ympäristö ja laajennetaan sitä uusilla osilla. 
Vaihe 3. 
Määritellään tietolähteet ja kerätään tarvittavat tiedot arkkitehtuurin luomiseksi. 
Tietolähteinä voivat toimia esimerkiksi olemassa oleva organisaation dokumentaatio, 
valittujen tutkimusten tulokset ja teknologioiden dokumentaatio sekä haastattelut. 
Tässä työssä nykytilanteen tietolähteenä toimivat Mitpan olemassa oleva 
dokumentaatio, asiakastarpeen osalta Mitpan ja asiakasvirastojen asiantuntijat. 
Teknologioiden osalta käytetään tutkimuksia ja teknologioiden dokumentaatiota. 
Vaihe 4. 
Luodaan arkkitehtuuri. Arkkitehtuuri kuvataan eri arkkitehtuurinäkökulmia 
hyödyntäen. Arkkitehtuurinäkökulmien valintaan vaikuttaa luonnollisesti käytetty 
arkkitehtuurimenetelmä. Tässä työssä käytetään JHS-179 -standardin näkökulmia. 
Käytetty JHS-179:n osajoukko on kuvattu tarkemmin varsinaisen kuvauksen 
yhteydessä luvussa 6. 
Vaihe 5.  
Määritellään mahdollisuudet poikkeamiin. Tämä on tärkeää, jotta käytännön 
soveltamisessa tiedetään, miltä osin arkkitehtuuri on sovellettavissa – ja toisaalta 
yleensäkin mahdollistetaan mallin käyttö. Arkkitehtuurista tulee ehdotus, jonka 
käytännön implementointi tulee suunnitella erikseen. 
Vaihe 6. 
Toteutettu referenssiarkkitehtuuri tulee arvioida. Parhaiten tämä tehdään soveltamalla 
arkkitehtuuria käytännössä. Kuitenkin on hyvä saada kuva arkkitehtuurin 
toimivuudesta ennen käytännön toteutuksia. Tässä työssä arviointi tehdään luvussa 
5.3 esiteltävällä DCAR-menetelmällä. 
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2.1.3 Arkkitehtuurikuvausten toteutus 
Arkkitehtuurin kuvaus tehdään käyttäen JHS-179 -mallia (JHKA). JHS-179 on 
kokonaisarkkitehtuurimalli, joka on suunniteltu valtionhallinnon tarpeisiin. Malli 
pohjautuu Togaf-malliin ja notaationa käytetään Archimatea (Archimate). JHS-179 on 
mallina varsin laaja ja sen hyödyntäminen kokonaisuudessaan tässä työssä ei ole 
perusteltua. Mallissa on 32 näkökulmaa strategisista tavoitteista teknologia-
arkkitehtuuriin. Tässä työssä kuvataan toiminta-arkkitehtuurista prosessien 
vuorovaikutuskaavio, johon liitetään sidosryhmät rooleineen. 
Vuorovaikutuskaaviossa ei ole tarkoitus mallintaa työnkulkuja fyysisellä tasolla, vaan 
pysyä abstraktiotasolla, jossa yksi prosessiaskel kuvaa aina kokonaista toimintoa. 
Vuorovaikutuskaaviossa askeleet liitetään toisiinsa tietovirroilla, joten kuvauksesta 
käy ilmi tarvittavalla tasolla myös toiminnallisen tason tietoarkkitehtuuri. 
Tietojärjestelmistä kuvataan toimintojen tarvitsemat tietojärjestelmäpalvelut. 
Varsinaiset Big Dataan liittyvät teknologiakomponentit ja niiden toiminta 
tietojärjestelmänä kuvataan pääasiallisesti JHS-179 -mallin 
tietojärjestelmäkomponenteilla. Tietojärjestelmäkomponentit esitellään loogisen 
järjestelmäjäsennyksen kuvauksessa, joka samalla vetää yhteen koko arkkitehtuurin 
(JHKA). 
Rajanveto teknologia- ja tietojärjestelmäkerroksen välillä on JHS-179 -mallissa 
hieman häilyvä. JHS-179 -mallissa teknologiakerrokseen sijoitetaan tyypillisesti 
käyttöjärjestelmien ja tiedonvarastoinnin teknologiat. Enemmän toimintalogiikkaa 
sisältävät teknologiat kuvataan tietojärjestelmäkerrokseen. Tämän työn kuvauksessa 
teknologiakerrokseen sijoitetaan vain tiedon varastoinnin teknologiat.  
Kokonaisuus vedetään yhteen loogisen järjestelmäjäsennyksen kuvauksella, jossa 
yhdistyvät edellä mainitut kuvaukset yhdeksi loogiseksi kuvaukseksi. 
2.2 Big Data 
Ilmeisesti John Mashey Silicon Graphics -yhtiöstä Piilaaksossa käytti Big Data -
nimitystä ensimmäisen kerran lounaskeskustelussa 1990-luvun puolessa välissä 
(Diebold 2012). Kuitenkin termin käyttö oli hyvin vähäistä vuosiin 2011–2013 asti. 
Vuonna 2010 termi Big Data mainittiin muutamissa kymmenissä artikkeleissa, kun 
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taas  vuonna 2013 termi mainittiin jo lähes kahdessa tuhannessa dokumentissa 
(Gandomi & Haider 2015). Termillä ei ole tarkkaa ja yksiselitteistä määritelmää, vaan 
sitä on käytetty hyvin vapaasti etenkin markkinoinnissa. Isot yhtiöt kuten SAP, IBM 
ja SAS ovat käyttäneet Big Data -termiä hyvin monipuolisesti. markkinoidessaan 
isojen tietoaineistojen käsittelyyn tarkoitettuja ratkaisuja. 
Gartnerin sanasto määrittelee Big Datan seuraavasti: suuria, monimuotoisia ja 
nopeasti tulevia tietoaineistoja, joiden käsittelyn tulee olla kustannustehokasta ja 
joiden käsittely vaatii uudenlaisia menetelmiä (Gartner IT Glossary). TechAmerica 
määrittelee Big Datan omassa koosteessaan vastaavalla tavalla, mutta painopiste on 
vielä enemmän tiedon käsittelyssä ja analysoinnissa (TechAmerica Foundation's 
Federal Big Data Commission 2012). Suomenkielinen määritelmä termille toistaa 
edellä esitettyjä teesejä (Immo Salo 2012) ja suomentaa Big Dataan liittyvät termit 
seuraavasti:  
 Volume: Dataa on paljon 
 Velocity: Dataa tulee vauhdilla lisää ja päätöksiä pitää tehdä nopeasti 
 Variety: Data on yhä monimuotoisempaa ("85 % datasta on strukturoimatonta 
eli vailla selkeää rakennetta...") 
 Value: Suuresta tietomäärästä pitäisi pystyä löytämään olennaiset osat. 
 Veracity: Osa datasta on hyödyllistä ja osaa ei kannata edes tutkia. 
 Volatility: Datalla on olemassa hyödyllisyyden kannalta elinkaari, mikä 
pitäisi pystyä tunnistamaan. 
Monissa artikkeleissa toistuu kolmen V:n määritelmä: volyymi, vauhti ja 
vaihtelevuus (esim. Gandomi & Haider 2015). Gandomi ja Haider antavat kolmelle 
V:lle seuraavat tarkemmat määrittelyt: 
Volyymilla tarkoitetaan datan isoa määrää. Esimerkiksi sosiaalisen median 
sovellukset tuottavat dataa määriä, jotka ovat entisiin sovelluksiin verrattuna aivan eri 
mittakaavassa. Esimerkiksi Twitterillä oli vuonna 2015 300 PB:tä dataa hajautettuna 
kymmenille tuhansille palvelimille  (Shegalov 2015). 
10 
 
Vauhti kuvaa, että uutta dataa syntyy joka päivä erittäin suuria määriä. Facebook 
tuotti vuonna 2015 600 TB päivässä ja määrä oli kolminkertaistunut edellisestä 
vuodesta (Vagata & Wilfong 2014). 
Vaihtelevuudella tarkoitetaan datan monia muotoja. Dataa on maailmassa 
strukturoidussa, osittain strukturoidussa ja strukturoimattomassa muodossa. 
Strukturoitu data on esimerkiksi tietokantojen tieto. Vain 5 % maailman datasta on 
strukturoidussa muodossa. Puolittain strukturoitua aineistoa ovat esimerkiksi XML-
tiedostot ja strukturoimatonta esimerkiksi valokuvat ja videot. Big data -
teknologioilla voidaan yhdistellä strukturoituun aineistoon strukturoimattomampia 
aineistoja ja tuottaa analyyseja yhdisteistä. 
Big Data määritetään tässä työssä ennen kaikkea muutoksen näkökulmasta 
nykytilanteeseen. Nykyisin tietolähteinä toimivat sovellukset ja tarkasti määritellyt 
rajapinnat. Sensoridatan lisääminen nykyiseen arkkitehtoniseen kokokonaisuuteen 
asettaa analysoinnille vaatimuksia, joihin ei voida vastata nykyisillä tietojärjestelmillä 
ja teknologioilla. Oletuksena työn aloittamiselle oli, että tuotetun tiedon volyymi 
kasvaa voimakkaasti ja se tulee entistä vähemmän kontrolloituina purkauksina. 
Lisäksi siihen saattaa liittyä vaihtelevuutta. Tämän työn tehtävänä on luoda 
ratkaisumalli Big Data -teknologioita ja arkkitehtuurimalleja hyödyntäen. 
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3 Tapauskuvaus 
Tässä luvussa esitellään Mitpan arkkitehtuuri siihen liittyvine käytäntöineen ja 
referenssiarkkitehtuurin suunnitelman pohjana toimiva tapaus. Mitpan arkkitehtuuri 
on suunniteltu Maa- ja metsätalousministeriön virastojen yhteiseksi teknologia- ja 
tietojärjestelmäympäristöksi. Keskeisenä periaatteena on palveluiden 
yhteiskäyttöisyys. Tietoarkkitehtuurin pohjana ovat operatiivisten järjestelmien 
relaatiokannat ja niiden tiedoista rakennettu tähti-skeemaa noudattava tietovarasto 
(Giovinazzo 2000). Tähän ympäristöön halutaan ympäristöterveydenhuollon 
järjestelmäuudistamisen hankkeessa tuoda sensoriaineistoa. Tämän vuoksi myös 
tietoarkkitehtuurin perusteisiin kohdistuu merkittävä uudistamispaine. 
3.1 Maanmittauslaitoksen IT-palvelukeskuksen arkkitehtuurien 
kuvaus 
3.1.1 Arkkitehtuuri  Maanmittauslaitoksen IT-palvelukeskuksessa 
Mitpassa sovellusarkkitehtuurilla tarkoitetaan mallia, joka kuvaa ohjelmiston 
rakenneosien suhteita, vastuita ja toteutustapaa. Mitpassa tehtävää sovelluskehitystä 
ohjataan yhteisellä arkkitehtuurimallilla. Tämä malli ei vielä ole täysimittausesti 
jalkautettu, koska osa ohjelmistoista on toteutettu ennen sen käyttöönottoa. Tässä 
luvussa esitellään arkkitehtuurimallin yleisimmät periaatteet, joita ei ole poimittu 
tarkennettuina vaatimusluetteloon ja jotka koskevat erityisesti tämän työn kohdetta. 
Valtion JHS-179 -mallin mukaisesti sovellusarkkitehtuuri on osa 
kokonaisarkkitehtuuria. Tämä ajattelu on ollut käytössä jo pitkään Mitpassa. Mitpassa 
arkkitehtuuria ohjaa arkkitehtuuriryhmä. Sovellusarkkitehtuuriin liittyy läheisesti 
muun muassa tietokanta-arkkitehtuuri. Sovellusarkkitehtuuri, tietokanta-arkkitehtuuri 
ja teknologiaympäristö tukevat toisiaan. 
Erilaisissa ohjelmistoissa ohjelmistotyypin (esimerkiksi työasemalle asennettavat 
sovellukset, web-sovellukset,  mobiilisovellukset, ohjelmistorajapinnat tai 
automaattisesti suoritettavat ajot) asettamat erityisvaatimukset huomioiden pyritään 
aina käyttämään ensisijaisesti mahdollisimman kevyitä ja suorituskykyisiä 
komponentteja.   
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Arkkitehtuurimallilla tavoitellaan selkeitä sovellusrakenteita ja hyvää laatua. Lisäksi 
yhtenäinen sovellusrakenne parantaa ylläpidettävyyttä ja helpottaa tekijöiden 
siirtymistä projektista toiseen. Mitpassa asennustoiminta ja valvonta on eriytetty 
omaksi toiminnokseen erilliselle tiimille. Tiimin työskentely ei olisi mahdollista, jos 
arkkitehtuuri olisi liian heterogeeninen. Lisäksi kaiken tasoinen katselmointi on 
helpompaa, kun sovelluksissa on yhtenäinen, tunnettu ja ennustettava rakenne. 
 Mitpan sisäisen dokumentin (IT-palvelutuotannon Java-sovellusten 
sovellusarkkitehtuurin kuvaus) mukaan arkkitehtuuria ohjaavat Mitpassa seuraavat 
periaatteet:  
Arkkitehtuurin on mahdollistettava järjestelmien kehittäminen siten, että käyttäjä voi 
suorittaa tehtävänsä sujuvasti. Teknologiavalintojen tulee tukea tätä tavoitetta. 
Arkkitehtuurin on tuettava luotettavien ja ymmärrettävien ratkaisujen toteuttamista. 
Sovellusten tulee toimia kaikissa tilanteissa samalla ja ennustettavalla tavalla. 
Toteutettujen sovellusten tulee olla käytettävissä ja vikasietoisuus tulee huomioida 
sovellus- ja teknologiatasolla.  
Uusia osia tulee voida lisätä vanhojen osien häiriintymättä. Tämä mahdollistetaan 
löyhillä kytkennöillä ja rajapinnoilla. Sovellusten tulee lisäksi olla ylläpidettäviä. 
Sovelluksiin tulee pystyä tekemään korjauksia ja päivityksiä toimivien ja vanhojen 
osien häiriintymättä. Hallittavaa sovellusta voidaan seurata ja sen ei-toiminnallisiin 
ominaisuuksiin (skaalautuvuus, luotettavuus, saatavuus, suorituskyky ja 
tietoturvallisuus) voidaan vaikuttaa sovelluksen osiin koskematta, esimerkiksi 
muuttamalla asetuksia tai monitoroimalla resurssien käyttöä hallintatyökalulla. 
Tietoturvallisuus on tärkeää, jotta sovelluksen käsittelemät luottamukselliset tiedot 
eivät joudu väärille tahoille ja sovellukseen ei voida syöttää virheellistä tietoa. 
Arkkitehtuurin ja valittujen teknologioiden tulee tukea tietoturvan toteutumista. 
Yhteensopivuus tarkoittaa, että sovellus noudattaa valtionhallinnon 
kokonaisarkkitehtuurin mukaisia arkkitehtuuriperiaatteita ja linjauksia sekä soveltuvia 
JHS-suosituksia. Näin varmistetaan sovellusten yhteentoimivuus ja yhteiskäyttöisyys 
osana julkishallinnon tietojärjestelmäpalveluja. 
Sovelluskehityksessä noudatetaan tietoarkkitehtuurin osalta viisitasoista kerrosmallia, 
missä palvelukerroksen ja varsinaisen tietovarastokerroksen välissä on erillinen 
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tietointegraatiokerros (englanniksi integration layer). Tämä mahdollistaa paremmin 
uudenlaisten tietovarastojen kytkemisen osaksi kokonaisuutta, sillä kerros eristää 
kohdealuekerroksen tietovaraston yksityiskohdista ja tekee tarvittavat tietotyyppien 
muunnokset. Tietointegraatiokerroksen tehtävänä on välittää tietoa sovellukselta 
tietovarastoon ja toisinpäin. Fyysisellä tasolla yhteys relaationkantaan muodostetaan 
JDBC-rajapinnan välityksellä ja SQL-kieltä käyttäen. Tarvittaessa voidaan käyttää 
myös valmiita kirjastoja (esimerkiksi Spring) yhteyden muodostamiseksi. 
Tietointegraatiokerros sijoitetaan tavallisesti sovelluspalvelimelle. 
Yleisemmin tietoarkkitehtuurissa pyritään luomaan ja käyttämään yhteiskäyttöistä 
tietoa. Tiedon yhteiskäyttöisyyttä parannetaan sanastotyöllä, jota tehdään virastojen 
yhteistyönä. Tämä on todettu haastavaksi, koska näennäisesti samalla asialla voi 
käytön mukaan olla useita merkityksiä ja tiukan budjettikurin aikana virastojen tulee 
tarkasti tasapainoilla kokonaisedun ja oman edun välillä. 
Mitpa on kehittänyt oman toiminnan tueksi Tiira-kehyksen. Se on ensisijaisesti 
yhtenäinen tapa toteuttaa sovelluksia ja yhteisesti sovittu teknologiavalikoima. 
Sovellusarkkitehtuuri pohjautuu SOA-malliin (esim. Krafzig ym. 2005). Tavoitteena 
on ollut tuottaa yhtenäinen arkkitehtuuri ja mahdollistaa muutamien yhteisten 
palveluiden käyttö. Yhteiset palvelut, esimerkiksi sovellusten monitorointi, vaativat 
määrättyjen osien toteuttamista. Luonnollisesti tämä myös helpottaa 
sovelluskehittäjien siirtymistä projektista toiseen. Tiira-kehyksellä tuotettavan 
arkkitehtuurin keskeisimpiä ominaisuuksia ovat mikro-palvelut ja yhtenäinen tapa 
rakentaa integraatioita. Sovelluskehys on koostettu kuvaan 1. Yhtenäistä 
toteutustapaa ohjataan teknisen kehyksen lisäksi yhtenäisillä suunnittelumalleilla. 
Suunnittelumallit on koostettu kuvaan 2.  
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Kuva 1 Tiira-sovelluskehys 
 
 
Kuva 2 Tiira-suunnittelumallit 
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Teknologiakerroksessa uusia sovelluksia rakennetaan ensisijaisesti Tiira-kehyksellä. 
Mikäli ongelmaa ei kannata ratkaista Tiira-kehyksellä, käytettyjen teknologioiden 
laajentamista kirjastoilla suositaan ennemmin kuin uusia ohjelmistoja. Tällä halutaan 
kontrolloida teknologioiden monimuotoisuutta. Jos kuitenkin päädytään hankkimaan 
uusia teknologioita, niin niissä suositaan Open Source -ratkaisuja – tämä tulee jo 
valtion hallinnon linjauksista. Uusia teknologioita lisätään harkiten, ja niiden pitäisi 
pystyä vastaamaan mahdollisimman monipuolisesti tuleviin haasteisiin. Valittujen 
teknologioiden tulee olla sellaisia, joille ennustetaan pitkää tulevaisuutta. Tuotteeseen 
täytyy olla saatavilla tuki ja hyvä ohjeistus. Teknologioiden tulee lisäksi olla sellaisia, 
joiden osaamista löytyy valmiina Mitpasta tai osaamisen kehittäminen on suhteellisen 
helppoa ja joiden osaajia (konsultteja) on saatavilla puitesopimusten määrittämien 
yritysten tarjoamasta. Käytännössä osaaminen painottuu Mitpassa sovelluslogiikan 
osalta Javaan ja käyttöliittymäkerroksessa JavaScriptiin ja sen eri kehyksiin 
(esimerkiksi AngularJS). Viimeinen tärkeä periaate on, että valittujen teknologioiden 
tulee sulautua olemassa olevaan ympäristöön. Ympäristö on varsin mittava ja siihen 
on toteutettu paljon yhteiskunnallisesti merkittäviä toimia, kuten maataloustukien ja 
ympäristöterveydenhuollon kokonaisuudet. 
Tyypillisesti sovellusten tietovarastona toimii relaatiotietokanta. Myös muiden 
tietovarastoratkaisujen käyttäminen on mahdollista. Tietovarastot sijoitetaan 
arkkitehtuurimallin mukaisesti omalle palvelimelleen, jonne muodostetaan yhteys 
ratkaisukohtaisesti. 
Tämän työn lähtökohtana on, että Tiira-kehyksellä tai muillakaan käytössä olevilla 
teknologioilla ei pystytä ratkaisemaan tässä työssä käsiteltävää kokonaisuutta. 
3.2 Tietoarkkitehtuuri Maanmittauslaitoksen IT-palvelukeskuksessa 
Mitpassa tietoarkkitehtuuri koostuu loogisesti kahdesta tietovarantokokonaisuudesta. 
Operatiivisilla tietojärjestelmillä tieto on relaatiokannoissa (Oracle 12c). Kullakin 
tietojärjestelmällä on omat operatiiviset tiedot, joita käytetään lähtökohtaisesti 
suoraan JDBC-yhteyden kautta. Mitpassa tietoarkkitehtuuriperiaatteena on tunnistaa 
yhteiskäyttöisiä tietoja ja vakioida niiden käyttö yhdenmukaiseksi järjestelmien 
välillä. Näitä yhteiskäyttöisiä tietoja ovat esimerkiksi koodistot, asiakastiedot ja 
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erilaiset rekisterit esimerkiksi eläintenpitäjistä. Ne sijaitsevat relaatiokannoissa ja 
niitä käytetään joko suoraan JDBC-yhteyden kautta tai Tiiralla rakennetun Tiira-apin 
kautta. 
Tietoarkkitehtuurin osalta Mitpassa noudatetaan samoja periaatteita kuin 
sovellusarkkitehtuurissa. Tämä tarkoittaa, että periaatteita tulee noudattaa sekä 
tietoarkkitehtuurin teknologioiden että tietomallien osalta. Tietomallin osalta on 
lisäksi pyrittävä tiedon yhteiskäyttöisyyteen. Yhteiskäyttöisiä tietoja pyritään 
tunnistamaan ja kuvaamaan, jotta samaa tietoa ei olisi eri muodoissa eri järjestelmien 
käytössä. Tästä esimerkkinä on asiakastieto. Mitpa on keskittänyt asiakastiedot ja 
niiden käytön siten, että kaikilla järjestelmillä on käytössään yhtenäinen ja 
ajantasainen tieto.  
Toinen tietovarantokokonaisuus on raportoinnin tietovarasto, jonne tiedot siirretään 
ETL-prosesseilla (extract, transform, load) operatiivisesta tietokannasta. 
Raportoinnin tietovarasto on tähtiskeemassa. Tietovarasto on tyypillisen ETL-
prosessin tapaan pilkottu tiedon käsittelyn vaiheiden näkökulmasta kolmeen osaan. 
Ensimmäisessä vaiheessa ovat kopiot relaatiokannoista. Toisessa ovat 
ydintietovaraston taulut, joissa tieto on mallinnettu tähtiskeemaan ja operatiivisten 
kantojen koodistoviittaukset on korvattu raportoinnin tietovaraston viittauksilla. 
Kolmantena ovat raportointiin tarkoitetut paikallisvarastotaulut. Raportoinnin 
laskentakuorman helpottamiseksi tietovarastoinnin toimintaperiaatteena on ollut 
toteuttaa mahdollisimman suuri osa varsinaisista laskennoista osana ETL-prosesseja. 
Paikallisvarastoissa tieto on valmiiksi yhdisteltyä ja laskettua kutakin laskentatarvetta 
varten. Tiedonsiirtoon tarkoitetut ETL-prosessit on toteutettu yöllisinä eräajoina. 
Kaikki siirrot tehdään Talend Data Integration -tuotteella. 
Tietoarkkitehtuurin kokonaisuus on hahmoteltu alla kuvaan 3. Tämän työn kehityksen 
kannalta on olennaista tutkia, miten raportointiin tarkoitettu tietovarasto ja varsinaiset 
raportointityökalut soveltuvat luvussa 3.3 määriteltyihin asiakastarpeen 
suorituskykyvaatimuksiin ja yleisemmin myös arkkitehtuurivaatimuksiin. 
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Kuva 3 Tietoarkkitehtuuri Mitpassa 
 
Tällä hetkellä ETL-siirroissa siirretään suurimpien siirtomäärien aikaan noin 80 
miljoonaa riviä tietoa vuorokaudessa. Tämä on niin sanottu tekninen kokonaissumma. 
Se tarkoittaa sitä, että yksi rivi tietoa virtaa ETL-prosessin kolmen askeleen läpi. Yksi 
päivitys relaatiokantaan aiheuttaa kolme teknistä siirtoa ennen kuin se on 
paikallisvarastossa. Joissain tilanteissa jopa enemmän. Käytännössä uusia 
tietoyksiköitä virtaa prosessin läpi maksimissaan 30 miljoonaa kappaletta 
vuorokaudessa.  
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3.3 Asiakkaan toiminnallisten vaatimusten kuvaus 
3.3.1 Asiakastarpeen tausta 
Tämän työn kohteena on ympäristöterveydenhuollon järjestelmän uudistaminen. 
Virastojen yhteisessä valvontaohjelmassa ympäristöterveydenhuolto on kuvattu 
seuraavasti:  
"Ympäristöterveydenhuolto on osa ennaltaehkäisevää perusterveydenhuoltoa, jossa 
riskit huomioiden valvotaan viime kädessä ihmisen terveyteen vaikuttavaa 
elinympäristöä. Ympäristöterveydenhuoltoon kuuluu terveydensuojelu, 
elintarvikkeiden, tupakkalain, kuluttajaturvallisuuden sekä eläinten terveyden ja 
hyvinvoinnin valvonta sekä eläinlääkäripalvelut." (Valvira.)  
Valvontaa johtaa kolme ministeriötä: Sosiaali- ja terveysministeriö, Maa- ja 
metsätalousministeriö ja Työ- ja elinkeinoministeriö. Ministeriöt ohjaavat työtä 
kolmen keskusviraston kautta, Sosiaali- ja terveysalan lupa- ja valvontavirasto 
(Valvira), Elintarviketurvallisuusvirasto (Evira) ja Turvallisuus- ja kemikaalivirasto 
(Tukes). Alueellisesta ohjauksesta vastaavat tällä hetkellä aluehallintoviranomaiset ja 
käytännön tarkastustyö tehdään kunnissa. Alueellinen ohjaus ja tarkastustyö tultaneen 
maakuntauudistuksessa siirtämään maakuntien tehtäviksi.  
Ympäristöterveydenhuollon valvontajärjestelmää ollaan uudistamassa. 
Järjestelmäuudistus on hallinnollisessa mielessä vastuutettu Eviralle. Järjestelmän 
kohteena ovat elintarviketurvallisuus, terveydensuojelu ja tupakkalain valvonta. 
Tämän työn kohteena on Eviran toimialaan kuuluva elintarviketurvallisuus. 
Elintarviketurvallisuuden valvontaa ohjataan elintarvikeketjun monivuotisella 
kansallisella valvontasuunnitelmalla (Evira 1.). Valvontasuunnitelma kattaa koko 
elintarvikeketjun valvonnan. Uuteen järjestelmään liitetään kuitenkin vain 
elintarviketurvallisuus – kasvintuotannon edellytykset ja kasvinterveys sekä eläinten 
terveys ja hyvinvointi -toimintojen valvonnassa käytetään muita tietojärjestelmiä. 
Vaikka työ tehdään maakunnissa tai vastaavissa tarkastusyksiköissä, niin Evira tulee 
tarjoamaan tarkastuksien tueksi yhden yhteisen tietojärjestelmän. 
Uuden järjestelmän yhdeksi tavoitteeksi on asetettu sensoridatan käytön lisääminen. 
Elintarviketurvallisuuden osalta ilmeisin vaihtoehto on Eviran asiantuntijoiden 
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mukaan ravintoloiden kylmätilojen lämpötilan ja kosteuden mittaaminen. Oletus on, 
että kylmätilojen seuraaminen sensoreilla, joiden tiedot lähetettäisiin keskitettyyn 
tietovarastoon, vähentäisi kylmätilojen lämpötilapoikkeamista aiheutuneiden 
elintarvikeperäisten sairastumisten määrää. Samalla se tarjoaisi asiakkaille, eli 
elintarviketurvallisuuden piiriin kuuluville yrityksille, mahdollisuuksia 
omavalvonnan laajentamiseen. 
3.3.2 Kuvaus käyttötarpeen määrittelystä 
Tämän tutkimuksen tapauskuvaus pohjautuu Mitpan tietoarkkitehdin Hannu Kämärin 
(joka on myös tämän työn tekijä) pohdintaan. Hannu Kämäri toimii 
tietoarkkitehtuurin asiantuntijana Vati-hankkeessa. Pohdinta on tehty edellisessä 
luvussa esille tuodun Vati-hankkeen tavoitteen eli sensoridatan käytön lisäämisen 
pohjalta.  
Tapauskuvauksen perustella tehtiin vaatimusluettelo (lopullinen versio: luku 3.4 ). 
Tämän kuvauksen ensimmäinen versio ja siihen liittyvä taustoitus (luku 3.3.1 ja Liite 
1) lähetettiin kommenteille Eviraan ja Mitpaan. Evirasta vastaajina olivat Vati-
hankkeen kehittämisasiantuntija Marina Häggman, ylitarkastaja Katri Klinberg ja 
ylitarkastaja Minna-Maija Väänänen. Mitpasta vastaajina olivat tietovarastoarkkitehti 
Tommi Korpi, pääsuunnittelija Jarko Lehikoinen ja sovellusarkkitehti Samuli 
Turkkila. Vastauksia pyydettiin seuraaviin kysymyksiin: 
 Käyttötarpeen taustoitus vastaa käsitystäsi asiakkaan nykytilanteesta ja 
taustoittaa tarpeellisella tavalla nykytilannetta tai se voidaan hyväksyä 
seuraavin kommentein?  
 Vaatimusluettelossa on listattuna vaatimukset uudelle järjestelmälle. Kunkin 
vaatimuksen kohdalla vastaa seuraavin vaihtoehdoin:  
 Vaatimus on tarpeellinen ja oikein määritelty. 
 Vaatimus on tarpeellinen, mutta vaatii seuraavan korjauksen.  
 Vaatimus on turha. 
 Minulla ei ole kykyä arvioida vaatimusta. 
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 Onko vaatimusluettelo mielestäsi kattava? Jos ei ole, niin miltä osin sitä tulisi 
täydentää? 
 Voidaanko sensoriteknologian vaatimat muutokset tietoarkkitehtuurin pohjalta 
määritellä nyt käsiteltyjen vaatimusten pohjalta? Vastausvaihtoehdot ovat: 
a) Hyväksytään. 
b) Hyväksytään kommentein.  Kommentit voivat olla edellä annettuja tai niitä 
voidaan täydentää tässä. 
c) Hylätään. 
3.3.3 Vaatimusten taustoitus 
Tämän tutkimuksen käyttötapauksen tai oikeammin käyttötarpeen kohteena on 
sensoreilla tuotetun aineiston keskitetty analyysi ja seuranta. Sensoreilla halutaan 
mitata elintarvikehuoneistojen kylmätilojen lämpötilapoikkeamia. Sensoritietoja 
halutaan seurata reaaliaikaisesti tai lähes reaaliaikaisesti. Tämä tarkoittaa, että 
havainnot poikkeamista halutaan saada näkyviin raportointijärjestelmään ja muuhun 
käyttöön nopeammin kuin kerran vuorokaudessa. Esimerkiksi tunnin viive ei ole 
käyttötapauksen kannalta ongelmallinen. 
Suomessa on Oiva-raportointijärjestelmän (Evira 3.) tietojen mukaan ensisijaisia 
elintarvikehuoneistoja yhteensä noin 48 000, joista 32 000 on luokiteltavissa 
toimialan perusteella. Ne jakautuvat toimialoittain taulukossa 1 kuvatulla tavalla. 
Taulukko 1 Elintarvikehuoneistojen toimialat 
Elintarvikkeiden tarjoilu Grilli- tai pikaruokatoiminta 2 000 
  Kahvilatoiminta 5 000 
  Pubitoiminta 2 000 
  Ravintolatoiminta 9 000 
  Suurtalous, keskuskeittiötoiminta ja pitopalvelu 2 000 
  Suurtalous, laitoskeittiö (koulut, sairaalat, ja muut) 6 000 
  Suurtalous, tarjoilukeittiötoiminta 6 000 
Elintarvikkeiden tarjoilu yhteensä:  32 000 
 
Sensoreiden hankkiminen ja liittäminen internettiin on iso panostus ravintoloille. Sen 
vuoksi oletetaan, että ravintolaketjut ja suurtalouskeittiöt hankkivat seurantalaitteita 
todennäköisemmin, koska niistä on hyötyä myös esimerkiksi ketjun tai kunnan itse 
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toteuttamassa omavalvonnassa. Tämän vuoksi työssä käytetään olettamusta, että 70  
% suurtalouksista, 50 % ravintolatoimintaa tai grilli- tai pikaruokatoiminta ja 20 % 
muista luokiteltua elintarvikkeiden tarjoilua harjoittavista yrityksistä hankkii sensorit. 
Tämä tekee yhteensä 17 600 yritystä.  
Toinen asia, joka täytyy tehdä olettamuksiin perustuen, on kylmätilojen määrä 
ravintoloissa. Tästä ei ole saatavilla tilastoa. Olettamuksena tässä on, että keskimäärin 
ravintolassa on kymmenen jääkaappia tai yksi tai useampia isoja tiloja, joiden 
seuraaminen sensorein vastaa kymmenen jääkaapin seuraamista. 
Kolmas olettamuksen varaan jäävä asia on sensoreiden määrä ja mittaustiheys 
jääkaappia kohden. Eviran antamien omavalvonnan ohjeiden mukaan valvontaa tulisi 
tehdä useita kertoja päivässä useasta kohtaa kylmätilaa (Evira 2.). Koska 
automatisointi mahdollistaa usein toistuvat mittaukset helposti, niin tässä 
mittaustiheytenä käytetään yhtä tuntia. Mittauspisteitä yhtä kylmätilaa kohden on 
neljä lämpötilan ja yksi kosteuden seurantaan. Näillä määrityksillä saadaan kiinni 
lyhytkestoisia ja paikallisia sekä toistuvia poikkeamia, jotka voivat aiheutua edellisen 
ohjeen mukaan esimerkiksi ohjeiden vastaisesta ruoan jäähdyttämisestä ruoan 
säilyttämiseen tarkoitetussa kylmätilassa. 
Näiden kolmen määrittelyn seurauksena ravintoloista tulisi yhteensä noin 21 
miljoonaa viestiä vuorokaudessa (17 600 x 10 x 5 x 24 = 21 120 000). Tiedoista 
halutaan tehdä aikasarjaa, joten kaikki esiintymät pitää saada talteen. Tietovaraston 
koko kasvaa silloin 21 miljoonalla rivillä joka vuorokausi. Toisaalta se tarkoittaa, että 
joka tunti järjestelmään tulee noin 900 000 viestiä (17 600 x 10 x 4), jotka tulee 
käsitellä. Pahimmillaan, jos lähetykset tehdään tasatunnein, tulevat kaikki viestit 
järjestelmään muutaman sekunnin sisällä. Tällöin järjestelmään voi tulla jopa 100 000 
riviä sekunnissa. Viesteistä tulee pystyä havaitsemaan lämpötilan tai kosteuden 
poikkeamia, jotka voisivat vaarantaa elintarviketurvallisuutta. Viesteihin tulee pystyä 
liittämään tarvittavat referenssitiedot – esimerkiksi ravintolan tai vastaavan sijainti ja 
y-tunnus, jotta niistä voidaan tunnistaa yksittäinen ravintola tai laajempaa 
näkökulmaa varten muita referenssitietoja. Mielenkiintoisia tietoja voivat olla 
esimerkiksi ravintolan koko ja toimiala. 
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Seurannan kannalta yksittäisten viestien katoaminen ei ole suuri ongelma. Sen sijaan 
pitkäkestoisemmat, säännöllisesti toistuvat tai kaikkia yhden kylmätilan mittareita 
koskevat poikkeamat ovat potentiaalisesti elintarviketurvallisuutta uhkaavia ja siten 
ne ovat lämpötila- tai kosteuspoikkeamiin verrattavia virheitä. Tässä työssä ei 
pohdita, miten jääkaapin voisi kytkeä pois päältä. Silloinhan viestien saapuminen 
lakkaisi sallitusti. On myös huomioitava, että säännöllisten poikkeamien 
tunnistaminen vaatii koneoppimisen algoritmeja ja ne ovat järjestelmissä tyypillisesti 
erikseen kehitettäviä ominaisuuksia. 
Järjestelmän tarkoitus on parantaa elintarviketurvallisuutta kylmätilojen 
tavoitearvojen (kosteus ja lämpötila) paremmalla toteutumisella. Tämän 
saavuttamiseksi valvontaa tekevillä käyttäjillä täytyy olla mahdollisuus seurata 
poikkeamien kehittymistä valitulla aikajaksolla ja toimijaan liitetyillä 
referenssitiedoilla. Näin saatuja tietoja voidaan käyttää esimerkiksi valvonnan ja 
koulutusten kohdistamisessa. Lisäksi toimijan tulee päästä itse näkemään omat 
tietonsa web-käyttöliittymän kautta omavalvonnan helpottamiseksi. Lisäksi sovituista 
poikkeamista tulee lähteä välittömästi ilmoitus ravintolaan ja niistä tulee jäädä 
erillinen tieto myös tietovarastoon raportointia varten. 
Sovelluksen tulee olla käyttäjille miellyttävä. Tätä voidaan arvioida esimerkiksi 
modernien toteutustekniikoiden käytöllä ja raporttien graafisten ominaisuuksien tulee 
olla monipuolisia. Loppukäyttäjien tulee pystyä käyttämään heille tarkoitettuja 
toiminnallisuuksia suomen kielellä. 
3.4 Vaatimusluettelo 
Taulukossa 2 on listattuna järjestelmälle asetettavat vaatimukset. Suurin osa 
toiminnallisista ja osa ei-toiminnallisista vaatimuksista  pohjautuvat lukuun 3.3. 
Ympäristövaatimukset ja loput toiminnallista ja ei-toiminnallisista vaatimuksista 
pohjautuvat luvussa 3.1.1 esille tuotuihin arkkitehtuurivaatimuksiin. Vaatimukset 
voivat olla pakollisia tai toivottuja. 
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Taulukko 2 Vaatimusluettelo 
Vaatimus # Kuvaus Pakollinen? 
Toiminnalliset vaatimukset 
T1 Järjestelmä ottaa vastaan sensoreista lähetettyä 
aineistoa. 
x 
T2 Viesteihin voidaan liittää haluttuja referenssitietoja 
(esim. ravintolan sijainti ja y-tunnus) 
x 
T3 Järjestelmään voidaan määrittää rajat kosteus- ja 
lämpötilapoikkeamille, joiden ylittämisestä jää 
ilmoitus tietovarastoon ja niistä lähetetään 
automaattisesti hälytysviesti kyseessä olevaan 
ravintolaan liitettyihin sähköpostiosoitteisiin.  
x 
T4 Järjestelmään pystyy asettamaan hälytyskriteerit 
puuttuville viesteille. Jos esimerkiksi lämpötila puuttuu 
kaikista antureista yhdessä jääkaapissa, lämpötila 
puuttuu useamman kerran yhtäjaksoisesti tai 
poikkeamissa on säännönmukaisuutta. 
 
T5 Järjestelmästä voidaan tehdä sekä keskitettyjä 
raportteja, että siitä voidaan julkaista asiakkaille 
kohdennettuja raportteja, joista näkyy vain kyseiseen 
käyttäjään liitettyjen ravintoloiden tai vastaavien 
tiedot. 
x 
T6 Raporteista voidaan seurata poikkeamia halutulla 
aikajaksolla. 
x 
T7 Raporttia voi rajata halutuin toimijoihin liittyvin 
referenssitiedoin 
x 
T8 Ohjelmisto voidaan helposti siirtää käyttöympäristöstä 
toiseen (kehitys->, testi->, tuotanto). 
x 
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Vaatimus # Kuvaus Pakollinen? 
Ei-toiminnalliset vaatimukset  
ET1 Järjestelmä pystyy käsittelemään 21 miljoonaa riviä 
vuorokaudessa ja 900 000 riviä tunnissa.  
x 
ET2 Ohjelmisto voidaan ongelmatilanteessa käynnistää 
uudelleen automaattisesti.  
x 
ET3 Järjestelmään voidaan työntää tietoja sensoreilta. 
Järjestelmä siis toimii sensoreiden ja viestin 
vastaanoton välissä työntää (push) -periaatteella.  
x 
ET4 Ongelmatilanteissa ohjelmistoon työnnetyt viestit 
jäävät jonoon, mistä ne käsitellään automaattisesti ja 
oikeassa järjestyksessä, kun ohjelmisto toipuu. 
x 
ET5 Ohjelmiston yksittäisten ohjelmien toiminnallisuuksia 
voidaan laajentaa omalle sovelluskehityksellä. 
x 
ET6 Ohjelmiston käyttö on ilmaista tai siihen liittyy 
korkeintaan käyttäjämäärästä riippumattomia 
kustannuksia, jotka ovat suuruudeltaan korkeintaan 30 
000 € /v 3–5 kehittäjää ja yhtä 
ympäristökokonaisuutta kohden (sisältäen kehitys, testi 
ja tuotantoympäristön) vuodessa. 
x 
ET7 Ohjelmistosta on oltava tarjolla vakaa ja luotettava 
versio. Beta-vaiheessa tai aikaisemmassa olevia 
ohjelmistoja ei hyväksytä. 
x 
ET8 Pääsyä tietovarastoon voidaan kontrolloida 
käyttäjätunnus ja salasana -parilla. 
x 
ET9 Omavalvontaan tarkoitettujen käyttöliittymien tulee 
olla suomenkielisiä.  
x 
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Vaatimus # Kuvaus Pakollinen? 
ET10 Kehittäjille tarkoitettujen käyttöliittymien tulee 
suomen- tai englanninkielisiä.  
x 
ET11 Ohjelmasta on saatavissa tietoa yleisissä avoimissa 
formaateissa. 
 
ET12 Valmiiden komponenttien toteutusteknologiat ovat 
moderneja ja ovat laajalti käytössä.  
x 
ET13 Suositaan komponentteja joiden  toteutusteknologioista 
Mitpassa on kokemusta. 
 
ET14 Suositaan komponentteja joiden laajentamiseen ja 
konfigurointiin käytetyistä ohjelmointikielistä 
Mitpassa on osaamista. 
 
ET15 Ohjelman käyttäjäkokemuksen tulee olla tehokas ja 
miellyttävä.  
x 
Ympäristövaatimukset  
Y1 Ohjelmaa voidaan käyttää Unix-ympäristöissä (Red 
Hat Enterprice) 
x 
Y2 Kehittäjille on tarjolla tarvittavat työkalut Windows-
ympäristössä 
x 
Y3 Ohjelmisto pystyy vastaanottamaan tiedostoja eri 
muodoissa (csv, JSON, XML tai peräkkäistiedosto). 
x 
Y4 Ohjelmisto pystyy lukemaan referenssitietoja Oracle ja 
PostgreSQL -tietokannoista. 
x 
Y5 Toteutetut raportit ovat luettavissa tavallisimpien 
selaimien tuoreemmilla versioilla (Firefox, Chrome, 
Internet Explorer ja Safari). 
x 
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3.4.1 Yhteenveto vastauksista 
Vastaajista Tommi Korpi ja Samuli Turkkila hyväksyivät ehdotuksen kommentein. 
Luvussa 3.4 oleva vaatimusluettelo on korjattu kommenttien perusteella. 
Alkuperäinen vaatimusluettelo ja siihen liittyvät kommentit löytyvät kohdasta Liite 1: 
Alkuperäinen vaatimusluettelo kommentteineen. Muut vastaajat hyväksyivät 
ehdotuksen sellaisenaan. 
3.4.2 Toiminnallinen arkkitehtuuri 
Vaatimusten perusteella voidaan kuvata toiminta-arkkitehtuuri. Toiminta-
arkkitehtuurin kuva 4 koostaa luvun 3 vaatimukset yhteen näkymään. Se huomioi 
sekä vaatimukset että arkkitehtuuriperiaatteet. Alhaalla kuvassa on prosessien 
vuorovaikutukset. Tieto kulkeutuu ensin yrityksiltä käsiteltäväksi ja analysoitavaksi, 
josta se menee sekä viranomaisvalvonnan että omavalvonnan käyttöön. Keskellä ovat 
roolit, joiden kautta ylimpänä olevat sidosryhmät osallistuvat prosesseihin. 
Sidosryhmä ei välttämättä ole varsinainen aktiivinen toimija. Esimerkiksi mittaukset 
on automatisoitu, jolloin yritys osallistuu prosessiin seuratun kohteen omistajana. 
 
 
Kuva 4 Toiminta-arkkitehtuuri 
  
27 
 
4 Katsaus Big Data -teknologioihin 
Tässä luvussa esitellään työn kannalta olennaisimmat Big Data -teknologiat ja se 
pohjustetaan syillä, miksi Big Data -teknologiat on pitänyt luoda. Työn kannalta 
olennaisilla teknologioilla tarkoitetaan käyttötarpeen (katso luku 3.3) ja Mitpan 
arkkitehtuuriperiaatteiden mukaisia teknologioita (katso luku 3.1). Tämä rajaa 
teknologiat edullisiin ja Open Source -periaatteella lisensoituihin tuotteisiin tai 
Mitpan käytössä olevien tuotteiden laajennuksiin. Toiminnallisuuksista tarkemman 
tarkastelun kohteena ovat tietovirtojen reaaliaikaiseen käsittelyyn tarkoitetut 
ohjelmat. Tarkastelussa ovat erityisesti Apachen, Elasticin ja Talendin tuotteet.  
4.1 Taustaa 
Kuten luvussa 2.2 kävi ilmi, Big Datan myötä vaatimukset aineiston käsittelylle ovat 
muuttuneet. Big Datan kolme tärkeintä ominaisuutta, jotka vaativat täysin uudenlaisia 
tiedon tallennuksen ja prosessoinnin työkaluja, ovat volyymi, vauhti ja vaihtelevuus. 
Suureen tiedon volyymiin Big Data -teknologiat ovat vastanneet rinnakkaisuuden 
lisäämisellä ja tiedon käsittelyn mahdollistamisella ilman hidasta sisään lukua – 
ominaisuuksilla, joita perinteiset tietokantatoimittajat eivät ole pystyneet tarjoamaan 
(Madden 2012). Rinnakkaisuuden parempi hyödyntäminen on erityisen tärkeää, kun 
prosessoritehojen kasvu on hidastunut. Tiedon suureen määrään yhdistyvä vaatimus 
nopeasta käsittelystä on ongelmallinen, jos kaikki aineisto pitää ensin ladata 
tietokantaan. Perinteisten ratkaisujen ongelma korostuu, kun dataa tulee paljon ja vain 
osa aineistosta on hyödyllistä. Big Data –teknologiat pyrkivät ratkaisemaan tämän 
ongelman tietovirtojen reaaliaikaisella käsittelyllä (Madden 2012). Optimaalisesti Big 
Data -teknologioilla hyödyllinen data voidaan tunnistaa ennen kuin aineistoa on edes 
varsinaisesti käsitelty. Vain hyödylliseksi koettu data pitää tallentaa. Tiedon 
vaihtelevuus on ilmeisen ongelmallista relaatiorakenteessa, missä tarkoilla 
tietotyyppimäärityksillä ja viite-eheysvaatimuksilla halutaan suojella tiedon laatua ja 
eheyttä. Aineisto voi myös olla täysin strukturoimatonta ja ei edes sovellu hyvin 
tietokannan relaatiorakenteissa käsiteltäväksi. Tallentaminen ei pysty hyödyntämään 
olennaisia ominaisuuksia (esimerkiksi edellä mainitut viite-eheyksien ja tietotyyppien 
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rajoitteet), jos tiedot pitää tallettaa LOB-tyylisinä tai vastaavina (Sagiroglu & Duygu 
2013). 
4.2 Yleiskatsaus teknologioihin 
Big Data määritetään yleisesti myös teknologioiden kautta. Alun perin Big Dataan 
liitettiin ensisijaisesti Apache Hadoop ja sen map reduce -toiminnallisuudet. Viime 
aikoina markkinoille on tullut kasvava joukko teknologioita, joilla pyritään 
hallitsemaan nopeasti kasvavaa ja monipuolista tietoaineistoa. Tämän luvun tehtävä 
on esitellä tämän työn näkökulmasta olennaiset teknologiat. Tämän vuoksi 
käsittelyssä ovat ainoastaan tietovirtojen hallintaan, aineiston puhdistamiseen, 
tallentamiseen ja staattisiin raportteihin liittyvät teknologiat. Dynaamisen 
raportoinnin (OLAP-työkalut) työvälineet ovat merkittävin rajauksen ulkopuolelle 
jäävä ryhmä. Aluksi käydään läpi kursiivisemmin eri lähteistä löytyviä teknologioita. 
Sen jälkeen esitellään syvällisemmin ratkaisun kannalta mielenkiintoiset teknologiat. 
Tarkempaan tarkasteluun on valittu teknologiat, joilla mahdollistetaan reaaliaikainen 
analyysi ja jotka yhdessä saman tuoteperheen tai nykyisin käytössä olevien 
komponenttien kanssa muodostavat selkeän kokonaisuuden. 
Chen ja Zhang (2014) tekivät kartoituksen, jonka yhtenä osana he listasivat omasta 
näkökulmastaan mielenkiintoisimmat teknologiat. Ne voidaan jaotella kolmeen 
ryhmään toiminnallisuuden ja tiedon käsittelyn ajastuksen suhteen. 
Toiminnallisuuden mukaan teknologiat jakaantuvat tiedon käsittelyn ja raportoinnin 
teknologioihin. Tiedon käsittelyssä ne jakaantuvat vielä eräajoina tietoja käsitteleviin 
ja reaaliaikaisen prosessoinnin teknologioihin. Eräajoina suoritettavia teknologioita 
ovat Apache Hadoop ja siihen kiinteästi liittyvät Hive ja muut vastaavat tukevat 
teknologiat ja Hadoopin kanssa käyttötarkoitukseltaan yhteneväinen Dryad. Hadoopia 
tai Dryadia käytettäessä iso aineisto voidaan jakaa laskettavaksi usealle palvelimelle 
ja kootaan lopuksi yhteen. Koska jokainen laskenta suoritetaan usealla palvelimella, 
on järjestelmä vikasietoinen. Tarkemmin tarkasteltuna Hadoop koostuu neljästä 
osasta. Hadoop Common sisältää yleiset osat ja tukee muita osia. Hadoop Distributed 
File System (HDFS) on Hadoopin tietovarasto. Hadoop YARN on töiden 
aikataulutukseen ja klusterien hallintaan tarkoitettu työkalu. Hadoop Map Reduce on 
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HDFS järjestelmän päällä toimiva isojen aineistojen rinnakkaiseen laskentaan tehty 
työkalu.  
Reaaliaikaiseen tiedon prosessointiin Cheng ja Zhang (2014) listasivat Apache 
Kafkan, Splunkin, Talend Open Studion, Apache Stormin, S4:n ja SQLstream s-
Serverin. Apache Kafka on isojen tietoaineistojen reaaliaikainen ja muistinvaraisen 
tiedonsiirron viestinvälitysjärjestelmä.  Kafkaa voidaan käyttää esimerkiksi 
reaaliaikaisen päätöksentekojärjestelmän taustajärjestelmänä. Sitä voi käyttää jonona 
varsinaisten prosessoinnin työkalujen edellä. Splunk tarjoaa työkalut ensisijaisesti 
koneiden tuottamien tietojen, esimerkiksi lokien läpikäymiseen. Se pystyy 
ajonaikaisesti indeksoimaan uutta tietoa. Sitä käytetäänkin paljon IT-infrastruktuurien 
valvonnan ja reaaliaikaisen päätöksenteon tukijärjestelmissä. Sen voi halutessaan 
yhdistää myös Kafkaan ja indeksoida Kafkan viestejä (Splunk). Talend Open Studio 
on Eclipse-alustalle rakennettu tietovirtojen ja niiden käsittelyyn liittyvien prosessien 
graafinen editori. Tämä tietojärjestelmä on jo käytössä kohdeympäristössä ja havaittu 
käytännön työssä hyväksi. Apache Storm on reaaliaikainen tietovirran käsittelyyn ja 
laskentaan suunniteltu järjestelmä. S4 on Yahoon kehittämä Stormiin verrattava 
järjestelmä (Neumeyer ja muut 2010). SQLstream s-Server on kahteen edelliseen 
verrattava järjestelmä, mutta poikkeaa niistä täysin muistin hallinnan osalta. Siinä ei 
ole lainkaan tietokantaa. Mitään tietoa ei tallenneta levylle, vaan kaikki tieto 
käsitellään muistinvaraisesti. Järjestelmä on suunniteltu erittäin suurten tietovirtojen 
hallintaan ja niissä erityisesti hahmontunnistukseen.  
Raportoinnin työkaluista Cheng ja Zhang (2014) listaavat SAP Hanan. Se on 
reaaliaikaisen raportoinnin järjestelmä, joka yhdistää sekä perinteisen 
tietovarastoinnin että raportointinäkymän. On kuitenkin huomioitava, että SAP Hana 
ei ole lisensoitu Open Source -lisenssillä ja hinnoittelukin ylittää Mitpan tavoitteet 
(SAP Hana). 
Pääkkönen ja Pakkala (2015) käyvät raportissaan läpi isojen sosiaalisen median 
yritysten (Twitter, Facebook, LinkedIn ja vastaavienF.) järjestelmäarkkitehtuureja. 
Organisaatioilla on käytössään edellä mainittujen lisäksi seuraavat, tämän työn 
kannalta olennaiset teknologiat, jotka voidaan jakaa vastaavalla tavalla kuin edellä 
mainitut Chengin ja Zhangin (2014) esittelemät teknologiat. Pääkkösen ja Pakkalan 
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listauksessa ei kuitenkaan ollut lisää soveltuvia raportoinnin työkaluja. Eräajoina 
tehtävään laskentaan soveltuviksi työkaluiksi Pääkkönen ja Pakkala esittelivät Map 
Reduce Onlinen. Se on eräajoina suoritettavien laskentojen ohjaukseen ja hallintaan 
tarkoitettu työkalu. Reaaliaikaisen tiedon käsittelyyn esiteltiin MapUpdata Muppet, 
TimeStream, D-Streams ja Naiad. MapUpdata Muppet vastaa toteutukseltaan 
Hadoopia, mutta datan analysointi on toteutettu reaaliaikaisena. Se pystyy 
käsittelemään miljardeja viestejä päivässä (Lam ja muut 2012).  TimeStream on 
Microsoftin StreamInsight alustalla toimiva työkalu, joka hyödyntää analysoinnissa 
suunnattuja syklittömiä verkkoja (DAG) ja joka on tarkoitettu toimivaksi myös 
matalatehoisemmilla koneilla. Se pystyy käsittelemään kymmenen tuhatta Twitter-
viestiä sekunnissa kahden sekunnin viiveellä (Qian ja muut 2013). Sen 
käyttötapauksiin kuuluu esimerkiksi verkon latenssien valvonta. D-Streams on 
Sparkin (joka esitellään myöhemmin) abstraktio, joka mahdollistaa jatkuvan 
tietovirran käsittelyyn. Myöhemmissä kohdissa Sparkista puhuttaessa sen oletetaan 
sisältävän D-Streams. Naiad on järjestelmä reaaliaikaiseen tietovirtojen hallintaan, 
joka kehitettiin vastaamaan kolmeen haasteeseen: se tarjoaa eräajotasoisen 
laskentakapasiteetin, pienen latenssin ja mahdollisuuden rekursiiviseen ja 
inkrementaaliseen laskentaan (Murray ja muut 2013). 
Kuten edellisistä kappaleista käy ilmi, Apache on erittäin keskeinen toimija Big Data 
-teknologioissa. Lisäksi Apache julkaisee kaikki ohjelmat Mitpan 
arkkitehtuuriperiaatteiden mukaisesti Open Source -lisenssillä (vertaa luku 3.1.1). 
Kaiken kaikkiaan Apache on julkaissut 36 Big Data -teknologiaa (Apache 2.).  Näin 
ollen on luontevaa tutkia koko Apachen Big Data -tarjooma. Apache tarjoaa työkaluja 
tiedon käsittelyyn eräajoina (Hadoop), tietovirtoina (Spark, Samza ja Storm), tiedon 
säilyttämiseen (Hive ja Hadoopin osa HDFS) ja näiden käytön helpottamiseen 
liittyviä pienempiä ohjelmia. Kattava listaus teknologioista on liitteessä 2. 
Teknologialistaukseen on otettu mukaan myös kehitysvaiheessa olevia teknologioita. 
Incubating on Apachen terminologiaa ja kuvaa projektin vaihetta (Apache Incubator). 
Projekti on silloin keskeneräinen ja rinnastetaan tässä työssä beta-vaiheeseen. 
Perinteisemmissä tiedonhallinnan järjestelmissä tietojen sisäänlukua on hallittu 
erilaisilla jonopalveluilla. Viestijonopalveluilla voidaan eristää palvelinten välinen 
viestinvälitys omaksi tietojärjestelmäkseen. Tällaisen palvelun tehtävänä on varmistaa 
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viestien perillemeno ja viestien järjestys. Viestijonot myös väliaikaisesti säilyttävät 
viestejä ja sen vuoksi virhetilanteessa viestejä ei tarvitse lähettää uudelleen, vaan 
viestijonojärjestelmä hoitaa toipumisen automaattisesti tai lähes automaattisesti. 
Viestijonot ovat palveluita, joihin tuottajat (englanniksi producer) tuottavat viestejä, 
joita kuluttajat (englanniksi consumer) lukevat.  Viestijonosovelluksia on 
markkinoilla lukuisa joukko. Apache ActiveMQ ilmoittaa olevansa markkinoiden 
suosituin viestijonojärjestelmä (Apache ActiveMQ) toinen erittäin suosittu ohjelma 
on RabbitMQ (Pivotal RabbitMQ). Nämä, kuten useat muutkin markkinoilla olevat 
tuotteet takaavat korkean luotettavuuden (viestien perille meno ja järjestys sekä 
korkea saatavuus), laajan tuen eri protokollille, skaalautuvuuden ja helppokäyttöisen 
ylläpitokäyttöliittymän (esim. Pivotal RabbitMQ). Myös edellä mainittu Kafka on 
laajemmin tulkittuna viestijonojärjestelmä. 
Viimeinen mielenkiintoinen teknologia tässä työssä on Elastic-tuoteperheen ELK-
arkkitehtuurikokonaisuus. Se tarjoaa kokonaisvaltaisen ratkaisun tiedon kokoamisesta 
tulosten julkaisuun ja isojen tietoaineistojen käsittelyyn. 
Tässä ei ole esitelty kuin osa markkinoilla olevista Big Data -ympäristöön 
suunnitelluista ohjelmista, kirjastoista, rajapinnoista ja muista vastaavista. Tässä on 
kuitenkin tämän työn lähtökohdista olennaiset järjestelmät (vertaa luku 3.1) lukuun 
ottamatta Elastic-tuoteperheen kokonaisuutta, joka esitellään kokonaisuudessaan 
omassa luvussaan. Läpikäynti kattaa esimerkiksi isojen sosiaalisen median yritysten 
teknologiavalinnat (Pääkkönen & Pakkala 2015). 
Seuraavissa luvuissa käydään tarkemmin läpi kolme kokonaisuutta. Yksi on Apache-
tuoteperheen ratkaisut, toinen on ELK-arkkitehtuuri ja kolmas on ratkaisu, jossa 
nykyistä Talend-kokonaisuutta laajennetaan BigData-lisäosalla ja muilla tarvittavilla 
teknologioilla. Nämä toteuttavat vaatimusluettelon olennaiset vaatimukset 
(reaaliaikainen tiedonkäsittely, ohjelmistot ovat laajassa käytössä, suorituskyky on 
vaaditulla tasolla ja Zeppeliniä lukuun ottamatta ohjelmistoista on julkaistu 
tuotantoversiot). Lopuksi valitaan vielä näistä esitellyistä komponenteista 
referenssiarkkitehtuurin sopivat. Valintaan vaikuttaa vaatimusten lisäksi 
yhteentoimivuus muiden valittujen komponenttien kanssa. Valituista komponenteista 
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muodostetaan arkkitehtuurikokonaisuudet, joissa komponenttien väliin on kuvattu 
tarvittavat liittymät. 
4.3 Apache tuoteperhe 
4.3.1 Apache Ambari 
Apache Ambari on ensisijaisesti Hadoop-klusterien provisiointiin, ylläpitoon ja 
seurantaan tarkoitettu työkalu. Se tarjoaa graafisen käyttöliittymän ja REST-
rajapinnan kaikkiin toiminnallisuuksiin (Hortonworks Ambari). Tämän työn kannalta 
on mielenkiintoista, että sillä voidaan provisioida ja ylläpitää Hadoopin lisäksi myös 
Zookeeperiä, Kafkaa ja Sparkia.  
Ambari on toteutettu JavaScriptia ja Javaa käyttäen (Apache Ambari). Käytön 
kannalta tällä ei loppujen lopuksi ole edes merkitystä, koska konfiguroinnit ja 
vastaavat toimet hoidetaan graafista käyttöliittymää käyttäen. 
4.3.2 Apache ZooKeeper 
Apache ZooKeeper on hajautettujen ohjelmistojen koordinointijärjestelmä. 
ZooKeeper tarjoaa vain yksikertaisimmat metodit klusterien ohjaukseen (luo, poista, 
tarkista klusterin olemassa olo, vie data klusterille, lue data klusterilta ja listaa 
olemassa olevat klusterit). Apache takaa, että Zookeeperiä voidaan varmistaa, että 
tietovirtojen järjestykset pysyvät muuttumattomina, transaktiot ovat atomisia, kaikilla 
käyttäjillä on sama näkymä järjestelmästä, järjestelmä on luotettava ja tieto on 
määrätyin rajoituksin ajantasaista (Apache ZooKeeper). ZooKeeper huolehtii myös 
klustereiden konfigurointitiedoista ja nimeämisistä. Ominaisuuksiensa vuoksi 
Zookeeperiä käytetään tyypillisesti ohjaamaan Apachen Big Data tietojärjestelmiä 
kuten esimerkiksi Sparkia ja Kafkaa. 
Zookeeperissä on olemassa graafinen käyttöliittymä, jonka kautta tehdään esimerkiksi 
klusterien nimeämiset ja porttimääritykset. ZooKeeper tarjoaa kirjastot C:llä ja 
Javalla, joista on hyötyä mikäli halutaan toteuttaa omia sovelluksia, jotka käyttävät 
Zookeeperiä koordinointiin ja asetusten valintojen tekemiseen. 
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4.3.3 Apache Kafka 
Kafka on hajautettu, partitoitu ja replikoitu sitoutumisloki (englanniksi commit log) 
palvelu (Apache Kafka 3.). Se tarjoaa myös isojen tietoaineistojen käsittelyssä 
tarvittavat viestijärjestelmäpalvelut. Kafkan käsittelyssä on syytä käyttää yhtenevää 
terminologiaa Kafkan dokumentaation kanssa: 
 Kafka jakaa viestit kategorioihin, joita kutsutaan aiheiksi (englanniksi topic) 
 Prosesseja, jotka tuottavat viestejä, kutsutaan aiheen tuottajiksi (englanniksi 
topic producer) 
 Prosseja, jotka tilaavat (englanniksi subscribe) aiheita, eli lukevat viestejä, 
kutsutaan kuluttajiksi (englanniksi consumer) 
 Kafkaa ajetaan yhdellä tai useammalla palvelimella, jota kutsutaan välittäjäksi 
(englanniksi broker). 
Yleistäen voidaan sanoa, että tuottajat lähettävät viestejä välittäjälle, josta kuluttajat 
lukevat viestejä. Viestien välityksessä käytetään ohjelmointikieliriippumatonta TCP-
protokollaa. 
Kuvassa 5 on esitelty aiheiden toimintaperiaate. Jokaista aihetta varten Kafka 
ylläpitää yhtä tai useampaa kuvan kaltaista jonomuotoista ositusta (englanniksi 
partition). Jokainen partitio on yhden aiheen jono muuttumattomia viestejä, jotka 
pidetään tallessa määritellyn ajan. Jokaiselle viestille annetaan numero, jonka avulla 
se voidaan aiheen sisällä tunnistaa yksilöllisesti. Kuvassa jokainen partitio sisältää 
joukon viestejä, joilla jokaisella on yksilöllinen tunniste alkaen nollasta. Taustalla 
jokaisessa jonossa on aihekohtainen lähtötilanne. Sen jälkeen esimerkiksi partitioon 0 
(aihe 0) on tullut 12 muutosviestiä.   Jotta järjestelmä olisi mahdollisimman 
skaalautuva ja vikasietoinen, jokainen partitio replikoidaan useammalle palvelimelle, 
joista yksi määritetään johtajaksi (englanniksi leader), jossa on aina tuoreimmat 
viestit. Sen sijaan jokainen partitio on aina yhdellä koneella. Aihe jonka tietoja 
partitiot 0-2 sisältävät, löytyy siis suunnitteluperiaatteen mukaan useammalta kuin 
yhdeltä koneelta ja kaikille koneille on replikoitunut jonosta sama tilanne ja 
replikaation lähteenä on ollut johtaja. 
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Kuva 5 Aiheiden toimintaperiaate (Apache Kafka 3.) Apache takaa Kafkalle-järjestelmälle seuraavat 
viestienvälityksen kannalta olennaiset ominaisuudet (Apache Kafka 3.): 
 
 Yhden tuottajan määrättyyn aiheeseen lähettämät viestit liitetään partitioon 
lähetysjärjestyksessä. Jos sama tuottaja lähettää sanomat M1 ja M2, joista M1 
lähetetään ensin, niin M1:llä on pienempi järjestysnumero kuin M2:lla ja M1 
näkyy aikaisemmin lokissa. 
 Kuluttajat näkevät viestit siinä järjestyksessä, missä ne on tallennettu lokiin. 
 Aiheelle, joka on replikoitu N-kertaa, taataan tiedon eheys, kun vähintään N-1 
aiheen kopioista ei kohtaa ongelmia. Ongelmia voi siis esiintyä N-1:lä 
palvelimella. 
Kafka on toteutettu vastaamaan lukuisiin käyttötapauksiin joista tämän tarpeen 
kannalta olennaisia ovat (Apache Kafka 3.): 
 Viestinvälitys (englanniksi messaging): Kafkaa voidaan käyttää perinteisen 
viestinvälityspalvelun (englanniksi message broker) tapaan. Kafkan etuina 
ovat suuri välityskapasiteetti ja toteutustavan luontaisesti tuoma replikointi, 
hajautus ja vikasietoisuus.  
 Mittaus (englanniksi metrics): Kafkalla voidaan kostaa yhteenvetoja useiden 
järjestelmien tuottamista datoista tiedontuotannon kokonaisnäkymän 
tuottamiseksi. 
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 Lokien koostaminen (englanniksi log aggregation): Kafka ei ainoastaan 
koosta lokeja vaan myös poistaa tarpeettomia järjestelmäkohtaisia tietoja, jotta 
lopputulos olisi mahdollisimman yhtenäinen ja selkeä. 
 Tietovirran prosessointi (englanniksi stream processing): Kafkalla tietoja 
voidaan helposti koostaa monessa vaiheessa ja näin tuottaa asteittain käyttäjän 
tarpeista lähteviä tietokokonaisuuksia, joista esimerkiksi tiedon 
kaksoiskappaleet on poistettu. 
 Tapahtumien hallinta (englanniksi event sourcing): Kafkalla voidaan tallentaa 
halutun tapahtuman tilanmuutoksia alkuperäisestä järjestyksestä huolehtien ja 
tallentaa isojakin määriä muutoshistoriaa. 
Kun Kafka-järjestelmää on verrattu muihin viestinvälityssovelluksiin, on sen havaittu 
olevan muita viestinvälityssovelluksia nopeampi. Kreps ja muut (2011) vertasivat 
Kafkaa, ActiveMQ:ta ja RabbitMQ:ta lähettämällä kullekin 10 miljoonaa 200 tavun 
viestiä sekä viestien tuottajan että kuluttajan roolissa. Kafka oli tuottajan roolissa noin 
neljä kertaa ja viestien kuluttajana noin kymmenen kertaa molempia nopeampi. 
LinkedIn kerää päivittäin satoja gigatavuja dataa ja yhtiö ei ole havainnut 
järjestelmissään ongelmia Kafkan viestinvälityksen luotettavuudessa (Auradkar ja 
muut 2012). Viestejä ei katoa missään vaiheessa koko ketjun aikana. Kafkan ja 
alkuperäisten tietolähteiden väliin ei olekaan tyypillisesti liitetty erillistä jonoa, vaan 
on käytetty Kafkan jono- ja väliaikaistallennusominaisuuksia (Pääkkönen & Pakkala 
2015). 
Edellä mainittujen ominaisuuksien perusteella Kafka sopii erinomaisesti sensoridatan 
sisäänlukuun, esikäsittelyyn ja tarpeen mukaan myös talletukseen. Sen 
viestinvälityksellä voidaan hallita viestivirtaa, mittausominaisuuksilla koostaa 
kokonaisnäkymää halutulla tavalla ja varmistaa lokeista järjestelmän toimintaa. 
LinkedInin esimerkin perusteella suurin mahdollinen kuorma, 100 000 viestiä 
sekunnissa ei pitäisi olla ongelma. 
Kafka on toteutettu Scalalla (Apache Kafka 1.). Alunperin API-rajapinnat toteutettiin 
Scalalle, mutta rajapintoja ollaan muuttamassa Javalle – joskin työ on kesken. 
(Apache Kafka 2.)   
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4.3.4 Apache Zeppelin 
Apache Zeppelin on tiedon tutkimiseen ja visualisointiin tarkoitettu työkalu. Sillä on 
mahdollista tuottaa useanlaisia graafisia näkymiä tietoon (katso kuva 6) Se tarjoaa 
tuen tiedonlukemiseen Sparkista ja Kafkasta (Apache Zeppelin 1.). Sen ensisijainen 
käyttötarkoitus on laajojen analyysien interaktiivinen toteutus tiimien kesken 
(Hortonworks Zeppelin). Zeppelin tarjoaa sekä perinteisien kuvaajien että pivot-
taulukoiden toteutuksen. Pääasiallisena kielenä on Python, mutta sovittimen kautta on 
mahdollista käyttää myös muita kieliä, kuten Scalaa.  (Apache Zeppelin 1.). 
 
 
Kuva 6 Zeppelin ulkoasu (Apache Zeppelin 3) 
 
Zeppelin mahdollistaa käyttäjäkohtaiset raportit dynaamisten lomakkeiden 
(englanniksi dynamic forms) avulla (Apache Zeppelin 2.).  
Toistaiseksi Zeppelinistä ei vielä ole julkaistu stabiilia versiota (Hortonworks 
Zeppelin). 
4.3.5 Tietovirtojen käsittelyn teknologiat 
Apache on julkaissut kolme teknologiaa tietovirtojen reaaliaikaiseen käsittelyyn: 
Spark, Samza ja Storm (Apache Spark 1., Apache Samza 1., Apache Storm). Kaikki 
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kolme on suunniteltu käsittelemään erittäin isoja tietoaineistoja. Stormia käytetään 
Twitterissä, Samzaa LinkedInissä ja Sparkia Facebookissa. Kaikkien järjestelmien 
ominaisuuksien ja suorituskyvyn oletetaan olevan riittäviä tämän työn 
käyttötapauksen näkökulmasta. Samzasta ei kuitenkaan ole vielä julkaistu stabiilia 
versiota (Apache Samza 2.), mikä karsii Samzan vaihtoehdoista. Sparkin ja Stormin 
välille on vaikeampi tehdä käyttötarpeen perusteella eroa. Spark tarjoaa suoraan tuen 
koneoppimisen algoritmeille, mutta Stormiin se on tarjolla Incubating-vaiheessa 
olevan Samoa-kirjaston avulla (Apache Samoa, Apache Spark 5.). Ilman tarkkaa 
teknistä evaluointia on mahdotonta sanoa, kumpi vaihtoehdoista olisi parempi. Yksi 
selkeä ero sovellusten välillä kuitenkin on. Apachen tiedon visualisoinnin työkaluun 
Zeppeliiniin on toistaiseksi toteutettu rajapinta vain Sparkiin (Apache Zeppelin 1.). 
Teknologioiden eroja esimerkiksi suorituskyvyssä ei ole julkaistu missään 
vertaisarvioidussa julkaisussa. Epävirallisemmin on tuotu esille, että Sparkin latenssi 
on vaihtoehtoihin verrattuna suurempi, toisaalta sen ansiosta viesti menee taatusti läpi 
ja taatusti vain kerran (Blog T 2015 ja Apache Samza 1.).  Näillä perusteilla Apachen 
tietovirtojen käsittelyyn suunnitelluista työkaluista tarkempaan tarkasteluun valitaan 
Apache Spark. On kuitenkin hyvää pitää mielessä, että myös Storm on erittäin hyvä 
vaihtoehto. 
Apache Spark on datan analysoinnin työkalu, jolla voidaan käsitellä tietoja sekä 
eräajoina että tietovirrasta (Spark Streaming -laajennus). Tarkalleen otten kyse on 
erittäin tiheästi toistuvista pienistä eräajoista (Apache Spark 2.). Tämän työn kannalta 
ero ei ole merkittävä. Spark on kehitetty Hadoopista saatujen kokemusten pohjalta – 
siitä haluttiin Hadoopia tehokkaampi ja helppokäyttöisempi työkalu. Sparkilla 
voidaan lukea tietoja monista lähteistä, niitä voidaan käsitellä monimutkaisin 
algoritmein (esimerkiksi map, reduce, join ja window) ja tulokset voidaan tallettaa 
haluttuun tietovarastoon (katso kuva 7). Sparkin tietolähteenä voi olla esimerkiksi 
Kafka tai Oracle tietokanta (Oracle, Apache Spark 4.). 
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Kuva 7 Sparkin yleinen toimintaperiaate (Apache Spark 2.) 
 
4.3.6 Apache Edgent 
Apache Edgent on sensorilaitteelle asennettava tietojärjestelmä Apache Edgent 
(Apache Edgent). Ajatuksena on analysoida data hajautetusti. Sensorilaitteet tai 
vastaavat eivät näin ollen kuormita verkkoa jatkuvalla datavirralla, vaan lähettävät 
keskistettyyn tietovarastoon vain halutut tiedot tapahtumista. Tiedot voidaan lähettää 
keskitettyyn varastoon, kun niiden analysointi vaatii enemmän laskentatehoa, niitä 
halutaan verrata tai yhdistellä muuhun aineistoon (esimerkiksi toisiin laitteisiin tai 
säädataan) tai tietoja halutaan tallettaa pitkäaikaisesti. 
Apache Edgent on vielä toistaiseksi kehitysvaiheessa oleva projekti ja sille ei ole 
ilmoitettu julkaisupäivämäärää (Apache Edgent). Lisäksi ratkaisumalli, jossa vain 
ongelmatilanteista tulee viesti keskitettyyn tietovarastoon ei tue omavalvonnan 
tarpeita. 
4.3.7 Apache Hadoop Distributed File System (HDFS) 
Apache Hadoop Distributed File System (HDFS) on hajautettu tiedostojärjestelmä, 
joka on suunniteltu asennettavaksi edullisemmille perustietokoneille (englanniksi 
commodity hardware). Se on suunniteltu erittäin suurien tietomassojen käsittelyyn – 
vaihdellen tyypillisesti gigatavuista teratavuihin. Suunnittelun tavoitteena on ollut 
mahdollistaa suurien aineistojen nopea läpimeno latenssin kustannuksella, ”kirjoita-
kerran-lue-monesti”-tiedon hallintamalli, hyvät rajapinnat, joilla mahdollistetaan 
aineistoa käsittelevien laskentojen tuominen lähelle tietovarastoa ja kyky tunnistaa 
klusterin yksittäiseen palvelimeen liittyvät ongelmat (Apache Hadoop 1.). HDFS-
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klusteri koostuu NameNodesta (NN), joka huolehtii tiedostojärjestelmästä. Lisäksi on 
joukko DataNodeja (DN), joihin tieto varsinaisesti tallennetaan. Sisäisesti yksittäinen 
tiedosto hajotetaan osiin, jotka tallennetaan DN:ille. Yksittäinen tieto on aina 
replikoitu useammalle palvelimelle virhetilanteiden varalta. Hajautuksesta vastaa NN 
(Apache Hadoop) – DN:n tehtävänä on vain lukea ja kirjoittaa tehtäväksi annetut 
tiedot. Pääsynhallinnasta huolehtii DN. Pääsynhallinnan toteutus mahdollistaa erittäin 
tarkan roolituksen ja se tukee sekä salasanahaasteella toimivaa mallia, että Kerberos-
tunnistautumista (Apache Hadoop 2.).  
HDFS:ssä tiedot tallennetaan kansioihin ja niiden sisällä tiedostoihin. Tietoihin 
pääsee käsiksi suoraan HDFS:n omalla FS Shell -työkalulla. Markkinoilla on lisäksi 
suuri joukko teknologioita, joiden avulla HDFS-järjestelmään voi tehdä esimerkiksi 
SQL-kyselyitä. Myös Talendista on olemassa valmiit rajapinnat HDFS-järjestelmään. 
HDFS:n yhteydessä on luonteva käyttää erilaisia muita komponentteja kuten Sparkin 
SQL-laajennus, jolla mahdollistetaan SQL-kyselyjen tekeminen tietovarastoon.  
4.3.8 Apache YARN 
Hallinnollisessa mielessä Apache Hadoop YARN on osa Apache Hadoopia 
(Hortonworks Yarn). Se on tarkoitettu Hadoop-klusterin ohjaukseen. Sitä voi 
kuitenkin käyttää myös muuhunkin kuin Hadoopin hajautettujen laskentojen 
ohjaukseen. Yksinkertaisesti se on järjestelmä hajautettujen ohjelmien hallintaan. 
Yarn on tarpeellinen osa kokonaisuutta, kun kokonaisuuteen liitetään monia samoista 
resursseista kilpailevia järjestelmän osia (Kafka, Spark, HFDS). 
Tämä koostuu ResourceManagerista (RM), joka vastaa kaikkien klusterien 
resursseista ja NodeManagerista (NM), joka vastaa yksittäisen palvelimen 
resursseista (Apache Yarn). Niiden välissä toimii vielä ApplicationMaster (AM), 
jonka tehtävänä on neuvotella resursseja RM:ltä palvelimien tarpeiden mukaisesti, 
seurata palvelimien resurssien käyttöä ja seurata niiden tehtävien edistymistä. AM on 
tarpeellinen, koska RM:ssä on vain skedulointi- eli vuoronnustoiminnallisuudet. RM 
pystyy siis vain jakamaan resursseja kilpailevien ohjelmien kesken ja sen tavoitteena 
on pitää kaikki resurssit mahdollisimman tehokkaassa käytössä.  
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4.3.9 Arkkitehtuurin rakentaminen Apachen työkaluilla 
Kuten aiemmista luvuista on käynyt ilmi, Apachella on erittäin kattava 
työkaluvalikoima tietovirtojen käsittelyyn. Osittain työkalut ovat lisäksi rinnakkaisia. 
Perusosien kokoaminen on kuitenkin melko selkeää. Vaatimuksiin kuuluu tietojen 
visualisointi (vaatimus T5), joten Zeppelin on tuoteperheen ainoana visualisoinnin 
työkaluna luonnollinen valinta. Tietovirtojen käsittelyyn nostettiin jo luvussa 4.3.5 
Apache Spark Streaming (myöhemmin Spark). Sparkia käytetään myös tietojen 
lukemiseen relaatiokannoista, sillä Kafka toimii ainoastaan Push-periaatteella. 
Kafka on Apachen työkaluista ainoa, joka on tarkoitettu tietovirtojen hallintaan, joten 
se on myös luonnollinen valinta – etenkin kun siihen on toteutettu integraatiorajapinta 
Sparkia varten (Apache Spark 1.). Kafkaa voi tarvittaessa käyttää myös tietojen 
persistointiin.  
Näiden lisäksi kokonaisuuden ohjaukseen tarvitaan Ambari ja ZooKeeper.  
Kuva 8 esittää arkkitehtuurin kokonaisuuden Apachen työkaluilla. Tieto kootaan eri 
tietolähteistä Kafkalla. Tiedon varsinainen yhdistely, muokkaus ja analyysi tehdään 
Sparkilla. Lopuksi Zeppelin lukee analysoidut  tiedot Sparkin rajapinnoista ja 
visualisoi ne halutulla tavalla. Zeppelin tai Spark ei tarjoa valmiita työkaluja 
hälytysten ja ilmoitusten lähettämiseen automaattisesti. 
 
 
Kuva 8 Arkkitehtuuri Apachen työkaluilla 
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Apachen kaikki työkalut ovat käytössä ilmaiseksi (Apache 2.:). Toisaalta se tarkoittaa, 
että Apachen tarjoama tuki rajoittuu pääasiallisesti käyttäjien toisilleen antamaan 
tukeen käyttäjäfoorumeilla. Tämä koskee kaikkia Apachen työkaluja (Apache 3.:). 
Tuen voi kuitenkin ostaa joltain toiselta yritykseltä. Esimerkiksi Hortonworks ja 
Cloudera tarjoavat työkaluista valmiin kokonaisuuden ja tuen työkaluille. Molempien 
tarjoajien ympäristö asennetaan virtuaalipalvelimella, jonka voi asentaa esimerkiksi 
Hortonworksin osalta Red Hatiin. Kehittäjät pääsevät työkaluihin käsiksi osittain 
hiekkalaatikon web-käyttöliittymän ja osittain ssh-yhteyden kautta (toimii myös 
Windows-ympäristöstä).  
4.4 Elastic-tuoteperhe 
Mitpassa on vuonna 2016 tutkittu Elastic-tuoteperhettä. Projektin tavoitteena oli 
selvittää menetelmät tietokantojen tietojen laadun varmistamiselle hallinnonalan 
laajenevien tietovarantojen ja kehittyvien ohjelmistotuotantoratkaisujen ympäristössä. 
Projektin kokemusten perusteella Elastic-tuoteperheestä löytyi sopivat työkalut 
hakumoottoriksi laajoihin datamassoihin, monipuoliseen tekstihakuun, tietojen 
raportointiin, tietojen visualisointiin, lokien analysointiin sekä uusien tietolähteiden 
kuten lokitiedostojen, tapahtumadatan ja tietovirtojen (englanniksi data stream) 
käyttöön. 
ElasticSearch on Elastic-yhtiön tekemä hakutyökalu. Samaan tapaan kuin Apache, 
Elastic on julkaissut useita työkaluja, jotka muodostavat tiiviin ja hyvin 
yhteentoimivan kokonaisuuden, minkä vuoksi ne käsitellään tässä yhtenä 
kokonaisuutena. Teknologioista mielenkiintoisia työn kannalta ovat Elasticsearch, 
Logstash, Kibana, Beats, Watcher ja Shield. 
Elasticsearch on hajautettu, avoimen lähdekoodin haku- ja analyysiohjelmisto.  Se on 
suunniteltu toimimaan sekä strukturoidun että strukturoimattoman datan ja 
aikasarjojen kanssa. Se skaalautuu hyvin horisontaalisesti laskentayksiköiden määrää 
kasvattamalla. Järjestelmä on suunniteltu toimimaan ja analysoimaan dataa 
reaaliaikaisesti ja korkean saatavuuden toiminnot ovat osa järjestelmän 
perustoimnnallisuuksia. Se tarjoaa myös monipuoliset työkalut tekstihauille. (Elastic 
Elasticsearch). 
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Logstash on työkalu, jolla hallitaan ElasticSearchille meneviä tietovirtoja. Sillä voi 
myös rikastaa lähtöaineistoa esimerkiksi korvaamalla koodiarvoja niiden selitteillä 
(Elastic Logstash 2.). Se tarjoaa tuen yli kahdelle sadalle tietolähteelle, mukaan lukien 
JDBC-yhteyden Oracle tietokantaan (Elastic Oracle).  
Kibana on työkalu datan analysointiin ja visualisointiin. Se tarjoaa matemaattiset 
työkalut analyyseihin ja erilaisten kuvaajien helppoon luomiseen. Se kytkeytyy 
arkkitehtonisesti Elasticsearchiin ja pystyy hyödyntämään strukturoitua ja 
strukturoimatonta aineistoa. 
Beats on Elastic-arkkitehtuurikokonaisuuden tiedonvälittäjä. Se koostuu itse asiassa 
useammasta valmiista komponentista, joiden avulla sillä voidaan välittää tietoa hyvin 
erilaisista lähteistä. Sen avulla voi kerätä tiedot ja välittää ne LogStashille. Beats 
tarjoaa tiedonkeruuseen monipuoliset toiminnot ja sillä voi esimerkiksi seurata lokin 
muutoksia automaattisesti ja lähettää ne eteenpäin haluttuun Logstash-instanssiin 
(Elastic Beats 2.). Elasticin voi konfiguroida joko keräämään tiedot halutuista 
lähteistä tai sille voi lähettää lokit (Elastic Beats 1.).  
Watcher on Elasticin työkalu hälytysten ja varoitusten lähettämiseen. Watcherin voi 
konfiguroida lähettämään varoituksia kun aineistossa esimerkiksi tapahtuu yhtäkkisiä 
muutoksia, yksittäiseltä koneelta ei saada vastauksia, muistinkäyttö kasvaa liian 
suureksi tai muuta vastaavaa. Halutulle kriteerille voidaan tehdä automatisoitu 
hälytys, jos sille voidaan tehdä sql-haku. Hälytysten tiedot voidaan lähettää haluttuun 
järjestelmään esimerkiksi sähköpostiin, Jiraan tai Hipchattiin. (Elastic Watcher 1.). 
Shield toteuttaa Elastic-kokonaisuuden tietoturvan. Se tarjoaa roolipohjaisen 
käyttäjänhallinnan kenttätasolle saakka ja on yhteensopiva Active Directory ja 
LDAP-käyttäjähallintojen kanssa. Lisäksi se mahdollistaa SSL/TLS-salatun 
kommunikoinnin. (Elastic Shield) 
Elastic-työkaluilla voidaan muodostaa koko arkkitehtuuri tiedon keräämisestä eri 
tietolähteistä aina tiedon visualisointiin raporteilla tai hälytysjärjestelmissä (katso 
kuva 9). Erityisesti arkkitehtuurista on huomattava, että tietolähteenä voi olla lokien 
ja vastaavien tietovirta-aineistojen lisäksi myös organisaation olemassa olevia 
relaatiokantoja, jolloin esimerkiksi hälytystiedot voidaan yhdistää automaattisesti 
konkreettiseen asiakkaaseen. 
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Kuva 9 Arkkitehtuurikokonaisuus Elastic-tuoteperheen työkaluilla 
 
Suunnitelmaan liittyvistä Elasticin tuotteista Watcher ja Shield ovat maksullisia. 
Niiden käyttö hinnoitellaan asiakaskohtaisin sopimuksin, joten varsinaisen 
kustannusarvion tekeminen on hyvin hankalaa. Epävirallisten lähteiden mukaan 
kustannusarvio Mitpan tarvitseman ympäristön lisensseille on noin 25 000 euroa 
vuodessa.  
Elastic-arkkitehtuurin komponenteissa on käytetty paljon erilaisia ohjelmointikieliä. 
Beats on toteutettu Golangilla. Valmiiden komponenttien konfigurointi tehdään 
käyttämällä YAML:ia (Elastic Beats 3.). Jos valmiista komponenteista ei löydy 
sopivaa rajapintaa eli Beatsia, niin oma toteutus tehdään Golangilla (Elastic Beats 4.). 
Logstashin toimintaa ohjataan bash-komennoilla ja suodattimien konfiguroinneilla 
(Elastic Logstash 1.). Omien suodattimien toteutus tehdään Rubylla (Elastic Logstash 
3.). ElasticSearch on toteutettu Lucenen päälle, joka taas on toteutettu 
kokonaisuudessaan Javalla, joten konfiguroinnit tehdään Javalla (Elastic 
Elasticsearch, Apache Lucene). Varsinaiset haut tehdään REST API:en kautta (Elastic 
Api). Watcherin toiminnallisuuksia käytetään REST API:en kautta (Elastic Watcher 
2.). Kibanassa haut tehdään Lucenen syntaksilla tai Elasticsearchin omalla DLS-
kielellä (Elastic Kibana 1.). Tiedon visualisointi tehdään Kibanan omalla graafisella 
käyttöliittymällä ja omilla näyttökohtaisilla konfiguroinneilla (Elastic Kibana 2.). 
Elasticin työkalut voidaan asentaa tavallisimpiin Linux-ympäristöihin ja niitä voidaan 
kehittää Windows-ympäristössä (Elastic). 
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4.5 Talend BigData 
Mitpan ympäristössä on jo käytössä Talend tuoteperheen Data Integration ETL-
ohjelma. Sitä on mahdollisuus laajentaa Talend BigData Integration -ominaisuuksilla. 
Tämä mahdollistaa lukemisen ja kirjoittamisen monien toimittajien Big Data -
tuotteisiin. Tämä koskee myös tässä työssä esitettyjä ohjelmia (Talend 1.). Erityisesti 
tämän työn kannalta mielenkiintoinen on valmis integraatiorajapinta Apache 
Sparkiin, Apache Kafkaan ja Elasticin Kibanaan. Tämä mahdollistaa tietovirran 
lukemisen suoraan ja jatkuvasti Sparkin rajapinnasta (Talend Spark 2.) ja välittämisen 
visualisoitavaksi Kibanaan.  Talend tarjoaa erittäin monipuoliset työkalut tiedon 
analysointiin ja yhdistelyyn. Mitpan omien kokemusten perusteella tuote on varsin 
luotettava. Talendilla on myös mahdollista automatisoida vaatimuksiin kuuluva 
(vaatimus T4) huomautusten ja hälytysten toteutus olemassa olevilla työkaluilla 
(Talend 2.). Koska Talend ei tarjoa työkaluja tulosten visualisointiin, on se tehtävä 
jollain muulla järjestelmällä. Esimerkiksi luvussa 4.4 esitellyllä Elastic-tuoteperheen 
Kibanalla, koska siinä on valmiina tarvittavat rajapinnat (Talend Elastic). Jos Shield 
korvataan käänteisellä välityspalvelimella (englanniksi reverse proxy), joka huolehtii, 
että käyttäjä pääsee näkemään vain halutut kuvaukset, vältytään tässä ratkaisussa 
kokonaan uusilta lisenssimaksuilta. Tosin silloin Mitpan tulee panostaa merkittävästi 
omaan osaamiseen riittävän ylläpidollisen varmuuden saavuttamiseksi. 
Tietojen visualisointi tehdään Kibanalla, koska vaihtoehtoisesta Zeppelinistä ei vielä 
ole julkaistu stabiilia versiota. 
Arkkitehtuuri muodostuisi kuvan 10 kaltaiseksi. Se muistuttaa paljon Apachen 
arkkitehtuuria. Tietojen luku relaatiokannoista, kokoaminen ja yhdistäminen tehdään 
tässä mallissa Sparkilla. Talend on analysointiin luontainen vaihtoehto, koska sen 
käytöstä on Mitpassa paljon kokemusta. Talend on toteuttanut rajapinnat Sparkiin 
nimenomaan isojen aineistojen vaatiman suorituskyvyn takaamiseksi (Talend Spark 
1.). Se voidaan tarpeen mukaan tehdä kummalla vain työkalulla. 
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Kuva 10Arkkitehtuuri Talend työkaluilla 
 
Mitpalla on ollut Talend käytössä jo noin viisi vuotta. Tänä aikana on ohjelmistoon 
hankittu paljon osaamista ja siihen liittyviä prosesseja on kehitetty ja automatisoitu 
paljon. Tämä luonnollisesti puoltaa Talendin valintaa. Muilta osin teknologioiden 
ympäristövaatimukset ja käyttötavat on kuvattu kahdessa edellisessä luvussa. 
4.6 Yhteenveto teknologioista 
Edellisissä luvuissa on käyty läpi ensin teknologioita yleisemmin ja sen jälkeen on 
vielä pureuduttu muutamaan teknologiaan syvällisemmin ja pohdittu karkean tason 
ratkaisua. Luvussa 6 kuvataan lopullinen referenssiarkkitehtuuri ja iteroidaan sitä 
arkkitehtuurin arvioinnilla.  
Teknologiavalinta tehdään kolmen tarkemmin esitellyn välillä. Nämä ovat Apachen 
teknologiat, Elasticin ELK-arkkitehtuuri ja Talend BigDataan rakentuva arkkitehtuuri, 
joka osittain hyödyntää myös kahden edellisen komponentteja. 
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5 Arkkitehtuurien arvioinnin menetelmät 
Tässä luvussa käydään läpi arkkitehtuurin arvioinnin menetelmiä ja esitellään 
käytettävä DCAR-menetelmä. DCAR-menetelmä on kevyt arviointimenetelmä, missä 
arkkitehtuuria arvioidaan siinä tehtyjen keskeisten valintojen kautta. Keveyden 
vuoksi se soveltuu hyvin ainutkertaisesti käytettäväksi. Moni muu menetelmä vaatii 
paljon pohjatyötä ennen käyttöönottoa. Lisäksi menetelmä on yksityiskohtaisesti 
kuvattu ja kuvauspohjat ovat valmiina käytettäväksi. 
5.1 Yleistä 
Arkkitehtuurin suunnittelu on tietojärjestelmäprojektin kannalta erittäin merkittävä 
asia. Se vaikuttaa sekä projektin toteutusvaiheen onnistumiseen että ylläpidon 
mahdollisuuksiin ja kustannuksiin. Hyvä arkkitehtuuri kasvattaa todennäköisyyksiä 
laatuvaatimusten saavuttamiseksi (Mattson ja muut 2006).  Sen vuoksi myös 
arkkitehtuurianalysointimenetelmällä on merkitystä. Arkkitehtuurin arviointiin on 
kehitetty lukuisa joukko erilaisia työkaluja. Tunnettuja menetelmiä ovat esimerkiksi 
SAAM, ATAM ja ALMA (esimerkiksi Mattson ja muut 2006 ja Eloranta 2015). 
Vaikka markkinoilla on lukuisa joukko työkaluja arkkitehtuurien arviointiin ja 
arviointien hyödyt on osoitettu lukuisissa tutkimuksissa, monet yhtiöt eivät toteuta 
arkkitehtuurien arviointeja (Dobrica ja Niemelä 2002). Yksi syy on varmasti 
arviointien työläys. Keskikokoisen ohjelmiston arkkitehtuurin arviointiin menee 
organisaatiosta riippuen 14–70 päivää (Abowd ja muut 1997). Tätä on hankala 
sovittaa yhteen ketterien toimintatapojen kanssa. Esimerkiksi SCRUM-menetelmässä 
pitäisi jokaisen kehitysjakson eli sprintin aikana tuottaa jotain näkyvää asiakkaalle ja 
yhden kehitysjakson pituus on tyypillisesti 2–4 viikkoa (Scrum Alliance). Elorannan 
(2015) päätelmien mukaan monet arkkitehtuurien arviointimenetelmät soveltuvat 
huonosti nykyisin suosittujen inkrementaalisten ja iteratiivisten 
sovellustuotantomenetelmien tueksi. Tämän vuoksi koko arviointi jää tekemättä, 
vaikka sillä voitaisiin havaita ohjelmiston laatuvaatimusten kannalta olennaisia 
puutteita. On havaittu, että tyypillinen ongelma ketteriä menetelmiä käytettäessä on 
arkkitehtuurin skaalautumattomuus vaatimusten ja sitä kautta ohjelmiston kasvaessa 
(Ramesh ja muut 2010). Ketterissä menetelmissä kehitys kohdistuu usein suoraan 
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asiakasvaatimuksiin ja näin ollen skaalautuvuus tai muut mahdolliset vastaavat 
vaatimukset eivät ole kiinnostuksen kohteena (Blair ja muut 2010). 
Christenssen ja muut (2010) tunnistivat kaksi arkkitehtuurien arviointiin suunniteltua 
menetelmää, jotka ovat kevyempiä ja soveltuvat paremmin nykyisin suosittujen 
ketterien menetelmien tueksi. Toinen on Architecture Software Quality Assurance 
(aSQA) ja toinen on Decision-centric Architecture reviews DCAR Architecture Soft-
ware Quality Assurance. Muunlaisia arkkitehtuurin hallintamalleja on lisäksi varsin 
laaja joukko. Yang ja muut (2016) ovat tunnistaneet 43 
arkkitehtuurinhallintamenetelmää, joita on tutkittu ketterien kehitysmenetelmien 
yhteydessä. Tässä työssä rakennetaan täysin uutta arkkitehtuuria. Sitä voi olla vaikeaa 
verrata olemassa oleviin rakenteisiin ja ohjeisiin. Näin ollen 
arkkitehtuurinhallintamallit eivät ole tämän työn kannalta relevantteja. 
5.2 Architecture  Software  Quality  Assurance 
Christensen ja muiden (2010) esittelemä malli Architecture  Software  Quality  
Assurance  (aSQA) on kehitetty erityisesti yhdistämään CMMI ja Scrum mallit. 
Tavoitteena on yhdistää Scrum-menetelmälle tyypillinen toiminnallisuuskeskeisyys 
arkkitehtuurivaatimuksien laatukeskeisyyteen. Menetelmään kuuluu kolme keskeistä 
vaatimusta:  
1: Arkkitehtuuriarvioinnin tulee olla jatkuvaa ja siksi menetelmän tulee olla 
mahdollisimman kevyt. 
2: Arkkitehtuurin laatuvaatimukset tulee kvantifioida.  
3:Arkkitehtuurin laatuvaatimukset tulee asettaa prioriteettijärjestykseen.  
Malli on seitsemänvaiheinen (katso kuva 11). Vaiheet yksi ja kaksi ovat valmistelua ja 
loput ovat iteraatioita, joita tehdään jokaisen Scrumin sprintin jälkeen. 
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Kuva 11 aSQA-mallin vaiheistus (Christensen ja muut 2010 - suomennettu) 
 
Vaiheissa yksi ja kaksi kuvataan tarvittavien sidosryhmien kanssa arkkitehtuurin 
mittaristo ja määritellään perusteet mittariston skaalaukselle aSQA:aan. Kaikille 
tärkeille vaatimuksille pitää määrittää hyväksyttävä taso, joilla kyseisen vaatimuksen 
tulos voidaan sijoittaa arvioinnissa aSQA:n viisiasteiselle mittaristolle (yksi hylätty, 
kolme hyväksytty ja viisi erinomainen), jotta tuloksista saadaan vertailukelpoisia. 
Vaiheessa kolme määritellään arvioitavat komponentit. Vaiheessa neljä määritetään 
kaikkien komponenttien kaikkien laatuvaatimusten nykytila ja tavoitetila. Sen jälkeen 
arvioidaan, kuinka tärkeää olisi päästä nykytilasta tavoitetilaan. Näiden pohjalta 
voidaan arvioida, mitkä ovat merkittävimmät laatupuutteet. Vaiheessa viisi valitaan 
kehityksen kohteet vaiheen neljä tulosten perusteella. Vaiheessa kuusi määritellään 
sovellukseen lisättävät komponentit. Viimeinen prosessin kohta on vaihe seitsemän, 
jossa tapahtuu varsinainen sovelluskehitys edellä valittujen kohteiden mukaisesti.  
aSQA-mallia on sovellettu käytäntöön kolmessa yrityksessä Tanskassa. Kokemusten 
mukaan malli selkeyttää päätöksentekoa ja sitä voi soveltaa monenlaiseen 
päätöksentekoon, mutta mittariston skaalaus yhtenäiselle tasolle ja yhteisen 
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ymmärryksen löytäminen mittaristoa käyttävien osapuolten kesken on erittäin työlästä 
(Christensen ja muut 2010). 
5.3 Decision-centric Architecture reviews 
Decision-centric Architecture reviews (DCAR) on Heeschin ja muiden (2014) 
kehittämä kevyt arkkitehtuurien arviointimenetelmä. Menetelmä on päätöskeskeinen. 
Tämä tarkoittaa sitä, että arvioinnissa keskitytään toteutuksessa tehtyihin päätöksiin ja 
valintoihin, joita arvioidaan suhteessa projektin ja organisaation päätöksenteon 
vaikuttimiin (englanniksi Force). Vaikuttimia ovat tässä yhteydessä kaikki ei-triviaalit 
tekijät, joilla on vaikutus arkkitehtiin hänen etsiessään ratkaisua arkkitehtoniseen 
ongelmaan. Menetelmää voidaan hyödyntää minkä tahansa arkkitehtonisen päätöksen 
arviointiin. 
Heeschin ja muiden (2014) tekemissä tutkimuksissa yksi arviointi vie aikaa noin 
puoli työpäivää ja paikalla tulee olla 3–5 henkilöä projektin toteutustiimistä. Tämä on 
huomattavasti vähemmän kuin edellä mainitut menetelmät, joissa työmäärät olivat 
14–70 päivää. Menetelmän luonteen ansiosta vain käsiteltävien kysymysten kannalta 
olennaisten tiimiläisten ja sidosryhmien tulee olla paikalla ja toisaalta arviointeja 
voidaan helposti toteuttaa useita ja niitä voidaan jaotella halutun kokoisiin osiin. 
DCAR:ssa on kaksi käsitettä, jotka ovat keskeisiä menetelmän yksiselitteisen 
ymmärryksen saavuttamiseksi: arkkitehtuuripäätös ja voimat. Arkkitehtuuripäätös on 
perustavaa laatua oleva valinta, joka arkkitehdin on tehtävä koskien ohjelmiston 
kokonaisrakennetta tai keskeisten valmiiden komponenttien käyttöä (Tyree ja 
Akerman 2005). Tyypillisesti näitä ovat esimerkiksi arkkitehtuurityylin ja -mallin 
valinta, väliohjelmistojen käyttö ja linjaukset käytettävien komponenttien 
lisenssimallista. Tulee huomata, että arkkitehtuuripäätöksiin eivät vaikuta ainoastaan 
projektin ulkoiset voimat, vaan aiemmin tehdyillä ja nyt tehtävillä päätöksillä on 
vaikutus muihin toteutuksen aikaisiin päätöksiin. Monet päätökset onkin tehtävä 
yhtenä kokonaisuutena halutun lopputuloksen saavuttamiseksi. Esimerkiksi valittujen 
väliohjelmistojen ominaisuuksilla voi olla vaikutus siihen, missä tietojärjestelmän 
arkkitehtonisessa kerroksessa tietoja kannattaa käsitellä. DCAR-menetelmässä 
pyritään korostamaan päätösten keskinäisiä riippuvuuksia (Heesch ja muut 2014).  
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Arkkitehtuuripäätöksiin vaikuttavat tyypillisesti varsinaisten toiminnallisten, ei-
toiminnallisten ja ympäristövaatimusten lisäksi monet asiat. Niitä ovat esimerkiksi 
erilaiset rajoitteet, riskit, poliittiset ja organisatoriset tekijät, arkkitehdin ja tiimiläisten 
henkilökohtaiset mieltymykset ja kokemukset sekä asiakkaan liiketoiminnan 
tavoitteet. Näitä tekijöitä kutsutaan DCAR-menetelmässä voimiksi (Heesch ja muut 
2012), sillä ne muistuttavat fyysisiä voimia. Myös arkkitehtuuripäätöksiin 
vaikuttavilla voimilla on suunta ja suuruus, jotka tulee kuvata, jotta menetelmää voi 
hyödyntää. Kuten arkkitehtuuripäätösten kohdalla tuotiin esille, niin myös aiemmin 
tehdyillä ja rinnalla tehtävillä päätöksillä on vaikutus tehtäviin päätöksiin. Voimien 
kokonaisuus ilmentää kontekstia, missä päätös tehdään. Sen sisällä on keskenään 
ristiriitaisia voimia, jonka vuoksi myös voimien suuruudet tarvitaan päätöksenteon 
tueksi.  
Parhaan tuloksen saavuttamiseksi DCAR-menetelmällä on arviointitiimissä 
arkkitehti, yksi tai kaksi tiimiläistä ja yksi johtoa ja/tai asiakkaita edustava henkilö 
(Heeschin ja muut 2014). Itse menetelmä koostuu yhdeksästä vaiheesta (katso kuva 
12). Kuvassa on vasemmalla prosessin vaiheistus ja oikealla vaaleanpunaisissa 
laatikoissa kunkin vaiheen tuotos. Vaihe 1. eli valmistelu tehdään hajautetusti ennen 
tapaamista ja muut vaiheet tehdään tapaamisen aikana. 
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Kuva 12 DCAR menetelmän vaiheistus ja tuotokset kustakin vaiheesta 
 
Seuraavissa luvuissa on kuvattu DCAR-menetelmän vaiheistus menetelmän 
ohjeistuksen mukaisesti (Heesch ja muut 2014). 
Vaihe 1: Valmistelu 
Päivämäärä DCAR-tapaamiselle on päätetty ja tarvittavat henkilöt on kutsuttu 
tapaamiseen. Arkkitehdille on vastuutettu arkkitehtuuriesitelmän valmistelu. Tämä 
esitys sisältää olennaisimmat arkkitehtoniset vaatimukset, ylemmän tason 
arkkitehtuurikuvaukset, arkkitehtuurilinjaukset kuten tyylit ja rakenteet sekä 
teknologialinjaukset. Johdon ja asiakkaan edustajalle on vastuutettu omien intressien 
eli voimien esittely. Tässä vaiheessa esitellään sovellus, toimintaympäristö, 
liiketoimintaympäristö, tuotedifferointi sekä liiketoiminnan vaatimukset ja 
rajoitukset. Esityksille on olemassa valmiit pohjat (DCAR-evaluation). Esitykset tulee 
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toimittaa arviointiin osallistuville henkilöille etukäteen ja etenkin arviointia tekevien 
henkilöiden tulee tutustua materiaaleihin huolellisesti. 
Vaihe 2: DCAR:n esittely 
Varsinainen arviointi alkaa DCAR:n esittelyllä. Tässä esityksessä käydään läpi päivän 
aikataulu, DCAR:n vaiheistus, arvioinnin laajuus, mahdolliset tavoitellut tulokset ja 
tuotokset sekä osallistujien roolit ja vastuut. 
Vaihe 3: Johdon esitys 
Johdon ja asiakkaan edustajat pitävät omat esityksensä. Kokemusten mukaan 15–20 
minuuttia on sopiva aika yhdelle esitykselle. Tämän vaiheen tärkein tavoite on esitellä 
tiimille liiketoimintaan liittyvät voimat, jotka tulee ottaa huomioon arvioinnissa. 
Tiimin tehtävä on tehdä muistiinpanot esitellyistä voimista ja kysyä tarpeelliset 
kysymykset kokonaisymmärryksen saavuttamiseksi, sillä esittelijän ei ole 
välttämätöntä olla paikalla esityksen jälkeen. 
Vaihe 4: Arkkitehtuurin esittely 
Arkkitehti esittää oman esityksensä. Tämän esityksen kesto on tyypillisesti 45–60 
minuuttia. Tavoitteena on muodostaa kaikille kokonaiskuva arkkitehtuurista. 
Vuorovaikutus kuuntelijoiden ja esittäjän välillä on toivottavaa ja osallistujien 
odotetaan tarkentavan ja varmistavan käsitystään kysymyksillä. Tämän esityksen 
aikana osallistujat tarkistavat ja tarkentavat vielä arvioitavaksi tuodut 
arkkitehtuurikysymykset. Arkkitehtuurikysymysten tunnistaminen ja hahmottelu 
ratkaistaviksi kysymyksiksi vaatii kokemusta. Helpointa on tunnistaa teknologia-, 
kirjasto- ja palvelinvalinnat. Harrison ja Avgeriou (2010) ovat lisäksi havainneet, että 
on hyvä tutkia arkkitehtuuria käytettyjen mallien tunnistamiseksi. 
Arkkitehtuuripäätösten lisäksi osallistujat tarkistavat ja täydentävät päätöksiin 
vaikuttavien voimien listan.  
Vaihe 5: Voimien määrittely ja päätösten teko 
Tässä vaiheessa osallistujat ovat koonneet listan arkkitehtuuripäätöksistä ja päätöksiin 
vaikuttavista voimista. Tämän vaiheen tavoitteena on kirkastaa arkkitehtuuripäätökset 
ja niiden suhteet toisiinsa sekä saattaa valmiiksi ja verifioida voimat, jotka vaikuttavat 
lopullisiin käsiteltäviin arkkitehtuuripäätöksiin. Päätösten kirkastamisen tueksi 
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tehdään päätösten riippuvuusdiagrammi (katso kuva 13). Riippuvuusdiagrammia 
ylläpidetään edellisten vaiheiden aikana. Jokainen päätös on oma ellipsinsä ja sisältää 
tarvittavat tiedot päätöksen ymmärtämiseksi yksilöllisesti. Yhteisen ymmärryksen 
saavuttamiseksi on tärkeää käyttää yhteistä sanastoa. Yleisesti 
riippuvuussuhdetyyppejä käytetään mahdollisimman vähän. Tarkemmin katsottuna 
tästä on mallin ohjeistuksien välillä keskinäistä ristiriitaa – toisaalla ohjeistetaan 
käyttämään vain aiheuttaja- ja riippuvuussuhteita (Heesch ja muut 2014). Toisaalla 
suhteita on enemmän, kuten käy ilmi kuvasta 13. Suhteita on myös enemmän 
Heeschin ja muiden (2012) aiemmassa työssä. Olennaista on kuitenkin selkeys. 
Riippuvuussuhteiden tavoitteena on tarjota arvioijille mahdollisuus arvioida kunkin 
valinnan vaikuttavuus, joten keskeisten valintojen valinta tulee tehdä erityisen 
huolellisesti. Voimat esitetään ranskalaisilla viivoilla. Ne tulee määritellä 
yksikäsitteisesti ja käyttäen toimintaympäristön omaa sanastoa. 
 
 
Kuva 13 Riippuvuusdiagrammi – suomennettu (DCAR-evaluation)  
 
Vaihe 6: Päätösten priorisointi 
Koska käsiteltäviä päätöksiä on yleensä liikaa, tulee osallistujien päättää mitä 
päätöksiä käsitellään vaiheissa 7–8. Osallistujien täytyy yhdessä päättää niistä 
kriteereistä, joilla valinta tehdään. Kriteerejä voivat olla esimerkiksi projektin 
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kannalta merkittävimmät päätökset, korkeimman riskin tai kustannuksen päätökset. 
Mallin kehittäjät ovat käyttäneet mallia, jossa jokainen osallistuja saa käyttöönsä sata 
pistettä, jotka saa jakaa vapaasti haluamilleen päätöksille – kuitenkin yhteisesti 
sovittua kriteeristöä noudattaen. Jatkokäsittelyyn valitaan sopiva määrä eniten pisteitä 
saaneita kohteita. Tyypillisesti sopiva määrä puolen päivän käsittelyyn on 7–10 
kohdetta. 
Vaihe 7: Päätösten dokumentointi 
Arkkitehti ja tiimi dokumentoivat edellisessä kohdassa valitut kysymykset. 
Dokumentoinnissa käytetään taulukossa 3 kuvattua päätöksentekotaulukkoa. Kukin 
ottaa vastuulleen pari parhaiten tuntemaansa kysymystä. Kysymyksestä kuvataan 
tehty valinta, ongelma jota ratkaistaan, vaihtoehtoiset ratkaisut ja voimat, jotka 
vaikuttavat päätökseen. Voimien dokumentoinnissa käytetään edellisessä kohdassa 
koostettua listaa, jotta voidaan varmistua kattavuudesta. Uusien voimien lisääminen 
tässä kohtaa on myös sallittua. DCAR-asiantuntija tukee tarvittaessa tiimiä, jos se on 
kokematon menetelmän käytössä. 
Taulukko 3 DCAR-päätöksentekotaulukko - suomennettu (Heesch ja muut (2010)) 
Nimi  
Ongelma  
Ratkaisun kuvaus  
Vaihtoehtoiset ratkaisut  
Päätöstä puoltavat 
voimat 
 
Päätöstä vastustavat 
voimat 
 
Tulos    
Perustelu Valittu 
ratkaisu on 
hyvä. 
Päätökseen liittyy ongelmia, 
mutta se hyväksytään. 
Päätöstä ei 
hyväksytä. 
 
Vaihe 8: Päätösten evaluointi 
Dokumentoidut päätökset käsitellään alkaen kohdan 7 korkeimmista pisteistä. 
Dokumentoinnin tehnyt osallistuja esittelee päätöksen lyhyesti. Tämän jälkeen 
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arvioijat haastavat päätöksen tuomalla esille uusia kysymystä haastavia voimia. 
Haastamisen pohjana käytetään aiemmin tehtyä voimalistaa ja päätösten 
riippuvuuskaaviota. Päätöksentekotaulukkoa päivitetään jatkuvasti haastamisen 
aikana. Samaten osallistujat keräävät muistiinpanoja kaikesta keskusteluissa esille 
nousseista päätöksenteon kannalta merkittävistä asioista. Kaikki osallistujat ovat 
mukana keskustelemassa, ovatko päätökseen vaikuttavat voimat sen puolesta vai sitä 
vastaan. Lopuksi kaikki osallistujat päättävät äänestyksellä hyväksytäänkö, 
hyväksytäänkö kommentein tai hylätäänkö päätös. Keskustelu pitäisi saada valmiiksi 
alle kahdessakymmenessä minuutissa. Jos äänestykseen ei siihen mennessä ole 
päästy, niin päätös vaatii tarkentavan analyysin ja uuden käsittelyn. 
Vaihe 9: Retrospektiivi ja raportointi 
Kun kaikki valitut päätökset on käsitelty, arviointitiimi kerää kaikki tehdyt 
muistiinpanot. Niitä käytetään apuna arviointiraportin tekemisessä. Arviointitiimi 
kirjoittaa raportin kahden viikon kuluessa. Raportti käsitellään arkkitehdin kanssa ja 
päivitetään tarpeen mukaan. 
5.4 Kokemuksia DCAR:sta 
DCAR-menetelmä on tehokas. Heeschin ja muiden (2010) tutkimissa arvioissa 
käytiin läpi viisi keskimäärin 600 000 rivin ohjelmistoa. Varsinaisten 
arviointisessioiden pituus oli keskimäärin viisi tuntia. Kysymyksiä oli yhtä sessiota 
kohden alun perin keskimäärin 21, joista varsinaiseen tarkasteluun otettiin seitsemän. 
Kokonaisaikaa on arviointitiimiltä mennyt yhtä kertaa kohden noin 50 työtuntia ja 
arkkitehdilta 23 työtuntia. Arviointitiimien haastatteluissa menetelmä sai positiivisen 
vastaanoton. Tiimiläisten ja sidosryhmien edustajien ymmärrys arkkitehtuurista ja 
kommunikaatio kaikkien osapuolten välillä syveni. Tämän ansiosta menetelmän 
kohdassa kahdeksan käsitellyt kysymykset on valittu kokonaisuuden kannalta 
tasapainoisemmin kuin mihin arkkitehti olisi kyennyt itsenäisesti. Suurimpana 
haasteena havaittiin, että olennaisten voimien tunnistaminen on kaikille osapuolille 
haastavaa. Sen vuoksi voimien tunnistamista voi tukea listoilla, joihin on koottu 
tyypillisiä toimialaan vaikuttavia voimia. Lisäksi on havaittu, että arkkitehtuurin 
huolellinen pohjustaminen on tarpeellista, jotta sidosryhmien edustajat voivat 
56 
 
täysipainoisesti osallistua varsinaiseen keskusteluun ja päätöksentekoon (Heesch ja 
muut 2015). 
5.5 Arviointimenetelmän valinta 
Edellä mainitut menetelmät ovat varsin samankaltaisia. Kuitenkin menetelmistä 
tämän työn malliksi sopii paremmin DCAR. Tärkeimmät sitä puoltavat tekijät on 
listattu alla (Heesch ja muut 2014, Christensen ja muut 2010): 
 aSQA-malli vaatii paljon pohjustusta mittariston luomiseksi ja ennen kaikkea 
sen skaalaamiseksi. Tämä olisi perusteltua, jos mittaristoa haluttaisiin käyttää 
myös jatkossa.  
 DCAR-menetelmä on aSQA-mallia selkeämmin kuvattu. Malli sisältää 
esimerkiksi valmiit arviointilomakkeet ja mittaristo on kuvattu 
yksikäsitteisemmin. 
 DCAR-menetelmä suosii enemmän keskustelua, kun taas aSQA-mallissa 
painottuu vaikeasti määriteltävien kvantifioitujen kriteerien laskenta.  
Koska DCAR on valittu menetelmä, on se myös kuvattu tarkemmin edellisessä 
luvussa.  
On esitetty, että referenssiarkkitehtuuria ei voisi arvioida tavallisilla 
arkkitehtuurimenetelmillä referenssiarkkitehtuurin yleisemmän luonteen vuoksi. 
(Angelov ja muut 2012). Angelov ja muut (2012) käyttävät viitearkkitehtuurista 
kuitenkin Nakagawan (2011) määritelmää, jossa referenssiarkkitehtuuri erotetaan 
tuotantolinja-arkkitehtuureista (englanniksi product line architecture) esimerkiksi 
sijoittamalla teknologiavalinnat tuotantolinja-arkkitehtuureihin. Tässä työssä 
teknologiavalinnoilla on varsin merkittävä rooli, joten perinteisten menetelmien 
arkkitehtuurien arviointimenetelmien käyttö on perusteltua. Etenkin, kun DCAR 
mahdollistaa tarkastelukohteiden valinnan tarpeen mukaan. 
5.6 Arkkitehtuuritarkastelun rajaukset 
Arkkitehtuuritarkastelun kohteena on tietovirtojen hallinta, analysointi, raportoinnin 
mahdollisuudet tietojen pohjalta ja ratkaisun skaalautuvuus tulevaisuutta ajatellen. 
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Merkittävin tarkastelun ulkopuolelle jäävä näkökulma on ratkaisun tietoturva. Tämä 
rajaus koskee sekä tietoaineistokokonaisuuden varmuuskopiointia että sovellusten 
haavoittuvuutta ulkoisille hyökkäyksille. Tietoturvaa käsitellään lähinnä 
saavutettavuuden ja pääsynhallinnan näkökulmasta. Varmuuskopioinnin oletetaan 
toimivan levytasolla aivan kuten esimerkiksi verkkolevyillä. Haavoittuvuus ulkoisille 
hyökkäyksille on oman tutkimuksen aihe. Tiedon eheyttä yksittäisten poikkeamien 
osalta sen sijaan tarkastellaan vaatimuksissa (katso luku 3.4). 
Työ ei myöskään ota kantaa sensorilaitteiden valintaan, ylläpitoon tai järjestelmän 
tarpeeseen. Oletuksena on, että järjestelmä lähettää sovittua aineistoa, järjestelmä 
toimii ja se on tarpeellinen. 
Työssä oletetaan, että sensorilaitteelta saadaan tieto jossakin yleisessä ja avoimessa 
formaatissa. Tämän kaltaisia formaatteja ovat esimerkiksi JSON ja csv. Laitteiden 
toimittajia on maailmassa lukuisa joukko. Esimerkiksi Valarm toimittaa teolliseen 
käyttöön tarkoitettuja sensoreita, joiden tiedot ovat jaettavissa eteenpäin muun 
muassa edellä mainituissa formaateissa (Valarm).  
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6 Referenssiarkkitehtuuri sensoriaineiston käsittelyyn 
Tässä kappaleessa esitellään työn tulos: referenssiarkkitehtuuri sensoriaineiston 
käsittelyyn. Referenssimallina arkkitehtuurin luomisessa käytetään luvussa 3.4.2 
esiteltyä toiminnallista arkkitehtuuria. Referenssimallin pohjalta on ensin tunnistettu 
tietojärjestelmäpalvelut. Teknologioiden valinta tehdään vaatimusluetteloa ja 
arkkitehtuuriperiaatteita vasten. Kun valittu teknologia yhdistetään referenssimalliin 
ja tietojärjestelmäpalveluihin, voidaan rakentaa varsinainen referenssiarkkitehtuuri. 
Toteutetun referenssiarkkitehtuurin kokonaisuus koostetaan loogisen 
järjestelmäjäsennyksen kuvaan. Siinä yhdistyvät kaikki JHS-179-mallin 
arkkitehtuurikerrokset (toiminta, tieto, tietojärjestelmä ja teknologia).  
Referenssiarkkitehtuurin olennainen tuotos on tietojärjestelmä- ja 
teknologiakokonaisuus. Toiminta-arkkitehtuuri ja tietojärjestelmäarkkitehtuurin 
tietojärjestelmäpalvelut pohjautuvat vaatimusluetteloon ja niiden tehtävä on ohjata 
edellä mainitun kokonaisuuden muodostamista. Arkkitehtuuri on keskittynyt täysin 
sensoriaineiston käsittelyyn. Ja koska kyseessä on referenssiarkkitehtuuri, se ei sisällä 
yleisiä teknologiakerroksen komponentteja kuten palvelimia, palomuureja tai 
vastaavia, eikä se ota kantaa sijoitteluun ja segmentointiin.  
6.1 Tietojärjestelmäpalvelut 
Tietojärjestelmäpalveluiden kuvaan (katso kuva 14) on koostettu ne palvelut, joita 
tarvitaan toiminta-arkkitehtuurin vaatimusten toteuttamiseen. Toiminnan kannalta 
merkittävimmät palvelut ovat kuvassa keskimmäisessä laatikossa. Kuvasta käy ilmi 
myös tämän työn rajauksen ulkopuolelle jäävät palvelut, jotka ovat kuvassa 
vasemmalla. Oikeanpuolimmaisimmassa laatikossa on kuvattu järjestelmän sisäiset 
palvelut, jotka ovat toisten tietojärjestelmien käyttämiä ja siten piilossa käyttäjältä. 
Hälytyksillä tarkoitetaan kuvassa palvelua, jolla lähetetään viesti 
lämpötilapoikkeamista toimijalle ja vastuulliselle virkamiehelle. 
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Kuva 14 Tietojärjestelmäpalvelut 
6.2 Teknologioiden valinta ja looginen järjestelmäjäsennys 
Teknologian valinta tehdään vaatimusluetteloa vasten ja lisäksi arvioidaan 
soveltuvuus yleisiin arkkitehtuuriperiaatteisiin. Alla vaatimusluettelo (katso taulukko  
4), johon on koostettu järjestelmien vastaavuus vaatimuksiin. Taulukon vaatimusten 
sisältö löytyy luvusta 3.4. Järjestelmistä käytetään lyhenteitä: J1 viittaa Apachen 
kokonaisuuteen (katso luku 4.3.9), J2 viitaa Elastic-tuoteperheeseen (katso luku 4.4) 
ja J3 viittaa Talend BigData -tuotteen ympärille rakennettuun kokonaisuuteen (katso 
luku 4.5). Jos vaatimus täyttyy, on taulukossa merkintä OK, jos vaatimus ei täyty on 
siitä merkintä NOK. Tarpeen mukaan vaatimusten täyttymistä on täydennetty 
kommentein. 
Taulukko 4 Järjestelmien vastaavuus vaatimuksiin 
# J1 J2 J3 Kommentit 
Toiminnalliset vaatimukset 
T1 OK OK OK  
T2 OK OK OK  
T3 OK OK OK J1: Zeppelinistä omalla yksinkertaisella Scala-skriptillä. 
T4 OK OK OK Vaatimus on käytännössä kuitenkin hankala toteuttaa. 
T5 NOK OK OK J1: Toteutettavissa erillisellä edustapalvelimella. 
T6 OK OK OK  
T7 NOK OK OK J1: Toteutettavissa erillisellä edustapalvelimella. 
T8 OK OK OK J1: Vaatii Vagrant lisäosan. 
Ei-toiminnalliset vaatimukset 
ET1 OK OK OK  
ET2 OK OK OK Vaatii käyttöjärjestelmä ja ohjelmistoskriptien 
muokkausta kaikkien kolmen osalta. 
ET3 OK OK OK  
ET4 OK OK OK  
ET5 OK OK OK  
ET6 OK OK OK Kaikkien osalta arvioita. 
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# J1 J2 J3 Kommentit 
ET7 NOK OK OK Zeppelinistä ei ole julkaistu stabiilia versiota. 
ET8 OK OK OK  
ET9 OK OK OK  
ET10 OK OK OK  
ET11 OK OK OK  
ET12 OK OK OK  
ET13     
ET14     
ET15 OK OK OK J1 Zeppelinin osalta vielä vaatisi vielä ennen lopullista 
valintaa testejä. Kibanasta on tarpeeksi kokemusta. 
Ympäristövaatimukset 
Y1 OK OK OK  
Y2 OK OK OK  
Y3 OK OK OK  
Y4 OK OK OK  
Y5 OK OK OK  
 
Teknologiat soveltuvat lähes kaikilta osin esitettyihin vaatimuksiin. Apachen 
teknologiat karsiutuvat kuitenkin, koska tulosten visualisointiin tarkoitettu Zeppelin 
on vasta beta-vaiheessa (Incubating). Kaksi jäljelle jäävää ratkaisua täyttävät kaikki 
tekniset vaatimukset. Talend BigDatan ympärille rakennettu kokonaisuus on näin 
ollen luontainen valinta, koska Talend on jo käytössä Mitpassa. 
Arkkitehtuuriperiaatteiden mukaan suositaan järjestelmiä, jotka jo ovat käytössä. 
Lisäksi kustannuksia voidaan rajoittaa rakentamalla tiedon visualisoinnin vaatima 
tietoturva käänteistä välityspalvelinta käyttämällä.  
Varsinaisten vaatimusten lisäksi referenssiarkkitehtuuri vastaa hyvin 
arkkitehtuuriperiaatteisiin. Big data -teknologioiden suunnittelun ydin on 
suorituskyky ja skaalautuvuus. Luotettavuus, saatavuus ja ylläpidettävyys ovat 
pitkälti ylläpidon taidoista kiinni. Tätä pohditaan tarkemmin arkkitehtuurin arvioinnin 
yhteydessä luvussa 6.3.  
Kun valitut teknologiat yhdistetään edellisissä luvuissa esiteltyihin toiminta-, tieto-, ja 
tietojärjestelmäarkkitehtuurien kuviin, syntyy kokonaiskuva, jossa eri 
arkkitehtuurikerrokset yhdistyvät yhdeksi kokonaisuudeksi (katso kuva 15). Tätä 
kutsutaan loogiseksi järjestelmäjäsennykseksi. Siitä voidaan tunnistaa, miten 
tietojärjestelmäpalveluilla vastataan toiminnan vaatimuksiin ja millä 
tietojärjestelmillä palvelut tuotetaan. Lisäksi siihen on liitetty tiedon tallentamiseen 
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liittyvät teknologiat. Koska kyseessä on referenssiarkkitehtuuri, ei mallissa ole 
kuvattuna palvelimia, joille järjestelmä asennettaisiin.  
Kuvasta on olennaista havaita, että teknologioiden esittelyn yhteydessä ei käsitelty 
tiedon persistointia. Siinä oletettiin, että se tehtäisiin Kafkan tiedostojärjestelmään. 
Hadoopin HDFS-järjestelmä tarjoaa kuitenkin monipuolisemmat mahdollisuudet 
tiedon lukemiseen. Kafkassa lukemista varten tulee luoda oma aihe, kun taas HDFS 
mahdollistaa kyselyiden tekemisen. Tämä parantaa huomattavasti tiedon 
käytettävyyttä. Lisäksi kuvaan on mallinnettu käänteinen välityspalvelin, joka 
mahdollistaa käyttäjänhallinnan Kibanan raportteihin ilman maksullista Shield-
komponenttia. Se on toteutettavissa Tiira-kehyksellä. 
 
 
Kuva 15 Looginen järjestelmäjäsennys 
 
Kaikki järjestelmän uudet komponentit ovat ilmaisia. Kuitenkin Mitpa haluaa 
varmistaa luotettavan ylläpidon kaikille komponenteille. Näin halutaan huolehtia 
arkkitehtuuriperiaatteissa esitetyistä luotettavuuden, saatavuuden ja ylläpidettävyyden 
vaatimuksista. Tämä tarkoittaa, että tuki tulee hankkia palveluna tai teknologiaan 
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tulee hankkia tarpeeksi kattava oma osaaminen. Tällaisia palveluita tarjoavat 
valituille teknologioille esimerkiksi Cloudera ja Hortonworks. Molemmat näistä 
neuvottelevat hinnat sopimuskohtaisesti. Osviittaa hinnastosta voi saada 
Hortonworksin ja Iso-Britannian sopimuksesta, jossa kahdeksan palvelimen ja 100 
TB lisenssi työaikana toimivalla tuella kehittäjineen maksaa noin 22 627 €  vuodessa 
(UK govstore, Suomen Pankki). Tämä mahtuu annettuun 30 000 euron vuosittaiseen 
kustannusraamiin. Etenkin kun huomioi, että kyseessä on kaiken sisältävä 
pilvipalvelu ja Mitpan tarpeena on omaan ympäristöön asennettava järjestelmä. 
Oletuksena on, että hinta ei edellä mainitusta ainakaan nouse, vaikka asennus 
tehtäisiin omaan ympäristöön. 
6.3 Arkkitehtuurin arviointi 
Arkkitehtuurin arviointi tehtiin Mitpassa 9.11.2016. Paikalla olivat 
referenssiarkkitehtuuria, DCAR-menetelmää ja asiakasnäkökulmaa esittelemässä 
Hannu Kämäri ja arkkitehtuurin asiantuntijoina arkkitehdit Samuli Turkkila ja Tommi 
Korpi.  
Arviointi tehtiin DCAR-menetelmää soveltaen. Tilaisuus noudatti muuten DCAR-
menetelmän kaavaa (katso luku 5.3), mutta menetelmää oli hieman yksinkertaistettu. 
Suurin muutos oli, että voimien määrittely jätettiin tekemättä. Keskustelussa pyrittiin 
mallin mukaisesti tunnistamaan tekijöitä, jotka puoltavat tai vastustavat tehtyä 
päätöstä, mutta etukäteistä tai voiman suuruuden ja suunnan sisältävää voimien 
määrittelyä ei tehty. Toinen vaihe, mikä jätettiin mallista tekemättä, oli esitelmien 
pitäminen. Kaikki osallistujat ovat osallistuneet asiakastarpeen suunnitteluun ja kun 
vielä on kyseessä laajempaan käyttöön tuleva referenssiarkkitehtuuri, ei 
asiakastarpeen esitelmälle nähty tarvetta. Arkkitehtuuriesitelmä sisälsi vain 
referenssiarkkitehtuurin esitelmän. Kaikki osallistujat ovat jäseninä Mitpan 
arkkitehtuuriryhmässä, joka käsittelee arkkitehtuuripäätöksiä viikoittain. Lisäksi 
henkilöt ovat vastuussa oman arkkitehtuurialueensa periaatteiden ja mallien 
suunnittelusta. Tämän vuoksi arkkitehtuuriperiaatteiden tai vastaavien esittely ei ollut 
tarpeellista. Kolmas poikkeamana oli päätös jättää päätösten suhdediagrammi 
tekemättä. Päätökset käsiteltiin järjestelmän toiminnan näkökulmasta kronologisesti. 
Tällä pyrittiin tuomaan esille keskinäisiä riippuvuuksia ja pitämään yllä 
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mahdollisimman tarkkaa kuvaa toimintaprosessin etenemisestä tietojärjestelmätasolla. 
Tarpeen mukaan aiempiin kysymyksiin palattiin, mikäli sille havaittiin tarvetta. 
Lisäksi, kuten edellä kävi ilmi, oli osallistujajoukko normaalia pienempi. Asiakkaan 
edustajia ei saatu paikalle, mutta toisaalta arvioinnin tekijöillä on erittäin syvällinen 
tuntemus sekä Mitpan arkkitehtuurimallista että asiakastarpeesta.  
Arviointiryhmä hyväksyi käsiteltäväksi seitsemän päätöstä, jotka esitellään 
taulukossa 5 kommentteineen saman kronologian mukaan kuin varsinaisessa 
tilaisuudessa. Kaikki kysymykset hyväksyttiin, kysymyksiin neljä ja viisi liittyvät 
valinnat sellaisinaan ja muut taulukkoon koostetuin kommentein. 
Taulukko 5 DCAR-kysymykset ja kommentit 
# Kysymys Tulos (OK/kommentti) 
1. Onko tiedon vastaanotto 
järkevää tehdä 
Kafkalla? 
Jos tiedoissa on kovin paljon eroavaisuuksia, 
niin silloin kannattaa ensin lukea tiedot 
Kafkaan, josta Spark lukee tiedot eri 
muodoissa yhdistää ne yhdeksi yhteneväiseksi 
virraksi ja palauttaa takaisin Kafkaan. Tämä 
yhtenäistetty tietovirta tarjotaan sen jälkeen 
uudelleen Kafkasta. Tätä tietovirtaa voi 
tarvittaessa lukea myös suoraan Talendilla tai 
Kibanalla. Jos esimerkiksi haluaa tehdä 
raportteja, joissa ei ole toimijakohtaisia tietoja. 
2. Onko HDFS oikea tapa 
persistoida tieto? 
HDFS ei välttämättä riitä tietovarannoksi. On 
oletettavaa, että tietoja halutaan käsitellä myös 
tulevaisuudessa esimerkiksi tähtiskeeman 
tallennettuna. Tämä työ on Mitpan 
ympäristössä järkevää tehdä Talendin ETL-
ominaisuuksilla nykyiseen tietokantaan. 
3. Onko tiedon käsittely 
järkevää tehdä Sparkilla 
ja Talendilla? 
Tiedon käsittely todettiin olevan järkevää 
Sparkilla ja Talendilla. Kuvausta haluttiin 
täsmentää siten, että Sparkilla on Mitpan 
64 
 
# Kysymys Tulos (OK/kommentti) 
ympäristössä luontevaa tehdä vain edellä 
kuvatun kaltaista tiedon esikäsittelyä. 
Varsinainen prosessointi kannattaa tehdä 
Talendilla. Tämä koskee myös toimijatietojen 
liittämistä sensoriaineistoon. Tämän vuoksi 
Talend liitetään suoraan myös Kafkaan ja 
tietokantaan. Edellä kuvatun mukaan Talend 
lukee yhtenäistettyä tietovirtaa suoraan 
Kafkasta. 
4. Onko HDFS 
tietovarannon käyttö 
parasta tehdä YARN:ia 
käyttäen? 
OK 
5. Onko tuen hankinta 
ulkopuoliselta 
organisaatiolta kuten 
Hortonworksilta tai 
Clouderalta Mitpan 
periaatteiden mukaista? 
OK 
6. Soveltuvatko Talend ja 
Kibana yhdessä 
raporttien ja hälytysten 
tekoon? 
Toteutus todettiin järkeväksi. Keskustelussa 
nousi kuitenkin esille, että Kibanan 
raportointikyky on rajallinen. Aikasarjojen ja 
kuvaajien tekeminen onnistuu, mutta 
esimerkiksi poikkeamaraporttien tekeminen ei 
onnistu ainakaan helposti. Tämä on yhtenä 
syynä kohdan seitsemän muutoksiin. 
7. Onko pääsynhallinta 
järkevää toteuttaa 
erillisellä 
Keskustelussa todettiin, että pelkästään 
pääsynhallinta ei riitä. Edustapalvelimen pitää 
pystyä tarjoamaan käyttäjille raportit valitulla 
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# Kysymys Tulos (OK/kommentti) 
edustapalvelimella? ulkoasulla. Pelkkä välityspalvelin tulee korvata 
web-palvelimella (Apache Tomcat). 
Palvelimelle asennetaan web-sivu halutulla 
ulkoasulla mihin Kibanan raportit upotetaan. 
Kohdassa kuusi tunnistettiin Kibanan 
rajoitukset raporttien tuottamisessa. Web-
sivulle voidaan Tiira-kehyksellä myös tuottaa 
raportteja, mitä on vaikea tuottaa Kibanalla. 
 
Kuvassa 16 on edellisen luvun kommentein muokattu versio arkkitehtuurikuvasta. 
Lisäksi kuvan tietovirtoihin on kokonaisuuden selkeyttämiseksi lisätty tietovirtojen 
tapahtumisjärjestystä kuvaavat numerot. 
 Kuva 16 Arkkitehtuuriarvioinnin perusteella päivitetty looginen järjestelmäjäsennys 
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7 Tulosten tarkastelu 
Tässä luvussa verrataan toteutettua referenssiarkkitehtuuria Pääkkösen ja Pakkalan 
luomaan referenssiarkkitehtuurin (2015) ja valittuja teknologioita Chengin ja muiden 
(2016) tekemään teknologiakartoitukseen. 
Pääkkönen ja Pakkala (2015) tutkivat isojen organisaatioiden Big Data -ratkaisuja ja 
loivat niiden pohjalta yhden referenssiarkkitehtuurin. Tutkimuksen kohteena olivat 
esimerkiksi Twitter, LinkedIn, Facebook ja Netflix. He loivat näiden pohjalta ensin 
ylemmän tason mallin, jota voi verrata referenssimalliin. Mallissa aineisto ensin 
noudetaan tietolähteessä, sen jälkeen se esikäsitellään, prosessoidaan, analysoidaan, 
ladataan ja muokataan raportoinnin tarpeiden mukaiseksi ja lopuksi visualisoidaan. 
Koko toimintaketjuun liittyy tiedon tallennuksen toiminnot. Malli on samankaltainen 
kuin luvussa tässä työssä luotu referenssiarkkitehtuuri.  
Malleissa on kaksi merkittävää poikkeamaa. Pääkkösen ja Pakkalan mallissa on 
erillinen tiedonhaun järjestelmä. Tätä toiminnallisuutta ei tämän työn arkkitehtuurissa 
tarvita, koska oletuksen mukaan kylmälaitteet lähettävät aineiston ja toimintoprosessi 
alkaa tiedon vastaanotolla. Lisäksi mallissa on tiedon lataus omana vaiheenaan. Tämä 
on luvun 3.4.2 toiminnallisessa arkkitehtuurissa eli referenssimallissa oletettu osaksi 
aineiston prosessointia. Varsinaisessa referenssiarkkitehtuurissa ominaisuus on 
korostetummin esillä. 
Pääkkönen ja Pakkala (2015) loivat mallin pohjalta varsinaisen 
referenssiarkkitehtuurin (katso liite 3). Arkkitehtuuri sisältää sekä eräajo-, että 
tietovirta-arkkitehtuurit. Vertailun kannalta mielenkiintoisempi on kuvassa alempana 
oleva tietovirtojen käsittelyyn toteutettu arkkitehtuuri. Arkkitehtuurin kuvaustapa on 
erilainen kuin tässä työssä käytetty, mutta se sisältää kaikki samat toiminnallisuudet. 
Erona on, että Pääkkösen ja Pakkalan mallissa eri vaiheiden käyttämät tietovarannot 
on eroteltu selvemmin ja tietojen lataus on referenssimallin tapaan korostetummin 
esillä. Samassa työssä tehtiin myös teknologioiden kartoitus ja arvioitiin niiden 
soveltuvuutta arkkitehtuurin eri tehtäviin. Tämän osalta vertailusta ei ole hyötyä, 
koska lähtökohta teknologiavalinnoille oli poikkeava. Soveltuvina teknologioina oli 
lähinnä kaupallisia tuotteita. Esimerkiksi Talendia tai Elasticia ei mainittu lainkaan ja 
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Kafkalla ja Sparkillakin oli työssä hyvin pieni rooli. Chengin ja muiden (2016) 
tutkimuksessa käytiin läpi kymmenen esimerkkitapausta Big Datan 
suunnittelumalleista. Näissä malleissa on päädytty samankaltaisten ongelmien 
ratkaisuissa hyvin samankaltaisiin teknologiavalintoihin. Aivan samaa kokoonpanoa 
ei löydy mistään, mutta samoja elementtejä on käytetty. 
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8 Yhteenveto 
 
Tässä työssä toteutettiin referenssiarkkitehtuuri, jossa laajennettiin perinteistä 
tietokantaympäristöä Big Dataan kuuluvilla elementeillä. Työssä havaittiin, että 
teknologinen kehitys on ollut Big Data -teknologioissa erittäin suurta. Painopiste Big 
Data -teknologioiden kehittämisessä on viime aikoina ollut tietovirtojen käsittelyyn 
tarkoitetuissa ohjelmissa. Teknologioiden osalta on havaittavissa vastaavaa kehitystä 
kuin yleensäkin ohjelmistokehityksessä. Monoliittinen kehittäminen ei nauti suurta 
suosioita, vaan kokonaisuudet rakentuvat mikropalveluista. Big Data -
teknologioissakin kehitetyt ohjelmat ratkaisevat tyypillisesti yhden spesifin ongelman 
ja kokonaisen järjestelmän rakentaminen vaatii useiden pienempien ohjelmien 
yhdistämistä. Tämä johtaa siihen, että ohjelmistojen välisten rajapintojen toimivuus 
nousee entistä merkittävämpään rooliin. Toisaalta työssä havaittiin, että nopea 
kehitystahti ja pieniin teknologisiin kokonaisuuksiin nojautuminen johtaa 
epätasapainoisiin ja tulevaisuudeltaan epävarmojen komponenttien julkaisuun. 
Esimerkiksi Apachella tätä vaihetta kutsutaan Incubating (haudutus) nimellä. Näillä 
kahdella asialla oli tässäkin työssä suuri merkitys. Tulosten visualisointiin oli, 
vaatimukset huomioiden, tarjolla vain Kibana. Kibanasta taas oli Apachen tuotteista 
tuki vain Sparkiin. Vastaavan kaltaiset riippuvuusketjut saattavat tulevaisuudessa 
aiheuttaa merkittäviä ongelmia, kun yksittäinen keskeinen tuote tulee elinkaarensa 
päähän tai se halutaan muuten vaihtaa. Tämä kasvattaa arkkitehtuurin huolellisen 
dokumentaation, ylläpidon prosessien ja riskianalyysien merkitystä. Toisaalta 
vastapainona ovat uudet, kehittyneet, hinnaltaan ilmaiset tai edulliset ja 
kehittäjäystävälliset tuotteet, joista voidaan koota suorituskyvyltään eri mittaluokassa 
olevia järjestelmiä. 
Tutkimusta olisi luontevaa jatkaa eri tarpeisiin soveltuvien referenssiarkkitehtuurien 
rakentamisella tai syventymällä tarkemmin yksittäiseen toimintoon.  Toisaalta myös 
erilaisten näkökulmien tarkempi tarkastelu olisi erittäin tarpeellista. Esimerkiksi tässä 
työssä tarkastelun ulkopuolelle jätetty tietoturva vaatisi tarkempaa tarkastelua. 
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Liite 1. Alkuperäinen vaatimusluettelo kommentteineen 
Kommentit ja niiden tarvittavat jatkokommentit kursiivilla ja lyhenteillä (TK=Tommi Korpi ST=Samuli 
Turkkila, HK=Hannu Kämäri) 
Vaatimus 
# 
Kuvaus Pakollinen? 
Toiminnalliset vaatimukset 
T1 Järjestelmä ottaa vastaan sensoreista lähetettyä 
aineistoa. 
x 
T2 Viesteihin voidaan liittää haluttuja referenssitietoja 
(esim. ravintolan sijainti ja y-tunnus) 
x 
T3 Järjestelmään voidaan määrittää rajat kosteus- ja 
lämpötilapoikkeamille joiden ylittämisestä jää ilmoitus 
tietovarastoon ja niistä lähetetään automaattisesti 
hälytysviesti kyseessä olevaan ravintolaan liitettyihin 
sähköpostiosoitteisiin. TK: Ei pakollinen HK: 
Asiakkaalta alun perin tullut ehdottomana 
vaatimuksena, joten jätetään pakolliseksi. 
x 
T4 Järjestelmään pystyy asettamaan hälytyskriteerit 
puuttuville viesteille. Jos esimerkiksi lämpötila puuttuu 
kaikista antureista yhdessä jääkaapissa, lämpötila 
puuttuu useamman kerran yhtäjaksoisesti tai 
poikkeamissa on säännönmukaisuutta. TK: Puuttuvien 
tietojen raportointi on vaikeaa. 
 
T5 Järjestelmästä voidaan tehdä sekä keskitettyjä raportteja, 
että siitä voidaan julkaista asiakkaille kohdennettuja 
raportteja, joista näkyy vain kyseiseen käyttäjään 
liitytettyjen ravintoloiden tai vastaavien tiedot. 
x 
T6 Raporteista voidaan seurata poikkeamia halutulla 
aikajaksolla. 
x 
T7 Raporttia voi rajata halutuin toimijoihin liittyvin 
referenssitiedoin 
x 
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Vaatimus 
# 
Kuvaus Pakollinen? 
T8 Ohjelmistossa on oltava ylläpidolle tarjotut palvelut 
toiseen käyttöympäristöön siirtymiseksi (kehitys, testi ja 
tuotanto). ST ja TK eivät ymmärtäneet vaatimusta. 
Tarkennettu. 
X 
Ei-toiminnalliset vaatimukset  
ET1 Järjestelmä pystyy käsittelemään 21 miljoonaa riviä 
vuorokaudessa ja 900 000 riviä tunnissa. TK: Voiko 
lähetystä rajata vastaanoton kuorman pienentämiseksi? 
x 
ET2 Ohjelmisto voidaan ongelmatilanteessa käynnistää 
uudelleen automaattisesti. TK: Voisiko olla 
vaatimuksena, että käynnistyy itsekseenkin? Ohjelmisto-
käsite turhan laaja. HK: Kokonaisuus muodostuu 
ohjelmista, joista tässä yhteydessä käytetään nimitystä 
ohjelmisto. 
x 
ET3 Järjestelmään voidaan työntää tietoja sensoreilta. 
Järjestelmä siis toimii sensoreiden ja viestin vastaanoton 
välissä työntää (englanniksi push) periaatteella.  
x 
ET4 Ongelmatilanteissa ohjelmistoon työnnetyt viestit jäävät 
jonoon, mistä ne käsitellään automaattisesti ja oikeassa 
järjestyksessä, kun ohjelmisto toipuu. 
x 
ET5 Ohjelmiston yksittäisten ohjelmien toiminnallisuuksia 
voidaan laajentaa omalle sovelluskehityksellä. 
x 
ET6 Ohjelmiston käyttö on ilmaista tai siihen liittyy 
korkeintaan käyttäjämäärästä riippumattomia 
kustannuksia, jotka ovat suuruudeltaan korkeintaan 30 
000 € /v 3-5 kehittäjää ja yhtä ympäristökokonaisuutta 
kohden (sisältäen kehitys, testi ja tuotantoympäristön) 
vuodessa. 
x 
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Vaatimus 
# 
Kuvaus Pakollinen? 
ET6 Ohjelmistosta on oltava tarjolla vakaa ja luotettava 
versio. Beta-vaiheessa tai aikaisemmassa olevia 
ohjelmistoja ei hyväksytä. 
x 
ET7 Pääsyä tietovarastoon voidaan kontrolloida 
käyttäjätunnus ja salasana parilla. 
x 
ET8 Omavalvontaan tarkoitettujen käyttöliittymien tulee olla 
suomenkielisiä. TK: Ei ole mielestäni nykyaikainen 
vaatimus. HK: Asiakkaat eivät kommentoineet joten 
jätetään. 
x 
ET9 Kehittäjille tarkoitettujen käyttöliittymien tulee suomen- 
tai englanninkielisiä. TK: Ei ole mielestäni nykyaikainen 
vaatimus HK: Jätetään. 
x 
ET10 Tietovaraston tietoja voidaan hyödyntää myös SAP BO 
ohjelmassa. Suoraa yhteyttä ei tarvitse olla. TK: 
Välttäisin ohjelmistoriippuvuutta vaatimuksena.HK: 
Muutetaan muotoon "Ohjelmistosta on saatavissa tietoa 
yleisissä avoimissa formaateissa". 
 
ET11 Valmiiden komponenttien toteutusteknologiat ovat 
moderneja ja ovat laajalti käytössä.  
x 
ET12 Mitpassa on kokemusta komponenttien 
toteutusteknologioista. TK: Turhan jyrkkä vaatimus, 
joka tiukasti tulkittuna estäisi uusien teknologioiden 
käyttöönoton.HK: Muutetaan muotoon "Suositaan 
komponentteja joiden  toteutusteknologioista Mitpassa 
on kokemusta.". 
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Vaatimus 
# 
Kuvaus Pakollinen? 
ET13 Mitpassa on osaamista ohjelmointikielistä, joita 
käytetään komponenttien laajentamiseen ja 
konfigurointiin. TK: Turhan jyrkkä vaatimus, joka 
tiukasti tulkittuna estäisi uusien teknologioiden 
käyttöönoton.HK: Muutetaan muotoon  "Suositaan 
komponentteja joiden laajentamiseen ja konfigurointiin 
käytetyistä ohjelmointikielistä Mitpassa on osaamista". 
 
ET14 ST: Pitäisi olla vaatimus hyvästä käytettävyydestä. x 
Ympäristövaatimukset  
Y1 Ohjelmistoa Unix-ympäristöissä TK: Windows ei 
tarpeellinen TS: Vaatii tarkennusta HK: Ei viedä kovin 
tarkalle tasolle koska kyseessä kuitenkin 
referenssiarkkitehtuuri. 
x 
Y2 Kehittäjille on tarjolla tarvittavat työkalut Windows-
ympäristössä 
x 
Y3 Ohjelmisto pystyy ottamaan vastaan tiedostoja eri 
muodoissa (csv, JSON, XML tai peräkkäistiedosto). 
x 
Y4 Ohjelmisto pystyy lukemaan referenssitietoja Oracle ja 
PostgreSQL tietokannoista. 
x 
Y5 Toteutetut raportit ovat luettavissa tavallisimpien 
selaimien tuoreemmilla versioilla ST: Pitää tarkentaa 
mitä tällä tarkoitetaan. 
x 
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Liite 2. Kattava listaus Apachen teknologioista 
 
 Apache Ambari on Hadoop klusterin ohjaukseen tehty graafinen 
tietojärjestelmä. Ambari voidaan käyttää kuitenkin myös muiden Apachen 
tietojärjestelmien, esimerkiksi Kafkan, ohjaukseen. 
 Apache Apex on Hadoop klusterin palvelinten väliseen viestinvälitykseen 
suunniteltu tietojärjestelmä. 
 Apache Avro on datan serialisointiin tarkoitettu tietojärjestelmä. Se tukee 
RPC kutsuja, monimutkaisia tietorakenteita ja tiedonsiirtoon kompaktissa 
binääri-formaatissa. 
 Apache BookKeeperin avulla voidaan tukea kahdennettujen järjestelmien 
esim. tietokantojen rakentamista. Sinne voidaan esim. tallettaa häiriötilanteen 
aikaiset muutokset ja ne voidaan sieltä ajaa myöhemmin niihin tietokantoihin 
joissa ongelma esiintyi. 
 Apache Calcite on tiedonhallinan työkalu. Se tarjoaa ne elementit joista 
perinteinen tietokanta koostuu, mutta ilman varsinaista tietokantaa. Siihen 
voidaan liittää tietolähteeksi melkein mikä tahansa, kunhan sille voidaan 
kirjoittaa adapteri. Se voi hyvin yhdistää organisaation eri puolilla olevia 
tietorakenteita yhdeksi näkymäksi. 
 Apache CouchDB on nosql tietokanta joka tallentaa tiedot JSON-
tietorakenteisiin. Se on suunniteltu ensisijaisesti web ohjelmistojen 
tietokannaksi. 
 Apache Crunch on Java-kirjasto jolla voidaan toteuttaa, testata ja ajaa 
Hadoopin MapReduce-yhteyksiä (Mapreduce pipelines) 
 Apache DataFu (Incubating) on järjestelmä Hadoopin laskentojen 
osittamiseen siten, että toistettavien laskentojen välitulokset ovat helposti 
käytettävissä seuraavien laskentojen aikana. 
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 Apache Drill on tietojärjestelmärajapinta Hadoopin ja nosql kantojen ja 
varsinaisen tietojärjestelmän välillä ja tarjoaa mahdollisuuden SQL-
kyselyiden käyttöön.   
 Apache Falcon on tiedon hallinnan ja koordinoinnin järjestelmä joka helpottaa 
ja nopeuttaa tiedonsiirtoa Hadoopin tietorakenteisiin ja sen käyttöä Hadoopin 
prosesseilla. 
 Apache Flink on tietovirtamoottori, joka tarjoaa tietojen jakelun, viestinnän, ja 
vikasietoisuuden hajautetuille laskennoille, joiden tietolähteenä toimivat 
tietovirrat. Tyypillinen käyttötapaus on yhdistää Flink Kafkan kanssa siten, 
että Kafka huolehtii tietojen tuottamisesta ja Flink kuluttamisesta. 
 Apache Flume on tarkoitettu lokien siirtoon hajautetuista lähteistä yhteen 
keskitettyyn lokiin. 
 Apache Giraph on verkkojen analysointiin tarkoitettu tietojärjestelmää 
käytetään tyypillisesti yhdessä Hadoopin kanssa. Sitä käytetään esim. 
Facebookin suorituskykyanalyyseissa. 
 Apache Hama on rinnakkaisuutta ja synkronisuutta hyödyntävä eräajojen 
(englanniksi Bulk synchronous parallel BSP) optimointi järjestelmä, jolla 
voidaan nopeutta esim. Hadoopin laskentoja. 
 Apache Helix on geneerinen palvelinklusterien hallinta työkalu, jolla voidaan 
automaattisesti hallinnoida hajautettujen, ositettuja ja replikoituja resursseja. 
 Apache Ignite on tarkoitettu isojen tietoaineistojen käsittelyyn. Käsittely 
tehdään kokonaan muistivarassa ja sen vuoksi isojenkin aineistojen käsittely 
on äärimmäisen nopeaa. 
 Apache Knox mahdollistaa keskitetyn REST rajapinnan rakentamisen 
Hadoop-klusterille. 
 Apache MetaModel tarjoaa yhtenäisen rajapinnan monenlaisten 
tietovarastojen käyttöönottoon tietojärjestelmään ajonaikaisesti. MetaModel 
tarjoaa rajapinnan muuan muassa relaatiokannoille, CSV-tiedostoille, 
peräkkäistiedostoille, Apache Cassandralle, ElasticSearchille.  MetaModel 
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soveltuu paremmin kokonaisuuksiin, joissa on lukuisia eri aihealueiden 
tietolähteitä, kuin yhden aihealueen tietojärjestelmiin (Apache 1.).  
 Apache Oozie on Hadoop klusterin töiden aikataulutukseen suunniteltu 
tietojärjestelmä. 
 Apache ORC on tietovarastorajapinta, jonka tarkoituksena on helpottaa uusien 
rajapintojen lisäämistä Sparkiin ja helpottaa ja tehostaa niiden käyttöä. Se 
tarjoaa tiedon kolmitasoisen indeksoinnin (tiedosto, lomitus ja rivi).  
 Apache Parquet on yleiskäyttöinen, tietotyyppi ja ohjelmointikieliriippumaton 
sarakemuotoinen Hadoopin tietovarasto. 
 Apache Phoenix mahdollistaa tosiaikainen tapahtumakäsittelyn ja 
operatiivisen analyysin tarjoamalla relaatiokannan näkymän HBase 
tietovarastosta. 
 Apache Edgent (aiemmin Apache Quarks) mahdollistaa hajautetun 
tietovirtojen analyysin. Se voidaan asentaa suoraan esimerkiksi 
teollisuuslaitteen. 
 Apache REEF on kannettavien ohjelmistojen (englanniksi Portable 
application) toteuttamiseen tarkoitettu kirjasto. Sillä voidaan etenkin helpottaa 
sovellusten toteutusta eräajo-klustereiden resurssien hallintaan. 
 Apache Samza tarjoaa järjestelmän tietovirtapalveluiden (esimerkiksi Apache 
Kafka) tuottamien tietovirtojen käsittelyyn. 
 Apache Spark on isojen tietoaineistojen reaaliaikaiseen käsittelyyn tarkoitettu 
ohjelmisto. Se voidaan liittää monenlaisiin tietolähteisiin kuten Apache 
Kafkaan. 
 Apache Sqoop on tarkoitettu tiedonsiirtoihin Apache Hadoopin ja 
strukturoitujen tietovarastojen, kuten relaatiokanta, välillä. 
 Apache Tajo on suunniteltu mahdollistamaan erittäin isojen tietoaineistojen 
käsittely SQL-tyyliin Apache Hadoopissa. 
 Apache Tez on mielivaltaisen monimutkaisten suunnattujen syklittömien 
verkkojen  (DAG) prosessointiin ja valmisteluun suunniteltu tietojärjestelmä.  
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 Apache VXQuery on XML-standardin täyttävien tiedostojen analysointiin 
tarkoitettu tietojärjestelmä. Se soveltuu erityisen hyvin tehtävään, missä tulee 
analysoida iso joukko pieniä XML-tiedostoja (Apache VXQuery).  
 Apache Hadoop YARN on alun perin suunniteltu Hadoop klustereiden 
ohjaukseen. Se tarjoaa työkalut resurssien hallintaan ja keskitettyyn ja 
turvalliseen klustereiden ohjaukseen. Sitä käytetään ohjamaan kuitenkin myös 
muita Apachen tietojärjestelmiä, kuten Sparkia ja Kafkaa (Hortonworks 
Yarn).  
 Apache Zeppelin on data-analyytikoille tietojen julkaisuun ja julkaisujen  
hajautettuun toteuttamiseen toteutettu web-työkalu.  
 Apache ZooKeeper on hajautettujen järjestelmien tietovirtojen hallintaan 
käytettyjen tietojärjestelmien (Apachen) koordinointiin tarkoitettu 
tietojärjestelmä. 
Incubating on Apachen terminologiaa ja kuvaa projektin vaihetta (Apache Incubator). 
Projekti on silloin keskeneräinen ja rinnastetaan tässä työssä beta-vaiheeseen. 
 
Liite 3. Big Data referenssiarkkitehtuuri 
Tietovarannot ovat kuvassa ellipseinä, toiminnallisuudet neliöinä ja nuolet kuvaavat tietovirtoja. (Pääkkönen ja Pakkala 2015). 
