We investigate the extremal behavior of a special class of autoregressive processes with ARCH(1) errors given by the stochastic di erence equation X n = X n?1 + q + X 2 n?1 " n ; n 2 N ;
Introduction
Random recurrence equations have been used in numerous elds of applied probability. We refer for instance to Kesten (1973) , Vervaat (1979) and Embrechts and Goldie (1994) . Stochastic models in nance are an important eld of application for random recurrence equations. Over the last years a variety of these models have been suggested as appropriate models for nancial time series (see e.g. Priestley (1988) , Tong (1990) , Taylor (1995) ). Due to the random recurrence structure, many of these models possess the property that their conditional variance depends on the past information (conditional heteroskedasticity). Empirical work has con rmed that such models t quite many types of nancial data. The most known examples of volatility models in nance with random recurrence structure are autoregressive conditionally heteroskedastic processes (ARCH). These models were introduced by Engle (1982) . They serve as special exchange rate or asset price models and are very popular in econometrics. In a series of papers, the ARCH models have been analyzed and generalized, see for instance the survey article by Bollerslev, Chou and Kroner (1992) and the statistical review paper by Shephard (1996) . The class of autoregressive (AR) models with ARCH errors proposed by Weiss (1984) are a natural extension of ARCH processes. These models are also called SETAR-ARCH models (selfexciting autoregressive). They are de ned by the random recurrence equation X n = f(X n?1 ; :::; X n?k ) + n " n ; n k ; (1.1) where f is a linear function in its arguments, the innovations (" n ) n2N for some p 1. These models combine the advantages of AR models which target more on the conditional mean of X n given the past and ARCH models which concentrate on the conditional variance of X n (given the past). Autoregressive models with ARCH errors capture the structure of nancial data quite well, i.e. the tendency of volatility clustering and the fact that unconditional price and return distributions tend to have fatter tails than the normal distribution. Statistical and/or probabilistic properties of such models have been investigated by Weiss (1984) , Diebolt and Gu egan (1990) , Maercker (1997) and Borkovec and Kl uppelberg (1998) . In the present paper we study the extremal behavior of AR processes with ARCH errors. We focus on the AR(1) process with ARCH(1) errors, i.e. f(X n?1 ; :::; X n?k ) = X n?1 for some 2 2 R and n is given in (1.2) with p = 1. This Markovian model is analytically tractable and serves as a prototype for the larger class of models (1.1). Furthermore, in the special case = 0 we get just the ARCH(1) model of Engle (1982) and hence our results for the extremes will be an extension of the results in de Haan, Resnick, Rootz en and de Vries (1989) . Extremal behavior of a Markov process (X n ) n2N is for instance manifested in the asymptotic behavior of the maxima M n = max 1 k n X k ; n 1 :
The limit behavior of M n is a well-studied problem in extreme value theory. Two review paper on this and related problems are Rootz en (1988) and Perfekt (1994) . For a general overview of extremes of Markov processes, see also Leadbetter, Lindgren and Rootz en (1983) and the references therein. Loosly speaking, under quite general mixing conditions, one can show that for n and x large P(M n x) F n (x) ; (1.3) where F is the stationary distribution function of (X n ) n2N and 2 (0; 1) is a constant called extremal index. A natural interpretation of is that of the reciprocal of mean cluster size (see e.g. Embrechts, Kl uppelberg and Mikosch (1997, Chapter 6) and the references therein). The practical implication of (1.3) is that dependence in data does often not invalidate the application of classical extreme value theory. There are many methods for determing the extremal index. However, most are very technical and often useless in practice. An alternative is then to estimate from the data. For the AR(1) process with ARCH(1) errors we derive an explicit formula for the extremal index.
We furthermore investigate the point process of exceedances of a high threshold u of (X n ) n2N which characterizes the extremal behavior of the process in detail. This point process converges in distribution to a compound Poisson process with a well-speci ed intensity and a well-speci ed distribution of the size of the jumps. The paper is organized as follows: in section 2 we present the model and introduce the required assumptions on the innovations (" n ) n2N . The conditions are the same as in Borkovec and Kl uppelberg (1998) , namely the so-called general conditions and the technical conditions (D:1)?(D:3). The general conditions guarantee the existence of a stationary version of (X n ) n2N whereas (D:1) ? (D:3) allow us to describe the tail behavior of the stationary distribution. We present furthermore some results on the AR(1) process with ARCH(1) errors (X n ) n2N and on the 3 related process (Z n ) n2N = (ln(X 2 n )) n2N . It turns out that the process (Z n ) n2N is crucial for the study of the extremal behavior of (X n ) n2N . We show in Lemma 2.3 that (Z n ) n2N behaves above a high threshold asymptotically as a random walk with negative drift which can be completely speci ed. Theorem 2.1 collects some known results on the AR(1) process with ARCH(1) errors (X n ) n2N which were proved in Borkovec and Kl uppelberg (1998) . In particular, the stationary distribution of (X n ) n2N has a Pareto-like tail. Section 3 contains the main results (Theorem 3.1) concerning the extremal behavior of (X n ) n2N . We interprete these results and present some simulations. We conclude the paper in section 4 with the proof of Theorem 3.1.
Preliminaries
We consider an autoregressive model of order 1 with autoregressive conditional heteroskedastic errors of order 1 (AR(1) model with ARCH(1) errors) which is de ned by the stochastic di erence equation This condition is required to guarantee the existence and uniqueness of a stationary distribution.
Let " be a generic random variable with the same distribution as " n . Throughout this paper, we assume the same conditions for " as in Borkovec and Kl uppelberg (1998 
(2.5) (b) (X n ) n2N is geometric ergodic. In particular, (X n ) n2N has a unique stationary distribution and satis es the strong mixing condition with geometric rate of convergence. The stationary df is continuous and symmetric.
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(c) Let F(x) = P(X > x); x 0; be the right tail of the stationary df and the conditions " N(0; 1) and xed , the exponent is decreasing in j j. This means that the distribution of X gets heavier tails when j j increases. In particular, the AR(1) process with ARCH (1) errors has for 6 = 0 heavier tails than the ARCH (1) process (see also Table 3 
in Borkovec and
Kl uppelberg (1998)).
(b) Theorem 2.1 is crucial for investigating the extremal behavior of (X n ) n2N . The strong mixing property includes automatically that the sequence (X n ) n2N satis es the conditions D(u n ) and (u n ). The condition D(u n ) is a frequently used mixing condition due to Leadbetter et al. (1983) whereas the slightly stronger condition (u n ) was introduced by Hsing (1984) . Loosly speaking, D(u n ) and (u n ) give the \degree of independence" of extremes situated far apart from each other. This property together with (2.6) implies that the maximum of the process (X n ) n2N belongs to the domain of attraction of a Fr echet distribution. We will specify the normalizing constants of the maxima and the limit distribution in section 3.
2
In order to study the extremal behavior of (X n ) n2N and (X 2 n ) n2N we de ne the auxiliary process (Z n ) n2N := (ln(X 2 n )) n2N which is again a regenerative, strongly mixing process. Since (X n ) n2N follows (2.1) the process (Z n ) n2N satis es the stochastic di erence equation the process (Z n ) n2N is independent of the sign of the parameter since " n is symmetric. Hence we may w.l.o.g. in the following assume that 0. We will see that (Z n ) n2N can be bounded by two random walks (S l;a n ) n2N and (S u;a n ) n2N from below and above, respectively. This result is essential for the study of the extremal behavior of (X n ) n2N . Via results for (Z n ) n2N , we prove for instance that the regenerative process (X n ) n2N has nite mean recurrence times which allow us to consider only the extremal behavior of the stationary process (X n ) n2N . The process (Z n ) n2N will be also important in the proof of Lemma 4.1. For the construction of the two random walks (S l;a n ) n2N and (S u;a n ) n2N we need some more de nitions. With the same notation as before, let Now take logarithms and use the additive structure (2.9) of (Z n ) n2N .
Remark 2.4 (a) If a is large enough then S u;a n and S l;a n are random walks with negative drift.
Proof. Note for any k 2 N, i.e. both random walks converge at least in probability to the same random walk. n2N . This is the key to what follows: the process (S n ) n2N will determine completely the extremal behavior of (X 2 n ). Recall from Theorem 2.1 that (X n ) n2N is Harris recurrent with regeneration set ?e a=2 ; e a=2 ] for a large enough. Thus there exists in particular a renewal point process T 0 ; T 1 ; T 2 ; ::: which describes the regenerative structure of (X n ) n2N . (solid line) and the corresponding random walks (S l;a n ) n2N and (S u;a n ) n2N with a = 20 (dotted lines), respectively. Note that the random walks are hardly distinguishable from each other and (Zn) n2N for n 47. Hence they are extremely good bounds above the level a = 20. If the process falls far below the level 20 they are still very close, but are no longer bounds for (Zn) n2N . The picture also con rms our statement that the random walks have negative drift and converge to the same limit.
Corollary 2.5 The renewal point process (T n ) n2N 0 which describes the regenerative structure of (X n ) n2N is aperiodic and has nite mean recurrence times C 0 = T 0 and C 1 = T 1 ? T 0 .
Proof. The renewal process can be constructed in the following way (see e.g. Asmussen (1989) From Asmussen (1989) , p.151 and (2.5), the renewal process (T n ) n 0 is now given by T n := M n+1 + 1 ; n 0 ;
and hence, by (2.27)
Similar calculation shows that E(C 1 ) < 1 as well. Since the transition density of (Z n ) n2N is positive and continuous it follows nally that C 1 is aperiodic. 2
As a consequence of Corollary 2.5 we may suppose in the following that the process (X n ) n2N is stationary. One can show by a coupling argument that for any probability measure and any sequence (u n ) n2N P max 1 k n X k u n ? P max 1 k n X k u n ! 0; as n ! 1 ;
where P denotes the probability law for (X n ) n2N when X 0 starts with distribution and is the stationary distribution. For the coupling argument one needs explicitly that the process (X n ) n2N is regenerative and that the embedded renewal process is aperiodic and has nite mean recurrence time. We refer to Lindvall (1992, Chapter II and III) for further details.
the reciprocal of the mean cluster size. In order to describe the extremes in more detail, we also consider the point process (N n ) n2N of exceedances of an appropriately chosen high threshold u n given by N n ( ) := #fk=n 2 j X k > u n ; k 2 f1; :::; ng g (3.2) and show that this point process converges to a compound Poisson process N. We derive the intensity and the distribution of the jumps which we denote by ( k ) k2N . Note that in the extreme value theory for strong mixing processes the jumps equal the lengths of clusters of exceedances. For further background we refer to Leadbetter et al. (1983) , Rootz en (1988) or Embrechts et al. (1997, Section 8.1). For the ARCH(1) process it was convenient to investigate rst the squared process. This is not the case for our model since we have a completely di erent structure due to the autoregressive part of (X n ) n2N . Nevertheless, only for the squared process (X In particular, (1) case (i.e. = 0). They use a di erent approach which does not extend to the general case because of the autoregressive part of (X n ) n2N .
(b) Note that for the squared process one can describe the extremal index and the cluster probabilities by the random walk (S n ) n2N , namely The description of the extremal behavior of (X 2 n ) n2N by the random walk (S n ) n2N is to be expected since by Lemma 2.3 and Remark 2.4 the process (Z n ) n2N = (ln(X (1995) using the regenerative structure of (Z n ) n2N , Lemma 2.3, Corollary 2.5 and Remark 2.4(b).
(c) Analogous to de Haan et al. (1989) we may construct \estimators" for the extremal indices (d) Note that the extremal index of (X n ) n2N is not symmetric in the parameter (see Table 1 ). This observation is intuitively obvious since for > 0 the clustering is stronger by the autoregressive part than for < 0. Table 1 : \Estimated" extremal index of (Xn) n2N in the case " N(0; 1). We chose N = m = 2000. Note that the extremal index decreases as j j increases and that we have no symmetry in . -0.000 0.001 0.001 0.000 0.000 0.000 ---- Table 2 : \Estimated" extremal index Table 3 : \Estimated" extremal index (2) and cluster probabilities ( k ) 1 k 6 of (X 2 n ) n2N dependent on and in the case " N(0; 1). We chose N = m = 2000. Table 4 : \Estimated" extremal index and cluster probabilities ( k ) 1 k 6 of (Xn) n2N dependent on and in the case " N(0; 1). We chose N = m = 2000. Note that the extremal index for > 0 is much larger than for < 0.
• • • P(X 2 0 > u 2 n ) P(max p j pn X j > u n ; X 0 > u n ) P(X 0 > u n ) + P(X 0 < ?u n ) = 1 2 P( max p j pn X j > u n j X 0 > u n ) and hence the statement follows using Lemma 4.1.
Now we are nally able to prove Theorem 3.1.
Proof of Theorem 3.1. The proof is an application of Theorem A1.2. We prove only statement (a), statement (b) follows along the same lines using Theorem A1.1. As stated already we may assume w.l.o.g. that (X n ) n2N is stationary. Let x 2 R be arbitrary. Note that The cluster probabilities can be determined in the same way and hence the statement follows.
A1 Appendix
The theorem below gives the extremal properties of a fairly large class of stationary Markov chains. The original version can be found in Perfekt (1994, Theorem 3.2, p. 538). We present a simpli ed version of Perfekt's result which can be directly applied to our situation.
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Theorem A1.1 Suppose (X n ) n2N is a stationary Markov chain which satis es for some 2 (?1; 1) the following properties holds with u n = u n ( ) then (X n ) n2N has extremal index given by = P (#fn 1 j Y n > 1g = 0) : 24 (b) Suppose (X n ) n2N has extremal index > 0 and, for some 1 > 0 satis es (u n ( 1 )) for each > 0. Suppose further there is a (u n ( 1 ))-separating sequence (p n ) n2N such that (A.1) holds with u n = u n ( 1 ). Then, for each > 0, N 1 n := #fk 2 f1; :::; ng j k=n 2 ; X k > u n ( 1 )g converges in distribution to a compound Poisson process N with intensity 1 and jump probabilities i given by i = 1 P (#fn 1 j Y n > 1g = i ? 1) ? P (#fn 1 j Y n > 1g = i) ; i 2 N :
The next theorem is an extension of Theorem A1.1. In some cases it is easier to apply then the last one. 
