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Abstract—Denoising images contaminated by the mixture of
additive white Gaussian noise (AWGN) and impulse noise (IN) is
an essential but challenging problem. The presence of impulsive
disturbances inevitably affects the distribution of noises and
thus largely degrades the performance of traditional AWGN
denoisers. Existing methods target to compensate the effects of
IN by introducing a weighting matrix, which, however, is lack
of proper priori and thus hard to be accurately estimated. To
address this problem, we exploit the Pareto distribution as the
priori of the weighting matrix, based on which an accurate and
robust weight estimator is proposed for mixed noise removal.
Particularly, a relatively small portion of pixels are assumed
to be contaminated with IN, which should have weights with
small values and then be penalized out. This phenomenon can be
properly described by the Pareto distribution of type 1. Therefore,
armed with the Pareto distribution, we formulate the problem of
mixed noise removal in the Bayesian framework, where nonlocal
self-similarity priori is further exploited by adopting nonlocal
low rank approximation. Compared to existing methods, the
proposed method can estimate the weighting matrix adaptively,
accurately, and robust for different level of noises, thus can
boost the denoising performance. Experimental results on widely
used image datasets demonstrate the superiority of our proposed
method to the state-of-the-arts.
Index Terms—mixed noise removal, image denoising, impulse
noise, Pareto distribution.
I. INTRODUCTION
Removing noise from images is a longstanding but im-
portant problem in image processing. A variety of image
denoising methods have been proposed with Gaussian noise
assumption [1], [2], [3], [4], [5], [6], [7]. However, due to
the faulty memory locations in hardware or bit errors in
transmission, images can be further contaminated by impulse
noise (IN) [8]. Generally, there are two typical types of
IN, i.e., salt-and-pepper impulse noise (SPIN) and random-
valued impulse noise (RVIN) [9]. And the presence of IN
inevitably affects the distribution of noise and largely degrade
the performance of traditional AWGN denoisers [1], [2], [3],
[6]. Therefore, removing mixed noise (mixture of AWGN and
IN) in image is an essential but challenging problem [10].
Given an image Y contaminated by mixed noise, to recover
a noise-free image X , several methods [11], [12], [13], [14],
[15] introduce a weighting matrixW to compensate the effects
of IN. By modeling the weighted residualsH =W(Y −X)
approximately with Gaussian distribution, where  denotes the
element-wise product, the AWGN denoisers are feasible for
mixed noise removal. Evidently, the weighting matrix plays an
important role in these methods. When the weighting matrix
is over-estimated, the effects of IN cannot be suppressed
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(a) Original (b) Noisy (c) WJSR [11]
PSNR: 14.33
(d) WESNR [12]
PSNR: 24.34
(e) RCSR [13]
PSNR: 26.06
(f) Our RWE method
PSNR: 28.07
(g)
Fig. 1: Denoising of image corrupted by mixed noise:
(a) Original image, (b) Noisy image (corrupted with
AWGN+RVIN+SPIN), (c)-(f) are recovered images by: WJSR
[11], WESNR [12], RCSR* [13], our RWE method. (g) is
the corresponding histograms of weighted residuals obtained
in (c)-(f). Apparently, our RWE method can estimate the
weighting matrix more accurately and thus achieve state-of-
the-art performance.
effectively, as shown in Fig. 1(d). While the weighting matrix
is under-estimated, the result tends to over-smooth the fine
details in image, as shown in Fig. 1(e). Hence the key issue of
these methods is to accurately estimate the weighting matrix.
The existing methods to estimate the weighting matrix can
be roughly divided into two categories: Hard IN detection
based methods [11], [14] and Soft IN detection based methods
[12], [13], [15]. Hard IN detection based methods [11], [14]
binarily compensate the effects of IN by directly resetting
the IN corrupted pixels which indicated by IN detectors.
Nevertheless, the denoising performance largely relies on the
accuracy of IN detectors. Moreover, it is not easy to apply
this kind of methods to handle the mixture of AWGN, SPIN
and RVIN, as shown in Fig. 1 (c). Soft IN detection based
methods [12], [13], [15] attempt to compensate the effects
*The codes of RCSR is not released and we integrate the prior proposed
by RCSR into our model to implement it.
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of IN without IN detectors, instead, the weighting matrix is
adaptively estimated. However, they still lack of proper prior
to accurately and robustly estimate weighting matrix under
various mixed noise environments.
Therefore, the proper prior is crucial for the accurate
weighting matrix estimation. In this work, we target to design a
proper prior of the weighting matrix for mixed noise removal.
For images contaminated by mixed noise, it can be observed
that a relatively small portion of pixels are assumed to be
contaminated with IN, which should be assigned with small
weights, and the remaining pixels are assumed to be corrupted
with AWGN, which should have large weights. Thus, the
behavior of the inverse of weighting matrix can be described
by the Pareto distribution of type 1. Based this observations,
we propose a mixed noise removal method with Pareto prior.
Specifically, armed with the Pareto prior, we formulate the
problem of mixed noise removal in the Bayesian framework.
To fully exploit nonlocal self-similarity, we adopt a non-
local low rank approximation term as the image prior. After
implementing Bayesian inference, our adaptive and robust
weight estimation model is obtained. A splitting Bregman [16]
based alternative optimization algorithm is developed to solve
our proposed model. Extensive experiments are conducted to
demonstrate our proposed method can achieve state-of-the-art
performance.
Our main contributions are summarized as follows,
• We propose to employ the Pareto distribution to describe
the behavior of the inverse of weighting matrix. This
makes the distribution of weighs coincide with the prob-
ability of pixels uncorrupted by IN, on which bases we
can estimate the weighting matrix accurately and robustly
for various levels of mixed noise.
• We present a novel Robust Weight Estimation (RWE)
model for mixed noise removal, where the Pareto prior
and nonlocal self-similarity are exploited together.
• Experimental results on commonly used image datasets
verify the superior performance of our proposed RWE
method, in terms of both quantitative and qualitative
results.
The rest of this paper is organized as follows: we review
the most related work in Section II. In Section III, we
describe in detail our proposed mixed noise removal method.
The optimization and analysis for our proposed model are
presented in Section IV. Section V shows some experimental
results and Section VI reaches a conclusion.
II. RELATED WORKS
A variety of mixed noise removal methods have been
proposed. We briefly review the classic and contemporary
works closely related to ours.
Intuitively, for an image corrupted by mixed noise, the
IN corrupted pixels can be detected and replaced with some
statistics (e.g., median), then remove the AWGN in the remain-
ing pixels. This two-stage strategy (detecting then filtering
strategy) has been adopted in [17], [18], [19] for mixed noise
removal. However, such two-stage strategy usually become
less efficient and generate many artifacts when the level of
mixed noise is high [12]. In order to remove IN and AWGN
simultaneously, the statistical distribution of mixed noise is
attempted to characterize in [10], [20], [21] such that the
noise statistics can be adaptively inferred. The mixture of
Gaussian and triangular distribution was employed in [10] to
model the denoised errors. To avoid empirical parameters, [20]
proposed to impose the spike-slab prior for IN and infer noise
statistics in a non-parametric manner. To directly model the
distribution of IN, LSM-NLR [21] was proposed to utilize
LSM (Laplacian Scale Mixture) distributions. However, it is
not easy to characterize the distribution of mixed noise by
a parametric model. And the complicated distribution often
makes the mixed noise removal troublesome.
In order to take advantages of traditional AWGN denoisers,
several methods [11], [12], [13], [14], [15] introduce a weight-
ing matrix embedded into the data fidelity term to suppress
the effects of IN and makes the weighted residuals close to
Gaussian distribution. Thus the key point of these methods is
to accurately estimate the weighting matrix. Hard IN detection
based methods [11], [14] attempt to obtain binary weighting
matrix by using IN detectors, where a representative work is
WJSR [11]. Nevertheless, the denoising performance largely
relies on the accuracy of IN detectors. Moreover, it is not
easy to apply this kind of methods to handle the mixture of
AWGN, SPIN and RVIN. To avoid the explicit IN detection,
soft IN detection based methods [12], [13], [15] are proposed
to estimate the weighting matrix adaptively. To achieve this
end, WESNR [12] was proposed to estimate the weighting
matrix from the encoding residual using a Gaussian kernel
function. But the decreasing rate of weights is controlled by
a empirical parameter, which is very sensitive to the mixed
noise level, especially for AWGN+SPIN+RVIN. To address
this problem, the priori of weighting matrix is exploited to
estimate the weighting matrix adaptively and robustly. RCSR
[13] proposed an entropy-like priori and achieved a robust
method for mixed noise removal, which in some sense alleviate
the problem. However, the entropy priori is not proper and
often exacerbates the overweighting problem, thus leading
to over-smoothing result. Therefore, the accurate weighting
matrix estimation is very challenging due to the lack of proper
prior. In this work, we target to design a proper prior of the
weighting matrix for mixed noise removal.
To learn the valid prior from the external datasets, deep
learning based methods [22], [23] have been proposed for
mixed noise removal. The merge of deep convolutional neural
networks and variational model [22] has boosted the per-
formance of mixed noise removal. A CNN process as a
regularization term was integrated in the variational model
[24]. However, these methods need to train from a large mount
of labeled samples and just work for a specific type of mixed
noise (AWGN+SPIN or AWGN+RVIN). In this work, we aim
to flexibly handle three types of mixed noise and only need
single image.
III. MIXED NOISE REMOVAL WITH PARETO PRIOR
A. Mixed Noise Model
Considering noise-free image X ∈ RM×N , observation
Y ∈ RM×N corrupted by mixed noise could be written as
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Fig. 2: Pareto Type 1 distribution with unit scale parameter
and vairous shape parameter γ.
follows:
Yi,j =
{
Xi,j +Gi,j i, j /∈ I
Ii,j i, j ∈ I
(1)
where the subscript i, j denotes the pixel of image at location
(i, j), Gi,j represents the AWGN at location (i, j) and I
denotes the set of pixels corrupted by IN.
Considering the two typical types of IN, i.e., SPIN and
RVIN, Eq. (1) can be one of the following three forms that
corresponding to three different types of mixed noises:
• AWGN+SPIN:
Yi,j =

Xi,j +Gi,j with probability 1− s
vmin with probability s/2
vmax with probability s/2
(2)
where [vmin, vmax] denotes the dynamic range of images,
0 ≤ s ≤ 1 indicates the ratio of pixels that contaminated
by SPIN. An exemplar corrupted by AWGN+SPIN can
be found in Fig. 6.
• AWGN+RVIN:
Yi,j =
{
Xi,j +Gi,j with probability 1− r
q with probability r
(3)
where 0 ≤ r ≤ 1 and q is a random value uniformly
distributed in [vmin, vmax]. An exemplar corrupted by
AWGN+RVIN can be found in Fig. 7.
• AWGN+SPIN+RVIN:
Yi,j =

Xi,j +Gi,j with probability (1− s)(1− r)
vmin with probability s/2
vmax with probability s/2
q with probability r(1− s)
(4)
An exemplar corrupted by AWGN+RVIN can be found
in Fig. 8.
For simplicity, the dynamic range of image can be normal-
ized in [0, 1], i.e., vmin = 0 and vmax = 1.
B. Mixed Noise Removal Model from Bayesian Perspective
Based on mixed noise model Eq. (1), a weighting matrix
W can be introduced to suppress the effects of IN. Then the
weighted residuals H =W (Y −X) can be approximately
modeled as Gaussian distribution with zero mean. Therefore,
the mixed noise removal problem we encountered is to jointly
estimate the noise-free image X , the weighting matrix W and
the variance σ of Gaussian distribution from the noisy obser-
vation Y . This problem can be formulated as the following
maximum a posteriori (MAP) problem:
P (X,W , σ|Y )︸ ︷︷ ︸
posterior
∝
M,N∏
i,j
P (Yi,j |Xi,j ,Wi,j , σ)︸ ︷︷ ︸
likelihood
P (Xi,j)︸ ︷︷ ︸
prior on X
P (Wi,j)︸ ︷︷ ︸
prior on W
P (σ)︸ ︷︷ ︸
prior on σ
(5)
The likelihood of the weighted residuals is characterized by
Gaussian distribution, i.e.,
P (Yi,j |Xi,j ,Wi,j , σ) = 1√
2piσ
exp
(
−W
2
i,j(Yi,j −Xi,j)2
2σ2
)
where the variance σ is assumed to follow an improper prior
[25],
P (σ) ∝ 1.
The priors of image X and weights W are then to be
designed.
C. Pareto Type 1 Distribution and Weighting Matrix Prior
Pareto distribution is originally applied to describing the
distribution of wealth in a society [26], then many situations
in which an equilibrium is found in the distribution of the
”small” to the ”large”, such as file size of Internet traffic
[27], hard disk error rates [28], et al. Analogically, in mixed
noise removal problem, it can be observed that a relatively
small portion of pixels are assumed to be contaminated with
IN, which should be assigned with small weights, and the
remaining pixels are assumed to be corrupted with AWGN,
which should have large weights (close to one). Hence we have
the fact that few IN (the inverse of weights are large) but many
AWGN contaminated pixels (the inverse of weights are small).
Consequently, it is nature to apply Pareto type 1 distribution
with unit scale parameter to describing the behavior of the
inverse of weighting matrix,
Wi,j ∼
(
1
Wi,j
)−γi,j
(6)
where γi,j > 0 is the shape parameter. We plot the probability
density function of Pareto Type 1 distribution in Fig. 2. Obvi-
ously, larger γi,j leads to Wi,j approaching 1 corresponding
to small portion of IN corrupted pixels.
And by adjusting γi,j → 0, the limit distribution will be
uniform for Wi,j in the range of [0, 1] and thus become a
non-informative priori. Hence, we have the following Pareto
prior
P (Wi,j) ∝W γi,ji,j (7)
We will introduce the adaptive setting of γi,j in the Section
IV-B.
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Fig. 3: The curve of RCSR’s prior (13) (Red), our proposed
prior (14) (Blue).
D. Low Rank Matrix Approximation
As natural images often have many repetitive patterns, i.e., a
patch can have many similar patches across the whole image,
the nonlocal self-similarity has been proven to be a very
effective prior for image denoising [2], [3], [5], [6]. To fully
exploit nonlocal self-similarity, low rank matrix approximation
(LRMA) has been applied in image denoising with significant
improvements [5], [6]. Thus, in this work, we adopt the low
rank approximation to exploit the nonlocal self-similarity.
For each exemplar vectorized patch xp ∈ Rm, the sets of
similar patches can be formed by collecting the first K most
similar patches to xp, denoted as RpX ∈ Rm×K , where Rp
denotes the operator extracting the similar patches. Assuming
that each group of similar patches are independent, the patch
based nonlocal low rank image prior can be formulated as
P (X) ∝
C∏
p=1
P (RpX)
P (RpX) ∝ exp(−λRank(RpX))
(8)
where C is the total numbers of exemplar patches, Rank(·)
is the function to calculate the rank of matrix and λ is the
balance parameter.
E. The Full Proposed Model
By substituting (7) and (8) into (5), maximizing the poste-
rior (5) is equivalent to minimizing its negative logarithm,
min
X,W ,σ
M,N∑
i,j
1
2σ2
(Wi,j(Yi,j −Xi,j))2 −
M,N∑
i,j
γi,j log(Wi,j + )
+ λ
C∑
p=1
Rank(RpX) +MN log σ
(9)
where  is a very small constant for numerical stability and
we fix it at 10−6.
Since minimizing Rank(·) is a NP-hard problem, the nuclear
norm ‖·‖∗ is widely used for the convex relaxation [29]. And
considering that Wi,j is in [0, 1], we can reformulate (9) as
min
X,W ,σ
1
2σ2
‖W  (Y −X)‖2F + λ
C∑
p=1
‖RpX‖∗
+
M,N∑
i,j
|γi,j log(Wi,j + )|+MN log σ
s.t. 0 ≤Wi,j ≤ 1
(10)
where the cleaned image X , the weight matrix W and the
variance of AWGN σ can be estimated simultaneously from
the noisy observed image Y .
F. Discussion
Currently, very few studies focus on investigating the prior
of W . To the best of the authors’ knowledge, only in RCSR
[13], the authors have been working on employing the entropy
of squared weights and trying to regularize the weighting
matrix by maximizing the entropy. Then W in RCSR [13]
can be estimated by optimizing the following subproblem
min
W
‖W  (Y −X)‖2F + ξ
M,N∑
i,j
W 2i,j log(W
2
i,j) (11)
and the corresponding solution of (11) can be obtained as
Wi,j = exp
(
−1
2
− (Yi,j −Xi,j)
2
2ξ
)
(12)
where ξ is a positive constant to control the decreasing rate
of weights.
For comparison, we rewrite the prior proposed by RCSR in
(11)
JRCSR(W ) = ξ
M,N∑
i,j
W 2i,j log(W
2
i,j) (13)
and our proposed Pareto prior, denoted by JRWE according to
(10),
JRWE(W ) =
M,N∑
i,j
−γi,j log(Wi,j + ) (14)
The curves of JRCSR(W ) and JRWE(W ) with respect to
Wi,j ∈ [0, 1] are illustrated in Fig. 3. Obviously, JRCSR(W )
has one minima at exp(− 12 ). In other words, JRCSR(W )
encourages the value of weights close to exp(− 12 ) ≈ 0.6,
which is not reasonable. Besides, we can see that the weight
Wi,j estimated by Eq.(12) is always in [0, exp(− 12 )], no
matter how ξ is set.
On the other hand, JRWE(W ) is monotone decreasing and
takes 1 as the minima which coincides with fewer IN and many
AWGN. Together with the monotone increasing data fidelity
shown in (10) and balancing parameter γi,j , the weights
estimator is to find the equilibrium between the data fidelity
and the Pareto prior.
Based on the above analysis, it is easy to conclude that
our proposed JRWE(W ) following the Pareto Type 1 prior is
more suitable for mixed noise removal. Experimental results
in Section V-B can illustrate the effectiveness of our proposed
JRWE(W ).
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IV. OPTIMIZATION AND ANALYSIS
In this section, we develop an alternative optimization
algorithm to solve (10) and find the solution of X,W , σ
alternatively by iterations. Optimization parameter setting and
convergence analysis are presented afterwards.
A. Optimization Algorithm
1) Solving the W subproblem: With the fixed X and
σ, each Wi,j can be independently updated by solving the
following scalar minimization problem
Wˆi,j = arg min
Wi,j
M,N∑
i,j
1
2σ2
(Wi,j(Yi,j −Xi,j))2
−
M,N∑
i,j
γi,j log(Wi,j + )
s.t. 0 ≤Wi,j ≤ 1
(15)
By taking the derivative of above (15) to zero, the closed-form
solution of (15) can be formulated as
Wˆ t+1i,j =

√
γi,jσ∣∣Y ti,j −Xti,j∣∣+  √γi,jσ <
∣∣Y ti,j −Xti,j∣∣
1
√
γi,jσ >
∣∣Y ti,j −Xti,j∣∣
(16)
where the superscript t denotes at the t-th iteration. For
simplicity, the superscript t is omitted without confusion.
2) Solving the X subproblem: Fixing W and σ, the clean
image X can be estimated by
Xˆ = argmin
X
1
2σ2
‖W  (Y −X)‖2F + λ
C∑
p=1
‖RpX‖∗
(17)
To facilitate the optimization, we introduce an auxiliary vari-
ables U , i.e., U =X . Therefore, (17) can be rewritten
Xˆ = argmin
X
1
2σ2
‖W  (Y −X)‖2F + λ
C∑
p=1
‖RpU‖∗
s.t. U =X
(18)
By enforcing the constraint with the Bregman iteration process
[16], the minimization problem (18) becomes
(Xˆ, Uˆ) = arg min
X,U
1
2σ2
‖W  (Y −X)‖2F
+ λ
C∑
p=1
‖RpU‖∗ +
β
2
‖X −U −B‖2F
(19)
where B is a new auxiliary variabler introduced by splitting
Bregman iterations [16], and β is a regularization parameter.
Hence the optimization problem (19) can be split into two
subproblems:
Algorithm 1 Proposed RWE method via solving (10)
• Input: Noisy image Y
• Initialize X0 via adaptive median filter.
• Set the parameters β, θ, the maximum iteration Imax;
• Construct the similar patches collected operator Rj by
kNN (k-NearestNeighbor) algorithm.
• Outer loop t = 1, ..., Imax
– Update σt based on Eq.(30).
– Update parameter γti,j based on Eq.(32).
– Update W t based on Eq.(16).
Inner loop l = 1, ..., C for solving X subproblem
- Update X based on Eq.(22).
- Update U based on Eq.(26) and Eq.(27).
- Update B based on Eq.(28).
end loop
– If mod (iter,4) = 0, update the operator Rj ;
end loop
• Output: Estimated image X
Xˆ = argmin
X
1
2σ2
‖W  (Y −X)‖2F +
β
2
‖X −U −B‖2F
(20)
Uˆ = argmin
U
β
2
‖X −U −B‖2F + λ
C∑
p=1
‖RpU‖∗ (21)
Then the X subproblem in (20) can be easily solved in a
closed-form solution, that is,
Xˆ =
[
W W  Y + βσ2(U +B)] (W W + βσ2)
(22)
Where  denotes the element-wise division.
For solving the U subproblem in (21), instead of directly
obtain U , we adopt the strategy widely used in patch based
method [3], [4], that is, we first update groups of the similar
patches RpU , and then reconstruct the whole U . Recall that
we assume each group of similar patches are independent in
(8). Let L =X −B and we have the following conclusion:
TABLE I: The values of E1 and E2 at different iterations in
the optimization process.
Iterations 1 3 5 7
E1 4.09×10−4 3.93×10−4 3.57×10−4 3.04×10−4
E2 3.78×10−4 3.67×10−4 3.31×10−4 2.92×10−4
Theorem 1. [30] : Let L,U ∈ RM×N ,RpL,RpU ∈ Rm×K ,
where Rp denotes the operator extracting the similar patches,
G =MN , D = mKT , Z = L−U and denote each element
of Z by Zi,j , i = 1, 2, ...,M and j = 1, 2, ..., N . Assume that
Zi,j is independent and follows a distribution with zero-mean
and variance σ2w. For any  > 0, we have the following result,
lim
G→∞
D→∞
P
{∣∣∣∣∣ 1G‖L−U‖22 − 1D
C∑
p=1
‖RpL−RpU‖2F
∣∣∣∣∣ < ε
}
= 1
(23)
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(a) (b)
Fig. 4: The PSNR curves with (a) different patch size
√
m;
(b) different number of similar patches K
(a) (b)
Fig. 5: The PSNR curves with various mixed noise levels on
test images: (a) Lena (AWGN+SPIN: σ = 30, s = [0.1, 0.7])
and (b) Barbara (AWGN+RVIN: σ = 10, r = [0.1, 0.7]).
According to Theorem 1, we have the following equation
with very large probability (limited to 1)
1
MN
‖X−B−U‖22 =
1
mKT
C∑
p=1
‖RpX −RpB −RpU‖2F
(24)
Furthermore, we can verify (24) at each iteration in optimiza-
tion process. We denote the left hand of Eq.(24) by E1 and
the right hand of Eq.(24) by E2. In Table I. , we present E1
and E2 at different iterations on test image Barbara corrupted
with AWGN+SPIN (σ = 10, s = 20%). It can be seen clearly
that E1 is very close to E2, which sufficiently illustrates the
validity of Eq.(24).
By substituting Eq. (24) into (21), we have
min
RpU
α
2
C∑
p=1
‖RpX −RpB −RpU‖2F + λ
C∑
p=1
‖RpU‖∗
(25)
where α = βMNmK . The above (25) is a standard nuclear norm
minimization and can be solved effectively by singular value
thresholding [31]:
RpUˆ =HS(Σ, θ)V
T (26)
where S(v, θ) is the element-wise soft-thresholding operator
with threshold θ = λα , i.e., S(v, θ) = sgn(v) × max(|v| −
θ, 0) and (H,Σ,V ) = SVD(RpX − RpB), SVD denotes
the operator of singular value decomposition. Subsequently,
the whole U can be obtained by
U =
1
a
C∑
p=1
RTpRpU (27)
where a is the normalization factor. The B can be updated by
Bl+1 = Bl + (U −X) (28)
Where Bl denotes B obtained in the l-th iteration.
3) Solving the σ subproblem: For fixing X and W , the
variance of AWGN can be estimated by solving the following
problem:
σˆ = argmin
σ
1
2σ2
‖W  (Y −X)‖2F +MN log σ (29)
The closed-form solution to σ can be directly obtained by
setting the derivative of above (29) to zero. Hence σ can be
updated by
σˆ =
√
‖W  (Y −X)‖2F
MN
(30)
Up to now, the efficient solution for each minimization
subproblem has been acquired. A detailed descriptions of our
proposed algorithm for mixed noise removal are provided in
Algorithm 1.
B. Adaptive Updating Shape Parameter
For γi,j in Eq.(15), we avoid to set it empirically. Inspired
by robust statistics [32], we propose to update γi,j adaptively
using the residual map, which is defined as follows:
St = Y −Xt−1 (31)
where St is the residual map at the t-th iteration and Xt−1
is the estimated image at the (t−1)-th iteration. Then we can
calculate the parameter γi,j
γti,j = e
−MAD(Sti,j) (32)
where MAD(·) stands for the operator of median absolute de-
viation about the median (MAD), which is a robust alternative
to the standard deviation. We calculate MAD as follows
MAD(z) =Med(|z −Med(z)|) (33)
Where Med stands for the operator of median value. In this
way, γi,j can be updated in an adaptive manner. When mixed
noise level is high, we have a larger MAD value, leading to a
small γi,j , and vice versa.
C. Convergence Analysis
In total, there are two parameters in optimization process
need to be tuned, i.e., β, θ. In particular, β is a regularization
parameter introduced by splitting Bregman itertation [16] in
Eq.(19). We choose β = 5 because of the good convergence.
For the threshold parameter θ in Eq.(26), we follow the
suggested setting of [5], i.e., θ = 2
√
2σ2.
For X subproblem, the convergence can be guaranteed
in theory by the splitting Bregman iterations [16]. Note
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(a) Orignial image (b) Noisy image
(PSNR(dB)/SSIM)
(c) MBM3D [3]
(26.35/65.57%)
(d) WESNR [12]
(27.79/76.53%)
(e) WJSR [13]
(27.94/78.74%)
(f) Our RWE
(29.07/ 81.77%)
Fig. 6: Denoising on test image Lena corrupted with AWGN+SPIN (σ = 30, s = 50%).
(a) Oringal image (b) Noisy image
(PSNR(dB)/SSIM)
(c) MBM3D [3]
(22.94/61.35%)
(d) WESNR [12]
(23.29/65.00%)
(e) WJSR [13]
(22.98/63.20%)
(f) Our RWE
(24.43/71.00%)
Fig. 7: Denoising on test image Barbara corrupted with AWGN+RVIN (σ = 30, r = 30%).
TABLE II: The estimated means and variances of weighted residuals comparison with different methods.
AWGN+SPIN AWGN+RVIN AWGN+SPIN+RVIN
σ = 10, s = 30% σ = 30, s = 70% σ = 10, r = 30% σ = 50, r = 50% σ = 10, s = 30%, r = 30% σ =30, s = 50%, r = 50%
Mean Variance Mean Variance Mean Variance Mean Variance Mean Variance Mean Variance
WESNR [12] 0.0104 7.69 0.6116 28.33 0.0432 12.96 0.6692 56.46 0.2026 15.54 0.4473 34.1128
WJSR [11] 0.0064 7.21 0.2154 27.23 0.0069 8.34 0.1563 21.52 - - - -
RCSR [13] 0.0063 5.71 0.5882 22.82 0.0319 8.75 0.6651 25.05 0.2140 6.47 0.5865 18.97
RWE (ours) 0.0059 9.48 0.1567 29.41 0.0239 11.26 0.0417 48.86 0.0120 10.17 0.3918 29.65
Ground Truth 0.0041 10.02 0.0016 30.03 0.0084 10.02 0.0484 50.08 0.0183 9.99 0.0495 30.03
that W and X subproblems are convex, but σ subprob-
lem in (29) is non-convex. Thus strictly mathematical proof
of the convergence of our overall algorithm is difficult.
However, the convergence of our algorithm can be ana-
lyzed briefly as follows: Denote by F (X,W , σ) the ob-
jective function in (10). In the (i + 1)-th iteration, Wˆ i+1
is first optimizied by solving the convex problem (15).
Then Xˆi+1 can achieve the optimal solution by solving
(19). Hence we have F (Xi+1,W i+1, σi) ≤ F (Xi,W i, σi).
When the local optimal point σ achieve by solving (29), we
have F (Xi+1,W i+1, σi+1) ≤ F (Xi+1,W i+1, σi). Conse-
quently, the following inequalities hold,
F (Xmax,Wmax, σmax) ≤ ... ≤ F (X1,W 1, σ1) (34)
The inequalities above illustrate that our algorithm will be con-
vergent to a tolerance value after some appropriate iterations
if a proper initialization is given. This is consistent with our
empirical observation, as presented in Section V-D,
V. EXPERIMENTAL RESULTS
In this section, experimental results are presented to verify
our proposed RWE method for mixed noise removal. Both
PSNR (Peak Signal to Noise Ratio) and SSIM (Structural
Similarity Image Measurement) [35] are calculated to evaluate
the quality of the denoised images.
A. Parameter setting
In our experiments, the exemplar image patches are ex-
tracted in every 4 pixels along both horizontal and vertical
directions, which have been used in [5], [36]. There are two
method parameters need to be tuned in our method, i.e., patch
size
√
m×√m and the number of similar patches K.
To investigate the sensitivity of these two parameters,
experiments with respect to
√
m × √m and K for mixed
noise removal are conducted, respectively. The performance
comparison on test image Barbara with various
√
m × √m
and K are presented in Fig. 4. We can see that the performance
of our RWE method is not sensitive to
√
m × √m and K.
As
√
m = 11 and K = 60 generally leads to the best
performance, we choose
√
m = 11 and K = 60 empirically
in our experiment.
B. The Effectiveness of Pareto Prior
1) Ablation Study: To validate the effectiveness of our
proposed Pareto prior, we conduct ablation study on four
variants of our proposed method: we update W in our method
(a) with detection results (without Pareto prior, like WJSR
[11]); (b) with WESNR’s method [12]; (c) with RCSR’s prior
[13]; (d) with our Pareto prior. We conduct experiments on two
gray-scale images Lena and Barbara with various mixed noise
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TABLE III: The PSNR(dB)/SSIM(%) results of mixed noise removal (AWGN+SPIN) on 12 standard test images.
σ = 10 σ = 30 σ = 50
Image s MBM3D [3] WESNR [12] WJSR [11] RWE(ours) MBM3D [3] WESNR [12] WJSR [11] RWE (ours) MBM3D [3] WESNR [12] WJSR [11] RWE (ours)
Airplane
20% 32.36/91.41 33.06/90.06 33.50/91.47 33.97/92.07 28.44/80.40 28.36/83.62 28.93/84.27 29.36/85.67 26.00/73.28 18.82/49.78 26.52/78.81 26.96/81.29
30% 30.81/90.22 32.41/89.37 33.07/91.17 33.76/91.78 27.53/76.56 27.75/81.71 28.22/83.00 28.85/84.95 25.29/69.09 17.02/43.12 25.60/77.33 26.42/80.46
50% 28.05/86.03 30.68/87.97 31.64/89.70 32.48/90.63 25.40/66.05 25.80/77.30 26.42/80.29 27.60/83.39 23.41/57.68 14.75/34.65 23.34/77.09 25.19/78.26
60% 26.50/82.55 29.24/87.07 30.36/88.28 31.26/89.20 24.02/59.47 24.33/73.50 25.08/78.88 26.40/82.05 22.13/50.57 13.94/30.77 21.94/75.76 24.10/76.56
70% 24.69/77.39 27.55/85.23 28.55/86.06 29.48/86.98 22.42/52.39 22.14/68.15 23.29/75.67 24.76/78.79 20.61/42.79 12.78/26.92 20.23/72.76 22.89/74.14
Boat
20% 30.71/84.13 31.21/83.93 31.82/86.37 32.06/86.57 27.16/71.48 27.05/71.02 27.52/73.03 27.80/74.35 24.97/62.39 18.85/43.62 25.39/65.54 25.67/66.07
30% 29.70/82.74 30.63/83.04 31.34/85.19 31.85/85.82 26.56/69.15 26.45/70.14 27.07/71.05 27.43/73.09 24.38/59.30 17.33/38.95 24.92/64.19 25.33/65.19
50% 27.26/77.84 29.16/80.46 29.89/81.42 30.50/83.25 24.78/61.38 24.98/66.97 25.80/66.61 26.59/70.24 22.48/49.65 14.35/29.55 23.28/59.73 24.31/61.58
60% 25.85/73.81 28.02/78.20 28.73/78.43 29.33/79.83 23.57/55.88 23.78/64.12 24.83/63.60 25.65/67.54 21.17/43.37 13.30/26.17 22.07/56.55 23.61/59.10
70% 24.23/68.10 26.73/75.05 27.37/74.34 27.69/74.80 22.14/49.41 22.43/59.99 23.65/60.27 24.34/63.86 19.72/36.81 12.59/23.05 20.58/52.84 22.74/56.19
Barbara
20% 27.75/87.63 30.38/88.75 32.41/91.85 33.15/92.42 25.76/74.49 26.03/76.31 27.07/79.02 28.41/84.20 23.53/62.58 16.71/44.28 24.53/69.38 25.26/72.26
30% 26.57/85.39 29.90/87.97 31.92/91.25 32.44/91.77 24.98/70.96 25.00/74.03 26.48/76.82 27.96/83.05 22.93/58.60 15.20/38.09 23.80/66.96 24.82/70.76
50% 24.30/78.34 28.13/84.64 30.35/88.70 32.08/91.41 22.90/59.79 22.72/68.09 24.87/71.12 26.45/79.38 21.29/47.91 13.09/29.48 21.82/60.25 23.26/63.15
60% 23.15/73.05 26.47/80.92 29.00/85.96 30.78/89.50 21.82/53.34 21.50/63.05 23.71/66.92 25.01/74.39 20.22/41.94 12.47/26.70 20.74/57.01 22.59/61.02
70% 21.98/66.59 24.83/75.16 27.15/80.89 29.10/85.48 20.69/46.65 20.23/57.25 22.30/61.56 23.34/66.84 19.00/35.84 11.81/23.28 19.38/52.96 21.77/57.77
C.man
20% 28.18/87.50 28.38/86.09 29.18/88.72 30.43/89.56 25.80/76.53 23.74/82.98 25.53/79.13 26.08/79.40 23.84/68.32 16.76/42.15 23.73/71.06 24.33/74.15
30% 26.83/85.67 26.37/84.79 28.70/88.13 30.04/89.04 25.06/73.71 22.45/75.25 25.22/78.07 25.78/78.79 23.19/64.15 15.31/37.81 23.43/71.49 23.93/73.28
50% 24.21/80.28 24.26/81.42 27.17/85.43 27.82/85.69 23.04/63.78 20.57/70.24 24.00/74.82 24.38/76.91 21.45/52.17 13.62/31.47 22.24/68.86 22.80/70.95
60% 22.73/75.74 22.13/78.24 25.73/82.35 26.26/81.94 21.76/57.38 18.65/65.54 22.97/71.67 23.46/74.56 20.27/45.06 12.49/27.77 21.08/65.74 22.01/67.85
70% 21.35/69.98 20.66/74.07 24.27/78.24 24.65/77.85 20.56/50.86 18.05/61.58 21.74/67.80 22.15/71.04 19.09/39.13 12.07/25.78 19.63/61.77 22.19/65.40
Couple
20% 30.84/86.21 30.95/85.41 31.68/87.90 32.03/87.93 26.95/72.40 26.78/71.51 27.38/74.11 27.50/75.37 24.70/62.02 19.13/43.49 25.10/65.33 25.20/65.72
30% 29.74/84.57 30.49/84.57 31.16/86.77 31.65/87.50 26.40/70.13 26.45/70.44 26.90/71.94 27.30/74.62 24.12/58.80 17.14/38.05 24.58/63.28 24.95/64.18
50% 27.22/78.76 29.12/81.68 29.64/82.91 30.43/85.12 24.64/61.87 25.26/66.73 25.60/66.55 26.40/71.54 22.26/48.89 14.26/29.63 23.01/57.84 23.87/58.87
60% 25.76/74.05 28.10/79.38 28.56/7972 29.25/82.00 23.42/56.05 24.26/64.12 24.62/62.55 25.48/68.07 20.98/42.61 13.35/25.51 21.88/53.90 23.25/55.82
70% 24.25/67.76 26.85/75.34 27.15/74.88 27.52/77.02 22.09/49.32 22.76/59.16 23.36/57.22 24.09/62.28 19.58/36.17 12.70/22.23 20.32/48.69 22.40/52.20
Hill
20% 31.20/82.74 31.21/82.20 31.92/85.04 32.05/85.21 27.58/69.11 27.54/68.38 27.98/69.77 28.17/70.85 25.57/60.56 20.92/44.87 26.03/63.17 26.27/63.06
30% 30.51/81.55 30.91/81.42 31.49/83.68 31.88/84.92 27.07/67.06 27.31/67.44 27.54/67.81 27.88/70.10 24.97/57.81 18.91/38.91 25.51/61.79 26.00/62.43
50% 28.76/77.21 29.97/78.83 30.24/79.16 30.95/81.91 25.46/60.11 26.39/64.43 26.36/63.28 27.09/67.45 23.05/49.01 16.34/32.02 24.00/58.23 25.12/59.29
60% 27.64/73.59 29.36/76.79 29.36/75.82 30.02/78.01 24.32/54.91 25.60/62.27 25.60/60.87 26.44/65.29 21.71/42.95 14.97/28.50 22.70/55.43 24.65/57.21
70% 26.28/68.50 28.44/73.73 28.36/71.67 28.68/72.58 23.06/49.06 24.50/59.10 24.62/57.68 25.40/61.99 20.31/36.85 14.31/25.66 21.16/52.22 23.70/54.80
F.print
20% 29.70/94.55 29.73/93.89 30.10/94.84 30.81/95.39 25.38/86.04 24.92/85.45 25.18/85.06 25.58/86.50 23.21/79.20 14.91/59.85 22.86/77.67 23.32/78.43
30% 28.25/93.16 29.27/93.33 29.63/94.27 30.42/95.16 24.81/84.98 24.57/83.99 24.68/83.74 25.23/85.53 22.72/77.98 12.97/51.81 22.25/75.63 22.97/77.24
50% 24.65/87.30 27.87/91.25 28.14/92.00 29.04/93.52 22.88/80.20 23.31/80.07 23.03/77.80 24.19/82.70 20.96/72.35 10.62/37.57 20.26/68.08 21.79/71.84
60% 22.62/81.77 26.75/89.45 26.90/89.53 27.85/91.31 21.49/75.69 22.09/78.10 21.68/72.00 23.37/80.03 19.69/67.47 9.58/29.80 18.78/60.52 20.99/67.84
70% 20.53/73.59 25.14/86.31 25.07/85.16 26.09/87.47 19.77/68.91 19.96/72.46 19.76/62.10 21.67/75.20 18.26/61.10 8.93/25.09 17.08/50.30 20.03/61.29
Monarch
20% 29.91/92.96 30.72/92.31 29.96/92.75 31.51/94.08 26.41/83.43 25.18/82.44 25.82/84.08 26.73/85.78 23.93/74.72 15.64/45.27 23.65/75.55 24.23/78.82
30% 27.97/91.34 29.76/91.62 29.54/92.37 31.10/92.77 25.54/80.96 23.77/80.12 25.32/82.65 26.29/84.86 23.26/71.59 14.03/35.85 23.11/74.47 23.83/77.85
50% 24.55/85.50 27.24/89.43 28.04/90.37 29.32/92.10 23.18/71.76 20.86/73.68 23.69/78.02 24.94/82.40 21.29/60.39 12.16/27.51 21.29/70.01 22.44/73.46
60% 22.68/80.80 25.32/87.24 26.89/88.17 27.89/90.87 21.58/65.34 19.16/69.02 22.46/74.21 23.72/79.80 20.06/53.73 11.58/23.84 20.06/65.73 21.67/70.56
70% 20.71/73.82 21.97/82.18 25.04/84.42 25.70/87.54 19.95/58.03 17.48/62.31 20.91/69.19 21.71/73.05 18.62/46.87 11.15/20.70 18.54/61.16 20.39/65.60
Man
20% 31.24/86.10 31.14/84.90 31.56/87.05 32.18/88.20 28.88/78.30 27.36/72.31 27.46/73.04 27.72/74.11 25.27/63.34 19.65/44.85 25.50/65.78 25.73/66.48
30% 30.34/84.92 30.80/84.08 31.08/85.97 31.78/87.14 28.35/76.82 27.06/71.28 27.00/71.19 27.47/73.43 24.67/60.29 17.97/39.30 24.98/64.61 25.53/65.97
50% 28.23/80.36 29.74/81.75 29.77/82.21 30.58/84.55 26.78/70.94 25.88/67.99 25.82/66.74 26.62/70.78 22.81/50.47 14.87/30.80 23.45/61.20 24.65/63.04
60% 26.81/76.25 28.99/79.92 28.83/78.98 29.57/80.99 25.56/66.00 24.93/65.11 25.03/64.17 25.91/68.66 21.49/43.99 14.30/27.78 22.22/58.19 24.08/61.01
70% 25.37/71.02 27.90/77.20 27.70/74.90 28.18/76.09 24.27/60.27 23.54/61.72 23.94/60.93 24.81/65.18 20.05/37.39 13.26/23.97 20.72/54.48 23.23/58.59
Peppers
20% 32.37/85.53 33.30/85.83 33.64/86.78 33.76/86.79 29.11/76.64 29.48/79.34 29.86/80.24 30.20/81.18 26.66/69.40 21.19/48.38 27.09/73.90 27.86/77.57
30% 31.22/84.61 32.72/85.37 33.30/86.29 33.41/86.30 28.21/73.52 28.91/78.29 29.36/79.68 29.85/80.99 25.73/64.62 18.78/41.76 26.47/73.73 27.43/77.00
50% 28.94/81.25 31.19/84.20 31.97/84.68 32.33/85.25 26.09/64.76 26.87/75.31 27.86/77.58 28.84/79.91 23.49/52.66 16.02/33.51 24.49/71.21 26.19/74.94
60% 27.64/78.28 30.10/83.22 30.98/83.46 31.66/84.22 24.78/58.65 25.86/73.00 26.74/76.04 28.01/78.78 22.02/45.22 14.66/29.27 22.97/68.53 25.35/73.72
70% 26.02/74.20 28.92/94.86 29.35/81.68 30.25/82.59 23.27/52.53 23.95/68.53 25.31/73.69 26.40/75.50 20.49/38.62 13.64/26.05 21.24/65.33 24.22/71.58
Lena
20% 33.69/89.12 33.77/88.30 34.24/89.79 34.62/90.10 29.28/78.65 29.63/80.81 29.88/82.19 30.37/83.54 26.90/70.84 21.64/48.42 27.36/75.45 28.11/78.81
30% 32.63/88.13 33.37/87.60 33.87/89.32 34.46/90.06 28.47/75.48 29.13/79.72 29.36/81.24 30.07/83.13 26.02/66.13 19.21/41.28 26.72/75.11 27.78/78.03
50% 30.18/84.27 32.20/86.34 32.56/87.36 33.57/89.11 26.35/65.57 27.79/76.53 27.94/78.74 29.07/81.77 23.63/52.77 16.11/31.82 24.54/70.99 26.73/76.05
60% 28.64/80.94 31.38/85.28 31.57/85.72 32.57/87.52 24.96/59.01 26.26/73.39 26.90/76.53 28.25/80.31 22.07/45.11 14.81/27.60 23.04/67.60 25.88/74.30
70% 26.96/76.59 30.13/83.55 30.29/83.46 31.23/85.26 23.39/52.25 24.72/69.87 25.55/73.86 26.74/76.90 20.49/38.22 14.08/25.30 21.40/64.15 24.81/71.93
W.bridge
20% 27.82/82.91 27.47/79.82 28.01/83.61 28.70/85.93 24.35/63.83 24.11/60.80 24.36/63.10 24.54/65.12 22.72/53.10 17.18/40.48 22.75/53.32 22.88/53.77
30% 26.91/80.91 27.08/78.59 27.52/81.82 28.20/84.54 23.99/62.67 23.78/60.29 24.00/60.54 24.23/62.93 22.36/52.03 15.75/35.34 22.37/51.40 22.50/51.48
50% 24.77/74.10 25.92/74.10 26.18/75.81 26.79/79.83 22.77/57.17 22.85/56.84 22.96/52.89 23.39/57.37 21.06/46.19 13.42/26.84 21.20/45.39 21.73/45.86
60% 23.60/68.74 25.07/70.43 25.30/70.81 25.83/74.40 21.85/52.51 21.89/53.81 22.25/48.43 22.78/53.81 20.08/41.60 12.95/24.25 20.26/42.54 21.27/43.01
70% 22.26/61.63 24.18/65.89 24.25/64.39 24.51/66.52 20.76/46.93 20.81/49.58 21.34/44.35 21.90/50.03 18.92/36.51 12.29/21.40 18.98/38.29 20.58/39.70
(a) Original image (b) Noisy image
(PSNR(dB)/SSIM)
(c) MBM3D [3]
(21.00/47.06%)
(d) WESNR [12]
(22.29/59.37%)
(f) Our RWE
(24.05/72.38%)
Fig. 8: Denoising on test image Peppers corrupted with AWGN+SPIN+RVIN (σ = 30, s = 30%, r = 40%).
and the corresponding parameters are set as the recommended
values by their authors. The PSNR comparisons are illustrated
in Fig. 5. We can see that our proposed Pareto prior achieve
larger value of PSNR than others under different levels of
mixed noise. The results validate that our Pareto prior can
successfully improve the performance.
2) The Accuracy and Robustness: The accuracy and ro-
bustness of the weighting matrix estimator is evaluated accord-
ing to the mean and variance of the weighted residuals between
the noisy observations Y and the estimated clean images X .
Apparently, the ground truth of the mean and variance is just
corresponding to the true AWGN. Thus, with more accurate
weighting matrixW , the distribution of the weighted residuals
will be closer to the true AWGN. We conduct experiments to
estimate the means and variances of the weighted residuals by
using different methods. All estimated results are presented in
Table II. One can see that the variance estimated by WESNR
tends to be larger than the ground truth, which lead to the
under-weighting problem. Thus the effects of IN cannot be
suppress effectively by WESNR. On the other hand, RCSR
usually produces the smaller variance than the ground truth,
which lead to the over-weighting problem. Thus RCSR tends
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TABLE IV: The PSNR(dB)/SSIM(%) results of mixed noise removal (AWGN+RVIN) on 12 standard test images.
σ = 10 σ = 30 σ = 50
Image r MBM3D [3] WESNR [12] WJSR [11] RWE (ours) MBM3D [3] WESNR [12] WJSR [11] RWE (ours) MBM3D [3] WESNR [12] WJSR [11] RWE (ours)
Airplane
20% 30.73/90.20 31.12/85.75 31.18/86.70 31.72/90.87 27.15/77.84 27.38/81.51 27.30/82.15 27.95/83.92 23.80/65.84 23.10/59.69 23.18/73.33 24.29/76.64
30% 28.36/85.24 29.32/81.70 29.28/80.86 30.19/89.05 25.69/72.92 26.23/79.08 26.20/79.98 26.91/82.21 22.38/62.12 21.91/55.80 22.23/71.99 23.02/75.16
50% 22.34/56.36 24.52/64.00 24.05/58.75 26.34/81.16 21.42/55.35 22.52/65.66 22.49/67.81 23.59/77.12 19.03/50.41 18.72/42.00 19.68/68.07 20.29/71.38
60% 19.10/37.08 21.08/48.44 20.95/45.10 23.81/74.56 18.90/43.50 19.75/51.56 19.93/54.75 21.22/72.42 17.22/43.13 16.89/33.67 18.00/64.77 18.42/67.79
70% 16.07/22.76 17.46/31.99 17.70/31.44 20.53/65.75 16.38/32.43 16.83/35.49 17.11/38.55 18.57/66.67 15.40/36.73 15.07/26.88 16.15/59.97 16.50/63.75
Boat
20% 29.49/83.48 29.68/81.60 29.63/82.24 30.44/83.76 25.97/67.54 26.03/68.22 25.80/66.97 26.37/69.50 23.43/55.38 22.61/50.32 22.83/54.76 23.77/58.78
30% 27.65/78.90 28.30/77.67 28.20/77.31 28.98/80.56 25.09/64.00 25.32/65.96 25.16/65.04 25.74/67.48 22.66/52.62 21.88/47.28 22.29/53.60 23.02/57.45
50% 23.12/58.70 24.78/63.71 24.39/60.33 26.09/69.38 22.32/51.87 22.92/56.90 23.09/58.04 23.63/60.61 20.46/44.10 19.80/38.12 20.81/50.44 21.34/52.83
60% 20.49/43.89 22.22/52.26 21.93/48.70 24.12/62.99 20.45/43.44 21.00/48.41 21.21/49.99 22.06/55.70 19.10/38.66 18.45/32.19 19.70/48.18 19.98/49.57
70% 17.84/29.74 19.27/38.74 19.18/36.02 21.42/53.53 18.36/34.40 18.71/38.17 18.93/39.87 19.97/49.93 17.65/33.48 17.02/26.31 18.35/45.31 18.54/45.71
Barbara
20% 26.23/85.78 27.47/84.91 28.15/86.06 28.94/90.00 23.70/65.98 24.01/68.49 23.53/65.32 24.82/72.78 21.96/53.85 21.31/48.05 21.69/55.33 22.59/59.87
30% 24.72/79.58 26.02/79.87 26.35/79.74 27.57/87.27 22.94/61.35 23.29/65.00 22.98/63.20 24.43/71.00 21.30/50.91 20.67/44.95 21.19/53.94 21.97/58.18
50% 21.25/56.37 22.83/62.97 22.58/59.09 24.56/75.18 20.76/48.28 21.32/54.24 21.33/55.39 22.33/60.68 19.28/41.61 18.73/34.98 19.72/50.22 20.35/53.23
60% 19.06/40.55 20.69/49.77 20.45/45.80 22.59/63.98 19.05/39.54 19.54/44.75 19.68/46.27 20.84/55.91 17.91/36.30 17.38/29.17 18.52/47.30 18.97/49.98
70% 16.75/26.85 18.11/35.15 18.05/32.54 20.40/53.43 17.20/30.61 17.52/33.67 17.73/35.45 18.97/49.90 16.54/30.85 16.02/23.49 17.20/43.45 17.53/45.21
C.man
20% 25.95/86.00 26.33/81.79 26.06/82.64 26.62/86.90 24.11/70.91 24.32/74.33 23.86/74.13 24.25/75.18 21.74/57.31 21.36/51.58 21.36/63.94 21.81/65.77
30% 24.53/80.83 25.18/77.59 25.00/76.98 25.73/83.71 23.03/65.52 23.42/71.14 23.08/71.47 23.35/72.32 20.78/53.36 20.48/49.27 20.59/60.86 20.92/62.51
50% 20.27/54.64 21.64/59.61 21.34/53.61 22.65/70.90 19.69/48.11 20.32/56.70 20.32/59.06 20.95/63.81 18.08/41.45 17.73/35.45 18.39/54.30 18.91/55.43
60% 17.70/37.86 18.92/45.34 18.88/40.69 20.68/62.17 17.67/37.98 18.14/45.00 18.31/47.96 19.13/57.98 16.72/36.12 16.36/29.28 17.06/50.72 17.45/52.78
70% 15.28/24.07 16.18/31.83 16.28/28.57 17.98/53.14 15.74/29.78 15.98/34.54 16.18/35.43 17.00/52.18 15.25/30.17 14.86/23.11 15.67/47.24 15.98/48.14
Couple
20% 29.65/85.45 29.83/83.40 29.81/84.04 30.42/85.58 25.90/68.29 25.87/68.18 25.60/65.91 26.28/69.61 23.33/55.18 22.53/50.40 22.60/50.77 23.49/55.76
30% 27.67/80.37 28.41/79.29 28.31/79.24 29.14/82.30 24.99/64.44 25.14/65.43 24.97/63.68 25.51/67.00 22.58/52.18 21.79/47.16 22.14/49.68 22.91/54.66
50% 23.09/59.88 24.69/64.73 24.40/62.15 25.83/69.87 22.28/52.22 22.76/56.14 22.91/56.79 23.42/58.72 20.50/43.45 19.80/37.43 20.77/46.88 21.19/49.21
60% 20.44/45.03 22.11/53.00 21.86/50.02 23.48/60.31 20.43/43.62 20.90/47.80 21.09/49.31 21.75/52.81 19.18/38.19 18.45/31.62 19.70/44.89 19.93/46.42
70% 18.04/30.53 19.54/39.40 19.30/36.75 21.21/50.92 18.53/34.37 18.84/37.75 19.00/39.34 19.96/47.03 17.81/32.71 17.09/25.60 18.50/42.78 18.72/43.48
Hill
20% 30.70/83.34 30.67/81.06 30.54/81.47 31.28/82.81 26.77/66.16 26.88/66.22 26.63/63.93 27.27/67.41 24.20/55.01 23.22/49.27 23.95/53.47 24.74/57.55
30% 28.86/78.63 29.45/77.18 29.13/76.72 30.11/79.27 25.85/62.82 26.21/64.07 26.09/62.60 26.67/65.45 23.26/51.85 22.42/45.92 23.35/52.49 23.98/56.01
50% 23.52/57.28 25.41/62.83 24.85/59.56 26.78/67.03 22.59/50.88 23.41/55.16 23.57/56.20 24.46/58.93 20.54/43.55 19.89/36.94 21.30/49.63 21.72/51.81
60% 20.47/42.10 22.35/51.07 22.09/47.80 24.66/60.13 20.38/42.19 20.97/46.20 21.30/48.00 22.63/54.62 18.93/38.29 18.30/31.29 19.90/47.63 20.17/49.22
70% 17.64/27.99 19.23/37.27 19.16/35.09 22.01/52.56 18.12/33.23 18.51/36.25 18.79/37.64 20.32/49.44 17.30/32.45 16.71/25.27 18.28/44.85 18.58/45.83
F.print
20% 27.70/92.58 28.57/92.92 28.59/93.22 29.21/93.85 24.26/82.86 23.90/81.19 23.60/79.31 24.54/82.80 21.39/70.88 20.40/66.84 18.17/38.73 20.87/65.10
30% 25.29/88.35 26.84/90.31 26.98/90.85 27.58/91.62 23.15/79.72 22.95/78.27 22.71/76.53 23.61/79.66 20.44/66.47 19.58/62.37 17.54/32.88 20.23/61.74
50% 20.37/71.94 22.20/78.70 22.51/80.10 23.69/81.19 20.03/67.24 20.07/66.42 20.04/65.06 20.88/67.72 18.22/53.22 17.58/49.57 16.38/22.30 18.54/50.98
60% 18.09/59.20 19.60/67.35 19.92/69.31 21.24/70.72 18.32/57.30 18.37/56.82 18.46/56.14 19.45/58.50 17.10/44.78 16.54/41.62 15.88/18.14 17.32/39.64
70% 16.10/44.48 17.20/52.16 17.50/54.46 18.72/53.92 16.63/44.99 16.61/44.33 16.79/44.62 17.56/42.31 15.94/35.20 15.42/32.68 15.37/15.35 16.31/28.53
Monarch
20% 27.42/90.41 27.98/88.52 27.71/88.68 28.74/92.11 24.79/79.53 24.34/79.56 23.97/78.55 25.03/82.03 21.96/67.35 20.95/58.91 20.44/63.68 21.66/70.24
30% 25.17/85.45 26.19/84.79 26.14/84.36 26.95/89.89 23.54/75.78 23.40/76.86 23.08/76.42 24.07/79.88 20.95/64.00 20.08/55.05 19.61/60.71 20.74/66.82
50% 20.39/62.89 21.58/69.15 21.62/65.64 22.67/79.18 20.12/60.12 20.25/63.83 20.34/65.03 21.04/70.26 18.58/52.83 17.99/44.21 17.86/53.93 18.83/59.74
60% 18.24/47.25 21.58/69.15 19.54/53.85 20.68/71.08 18.42/49.71 18.58/53.43 18.81/55.35 19.48/63.83 17.26/44.53 16.69/36.14 16.93/49.55 17.57/54.19
70% 16.22/33.03 17.30/42.27 17.38/40.59 18.62/60.10 16.61/38.38 16.74/41.09 16.95/43.31 17.61/54.19 15.84/35.71 15.30/27.91 15.72/44.19 16.25/47.14
Man
20% 30.39/85.58 30.41/82.64 30.16/82.96 31.07/85.27 26.52/69.31 26.64/70.12 26.13/67.38 26.91/70.96 23.95/57.99 23.11/52.30 23.38/57.01 24.32/60.85
30% 28.55/80.77 29.15/78.85 28.77/77.94 29.71/81.79 25.58/65.37 25.93/67.69 25.60/66.01 26.27/68.79 23.06/54.61 22.22/48.40 22.82/55.92 23.63/59.74
50% 23.46/59.26 25.35/64.80 24.70/60.61 26.46/71.05 22.63/53.68 23.37/58.72 23.43/59.64 24.22/62.92 20.56/46.15 19.87/38.72 21.06/52.93 21.66/55.62
60% 20.56/43.38 22.58/52.70 22.06/48.47 24.42/63.90 20.54/44.47 21.26/50.00 21.35/51.19 22.43/58.34 19.03/39.95 18.39/32.22 19.73/50.40 20.13/52.14
70% 17.83/28.90 19.48/38.47 19.31/35.77 22.01/55.87 18.30/34.71 18.73/38.20 18.90/39.63 20.32/52.68 17.45/34.21 16.80/26.14 18.22/47.25 18.54/48.43
Peppers
20% 31.30/85.17 31.64/83.25 31.63/83.05 32.02/85.58 28.00/74.20 28.38/77.59 28.23/77.99 29.02/79.52 24.75/63.88 23.68/55.66 24.42/71.35 25.75/74.35
30% 29.21/80.99 30.02/79.80 29.78/77.77 30.98/84.30 26.67/70.24 27.34/75.54 27.22/76.34 28.18/78.60 23.62/60.48 22.80/52.79 23.53/70.02 24.73/72.79
50% 23.61/58.79 25.61/65.63 24.95/59.14 27.86/78.68 22.66/55.85 23.65/64.55 23.80/67.56 24.85/73.31 20.40/50.03 19.72/40.44 ’21.01/65.63 21.73/67.31
60% 20.36/41.55 22.38/52.93 21.91/46.78 24.96/73.52 20.21/45.89 20.98/53.84 21.21/57.00 22.55/69.48 18.67/43.95 18.12/34.42 19.39/62.53 19.92/64.61
70% 17.42/26.68 19.03/38.20 18.80/33.96 21.72/66.68 17.84/35.70 18.31/41.34 18.49/44.29 19.82/64.37 16.94/37.42 16.40/27.63 17.66/58.38 18.02/59.73
Lena
20% 32.71/88.57 32.67/85.22 32.49/85.62 33.62/89.17 28.32/76.19 28.67/78.99 28.47/79.36 29.08/80.96 25.11/64.85 24.00/57.53 24.80/70.79 25.96/74.47
30% 30.43/84.69 31.18/81.81 30.71/80.54 32.43/87.52 27.12/72.36 27.78/77.13 27.58/77.58 28.32/79.74 24.08/61.58 23.07/53.71 24.02/69.62 25.12/73.05
50% 24.59/62.76 26.77/68.10 25.80/61.59 28.82/81.33 23.52/58.20 24.54/67.16 24.60/69.72 25.63/75.22 21.26/51.71 20.42/42.01 21.88/66.15 22.67/68.53
60% 21.47/44.84 23.80/55.71 23.04/49.25 26.50/76.43 21.35/48.38 22.23/56.99 22.33/59.88 23.74/71.90 19.71/45.63 18.98/35.76 20.53/64.03 21.08/66.27
70% 18.46/29.09 20.35/40.81 20.00/36.29 23.57/70.13 18.94/37.48 19.46/43.50 19.64/46.48 21.28/67.33 18.02/38.74 17.31/28.68 18.95/60.70 19.25/61.91
W.bridge
20% 26.95/82.37 26.94/79.31 26.77/79.53 27.28/80.99 23.57/59.18 23.49/57.48 23.14/52.83 23.55/56.58 21.67/46.79 21.06/45.05 20.94/36.81 21.43/40.46
30% 25.23/76.63 25.78/75.00 25.67/75.04 26.11/75.32 22.87/56.13 22.92/55.10 22.69/51.11 22.97/52.60 20.96/44.04 20.37/41.87 20.50/35.63 20.93/39.05
50% 21.18/56.48 22.56/60.23 22.46/59.48 22.98/59.56 20.53/45.62 20.84/46.59 20.94/45.36 21.38/45.89 18.92/36.21 18.43/33.22 19.04/32.28 19.45/35.06
60% 18.81/42.59 20.32/48.65 20.27/47.74 21.36/47.89 18.80/37.84 19.14/39.06 19.36/38.82 19.98/39.34 17.62/31.21 17.14/27.76 18.02/30.23 18.32/31.46
70% 16.49/29.13 17.74/35.39 17.82/35.19 19.39/36.02 16.93/29.53 17.16/30.61 17.40/30.87 18.15/31.78 16.27/26.39 15.79/22.62 16.79/27.82 16.98/28.75
TABLE V: The average PSNR(dB)/SSIM(%) of mixed noise
(AWGN+SPIN+RVIN) removal on 12 standard test images.
Mixed Noise MBM3D [3] WESNR [12] RWE (ours)
σ = 10 s = 0.2 r = 0.3 24.55/72.04 26.13/75.43 27.01/79.80
σ = 20 s = 0.3 r = 0.3 22.85/60.65 24.33/69.08 25.06/72.42
σ = 30 s = 0.3 r = 0.4 20.26/46.65 21.16/54.76 22.40/62.59
to over-smooth the image details. Visual results in Fig. 1
support our findings. We can see that the mean and variance
estimated by our RWE method are closer to the ground truth.
This is consistent with our observation in Fig. 1(g). Therefore,
it can verify that our RWE method can estimate weighting
matrix more accurately and robustly for different levels of
mixed noise.
C. Comparison with State-of-the-arts
We perform our comparison experiments on two commonly
used standard image datasets: 12 classic standard test images
and Berkeley Segmentation Dataset (BSD100) [37]. Three
types of mixed noise, i.e., AWGN+SPIN, AWGN+RVIN,
AWGN+SPIN+RVIN are considered in experiments. To gen-
erate different mixed noise levels, the standard deviations σ of
TABLE VI: The average PSNR(dB)/SSIM(%) results of mixed
noise removal on BSD100 dataset.
Mixed Noise MBM3D [3] WESNR [12] WJSR [11] RWE (ours)
σ = 10
s = 30% 28.00/82.38 28.16/80.87 28.92/83.70 29.61/86.00
s = 50% 25.79/76.58 26.57/77.17 27.50/79.04 27.94/81.89
s = 70% 23.28/66.24 24.36/70.33 25.33/70.25 25.54/71.60
σ = 30
s = 30% 25.12/65.85 24.34/66.45 25.39/67.65 25.80/69.81
s = 50% 23.56/58.69 22.88/62.68 24.30/62.82 24.82/66.27
s = 70% 21.40/47.90 20.74/55.24 22.45/55.93 23.16/60.28
σ = 50
s = 30% 23.28/55.76 17.28/36.95 23.58/60.37 24.00/60.66
s = 50% 21.71/47.61 17.79/30.51 22.28/56.66 23.13/56.76
s = 70% 19.51/37.03 16.32/25.25 19.90/50.28 21.93/52.29
σ = 10
r = 30% 26.05/77.68 26.51/74.99 26.27/74.45 26.88/77.47
r = 50% 21.45/54.36 22.94/59.02 22.55/55.39 23.85/63.12
r = 70% 16.18/25.01 17.47/32.14 17.42/30.31 19.53/46.04
σ = 30
r = 30% 23.59/59.06 23.97/62.01 23.78/60.50 24.03/61.64
r = 50% 20.67/46.12 21.37/51.72 21.41/52.45 21.91/54.31
r = 70% 16.63/28.51 16.99/31.50 17.18/32.66 18.20/43.97
σ = 50
r = 30% 21.37/47.52 20.87/43.91 21.41/49.40 21.80/52.41
r = 50% 18.91/38.79 18.49/34.26 19.46/45.59 19.72/47.40
r = 70% 15.97/28.22 15.50/22.37 16.71/39.93 16.83/41.03
AWGN are varied from 10 to 50, the SPIN ratio s from 20%
to 70%, and the RVIN ratio r from 20% to 70%. For the sake
of fairness, we utilize AMF [38] (for SPIN ) and ACWMF
[39] (for RVIN) as the initialization of our algorithm, which
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(a) Noisy image (PSNR) (b) MBM3D [3] (27.05 dB) (c) WESNR [12] (27.15 dB) (d) WJSR [11] (28.95 dB) (e) Our RWE (29.33 dB)
Fig. 9: Denoising on color image 102061 from BSD100 dataset corrupted with AWGN+SPIN (σ = 10, s = 30%).
(a) Noisy image (PSNR) (b) MBM3D [3] (22.68 dB) (c) WESNR [12] (24.30 dB) (d) WJSR [13] (24.14 dB) (e) Our RWE (26.40 dB)
Fig. 10: Denoising on color image 126007 from BSD100 dataset corrupted with AWGN+RVIN (σ = 10, r = 50%).
(a) Original image (b) Noisy image (PSNR (dB)) (c) MBM3D [3] (22.11 dB) (d) WESNR [12] (23.09 dB) (e) Our RWE (23.63 dB)
Fig. 11: Denoising on color image 223061 from BSD100 corrupted with AWGN+SPIN+RVIN (σ = 10, s = 20%, r = 30%).
TABLE VII: Denoising results (PSNR(dB)/SSIM(%)) of different methods on Barbara image with AWGN+RVIN.
σ = 10 σ = 15
r = 0.2 r = 0.3 r = 0.2 r = 0.3
DnCNN [33] 5.67/00.35 5.58/00.33 5.75/00.43 5.72/00.41
FOCNet [34] 16.54/28.27 14.64/20.06 16.35/27.17 14.51/19.46
EM-CNN [22] 29.55/87.49 27.41/83.13 28.09/82.22 25.73/77.50
RWE (ours) 28.94/90.00 27.57/87.27 27.45/82.90 26.70/82.17
are commonly used in most mixed noise removal methods[11],
[12], [13], [14], [15], [21].
1) Comparison with Traditional Methods: we first com-
pare our proposed RWE to other representative methods for
mixed noise removal task, i.e. WESNR [12] and WJSR [11].
Although the codes of RCSR [13] is not released, WESNR
is instead compared since it is reported in [13] that RCSR is
slightly outperforms WESNR. Furthermore, BM3D [3] is also
exploited as the reference even though it is not designated for
mixed noise removal task. To deal with mixed noises, BM3D
is coupled with the median filter, i.e. AMF and ACWMF, and
named as MBM3D. The codes of all the competing methods
are provided by the original paper with default parameter
settings.
Results on Gray-scale Images. The PSNR and SSIM
results on 12 classic standard test images are pre-
sented in Table III (for AWGN+SPIN removal), Ta-
ble IV (for AWGN+RVIN removal) and Table V * (for
AWGN+SPIN+RVIN removal), respectively. The average
PSNR/SSIM values on BSD100 for three types of mixed noise
are presented in Table VI. One can see that the performance
of WESNR and WJSR decreases rapidly with increasing
mixed noise levels, and our proposed RWE outperforms other
competing methods with various mixed noise levels. The
PSNR/SSIM gains over other competing methods can be more
than 1dB/6% on a parts of images. Some visual comparisons
of denoised images on the three types of mixed noises are
presented in Fig. 6, Fig. 7 and Fig. 8. All these verify the
superiority of our proposed RWE for mixed noise removal.
Results on Color Images. We also conduct experiments on
color images from BSD 100, where all competing methods are
*For the mixed noise of AWGN+SPIN+RVIN, we do not compare with
WJSR [11], as it cannot deal with AWGN+SPIN+RVIN.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 11
TABLE VIII: The average PSNR(dB)/SSIM comparison for single type noise removal on 12 standard test images.
Only SPIN Only RVIN Only AWGN
s = 20% s = 30% s = 40% r = 20% r = 30% r = 40% σ = 10 σ = 20 σ = 30
MBM3D [3] 31.10/93.37 29.47/91.24 28.01/88.37 29.21/88.14 26.67/79.67 22.35/67.56 31.32/87.82 28.81/81.55 27.09/75.93
WESNR [12] 31.17/88.88 30.60/88.19 29.91/87.13 30.84/89.56 29.19/86.93 27.21/82.08 30.89/86.87 28.41/79.65 27.00/75.59
WJSR [11] 12.30/17.83 9.76/13.17 9.30/10.49 13.75/22.20 12.11/16.34 10.97/12.80 32.18/89.86 29.47/83.85 27.86/79.02
RWE (ours) 34.21/93.82 34.03/93.15 30.11/89.71 31.09/90.17 29.36/86.89 27.63/81.08 32.25/89.91 29.64/83.89 28.02/79.04
(a) Real noisy image (b) MBM3D [3] (c) WESNR [12] (d) WJSR [13] (e) Our RWE
Fig. 12: Denoising on realistic image.
applied independently on each color channel. Fig. 9, Fig. 10
and Fig. 11 present the visual results of color images from
BSD100. Our RWE method consistently achieve the best
visual performance in terms of effectively removing mixed
noise while preserving image details.
2) Comparison with Deep Learning based Methods:
Currently, very few studies focus on deep learning based
mixed noise removal [22], [23]. In order to better evaluate the
performance, we compare our proposed RWE to some state-of-
the-art deep learning based methods, including DnCNN [33],
FOCNet [34], and EM-CNN [22]. DnCNN [33] and FOCNet
[34] are the recent deep learning based denoising methods
for generalized blind image denoisng problem. EM-CNN is
designated for AWGN+RVIN removal task, thus we conduct
the evaluation on Barbara contaminated by AWGN+RVIN,
as shown in Table VII. The performance of both DnCNN
and FOCNet are largely degraded due to the existence of
RVIN. Our proposed RWE and EM-CNN have comparable
performance in terms of PSNR where RWE outperforms EM-
CNN for the case of high level of RVIN ratio. On the other
hand, RWE can achieve the highest value of SSIM in the
competing algorithms.
Even though, denoising based on deep learning techniques
emerging recently often outperforms most of the traditional
methods, it is largely dependent on the training data and
often requires a long-time training stage. While according
to the experimental results, our proposed RWE method can
achieve the better performance than the deep learning based
methods without training stage. Furthermore, the proposed
RWE can address three types of mixed noises simultaneously,
i.e. SPIN+AWGN, RVIN+AWGN and SPIN+RVIN+AWGN,
which have not been considered in deep learning based meth-
ods.
3) Comparison of Single Type Noise Removal: We
conduct experiments to demonstrate the efficiency of our
RWE method for single type noise removal. The average
PSNR/SSIM values for singe type noise removal are presented
in Table VIII. We can see that WJSR degrades largely for
single SPIN or RVIN removal case. This is mainly due to
the fact that it is quite difficult to select some appropriate
parameters empirically for dictionary learning and sparse
coding under different noise environment. In contrast, our
RWE can update shape parameter adaptively. Hence our RWE
have higher average PSNR and SSIM than other methods.
4) Comparison on Realistic Images: To show the effec-
tiveness of our RWE method, we conduct experiments on
some real noise images [20], [24]. The comparison results
are illustrated in Fig 12. One can see that WJSR over-smooths
some detail structures and our RWE method achieves the better
visual quality than other methods.
(a) (b)
Fig. 13: The PSNR curves with mixed noise (AWGN+SPIN
σ = 10 s = 0.3) on test Lena image: (a) the curve of PSNR
versus iteration number for solving the X subproblem, and
(b) the curve of PSNR versus iteration number for outer loop.
TABLE IX: The average computational time (s) of different
methods to process a 512× 512 image
Method MBM3D [3] WESNR [12] WJSR [11] RWE (ours)
Average Time (s) 2.5 (C++) 69.4 (Matlab) 642.5 (Matlab) 118.1 (Matlab)
D. Convergence and Computational Time
Now we carry out experiment to verify the convergence
of our algorithm, which has been discussed in Section IV-C.
As presented in Fig. 13a, the inner loop of solving the X
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subproblem converges after 8 iterations. Thus we usually set
the iteration number of inner loop C = 8. For the outer loop,
Fig. 13b shows that our proposed RWE algorithm converges
quickly in about 3 iterations. And thus we set the maximum
iteration number Imax = 3.
Furthermore, we compare the average computational time
of all competing methods by processing a 512 × 512 Lena
image. The results are presented in Table IX. All experiments
are implemented on Matlab 2015b with Intel Core i7-6900K
3.7G Hz CPU and 32GB RAM. One can see that BM3D is
the fastest and it spends only 2.5s. This is due to the fact that
BM3D is implemented with compiled C++ mex-function and
further sped up by optimization and parallelization. For other
competing algorithms including our proposed RWE, they are
implemented purely in Matlab, less optimized and with single
thread. Noted that nuclear norm minimization based low-rank
approximation in our RWE is of high computational complex-
ity. It can be further sped up by using parallel computational
technique, just like BM3D.
We also show the computational complexity here. For
each iteration, the computational complexity of our proposed
algorithm mainly consists of three parts: 1) solving the W
subproblem; 2) solving the X subproblem; 3) solving the
σ subproblem. The complexity of solving W subproblem
is O(MN). And the complexity of solving X subproblem
can be divided into two parts: the k-NN patch grouping and
singular value thresholding. The complexity of computing the
k-NN patch grouping is O(MNKs2m/16), where K is the
number of similar patches in each group, s is the size of search
window s× s, m is the number of pixels in each group. Then
the complexity of computing singular value thresholding is
O(MNmK2/16). The computational complexity of solving
σ subproblem is O(MN). Therefore, the overall complexity
of one iteration is O(MNKs2m/16).
VI. CONCLUSION
For the task of mixed noise removal, one can boost the
denoising performance by compensating the effects of IN
with a weighting matrix. Accurately estimating the weighting
matrix plays an important role. According to the observation
of few IN and many AWGN, we propose to exploit the Pareto
prior to describe the behavior of the weighting matrix, leading
to an accurate and robust weighting matrix estimator. Together
with the nonlocal low rank approximation, a mixed noise re-
moval method with robust weighting matrix estimation (RWE)
is obtained. We further develop an alternative optimization
algorithm to solve our proposed model. Experimental results
on widely used image datasets demonstrate the effectiveness
and superiority of our proposed method.
In future work, we will consider to learn the structure
relationship of weights between different image regions from
the external dataset using deep learning based algorithm. Then
we can integrate this learned structure prior into our variational
model to estimate the weights more precisely.
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