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1. В в ед ен и е. П о стан о вк а  задач и
Рассматривается интегральное уравнение Вольтерра второго рода
Здесь и (- ) : £ -А Мг — неизвестная функция, М  — матрица размерности 
г х г, А(- , -) :  Т  х Т  —у дгхг  _  извесхн0е ядро, непрерывное по совокуп­
ности переменных и непрерывно-дифференцируемое по второму аргумен­
ту, непрерывно-дифференцируемая функция /Д -) задана неточно: известно
времени =  ту +  5, 5 >  0, to — 0, п — $/<$, i — [0 : т  — 1], такое, что
Задача заключается в построении устойчивого к информационным помехам h 
и погрешностям вычислений алгоритма нахождения приближенного решения 
уравнения (1).
Л итература, посвященная вопросам нахождения приближенных решений 
интегральных уравнений Вольтерра как первого, так и второго рода до­
статочно обширна (см., например, [1-5]). Интерес к подобным уравнениям 
вызван в значительной степени тем фактом, что целый ряд объектов ма­
тематической физики, геофизики и механики описывается именно такими 
уравнениями. В настоящей работе мы укажем алгоритм решения уравнения 
(1), который основан на сочетании принципа экстремального прицеливания
H.H.  Красовского с методом управления с моделью. Предлагаемый алгоритм 
конструируется на базе идеологии подхода, развитого в работах [6-10].
* Работа выполнена при финансовой поддержке Российского фонда фундаментальных 
исследований (№07-01-00008), Программы поддержки фундаментальных исследований 
Президиума РАН № 22 «Процессы управления», Урало-сибирского интердисциплинарно­
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(1)
приближение £^(*) ее интеграла в дискретные, достаточно частые, моменты
(2)
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2. А л го р и тм  р еш ен и я
Перейдем к описанию алгоритма решения уравнения (1). Д ля простоты 
ниже считаем =  0.
Пусть выполнено
У сл о ви е  1. М атрица М  размерности г х г невырождена.
Выберем семейство равномерных разбиений отрезка Т  на полуинтер- 
валы [ ц , п + 1 ) ,  ц  =  Т ф ,  п + ф  =  Т ф  +  6 ( Н ) ,  т н  =  г  <Е [0 : т н  -  1],
то,н =  0; ттн^  =  I?.
В начальный момент £о — 0 фиксируется величина И и равномерное раз­
биение А^ промежутка Т  на интервалы [тд т^дД, г =  гш Е [0 : га — 1], т  — т  
Работу алгоритма разобьем на т  — 1 однотипных шагов. На г-м шаге, осу­
ществляемом на промежутке времени [гдт^+Д, Т{ — т/щ, исходными данными 
для вычислений служат значение измерения и сформированное к моменту 
«приближенное решение» гг(Д =  {гД1)(Д , гД2)(Д }, £ ^  тд вспомогательной 
системы уравнений, имеющей вид
Ниже символ \х\г означает евклидову норму вектора х  в пространстве Мг , 
символ \М\ — евклидову норму матрицы М , а символ (•, •) — скалярное про­
изведение.
Д Щ )  =  Щ г),
Д 2) (*) =  Д 3) (£), £ е  Т, ад(1) (0) =  Д 2) (0) =  0,
Здесь Д 1 Д )  6 Мг , ^ =  1,2,3,  Д (£) -  вспомогательное управление, которое 
находится по формуле
Д Д = Д  при Ь е [ Т г , Т г + г ) ,  
г> еСЛИ |яД  /  0, (3)
в противном случае,
Тот факт, что функция гД(-) может служить приближением решения и ( - )  
уравнения (1), следует из приведенной ниже теоремы.
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Т ео р ем а  1. Пусть  / Д )  Е Сл(Т;Мг) ; у н(Ь) = 0 при £ Е [£0, 71],
8 (к) —» 0, к/8{к)  —» 0 при /г —^ 0. (5)
Тогда имеет место сходимость
у н( ' ) ^ и ( ' )  в Ь 2 (Т;ЖГ) при /г —^ 0.
Поскольку матрица М  имеет размерность г х г и является невырожден­
ной, то решение уравнения (1) из пространства Ь 2 (Т;ЖГ) существует и един­
ственно. В таком случае естественно пытаться построить семейство функций 
у Н(' ) ,  к  Е (0,1) (приближение истинного решения) со свойством
sup
/ to
что мы и сделаем.
/  { / i ( r  -  S(h)) ~  M v h(r) -
Jti
— К  (r, r])yh(r) dr
3. Д о к а з а т е л ь ст в о  схо д и м о сти  а л го р и тм а
При доказательстве следующей леммы нам понадобится 
Д и ск р е т н о е  н ер а вен ство  Г р о н уо л л а  [11, с. 311]. Пусть Ej ^  0, f j  ^  0,
f j+ i  ^  / j ; г Е [1 : га], и f о ^  £\. Тогда, если со =  const > 0, ш  неравенств
э
£j+i ^  с0(5 е* +  / j ,  j  6 [2 : m -  1],
i=l
следует неравенство
£j + 1 ^  exp(c0j ^ ) / j ,  j  G [0 : m  -  1].
Символом 2 (/г) мы обозначим семейство кусочно-постоянных функций 
^  * Е [д /^ г + ц /Ф  г Е [0 : т н -  1], удовлетворяющих условию (3).
Л е м м а  1. Равномерно по всем к  Е (0 ,1 ), 6 Е (0 ,1 ), к8~1 ^  1, Ф Д ) Е 2 (/г) 
имеет место неравенство
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Здесь постоянная с не зависит от /г, д и
Д о к а з а т е л ь с т в о . В силу правила определения векторов (3) имеем
\ V i \ r  ^ Д Д Р Д Д  -  $ - \ \ г  + М 3 )(г г ) |г  +  /г}- (6 )
В таком случае
д\vi \г ^  Хц +  Л2г, (7)
где
Л «  =  2 1 м - 1 -  Д _ У 2 , А *  =  Д м Д Ц Д Ц т Д 2 +  /г}.
Далее, имеем
М 3Д ) | г  ^  /  с*|'У/г(т ) |г ^  5с* У ' | Д | Г, (8)






Агг ^  с Д 2 |Д |2 +  с25/г2. (9)
1=1
Очевидно такж е (см. условие М -1 ^  1), что
Ли ^  сД. (10)
Пусть
въ =  /  |Л ( т ) |2 сгг =  'У 5 |Д |2.
1=о
Из (6)—(10) (учитывая включение И Е (0,1)), получаем
г
£>г ^  / г  + С 1 5 У ] ^ .  ( 1 1 )
1=0
Здесь Д =  (с1 +  С2)тд В силу условия леммы ^2 = 0 1 /* ^  сз- Поэтому из (11),
в силу приведенного выше дискретного неравенства Гронуолла, следует
утверждение леммы. Лемма доказана.
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Пусть
e ( t ,v h{-)) = | / ( т )  -  M v h(r) -  K (r ,r])vh (r])dr]^ dr  , t e T ,
где / ( т )  =  / i ( r  — 3(h)). При r  E [—$(/i),0] считаем / i ( t )  =  0.
Л е м м а  2. Справедлива оценка
e ( t ,v h (-)) 0 * { 4 ( < U ) + < T
где
F 1(6 ,h )= L jk ( 6 ) + h 6 - 1, 
шк(5) =  sup { \ К ( п ,т ) - К ( т 2,т)\ : т  6 Г, п , т 2 6 Т, п  ^  т ,т 2 ^  т, | r i - r 2| ^  б},
постоянная к* не зависит от ^ (* ); 3 и мож ет быть выписана в явном виде.
Д о к а з а т е л ь с т в о . Оценим величины e(t) =  e ( t ,v h(')) при % Е [1: т ^ — 1] 
(т =  Ti h, д — 3(h)). Имеем
rt-\-At r t
/  d(t +  A t,  rj)vh{ri) dri -  /  d(t,r])vh (ri) dr/
Jo Jo
t-\-At (12)
d(t +  A t, r])vh (77) dp +  J ( t , A t) ,
о JO
K ( r 7r])vh(r]) dp dr — j K{r^rj) d r ^ v h{rj) drp (13)
где
d(r,r]) =  / K ( ^ r j ) d ^  t ^  ц, 
Jr]
f*t-\-At r trt+l
J (t, A t) =  / /  K (r,r])vh (r]) dp dr, A t E (0,i? — to).
Jt Jo
У читывая (12), (13), получаем
e fo + i) =
Здесь
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[  Q{r;vh(-))dT =  (  g(T-,vh(-))dT +  [  щ {т\ун{-)) dr
JO r Jo J Ti
q ( t -,v  (•)) =  / ( r )  -  M v  ( r )  -  / K ( t , tj) v  ( t )  dr],
Jo
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r i = I e{T-,vh(-))dr. 
Jo
Дг Ti \r ^  3h.
Поэтому, в силу (12)—(14), справедливо неравенство
£{ji+l) ^  £(Ti) +  Мг +  h  +  6 /Д   ^ ,
Hi =  2 ^ S i , J  Vi{T]vh {-))dT^ , I i = (^J \i'i(T;vh (-))\r dT
Далее имеем




Xi — 2 ( Si , j  / ( r ) d r ^  , Ага) =  - 2  (^s i, j  d(Ti+ 1 ,T ) v h ( r )  d r ^  , 
j r l+1 ^  k {t ^ )v h{ri)d^ d r yX<2) =  - 2  1 *
Нетрудно видеть, что
Аг-ХД  25|Si\rk° [  \vh (T)\r dr, (17)
\d(ri,r)\ ^  к ° 6  для т  6 [тг_1,Тг], г б [  1 :ш] ,  
А;0 =  sup { Д ( г ,77) | : 0 ^  rj ^  г  ^  г?}.
В свою очередь, имеем
Гт г +  1
А ?} <  - 2  ( s , J  (Ti) d r  j + 2\si\rSuk (S) j  \vh(r])\r dr]. (18)
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Кроме того, справедлива оценка
ch eh
\ i  = 2 ( s i , f  / i ( r  -  <5)dr) ^ 2 ^ г , < ^ - — +  4\si\rh. (19)
J Ti
Из (16)—(19) получаем
e { n + 1) ^  e (n )  + 2 ( s i ,  f  { ( $ *  -  -  M v h{ j ) -  w ( 3 ) ( T i ) ) }  dr+  (20)
+ 2S\si\r {2hS 1 + u k (6) j  \vh(rj)\r dri + k° f  \vh (r})\r dr)} +  J* +
Jo Jn
4 h i ] 12.
Легко видеть такж е справедливость неравенств
гп
|s i|r ^  fa + fa /  \vh (r)\r dr, (21)
Jo
I i ^ f a S 2 + f a d f  \vh(r])\2 dr]. (22)
JTi
Воспользовавшись леммой 1, после несложных преобразований из (21), (22) 
получим
mh- 1
W r ^  fa, ^  h  ^  fa S. (23)
i=О
В силу (3) и условия 1 второе слагаемое в правой части неравенства (20) 
неположительно. Поэтому из (20), (23), в силу леммы 1, следует
e(n+i)  ^  е{п) +  f a &  ( и ( £ ,  h )  +  J  \ v h ( t } ) \ r d r^ j +  2 Д  f a  (6  +  Fi(S, h ) ) .
(24)
Кроме того,
e(t) ^  2е{п)  +  2Ii ^  2e(ri) +  2k8S, t e  Si = [п ,п + 1). (25)
Таким образом, из (24), (25) при t Е Т  получаем e ( t ,v h(')) ^  k*{Fi(8,h)  + 5 } .
Лемма доказана.
Л е м м а  3. Имеет место сходимость
v h{') —» и(-) слабо в Ь 2 (Т;ШГ) при h —» 0.
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Д о к а з а т е л ь ст в о . Предполагая противное, заключаем: найдутся {Д/г-} и 
Д Д -) Е £ (/д )  такие, что hj —» +0 при $ —» +оо, однако
гАД) Д )  слабо в Т Д Т ;!^ )  при ] —» +оо. (26)
К ак мы уже отмечали, интегральное уравнение Вольтерра второго рода
Д(£) =  М и(г)  +  /  К(г,г])и(г])(1г], £ Е Т ,  
Уо
(27)
имеет единственное в пространстве ./Д Т ;!^ )  решение Д ) .  Выбирая, если 
нужно, подпоследовательность и учитывая лемму 1, получаем
г / Д )  —» Д )  слабо в Т Д Т ;!^ )  при 3 —> + оо, Д )  /  Д ) .  
Из леммы 2 имеем при ] —>• +оо
шах (  { / Д  -  5 ( Д ) )  -  М г А ' ( т )  — J  К (т ,  7?) Д  ( 7 7) Д  |  с?т <
Следовательно, справедливо равенство
(28)
^  Д £ ( Д Д )  -э 0.
Д(£) =  Мг;(£) +  / КГ(£, т)у(т) (1т, £ Е Т.
зо
Поэтому Д )  =  Д ) .  Однако это равенство вместе с (28) противоречит (27). 
Лемма доказана.
Л е м м а  4. Равномерно по всем разбиениям  { А Д  /г Е (0,1), с диаметрами 
6 =  <$(/г) функциям  Д (*) Е Е(/г), |Д  — у(тг)|г ^  /г, справедливо неравенство
[  { уН{т ) — и(т)} дт ^  с{ Д 2(/г) +  /г/<$(/г)}.
«/ 0 г




т (Ь ,и (-) ,ьн {-)) =  2
£ {«(т) — Л (т )}  (1т 
Jo
£ />8
К Д , т){т/(т) — у н (т)} с?т
О 30
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Из леммы 2 и равенства (27) следует оценка 
[  { Л (т  -  6(Н)) -  /1 (т) -  М { у н(т) -  и(т)}
К(т,г]){ук (г]) -и(т])}<1г)
о
^  к*{5 +  Т\(<$,/г)} для любого £ Е Т. (29)
Кроме того, как нетрудно видеть, имеем
гЛ
о
{Л ( г -  ^(Л)) -  Л  (г) с?т (30)
В таком случае из (29), (30) получаем
[  М { у н{т) — и(т)} с1т ^  с2{£1/2 Н- (<5, Л)} +  щ(£; л(-), ^(*))-  (31)
и о т*
Ввиду непрерывной дифференцируемости функций КГ(£,т) для оценки вто­
рого слагаемого в правой части неравенства (31) можно воспользоваться ин­
тегрированием по частям. В результате получим
ун{-)) ^  с3 /  дн(т) йт.
В силу невырожденности матрицы М  верно неравенство
М { Л (т )  — и(т)} йт
(32)
(33)
где С4 >  0 постоянная, выписываемая в явном виде. В силу (31)—(33) выводим
вь^) ^  С4 1 ^с2Ц 1/2 +  - 4 ( 6 ,0 }  +  сз ^  вь(т) , £ е т.
Теперь осталось воспользоваться дискретным неравенством Гронуолла. Лем­
ма доказана.
Д о к а з а т е л ь ст в о  тео р ем ы  1. Перейдем к доказательству сильной сходи­




М -1 /\{тт)+Ми{Ь)+ [  К(тг,т)(и(т)-Ук (т)) (1т+<р!- 
Jo
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где =  (р ^  — л / 3) ^ ) ,  \(р%\г ^  /г. Легко видеть, что
- 4 - 1 )  -  М п ) \ г  < 2 (М -1 + ш л (с5)),
Шд((5) =  вир { | / 1(т1) - / 2(П )|Г : Т1,Т2 6 Т, |п  - т 21 ^  (5).
Таким образом, имеем при всех £ Е [т^Тг+х], г Е [0 : га — 1],
\vi\r ^  2 | М _1| (М -1 +  о;д (£)) +  |гг(£)|г +
Здесь
ц 3 =  т а х  М ~ 1 [  К { л , т)  (и(т) — ун(т )] <Зт  . 
ге[1:т] У0 4 У г
Ввиду непрерывности функции К (£, т) по совокупности переменных из сла­
бой сходимости у н(') к и(-) следует сходимость ц3 к нулю:
ц 3 —У 0 при Н —У О Т .
В таком случае имеем при £ Е [т^т^+х], г Е [0 : га — 1],
\Vi\r ^  \Ф ) \г  + ЦЬ,,
где
Рд =  2 |М  Д М  1 +  (5)) +  Р1-
Следовательно, имеет место оценка
Л (т) |Д т  ^ (1+ /? )^  \и(т)\2г (1т + ( г  + ^  ц1, (34)
каково бы ни было [3 Е (0,1). Пусть [3 — (3^  —у 0 при Н —у 0+ , причем
 ^  ^ ^ при Н —у О Т .
Тогда, переходя к пределу в (34), получаем
Нш (  \ун(т)\2 (1т ^  /  \и{т)\2 (1т. 
Уо </о
Кроме того, в силу известного свойства слабого предела
п Р  п Р
И т / \ун{т)\2 <3т ^  /  |л (т ) |2 с?т.





Ш1 [  \ у н { т ) \ 2 (1т — [  \и{т)\2 (1т.
У о Уо
Последнее соотношение с учетом слабой сходимости у^'(-) к и(-) означает, что 
у ь' ( - )—Уи(-) в Т 2(Т;МГ) при Н —у 0.
Теорема доказана.
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