The preliminary study concluded that the behavior of CAN was bener for this application when compared to other types of networks analyzed. I n the present work, a detailed study of the employability of a CAN network in the HELIX project was accomplished, including situations not considered in the preliminary analysis, such as the presence of Jitter in the group of messages, the high load of messages over the network, and the consideration of presence of transmission errors. As the CAN networks offers good properties for transmission of messages with temporal requirements, a schedulability analysis was accomplished for the transmission of messages and a numeric example is presented in an illustrative way to the present problem.
I. INTRODUCTION
The control of vehicular systems such as automobiles, airships, space ships and trains, is generally accomplished by a set of sensors, actuators and processing units. Initially the control of such vehicles used to he conceived as a centralized system, in agreement with the existent technological limitations. With the evolution of the microprocessors and of the network communication systems, the philosophy of distributed processing took a prominence place in function of the processing capability, safety and reliability.
The modem embedded systems in vehicles are distributed and the processing is accomplished by a set of sensors and actuators that communicate through a network. The distributed and networked control systems have three important characteristics when compared to centralized ones: a) volume reduction; b) weight reduction and c) increased processing capability.
In the present work we will discuss the networked control of an unmanned airship, the helicopter HELIX In this work, a detailed study of the use of CAN in the HELIX airship, considering conditions of Jitter on the messages, overload and noises on the net (aspects that were not considered in previous works), was accomplished.
The following section describes the HELIX project. Section 3 presents a distributed architecture model for HELIX. Section 4 describes the main characteristics of CAN, as well as its temporal properties under conditions of normal operation and under errors. Section 5 shows the application of CAN to the HELIX system, and some numeric results are presented. Section 6 describes a general conclusion of the accomplished study.
THE UNMANNED HELICOPTER HELIX
In 1991, after the accomplishment of deepened studies and market estimates on RPVs (Remotely Piloted Vehicles), GYRON began the development of an aerial robot, which received the denomination of Project HELIX. The HELIX project consisted of an unmanned helicopter, a control station on earth and a support vehicle with capacity to transport up to 2 airships.
The helicopter was conceived to accomplish tasks in that the human being took life risk, such as, inspection of transmission lines, surveillance of fire in forests, analysis of metallic structures, among others. It has a capacity to drive useful loads of up to 5 kg. The basic model transports a video camera for the transmission of images in real time, and a communication system among the control station on earth and the airship was accomplished through a radio frequency system, as can be seen in Figure 1 .
The original control system of HELIX consisted of a point-to-point architecture for the interconnection of sensors, actuators and control modules, with the objectives of monitoring and control of the airship.
The necessary intra-vehicle data in the system HElLIX is classified in three different types, in agreement with its functionality: a) data for the control of the airship; b) data for monitoring objectives; and c) data related to the application, including to the embarked camera and eventual additional sensors. In figure 3 the messages exchanged among the nodes are represented by fi, with i identifying the message. A detailed description of each message being transmitted is presented ahead.
The study described in [6] was accomplished considering different network technologies used in automotive systems and industrial automation, such as: a) CAN, b) FIP; c) VAN; d) 11850; e) MIL-STD-1553B; f ) C2D and g) CSMA/DCR.
The above-mentioned studv concluded that CAN was the
best solution for the application in focus. In the present work, the usage of CAN is assumed as a project decision and the temporal behavior of the network is analyzed in more detail.
IV. TEMPORAL ANALYSIS OF CAN
An analysis of the latency of messages is presented in the worst case for messages in real time, which is similar to the analysis made in [2]. Some modifications have been considered the deadline of a message (Dm) should not be larger than the period (Tm) and the bus controller should not transmit a message of low priority if exists a high priority message pending.
CAN adopts a MAC (Medium Access Control) protocol known as CSMANBA (Carrier Sense Multiple Access with Non-destructive Bit-wise Arbitration). The Nondestructive bit-wise arbitration allows 100% utilization and message priority based on an 1 I-bit packet identifier. In this protocol, any node can access the bus when it is silent. Similar to Ethemet, each node attempts to transmit when the bus is free. Unlike Ethernet, there is no collision. If two or more nodes start transmitting simultaneously, bus conflict is resolved by bit-wise arbitration using the IDENTIFIER field. A " 0 is dominant on wire and overrides a "I". When a node transmits a "l", but hears a "0, it immediately stops transmitting. The '%inning" node continues to transmit its message to completion. This mechanism guarantees that neither information nor time is lost. The value of the IDENTIFIER defines priority during arbitration (lowest IDENTIFIER '%ins" arbitration). This means two nodes cannot share the same IDENTIFIER. All nodes check the consistency of the message being received and will acknowledge a consistent message and flag an inconsistent message in the ACK slot. CAN provides automatic error detection, signaling, and retries. The data portion of packet can be 0 to 8 bytes long.
The CAN network operates with a fixed priority scheduling policy, but does not support pre-emption of messages.
A . Analysis of CANresponse time
According to [l], the transmission time of a message m in the worst case is given by:
The term C, , , represents the biggest time required to transmit a message m over the physical bus. The CAN frame contains 47 bits of overhead and a bit-stuffing width of 5 bits. Only 34 of the 47 hits suffer stuffing. The equation that represents C , is:
The term S,,, indicates the size of the message m in bytes and the term rbi, is the time spent to transmit a bit over the bus (for the IMbps bus we would have Ips).
The term w, represents the delay in the queue in the worst case (the biggest time spent between putting a message in a priority ordered queue and the beginning of the transmission) and is given by:
The term B, is the blocking time in the worst case of the message m and is given by:
V&lp(rn)
[41 where ip(m) is the set of messages in the system with lower priority than message m.
The term J, is the litter and 4 is the period of the set of messages with higher priority than message m. Since the term w, appears in both sides of the equation, a recurrent solutions is required, as shown bellow:
Finally, the term J, represents the message litter (average waiting time of the message at the transmission queue before scheduling) and is empirically determined. In the present work we use the value 0.1 ms. E$) is a function of the error recovery overhead and gives the superior limit of all error recovery overheads that can occur in a time interval t. It is given by the following equation:
where n , , is the number of errors that can occur in il small arbitrary interval and T , , is the period of error occurrence. The number of errors in an interval o duration f is given by:
In every error, the error recovery overhead can he increased in 29 hits, followed by a message retransmission. Only messages with higher priority than message m can he retransmitted and cause a delay in message m. The Ibiggest of those messages is:
In the following sections, the equations above will he used in a schedulability analysis of CAN applied to the unmanned helicopter HELIX, considering the conditions of messages with Jitter, presence of error and a very elevated message load in the net.
V. APPLiCATION OF CAN TO THE HELIX AIRSHIP

A . Model of Tasks and Messages
The HE!LIX control structure is decomposed in 8 different subsystems: Controller, Inertial, Position, Actuators, RF-Links, Attitude, Monitoring and Camera. Each one includes a group of real time message generating tasks.
The main temporal properties of the messages generated in the HELIX system are presented in Table I , where T i s the period, D is the deadline and P/S stands for PeriodiciSporadic.
In relation to Jitter, we will consider that it is totally dependent of the latency of the application. The latency is the maximum elapsed time between the moment an application task asks for the transmission of a message and the placenient of the message in the transmission buffer. We can ca,nsider a Jitter of Ims for any flow of messages, because lrns << D as presented in Table 1 .
Another important characteristic of this application is the length of the signal #13. Signal # I 3 is the image obtained by the camera and is transmitted from Tlcamera to Rcontrol every 1000 ms. Originally, signal #I3 had a length of 1064 hits. As it is very long, it must he divided in many smaller messages of the maximum size acceptable for CAN frames. The CAN frame is capable to transport up to 8 bytes of data. This way the messages with a size superior to 8 bytes should be broken into fragments and mounted in frames wi1.h the same temporal properties inherited by the original message.
An alternative for the minimization of the load of messages over the net is to insert a data compression algorithm in the node TlCamera and a decompression algorithm in the node Rcontrol. That was already accomplished as shown in Table 1 and resulted in a gain of 40% in size when the image is in JPG or FIG format. Table 2 shows the results of the scheduling test over the group of messages presented in Table 1 (where each message stream is suh-divided according to the related number of messages), considering different transmission rates at the net. Two cases will he analysed: a) supposing that there are no transmission errors; and b) considering that the system under analysis is subject to the following error conditions: n,,,o,=5 and T,,,=lOms. In Table 2 , the grey cells represent, for a given network data rate, message streams that do not respect the deadline restriction, i.e., that can have messages with a response time longer than the related deadline. The results show that the net running at the speed of 125 Kbps cannot tolerate the assumed rate of errors, wit:h all the messages not satisfying their respective deadlines. When CAN runs at the speed of 250 Kbps, only the message 1.2 doesn't satisfy its deadline, resulting that the whole group of messages is considered unschedulahle. For the speeds of 500 Kbps and I Mbps the system can tolerate the presumed error rates, since the group of messages is totally schedulable, with a certain rest.
VI. CONCLUSION
A functional description of the HELIX embarked system was accomplished, consisting of a distributed processing model with a net of the type CAN. For the analyzed group of messages, mathematical models were presented for verification of the warranty of temporary requirements.
The main contribution of this work consists of a detailed analysis of message schedulability for a real process, considering real conditions such as error rate, Jitter, and response time for each generated message.
