In the original article, there were errors in Equations 2 and 3[^1^](#fn0001){ref-type="fn"}. For Equations 2 and 3, *j* should be the participant and *i* the trial/repeated measure (*i* and *j* are swapped for consistency with Equation 1). In Equation 2, ${\overline{Measure2}}_{i}$ should be ${\overline{Measure1}}_{j}$. Additionally, the notation using *c* is confusing in Equation 2 and incorrect in Equation 3. Last, the left side of Equation 3 is incorrect, it should be the predicted value not its mean.

Corrections have been made to the **Background** section, subsection **Rmcorr and ANCOVA**, **Equations and rmcorr Table**, paragraphs four and five:

In Equations 2 and 3, Equation 1 is rewritten for rmcorr to show one measure as a function of its mean value, participant, and the covaried value of the other measure. Note following Equation 1, *i* and *j* are now exchanged for consistency: *j* = participant and *i* = trial or repeated measure.
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*Measure*1 and *Measure*2 are exchangeable.

*Measure*1~*ij*~ is the value of *Measure*1 for the *j*th participant at their *i*th trial.

${\overline{Measure1}}_{j}$ is the mean of *Measure*1 (all *i* trials) for the *j*th participant.

*Participant*~*j*~ is a unique identifier that acts as a dummy or proxy coded variable.

β is the value of the covariate, which is the overall or common slope.

*Measure*2~*ij*~ is the value of *Measure*2 for the *j*th participant at their *i*th trial.

${\overline{Measure2}}_{j}$ is the mean of *Measure*2 (all *i* trials) for the *j*th participant.

ε~*ij*~ is the error for the *j*th participant at their *i*th trial.

Equation 2 is rewritten to calculate the predicted value of the rmcorr regression line for each participant by trial. We drop the error term because we do not fit a confidence interval for the regression line.
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$Measure1_{ij}{}^{\prime}$ is the predicted y-value of *Measure*1 for the *j*th participant at their *i*th trial.

*Measure*2~*ij*~ is the actual x-value which corresponds to the predicted y-value in the regression line.

Please note that the **rmcorr package** has always produced the corrected results.

The authors apologize for these errors and state that they do not change the scientific conclusions of the article in any way. The original article has been updated.

^1^We are grateful to Alexander Wedel for identifying these errors and also thank him for helping correct the equations.

[^1]: Edited and reviewed by: Prathiba Natesan, University of North Texas, United States

[^2]: This article was submitted to Quantitative Psychology and Measurement, a section of the journal Frontiers in Psychology
