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Assessment and Simulation of 
Data-Protection System Performance 
 
Yuichi Taguchi 
 
Abstract 
 
The amount of data generated in the world is explosively increasing due to the “digital 
transformation.” The enterprise companies are trying to acquire valuable knowledge through the 
data analysis, or to automate business operations using models learned from enormous amounts 
of data. With the progress of these technologies, the data itself is recognized as a valuable asset 
today. 
Enterprise companies are working on data-protection by various means in order to avoid 
missing business opportunities due to problem of data access. Disaster recovery is a measure to 
replicate data to a geographically separated datacenter in order to continue business operations 
with replicated data even in a case of large-scale disaster. Since the large-scale earthquake occured 
in Japan, the interest to data-protection is further increasing in enterprise companies. 
One of the performance indices of data-protection system is RPO (Recovery Point Objective). 
RPO is the objective of “recovery point” which is the difference between the time at which the 
problem occurred to data and the time at which recoverable data is generated. The shorter PRO is 
the higher performance. For example, if RPO is 60 minutes, the system is required to be able to 
recover data that is generated within 60 minutes before the time of incident. In other words, this 
means that data loss within 60 minutes is accepted by the organization policy. In order to control 
the risk of data loss, enterprise companies must keep running data-protection to achieve RPO. 
Therefore, in the management of data-protection system, it is necessary to have a function to 
monitor a recovery point constantly in order to judge whether it has achieved RPO or not. In order 
  
to monitor recovery point, it is required to measure the transfer delay time from the site where 
data is created to the site where data is replicated. This research proposes a method to monitor a 
recovery point. A proposed method defines an abstract model of data-protection system. 
According to the model, it is possible to calculate recovery point from the input of the amount of 
write data and the amount of untransferred data that is temporarily stored in upload buffer.  
This method makes it possible to judge whether the system achieves RPO or not. If RPO has 
not been achieved, it is required to enhance system performance with additional system resources. 
On the other hand, if it is found that the performance is too high, there is a possibility that the 
system cost can be saved by reducing the amount of resources. So, it is a challenge of this research 
to discover a best system configuration that achieves RPO and minimize cost as much as possible.  
This research proposes a performance simulation process that is used to estimate an appropriate 
system size. In this method, a calculation formula to estimate the amount of untransferred data 
stored in the upload buffer is defined. With this estimation, it becomes possible to calculate a 
recovery point and to find an appropriate system configuration. 
These proposed methods are verified through experiments. As for performance evaluation, it is 
possible to calculate a recovery point from the input of untransferred data amount. Also, in the 
verification of the simulation of untransferred data amount, we can reduce the gap of simulation 
value and measured value up to 1.9%. This error does not make gaps after the conversion to the 
time of recovery point. So I have concluded that it is sufficiently accurate as a simulation. By 
applying this simulation to system sizing, there is a possibility to reduce 89% of system cost in 
comparison to the configuration that is designed to fit a peak workload. Through these 
experiments, the effectiveness of this proposal is demonstrated. 
 
  
  
 
データ保護システムの性能評価および 
サイジング方式の研究 
 
田口 雄一 
 
概  要 
 
近年，デジタル化の進行によりデータ量が爆発的に増加している。企業や政府では，
膨大な量のデータ分析による新たな知見の獲得や，データから学習したモデルによって
様々な業務プロセスを自動化するといった試みが盛んに進められている。こうした技術
の発展により，データそのものが価値ある資産と認知されるようになった。 
企業はデータ消失を原因として事業機会を逸することを避けるため，様々な手段によ
るデータ保護に取り組んでいる。そのひとつであるディザスタリカバリは，地理的に離
れた拠点にデータを複製することで，大規模な障害が発生しても，複製されたデータで
事業を継続しようとする対策である。東日本大震災以降，企業では遠隔サイトにデータ
を冗長化する「データ保護システム」への関心がさらに高まっている。 
データ保護システムの性能指標のひとつが RPO（Recovery Point Objective）である。
RPOは，データに問題が発生した時刻と，同時刻から遡って復旧可能である時刻との差
である「リカバリポイント」の目標値であり，短時間であるほど高い性能が要求される。
一例として RPO が 60 分に設定されていれば，同システムは問題発生時刻から遡って
60分以内のデータに復旧できることを求められる。言い換えれば，これは 60分未満の
データ消失を許容することを意味している。データ消失リスクをコントロールするため
に，企業は RPOを達成するよう適切にシステムを運用しなければならない。 
そのためデータ保護システムの運用管理においては，稼働しているシステムのリカバ
リポイントが RPO を達成しているかどうか，常時監視する仕組みが必要となる。リカ
バリポイントを監視するためには，データの生成時刻と，同データが別拠点に記録され
  
る時刻の差（転送遅延時間）を測定すれば良い。しかしながら，この時差を測定する汎
用的な手段が存在しないため，RPO を達成しているかどうか判定できないことが課題
となる。そこで本研究では，データ保護システムの構成と処理手順を抽象モデルで表し，
リカバリポイントを計算によって予測する汎用的な性能評価方式を提案する。この方式
では，転送処理の過程でバッファに滞留するデータ量を入力として遅延時間を計算する
ことにより，リカバリポイントの監視を可能とする。 
リカバリポイントの監視が可能になることで，同システムが性能目標 RPO を達成し
ているかどうか判定できるようになる。判定の結果，RPOを達成していなければシステ
ムリソースを増強して性能を上げる必要がある。逆にもし性能が過剰であると判定され
た場合には，リソースを削減することでその費用を削減できる可能性がある。その実現
にあたっては，RPOを達成し，かつできるだけ費用が少なくなるシステム構成を発見す
ることを目指す。 
本研究では，上記の条件を満たす適正なシステムサイズを予測する性能シミュレーシ
ョン技術を提案する。この方式では，バッファに滞留する未転送データ量を算出する計
算式を定義する。この予測値をさらにリカバリポイントに換算することで，PROを達成
する構成であるかどうか判定可能となる。同シミュレーションの適用により，性能目標
を達成し，かつリソース量が過剰にならない適切なシステム構成を導出することができ
るようになる。 
以上のシステム性能評価およびサイジング方式を提案し，実験を通じて検証した。性
能評価については，実験環境で観測された未転送データ量を入力として，リカバリポイ
ントを計算できることを示した。システムサイジング方式の検証にあたっては，シミュ
レーションによる未転送データ量の予測値と，実測による測定値の誤差を 1.9%まで縮
めることができた。これはリカバリポイントに換算すると誤差が発生しない程度の違い
でしかなく，シミュレーションとしては十分に高精度であるとの結論に至った。またこ
のサイジング方式の適用により，負荷のピークにあわせた構成と比較して 89%のシステ
ムコストを削減できる可能性があることがわかった。これらの実験と考察を通じて，本
提案の有効性を実証した。 
本研究により，データ保護システムの運用管理 PDCAサイクルを確立し，RPO（すな
わちデータ消失リスク）に応じたシステム性能の調整を可能とした。特に通信回線をは
  
じめとするシステムリソース量を，リスクとコストに従って適切に決定することが可能
となった。 
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1章 序論 
 
1.1. 背景と目的 
今日，情報システムは企業活動にとって不可欠な基盤である。企業情報システムは
日々大量のデータを生成し，その蓄積量は増加の一途をたどっている [1] [2] [3]。さら
に企業が保有する膨大なデータから新たな知識や情報を発見しようとする試みが多く
なされているように，データそのものが価値ある資産と認識されるようになっている 
[4] [5] [6] [7] [8]。また企業ではひとたびデータ消失が起これば事業機会を逸するだけで
なく，顧客からの信頼や社会的信用を失うといった重大なリスクが認知されている [9]。
このようにデータ保護は企業経営にとって重要課題のひとつであり，様々な対策が講じ
られている [10] [11] [12] [13]。データ保護には重要度に応じていくつかのレベルがある。
重要なデータについては，一般的なストレージの冗長化 [14]やローカルバックアップ
にとどまらず，火災や停電のような拠点規模の損害，さらには地震や水害など自然災害
による広域被災への対策が求められる。こうした大規模災害においてもデータを保護し，
業務継続を可能とするために，データ保護システムが有用である。データ保護システム
は，距離を隔てた二つ以上の拠点にデータを複製し，冗長化しておくことで，ある拠点
で障害が発生した状況にあっても，別の拠点からデータを復旧して業務を継続しようと
するものである [15] [16]。 
このとき，データを生成する拠点から複製データを保管する拠点へのデータ転送が遅
延すると，その時点で冗長化されないデータが発生する。冗長化されていない状態のデ
ータは，インシデント発生時に失われるリスクがある。このデータ保護システムにおけ
るデータ消失リスクは，インシデント発生時刻と，同時刻から遡って復旧可能な時刻と
の差である「リカバリポイント」に該当する。言い換えると，このリカバリポイントが
短時間であるほど，高いデータ保護性能が要求されるということになる。本研究では，
リカバリポイントを計算し，常時監視可能とする性能評価方式を提案する。 
ディザスタリカバリを目的とする従来のデータ保護システムは，ストレージやデータ
ベースのコピー機能で実装されてきた。これはデータを生成する拠点と，その複製を保
管する拠点のそれぞれに対となるストレージあるいはデータベースを設置し，継続的に
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データをコピーするものである。これらの機能はストレージやデータベースの開発元ベ
ンダによって設計された独自仕様であり，性能管理をはじめとする運用方式もあわせて
同ベンダによって提供された [17]。拠点間の回線帯域をはじめとするシステム構成も
また，同ベンダの協力のもと利用者がほぼすべて設計する必要があった。 
その後クラウドが普及すると，複製データを保管する待機用のサイトを企業が自ら設
置するのではなく，代わりにクラウドをバックアップデータの保管先とすることで大幅
なコスト低減を見込めるようになった [18]。その実装方式のひとつが，クラウド事業者
が提供するゲートウェイサービスである。ゲートウェイはデータを生成するユーザの拠
点（オンプレミス環境）で動作し，書き込まれたデータを継続的にクラウドに転送する。
このクラウドゲートウェイの運用においては，データ転送遅延時間の監視および制御が
課題となる。クラウド事業者は従来のストレージ事業者のようにデータ保護性能に責任
を負わないため，データ消失リスクの管理機能が提供されない。そこで本研究ではクラ
ウドゲートウェイにも適用できる，標準的なパラメータだけを用いたシステム性能評価
方式の確立を図る。 
データ消失リスクを低減するためには十分な量のシステムリソースを設けて高性能
化すれば良いが，これはコスト増の要因にもなり得る。したがって，システムへの負荷
および性能，コストのバランスを定期的に検証し，常に適正なシステムサイズに調整す
ることが求められる。本研究では性能目標を達成し，かつリソース量が過剰でない構成
を見積もる性能シミュレーション方式を提案する。性能シミュレーションを通じて負荷
に応じた適正システム構成を導出可能することで，システム運用管理における PDCAサ
イクルを確立し，コスト低減に寄与する。 
 
まとめると，本論文は以下の貢献を果たす研究に位置づけられる。 
 
⚫ データコピー機能の実装に依存せず，標準的なパラメータだけで実現するデータ
保護システム性能（リカバリポイント）評価方式の確立 
⚫ 性能シミュレーションを通じて，システム性能とコストを適正化するシステム構
成設計（システムサイジング）方式の確立 
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⚫ クラウドの普及によりシステム実装や運用管理手法が変化したデータ保護にあ
っても，そのシステムリソース量を調整してトータルコストを抑える運用管理サ
イクル（PDCAサイクル）の確立 
 
1.2. 論文の構成 
本論文は，全８章の構成である。各章の構成を図 1.1に示す。 
 
1章 序論
４章 データ保護の重要性と
可用性向上に向けた取り組み
５章 データ保護システムの
性能評価技術の提案
６章 データ保護システムの
サイジング技術の提案
７章 提案方式の評価
８章 結論
２章 関連研究 ３章 情報システムの変遷
 
図 1.1 論文の構成 
 
第 2章では，本研究に関連する過去の研究について述べる。ディザスタリカバリの計
画やシステム要件，性能監視に関わるこれまでの研究をまとめた上で，本研究の位置づ
けを明らかにする。 
第 3章では，本研究の対象である情報システムの変遷について述べる。特にアーキテ
クチャ，システム開発手法および運用管理手法の変化の過程を整理し，本研究の対象領
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域を明らかにする。また本研究の背景として，データ保護の重要性がより高まってきた
理由のひとつである，データ利活用技術の潮流について述べる。 
第 4章では，データ保護に対する期待の高まりと，データ消失リスクをコントロール
することの必要性について考察する。データ転送遅延によって生じるデータ消失のリス
クを定義し，その性能指標であるリカバリポイントの運用管理が本研究の目的であるこ
とを示す。さらにデータ保護システムの実装方式を整理し，本論文のターゲットを明確
にする。 
第 5章では，データ保護システム性能評価方式を提案する。本方式では，データ保護
システムの構成と振る舞いをモデルとして定義し，同モデルにもとづいてリカバリポイ
ントを算出する計算式を策定することで，日常的な監視を可能とする。 
第 6章では，データ保護システムの構成を適正化するサイジング方式を提案する。こ
れは机上設計したシステムの性能を予測するシミュレーション技術である。同シミュレ
ーションを様々な想定で適用することで，性能要件を達成し，かつコストが最小となる
ケースを選択することが可能となる。 
第 7章では，ストレージを使ったデータ保護システムと，クラウドサービスを使った
システムのそれぞれについて，上記の性能評価方式およびサイジング方式の検証を行な
う。実際に企業データセンタで発生した負荷（書き込みデータ量）を入力としたリカバ
リポイントの予測を行い，その妥当性を考察する。また，クラウドサービスで実装した
データ保護システムの実験環境を用い，性能シミュレーションの精度を検証する。さら
に負荷のピークにあわせたシステム構成と比較して，システムサイジングの適用による
コスト削減効果を見積もり，本研究の有効性を考察する。 
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2章 関連研究 
 
2.1. 関連する研究カテゴリ 
クラウドコンピューティングは，グローバル規模に分散された IT リソースを自在に
共有できる優れた特長により，普及の一途を辿っている [19]。一方で，クラウドにおい
てはビジネスの継続性やユーザ満足度を向上するために考慮すべきリスク管理，障害発
生後の回復の仕組みなど，セキュリティに関わる様々な問題が提起されている [20]。図
2.1 に示すとおり，自然災害だけでなく操作ミスなど人災によるトラブルは，高価なサ
ービスの中断を招く原因となる。これらのリスクを避けるため，ディザスタリカバリの
研究が進められてきた。文献 [20]によれば，データにトラブルを生じた原因のうち，自
然災害は 50%に留まり，それ以外は電力供給の停止やサーバのハードウェア障害，セキ
ュリティによる侵害などに起因している。したがって，ディザスタリカバリは希に起こ
る自然現象だけでなく，停電や操作ミスなど発生頻度の高いあらゆる障害への対策であ
ることが求められる。 
 
 
図 2.1 事業停止の原因 
 
表 2.1にディザスタリカバリ，すなわちデータ保護に関わる研究を分類する。このう
ち，“計画と運用に関する研究”が本研究に関連するカテゴリに該当する。以下これら
の関連研究についてまとめた上で，本研究の位置づけを明らかにする。 
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表 2.1 関連研究カテゴリ 
# 研究カテゴリ テーマ・内容 節 
1 実行に関する研究 通常稼働時のデータコピー技術 － 
2  障害発生時のリカバリ技術 － 
3 計画と運用に関する研究 システムコスト 2.2 
4  システム性能設計 2.3 
5  システム運用管理 2.4 
 
2.2. データ保護システムのコスト 
文献 [9]では，システム停止によって生じるロスコストを見積もる簡易な計算式を提
案している。 
 
 ダウンタイム１時間あたりの平均コスト 
＝ １時間あたりの従業員コスト × システム停止の影響を受ける従業員数 
 ＋ １時間あたり平均収入 × システム停止の影響を受ける収入 
 
さらにダウンタイムによるロスコストについて，ひとつの典型例が示されている。 
 
表 2.2 システムダウンタイム１時間あたりのロスコスト 
# 業種 コスト 
1 証券取引 $6,450,000 
2 クレジットカード認証 $2,600,000 
3 Ebay $225,000 
4 Amazon.com $180,000 
5 宅配サービス $150,000 
6 通信販売 $113,000 
7 航空券予約 $89,000 
8 ATMサービス $14,000 
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表 2.2 のとおり，文献 [9]によれば被災時のロスコストは業種やサービスによって異
なる。またデータ保護は企業にとっての重要課題である一方，それ自体が利益を創出す
るものではないため，コストをできるだけ抑えることが求められる。したがって，デー
タ保護には被災時のロスコストを上回るコストをかけるべきではないと判断できる。 
 
文献 [18]ではデータ保護にかかる一年あたりのシステムコスト CostTotalを下記のよう
に定義している。 
  
CostTotal = CostInitial + CostOngoing + Costdisaster 
 
CostInitialは初期導入コストの総額を表す。運用コスト CostOngoingは，年間のストレー
ジコスト・データ転送コスト・計算機コストの合計に一致する。Costdisasterはリカバリ
費用など被災時に発生するコストの総額とされる。 
 
文献 [21]ではバックアップサイトのサービスレベルを３段階に区分し，そのコスト
を比較している。これらを表 2.3に示す。#1のオンサイトはバックアップシステムを別
の拠点に設けるのではなく同一サイト内に構築する方式，#2 のコロケーションはデー
タセンタ事業者から建物や設備を調達する方式，#3 はバックアップにクラウドサービ
スを利用する方式である。 
 
表 2.3 バックアップサイトの運用 
# 方式 同期 
頻度 
バックアップの 
独立性（距離） 
CostInitial CostOngoing Costdisaster 
1 オンサイト 高 低 高 Depends 高 
2 コロケーション 中 高 中 Depends 高 
3 クラウド 低 高 低 Depends 低 
 
コロケーションに対してクラウドへのバックアップがコスト面で有利であることは
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文献 [22]でも検証されている。クラウドを活用することで，コロケーションと比較して
85%のコストを削減できることが示されている。ただし，クラウドに置かれたデータの
保護や可用性はクラウド事業者の運用に依存するため，ユーザ自身がコントロールでき
ないことが制約となる。この依存性を回避するために，汎用的な手法でクラウド間のデ
ータ移行（マイグレーション）をする手法が提案されている [23]。 
 
コストを下げることは性能の低下につながるため，そのバランスを適正に設計するこ
とが求められる。クラウドが普及する以前の従来型ディザスタリカバリサービスは，占
有モデル（Dedicated）と共有モデル（Shared）のふたつのアプローチに分類される。占
有モデルでは IT リソースが単一ユーザに割り当てられるため，コストと性能の両方が
高い実現方式である。一方，共有モデルは複数のユーザにリソースを割り当てるため，
コストと性能の両方が低下する。これに対し図 2.2に示すように，クラウドコンピュー
ティングによるディザスタリカバリが占有モデルの高性能と共有モデルの低コストの
両方の利点を得るモデルであることを文献 [20]では示している。 
 
Speed to Recovery
Cost
Weeks Days Hours Minutes
Lows
High
Shared
Dedicated
Cloud
 
図 2.2 ディザスタリカバリモデル 
 
2.3. データ保護システムの性能設計 
データ保護のリスクを管理するために，既に二つのシステム性能指標が浸透している。
図 2.3にその考え方を示す。 
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RTORPO
▲復旧時点
最終
バックアップ▲ 被災
Time
 
図 2.3 性能指標（RPOと RTO） 
 
Recovery Point Objective（RPO）： 
データがリストアされる最終バックアップ時点（最終的に失われるデータ量を反映す
る時点）までの時間の長さ 
 
Recovery Time Objective（RTO）： 
停止から操作の復旧までの時間の長さ 
 
表 2.4 ディザスタリカバリのレベル 
Tier # 項目 RTO RPO 
1 Point in Timeテープバックアップ 2-7日 2-24時間 
2 リモートサイトへのテープバックアップ 1-3日 2-24時間 
3 Point in Timeディスクコピー 2-24時間 2-24時間 
4 リモートロギング（データベース） 12-24時間 5-30分 
5 リアルタイムリモートロギング（RRDF） 1-12時間 5-10分 
6 リモートコピー（ストレージコントローラ） 1-4時間 0-5分 
7 リモートコピー＋フェイルオーバー 0-60分 0-5分 
 
データ保護システムは，これらの目標値を達成するように運用することが求められる。
一例として文献 [24]では，表 2.4に示すとおりデータの重要性に応じてディザスタリカ
バリのレベルを分けることが提案されている。クリティカルなデータについては分オー
ダの RPOおよび RTOが要求される一方，重要でないデータは 24時間ごとのテープバ
ックアップで十分であり，これらの使い分けを計画するべきである。なお，表中“Point 
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in Time”とは継続的にリモートサイトへデータを転送するのではなく，ある時点でまと
めて処理するバックアップ手法を指す。 
 
データ保護システムの運用においては性能を保証することと同様に，コストを下げる
ことも重要な要件とされる。文献 [11]は，データ保護システムの設計を性能とコストの
最適化問題と捉え，その自動計算ツールを考案した。図 2.4に示すように，データ保護
システムにおいて性能とコストはトレードオフの関係にあり，そのバランスを適正化す
ることがひとつの課題となる。データ保護システムにおいて，想定を超える高い負荷に
も耐えられる性能を備えた構成設計（オーバープロビジョニング）を行った場合，通常
稼働時に過度のコストが発生するが，障害あるいは災害発生時に発生するコストを抑え
ることができる。逆に想定負荷を下回る性能にあわせた設計（アンダープロビジョニン
グ）の場合は，通常稼働時には低コストで運用できるが，被災時にデータ消失やサービ
ス停止といった追加コストが生じる可能性がある。データ保護システムの設計において
は，こうしたトレードオフの関係を十分に理解し，最適なバランスを導出することが求
められる。 
 
システムサイズ(性能)
システム
コスト ($)
CostOngoing：通常時の運用コスト
Costdisaster：被災時の運用コスト
＋損失コスト
 
図 2.4 性能とコストのトレードオフ 
 
文献 [11]では，コスト要件を入力として，適切なデータ保護ソリューションを出力す
るツールを考案した。RPOや RTOといったシステムパラメータを利用する代わりに，
被災時に許容できる経済的損失（ロスコスト）を Penalty Ratesパラメータとしている。
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またバックアップサイトへのデータコピー方式として「ストレージコントローラ」「リ
モートミラーリング」「テープバックアップ」の３種類を想定し，各方式の振る舞いを
簡易な数式によるモデルで定義した。さらに，同システムが想定するワークロード（デ
ータ書き込み負荷）を 11種類の定数の組み合わせで表現した。図 2.5に示すように，こ
れらの入力を与えることで，要件を達成するバックアップ方式に加え，データ消失とデ
ータ回復に要する損失を計算する最適化エンジンが提案された。 
 
システム要件
・ 想定災害
・ コスト要件
モデル
・ ワークロード
・ ストレージ
・ ミラーリング
・ テープバックアップ
他
システムデザイン
・ バックアップ方式
・ 損失見込(データ消失)
・ 損失見込(ダウンタイム)
最適化
エンジン
 
図 2.5 ディザスタリカバリ設計ツールの構造 
 
これをより具体的な実装に近づけた研究もある [25] [26]。この研究は IBM社とその
パートナー企業が提供する８種類のデータコピー技術から，要件に適合する方式を導出
するツールを提案した。同ツールは想定する障害規模や RPO，RTO といった要件を，
事前に構築したナレッジベースに照合することで，推奨するコピー手段やシステム構成
を出力する。このツールによれば，IBM社製ストレージやデータベース(DB2)，VMware
社のサーバ仮想化ソフトウェアに特化したシステム構成案を獲得することができる。 
 
データコピー技術については，特に同期方式と非同期方式のふたつがある [27]。同期
方式はより RPO と RTO のいずれについても高い性能目標を保証することができるが，
複製処理にかかる時間がアプリケーションの性能を低下させるリスクがある。したがっ
てデータ転送遅延を短時間に抑えるために必要なコストは高額になる。一方，非同期方
式では複製処理がアプリケーション処理のオーバヘッドとはならないため，低いコスト
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で運用することができるが，逆に保証できる RPOおよび RTOは劣化する。これらのト
レードオフを鑑み，最適なコスト・性能バランスを実現することが重要である。 
 
さらに，ディザスタリカバリではデータを生成するサイト（プライマリサイト）から
距離を隔てた拠点（バックアップサイト）に複製したデータを保管するが，そのバック
アップサイトの運営費が問題となり得る。文献 [22]では，バックアップサイトの運営手
段を３段階に区別し，用途に応じて使い分けることでコストの抑制に取り組むべきであ
ることを提案している。 
 
Hot Standby： 
バックアップサイトに常時稼働する待機系のサーバを設置し，継続的なミラーリング
を実行する方式。復旧時にはこれを即座に稼働させて業務を継続する。待機系のシステ
ム環境を一式用意しておく必要があるため，コストは高価となる。 
 
Warm Standby： 
データを同期あるいは非同期レプリケーションで継続的にバックアップサイトに複
製する方式。復旧時にはアプリケーションサーバをはじめとするシステム環境を稼働す
るが，これらは通常時は稼働させずオフラインとしておく。そのため起動時にオンライ
ンになるまで数分程度の時間が発生するが，その遅延を許容することでコストを抑制に
寄与する。 
 
Cold Standby： 
データを継続的に複製するのではなく，スケジュールされたタイミングでまとめてバ
ックアップを取得する。スケジュールに依存するが RPOは数時間から数日程度となる。
また復旧時にはハードウェアを倉庫から持ち込む他，開発・テストなどの時間を要する
場合があるため，RTOは数時間から数日程度となることが見込まれる。事業継続性や可
用性の面では物足りない反面，安価なコストで実現できる方式である。 
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以上のバックアップサイト運営方針を表 2.4に適用すると，#1から#3がCold Standby，
#4と#5がWarm Standby，#6および#7が Hot Standbyに分類される [18] [21]。 
 
2.4. データ保護システムの運用管理 
文献 [17]は非同期リモートコピー方式を対象として，リカバリポイントを監視する
技術を提案している。非同期方式では転送するデータがバッファに滞留し，遅延が発生
する可能性がある。そこで，バッファの入口と出口でそれぞれ計測したライトシーケン
ス番号（複製するデータの断片に付与される順序番号）の差（タイムラグ）を調べるこ
とで，バッファ滞留時間を計測する。このタイムラグをリカバリポイントと見なすこと
で，監視を実現できることを示している。 
 
2.5. 実証基盤 
クラウドを活用したディザスタリカバリ研究に利用されてきたプラットフォームを
以下にまとめる。 
 
(1) RUBiS 
RUBiS [22]は，ディザスタリカバリとサービスレベルに基づいたコスト最適化の検証
を目的としたアーキテクチャであり，バックアップサイトにクラウドを採用している。
通常運用時はレプリケーションモードで動作し，継続的にデータをクラウドへ転送する。
被災時にはフェイルオーバーモード（復旧モード）となり，実行系をクラウドに切り替
えて業務継続を試みる。フェイルオーバーモードでアクティブとなるクラウド側のリソ
ースはレプリケーションモードでは使用されない。そこで通常稼働時には余剰資源を他
の用途に貸し出すといったコスト削減の仕組みを提案している。 
 
(2) PipeCloud 
PipeCloud [28]は，データ複製に独自技術である“Pipeline Replication”を活用したプラ
ットフォームである。非同期コピーの性能と同期コピーの一貫性（Consistency）の両立
を図るため，WEB サーバの応答処理，データベースの更新処理，クラウドへの転送処
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理を並行実行する。それぞれの処理のタイミングを調整し，最終的なWEBクライアン
トへの応答を待たせることで全体の性能を上げる仕組みとなっている。 
 
(3) Remus 
Remux [29]は Xenハイパーバイザベースのクラウドプラットフォームでありながら，
データレプリケーションにはストレージを採用している。データ転送の過程で特定のタ
イミングにおいて“チェックポイント”を設け，それまでのデータをすべてバックアッ
プ側の RAMに格納する。すべての書き込みデータを転送するため，より高品質なデー
タ転送ネットワークが必要となる。 
 
(4) Romulus 
Romulus [30]は，KVM ハイパーバイザをベースとしたディザスタリカバリシステム
であり，Remusの改良版に位置づけられる。Romulusはデータ複製用のバッファを新た
に追加することで，Remusの信頼性における問題（Single Point of Failure）を解決してい
る。またチェックポイントごとにすべてのデータを転送するまで，アプリケーション性
能が低下する問題を解決するため，ネットワークの出口にもバッファが追加された。 
Romulusの７ステップによる耐障害アルゴリズムは，データだけでなく VMの整合性
を保証する基本的なプロセスを示しており，広く引用されている。 
 
(5) Kemari 
Kemari [31]は，仮想マシンの同期によるクラスタ技術である。Xenハイパーバイザを
ベースとしたプラットフォームであり，イベントを契機に同期を行うことで，アプリケ
ーションに依存せずサービスを継続できる。 
 
上記以外にも，Taiji [32]，SecondSite [33]，HS-DRT System [34]，Disaster-CDM [35]，
などのプラットフォームが開発されてきた。 
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2.6. 本研究の位置づけ 
本研究は，性能要件を達成するデータ保護システムの運用管理に関し，特に RTO で
はなく RPOを達成する技術を提案する。RPOは既に普及している性能指標であるにも
関わらず，その測定を実現する汎用的な技術が確立されていない。文献 [17]は，ストレ
ージの内部パラメータであるシーケンス番号に着目したリカバリポイント監視技術を
提案している。しかしながら，このようなパラメータは外部には非公開であるため，ス
トレージを供給するベンダしか利用できないという制約がある。加えてコピー方式はベ
ンダごと，あるいは製品ごとに独自の設計であるため，それぞれに特化した測定機能の
実装が都度必要となる。したがって，リカバリポイントの監視にあたっては，製品の内
部パラメータを活用しない汎用的な手法の確立が課題となる。本研究では，書き込みデ
ータ量などの標準的な監視メトリックを使用することで，ベンダの製品仕様に依存しな
いリカバリポイント監視技術を提案する。 
 
また 2.3節に述べたとおり，データ保護システムの計画にあたっては，性能とコスト
の最適化問題に取り組まなければならない。文献 [11]はこの問題に対し，システムの振
る舞いをモデルで表現し，計算によって最適解を導出するアプローチを提案した。同研
究は経済指標（データ消失などの損失コスト）を入力として採用すべきシステム構成を
判定するが，この損失コストはシステム設計段階ではなく，より上流の経営計画の段階
で考察するべきパラメータであることに注意が必要である。すなわち同技術は，システ
ム設計より上流工程である経営計画段階で活用する技術に位置づけられる。システム設
計段階ではRPOあるいはRTOといった具体的な指標によって構成を設計しなければな
らないため，本研究では，RPOを達成するシステム構成の設計に取り組む方針とした。
本方式では，RPOを達成しながらも，最小のコストでデータ保護を実現するシステム構
成を導出することを可能とする。 
 
文献 [25] [26]は IBM社や VMware社の製品を活用したシステム構成を計画するツー
ルを開発したが，その実行にあたっては，各々の製品仕様に基づくナレッジを事前に構
築しておく必要がある。しかしながら，製品の挙動や制約を構造化したナレッジを策定
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できるのは，その内部仕様を熟知した開発関係者に限られるため，これは一般に応用で
きる手法であるとは言いがたい。加えて，この手法では製品の更新にあわせてナレッジ
を更新しなければならないことも問題となる。これに対し，本研究は製品仕様に依存し
ない汎用的なシステム設計方式を提案する。前述のとおり，本研究では製品やサービス
の仕様に特化せず，標準的なシステム管理パラメータだけを利用することで，様々な実
装に応用できる手法の確立を目指す。 
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3章 情報システムの変遷 
 
3.1. マクロトレンド 
本研究は，様々なデータを取り扱う計算機システムを対象とする。以下，これを情報
システムと記す。情報システムを具現化する形態は，技術の進化，取り扱うデータの種
類と量，アプリケーションや利用目的などの要因によって時間とともに変化してきた。
本章ではこれらの変遷をマクロな視点で整理した上で，本研究が対象とする領域を明確
にする。 
 
システム種別
システム
アーキテクチャ
システム開発
システム
運用管理
データ活用
SoR
System of Record
SoE
System of Engagement
SoI
System of Insights
メインフレーム オープンシステム クラウド IoT
エッジコンピューティング
ウォーターフォール アジャイル
専用
ソフトウェア
標準
プロトコル
API+OSS
構造化データ 非構造化データ リアルタイムデータ
Data at Rest Data in Motion
1980 2000 2018
 
図 3.1 情報システムのマクロトレンド 
 
図 3.1に情報システムの変遷を示す。情報システムは，利用目的や技術の変化に沿っ
て，システムアーキテクチャ，開発と運用手法，取り扱うデータなどそれぞれが進化し
てきた。情報システムは企業や公共団体などの様々な基幹業務に利用されてきたが，従
来の用途は，取引情報や顧客情報などの記録と参照であった。こうした目的で開発され
た情報システムは“System of Record（SoR）”と呼ばれる [36]。これに対し，企業と顧
客，あるいは個人と個人など，様々な関係をつなぐことを目的としたシステムは“System 
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of Engagement（SoE）”に分類される [36]。一例として，WEBサービスや SNSの分野で
は利用者の趣向や位置情報に応じた広告のカスタマイズにより，その効果であるエンゲ
ージメント率を高めようとする。このように企業と利用者の関係を結びつけることを狙
いとした情報システムを SoEと総称する。 
 
表 3.1 System of Recordと System of Engagement 
# 項目 SoR (System of Record) SoE (System of Engagement) 
1 目的 データを確実に記録 人やモノをつなげて 
新たな価値を創出 
2 アプリ 勘定系，ERP他 SNS，WEBサービス他 
3 要件定義 要件が固定的であるため 
事前要件定義が可能 
市場や顧客の状況に応じて 
常に要件が変化 
4 データ構造 構造化データ，RDB 非構造データ 
5 システム開発 ウォーターフォール型 アジャイル開発 
6 用途・期待 信頼性・可用性， 
トランザクション性能， 
データの完全性， 
従来システムからの移行， 
従来システムとの互換性 
システム更改の容易性・俊敏性
（アジリティ）， 
APIによるシステム間接続， 
短期開発や継続的改善 
 
SoRと SoEでは，求められる要件が異なる。SoRの運用においては，記録を失わない
ことに加え，いつでも安定して記録を参照できること，すなわち信頼性や可用性を最も
重要と位置づける。金融機関が預貯金の記録を消失したり，預金残高を照会できないと
いったことがあってはならないため，これは当然の要件といえる。一方で SoEでは利用
者の要求にいち早く応えるためのアップデートや，経験価値を高めるためのインタフェ
ース改善，あるいはアプリケーションの不具合修正など，開発成果を次々にリリースす
ることが求められる。SoR が信頼性を担保するために入念な事前設計やテストを行い，
数ヶ月に一度のシステム更改といった運用を前提とするのに対し，SoEは計算リソース
  
19 
 
やストレージリソースを需要に応じて増減させながら，毎日のようにソフトウェアを更
改する。このように，SoRと SoEではシステムアーキテクチャおよび開発，運用手法に
大きな違いがある。本章ではこれらの違いについて整理する。 
 
2010 年にはビッグデータの概念が登場し，膨大な量のデータに基づいた分析を通じ
て新たな知見を獲得しようとする取り組みが活発に行われるようになった。これを実現
する情報システムは“System of Insight（SoI）”に分類される [37]。SoIには，多種多様
なデータを集め，蓄え，整理して分析する機能に加え，データそのものや分析結果を安
全に公開するインタフェースの実装などが求められる。分析するデータは，SoRに記録
されたビジネスデータならびにWEBなどの公開情報だけでなく，フィールドに設置さ
れたセンサおよびカメラから集まるデータも対象となる。様々なモノ（Thing）をネッ
トワークに接続し，センサやアクチュエータによって監視・制御する概念は“Internet of 
Things（IoT）”と呼ばれる。企業では，これまでネットワークに接続されていなかった
設備や機器，人の振る舞いをセンサあるいはカメラによってデジタルデータに換え，監
視・制御可能となるように自社の仕組みを変革する「デジタルトランスフォーメーショ
ン」に取り組もうとしている。これまで把握できなかった事象をデジタルデータで可視
化し，様々な洞察を得ることでコスト低減や売上拡大といった経営課題を解決できるよ
うになることが期待されている。 
米国の調査会社 IDC は，こうした SoE や SoIを実現する新しいシステムを「第３の
プラットフォーム」と定義している [38]。その主要構成要素はモバイル，ソーシャル，
ビッグデータ，クラウドの４つであり，それらが登場する以前の SoR を構成するプラ
ットフォーム（第１，第２のプラットフォーム）とは別の市場を形成すると予測してい
る。 
 
本章では以下，システムアーキテクチャ（3.2節），システム開発（3.3節），運用管理
（3.4 節），データ活用（3.5 節）の変遷を順に整理し，さらにこれからの社会課題解決
に向けた情報システムの役割を考察する（3.6節）。これらの整理に基づき，本研究のス
コープを明確化する（3.7節）。 
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3.2. システムアーキテクチャ 
 
3.2.1. メインフレーム 
メインフレームは 1980 年代に普及した汎用大型計算機である。その歴史は長く，多
様な進化を遂げてきたが，基本的にはメーカー独自規格のハードウェアならびにソフト
ウェアによって性能や信頼性を高めてきた計算機システムである [39]。性能と信頼性
に優れる一方，その構築や運用保守はメインフレームベンダに依存する以外の選択肢が
限られ，販売価格や保守費用が非常に高価であると言われている。その一方で複数ワー
クロードの並列処理や大規模バッチ処理での性能と信頼性の高さから，特に企業の基幹
業務に採用されてきた。 
計算機システムに対する要求性能がさらに高まると，ホストコンピュータの数を増や
して対応した。さらにワークロードの増加にあわせてデータ量が増えてくると，今度は
ストレージ利用効率が課題となった。こうした課題の解決に向け，計算処理を実行する
ホストコンピュータと，データの記録と保管を行うストレージを分離する SAN（Storage 
Area Network）のアーキテクチャが登場した。SANによりストレージサブシステムは複
数のホストで共有され，容量利用効率の向上とデータ集約による運用管理負担の軽減が
図られるようになった。ストレージサブシステムは，数千台規模のハードディスクドラ
イブ（HDD），読み書き要求を処理する数十台～数百台のプロセッサ，ディスクキャッ
シュ，サーバとのインタフェース部，ディスクとのインタフェース部とこれらを結合す
る機構などの要素で構成する。SAN で最も多く普及している接続形態は FibreChannel
（FC）である。FibreChannelは ANSI T11委員会で標準化されたネットワーク技術であ
り，SCSIプロトコルや FICON（Fiber Connection）プロトコルを用いたデータの読み書
きが可能である。FICONはメインフレーム用の入手出力インタフェースである ESCON
（Enterprise System Connection）互換のデータ入出力プロトコルである [40]。 
 
3.2.2. オープンシステム 
メインフレームがメーカー独自規格のコンピュータをベースに開発されたシステム
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であるのに対し，公開された仕様に準拠したハードウェアおよびソフトウェアを利用し，
またその要件を満たすために様々なベンダの製品を組み合わせて構築するシステムを
オープンシステムと称する。データセンタに構築された基幹系業務システムは，特に
UNIXサーバとデータベースで構成するケースが多い。 
90年代にはイーサネットによる LAN（Local Area Network）技術が普及し，PC（Personal 
Computer）が相互に接続されるようになった。PC は業務システム（サーバ）にアクセ
スするための端末（クライアント）としての役割を担った。このサーバとクライアント
で構成するシステムが，クライアント・サーバシステムである。同システムにより，デ
ータセンタでの集中処理と，クライアントの分散処理を組み合わせて効率的な運用が可
能となった。 
1990 年代後半になると，計算処理を実行するサーバと，データの記録と保管を行う
ストレージを分離してネットワーク接続する実装形態がさらに発展した。表 3.2に示す
とおり，サーバにストレージを直接接続する DAS（Direct Attached Storage），ストレー
ジ専用のネットワークで接続する SAN（Storage Area Network），LAN経由でサーバにフ
ァイルストレージを接続する NAS（Network Attached Storage）の中から，システムの目
的やデータ量に応じて適切な実装を選択できるようになった [40]。 
 
表 3.2 ストレージシステムの実装 
# 種別 実装形態 メリット デメリット 
1 DAS サーバとストレージを 
SCSIや FibreChannelで 
直結 
導入コストが低い 容量利用効率が悪い 
運用管理が面倒 
2 SAN 複数のサーバと複数の 
ブロックストレージを 
ネットワークで接続 
アクセス性能が高い 
容量利用効率が良い 
運用管理が容易 
導入コストが高い 
3 NAS ファイルストレージを 
LANに接続，複数の 
クライアントで共有 
導入が比較的容易 
容量利用効率が良い 
アクセス性能が LAN 
に依存，ネットワーク
性能低下の要因 
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SAN を構成するネットワークの実装にはさらにいくつかのバリエーションがある。
前述のとおり，SANの普及段階では Fibre Channel（FC）がネットワークに利用された。
その後，LAN とは別にストレージ専用のネットワークを実装するコストや，その運用
管理に FC の専任技術者を設ける必要があるといった課題を解決するため，FC ではな
く Ethernet上にストレージネットワークを構築する技術が開発された。iSCSI （Internet 
Small Computer System Interface）と FCoE（Fibre Channel over Ethernet）である。iSCSIは
TCP/IP上で SCSIによる I/Oプロセスを実行するプロトコルスタックである。これに対
して FCoEは，DCB（Data Center Bridging）により Ethernet上のロスレス通信やマルチ
パスなどの機能を補完することで，FC フレームの送受信を Ethernet 上で実現する規格
である [41]。 
 
次に，システムアーキテクチャの進化に大きな影響を与えた技術のひとつがサーバ仮
想化である。それまでの計算機のインスタンスは，物理サーバ１台にひとつの OSを稼
働する形態であったが，仮想化により複数のインスタンスを１台の物理サーバで稼働で
きるようになった。仮想化技術は①パーティショニング方式，②仮想 OS方式，③ハイ
パーバイザ方式の順に開発されてきた。①パーティショニング方式の実装である LPAR
（Logical Partitioning）はメインフレームでも実装されていた機能であり，１台のサーバ
を論理的に複数の区画に分割する。この論理区画をあたかも１台の物理サーバとして利
用できることが LPAR方式の特徴である [42]。これに対して②仮想 OS方式はサーバに
ホスト OS を稼働し，その上に仮想サーバのインスタンスである「ゲスト OS」を起動
する。複数のゲスト OSを起動することで，１台の物理サーバに複数の仮想サーバを稼
働させることができる。③ハイパーバイザ方式は，ホスト OSではなく専用の仮想化機
構を提供するソフトウェアである [43]。図 3.2にはこれらの実装形態の違いと，ストレ
ージリソースの仮想化を例示した。一般にパーティショニング方式は物理リソースの一
区画（論理デバイス）を LPARに割り当てていく機構である。これに対して仮想 OS方
式とハイパーバイザ方式では，それぞれの仮想化機構が仮想サーバ（VM : Virtual 
Machine）に割り当てる仮想ディスクをイメージファイルで生成する。これらの方式で
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は物理資源をすべて隠蔽し，仮想化された単位で運用する点が特徴である。 
こうした仮想化技術の進歩により，物理ハードウェアとサーバインスタンスを分離で
きるようになり，柔軟かつ機動的なシステム運用が可能となった。 
 
①パーティショニング方式 ②仮想OS方式 ③ハイパーバイザ方式
LPAR1 LPAR2 VM1 VM2 VM1 VM2
OS OS OS OS OS OS
ホストOS
AP AP AP AP AP AP
物理サーバ 物理サーバ 物理サーバ
ストレージ ストレージ
論理デバイス
論理デバイス
イメージファイル
論理デバイス 仮想ディスク
ストレージ
論理デバイス
イメージファイル
仮想化機構 仮想化機構 ハイパーバイザ
仮想ディスク
ゲスト
OS
・・・ ・・・ ・・・
 
図 3.2 サーバ仮想化方式 
 
3.2.3. クラウドコンピューティング 
仮想化とともに，サーバやストレージを専用ハードではなくソフトウェアで実装する
Software-Defined 技術が進歩すると，クラウドサービスが実用段階に至った。クラウド
サービス事業者は多数の汎用サーバを常時稼働する大規模なデータセンタを設営し，ま
たそれらを広帯域ネットワークで接続し，ユーザの要求に応じて必要な数，必要な量の
システムリソースを供給できるようにした。その用途は様々であるが，例えば多数の
WEB サーバをクラウドに立ち上げ，これらを並列稼働させることでインターネットか
らの大量のアクセスを受け付けることが可能となる。こうした WEBシステムは，SNS
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やオンラインゲームなどの膨大な数のリクエストを処理するコンシューマ向けサービ
スの用途に適している。 
クラウド事業者のデータセンタから計算機資源を調達する実装形態は，“オフプレミ
ス”に分類される。この“オフプレミス”に対して，企業が所有する設備に自社利用目
的に限定したクラウドを自ら構築・運用する実装を“オンプレミス”と呼ぶ。自社の運
用コストが発生するが，セキュリティルールにより社外に持ち出せないデータの保管に
適するほか，長期的にはクラウド事業者に支払うコストよりもコスト面で有利になる可
能性があるといったメリットを得られる可能性がある。さらにこれらの方式を適材適所
で組み合わせ，双方のメリットを得ようとする方式がハイブリッドクラウドである 
[44]。 
 
オンプレミス オフプレミス
クラウド事業者自社データセンタ
物理サーバ・ストレージ
VM VM VM VM VM
仮想化
クラウド
インター
ネット
 
図 3.3 オンプレミスとオフプレミス 
 
さらにクラウドサービスは，その提供内容により３段階に分類できる。 IaaS
（Infrastructure as a Service）は，仮想サーバのインスタンスやストレージをはじめとす
る計算機資源を提供するサービスである。サーバの性能やストレージ容量などのスペッ
クをユーザが指定し，オンデマンドサービスとして利用できる点が特徴である。これに
対して PaaS（Platform as a Service）は OSなどの基本ソフトだけでなく，アプリケーシ
ョンの開発環境や実行環境などのソフトウェア一式をサービスとして提供する。さらに
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SaaS（Software as a Service）はアプリケーションソフトウェアをクラウドで提供するサ
ービスである。メールや文書作成ソフトなどの SaaSは広く普及している。 
 
従来IT
オフプレミス
クラウド事業者自社データセンタ
プライベート
クラウド
仮想プライベート
クラウド パブリッククラウド
占有リソース 占有リソース 共有リソース
IaaS PaaS SaaS
アプリケーション
データ
実行環境
ミドルウェア
OS
仮想化
サーバ
ストレージ
ネットワーク
企
業
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用
者
）
アプリケーション
データ
実行環境
ミドルウェア
OS
仮想化
サーバ
ストレージ
ネットワーク
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アプリケーション
データ
実行環境
ミドルウェア
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サーバ
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ネットワーク
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図 3.4 クラウドサービスの提供範囲 
 
3.2.4. エッジコンピューティング 
企業情報システムがクラウドでの集中処理に移行する一方で，フィールドに存在する
デバイスのより近くに設置された計算機に処理を分散するエッジコンピューティング
技術の開発が進んでいる。その背景には IoT（Internet of Things）の発展がある。実世界
のあらゆるフィールドに設置されたセンサやカメラといったデバイスがネットワーク
に接続されるようになり，それらが生成したデータの分析により潜在的なリスクを発見
する，あるいは状況に応じてそれらのデバイスを制御するといった IoTソリューション
に期待が高まっている。その実現にあたり，特にリアルタイム処理を必要とする場面で
は，クラウドへのデータ転送遅延が問題となる。例えば音声対話アプリケーションでは，
秒単位の遅延が経験価値を大きく損なう。さらに自動運転や遠隔医療など，リアルタイ
ムで画像処理し，応答しなければならないアプリケーションでは，ミリ秒単位の遅延を
許容できない可能性もある。 
そこでエッジコンピューティングでは，データ処理のポイントをクラウド，エッジ，
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エンドポイントの３段階に分けて処理を分散する [2]。図 3.5 にクラウド，エッジ，エ
ンドポイントの位置づけを示す。 
 
エッジコンピュータ クラウドエンドポイント
LAN インターネット
Data in motion
リアルタイム処理
Data at rest
大規模データ分析
低遅延
データ
大容量
ストレージ
 
図 3.5 エッジコンピューティング 
 
クラウド 
クラウドにはデータを蓄積し，機械学習や深層学習といった技術によりデータ分析す
るための基盤とする。 
 
エッジコンピュータ 
企業のサーバルームやフィールドに設置されたサーバなど，地域での応答時間を短縮
するために設置された小規模データセンタを含む。転送遅延を許容できないアプリケー
ションでは，データをクラウドに送る前に処理を済ませなければならないことがある。
そのためエンドポイントに近い場所にエッジコンピュータを配置し，エンドポイントか
ら集めたデータを処理する機能を持たせる。クラウドへの送信データを圧縮もしくは削
除するほか，データの特徴量を抽出して送信データ量を削減するといった処理をリアル
タイムで行い，データ転送を効率化する。あるいは自動翻訳の中間処理などアプリケー
ションをエッジで実行し，応答時間を短縮する試みもある。 
 
エンドポイント 
エンドポイントは，センサやカメラあるいはそれらを搭載したモバイル機器，あるい
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は産業機器や建設機械など，ネットワークの末端に接続されたすべてのデバイスが相当
する。今後はカメラや家電など，ネットワークにつながりデータを生成する IoT機器の
数が爆発的に増えることが予想されている。 
 
エッジコンピューティングの採用にあたっては，どの処理をどのポイントで実行する
かを決定する，全体のシステム設計が課題となる。IT技術の進歩は早く，特に計算機や
ネットワークの高性能化は顕著であるため，クラウド・エッジ・エンドポイントの性能
バランスは常に変化する。したがってエッジコンピューティングでは，コンポーネント
の処理性能とデータ量，計算量を勘案しながら，要件を満たすようにシステム全体を設
計することが求められる。 
 
3.3. システム開発 
前節で述べたように，情報システムの利用目的の変化や技術の進歩によってアーキテ
クチャが変化し，その度にシステム開発や運用管理手法も様々な変遷をたどってきた。 
 
3.3.1. ウォーターフォール型 
第一のプラットフォームにおけるシステム開発は，メインフレームを供給するベンダ
に依存していた。これに対して，第二のプラットフォームではサーバやストレージ，OS
をはじめとするソフトウェア群を適材適所に組み合わせてシステムを構築する“システ
ムインテグレーション（SI）”を前提とした開発手法が主流となった。システムインテ
グレーションには装置の仕様やネットワーク設計などの専門スキルを有するため，その
プロフェッショナルであるシステムエンジニアを抱える SI サービス事業者に開発を委
託することが多い。その開発プロセスは要件定義から設計開発，テストを段階的に進め
るウォーターフォール型である。ウォーターフォールによる開発期間は一般的に数ヶ月
から１年程度を要する。特に信頼性や可用性，ピーク性能，セキュリティなどの要件を
達成するために，ネットワーク構成設計やサーバ・ストレージ機器の選定，そのテスト
や性能評価に十分な時間をかける。テスト工程ではモジュール単位の単体テストから結
合テスト，システムテストと段階を追って入念な検査を行うことで，信頼性の高いシス
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テムを構築する。 
 
3.3.2. アジャイル型 
事前にシステム要件を定義し，それを達成するように作り込むウォーターフォールに
対して，SNSやWEBあるいはモバイルアプリケーションのように，頻繁にアップデー
トを繰り返しながら完成度を高めていく開発技法をアジャイル型と呼ぶ。アジャイル型
開発では，少数のチームが２週間程度の短い開発期間（スプリント）を単位として小規
模の成果をリリースし，そのサイクルを繰り返しながら段階的に改良していくアプロー
チである [45]。 
 
SoR から SoE への遷移に伴って，従来のウォーターフォール型開発の問題点が浮き
彫りとなり，リリースサイクルの短いアジャイル開発へのシフトが進んでいる。ウォー
ターフォール開発は仕様変更や前工程へのフィードバックを想定していないため，新技
術の取り込みや事業環境の変化，ユーザ要求への対応など次々に発生するニーズへの対
策が困難である。アジャイル開発はこうした問題を解決し，変化の早いマーケットに即
応できる技法として採用する企業が増えている。 
 
表 3.3 ソフトウェア開発技法の比較 
# ウォーターフォール アジャイル 
1 ⚫ 時間やコストよりも品質重視 
⚫ 柔軟性がなく，仕様変更困難 
⚫ 膨大なドキュメントが必要 
⚫ 品質が不安定 
⚫ 実験を通じて仕様をカスタマイズ 
⚫ アジャイル開発の経験が必要 
 
いずれの開発手法においても，要件に適合するシステムサイズを決定する「キャパシ
ティプラニング」は特に重要であるが，その実現に向けたアプローチがやや異なる。ウ
ォーターフォールで開発するシステムは，基幹業務など信頼性や性能などの品質を重要
視する上，その更改頻度が多くないため，設計段階でピーク時点の負荷を処理できるだ
けの十分な量のシステムリソースを設ける傾向がある。対してアジャイル型開発では，
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負荷の増減にあわせて CPU やストレージなどのリソース量を調整しながら，変化に対
応していく運用管理の確立が課題となる。 
 
3.4. システム運用管理 
情報システムを安定稼働させるためには，運用管理の役割が重要である。運用管理プ
ロセスの PDCA（Plan-Do-Check-Action）サイクルを適切に回すことで，事前に設計され
たとおりの振る舞いであるかどうか判断し，想定外の事象に対策することができる。 
 
P D
A C
Plan（計画）
⚫ 要件定義
⚫ 実行計画
⚫ 予算・体制
Do（実行）
⚫ システム実装
⚫ 稼働監視
⚫ イベント対応
Action（改善）
⚫ 改善提案
⚫ 方針の見直し
Check （検証）
⚫ 定期検証
⚫ 目標達成状況の確認
システム
運用管理
 
図 3.6システム運用管理の PDCA 
 
Plan（計画）フェーズでは，運用する情報システムの要件を定義する。市場ニーズの
変化，ユーザ数やアクセス数など負荷の増減，新技術の導入など様々な要因で発生する
経営環境の変化に応じて，システムキャパシティや性能，セキュリティなどの要件を新
たに定義する，あるいは見直すフェーズである。Do（実行）フェーズでは，実装したシ
ステムの日常的な稼働監視を行う。ハードウェア障害や通信エラー，過負荷によるサー
ビスレベルの低下，セキュリティトラブルなどの問題をできるだけ早く検知し，対策を
行う。そのために様々なツールを用いた自動検知のしかけを開発することが望ましい。
Check（検証）フェーズは，稼働しているシステムが当初の要件を満たすように動作し
ているか，様々な観点から検証するフェーズである。当初想定したユーザアクセス数や
データ量と比べて，実際の稼働実績が大きく外れていないか，あるいは当初想定してい
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なかったセキュリティの脅威への対策が必要かどうかといった考察を通じ，稼働中のシ
ステムの妥当性を検証する。Action（改善）フェーズでは，検証結果に基づいてシステ
ムリソースの増設や新機種へのリプレース，新機能の導入といった改良を提案する。 
 
図 3.6の PDCAを実行するためには，運用管理の仕組みやプロセスをシステムとして
実現することが必要である。本稿ではこれを情報システムと区別するために，“運用管
理サブシステム”と称する。運用管理サブシステムは，情報システムを構成するコンポ
ーネントのひとつに位置づけられる。 
運用管理サブシステムの構成要素には (1)業務プロセス，(2)管理ソフトウェア，(3)管
理データ，(4)チームがある。事象を検知するための管理ソフトによる自動監視機能や，
そのデータの保管と活用，さらに事象に対する管理部門のチームを編成し，それら業務
プロセスを定義してそれらをシステム化することで，サービス品質の向上に寄与する。 
以下の節ではこれらの要素について個別に解説する。 
 
企業情報システム
管理サーバ
(1)業務プロセス
業務手順書
(4)チーム
運用管理サブシステム管理ネットワーク
サーバ・
ストレージ
(2)管理ソフト
(3)管理データ
監視
設定
 
図 3.7 システム運用管理サブシステム 
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3.4.1. 運用管理業務プロセス 
第一のプラットフォームでは運用管理もメインフレームベンダが用意したソフトウ
ェアに依存し，それ以外の選択肢は限られていた。これに対して第二のプラットフォー
ムが普及すると，マルチベンダ機器の組み合わせや構成の複雑化に関する問題が顕在化
し，その運用管理の考え方が盛んに議論された。1980 年代には英国政府の活動を発端
として，情報システムにおける運用管理のベストプラクティスやフレームワークを書籍
にまとめた ITIL（Information Technology Infrastructure Library）が発刊された。その後，
特に ITIL の考え方のコアとなる「サービスサポート」と「サービスデリバリ」を中心
に改訂された ITIL v2が 2001年に発刊された [46] [47]。 
サービスサポートは「インシデント管理」「問題管理」「構成管理」「変更管理」「リリ
ース管理」の 5 つのプロセスと「サービスデスク」の 1 つの機能による構成であり，
日々の IT運用手法とその着眼点がまとめられている。サービスデリバリでは，「サービ
スレベル管理」「IT サービス財務管理」「可用性管理」「IT サービス継続性管理」「キャ
パシティ管理」の 5つのプロセスについて，主に IT サービスの計画と改善手法につい
て説明されている。 
本研究は，ITIL におけるサービスデリバリの業務プロセスを実現するための技術に
位置づけられる。さらに，システムの能力（キャパシティ）を適正なサイズに保つため
の運用技術に関する。 
 
2000 年代には管理者を介さずに運用管理 PDCA を遂行する自律化技術の開発が盛ん
に行われた。製品の振る舞いやベストプラクティスに基づいて If-thenルールを整備し，
これをナレッジベースに統合してシステムパラメータの自動調整や障害からの自動回
復が図られた。 
 
3.4.2. 運用管理ソフトウェア 
前節の運用管理業務プロセスを実行するツールのひとつが運用管理ソフトウェアで
ある。特にサーバやストレージ，ネットワークの振る舞いを監視し，異常を検知するた
めには，定常的にそれらの稼働状況をモニタリングするツールが必要になる。第一のプ
  
32 
 
ラットフォームでは，メインフレームベンダがやはり独自の運用管理ソフトを供給して
いた。これに対し第二のプラットフォームであるオープンシステムでは，同システムを
構成する機器の供給元ベンダが複数にわたるため，統一的なアーキテクチャが存在せず，
システム監視は複雑なものとなった。そこでまずいくつかのソフトウェアベンダによっ
て，ネットワーク監視専用のソフトウェアが開発された。情報システムの構成機器はネ
ットワークに接続されているため，監視ソフトから Pingや Telnet，SSHなどの手段を併
用した状態監視が行われた。特に機器の状態や負荷，イベント情報を送受信するための
プロトコルには SNMP（Simple Network Management Protocol）が国際標準として採用さ
れている。SNMPをサポートする管理ソフトは，情報システムを構成する機器から稼働
情報やイベントを同プロトコルで受信する。管理ソフト側では数々の機器から受信した
稼働データをリポジトリに格納し，GUIへの出力や閾値検査などの機能を提供する。 
 
クラウドが普及し，システム運用管理の対象が物理機器からサービス単位になると，
管理ソフトに求められる機能も変化した。クラウドからは稼働情報がサービスとして提
供されるため，個々の機器から SNMP などのプロトコルでデータを取得する機能を設
ける必要がなくなる。一例として Amazon Web Services（AWS）では，利用中のサーバ
やストレージの稼働状況を Cloudwatch サービスで提供している [48]。そのインタフェ
ースは Cloudwatch専用の APIとして公開されているため，データを取得する管理ソフ
トは同 APIで必要なデータを採取すれば良い。同サービスは CPU利用率やメモリ使用
率などの基本的なメトリックだけでなく，利用者自身が簡易な設定により必要なメトリ
ックを出力対象に追加することができるカスタマイズ機能も備えている。 
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図 3.8 システム管理ソフトウェアの実装 
 
運用管理ソフトウェアがシステムの挙動を適切に監視することで，閾値超過や障害な
どのイベントを検出し，即時の対策のきっかけをつくりだすことができるようになる 
[49]。 
 
3.4.3. 運用管理データ 
前節で述べたとおり，情報システムの稼働実績は，定義された監視メトリックごとの
時系列数値データで出力される。出力するデータの時間間隔が短いほど高精度かつ即時
性の高いモニタリングが可能になるが，通信負荷およびデータ量が増えることが課題と
なる。逆に間隔が大きいほど通信負荷や保管するデータ量が小さくなるが，高精度で低
遅延の運用管理は行えない。そのため運用する監視データのサンプリング間隔を，要件
を達成するように適切に制御することが求められる。 
前節に挙げた Cloudwatch の例では，最短１秒から最長１日まで取得するデータのサ
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ンプリング間隔を調整することができる [48]。データのサンプリング間隔が短いほど
精度は高いが，データ保存期間も短縮されるため，高頻度でデータを取得しなければな
らない。表 3.4 の例では，サンプリング間隔が 60 秒未満のメトリックは３時間しか保
存されないため，消去される前に管理サーバ側で取得しなければならない。そのため，
AWS と管理ソフトにおける通信負荷が上昇することになる。なお，すべての監視メト
リックがサンプリング間隔を調整可能であるとも限らない。AWS ではカスタムメトリ
ックに出力されたデータのみ，60 秒未満の間隔で出力することができる。それ以外の
出力を制御できるかどうかは，クラウドサービス側の実装に依存する。 
 
表 3.4 Cloudwatchのデータ保存期間 
# サンプリング間隔 保存期間 
1 １秒，５秒，10秒，30秒 ３時間 
2 １分～４分 15日間 
3 ５分～５９分 63日間 
4 １時間～１日 455日間 
 
運用管理ソフトは，設定されたサンプリング間隔を単位とした統計値で稼働データを
出力する。Cloudwatchではサンプリング間隔ごとの統計値として合計値（SUM）・最大
値（MAX）・最小値（MIN）を出力する機能を備えている。合計値（SUM）を観測サン
プル要素の数で除算することで，平均値を取得することもできる。Cloudwatchは，サン
プリング間隔の間に観測された稼働データを，その最初のポイント（時刻）の統計値と
して出力する。図 3.9に示すように，12:00から 12:04までに内部では１分間隔でデータ
が観測されていても，サンプリング間隔が５分であれば，それらをすべて出力するので
はなく 12:00 時点の値として統計値が出力される。AWS Cloudwatch の仕様ではその期
間における最初のポイント（時刻）の統計値として出力されるが，その他の管理ソフト
では最終時刻の記録として出力されることもある。これらはソフトウェアやサービスの
仕様に依存する。 
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図 3.9 運用管理データとして出力される統計値 
 
3.4.4. 運用管理チーム 
運用管理プロセスを実行するためには，適切なチーム編成も重要である。本研究のス
コープであるデータ保護については，従来はデータバックアップ専任組織を置くことが
多かったが，現在ではいわゆる IT オペレーションチームがシステムの動作全体につい
て責任を持つようになっている。サーバのプロビジョニングやデータへのアクセス，ソ
フトウェアの更新や稼働監視など多様なタスクを請け負う同チームが，データのトラブ
ルに対しても復旧の責任を持つように運用管理の役割が変化している [50]。 
 
3.5. デジタルデータの活用 
 
3.5.1. データの変遷 
グローバルに生成されるデータ量が爆発的に増加している [51] [52]。米 IDC 社の調
査によれば，2016年に 16ZBであった全世界のデータ量は，2025年には 163ZBに達す
ると予想されている [2]。こうしたデータ増加に対応するために，データを収集・管理・
処理および配送する技術がさらに進化する。その結果データ量が増え，それを処理する
能力がまた向上するという好循環のサイクルが，今後のグローバルデータの爆発的な成
長を牽引していく。 
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図 3.10 世界のデータ量 
 
第一および第二のプラットフォームすなわち SoR で取り扱うデータは，リレーショ
ナルデータベースのテーブル構造に定型化して格納された。特に金融取引をはじめとす
るトランザクション処理の記録や整理，顧客情報の検索など，これらの定型データは「構
造化データ」に分類される。 
これに対して，画像や文書，電子メールなど多種多様なデータは「非構造化データ」
に分類される。WEBサービスやモバイルサービス，SNSの普及に伴い，写真や動画を
はじめとする非構造化データの生成量が飛躍的に増加した。非構造化データを取り扱う
ために旧来型のリレーショナルデータベースではなく，オブジェクトストレージなどの
実装が求められる。これらの非構造化データを含めた大量データを示す概念は「ビッグ
データ」と呼ばれる。ビッグデータを取り扱う並列分散処理技術や GPU などの技術発
展が，データ分析を通じて新たな価値を探索するトレンドにつながっている [53]。 
 
データの価値については，リアルタイムにアクセスできることへの可用性や，データ
が利用できなくなったときの重大さについての考察が必要である。たとえば医療アプリ
ケーションが取り扱うデータは，エンターテイメント系の動画コンテンツよりもはるか
に高い可用性が要求される。 
PC の障害によって文書を消失することと，自動走行車両が人身事故を起こすことと
は全く別の問題であり，後者はビジネスの存続を左右しかねるものである。このような
hyperciticalデータの出現は，データのキャプチャ，分析および非常に高い信頼性・帯域
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幅および可用性すなわちより安全なシステムを提供するインフラストラクチャの開発
と展開を企業に求めるようになる [2]。 
 
3.5.2. データ分析技術 
こうした莫大な量のデータを対象とした分析により，新たな知見を得る技術が進歩し
ている [54]。この分析にあたっては，データの種類に適合したコンピューティングプラ
ットフォームを用意することが重要である。ここではデータの種類を“Data at rest”と
“Data in motion”に分けてその違いを整理する。 
 
Data at rest 
様々なソースから収集され，記録・保管されている状態のデータ。記録から分析まで
に時間の経過があることを前提とする。大規模なデータからの学習が目的であるため，
その“量”に重点が置かれる。 
 
Data in motion 
生成されたタイミングで処理するデータ。時系列で刻々と生成されるデータに対して，
定常的に分析処理を適用する。リアルタイム処理を実行するため，その“速さ”に重点
が置かれる。 
 
“Data at rest”を処理するプラットフォームには，大容量のストレージで実装したデー
タレイクを設けることが前提となる。さらにそれらを並列計算するための計算機システ
ムが必要となる。“Data in motion”にはリアルタイム処理を適用するため，低遅延処理
に特化したシステムを設ける必要がある。すなわち記録を目的とした大容量データベー
スではなく，高速に流れるログに対して閾値検査するストリーミングデータベースや，
特徴量を抽出する計算処理機能を備えた専用チップなどの実装が適している。 
 
3.5.3. 人工知能 
蓄積された膨大なデータから学習し，法則性やルールに基づくモデルを生成して特定
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の判断を可能とする技術が機械学習である。WEB による大規模データと，クラウドに
よる大容量計算処理が可能となったことで，機械学習を適用した人工知能（Artificial 
Intelligence：AI）の研究開発が急速に進んでいる。高精度なモデルを構築することで，
企業収益の拡大やコスト低減，より安全な社会の実現や自動走行車両などの新システム
を実現することへの期待が高まっている [55]。 
機械学習を実現するプラットフォームには Hadoopなどの並列分散処理環境が適する。
またモデリングを支援するライブラリである Tensorflowをはじめ，様々なソフトウェア
が普及しはじめている。クラウドでも機械学習の実現に必要な分析・モデル作成・評価
をはじめとする機能をサービスとして提供している。一例として，Microsoft Azureでは
機械学習の開発機能に加え，自動翻訳や動画の内容理解といった機能が利用可能である。 
 
ニューラルネットワークを活用してデータから特徴を抽出する技術がディープラー
ニング（深層学習）である。パターン認識をするように設計された多層構造のアルゴリ
ズムが DNN（Deep Neural Network）である。さらにその実装のひとつが DNNを 2次元
データに対応させた CNN（Convolutional Neural Network：畳み込みニューラルネットワ
ーク）であり，画像認識に適している。さらに音声や動画など可変長のデータを扱える
ように再帰構造をもたせたアルゴリズムが RNN（Recurrent Neural Network：再帰型ニュ
ーラルネットワーク）である。RNN は翻訳などの自然言語処理にも利用される。2016
年にはディープラーニングを用いた人工知能の囲碁プログラム「Alpha Go」がプロ棋士
に勝利したことが話題となったが，その可能性を金融やヘルスケアなどビジネス分野に
適用する動きが活発である。 
 
3.6. 社会課題への挑戦 
国家レベルでも，社会におけるあらゆる事象をデジタルデータに置き換えることで，
様々な課題を解決する動きがはじまっている。内閣府は第５期科学技術基本計画におい
て，日本が目指すべき未来社会の姿である Society 5.0を提唱した [56] [57] [58]。Society 
5.0で実現する社会は，IoTで人とモノがつながり，様々な知識や情報を共有して新たな
価値を生み出すことで，課題解決を目指していく。未来投資戦略 2017では，Society 5.0
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が目指す５つの戦略分野を宣言した。(1)健康寿命の延伸，(2)移動革命の実現，(3)サプ
ライチェーンの次世代化，(4)快適なインフラ・まちづくり，(5)Fintechの５分野である。 
 
その実現のキーとなるのがデータと人工知能（AI）である。Society 5.0ではフィジカ
ル空間のセンサから膨大なデータを収集し，サイバー空間に集積する。サイバー空間で
は，このデータを人工知能（AI）で解析し，フィジカル空間の人やモノにフィードバッ
クする，いわゆるサイバー・フィジカル・システムによって，新たな価値を産業や社会
に創出することを目指す。 
 
3.7. 本研究の適用範囲 
本研究では，情報システムが管理するデータを，適正なコストの範囲内で保護するた
めの技術を提案する。本研究のアプローチでは，特に 3.2節に述べたシステムアーキテ
クチャの種類には依存しない汎用的な方式を提案する。その検証にあたっては，ストレ
ージサブシステムを活用したオープンシステムと，クラウドコンピューティング環境を
対象として技術の試行と実験を行った。 
また本研究では，性能シミュレーションによって適正なシステムサイズを導出する。
3.3 節に述べたとおり，ウォーターフォール型開発ではシステム更改が容易ではなく，
時間と工数もかかるため何度もやり直すことができない。そのためウォーターフォール
型の現場にも適用できるよう，高精度なシミュレーション技術の確立を図る。また，負
荷の増減に応じてシステムサイズを調整する方式を確立し，アジャイル型開発への適用
も目指す。 
本研究の性能評価方式およびシステムサイジング方式は，運用管理ソフトウェアに機
能を拡張するアプローチを採用する。すなわち 3.4節に述べた運用管理サブシステムに，
運用管理データを入力とする予測計算機能を追加することで，リカバリポイントのシミ
ュレーションを実現する。 
3.5節に述べた人工知能による価値の実現や，3.6節に挙げた社会課題解決を牽引して
いくのはデジタルデータであり，その保護が今後より重要になっていく。次章ではデー
タ保護の重要性とその手段について考察する。 
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次に本研究のターゲットを時間軸で整理する。3.2.2 に述べたとおり，オープンシス
テムの世代にはそれぞれのシステムが個別の設計に基づいて開発された。その運用管理
もまた，ソフトウェア環境や判定規則，閾値などのパラメータ設計を個別かつ綿密に設
計することが求められた。さらに 2000 年代には，人手を介さずにシステムを運用する
自己回復や自己最適化といった自律システム運用技術の研究が盛んに行われた。運用管
理の自律化にあたっては，製品の振る舞いや過去の経験に基づいたベストプラクティス
を If-then ルールで整備し，ナレッジベースに統合することで，システムパラメータの
自動調整や障害回復の自動化が図られた。しかしながら個別のシステムごとに膨大な数
の If-thenルールを実装することは困難であり，完全な自律化には至らなかった。 
その後，クラウドが普及すると運用管理の手法も一変した。サーバ・ストレージ・ネ
ットワークといったインフラは仮想化され，また画一的な仕組みで供給されるため，利
用者側で詳細なシステム設計をする負担が大きく低下した。さらに稼働監視データもサ
ービスとして提供されるようになり，運用管理システムも従来と比較すると簡易なもの
で足りるようになった。 
一方，クラウドサービスはその仕様が非公開であることも多く，振る舞いを予測でき
ないことも多い。また稼働監視も画一的であるため，必要なパラメータ（本研究のリカ
バリポイントや転送遅延時間）が標準サービスで提供されないこともある。そこで本研
究では，クラウドで実装され，その振る舞いを直接コントロールできなくなった情報シ
ステムであっても適用できる，データ保護システム運用管理技術を提案する。 
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4章 データ保護の重要性と可用性向上に向けた取り組み 
 
4.1. データ保護の重要性 
3 章で述べたように，企業 IT システムはビジネスの遂行に必須の基盤である。それ
らは膨大な量のデータを創出し，データは参照できるよう管理される。また取引履歴な
どの業務記録やセンサが出力したログ，画像，地図などのビッグデータ分析や学習を通
じて，新たな価値を発見しようとする試みが活発である。すなわち，ひとつひとつでは
価値の無いデータであっても，膨大な量が蓄積されると，それ自体が価値を生む資産と
なる。こうした経営環境においては，企業が保管しているデータが消失すると，大きな
損害が発生する。それは事業機会を失うだけでなく，顧客の信頼や社会的な信用を損な
う可能性がある。状況によっては，企業の存続を左右する要因にもなり得る。 
 
2012年にはサーバホスティング事業者が，顧客から預かっていた 5700契約分のデー
タをアップデート作業中に誤って削除してしまう事故が発生した。これらはバックアッ
プを含めてすべて消失し，復旧もできなかった事案である。 
2017年にはソースコード管理サービスを提供する GitLab.com社において，オペレー
タの操作ミスにより本番データベースのデータの大半を失う事故が発生した。このとき，
同社が準備していた４つのバックアップ手段のうち，３つが機能していなかったことが
判明した。結果的には偶然作成していた６時間前のスナップショットを使用して復旧に
成功したが，障害発生時刻から遡って６時間前から同時刻までに更新されたデータは失
われた。 
 
企業では，様々なリスクへの対策をまとめた BCP（Business Continuity Plan：事業継続
計画）を準備するべきである [59]。BCPは自然災害，大火災，サイバーテロ攻撃などの
緊急事態に遭遇したケースにおいて，事業資産の損害を最小限にとどめつつ，事業の継
続あるいは早期復旧を可能とするための計画である。IT システムとデータを保護する
ことは BCP で熟慮しておくべき項目のひとつであり，特にデータの重要性に応じた対
策を準備しておくことが求められる。 
  
42 
 
 
4.2. データ保護計画 
データ保護の計画にあたっては，空間軸方向と時間軸方向の対策を考える必要がある 
[60] [61] [62] [63]。 
 
(1) 空間軸方向への対策 
単一拠点内でデータをバックアップするだけでは，拠点規模の事故や大規模災害への
対策にはならない。一例として東日本大震災規模の災害を想定した場合，関東圏で運用
するデータのバックアップを関西圏に保管するといった対策が求められる [64]。 
本稿では，データを生成する拠点をローカルサイト，データの待避先となる拠点をリ
モートサイトと呼称する。想定する災害の規模や障害の波及範囲によって，これらのサ
イト間の距離を適切に設計しなければならない。データを冗長化して保護する際，待避
先であるリモートサイトへの地理的な距離が近すぎると，ひとつの災害でローカルサイ
トとリモートサイトの両方に問題が発生し，それぞれのデータを同時に消失する可能性
がある。そのため待避先のサイトは想定される被災範囲の外に設置しなければならない 
[65]。 
地理的な距離だけでなく，それぞれのサイトの電力系統を別にすることで，同時停電
のリスクを低減することも考えられる。また，新興国では国境をまたぐ拠点を待避先と
することで，政治的なリスクを抑えるほか，有事の際に別系統の通信インフラでデータ
にアクセスできる可能性も高まる。 
以上のようにデータ保全の観点からは，待避サイトまでの距離を十分に空けることが
望ましい。一方でサイト間の距離が遠いほどデータ転送には遅延や通信コストが生じる
上に，有事の際にリモートサイトで業務を復旧するための人員を配置することが難しく
なる。そのためデータ保護の要件に応じて，空間的な距離を適切に設計することが求め
られる [66]。 
 
(2) 時間軸方向への対策 
インシデントが発生した時刻を起点として，どの時点にさかのぼって復旧できるよう
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にしておくか設計することも重要である。ここでは二つの考え方を整理する。ひとつは
インシデントが発生した時点から，できるだけ新しいデータを復旧するための対策であ
る。通常の定期バックアップでは，スケジュールされたタイミングで日次あるいは数時
間おきにデータのスナップショットを取得する。この実行間隔を縮めることで，バック
アップの取得時刻からインシデント発生時刻までの平均時間の短縮が期待できる。さら
に，本番データの最終更新時刻とバックアップデータ取得時刻の時差を分単位あるいは
秒単位に縮めるためには，定期バックアップではなく継続的にデータを複製する技術の
適用が有効である。ストレージやデータベース，クラウドなどの機能を利用して，リモ
ートサイトにデータを継続的に複製することができる。 
もうひとつの時間軸への対策の考え方が，バックアップの世代数である。これは世代
数を増やすことで，できるだけ古いデータを復旧できるようにするための施策である。
日次のバックアップに加えて，過去のスナップショットを数日分あるいは数ヶ月分残す
ことで，ウィルスが混入する前のデータに復元する，あるいは監査対象となったある時
点の取引履歴を再現するといった使い方ができる。 
この両方の特徴をあわせもった解決策が CDP（Continuous Data Protection：継続デー
タ保護）である。CDPは記憶装置へのデータの書き込みを常に監視し，その履歴を記録
することで，任意の時点に復元可能とする方式である。最新の状態だけでなく，上書き
される前のデータも履歴に保存されているため，過去の時点にさかのぼって復元するこ
とを可能とする。データベースのジャーナル機能も CDP の実装手段のひとつである。
一方，CDPは書き込み履歴をすべて記録するため，高い処理負荷が発生し，本番システ
ムの性能に限界が生じる。また，履歴を記録するストレージの空き容量が枯渇すると，
古い履歴から順に消去されるため，十分な時間を遡るためには，その履歴を記録する記
憶容量が必要となる。こうしたデメリットもあるため，CDPは特にその適用が必要な場
面に使用を制限するべきである。 
 
以上の空間軸方向と時間軸方向への対策による解決策の分類を図 4.1に示す。ローカ
ルサイトとデータ待避先となるリモートサイトの距離は，大きく３段階に分類される。
ローカルサイト内にバックアップを取得する構成，100km未満の範囲内で離れたサイト
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にデータを待避する構成，100km以上の距離を隔てたリモートサイトにデータを保管す
る構成の３つである。 
縦軸はバックアップもしくはデータコピーの実行頻度による分類である。実行頻度が
高いほど本番データの最終更新時刻とバックアップデータ作成時刻の差が短く，インシ
デント発生時に消失するデータ量を少なくすることを期待できる。 
 
サイト間の距離（空間）
本番データと
バックアップデータの
更新時刻の差
(時間)
ローカルサイト内
遠
短
長
近
リモートサイト
(100Km未満)
リモートサイト
(100Km以上)
ゼロ
day
hour
min
sec
ローカル
バックアップ
CDP
ミラーリング
同期コピー
非同期コピー
リモートバックアップ
 
図 4.1データ保護方式 
 
これらの実行方式を表 4.1および表 4.2に示す。ローカルバックアップ方式（#1）は，
夜間バッチ処理などスケジュールされたタイミングで，同一サイト内のディスクやテー
プデバイスにバックアップを取得する。 
CDP（#2）は前述のとおり，データ更新の履歴を記録することで，任意の時刻に復元
するデータ保護方式である。これも同一サイト内に保護データを格納する実装が一般的
である。 
ミラーリング（#3）は，更新されたデータを単一メディアではなく複数の記録先に保
存して冗長性を維持する方式である。２つのドライブに同一データを記録する RAID1
や，LVM（Logical Volume Manager）などソフトウェアにより実装できる。 
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表 4.1 データ保護方式（ローカルサイト内） 
# 方式 概念図 空間軸 時間軸 
1 ローカル 
バックアップ 
ローカルサイト
サーバ バックアップ
ソフトウェア
 
サイト内 Hour 
Day 
2 Continuous 
Data Protection 
ローカルサイト
サーバ CDP
ソフトウェア
変更記録
11:00 12:00 13:00
 
サイト内 Min 
Sec 
3 ミラーリング 
ローカルサイト
サーバ
 
サイト内 Sec 
遅延無し 
(同期) 
 
リモートバックアップ（#4）にもいくつかの実装形態があるが，一例としてローカル
バックアップデータをさらにリモートサイトに複製する形態がある。ローカルサイトが
被災しても，リモートサイトのバックアップソフトウェアによりデータを復元できる。
その更新間隔はローカルバックアップのスケジュールに依存し，通常は日次もしくは数
時間に一度といった頻度となる。 
非同期コピー方式（#5）では，ローカルサイトで発生した更新データを継続的にリモ
ートサイトへ転送する。高機能のストレージやデータベースは，更新データを即座にリ
モートへコピーする機能を備えており，その更新遅延を秒オーダより短くすることもで
きる [67]。 
非同期コピーが分あるいは秒オーダの遅延を許容する方式であるのに対し，同期コピ
ー（#6）は一切の遅延を発生させない方式である。サーバから書き込まれたデータがロ
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ーカルサイトおよびリモートサイトに記録されたことを確認してからサーバに応答を
返すため，それぞれのサイトに書き込まれたデータは完全に一致する。そのため時間軸
方向のギャップは生じない。 
 
表 4.2 データ保護方式（ローカルサイト→リモートサイト） 
# 方式 概念図 空間軸 時間軸 
4 リモート 
バックアップ 
ローカルサイト リモートサイト
サーバ バックアップ
ソフトウェア
サーバ
 
サイト間 Hour 
Day 
5 非同期コピー 
ローカルサイト リモートサイト
サーバ
ゲートウェイ ストレージ
非同期
 
サイト間 Min・ 
Sec 
6 同期コピー 
ローカルサイト リモートサイト
サーバ
ストレージ ストレージ
同期
 
サイト間 
(100km
未満) 
遅延無し 
(同期) 
 
本研究は，ローカルサイトでのデータ保護ではなく，リモートサイトへのデータコピ
ーによるデータ保護を対象とする。また，スケジュールされたタイミングで実行する定
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期バックアップではなく，継続的にデータ転送する手法に着目した技術を提案する。こ
の手法には同期コピーと非同期コピーがあるが，このうち非同期コピー方式（#5）が本
研究の適用領域に該当する。 
 
4.3. データ消失のリスクコントロール 
時間軸方向のデータ保護性能を表す指標には，RPO（Recovery Point Objective）と RTO
（Recovery Time Objective）の二つが用いられる [68]。RPOは「リカバリポイント」の
目標値である。リカバリポイントとは，本番データに問題が生じた「インシデント発生
時刻」と，同時刻からさかのぼって回復可能であるデータの更新時刻の時差である。例
えば，RPOが 24時間と定義されていれば，インシデント発生時刻からさかのぼって 24
時間前の過去データに復旧できるよう，データ保護システムを計画することが求められ
る。これは 24 時間前に作成・更新されたデータの保護・復旧を常に保証する要件定義
に他ならない。言い換えれば，RPOが 24時間であるということは，インシデント発生
からさかのぼって 24 時間以内に更新されたデータの消失を許容することを意味する。
データならびに業務の重要度によって，データ消失のリスクをどの程度許容するかを定
め，RPOを設計することが必要となる [25] [69]。 
もうひとつの性能指標である RTO はインシデント発生から復旧までにかかる時間の
目標値である。 
 
time
インシデント
発生時刻
復旧時点 復旧時間
リカバリポイント リカバリタイム
RPO
目標復旧時点
RTO
目標復旧時間
RPO: どれだけ新しい時点に遡って復旧できるか
（短いほど高性能）
RTO: 復旧までにかかる時間をどれだけ短くできるか
（短いほど高性能)
 
図 4.2 データ保護性能指標 
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RPOと RTOはどちらもゼロに近い方が事業継続性は高まるが，その分システムの構
築コスト（CAPEX：Capital Expenditure）や運用コスト（OPEX：Operating Expense）が
大きくなる。ITシステムにかかる費用は，企業経営にとって利益を圧迫する要因のひと
つである。そのため，RPO はデータ消失リスク，RTO はシステムダウンタイムを許容
するように，経営判断を伴って計画することが望ましい。 
 
 
図 4.3 実測したデータ書き込み量の例 
 
システム設計の段階では，その能力を計画する「キャパシティプランニング」と呼ば
れる業務を遂行する。高信頼性と安定稼働が求められる企業 IT システムでは，負荷の
ピークにあわせたシステム能力（キャパシティ）を設けることが一般的である。しかし
ながら，突発的な負荷のピークにあわせたシステム構成では，通常ほとんど利用されな
い資源が発生する可能性がある。実際の企業システムで発生したストレージへの書き込
みデータ量の推移例を図 4.3 に示す。この例では，突発的な負荷である 9.6GB/min が
6:00に発生しているが，それ以外の時間帯では低負荷状態が続いている。この場合，ピ
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ーク負荷にあわせて設計すると，6:00を除く時間帯では使用されない冗長リソースが実
装される。もしも，このシステムがピーク負荷の時間帯における一時的な性能低下を許
容できれば，冗長なシステム資源の実装によるコストを削減できる可能性がある。 
データ保護システムの設計においては，高負荷時のデータ消失リスクをコントロール
しながら，全体のコストパフォーマンスを向上させることが重要な要件となる。またそ
の設計においては，性能を高精度に見積もることが求められる。 
 
4.4. データ保護システム 
システムの継続性やデータの重要性に基づいて，データ保護システムの実装方式を適
切に選択する必要がある。過去にはバックアップデータを記録したテープ媒体をトラッ
クで遠隔地に搬送し，保管するといった災害対策も実施されてきた。しかしながらこの
方式では復旧に一日以上の時間を要し，ダウンタイムが大きな損失につながる業務には
適さない。データをネットワークで遠隔地に転送するデータ保護システムの実装形態の
例を表 4.3に示す。 
 
表 4.3 データ保護システムの実装形態 
# 実装形態 対象データ 更新の速さ 更新タイミング 
1 バックアップ 
ソフトウェア 
OS，テーブル， 
仮想サーバ他 
低 スケジュールされたバックア
ップ取得のタイミングで転送 
2 データベース 
 
テーブル 高 トランザクションログ発生の 
タイミングで即時転送 
3 サーバ仮想化 
ソフトウェア 
仮想サーバ， 
仮想ストレージ 
中 設定値（最短５分，最長 24 時
間）のタイミングで転送 
4 ストレージ 
システム 
ボリューム， 
ファイル 
高 書き込まれたデータを即時転
送 
5 クラウド 
サービス 
ボリューム， 
ファイル， 
テープ 
中 分単位でバッファに一時待機
した後，適時転送 
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4.4.1. バックアップソフトウェアによる実装 
企業データセンタ向けのバックアップソフトウェアには，遠隔地へのデータ複製機能
を備えたものもある [70]。一例として，米 Veritas Technologies社の製品である NetBackup
は，様々な OS，データベース，サーバ仮想化ソフトウェア，ストレージシステムなら
びにクラウドのデータ保護機能との連携をサポートする，統合バックアッププラットフ
ォームである。様々なデータソースを対象とするバックアップを統合運用する。同ソフ
トウェア自体がデータレプリケーション機能（Auto Image Replication）を有し，これら
のバックアップイメージを遠隔地へ複製する（図 4.4）。このとき，転送データ量および
保存するデータ量を削減するために，ローカルサイト側で重複排除を適用し，専用ディ
スクに格納する。また，データベースやストレージが提供するレプリケーション機能と
連動する実装もできる他，クラウドストレージをバックアップデータの保存先に指定す
る構成も可能である [22]。これらのバックアップ専用システムの構築ならびにスケジ
ューリングなどの運用管理が必要であるが，汎用的なデータ保護の解決策として広く利
用されている。 
 
サイト間の距離（空間距離）
バックアップ
取得頻度
（時間距離）
ローカルサイト内
長
短
長
ローカル
バックアップ
CDP
リモートバックアップ
(レプリケーション）
同期コピー
非同期コピー
短
リモートサイト
(100Km未満)
リモートサイト
(100Km以上)
day
sec
hour
min
同期
ミラーリング
サーバ バックアップ
ソフト
重複排除
ディスク
重複排除
ディスク
バックアップ
ソフト
バックアップ レプリケーション
ローカルサイト リモートサイト
 
図 4.4 バックアップソフトウェアによる実装 
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4.4.2. データベースによる実装 
データベースの保護にあたっては，レプリケーション機能を活用できる。企業向け
SoRでは Oracleデータベースが提供する Data Guard [71]が普及している他，Mongo DB
や PostgreSQL もレプリケーション機能を備えている。Oracle Data Guard は指定された
テーブルを対象として，更新されたトランザクションログを遠隔地に転送する。その転
送モードには同期ログ転送と非同期ログ転送がある。同期転送では，プライマリデータ
ベースに発生したログを転送し，スタンバイデータベースの受信確認を待ってからアプ
リケーションにコミットの応答を返す。このため同期転送ではプライマリとスタンバイ
データベースが常に一致し，データ消失が発生しないことが保証される。これに対して
非同期転送では，プライマリデータベース側でログを記録すると，スタンバイデータベ
ースでの受信確認を待たずにアプリケーションへ応答を返す。長距離データ転送遅延に
起因する性能低下を回避できる一方，未転送状態のデータを消失するリスクがある。 
データベースによるレプリケーション機能を利用すれば，テーブル単位でデータ保護
システムを設計できるメリットがある一方，データベースサーバでレプリケーション処
理を実行するための負荷が発生し，本番のトランザクション処理性能を低下させるリス
クがある。 
 
アプリケーション
サーバ
データベース
サーバ
(Primary)
データベース
サーバ
(Standby)
①
②
トランザクション
同期レプリケーション
ローカルサイト リモートサイト
ログ
テーブル
ログ
テーブル④
③
 
図 4.5 データベースによる実装（同期転送方式） 
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① トランザクション処理の書き込みを要求 
② トランザクションログをスタンバイデータベースにコピー 
③ スタンバイデータベースから受領確認を通知 
④ アプリケーションへコミットの応答を通知 
 
アプリケーション
サーバ
データベース
サーバ
(Primary)
データベース
サーバ
(Standby)
①
③
トランザクション
非同期レプリケーション
ローカルサイト リモートサイト
ログ
テーブル
ログ
テーブル②
④
 
図 4.6 データベースによる実装（非同期転送方式） 
 
① トランザクション処理の書き込みを要求 
② アプリケーションへコミットの応答を通知 
③ トランザクションログをスタンバイデータベースにコピー 
④ スタンバイデータベースから受領確認を通知 
 
4.4.3. サーバ仮想化ソフトウェアによる実装 
計算機やストレージ資源を仮想化するサーバ仮想化ソフトウェアもデータを遠隔地
へ複製する機能を備えている。VMware社が提供する vSphere Replicationは，仮想サー
バと，その記憶領域である仮想ストレージを対象としたデータ複製機能である。物理サ
ーバで稼働するハイパーバイザが，リモートサイトのハイパーバイザと連動して指定さ
れた仮想サーバを複製する。操作対象が仮想化されたリソースであるため，リモートサ
イトの物理サーバならびに物理ストレージは，ローカルサイトとは別の種類のものであ
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っても構わない。ローカルおよびリモートサイトを，同環境向けの管理ソフト vCenter
で統合運用できる点も特徴である。 
vSphere Replicationでは，RPOを５分から 24時間の間で設定することができる。これ
は，更新されたデータを最短５分以内にリモートサイトへ複製することを意味している。
逆に言えば，RPOを５分より短く設定したい ITシステムには適用できないという制限
でもある。 
 
仮想化プラットフォーム
（物理サーバ）
③
同期レプリケーション
ローカルサイト リモートサイト
④
ハイパーバイザ
VM VM VM VM VM
仮想化プラットフォーム
（物理サーバ）
ハイパーバイザ
VM VMレプリケーション
 
図 4.7 サーバ仮想化ソフトウェアによる実装 
 
4.4.4. ストレージシステムによる実装 
特に短時間の PRO を実現するための技術のひとつが，ストレージシステムによるリ
モートコピー機能である。リモートコピー機能は，ストレージが供給する記憶領域であ
るボリュームを対象として，同ボリュームに書き込まれたデータを順次，対となるボリ
ュームに複製する。リモートコピー機能には同期方式と非同期方式がある [67] [68]。 
同期コピー方式では，ストレージが提供するデータボリューム（正ボリューム）に書
き込まれたデータをキャッシュに記録し，ブロック単位でリモートサイトにあるストレ
ージに転送する。リモートサイトのストレージでは，ペアになるボリューム（副ボリュ
ーム）への書き込みが完了すると応答を返し，その受信を確認してからサーバに書き込
み完了通知を返す。このため同期コピー方式では正ボリュームと副ボリュームの内容が
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常に一致し，データを消失しないことが保証される。この方式ではデータの書き込み開
始から完了報告を受信するまでに，サイト間の距離に起因する転送遅延が発生し，サー
バへの応答性能が低下する可能性がある。そのため，同期コピーを適用する距離は
100Km以下とすることが推奨されている。 
これに対して非同期コピーではストレージが書き込み要求を受領すると，すぐに書き
込み完了通知をサーバに返す。複製するデータはいったんバッファであるジャーナル領
域に格納された後，FIFO 処理にしたがってリモートサイトストレージに転送する。同
方式では，アプリケーションサーバが書き込み完了を確認したステータスであっても，
リモートサイトへの転送を終えていないデータがジャーナル領域に残存する可能性が
ある。長距離データ転送遅延に起因する性能低下を回避できる一方，ローカルサイトが
被災した場合にジャーナルに残存するデータを消失するリスクがある [72] [73]。 
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図 4.8 ストレージによる実装（同期転送方式） 
 
① サーバからのデータ書き込み要求 
② セカンダリストレージへのデータ転送 
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③ セカンダリストレージから書き込み完了を通知 
④ サーバに書き込み完了の応答を通知 
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サーバ
ストレージ ストレージ
①
同期コピー
ローカルサイト リモートサイト
正VOL 副VOL
④ ③
アプリケーションサーバ
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図 4.9 ストレージによる実装（非同期転送方式） 
 
① サーバからのデータ書き込み要求 
② サーバに書き込み完了の応答を通知 
③ 書き込みデータをジャーナル領域に格納 
④ セカンダリストレージへのデータ転送 
⑤ セカンダリストレージから書き込み完了を通知 
 
4.4.5. クラウドサービスによる実装 
クラウドサービスもまた，データの退避先として有効なソリューションのひとつであ
る。クラウドを利用することで，バックアップデータを保管するデータセンタを企業が
自ら運用するコストを排除することができる。一般的にクラウド事業者は，複数の拠点
にまたがってデータを二重化あるいは三重化する機構を備えることで可用性・信頼性を
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高めており，データの保管先としても適切であるといえる [74] [75] [76]。 
Amazon Web ServicesやMicrosoft Azureといったメジャーなクラウド事業者では，企
業がオンプレミスに設置したデータセンタで発生したデータを，クラウドへ待避するた
めのサービスを提供している。AWS Storage Gatewayは，オンプレミス環境とクラウド
ストレージを接続するゲートウェイを提供するサービスである [77]。同ストレージゲ
ートウェイは，オンプレミスで作成されたデータを，順次クラウドストレージに転送す
る。オンプレミス環境に対しては，NFSなど業界標準のファイルインタフェースを提供
するファイルゲートウェイ，iSCSIデバイスとして動作するボリュームゲートウェイ，
仮想テープライブラリとしてテープへの書き出しをクラウドに記録するテープゲート
ウェイの３つのモードからいずれかの動作を選択する。このゲートウェイの実装は，オ
ンプレミス環境に仮想マシンとしてインストールする他，あるいは AWSの仮想サーバ
（EC2インスタンス）としてインストールする形態を選ぶことができる。 
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図 4.10 クラウドゲートウェイによる実装（キャッシュ型ボリューム） 
 
  
57 
 
 
アプリケーション
サーバ
ストレージ ストレージ
①
同期コピー
ローカルサイト クラウド
正VOL 副VOL
④ ③
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③
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図 4.11 クラウドゲートウェイによる実装（保管型ボリューム） 
 
このストレージゲートウェイをオンプレミス環境に設置した場合の構成を図 4.10，図
4.11に示す。ここでは本研究の対象であるボリュームゲートウェイのアーキテクチャを
例示している。ボリュームゲートウェイには，プライマリデータをクラウドに置きゲー
トウェイをキャッシュとして用いる「キャッシュ型ボリューム」と，プライマリデータ
をゲートウェイに置き，非同期でクラウドにデータを転送する「保管型ボリューム」の
二種類の動作モードがある。 
 
いずれの動作モードでも，ストレージゲートウェイはオンプレミスのアプリケーショ
ンサーバに対して仮想デバイスを提供する。アプリケーションサーバは iSCSIプロトコ
ルでこれらを認識し，保護するデータの格納場所として使用する。 
キャッシュ型ボリュームでは書き込まれたデータをキャッシュストレージに保存す
る。キャッシュストレージにはローカルのストレージ環境（SAN，NASなど）を利用し，
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アプリケーションサーバの入出力で頻繁にアクセスされるデータに低遅延でアクセス
するためのキャッシュデータを格納する。書き込まれたデータはクラウドへ転送する前
にアップロードバッファにいったん待避する。ストレージゲートウェイはここからデー
タを暗号化してクラウドへアップロードする。 
保管型ボリュームでは，記録されたすべてのデータをオンプレミスの記憶領域である
ボリュームストレージに保持する。更新されたデータのみ，スナップショットを取得す
るタイミングでクラウドへ転送する。転送する前にはアップロードバッファにいったん
待避し，ここから暗号化してクラウドへ送られる。 
 
4.5. 本研究の狙い 
4.1 節で述べたとおり，データに関わる障害は企業に重大な不利益を生じる可能性が
ある。そのため 4.2節に述べたように，データ保護システムの要件を正しく設計し，特
に RPO をはじめとする性能要件を達成するように運用することが重要である。
GitLab.com社の事例では，24時間ごとのバックアップを計画していたので，RPOは 24
時間であったと推測される。この事例では，結果的に障害発生時刻からさかのぼって６
時間前のデータに復旧できたことから，RPOは達成されたことになる。すなわち障害発
生前６時間の間に更新されたデータは失われたが，これは設計段階で定義したリスク許
容範囲内であったと解釈できる。このようにデータ保護システムの運用においては，
RPOを達成していることかどうか定常的に監視する仕組みが求められる [17]。 
定期バックアップの成否だけでなく，4.4 節に述べたように継続的にデータ転送する
システムにおいて，この RPOは特に重要である。データベースやストレージシステム，
クラウドサービスの非同期コピー機能は，秒オーダあるいは分オーダといった短時間の
PRO を達成するために用いるものだが，その運用においてリカバリポイントを定常的
に監視する手段が必ずしも提供されないという問題がある。そこで本研究では，稼働し
ているデータ保護システムが RPO を達成しているかどうか，特別な機能実装をせずに
判定するための技術を提案する。 
さらに 4.3節に述べたように，データ保護システムはできるだけコストを抑えること
が望ましい。そこで本研究では，ある想定のシステム構成を対象として，性能すなわち
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リカバリポイントをシミュレーションにより予測する技術を提案する。同技術を使用す
ることで，性能（リカバリポイント）がその目標値である RPO を達成し，かつリソー
ス量を削減することでコストを抑えたシステム構成を導出することを目論む。 
 
すなわち，本研究が確立しようとする技術は以下の二つである。 
(1) データ保護システムの性能であるリカバリポイント評価技術 
(2) 最適なシステムサイズを導出するための性能シミュレーション技術 
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検証
性能/
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稼働監視
システム
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システム
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正しいか？
性能目標（RPO）を
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過剰性能・コストと
なっていないか？
適正なリソース量は
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(2) データ保護
性能シミュレーション
方式の確立
(1) データ保護
性能評価
方式の確立
Phase 実施 運用管理タスク 本研究の目的
 
図 4.12データ保護システム運用管理の PDCA 
 
これらは，データ保護システムの運用管理における PDCA サイクルの一部を実現す
る技術である。図 4.12に示すとおり，3.4節に述べた運用管理の PDCAをデータ保護シ
ステムに適用すると，まず Plan フェーズでは RPO や RTO の目標値を適切に計画する
ことが求められる。経営判断にもとづき，データ消失リスクをどの程度許容するべきか，
すなわち RPOを適切な値に定義する。Doフェーズでは，実装したデータ保護システム
のリカバリポイントを監視し，RPO を達成しているかどうかを検査しながらシステム
を運用する。Check フェーズでは，実際に発生した負荷とリカバリポイントを調査し，
データ保護性能が適正か，あるいは過剰な性能とコストになっていないかどうかを検証
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する。そして Action フェーズでは，期待される性能を発揮するために必要なシステム
リソース量を算出し，キャパシティプランニングを遂行する。 
このうち，(1)データ保護性能評価技術は Doフェーズと Checkフェーズを，(2)データ
保護性能シミュレーション技術は Check フェーズから Action フェーズを実行するため
の技術に位置づけられる。 
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5章 データ保護システムの性能評価技術の提案 
 
5.1. データ保護システム性能評価における課題 
非同期コピーを適用したデータ保護システムは，転送データをバッファに一時的に保
管する。このとき災害などのインシデントが発生すると，バッファに蓄積しているデー
タは消失する。その時点のリカバリポイントは，RPOより短時間であることが求められ
る。 
図 5.1はあるデータ保護システムの 12時 05分時点のデータ転送の様子を表現してい
る。データに付与されたタイムスタンプは，そのデータの生成時刻を示す。12時 00分
にサーバで生成されたデータが，バッファでの待機や長距離通信による遅延を経て 12
時 05 分にリモートサイトへ記録されたことを表している。この時点でローカルサイト
に障害が起こると，バッファに残っている 12時 00分より後に生成されたデータは失わ
れる。このときのリカバリポイントは，インシデント発生時刻である 12時 05分とデー
タ復旧可能時刻 12時 00分の差である「５分」に一致する。 
 
アップロードバッファ
12:05 12:03 12:01
リモートサイト
12:00
未転送データ
12:05
アプリケーションサーバ
データ
生成
ローカルサイト
12:00
11:55
Data DataData Data Data
 
図 5.1 未転送データとリカバリポイント 
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データ消失リスクを管理するためには，時系列で刻々と変化するリカバリポイントを
監視し，RPO を達成しているかどうか判定しなければならない。リカバリポイントが
RPOより短時間であれば，データ保護システムは性能要件を満たしており，リスクも許
容できる範囲内である。もしリカバリポイントが RPO より長時間になる状況が発生し
た場合，管理ソフトウェアから管理者にアラートを通知して，対策することが望ましい。
しかしながら，一般のシステム管理ソフトやクラウドのシステム監視サービスは，リカ
バリポイントに相当する監視メトリックを提供しない。一例として，AWS Cloudwatchで
は，リカバリポイントに該当するメトリックは出力されない。データベースやストレー
ジシステムの運用管理ソフトでも同様である。その理由のひとつが，図 5.1に示すよう
なタイムスタンプの処理が実装されないことである。膨大な量のデータ転送によって発
生する計算処理のオーバヘッドを回避するため，こうしたタイムスタンプ処理は通常の
データ転送システムでは実装されない。 
 
5.2. 課題の解決方針 
本研究では，タイムスタンプなどの特別な機能実装を必要としなくても，標準的なサ
ービスでサポートされている他のメトリックを入力として，リカバリポイントを計算に
よって導出することを目指す。図 5.2に示すように，本技術は運用管理サブシステム側
の工夫だけで課題解決を図る。ベンダあるいはクラウドサービスプロバイダから提供さ
れるデータ保護システムの本番系の処理に影響を与えることなく，運用管理データを参
照する機能追加だけで実現できる汎用的な手法の確立を目指す。 
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図 5.2 本研究技術の実装箇所 
 
また本研究では，4.4 節に挙げた様々なシステム実装に適用できる汎用的な計算方法
の確立を目指すため，ある実装に特化するのではなく，データ保護システムの構成や振
る舞いを抽象化したモデルで表現する。このモデルに従ってリカバリポイントを評価可
能とする計算式を考案する。 
リカバリポイントの計算にあたっては，(1)サーバからの書き込みデータ量，(2)バッ
ファに滞留する未転送データ量の時系列推移，ならびに(3)データ転送性能を入力とし
た計算手順を策定する。(1)と(2)は一般のストレージ管理ソフトやクラウド監視サービ
スでもサポートされている標準的なメトリックであり，容易に利用できる。(3)はシステ
ム設計段階で既知の定数であり，またシステムの稼働監視結果から性能の上限値を推測
することもできる。これらの有効なパラメータを入力としたリカバリポイント計算式の
入出力の関係を図 5.3 に示す。このリカバリポイント計算結果と RPO を比較し，性能
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目標値である RPOを達成しているかどうか判定する。 
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サーバ
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図 5.3 リカバリポイント計算の入出力フロー 
 
5.3. データ保護システム性能評価方式 
 
5.3.1. システムモデリング 
リカバリポイントを計算可能とするために，まずデータ保護システムの構造ならびに
振る舞いをモデル化する。表 4.3に述べたとおり，データ保護システムの実装形態は様々
であるが，本研究は非同期コピー方式を対象としたリカバリポイント計算について考察
する。非同期コピーを適用したデータ保護システムのモデルを図 5.4に示す。 
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図 5.4 データ保護システムモデル 
 
このデータ転送システムのアーキテクチャでは，アプリケーションサーバ，ストレー
ジシステム，ゲートウェイサーバをローカルサイトに設置し，データ転送ネットワーク
を介してデータの転送先であるリモートサイトのストレージシステムに接続された構
成とする。ゲートウェイサーバはデータを格納する記憶領域である仮想ボリュームをア
プリケーションサーバに提供する。アプリケーションサーバは SCSIもしくは iSCSIな
どの標準プロトコルで仮想ボリュームを認識し，ファイルシステムにマウントする。ス
トレージシステムは仮想ボリュームの記憶容量をゲートウェイに提供する。さらにゲー
トウェイには，リモートサイトへ送出する前に一時的に転送データを保管するアップロ
ードバッファ領域を設ける。リモートサイトはバックアップデータの格納先となるター
ゲットボリュームを提供する。 
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このモデルのシステムは以下のように振る舞う。まずアプリケーションサーバが，生
成したデータを仮想ボリュームに書き込む（処理１）。ゲートウェイではこれをキャッ
シュメモリに記録し（処理２），サーバに書き込み完了通知を返す（処理３）。次に転送
するデータをアップロードバッファに格納する（処理４）。ゲートウェイサーバは書き
込まれた順序を変更せず FIFO処理で，データ転送ネットワークを経由してバッファに
滞留するデータをリモートサイトへ転送し（処理５），リモートサイトではこれをスト
レージシステムに記録する（処理６）。同モデルによれば，処理３でサーバに完了通知
を返した時刻が，各データの書き込み時刻に相当する。また，処理６でリモートサイト
のストレージに記録された時刻が，同データの転送処理が完了した時刻である。したが
って，処理３で記録されたデータは，処理６で転送完了するまで保護されておらず，イ
ンシデントの発生によって消失する状態にある。なお，キャッシュに記録されたデータ
をローカルストレージならびにターゲットボリュームへ書き出す「デステージ処理」は，
データ転送とは別のプロセスで実行するため，一連の処理の流れからは除外している。 
 
これらの一連の処理フローのうち，処理４におけるアップロードバッファのデータ入
出力性能と，処理５におけるデータ転送ネットワークの通信性能が全体のデータ転送処
理性能の上限になり得る。書き込まれたデータ量，すなわち書き込み負荷に対してこれ
らの性能が不足すると，データ転送処理が滞り，アップロードバッファに未転送データ
が蓄積する。したがってこれらの未転送データを格納できるだけのストレージ容量をア
ップロードバッファに設ける必要がある。以上の条件により，同モデルの適用にあたっ
ては，(a)データ転送ネットワークの通信性能（通信帯域），(b)アップロードバッファの
入出力性能に加え，(c)アップロードバッファの容量を変数としたシステムリソース設計
が求められる。 
 
同モデルは，図 4.9 のストレージシステムを抽象化した構造を表現している。図 5.5
ではストレージが同モデルのゲートウェイサーバ各機能を包含した構成となっており，
正ボリュームがローカルストレージに，ジャーナル領域がアップロードバッファに相当
する。副ボリュームはリモートサイトに設置されたストレージのターゲットボリューム
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に該当する。 
同時に，同モデルは図 4.10 のクラウドゲートウェイを抽象化した構造を表現してい
る。図 5.6 データ保護システムモデルのクラウド実装例のクラウドゲートウェイが図
4.10のゲートウェイサーバそのものに該当し，リモートサイトはクラウド，ターゲット
ボリュームはクラウドストレージで再現できる。 
 
ゲートウェイサーバ
（非同期リモートコピー）
キャッシュメモリ アップロードバッファ
（ジャーナル領域）
アプリケーションサーバ
ストレージシステム
キャッシュメモリ
ターゲットボリューム
（副ボリューム）
データ転送
ネットワーク
ローカルサイト リモートサイト
仮想ボリューム
(1)
(2)
(4)
(5) (6)
ローカルストレージ
（正ボリューム）
ストレージシステム
(3)
 
図 5.5 データ保護システムモデルのストレージ実装例 
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クラウドストレージゲートウェイ
キャッシュメモリ アップロード
バッファ
アプリケーションサーバ
ストレージシステム
キャッシュメモリ
ターゲットボリューム
データ転送
ネットワーク
ローカルサイト クラウド
仮想ボリューム
(1)
(2)
(4)
(5) (6)
ローカルストレージ
ストレージシステム
(3)
 
図 5.6 データ保護システムモデルのクラウド実装例 
 
5.3.2. リカバリポイント計算方式 
図 5.1に示したとおり，アップロードバッファに滞留する未転送データは，インシデ
ント発生時に消失する状態にある。これは言い換えると，未転送データのうち最も古い
データが書き込まれた時刻の，直前時刻までに生成されたデータはリモートサイトに転
送済みであり，保護された状態であることと同義である。したがって，あらゆる時刻に
おけるリカバリポイントは，アップロードバッファに蓄積された未転送データのうち，
最も古いデータの書き込み時刻に近似すると見なせる。そこで本計算では，この最も古
いデータを発見する手順を定義する。図 5.7に書き込みデータ量（変数 In）および未転
送データ量（変数 C）の時系列推移の様子を例示する。書き込みデータ量が大きく，デ
ータ転送性能が追いつかなくなるとアップロードバッファに未転送データが蓄積され
ることを表現している。 
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未転送データ量 （C）
データ量
[Byte]
Time
書き込みデータ量（In）
In
C
 
図 5.7 書き込みデータ量と未転送データ量の時系列推移例イメージ 
 
T
TR
データ量
[Byte]
Time
In（Write Data）
CT
アップロードバッファに残存する未転送データ量(C)
書き込みデータ(In)のうち未転送データ量
書き込みデータ(In)のうち転送済みデータ量
(復旧可能時刻)
Interval
（a unit of time）
リカバリポイント RPT
T-1T-2T-3
Part of InT-4
InT-3
InT-2
InT-1
InT
T-4T-5
 
図 5.8 リカバリポイント 
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さらに図 5.8は，ある時刻 Tにおける未転送データ量 CTと，書き込みデータ量 InTの
関係を表現している。時刻 Tにおいて最も古い未転送データの書き込み時刻は，時刻 T
からさかのぼって書き込みデータ量 Inを累加した値が，未転送データ量 CTに達した時
刻に一致する。すなわち図 5.8における斜線部で表現した累加値は，時刻 T-4の時点で
CTに達する。この時刻 T でインシデントが発生すると，時刻 T-4 から時刻 T までにサ
ーバから書き込まれたデータは未転送であるため消失する。しかしその直前の時刻であ
る T-5に書かれたデータはリモートサイトに記録されているため，復旧可能である。そ
のため復旧可能時刻は時刻 T-5となる。以上の考察により，時刻 Tにおけるリカバリポ
イント RPTは Tと T-4の差に一致する。これらの手続きは以下の数式で表現できる。 
 
𝑅𝑃𝑇 = {
 0, 𝐶𝑇 = 0
 (𝑛 + 1) × 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙, 𝐶𝑇 > 0
 
 
ただし，nは以下を満たす最小の整数である。 
 
𝐶𝑇 ≤ ∑ 𝐼𝑛𝑇−𝑖
𝑛
𝑖=0
 
 
Intervalは観測したデータのサンプリング間隔を表す。3.4.3で述べたとおり，Inおよ
び Cを含むシステム監視ログは定数 Intervalを単位とする時系列のデジタルデータであ
る。nは時刻 Tからさかのぼって Inを累加した回数に相当する。 
 
5.3.3. 性能評価の方法 
調査対象の時間帯を通して，計算したリカバリポイント RPTと RPOを比較し，検査
対象のシステムが性能目標を達成していたかどうかを判定する。RPTが RPO より短時
間であれば，同システムの性能要件は達成されていたと見なせる。逆に PRTが RPOよ
り長時間であれば，性能要件が未達成であり，性能を増強してデータ消失のリスクを低
減するための対策が必要となる。  
  
71 
 
6章 データ保護システムのサイジング技術の提案 
 
6.1. データ保護システムサイジングにおける課題 
前節の性能評価を適用した結果，リカバリポイントの最大値が RPO より長時間であ
った場合は，目標を達成するようにシステム構成を見直すことが望ましい。逆にリカバ
リポイントが RPO と比較して著しく短い時間であった場合，システムリソースを減設
することで同システムにかかるコストの削減を期待できる。 
性能目標の達成とコスト最小化の二つの要件を実現するために，データ転送ネットワ
ークの帯域をはじめとするシステムリソースを最適なサイズに調整することが求めら
れる。このシステムリソースのサイズの調整にあたり，リカバリポイントを予測する手
段がないことが課題となる。そこで本研究では，データ保護システムの振る舞いをシミ
ュレーションで再現することで，リカバリポイントを予測する技術を提案する。3.3 で
述べたとおり，一般にシステム構成の変更には一時的なサービス停止を要するため，多
くの準備作業や機会損失のリスクを伴う。そのため，シミュレーションには十分に高い
精度が求められる。 
 
6.2. 課題の解決方針 
適正システムサイズを探索する手順を図 6.1に示す。本研究では，システムサイズを
直接求める計算式を定義するのではなく，いくつかの想定のうち最適なシステム構成を
選択する帰納的アプローチをとる。(1)まずデータ保護システムのリソース量をチュー
ニングしたいくつかの想定構成を設計する。次に，(2)各構成において，同一の書き込み
データ量が発生した場合のリカバリポイントをシミュレーションにより算出する。(3)
その結果 RPO を達成し，かつリソース量に依存するシステムコストの和が最小となる
構成を最適システムサイズとして導出する。 
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(1)システム構成設計 (2)性能シミュレーション (3)最適構成導出
構成A
回線帯域8MB/sec
構成B
回線帯域10MB/sec
構成C
回線帯域12MB/sec
リカバリポイント
40sec
リカバリポイント
30sec
リカバリポイント
25sec
未
転
送
デ
ー
タ
量
計
算
想定負荷
（書き込みデータ量）
評
価
・
比
較
要求性能
（RPO=30sec）
不採用
採用
不採用
リ
カ
バ
リ
ポ
イ
ン
ト
計
算
 
図 6.1 システムサイジングのアプローチ 
 
リカバリポイントのシミュレーションにあたっては，アップロードバッファに滞留す
る未転送データ量を計算する。図 6.2に示すとおり，書き込みデータ量の実績と，予測
した未転送データ量をリカバリポイント計算式(i)の入力とすることで，リカバリポイン
トを算出することが可能となる。 
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未転送データ量計算式(ii)
(1)
書き込みデータ量
(3)
転送性能
リカバリポイント計算式(i)
(1) (2)
リカバリポイント
出力
入力
システム
設計
(2)
未転送データ量
出力
 
図 6.2 性能シミュレーションの入出力フロー 
 
6.3. データ保護システムサイジング方式 
 
6.3.1. システム構成のサンプリング 
システム構成設計の段階では，変更できる様々なリソースパラメータを考察するべき
である。ネットワーク帯域だけでなく，ゲートウェイサーバの CPU コア数やアップロ
ードバッファのストレージ容量などの調整により，データ保護システムの性能をチュー
ニングできる。 
本研究では特に，データ保護システムの性能を支配するネットワーク帯域を変数とし
たシステム構成チューニングについて検証する。 
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6.3.2. 未転送データ量計算方式 
 
Out
未転送データ量 （C）
データ量
[Byte]
Time
書き込みデータ量（In）
In
C
データ転送
性能上限
転送データ量（Out）
 
図 6.3 未転送データ量計算方式 
 
図 6.3は，書き込みデータ量 In，転送データ量 Outおよび未転送データ量 Cの時系列
推移の例を表現している。これらの関係は以下の式で表すことができる。 
 
𝐶𝑇 = 𝐶𝑇−1 + 𝐼𝑛𝑇 − 𝑂𝑢𝑡𝑇−1 
 
ここでは時刻 Tにおける書き込みデータ量を InT，ゲートウェイからリモートサイト
へ送出されたデータ量を OutTと表記している。同式はすなわち，書き込みデータ量 InT
に対して転送データ量 OutTが追いつかなくなると，未転送データ量 CTが増加すること
を表している。CT-1は時刻 Tより一つ前の時刻 T-1における未転送データ量を表す。 
 
転送データ量 OutTは時刻 Tにおける転送対象データ量に対して転送性能が不足する
場合，同性能が上限となる。図 5.4のモデルにおいて，ゲートウェイサーバがデータを
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できるだけ滞留させず，ただちに転送する前提においては，時刻 Tにおける書き込みデ
ータ量 InTと，その直前の時刻 T-1にアップロードバッファに滞留していたデータ CT-1
が同時刻 Tにおける転送対象データ量となる。 
また，ゲートウェイがバッファに入ってきたデータを直ちに送出するのではなく，書
き込まれたデータをアップロードバッファに一定時間保管した後，まとめてリモートサ
イトへ配信する振る舞いも想定される。この一時保管時間を定数 Dと表すと，時刻 Tに
おける転送対象データ量は，時刻 T-Dにおける未転送データ量 CT-Dが相当する。 
 
バッファの一時保管に関する振る舞いの違いを表 6.1に示す。 
 
表 6.1 バッファデータの一時保管とデータ転送処理の振る舞いの違い 
# 実装 一時保管
時間 D 
リカバリ 
ポイント 
データ 
圧縮効果 
時刻 Tの 
転送対象 
データ 
1 データベース， 
ストレージ 
マイクロ
秒，ミリ秒 
優る 
（短い） 
劣る 
（小さい） 
𝐼𝑛𝑇 + 𝐶𝑇−1 
2 サーバ仮想化ソフト， 
クラウドゲートウェイ 
分オーダ 劣る 
（長い） 
優る 
（大きい） 
𝐶𝑇−𝐷 
 
加えて転送性能はアップロードバッファの入出力性能 PBuffer_IO あるいはデータ転送
ネットワーク性能 PNetworkのいずれか低い方が上限となる。以上の条件により，時刻 T
における転送データ量 OutTは以下のように定式化される。 
 
𝑂𝑢𝑡𝑇 = {
 min{𝐼𝑛𝑇 + 𝐶𝑇−1, 𝑃𝐵𝑢𝑓𝑓𝑒𝑟_𝐼𝑂 , 𝑃𝑁𝑒𝑡𝑤𝑜𝑟𝑘} , 𝐷 = 0
 min{𝐶𝑇−𝐷 , 𝑃𝐵𝑢𝑓𝑓𝑒𝑟_𝐼𝑂, 𝑃𝑁𝑒𝑡𝑤𝑜𝑟𝑘} , 𝐷 > 0
 
 
転送データ量 OutT の計算にあたっては，データ圧縮もしくは重複排除の効果を考察
に加えることで，より精度を高められる可能性がある。アップロードバッファに滞留す
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るデータのうち，同一アドレスへの上書きを検出できれば，すべてのデータを送信する
のではなく，最新データのみを送ることで転送効率を上げることができる。あるいはゼ
ロが連続するホワイトスペースの削除など，圧縮のアルゴリズムはいずれの手法でも構
わない。時刻 Tにおける転送対象データの圧縮率を ZTと表記した場合，転送できる圧
縮前データ量は性能限界を ZTで除算した値に一致する。 
 
𝑂𝑢𝑡𝑇 =
{
 
  min {𝐼𝑛𝑇 + 𝐶𝑇−1,
𝑃𝐵𝑢𝑓𝑓𝑒𝑟_𝐼𝑂
𝑍𝑇
,
𝑃𝑁𝑒𝑡𝑤𝑜𝑟𝑘
𝑍𝑇
} , 𝐷 = 0
 min {𝐶𝑇−𝐷 ,
𝑃𝐵𝑢𝑓𝑓𝑒𝑟_𝐼𝑂
𝑍𝑇
,
𝑃𝑁𝑒𝑡𝑤𝑜𝑟𝑘
𝑍𝑇
} , 𝐷 > 0
 
 
また一般的なインターネットでは様々なオーバヘッドが発生するため，通信性能が設
計値よりもある程度低下することが想定される。ベストエフォート型のネットワークで
は，他者のトラフィックの影響によって通信性能が低下する可能性がある。例えば
10Mbps，1Gbpsといったカタログスペックであっても，それよりも劣化した値が実際の
通信性能の上限となる。そこでデータ転送性能 PNetwork は，通信効率
Transmission_Efficiencyパラメータを考慮して決定する。 
 
𝑃𝑁𝑒𝑡𝑤𝑜𝑟𝑘 = 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ × 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛_𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 
 
6.3.3. 適正システムサイズの導出 
6.3.2 節の手続きにより，未転送データ量をシミュレーションによって予測すること
が可能となった。さらに図 6.2に述べたとおり，これを数式(i)の入力とすることでリカ
バリポイントを予測できる。 
図 6.4は，データ転送ネットワークの帯域を調整した６通りのシステム構成について，
リカバリポイントを算出した例である。この例は，転送性能の増加に比例してリカバリ
ポイントが短くなる様子を表している。これらの構成のうち，リカバリポイントが RPO
より短時間になるケースが採用候補となる。一方で過剰な性能はコスト増の要因となる
ため，６通りの想定のうち，リカバリポイントが RPO を達成し，かつコストが最小と
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なる構成を採用することが望ましい。図 6.4のとおり RPOが 35秒前後に定義されてい
れば，リカバリポイントがこれを達成し，ネットワークコストが最小となる帯域 10Mbps
となる構成を適正サイズとして採用するべきである。 
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図 6.4 適正システムサイズの導出 
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図 6.5 システム性能とコストの関係の例 
 
また，本研究のシステムモデルによれば，データ転送ネットワークの帯域が大きいほ
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どバッファに蓄積する未転送データ量が減少し，帯域が小さいほど未転送データ量が大
きくなる。そのため，システムコストの決定要因には，未転送データ量を保管するアッ
プロードバッファの容量を含めるべきである。シミュレーションによって同時に出力さ
れる，リカバリポイントと未転送データ量の関係を図 6.5に例示する。 
 
データ転送ネットワークの帯域とリカバリポイントの短さ（すなわち性能の良さ）は
比例関係である。これに対し，ネットワーク帯域と，未転送データの格納に必要とされ
るアップロードバッファの容量は反比例の関係となる。一例として，図 6.5の回線帯域
が 10Mbps の構成では，リカバリポイント最大値が 30 秒，未転送データ量の最大値が
約 2GBであることを示している。このケースでは，少なくとも 2GBのストレージをア
ップロードバッファに設ける必要がある。したがって，シミュレーションによって出力
されるアップロードバッファにかかるコスト CostUploadBufferSizeを変数に加える。 
 
システム全体のコストは固定費と変動費の和で表すことができる [78]。このうち変
動費はシステムリソースの変動によって発生するコストの合計値とする。図 6.5の考察
に倣い，変動コストは以下の数式で定義する。 
 
𝐶𝑜𝑠𝑡𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 = 𝐶𝑜𝑠𝑡𝑁𝑒𝑡𝑤𝑜𝑟𝑘 + 𝐶𝑜𝑠𝑡𝑈𝑝𝑙𝑜𝑎𝑑𝐵𝑢𝑓𝑓𝑒𝑟𝑆𝑖𝑧𝑒 
 
以上をまとめると，本研究では，シミュレーションした構成のうち，以下の条件を満
たす構成を適正システムサイズとして導出することになる。 
 
⚫ リカバリポイントが RPOを達成する構成 
⚫ 回線帯域コストとアップロードバッファコストの和 CostVariableが最小となる構成 
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7章 提案手法の評価 
 
7.1. ストレージリモートコピーシステムへの適用 
 
7.1.1. システムサイジングの試行 
本節では，ストレージの非同期リモートコピーシステムを想定し，6章で述べたシス
テムサイジング方式の適用を試行する。試行を通じて同方式による未転送データ量計算
式ならびにリカバリポイント計算式の適用可否を調査する。 
 
図 4.9に述べたとおり，ストレージのリモートコピーは特に基幹系システムの重要デ
ータを保護するための機能であり，書き込まれたデータをできるだけ早くリモートサイ
トに送出しようとする。よってキャッシュからアップロードバッファへの出力をはじめ
とする内部処理はミリ秒オーダ以下と見込める。一方で図 6.3に述べたとおり，本研究
のシミュレーションは運用管理データのサンプリング間隔を単位としてカウントする
ため，一般的には秒あるいは分オーダとなる。ストレージ内部で発生するミリ秒オーダ
の処理遅延は，その時間軸と比べて十分に短く，誤差の範囲であるため無視して問題な
い。したがって一時保管時間 D はゼロに近似する値と解釈し，未転送データ量計算(ii)
に適用する転送データ量 OutTには以下の計算式を適用する。 
 
𝑂𝑢𝑡𝑇 = min{𝐼𝑛𝑇 + 𝐶𝑇−1, 𝑃𝐵𝑢𝑓𝑓𝑒𝑟_𝐼𝑂 , 𝑃𝑁𝑒𝑡𝑤𝑜𝑟𝑘} 
 
リカバリポイント計算の入力とした書き込みデータ量の時系列推移を図 7.1 に示す。
引用元である Cello 1999は，実際に企業のデータセンタで発生したストレージシステム
へのリード・ライト実績の一般公開情報であり，本計算の試行には十分なデータである。
ここでは，あるボリュームにおける書き込みが局所的に増加した事象に着目し，その前
後を含めた時間帯を対象とした。具体的には，15秒あたり最大 300MBを超える書き込
みが発生した 0時 00分から 8時 00分の区間を切り出して試行対象とした。このような
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事象はアップロードバッファの未転送データ量が増加する要因であり，方式検証に有効
である。 
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図 7.1 書き込みデータ量 
 
次に，データ転送ネットワークの帯域を３通りに設定した条件で，未転送データ量計
算式(ii)を適用した計算結果を図 7.2に示す。ネットワーク帯域を①6MB/sec，②8MB/sec，
③10MB/sec と設定したところ，未転送データ量の最大値はそれぞれ①1645MB，②
979MB，③319MBと算出された。さらに，図 7.3，図 7.4，図 7.5に示すとおり，各ケー
スにおけるリカバリポイントはそれぞれ①285sec，②135sec，③45secと算出された。な
お，本計算において転送効率変数 Transmission_Efficiencyは 100%の条件で試算した。 
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図 7.2 未転送データ量の計算結果 
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図 7.3 未転送データ量とリカバリポイント（回線帯域 6MB/sec） 
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図 7.4 未転送データ量とリカバリポイント（回線帯域 8MB/sec） 
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図 7.5 未転送データ量とリカバリポイント（回線帯域 10MB/sec） 
 
前述した３通りの構成に加え，回線帯域 16MB/sec および 24MB/sec の構成を追加し
た未転送データ量とリカバリポイントの試算結果を図 7.6に示す。同一のデータ書き込
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み負荷が発生する条件において，最大リカバリポイントは帯域 6MB/sec 構成における
285secから，16MB/sec構成の 15secと徐々に改善し，24MB/secの構成ではゼロに達し
た。逆に反比例する形で未転送データ量は少なくなり，最大 1645MBから最小値ゼロへ
と推移した。なお，4.4.4 節に前述のとおり非同期リモートコピーではサーバへ応答し
た後でリモートサイトへデータ転送する仕組みであるため，厳密には「同期コピー」と
同義である「リカバリポイント＝ゼロ」という状態にはなり得ない。しかしながらアッ
プロードバッファでの滞留が起こらない状況では，データ転送遅延をネットワークの通
信処理時間のみに抑えられる。これは運用管理データの観測単位であるサンプリング間
隔（秒～分オーダ）と比べてはるかに短時間であるため，誤差の範囲として取り扱う方
針とする。 
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図 7.6 非同期リモートコピーシステムのデータ保護性能シミュレーション 
 
これらのシミュレーション結果をコスト換算した結果を図 7.7に示す。ここではデー
タ転送ネットワーク回線帯域を 100Mbps/月あたり 320,000円，アップロードバッファの
ストレージを本稿執筆時点の SSD（Solid State Disk）価格から 1GBあたり 72円と仮定
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した。換算したシステムコスト CostVariable は，更改後６ヶ月分の回線帯域コスト
CostBandwidth と最大未転送データ量を格納できるアップロードバッファ容量
CostUploadBufferSizeの和で算出した。本試算においては，未転送データの蓄積量がゼロMB
から 1.7GB弱と小さいため，ストレージコストに対して回線コストが支配的となり，ほ
ぼ回線帯域に比例してコストが増加する結果となった。したがって，リカバリポイント
が RPO を達成する構成のうち，最も帯域の小さい構成を適正システムサイズとして選
択すれば良い。 
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図 7.7 非同期リモートコピーシステムのコスト試算結果 
 
一例として，図 7.8 に例示するように RPO が 120 秒であった場合，それよりもリカ
バリポイントが短時間となる構成（帯域 10MB/sec，16MB/sec，24MB/sec）のうち，シ
ステムコストが最小となる帯域 10MB/secの構成を適正サイズとして出力する。 
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図 7.8 適正システムサイズ選択の例 （RPO 120secの場合） 
 
7.2. クラウドゲートウェイシステムへの適用 
 
7.2.1. クラウドゲートウェイシステム実証実験 
図 5.6に述べたとおり，本研究の性能評価およびサイジング方式は，クラウドゲート
ウェイで実装したデータ保護システムに適用可能である。ここでは AWS Cloud Gateway
を用いた実験を通じて，その有効性を検証する。 
 
(1) 実験条件 
本実験で構成したシステム構成を表 7.1 に示す。本実験では，企業データセンタに
AWS Cloud Gatewayをキャッシュ型ボリューム方式で実装した。データセンタから AWS
へはインターネットで接続した。また同データセンタは関東圏で稼働しているため，
AWSはネットワーク遅延の影響が少ない東京リージョンを選択した。AWSからはター
ゲットボリュームとなる記憶領域をストレージサービスである S3で供給した。以上の
構成で Cloud Gatewayは AWS S3に接続し，これをさらに仮想デバイスにマッピングし
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た。 
仮想デバイスは iSCSIプロトコルでオンプレミス環境のサーバに公開し，サーバのフ
ァイルシステムで仮想ボリュームをマウントし，リード・ライト可能な記憶領域とした。
サーバもまた同データセンタで稼働する VMware の仮想マシンで構成した。サーバの
OSには Cent OSを採用した。 
Cloud Gatewayは VMwareの仮想インスタンスで実装した。アップロードバッファに
はハードディスクを採用し，また AWS へ接続するネットワークの性能は 10Mbpsにパ
ラメータ設定した。 
 
表 7.1 実験用クラウドゲートウェイの構成 
vSphere Version 7 
OS Cent OS 
CPU 4仮想 CPU （323MHz） 
メモリ 8GB 
ローカルストレージ 80GB （SSD） 
アップロードバッファ 32GB （SSD） 
AWSへの転送性能上限 10Mbps 
 
実験にあたっては，実際に企業データセンタで発生した書き込み負荷を再現した。元
となったワークロードは，トランザクションを処理するデータベースシステムである。
この負荷を再現するために，仮想デバイスをターゲットとした書き込みを発生させた。
書き込みの発生にはオープンソースの I/O 性能ベンチマークツールである fio を使用し
た。負荷の再現においては，過去に発生した書き込みデータ量（Sequential Write MB/sec）
と同量の書き込みを発生させた。この実験では書き込みデータ量だけ再現し，書き込み
の内容は再現しない。そこで転送データの圧縮が発生しない条件（圧縮率ゼロパーセン
ト）での実験を行った。 
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図 7.9 書き込みデータ量 
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図 7.10 書き込みデータ量（評価対象区間抜粋） 
 
再現した書き込みデータ量の時系列推移を図 7.9および図 7.10に示す。本実験では仮
想ボリュームへの書き込みを１分ごとに変動させた。このうち特に負荷の変動が生じた，
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17時 00分から 19時 45分までの区間を評価対象とした。また，図 7.10の負荷を発生さ
せたときの負荷を Cloudwatch で観測した結果を図 7.11 に示す。図 7.11 の観測値は，
Cloudwatch のサンプリング間隔である５分の間に発生した書き込みデータ量の合計値
（SUM）を表現している。 
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図 7.11 書き込みデータ量の測定結果（サンプリング間隔５分） 
 
なお，AWSの監視サービスである Cloudwatchのメトリックと本研究の各パラメータ
の関係を表 7.2に示しておく。 
 
表 7.2 Cloudwatchメトリックとの対応関係 
# 監視メトリックの意味 本研究の変数名 AWS Cloudwatchのメトリック名 
1 書き込みデータ量 In WriteBytes 
2 転送データ量 Out CloudBytesUploaded 
3 未転送データ量 C QueuedWrites 
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(2) 実験結果 
本実験による書き込みデータ量（WriteBytes）と転送データ量（CloudBytesUplaoded）
の関係を図 7.12に示す。 
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図 7.12 実験結果（書き込みデータ量／転送データ量測定結果） 
 
本実験では，データ転送ネットワークの帯域を 10Mbps と設定した。10Mbps を単位
換算すると，これは 375MB/5minと同値である。この条件において，転送データ量 Out
に該当する CloudBytesUploadedは，５分あたり 352MBを上限として推移した。これは，
同データ保護システムのデータ転送性能が 352MB/5min，すなわち 10Mbpsの 94%であ
ったことを表している。同結果より，転送効率 Transmission_Efficiency は 94%と推測さ
れる。したがって，ゲートウェイの通信帯域の設定値 10Mbpsよりも，性能上限が６%
低いことを前提として，以下の性能評価ならびにシミュレーションを試行する。 
 
10Mbps ÷ 8bit × 0.94 × 60sec × 5min = 352.5MB/5min 
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さらに，書き込みデータ量（WriteBytes）と転送データ量（CloudBytesUploaded），未転
送データ量（QueuedWrites）の関係を図 7.13に示す。転送性能上限 352MB/5minを上回
るデータ書き込みが 17:45，18:00，18:35，18:45とその近辺のポイントで発生している。
性能が不足しアップロードバッファにデータが蓄積する様子が QueuedWrites の上昇か
ら把握できる。この例では，18時 50分をピークとして 2.2GBを超える未転送データ量
が観測された。この時点でオンプレミス環境に問題が発生すれば，2.2GBすべてのデー
タを消失することになる。アップロードバッファに滞留する未転送データは，転送性能
がボトルネックとなるため時間をかけて排出される。18時 50分により後に書き込みデ
ータ量は少量しか発生しないが，2.2GB蓄積した未転送データ量 QueuedWritesは５分あ
たり最大でも 352MBしか減らないため，排出されるまでに数十分程度の時間を要して
いる。この滞留時間こそが，データ転送遅延の原因であり，リカバリポイントが長時間
となる要因である。 
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図 7.13 実験結果（書き込みデータ量／転送データ量／未転送データ量） 
 
7.2.2. 性能評価方式の検証 
図 7.13 に示した QueuedWrites の観測結果を数式(i)への入力として，算出したリカバ
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リポイントを図 7.14に示す。評価対象区間における最大のリカバリポイントは 19時 20
分時点で「35 分」となった。これは 18 時 50 分に発生した書き込みデータがアップロ
ードバッファに保存されてから 30分後である 19時 20分までバッファに滞留していた
ことを表している。同システムの RPOが 35分より長ければ性能要件を達成していたこ
とになるが，もし RPOが 35分より短い場合は，要件を達成するようにシステムサイズ
を変更しなければならない。あるいは RPOが 35分より著しく長い場合も，同様に適正
なシステムサイズに調整することで無駄なコストを抑制することができる可能性があ
る。 
   
0
5
10
15
20
25
30
35
40
0
500
1000
1500
2000
2500
17:00 17:20 17:40 18:00 18:20 18:40 19:00 19:20 19:40
QueuedWrites リカバリポイント[MB] [Min]
 
図 7.14 リカバリポイント計算結果 
 
7.2.3. システムサイジング方式の検証 
 
(1) 性能シミュレーション 
適正なシステムサイズを発見するために，データ保護性能シミュレーションを実施す
る。本実験では，図 7.13 に示した実測値にシミュレーション結果をどれだけ近づけら
れるか検証する。なお転送効率 Transmission_Efficiencyは，図 7.12の実測をもとに推定
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した値である 94%とした。また，アップロードバッファにおける一時待機時間 D は，
AWS Cloud Gatewayに組み込まれたパラメータであり，その仕様は開示されていない。
加えて同パラメータは利用者には制御不可であるため推測に頼らざるを得ないが，図
7.12の様子からこれを５分と仮定した。 
以上の条件により，ネットワーク帯域を実験時と同じ 10Mbpsとしてシミュレーショ
ンを適用した結果を図 7.15に示す。 
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図 7.15 未転送データ量計算結果 
 
本結果によれば，負荷がピークとなる 18時 50分における計算結果（2.01GB）と実測
値（2.22GB）との誤差が 9.3%，検証対象データを通じた平均誤差が 17%となる結果が
得られた。さらにシミュレーションの精度向上を図るため，通信効率
Transmission_Efficiency を 94%でなく 85%に調整したところ，同ピーク時における誤差
を 1.9%，平均誤差をマイナス 4%まで抑えることができた。通信効率パラメータの調整
による誤差の変動の様子を図 7.16および図 7.17に示す。本ケースの性能シミュレーシ
ョンにおいては，誤差が最小となるよう通信効率を 85%に設定することが望ましいこと
がわかる。なお，本稿執筆時点では同パラメータを計算によって推測する手順の確立に
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は至っておらず，図 7.18図 7.17に示す試行を繰り返して最適値を発見する手段を採用
する。この通信効率パラメータの推定は今後の課題とする。以下，これらの考察から通
信効率パラメータを 85%として検証を進める。 
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図 7.16 通信効率と誤差の相関（ピーク負荷時点比較） 
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図 7.17 通信効率と誤差の相関（平均値比較） 
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図 7.18 リカバリポイント計算結果 
 
図 7.18 に示すとおり，リカバリポイントのシミュレーションについては，アップロ
ードバッファに未転送データが蓄積されている 17時 40分から 19時 20分の間，実測値
と計算値の誤差を５分以下に抑えることができた。５分の誤差はシステム監視のサンプ
リング間隔に一致するため，誤差としては最小の値である。そのため，ここではシミュ
レーションが十分な精度で実施できたと結論づける。特に未転送データ量 QueuedWrites
が 300MB以上蓄積されている時刻（図 7.18斜線部）では，17時 40分時点を除いて誤
差が全く発生していないため，最大リカバリポイントを予測する手法としては十分な精
度と結論づけて問題ない。 
一方，未転送データ量が 300MBより少ない時間帯では，ほぼすべてのポイントで計
算値と実測値の間に５分から 10 分の誤差が生じている。これはクラウドゲートウェイ
がデータ圧縮効果を得るなどの目的で，ある程度のデータ量がバッファに溜まるまで転
送を抑えていた可能性が考えられる。こうした時間帯では一時保管時間 D を長めに設
定することで，その振る舞いを再現し，シミュレーションの精度を高められる。しかし
ながら，クラウドゲートウェイの実装に関わる仕様を利用者側では把握できないため，
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本研究での検証は見送る。アップロードバッファのデータ蓄積量が少ない区間ではリカ
バリポイントも短時間にとどまるため，本研究の目的であるデータ転送保護性能を測る
最大リカバリポイントの推定にあたっては問題にならないと考える。 
 
(2) 適正システムサイズの導出 
図 7.19 は，データ転送ネットワーク帯域を 4Mbps から 20Mbps に設定した８種類の
システム構成を想定し，それぞれについて性能シミュレーションを適用した結果を表し
ている。(1)と同じく，バッファ一時保管時間 Dは５分，転送効率 Transmission_Efficiency
は 85%に設定した。図 6.5の想定どおり，データ転送に用いる回線帯域が広いほどアッ
プロードバッファへのデータ蓄積量が減少し，リカバリポイントが短くなる。逆に，帯
域が狭いほど未転送データの最大蓄積量が大きくなり，より大容量のストレージがアッ
プロードバッファに必要となる。 
6.3.3 節で定義したとおり，このケースで変動するコスト要因はデータ転送ネットワ
ークの帯域 CostNetworkとアップロードバッファのストレージ容量 CostUploadBufferCapacity
である。８種類の想定のうち，RPOを達成し，かつこれらのコストの和 CostVariableが最
小となるものを適正システムサイズとして導出する。 
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図 7.19 シミュレーション結果比較 
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図 7.20 システムコスト比較 
 
7.1.1 の試算と同様，コスト調整分の計算はシステム更改後６ヶ月分の費用とした。
本試算においても，ストレージコストに対してネットワーク回線コストが支配的となり，
回線帯域に比例してコストが増加する結果となった。したがって，ここでもリカバリポ
イントが RPO を達成する構成のうち，最も帯域の小さい構成を適正システムサイズと
して導出すれば良い。 
 
7.3. 考察 
 
7.3.1. シミュレーション精度 
前節では，クラウドで構築した実験環境を用いて技術の妥当性を評価した。本提案に
おけるサイジング方式の根拠となる未転送データ量に関しては，シミュレーションによ
る予測値と実験による測定値の誤差をピーク時点で 1.9%まで縮めることができた。こ
れは時間に換算するとリカバリポイントの誤差が発生しない範囲であり，シミュレーシ
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ョンとしては十分に高精度であると結論づけられる。 
 
7.3.2. システムコスト削減効果 
従来のウォーターフォール開発におけるシステム設計プロセスでは，事前に負荷の変
動を予測することが困難であったため，設計段階で負荷のピーク値にあわせた量のシス
テムリソースを準備することが一般的であった。図 7.10 の例における書き込み負荷の
ピーク値は 858MB/min，これは 111.7 Mbpsに相当する。図 7.21に示すとおり，ピーク
時点 111.7Mbpsにあわせた設計におけるコストは６ヶ月あたり 2145千円と見積もれる。
ひとつの考察として，性能目標をピークにあわせるのではなく，RPOを 30分と仮定す
ると，その達成に必要な回線帯域は 12Mbps（リカバリポイント＝25分）であり，６ヶ
月あたりの支出は 230千円となる。すなわちピークにあわせた構成に対し，本研究方式
を適用することで，調整可能なコストを 89%削減できることがわかった。 
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図 7.21 コスト削減効果（RPO = 30min） 
 
7.3.3. 提案技術の汎用性について 
図 7.10 に挙げた以外の書き込み負荷を対象とした性能評価およびシステムサイジン
グ方式の検証結果を以下に示す。傾向が異なるいずれの負荷パターンについても，本研
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究技術の適用によりリカバリポイントの算出とシステムサイジングを実行できる。これ
らに図 7.10の書き込み負荷（パターン１）を加えた検証結果を表 7.3にまとめる。 
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図 7.22 性能評価およびシステムサイジング試行結果（負荷パターン２） 
 
0
5
10
15
0
100
200
300
400
500
1
4
:2
0
1
4
:3
5
1
4
:5
0
1
5
:0
5
1
5
:2
0
1
5
:3
5
1
5
:5
0
1
6
:0
5
1
6
:2
0
1
6
:3
5
1
6
:5
0
1
7
:0
5
WriteBytes QueuedWrites
リカバリポイント
[MB] [Min] 0
40
80
120
1600
100
200
300
400
500
0 10 20
コスト(6ヶ月) リカバリポイント
回線帯域[Mbps]
[千円] [Min]
 
図 7.23 性能評価およびシステムサイジング試行結果（負荷パターン３） 
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図 7.24 性能評価およびシステムサイジング試行結果（負荷パターン４） 
 
表 7.3 負荷パターンごとのコスト削減効果 
# 負荷パターンの 
特徴 
書き込み最大値(a)に
あわせた性能設計 
RPOにあわせた性能設計 
書き込み 
データ量 
最大値(a) 
(MB/min) 
標準 
偏差 
回線 
帯域 
(Mbps) 
コスト 
調整分 
(千円／ 
６ヶ月) 
RPO 
(min) 
回線 
帯域 
Mbps 
コスト 
調整分 
(千円／ 
６ヶ月) 
コスト 
削減 
効果 
(%) 
1 858 335 111.7 2145 30 12 230 89 
2 631 112 82.3 1580 30 8 154 90 
3 140 46 18.3 351 30 8 154 56 
4 64 11 8.4 161 30 6 115 28 
 
表 7.3に挙げた通り，ピーク時点の書き込み負荷と，偏差が大きい負荷パターンにお
いて，より大きなコスト削減効果が得られることがわかる。これはすなわち図 7.10，図
7.22に挙げたように，ある時刻の書き込みが他の時間帯を大きく上回るようなピークを
有するパターン，あるいは周期的に負荷が著しく増減するパターンなど，書き込みデー
タ量が大きく変動するケースにおいて，効果を得られることを意味している。逆に，図
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7.24 に示した負荷の変動が小さいパターンでは大きな効果を得にくい。これは，図 5.4
のモデルにおいて，書き込み負荷の大きい場面でバッファにデータを滞留し，負荷の小
さい状況でバッファのデータをネットワークに排出するゲートウェイの機構が有効に
働くためには，負荷の変動が発生していることが前提となるためである。 
 
7.3.4. さらなる精度向上に向けた技術課題 
本研究で検証に至らなかった技術課題を以下に示す。これらの課題を解決することで，
本方式の妥当性および計算精度を高められる可能性がある。 
 
(1) データ転送遅延の実測と，計算による予測値との誤差 
図 5.1で述べたように，転送データにタイムスタンプを付与することで，転送遅延時
間を測定することが可能となる。この実測値と，計算によるリカバリポイントの予測値
の誤差を比較することで，本研究技術の精度を検証することが可能となる。 
 
(2) 転送データ圧縮効果の影響 
また，アップロードバッファに滞留するデータを圧縮することで，転送するデータ量
を削減することができると考えられる。データ圧縮の影響調査も課題のひとつである 
 
(3) 通信性能の予測 
本評価のシミュレーションでは，データ転送性能の予測に課題を残した。6.3.2節で述
べたとおり，ローカルサイトからリモートサイトへデータを転送する通信回線の帯域に，
転送効率パラメータをかけ合わせることで転送性能を再現する方式を採用したが，この
転送効率を予測する計算方式の確立には至っていない。 
また，データ転送をインターネット経由で行う場合には，その転送遅延時間などを事
前の予備実験などで測定しておくことが望ましい。これらのデータ転送性能の予測手段
については今後の課題とする。 
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8章 結論 
 
8.1. 本研究の成果 
 
(1) データ保護システム性能（リカバリポイント）評価方式の確立 
 
データ保護システムの運用においては，できるだけ遅滞なくバックアップサイトへの
コピーを実行することで，データ消失のリスクを抑えることができる。すなわち書き込
み負荷に応じて変動するデータ転送の遅延に相当する同システムのリカバリポイント
を常に監視し，性能目標である Recovery Point Objective（RPO）を達成しているかどう
か，常に判定できることが望ましい。 
データ転送遅延を測定するために，従来は公開されていない内部パラメータを用いる
手法が提案されていた。これに対し，本研究では標準的な監視パラメータ（アップロー
ドバッファに滞留する未転送データ量）を遅延時間に変換する計算式を定義した。すな
わち，特定の製品やコピー機能に依存するのではなく，標準パラメータを入力とするこ
とで，様々な方式に適用できる汎用的なリカバリポイント計算方式を確立した。本方式
により，ストレージやデータベース，クラウドなどデータコピー方式が異なるシステム
であっても，共通の計算式によりリカバリポイントを計測し，その性能を評価すること
が可能となった。 
 
(2) 性能シミュレーションを通じたシステムサイジング方式の確立 
 
データ保護システムの運用にあたっては，書き込みの負荷と性能，コストのバランス
を定期的に検証して，システムサイズを適正化することが望ましい。そこで本研究では，
書き込みデータ量の負荷変動にあわせて，システム性能（リカバリポイント）が性能目
標値（RPO）を達成するようにシステムサイズを制御する方式を提案した。リカバリポ
イントの決定要因であるデータ転送遅延の原因には，コピー処理におけるバッファでの
一時滞留時間や，データ転送ネットワークの性能上限などが挙げられる。このうち前者
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はコピー方式の仕様に依存するためコントロールできないが，後者のネットワーク性能
は許容できるリスク（すなわち RPO）にあわせて調整可能である。そこで本研究では，
ネットワーク性能上限を入力パラメータとして，リカバリポイントを予測する計算式を
定義した。この計算式を用いたシミュレーションを通じて，RPOを達成し，かつネット
ワーク性能（すなわちネットワークコスト）が過剰でないシステム構成を導出すること
を可能とした。 
実験の結果，負荷のピーク時点における誤差を 1.9%に抑えられたことで，同シミュ
レーションが十分に高精度であるとの結論に至った。さらに負荷のピークにあわせたシ
ステム構成と比較して，あるリスク（RPO 30 分）を許容する構成では６ヶ月分のコス
トを 89%削減可能となる実験結果を得られた。 
 
(3) クラウドを活用したデータ保護システム運用管理サイクルの確立 
 
従来のストレージやデータベースが具備する非同期データコピー方式は，できるだけ
遅滞なくデータを転送しようとするため，遅延時間もミリ秒オーダ程度を想定できた。
その後クラウドが普及し，バックアップデータをクラウドストレージに保管するように
なるが，そのデータ転送処理を担うゲートウェイサービスは分オーダの遅延を前提とす
る上，そのリスク管理に必要な管理機能が提供されないことが課題となった。そこで本
研究では，クラウドの監視サービスでも供給される標準的な監視パラメータを用いたリ
カバリポイント予測方式を提案した。同方式適用により，システムを構成するリソース
量を適正化する運用管理を可能とした。 
データ保護システムの運用管理にあたっては，Plan（RPOが適正か）・Do（RPOを達
成しているか）・Check（過剰なリソース量となっていないか）・Action（システムサイズ
の適正化）の各フェーズを実現するための技術が必要となる。本研究技術の適用により，
これらの PDCA サイクルを確立し，リソースを適切に調整しながらコストを抑えるこ
とが可能となった。 
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8.2. 今後の展開 
7.3 に述べたとおり，残された技術課題を解決することで，本研究の性能シミュレー
ションの妥当性を検証し，その精度をさらに高められる可能性がある。特にデータ転送
遅延時間を実測し，予測値との誤差を測ることで，そのシミュレーション精度を検証す
ることは重要である。 
 
また，本提案方式はデータ保護に限らず，拠点間でデータを転送する様々なアプリケ
ーションに応用可能である。一例として 3.2.4 に述べたとおり，これからは産業機器や
自動車，監視カメラをはじめ様々な種類の IoTデバイスがネットワークに接続されるよ
うになる。IoTデバイスの共通的な特徴は，それぞれが生成したデータをデータセンタ
に転送するように振る舞うことである。異常検知や危険予測といったリアルタイムの応
答を要する IoT アプリケーションでは，データ転送遅延が重大な問題の原因となり得
る。したがって，これらのアプリケーションが性能要件を達成するためには，データ転
送性能の監視と性能の適正化が必要となる。本研究技術は，書き込みデータ量とシステ
ムリソースのサイズからデータ転送性能を予測する汎用的な手法であり，またネットワ
ークプロトコルへのタイムスタンプの追加といった特別な実装を必要としないため，デ
ータバックアップ以外の用途にも容易に適用できる。こうした IoT分野への応用は今後
の応用のひとつである。 
 
加えて，本研究では性能シミュレーションにあたり，ストレージやクラウドのシステ
ム仕様や振る舞いを十分に理解し，その知識に基づいてモデルを定義する演繹的な手法
を採用した。一方で，3.5.3に述べたように，システム稼働監視データを大量に蓄積でき
れば，機械学習などの帰納的な手法によってシステムモデルを開発できるようになる可
能性がある。 
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