In this paper we propose two iterative methods, a Jacobi-type iteration (JI) and a Gauss-Seidel-type iteration (GSI), for the computation of energy states of the time-independent vector Gross-Pitaevskii equation (VGPE) which describes a multicomponent Bose-Einstein condensate (BEC). A discretization of the VGPE leads to a nonlinear algebraic eigenvalue problem (NAEP). We prove that the GSI method converges locally and linearly to a solution of the NAEP if and only if the associated minimized energy functional problem has a strictly local minimum. The GSI method can thus be used to compute ground states and positive bound states, as well as the corresponding energies of a multi-component BEC. Numerical experience shows that the GSI converges much faster than JI and converges globally within 10 to 20 steps.
Introduction
In this paper we study numerically time-independent, coupled nonlinear Schrödinger equations, also called a vector Gross-Pitaevskii equation (VGPE), for the steady energy states which describe a multi(m)-component Bose-Einstein condensate (BEC) in m different hyperfine spin states at zero or very low temperature. Generically, the ultracold dilute Bose gas, two different hyperfine spin states may repel each other and form separate domains like the mixture of oil and water. Such a phenomenon called the phase separation of a binary mixture of BEC has been extensively investigated by experimental and theoretical physicists (13; 21; 26; 31) . A large repulsive interactive scattering length may cause spontaneous symmetry bifurcation which induces the phase separation (2; 16). Furthermore, due to Feshbach resonance, a positive and large interactive scattering length can be obtained by adjusting the externally applied magnetic field (20) .
As for the study of numerical computation, based on the schemes of (4; 5; 7; 8), Bao (3) recently developed an elegant normalized gradient flow (NGF), monotone scheme and a time-splitting sine-spectral (TSSP) method for computing ground states of a multi-component BEC by solving the time-dependent VGPE. The NGF method was proven to preserve energy diminishing property in linear case (3; 4) . The TSSP is explicit, unconditionally stable, time reversible and time transverse invariant if the VGPE has good resolution in the semiclassical regime, and it has a spectral order accuracy in space and second order accuracy in time (3) . Recently, a continuation BSOR Lanczos-Galerkin method (12) for computing positive bound states of a multi-component BEC is developed by solving the time-independent VGPE. Furthermore, only a few numerical simulations on a multi-component BEC (14; 18; 22) have been studied.
The main purpose of this paper is first to discretize the time-independent VGPE into a nonlinear algebraic eigenvalue problem (NAEP), and derive a discretized version of the associated minimized energy functional problem. Second, for the computation of the desired energy states of a multi-component BEC, we propose a Jacobi-type iteration (JI) and a Gauss-Seidel-type iteration (GSI) by solving m linear eigenvalue problems in each iterative step, and prove that the GSI method converges locally and linearly to a fixed point if and only if the associated minimized energy functional problem has a strictly local minimum at the feasible fixed point. Third, we utilize the GSI to compute the bifurcation diagram of eigen-states of the NAEP and the corresponding energies of the time-independent VGPE. From both theoretical and computational points of view, our proposed iterative methods are distinct from the NGF and TSSP methods in that ours are inspired by the eigenvalue problem approach for computing the ground states and the other positive bound states of a multi-component BEC. Furthermore, our methods can be combined with the continuation BSOR Lanczos-Galerkin method (12) for solving the timeindependent VGPE efficiently. This paper is organized as follows. In Section 2 we introduce the VGPE and the corresponding nonlinear eigenvalue problem. In Section 3 we derive a discretized version of the VGPE, called NAEP, and the associated minimized energy functional problem, respectively. In Section 4 we propose JI and GSI methods for solving the NAEP, and prove necessary and sufficient conditions for the convergence of the JI and GSI methods. Numerical results for ground states and positive bound states of two/three-component BECs by solving the NAEP are presented in Section 5. Finally, a conclusion remark is given in Section 6.
Throughout this paper, we use the bold face letters or symbols to denote a matrix or a vector. 
VGPE and Nonlinear Eigenvalue Problem (NEP)
It is well known that the VGPE can be used to describe the evolution of the macroscopic wave functions of a multi-component BEC (19; 27) . In order to extract essential parameters in the original VGPE, a dimensionless VGPE has been derived in (3) (See (3) for details). In this paper, we consider the
in which ψ(x, t) represents the macroscopic vector wave function, V(x) is the harmonic trap potential, and β jk =β jk N 0 k , j, k = 1, . . . , m, withβ jk =β kj > 0 or < 0 being the repulsive/attractive interactive scattering lengths and N 0 k > 0 being the number particles of the k-th component. Furthermore, the VGPE of (2.1) conserves the normalization of each component of the vector wave function, i.e.,
as well as the energy
where
Using the technique of separation of variables for finding the solitary wave solution of (2.1) we let 
satisfying the normalization constraints 6) where
be the energy functional in φ, where 8) for j = 1, . . . , m. Multiplying the j-th equation in (2.5) by φ j (x), and using (2.6) and (2.8) it is easily seen that any eigenvalue vector λ (c) and the corresponding eigenfunction φ of (2.5) satisfy
On the other hand, from (3) the ground state solution φ g (x) of the multicomponent BEC can be found by minimizing the energy functional E(φ) under the conditions (2.6). That is, In a multi-component BEC without an external driven field, the optimization problem (2.10) has been proven to have a unique nonnegative ground state 25) . From physical point of view the computation of the ground state solution (λ g , φ g ) for (2.5), and thus for (2.10), is most important for the study of the multi-component BEC. On the other hand, from theoretical and computational point of view, we are also interested in knowing the behavior of the other positive bound state solutions for (2.5) (i.e., the critical points of (2.10)), which can possibly be used as an initial for the study of the dynamics of various multi-component BECs (3; 14; 18; 22) .
Nonlinear Algebraic Eigenvalue Problem (NAEP)
For computational purpose, in this section we shall derive a discretized version of the nonlinear eigenvalue problem (2.5) and the associated optimization problem (2.10).
For simplicity, we consider the equation (2.5) on a 2-dimensional unit disk D and rewrite the Laplacian operator ∇ 2 on φ j (x) in the polar coordinate system:
Based on recently proposed, simple and elegant, discretization scheme (23) for (3.1) we let δr = 2/(2ν + 1) be the radial mesh width and δθ = 2π/ω be the azimuthal mesh width, for positive integers ν and ω. The grid locations are then half-integered in radial direction and integered in azimuthal direction,
i.e.,
for l 1 = 1, . . . , ν and l 2 = 1, . . . , ω.
where u j is an approximation of the j-th wave function φ j (x) with u jl ≈ 
is called a symmetric balancing matrix and
is equal to the area of the (l 1 + ν(l 2 − 1))-th sector corresponding to an integer partition for D by r l 1 = l 1 δr and
For the case of 3-dimensional unit ball D, similar A and A ⊤ as in (3.3) can also be constructed (See (24) , for details).
Applying (3.3) to (2.5) and normalizing each u j with respect D 2 , the discretization of NEP in (2.5), referred as a nonlinear algebraic eigenvalue problem (NAEP), can be formulated as follows
Since the j-th kinetic energy
Furthermore, the j-th potential energy between the nonlinear terms u 
From (2.7) follows that,
Furthermore, from (3.7) and (3.9) we have
The discretization of the optimization problem (2.10) becomes
Applying the optimality condition (10, Chapter 4) to the problem (3.11), a
satisfies the Karush-Kuhn-Tucker (KKT) equations 
Using the assumption that β jk =β jk N 0 k andβ jk =β kj the equation (3.13) becomes
(3.14)
We see that by (3.4) the equation (3.14) is equivalent to (3.5) with
From (3.8)-(3.10) and (3.15) we have the total energy
We now define 17) for j = 1, . . . , m. Then the NAEP (3.14), and thus (3.5), becomes
and from the fact that β jk
local minimum or a saddle point of (3.19) . In the following sections we shall develop numerical algorithms for finding the global minimum of (3.19), i.e., the ground state solution of (2.5).
Iterative Methods for NAEP
Many numerical algorithms, such as normalized gradient flow (NGF) method (4), the minimizing energy functional method (9), the imaginary time method In this section, we shall propose two iterative methods for finding the KKT points (λ, u) of (3.18), and thus, the ground states or positive bound states of (2.5). These methods are designed by solving the smallest eigenvalues and the associated eigenvectors of m linear eigenvalue problems at each iterative step.
Define the set
where D is given by (3.4) . From (3.4) and the property that A in (3.3) is diagonal-dominant with non-positive off-diagonal entries, we see that ADe 0, where e = (1, . . . , 1) ⊤ . This implies that for any given V j ≥ 0 and (u 1 , . . . , u m )
is an irreducible M -matrix, where 
We now define a function f : can then be used to define a Jacobi-type iteration (JI). 
. That is, the optimization problem (3.19) has a KKT point u * associated with the Lagrangian multipliers λ * .
We now define the restricted Lagrangian function of (3.19) by
(4.7)
The following theorem for sufficient and necessary conditions of a local minimum of (3.19) follows immediately from the well-known KKT second-order sufficient condition Theorem of Sec. 4.4 in (10). 
, where
and
. . , m, if and only if u * is a strictly local minimum of (3.19).
By Theorem 4.1 there is a locally unique fixed point (λ .4) satisfying (4.5). We now prove the necessary condition for the convergence of the JI method. PROOF. We first compute the Jacobian matrix
where {f j } m j=1 are given in (4.3) and (4.4). Then we prove u * is a strictly local minimum of (3.19) .
By the definition of the JI it holds that 12) for j = 1, . . . , m. We now compute ∂f j ∂u i , for i, j = 1, . . . , m, by implicit differentiation. Differentiating (4.11) with respect to u i , and by the second equation of (4.12) we get
Multiplying (4.13) byū ⊤ j D from the left and using (4.11) we get
That is,
This implies that 
Plugging (4.14) into (4.13) gives 
To this end, we fix i and define a curve {γ(τ ) :
It is easily seen that the equation (4.11) holds by a shift β ji τ , that is,
This implies that
Since the eigenvector Dū j in (4.23) is independent of the shift 2β ji τ , by differentiating (4.24) with respect to τ and setting τ = 0 we get
, . . . , 1
Therefore, the equation (4.21) holds.
Combining (4.19) with (4.21) and evaluating ∂f j ∂u i at the fixed point u * , we have that
where J f is the Jacobian matrix of f . By assumption the JI of (4.4) converges locally and linearly to (λ * , u * ). This implies that |λ(J f )| < 1, for all λ(J f ) ∈ σ(J f ). Using (4.26) the zero eigenvalues of J f can be deflated by the
where m } we get 
is symmetric. From ∼ Ω * ∼ denote the similarity and congruence transformations, respectively.
On the other hand, from (4.8) and (4.9) we have that
for i, j = 1, . . . , m. Therefore, from (4.34)-(4.36) we get We now define a Gauss-Seidel-type function g : PROOF. From the definition of g in (4.38) the Jacobian matrix
of g at u * can be recursively evaluated by 
. . .
By a similar transformation as in (4.31) and (4.33) we deflate the zero eigen-values of J g , and from (4.42) we get
Then from (4.43) and the assumption of convergence of the GSI follows that |ρ(G)| < 1.
We now prove that the matrix Q := I + P + P ⊤ is symmetric positive definite.
By (4.47) we have that
The positive definiteness of H in the last equation of (4.48) follows from the non-singularity assumption of Q.
for any η 0 ∈ R (N −1)m , the sequence defined by η n = G n η 0 converges to zero.
Therefore, the sequence {η
also converges to zero. On the other hand, by (4.48) we have that 
Therefore, by Theorem 4.2 the fixed point u * = (u * 1 , . . . , u * m ) is a strictly local minimum of (3.19) .
In the following theorem we shall prove the necessary part of the statement of Theorem 4.4.
) be a fixed point of (4.4) satisfying (4.5). Suppose that the intra-component scattering length β jj (j = 1, . . . , m) in (3.18) are sufficiently small. If u * ≡ (u * 1 , . . . , u * m ) is a strictly local minimum of (3.19), then the GSI defined by (4.38) converges to (λ * , u * ) locally and linearly.
PROOF. We claim that each eigenvalue of
in (4.40) has magnitude less than one, i.e., ρ(J g ) < 1. From (4.43)-(4.47) it suffices to show that ρ(−(I + P)
There is an eigenvector x ∈ C (N −1)m with x 2 = 1 satisfying
It holds obviously
where Q ≡ I + P + P ⊤ and
Since β jj is sufficiently small, j = 1, . . . , m, from (4.46) and (4.44) follows that 1 − p 1 + p 2 ι is in the right half plane, the distance from q to 1 − p 1 + p 2 ι is smaller than that from −q. So we have |λ| . In our numerical experience, for β ≈ β * 1 , and for some suitable fixed β jj (j = 1, . . . , m), the GSI method always converges very well to the ground state solutions of (3.19). The GSI method converges very slow or does not converge only when β is close or equal to the bifurcation point. Conversely, Theorem 4.4 shows that if the GSI method converges to some point, then it must be a strictly local minimum of the energy functional (3.19).
Numerical Algorithms and Results
In Section 4 we have developed the JI and the GSI which can be utilized to compute energy states of a multi-component BEC. According to our numerical experience, the GSI converges much faster than the JI. In this section, we shall propose the GSI combining with some extra constraints for the study of the bifurcation of eigenvalue curves of (3.18) and energy functional curves of (3.20) vs. the parameters β jk , respectively. The domain D is chosen to be a unit disk.
We first describe the GSI for a m-component BEC in details.
Gauss-Seidel-type Iteration (GSI(m)): 
Theorem 4.4 and 4.5 ensure that the GSI method can converge to a local minimum of (3.19) and thus, of (2.10) for some small suitable β jj ≥ 0. Numerical experience shows that the GSI converges to the global minimum of (3.19), i.e., the ground state of (2.1), efficiently.
For a given u j ∈ M we define an average vector ave(u j ) of u j along each concentric circle in D by
and define the normalized vector of v > 0 ∈ R N with respect to D 2 by
We now propose some variant GSI (m) methods imposed with the average vector ave(u (n) j ) at each iterative step. These variant GSI(m) methods can be used to compute the positive bound states of (3.19) . Note that, in practice, ave(u (n) j ) can be simulated by some external driven fields.
Variant GSI(2)≡ V1-GSI(2):
2 ), (iv) Compute the residuals as in (5.2), (v) If converges, then stop; else n ← n + 1, go to Repeat (ii). 
Variant GSI(3):
3 ), (iv) Compute the residuals as in (5.2), (v) If converges, then stop, else n ← n + 1, go to Repeat (ii); V2-GSI (3): In Figure 1 
as in (4. 
For a vector u j ∈ M, let R θ (u j ) denote the rotation of u j with an angle θ, counterclockwise. Tables 5.2 In Table 5 .2 (m = 2) and Table 5 .3 (m = 3), respectively, we see that m identical ground state solutions bifurcate into θ-symmetry ground state solutions at β = β 1 . That is, a θ-symmetry phase separation occurs at β = β 1 . Note that here θ-symmetry solutions mean u * 2 = R π (u * 1 ), for m = 2, and u * 2 = R 2π/3 (u * 1 ) Three-component BEC.
and u * 3 = R 2π/3 (u * 2 ), for m = 3, respectively. We also observe that θ-symmetry solutions separate disjointedly when β increases to β ∞ . Now we are interested in the study of the bifurcation of the θ-symmetry solutions and the radial-symmetry solutions (16) . We fix one (m = 2) and two We now fix β 12 := β * = 1000, and vary β := β 21 decreasingly from β * to zero, for m = 2, as well as fix β 12 = β 21 = β 13 = β 31 := β * = 1000, and vary β := β 23 = β 32 decreasingly from β * to zero, for m = 3. In Figure 5 and 6 we plot the eigenvalue curves vs. β computed by GSI(m) (green curve) and by V1-GSI(m) (red curve). We conclude that for m = 2, 0 < β < β * * = 0.6 and m = 3, 0 < β < β * * = 7, the GSI(m) converge to a radial-symmetry ground state solution as in Figure 3 (b) and 4(b) without any extra driven field.
Conclusions
In this paper, we mainly propose the JI and the GSI methods for the compu- It holds that
where A is a symmetric positive definite matrix.
Note that it is easy to verify that 
