We present a new formalism to calculate phase-space acceptance in a Zeeman decelerator. Using parameters closely mimicking previous Zeeman deceleration experiments, this approach reveals a hitherto unconsidered velocity dependence of the phase stability which we ascribe to the finite rise and fall times of the current pulses that generate the magnetic fields inside the deceleration coils. It is shown that changing the current switch-off times (characterized by the reduced position of the synchronous particle κ 0 ) as the sequence progresses, so as to maintain a constant mean acceleration per pulse, can lead to a constant phase stability and hence a beam with well-defined characteristics. We also find that the time overlap between fields of adjacent coils has an influence on the phase-space acceptance. Previous theoretical and experimental results [1, 2] suggested unfilled regions in phase space that influence particle transmission through the decelerator. Our model provides, for the first time, a means to directly identify the origin of these effects due to coupling between longitudinal and transverse dynamics. Since optimum phase stability is restricted to a rather small parameter range in terms of the reduced position of the synchronous particle, κ 0 , only a limited range of final velocities can be attained using a given number of coils. We evaluate phase stability for different Zeeman deceleration sequences, and, by comparison with numerical three-dimensional particle trajectory simulations, we demonstrate that our model provides a valuable tool to find optimum parameter sets for improved Zeeman deceleration schemes. An acceleration-deceleration scheme is shown to be a useful approach to generating beams with welldefined properties for variable-energy collision experiments. More generally, the model provides significant physical insights applicable to other types of particle decelerators with finite rise and fall time fields.
thus far been pictured through one-dimensional models, and via numerical three-dimensional particle-trajectory simulations [1, 29] .
Here, we present a model that allows for a more general understanding of the longitudinal and transverse acceptance as well as the overall six-dimensional phase-space acceptance in a Zeeman decelerator. It thus provides a useful means to find conditions for the phase-stable operation of a Zeeman decelerator without the need of having to run large sets of trajectory simulations in a multi-parameter space. The output of our model suggests that, for a given switch-off position inside a solenoid coil, κ 0 (defined below), the phase-space acceptance in a multistage Zeeman decelerator is dependent on the particle velocity, and on the time overlap of the current pulses between neighboring coils. In order to remain in the same phase-stable region throughout the deceleration process, we suggest the use of an adaptive κ 0 which follows the change in the mean longitudinal acceleration as the particle velocity is decreased.
Using our model, we are able to explain the origin of unfilled regions in phase space that have been predicted by theoretical and experimental studies [1, 2] , and that we also obtain using numerical three-dimensional particle trajectory simulations. To overcome this decrease in phase stability, we assess the efficiency of two alternative schemes for Zeeman deceleration that are similar to those used for the switching of electric fields in Stark decelerator experiments [20, 27, 28] . Furthermore, we outline a new mode of operation for a Zeeman decelerator that is based upon the alternation between Zeeman acceleration and deceleration. This scheme only relies on changes in the computed deceleration pulse sequence thus facilitating its experimental implementation. The improved performance of a Zeeman decelerator in this operating mode is evaluated with the aid of numerical particle trajectory simulations.
II. PHASE-SPACE MODEL
Phase stability ensures that particles within a certain range of relative positions and velocities with respect to a so-called synchronous particle remain together during the successive switching of several deceleration coils. The synchronous particle is an imaginary on-axis particle which experiences precisely those magnetic fields that are calculated for a pulse sequence to achieve a given amount of deceleration or acceleration. In order to achieve The magnetic fields of the individual coils are not added up vectorially. The coil specifications and positions are the same as in Dulitz et al. [30] .
phase stability, the solenoid magnetic fields in a multistage Zeeman decelerator are switched in a periodic manner, so that the synchronous particle always moves exactly one coil distance, d, before the active coil is turned off. The particle position relative to the center of a deceleration coil can be described by a dimensionless parameter κ = (z − z 0 ) /d which is related to the particle position on the beam axis, z, the center of the active coil, z 0 , and the center-to-center coil distance, d. The change in kinetic energy is determined by the position of the synchronous particle at the switch-off time, κ 0 . For infinitely short rise and fall times, phase-stable deceleration is achieved when κ 0 is chosen such that each solenoid coil is switched off before the synchronous particle reaches the coil center (κ 0 < 0 , see Figure 1 ).
In this case, more kinetic energy will be removed from particles that are further ahead in the decelerator, while particles lagging behind the synchronous particle will be decelerated less, as they experience a lower average magnetic field gradient. If the positions and velocities of these 'non-synchronous' particles are within a certain range relative to the synchronous particle, an oscillatory motion results which is maintained throughout the deceleration process. Wiederkehr et al. [1] have devised a one-dimensional model for phase stability that reliably captures this oscillatory behavior.
An accurate description of phase stability becomes more complex if the finite switching times of the current pulses are taken into account. Based on the mean acceleration for each deceleration period, we present an approach to calculate phase stability in a Zeeman decelerator that can cope with arbitrary current pulse shapes. Besides predictions for the longitudinal and the transverse phase stabilities, our model gives an estimate of the overall, six-dimensional phase-space acceptance for each switch-off position κ 0 . This allows for an evaluation of Zeeman-deceleration sequences within a wide parameter range that is complementary to trajectory simulations.
A. Longitudinal and transverse phase-space acceptance
Our approach builds up on a number of ideas that were previously used to describe the longitudinal and transverse motion in a Stark decelerator [25, 26] . Assuming that the longitudinal and the transverse dynamics take place on very different time scales, the longitudinal and the transverse motion can be treated as independent entities. Longitudinal and transverse accelerations,ā z andā r , are obtained by numerical integration over one period in time, T , which is equivalent to the track of the synchronous particle across one coil distance, d, at constant particle velocity:
where i = z, r. It is assumed that the longitudinal and transverse particle velocities, v z and v r , and the transverse positions, r, do not change during this interval. Such an approximation is valid for particles with a small magnetic-moment-to-mass ratio and/or for sufficiently high particle velocities. The transverse positions and velocities can be treated as constant for one deceleration period, since off-axis velocities are typically small (≤ 20 m/s) and the transverse magnetic field gradients are significantly less than those in the longitudinal direction (see Figure 1) . Changes in the mean longitudinal acceleration as a function of r are less than 20 % (between r = 0 mm and r = 3 mm) for the coil dimensions shown in Figure 1 .
All calculations in this article were carried out for nitrogen atoms in the metastable 2 D 5/2 , M J = 5/2 state. The Zeeman shift, ∆E Z , for this state [31] can be linearly approximated
, where M J = 5/2 is the projection of the total angular momentum J onto the local magnetic field axis, g J = 1.20 [32] is the Landé factor, µ B denotes the Bohr magneton and B is the magnetic field. Although the results presented in this article are valid for this specific quantum state only, they can be scaled to any other atom or molecule with a linear Zeeman shift. We chose metastable nitrogen due to its relatively small magneticmoment-to-mass ratio, so that the validity conditions of our model are met. N( 2 D 5/2 ) is also a promising candidate for Zeeman deceleration that has not been tackled so far, and we are currently working on the Zeeman deceleration of this species in our laboratory.
In this article, distances and coil dimensions from our experiment are used [30] , e.g., d = 10.7 mm. Figure 2 illustrates the temporal characteristics of the current pulses. The rise and fall times (assuming equal values in both cases), t r , and the time overlap, t o , are
shown on a scale that is related to the time period T . In this article, we use t r = 8 µs, t o = 6 µs and a current of 300 A for each coil, resulting in a maximum mean longitudinal acceleration,ā z,m , of 2.3·10 5 m/s 2 on the beam axis. Mutual inductance effects, which induce additional cusps in the current profiles, were not taken into account for reasons of simplicity. However, in principle, the numerical integration allows for the implementation of any arbitrary time profile, e.g., experimental waveforms.
The cylindrical symmetry of solenoid magnetic fields reduces the complexity of phasespace calculations, since the angular momentum of the particles about the molecular beam axis is conserved, so that the dimensionality of the problem is reduced by two. To obtain information on longitudinal phase stability, the relative mean accelerations dashed arrow in (a)), because the deceleration pulse sequence, applied to achieve a given final velocity, addresses particles in the same phase space as for a lower value of κ 0 , e.g., an identical separatrix centered at κ = -0.1 exists both for κ 0 = -0.1 and κ 0 = 0.4.
where ∆κ = κ − κ 0 , at r = 0 and v z = const. are used to calculate the relative longitudinal positions and velocities of 'non-synchronous' particles with respect to the synchronous particle. Trajectories of non-synchronous particles are determined for -4 <= ∆κ <= 4 using numerical integration. The separatrix is then given by largest stable orbit around the synchronous particle within this ∆κ-interval. Trajectories in the transverse direction at a given longitudinal velocity, v z , are obtained in a similar manner for each switch-off position
Due to the cylindrical symmetry, the transverse forces on the beam axis (r = 0) vanish, and henceā r (κ 0 , 0, v z ) = 0.
Separatrices, as in Figure 3 , mark the boundaries between stable and unstable trajectories around the synchronous particle. Only trajectories inside a separatrix are phase stable. In increased. The longitudinal acceptance decreases as κ 0 is increased from -0.3 to 0.1, i.e., the more kinetic energy is removed during a deceleration step. Figure 3 (a) also shows an increase in the longitudinal acceptance for κ 0 > 0.1. In this case, the deceleration pulse sequence, applied to achieve a given amount of deceleration, is effectively the same as for a bunch of particles that revolve around a synchronous particle located at a lower κ. For example, at κ 0 = 0.4, a separatrix exists which is centered at κ = -0.1. The change in transverse acceptance can be explained through a change in the shape of the magnetic field (see Figure   1 ) from defocusing outside the coil to focusing inside the coil. Hence, the transverse motion is unstable at more negative κ 0 , but increasingly stable the further a particle moves into a coil during one period. The maximum transverse position relative to the beam axis is determined by the distance to the coil walls (r = 3 mm).
Quantitative information on phase-space acceptance can be drawn from the volume that is enclosed within each separatrix. The two-dimensional longitudinal acceptance for each parameter set (κ 0 , v z ) is obtained by trapezoidal numerical integration of the points that form the separatrix in longitudinal phase space (see Figure 3 (a) ). The transverse phasespace volume, V r , is given by
The angles θ and θ v are integrated from 0 to 2π owing to the cylindrical symmetries 
In the calculation, each point p is given a weight r p v r,p to account for the elementary volume in cylindrical coordinates, while the normalization pre-factor originates from the analytically known volume N . The velocity dependence of the mean longitudinal acceleration is due to an explicit time dependence of the solenoid magnetic fields caused by the finite rise and fall times for the switching. In the deceleration pulse sequence, the time period, T , is increased as the beam velocity decreases to ensure that the synchronous particle always travels one coil distance at each deceleration step. For current pulses such as in Figure In Zeeman deceleration experiments, where the switch-off position inside a coil is defined by a phase angle φ 0 = π (κ 0 + 1/2 − vt r /d), the beginning and the end of each period in Figure 2 is shifted by −t r , i.e., the end of each period is defined as the time at which the current to the coil is switched off [33] . Due to the time overlap between adjacent current pulses, the current for the active coil is then almost constant throughout the interval T , and the effect of the rise and fall times from adjacent coils is less. However, the velocity dependence of the phase-space acceptance remains significant irrespective of the definition of the switch-off position, especially at shorter time overlaps and for advanced deceleration schemes (see section III).
B. Overall phase-space acceptance
The overall phase-space acceptance is a priori a complex volume in a six-dimensional phase space, and cannot be correctly evaluated by the product of the longitudinal and transverse acceptances, as shown in Figures 5 and 6 . Instead, in order to evaluate the overall phase-space acceptance, assumptions on the dynamics of the three-dimensional particle motion are required. We assume that the time for one revolution in transverse phase space, τ r , is much longer than the time needed for one orbit in longitudinal phase space, τ z (adiabatic approximation). In this case, we can calculate the trajectories of non-synchronous particles in longitudinal phase space, and multiply the phase-space volume covered by two adjacent trajectories with the average transverse acceptance that the particles experience during one revolution in longitudinal phase space. The overall six-dimensional phase-space acceptance for each value of v z and κ 0 is then obtained by summation over all these sub-volumes.
Our model is compared with numerical three-dimensional particle trajectory simulations ( Figure 1 ) leads to a net transverse defocusing of low-field-seeking particles over the course of one longitudinal revolution in phase space. Non-synchronous particles at large distances relative to the synchronous particle, ∆κ, move further into a coil during a longitudinal orbit which compensates for the transverse defocusing and thus explains the ring of phase-stable trajectories in Figure 7 .
As our trajectory simulations mimic the motion through a much longer Zeeman deceler- ator, the empty phase-space region close to the separatrix ('halo') is much more prominent than in Wiederkehr et al. [1] . Following the explanations given for a Stark decelerator [26] , it was assumed that resonant coupling processes lead to unstable trajectories in transverse phase space, and thus induce particle loss during the deceleration process. We also believe that the unfilled phase-space regions in Figure 7 are due to such resonant couplings which can occur whenever the times for a longitudinal and a transverse revolution in phase space, τ r and τ z , become very similar. From Figure 8 , we see that τ r and τ z can indeed become comparable under certain conditions for ∆κ and κ 0 . Our model is unable to capture these effects, because it explicitly assumes adiabatic behavior, i.e., τ r ≫ τ z (see above). We believe that the unfilled phase-space regions close to the separatrix in Figure 7 can be explained through such a mechanism. or large displacements with respect to the synchronous particle are phase stable. White crossed hatches: particle motion close to the synchronous particle is phase stable. Blue hatches (dark, near-horizontal in central region of figure) : regions in which phase stability is observed owing to a deceleration/acceleration pulse sequence which addresses particles in the same phase space as for the same value ofā z in a region marked with orange or white crossed hatches, respectively.
The phase-space acceptance highlighted with blue hatches (dark lines, near horizontal)
in the central region of Figure 9 is a reflection of the phase stability for the sameā z that is already observed in the regions highlighted with white cross-hatching and orange hatching, since the applied deceleration pulse sequence effectively addresses particles in the same phase-space volume. Neglecting this 'fake' additional phase-space acceptance, there is only a limited parameter range for Zeeman deceleration and acceleration, where the overall sixdimensional phase-space acceptance is non-zero. This is in accordance with the partial overlap between the regions of maximum longitudinal and transverse acceptance (cf. Figures   5 and 6 ). Phase stability close to the synchronous particle is seen in an even smaller region (white crossed hatches in Figure 9 ).
For experiments in which the transmitted beam is used to study collisions, these results imply that Zeeman deceleration and acceleration should ideally be carried out at 0.8 ≤ |ā z | /ā z,m ≤ 1.0 (white cross-hatched regions in Figure 9 ) to obtain a superior ki- netic energy resolution while maintaining an almost uniform distribution in phase space.
If maximum transmission is the major goal, e.g., for trapping experiments, a lower mean longitudinal acceleration would be more advantageous (orange-hatched regions in Figure   9 ). The maximum overall acceptance is obtained at a mean longitudinal acceleration of |ā z | /ā z,m = 0.3, but it comes at the expense of a large spread in relative particle positions and velocities with respect to the synchronous particle.
Considering the limited validity of our model, we do not expect quantitative agreement between the output of the model and results from trajectory simulations. However, Figure   10 shows that the general trends for the model and the simulation are very similar, e.g., . In this representation, it also becomes obvious that, for any given value of |ā z | /ā z,m , the overall phase-space acceptance is the same for Zeeman deceleration and acceleration.
However, in the trajectory simulations (Figures 7 and 10) , we see that a lot more particles are transmitted during the deceleration sequence than during acceleration. In the case of Zeeman deceleration, a significant number of particles is captured within the phase-stable region, even though their trajectories are not phase-stable, especially at lowā z . This effect is also apparent in the distinct tail of particles outside the longitudinal separatrix ( Figure 7) indicating that particles are leaving the phase-stable region even after having passed more than a hundred deceleration stages. As the initial velocity for acceleration is much lower panel in Figure 11 shows results from trajectory simulations in which an adaptive and a constant κ 0 value are chosen for Zeeman deceleration (acceleration), such that the final velocity is the same. In the case of Zeeman acceleration, we observe a dramatic decrease in the number of phase-stable particles in the constant κ 0 mode of operation while there is little change in the phase-space distribution for Zeeman deceleration. The behavior shown for both Zeeman deceleration and acceleration at constant κ 0 can be attributed to a change from a larger to a smaller phase-space volume meaning that particles originally located in a phase-stable region will find themselves in an unstable region at the end of a deceleration or acceleration sequence (cf. Figure 7) . Likewise, a lot of particles are ejected from the decelerator at the beginning of a deceleration or acceleration sequence although their trajectories would be phase stable at a later point in time. However, in the acceleration process, the more pronounced velocity dependence along with the greater velocity change (∆v z = -390 m/s for deceleration, ∆v z = 510 m/s for acceleration) causes a stronger decrease in phase-space acceptance, and results in less particle transmission through the decelerator. In this specific case, the results of applying an adaptive κ 0 (a constantā z ) only imply a significant advantage for Zeeman acceleration, and little advantage for deceleration. However, the use of this procedure generally simplifies data interpretation in terms of phase-space acceptance, and it helps to find improved deceleration schemes, as demonstrated in Section III.
C. Influence of the time overlap on the overall phase-space acceptance
Thus far, we have neglected the effect of the time overlap between the current pulses of adjacent coils, t o , and used a constant value of t o = 6 µs. However, following the same arguments as for the rise and fall times, a constant time overlap will have a greater impact at higher beam velocities, and its influence will be negligible at low velocities. As the particles are typically quite far away from the center of the neighboring coil at the time it is switched on, we do not expect to see as strong a velocity dependence ofā z as for the rise and fall times, t r . The influence of the time overlap on the overall phase-space acceptance is shown in Figure   12 for t r = 0. In this idealized case, the acceptance only depends on changes in the time overlap. Furthermore, a coupling of the time overlap to the period (t o ∝ T ) eliminates the velocity dependence ofā z . Figure 12 illustrates that the overall acceptance steadily increases as the time overlap becomes a larger fraction of the time period. The increase is small (about 20 % from t o = 0 to t o = T /2) and the maximum phase-space acceptance is shifted to higher mean longitudinal accelerations, equally for Zeeman deceleration and acceleration.
We observe a similar effect when both the switching times and the time overlap are linked to the time period, e.g., t r = t o = T /2. In this case, however, the overall acceptance is lower due to the contribution of the rise and fall times. With regard to Figures 9 and 10 , the time overlap ensures that the magnitude of the overall acceptance is nearly constant at all beam velocities. Without this contribution, the rise and fall times cause a gradual decrease in acceptance towards higher velocities (not shown). The increase in overall acceptance as a function of the time overlap is mainly a longitudinal effect. In fact, as t r is increased, the transverse acceptance decreases due to the larger contribution from transversely defocusing magnetic fields outside of a coil. In contrast to that, the additional magnetic field from the adjacent coil raises the potential hill in the longitudinal direction, so that particles with a position further ahead in the decelerator will still be captured in longitudinal phase space.
As the contribution is small and the heating of solenoid coils during operation is generally a major concern, we do not think that an excessive increase in overlap times will contribute much to the success of future deceleration experiments. However, this effect should be kept in mind when considering alternative switching schemes. In addition to that, a time overlap between neighboring coils also guarantees a residual magnetic field to prevent Majorana spin-flip transitions [18, 34] . In the following, we will mimic both the s = 1 and the s = 3 mode but, in view of ohmic heating, we will restrict the switching so that each coil is turned on for a maximum duration of two periods, T , as compared to the normal mode of operation. Figure 13 shows schematic pulse sequences for both schemes (lower panel), and it illustrates the corresponding magnetic field experienced by the synchronous particle under these conditions (upper panel).
The s = 1 mode is not very different from the normal mode of operation, except that each coil is turned on again after a break of one period, T . The duration of the second pulse is synchronized with the other switching times, so that its duration is also of time T . In the s = 3 sequence, every second coil is turned on for a duration of two periods (blue dashed curves), while every other coil is switched as usual. In contrast to the s = 3 sequence in a Stark decelerator, every coil represents one potential hill, so that our s = 3 mode is essentially s = 2. To study focusing in the transverse direction, we choose one configuration in which all coils are operated at 300 A, and another in which a current of 150 A is applied to those coils with an extended pulse duration of 2T (dashed curves, 'focusing coils'). Similar s = 3
Zeeman deceleration schemes have been described by Wiederkehr et al.
[1], but either every second coil was not switched, or the coils were placed at larger distances with respect to each other. From the arguments in section II B, it seems reasonable to keep the particles within the active coil for as much time as possible to increase transverse focusing. Therefore, we decided not to change the coil configuration with respect to the normal mode of operation.
The implementation of the s = 1 and s = 3 sequences in the model is analogous to what has been described for the normal mode of operation, but care must be taken in the determination of the mean longitudinal acceleration,ā z . While averagingā z over one period is sufficient in the s = 1 scheme, two periods (2T or 2d) must be taken into account in the s = 3 mode, because the pulse patterns for two adjacent coils differ (cf. Figure 13 Selected longitudinal phase-space distributions obtained from model and trajectory calculations are highlighted in Figure 14 . There is very good agreement for the extent of the longitudinal phase space, and the empty phase-space region in the center of the phase space is well reproduced by the model. As expected for guiding in the s = 1 mode, the longitudinal phase space is mirror-symmetric with respect to the v z -axis, which indicates that the potential hills both in front and behind the synchronous particle are of similar shape.
Due to the vectorial addition of the magnetic fields, the region in between two coils is even more transversely defocusing than in the normal mode of operation thus explaining the large in the s = 3 schemes. As seen for the normal mode of operation, the trajectory data reveal unfilled regions in phase space, e.g., for s = 3, 300 A in Figure 14 , that differ from the model predictions. Again, we assume that these regions are dominated by motion that cannot be described within the adiabatic approximation of our model. The longitudinal phase space is much more evenly filled when a current of 150 A is applied to the focusing coils (also at other mean longitudinal accelerations that are not shown here). This indicates that the longitudinal and the transverse dynamics may be uncoupled more effectively if the currents used for deceleration and for transverse confinement are not the same.
As in the normal mode of operation, we observe a distinct velocity dependence of the phase-space acceptance in all three alternative switching schemes (not shown). Figure 15 illustrates that there is a very good correlation between model and trajectory simulation results concerning the overall phase-space acceptance as a function ofā z . The overall acceptance for the s = 3 schemes is highest at |ā z | /ā z,m = 0.2-0.3, with the 150 A data reaching the maximum at lower mean longitudinal acceleration. For the s = 1 mode, the acceptance peaks atā z = 0, with a significantly higher phase-space acceptance than in the normal mode of operation. Unfortunately, the acceptance decays quickly towards higher mean longitudinal accelerations, especially in the trajectory simulations. As for the normal mode of operation, there are recurring regions of phase-space acceptance for the same value ofā z (not shown in Figure 15 ). In the s = 1 mode, there are other acceptance regions for deceleration and acceleration in addition to that. To access these regions, the pulse sequences are chosen such that the reswitching of each coil has no effect on the particles. The magnetic fields in these sequences then effectively correspond to those in the normal mode of operation thus explaining why the maximum acceptance is the same as in Figure 10 . In this case, however, the use of an s = 1 mode proves unnecessary.
In general, due to the low overall acceptance beyondā z = 0 and the unfilled regions in phase space, the s = 1 mode does not seem suitable for deceleration or acceleration experiments. However, owing to the very high acceptance atā z = 0, the guiding mode may still be useful in the characterization of a supersonic beam. The s = 3 scheme seems to be promising for Zeeman deceleration at lowā z , especially for a focusing current of 150 A, because the longitudinal phase space is more uniformly filled. The main disadvantage of this approach is the much smaller maximum amount of deceleration/acceleration that can be attained in comparison to the normal mode of operation. Essentially twice as many coils are needed, since every second coil is used for transverse focusing instead of deceleration.
B. Acceleration-deceleration switching scheme
In section II, we saw that the phase-space acceptance in a Zeeman decelerator varies as a function of the mean longitudinal acceleration,ā z . Particularly at lowā z , the extent of the phase-stable region in (∆κ, v z )-space is huge compared to higher amounts of acceleration; and above all, the 6D phase-space volume is not evenly filled. These phase-space characteristics are not practical for collision experiments, where ideally, the phase-space volume should stay constant as the kinetic energy of the beam is changed. Here, we describe an approach that makes it possible to tune the final velocity of a supersonic beam over a wide range while keeping the phase-space volume nearly constant. This scheme, which is based upon the switching between Zeeman acceleration and deceleration, is also very easy to implement in existing Zeeman decelerator experiments as it only relies on changes in the computed deceleration pulse sequence.
From the analysis of the normal mode of operation, we know that the occupied phasestable regions for Zeeman deceleration and acceleration are mirror-symmetric (Figure 7 ) if the amount of acceleration is equal to the amount of deceleration (+ā z = −ā z ). Equally, for a given |ā z |, the overall acceptance in our model is virtually the same for deceleration and acceleration ( Figure 10 ). Assuming that our experiment consists of a set number of coils, m, we can choose a specific mean longitudinal acceleration, |ā z |, and use the first n stages for Zeeman acceleration and the remaining m−n coils for deceleration. Tuning of the final beam velocity is then achieved solely by changing the relative number of coils for acceleration and deceleration, n and m − n, respectively. The minimum (maximum) velocity is given by the final velocity that can be attained if all coils are used for deceleration (acceleration). This scheme not only allows for efficient deceleration and acceleration at low or zero effective mean acceleration,ā z,e , but it also makes it possible to stay within the same phase-stable region throughout the acceleration-deceleration sequence. In our trajectory simulations for this scheme, we carry out all acceleration steps before we switch over to the deceleration mode. The two coils at the changeover between the acceleration and deceleration stages are not operated to allow for the synchronous particle to travel one coil distance within a period, (Figure 16 (a) ). However, the obtained particle velocity distributions are very broad and not uniform (Figure 16 (b) ).
In contrast to that, switching at a higher mean longitudinal acceleration of |ā z | /ā z,m = 0.9
( Figure 16 (c) ) yields a very narrow velocity distribution which is centered near zero. In addition to that, the number of transmitted particles for |ā z | /ā z,m = 0.7 -0.9 changes only by a maximum factor of two between the minimum and the maximum final velocities considered, which is much smaller than in any other operating mode presented in this article (cf. Figures 10 and 15) . Owing to the small and almost constant velocity spread, switching at |ā z | /ā z,m = 0.9 would clearly be the method of choice for collision experiments.
The output of the simulation can be understood from the corresponding phase-space distributions in the normal mode of operation (see Figure 7 ) which predicts higher particle numbers and broader velocity distributions at low values of |ā z |. It is somewhat surprising to see that more particles are transmitted at |ā z | /ā z,m = 0.9 (triangles in Figure 16 
CONCLUSION
In this paper, we have introduced a new formalism to calculate the longitudinal, transverse and overall phase-space acceptance in a Zeeman decelerator. Simulations using this model have enabled us to deduce a number of significant physical insights for particles moving through a sequence of pulsed fields, and these have implications not only for Zeeman decelerators using pulsed magnetic fields, but also Stark decelerators using electric fields.
These physical insights and their implications are as follows:
(1) We have simulated the behavior of a bunch of magnetic particles moving through an array of solenoid coils, to which pulsed currents are applied such that the particles experience a series of pulsed magnetic fields leading either to a deceleration or an acceleration of the particles. The field sequence is designed such that a 'synchronous' (on-axis) particle has traveled exactly one coil distance in between successive pulses. Since the particle velocity decreases over the course of a deceleration sequence, it takes longer for the particle to travel one coil distance and, hence, the period must increase as the sequence progresses. In this article, we show that the particles do not experience a constant mean deceleration for each pulse if the applied current pulses have finite rise and fall times. This effect leads to a change in the phase-space-acceptance volume -defined in terms of the range of different longitudinal and transverse positions and velocities that have stable trajectories -as the sequence of pulses progresses. The effects of pulses with finite rise and fall times has not been considered in either Zeeman or Stark decelerators in previous work; the model and simulations presented here are able to catch and overcome this difficult problem efficiently, both for deceleration and acceleration sequences. This physical understanding leads to the technical conclusion that a beam with well-defined properties is produced by adjusting the pulse durations in such a way as to maintain constant mean deceleration/acceleration.
(2) Our model shows that the phase-space-acceptance volume is virtually identical for an acceleration sequence compared to a deceleration sequence provided one chooses the same magnitude of the mean acceleration/deceleration. This leads to the proposal, ratified by simulations, that the best way to maintain beams with constant output characteristics, i.e., similar velocity and spatial distributions, is to divide the decelerator into a sequence of acceleration coils followed by a sequence of deceleration coils. By using a constant value for the magnitude of the mean acceleration/deceleration, but varying the relative number of coils for acceleration and deceleration, one obtains beams with different mean velocities but constant phase-space acceptance, which is very useful for collision experiments.
(3) For a conventional Zeeman decelerator, it can be assumed that the timescale of the transverse dynamics is slow compared to the longitudinal dynamics, because both the transverse velocity and the transverse field gradients are lower compared to the longitudinal direction. We show that this adiabatic behavior is a good approximation in general, and allows for an explanation of the unfilled phase-space area for low amounts of acceleration/deceleration. However, we also demonstrate (by comparison with full 3D trajectory simulations) that such adiabatic calculations fail to account for certain empty regions of the phase-space-acceptance volume near to the boundaries marking the limits of stable trajectories. We conclude that non-adiabatic effects can occur under conditions where the period of the transverse dynamics and the longitudinal dynamics become similar and this coupling of longitudinal and transverse motion potentially leads to unstable trajectories. Although Wiederkehr et al. [1] also pointed to this conclusion, the current paper provides substantial evidence for this, and therefore brings a greater understanding of phase stability in such devices. In practical terms, this leads to the conclusion that this non-adiabatic situation should be avoided if one wants to have beams with uniform spatial and velocity distributions. (5) More generally, our phase-space calculations for a Zeeman decelerator show that viable deceleration schemes can be developed even in the case of finite rise and fall times. This fact is potentially very useful for the development of Stark decelerators, for which similar schemes should be applicable, since it has generally been assumed previously that very fast rise and fall times (and hence very expensive electronics) are required to guarantee phase stability. In addition, the concepts developed here are likely to be valuable for applications in the growing field of microwave deceleration in (superconductive) high finesse cavities, where switching on and off the fields rapidly is hampered due to the long lifetime of the photons.
