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A B S T R A C T
In this thesis, some hybrid and cooperative solutions are proposed and an-
alyzed to locate the user in challenged scenarios, with the aim to overcome
the limits of positioning systems based on single technology. The proposed
approaches add hybrid and cooperative features to some conventional po-
sition estimation techniques like Kalman filter and particle filter, and fuse
information from different radio frequency technologies. The concept of
cooperative positioning is enhanced with hybrid technologies, in order to
further increase the positioning accuracy and availability.
In particular, wireless sensor networks and radio frequency identification
technology are used together to enhance the collected data with position in-
formation. Terrestrial ranging techniques (i.e., ultra-wide band technology)
are employed to assist the satellite-based localization in urban canyons and
indoors. Moreover, some advanced positioning algorithms, such as energy
efficient, cognitive tracking and non-line-of-sight identification, are studied
to satisfy the different positioning requirements in harsh indoor environ-
ments.
The proposed hybrid and cooperative solutions are tested and verified
by first Monte Carlo simulations then real experiments. The obtained re-
sults demonstrate that the proposed solutions can increase the robustness
(positioning accuracy and availability) of the current localization systems.
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Part I
B A S I C C O N C E P T S

1
I N T R O D U C T I O N
1.1 background and motivation
Nowadays, location-based services (LBS) have become a part of everyone’s
daily life. Positioning systems gain a lot of interest and efforts both in aca-
demic and industrial research. At the moment, lots of technologies can
be exploited and mixed (e.g., ultrasound, laser scanner, infrared, radio
frequencies, custom sensors, and camera vision). Each of them has ad-
dressed the aggregation of sensor data into location estimation via a suit-
able method. Positioning and tracking are crucial features in many ubiq-
uitous computing and robotics applications where the knowledge of the
location of the entities (i.e., people and objects) is required [8, 9]. In fact,
the collected or communicated data is often useless if it is not associated to
the location information.
At present, the most widely advanced positioning services have been
thought for outdoor scenarios. Since 1990s, Global Navigation Satellite Sys-
tems (GNSSs) can provide accurate location estimation with global coverage
and are utilized in many applications. For instance, Global Positioning Sys-
tem (GPS) is widely employed in navigation, mapping, environment protec-
tion. However, there are still some limitations of GNSS-based localization
systems. One of the main problem is that thay may fail in some challenged
area, for example, urban canyons, dense foliage and indoor environments.
As it is well known to all, a GNSS receiver can be located when it can ac-
quire at least four satellites [10]. In urban canyons or under dense foliage,
the Line-of-Sight (LoS) communication links between the satellites and the
receiver are often obstructed by tall buildings or dense foliage, resulting in
not enough satellite pseudoranges for positioning. In indoor environments,
the weak GNSS signal is not able to penetrate the concrete walls, causing
almost no pseudorange for localization 1. The solutions of these limitations
have drawn great attention among industrial and scientific researchers.
For outdoors, different aiding or augmentation approaches have been
proposed and developed. Among them, there are Satellite-Based Augmen-
tation Systems (SBASs) like Wide Area Augmentation System (WAAS), Multi-
functional Satellite Augmentation System (MSAS) and European Geostation-
ary Navigation Overlay Service (EGNOS), or Ground-based Augmentation
Systems (GBASs) like Differential-GPS (D-GPS) and Assisted-GPS (A-GPS).
1 Sometimes one can receive GPS signal through the window.
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The aiding and augmentation approaches are far more than mature and
some new emerging approaches can provide better performance of posi-
tioning accuracy and availability.
For indoors, a new type of localization system, namely Indoor Position-
ing System (IPS), has been designed to provide LBS for indoor environments,
including asset tracking [11], intruder detection [12], healthcare monitoring
[13], emergency 911 services [14]. An IPS is a network of devices that are
used wirelessly to localize people or objects inside a building [15]. IPSs are
based on some prior knowledge about position of special nodes, namely the
anchor nodes, and are aimed at estimating position of one or more mobile
nodes, whose positions are unknown, by processing ranging data collected
and exchanged by both mobile and anchor nodes. From radio propagation
point of view, indoor environment is extremely complex, since it is full of
various obstacles, multipath and interference from other wireless devices.
The IPS technology is an up-and-coming research topic of short range wire-
less communications.
The main objective of this doctorate thesis is to study and apply new lo-
calization scheme in wireless networks: hybrid and cooperative positioning
approaches. The paradigm of this relies on two aspects. On one hand, dif-
ferent communication technologies, e.g., Wireless Sensor Network (WSN),
Ultra-Wide Band (UWB), Wi-Fi, cellular networks, are exploited as Signal-
of-Opportunity (SoO) approaches to overcome the limit of single one and
increase the robustness the current localization system. On other hand, co-
operation among the users within the network is adopted for data and
information sharing, with the aim to further enhance the position estimate.
In more details, this work covers the issues of how to fuse different obser-
vations, what data, when and where to communicate for cooperation, and
in which way to use information.
1.2 problems and methodologies
This thesis is focused on improving the positioning accuracy and availabil-
ity of the current localization system. First, it studies the problem of data
fusion from different communication technologies and the exchange of po-
sitioning information among mobile nodes. Then it investigates the various
LBS requirements of different applications and proposes some advanced
positioning algorithms.
In particular, we concentrate on the hybrid and cooperative paradigm in
a wireless ad hoc or sensor network shown in Fig. 1.1, where the ’RF’ stands
for Radio Frequency (RF) device. In other words, the term ’RF 1’ stands for
the first RF device while the ’RF 2’ stands for the second RF device. In this
work, they could be a node of WSN, a Radio Frequency IDentification (RFID)
device, a UWB transceiver, and a receiver or satellite of GNSS. Besides, the
term ’A’ and ’M’ means anchor node and mobile node, respectively. As it
can be observed, a mobile node consists of different RF devices so that it is
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able to communicate with different RF anchors to collect mixed range mea-
surements (the red and blue lines in Fig. 1.1). Moreover, it can range with
other mobile neighbor and exchange positioning information (the purple
arrow in Fig. 1.1). In this way, each mobile node has three range measure-
ments so its position can be accurately inferred in a 2D plane. However, if
only one RF technology is used, the mobile cannot be located since there
are not enough measurements.
Figure 1.1: Hybrid and cooperative paradigm.
The hybrid and cooperative positioning strategy has been studied in the
context of wireless network, assuming that the positioning estimation is
not available for a single technique. This strategy is of special use in GNSS
challenging area, like indoors and urban canyons. Sometimes there may be
enough measures from one technology, but nevertheless this strategy can
still improve the positioning accuracy by exploiting the redundant measure-
ments. Furthermore, the joint use of different RF techniques can overcome
the limits of the single one. In a word, the hybrid and cooperative strategy
can improve the robustness of the localization system. It is worth reminding
that the system complexity and cost are increased.
From the hybrid and cooperative strategy, this study proposes some
hybrid cooperative solutions for network localization. First we present a
comprehensive mathematical model for the hybrid cooperative positioning
problem. Then we map this model to Bayesian filtering approach, such as
Kalman Filter (KF) and Particle Filter (PF). KF [16] is a linear quadratic esti-
mation and widely used in localization application. PF [17] is a sequential
Monte Carlo (MC) method and is used for nonlinear/non-Gaussian estima-
tion. The proposed solutions have been applied for different applications,
for example, hybrid cooperative WSN-RFID indoor positioning and hybrid
cooperative GNSS-terrestrial navigation.
Since indoor environments are many and variant, some work has been
done to study some advanced localization algorithm with context aware-
ness, like noise variance tracking and Non-Line-of-Sight (NLoS) detection.
Factor Graph (FG), which is a bipartite graph that represents the statistical
factorization of the problem variables [18], is applied to perform Bayesian
6 1 introduction
inference of marginal distributions by message passing according to the
Sum-Product Algorithm (SPA).
Finally, all the proposed algorithms are tested by MC simulations in real-
istic scenarios, where the advantages and the limitations are analyzed for
the later deployments. Some prototypes are developed to collect the real
experimental measurements for performance evaluation.
1.3 literature view
As mentioned before, the GNSSs-based positioning systems fail in some sit-
uations, indoor environments, urban canyons and wooded areas, etc, due
to the blockage of the GNSS signal. In such conditions, some different aug-
mentation systems have been studied and adopted. SBASs, such as WAAS,
EGNOS and MSAS, use a number of known GNSS receiving stations to im-
prove the positioning accuracy [19]. GBASs, such as D-GPS [20] and A-GPS
[21], employ ground based networks to locate the users with enhanced per-
formance. These approaches support wide-area or regional augmentation,
and require large investment. The focus of this work is the aiding from
other existing RF techniques.
In parallel, many hybrid positioning approaches are proposed in the lit-
erature with the adoption of different RF techniques. Hybrid positioning
means the integration with different RF techniques, derived from the SoO.
Many terrestrial communication systems can be used to aid GNSS, such as
2G/3G mobile communication systems, Digital Video Broadcasting (DVB)
and Wireless Local Area Network (WLAN). The integration can be seen as
a data fusion problem, which can be done in two ways: loose and tight
hybridization. In loose hybridization, the fusion data are the position esti-
mates from different systems, which means the hybridization could fail if
one system cannot finish the position estimation. Nevertheless, in tight hy-
bridization, the fusion data are the range measurements, which means the
position can be decided if there are enough range measurements coming
from the both systems. Due to this advantage, tight hybridization draws
more attention among the researchers. In [22, 23], some hybrid positioning
approaches are proposed by using the 2G Global System for Mobile Com-
munications (GSM) network. In [24], a hybrid localization solution is studied
based on GNSS and Universal Mobile Telecommunications System (UMTS).
Deng et al [25] and Mensing et al [26] considered the 3G mobile network to
improve GNSS localization in critical situations. De Angelis et al. [27] pro-
posed a hybrid GNSS/cellular positioning system for vehicular navigation,
which uses cellular network data to increase the location accuracy when
the number of visible satellites is not adequate. With the availability of GPS
receiver inside mobile phones, a new hybrid location system is proposed
in [28]. Kovar et al. [29] proposed a hybrid hardware receiver, which ex-
ploits the pilot carriers of DVB signals for range measurements, achieving
sub-meter positioning accuracies. Huang et al. [30, 31] explored the Digi-
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tal Video Broadcasting-Terrestrial (DVB-T) signals as SoO approach to assist
GNSS in hostile environment.
With the demand of LBS for indoors, many different IPSs are raised [32,
33, 34]. IPSs can also be classified according to the used position estimation
technique.
WLAN is a widespread technology for geolocation due to the numerous
presented networks [33]. Almost all the mobile devices, from laptop to
smartphone and tablet, are able to communicate within this standard. Most
of positioning methods in WLAN-based systems are dependent on the Re-
ceived Signal Strength (RSS) for cost reasons, as this type of measurement is
simple to implement in radio devices. Two common techniques to use RSS
for localization are fingerprinting the RSS and conversion to distance. The
fingerprinting approach is composed of two phases: in the offline phase, a
database is built for the signal strength map of the coverage area; during the
online phase, the positioning algorithm looks for the best matches between
the current measurements and the stored values [35, 36, 37]. The main dis-
advantage of this method is the tiresome calibration of large amount of
measurements for environmental change. Another approach involves the
conversion of RSS to distance by using Friis equation [38] ,which establishes
an exponential relation between the strength of a signal and the transmis-
sion distance. The main drawback of this approach is the variation of the
signal strength due to channel fading in various propagation environments
[39]. Not only for indoor positioning, WLAN is but also popular in hybrid
positioning. Kwon et al. [40] proposed a hybrid algorithm for indoor po-
sitioning in WLAN. Singh et al. [41] proposed localization approach which
uses WLAN in conjunction with GPS network. Yeh et al. [42] studied outdoor
localization using GPS and WiFi networks.
UWB is a most promising RF technology for location-based application,
with strong multipath resistance and building penetrability. It has recently
gained lots of interest in positioning researches thanks to its theoretical
ranging accuracy in the order of few centimeters [43]. The main issue of
UWB is that there are few commercial solutions, resulting in the high cost
of a single node and unsuitable for extensive deployments. Many works
have been proposed for hybrid GNSS-UWB positioning solutions. Tan et al.
[44] proposed a GPS and UWB integration approach for indoor localization,
which could provide better positioning accuracy compared to the single
UWB system. MacGougan et al. [45] applied UWB to assist GPS in hostile en-
vironment and they implemented a combined GPS+UWB positioning system
with sub-meter accuracy [46, 47].
WSN is an emerging technology for environmental monitoring, surveil-
lance, e-health, and manufacturing [48]. It is also popular in localization
and lots of localization algorithms have been developed for indoors. Costa
et al. [49] used distributed weighted multidimensional scaling approaches
to locate the unknown nodes in sensor networks. Moore et al. [50] ap-
plied robust quadrilaterals for distributed localization. Meesookho et al.
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[51] developed energy-based acoustic source positioning algorithms based
on Least Squares (LS). Like other techniques, many hybrid positioning ap-
proaches have developed with WSN. Xu et al. [52] integrated satellite lo-
cation and WSN , and seamlessly located the user between indoors and
outdoors. Ren in [53] proposed a WSN-aided GPS location algorithm, using
WSN to fast acquire the GPS signal.
A RFID system is able to automatically identify target tags and capture
data in the interrogation range, which could be up to several meters. This
capture can be explored as proximity information for localization and does
not suffer from NLoS propagation and multipath. Some research has been
done to investigate RFID technology for localization [54, 55], which used
dense deployment of RFID readers. It is also possible to adopt the backscat-
tered signal strength from the passive tag to locate the node, but it requires
huge amount of experiments to calibrate the measurement model [56] and
the positioning range is limited to a few meters. Active RFID tags were used
in combination with GNSS and dead reckoning solutions for pedestrian nav-
igation [57].
As increase in the mobile users, another SoO approach, cooperative local-
ization in wireless networks, has received great attention over the last years
[58, 59, 60]. In cooperative positioning, apart from range measurements
with respect to anchors (i.e., nodes whose positions are perfectly known),
unknown nodes perform range measurements also among themselves and
exchange aiding data, such as estimated position and the estimated proba-
bility density function. The cooperation among mobile nodes is beneficial
for network localization [60], where both positioning accuracy and availabil-
ity can be improved. Cooperative localization allows a user of the network
to voluntarily share key information with his neighbors for positioning pur-
pose. In other word, all the users work together in a Peer-to-Peer (P2P) way
to make range measurements and communication, which forms a map of
the mesh network [58]. Cooperative positioning may provide similar perfor-
mance of hybrid approach, but without any requirement of fixed infrastruc-
ture. Thus, cooperative positioning shows a promising prospect of future
localization systems and can be addition to future augmentation systems.
Furthermore, it can be employed tegether with hybrid positioning solutions
to enhance the robustness the localization systems. Caceres et al. [61] pro-
posed a hybrid GNSS-Time-of-Arrival (ToA) positioning approach base on
cooperative Unscented Kalman Filter (UKF) and Sottile et al. [62] proposed
a hybrid cooperative GNSS-terrestrial positioning algorithm based on PF.
Moreover, Caceres et al. [63] investigated a more general hybrid position-
ing algorithm based on FG and SPA over a wireless network. Some more
results of P2P cooperative positioning inside GNSS can be found in [64, 65].
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1.4 contribution of this thesis
The outcome of this study is the design and analysis of several prototypes,
which employ the advantages of different RF techniques, for instance, WSN,
RFID, GNSS and UWB. These methods take into account the network topol-
ogy, ranging method, wireless communication channel, computational ca-
pability of the devices, data fusion and information exchanging, with the
aim to improve the current localization systems with higher accuracy and
higher availability.
The main contributions of this thesis are:
• Development of a mathematical model for hybrid cooperative WSN-
RFID positioning and design of the corresponding positioning algo-
rithms (Chapter 3).
• Development of a prototype of hybrid WSN-RFID positioning system
and verification of the real deployment (Chapter 4).
• Analysis of hybrid cooperative GNSS-terrestrial positioning algorithms
in urban navigation (Chapter 5).
• Performing a hybrid GPS-UWB measurement campaign and testing the
hybrid positioning algorithms with real measurements (Chapter 5).
• Development of a cognitive and cooperative tracking approach in
wireless networks (Chapter 6).
• Design of a cooperative NLoS identification and positioning approach
for network localization (Chapter 7).

2
O V E RV I E W O F R A N G I N G A N D P O S I T I O N I N G
In general, network-based positioning systems operate in two steps: rang-
ing and positioning. Ranging performs the estimations of distance between
two nodes of interest as ranging measurements, while positioning uses the
measurements obtained from ranging to infer the locations of the unknown
nodes. This chapter introduces the common ranging techniques and the cor-
responding hardware platforms used in this thesis. Moreover, it overviews
the general position estimation techniques.
2.1 ranging techniques
2.1.1 Ranging Methods
Ranging is a process to determine the distance between two locations or
positions. More in general, it is an estimation of position-related param-
eters. There are many ranging methods and this section gives a brief de-
scription of the used four ranging methods: RSS, ToA, Time-Difference-of-
Arrival (TDoA), and proximity. .
2.1.1.1 Received Signal Strength
RSS, is a power indicator of the received RF signal, so it is also known as
Received Signal Strength Indication (RSSI). Ranging estimation based on
RSS, first introduced in [66], is most widely used ranging method, since it
is relatively simple to be implemented in cheap devices. RSSI is available at
almost all the wireless communication standards when each data packet is
received. For example, it is directly known to users in the protocols of IEEE
802.11 wireless networking family.
Radio propagation in indoor environment usually suffers from multi-
path, attenuation from obstacles, interference and other factors. These make
strong variability of the RSSI measurements and bring about the main draw-
back of RSS based ranging method—low accuracy.
Usually, the radio channel is modeled by using the Log-normal shadowing
path loss model [67], Log-normal model for short. It represents the received
signal power P˜, expressed in dBm, as a logarithmic function of the exact
distance d between the two wireless agents involved in the ranging.
P˜ = P0 − 10α log10 (d/d0) +Xσ, (2.1)
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where P0 is the mean power (expressed in dBm) received at the reference
distance d0 (typically 1 meter), α is the path loss exponent determined by
environment [68] and Xσ ∼ N
(
0,σ2dB
)
is additive Gaussian noise which
models the shadowing effects.
It is worth mentioning that the Log-normal model is fully characterized
by parameters α, P0 and σdB. They can be estimated by performing some
measurement campaigns in the environment of interest.
Given the parameters α, P0 and σdB, the unbiased range estimator de-
rived from Log-normal model (2.1) is [69]:
dˆ = K · d010
P0−Pˆ
10α , (2.2)
where K is the bias factor depending on the channel model parameters α
and σdB, K = exp
(
−12
(
(ln 10)σdB
10α
)2)
.
It can be proved that the error of range estimation dˆ− d is proportional
to the exact distance d [70]:√
var
(
dˆ− d
)
> (ln 10)σdB
10α
· d. (2.3)
It can be observed from (2.3) that the accuracy of the RSS-based range
estimator depends also on α and σdB. The accuracy of the range estimator
degrades for high value of σdB and for low value of α.
Generally, RSS-based distance estimation depends more on the environ-
ment rather than on the adopted communication technology. For instance,
in the indoor experimental environment [71] where RF channel model pa-
rameters are: α = 3.313 and σdB = 5.547, the range error is
√
var
(
dˆ− d
)
>
0.386 · d. Thus, in a room whose length is 20 meters, the range error can be
as much as 7.7 meters.
2.1.1.2 Time of Arrival
The ToA ranging approach, also known as Time of Flight (ToF), is to measure
the RF signal travel time between the transmitter and the receiver. Then the
measured distance between the transmitter and the receiver is obtained
by multiplying the signal propagation speed, i.e., the speed of light c =
3 · 108m/s. ToF can be estimated by using the two approaches: One-Way
Ranging (OWR) and Two-Way Ranging (TWR).
OWR method measures the one-way ToF and its procedure is depicted
in Fig. 2.1. Agent A sends to agent B a ranging packet, which includes
the sending time stamp T0. When agent B receives this packet and it takes
the receiving time stamp T1. Then the propagation time is estimated as
T = T1 − T0. In this case, both A and B need to be synchronized with a
common clock. Even a small synchronization error of 10 nanoseconds will
leads to a ranging error of 3 meters. Since OWR method requires accurate
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0T
ToF
1T
Figure 2.1: One way ranging.
time synchronization between transmitters and receivers, it is usually diffi-
cult to be implemented in network localization.
TWR approach measures the Round-Trip Time (RTT) of the RF signal be-
tween two transceivers. As depicted in Fig. 2.2, agent A sends at time T0 a
ranging request to agent B, who replies after the replying time, TR. When
the response is received at time T1, agent A is able to determine the RTT
as T1 − T0. Then the ToA is given by [(T1 − T0) − TR] /2. In this case, the two
agents are not required to be synchronized, since only the clock of agent A
is used to estimate the ToA. Agent B, however, has to send packets back to
agent A, which means more traffic is generated in the network.
A B
0T
ToF
ToF
RT
1T
Figure 2.2: Two way ranging.
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Cook et al. [72] and Poor in [73] showed the best achievable accuracy
of ToA based distance estimate under single path Additive White Gaussian
Noise (AWGN) channel satisfies the following inequality:√
var
(
dˆ− d
)
> c
2
√
2pi
√
SNRβ
. (2.4)
where dˆ is the estimated distance between two stations while d is the cor-
responding exact distance. And c is the speed of light, SNR is the Signal-
to-Noise Ratio (SNR), and β is the effective bandwidth of the transmission
signal.
Hence, the ToA ranging accuracy is improved by increasing the SNR or the
effective signal bandwidth. This is the main reason why UWB technology is
widely used in time-based ranging method. More details about this can be
found in the next section that introduces UWB sensors.
2.1.1.3 Time Difference of Arrival
TDoA technique is employed when some agents of the network are syn-
chronized while the remaining are not. Usually, these agents are anchor
nodes, since they are more powerful than mobile ones, making it possible
to synchronize their clocks. A typical example like this is GPS, where all the
anchors (satellites) are highly synchronized.
M A1 A3A2
1t
2t
3t
1T
2T
3T
0T
'
0T
(a) Mobile ranging
MA1 A3A2
1t
2t
3t
1T
2T
3T
0T
'
0T
(b) Anchor ranging
Figure 2.3: Time-difference-of-arrival ranging.
Suppose in a network there are some mobile agents and some anchor
agents which are synchronized to a common clock. The ranging procedure
of TDoA is shown Fig. 2.3, where it presents two possible schemes of TDoA
for three anchors and one mobile. In Fig. 2.3a, each of the anchor agents
(A1, A2, A3) sends out a ranging massage including their common time
stamp T0 1. When the mobile M receives these messages, it can measure the
1 The time stamps can be different for different anchor agents. The time differences can be
calculated in the same way, since they are synchronized. Here it is assumed that all the
agents send out the ranging messages at the same time with aim to keep the simplicity of
denotation.
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different receiving time (T1, T2, T3) and calculate the different ToFs (t1, t2,
t3) based on its own clock T
′
0 . Then, two independent TDoA measurements
are estimated as t1− t2 and t2− t3. By using this subtraction, the clock bias
between the anchors and mobiles can be removed.
In Fig. 2.3b, however, the mobile agent M sends out the ranging message
at time T0 and every anchor agent (A1, A2, A3) measures the receiving time
(T1, T2, T3). When the different receiving time becomes available, the differ-
ent ToFs and TDoAs can be calculated like before. Finally, the different TDoA
estimates are mapped into different distance differences by multiplying the
speed of light.
As described before, the clock bias does not affect the ranging errors in
TDoA method, since it is eliminated by subtracting the different ToF esti-
mates. Moreover, the network traffic is minimized, since the ranging mes-
sages only go in one direction, either from anchor agents to mobile agents
or the opposite way. These are two important advantage of TDoA based sys-
tems. Synchronization of the anchor agents, however, is still needed, and
the ranging performance relies greatly on the synchronization of anchors.
Hence, more efforts from the anchor agents are required to ensure the clock
synchronization.
2.1.1.4 Proximity
Proximity is using the connectivity measurements for ranging and posi-
tioning. For some wireless devices, it is difficult to measure the distance or
distance-based parameters. But if two devices can receive information from
each other, for sure they are within the communication range. A typical
application like this is RFID device. The RFID reader can detect the RFID tag
within come distance.
‘0’
‘1’
Anchor
Mobile
Figure 2.4: Binary measurements of connectivity.
Proximity method usually provides binary measurements, receiving or
not receiving, which corresponds to be inside the connectivity range or
outside that range. For simplicity, the transmitter is supposed to have omni-
directional antenna. In this case, the coverage area is circular. Fig. 2.4 shows
an example of proximity method. If a mobile agent (red circle) are within
the coverage area of the anchor agent (blue square), there is a proximity
measurement, denoted by 1. If another mobile agent cannot receive mes-
sage from the anchor agent, there is no proximity information, denoted
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by 0. Proximity approach works good if the coverage area is small. In the
general access control system, the detection range of High-Frequency (HF)
badge is few centimeters, which means the ranging error is also few cen-
timeters. Usually, the information from proximity measurement is limited,
but it should be one of the most simple ranging method, only with binary
measurements. In addition, almost no overhead is generated for ranging
purpose, since the ranging can be done within the normal communication.
2.1.2 Hardware Platforms
There section introduces the used hardware platforms in this thesis. These
platforms includes sensor boards of WSN and UWB, GPS receiver and RFID
device.
2.1.2.1 Wireless Sensor Network
A WSN is a collection of large number of nodes organized into cooperative
network [74]. Each node of the network has a very low-power micropro-
cessor along with very constrained resources in terms of RAM and flash
memory for storing data and the code. It also has a RF transceiver (gen-
erally with a omni-directional antenna) and power supply (e.g., batteries).
A sensor node can accommodate different types of sensors that are capa-
ble of measuring or monitoring parameters of interest, such as temperature,
sound, pressure. WSNs are widely used for military applications, transporta-
tion, medical and smart space. In typical WSN application, a series of nodes
constitute a wireless ad-hoc network, supporting multi-hop routing algo-
rithm and providing longer range commutations [75]. WSN communication
standards includes ZigBee, IEEE 802.15.4 and 6LoWPAN.
Based on the different costs of the sensor platforms, WSN is able to im-
plement RSS and ToA ranging. In this thesis TelosB mote platform is used
for the WSN experimentation. It is an open-source platform designed for
low-power research development and WSN experimentation [76]. A picture
of TelosB sensor board is shown in Fig. 2.5. It is has the following important
features:
• IEEE 802.15.4/ZigBee compliant transceiver
• Globally compatible with ISM band 2.4 to 2.4835 GHz
• High data rate up to 250 kps
• 8MHz TI MSP430 microcontroller with 10kB RAM
• Optional integrated temperature, humidity and light sensor
• TinyOS open-source operating systems
TelosB mote is small in size (7× 3× 3 cm with batteries) and can provide
RSSI measurements up to 10 meters under LoS condition, where there is no
obstacle between the transmitter and receiver.
2.1 Ranging Techniques 17
Figure 2.5: Telos mote platform.
2.1.2.2 Ultra-Wide Band Sensor
UWB is a radio technology used for short-range, high-bandwidth commu-
nications at very low energy level [77]. According to regulation of the US
Federal Communications Commission (FCC), a UWB signal is defined as a
signal with absolute bandwidth larger than 500 MHz or relative bandwidth
larger than 20% of the center frequency. In 2002, FCC authorized the unli-
censed use of UWB at frequency band from 3.1 to 10.6 GHz. The tranditional
desgin of UWB systems adopt narrow time-domain pulse, whose dulatrion
is on the order of nanosecond, to achieves this wide bandwidth. Since this
method transmits impulse-like waveform, it is usually called Impulse Radio
Ultra-Wide Band (IR-UWB).
As it can be observed from (2.4), the ranging accuracy of ToA method can
be improved by increasing the effective signal bandwidth. Hence, UWB tech-
nology has the inherent advantage to provide the high accurate ToF mea-
surement. Moreover, UWB technology better tolerates the multipath propa-
gation, because it is able to separate the reflected signal from the direct sig-
nal. A UWB radio system has capability of determining the ToF of the trans-
mission precisely. UWB ranging system can provide centimeter-accuracy
ranging measurement under LoS conditions. Under NLoS condition, where
the direct line between the transmitter and receiver is obstructed, the rang-
ing performance may degrade severely, also depending on the materials of
obstacles. The NLoS propagation of RF signal is a large challenge for UWB
based localization systems.
In this thesis, a UWB module, from Time Domain (an American com-
pany), is used for experimental test and deployment. A photo of this mod-
ule is shown in Fig. 2.6. The full name of this board is named as PulsON
400 (P400) ranging and communications module, which can provide ad-
vanced real-time ranging and communications in high multipath environ-
ments [78]. P400 applies coherent signal processing technique and spreads
the signal energy over multiple pulses, with the aim to increase the energy
per bit. Consequently, the SNR is increased and the communication range is
extended. The key features of the P400 module is summarized as:
• Excellent performance in multipath and clutter environments
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• Coherent signal processing with extending operating range
• Received signal waveform available to users
• Two-way ToF ranging method
• Coarse range estimate and recalibration
• Operating frequency from 3.1 to 5.3 GHz, with center at 4.3 GHz
• Three interfaces of Ethernet, Serial and USB
Figure 2.6: P400 UWB module.
The most important advantage of P400 is that it can provide excellent
range measurements up to 100 meters in LoS condition. But it is large in
size, with the dimension 11× 8× 9 cm consisting of antenna and batteries.
In addition, it is power hungry, with power consumption of 5 Watts.
2.1.2.3 Global Navigation Satellite System
A GNSS is a satellite system which provides autonomous geospatial posi-
tioning and navigation with global coverage. All the satellites are highly
accurately synchronized and it periodically transmits time signals, allow-
ing the electronic receivers to determine their location (longitude, latitude,
and altitude) by using ranging methods of ToA and TDoA.
At present, the available global operational GNSSs are only the GPS from
US and the GLObalnaya NAvigatsionnaya Sputnikovaya Sistema (GLONASS)
from Russia. China has developed a regional navigation system and now
is working on expanding it into the global BeiDou Navigation Satellite Sys-
tem (BDS). The European Union (EU) is developing another GNSS, Galileo
positioning system, and has scheduled the global operation by 2020. More-
over, France, Japan and India are developing satellite navigation systems
with regional coverage.
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In this thesis, a training board of GNSS, called SAT-SURF, from the satellite
navigation group of Istituto Superiore Mario Boella (ISMB), is used to collect
the real pseudorange measurements from satellites. Fig. 2.7 shows a picture
of SAT-SURF. As it can be seen right side of Fig. 2.7, it has two antenna
port, one is for GPS antenna and the other is for GSM antenna. Here only
the GPS port is used to provide pseudoranges for hybrid GNSS-terrestrial
positioning.
Figure 2.7: SatSurf GPS receiver.
2.1.2.4 Radio Frequency Identification
RFID system consists of reader and tags. The reader, also known as inter-
rogator, sends out a signal to query the zone and collects the reply from
tags. The tag has their ID information stored in their memory circuit, which
can be sent to the reader. The tag can be passive or active. Active tag has
power supply(usually battery), and can transmit signal to the reader au-
tonomously with large distance. Passive tag does not need battery or power
supply. It can draw the signal power from the reader and backscatter their
ID information to the reader. Usually, the reader is large in size and expen-
sive while the tag is small and cheap, especially for passive tag.
In this work, some RFID devices are used for hybrid localization. Fig.
2.8 shows the HF RFID system, which is usually used for access control.
It consists of reader (Fig. 2.8a) and badge (Fig. 2.8b). The reading range of
this system is only a few centimeters, so one detection of badge can provide
very accurate positioning information.
Fig. 2.9 presents the Ultra-High Frequency (UHF) RFID system. In particu-
lar, Fig. 2.9a shows the antenna of the reader, whose size is 50× 20 cm, and
Fig. 2.9b the passive tag with very small size. Due to the size of the UHF
antenna, the reader can detect a tag within a approximated circular area
whose radius is around 2 meters.
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(a) HF badge reader (b) HF badge
Figure 2.8: HF RFID devices.
(a) UHF reader antenna (b) UHF tag
Figure 2.9: UHF RFID devices.
2.2 positioning techniques
After obtaining position-related signal parameters, the next step of local-
ization is to estimate position based on those parameters. There are many
positioning techniques and two of them are studied in this work.
2.2.1 Geometric Approaches
Geometric approaches exploit geometric relationships between different an-
chors and mobile to estimate the position of the mobile.
2.2.1.1 Lateration
Lateration uses the intersection of lines, curves, circles and sphere to deter-
mine the location in 2D or 3D space. When dealing with distance measure-
ments from RSS and ToA, the mobile’s position is the intersection of circles
(2D localization) or sphere (3D localization) centered at the three anchors.
An example of 2D lateration is shown in Fig. 2.10, where the intersection
(small red circle) is the position of mobile agent.
When coping with TDoA measures, which corresponds to distance dif-
ferences from anchors, the location is estimated as the intersection of hy-
perbolas with foci at the positions of anchors (see Fig. 2.11). It is worth
mentioning that only two TDoAs are enough to locate the mobile in 2D
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Figure 2.10: Lateration of three anchors based on RSS and ToA.
space, because the sign of the distance difference can determine which in-
tersections to select. In practice there is always no existence of perfect inter-
section as Fig. 2.10 and 2.11. Some additional optimal strategies are taking
into account to select the right location.
O
x
y
A1
A2
O
x
A1A
3
A3M
d1-d2
d1-d2
d2-d3 d2-d3
Figure 2.11: Lateration of three anchors based on TDoA.
2.2.1.2 Proximity Localization
The localization of proximity information can be also by using geometry
of the anchors. Instead of using the intersection of lines, the intersection of
coverage area can be exploited. Fig. 2.12 shows how to locate a mobile with
proximity information. The mobile’s position is considered as the the center
of the overlapping area. As it can be seen, the localization error depends on
the size of the coverage. The positioning error may be large, but it could be
better than unavailability.
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Figure 2.12: Locate the mobile with proximity information.
Although the proximity localization is not accurate, it can help to lo-
cate the mobile agents with other range measurements, when there are not
enough measurements or these measurements are with large errors. Fig.
2.12 shows an example of proximity location. At a specific time, there are
only two range measurements from two anchors ( A1 and A2), resulting in
an ambiguity of the position estimate. Fortunately, there is a proximity mea-
surement from anchor A3, which loses the range measurements or maybe
it can only provide proximity detection. By using the connectivity from an-
chor A3 (green circular area), the ambiguity of mobile’s position is solved.
As mentioned before, the RSS ranging measurements are not accurate, the
adoption of proximity can improve the positioning performance [79].
A1 A2
A3
M
Figure 2.13: Proximity help locate the mobile.
2.2.2 Bayesian Approaches
In the geometrical localization, the statistics of the position-related signal
parameters are not taken into account. The Bayesian positioning approach
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considers the probability and statistics of these measurements and the in-
volution of the mobile’s positions, thus it is known as Bayesian tracking.
The Bayesian tracking approach models the dynamic positioning prob-
lem as a discrete-time stochastic process as follows:
x(k) = f(k)
(
x(k−1),ω(k−1)
)
, (2.5)
where x(k) and x(k−1) are state vectors (positions and other parameters of
interest, i.e., velocity and acceleration) at time step k and k− 1 respectively,
and ω(k−1) is the process noise from time step k− 1 to k, which simulates
the effects of mis-modeling and other unpredicted disturbances. f(k) (·) is
state transition function defined from time step k− 1 to k. It can be a linear
or non-linear function.
The relationship between the state and measurement is called observa-
tion model, expressed as
z(k) = h(k)
(
x(k),υ(k)
)
. (2.6)
where z(k) represents all available measurements (observations) at time step
k and υ(k) is the measurement noise. h(k) (·) is the observation function at
time step k and could be also non-linear.
As it can be seen from (2.5), Bayesian tracking method models the dy-
namic problem as first order Markov chain. The combination of (2.5) and
(2.6) leads to a Markov chain (Fig. 2.14), whose state x(k) is not directly
observable but can be indirectly inferred from the measurements.
Measurements
Hidden States
(positions)
( )h 
( )f 
Figure 2.14: Hidden Markov model for Bayesian tracking.
From the Bayesian point of view, the tracking problem is to recursively
estimate new state x(k), taking into account all the available measurements
z(1:k) (z(1), · · · , z(k)), up to time step k. In other words, this problem is the
calculation of the marginal distribution p(x(k)|z(1:k)), which in principle
can be estimated by two stages: prediction and update. In prediction stage,
the a priori probability distribution function (p.d.f.) p(x(k)|z(1:k−1)) of current
state x(k) is obtained. In update stage, the a posteriori p.d.f. p(x(k)|z(1:k)) is
obtained.
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Assume that the p.d.f. p(x(k−1)|z(1:k−1)) is available at time step k-1. The
prediction of the a priori p.d.f. is obtained by using Chapman-Kolmogorov
equation
p
(
x(k)|z(1:k−1)
)
=
∫
p
(
x(k),x(k−1)|z(1:k−1)
)
dx(k−1)
=
∫
p
(
x(k)|x(k−1), z(1:k−1)
)
p
(
x(k−1)|z(1:k−1)
)
dx(k−1)
=
∫
p
(
x(k)|x(k−1)
)
p
(
x(k−1)|z(1:k−1)
)
dx(k−1), (2.7)
where it adopts the property of first order Markov process:
p
(
x(k)|x(k−1),x(1:k−1)
)
= p
(
x(k)|x(k−1)
)
, (2.8)
The p.d.f. p(x(k)|x(k−1)) depends only on the system transition function fk
and the statistics of process noise ω(k−1) (2.5). Here suppose that the initial
p.d.f. p(x(0)|z(0)) ≡ p(x(0)), where z(0) means no measurements available at
the beginning.
When the new measurement z(k) is available, the update can be carried
out via Bayes’ rule
p
(
x(k)|z(1:k)
)
= p
(
x(k)|z(k),x(1:k−1)
)
=
p
(
z(k)|x(k), z(1:k−1)
)
p
(
x(k)|z(1:k−1)
)
p
(
z(k)|z(1:k−1)
)
=
p
(
z(k)|x(k)
)
p
(
x(k)|z(1:k−1)
)
p
(
z(k)|z(1:k−1)
) , (2.9)
where the normalizing factor p
(
z(k)|z(1:k−1)
)
can be calculated as
p
(
z(k)|z(1:k−1)
)
=
∫
p
(
z(k)|x(k)
)
p
(
x(k)|z(1:k−1)
)
dx(k). (2.10)
Note that in (2.10), p
(
z(k)|x(k)
)
can be calculated by using the observa-
tion equation (2.6), knowing the p.d.f. of the measurement noise υ(k). In this
way, the measurement z(k) is used to correct the a prior p.d.f. and obtain the
a posterior p.d.f.of current state. Thus the update stage is also called correction.
The two equations (2.7) and (2.9) form the basis of optimal Bayesian solu-
tion for dynamic systems. In general case, there is no optimal solutions for
them because of the non-linearity of functions f and h and no knowledge
of noise distribution ω and υ.
Sometimes KF can provide optimal solution of the two equations, but
the conditions are restricted to: linearity of both transition and observa-
tion functions and Gaussian distribution of both process noise and mea-
surement noise. Usually, some sub-optimal approximation solutions are
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adopted. Typically, there are two most widely adopted approaches for such
approximation: direct and indirect. Extended Kalman Filter (EKF) makes a
direct numerical approximation on the posterior distribution and provides
efficient solutions for (2.7) and (2.9). The performance is good when the
process model is nearly linear and the noise is almost Gaussian. For more
general cases, PF is adopted to solve the two equations with non-linear sys-
tems and non-Gaussian noise. PF makes an indirect approximation of the
posterior density function of the system state by using a set of particles.
EKF and PF have their own advantages and are the most used algorithms
for positioning. In this thesis, the implementation of both will be presented.
2.2.2.1 Extended Kalman Filter
EKF provides an efficient recursive solution for non-linear discrete filtering
problems with low complexity [80], and it is widely used in positioning
and tracking applications.
EKF models a dynamic system using the same equations of (2.5) and
(2.6). But the process noise and the measurement noise are supposed to
be Gaussian, that is, ω(k) ∼ N(0,Q(k)), and υ(k) ∼ N(0,R(k)). It estimates
the a posteriori state vector by using a feedback control approach. First, the
current state is predicted to produce the a priori estimate and then it is
refined by using the feedback from the measurements. These two steps are
also known as predict phase, and update phase.
Predict phase: In this phase, the EKF provides an estimate of both the a
priori state xˆ(k|k−1) and error covariance matrix P (k|k−1). In particular, the
estimation is based on the previous a posteriori estimates of both the state
xˆ(k−1) and the error covariance matrix P (k−1), by using the following two
equations:
xˆ(k|k−1) = f
(
xˆ(k−1), 0
)
, (2.11)
P (k|k−1) = F (k−1)P (k−1)F (k−1)
ᵀ
+W (k−1)Q(k−1)W (k−1)
ᵀ
. (2.12)
where F (k−1) = ∂f∂x
∣∣
xˆ(k−1)
and W (k−1) = ∂f∂ω
∣∣
xˆ(k−1)
are Jacobian matrices of
the transition function f(·) calculated at previous estimate xˆ(k−1).
Update phase: During this procedure, EKF performs the feedback control,
where both the state vector and the error covariance matrix are updated us-
ing new measurements. First, the optimal Kalman gainK(k) and innovation
vector y˜(k) are calculated as follows:
Kk = P
(k|k−1)H(k)
ᵀ (
H(k)P (k|k−1)H(k)
ᵀ
+V (k)R(k)V (k)
ᵀ)−1
, (2.13)
y˜(k) = z(k) − h
(
xˆ(k|k−1), 0
)
, (2.14)
where H(k) = ∂h∂x
∣∣
xˆ(k|k−1)
and V (k) = ∂h∂υ
∣∣
xˆ(k|k−1)
are Jacobian matrices of
the observation function h(·) evaluated at current prediction xˆ(k|k−1).
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Then, the state estimate xˆ(k) and error covariance matrix P (k) are up-
dated as follows:
xˆ(k) = xˆ(k|k−1) +Kky˜
(k), (2.15)
P (k) = (I −KkHk)P
(k|k−1). (2.16)
where I is an identity matrix whose dimension is the same as P (k).
In practice, it is impossible to know at each estimation time the exact
value of the process noise ω(k) and measurement noise υ(k), the EKF approx-
imates the vector state xˆk|k−1 and the innovation vector y˜k without them as
(2.11) and (2.14). In general, the EKF requires an initialization step where
both the state vector xˆ(0) and the error covariance matrix P (0) are set. Af-
ter that, the recurrence can start according to the equations from (2.11) to
(2.16).
2.2.2.2 Particle Filter
PF is a category of MC methods which recursively estimates the probability
density of the state vector [81]. The probability density is approximated by
a set of samples called particles
{
x(k)
i
, w(k)
i
}N
i=1
, and each particle x(k)
i
(represented by a vector with the same size of the state vector) is associated
a weight w(k)
i
. The posterior p.d.f. is approximated as
p
(
x(k)|z(1:k)
)
≈
N∑
i=1
w(k)
i
δ
(
x(k) −x(k)
i
)
, (2.17)
where δ(·) is Dirac delta function, defined as δ(0)→ +∞ and ∫ δ(x)dx = 1.
The weight w(k)
i
is updated by importance sampling [82].
w(k)
i ∝ w(k−1)i
p
(
z(k)|x(k)
i
)
p
(
x(k)
i
|x(k−1)
i
)
q
(
x(k)
i
|x(0:k−1)
i , z(1:k)
) , (2.18)
where p(x(k)
i
|x(k−1)
i
) and p(z(k)|x(k)
i
) represent the state transition and
measurement update, corresponding to (2.5) and (2.6), respectively. And
q(x(k)
i
|x(0:k−1)
i
, z(1:k)) is the importance density. Usually, the state transi-
tion probability function is chosen as the importance density to simply the
weight updating:
w(k)
i ∝ w(k−1)ip
(
z(k)|x(k)
i
)
. (2.19)
The main drawback of this approach is the high level of computation
complexity, which mainly depends on the number of particles and dimen-
sion of the state vector. Gustafsson et al. [83] proposed a framework of
using PF for positioning and tracking problem, with high accuracy and low
dimensional state.
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H Y B R I D C O O P E R AT I V E W S N - R F I D P O S I T I O N I N G
Nowadays indoor positioning applications have received great attentions
among short range wireless communication systems. In particular, WSN is
the most widely used technology for indoor localization as it is cheap and
easy to deploy [84]. However, location accuracy is limited by the harsh
propagation of the RF signals in indoor environments, for instance, caused
by the presence of obstacles between wireless nodes, multi-paths, interfer-
ence, etc. To overcome these effects and improve positioning accuracy, RFID
technology is employed to assist the WSN-based positioning.
3.1 hybrid wsn-rfid positioning
As introduced before, a WSN node is able to accommodate different types of
sensors that are capable of measuring or monitoring parameters of interest.
WSNs are widely used for many applications, including indoor positioning.
Since the indoor environment is harsh from the RF propagation point of
view, also the resulting location accuracy is heavily affected. For instance,
when a pair of nodes are under NLoS condition [85], the received signal is ex-
tremely attenuated. As a consequence, there may not be enough connectiv-
ity and thus ranging data to infer the target node’s coordinates. Moreover,
under indoor conditions, the signal could suffer from severe multi-path
transmission which often leads to an overestimation of distances between
WSN nodes. Thus, given the above mentioned limitations, in order to pro-
vide an accurate position estimation, the WSN based positioning needs some
extra reference points, for instance, from other technologies. Considering
cost and deployment requirements, the RFID technology has been selected
as a suitable solution.
This section proposes two hybrid positioning approaches based both on
WSN and RFID. One solution uses the EKF algorithm while the other one
uses PF approach. Both methods are compared through Matlab simulations
which demonstrate that in general the WSN-RFID hybrid approach is feasi-
ble and achieves good positioning estimation capabilities even under harsh
indoor conditions.
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3.1.1 Hybrid Topology and Measurement Modeling
The hybrid topology is depicted in Fig. 3.1, where squares represent WSN
anchor nodes and crosses represent RFID anchors which are passive tags.
The path with blue dots is the actual trajectory of the mobile node; the
green circles represent the interrogation area of the RFID reader which is
installed on the mobile node. We suppose that the reader has an omni-
directional antenna and thus the interrogation area is a circle with radius
dr.
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Figure 3.1: Hybrid WSN-RFID topology.
The mobile node is equipped with a WSN node and a RFID reader, so it
is able to communicate with both the neighboring WSN anchor nodes and
the anchor RFID tags. In this topology, the RFID deployment is composed of
passive tags, which are very cheap and do not need any power supply, thus
maintaining the low cost of the hybrid positioning approach.
Each anchor RFID tag can provides information ’1’ or ’0’ to the mobile
reader depending on if the tag is inside or outside the reader coverage
area. In order to integrate the RFID observation to the EKF equations, the
RFID information is translated to a distance estimate. When the tag is inside
the coverage area of the reader, we assume that the position of the mobile
node is uniformly distributed within the circle centered at the tag’s position.
Therefore, the RFID information equal to ’1’ is converted to the average
distance estimate d˜r = dr/2, i.e., equal to half the RFID reader interrogation
radius, dr. Moreover, we assume that the RFID based distance measurement
is normally distributed as d˜r ∼ N
(
dr/2,σ2RFID
)
, where σ2RFID is a function of
the radius dr.
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3.1.2 Hybrid Tracking Algorithms
3.1.2.1 State Definition
The performance and complexity of tracking algorithms depend heavily on
how to model the system. In general, there are three widely used dynamic
models [83, 86], Position (P), Position-Velocity (PV) and Position-Velocity-
Acceleration (PVA). Here with aim to track a mobile node, only the PV
model whose state vector is composed of position and velocity is taken
into account. We suppose that the position and velocity are expressed in a
2-dimensional space using the Cartesian coordinate reference system. The
position vector at the estimation time t(k) is defined as p(k) =
[
x(k), y(k)
]
and the velocity vector as v(k) =
[
x˙(k), y˙(k)
]
, where x˙(k), y˙(k) represent the
speed along the x and y axis, respectively. The PV model can be expressed
by the two following equations:
x(k) =
[
p(k), v(k)
]ᵀ
, (3.1)
x(k) =
[
I2 4t(k)I2
02 I2
]
x(k−1) +
[
4t(k)2I2
4t(k)I2
]
ω(k−1), (3.2)
where 4t(k) is the time elapsed from the previous estimation time t(k−1)
to the current one t(k), I2 and 02 are 2× 2 identity matrix and zero matrix,
respectively. ω(k−1) = [x¨(k−1), y¨(k−1)]ᵀ is the unknown acceleration vector
which models the process noise based on previous state x(k−1). Notice that
in the predict phase, the EKF can use (3.2) with ω(k−1) = 0 to simply the
estimation process.
3.1.2.2 Hybridization with WSN Distance Measurements
• Hybrid EKF with distance observation
In this case we suppose that there is distance measurements from WSN,
which can be obtained by converting the RSS measures into distance. Typi-
cally, the distance measurements are modeled as exact distance plus a Gaus-
sian noise:
d˜
(k)
a = d
(k)
a + eda , (3.3)
where eda ∼ N(0,σ
(k)2
d˜a
) is the noise and d(k)a is the exact distance between
the target node and the WSN anchor a at time t(k). Since the RFID-based
observation is translated to a distance measurement, it can be processed in
the same way as the WSN distance measurements.
Moreover, the following notations are used. At the estimation time t(k),
the coordinates of the mobile are p(k) =
[
x(k), y(k)
]
, the coordinates of
WSN connected anchor nodes A(k) are pa = [xa, ya], for a ∈ A(k), and the
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coordinates of connected RFID anchors R(k) are pr = [xr, yr], for r ∈ R(k).
The observation vector zk is defined as
z(k) =
{{
d˜
(k)
a
}
a∈A(k)
,
{
d˜
(k)
r
}
r∈R(k)
}ᵀ
, (3.4)
where d˜(k)a is the WSN distance measurement defined in (3.3) and d˜
(k)
r is
the distance measurement from the RFID tag r, which can assume as dr/2
or 0 according to the onserved information ’1’ or ’0’, respectively.
The observation function h depends on the estimated distances between
the mobile and anchors,
h
(
xˆ(k|k−1)
)
=

dist
(
pˆ(k|k−1),pa
)
a ∈ A(k)
...
dist
(
pˆ(k|k−1),pr
)
r ∈ R(k)
...
 , (3.5)
where dist (·) is the Euclidean distance between two positions, defined as
dist (p1,p2) =
√
(x1 − x2)
2 + (y1 − y2)
2. (3.6)
Consequentially, the Jacobian matrix is obtained by partly differentiating
the h function with respect to the vector state:
H(k) =

xˆ(k|k−1)−xa
dist(pˆ(k|k−1),pa)
yˆ(k|k−1)−ya
dist(pˆ(k|k−1),pa)
0 0
...
...
...
...
xˆ(k|k−1)−xr
dist(pˆ(k|k−1),pr)
yˆ(k|k−1)−yr
dist(pˆ(k|k−1),pr)
0 0
...
...
...
...
 , (3.7)
Suppose all the measurements are independent, the covariance matrix
R(k) is diagonal matrix as
R(k) = diag
(
σ
(k)2
d˜a
· · · , σ(k)2
d˜r
· · ·
)
. (3.8)
where σ(k)
2
d˜a
and σ(k)
2
d˜r
are the corresponding measurement noise variance at
current time t(k).
• Hybrid PF with distance observation
The first step consists in generating the a priori estimation for every parti-
cle by applying (3.2), where the unknown acceleration vector ω(k) is drawn
from a Gaussian distribution.
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The weight update step depends on the likelihood function p(z(k)|x(k)
i
).
Since range measurements are independent between each other, the likeli-
hood function can be simply expressed as product of all the contribution
of measurments:
p
(
z(k)|x(k)
i
)
=
∏
a∈A(k)
peda
(
d˜
(k)
a − dist
(
p(k)
i
,pa
))
·
∏
r∈R(k)
per
(
d˜
(k)
r − dist
(
p(k)
i
,pr
))
. (3.9)
where peda and per are the probability density functions of WSN range
error eda ∼ N(0,σ
(k)2
d˜a
) and RFID range error er ∼ N(0,σ
(k)2
d˜r
), respectively.
p(k)
i
is the position component of the particle x(k)
i
and dist(p(k)
i
,pa) and
dist(p(k)
i
,pr) are calculated using (3.6).
Resampling is adopted to eliminate low weight particles and to concen-
trate on high weight particles. Here we adopts a Gaussian resampling al-
gorithm. The idea is to generate new particles with Gaussian distribution
whose mean and variance are obtained from the input particles and their
weights. The main advantage of this algorithm is the generation of new
particles instead of repeating old ones.
3.1.2.3 Hybridization of WSN RSS Measurements
In this subsection, we consider RSS measurements from WSN for the hy-
bridization.
• Hybrid EKF with RSS observation
Since the WSN measurements are RSS values, the observation vector z(k)
becomes:
z(k) =
{{
P˜
(k)
a
}
a∈A(k)
,
{
d˜r
}
r∈R(k)
}ᵀ
, (3.10)
where P˜(k)a is the received signal power at time t(k) from the WSN anchor
node a (a ∈ A(k))and d˜(k)r (r ∈ R(k)) is RFID observation as described in
section 3.1.1.
Here the RSS measurements are modeled with the log-normal shadowing
path loss model [67] which relates RSS with distance as:
P˜a (d) = P0 − 10α log10 (da/d0) + ePa , (3.11)
where P0 is the mean power received at the reference distance d0 (typically
1 meter), α is the path loss exponent and ePa ∼ N
(
0,σ2dBa
)
is an additive
34 3 hybrid cooperative wsn-rfid positioning
Gaussian noise which models the shadowing effect. By applying the log-
normal model, the hybrid observation function h and Jacobian matrix Hk
are defined as follow:
h
(
xˆ(k|k−1)
)
=

Pˆ
(
dist
(
p(k|k−1),pa
))
a ∈ A(k)
...
dist
(
pˆ(k|k−1),pr
)
r ∈ R(k)
...
 , (3.12)
H(k) =

−10α(xˆ(k|k−1)−xa)
ln(10)dist2(pˆ(k|k−1),pa)
−10α(yˆk|k−1−ya)
ln(10)dist2(pˆ(k|k−1),pa)
0 0
...
...
...
...
xˆ(k|k−1)−xr
dist(pˆ(k|k−1),pr)
yˆ(k|k−1)−yr
dist(pˆ(k|k−1),pr)
0 0
...
...
...
...
 , (3.13)
where the Euclidean distances dist
(
p(k|k−1),pa
)
and dist
(
p(k|k−1),pr
)
are
calculated by using (3.6). The expected receive power Pˆ
(
dist
(
p(k|k−1),pa
))
is defined as
Pˆ
(
dist
(
p(k|k−1),pa
))
= P0 − 10α log10
(
dist
(
pˆ(k|k−1),pa
)
/d0
)
, (3.14)
The error covariance matrix R(k) is a diagonal matrix as the one defined
in (3.8), but with different variances for WSN part.
R(k) = diag
(
σ
(k)2
dBa
· · · , σ(k)2
d˜r
· · ·
)
. (3.15)
• Hybrid PF with RSS observation
The PF formulations for the WSN-based RSS measurements is similar to
the WSN-distance ones. The only difference is to substitute the likelihood
of distance measure to that of power in (3.11), in order to calculate the
expected received power Pˆ. Thus the likelihood function becomes:
p
(
z(k)|x(k)
i
)
=
∏
a∈A(k)
pePa
(
P˜
(k)
a − Pˆ
(
dist
(
p(k)
i
,pa
)))
·
∏
r∈R(k)
per
(
d˜
(k)
r − dist
(
p(k)
i
,pr
))
. (3.16)
where pePa is the probability density function of the RSS noise ePa . Remark
that ePa ∼ N(0,σ
2
dBa).
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3.1.3 Simulation of Hybrid WSN-RFID Positioning
The performance of the proposed hybrid tracking algorithms has been eval-
uated through MC simulations. The selected topology is reported in Fig. 3.1,
composed of 5 WSN anchors, and a total of 25 RFID anchor tags. Assume that
the trajectory of the mobile node is a curve analytically composed of a line
and a sinusoidal curve, and the nodes moves along the trajectory with a
constant speed of 1.5 m/s. In order to evaluate the tracking performance
on the whole plane, the trajectory is uniformly rotated 200 times in the in-
terval [0◦−360◦] around its middle point. The time slot duration is ∆t = 200
ms and a single trajectory contains 100 points. The tracking performance is
evaluated as the Root Mean Squared Errors (RMSE) of the location errors as:
RMSEloc =
√√√√ 1
L ·K
L∑
l=1
K∑
k=1
∥∥∥pˆ(k)l − p(k)l ∥∥∥2. (3.17)
where pˆ(k)l and p
(k)
l are the estimated position and the true one, respectively,
at rotation l and time t(k). As it can been known from previous configura-
tion, L = 200 is the number of rotated trajectories and K = 100 is the number
of points in each trajectory.
The default setting parameters have been chosen as follows: WSN-based
distance error standard deviation σd˜a = 2 m ∀n; WSN-based RSS noise
standard deviation σdBa = 6 dB ∀a; WSN radio coverage range is 15 m; the
RFID reader radius dr = 2 m; RFID-based distance error standard deviation
σd˜r = dr/2 ∀m ; for EKF, the initial position pˆ(0) is set to the initial actual
position, and the initial speed, vˆ(0), is set to 0 m/s; for PF, initial parti-
cles are generated using a uniform distribution centered around the initial
state used by EKF. The performance of the proposed hybrid algorithms are
compared to a standard EKF which uses measurements only from the WSN
nodes.
The simulated performance of the tracking algorithms is displayed in Fig.
3.2. The extreme environment, usually affected by severe NLoS and multi-
path, is modeled by using a large noise standard deviation and a short WSN
radio coverage range. As it can be observed, the hybrid approaches outper-
forms the EKF based only on the WSN observations, and the accuracy im-
provement is more than 1 meter when the indoor parameters are extremely
adverse. Moreover, the tracking performance for limited WSN coverage is
considerable. In fact, the hybrid method is able to provide robust position
estimations in case of reduced measurements from WSN anchors. It is worth
observing that the improvement is not so evident when the WSN communi-
cation is good. In fact, WSN plays the leading role for determining positions
of the mobile, while the RFID component plays a supporting role and has a
positive effect on the final positioning accuracy when the WSN range mea-
surements suffer.
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Figure 3.2: Simulation results for WSN parameters.
Different parameters of RFID have been also tested, and the relevant re-
sults are presented in Fig. 3.3. In particular, Fig. 3.3 shows the final position-
ing performance as a function of the RFID radio interrogation range, dr (left
side), and number of RFID anchors (right side). As it can be observed, the
RFID coverage range does not affect performance as much as the number
of RFID does, the larger the number of RFID anchors, the better the tracking
performance. Moreover, increasing the number of RFID anchors is not ex-
pensive since the RFID tags are used as anchors. The only effort to be spent
is on the deployment phase of tags and on the inserting of the correspond-
ing exact positions into a database.
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Figure 3.3: Simulation results for RFID parameters.
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It can be also seen from Fig. 3.2 that the performance of the two hybrid
tracking algorithms are different: PF is better when using distance measures
are used while EKF is better when using RSS measurements. For real time
positioning, EKF is more preferable due to its lower complexity.
This section proposed two hybrid positioning approaches, which adopt
the RFID technology to assist single WSN positioning in harsh indoor en-
vironments, where the traditional WSN-based only positioning solutions
suffer. In particular, the two algorithms, one based on EKF and the other
one on PF, have been designed to be suitable for the WSN-RFID hybridiza-
tion. Although the proposed solutions require new hardware (i.e., one RFID
reader and a certain number of fixed tags deployed in the environment),
the computational complexity is not so much increased compared to the
WSN only positioning systems. The extra amount of calculations is propor-
tional to the average number of RFID devices detected by the reader at each
position calculation. Moreover, the simulation results proved that the hy-
brid algorithms show higher accuracy than the algorithms based only on
WSN measurements. However, it is worth mentioning that the performance
improvement is less evident as the the indoor channel condition is getting
better.
3.2 hybrid cooperative wsn-rfid positioning
In this section we propose a novel hybrid and cooperative positioning ap-
proach based on EKF to localize mobile targets in indoors. The algorithm
fuses both RSS measurements performed by nodes of a WSN and proximity
information from RFID devices. With the aim to improve the positioning per-
formance, the hybrid cooperative approach extends the hybrid (WSN-RFID)
localization approach presented in section 3.1 by including the cooperative
feature. In particular, the proposed algorithm supposes that unknown tar-
gets cooperate among them by exchanging positioning data. Moreover, an
additional variance on WSN-based RSS measurements performed between
unknown targets is introduced, which takes into account the uncertainties
deriving from the mobile position estimates.
3.2.1 Localization Environment
We refer to a realistic positioning scenario depicted in Fig. 3.4 of size 50×50
m, where A = 9 fixed WSN anchors, R = 8 fixed RFID readers and M = 4
mobile targets are deployed. As it can be observed, WSN anchor nodes are
placed according to a grid shape in order to maximize both positioning
accuracy and availability, while the RFID readers are placed in each of the
four main entrances and around the center of the environment.
The four mobile targets, which we want to localize and track, move along
different trajectories represented by dotted lines in Fig. 3.4. Each mobile
target is equipped with both a WSN node and a RFID tag. On one hand,
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the mobile target uses the WSN node to perform RSS measurements with
respect to its WSN neighbors, which could be either fixed anchors or other
mobile WSN targets (note that the connectivity is calculated according to
the communication distance, dWSN = 30 m). On the other hand, the RFID
tag attached to each mobile target is used to know whether the target is
inside or outside the RFID readers’ interrogation area modeled with a circle
of radius dr = 6m.
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Figure 3.4: Hybrid WSN-RFID cooperative deployment.
Same as before, the RSS measurement is modeled by using the well known
Log-normal model [67]. In particular, this model assumes that the received
power is a function of the distance between the transmitter and receiver(see
(3.11)). The RFID reader can also provide signal strength observation of
backscattered signal from the tag, but it is not reliable for positioning pur-
pose, because it is related to 4th power of the communication distance.
Hence, we still use the RFID detection information as proximity data. A
RFID observation is modeled as a constant distance measurement d˜r = dr/2
and it is Gaussian distributed with zero mean and variance depending on
interrogation radius dr.
3.2.2 Hybrid Cooperative EKF Algorithm
The design of the proposed algorithm, named as Hybrid-Cooperative Ex-
tended Kalman Filter (HC-EKF), can be subdivided into three parts: state
modeling, hybridization and cooperation.
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3.2.2.1 State Modeling
Since the final positioning accuracy and complexity strongly depend on the
modeling of the system dynamics, a suitable state model is important to be
chosen. In this work, we applied the PV model [86] which is often used in
scenarios with mobility.
The PV model supposes that the target moves with constant velocity
within the interval 4t(k) between two consecutive time steps k and k− 1.
The corresponding state vector is composed of both position and velocity
components, x(k) = [p(k),v(k)], where p(k) and v(k) are position and veloc-
ity vectors, respectively, represented in the 2D Cartesian coordinate system
(the extension to the 3D case is straightforward).
According to the PV model, the state transition function f(·) is a linear
function of the state:
xˆ(k|k−1) = f
(
xˆ(k−1),ω(k−1)
)
= xˆ(k−1) + v(k−1) · 4t(k) +ω(k−1), (3.18)
In this case, the process noise ω(k−1) models the unknown random accel-
erations that affect the target maneuvers. The acceleration components are
modeled with zero mean and variances [σ2x¨,σ
2
y¨], uncorrelated with time.
Consequently, the covariance matrix Q(k−1) can be expressed as:
Q(k−1) =
[
4t(k)2I2
4t(k)I2
]
diag
(
σ2x¨,σ
2
y¨
)[ 4t(k)2I2
4t(k)I2
]ᵀ
. (3.19)
where I2 is a 2 × 2 identity matrix and diag(σ2x¨,σ2y¨) is a 2 × 2 diagonal
matrix.
3.2.2.2 Hybridization
This section presents the hybridization part which consists in fusing the
measurements from WSN and RFID. We denote with A = {1, 2, ...A}, M =
{1, 2, ...M} and R = {1, 2, ...R} the sets of fixed WSN anchors, WSN mobiles
and fixed RFID readers, respectively, deployed in the environment. More-
over, we denote with A(k)m ⊆ A, M(k)m ⊆ M and R(k)m ⊆ R the sets of WSN
anchors, WSN mobiles and RFID readers, respectively, connected to a generic
mobile node m at time k.
Given the mobile node m ∈ M, its hybrid observation vector can be
written as:
z
(k)
m =
{{
P˜
(k)
a→m
}
a∈A(k)m
,
{
P˜
(k)
n→m
}
n∈M(k)m
,
{
d˜r→m
}
r∈R(k)m
}ᵀ
, (3.20)
where P˜(k)a→m and P˜
(k)
n→m are the sets of RSS measurements performed by the
mobile node m with respect to the connected WSN anchors and mobiles,
respectively, while d˜(k)r→m is the set of RFID-based distances (i.e., proximity
information).
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The observation function related to the mobile node m can be written as
follows:
h(xˆ
(k|k−1)
m ) =

ha
(
xˆ
(k|k−1)
m
)
a ∈ A(k)m
...
hn
(
xˆ
(k|k−1)
m
)
n ∈M(k)m
...
hr
(
xˆ
(k|k−1)
m
)
r ∈ R(k)m
...

. (3.21)
where ha
(
xˆ
(k|k−1)
m
)
, hn
(
xˆ
(k|k−1)
m
)
, hr
(
xˆ
(k|k−1)
m
)
are the observation func-
tions which refer to the sets of connected WSN anchors, WSN mobiles and
RFID readers, respectively, to mobile m at time k.
Let p(k)a , a ∈ A(k)m , be the position coordinates of the WSN anchor a con-
nected to the mobile node m at time k. The corresponding observation
function related to a generic connected WSN anchor node a is given by:
ha
(
xˆ
(k|k−1)
m
)
= P0 − 10α log10
(
dist
(
pˆ
(k|k−1)
m ,p
(k)
a
)
/d0
)
, (3.22)
where P0, α and d0 are the parameters of the Log-normal model. Moreover,
the term dist
(
pˆ
(k|k−1)
m ,p
(k)
a
)
is the Euclidean distance between the current
position of the mobile node m and the connected anchor node a, calculated
as (3.6). Note that pˆ(k|k−1)m is the position component of the the priori state
estimate xˆ(k|k−1)m .
The corresponding contribution to the global Jacobian matrix H(k)m is ob-
tained by partially differentiating (3.22) around xˆ(k|k−1)m :
Ha
(
xˆ
(k|k−1)
m
)
=
 −10α
(
pˆ
(k|k−1)
m − p
(k)
a
)
ln (10)dist2
(
pˆ
(k|k−1)
m ,p
(k)
a
) 
 . (3.23)
where  is an 1× 2 vector, which refers to the velocity component. Since
there is no observation for the speed component, it has no contribution in
the Jacobian matrix.
Similarly, let p(k)n , n ∈ M(k)m , be the position of the WSN mobile n con-
nected to the mobile node m at time k. The corresponding observation
function related to a generic connected WSN mobile node n is:
hn
(
xˆ
(k|k−1)
m
)
= P0 − 10α log10
(
dist
(
pˆ
(k|k−1)
m ,p
(k)
n
)
/d0
)
, (3.24)
It is worth observing that p(k)n is the position of a mobile neighbor which
is unknown. Node m can use the received position estimate pˆ(k)n from node
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n. Therefore, similar to (3.23), the corresponding contribution to H(k)m can
be calculated as:
Hn
(
xˆ
(k|k−1)
m
)
=
 −10α
(
pˆ
(k|k−1)
m − pˆ
(k)
n
)
ln (10)dist2
(
pˆ
(k|k−1)
m , pˆ
(k)
n
) 
 . (3.25)
Since pˆ(k)n is suffered from estimation errors, additional efforts have been
taken to compensate uncertainty on it, which is explained in the next sub-
section.
Finally, let p(k)r , r ∈ R(k)m , be the coordinates of the RFID reader r connected
to the mobile node m at time k. Since the RFID-based proximity informa-
tion is translated into a distance, the corresponding observation function is
given by the Euclidean distance:
hr
(
xˆ
(k|k−1)
m
)
= dist
(
pˆ
(k|k−1)
m ,p
(k)
r
)
, (3.26)
The contribution to the Jacobian matrix H(k)m is obtained as:
Hn
(
xˆ
(k|k−1)
m
)
=
 pˆ(k|k−1)m − p(k)r
dist
(
pˆ
(k|k−1)
m ,p
(k)
r
) 
 . (3.27)
Note that in the above equations, the subscript k used in p(k)a and p
(k)
r
can be omitted as both WSN anchors and RFID readers have fixed positions.
3.2.2.3 Cooperation
The proposed algorithm adopts a cooperative approach. In fact, unknown
mobile targets cooperate among them in order to improve their final posi-
tion accuracy. It is worth noting from (3.20) that the unknown mobile target
m uses not only measurements from the fixed nodes (i.e., both WSN anchors
and RFID readers whose positions are perfectly known) but also RSS mea-
surements from the neighboring unknown mobile targets, P˜(k)n→m(n ∈M(k)m ).
Since the positions of the mobile neighbors are not known, the target m
uses their position estimates sent over the air, (see (3.25)), which of course
are affected by their position uncertainties. Therefore, in order to properly
take as input these positioning data, the target node m, apart from the in-
trinsic uncertainty on the RSS measurements σ2dB, should take into account
also additional uncertainties due to these neighbors’ position estimates.
Let e(k)dn→m be the distance error between nodes m and n deriving only
from the position error of node n, denoted with e(k)pn . We assume that
|e
(k)
dn→m | ≈ |e
(k)
pn | and e
(k)
pn is Gaussian distributed with zero mean and whose
variance can be upper bounded by using the error covariance matrix P (k)n
provided by the EKF running on node n:
Var
(
e
(k)
dn→m
)
≈ Var
(
e
(k)
pn
)
6 tr
(
P
(k)
n
)
, (3.28)
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where P(k)n is the sub matrix of P
(k)
n which refers only to the position com-
ponents.
Taking into account the distance error of the mobile target n introduced
in (3.25), the RSS model can be rewritten as:
P˜
(k)
n→m = P0 − 10α log10
 dˆ(k)n→m + e(k)dn→m
d0
+Xσ
= P0 − 10α log10
(
dˆ
(k)
n→m/d0
)
+Xσ +X
(k)
σn→m , (3.29)
where dˆ(k)n→m is the Euclidean distance calculated between the estimated
positions of nodes m and n and X(k)σn→m = −10α log10(1+ e
(k)
dn→m/dˆ
(k)
n→m) is
the additional RSS noise contribution.
Denote with X(k)σn→m = Xσ + X
(k)
σn→m the new additive noise on the RSS
measurement with respect to the mobile node n. For simplicity, assume
that this new noise satisfies Gaussian distribution. As it can be seen, the
mean of X(k)σn→m is zero. The final objective is to find the variance, needed
as input to the covariance matrix R(k)m of the observation vector. Since it is
difficult to directly calculate the variance of X(k)σn→m , we use the following
approximation log10(1+ x) ≈ x valid around x = 0 (i.e., for small values of
|e
(k)
dn→m/dˆ
(k)
n→m|). Consequently, X
(k)
σn→m ≈ Xσ − 10αe(k)dn→m/dˆ
(k)
n→m.
Based on the above approximation and assumptions, the variance of
X(k)σn→m can be calculated as:
σ2
X(k)σn→m
= E
(
X(k)
2
σn→m
)
≈ σ2dB + 100α2Var
(
e
(k)
dn→m
)
/dˆ
(k)2
n→m
6 σ2dB + 100α2tr
(
P
(k)
n
)
/dˆ
(k)2
n→m. (3.30)
Finally, the measurement noise covariance matrix for mobile m is given
by:
R
(k)
m = diag( ... σ2dBa ...︸ ︷︷ ︸
a∈A(k)m
... σ2
X(k)σn→m
...︸ ︷︷ ︸
j∈M(k)m
... σ2
d˜r→m
...︸ ︷︷ ︸
r∈R(k)m
). (3.31)
It is worth mentioning that iterations can be adopted to make the position
estimate converge. The designed HC-EKF algorithm is reported in pseudo
code form as Alg. 3.1
3.2.2.4 Complexity Analysis
The computational complexity of EKF is mainly upon the matrix inversion
and matrix multiplication. For each state estimate, in (2.13), matrix inver-
sion is computed with asymptotic complexity O(R3) [87], where R is the
dimension of measurement noise covariance R or the number of available
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Algorithm 3.1: Hybrid-Cooperative EKF
input : Hybrid measurements z(k)m (3.20) and previous estimate xˆ
(k−1)
m
∀m
output : Updated estimate xˆ(k)m ∀m
1 for timestep k = 1 to K do
2 ∀m ∈M: collect measurements P˜a→m ∀a ∈ A(k)m , P˜(k)n→m ∀n ∈M(k)m ,
d˜r→m ∀r ∈ R(k)m
3 for iteration it = 1 to I do
4 for node m ∈M in parallel do
5 Receive pˆ(k)n and tr
(
P
(k)
n
)
from all neighbors n ∈M(k)m
6 Calculate noise covariance R(k)m using (3.31)
7 Predict ˆˆxmk|k−1 and P
(k|k−1)
m
8 Compute y˜(k)m and K
(k)
m
9 Update state xˆ(k)m and error covariance P
(k)
m
10 Communicate pˆ(k)m and tr
(
P
(k)
n
)
to neighbors
11 end
12 end
13 end
measurements; in (2.16), matrix multiplication is computed with asymp-
totic complexity O(P3) [87], where P is the dimension of error covariance
P or the dimension of the state vector. In the positioning applications, the
number of measurements is usually larger than the dimension of state in
order to solve the ambiguity of position estimate.
Hence, the complexity of EKF is mainly the computation of inverting
matrices in our application. Let
∣∣∣A(k)∣∣∣, ∣∣∣M(k)∣∣∣, and ∣∣∣R(k)∣∣∣ denote the car-
dinality of the corresponding sets A(k), M(k), and R(k). The complexity of
the proposed HC-EKF is asymptotically O
(
(
∣∣∣A(k)∣∣∣+ ∣∣∣M(k)∣∣∣+ ∣∣∣R(k)∣∣∣)3). For
the standard EKF algorithm, the used measurements are only in set A(k),
and the complexity is asymptotically O(
∣∣∣A(k)∣∣∣3). Therefore, the complex-
ity of HC-EKF is increased (1+ |
M(k)|+|R(k)|
|A(k)|
)3 times with respect to the stan-
dard one. For example, suppose that at a specific time, there are two RSSI
measures from anchors
∣∣∣A(k)∣∣∣ = 2, one RSSI measure from mobile node∣∣∣M(k)∣∣∣ = 1, and one RFID observation ∣∣∣R(k)∣∣∣ = 1, the computational com-
plexity of HC-EKF is increased by 8 times. It is worth reminding that the
hybrid cooperative approach can still locate the mobile node in this case by
using the observations from mobile neighbor and RFID technology.
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3.2.3 Simulation of Hybrid Cooperative WSN-RFID Positioning
During simulations, we used the Log-normal model parameters extrapo-
lated from a real experiment [71], where P0 = −49 dBm, d0 = 1 m, α = 3,
σdB = 6 dB. In total we tested four different versions of the EKF algo-
rithm, namely HC-EKF, cooperative EKF (C-EKF) based only on WSN mea-
surements, hybrid EKF (H-EKF) without cooperation and a standard EKF
(S-EKF) based only on WSN without cooperation. The positioning results,
evaluated after 100 MC runs, are displayed in Fig. 3.5 and Fig. 3.6. In partic-
ular, Fig. 3.5 presents the RMSE (defined in (3.17)) of each mobile, and Fig.
3.6 displays the cumulative distribution function (c.d.f.) of the localization
errors and the overall RMSE.
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Figure 3.5: Tracking results of each mobile.
As it can be observed, the proposed HC-EKF algorithm, which includes
both cooperation and RFID hybridization, outperforms the other three ones.
In addition, we can observe that the C-EKF is slightly better than H-EKF.
Thus, we can conclude that the proposed cooperation approach based only
on WSN provides an improvement larger than the contribution provided
by the hybridization only. That’s because there are only few deployed RFID
readers which provide sparse observations. Finally, the RFID hybridization
algorithm (H-EKF) without cooperation outperforms the S-EKF using only
WSN measurements without cooperation, which confirms the results re-
ported in section 3.1.
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Figure 3.6: Performance comparison of different algorithms.
3.3 summary
This chapter presented an application of the EKF to the tracking problem
in indoors. The proposed solution adopts the hybridization of measure-
ments from both WSN and RFID devices. Moreover, it uses the cooperation
among mobile targets to improve the final positioning accuracy. In fact, the
designed HC-EKF algorithm takes into account the position estimates from
mobile nodes and their uncertainties. Simulation results showed that the
proposed algorithm outperforms the non cooperative one.

4
H Y B R I D W S N - R F I D P O S I T I O N I N G S Y S T E M
This presents the design and evaluation of a hybrid system which combines
WSN and RFID technologies to provide an indoor positioning service with
the capability of feeding position information into a general-purpose Inter-
net of Things (IoT) environment. Performance of the proposed system is
evaluated by means of simulations and a small-scale experimental set-up.
The performed analysis demonstrates that the joint use of heterogeneous
technologies can increase the robustness and the accuracy of the indoor
positioning systems.
4.1 system architecture and design
The proposed positioning system combines WSN and RFID in order to com-
pensate the limitations of each technology. On one hand, the WSN provides
a good radio coverage but with a low positioning accuracy due to the high
noise on the RSSI measurements. On the other hand, the RFID technology
provides the following: (1) in the case of HF, very precise positioning infor-
mation but limited coverage and temporal discontinuity; (2) in the case of
UHF, good coverage and reliability but high granularity of the location. The
appropriate combinations of the two technologies could be a good strategy
in building indoor positioning and tracking system with increased position-
ing accuracy and availability.
Fig. 4.1 presents the hybrid architecture of the hybrid positioning system,
and the field data are collected by two different systems, WSN segment and
RFID segment.
4.1.1 WSN segment
The WSN segment is a self-configuring, IPv6-based sensor network which
have been implemented and tested on Telos rev.B [76] nodes as shown in
Fig. 4.2. On the software side, each node runs a TinyOS operating system;
on the hardware side, each node is equipped with a radio transceiver, a
microcontroller and some on-board sensors (e.g., humidity sensors, tem-
perature sensors and light sensors).
In the network level, out-of-band control messages are exchanged among
the nodes to help each node to build its neighbor list and autonomously
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Figure 4.1: The proposed hybrid architecture.
Figure 4.2: Hybrid node with multi-technology.
form the network. Each node periodically updates its neighbor list and
dynamically builds an optimal route to every potential destination.
Within the WSN segment, the positioning data are collected in the follow-
ing process:
1. The distances between the mobile node (node to be located) and other
nodes (anchor nodes or any other mobile nodes) are measured in
terms of the RSSI.
2. The measured RSSI values by the mobile node are directly sent to a
fixed infrastructure, or forwarded by the router nodes (could be an
anchor node or a mobile node), to a fixed infrastructure when a multi-
hop transmission is required.
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3. After being processed by the positioning algorithm that is running on
the fixed infrastructure, the locating result is sent back to the requester
(the mobile to be located).
In terms of communication, the WSN segment is divided into three levels:
• The main gateway, also called the concentrator
• The fixed gateway
• The network nodes
In order to obtain the RSSI information, each mobile node periodically
broadcasts ranging requests, which are used by neighbor nodes to measure
uplink RSSI. Anchor nodes reply in turn with a ranging response, includ-
ing the measured uplink RSSI values. Finally, the mobile node measures
all downlink RSSI, aggregates all ranging responses, and forwards all the
uplink-downlink tuples to the WSNgateway, which is a simple commercial
off-the-shelf low-power PC running Linux.
4.1.2 RFID segment
The RFID segment is composed of two systems, a UHF system and an HF sys-
tem. They are independent from each other and provide separate detection
for the RFID tags.
In the HF system, some contactless badge readers are placed at the room
entrances, and they produce positioning information when a user registers
or request access through a door. This information is extremely accurate,
but could instantly become useless even over a short period of time. When
the user enters or exits a room, this detection information should be fused
with other information quickly.
The UHF system is composed of a RFID reader plus four compliant an-
tennas deployed on the ceiling. Fig. 4.3 depicts the test-bed scenario while
Fig. 4.4 provides a snapshot of the actual deployment (within labs of ISMB).
Here, the typical 4-antennas/reader combination has been used, in order to
simplify the field trial. A more complex antennas multiplexing can be used
in an hypothetical wider deployment (at least 32 antennas/reader). The
physical attributes, the relative position, and the power irradiation level of
each antennas has been chosen to optimize the coverage area, trying to
avoid the overlap of each antenna coverage range. It is impossible to avoid
reading the same tag by different antennas, but the hybrid positioning al-
gorithm has considered this as different range measurements.
Data collected by the two segments are preprocessed by specific gateways
and then transferred through a local area network to a central entity named
context manager, which is a virtually distributed entity capable of handling
generalized context information extracted from different platform-specific
components. Within the context manager, a virtual delegate named gateway
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Figure 4.3: Hybrid WSN-RFID positioning system deployment.
Figure 4.4: The antennas of RFID reader on the ceiling.
agent is configured to filter all the data from the specific gateway and feed
them into any subscribing entity, e.g., a system which is interested in receiv-
ing these specific data. Based on such data and configuration data hosted
inside the context manager, the location engine (described in Section 4.1.3)
is able to extract the physical location of objects (RFID tags and WSN nodes)
associated with the sources of the physical-world events.
Since different types of techniques are adopted, the proposed system is
classified as a hybrid scheme exploiting both indirect remote positioning
systems and indirect self-positioning. Hence, the location engine is named
as hybrid location engine.
4.1.3 Hybrid location engine
The hybrid location engine is the core of the positioning and tracking sys-
tem. As it can be seen from Fig. 4.1, it is a centralized location engine where
a hybrid positioning algorithm is implemented to periodically estimate the
4.1 System architecture and design 51
positions of all the unknown mobile nodes. As shown in Fig. 4.2, a typical
mobile node is equipped with three RF devices: a WSN node, a UHF tag, and
an HF badge. Moreover, the system allows the existence of other combina-
tion of devices: two of the three different elements (e.g., a WSN node and
an HF badge) or just with single device (e.g., a WSN node or a UHF tag).
As indicated in Figure 4.1, three different observations (RSSI measure-
ments derived from WSN nodes, detection of events from UHF tags, and HF
badges) are sent to a context Data Base (DB). Since the detection events are
available at the corresponding readers, these data are not forwarded to the
corresponding unknown mobile nodes, for instance, through the WSN tech-
nology, to implement a distributed positioning algorithm. On the contrary,
in order to reduce communication latency and network traffic, all data, in-
cluding also RSSI measurements from the WSN devices, are collected in the
DB, then the hybrid location engine estimates the position of the mobile
nodes in a centralized way.
The main task of the hybrid location engine is to estimate the positions of
mobiles. But some other tasks, for instance, reading location information of
anchors and measurements for mobile nodes, are done to accomplish this
task. In every ∆Tp seconds, it completes the following processes:
1. Location information reading. At the beginning of each time step
∆Tp, the hybrid location engine queries the DB about the location in-
formation for all the devices. In more detail, the location information
includes the unique device ID and the corresponding device category
(e.g., WSN node, RFID tag or badge). For simplicity, the device ID is
a five-digit number and is general for all the device. For each device
there is a flag which indicates if it is fixed or mobile. A fixed device
may be either a WSN anchor, a UHF antenna, or a badge reader whose
positions are perfectly known and are stored in the DB; while a mobile
device is a movable node whose position is not known. In addition,
the device association information is read too. As mentioned above, a
mobile node may be equipped with different RF devices and the as-
sociation information specifies how different devices are binded with
together. The association information is useful, since in the DB an ob-
servation (a RSSI measurement and a detection of RFID tag or badge)
is only related to a single device.
Note that this information reading step is performed at each ∆Tp, be-
cause the network topology may change with time, for example, node
changing (e.g., a new node joins the network, a node leaves, or the
known position changes), association changing (e.g., new devices are
binded together or the old association changes), or role changing (e.g.,
a mobile node becomes an anchor node or an anchor node becomes a
mobile node). By doing this, the location engine is able to follow the
latest change of network topology and to have the capability of good
position estimates.
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2. Measurements reading. During this step, the hybrid location engine
reads all the available observations from DB. These observations could
be RSSI, RFID detection events, and the time interval is chosen from
some previous time to current time t(k), that is, [t(k) − ∆TDB, t(k)],
where ∆TDB is the width of the temporal window. In general, ∆TDB
is set equal to position update time step ∆Tp, so that all the obser-
vations are used only once. It is worth mentioning that ∆TDB could
be larger or smaller than ∆Tp. Sometimes, there may be not enough
RSSI observations for an unknown node in low dynamic scenario, and
∆TDB is set larger than ∆Tp in order to use the previously collected
measurements. On the contrary, there may be too many RSSI obser-
vations for a mobile node in high dynamic scenario, and ∆TDB is set
smaller than ∆Tp in order to use the freshest measurements. In prin-
ciple, ∆TDB is chosen, depending on the prior knowledge of mobility
degree of the unknown nodes.
In practice, it may happen that more than one measurement is avail-
able between two WSN nodes at certain times. In this case, a weighted
average scheme is applied, and the weight associated to a measure-
ment is calculated according to an exponential function which takes
as input the time difference between the current time t(k) and the
time stamp attached to this measurement. In other words, much lower
weight is assigned to the old measurement while much higher weight
is assigned to the new one. For the multiple detections of RFID devices,
however, weighted average is not necessary, because only the freshest
one is used. It is supposed that this detection is exceedingly reliable
and the old detection event can be neglected.
3. Position estimation. In this step the location engine estimates the po-
sitions of mobile nodes by using location information and measure-
ments which are provided by the previous two steps. Moreover, a
cooperation scheme is applied where the location engine, apart from
RSSI measurements from anchors, uses also RSSI measurements per-
formed between mobile nodes, since two mobile WSN nodes are able
to communicate with each other and to perform corresponding RSSI
observations. The adoption of cooperation improves not only the posi-
tioning accuracy but also system robustness (i.e., position estimation
availability), as more measurements are available to localize the mo-
bile nodes. Nevertheless, the cooperation can be merely applicable
to mobile nodes equipped with WSN devices, because both RFID tag
and badge are passive devices and cannot communicate with other
passive devices for range or range-related observations. Since the HF
badge can be detected by the reader in a very short distance (e.g., a
few centimeters), this badge detection event can be seen as quite accu-
rate localization information. In principle, whenever an HF badge is
detected, the estimated position of the associated mobile node is set
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Algorithm 4.1: Hybrid WSN-RFID location engine
1 repeat
2 Read location information from DB
3 Extract all the measurements from DB within the interval
[t(k) −∆TDB, t(k)]
4 for m = 1 toM {mobile index} do
5 if there are HF-badge events for m then
6 Set estimated position of m to the location of the HF badge
reader according to the latest detection event
7 else
8 Select measurements related to mobile m
9 Select reference location information according to the selected
measurements
10 end
11 if there are measurements for m then
12 Estimate the mobile’s position using HC-EKF
13 else
14 Position estimation is not available and do not do any estimate
15 end
16 Display the estimated position on the map
17 Upload the estimated position to the DB
18 end
19 Pause if ∆Tp is not fully consumed
20 until stop
to the reader’s position, and other observations (e.g., RSSI or tag de-
tections) are ignored. Since the badge readers are only installed at the
door, mainly for the purpose of access control, they provide only spo-
radic detection events. In most of the time, the hybrid location engine
relies on RSSI measurements from WSN devices and UHF tag detection
events for localization.
In order to have a good estimate of a mobile’s position, the location en-
gine adopts a hybrid cooperative tracking algorithm, namely HC-EKF,
which takes into account all the available observations, that is, RSSI
measurements performed between WSN nodes (i.e., WSN mobiles to
WSN anchors orWSN mobiles to WSN mobiles) and tag detection events.
More details of the adopted HC-EKF is presented in Chapter 3. At the
end of the estimation process, all the estimated positions are displayed
on the map and are uploaded to the DB with a time stamp.
The periodic repetitions of these three steps form the whole procedure
of the hybrid location engine, which can be summarized as pseudo-
code as Alg. 4.1.
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4.2 simulation and experimental results
The performance of the proposed tracking system is first evaluated through
realistic simulations and then by means of real experiment deployment.
The selected validation scenario is based on the Laboratory of Pervasive
Radio Technologies at ISMB (Turin, Italy) and is composed of two adjacent
rooms, namely, room 1 and room 2, which are connected by a corridor
(see in Fig. 4.5). This is a typical office-environment scenario with building
structure mainly composed of metal and the size of it is about 25 × 12
m. In Fig. 4.5, the blue and the red rectangles inside room 1 and room 2
represent the tables and those at the edges represent the walls, which are
made of wood and metal and whose material properties are not considered
yet. Our work is concentrated on the realization of the hybrid WSN-RFID
localization system. These tables and walls are plotted to provide apparent
references to the estimated positions.
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Figure 4.5: Simulation scenario and the trajectories.
4.2.1 Simulation results
In the simulation scenario, the following deployment of devices is adopted.
Eleven WSN anchor nodes (WSN 1 to 11 in Fig. 4.5) are placed around
the rooms to optimize the geometry distribution for positioning; four UHF
RFID antennas (RA 1 to 4 in Fig. 4.5) are deployed only in room 2; five
badge readers (BA 1 to 5 in Fig. 4.5) are installed at the doors to provide
access control; three hybrid mobile nodes are considered; and all of them
are equipped with three devices as Fig. 4.2.
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Three different trajectories have been considered, and the three mobile
nodes moved along them respectively. Fig. 4.5 shows the exact positions of
three paths: the first one is in room 1 and is represented by red pentagrams
and mobile; the second one is in room 2 and is represented by green circles;
the third one connects from room 1 to room 2 through the corridor and is
represented by blue dots.
The RSSI measurements are generated by using the Log-normal model
reported in (2.1). The model parameters are from an experiment carried out
in [71], in more details, P0 = −49, α = 3.3, and σdB = 5.5. The sensitivity
of the WSN receiver is set to −90 dBm, which determines the connectivity
of two WSN nodes. A badge event is generated by the badge reader when
a badge passes through the doors. A tag detection event is provided by
the UHF antenna when a passive tag is within the coverage area, which is
modeled as a circle with radius r = 2 m.
One hundred MC simulations have been performed to provide steady
statistics. The tracking performance is evaluated as RMSE given in (3.17).
Moreover, four different tracking algorithms have been tested for compar-
ison: the HC-EKF which uses all the available measurements, the H-EKF
which uses RSSI from WSN anchors and detection events from RFID, the C-
EKF which uses only RSSI measures from WSN, and the S-EKF (standard,
non-cooperative and non-hybrid) which uses only RSSI measurements from
WSN anchors.
Fig. 4.5 shows the tracking result of one realization, where only the esti-
mated positions of HC-EKF and S-EKF related to mobile node M3 are plotted
to avoid an overcrowded figure. Thanks to the badge detection, the HC-EKF
is accurately initialized, while the S-EKF has to be initialized to the coordi-
nates of the scenario’s center because it only uses the RSSI measures. When
M3 is in the corridor, the S-EKF diverges due to the bad geometry of the
WSN anchor deployment while the HC-EKF is able to follow the real trajec-
tory thanks to hybridization of RFID detection and the cooperation with the
other mobile nodes. When M3 approaches room 2, the S-EKF diverges again
while the HC-EKF is still able to track the mobile by fusing measurements
from badge reader and tag reader.
Fig. 4.6 shows the simulated tracking performance in terms of c.d.f. and
RMSE of the positioning errors. It can be observed that the HC-EKF, which
fuses hybrid measurements of RSSI from WSN and detection events from
RFID and adopts cooperation among mobile nodes, shows the best tracking
performance, i.e., best c.d.f. curve and smallest RMSE. The H-EKF outper-
forms the C-EKF, which indicates that the integration of RFID technology
can overcome the inherent disadvantages of RSSI localization. The C-EKF
and S-EKF have similar performance, because there are lots of anchors
nodes that provide enough RSSI measures and the gain of cooperation is
not obvious.
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Figure 4.6: Simulated tracking performance.
4.2.2 Experimental results
Due to the lack of devices, the availability of WSN devices was not sufficient
to allow a full deployment as the simulation. The experiment was carried
out only in room 2, and the RF devices were only deployed in room 2 as
Fig. 4.5. In total, five WSN nodes (WSN 1 to 5), four RFID antennas (RA 1 to
4), and three badge readers (BA 1 to 3) were deployed. A mobile equipped
with the previously mentioned RF devices did a pedestrian movement along
a zigzag trajectory in the experimental area.
Before tracking the mobile, some RSSI measurements have been taken to
calibrate the Log-normal model in (2.1). The relative results are shown in
Fig. 4.7. Based on these measurements, the model parameters is chosen as
P0 = −50.8, α = 1.3, and σdB = 6.1. These parameters indicate that the
environment is harsh and the RSSI measurements is quite noisy, posing a
challenge for tracking.
The final experimental results are presented in Fig. 4.8, where the left
part shows the tracking result of only WSN measurements and the right
part shows that of hybrid tracking. Since the RSSI measurements contained
large noise, we adopt an optimization method that corrects the bad position
estimate to the position of RFID reader when RFID detection is available.
Moreover, the measurement availability and RMSE are reported in the upper
part.
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Figure 4.7: RSSI Channel model based on the measured values.
Due to the large noise on the RSS measurements, the tracking trajectory
has large errors and the performance is worse than the simulation. By fus-
ing the observations from RFID technology, the hybrid tracking algorithm is
able to track better the maneuvers of mobile, which is consistent with the
simulation result. As a result of high packet loss rate, sometimes there is no
RSSI measurement to be used to track the mobile, and the observation from
RFID can slightly improve system availability. The adoption of hybridization
provides improvement of 1.6 m in RMSE and of 4% in availability.
Figure 4.8: Experimental tracking results.
58 4 hybrid wsn-rfid positioning system
4.3 summary
This section presented a hybrid WSN-RFID system for tracking people and
objects in indoor scenarios. The joint use of heterogeneous technologies
can overcome the limitations of each other: WSN system provides adequate
RSSI observations but with large errors, and RFID system provides accurate
detections but with sparse observations. Thanks to the hybridization of
RFID measurements and cooperation among mobile nodes, the proposed
positioning solution based on EKF is able to increase the robustness and
accuracy of indoor positioning systems in harsh propagation conditions.
Simulation and experimental results showed that the hybrid configuration
outperformed the set-ups employing single technology.
5
H Y B R I D C O O P E R AT I V E G N S S - T E R R E S T R I A L
N AV I G AT I O N
5.1 hybrid cooperative urban navigation
Urban canyons have proven to a big challenge for GNSS. In this section we
adopt the hybrid and cooperative positioning approaches to assist GNSS
in urban navigation. The presented algorithms fuse pseudorange measure-
ments from satellites and terrestrial range measurements from terrestrial
receivers. Furthermore, they adopt full cooperation among mobile agents
to increase the SoO for terrestrial ranging and to reduce the number of the
fixed terrestrial infrastructures.
5.1.1 Problem Formulation
The UWB augmentation has the advantage of low cost, low complexity and
multipath resistant. However, it requires fixed infrastructure and has lim-
ited operational range. The concept of cooperative positioning can be en-
hanced in urban navigation. Cooperation among vehicles can increase both
positioning accuracy and availability. It can be used accurately localize the
vehicles without additional fixed devices.
5.1.1.1 Scenario Description
Fig. 5.1 presents the hybrid and cooperative architecture for vehicles. Each
vehicle carries GNSS receiver and terrestrial transceiver. The former one is
used to receive pseudorange. The latter one is used for terrestrial ranging
and communication. All the vehicles compose a P2P vehicular network and
one of them is a single peer. As it can been seen, each vehicle can only seen
two satellites due to blockage of the buildings. By the adoption of hybrid
and cooperative scheme, every vehicle can be located.
Here we consider a vehicular network with V vehicles and S satellites. V
and S denote the set of peer agents and the set of satellites, respectively. For
a particular vehicle peer v ∈ V at a specific Time Slot (TS) tk, V(k)v denotes the
subset of neighboring peers it can communicate with and S(k)v denotes the
subset of satellites it can see from sky. We focus on the 3D Earth Centered
Earth Fixed (ECEF) reference system, and the position variables at tk can be
expressed as p(k)j =
[
x
(k)
j y
(k)
j z
(k)
j
]
, where j can be either a peer or a satellite.
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Figure 5.1: Hybrid and cooperative architecture of vehicles.
Moreover, we denote δ(k)v as the clock bias of peer v at time tk with respect
to the GNSS time. This bias is expressed the in meters b(k)v = c · δ(k)v , by
multiplying the speed of light c. Therefore, the state vector of each peer v
at every TS tk is defined as:
x
(k)
v , [p(k)v b(k)v ]T . (5.1)
In the urban canyon scenarios, each peer v can perform are two types of
measurements at each TS:
• Satellite pseudorange measurements represent the distances from
satellites
ρ
(k)
sv =
∥∥∥p(k)s − p(k)v ∥∥∥+ b(k)v + ξ(k)sv , (5.2)
where the symbol ‖·‖ is the norm of a vector and in positioning it is
Euclidean distance operator. ξ(k)sv (s ∈ S) is the measurement noise on
pseudorange.
• Terrestrial range measurements represent the distance measurements
between peers:
r
(k)
nv =
∥∥∥p(k)n − p(k)v ∥∥∥+ ζ(k)nv , (5.3)
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where n is the neighbor peer of v (v,n ∈ M), and ζ(k)nv is the corre-
sponding measurement noise.
In (5.2), pseudorange measurements are affected by the additional bias b(k)v
due to the clock difference between the satellites and the vehicle. In (5.3),
however, terrestrial measurements are assumed with no bias, since some
methods can be used to avoid this problem, e.g., two-way time of flight.
Based on the previous description, the available measurements z(k)v can
be divided into two subsets: pseudoranges from visible satellites ρ(k)v ,{
ρ
(k)
sv | s ∈ S(k)v
}
and terrestrial ranges from neighboring vehicles r(k)v ,{
r
(k)
nv | n ∈ V(k)v
}
, that is, z(k)v =
{
ρ
(k)
v , r
(k)
v
}T
, where the superscript T means
transpose. Moreover, we define the set of exact satellites’ positions S(k)v ,{
p
(k)
s | s ∈ S(k)v
}
and the set of exact neighboring peers’ positions P(k)v ,{
p
(k)
n | n ∈ V(k)v
}
.
Given the previous sets of parameters, the positioning problem is to es-
timate the state vector of each peer x(k)v (or the position vector p
(k)
v ). It is
worth reminding that the exact positions of neighbors may be not available
when the neighbor is vehicular. In this case, the distribution of the position
estimates Pˆ
(k)
v ,
{
pˆ
(k)
n | n ∈ V(k)v
}
are communicated to neighbors.
5.1.1.2 State Model
The dynamic behavior of a peer’s state is modeled by
x
(k)
v = f
(
x
(k−1)
v ,ω
(k)
v
)
, (5.4)
where f(·) is the system state transition function that indicates the evolution
of system states1. The process noise vector ω(k)v is the process noise that mod-
els the non-linearities and perturbations on the system. In fact, it is difficult
to model these behaviors. For simplicity, ω(k)v is usually modeled as Gaus-
sian with zero mean and covariance matrix Q(k)v , that is, ω
(k)
v ∼ N(0,Q
(k)
v ).
The choice of state transition function depends on the system maneuvers.
In this work, we only consider Position-Time (PT) model instead of Position-
Velocity-Time (PVT), in oder to limit the number of unknowns to 4 instead
of 8 needed by the PVT model. The PT model is given by
x
(k)
v = Ix
(k−1)
v + ∆tkIω
(k)
v , (5.5)
Q(k)v = diag
([
σ
(k)
x˙v
2
σ
(k)
y˙v
2
σ
(k)
z˙v
2
σ
(k)
b˙v
2
])
, (5.6)
where I is the identity matrix of size 4× 4, which is the Jacobian matrix
of state transition function f. ∆tk is the elapsed time between the two TSs
1 We assume the system state has the property of first- order descrete Markov process. The
current state is only related to the previous one.
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tk−1 and tk. The noise covariance Q
(k)
v is proportional to the velocity of the
vehicle.
5.1.1.3 Observation Model
Since hybrid measurements are adopted, the observation function h(·) is
composed of equations (5.2) and (5.3) based on the arranged elements in
observation vector z(k)v :
z
(k)
v = h
(
x
(k)
m , P
(k)
v , S
(k)
v , ν
(k)
v
)
. (5.7)
where ν(k)v ∼ N(0, R
(k)
v ) is the hybrid measurement noise vector. R
(k)
v is
the covariance matrix and it is a function of pseudorange noise ξ(k)sv and
terrestrial range noise ζ(k)nv .
We assume the satellite pseudorange measurements are independent and
the noise is Gaussian, that is, ξ(k)sv ∼ N(0, σ
(k)
sv
2
). Furthermore, we assume
the terrestrial range measurements are independent and the noise is also
Gaussian with symmetric variance, that is, ζ(k)nv , ζ
(k)
vn ∼ N(0, σ
(k)
nv
2
).
Under such assumptions, the covariance matrix R(k)v can be defined as
R
(k)
v , diag
({
σ
(k)
sv
2
, σ(k)nv
2
| s ∈ S(k)v , n ∈ V(k)v
})
. (5.8)
Note that the elements in (5.8) are arranged based on the measurement
order of z(k)v .
5.1.2 Hybrid Cooperative Positioning Algorithms
We consider the following four hybrid and cooperative positioning algo-
rithms: Hybrid-Cooperative Particle Filter (HC-PF), Hybrid Sum-Product
Algorithm over a Wireless Network (H-SPAWN), Hybrid-Cooperative Un-
scented Kalman Filter (HC-UKF), Hybrid-Cooperative Least Squares (HC-LS).
5.1.2.1 Hybrid Cooperative Particle Filter
The HC-PF is first presented in [62] and is the main algorithm for this anal-
ysis. It uses hybrid measurements to represent the likelihood function of
particles.
p
(
z
(k)
v
∣∣∣∣x(k)v i) = ∏
s∈S(k)v
psv
(
ρ
(k)
sv −
∥∥∥∥p(k)s − p(k)v i∥∥∥∥− b(k)v i) ·
∏
n∈V(k)v
pnv
(
r
(k)
nv −
∥∥∥∥pˆ(k)n − p(k)v i∥∥∥∥) , (5.9)
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where psv and pnv are the likelihood function of satellite pseudorange noise
ξsv and terrestrial range noise ζnv, respectively.
Since it is difficult to communicate and share the particle representation
to neighbors, the HC-PF adopts Gaussian approximation. A peer would
broadcast to neighbors its position estimate and the trace of the covari-
ance matrix. The uncertainty on neighbor peer’s position is interpreted as
additional noise on the terrestrial range measurement. A safe worst-case
approximation is to consider the variance of this noise as the trace of the
position estimated covariance matrix. We suppose it is uncorrelated to the
intrinsic measurement noise ζnv. Then the variance of measurement noise
from a neighbor n (n ∈ V(k)v ) is given by
σˆ
(k)2
nv = σ
(k)2
nv + tr
(
Pˆ
(k)
n
)
. (5.10)
The HC-PF algorithm for hybrid cooperative positioning is described as
pseudo code in Alg. 5.1. At every TS, each peer v (v ∈ V) makes position
estimate, taking into account the new available measurements z(k)v and the
positioning data (positioning estimates Pˆ
(k)
v , traces of the covariance matri-
ces Tˆ
(k)
v ) from neighbors. Note that iterations are performed within the TS
to improve the positioning performance.
5.1.2.2 Hybrid Cooperative Least Square
The HC-LS is extended version of cooperative least square algorithms in
[60], in order to take into account pseudorange measurements and to esti-
mate the bias variable. The LS estimate of x(k)v is obtained by solving the
following optimization problem:
xˆ
(k)
v = argx(k)v
min
∥∥∥z(k)v − h(x(k)v ,S(k)v , Pˆ(k)v )∥∥∥2 , (5.11)
It is difficult to exactly solve equation (5.11). One approach is an iterative
linearization of the cost function to the first order Taylor series expansion
around the a priori estimate xˆ(k|k−1)v as
z
(k)
v ≈ h
(
xˆ
(k|k−1)
v ,S
(k)
v , Pˆ
(k)
v
)
+
∂h
∂x
∣∣∣∣
xˆ
(k|k−1)
v
(
x
(k)
v − xˆ
(k|k−1)
v
)
, (5.12)
which can be rewritten into matrix form
∆z
(k)
v = H
(k)
v ∆x
(k)
v , (5.13)
where ∆z(k)v = z
(k)
v − h
(
xˆ
(k)−
v ,S
(k)
v , Pˆ
(k)
v
)
and ∆x(k)v =
(
x
(k)
v − xˆ
(k|k−1)
v
)
.
H(k)v = ∂h∂x
∣∣
xˆ
(k|k−1)
v
is the Jacobian matrix of observation function. The new
state is updated by solving the following weighted linear system:
xˆ
(k)
v = xˆ
(k|k−1)
v +
(
H(k)
T
v WH
(k)
v
)−1
H(k)
T
v W∆z
(k)
v . (5.14)
64 5 hybrid cooperative gnss-terrestrial navigation
Algorithm 5.1: Hybrid-Cooperative Particle Filter
input :
{
x
(k−1)i
v
}N
i=1
, z(k)v , S
(k)
v ∀v
output :
{
x
(k)i
v
}N
i=1
, xˆ(k)v ∀v
1 for time slot k = 1 to K do
2 for vehicle v ∈ V in parallel do
3 for iteration it = 1 to Nitr do
4 Receive positioning data Pˆ
(k)
v , Tˆ
(k)
v
5 Update noise covariance matrix R(k)v
6 for particle i = 1 to N do
7 Draw ω(k)v
i
∼ N
(
0,Q(k)v
)
8 Update particles x(k)v
i
= Ix(k−1)v
i
+ ∆tkIω
(k)
v
i
9 Update weights w˜(k)
i
v = p
(
z
(k)
v
∣∣∣∣x(k)v i) using (5.9)
10 end
11 Compute total weight W =
∑N
i=1 w˜
(k)i
m
12 for particle i = 1 to N do
13 Normalize weights w(k)
i
v = w˜
(k)i
v /W
14 end
15 Estimate peer’s state xˆ(k)v =
∑N
i=1w
(k)i
v x
(k)i
v
16 Calculate the state covariance matrix
17 Σˆ
(k)
xv =
∑N
i=1w
(k)
v
i
(
x
(k)
v
i
−xˆ
(k)
v
)(
x
(k)
v
i
−xˆ
(k)
v
)T
1−
∑N
i=1
(
w
(k)
v
i
)2
18 Communicate pˆ(k)v and tr
(
Σˆ
(k)
xv
)
to neighbors n ∈ V(k)v
19 Resample
{
x
(k)i
v
}N
i=1
∼ N
(
xˆ
(k)
v , Σˆ
(k)
xv
)
20 end
21 end
22 end
where W is a diagonal matrix whose elements are given by the inverse of
the measurement variances. Since it is hard to estimate the uncertainty on
the vehicle’s position, the safest option is to give considerable weight to
the pseudoranges no matter how good is the terrestrial ranging technology.
In the HC-LS algorithm, only the position estimates are communicated to
neighbors.
Due to the space limit, the detailed formulae of HC-UKF and H-SPAWN are
not described here, which can be found in [61] and [63], respectively. For
HC-UKF, the cooperative positioning data are still position estimates and the
corresponding traces of covariance matrices. For H-SPAWN, the exchanging
data are parametric Belief Propagation (BP) which approximates the mes-
sages as known ’distribution families’.
5.1 Hybrid Cooperative Urban Navigation 65
5.1.3 Simulation of Urban Navigation
5.1.3.1 Simulation Scenario
The simulation tool proposed in [88] has been used to simulate the per-
formance of different algorithms. The scenario is depicted as 2D view in
Fig. 5.2 where 25 unknown vehicles are deployed in an urban environment
composed of three blocks per side. The main simulation parameters for this
scenario are listed in Table 5.1.
Figure 5.2: 2D view of the simulated vehicular network.
In particular, the center of the urban canyons is chosen as the city cen-
ter of Singapore, 1.2831◦ latitude, in order to have better satellite visibility.
The pseudo range measurements are generated based on the real GPS or-
bits and the vehicles’ positions in the environment. The bias is considered
as randomly within the interval of 5 milliseconds, corresponding the du-
ration of one GPS C/A code. we assume that the blocks would completely
obstructs the GPS signal, hence, the satellites are visible only from certain
parts of the streets.
Three configurations of anchor nodes (0,6,12) are used to provide per-
formance comparisons of cooperation. The horizontal positions of the an-
chor nodes are uniformly chosen within the environment while the vertical
heights are randomly chosen between 5 and 10 meters. The communica-
tion range of terrestrial technique is 80 meters, which is typical value for
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Table 5.1: Simulation parameters for urban navigation.
Parameter Value Units
Number of blocks per side 3 -
Blocks size 50 [m]
Street width 30 [m]
Building height 40 [m]
Urban environment latitude 1.2831 N [degree]
Number of unknown peers 25 -
Number of anchor peers 0,6,12 -
Number of aiding peers 0 -
Connectivity radius 80 [m]
Std ranging error 0.2 [m]
Bias ranging error 0 [m]
Peer mobility Vehicular -
Route speed 10 [m/sec]
Flip speed 2 [m/sec]
Peer type mass market -
Wireless networking asynch. -
Number of time slots 40 -
Number of position iterations 3 -
Time slot width 1 [sec]
Number of Montecarlo simulations 100 -
Min max bias generation 150000 [m]
Initial guess peers’ positions uniform -
UWB transceivers [78]. Since we consider the positioning of vehicles on flat
ground, only the horizontal errors are considered.
5.1.3.2 Simulation Results
Since all the vehicles are on a plain city, we only consider the horizontal
localization performance. Fig. 5.3 shows the evolution of the global posi-
tioning errors, which confirms the results observed in the c.d.f. plot. As it
can be observed, all the algorithms shows good positioning availability due
to the peer cooperation. Neither HC-UKF nor H-SPAWN show good conver-
gence, mainly because they are not properly tuned for the urban mobility
scenario. It can be observed that after the tenth time slot, errors remain
stable around 25 m for H-SPAWN while it goes below 10 m for HC-UKF. The
HC-PF instead, is able to track all vehicles and achieves a final accuracy of
about 5 m. In the HC-LS algorithm, large oscillations are observed, which
may be driven by few peers with large errors, because they may have lost
some key satellites or peers.
Fig. 5.4, confirms the results observed in the RMSE plot, where HC-PF out-
performed all the studied algorithms, while HC-UKF and surprisingly the
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Figure 5.3: Positioning error evolution for different algorithms.
HC-LS obtained similar performance, even if the latter one exhibits more
outliers. H-SPAWN seems to be the algorithm more affected by mobility,
probably because its parameters, in particular the process noise model, was
not properly tuned for these conditions.
Fig. 5.5 and Fig. 5.6 present the performance of the HC-PF algorithm under
the configuration of {0, 6, 12} anchor peers. Moreover, we test the hybrid
algorithms without cooperation, i.e., only pseudorange measurements and
terrestrial measurements from anchors are used. Note that the case with 0
anchor and no-cooperation corresponds to the case of GPS-only positioning.
As showed in Fig. 5.5, cooperation significantly improves both position-
ing availability and accuracy. Without fixed infrastructure (i.e., no anchor),
cooperative positioning can significantly reduce positioning errors from 10
m (GPS-only) to 4 m. Moreover, the position estimate availability is in-
creased by 19%. With 6 anchors, the final positioning error is around 2 m
and the gain of cooperation is still considerable, more or less 3 m. With 12
anchors, the positioning error is very low, 0.8 m. Note that in this case the
benefit of cooperation is not so evident, only around 0.3 m. Another advan-
tage of cooperation is the fast convergence. In fact, the cooperative version
of HC-PF converges within 10 TSs. It is worth observing that after 30 TSs, the
cooperative localization with 0 anchor outperforms the non-cooperative lo-
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Figure 5.4: Horizontal positioning errors.
Figure 5.5: Convergence of the horizontal errors for HC-PF.
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Figure 5.6: Positioning performance of HC-PF for different anchor settings .
calization with 6 anchors because more information is avaible thanks to the
cooperation.
Fig. 5.6 presents the c.d.f. of different anchor setting, and it confirms the
results in Fig. 5.5. With 12 anchors, the gain of cooperation can be neglected,
while for 6 and 0 anchors, the cooperation shows great benefits.
Since installing a fixed UWB infrastructure in urban environment is expen-
sive, the hybrid and cooperative localization without anchors can be a good
candidate for urban navigation. Since the simulated area is close to equator,
where the satellite visibility is the best, the gain of terrestrial hybridization
and vehicle cooperation would be more in high altitude areas.
5.2 hybrid gps-uwb indoor navigation
As mention before, indoor navigation is a special challenge for GNSS. A hy-
brid navigation experiment to evaluate the was carried out to evaluate the
proposed hybrid and cooperative positioning approaches. The correspond-
ing experimental results are presented in this section.
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5.2.1 Localization Environment
In the experiment, the mobile was composed of a GPS receiver (Fig. 2.7), a
UWB device ( Fig. 2.6) and a laptop, and it was placed on a small cart with
purpose of convenient movement. A picture of the mobile station is shown
in Fig. 5.7. Due to the lack of equipments, only one mobile node is available
so only the hybrid positioning can be employed.
Figure 5.7: A picture of the mobile station.
The environment was chosen as the entrance of ISMB, whose map is
shown in Fig. 5.8. As it can be seen, it consists of indoors and outdoors.
Different walls separate the indoor part into three rooms and a corridor.
Four UWB nodes (101-104 in Fig. 5.8) were deployed as anchors to provide
terrestrial ranges for the mobile. These walls are made of wood, concrete
and metal, and could block the signals of GPS and UWB. Therefore, in the
outdoor, the UWB mobile could receive at most two ranges from anchors; in
the indoor, the GPS receiver could only see satellites close to the door.
5.2.2 Static Positioning
First, we tested the positioning performance of the static points. Fig. In
total, there are 16 points used to collect the real measurements. Some of
them (P1-P8) are deep doors, some of them(P12-P14) are light indoors and
the remaining are outdoors.
Due to the space limit, only results of some typical points are presented
here. Fig. 5.10 presents positioning results of point 9 in Fig. 5.9, which
shows the results of three configurations of the positioning algorithm, that
is, GPS only, UWB only, GPS + UWB. Moreover, it shows the evolution of
the positioning error in 100 seconds. As it can be observed from Fig. 5.10,
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Figure 5.9: Node deployment of static positioning.
the configurations using UWB measurements have stable positioning per-
formance as time passes by. Usually, the range measurement from a UWB
sensor is much better than GPS pseudoranges. Sometimes there are some
bad measurements from GPS receiver, so that the positioning errors diverge
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from 70 to 90 seconds. The UWB measurements are neither adequate nor ac-
curate in outdoors, causing the positioning estimates with errors up to 8.2
meters. However, the joint use of GPS and UWB can reduce the positioning
errors to 4.5 meters.
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Figure 5.10: Outdoor positioning performance.
Fig. 5.11 presents the results of light indoors (point 12 in Fig. 5.9). The
GPS only configuration diverge fast, due to the lack of visible satellites. The
accurate UWB distance measurements dominate the positioning. With GPS
measurements, the positioning performance is slightly better, because they
can help the positioning algorithm with fast convergence.
Fig. 5.12 presents the results of light indoors (point 4 in Fig. 5.9). In this
case, the GPS receiver cannot see any satellite, and only the UWB system can
locate the mobile.
5.2.3 Dynamic Tracking
The dynamic scenario is shown in Fig. 5.13, where a trajectory containing 30
points was considered. The distance between two points (blue-dot points on
mobile trajectory) is exactly one meter. The trajectory is composed of three
segments: the first segment is in outdoor; the second segment connects the
indoor and outdoor through the door; the third segment is in the corridor
(deep indoor). The mobile cart moved along the trajectory and collected
measurements for analysis.
We tried to move the cart with steady speed along the path and took
both measurements from GPS and UWB every second. But it is impossible
to manage the same speed and pass one blue point in one exact second.
The measurements and mobile position need to be synchronized, Here we
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Figure 5.11: Light indoor positioning performance.
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Figure 5.12: Deep indoor positioning performance.
supposed that the moving speed within two consecutive points was the
same. We referred to the time stamp from the received GPS signal and took
video of the movement, so as to calculate the precise passing time of each
points. Based on the time difference between the passing time of each point
and the GPS time, it is possible find out the exact mobile position, on which
the hybrid measurements were taken. The red-star points in Fig. 5.13 rep-
resent the exact mobile positions per second. After synchronization with
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Figure 5.14: Deep indoor positioning performance.
exact positions, the obtained measurements are feed the hybrid positioning
algorithm.
Fig. 5.13 also presents the tracked path as green triangle line. During the
start, the tracked path is with large errors, which is caused by two reasons.
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One is that the algorithm is initialized and needs some transient time to
catch movement of the mobile. The other one is that the GPS pseudoranges
are with large errors and can make the position estimate fluctuate. Due
to the high accurate UWB measurements, the hybrid algorithm can catch
the movement of the mobile after 10 seconds, as it can be seen from Fig.
5.14. By using the hybrid technologies, the final positioning performance is
about two meters, realizing seamless navigation connecting outdoors and
indoors.
5.3 summary
This chapter presented the hybrid and cooperative positioning algorithms
to improve localization performance in urban canyons and indoor envi-
ronments. First, it demonstrated that the hybrid cooperative positioning
approach can track the movement of vehicles in urban canyons even with-
out fixed terrestrial infrastructure. Then it showed that this approach also
worked for seamless indoor and outdoor navigation.

Part III
A D VA N C E D P O S I T I O N I N G A L G O R I T H M S F O R
I N D O O R A P P L I C AT I O N S
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C O G N I T I V E A N D C O O P E R AT I V E T R A C K I N G
This section presents a novel Cognitive and Cooperative Tracking (CCT) ap-
proach based on EKF to localize mobile nodes in wireless networks. The
proposed algorithm shows three important features: energy efficient, cog-
nitive and cooperative. More specifically, the tracking algorithm adaptively
adjusts the transmission power to optimize the energy consumption while
meeting the required localization accuracy Pa imposed by a generic appli-
cation. Moreover, it adopts a self-learning scheme to track the time-variant
environment’s characteristics (e.g., range measurement noise) and use this
knowledge to improve tracking performance. Finally, the algorithm exploits
the cooperation among unknown nodes that leads to further improved per-
formance and reduced power consumption. Simulation results show that
the proposed CCT approach is able to improve positioning performance and
meet the required accuracy Pa while energy consumption is optimized.
6.1 introduction to cognitive tracking
Most of localization and tracking algorithms in the literature aim to in-
crease positioning accuracy but ignore other important aspects, e.g., energy
consumption. Since mobile devices are battery powered, designing an en-
ergy efficient algorithm is of primary importance [89]. Another aspect to be
taken into account is how to deal with time-variant environments. In fact,
the radio channel condition is not always constant but it changes along
time, which affects the ranging accuracy in a negative way. Even if un-
known nodes are static, the environment continuously changes as many
obstacles (e.g., other users) move around and cause time-variant interfer-
ence. This negative effect increases even more when unknown nodes are
in movement because the environment is not uniform but the sizes of it
change, materials are different as well as sources of interference.
This motivated us to design an innovative cognitive tracking approach that
is able to react to the time-variant environment and to increase reliability
and accuracy of the positioning service as well as to optimize energy con-
sumption while meeting the accuracy requirement Pa that is predefined
by the user, e.g., indoor tracking application may require positioning er-
ror within 1 meter. Cognitive positioning is an emerging technique that is
aware of the users’ needs and environment’s characteristics and incorpo-
rates this knowledge into the location engine to improve the overall perfor-
mance. On the other hand, cooperation among mobiles leads to manifold
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benefits, e.g., for the purpose of settling geometrical ambiguities, enhancing
positioning accuracy by measurements redundancy and spatial diversity, or
simply improving coverage and availability of service [90]. By introducing
cooperation, it enables to track the mobile node more accurately and alter-
natively to save more energy to reach a certain positioning accuracy.
Based on these concepts, this paper proposes a CCT algorithm able to
react to the time-variant channel [91] and to optimize energy consumption.
Different from common cognitive positioning approaches [92, 93], which
adaptively adjust power allocation in different frequency bands, the CCT
approach focuses on adjusting the transmitting power just in one frequency
band.
6.2 framework overview
The section overviews the related framework, the applied ranging model,
the cooperative Cramér-Rao Lower Bound (CRLB) and the energy efficient
tracking. The formulation of EKF is omitted, as it is introduced in Chapter
2.
6.2.1 Ranging Model
The theoretical ranging performance is investigated in [71], where the pri-
mary sources of error in ToA ranging, such as multipath, interference and
clocks drift, are discussed. In this paper, we simply consider these effects
as time-variant ranging noise:
d˜ = d+ υ, (6.1)
where d is the true distance between two nodes and υ is the additive noise
assumed to be Gaussian distributed with zero mean and a time-variant
standard deviation, i.e., υ ∼ N
(
0,σ2(t)
)
. In particular, the standard devia-
tion of the range measurement error is not constant but it change with time
according to a specific model σ(t).
Let A and M be the set of anchors and mobiles, respectively, in the whole
network. Let z(k)m be the available range measurements performed by a
generic mobile node m at a given time t(k)k. The vector z(k)m can be di-
vided into two subsets: range measurements from anchors and those from
mobiles:
z
(k)
m =
{{
d˜
(k)
a→m
}
a∈A(k)m
,
{
d˜
(k)
n→m
}
n∈M(k)m
}
, (6.2)
where A(k)m ⊆ A and M(k)m ⊆ M are the subsets of anchors and mobiles
connected to the mobile m, respectively, at time t(k). Positions of anchors
a ∈ A and mobiles m ∈ M are denoted with x(k)a and x(k)m , respectively,
whose dimensions are equal to D.
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The range measurement model from an anchor node can be written as:
d˜
(k)
a→m =
∥∥∥x(k)m −x(k)a ∥∥∥+ υ(k)a→m, (6.3)
where υ(k)a→m is the measurement noise that is assumed to be Gaussian with
a time-variant standard deviation σ(k)a→m. Analogously, the range measure-
ment model from a mobile node can be written as:
d˜
(k)
n→m =
∥∥∥x(k)m −x(k)n ∥∥∥+ υ(k)n→m, (6.4)
where υ(k)n→m is the measurement noise that is also assumed to be Gaussian
with a time-variant standard deviation σ(k)n→m.
Assuming that all the range measurements are independent, then the
measurement covariance matrix R(k) can be written as:
R
(k)
m = diag( ... σ
(k)2
a→m ...︸ ︷︷ ︸
a∈A(k)m
... σ(k)
2
n→m ...︸ ︷︷ ︸
n∈M(k)m
). (6.5)
6.2.2 Cramér-Rao Lower Bound
This section presents the CRLB for cooperative positioning [94]. This study
will be used later to support a procedure that selects the closest neighbors
(comprising both anchors and mobiles) that meets the positioning accuracy
requirements Pa. As a result, the energy consumption is optimized.
The CRLB provides a lower bound on the mean square error of any un-
biased estimator. It is obtained by inverting the Fisher information matrix.
Since the CCT algorithm is fully distributed, it is impossible to obtain the
global Fisher information matrix as [94]. The mobile node m calculates lo-
cally Fisher information at each time step.
F
(k)
m =
∑
a∈A(k)m
1
σ
(k)2
a→m
u
(k)
am
(
u
(k)
am
)T
+
∑
n∈M(k)m
1
σ
(k)2
n→m
u
(k)
nm
(
u
(k)
nm
)T
, (6.6)
where u(k)im =
x
(k)
i −x
(k)
m∥∥∥x(k)i −x(k)m ∥∥∥ is the unitary column vector between two posi-
tions x(k)i and x
(k)
m .
Then the CRLB is calculated as:
Ω
(k)
m =
√
tr
(
(F
(k)
m )−1
)
. (6.7)
where tr(·) is the trace of a square matrix.
This bound is compared with respect to the required positioning accu-
racy Pa. Based on this comparison, the proposed algorithm adaptively
adjusts the communication range in order to properly select its neighbors
for positioning. Since the true mobile’s position is not known, in the imple-
mentation the a priori location estimation xˆ(k|k−1)m is used to calculate this
bound.
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6.2.3 Energy Efficient Tracking Approach
According to the Log-normal shadowing path loss model [67], the transmis-
sion loss is proportional to the distance between the transmitter and the
receiver. In other words, the larger connectivity radius, the higher transmit-
ted power.
Traditional tracking approaches use a fixed transmitted power, to which
corresponds a fixed connectivity radius Rf [89]. In a mobile scenario, it
might happen that in a certain point of the trajectory, many range measure-
ments are available. If all of them are used, the tracking algorithm provides
a positioning accuracy much higher than Pa, thus the transmitted power
can be decreased to save energy. On the contrary, it might happen that only
few range measurements are available and a larger transmitted power is
needed to increase the number of neighbors such that the location accuracy
achieves Pa. In conclusion, an adaptive connectivity radius Ra should be
adopted to meet the required localization accuracy while at the same time
to save energy consumption.
As reported in [89], the average transmission power reduction expressed
in dBm can be expressed as:
∆Pt = 10αlog10
(
Rf/Ra
)
. (6.8)
where α is the path loss exponent and Ra is the average connectivity radio.
Thus, for instance, if the fixed transmitted power is 0 dBm and ∆Pt = 3
dBm, then the average transmitted power corresponding to the adaptive
approach is -3 dBm.
Fig. 6.1 shows an example of the connectivity information of Ra and Rf
in a certain point of the environment. As it can be observed, there are fewer
anchors within the adaptive range Ra than those within the fixed range Rf,
but the localization errors could be in the same level.
The next section will present an approach that selects the closest neigh-
bors to be used in the current position estimation step and on the basis
of this it proposes the connectivity radio to be used in the next position
estimation step.
6.3 cognitive and cooperative tracking algorithm
The proposed CCT is composed of three main components, (i) neighbors
selection scheme, (ii) environment awareness and (iii) cooperation, which
are presented in the following subsections.
6.3.1 Neighbors Selection Algorithm
In [89], an anchors selection scheme is proposed to select the closest anchors
for communication. Thanks to the cooperation among mobiles, it is ex-
tended to be the Neighbors Selection Algorithm (NSA), which selects the
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Figure 6.1: A example mobile radio connectivity.
closest neighbors, taking into consideration not only anchors but also mo-
biles. In fact, no larger connectivity radius is required to include farther
anchors if closer mobiles are presented and the energy efficiency could be
further improved.
Given a generic mobile m, the NSA takes as inputs: current measurement
set z(k)m (6.2), corresponding neighbor set N
(k)
m , current a priori estimate
xˆ
(k|k−1)
m , and current connectivity radio R
(k)
m . As outputs, it provides the
selected measurement set z(k)m,s, the corresponding neighbor set N
(k)
m,s, and
the radio connectivity R(k+1)m to be used in the next position estimation step.
The whole algorithm is reported as pseudo code in Alg. 6.1.
Particularly, Nmin denotes the minimum number of neighbors to be used
for localization and it is set to 4 by default to satisfy the trade-off between
energy consumption and position accuracy. If Nmin is greater than or equal
to 5, the accuracy is high but energy consumption for ranging is also high.
On the other hand, if Nmin is less than or equal to 3, energy consumption
for ranging is low but positioning accuracy is also low.
As reported in row 3 of Alg. 6.1, if the cardinality C of the measurement
set z(k)m , is greater than or equal to Nmin, the algorithm selects the closest
neighbor subset based on the calculated CRLB (6.7) and sets the radio con-
nectivity radius R(k+1)m for next position estimation step. Note that R
(k+1)
m
is set as the largest value between the selected range measurements z(k)m,s
and Rmin, where Rmin is the minimum radio connectivity range that guar-
antees enough links for communication. On the contrary, if C is less than
Nmin, there are not enough range measurements to locate the mobile node
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Algorithm 6.1: Neighbors Selection Algorithm
input :z(k)m , N
(k)
m , xˆ
(k|k−1)
m , R
(k)
m ∀m
output :z(k)m,s, N
(k)
m,s, R
(k+1)
m ∀m
1 Set C =
∣∣∣z(k)m ∣∣∣
2 Set Nmin = 4 {minimum number of neighbors}
3 Initialize: z(k)m,s = z
(k)
m , N
(k)
m,s = N
(k)
m , R(k+1) = R(k)
4 if C > Nmin then
5 Sort z(k)m in ascending order
6 Sort neighbors N(k)m according to z
(k)
m
7 for i = Nmin to C do
8 Calculate CRLB Ω(k)m using xˆ
(k|k−1)
m and the first i elements of
z
(k)
m and N
(k)
m
9 Set z(k)m,s = z
(k)
m (1 : i) {take first i elements}
10 Set N(k)m,s = N
(k)
m (1 : i) {take first i elements}
11 end
12 Set R(k+1)m = max
(
max
(
z
(k)
m,s
)
,Rmin
)
13 else
14 Set R(k+1)m = R
(k)
m +∆Rc
15 end
and the communication range is simply increased by ∆Rc, whose value is
chosen according to the node density of the network.
6.3.2 Environment Awareness
Traditional tracking approaches assume that the range measurement noise
statistics is always the same and perfectly known, which is not true. In
practical, the localization environment is time variant even when the un-
known mobile is static because there are some moving obstacles that make
the environment changing.
In order to improve the tracking performance, it is necessary to adopt
a cognitive approach that recognizes the environment parameter chang-
ing when collecting range measurements from neighbors. Consequently, a
novel environment recognition strategy is proposed to continuously esti-
mate the standard deviation of the range measurement noise. Assuming
that at given time the values of range measurement standard deviation
of mobile m w.r.t. to all its visible anchors are the same (i.e., σ(k)a1→m =
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σ
(k)
a2→m = . . . = σ
(k)
m ), then the standard deviation can be estimated as fol-
lows:
σˆ
(k)
m, curr =
√√√√√ 1
A
(k)
m − 1
A
(k)
m∑
n=1
(
d˜
(k)
a→m − dˆ
(k)
a→m
)2
, (6.9)
where d˜(k)a→m is the measured distance between the node m and a-th an-
chor node at time tk while dˆ
(k)
a→m is the estimated distance calculated
by applying the Euclidean distance formula, given the estimated mobile’s
position and anchor’s position. σˆ(k)m, curr is the current estimation of the mea-
surement noise standard deviation; A(k)m =
∣∣∣A(k)m ∣∣∣ denotes the number of
anchors visible by the mobile m at time tk.
In order to obtain a smooth standard deviation estimation, a sliding win-
dow with length L is applied:
σˆ
(k)
m =
√√√√1
L
l=k∑
l=k−L+1
σˆ
(l)2
m, curr. (6.10)
6.3.3 Cooperation Scheme
Applying the cooperation among unknown nodes leads to improved posi-
tioning performance in terms of both accuracy and robustness. The cooper-
ation enables mobile nodes to share positioning data among them.
One of the most critical point of cooperative localization approaches has
proven to be the quantification of the uncertainties related to the shared po-
sitioning data. The position estimation process could even diverge if those
uncertainties are not properly evaluated [90].
The solution proposed in [62] considers the range measurement variance
of a generic mobile m w.r.t. a generic neighboring mobiles n as the sum of
the intrinsic range measurement variance σ(k)
2
n→m and a contribution from
the neighboring mobile position’s uncertainty. This position uncertainty can
be calculated as the trace of the position estimated covariance matrix P (k)n :
σˆ
(k)2
n→m = σ
(k)2
n→m + tr
(
P
(k)
n
)
. (6.11)
The designed CCT algorithm, which is described in pseudo code form in
Alg.6.2, uses both the estimated range noise standard deviation of mobiles
with respect to anchors (6.10) and the new range uncertainties among mo-
biles (6.11). Note that in the initialization phase, the CCT uses a Linear Least
Squares (LLS) algorithm to reduce the transient time as in [89].
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Algorithm 6.2: Cognitive and Cooperative Tracking Algorithm
1 Set initial value for R(0)m and σˆ
(0)
m ∀m ∈M
2 Perform distance measurements according to R(0)m , z
(0)
m =
{
r˜
(0)
a→m
}
a∈A(0)m
∀m ∈M
3 Initialize xˆ(0)m by using LLS algorithm
4 for timestep k = 1 to K do
5 for nodes m ∈M in parallel do
6 Predict the a priori state xˆ(k)
−
m
7 Collect range measurements from neighbors
z
(k)
m =
{{
d˜
(k)
a→m
}
a∈A(k)m
,
{
d˜
(k)
n→m
}
n∈M(k)m
}
8 Receive positioning data from neighbors: xˆ(k)n and
tr
(
P
(k)
n
)
∀n ∈M(k)m
9 Update neighbor set N(k)m =
{
A
(k)
m ,M
(k)
m
}
10 Estimate σˆ using (6.10) and (6.11)
11 Apply neighbors selection as reported in Alg. 6.1[
z
(k)
m,s,N
(k)
m,s,R
(k+1)
m
]
= NSA
(
z
(k)
m ,N
(k)
m , xˆ
(k|k−1)
m ,R
(k)
m
)
12 Set z(k)m = z
(k)
m,s and N
(k)
m = N
(k)
m,s
13 Update covariance R(k)m according to (6.5)
14 Update state xˆ(k)m and covariance matrix P
(k)
m
15 Calculate current σˆ(k)m, curr using (6.9)
16 Broadcast positioning data xˆ(k)m and tr
(
P
(k)
m
)
to neighbors
17 end
18 end
6.3.4 Complexity Analysis
As mentioned in Chapter 3.2.2, the complexity of EKF is mainly introduced
by the matrix inversion and multiplication. Suppose that each mobile con-
nects on average N¯ neighbors and estimates its position in a D dimensional
environment. For each state vector estimation, the asymptotic complexity
of EKF is O(N¯3) (matrix inversion) or O(D3) (matrix multiplication) [87].
Since the dimension of the state D is usually less than the average number
of available measurements N¯, the EKF has complexity O(N¯3).
The proposed CCT algorithm computes the CRLB (6.7), and the overall
complexity is increased by O(D3). Since O(D3) is less than O(N¯3), the
complexity of the CCT algorithm is still O(N¯3), which is similar to the
standard EKF. In fact, CCT may use less range measurements to calculate
matrix inversion, and the complexity would be reduced. Therefore, the pro-
posed approach is in fact with low complexity and can be implemented in
many cheap devices. However, the CCT algorithm requires more memory
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to store the noise variance estimation and more network traffic to transmit
positional information.
6.4 simulation of cognitive and cooperative tracking
Simulations have been carried out in a 2D environment of size 120 m×
70 m, where a cooperative network composed of 4 mobiles and 24 anchors
is deployed (see Fig. 6.2). Four different trajectories are simulated, one for
each mobile, and the position update rate is set to once per second. In
particular, mobiles move along the x axis with constant speed equal to 1
m/s. By considering a connectivity radius of about 20 m, mobile M1 along
its trajectory fully cooperates with M2 and M3, while partially cooperates
with M4.
Figure 6.2: Simulated scenario of cognitive cooperative tracking.
The performance of the simulated algorithms are evaluated by means of
MC simulations based on Matlab. In particular, the tracking performance is
calculated as the positioning RMSE given in (3.17). In more details, there are
1000 MC trials, each of which consists of four paths with 90 positions to be
estimated.
First of all, some simulation results have been carried out to test only the
advantage of applying a cognitive tracking approach that tries to estimate
the ranging error noise standard deviation by means of (6.10) and uses this
knowledge into the EKF update equations. Note that for these preliminary
simulations both cooperation among mobiles and connectivity radius adap-
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tation scheme are not applied. In particular, Fig. 6.3 shows the performance
of five tracking algorithms based onEKF as a function of the average value
of a time-variant range noise standard deviation. Those results refer only
to the tracking performance of mobile M1 which is localized without coop-
eration and without using any energy consumption approach. In fact, the
connectivity radio is fixed for all of them to Rf = 29 m. The first algorithm
is the benchmark, it is an EKF which perfectly knows the ranging noise stan-
dard deviation value along the time whose behavior is linear increasing as
the one showed in showed in Fig. 6.4(a); the second one is the proposed cog-
nitive approach that estimates the ranging noise standard deviation value
and uses this estimation into the EKF update formulae; the remaining three
algorithms are simple EKF that do not know the exact value of the range
noise standard deviation and they use constant values equal to 1, 2 and 3 m,
respectively, in the EKF update equations. As it can be observed from Fig.
6.3, the proposed cognitive approach is the only one whose performance
gets closer to the benchmark one.
Figure 6.3: Comparison of cognitive approach with non cognitive ones.
Finally, in order to assess the performance of the complete CCT algorithm,
four different tracking algorithms have been simulated for comparison pur-
poses. The first one is a standard EKF that uses a fixed connectivity radius
and a constant range noise standard deviation value in the update formu-
lae (S-EKF); the second one is a cognitive tracking EKF that estimates the
range noise standard deviation and uses the adaptive connectivity radius
(CT); the third one is a cooperative EKF that uses a fixed connectivity radius
and perfectly knows the range noise standard deviation (C-EKF); the last
one is the proposed CCT algorithm, which includes adaptive connectivity
radius scheme, range noise standard deviation estimation and mobile coop-
eration (CCT). Four different time-variant range noise standard deviation
models are simulated, one for each mobile as showed in Fig. 6.4. The four
standard deviation models are: linear for M1, segmented for M2, constant
for M3 and sinusoidal for M4.
Based on this deployment, the minimum communication range Rmin
and range increment ∆Rc are set to 12 m and 2 m, respectively, for the CCT
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(a) M1 (b) M2
(c) M3 (d) M4
Figure 6.4: Range noise standard deviation estimation performed by each mobile
in the CCT algorithm.
algorithm. The saved energy is calculated by using (6.8) with a path loss
exponent equal to α = 2.5. All the above mentioned algorithms have been
tuned to achieve exactly the required positioning accuracy Pa = 1 m.
Tab. 6.1 shows the numerical performance in terms of transmission power
reduction ( ∆Pt) and Fig. 6.4 shows the range noise standard deviation
tracking performed by the CCT algorithm. As it can be observed from Table
6.1, the proposed CCT algorithm uses the smallest connectivity radius. In
fact, on average a mobile has 6.4 neighbors ( Nnei) during the localization
process. As a result, the CCT saves more energy compared to other algo-
rithms. Finally, from Fig. 6.4 it can be observed that every mobile is able
to track the range noise standard deviation behavior along the time in the
CCT algorithm. Therefore, the cognitive tracking is able to remarkably cut
down transmission power and accurately perceive environment changing
while keeping the same positioning performance.
6.5 summary
This section presented a novel cognitive and cooperative tracking algo-
rithm based on EKF to track mobile nodes in wireless networks. The pro-
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Table 6.1: Comparison of tracking algorithms in terms of energy consumption
when the required accuracy Pa is 1 meter .
EKF R [m] Nnei σerr ∆Pt [dBm]
S-EKF 32.0 7.3 – –
CT 24.9 5.2 0.22 2.7
C-EKF 24.0 5.7 – 3.1
CCT 21.7 6.4 0.22 4.2
posed algorithm selects the closest neighbors to save transmitting power,
estimates measurement noise standard deviation to recognize environment
and adopts cooperation among unknown mobile nodes to improve track-
ing accuracy. Though three more features are enabled, the CCT approach is
a low-complexity tracking algorithm. Simulation results demonstrated that
the proposed algorithm was able to meet the required accuracy Pa while
optimizing the energy consumption.
7
P O S I T I O N I N G W I T H N L O S D E T E C T I O N
NLoS propagation of RF signal has proven to be challenging for the local-
ization of unknown nodes in wireless networks. In particular, the NLoS
range measurements can greatly affect the accuracy of mobile node’s po-
sition and in turn may cause the position estimation error diverging. This
section analyzes the CRLB of cooperative localization in presence of NLoS
measurements and proposes a cooperative NLoS identification scheme as
well as a cooperative positioning algorithm based on BP. The proposed al-
gorithm is fully distributed and does not require prior NLoS state of range
measurements. Simulation results show that the proposed algorithm is able
to detect the state of each range measurement (NLoS or LoS) and improve
positioning accuracy in several NLoS conditions
7.1 localization in nlos environment
Localization based applications often require very accurate position estima-
tion even in challenging environments (e.g., in indoor and industrial envi-
ronments). One aspect that affects the accuracy of radio-based localization
systems is NLoS propagation that makes range observations to be positively
biased. In the literature, lots of approaches have been proposed to mitigate
large errors caused by the NLoS links.In [95, 96, 97] , some algorithms have
been adopted to identify whether a range measurement is in NLoS or LoS
status based on channel statistics. In [98] and [99] the authors have pro-
posed some NLoS mitigation algorithms in vehicular applications, but they
did not take into account cooperation among unknown mobile nodes. In
[100] and [101], cooperation among unknown nodes is exploited, but they
required to know the exact status of NLoS links, which might be unrealistic.
Since the number of wireless devices is constantly increasing, coopera-
tive localization can improve both positioning accuracy and availability are
improved. One important aspect of cooperative localization is how to ap-
propriately take into account the uncertainty of unknown nodes’ positions.
This task has been already investigated mostly in LoS condition [60], where
ranging errors are relatively small and corresponding uncertainty can be
well modeled. However, in NLoS conditions, ranging errors are much larger
and more irregular, thus cooperative localization processes may diverge if
the NLoS state associated to range measurements are not identified.
This paper focuses on cooperative localization in NLoS scenarios and it
adopts a cooperative approach based on a modified version of the BP al-
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gorithm [60, 100]. The proposed algorithm estimates mobile positions and
the status of range measurements in parallel. Moreover, it analyzes the po-
sitioning bounds in NLoS environment and uses it to check the result of
position estimates and NLoS identification. Furthermore, the knowledge of
the observation state, which indicates if a range measurement is performed
in NLoS or LoS condition, can be also used to properly select neighboring
nodes and optimize the energy consumption as in [89].
7.2 measurements models
Concerning range measurement models, in this work the models presented
in [100] have been adopted as they are extracted from experimental mea-
surements by using UWB modules [97].
7.2.1 LoS Measurement Model
Range measurements in LoS condition are assumed as Gaussian distributed:
d˜ = d+ υlos, (7.1)
where d is the exact distance between the two nodes involved in the
measurement, and υlos is a Gaussian distributed noise, υlos ∼ N(0,σ2), with
zero mean and standard deviation σ = 0.25 m.
7.2.2 NLoS Measurement Model
Range measurements in NLoS condition are supposed as the exact distance
plus an additional exponential noise (7.2). It is widely used to model the
range measure in NLoS condition and the always positive noise models the
effect of obstacle penetration.
d˜ = d+ υnlos, (7.2)
where υnlos is the measurement noise supposed to be exponentially dis-
tributed, pυnlos(x) = λ exp(−λx) when x > 0, with rate parameter λ = 0.38
m−1.
7.2.3 State Definition
A generic range measurement can be performed either in LoS condition
with probability P(0) or in NLoS condition with probability P(1) such that
P(0) + P(1) = 1 (Only two states of measurements are considered in this
paper but it can be extended to many states).
Let sn→m be the state associated to the range measurement d˜n→m from
neighbor n to mobile m. The state sn→m can be assumed as either 0 if the
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corresponding range measurement is performed in LoS condition or 1 in
NLoS condition. As a consequence, P (sn→m = 0) + P (sn→m = 1) = 1.
Based on the above definitions and assuming that the states associated to
range measurements are not previously known, the likelihood function of
the range measurement could be simply expressed as the weighted sum on
the state:
p(d˜n→m|xm,xn) =
1∑
i=0
P (sn→m = i)p(d˜n→m|xm,xn, sn→m), (7.3)
where xm = [xm,ym] is the position of the mobile m and xn = [xn,yn]
the position of the neighbor n. Note that the likelihood function could be
either a normal distribution or an exponential one depending on the link
condition:
p(d˜n→m|xm,xn, sn→m) =
 1√2piσ2 exp
(
−
(d˜n→m−‖xn−xm‖)2
2σ2
)
, sn→m = 0
λ exp
(
−λ
(
d˜n→m − ‖xn −xm‖
))
, sn→m = 1
.
(7.4)
where ‖·‖ denotes the Euclidean distance.
Suppose there are N range measurements available for node m, the pos-
sible permutations could be 2N, which could be so large when mobile m
hears from many neighbors that it is not able to implement the exhaustive
approach for real time positioning.
Some NLoS identification techniques presented in literature are based on
the processing of the received signal [96, 97], but they are too complex
and not feasible to be implemented on cheap devices. Since range measure-
ments are correlated with the position of the mobilem, it would be efficient
to proceed in parallel both mobile position estimate and NLoS identification
for all the involved range measurements as presented in sec. 7.4.
7.3 crlb for cooperative positioning with nlos measures
The CRLB expresses a lower bound on the variance of any unbiased esti-
mator. In localization, this information can be used to know which is the
maximum achievable positioning accuracy in a given scenario. Also it can
be used during on-line estimation process to select the closest set of neigh-
bors that are able to meet the required positioning accuracy while energy
for ranging is minimized [89]. In fact, following this approach, the trans-
mission power is adaptively adjusted to reach the selected neighbors.
In cooperative localization, the available set of range measurements can
be written as:
Z =
{{{
d˜a→m
}
a∈Am ,
{
d˜n→m
}
n∈Mm
}
m∈M
}
. (7.5)
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Let A and M denote the full set of anchors and mobiles, respectively, in
the network. In (6.2), Am ⊆ A and Mm ⊂M are the set of anchors and mo-
biles, respectively, connected to m. The corresponding log-likelihood func-
tion is given by:
log (p (Z |X)) =
∑
m∈M
∑
a∈Am
log p(d˜a→m|xm,xa) +∑
m∈M
∑
n∈Mm
log p(d˜n→m|xm,xn), (7.6)
where X is the set of mobiles’ positions, that is, X = [x1,x2, . . . ,xM],
where M is the cardinality of M.
The CRLB is obtained by inverting the Fisher Information Matrix (FIM)
that is given by the negative expectation of the second-order derivatives of
the log-likelihood function:
F = −E
[
∂2
∂X2
log p(Z |X)
]
. (7.7)
From (7.6) and (7.7), the global FIM can be decomposed as the sum of two
matrices: the first one takes into account links between mobiles and anchors
while the second one considers links among mobiles (see [94] for more
details)
F = F anch +Fmob. (7.8)
In particular, F anch is a block diagonal matrix whose corresponding val-
ues depend on the anchor measurements, (7.9). On the contrary, Fmob is
not a block diagonal matrix as it depends on the partial derivatives among
mobiles, (7.10).
F anch =

F anch1
F anch2
. . .
F anchM
 , (7.9)
Fmob =

Fmob1 K12 . . . K1M
K21 F
mob
2 . . . K2M
...
... . . .
...
KM1 KM2 . . . F
mob
M
 , (7.10)
where Kmn is a zero matrix if there is no measurement between n and m.
Considering the fact the a generic range measurement from mobile m
to an anchor a can be performed either in LoS or NLoS condition, the set
of anchors connected to the mobile m, Am, can be subdivided into two
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subsets: LoS subset denoted with Alosm and NLoS subset denoted with Anlosm .
Therefore, the matrix F anchm can be expressed as the sum of two matrices
that take into account to the above defined subsets:
F anchm = F
anch_los
m +F
anch_nlos
m , (7.11)
where F anch_losm and F anch_losm are given by:
F anch_losm =
∑
a∈Alosm
1
σ2d2am
[
∆x2am ∆xam∆yam
∆yam∆xam ∆y
2
am
]
, (7.12)
F anch_nlosm =
∑
a∈Anlosm
λ
d3am
[
−∆y2am ∆xam∆yam
∆yam∆xam −∆x
2
am
]
, (7.13)
where ∆xam and ∆yam are the differences of x and y components, respec-
tively, between nodes a and m, i.e., ∆xam = xa − xm, ∆yam = ya − ym,
while dam is the Euclidean distance defined as before.
Note that (7.12) is obtained by second-order differentiating of Gaussian
distribution and σ is the noise standard deviation. (7.13) is the second-order
derivative of exponential distribution and λ is the rate parameter. In (7.13)
there is negative sign for the diagonal elements, which means that NLoS
measurements decrease the Fisher information and have negative effects
on the positioning performance.
Following the same approach, the matrix Fmobm that takes into account
the connection among mobiles is given by:
Fmobm = F
mob_los
m +F
mob_nlos
m , (7.14)
Fmob_losm =
∑
n∈Mlosm
1
σ2d2nm
[
∆x2nm ∆xnm∆ynm
∆ynm∆xnm ∆y
2
nm
]
, (7.15)
Fmob_nlosm =
∑
n∈Mnlosm
λ
d3nm
[
−∆y2nm ∆xnm∆ynm
∆ynm∆xnm −∆x
2
nm
]
. (7.16)
Concerning the correlation block Kmn, if there is measurement from
node n and m, it could be calculated as:
Kmn = −
1
σ2d2nm
[
∆x2nm ∆xnm∆ynm
∆ynm∆xnm ∆y
2
nm
]
, sn→m = 0
Kmn = −
λ
d3nm
[
−∆y2nm ∆xnm∆ynm
∆ynm∆xnm −∆x
2
nm
]
, sn→m = 1
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Let J be the inverse matrix of FIM and Jm be the 2× 2 block related to
the mobile m, then the CRLB for mobile m can be calculated as:
Ωm ,
√
Jm(1, 1) + Jm(2, 2). (7.17)
As it can be observed from (7.13) and (7.16), the presence of NLoS mea-
surements makes the Fisher information decreasing, as a consequence the
variance on the position error increases. In fact, the more severe the NLoS
condition the larger localization error. This effect can be shown in the sim-
ulation results.
7.4 message passing algorithm
Since there is no prior information about the state of each range measure-
ment, the basic idea would be to use range measurements to infer first the
mobile’s position, then the state of range measurements. Alternatively, in
order to improve positioning accuracy, both mobile’s positions and links’
states can be estimated in parallel through some iterations of the BP algo-
rithm. However, this approach has some drawbacks. One is the network
traffic generated by the cooperation packets (note that the size of messages
depends on the number of particles used to approximate the distributions).
Another drawback is the computational effort required to calculate the inte-
gral of neighbor’s belief. The proposed algorithm assumes that the belief of
mobile’s position is Gaussian distributed, thus the mobile just needs to send
to its neighbors the estimated position and the corresponding uncertainty.
This approach known as Expectation Propagation (EP) is an approximation
of the BP algorithm [102]. Based on this assumption, we propose a NLoS
identification and positioning algorithm, namely cooperative NLoS identi-
fication and positioning (C-NLoS-IP) algorithm. In the following sections,
the message passing for a generic mobile m are introduced.
7.4.1 Incoming Messages
The localization approach is realized by factor graph as Fig. 7.1. In partic-
ular, the joint posteriori distribution can be factorized by messages from
anchor nodes and mobile neighbors as follows.
7.4.1.1 Message from Anchors
The incoming message from an anchor a ∈ Am is proportional to the in-
tegral of the multiplication between the likelihood function and the belief
of the anchor that is a Dirac delta function centered on xa, i.e., b(xa) =
δ(x−xa):
µa→m ∝
∫
p(d˜a→m|xm,xa)b(xa)dxa
= p(d˜a→m|xm,xa). (7.18)
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Anchor Nodes Mobile Neighbors
Figure 7.1: Factor graph for cooperative positioning.
When referring to more than one state, the likelihood function can be
calculated by using (7.3), thus p(d˜a|xm,xa) becomes:
p(d˜a→m|xm,xa) =
1∑
i=0
P (sa→m = i)p(d˜a→m|xm,xa, sa→m), (7.19)
where Pa
(
sj
)
and p(r˜a→m|xm,xa, sj) denote the probability and the likeli-
hood of the observation model, respectively. Same as before, s0 means LoS
model and s1 means NLoS model. And the likelihood functions are defined
in (7.4).
7.4.1.2 Message from Mobile Neighbor
Similarly, the incoming message from a mobile neighbor can be expressed
as:
µn→m ∝
∫
p(d˜n→m|xm,xn)b(xn)dxn. (7.20)
Since the mobile neighbor’s position xn has a certain uncertainty, the be-
lief b(xn) is not a Dirac delta function. In principle, it can be represented
by the distribution of the samples. Thus, the calculation in (7.20) is too
complex to be performed. In order to simplify that calculation, some ap-
proaches, presented in [100], assume that b(xn) is a Gaussian function. In
this paper, to further reduce the complexity, the belief of the mobile neigh-
bor n is approximated as a Dirac delta function (i.e., as if it is an anchor,
b(xn) ≈ δ(x− xˆn)). To compensate this important approximation, the po-
sition uncertainty associated to neighbor n is considered as an additional
noise for the range measurement d˜n→m. More specifically, the variance as-
sociated to ranging (given by σ2 for LoS measurements and 1/λ2 for NLoS
measurements) are increased by the position uncertainty of the mobile’s
neighbor. For simplicity, this uncertainty is calculated as the trace of the
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estimated covariance matrix [62], i.e., tr(Pn). As a consequence, the new
parameters σnm and λnm to be used in the likelihood function are given
by (7.21) and (7.22), respectively.
σnm =
√
σ2 + trace(Pn), (7.21)
λnm =
λ√
1+ λ2trace(Pn)
. (7.22)
In conclusion, by using the above approximation, the incoming message is
given by:
µn→m ∝ p(d˜n→m|xm, xˆn), (7.23)
where p(d˜n→m|xm, xˆn) is the likelihood function evaluated by using the
new modified parameters σnm and λnm that take into account the uncer-
tainty of mobile neighbor n.
7.4.2 Position Estimate
When all the messages from the anchors and mobile’s neighbors are avail-
able, the mobile node can calculate its belief b(xm) that is proportional to
the factorization all the incoming messages and the a priori pdf p (xm):
b(xm) ∝ p(xm)
∏
a∈Am
µa→m(xm)×
∏
n∈Mm
µn→m(xm), (7.24)
where µa→m(xm) and µn→m(xm) are calculated by using (7.18) and (7.20),
respectively. After that, the estimated position is calculated as the average
value of the belief distribution while the estimated covariance matrix Pm
calculated by using the set of particles as reported in [62]. Therefore, the
belief is approximated with a Gaussian distribution and the related param-
eters, i.e., the mean value and the trace of Pm, are broadcast to its neighbors.
7.4.3 Outgoing Messages
The outgoing message is simply proportional to the belief dividing the
incoming message from a specific factor node.
7.4.3.1 Messages to Anchor
The message from mobile to an anchor node is
µm→a (xm) ∝ b(xm)
µa→m (xm)
. (7.25)
The state probability is defined as the integration of multiplication of
likelihood and message from the mobile:
P (sa→m) =
∫
p
(
d˜a→m|xm,xa, sa→m
)
µm→a (xm)dxm. (7.26)
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By applying the assumption that b(xm) is a delta function, the previous
equation can be simplified as:
P (sa→m) ≈
p
(
d˜a→m|xˆm,xa, sa→m
)
µa→m (xˆm)
. (7.27)
Since the probability of one range measurement should be normalized,
the LoS or NLoS probability can be furthermore simplified as
P (sa→m) =
P (sa→m)∑1
i=0 P (sa→m = i)
=
p
(
d˜a→m|xˆm,xa, sa→m
)∑1
i=0 p
(
d˜a→m|xˆm,xa, sa→m = i
) . (7.28)
Based on previous assumption, the message coming from mobile is not
necessary to decide the range measurement state. In fact, only the estimated
position and the corresponding trace are necessary to compute the proba-
bility of NLoS.
7.4.3.2 Messages to Mobile
The outgoing message to mobile µm→n is the similar to the one to anchor,
but it can be canceled out when calculating the NLoS state. Therefore, it is
not calculated in the implementation of the algorithm. Similarly, the LoS or
NLoS probability is given by
P (sn→m) =
p
(
d˜n→m|xˆm, xˆn, sn→m
)∑1
i=0 p
(
d˜n→m|xˆm, xˆn, sn→m = i
) . (7.29)
Finally, hard decision is made when the algorithm converges. For a given
range measurement, if P (sn→m) is larger than 0.5, it is assumed in NLoS
state, otherwise it is in LoS state. The designed C-NLoS-IP algorithm is
shown as pseudo-code in Alg. 7.1
The fact that the belief of mobile’s position is approximated with a Dirac
delta function may result in inaccurate position estimate in NLoS state con-
dition. However, the computational complexity and network traffic can be
greatly reduced, making the proposed algorithm suitable for distributed
localization and feasible to be implemented in mobile devices with low
computational capability.
7.5 simulation of nlos detection algorithm
The performance of the proposed C-NLoS-IP algorithm has been tested by
MC simulations. The simulated scenario is typical office environment with
size 20× 20 meters and the wireless network is a small-scale network com-
posed of 15 nodes (see Fig. 7.2). Blue squares are anchor nodes and are
fixed. Red dots are unknown nodes and are randomly generated for each
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Algorithm 7.1: Cooperative NLoS Identification and Positioning
input : Measurement vector Z (7.5)
output : Position estimate xˆm, measurement state LoS or NLoS ∀m
1 repeat
2 for node m ∈M in parallel do
3 Receive position estimate xˆn and tr(Pn) from all neighbors
n ∈M(k)m
4 Compute messages from anchors µa→m as (7.18) ∀a ∈ Am
5 Compute messages from mobile neighbors µn→m as (7.20)
∀n ∈Mm
6 Estimate mobile positions xˆm and covariance Pm
7 Communicate xˆm and tr(Pm) to neighbors
8 Calculate measurement state probability of anchors (7.28) ∀a ∈ Am
9 Calculate measurement state probability of mobiles (7.29) ∀n ∈Mm
10 end
11 until converge
12 for node m ∈M hard decision do
13 for a ∈ Am do
14 if P(sa→m = 1) > 0.5 then
15 d˜a→m is in NLoS state
16 else
17 d˜a→m is in LoS state
18 end
19 end
20 for n ∈Mm do
21 if P(sn→m = 1) > 0.5 then
22 d˜n→m is in NLoS state
23 else
24 d˜n→m is in LoS state
25 end
26 end
27 end
run. Five of them are anchors deployed at the four corners and in the cen-
ter of environment in order to provide a good geometry for localization
. The remaining ten nodes are static unknown nodes whose positions are
randomly selected in each run of the simulation. The radio connectivity is
chosen as 20 meters. Since NLoS condition is generated by obstacles, sym-
metric links are considered between unknown nodes, e.g., if r˜n→m is in
NLoS state then d˜m→n is also in NLoS state, but the two range measurements
are not the same due to the different measurement errors.
Three positioning algorithms have been tested and then compared. The
first one is sum-product algorithm over a wireless network (SPAWN) pro-
posed in [60], and it is a generic belief propagation algorithm for local-
ization. It is supposed to have no knowledge of NLoS states, denoted as
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Figure 7.2: Simulation environment for NLoS positioning.
SPAWN-NLoS-U. The second one is SPAWN proposed in [100], which sup-
posed to perfectly know the NLoS states, denoted as SPAWN-NLoS-K. The
last one is the proposed C-NLoS-IP algorithm. 1000 MC runs have been per-
formed for a chosen NLoS probability, and the RMSE have been calculated
for performance comparison.
Fig. 7.3 shows the positioning performance of the above mentioned al-
gorithms and the corresponding CRLB. As it can be observed, the presence
of NLoS conditions greatly degrade the positioning performance, increasing
the positioning errors. If this is not well aware of, the standard belief prop-
agation algorithm could diverge. The proposed C-NLoS-IP algorithm is
about 0.5 meter worse than SPAWN-NLoS-K, but it does not require to know
whether a range measurement is in LoS or NLoS condition. Furthermore, the
estimated CRLB, which uses the estimated positions and estimated NLoS sta-
tus, can bound the positioning errors well. Hence this bound can be used
to provide some insights to positioning accuracy and can be used in the
energy-efficient positioning algorithm as [89].
The performance of NLoS identification is presented in Fig. 7.4 and Fig.
7.5. In particular, Fig. 7.4 shows the detection error rate for each range
measurement and Fig. 7.5 shows the estimated NLoS probability of all the
measurements. The identification performance of measurements from an-
chors and mobile neighbors shows similar behavior. The error rate is high-
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Figure 7.3: Positioning performance.
est when NLoS probability is around 0.6, which indicates that the proposed
algorithm has high miss detection rate when NLoS and LoS is equally dis-
tributed. At low NLoS probability, the detection performance of mobile mea-
surements is slightly better than that of anchor measurements, due to the
simulation condition of symmetric links. At high NLoS probability, the de-
tection performance of anchor measurements is better, because of the in-
creased uncertainty of neighbors’ positions caused by the bad NLoS range
measurements.
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Figure 7.4: State detection error rate.
As it can be observed from Fig. 7.5, the estimated NLoS probability is
close to real probability. When NLoS probability is smaller than 0.6, the pro-
posed algorithm overestimates the NLoS probability; while the probability
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is larger than 0.6, the algorithm underestimate the NLoS probability. That
is because the detection is based on position estimates. If there are enough
LoS range measurements, the range measurements with large errors will be
identified as NLoS; but if there are not enough LoS range measurements, the
range measurements with small errors will be identified as LoS. When NLoS
probability goes up to 0.8, the detection errors become larger, which means
the LoS range measurements are not enough to localize the nodes. In full
NLoS conditions, the error on probability detection is around 0.17. The rea-
son is that the range error may not be large even in NLoS condition, e.g., the
probability of NLoS ranging error less than 0.5 meter is about 0.17, which
coincides estimated probability error in full NLoS condition.
7.6 summary
This section analyzed the CRLB of cooperative localization in presence of
NLoS range measurements and proposed a cooperative NLoS identification
and positioning algorithm. The proposed algorithm was fully distributed
with low complexity and low network traffic and did not require prior
information of NLoS state. Simulation results showed that the proposed al-
gorithm was able to detect NLoS range measurements and to improve posi-
tioning accuracy in the NLoS conditions.

Part IV
F I N A L R E M A R K S

8
C O N C L U S I O N S A N D F U T U R E W O R K
In this thesis, some hybrid and cooperative solutions have been proposed to
locate the users in wireless networks. The proposed solutions adopt SoO ap-
proach, and fuse information from nearby anchors and mobiles, which may
use different RF technologies. In particular, RFID technology is employed to
enhance the WSN-based positioning system for indoor environments. Terres-
trial ranging techniques (e.g., UWB) are used to assist the GNSS localization
in challenging environments like urban canyon and indoors. The obtained
results give some insights into the potential of implementing hybrid and
cooperative methodology to provide LBS in GNSS-challenged environments.
The problem of hybridization of different RF technologies for network lo-
calization has been addressed by using conventional Bayesian positioning
approaches, like EKF and PF.
More specifically, a novel mathematical model was developed to model
RFID proximity as distance measurement, and integrated with RSSI mea-
surements from WSN anchors and mobile neighbors. A novel scheme was
designed to model the uncertainties of RSSI measurements form mobile
neighbors, causing by the uncertainties of mobiles’ positions. The resulting
positioning algorithms combines RSSI from WSNneighbors and proximity
information from RFID readers, and provides the a posteriori estimate of mo-
bile nodes’ position in a wireless network. The designed hybrid algorithms
were verified by computer simulation and a prototype of hybrid WSN-RFID
positioning system. These results demonstrated that the joint use of both
WSN and RFID could overcome the drawback of RSSI ranging and enhance
the WSN-based localization system.
Moreover, some recent hybrid cooperative GNSS-terrestrial positioning al-
gorithms were analyzed and adopted for urban navigation. The simulation
results showed that the hybrid cooperative positioning approach can track
the movement of vehicles in urban canyons even without fixed terrestrial
infrastructure. A hybrid GPS-UWB measurement campaign was carried out
to test the real performance of the hybrid positioning algorithms. The de-
rived results showed that the hybrid usage of GPS and UWB could provide
seamless indoor and outdoor navigation.
Besides, some advanced positioning algorithms were studied for the in-
door applications. A CCT approach was proposed to provide the desirable
positioning accuracy and reduce the energy consumption for positioning.
This approach adaptively adjusts the transmission power, adopts self learn-
ing to recognize the environment changes and exploits cooperation among
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unknown nodes to further improve the positioning power consumption.
Then the CRLB of cooperative localization in presence of NLoS measurements
was analyzed and a cooperative NLoS detection and positioning algorithm
was proposed based on the well-known BP.
Since indoor environments are extremely harsh for RF signal propagation,
further realistic simulations could be included to test and possibly improve
the proposed algorithms. When the more devices become available, a large
wireless network could be set up to verify the simulated performance and
move the proposed solutions to real implementation. In addition, an energy-
efficient positioning algorithm in NLoS environment would be necessary for
indoor applications, which could be developed based on the derived CRLB
formulae in Chapter 7 as [89].
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