Abstract. High resolution spectra of 34 halo population dwarf and subgiant stars have been obtained with VLT/UVES and used to derive sulphur abundances from the λλ8694.0, 8694.6 and λλ9212.9, 9237.5 S i lines. In addition, iron abundances have been determined from 19 Fe ii lines and zinc abundances from the λλ4722.2, 4810. 
Introduction
Sulphur is generally regarded as an α-capture element. The work on Galactic stars by François (1987 François ( , 1988 supported this view by showing that [S/Fe] increases from zero at solar metallicities to a plateau level of about +0.5 dex in the metallicity range −1.8 < [Fe/H] < −1.0. This is an analogous behaviour to those of other α-elements, Mg, Si, and Ca -see Norris et al. (2001) and Carretta et al. (2002) , who both find [α/Fe] trend arises from the time delay in the production of about two thirds of the iron by supernovae (SNe) of Type Ia relative to the near-instantaneous release of the α-elements by Type II SNe. In this connection it should be noted that the metallicity at which Type Ia SNe start to contribute (the "knee" of the [α/Fe] -[Fe/H] trend) seems to depend on the orbital properties of the stars. Halo stars with [Fe/H] ∼ −1 belonging to the outer halo tend to have lower [α/Fe] than stars in the inner halo (Nissen & Schuster 1997; Stephens & Boesgaard 2002; Gratton et al. 2003) . Stephens & Boesgaard find a slope of −0.15 for the mean [α/Fe] vs. [Fe/H] for 53 stars in the metallicity range −3.8 < [Fe/H] < −0.6, but this is for a sample with special kinematics, i.e. stars with large maximum distances from the Galactic center and/or the Galactic plane or stars having extreme retrograde motion.
Recent observations of the λλ8694.0, 8694.6Å S i lines in spectra of metal-poor stars by Israelian & Rebolo (2001) have, however, challenged the view that sulphur is an α-element. As a possible explanation of the high value of [S/Fe] in metal-poor stars, Israelian & Rebolo (2001) proposed that very massive supernovae with exploding He-cores and a high explosion energy make a significant contribution to the early chemical evolution of galaxies. According to Nakamura et al. (2001) these hypernovae overproduce S with respect to O, Mg and Fe. With this intriguing possibility in mind a more thorough investigation of sulphur abundances in halo stars seems worthwhile.
A clarification of the trend of S abundances is also much needed in deciphering the chemical enrichment of damped Lyα systems (DLAs), widely regarded as the progenitors of present-day galaxies at high redshift. The importance of sulphur stems from the fact that, unlike most other heavy elements, S is not depleted onto dust. Consequently, observations of the relatively weak S ii triplet resonance lines at λλ1250, 1253, 1259Å yield a direct measurement of the abundance of S in DLAs. Another element for which this is the case is Zn, and indeed most of our current knowledge of the chemical evolution of the universe at high redshift is based on surveys of [Zn/H] in DLAs (e.g. Pettini et al. 1999; Prochaska & Wolfe 2002) . If S is an α-capture element, then its abundance relative to Zn (assumed to be an iron-peak element) could be used as 'a chemical clock' to date the star-formation process at high z. Specifically, if a major star formation episode in a DLA occurred within ≈ 0.5 Gyr prior to the time when we observe the galaxy, we would expect to measure an enhanced [S/Zn] ratio, and vice versa. Measurements of [S/Zn] in DLAs have been relatively scarce until recently, but are now becoming available in increasing numbers thanks the Ultraviolet and Visual Echelle Spectrograph (UVES) on the ESO Very Large Telescope (VLT). The VLT/UVES combination affords high spectral resolution and high efficiency over most of the optical spectrum, from blue and near-UV wavelengths to the far red. However, without a secure knowledge of the behaviour of S in metalpoor Galactic stars we clearly stand little chance of interpreting the situation at high z.
In the present paper we report on a survey of sulphur abundances in 34 metal-poor dwarf stars based on high resolution observations of the λλ8694.0, 8694.6 and λλ9212.9, 9237.5Å S i lines obtained with UVES. The λλ4722.2, 4810.5Å Zn i lines are also included in our spectra, allowing us to study the Galactic evolution of both sulphur and zinc. the spectrum before removal of the numerous telluric H 2 O lines which occur in this region. Bottom panel: the spectrum after division by that of the B-type star HR 5488 using the IRAF task telluric. The S i triplet, a Mg ii line and the Paschen ζ H i line of HD 110621 can all be clearly seen. Note that the spectrum shown has not been corrected for the radial velocity of the star (which introduces a shift of +6.4Å), and that the wings of the H i line have been removed by the continuum fitting. Excessive noise in the stellar spectrum is seen where strong H 2 O lines have been removed.
Observations and data reduction

UVES observations
Previous determinations of sulphur abundances in metalpoor stars, including those by Israelian & Rebolo (2001) and Takada-Hidai et al. (2002) , have been based on the high excitation (χ exc = 7.87 eV) λλ8694.0, 8694.6 S i lines. However, these lines are very weak in metal-poor dwarfs and giants (with equivalent widths W < 3 mÅ at [Fe/H] ∼ −2.0), and become vanishingly small at [Fe/H] ∼ −2.5. In our survey we have taken advantage of the high efficiency in the far red of the VLT/UVES instrument (Dekker et al. 2000) and concentrated on the stronger S i triplet (χ exc = 6.52 eV) at λλ9212.9, 9228.1, 9237.5Å. The dichroic mode of UVES was used to cover the spectral region 6700 − 10000Å in the red arm and 3750 − 5000Å in the blue arm; the latter region includes a number of Fe ii lines suitable for determining the iron abundance, as well as the Zn i lines at 4722.2 and 4810.5Å.
The observations were carried out using the UVES image slicer #1 (Dekker et al. 2002) which has an entrance aperture of 2.1 x 2.7 arcsec and makes 3 slices along the 0.7 arcsec wide entrance slit with a total length of 8.0 arcsec. The resulting resolution of the spectra is λ/∆λ ≃ 60 000 with 4 pixels per spectral resolution element.
Program stars were selected from the Strömgren photometric catalogue of Schuster & Nissen (1988) supplemented with a few very metal-poor stars from Ryan et al. (1999) . The selection criteria were: 5700 < T eff < 6500 K, 3.7 < log g < 4.4 and a smooth distribution of metallicities from [Fe/H] = −3.2 to −0.6. The UVES spectra were obtained in service mode during the period March -June, 2001. The total integration time for a V = 11 mag star was about 60 min, split into three separate exposures so that cosmic ray hits could be removed by comparison of the three spectra. The sky background could be checked adjacent to the stellar spectrum, but was insignificant (except for emission lines) even for the faintest star (G64-12, V = 11.46). Typical S/N ratios are 300 in the blue spectral region, 250-300 at the λλ8694.0, 8694.6 S i lines, and 150-200 in the region of the λλ9212.9, 9228.1, 9237.5 S i triplet.
Reduction of the spectra
The blue spectra were reduced with standard MIDAS routines for order definition, background subtraction, flatfield correction, order extraction and wavelength calibration. Bias, dark current and scattered light corrections are included in the background subtraction. The spectra were then normalized by a continuum function determined by fitting a spline curve to a set of pre-selected continuum windows estimated from the solar atlas. Finally, correction for the radial velocity of the star, measured from 20-30 narrow lines, was applied before the measurement of equivalent widths. For a few stars, it was checked that reduction with NOAO's IRAF echelle package gave nearly identical results.
The red spectra were reduced in the same way as the blue spectra but using the IRAF echelle package. A problem with the 9212-9238Å region is the presence of numerous, strong telluric H 2 O lines, see Fig. 1 . To remove these lines, fast rotating, early-type stars were observed on each night and reduced in the same way as the program stars. The IRAF task telluric was then applied to remove the telluric lines. When the early-type star is observed at about the same airmass as the program star this technique also serves to remove a residual fringing of a few percent in the red region (λ > 7000Å) remaining after the flatfielding of the spectra.
A sequence of spectra of stars spanning the whole metallicity range of the sample is shown in Fig. 2 . As seen, the S i line at 9212.9Å can be clearly detected in a [Fe/H] ∼ −3.2 star.
Equivalent widths
Equivalent widths of the Fe ii, Zn i and S i lines were measured by Gaussian fitting, or direct integration if the fit was poor. For the present set of data, we could estimate empirically the accuracy of our equivalent widths by comparing two independent sets of measurements for nine stars (HD 103723, HD 104004, HD 110621, HD 121004, HD 140283, HD146296, G 16-13, G 66-30, and G64-12) which were observed twice (on different nights). The first set of observations was carried out on March 9 and 10 while the second set was made from March 12 to May 9, 2001. The total exposure time for each star was the same at each epoch. The comparison of the Fe ii and Zn i lines is shown in Fig. 3 . As can be seen from the figure, the data fall close to the 1:1 line with a standard deviation of only ±0.84 mÅ. This corresponds to an error of ±0.6 mÅ for one measurement of an equivalent width in the blue part of the UVES spectra.
The weak S i lines at 8694.0 and 8694.6Å could be measured in the more metal-rich part of our sample ([Fe/H] > −1.5). Among the stronger triplet lines λ9228.1 falls very close to the center of the Paschen ζ H i line and its equivalent width could therefore not be measured in a reliable way. The other two S i lines are, however, ideal for abundance determination in the metallicity range
The comparison of equivalent widths of S i lines measured from spectra obtained on different nights is shown in Fig. 4 . Again, the data are evenly distributed around the 1:1 line, but with a larger scatter for the λλ9212.9, 9237.5 lines (σ = ±3.3 mÅ) than is the case for the λλ8694.0, 8694.6 pair (σ = ±0.8 mÅ). The reason is the lower S/N in the 9212 -9238Å region, made worse by the telluric lines. Thus, the equivalent widths of the λλ9212.9, 9237.5 lines have been measured with a precision of ±2.3 mÅ (one spectrum), whereas the precision for the weaker λλ8694.0, 8694 pair is as good as ±0.6 mÅ.
The error of the measurement of the equivalent widths of the λλ9212.9, 9237.5 S i lines is particular important for estimating the precision of the sulphur abundance determinations for the most metal-poor stars, where the lines are weak. An independent check of the estimated error may be obtained by comparing the sulphur abundances derived from the λ9212.9 and the λ9237.5 S i line, respectively. For nine stars with [Fe/H] < −2 having equivalent widths of the S i lines ranging from 5 to 36 mÅ the mean difference of the sulphur abundances derived from the two sets of lines is 0.03 dex with a rms scatter of the difference of ±0.08 dex, only. This is, in fact, a smaller dispersion than expected from the estimated equivalent error of ±2.3 mÅ, which should then be considered as a conservative estimate. Table A1 1 . When no value is given it is either because the line is too strong or too weak to provide a reliable abundance, or, in the case of the λλ9212.9, 9237.5 S i lines, is affected by residuals from the removal of strong telluric H 2 O lines. In addition to the stars listed in Table  A1 , three stars, HD 99382, BD −13 3834 and G 18-54, were observed, but they turned out to be double-lined spectroscopic binaries, and are excluded from our abundance analysis.
Stellar parameters
The determinations of stellar parameters follows the method described by Nissen et al. (2002) . Here we briefly outline the procedure and discuss the precision of T eff , log g and [Fe/H]. The final values of T eff and log g are given in Table 3 together with values for [Fe/H] and the microturbulence as derived from Fe ii lines (Sect. 4.1). As the calibrations of T eff and log g depend somewhat on [Fe/H] , the determination of the parameters is an iterative process. 
Effective temperature
T eff was determined from the b − y and V − K colour indices using the IRFM calibrations of Alonso et al. (1996) as modified by Nissen et al. (2002) . The Strömgren uvby-β photometry was taken from Schuster & Nissen (1988) for the large majority of the stars supplemented with unpublished photometry of Schuster et al. (2003) for the remaining stars. The (b − y) 0 calibration of Schuster & Nissen (1989) including a zero-point correction of +0.005 mag (Nissen 1994 ) was used to derive the interstellar reddening excess. If E(b−y) > 0.015, the reddening is considered significant and the V magnitude as well as the m 1 and the c 1 indices are corrected according to the relations given by Nissen et al. (2002) . These values and the reddening estimates are given in Table 1 .
The K photometry was taken from Carney (1983), Alonso et al. (1994) magnitudes are on the so-called K-short system (Cutri et al. 2003) , whereas those of Carney (1983) are on the CIT (California Institute of Technology) system and Alonso et al.'s (1994) magnitudes are on the TCS (Telescope Carlos Sánchez) system. Small differences between these systems may exist. Carpenter (2001) has derived an average transformation K(2MASS) = K(CIT) − 0.024 without any colour term. For our actual sample of metal-poor turnoff and subgiant stars the agreement is even better. Twelve stars with both CIT and 2MASS photometry have a mean difference in K of 0.002 only with a rms-dispersion of the difference of 0.026. For 16 stars with both Alonso et al. and 2MASS photometry the mean K difference (TCS -2MASS) is −0.019 with a dispersion of 0.030. Hence, the three systems agree within ±0.02 mag in K for our sample, which according to the Alonso et al. (1996) T eff calibration of V − K corresponds to an error of ±20 K in T eff . The corresponding effect on the derived abundances is small compared to other error sources as seen from Table 4 . We have, therefore, adopted the straight mean of the K magnitudes if two or three sources were available. Table 1 lists the corresponding V − K value corrected for interstellar reddening according to the relation
Comparing the T eff values determined from b − y and V −K we find a mean difference (∆ = T eff (b−y)−T eff (V − K)) < ∆ >= +44 K for 25 stars with a standard deviation of σ(∆) = 78 K (one star). Similar values were found for the sample of metal-poor stars in Nissen et al. (2002) . The mean value of T eff (b − y) and T eff (V − K) is adopted for the 25 stars. For nine stars without K photometry, a value T eff (b − y) − 22 K has been adopted. The typical observational errors are 0.007 mag in b − y and 0.05 mag in V − K, which correspond to an error of ±50 K in T eff in either case. Taking into account the uncertainty in the reddening estimate (also corresponding to about ±50 K in T eff ), we estimate the 1-σ statistical error of T eff to be around 70 K.
Surface gravity
The surface gravity was determined from the fundamental relation
where M is the mass of the star and M bol the absolute bolometric magnitude. The absolute visual magnitude M V was determined from a new calibration of the Strömgren indices derived by Schuster et al. (2003) on the basis of Hipparcos parallaxes, and also directly from the Hipparcos parallax (ESA 1997) if available with an error σ(π)/π < 0.3. Column 12 and 13 of Table 1 list the photometric and the parallax based values of M V . They compare reasonably well for the 18 stars having M V,par . Excluding one star, G 186-26, with a large Table 1 . Strömgren photometry, colour excess, V − K index, T eff from b − y and V − K, spectroscopic value of [Fe/H], and absolute magnitudes derived from the Strömgren photometry and from the Hipparcos parallax including an error corresponding to the parallax error. If E(b − y) > 0.015, the V magnitudes and the photometric indices have been corrected for interstellar absorption. difference but also with the largest uncertainty of M V,par , the mean difference (∆ = M V,phot − M V,par ) is < ∆ >= −0.07 mag with a standard deviation of σ(∆) = 0.32 mag. The corresponding error in M V is ±0.22 mag. This induces an error of about ±0.1 dex in log g. Taking into account possible errors in the bolometric correction (adopted from Alonso et al. (1995) ) and the mass as derived by interpolating in the M V -log T eff diagram between the α-element enhanced evolutionary tracks of VandenBerg et al. (2000), we estimate that the error of log g is about ±0.15 dex.
Abundances
The determination of abundances is based on α-element enhanced ([α/Fe]= +0.4, α = O, Ne, Mg, Si, S, Ca, and Ti) 1D model atmospheres with T eff , log g and [Fe/H] values as given in Table 3 and a microturbulence of 1.5 km s −1 .
The models were computed with the MARCS code using updated continuous opacities (Asplund et al. 1997 ) and including UV line blanketing by millions of absorption lines. LTE is assumed both in constructing the models and in deriving abundances.
The Uppsala abundance analysis program, EQWIDTH, was used to calculate theoretical equivalent widths from the models. An elemental abundance is determined by requiring that the calculated equivalent width should match the observed one. When more than one line of the same species were measured for a star, the mean value is adopted by giving equal weight to each line.
Iron
By inspecting the blue spectra, 19 apparently unblended Fe ii lines were selected for determining the iron abundance. Differential log gf values of these lines were derived by an inverted abundance analysis of four 'standard' stars, HD 103723, HD 160617, G 13-09 and HD 140283 adopting iron abundances of [Fe/H]= −0.79, −1.79, −2.30 and −2.42, respectively, from Nissen et al. (2002) . In this calculation, only lines with equivalent widths between 5 and 50 mÅ were included. If a differential log gf value is available for more than one of the four standard stars, then the mean value (given in Table 2 ) is adopted. We note that the [Fe/H] values of Nissen et al. (2002) are based on very weak Fe ii lines in the red spectral region measured from extremely high S/N spectra and analyzed differentially to the solar flux spectrum. The same procedure could not be applied to the blue Fe ii lines because they are quite strong in the solar spectrum and often blended with weak lines making the solar equivalent width measurement difficult.
In calculating abundances from the Fe ii lines we adopted the Unsöld (1955) approximation to the Van der Waals interaction constant with an enhancement factor E γ = 2.5. But the adopted value of E γ does not have a large effect on [Fe/H] since most Fe ii lines in the stars are weak, especially in metal-poor stars. For the most metalrich stars in our sample the change of [Fe/H] is around +0.03 dex when E γ is changed from 2.5 to 1.5.
In the more metal-poor stars ([Fe/H] < −1.5) the Fe ii lines are so weak that the derived metallicity is practically independent of the microturbulence. For such stars we have assumed ξ micro = 1.5 km s −1 . For the more metalrich stars ξ micro has been determined by requesting that the derived [Fe/H] values should be independent of equivalent width. The error of ξ micro is about ±0.2 km s −1 . The present sample has 10 stars in common with the sample of Nissen et al. (2002) 
Sulphur
The log gf values of the S i lines listed in Table 2 are adopted from the Coulomb approximation calculations of Lambert & Luck (1978) . From the equivalent widths of the λλ8694.0, 8694.6 S i lines in the solar flux spectrum (Kurucz et. al. 1984 ) of 11.0 and 28.8 mÅ, respectively, we derive a solar sulphur abundance of logǫ(S) = 7.20. This is also the meteoritic abundance (Grevesse & Sauval 1998) , but given possible errors in the log gf values (the NIST database lists values that are 0.04 dex higher than those of Lambert & Luck) the exact agreement is quite fortuitous. Anyhow, when deriving the differential sulphur abundance with respect to the Sun, i.e. [S/H], a possible error in log gf is of no concern. Furthermore, since the The flux around the λ9237.5 S i line is slightly depressed relative to the true continuum by the broad wing of the Paschen ζ H i line at 9229Å. In this connection, we note that the equivalent widths of the S i lines were measured relative to the local, apparent continuum around the lines. Furthermore, when deriving the sulphur abundance we neglected the contribution of the H i line to the line absorption coefficient. For a few representative stars a spectrum synthesis of the region around the λ9237.5 S i line was carried out including the line absorption contribution from the Paschen ζ H i line calculated as described by Seaton (1990) . This exercise shows that the correction to the sulphur abundance derived from the equivalent width of the λ9237.5 S i line is at most about +0.07 dex for our hottest stars and decreases with decreasing T eff . In the case of the λ9212.9 S i line, which is further away from the H i line, the corresponding correction is negligible. An empirical confirmation of the effect is seen in Fig. 5 , where the difference of sulphur abundances derived from the λ9212.9 and λ9237.5 lines is plotted as a function of T eff . Given Fig. 5 . The difference in S abundances derived from the λ9212.9 and λ9237.5 S i lines. The least squares fit to the data is shown. The rms deviation between the two sets of abundances is ±0.06 dex. the small size of the effect and the uncertainty in the line broadening theory of this high-series Paschen H i line, we have not included any correction for the H i line absorption. In this connection, we note that for the two most metal-poor stars in our sample, G 64-12 and G 64-37, only the λ9212.9 S i line could be detected and used for deriving the S abundance.
The λλ9212.9, 9237.5 S i lines are too strong in the solar spectrum and the spectral region is too crowded with telluric H 2 O lines to allow a reliable solar S abundance to be determined from these lines. In order to check that this pair provides S abundances on the same scale as the λλ8694.0, 8694.6 lines, we make use of the fact that for 18 of the 34 program stars the S abundance has been derived from both the λλ8694.0, 8694.6 and the λλ9212.9, 9237.5 pairs. The mean abundance difference is 0.03 dex and the standard deviation is ±0.08 dex. Hence, we are confident that the two sets of S i lines provide [S/H] values on the same scale.
Zinc
The zinc abundance is based on two Zn i lines at 4722.2 and 4810.5Å. The log gf values (−0.39 and −0.17 respectively) were adopted from the calculations of Biémont & Godefroid (1980) . From equivalent widths measured in the solar flux spectrum (Kurucz et. al. 1984 ) of 70.3 and 78.3 mÅ, respectively, and using a solar model atmosphere computed with the same code as that for the stars, we derive a solar zinc abundance of log ǫ(Zn) = 4.57. This is 0.10 dex lower than the meteoritic abundance of 4.67 ±0.04 (Grevesse & Sauval 1998) . The same problem was encountered by Biémont & Godefroid (1980) , who derived a solar photospheric zinc abundance of logǫ(Zn) = 4.60 from six Zn i lines (including λ4722.2 and λ4810.5) using the Holweger-Müller (1974) model of the Sun. This difference between photospheric and meteoritic Zn abundances may well be due to a systematic error in the log gf values of the Zn i lines. However, by determining differential Zn abundances with respect to the Sun, i.e. [Zn/H], using our solar photospheric abundance of log ǫ(Zn) = 4.57 as a reference, errors in log gf will cancel. On the other hand, it should be noted that the Zn i lines in the solar spectrum are quite strong and hence subject to errors in the adopted solar flux microturbulence (1.15 km s −1 ) and the Van der Waals damping constant (an enhancement factor E γ = 1.5 relative to the Unsöld approximation was adopted). The solar equivalent widths of the Zn i λλ4722.2, 4810.5 lines are also quite uncertain due to blends in their wings. Hence, the scale of the [Zn/H] values for our metal-poor stars could be in error by up to 0.10 dex.
Results
The abundances [Fe/H] Chen et al. (2003) , who observed the weak Zn i line (χ exc = 5.79 eV) at 6362.35Å and determined [Zn/H] by a differential model atmosphere analysis with respect to the Sun. This Zn line lays in the midst of a very broad and weak Ca i auto-ionization line (Mitchell & Mohler 1965) , but its equivalent width can still be measured reliably with respect to the local continuum. In the solar flux spectrum (Kurucz et al. 1984 ) its equivalent width is close to 22.0 mÅ and the line appears unblended. Hence this line is highly suitable for determining Zn abundances in disk stars. The λ6362.35 line is not covered by the UVES spectra of the present program, but in the very high S/N spectra of Nissen et al. (2002) we were able to detect the line for three of the more metal-rich halo stars and to derive [Zn/H] 
Statistical abundance errors
The main contributions to the random errors in the abundances arise from the errors in the equivalent width measurements and the uncertainties in the model atmosphere parameters. The level of the latter contribution has been estimated by changing T eff of the stellar models by 100 K, log g by 0.2 dex and the metallicity by 0.2 dex. Table 4 shows the corresponding changes in the various abundance ratios. Evidently, ∆T eff = 100 K has a negligible effect of [Fe/H], and rather small effects on the other abundance ratios, except [S/Zn]. [Fe/H] and [S/H] are quite sensitive to log g but the log g effects nearly cancel in the S/Fe ratio. We also see that the effect of changing the metal content of the model atmosphere is negligible. Finally, we note that the possible error in the microturbulence parameter only has a significant effect on the derived abundances for the more metal-rich stars.
Errors in the measured equivalent widths were discussed in Sect. 2.3 and found to be about ±0.6 mÅ for the Fe ii and the Zn i lines as well as the λλ8694.0, 8694.6 S i pair, whereas the error for the λλ9212.9, 9237.5Å S i lines is ±2.3mÅ. Adopting these errors, and taking into account the number of lines observed for a given star and the contribution from the estimated errors in T eff (±70 K), log g (±0.15 dex) and ξ turb (±0.2km s −1 ), we have estimated individual abundance errors for each star. These errors are indicated with 1-sigma error bars in Figs. 6, 7, and 8. At the lowest metallicities the dominating error contribution comes from the measurement of the equivalent widths of the weak absorption lines, whereas errors in the atmospheric parameters give the largest contribution for the more metal-rich stars.
Systematic abundance errors
In this section we discuss systematic abundance errors arising from the modelling of the line formation processes using plane parallel, homogeneous model atmospheres and the assumption of LTE. 
The influence of stellar granulation
Much attention has recently been paid to the effect on abundance determinations of three-dimensional (3D) hydrodynamical modelling of convection and granulation in stellar atmospheres. As first shown by Asplund et al. (1999) , there is a very significant surface cooling in metalpoor stars caused by the near adiabatic cooling of rising and expanding elements coupled with the lack of radiative heating due to the low line opacity. The effect on lines formed in the upper atmosphere can be very large. As an example, Asplund & García Pérez (2001) estimated 3D effects on oxygen abundances derived from OH lines to be of the order of −0.6 dex for turnoff stars with [Fe/H] < −2.0.
To investigate the 3D effects on the sulphur and zinc lines used in the present study a differential study similar to that described by Asplund & García Pérez (2001) has been carried out. The results are given in Table 5 for two sets of model atmospheres with metallicities of [Fe/H] = 0.0, −1.0, −2.0 and −3.0. The first set has T eff and log g close to the solar values, whereas the second set represents stars close to the turnoff of the halo population. For each 3D model atmosphere, the S and Zn abundances are those reproducing the equivalent widths computed with 1D MARCS with identical stellar parameters and spectral line data; for Fe, the results are culled from the identical calculations presented by Asplund & García Pérez (2001) [Zn/Fe] . It can be seen that the maximum 3D effect occurs for the most metal-poor stars: the 3D abundance is higher than the 1D value by 0.07 to 0.13 dex in the case of the λλ9212.9, 9237.5 S i lines. Interestingly, however, there is a similar 3D effect on the Fe abundance derived from Fe ii lines.
Hence, it appears that we are in the favourable situation that the S/Fe ratio is quite immune to 1D -3D effects, with net differences of ∆[S/Fe] < ∼ 0.05 dex for the stellar parameters typical of our sample. Similarly, the 3D effects on the Zn/Fe ratio are very small (∆[Zn/Fe] < ∼ 0.05 dex). The small 3D effects and the fact that they in general have the same sign are a consequence of the similarity in line formation depths of these S i, Zn i and Fe ii lines.
Non-LTE effects
The S and Fe abundances have been derived from lines belonging to the main ionization stages of the elements, i.e. the neutral stage for S and the first ionized stage for Fe. Furthermore, the lines correspond to high excitation levels and are weak in our stars. Hence, they are formed deep in the stellar atmospheres where only small departures from LTE are expected. This has been confirmed in the case of the Fe ii lines by Thévenin & Idiart (1999) . According to Takada-Hidai et al. (2002) non-LTE effects on the weak, high excitation S i lines at 8694Å are estimated to be small (< 0.05 dex). The good agreement found in Sect 4.2 between sulphur abundances derived from the λλ8694.0, 8694.6 pair and the λλ9212.9, 9237.5 lines suggests that non-LTE effects on the 9212-9238 S i triplet are also small.
The case of zinc is more difficult. With an ionization potential, χ ion (Zn i) = 9.39 eV, there are approximately equal numbers of neutral and ionized zinc atoms at the temperatures and electron pressures of the line forming regions in the atmospheres of our stars. Hence, an overionization of Zn i relative to LTE, as is the case for Fe i (Thévenin & Idiart 1999) , would lead to an underestimate of the abundance of Zn in the LTE analysis of Zn i lines. However, such an over-ionization effect on Zn i is likely to be smaller than the equivalent effect for Fe i, since N Zn i ∼ N Zn ii whereas N Fe i << N Fe ii . Furthermore, there may be departures from LTE in the excitation balance of Zn i, since the lower level from which the lines originate is the first excited level of Zn i. The discrepancy noted above between the meteoritic Zn abundance log ǫ(Zn) = 4.67 and the photospheric value of 4.57 may be due to such non-LTE problems. Given the complex structure of the Zn atom, a thorough study of non-LTE effects on the determination of Zn abundances is clearly needed but, to our knowledge, none has been carried out yet. Here we simply Table 5 . The effects of 3D hydrodynamical model atmospheres on the derived sulphur, zinc and iron abundances relative to those estimated with classical 1D models (∆(logǫ) = logǫ(3D) − logǫ (1D) note that, by analyzing our Zn i lines relative to the solar flux spectrum, the problem is somewhat reduced. Ideally, the non-LTE calculations should be done in combination with 3D models. This is, however, a very demanding task, which has only recently become feasible (e.g. Kiselman & Nordlund 1995; Kiselman 1997; Uitenbroek 1998; Asplund et al. 2003) . For complex atoms like Zn, the computationally less demanding 1.5D non-LTE problem 3 would be a good starting point, as recently attempted for Fe i (Shchukina & Bueno 2001) . It is noteworthy that the 3D non-LTE results can be significantly different from both the 1D non-LTE and the 3D LTE results. There are, however, very good reasons why quite small ( < ∼ 0.1 dex) 3D non-LTE corrections are expected in the case of S i. The S i lines are formed in deep atmospheric layers where the differences between 1D and 3D model atmospheres are small. One therefore expects similar non-LTE abundance corrections in 1D and 3D, as for example appears to be the case for O i.
Discussion
Sulphur as an α-capture element
As can be seen from The approximation of treating an ensemble of vertical atmospheric columns extracted from a 3D model as separate plane-parallel 1D model atmospheres on which the 1D non-LTE line formation calculations are performed before averaging, is normally referred to as a 1.5D non-LTE calculation. Such a procedure ignores all horizontal radiative transfer in the 3D model atmosphere. While the results are not quantitatively exact, they can nevertheless provide a qualitative assessment of the general behaviour of the full 3D non-LTE problem and yield a useful estimate of the 3D non-LTE effects.
a maximum likelihood program that takes into account individual errors in both x and y, we obtain a fit for the halo stars (excluding HD 103723 and HD 105004) 3. Furthermore, the error bars on their sulphur abundance determinations are large due to the weakness of the S i 8694.6Å line; in our study we circumvent this problem with the 9212.9 and 9237.5Å lines which are well suited for sulphur abundance determinations below [Fe/H] = −2. Hence, our conclusion is that there is no need to invoke element production by hypernovae or very massive supernovae to explain the general behaviour of sulphur. Our data are in good agreement with traditional Galactic evolution models with near-instantaneous production of α-elements by Type II supernovae and delayed production of the iron-peak elements (e.g. Chiappini et al. 1999 , Goswami & Prantzos 2000 .
All stars from the present investigation (plotted with filled circles) have halo kinematics, including six stars with −0.9 < [Fe/H] < −0.7 which have Galactic rotational velocities of less than 50 km s −1 i.e. well below the characteristic rotational velocity of thin disk stars (225 km s −1 ) and thick disk stars (175 km s −1 ). As shown by Nissen & Schuster (1997) , there is an overlap between halo and thick disk stars in the metallicity range −1.0 < [Fe/H] < −0.6. Four of our six stars in this metallicity range have enhanced S/Fe ratios like the thick disk stars, but two (HD 103723 and HD 105004) have a solar S/Fe ratio. These two stars also show solar α/Fe ratios in other α-elements, such as O, Mg, Si, Ca, and Ti (Nissen & Schuster 1997 ). On the basis of the stars' Galactic orbits, Nissen & Schuster suggested that they may have been accreted from dwarf galaxies with a chemical evolution that has proceeded more slowly than in the inner part of our Galaxy, where the 'normal' halo stars formed. The fact that S and the classical α-elements, Mg, Si and Ca, exhibit the same behaviour in these 'anomalous' stars is a further indication that sulphur belongs to this group of elements. Thus, there seems to be little ground, on the basis of our data, for the reservations expressed by Prochaska et al. (2000) concerning the use of S as an α-element in the analysis of abundance ratios in DLAs.
Zinc as a tracer of iron
Zinc is an interesting element with a number of possible nucleosynthesis channels: neutron capture (s-processing) in low and intermediate mass stars as well as explosive burning in Type II and Ia SN (Matteucci et al. 1993) . Furthermore, zinc is a key element in studies of elemental abundances of damped Lyα systems, because it is one of the few elements which in the interstellar medium are not depleted onto dust and measurements of its interstellar absorption lines have several other practical advantages (Pettini, Boksenberg & Hunstead 1990) .
Interstellar iron, on the other hand, can exhibit large gas depletions, and it has thus become customary to use Zn as a tracer of Fe in studies aimed at investigating the chemical evolution and dust content of galaxies, particularly at high redshifts. The underlying assumption is that the abundances of Zn and Fe vary in lockstep, as originally found by Sneden, Gratton, & Crocker (1991) although their data, obtained with 2-3 m class telescopes, exhibited considerable scatter.
Our ignorance of the nucleosynthetic origin of Zn has prompted some to question the validity of using it as a proxy for Fe. We can now reassess the validity of this assumption with modern data such as those presented here. Inspection of Fig. 7 shows that, within the errors, [Zn/Fe] is indeed approximately solar, at least between [Fe/H] = 0 and −2. Over this range the mean of the 61 measurements shown in Fig. 7 is [Zn/Fe] = +0.03 ± 0.08 (1σ). A similar conclusion was recently reached by Mishenina et al. (2002) who published a survey of Zn abundances in 90 disk and halo stars based on the equivalent widths of the λλ 4722.2, 4810.5, 6362.35 Zn i lines in high resolution spectra of dwarf and giant stars and concluded that their data "confirm the well-known fact that the ratio [Zn/Fe] is almost solar at all metallicities".
Looking more closely at the data in Fig. 7 , there may be hints of subtle trends which, if confirmed by larger samples, could provide clues to the nucleosynthetic origin of Zn. For example, Prochaska et al. (2000) claimed that in thick disk stars [Zn/Fe] ≃ +0.1. This mild overabundance of Zn relative to Fe in thick disk stars is also present in the Mishenina et al. (2002) sample, once the stars are separated on the basis of their kinematics into halo, thick and thin disk populations, as recently pointed out by Nissen (2003 Fig. 7 ). On the other hand, before making too much of these trends, it is important to bear in mind that there may well be systematic errors at the ±0.10 dex level in the determinations of [Zn/Fe] , as discussed in Sect. 4.3. Clearly, [Zn/Fe] in halo and disk stars should be studied further, both observationally and in terms of Galactic chemical evolution models.
Notwithstanding these uncertainties, it can be seen from 
Sulphur and zinc in damped Lyα systems
Armed with the results of Fig. 8 , we are now in a position to examine the [S/Zn] ratio in DLAs and compare it to the values measured in Galactic stars. Despite the large database of abundance measurements in DLAs accumulated over the last few years, there are still relatively few determinations of [S/Zn] in DLAs. The reasons are two-fold. First, the rest wavelengths of the S ii triplet λλ1250, 1253, 1259 are so close to the wavelength of Lyα (1215.67Å) that the S ii lines often fall within the Lyα forest, where blending can be a problem. Second, with rest wavelengths λλ2026, 2062, the Zn ii doublet lines are separated by ∼ (1 + z abs ) × 800Å from the S ii triplet; thus, at the redshifts z abs = 2 − 3 of most DLAs, the two sets of spectral features fall in widely separated regions of the optical spectrum which may not be covered simultaneously by some instruments. For this reason, most measurements of the [S/Zn] ratio in DLAs have become available only recently thanks to the wide spectral coverage and high ef- Table 6 . Interstellar sulphur and zinc measurements in damped Lyα systems.
Ref. (Grevesse & Sauval 1998) .
, where log (S/Zn)⊙ = 2.53 (Grevesse & Sauval 1998) . ficiency at blue and red wavelengths of the VLT/UVES combination.
In Table 6 we have collated from the literature all measurements of [S/Zn] in DLAs from spectra obtained with 8-10 m class telescopes; references to the original works are given in the last column of the Table. The total It is hard to identify systematic effects which may be the cause of this apparent offset between DLAs and Galactic halo stars. The column density errors listed in Table 6 , which in turn translate to the typical abundance errors illustrated in Fig. 9 , are those quoted by the authors of the original papers, as referenced in the Table. These errors are the 1σ uncertainties returned by the absorption line fitting computer codes and generally reflect the random errors in the line equivalent widths. They are probably underestimates of the true uncertainties (see, for example, the discussion of this point by Kirkman et al. 2003) , but this should result in an increased scatter of the data points in Fig. 9 , rather than a systematic offset. Generally, the S ii triplet lines are stronger than the Zn ii doublet, so that saturation may be an issue. However, with three absorption lines available, it is normally possible to assess the degree of saturation reliably, unless the distribution of absorber properties is markedly irregular (Jenkins 1986) ; the line fitting programs used in the original analyses of the data in Table 6 are well up to this task. Similar considerations apply to resolving the Zn ii λλ2026.1, 2062.7 doublet lines from the nearby Mg i λ2026.5 and Cr ii λ2062.2 lines.
Turning from ion column densities to element abundances, it is also difficult to find reasons why the abundance of S should have been systematically underestimated, or that of Zn overestimated. Both S ii and Zn ii are the major ionization stages of their respective elements in H i regions, and corrections for unobserved ion stages are expected to be unimportant (e.g. Vladilo et al. 2001) . Neither S nor Zn show much affinity for dust and the problem is further lessened in DLAs which generally show only mild depletions of even the refractory elements (Pettini et al. 1997) . Errors in the solar abundance scale do not seem a plausible explanation for the difference either. Recall that while the stellar abundances are derived differentially relative to the Sun, those in DLAs have to be referred to a solar scale; here we have adopted the meteoritic abundances of S and Zn from the compilation by Grevesse & Sauval (1998) . However, as discussed earlier (Sect. 4.2 and 4.3), the S i lines used in the present study give a solar photospheric abundance of S which is the same as the meteoritic one, and while for Zn there is a 0.10 dex offset, this offset is in the wrong direction for reconciling stellar and DLA data.
In summary, on the basis of our current knowledge of S and Zn in the local interstellar medium, the values given in Table 6 should reflect the true interstellar abundances of these two elements in the high redshift galaxies giving rise to the damped Lyα systems. Thus, we are led to conclude that the difference between Milky Way stars and DLAs is probably real, confirming the earlier analysis by Centurión et al. (2000) which was based on noisier 4-m data. A similar conclusion has also been reached by several studies which targeted depleted elements (chiefly Si and Fe) and then attempted to correct for the fractions in Interpreted within standard chemical evolution models (e.g. Calura, Matteucci, & Vladilo 2003) , the lack of α-element enhancement in DLAs may be taken as evidence for low and intermittent rates of star formation over their past history (relative to the time when we observe them). Put simply, in this scenario the overall metallicity grows only slowly with time and the iron-peak elements released by Type Ia supernovae can 'catch-up' with the overall chemical enrichment during quiescent periods between isolated bursts of star formation. Such a mode of star formation is seen locally in dwarf irregular and dwarf spheroidal galaxies whose stars also do not show an α-element enhancement at low metallicities (Carigi, Hernandez, & Gilmore 2002; Venn et al. 2003; Shetrone et al. 2003; Tolstoy et al. 2003) , and is indeed envisaged in theoretical models of DLA galaxies (e.g. Mo, Mao, & White 1998) .
Nevertheless, it is somewhat remarkable that we have not found even a single DLA with a high [S/Zn] ratio in our (albeit small) sample. At lower redshifts (z < 1), DLA galaxies are a heterogeneous group, exhibiting a variety of morphologies and surface brightnesses (Boissier, Péroux, & Pettini 2003) ; if this is also the case at high z, we may have expected a wider range of [S/Zn] values. Possibly the issue is still clouded by small number statistics, or there may be more fundamental differences between high-and low-redshift DLAs. The findings by Kanekar & Chengalur (2003) may be relevant here. These authors derived estimates of the spin temperature T s in 24 DLAs, 11 of which (all at z abs < 1) have optical identifications. Kanekar & Chengalur (2003) find that all DLAs with high values of spin temperature (T s > ∼ 1000 K) are identified with dwarf or low surface brightness galaxies, while DLAs with low values of T s are invariably associated with large, luminous galaxies. Furthermore, low z DLAs exhibit both high and low values of T s , while high redshift (z abs > ∼ 2) DLAs have preferentially high spin temperatures. The lack of a significant α-element enhancement in the DLAs considered here can be understood within the picture put forward by Kanekar & Chengalur (2003) , if dwarf and low surface brightness galaxies dominate the cross-section for DLA absorption at high redshift, and if these types of galaxies generally tend to have low and intermittent rates of star formation. Centurión et al. (2000) and Vladilo (2002) suggested that there may be a mild trend of decreasing [S/Zn] (and more generally [α/Fe]) with increasing metallicity in DLAs. While the DLA data shown in Fig. 9 are not inconsistent with such a possibility, the number of reliable S and Zn abundance measurements needs to be considerably larger than the current sample before the reality of such a trend can be assessed statistically.
Summary and conclusions
One of the motivations for carrying out the present survey of S and Zn abundances in Galactic stars is the important role played by these two elements in deciphering the chemical enrichment and star formation histories of damped Lyα systems. Up to now measurements of the sulphur abundance in Galactic stars have been sparse and doubts have been raised as to whether S is a typical α-capture element formed in Type II supernovae (Israelian & Rebolo 2001; Takada-Hidai et al. 2002) . The lack of data for sulphur, coupled with insufficient knowledge of the nucleosynthetic channels for the production of Zn, has led some (e.g. Prochaska et al. 2000) to question the validity of using these elements, and in particular their ratio, in the interpretation of the abundance patterns seen in DLAs.
The new data presented here have clarified the situation as regards Milky Way stars. By targeting the S i λλ9212.9, 9228.1, 9237.5 triplet we have overcome the limitations of most earlier studies and probed the abundance of sulphur with higher precision and to lower metallicities than had been possible previously. We find that the trend of [S/Fe] As far as zinc is concerned, we confirm the results of several earlier surveys which have shown that, to a first approximation, Zn tracks Fe over three orders of magnitude in [Fe/H] . There is some evidence for a small overabundance of Zn ([Zn/Fe] ≃ +0.10) for metal-poor disk stars and halo stars with [Fe/H] < −2. However, there may be systematic errors in [Zn/Fe] at a level of ±0.1 dex due to the difficulty in analyzing the λλ4722.2, 4810.5 Zn i lines in the solar spectrum. Non-LTE effects on the derived zinc abundances are also a potential problem that should be addressed. New studies of the nucleosynthesis of zinc in supernovae and by the s-process in AGB stars would help in understanding the reasons why Zn behaves like an Fepeak element and the origin of the 0.1 dex offset at low metallicities.
When we turn to damped Lyα systems, however, the Galactic pattern of S and Zn abundances does not seem to apply. The sample is still small (accurate measurements of [S/Zn] are available for only ten DLAs) and there is scatter in the data but, taken at face value, there is no obvious α-element enhancement in DLAs. We can not identify any systematic effect in the data nor in their analysis which would mask such an enhancement, if it were there, and conclude that its absence is probably real. Presumably, it is indicative of a bursting history of star formation in the galaxies giving rise to damped systems. However, it is important to realise that a variety of recent observations suggest that the α-enhancement exhibited by metal-poor stars of the Milky Way may in fact be the exception rather than the rule-it is generally not seen in dwarf spheroidal and dwarf irregular galaxies Shetrone et al. 2003; Tolstoy et al. 2003; Aloisi et al. 2003) , in old stars of the Large Magellanic Cloud (Hill et al. 2000) , in DLAs (this paper), in some Galactic halo stars with large orbits (Nissen & Schuster 1997) , and in the globular cluster Pal 12 which may originally have been part of the Sgr dSph galaxy (Cohen 2003) . The challenge now is to incorporate this rapidly growing set of abundance measurements into a comprehensive picture of the chemical evolution of galaxies.
