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The efficacy of spiking synchrony in corticocortical communication is poorly understood. A new study (Zand-
vakili and Kohn, 2015) in this issue provides compelling evidence that synchrony in a source population is not
efficacious beyond the input layers of the target population.Even a small population of neurons can
generate an unimaginably large set of
unique patterns of spiking activity. In prin-
ciple, this allows enormous quantities of
information to be encoded. However, for
this to be useful, the information must be
passed forward to other neurons. Conse-
quently, one of the most fundamental
questions about how the brain functions
asks what aspects of the spiking pattern
in a population of neurons determine
spiking activity in downstream areas.
The precise temporal alignment of spike
times (synchrony) has been proposed as
a critical factor (Fries, 2005; Abeles,
1991; Gray, 1999). This idea remains
largely untested, primarily because it has
been difficult to record spikes from many
neurons at once.
Theoretical studies of the transmission
of synchronous spiking in neural networks
have produced a wide range of plausible
regimes (Kumar et al., 2010). These range
from so-called ‘‘synfire chains,’’ in which
synchronous inputs dominate network ac-
tivity (Abeles, 1991), to thosewhichemploy
a ‘‘rate code,’’ in which the precise tempo-
ral structure of input spiking is discarded in
favor of fluctuations in input spike rate
(Shadlen & Newsome, 1998). A number
of parameters appear to determine how
synchronous activity propagates in such
models, especially thebalanceand relative
timing of excitation and inhibition and
the sparsity and strength of connections
(Kumar et al., 2010). Given the disparate
findings from these simplified network
models, there has been a pressing need
for compelling experiments.
A widespread approach in recent years
is to measure local field potentials (LFPs),676 Neuron 87, August 19, 2015 ª2015 Elsevthe low frequency component of extracel-
lular voltage recordings. LFPs (along with
the related EEG, MEG, and ECoG signals)
are thought to reflect pooled neuronal ac-
tivity across a local region. The amplitude
of modulations in band-pass filtered com-
ponents of the LFP signal is presumed
to reflect temporal coordination of neural
activity. Gamma frequency (roughly 30–
90Hz)powerand interarealphasecoupling
havebeencorrelatedwith stimulusdrive as
well as cognitive states like attention (Fries,
2009). Such findings have led to the
prominent proposal that oscillations reflect
the alignment of spike times in discrete
‘‘packets’’ to enhance corticocortical
communication (Fries, 2005, 2009).
Unfortunately, the biophysical mecha-
nisms that generate the LFP signal are
complex and only partially understood
(Einevoll et al., 2013), leading to serious
problems of interpretation, especially
when using LFP measures to infer the
effectiveness of synchronous spiking ac-
tivity (Roy et al., 2001). A primary reason
is that the spatial spread of the LFP sig-
nal means that it represents aggregated
activity from thousands of neurons of
different subtypes and laminar positions.
Another is that single neurons frequently
do not show strong evidence of oscillatory
activity at the frequencies reported in
LFPs (Gray, 1999; Roy et al., 2001).
Finally, LFPs largely reflect synaptic input
to a brain area rather than spikes them-
selves (Einevoll et al., 2013). For all these
reasons, investigating the importance of
synchronous spiking requires measure-
ments at the level of spikes.
A handful of studies using paired re-
cordings have shown that synchronousier Inc.thalamic spiking is associated with higher
responses in post-synaptic cortical neu-
rons (Roy and Alloway, 2001; Alonso
et al., 1996). This may be a particularly
important feature of thalamocortical
transmission, which is robust despite be-
ing carried by only a small minority of the
synaptic input to cortex (Bruno and Sak-
mann, 2006). In addition, there is some
evidence for the transmission of synchro-
nous spikes in non-mammalian brains
(Kojima and Doupe, 2009).
A new study in this issue (Zandvakili
and Kohn, 2015) is the first to directly
address the question of spiking syn-
chrony, and a broader range of coordi-
nated spiking patterns, in corticocortical
signaling. Combining an impressive set
of experimental and analytical ap-
proaches, the study has produced a pro-
found new result, demonstrating that the
efficacy of coordinated spiking is highly
specific. The aim of the study was to
identify whether spiking coordination in
the primary visual cortex (V1) facilitates
spiking in the secondary visual cortex
(V2). V2 receives the vast majority of
its inputs from V1, and these inputs are
retinotopically organized. This makes it
tractable, in principle, to simultaneously
record from a population of V2 neurons
and a set of V1 neurons contributing a sig-
nificant share of its synaptic input.
To do this, Zandvakili and Kohn (2015)
usedmulti-electrode arrays to record pop-
ulation spiking activity from both brain
areas in anesthetized macaques. The use
of multi-electrode arrays allowed estima-
tion of co-ordination at the population level
and the statistical power to detect sparse
connections. To increase the likelihood of
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Figure 1. Synchronous Spiking in a Source Population Has Limited
Efficacy
The spike rate of V2 neurons in middle layers, where V1 afferents terminate, is
enhanced by coordintation in the V1 population. However, V1 coordintation
does not affect the firing rate of V2 neurons in superficial and deep layers.
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pairs, they used moveable
electrodes in V2 to identify
sites whose receptive fields
were precisely aligned with
the V1 population. Even then,
less than 1% of V1-V2 pairs
showed evidence of direct
synaptic connectivity, a stark
reminder of the herculean
efforts required to study corti-
cocortical connections at
the level of neuronal spiking.
Anesthesia made long re-
cording times possible, pro-
viding statistical power to
detect minute influences of
coordinatedspiking thatmight
otherwise have been missed.
Their analysis employed a
reverse correlation or
‘‘spike-triggered’’ approach:
they measured spiking coor-dination in the V1 population at various
time points relative to V2 spike times. A
facilitative effect, they reasoned, should
manifest as a peak in coordination at
epochs just prior to V2 spikes, consistent
with the synaptic delay between the
areas. To quantify population-level
spiking coordination, the authors devel-
oped a novel metric, built on the observa-
tion that coordination leads to a skewed
distribution of summed population
spiking activity (population rate). In partic-
ular, it leads to a greater frequency of in-
stances when many neurons fire at once
(a high population rate). By measuring
the divergence between the observed
distribution of V1 population rates and a
null distribution, in which coordination
was abolished by randomly permuting
spike times, the authors were able to
elegantly quantify spiking coordination in
the V1 source population in small time
windows around V2 spiking.
They first turned their attention to neu-
rons in the middle layers of V2, where
there was evidence of direct synaptic
input from V1. They found that spiking in
these neurons was indeed preceded by
brief periods (lasting about 5 ms) during
which the V1 population showed signifi-
cantly elevated coordination relative to
all other time points. They then repeated
the analysis for V2 neurons in the superfi-
cial and deep layers as well as those with
receptive field centers that did not overlapwith the V1 population. Spiking in these
neurons was not preceded by epochs
of elevated V1 coordinated spiking
(Figure 1).
These results lead to a striking conclu-
sion: Coordinated spiking in V1 facilitates
spiking in the V2 neurons that receive
direct synaptic input from V1, but does
not propagate through the local V2 circuit.
This would seem to place fundamental
limits on the role of spiking coordination
in neuronal communication and is espe-
cially inconsistent with the behavior of
a ‘‘synfire chain,’’ in which neuronal
signaling is dominated by synchronous
spikes (Abeles, 1991). It also casts further
doubt on the utility of LFP oscillations as a
tool to address the issue, as LFPs are
highly correlated between cortical layers
and would likely have obscured the
important laminar distinction reported in
this study.
However, these results also cast doubt
on the proposal that spiking coordination
plays no role at all in corticocortical
communication, because many V2 neu-
rons were influenced by V1 coordination.
Additionally, this study leaves open the
possibility that the temporal structure of
the V1 input changes the temporal struc-
ture of V2 spikes without concomitant
changes in firing rate, which may be
compatible with a broader functional role
for coordination than those implied by
their analysis. Determining this will requireNeuron 87, August 19techniques beyond the
‘‘spike-triggered’’ approach
they used.
A prior study (Jia et al., 2013)
evaluating communication be-
tween V1 and V2, using very
similar methods to those dis-
cussed here, found that V1
gamma power was correlated
with improved V1-V2 com-
munication, suggesting that
gamma power may be closely
related to the novel metric
developed by Zandvakili and
Kohn (2015). However, the
latter study did not investigate
the relationship between their
novel metric and quantities
usedpreviously to assess neu-
ral synchrony, such as spike-
spike coherence, spiking
cross-correlation, and LFP-
based measures. Furtherwork to address these relationships may
shed light on theorigins and impactof pop-
ulation spiking patterns and their relation-
ship to ongoing oscillations.
One intriguing implication of these novel
results is that the V2 circuitry attenuates
the impact of coordination in its V1 inputs.
How does it do this? One potential expla-
nation is local inhibition. The projection
from V1 to V2, like all long-range cortical
projections, is exclusively excitatory.
However, the influence of V1 spiking on
V2 neurons outside of retinotopically
matched input layers depends greatly on
both excitatory and inhibitory local con-
nections. Theoretical models have repeat-
edly shown thatwhenexcitatory and inhib-
itory inputs are balanced, synchronous
activity among these inputs can be effec-
tively canceled out (Shadlen and News-
ome, 1998; Renart et al., 2010). As a result,
downstream neurons are able to fire sto-
chastically, despite precise temporal se-
quences of input spikes. However, theo-
retical results also show that the relative
timing of inhibition and excitation, as well
as other factors unrelated to inhibition,
are important in determining how readily
synchronous activity propagates (Kumar
et al., 2010; Zandvakili and Kohn, 2015).
Future research, including approaches
with cell-type specificity, is needed to
dissect the circuit mechanisms underlying
the apparent attenuation of input coordi-
nation in local cortical circuits., 2015 ª2015 Elsevier Inc. 677
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PreviewsTo conclude, Zandvakili and Kohn
(2015) present the first definitive evidence
that spiking coordination does indeed
have a modest impact on the efficacy of
transmission in the neocortex. They also
show that the effects of spiking coordina-
tion in a source population do not propa-
gate past the input layers of the target
population, at least in the early visual cor-
tex. However, it remains possible that
more subtle aspects of coding beyond
the input layers are affected. Importantly,
they have established an empirical frame-
work in which such hypotheses can be
directly tested at the level where cortical
computations are performed: spiking ac-
tivity in neuronal populations.678 Neuron 87, August 19, 2015 ª2015 ElsevREFERENCES
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Behavioral flexibility requires the brain to maintain and rely on cognitive contexts for dictating appropriate
responses. Saez et al. (2015) demonstrate that such abstract rule-based representations co-exist in prefron-
tal cortices and in the amygdala, with the latter being surprisingly crucial for correct performance.The hallmark of successful learning is the
ability to produce appropriate behavioral
action in response to a specific external
stimulus that has an emotional value.
However, the same stimulus can produce
different, and in times even opposite, ac-
tions and emotional responses—depend-
ing on the exact context in which it is
encountered. For example, an approach-
ing lion induces an approach response
accompanied by excitement and elevated
mood when encountered in the zoo. If
encountered in the wild, however, the
exact same lion stimulus would induce
fear and pose an immediate threat that
calls for a dramatically different action—
a flight response. Sometimes contexts
can even be un-cued and instead simply
be defined by a cognitive process. For
example, the same hand of cards canhave a different meaning depending
upon one’s understanding of the rules of
the game being played.
This ability to react in accordance with
multiple particular contexts requires the
adoption of a complete, context-specific
behavioral set. Such behavioral sets allow
rapid switching between different behav-
iors and actions, depending on the
context in which the stimulus is experi-
enced. Interestingly, these commonly
used adaptive behavioral sets are an an-
tipode of classical conditioning theories.
In these learning schemes, the internal
value assigned to a conditioned stimulus
(CS) is altered when the stimulus is
coupled to a meaningful (appetitive or
aversive) unconditioned outcome (US).
The conditioned response (CR) is the
external manifestation of the internalvalue reflecting the learned association,
and it is limited to the specific stimulus.
Classical theoretical models of condition-
ing (Rescorla and Wagner, 1972; Sutton
and Barto, 1998) predict that a change in
the reinforcement value would necessi-
tate re-learning of the new association.
Conversely, context-based adaptation
means that not only the response to a sin-
gle stimulus is changed without having to
re-learn the CS-US pairing again and
again, but that responses to other stimuli
also change simultaneously—reflecting
the switch to a wholly different behavioral
set. Acquisition and maintenance of such
complete behavioral sets offer a clear
evolutionary advantage. Without a repre-
sentation of behavioral sets, an organism
would have to re-learn all CS-US associa-
tions in every context again and again,
