We present a scene acquisition system which allows for fast and simple acquisition of arbitrarily large 3D environments. We propose a small device which acquires and processes frames consisting of depth and colour information at interactive rates. This allows the operator to control the acquisition process on the fly. However, no user input or prior knowledge of the scene is required. In each step of the processing, pipeline colour and depth data are used in combination in order to gain from different strengths of the sensors. A novel registration method is introduced that combines geometry and colour information for enhanced robustness and precision. We evaluate the performance of the system and present results from acquisition in different environments.
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Introduction
3D scenes of arbitrary environments have become a very important basis for many applications. Not only 3DTV content and computer games, but also cultural heritage projects or entertainment systems require for virtual representations of different environments. One way to create such scenes is to model them using standard software. However, believably realistic results require for very skilled artists and the modelling is very time-consuming.
Different approaches have been proposed to acquire such scenes using different sensors, e.g. Nüchter et al. (2004) . However, most of the techniques either require for user intervention at several steps throughout the acquisition process or build on prior knowledge of the scene (Bahmutov et al., 2006) . Other systems need-severe post-processing after the acquisition phase (Biber et al., 2005) . This makes it impossible for the operator to influence the acquisition and scene assembly process based on the already acquired parts of the scene.
Our goal, when developing the scene acquisition system was to choose small, cheap and simple-to-use components. They should be small in order to make the device handy and portable. We want a system which can conveniently be operated in areas with too little space for large systems (e.g. mounted on carts). Moreover, we want to be able to capture from unconstrained view-points in 3D space without any odometry. Our Scene Acquisition Device (SAD) consists of three main sensor components: a Time-Of-Flight camera with a Photonic Mixer Device (PMD) chip, a colour camera and an inertia sensor. During the acquisition process, the information from all three sensors is captured at discrete time steps and combined into a consistent frame. Whereas many of the previously presented methods either use colour information only for texturing of the acquired 3D model or completely rely on visual features (Seo et al., 2005) . Our approach is based on the dogma of using the combined colour and geometry information at each step in the pipeline of our system. Each newly acquired frame is iteratively merged into the existing scene using an acquisition process which considers both geometric and colour properties of the surface acquired. This even allows us to robustly register surfaces which lack colour or geometric features. The alignment is carried out by a novel registration method based on the Normal Distributions Transform (NDT; Biber and Straßer, 2003) and a Scale Invariant Feature Transform (SIFT; Lowe, 2004) feature detector applied to the high-resolution colour images. It combines the robustness of the globally applicable feature-based approach and the precise local fitting via NDT. The inertia sensor gives a rough estimate of the orientation of the acquisition device in order to improve the robustness of the registration system.
An approach similar to ours was presented by Swadzba et al. (2007) who use the same depth sensor. Their approach to the registration of consecutive frames consists of two separate modules that run sequentially: a global feature-based registration and a local registration based on Iterative Closest Point (ICP) matching of geometry data. In Jenke et al. (2007) a similar set-up is used for self-localisation in 3D models. However, both use a single-sensor system whereas we integrate colour and depth data from two sensors in a combined local registration method.
The remainder of the paper is structured as follows: in Section 2, we present the hardware components of the scene acquisition device and continue by describing our registration and scene assembly algorithm in Section 3. We present acquisition results and performance evaluations in Section 4 and conclude the paper with a discussion in Section 5.
SAD
Our system combines small and rather low-cost depth, colour and inertia sensors resulting in a mobile and easy-to-use SAD that is suitable also for complicated environments (Figure 1 ). 
Sensor components
We use a 3D Time-Of-Flight camera for the geometry acquisition, namely a PMD 19k with a 160 120 pixel PMD, (Lange, 2000) sensor array. The camera acquires distance data using the Time-Of-Flight principle with active illumination by invisible modulated near-infrared light. For each pixel, it delivers distance and intensity information simultaneously, where the distance data is computed from the phase shift of the reflected light directly inside the camera. Since both modalities are captured through the same optical system and on the same sensor they are, therefore, perfectly aligned. The camera works with a framerate of up to 20 fps and delivers a horizontal field-of-view of about 30°. High-resolution colour data is captured using a Matrix Vision BlueFox camera equipped with a 1600 1200 pixel sensor. The horizontal field-of-view is similar to one of the PMD camera. Due to the small dimensions of the Matrix camera both devices can be assembled in a way to provide a combined colour and depth sensor with only small parallax effects.
Since the intensity image and depth data coming from the PMD camera are perfectly aligned, it is possible to use standard algorithms 1 for calibration and registration of the colour and the depth sensor. Additionally, depth calibration could be applied to further improve the accuracy of the range values (Lindner and Kolb, 2006 ).
An XSens MTi miniature inertia sensor is used to provide attitude and heading information of the system based on 3D acceleration and rate-of-turn sensors. Due to possibly high disturbances of the earth-magnetic field in certain scanning environments we did not rely on the magnetic drift correction delivered by the sensor.
Preprocessing of SAD-frames
At each time step the proposed system delivers a set of sensor data which we will denote by the term frame. A frame consists of a depth map (160 × 120), a colour image (1600 × 1200), and attitude and heading estimates. Because of the low resolution of the Time-Of-Flight camera the sensor delivers flying pixels at positions where depth is integrated over areas containing depth discontinuities in the real scene. Also sensor noise and difficult lighting conditions result in noisy point clouds with frequently occurring outliers.
Based on depth and colour data we detect geometric outliers for each frame. We use an iterative algorithm that rates each point depending on its 2D neighbourhood. Assuming a Gaussian distribution of the depth measurement error we compute the score s i from the unnormalised mixture model: obtained from the colour data c we achieve a higher sensitivity of the outlier detector on homogeneously coloured surfaces (also in saturated regions) of the image while at the same time allowing higher depth variability in regions with inhomogeneous colour values, e.g. where small-sized objects are captured and conservation of depth values is desired even if they are separated in space. Because of the small offset of both sensors we ignore wrong assignments of colour to range values which could occur due to incorrect depth measurements and parallax effects. Since the score for each pixel depends on the scores of the surrounding depth pixels, i.e. on the outlier probability of the neighbouring pixels, the algorithm is run iteratively. Scaling factors c and d are chosen empirically. We remove geometric outliers rejecting depth measurements with a score below a certain threshold. Performing only a few iterations we obtain visually much cleaner point sets (see Figure 2) at acceptable rates. As proposed by Diebel and Thrun (2006) , depth data can be enhanced in resolution and quality using higher-resolution colour images. We use the MRF-based method as described in Huhle et al. (2007) . The outlier detection enables us to decouple outlier measurements from the MRF model and estimate depth values at those positions relying on their local dependencies only. As can be seen in Figure 2 combining the outlier detection and the MRF-based smoothing method not only performs well in a super-resolution application, but can also be employed to improve data quality at the native resolution of the depth sensor: whereas depth values are smoothed over continuous regions the optimisation algorithm preserves edges in the depth map. 
Registration
The goal of the registration is to find a rigid transformation T for a new frame with points X which minimises a certain error functional between X and a set of other frames with points Y i . The point clouds X and Y i can be fully or only partially overlapping. The transformation T consists of a rotational and a translational component.
Registration pipeline
We propose a registration system that exploits both geometric information as well as colour information available in the frame data. This is carried out by assembling an energy function consisting of a geometric component and a colour feature component. For each new frame, we choose a set of base frames that have already been registered to the assembled scene model. This set is selected as such frames that have an overlapping bounding box with the new one. We detect colour features for the new frame and find correspondences towards the set of base frames. For simplicity, here we only describe the registration of a new frame with points X against a single base frame with points Y, though.
Feature detection and correspondences
In order to derive distinctive features from the available sensor data we use the SIFT feature detector 2 on the high-resolution colour images. For performance reasons, however, we first downscale the images depending on the scene. Searching over the depth data for the scene point that lies closest to the feature's keypoint in the image plane, we extract the corresponding 3D coordinates for each colour feature. This means that we obtain 3D features with a distinctive descriptor relying on the image data, i.e. on the uniqueness of the surrounding of the scene point in the colour domain. In order to infer the registration from the detected features, they have to be put into correspondence with features in other frames. Since 3D coordinates are available for each feature we are able to employ an additional constraint for the matching by enforcing a rigid transformation. Instead of relying to the descriptors only we use the preservation of intraframe distances between feature points, i.e. avoiding inconsistencies. We use an implementation of the spectral correspondence solver (Leordeanu and Hebert, 2005) where a graph representation of the potential correspondences is analysed and strongly connected clusters are found by an eigenvector decomposition of the adjacency matrix.
Registration via geometric and colour features
For the geometry-aware registration, we chose the NDT from (Biber and Straßer, 2003; Magnusson and Duckett, 2005) approach. Compared to the ICP algorithm, which is more widely used for the registration of point clouds, NDT is usually faster and more robust towards outliers. Additionally, the problem of determining the parts of X and Y, which overlap, is implicitly solved by the NDT grid structure.
The local structure of a surface can very efficiently be represented by Gaussian point distributions. The bounding box of the base point cloud Y is partitioned into a regular grid. For each grid cell containing a minimum number of points, the empirical mean and covariance matrix are computed. The respective normal distributions c c , N are then used to estimate the probability for any transformed point T(x i ) falling into the cell c to lie at a certain position (an illustration is shown in Figure 1 ). This results in the following geometry-aware registration energy function:
where q i is short for T(x i ) -μ c .
The feature-based registration part tries to minimise the distance between corresponding features. We assume a Gaussian distribution for these distances resulting from acquisition noise and from slightly incorrect feature assignments. Therefore, the energy function is formulated as
where q i = T(x corr,i ) -y corr,i . The vectors x corr,i and y corr,i denote the 3D positions of corresponding colour features in X and Y. M is the number of correspondences between X and Y and F is used for scaling. Finally, we combine the two energy functions:
This energy function can be differentiated analytically which allows us to use Newton's method to find the optimal transformation parameters for T. The actual registration consists of two steps. First, we align the new frame globally based on the detected colour features only (if available) and then apply our novel combined registration method. In the global registration step, we employ the energy function E F only. First, however, using the RANSAC (Fischler and Bolles, 1987) principle (again based on the rigid transformation model), outliers in the correspondence sets are automatically pruned. They no longer contribute to the registration energy function. To rate the result of the global registration we extend the function E F by weighting the geometric distances with the differences of the respective feature descriptors. If this score exceeds a threshold, we skip the local registration completely since the registration result is sufficiently precise. In the second phase (if required), we accurately register the new frame using the combined energy function E. The parameter is chosen relative to the score. The initial estimate of the pose of a new frame is computed from the last registered frame combined with the orientation provided by the inertia sensor.
Results
We have evaluated the performance of our scene acquisition system in a variety of different environments. Figure 3 shows the acquisition of a floor scene. It only contains few colour features, which forces the registration to mainly rely on the geometric information. The alignment result is compared (cf. Figure 3) to a registration based on colour features only. Note, that the reconstruction of the straight wall is no longer flat and the corner is not captured appropriately without geometry-based registration. The acquisition of a typical office environment is shown in Figure 4 , left. Such a scene usually has many colour features (posters on the wall and many different items in the shelves). However, due to the huge number of small objects in the scene and the limited resolution of the depth sensor, the geometry is very noisy and can only roughly support the registration process. The third example (Figure 4 , right) combines the difficulties of the first two test datasets. Again, the number of colour features is very limited. Additionally, the quality of the geometry in the frames is locally very poor (plant and window). Here, one can clearly see the requirement for a registration approach combining colour and geometric information simultaneously. Also, the quality of the outlier removal step can be evaluated in this example, since the PMD camera is not able to cope with the high luminance in the area of the window. Please note the improved registration result using the combined colour and geometry registration (right) instead of image features registration only (middle). Table 1 lists the timings required for the different steps in the registration pipeline. The differences in computation times for the local registration step result from different numbers of iterations due to varying quality of the global registration step. Differences in the feature detection step are due to different image resolutions (400 × 300 office, 800 × 600 others) and the number of detected features. Even though the registration of a new frame is not carried out in real-time, the performance is by far sufficient for interactive acquisition. Usually, the operator moves the SAD between the acquisition of consecutive frames, which is at least as timeconsuming as the registration process. The frame processing performance allowed us to implement a live-preview mode to support adjustment of the camera position and orientation during the acquisition process. 
Conclusions
The proposed system makes use of colour and depth information in each step of the processing pipeline. As our results indicate, this combination shows drastically enhanced performance in the pre-processing of single frames as well as in the registration of multiple frames that result in visually convincing 3D models of the scenes. The novel registration method, employing colour features and the NDT in parallel, enables us to capture scenes with difficult geometry and only sparse colour features even with a small and low-cost depth sensor as employed in the proposed set-up. However, the algorithm is not limited to a certain sensor. Moreover, the whole acquisition process is performed at interactive rates such that the operator is able to control the model building on-site and in real time. As a next step towards the acquisition of large scenes an adequate global optimisation will be required that reconsiders all relative transformations between the single frames in order to create a consistent model of higher quality especially in the case where loops occur in the acquisition path. We would also like to investigate how existing surface reconstruction techniques (e.g. Jenke et al., 2006) could be applied to enhance the final result.
