Abstract-Flow regulation is a traffic shaping technique, which can be used to improve communication performance with better utilization of network resources in chip multi-processors (CMPs). This paper presents fuzzy flow regulation. Being different from the static flow regulation policy, our system makes regulation decisions fully dynamically according to traffic dynamism and the state of interconnection network. The central idea is to use fuzzy logic to mimic the behavior of an expert that can recognize the network status and then intelligently control the admission of input flows. As the experiment results show, the maximum improvement in average delay reaches 53.0% against static regulation and 37.4% against no regulation. The maximum improvement in average throughput reaches 37.5% against static regulation and 23.8% against no regulation.
I. INTRODUCTION
As large uniprocessors are no longer scaling in performance, chip multiprocessors (CMP) become the mainstream to build high-performance computers [2] . CMP chips integrate various components such as processing cores, L1 caches and L2 caches (some also contain L3 caches, for example, in the IBM Power7 multicore processor) together, and multiple CMP chips with external memory banks make up a CMP system. As discussed in [2, 3] , CMP systems are rapidly becoming communication limited. Since buses (although long the mainstay of system interconnect) are unable to keep up with increasing performance requirements, network-on-chip (NoC) offers an attractive solution to this communication crisis and is becoming the pervasive interconnection network in CMPs.
As explained in [1, 5] , in NoC based CMP systems, regulating traffic flows has been shown to be an effective means to improve communication performance and reduce buffer requirements. regulators are inserted between processing cores and the NoC to perform traffic shaping. To achieve an analyzable performance guarantee, leaky bucket flow control is used and the shaping function is expressed mathematically as (σ, ρ) shaped, with σ bounds a flow's burstiness and ρ long term sustainable rate. The (σ, ρ) flow regulation is based on network calculus, which has been studied thoroughly in [6, 4, 7] . It stipulates that during any time interval (τ, t] , the amount of traffic denoted by A i (τ, t), which is also called as regulated arrival function, from processor i entering the network is upper-bounded by :
The constraint in inequality (1) is attractive since it is descriptive enough to model a wide variety of traffic patterns [8] . However, existing flow regulation policies are either static or partially dynamic. With the static regulation [7, 6] , the parameters of the regulators are hard-coded during system configuration and remain constant. With the partially dynamic mechanism [1] , the traffic dynamism is profiled to configure the regulation parameters online but does not take the dynamism of network congestion state into account.
In this paper, we propose a fuzzy flow regulation mechanism for NoC-based CMPs. Being different from the static and partially dynamic flow regulation policy, our system makes regulation decisions fully dynamically according to the traffic dynamism as well as to the state of interconnection network. As Fig. 1 shows, our mechanism uses fuzzy controllers (FCs) and network state recognizers (NSRs) to achieve network status awareness traffic. Based on a sampling window concept, FC, NSR, and the flow regulator form a feedback flow control loop for each processor. The goal of our design is to use fuzzy logic to mimic the behavior of an expert that validly controls the admission of input flows, with the aim of making better use of onchip resources and decreasing communication delays. In our experiments, we show the fidelity and efficiency of our fuzzy flow control mechanism with both synthetic flows and traces from benchmark programs SPLASH2. We also demonstrate benefits that our fuzzy flow control brings in terms of average network delay and throughput.
The rest of the paper is organized as follows. Section II discusses related work. In Section III, we introduce (σ, ρ)-regulation and the basics of fuzzy logic. Section IV details the fuzzy flow control system from concept to design. In section V, we set up our experiment platform based on Multi-facets General Execution-driven Multiprocessor Simulator (GEMS, [13] ) and report the results. Finally, we conclude in Section VI.
II. RELATED WORK
Since pioneered by Cruz [7] and Chang [4] , network calculus has been successfully applied to design networks such as Internet with integrated/differentiated services [6] , WSNs [9] , etc. Based on network calculus, flow regulation is proposed to regulate the admission of traffic in order to minimize network overload, worst-case delay and buffer usage.
Most traditional networks (for example, WAN, LAN) used window-based flow regulation [11, 12] , with advantages of low implementation cost and fast response time. However the effectiveness of this scheme in high speed networks is severely limited due to the increasing of performance requirements today [8] .
To solve this problem, rate based flow regulation was introduced [6, 7, 4] . The most popular one of this kind is called leaky bucket flow regulation [7] , where the admission of traffic is determined mathematically by a shaping function. Unlike window based flow control, no acknowledgement signals from the far-end or neighbor responser are used, thus this scheme can be implemented efficiently in fast speed networks. Works [6, 4] dealt with static regulation, requiring the characterization of traffic flows' (σ, ρ) values offline at design time. Though offline characterization methods are possible, they are inflexible and can not capture traffic dynamism. Work in [1] dealt with partially dynamic flow regulation. The regulator can capture and follow the characteristics of varying flows in an on-line fashion, but no network congestion status is considered.
The central idea for this work is to make fully dynamic regulation by considering the network congestion status, and then use such information to adaptively control the regulation strength. Unfortunately, there is no formal nor empirical models to precisely describe when a network is congested. Most of the time, network congestion is recognized through measurement metrics such as packet latency, link utilization, or throughput. With a terminal instrumentation measurement approach, Dally and Towles [3] inspected network status by examining average packet latency and average throughput against the offered traffics. In [2] , Kunle et al. proposed a speculative parallel threads method to detect congestion status and to accelerate single-thread applications in CMP. Since these works aim to pinpoint the congestion status through measurement values, they are very difficult to be accurate in some situations. For example, suppose n cycles average packet delay is the indication for network congestion, can we say that the network is not saturated if the average packet delay reaches n − 1 cycles? The fundamental fuzzy property of the congestion recognition problem determines that the proposed methods in [2] and [3] are not always plausible.
This paper proposes a fuzzy flow regulation technique from concept, design to implementation. Our approach is based on a fuzzy flow regulation system which can recognize the network congestion status and make new flow regulation policies through fuzzy logics. Very different from the others, we aim to mimic the behavior of an expert that validly recognizes the network state and controls the admission of input flows (refer to Section IV). In section V, we implement the fuzzy flow regulation system within GEMS [13] , which a full-system CMP simulation environment, and record the experiment results.
III. (σ, ρ)-REGULATION AND FUZZY LOGICS

A. (σ,ρ)-regulation Function
The (σ,ρ)-regulation function is a powerful characterization which helps to ensure QoS guarantees in networks [6, 4] . In reality, the leaky bucket model [7] can be employed to shape an incoming traffic flow and make it conform to a (σ,ρ)-regulation function.
. . . 
B. Fuzzy Logic Basics
First introduced by L. A. Zadeh [14, 15] , fuzzy logic deals with many-valued logic or probabilistic logic problems, with the aim to reason about logics that are approximate rather than fixed and exact. To understand fuzzy logic clearly, we introduce some useful terminologies below.
• To quantify the consequence, each rule is assigned a CMF, which can be treated as the "opposite" function of MF. CMF de-fuzzifies all the consequences of the invoked rules back to one Consequence Value (denoted by C.V. in the figure). This progress is called defuzzification. CMF can be the same or different shapes as the corresponding MF, but often with both ends closed [16] . There are dozens of approaches to implement defuzzification, each with various advantages or drawbacks [16] . One of the most popular is the "centroid" method, in which the "center of mass" of the results provide the consequence value. The "mass" (gray area in Fig. 3 ) of each CMF is determined by the degree of truth value from the corresponding MF. It is shown in Fig. 3 that given the average packet delay d, we can say the network is in EM P T Y state, since the final C.V. falls in the EM P T Y CMF. If the C.V. falls in the inter-crossed section [S 2 , S 3 ], the network status can be interpreted in either way. More about the "centroid" method will be introduced in Section IV. We also illustrate there what difference can be made if network status recognition is based on two metrics (average packet delay, average link utilization) instead of one.
IV. FUZZY FLOW REGULATION FOR CMP
A. Design Overview
To realize our fuzzy flow regulation mechanism requires: 1) module to recognize the network congestion status, and 2) module to make new flow regulation decisions and update the old ones. Fig. 1 shows the required modules as network state recognizer (NSR) and fuzzy controller (FC), respectively. Bold lines in the figure denote data paths and thin lines control paths. The NSR detects network congestion status from the performance statistics of memory transaction (link utilization and packet delay) , and the FC updates new regulation policies based on both network congestion status and on unregulated flows of the local processing core. Note that the NSR is one per CMP chip, but the FC is attached to every core.
In this section, we present our fuzzy flow regulation from concept to design. We first introduce one problem of on-chip flow regulation, followed by design of the FC and NSR. As to design of leaky bucket flow regulator, please see [7, 1] .
B. Concept: Sampling based Fuzzy Flow Regulation
One problem we face in CMP flow regulation is control latency, like any other control system introduced in [17] has. Control latency is the time between the generation of a control signal and the control signal begins to take effect. In our fuzzy flow control system, the flow regulation mechanism reacts to network status. This progress consumes time and this time is the control latency. Many factors can effect the control latency, such as the overhead of FC, response time of NSR, the system clock frequency, delays of the on-chip routers, etc. In order to tolerate the control latency problem, we design our fuzzy flow regulation mechanism based on sampling windows. The fuzzy controller does not make new flow regulation policy in every cycle. It samples different input signals during a period of time (called sampling window), and makes new policy after the sampling window is over. The new policy will make influence on the network status during the next sampling window. As shown in Fig. 4 , three components: fuzzy controller (FC), network state recognizer (NSR), and flow regulator work together to achieve fuzzy flow regulation. FC is very simple conceptually. At the end of each sampling window, three stages are invoked in each FC: an input stage (fuzzification), a processing stage (inferencing using rule base), and an output stage (defuzzification). In the input stage, inputs (injection rate, ρ , of the unregulated data flow from each processor) are mapped by the appropriate membership functions to degree of truth values. In the processing stage, appropriate rules are invoked and a result for each rule generated. In this step, the network status indicator K (has three values : empty, normal, saturated) generated by the NSR influences the mapping of each rule. The principle is that if the network is empty, the flow regulator casts a relaxing policy; if the network is saturated, the flow regulator tights up the incoming flow; if the network works normally, the flow regulation policy casts no effect. Finally, the output stage converts the combined results back into a new regulation policy. The new flow regulation policy updates the old one inside the regulator, which is leaky bucket based. The regulator forces the output flow to conform to the new injection rate ρ. We only restrict the per-window injection rate (ρ ) of a data source, since in CMP the burst (σ) is determined by the data block size of memory transaction and that can not be changed.
The NSR is also based on fuzzy logic, due to the fact that it is hard to calculate NoC status by mathematical/empirical model. The approach we use is to monitor network state through network statistics information (average packet delay and average link utilization), as it is done in [3] . The network statistics information is collected by the statistics unit shown in Fig. 4 , which is provided by GEMS [13] . Similar with the FC, NSR is also realized by three stages: fuzzification, inferencing using rule base, and defuzzification. The difference lies in that the NSR makes fuzzy decision on two inputs while the FC on one.
C. Design: Fuzzy Controller
The aim of the FC is to make flow regulation policy based on the status of network congestion. It takes the unregulated injection rate (ρ ) as input, and generates the target injection rate (ρ) as output. Based on the window mechanism, the sampling of ρ is straightforward. Within each sampling window, a flow is sampled at each time instant t k for its traffic vol-
, with L 0 indicating the start time of a window and L w the length, and S is the total number of samples. At each t k , ρ is computed by ρ k = f (t k )/t k to obtain the average rate of the flow. In this paper, we stipulate that all the sampling intervals are equal, which implies that all the t k are distributed evenly within
Based on the sampled ρ k , the inferencing of each rule in the rule base is influenced by the network status indicator generated by NSR. Here we use K to symbolize the indicator, where K ∈ [empty, normal, saturation].
Let m i denote the i th membership function of the linguistic variable ρ defined over the universe of discourse P . In our design, ρ denotes "unregulated injection rate" and P denotes all the possible values of ρ . If we assume there are N membership functions, then the fuzzy set S of the fuzzy controller is a pair: S = (P , M), where M = {m i : i = 1, 2, ..., N }. We assume that P = [0, ∞] and N = 7. Similarly, let c j denote the j th consequence membership function (CMF) of the linguistic variable ρ defined over the universe of discourse P. In this paper, ρ denotes "regulated injection rate" and P all the possible values of ρ. Similarly, j ∈ [1, 7] and P = [0, ∞].
As introduced in Section III, the mapping of the inputs to the outputs is characterized by a set of rule base, or formally, in modus ponens (If-Then) form. In FC, rules in the rule base has the form:
By iterating i and j, we get a set of linguistic rules that specify on how to regulate the flows. m i (ρ k )) , where c j is the j th CMF. Different from static regulation and partly dynamic regulation [1] , FC makes new regulation policy based on the network congestion status. The network status indicator K determines the extent to which each rule is relevant to the current situation. The mapping principles are as follows :
and is shown by the solid lines in Fig. 5 . It shows that the network works fine with the current injection rate ρ , and the traffic just gets through without regulation.
It shows that when empty, the network can accept more packets and increasing of ρ is accepted. One example of δ = −1 is shown by the dashed lines in Fig. 5 .
is done by f : m i → c j , i = j + δ, δ ≥ 0. It shows that when saturated, the network tights up the injection rate to recover from saturation. One example of δ = 1 is shown by the dotted lines in Fig. 5 . Note that η in Fig. 5 denotes the average injection rate of each data source within a sampling window. In a CMP environment, data and control packets are injected if and only if cache miss happens. Thus η is treated as the average cache miss ratio (ACMR). Calculation of ACMR is beyond the topic of this paper. For more information please refer to [18] .
During def uzzif ication, the centroid method is used to
into a single result by the following formula:
where b j is the center of c j . The new ρ is passed to update the flow regulator, and the effects of the new regulation policy becomes effective during the next sampling window.
D. Design: Network State Recognizer
As mentioned in Section III, we also design the NSR with fuzzy logic approach, since the task of constructing and analyzing a mathematical model for complex systems such as network-on-chip is difficult, especially when resource contention issues are considered [1] . The structure of NSR is similar to that of FC (fuzzification, inferencing with rule base, and defuzzification), but differences exist in that NSR has two inputs (average link utilization and average packet delay) instead of one. Further, the fuzzy set for NSR is:
The " * " operation symbolizes the intersection of the fuzzy sets, which achieves the mapping
In this paper, we manipulate that
, and we use and as the intersection method ("*") of membership functions. There are many ways to implement the and intersection [16, 19] . In the NSR, we use the minimal method. It is based on the principle that if we are not very certain about the truth of one proposition, we can not be any more certain about the truth of that proposition "and" the other proposition. As shown in Fig. 6 , two samples l k and d k generate four degree of truth values that are non-zero and the intersection of the ones generated by membership functions m l 1 and m d 2 is illustrated in dashed line. It is shown that by using minimal intersection, the degree of truth of the combined proposition is determined by the lower one.
The inferencing progress is determined by the rule base. We further manipulate that the network is in one of the three status: empty, normal, saturated. Thus, the number of CMF is also three, and each one is denoted by c 
where K is the network status indicator as mentioned in Section IV.B. Since N d = N l = 3, there are totally nine rules for the combined propositions. For an unstable network [3] , rule base can be designed pessimistically as shown in Table 1 . To avoid performance drops, the unstable network is treated as saturated if any of the two inputs reaches high. For a stable network [3] , more optimistic rules can be used. During def uzzif ication, a consequence value K (network status indicator) is generated using the centroid method:
where b x is the center of c nsr x . The network status indicator K then records in which section (empty, normal, saturated) itself falls and is passed to the fuzzy controller.
V. EXPERIMENT AND RESULTS
A. Experiment Setup
Our design is implemented using C++ in the cycle accurate full system simulator GEMS [13] , which aims to characterize and evaluate the performance of multiprocessor systems. The architecture of the experimental CMP is constructed as shown in Fig 7. Due to space limitation, we do not show FC, NCR, and flow regulator. For their placement please refer to Fig. 1 . Each CMP chip includes four processors (denoted by "P", with one L1 cache bank built in) and four L2 cache banks (denoted by "L2"). The L1 cache is private and the L2 cache shared. We simulate four CMP chips, with 16 L1 cache banks (64KB each bank) and 16 L2 cache banks (4MB each bank), totally. Outside the CMP chip exists four external memory banks (denoted by "M", with 1 GB each). The memory module mimics detailed DDR2/DDR3 SDRAMs. The memory coherence protocol is directory based MOESI protocol. The routing algorithm is "X-Y" routing and flow control type is wormhole. The experiments are done with both open-loop and closed-loop measurements [3] . The open-loop measurement focuses on the performance of NoC, while the closed-loop measurement focuses on the performance of the full system.
B. Open-loop Measurement: Results of Synthetic Flows
In the open-loop measurement, we use both uniform random traffic (to simulate load balanced situation) and permutation traffic (to simulate load unbalanced situation). summarizes the global average packet delay histogram. The fuzzy flow regulation consistently improves the results of static regulation and no-regulation for both traffic patterns. In comparison with static regulation, the improvement in global average packet delay is 68 cycles (48.3% in percentage) for uniform random traffic and 73 cycles (53.0% in percentage) for permutation traffic. In comparison with no regulation, it is 10 cycles (12.6% in percentage) for uniform random traffic and 73 cycles (37.4% in percentage) for permutation traffic. Permutation traffic gets more improvement due to traffic unbalance which stresses the network more than uniform random traffic does. Fig. 8 further shows that the statically regulated flows have a large distribution in delay range from 100 cycles to 500 cycles, which is due to the queueing delay in the regulator's waiting queue. The unregulated flows have the narrowest delay span (from 50 cycles to 250 cycles approximately), but 95% of the packet delays fall in range from 70 to 100 cycles, which is caused by high network transaction delay (since the flow is unregulated). The delay of fuzzy regulated flow spans from 5 cycles to 300 cycles, and the distribution focuses on 50-150 cycles. This gain is due to fuzzy regulation system makes regulation policy based on the status of the network. Unnecessary queueing delay and large network transaction delay are both avoided.
C. Closed-loop Measurement: Results of Benchmarks
In the closed-loop measurement, we experimented with the Stanford ParalleL Applications for SHared Memory benchmark suite 2 (SPLASH-2) to confirm the performance benefits brought by the fuzzy flow regulation system. Of all the 14 benchmarks, we choose to report 4 of them as shown in Fig. 9 , which depicts the throughput of the whole experiment CMP system. In benchmark Barnes, the improvement of fuzzy regulation against no regulation is 0.04 packet/cycle (22.2%), and against static regulation is 0. (37.5%). In benchmark Ocean, the improvement of fuzzy regulation against no regulation is 0.05 packet/cycle (23.8%); and against static regulation is 0.07 packet/cycle (36.8%). In benchmark Radiocity, the improvement of fuzzy regulation against no regulation is 0.05 packet/cycle (16.6%), and against static regulation is 0.09 packet/cycle (34.6%). In benchmark LU, the improvement of fuzzy regulation against no regulation is 0.07 packet/cycle (21.2%), and against static regulation is 0.1 packet/cycle (33.3%).
VI. CONCLUSIONS
The central idea of this work is to make network status aware flow regulation through a fuzzy logic approach. On GEMS, our experiments with both synthetic traffic and SPLASH-2 benchmark traces show that the fuzzy regulation can flexibly adjust regulation strength on demand. As a result, it makes more effective use of the system interconnect, achieving significant improvement in average packet delay and throughput.
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