Over a field of characteristic 0, the algebra of invariants of several n × n matrices under simultaneous conjugation by GL n is generated by traces of products of generic matrices. Teranishi, 1986, found a minimal system of eleven generators of the algebra of invariants of two 3 × 3 matrices. Nakamoto, 2002, obtained an explicit, but very complicated, defining relation for a similar system of generators over Z. In this paper we have found another natural set of eleven generators of this algebra of invariants over a field of characteristic 0 and have given the defining relation with respect to this set. Our defining relation is much simpler than that of Nakamoto. The proof is based on easy computer calculations with standard functions of Maple but the explicit form of the relation has been found with methods of representation theory of general linear groups.
Introduction
Let K be any field of characteristic 0 and let X i = (x (i) pq ), p, q = 1, . . . , n, i = 1, . . . , d, be d generic n × n matrices. The conjugation of X i with the invertible n × n matrix g,
defines an action of the general linear group GL n = GL n (K) on the polynomial algebra in n 2 d variables Ω nd = K x (i) pq | p, q = 1, . . . , n, i = 1, . . . , d by g * x (i) pq = y (i) pq , g ∈ GL n . We denote by C nd the algebra of invariants Ω GL n nd . Its elements are called the invariants under the action of GL n by simultaneous conjugation of d matrices of size n × n.
Traditionally, we call a result giving the explicit generators of the algebra of invariants of a linear group G a first fundamental theorem of the invariant theory of G and a result describing the relations between the generators a second fundamental theorem.
For a background on the algebra of matrix invariants see, e.g., [8, 12] , for the history see [13] . It is known that C nd is generated by traces of products of generic matrices tr(X i 1 · · · X i k ). For a fixed n an upper bound for the degree k is given in terms of PIalgebras. By the Nagata-Higman theorem the nil algebras of bounded index are nilpotent, i.e., the polynomial identity x n = 0 implies the identity x 1 , . . . , x m = 0. Then k m and for d sufficiently large this bound is sharp. A description of the defining relations of C nd is given in the theory of Razmyslov [19] and Procesi [18] in the language of ideals of the group algebras of symmetric groups.
Explicit minimal sets of generators of C nd are known for n = 2 and any d and for n = 3 and d = 2. By a theorem of Sibirskii [21] , C 2d is generated by tr(X i ), 1 i d, tr(X i X j ), 1 i j d, tr(X i X j X k ), 1 i < j < k d. There are no relations between the five generators of the algebra C 22 , i.e., C 22 ∼ = K[z 1 , . . . , z 5 ]. For d = 3, Sibirskii [21] found one relation and Formanek [11] proved that all relations follow from it. Aslaksen, Tan and Zhu [4] found, mostly by computer, some defining relations for bigger d, as well as generators and some defining relations for the 2 × 2 matrix invariants for other classical groups. The center of GL 2 acts trivially on Ω 2d and we have also a natural action of PSL 2 on Ω 2d . Since PSL 2 (C) is isomorphic to SO 3 (C), we may apply invariant theory of orthogonal groups, see Procesi [18] and Le Bruyn [15] . In particular, Drensky [7] translated the defining relations of the invariants of SO 3 and obtained the defining relations of C 2d for all d.
Teranishi [22] found the following system of generators of C 32 :
where X, Y are generic 3 × 3 matrices. He showed that the first ten of these generators form a homogeneous system of parameters of C 32 and C 32 is a free module with generators 1 and tr(X 2 Y 2 XY ) over the polynomial algebra on these ten elements. (Teranishi [22] found also a set of generators and a homogeneous system of parameters of C 42 .) Abeasis and Pittaluga [1] found a system of generators of C 3d in terms of representation theory of the symmetric and general linear groups, in the spirit of its use in theory of PI-algebras.
The algebras C nd have a natural multigrading which takes into account the degrees of the traces tr(X i 1 · · · X i k ) with respect to each of the generic matrices X 1 , . . . , X d . The Hilbert series of C nd is defined as the formal power series
with coefficients equal to the dimensions of the homogeneous components C
It carries a lot of information for the algebra. The Hilbert series of C 2d are calculated, e.g., in [15] and those of C 32 and C 42 in [22] . Van den Bergh [23] reduced the determination of the Hilbert series of C nd to a problem about flows in a certain graph and obtained an important consequence for the denominators of the rational functions in the explicit form of the series. He also evaluated H (C nd , t 1 , . . . , t d ) for several small n and d.
We shall need the Hilbert series of C 32 obtained by Teranishi [22] as a consequence of his description of C 32 :
where the commuting variables t 1 and t 2 count, respectively, the degrees of X and Y and
It follows from the description of the generators of C 32 , that tr(X 2 Y 2 XY ) satisfies a quadratic equation with coefficients depending on the other ten generators. The explicit (but very complicated) form of the equation was found by Nakamoto [17] , over Z, with respect to a slightly different system of generators. Revoy [20] studied the field of rational invariants of two 3 × 3 matrices and also found eleven generators, with an explicitly given relation between them.
In this paper we have found another natural set of eleven generators of the algebra C 32 and have given the defining relation with respect to this set. It has turned out that our relation is much simpler than that in [17] .
The first change in the set of generators is well known. In the traces of products of degree 2 we have replaced the generic matrices X, Y with generic traceless matrices x, y, so our generators become tr(X), tr(Y ) and tr(x 2 ), tr(xy), tr(y 2 ), tr(x 3 ), tr(x 2 y), tr(xy 2 ), tr(y 3 ), tr(x 2 y 2 ), tr(x 2 y 2 xy). Extending diagonally the natural action of GL 2 on K · X + K · Y to C 32 , we have used the result of Abeasis and Pittaluga [1] and we have replaced the generators tr(x 2 y 2 ), tr(x 2 y 2 xy) with elements which generate one-dimensional GL 2 -modules. It becomes clear that the only defining relation between our generators spans a onedimensional GL 2 -submodule of the subalgebra of C 32 generated by all traces of products of x and y. Using several rules for computing with tensor products and symmetric algebras of irreducible GL 2 -modules, we have seen that the possible candidate for the relation is a linear combination with unknown coefficients of nine explicitly found elements in C 32 . In order to determine these coefficients, we have evaluated the hypothetic relation for various concrete traceless matrices x, y. The evaluations are equal to 0, and we have obtained a linear system with respect to the nine unknown coefficients of the considered linear combination. Using standard procedures of Maple, we have obtained the only solution of the system. Then, having the hypothetic defining relation, it is easy to check that it is really a relation.
The paper is organized as follows. In Section 1 we give our system of generators and the defining relation between them. Our proof is direct and does not use any representation theory of GL 2 . In Section 2 we show how have we found our generators and the relation. We believe that our methods can be successfully used for other similar problems.
The main results of the present paper have been announced in [3] .
Main results
It is a standard trick in the study of matrix invariants to replace the generic matrices in the traces of products with generic traceless matrices. We express X and Y in the form
where e is the identity matrix and x, y are generic traceless matrices. Changing the variables x ii and y ii , we may assume that
, y= y 11 y 12 y 13 y 21 y 22 y 23 y 31 y 32 −(y 11 + y 22 ) .
(4)
By well-known arguments, as for "ordinary" generic matrices, without loss of generality we may assume that x is a diagonal matrix, i.e.,
x =
Till the end of the paper we fix the notation x, y for the two generic traceless matrices. Replacing X, Y with their expressions from (3), we obtain that, instead of the generators (1) of Teranishi, the algebra C 32 is generated by the system tr(X), tr(Y ), tr x 2 , tr(xy), tr y 2 , tr x 3 , tr x 2 y , tr xy 2 , tr y 3 , tr x 2 y 2 , tr x 2 y 2 xy .
Now we replace the traces tr(x 2 y 2 ), tr(x 2 y 2 xy) with elements more convenient for our purposes. We define v = tr x 2 y 2 − tr(xyxy),
The following lemma justifies the introduction of v and w. It expresses tr(x 2 y 2 ) and tr(x 2 y 2 xy) in terms of v, w and the other generators. Lemma 1.1. The following equations hold in C 32 : 
Proof. For the proof of the first equality we shall make use of the Cayley-Hamilton theorem. For any 3 × 3 matrix z with eigenvalues z 1 , z 2 , z 3
where e i is the ith elementary symmetric function in z 1 , z 2 , z 3 . The Newton formulas p k − e 1 p k−1 + · · · + (−1) k−1 e k−1 p 1 + (−1) k ke k = 0, k = 1, 2, 3, allow to express the e i 's in terms of the power sums p k = z k 1 + z k 2 + z k 3 :
Since p k = tr(z k ), if tr(z) = 0, then we obtain
Multiplying by z and taking the trace we derive the trace identity for 3 × 3 traceless matrices
Since the trace of the matrix x + y is equal to 0, the identity (11) gives
The multihomogeneous components of every trace identity are also trace identities. Considering the component of second degree with respect to x, and taking into account the invariance of the trace under cyclic permutation of the variables, we obtain 4 tr x 2 y 2 + 2 tr(xyxy) − tr x 2 tr y 2 − 2 tr 2 (xy) = 0.
Replacing tr(xyxy) with tr(x 2 y 2 ) − v from (7), we derive (9) . In order to prove (10), we may proceed in a similar way. Instead, using Maple, we have evaluated (10) on the matrices x from (5) and y from (4) and have obtained that both sides are equal. 2
Now we define the following elements of C 32 :
w 3 = 5 tr 3 y 2 tr 2 x 3 + tr 3 x 2 tr 2 y 3 − 30 tr 2 y 2 tr(xy) tr x 2 y tr x 3 + tr 2 x 2 tr(xy) tr y 3 tr xy 2 + 3 4 tr y 2 tr 2 (xy) + tr 2 y 2 tr x 2 3 tr 2 x 2 y + 2 tr xy 2 tr x 3 + 4 tr 2 (xy) tr x 2 + tr 2 x 2 tr y 2 3 tr 2 xy 2 + 2 tr x 2 y tr y 3 − 2 2 tr 3 (xy) + 3 tr x 2 tr(xy) tr y 2 9 tr xy 2 tr
where v is defined in (7) . The element w 3 can be expressed in the following simple way.
Recall that a linear mapping δ of an algebra R is a derivation if δ(rs) = δ(r)s + rδ(s) for all r, s ∈ R. Every mapping δ 0 : {X, Y } → C 32 can be extended to a derivation δ of C 32 which commutes with the trace. In particular, defining δ(X) = 0, δ(Y ) = X, we obtain a derivation δ which sends x to 0 and y to x. Then
The following theorem is the main result of our paper.
Theorem 1.2. The algebra of invariants C 32 of two 3 × 3 matrices has the following presentation. It is generated by
subject to the defining relation
where the elements v, w, w 1 , w 2 , w 3 , w 3 , w 4 , w 5 , w 6 , w 7 are given in (7), (8), (13), (14), (15) , (16) and (17).
Proof. Replacing the system of generators (1) with the system (6), Lemma 1.1 insures that the elements (19) are generators of the algebra C 32 . The relation (20) is checked with the help of Maple, where x is as in (5) and y is as in (4). Let us consider the polynomial algebra P 11 in the 11 variables (19) written in the form
and the principal ideal I = (f ) of P 11 generated by the element from (20)
The factor algebra P 11 /I is graded and is a free S[tr(X), tr(Y )]-module, freely generated by 1 and w. Therefore, the Hilbert series H (t 1 , t 2 ) of P 11 /I is
, and is equal to the Hilbert series (2) of the algebra C 32 . Since the algebra C 32 satisfies the relation f = 0 from (20), it is a homomorphic image of P 11 /I and the coefficients of its Hilbert series are bounded from above by the coefficients of the Hilbert series of P 11 /I . Since the Hilbert series of C 32 and P 11 /I coincide, the algebras C 32 and P 11 /I are isomorphic and this completes the proof. 2
How did we find the relation?
We refer, e.g., to [16] for a background on representation theory of GL d and to [6] for its applications in the spirit of the problems considered here. The natural action of the general linear group GL d on the vector space with basis {x 1 , . . . , x d } (or {X 1 , . . . , X d }) can be extended diagonally on the free algebra K x 1 , . . . , x d and on the algebra generated by all formal traces
This induces also a GL d -action on the algebra C nd . It is well known that C nd is a direct sum of irreducible polynomial GL d -modules. We denote by W d (λ) the irreducible GL d -module indexed by the partition λ = (λ 1 , . . . , λ d ). We assume that W d (λ) = 0 if λ is a partition in more than d parts.
Abeasis and Pittaluga [1] suggested the following way to describe the generators of C nd . The subalgebra C k of C nd generated by all traces tr(
, which is the GL dmodule of the "new" generators of degree k + 1. Without loss of generality we may assume that G k+1 is a submodule of the GL d -module spanned by all traces tr(X i 1 · · · X i k+1 ). Abeasis and Pittaluga performed the calculations in the case of invariants of 3 × 3 matrices and obtained the following results for the GL d -module G = G 1 ⊕ G 2 ⊕ · · · of the generators of C 3d (the partitions in [1] are given in "Francophone" way, i.e., transposed to ours):
For d = 2 we may assume that X 1 = X, X 2 = Y . Then the algebra C 32 has a system of generators which spans a GL 2 -module
The module W 2 (1) is spanned by the traces tr(X) and tr(Y ). Hence the subalgebra of C 32 generated by traces of products of the traceless matrices x and y has a system of generators forming the module
Let U kd be the GL d -module spanned by all formal traces tr(X i 1 · · · X i k ). The structure of U kd is determined by the structure of the S k -module tr(V k ) of the multilinear elements of U kd , where S k is the symmetric group of degree k and tr(V k ) has a basis {tr(X k X σ (1) · · · X σ (k−1) ) | σ ∈ S k−1 }. The S k -module tr(V k ) is isomorphic to the induced module of the trivial one-dimensional module of a cycle of length k in S k . For our purposes, in the following lemma we give a direct proof of the decomposition of U k2 for k = 2, 3, 4, 6.
Lemma 2.1. The GL 2 -modules U k2 , k = 2, 3, 4, 6, have the following decompositions:
Proof. If a polynomial GL d -module W d has the decomposition
as a direct sum of irreducible components, then it has a natural grading and its Hilbert series is
where S λ (t 1 , . . . , t d ) is the Schur function associated with λ. The Hilbert series plays the role of the character of W d and the multiplicities m(λ) can be determined in a unique way from the Hilbert series. For d = 2 the Schur functions have the following simple expression:
The vector spaces U k2 , k = 2, 3, 4, 6, have bases, respectively,
Hence the Hilbert series of U k2 are
H (U 62 , t 1 , t 2 ) = t 6 1 + t 5 1 t 2 + 3t 4 1 t 2 2 + 4t 3 1 t 3 2 + 3t 2 1 t 4 2 + t 1 t 5 2 + t 6 2 = S (6) + 2S (4,2) + S (3 2 
is generated by a unique, up to a multiplicative constant, homogeneous element w λ of degree λ i with respect to X i , called the highest weight vector of W d (λ). It is characterized by the following property, which follows from the results of De Concini, Eisenbud and Procesi [5] and Almkvist, Dicks and Formanek [2] , see also Koshlukov [14] for the version which we need. We state it for two variables and for U k2 only. If w λ (X, Y ) ∈ U k2 is homogeneous of degree (λ 1 , λ 2 ) and w λ (X|Y, Z) is the partial linearization of w λ in Y (i.e., the homogeneous component of degree 1 in Z of w λ (X, Y + Z)), then w λ (X, Y ) is a highest weight vector for some W 2 (λ 1 , λ 2 ) if and only if w λ (X|Y, X) = 0. Equivalently, if ∆ is the derivation of the algebra generated by formal traces of products of X and Y , and ∆ is defined by ∆(X) = 0, ∆(Y ) = X, then w λ (X|Y, X) = ∆(w λ (X, Y )) = 0. Now the proof of the lemma follows from the equalities ∆(V ) = ∆(W ) = 0 which can be verified by direct calculations. For example, the partial
which gives that
In order to find the expressions for V , W one may proceed in the following way, as shown for W 2 (3 2 ). The generator W of W 2 (3 2 ) is homogeneous of degree (3, 3) . Hence it is a linear combination of tr(X 3 Y 3 ), tr(X 2 Y 2 XY ), tr(Y 2 X 2 Y X), tr(XY XY XY ) and has the form
with unknown coefficients η 1 , η 2 , η 3 , η 4 . The partial linearizations of the summands are:
The condition W (X|Y, X) = 0 gives
Since the coefficients of tr(X 4 Y 2 ), tr(X 3 Y XY ), tr(X 2 Y X 2 Y ) are equal to 0, we obtain the system
Its only solution is η 1 = η 4 = 0, η 3 = −η 2 . Our element W is obtained for η 2 = 1.
In this way we obtain that the subalgebra of C 32 generated by products of traceless matrices is generated by the GL 2 -modules W 2 (2), W 2 (3) spanned respectively by {tr(x 2 ), tr(xy), tr(y 2 )} and {tr(x 3 ), tr(x 2 y), tr(xy 2 ), tr(y 3 )}, and the GL 2 -modules W 2 (2 2 ) and W 2 (3 2 ) spanned, respectively, by v and w from (7) and (8) . Translating the results of Teranishi [22] , the submodules W 2 (2), W 2 (3) and W 2 (2 2 ) of C 32 generate the subalgebra S from (21) and the whole subalgebra generated by traces of products of traceless matrices is a free S-module with basis {1, w}. Since w 2 ∈ S ⊕ wS, we derive that w satisfies a relation of the form
for some a, b ∈ S. Lemma 2.3. The GL 2 -modules generated by the coefficients a and b in (22) are isomorphic to W 2 (3 2 ) and W 2 (6 2 ), respectively.
Proof. The elements g ∈ GL 2 act on w ∈ W 2 (3 2 ) by g w(x, y) = w g(x), g(y) = det 3 (g) · w(x, y).
Let us generate a GL 2 -module by f = w 2 + aw + b from (22) . Acting with g ∈ GL 2 , we obtain g(f ) = det 6 (g) · w 2 + det 3 (g) · g(a)w + g(b).
Hence we have also the relation g(f ) − det 6 (g) · f = det 3 (g) g(a) − det 3 (g) · a w + g(b) − det 6 (g) · b = 0.
Since 1 and w form a basis of the free S-module S ⊕ wS, we obtain that g(a) = det 3 (g) · a and g(b) = det 6 (g) · b for all g ∈ GL 2 . Hence a and b generate GL 2 -modules isomorphic, respectively, to W 2 (3 2 ) and W 2 (6 2 ). 2 Lemma 2.4. In the decomposition of S as a GL 2 -module
we have m(3 2 ) = 0 and m(6 2 ) = 8.
Proof. The multiplicities m(λ 1 , λ 2 ) in the decomposition of S can be obtained using methods of the recent papers [9, 10] . (In [9] Drensky and Genov calculated the generating function of the multiplicities for the whole algebra C 32 and in [10] they gave an easier way to calculate the multiplicities also for other objects similar to C 32 .) The multiplicities m(3 2 ) and m(6 2 ) can also be obtained directly, using well-known rules of representation theory of symmetric and general linear groups. The first possibility is to find the coefficients of degree 6 and 12 in the Hilbert series of S and to express them in terms of Schur functions, as in Lemma 2.1. We shall give one more possibility. The algebra S is the tensor product of three polynomial algebras, namely the symmetric algebras
is well known and follows from the equality
The decomposition
is also well known. Using the multiplicities in the decomposition of K[W 2 (3)] given in [9] or calculating the first coefficients of the Hilbert series
where h k is the homogeneous component of degree k, or simply counting the basis elements of degree 12 in K[W 2 (3)], we obtain (6) (t 1 , t 2 ) + S (4, 2) (t 1 , t 2 ), h 12 (t 1 , t 2 ) = S (12) (t 1 , t 2 ) + S (10, 2) (t 1 , t 2 ) + S (9, 3) (t 1 , t 2 ) + S (8, 4) 
This gives the parts of the decomposition of K[W 2 (3)] which we need. Now, the homogeneous component of degree 6 of S is obtained in the following way: (6) .
Using the Littlewood-Richardson rule, which in the case of GL 2 states
we calculate
and this means that m(3 2 ) = 0. Similarly, we apply the Littlewood-Richardson rule to S (12) 
⊕ K W 2 (3) (12) ⊕ K W 2 2 2 (12) and obtain the multiplicity m(6 2 ). We shall mention that W 2 (6 2 ) participates with multiplicity one in the components K W 2 (2) (12) , K W 2 (2) (8) ⊗ K W 2 2 2 (4) , K W 2 (2) (4) ⊗ K W 2 2 2 (8) , (12) , K W 2 2 2 (12) and with multiplicity 2 in the component (K[W 2 (2)]) (6) (6) . 2 Lemma 2.5. The elements w 1 , w 2 , w 3 , w 3 , w 4 , w 5 , w 6 , w 7 given in (13) , (14) , (15) , (16) and (17) are highest weight vectors of submodules W 2 (6 2 ) and are linearly independent in S.
Proof. It is a direct checking to see that the eight elements are linearly independent. All these elements are of degree (6, 6) . In order to see that they are highest weight vectors it is sufficient to verify that each w i (x, y) has the property w i (x|y, x) = 0, as in the proof of Lemma 2.2. 2
We think that, for possible applications, it is important to know how we have found the elements w 1 , w 2 , w 3 , w 3 , w 4 , w 5 , w 6 , w 7 . The element v from (7) belongs to W 2 (2 2 ) and is a highest weight vector. Similarly, u from (12) is a highest weight vector in W 2 (2 2 ) ⊂ (K[W 2 (2)]) (4) . This explains why w 1 , w 2 , w 4 and w 7 are highest weight vectors in the submodules W 2 (6 2 ) of (K[W 2 (2)]) (12) , (K[W 2 (2)]) (8) (4) , (8) and (K[W 2 (2 2 )]) (12) , respectively. The tensor product (K[W 2 (2)]) (2) (6) (4) contains one submodule W 2 (6 2 ). Since (K[W 2 (2 2 )]) (4) ∼ = W 2 (2 2 ) is one-dimensional and spanned by the highest weight vector v, we need to find a highest weight vector of the submodule W 2 (4 2 ) of (K[W 2 (2)]) (2) (6) . It has been done by the method of Lemma 2.2. We are looking for a linear combination w (4 2 ) (x, y) of products tr(z 1 z 2 ) tr(z 3 z 4 z 5 ) tr(z 6 z 7 z 8 ), z i = x, y, which is homogeneous of degree (4, 4) and satisfies the condition w (4 2 ) (x|y, x) = 0. All possible summands are tr x 2 tr x 2 y tr y 3 , tr x 2 tr 2 xy 2 , tr(xy) tr x 3 tr y 3 , tr(xy) tr x 2 y tr xy 2 , tr y 2 tr x 3 tr xy 2 , tr y 2 tr 2 x 2 y .
We determine the coefficients of these summands from the condition w (4 2 ) (x|y, x) = 0. It has turned out that w (4 2 ) has a determinantal form and in this way we obtain w 5 . The highest weight vector w 6 ∈ (K[W 2 (3)]) (12) is obtained similarly as a linear combination of homogeneous products of four tr(z i 1 z i 2 z i 3 ), of degree (6, 6) , z i = x, y. Finally, the proof of Lemma 2.4 gives that the multiplicity of W 2 (6 2 ) in (K[W 2 (2)]) (6) (6) is equal to 2. Since K W 2 (2) (6) 
the Littlewood-Richardson rule gives that we may fix one of the highest weight vectors of the two copies of W 2 (6 2 ), namely w 3 , in W 2 (4, 2) ⊗ W 2 (4, 2), and the second, namely w 3 , in W 2 (6) ⊗ W 2 (6) . For w 3 we use the same arguments as for w 5 , replacing v with u ∈ (K[W 2 (2)]) (4) . For w 3 , from the expression (18) and the equalities δ 7 (tr 3 (y 2 )) = δ 7 (tr 2 (y 3 )) = 0 we obtain w 3 (x|y, x) = δ(w 3 (x, y)) = 0.
Lemma 2.6. There exist constants ξ 1 , ξ 2 , ξ 3 , ξ 3 , ξ 4 , ξ 5 , ξ 6 , ξ 7 such that the relation
holds in C 32 .
Proof. By Lemma 2.3, the coefficients a and b in (22) belong to GL 2 -submodules of the algebra S isomorphic to W 2 (3 2 ) and W 2 (6 2 ), respectively. Lemma 2.4 gives that S does not contain a submodule W 2 (3 2 ). Hence the coefficient a is equal to 0 and w satisfies a relation w 2 + b = 0 for some b ∈ W 2 (6 2 ) ⊂ S. Representation theory of GL d gives that if W i , i = 1, . . . , k, are k isomorphic copies of W d (λ) and w i ∈ W i are highest weight vectors, then the highest weight vector of any submodule W d (λ) of the direct sum W 1 ⊕ · · · ⊕ W k has the form ξ 1 w 1 + · · · + ξ k w k for some ξ i ∈ K. Any k linearly independent highest weight vectors can serve as a basis of the GL d -module W 1 ⊕ · · · ⊕ W k . By Lemma 2.4, W 2 (6 2 ) participates in S with multiplicity 8 and Lemma 2.5 gives such 8 linearly independent highest weight vectors. Hence w satisfies the desired relation. 2
Now the problem is to find the coefficients ξ 1 , ξ 2 , ξ 3 , ξ 3 , ξ 4 , ξ 5 , ξ 6 , ξ 7 in the relation (23) . We have proceeded in the following way, using Maple for the concrete calculations.
We have evaluated (23) for various traceless matrices. First, we assume that x is as in (5) 
Then, again we fix x as in (5) and we conclude that the relation is the given in (20) .
