Abstract-This paper presents a test benchmark model for the evaluation of fault detection and accommodation schemes. This benchmark model deals with the wind turbine on a system level, and it includes sensor, actuator, and system faults, namely faults in the pitch system, the drive train, the generator, and the converter system. Since it is a system-level model, converter and pitch system models are simplified because these are controlled by internal controllers working at higher frequencies than the system model. The model represents a three-bladed pitch-controlled variable-speed wind turbine with a nominal power of 4.8 MW. The fault detection and isolation (FDI) problem was addressed by several teams, and five of the solutions are compared in the second part of this paper. This comparison relies on additional test data in which the faults occur in different operating conditions than in the test data used for the FDI design.
wind turbines, but they only cover parts of the wind turbine and do not include comparisons of the performance of different schemes for the detection of faults in the various parts of the turbine.
In [1] , a Kalman-filter-based diagnosis system to detect faults in the blade root bending moment sensors was presented. An unknown input observer was designed for the detection of sensor faults around the wind turbine drive train in [2] . In [3] , active and passive fault-tolerant control (FTC) schemes were applied to a wind turbine model. More focus has been placed on the electrical conversion system in the wind turbines; some relevant examples can be found in [4] and [5] . In the former, an observer-based solution for current sensor fault detection is presented, whilst the latter presents a similar solution for voltage sensor fault detection. In [6] , a fault detection and reconfiguration solution for handling faults in a doubly fed wind turbine converter is presented.
Comparing the various detection and accommodation schemes on the wind turbine application is beneficial in the process to find the best schemes to handle the different faults. However, since a wind turbine is a large and complex system, such a comparison can only be performed on a limited set of possible faults. In order to test various detection, isolation, and accommodation schemes on the wind turbine application, this paper presents a benchmark model of a wind turbine at the system level, containing sensor, actuator, and systems faults. This benchmark model describes a realistic generic threeblade horizontal variable-speed wind turbine with a full-scale converter coupling. This generic turbine has a rated power at 4.8 MW. Since this model works at the system level, the fast control loops of the converters are not considered.
This wind turbine FDI and FTC benchmark model was originally presented in [7] . The purpose of this benchmark was to provide a model on which researchers working in the field of fault diagnosis and fault-tolerant control can compare different methods in their field applied to a wind turbine. Wind turbines are complicated machines; it was therefore decided to keep the benchmark model simple so that non wind-turbine experts can use it. Consequently, some simplifications and assumptions are made. Blades and tower are assumed rigid, and aerodynamics are described by a static model. The wind turbine controller included in the model is also simple, leaving out some typical features; however, it controls the wind turbine with acceptable performance. In this paper, the model is extended with even more faults and test sets, and is described in more detail, so that a better understanding of the benchmark model is provided. Additional test sets are introduced to test the robustness of solutions toward different points of operation at which faults are introduced. This paper also presents some of the best FDI solutions applied to this benchmark model. In these tests, an internal model from kk-electronic a/s is used, which includes some additional model features to test further robustness of the proposed schemes. The compared solutions can be seen in [8] [9] [10] [11] [12] . These solutions are evaluated and compared based on the requirements in the benchmark statement. Experiences gained by usage of the methods on the benchmark are provided as well. A number of other solutions have also been applied to this benchmark model. Among these are [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] .
The rest of this paper is organized as follows. In Section II, the functionality of wind turbines is described; the fault scenarios are presented in Section III. Next, in Section IV, the wind turbine model is presented. In Section V, the test signals are characterized. The different FDI solutions considered and compared in this paper are introduced in Section VI. These solutions are compared in Section VII. Conclusions are drawn in Section VIII.
II. WIND TURBINE DESCRIPTION
Wind turbines generate electrical energy from the kinetic energy in the wind. In this test bench model, a specific kind of turbine is considered. This turbine is a three-blade horizontal-axis turbine with a full converter coupling, even though, at this system level, the difference is small between a full converter and a doubly fed induction generator. Both these generator types are variable-speed and pitch-controlled turbines. More details on wind turbine generator types can be found in [28] and [29] . The physical outline of the wind Major parts from inside of the nacelle. It can be seen that the blades are fixed to the main axis, which in turn is connected to the generator through the gear box. The generator is electrically connected to the converter, which in turn is connected to a transformer. The blades are pitched by the pitch actuators.
turbine is shown in Fig. 1 , from which it can be seen that the nacelle is mounted at the top of a tower. Inside the nacelle lies the control equipment and the equipment to convert energy from the rotating mechanical system to electrical energy. The blades are fixed to the main axis (not seen in the figure) in the hub. The anemometer is placed on the top of the nacelle and measures the wind speed and direction. Fig. 2 represents the interior of the nacelle, showing that the main axis is connected to the generator through a gear box; the generator is connected to the grid through the converter and a high-voltage transformer. The general functioning starts with pressure from the wind on the turbine blades, forcing the wind turbine rotor to spin around. Energy is converted from kinetic wind energy to mechanical energy through a rotating shaft. This energy generation can be controlled by changing the aerodynamics of the rotor. This is achieved by pitching the blades or by controlling the rotational speed of the rotor relative to the wind speed. Mechanical energy is converted to electrical energy by a generator coupled to a converter with rating equal to the rated power of the generator. Between the rotor and the generator, a gear box is used to transform the rotational speed from the rotor to the generator. The converter can be used to set the generator torque, which consequently can be used to control the rotational speed of the generator as well as the rotor. A more detailed description of the general functioning of the wind turbine can be seen in [28]- [30] . The objective of the control system is to follow the power reference. In case the wind speed is too low for the wind turbine to reach the power reference, the controller will try to optimize the power production. This power control should keep the mechanical vibrations at an acceptable level. A system overview can be seen in Fig. 3 . This figure shows the relations between the blade and the pitch system, the drive train, the generator and converter, and the controller. The variables between these subsystems are defined as follows: v w is the wind speed acting on the turbine blades; τ w is the torque from the wind acting on the turbine blades; τ r is the rotor torque; ω r is the rotational speed of the rotor; τ g is the generator torque; ω g is the rotational speed of the generator; β r is the reference to the pitch position; β m is the measured pitch position; τ w,m is an estimated wind torque based on wind speed measurement; ω r,m is the measured rotational speed of the rotor, ω g,m is the measured rotational speed of the generator; τ g,m is the measured generator torque; τ g,r is the torque reference to the generator; P r is the power reference to the wind turbine; and P g is the power produced by the generator. The wind turbine controller provides three pitch references, and all three pitch positions are measured with two sensors to ensure physical redundancy of the pitch position measurements. The generator and rotor speeds are also measured with two sensors each for the same reason. These variables are defined as β r1 , β r2 , and β r3 for the pitch reference to blades 1, 2, and 3. β 1,m1 and β 1,m2 are the two pitch measurements for blade 1; β 2,m1 and β 2,m2 are the two pitch measurements for blade 2; and β 3,m1 and β 3,m2 are the two pitch measurements for blade 3. The two rotor speed measurements are defined as ω r,m1 and ω r,m2 ; the two generator speed measurements are defined as ω g,m1 and ω g,m2 .
A. Control System Concept
The controller operates in principle in four operational zones governed by the mean wind speed within some time window. These control zones are plotted depending on the wind speed in Fig. 4 . In zone 1, the turbine is at standstill; zone 2 is power optimization or partial load; zone 3 is constant power production; zone 4 is high wind speed. In zone 4, the turbines are pitched out of the wind to stop the rotation and the energy production of the turbine. Zones 1 and 4 are not considered any further in this paper and are excluded from the benchmark model, since the focus is on detecting faults under normal operations, which are covered by zones 2 and 3 [31] . An extra control zone is often used between zones 2 and 3, providing a smoother transition between the control zones and placing lower structural loads on the wind turbine. This will influence the FDI scheme working on the wind turbine, since there is a correlation between FDI and the controls of the wind turbine. However, the proposed control structure gives a more challenging detection and isolation problem since larger transients are present. Therefore this simple control structure is relevant in the benchmark model.
In Fig. 4 , the power curve for the wind turbine is plotted. This figure shows that for wind speeds between 0 and 12.5 m/s the turbine is controlled to obtain optimal power production. The optimal power is obtained when the pitch angle of the Fig. 4 .
Illustration of the reference power curve for the wind turbine depending on the wind speed. In zone 1, the wind turbine will be idling awaiting higher wind speeds (0-3 m/s). In zone 2, the generated power of the wind turbine will be optimized (3-12.5 m/s). In zone 3, the wind turbine will be controlled to keep a constant power generation (12.5-25 m/s). In zone 4, the wind turbine will be parked, preventing damage due to the high wind speed (above 25 m/s).
blade β is equal to 0 degrees, and the tip speed ratio is kept constant at its optimal value. The tip speed ratio λ is defined
where R is the radius of the blades, and v w is the wind speed. The optimal power curve is followed by controlling the generator torque reference τ g,r to its optimal value. When the nominal power reference is achieved, the controller is switched to control zone 3. In this zone, the control objective is to maintain the power reference P r . This objective is obtained by controlling β r , such that the power coefficient of the wind turbine C P is decreased. In an industrial control scheme, a proportional integral (PI) controller is often used to keep ω r at the rated value by changing β r .
More details on the wind turbine controller can be found in Section IV-E.
III. FAULT SCENARIOS
In this benchmark model, some faults are considered. These faults cover sensor, actuator, and process faults in different parts of the wind turbine. In the following, these different kinds of faults are listed. These faults have various degrees of severity. Some are very serious and must result in a fast and safe closing down of the wind turbine. The rest are less severe in the sense that the controller can accommodate these faults while staying in operation, possibly with a reduced performance. Both additive and multiplicative faults as well as faults resulting in changed dynamics of parts of the system are considered in this benchmark model. The faults are chosen to cover different kinds of faults so they require different qualities in the FDI and FTC schemes. All the described faults originate from actual faults in wind turbines, but the details of the actual faults cannot be presented for confidentiality reasons. To sum up, the faults are selected to cover different parts of the wind turbine, different fault types and classes, and different levels of severity.
A. Sensor Faults
Some of the more relevant faults are considered in this benchmark model. The first is a fault in the pitch position measurements. These faults are denoted β 1,m1 , β 1,m2 , β 2,m1 , β 2,m2 , β 3,m1 , and β 3,m2 . The origin of these faults is either electrical or mechanical faults in the position sensors, and can result in either a fixed value or a changed gain factor on the measurements. These two fault types are considered since they have been seen in wind turbines and it is important to detect and accommodate these kinds of faults. Especially, the fixed value should be easy to detect, and therefore it is important that a fault detection, isolation, and accommodation scheme be able to deal with this fault. If not handled correctly, these faults will influence the pitch positions because the internal controller in the pitch system controls the pitch positions based on these pitch position measurements.
Secondly, the rotor speed measurement can be faulty. We denote the deviations in rotor speed measurement caused by these faults as ω r,m1 and ω r,m2 . The fault signals for the two generator speed measurements are denoted as ω g,m1 and ω g,m2 . Both the rotor and generator speed measurements are done using encoders. Encoder faults can be due to both electrical and mechanical failures, which result in either a fixed value or a changed gain factor on the measurements. In case of a fixed value fault, the output of the encoder is not updated with new values. The gain factor fault is introduced when the encoder reads more marks on the rotating part than actually present, which can happen as a result of dirt or other false markings on the rotating part.
B. Actuator Faults
Both the converter and pitch systems can be faulty. Converter faults are denoted as τ g and can result in either an offset or in changed dynamics of the converter. The cause of this fault is internal to the converter, and is due to either a fault in the converter electronics or an off-set on the converter torque estimate. The converter controller would typically be able to detect the faults in the electronics, but the converter torque offset is difficult to detect internally. Yet, from a wind turbine level, it is possible to detect, isolate, and accommodate a torque offset because it changes the torque balance in the wind turbine power train.
The pitch system, which in this case is hydraulic, has the possibility of faults on all three blades, and these faults are denoted as β 1 , β 2 , and β 3 . Faults in the pitch system are considered in the hydraulic system, which can result in changed dynamics due to either a drop in pressure in the hydraulic supply system or high air content in the oil. The former represents faults such as a leakage in hose, a blocked pump, or similar others. There will always be some air content in the hydraulic oil used, the content level will vary, and it is not possible to control it well. Air is much more compressible than oil, so it changes the dynamics of the hydraulic actuator.
C. System Faults
The considered system fault is found in the drive train, where the friction coefficient in the model changes slowly with time. This change will result in two correlated fault signals: ω r and ω g . These changes evolve slowly in reality; however, it is expected to be too demanding in the benchmark simulator from a computational point of view to simulate such a fault realistically evolving over a period of months or even years. Consequently, in this benchmark model, this fault is represented by a small change of the friction coefficient within a few seconds. The main point is that the change in the drive train friction is much slower than the system dynamics and the system sample rate. Typically, faults in wind turbine gear boxes are found using condition monitoring methods relying on additional sensors that measure accelerations, noise levels, etc., on the gear box; an extensive review of this can be found in [32] . It would be more cost efficient if such faults could be detected and isolated using standard measurement in the wind turbine control system; this fault is therefore included in the benchmark.
D. Severity of Faults
All the faults mentioned above are summarized and listed in Table I . In this table, fault details such as the type, consequence, severity, and developing time are given. Notice also that the letter in the fault class indicates a sensor (A), actuator (B), or system fault (C).
In order to deal with these faults in a prioritized order, the severity and consequences of these considered faults, as well as the time of development of the faults, are listed in Table I. Notice that the severity level of all these sensor faults is set low because of the physical redundancy of the sensors, so sensor faults are not a problem when they are detected fast and the sensor systems are reconfigured. However, when these faults are not handled, they are critical. Notice that the changed dynamics of the drive train, due to increased friction, is not that severe, but should be detected as an indication of the wear of the drive train. However, over the years this wear and tear of the drive train will accumulate, leading to a total breakdown of the drive train, which clearly is a highly severe fault, since it is not only highly costly to replace but it also results in a long downtime of the wind turbine as a consequence.
E. Fault Detection and Isolation Requirements
The FDI requirements are listed in this subsection. The detection time T D for the respective faults is defined in terms of the sampling time for the control system T s , which, in this case, is equal to 0.01 s.
1) Time of Detection:
The maximum detection times for all faults are provided in the following. The respective fault amplitudes are taken into account in the selection of these detection requirements. The requirements are set such that faults have not yet developed into critical faults, but also such that detection and isolation is challenging considering the fault amplitude. All the sensor faults are required to fulfill T D < 10 · T s . For the converter faults, the requirement is T D < 3 · T s . For the pitch system fault, due to dropped pump pressure (fault B3), T D < 8 · T s is required to hold, and for air in the oil (fault B4), T D < 100 · T s is required. An increased 
2) False Detections:
The number of false detections is required to be kept low, and the interval between false detections is required to be larger than 100 000 samples on average. The false detections must last for no more than three samples. This number corresponds to 4.4 faults on average per simulated test series; consequently, a Monte Carlo study with 100 repetitions will allow 440 false detections in total.
3) Missed Detections:
The faults included in this benchmark model are of such a size that they all should be detected.
4) Issues to be Aware of:
A major problem in the wind turbine control system in general is that, seen from a control theoretical point of view, the wind turbine is driven by a disturbance, namely the wind. The wind speed is, however, measured to some extent with significant measurement noises added as well as a large risk of an offset. This offset can be calibrated, but it is recommended to be considered in the FDI system. The measurement noise is modeled as a Gaussian white noise, for which the parameters can be found in the list of parameters (Table VII) .
It is important to notice the nonlinearities in the aerodynamics of the turbine as well as the switching control structure. The FDI system is expected to be robust toward uncertainties in this aerodynamic model, partly because exact measures of this mapping on the specific turbines are difficult. This aerodynamic mapping might also change with time because of debris buildup on the blades. For more information on this specific problem, consult [31] , [33] , and [34] .
F. Accommodation Requirements
The benchmark model of this paper contains both faults for which the system can be reconfigured to continue power generation and very severe faults that require a safe and fast shutdown of the wind turbine. The last group contains the severe faults in the two actuators with fault numbers B1 and B3. All remaining faults must be accommodated in some way, and the wind turbine must continue its operation. In all cases, detection of faults must be reported to the system operator, and automatic action is required. In case of a single sensor fault, system performance must not deteriorate; in the case of multiple faults, a mild deterioration of the system performance is accepted. Large transients when accommodating the fault must be avoided.
In order to evaluate the power generation during a fault, a power generation error sum P e is defined in
where N is the number of samples in a given faulty mode. P g for the faulty case should be as close as possible to the fault-free case. In addition, two constraints should not be violated, i.e., P g [n] < 1.1 · 4.8 [MW] , and ω g [n] < 1.1 · ω nom , where ω nom is given in Table VI. The maximum allowed power is given by the generator and converter design, and the maximum allowed value of ω g [n] is given by structural considerations.
IV. WIND TURBINE MODEL
In this section, the various model parts are presented according to the following order: wind model, blade and pitch model, drive train model, generator/converter model, and controller. Finally, the numerical values of the different parameters are indicated. Notice here that the benchmark model implemented in Simulink can be downloaded by the URL address http://www.kk-electronic.com / windturbine-control / competition -on -fault-detection/wind-turbinebenchmark-model.aspx [35] .
A. Wind Model
In this benchmark model, a wind model is included that describes stochastic wind behavior as well as wind shear effects (namely variations in the wind speed depending of height) and tower shadow effects (accounting for the passing of the blade in front of the wind turbine tower). Such a model can be found in [36] . This implementation is used in the benchmark model. The model will be presented in this paper without much explanation since the derivation of the parts can be found in the references. This wind model consists of four parts: the mean wind (slow wind variations) v m (t); a stochastic part v s (t); the wind shear v ws (t) (which is the effect of wind energy lost at the surface of the earth, resulting normally in an increasing wind speed as the distance to the earth surface increases); and the tower shadow v ts (t). The combined wind model is given by
In this benchmark model, four different wind speeds are required: the wind speed at hub height as measured by the anemometers and three speeds at the three blade tips, respectively, denoted as v hub (t), v w1 (t), v w2 (t), and v w3 (t). The last three are altered by the wind shear and the tower shadow, while the first is not. Consequently, v hub (t) only depends on the first two terms in (3), while the three blade wind speeds vary according to their angular position in the rotor plane.
In terms of mean wind, a slowly varying wind sequence is obtained by processing a set of measured wind data with a low-pass filter. The stochastic part of the wind model is modeled by Kaimal filters (see [30] for details and [37] for implementation details). An implementation of this model can be found in the Simulink implementation of this benchmark model [35] .
The wind shear model is given by
where χ = cos(θ r * (t)), and θ r * is the angular position of the three blades, θ r1 (t) = θ r (t), θ r2 (t) = θ r (t) + (2/3)π, and θ r3 = θ r (t) + (4/3)π. α and H used in (4) are two aerodynamic parameters. The tower shadow model is given by where
and the function floor(x) is the largest integer not greater than x, r 0 is the radius of the blade hub, and k is an aerodynamic parameter.
B. Blade and Pitch Model
This model is a combination of the aerodynamic model and the wind and pitch model. τ r is found using the aerodynamic model, which requires inputs from the wind and pitch models.
1) Aerodynamic Model:
The aerodynamics of the wind turbine is modeled as a torque acting on the blades. This aerodynamic torque can be represented by the following expression [31] :
in which C q (λ(t), β(t)) is a mapping of the torque coefficients depending on the tip speed ratio and the pitch angle. The C q mapping used in this model can be seen in Fig. 5 . In order to model the three blades to have their own pitch angle value, a simple model is used. The latter assumes that the torque of each blade is equal to a third of the torque given by the three blades. Consequently, the aerodynamic torque equation becomes
This model is valid for small differences between the pitch angles. A more detailed model has shown similar behavior.
2) Pitch System Model: The hydraulic pitch system is modeled as a closed-loop transfer function between the measured pitch angle β m and its reference β ref . β ref is the input to the closed-loop transfer function and it is provided by the wind turbine controller; β m is the output of the transfer function which is also the measurement used by the internal pitch actuator controller. β m is available for the wind turbine control system and therefore also for FDI and FTC schemes. Notice that the control signal from the internal pitch actuator controller is not available. In principle, it is a piston servo system that can be modeled well by a second-order transfer function [38] 
where ζ is the damping factor, and ω n is the natural frequency. A transfer function is attached to all three pitch systems. In cases of no fault, the damping factors are assumed equal. However, in case of a fault in a pitch system, the parameters might be different from one pitch system to another. In order to model the hydraulic power drop and increase of air content, the parameters in the transfer function are changed during these faults. Notice here that the hydraulic pressure drop is assumed to be abrupt, whereas the air content increases slowly. The two transfer function parameters for the pressure drop case are denoted ω n2 and ζ 2 , and the two parameters for the increased air content model are denoted ω n3 and ζ 3 .
The change in the sensor gain factor induces a change in the closed-loop pitch actuator as well as a change in the measured position. Since the closed-loop pitch actuator is modeled as a linear system, the fault-induced error on the pitch position is moved from the measurement to the reference to the pitch actuator. The controller is fed by the mean value of the readings of the two sensors. Hence, this sensor fault is modeled as a change in the pitch references, meaning that a sensor fault resulting in changed mean value should also change the pitch reference accordingly
where i ∈ {1, 2, 3}, and β r,f,i [n] is the new pitch reference in which the sensor fault is contained.
C. Drive Train Model
In this benchmark model, the drive train is modeled by a two-mass model. The purpose of the drive train is to transfer torque from the rotor to the generator. It includes a gear box that increases the rotational speed from the low-speed rotor side to the high-speed generator side.
A two-mass drive train model can be represented by
where J r is the moment of inertia of the low-speed shaft, K dt is the torsion stiffness of the drive train, B dt is the torsion damping coefficient of the drive train, B g is the viscous friction of the high-speed shaft, N g is the gear ratio, J g is the moment of inertia of the high-speed shaft, η dt is the efficiency of the drive train, and θ (t) is the torsion angle of the drive train. The fault in terms of a lower drive train efficiency is modeled by substituting another parameter, denoted η dt2 , for η dt .
D. Generator and Converter Model
The electrical system in the wind turbine and the electrical system controllers are much faster than the frequency range used in the benchmark model. On a system level of the wind turbine, the generator and converter dynamics can be modeled by a first-order transfer function
where α gc is the generator and converter model parameter. The power produced by the generator is given by
where η g is the efficiency of the generator.
E. Controller
The wind turbine controller in this simulation model works in two regions as previously presented. Zone 2 is denoted the power optimization and zone 3 is denoted power reference following. In the following text, zones 2 and 3, respectively, correspond to control modes 1 and 2.
In this benchmark model, a simple control scheme is used because the focus is on the fault detection and accommodation of the wind turbine. The state-of-the-art industrial controller contains typically a larger number of control modes, which provides a smoother transition between power optimization in zone 2 and constant power generation in zone 3. Another typical control feature, which is not included in the benchmark controller, is a drive train damper that is designed to attenuated drive train oscillations. Inclusion of these features in the benchmark model controller would have made it more complicated, and, on the other, lowered different transient behaviors and oscillations, which would have made the fault detection and isolation problem easier; consequently, the simple control design has been used in the benchmark model.
The controller is implemented in discrete time, with a sample frequency at 100 Hz. Subsequently, all time-dependent variables in the controller are denoted as discrete-time variables.
The controller starts in mode 1. The control mode switches from mode 1 to 2 if
where ω nom is the nominal generator speed. The control mode switches from mode 2 to mode 1 if
where ω is a small offset subtracted from the nominal generator speed to introduce some hysteresis in the switching scheme, thereby avoiding that the control modes are switching all the time. In both control modes, the controllers impose the generator torque reference and the pitch reference τ g,r [n] and β r [n], respectively. Notice that all three pitch systems receive the same reference in this benchmark model. The control laws issuing these control signals in the two control modes are described in the following.
The fault-tolerant control scheme will depend on the nominal control scheme; much research has been conducted in many-input many-output control design for wind turbines. In this benchmark model, the commonly used industrial control scheme is used.
1) Control Mode 1:
The optimal value of λ is denoted λ opt and is found as the optimum point in the power coefficient (C p ) mapping of the wind turbine. The power coefficient mapping characterizes the efficiency of the energy transfer from wind energy to mechanical energy and it depend on λ and β. This optimal value is achieved by setting the pitch reference to zero (β r [n] = 0) and the reference torque to the converter τ g,r as follows:
where
with ρ the air density, A the area swept by the turbine blades, and C P max the maximum value of the power coefficient.
2) Control Mode 2:
In this mode, the major control actions are handled by the pitch system using a PI controller trying to keep ω g [n] at ω nom
where e[n] = ω g [n] − ω nom . In this case, the converter reference is used to suppress fast disturbances by
.
F. Sensors
Each sensor is modeled by the sum of the actual variable value and a stochastic noise. The mean value and the variance of the noise are denoted as follows for the various measurements: m w , σ w (wind speed -v w ); m ω r , σ ω r (rotor speed -ω r ); m ω g , σ ω g (generator speed -ω g ); m τ g , σ τ g (generator torque -τ g ); m P g , σ P g (generator power -P g ); m β , σ β (pitch angle -β). Notice that for rotor speed, generator speed, pitch angles, and multiple sensors of the same kind are contained in the wind turbine, and in this simulation model all sensors of the same kind have the same stochastic parameters. 
G. Model Parameters
The parameters used in the benchmark model are listed in the following tables. The wind model parameters can be found in Table II , and the blade and pitch model parameters can be seen in Table III. Table IV shows the drive train model parameters. The generator and converter model parameters can be seen in Table V . The used controller parameters can be found in Table VI . The parameters used in the sensor models are shown in Table VII .
V. TEST SIGNALS DEFINITION
In the test signal definition described in [7] , the defined faults are present at a predefined time. This paper introduces six additional test signal sets; they are formed by time-shifting the occurrence of the faults defined in the original benchmark model. This is done to check that the proposed FDI and FTC schemes are robust toward different points of operation for the faults in question. In this benchmark model setup, a predefined wind speed sequence is used. This wind sequence consists of real measured wind data from a wind park. This wind speed sequence can be seen in Fig. 6 .
In the listing of the possible faults, a subset is chosen for the benchmark test sequence.
The test includes five sensors faults, three actuator faults, and one system fault. In the initial test set (test set 1), faults are presented in the same order as in Table I . The time shift for the different test sets can be seen below.
1) Test set 2: +100 s for all faults.
2) Test set 3: −100 s for all faults. It should be noticed that the schemes described in this paper are only designed based on test series 1.
In the following, test set 1 is defined and the different measurement signals are plotted as well. The fault parameters are chosen such that they result in faults that are of such a size that they influence the wind turbine performance and they are detectable and isolatable. On the other hand, they are chosen small enough so that they should be a challenge to detect and isolate. The actual values were found by trial and error on the benchmark model before it was originally published. One fault parameter has been changed in the original model: the offset on τ g . The orginal value was 2000 Nm, which is now changed to 100 Nm. The change was made in order to make detection and isolation of this fault more challenging. It should be noticed that the contributors of the schemes evaluated in this paper were aware of this parameter change before they finalized their designs.
The fault occurrence scenario is the following.
1) Fault 1: fault type A1, a fixed value on β 1,m1 equal to 5°in the time period from 2000 to 2100 s. 2) Fault 2: fault type A2, a gain factor on β 2,m2 equal to 1.2 in the time period from 2300 to 2400 s. 3) Fault 3: fault type A1, a fixed value on β 3,m1 equal to 10°in the time period from 2600 to 2700 s. 4) Fault 4: fault type A3, a fixed value on ω r,m1 equal to 1.4 rad/s in the time period from 1500 to 1600 s. 5) Fault 5: fault types A4 and A6, gain factors on ω r,m2
and ω g,m1 , respectively, equal to 1.1 and 0.9 in the time period from 1000 to 1100 s. 6) Fault 6: fault type B3, change in the dynamics due to hydraulic pressure drop of the pitch actuator 2; the fault is assumed to be abrupt and it is present in the time period from 2900 to 3000 s. 7) Fault 7: fault type B4, change in the dynamics due to increased air content in the oil on pitch actuator 3. The fault is slowly introduced during 30 s with a constant rate; afterward the fault is active during 40 s, and again decreases during 30 s. The fault begins at 3500 s and ends at 3600 s. 8) Fault 8: fault type B2, an offset on τ g of the value 100 Nm, the fault is active from 3800 to 3900 s. 9) Fault 9: fault type C1, a change in the friction in the drive train active from 4100 to 4300 s. These faults must be detected and handled according to the previously stated requirements. In order to validate the false positive rate of the detection scheme, a set of data simulated on an advanced model of the wind turbine is provided for a fault-free run on the same wind speed sequence.
Plots of some of the relevant states and measurements during this sequence of wind input and defined faults are presented in Figs. 7-14. The power, rotor speed, rotor speed measurements, generator speed measurement, and pitch angle measurements can be seen.
The benchmark model package contains a wind speed sequence, which is a Simulink model with a parameter file. The package can be obtained at [35] .
A. Additional Test Scenarios
It is relevant to test fault detection, isolation, and accommodation with multiple occurring faults. The most challenging situation typically occurs when faults affect interacting subparts of the wind turbine. An example of such a scenario is suggested below. 1) Fault A: fault type A2, a gain factor on β 2,m2 equal to 1.2 in the time period from 2300 to 2600 s. 2) Fault B: fault type B3, change in the dynamics due to hydraulic pressure drop of the pitch actuator 2; the fault is assumed to be abrupt and it is present in the time period from 2305 to 2600 s. 3) Fault C: fault type A1, a fixed value on β 1,m1 equal to 5°in the time period from 2600 to 3000 s. 4) Fault D: fault type B4, change in the dynamics due to increased air content in the oil on pitch actuator 3. The fault is slowly introduced during 30 s with a constant rate; afterward the fault is active during 40 s, and again decreases during 30 s. The fault begins at 2605 s and ends at 3000 s. 5) Fault E: fault type B2, an offset on τ g of the value 100 Nm, the fault is active from 3800 to 4400 s. 6) Fault F: fault types A4 and A6, gain factors on ω r,m2
and ω g,m1 , respectively, equal to 1.1 and 0.9 in the time period from 3805 to 4400 s. 
VI. DESCRIPTION OF FDI SOLUTIONS
In this section, five solutions to the problems given in the wind turbine benchmark model are shortly introduced.
A. Gaussian Kernel Support Vector Machine Solution (GKSV)
This scheme is based on a support vector machine built on a Gaussian kernel, and is presented in [9] . In this design, a vector x of features is defined for each fault, which contains relevant measurements, filtered measurements, or combinations of these. Depending of the fault type, two-four features are used.
Residuals for all of the defined faults are obtained by projecting the feature vectors on the kernel of the support vector machine. Among a number of tested kernels, a Gaussian kernel with different variance values was found to be the best one for all faults. Data with and without faults were used for learning the model for FDI of the specific faults, and, based on this the vectors, kernel (structure and parameters) were found.
B. Estimation-Based Solution (EB)
The general outline of this scheme is that a fault detection estimator is designed to determine the presence of a fault, and an additional bank of N isolation estimators is designed to isolate the faults, where N is the number of faults considered. As described in [12] , it is a preliminary and simplified implementation of the general method given in [39] and [40] . Specifically, the method in [12] is designed on the basis of a linear system model and without the use of an adaptive threshold. The estimators used for FDI are designed on the basis of the provided models including model parameters. Each isolation estimator is designed on the basis of a particular fault scenario under consideration. 
C. Up-Down Counter Solution (UDC)
Up-down counters are used in this solution for decision of FDI based on residuals for each of the faults. The details of the solutions can be found in [10] . The FDI residuals are based on residuals obtained by physical redundancy, parity equations, Kalman filters, and other filters.
There are two major differences between the used up-down counters and straightforward thresholding methods. The first is that the decision to declare a fault involves discrete-time dynamics and is not simply a function of the current value of the residual. The second is that a penalty on the residual exceeding the threshold is introduced in this scheme.
D. Combined Observer and Kalman Filter Solution (COK)
This solution uses a diagnostic-observer-based residual generator for residual generation for the faults in the drive train, in which the wind speed also is considered as a disturbance. Details on this scheme can be found in [8] . 
This diagnostic observer is designed to decouple the disturbance and simultaneously achieve the optimal residual generation with respect to process and sensor noise models. A Kalman-filter-based scheme is designed for two of the subsystems. Generalized likelihood ratio test and cumulative variance index are used for fault decision based on the statistical properties of the residual signals. For the fault isolation purpose, a bank of residual generators based on dual sensor redundancy is designed. The residual bank is used to isolate the sensor faults, and system faults are isolated by a decision table. A compensation strategy for the closed-loop pitch system is used for the FDI system of the pitch sensor faults.
E. General Fault Model Solution (GFM)
This solution is an automatic generated solution for FDI; the details can be seen in [11] . Three main steps in the design of this proposed method are: 1) a large set of potential residual generators are generated; 2) the most suitable residual generators are selected and then constructed by use of the algorithms presented in [41] (the selection is done by means of a greedy selection algorithm); and 3) the diagnostic tests for the selected set of residual generators are designed. A comparison between the estimated probability distributions of residuals is used for diagnostic tests and evaluated with faulty and no-fault data. 
VII. EVALUATION OF SOLUTIONS
In this section, the five solutions presented in Section VI are compared on simulations with all seven test series and for all eight faults. The mean, minimum, and maximum values of fault detection time (T d ), the number of false positive detections (F D ), and missed detections (MD) are computed for the different methods. This means that these variables are computed for a given fault taking all simulations in all test series into account.
The following notation is used: T d denotes the mean value of the detection time; T d denotes the minimum value of the detection time; T d denotes the maximum value of the detection time; F D denotes the mean value of the number of false positive detections; F d denotes the minimum value of the number of false positive detections; F d denotes the maximum value of the number of false positive detections; MD d denotes the mean percentage of missed detection in a test series; MD min denotes the minimum percentage of missed detections in a test series; and MD max denotes the maximum percentage of missed detections in a test series. In case no information on missed detections is provided, no missed detections were present, meaning that all missed detection statistics were zero for the specific method for all test series. The results of the evaluation are shown in Table VIII for faults 1-3, in Table IX for faults 4-6, and in Table X for faults 7 and 8. None of the proposed schemes was designed for detection and isolation of fault 9, so these are not included in the tables.
In general, all schemes only detected fault 8 in test series 1, (which they are designed on). The reason for this is that a change in the occurrence time of this fault will change the ratio between the offset and the requested generator torque, and since the offset is relatively small, this will make it very difficult to detect this fault in the other test series unless the algorithms were designed for these new generator torque reference levels. This also leads to identical missed detection statistics for all schemes for fault 8. Most of the schemes did have problems detecting and isolating fault 2 for the higher test series numbers. The reason for this is that this fault is a gain factor on one of the pitch sensors and the mentioned test series include a low level of pitch values for these series since the wind speed is low. An active FDI scheme would be better for these faults, as proposed in [3] .
In the following, some observations on the performance of the specific schemes are presented. Computational time has not been an evaluation criterion, since the proposed schemes have not been optimized in terms of computational time. Consequently, no comments are given on the computational times for the specific schemes.
GKSV only detects and isolates the sensor faults 1-5. Faults 1, 3, and 4 are detected within the specifications in all test series without any false positive detections. For those faults, the scheme is independent of the time location of the faults and therefore the point of operation at which the faults occurs. This scheme thus provides good robustness toward the changed point of operation of the faults. It should also be noticed here that, even though that the scheme is data driven, system knowledge have been used to select the relevant measurements for the different faults. It is also critical which data is used in the design process, e.g., whether the fault-free data cover the entire operational range, and whether it is actually fault free. In the benchmark case, the general wind speed sequence is the same in all simulations faulty or fault free. The scheme might have encountered difficulties if the test wind speed were to contain values not included in the wind speed sequence used in the design case. It is expected that this method can be applied to the actuator and system faults as well.
EB detects and isolates overall the faults fast for the original test series and slower as the fault time location, and thereby the operational point moves away from the test series 1. A large number of false positive detections are present for some faults. Clearly, the large number of false positive detections could be lowered by a different choice of design parameters. The estimator design requires knowledge of both the model as well as the used estimator technique. It would be necessary to design the estimators for the different points of operation of the faults in order to ensure a constant performance of the scheme.
UDC detects and isolates almost all faults in all test series. Most of the faults were well detected and isolated relatively fast, but with some false positive detection. The tests also showed that this scheme is relatively robust toward the operational point at which the faults occur. Knowledge of the model was used to find the best and simplest suited residual generators for the different faults. The advantage of this is that the detection and isolation scheme is dedicated to specific faults, but, on the other hand, it also requires time and knowledge in the design process to find the best solution. It is expected that the UDC scheme could be returned to lower the number of false positive detections, and this decision rule provides a good balancing between fast detections and avoidance of false positive detections.
COK detects and isolates most of the faults in all test series. This is, however, done slowly and for most of the faults slower than required. The tests did also show a few false positive detections for most of faults. Again, it is a scheme based on a model that requires knowledge of the system, model, used observers, and Kalman filters. It would probably improve the performance of this scheme if it were returned to provide faster detection even though it would increase the number of false positive detections slightly.
GFM detects and isolates all faults (except fault 8) in all test series slowly and with some false positive detections. This scheme performs better than the other schemes, as the operational point of the faults are moving further away from the operational points of test series 1. This indicates a scheme robust toward the point of operation of the faults. The major advantage of this scheme is that it requires a very low level of system knowledge and a simple system model. The detection and isolation scheme is automatically generated based on all possible residuals. It provides a working solution, which, however, is not as good as the other tested solutions when faults occurs close to the values in test series 1, in terms of detection time, etc., The fact that it is performing better as the point of operation of the faults moves away from design point indicates that the generic nature of the design process introduces some robustness in the design, simply because it is not optimally designed.
VIII. CONCLUSION
In this paper, a benchmark model for testing fault detection and fault accommodation schemes in wind turbines was presented. The model simulates the actuator, sensor, and system faults in the pitch actuators, drive train, and converter system. Various kinds of faults were included in this test bench model. Seven different test series were presented with different time locations of the faults, which corresponded to different operating points at which the faults occurred. Five different FDI schemes designed on one of these test series were evaluated on all seven series.
