Solutions of equations of geodesic deviation in three-and four-dimensional spaces are obtained via the inverse scattering transform. It is shown that in the case of three-dimensional space solutions of geodesic deviation equations are reduced to solutions of the well-known Zakharov-Shabat problem. In fourdimensional space system of geodesic deviation equations is associated with a 3 × 3 matrix Schrödinger equation, and dependence on parameters is defined by the nonlinear equations of three-wave interaction.
Introduction
It is well-known that a m × m matrix Schrödinger equation on −∞ < x < ∞ is defined by the following expression [1] :
where L = −(∂ 2 /∂x 2 )I + U (x), I = (δ ij ), U (x) = (u ij (x)) ; i, j = 1, . . . , m, ψ(x, k) = [ψ 1 (x, k), ψ 2 (x, k), . . . , ψ m (x, k)] .
Further, let η i be the components of deviation vector between two infinitesimally nearby geodesic lines. Then the components η i satisfy to the Jacoby equation [2] 
where v i are the components of the tangent vector along a geodesic line γ, R i jkl is the curvature tensor of the metrics
In a special system of coordinates, where axis x j is a geodesic line, equation (1.1) has the following form [2] - [4] In the paper [5] it has been shown that in the case of three-dimensional space with the metrics ds 2 = dx 2 + A(x, y, z)dy 2 + 2B(x, y, z)dydz + C(x, y, z)dz On the other hand, it is known that AKNS-system [6] ∂ψ 1 ∂x + iλψ 1 = q(x, y, z)ψ 2 , ∂ψ 2 ∂x − iλψ 2 = r(x, y, z)ψ 1 (1.6) can be rewritten in the form of a Schrödinger-like equation [1] 
The comparison of the systems (1.7) and (1.5) gives the following conditions on the curvature tensor λ 2 − R In the present paper we consider solutions of the equations (1.4) and (1.10) obtained by the inverse scattering transform. Our consideration is realized on the basis of a Chandrasekhar metrics [7, 8] (the so-called space-time of a sufficiently general structure), which includes as particular cases the static and spherically symmetric solutions (Schwarzschild and Reissner-Nordström metrics), and also stationary and axially symmetric solutions (Kerr and Kerr-Newman metrics) and so on. In section 2 we introduce a three-dimensional analog of the Chandrasekhar metrics, the particular case of which is coincide with the metrics (1.3) . It is shown that in the orthonormal basis, related with this metrics, solutions of the system (1.4) are reduced to the solutions of the Zakharov-Shabat problem [9] . Thus, a dependence of the potential u on parameters y and z is described by the modified Korteweg-de Vries (mKdV) equations. Different particular cases, in which the vector of geodesic deviation η is explicitly expressed via the fundamental solutions (Jost functions) of the Zakharov-Shabat problem, are considered at the end of section 2. In section 3 we introduce a 3 × 3 matrix Schrödinger equation which then is associated with the system of type (1.10). Further, a dependence on parameters is reduced to evolution equations of the well-known problem of three-wave interaction, the explicit solutions of which was obtained by Zakharov and Manakov in 1973 [10, 11, 12] . It is shown that in the case of decay instability and reality of potential matrix, the system of equations of geodesic deviation (1.10) has a wide class of particular solutions.
2 Three-dimensional space
The three-dimensional Chandrasekhar metrics
Let us consider in the three-dimensional space with a signature (−, −, −) a metrics of the following form
where A = 1, 2. ψ, µ A and q A are the functions on variables x 1 , x 2 , x 3 . The orthonormal basis, related with this metrics, is defined by the following covariant and contravariant vectors
2)
From (2.2) and (2.3) it follows that
be the basis 1-forms. It is easy to see that inverse relations for (2.4) have the form
Expressing the exterior derivatives of the forms ω i via the basis 2-forms
For the brevity of exposition let us introduce a derivative of the function f (x 1 , x 2 , x 3 ) on a coordinate x A (A = 1, 2) which we will denote as f :A ,
This operation is the differentiation, since it satisfies to a Leibnitz rule
Using (2.7), we can rewrite the equation (2.6) in the form
In like manner we have
Further, the equations
are called respectively the first and second Cartan structure equations, where the
Owing to absence of torsion (T j = 0) the first Cartan structure equation gives
These equations allow us to define the connection 1-forms ω 
Comparing the equations (2.8) and (2.9) with the equations (2.12) and (2.13), we obtain 
Further, in order to culculate the components of the Riemann tensor from the second Cartan structure equation 20) it is necessary at first to calculate the exterior derivatives of the connection forms (2.19).
Lemma (Chandrasekhar [8] 
(2.23)
Using this lemma, we obtain
Further, from the equations (2.14) and (2.20) we obtain . Finally, we have the following six essential components of the curvature tensor:
Solutions of equations of geodesic deviation in the three-dimensional space
Let us consider a particular case (µ 1 = q 1 = 0) of the metrics (2.1). In this case the metrics (2.1) is coincide with the three-dimensional metrics considered in [5] if suppose A(x, y, z) = − e 2µ2 + q 
It is easy to see that in this orthonormal basis for the components of the curvature tensor we have R
It is well-known that the Riemann tensor R ijkl has the following symmetry properties:
It is easy to show that the symmetry properties (2.43) decrease the number of independent (essential) components of the Riemann tensor from n 4 to n 2 (n 2 − 1)/12, where n is a dimensionality of the space. In the case of threedimensional space we have six independent components of the curvature tensor: R 1212 , R 1213 , R 1223 , R 1313 , R 2313 , R 2323 . Further, using (2.42)-(2.43), we see that in the system (1.4) among the four components of the curvature tensor only three are independent, namely, R Hence it immediately follows that the conditions (1.8) and the system (1.7) are reduced to the form
(2.44)
It is easy to see that the matrix equation (2.45) corresponds to the Zakharov-Shabat system [9] ∂ψ 1 ∂x
Thus, in the orthonormal basis (2.40)-(2.41), related with the metrics (2.1)
, at the condition µ 1 = q 1 = 0 the AKNS-system for the equations of geodesic deviation is reduced to the Zakharov-Shabat system. Moreover, instead the two potentials in AKNS-system we have now only one potential in ZS-system. Let us calculate the independent components of the curvature tensor in the system (1.4) for the metrics (2.1) at the condition µ 1 = q 1 = 0. From (2.33), (2.34) and (2.38) we have
So, in the case of the metrics (2.1) our problem of solving of the equations of geodesic deviation is reduced to the Zakharov-Shabat problem (2.46). It is known that fundamental solutions (Jost functions) of ZS-problem are defined by the following expressions [6, 13, 14] 
(2.51)
These solutions are linearly dependent:
where
Further, the pair of Gel'fand-Levitan-Marchenko integral equations can be derived from (2.52) by means of the Fourier transform:
Analogously, from (2.53) we have the following pair
Thus, the potential u(x) is expressed via the kernels A 1 , A 2 and B 1 , B 2 as follows
(2.59)
In the case of a reflectionless potential (r L (z) = 0) the system of Gel'fand-LevitanMarchenko integral equations may be solved explicitly. In this case we obtain
The system (2.55) is reduced to algebraic equations and the potential u(x) is defined by a following expression
62)
Here κ i are the poles of the transmission coefficient
. Analogous relations take place in the case of system (2.56).
Let us return to the equations of geodesic deviation. From the conditions on the curvature tensor (2.44) it follows that
Substituting the expressions (2.47)-(2.49) into the latter equations, we obtain
Thus, we have the system of differential equations (2.63)-(2.64) as the conditions on the potential u(x). The explicit form of u(x) we will find by means of the inverse scattering problem. Moreover, the potential u(x) depends parametrically on variables y and z. According to widely accepted methods [6, 13, 14] , the dependence on variables y and z may be represented by a nonlinear integrable equation. Indeed, the dependence on y for ψ 1 and ψ 2 from (2.46) may be expressed in general form
The compatibility conditions of (2.65) with (2.46) give (at this point, λ y = 0):
66)
here D x = −A x . Further, let us suppose that A = 3 0 a n λ n , B = 3 0 b n λ n and C = 3 0 c n λ n . Substituting these series into (2.67)-(2.68), we obtain for the coefficients a n , b n and c n the following expressions
In the equations (2.67)-(2.68) the components independing on λ give the evolution equation u y = b 0x + 2a 0 u. Using the obtained above expressions (2.69), we obtain for the coefficients a 0 and b 0 :
Suppose a 2 = 0 and a 3 = 4i we have the modified Korteweg-de Vries equation
Thus, the dependence on parameter y for the potential u is defined by the mKdV equation. Thus, the system (2.65) has a form
Solutions of the modified Korteweg-de Vries equation can be found by the standard procedure [6, 13, 14] . When u → 0 we see that the dependence on y is described by a limiting form of the equations (2.71)
Let us assume that ψ = ψ 1 ψ 2 is proportional to the fundamental solution ϕ
Substituting ψ 1 = f (y)e −iλx into the first equation from (2.72), we obtain f (y) = f (0) exp(−4iλ 3 y). From (2.52) at x → +∞ it follows that Using the dependence on parameter y given by the relations (2.74)-(2.75), we have for (2.62) and (2.57) the following expressions
where R L (λ, 0) = −c 22 (λ)/c 21 (λ). Further, from (2.59) it follows that the potential u(x, y) is expressed by the kernel of Gel'fand-Levitan-Marchenko equations (2.55) as u(x, y) = −2A 2 (x, x, y).
In case of the reflectionless potential (R L (λ, 0) = 0) the integral equations (2.55) are solved explicitly. In this case, the potential u(x, y) is defined by the formula (2.61) with the matrix M of the following form
In the simplest case of the one-soliton solution (N = 1), the matrix M is reduced to a scalar M = i(m 1 /2κ 1 ) exp(−2iκ 1 x). Taking into account the relation (2.76), we see that the matrix M at κ = iλ can be written as
Thus, in case of the one-soliton solution, the potential, defined by the expression (2.61) with the matrix (2.78), is reduced to the form 
we came in the case of the one-soliton solution to the following dependence
Thus, we see that dependence of the potential u on the parameters y and z is given by the mKdV equations (2.70) and (2.81). Let us consider now how the vector of geodesic deviation η may be expressed via the fundamental solutions ϕ ∓ of the Zakharov-Shabat problem (2.46). We will consider here two particular cases of the system (2.63)-(2.64).
ψ = 0
In this case, the coefficients (2.39) of the metrics (1.3) are 
we obtain
in the case m 1 (0) > 0. Thus, using (2.50)-(2.51) and (2.59), we obtain that solutions of the equations of geodesic deviation (1.4) in the case of the metrics (2.83) are expressed via the fundamental solutions of the Zakharov-Shabat problem as follows For example, in the case of the parameter dependence on y and z described by the mKdV equations (2.70) and (2.81) at N = 1 (one-soliton solution) we have the following integral representations
100) 
In this case, the coefficients (2.39) of the metrics (1.3) are
The system (2.63)-(2.64) is reduced to the form
Using the substitution θ = ψ 3 , we obtain from the latter equation and the functions θ and q 2 are related by the equation
In the case of the one-soliton solution, a potential u is defined by the expression (2.82), and the functions θ and q 2 are respectively equal to θ = 3 ln csch(4λx − 16λ 3 y − 16λ 3 z + 2δ), (2.108)
More complicated case µ 2 = 0, ψ = 0 and also multi-soliton solutions will be considered in a separate paper.
3 Four-dimensional space
3 × 3 matrix Schrödinger equation
Let us consider the following linear problem
where ψ ,4 = ∂ ∂x 4 ψ, x 4 = it; ζ is a spectral parameter and ψ is a 3 × 1 matrix (vector) of the form
The 3 × 3 matrices D and N (a potential matrix) are
The system (3.1) may be rewritten (see Appendix) in the following form (3 × 3 matrix Schrödinger equation)
where I is a 3 × 3 unit matrix,
Further, it is easy to see that for the metrics (1.9) the geodesic deviation equation (1.10),
can be rewritten in the form of the 3 × 3 matrix Schrödinger operator
Comparing these equations with equations (3.2), we obtain the following conditions on the curvature tensor: (3.5)
Chandrasekhar metrics
In the 4-dimensional space with a signature (−, −, −, −) the Chandrasekhar metrics is defined by the following expression [8] In the orthonormal basis (3.7)-(3.8) for the metrics (3.6) these components have the form [8] where
Solutions of equations of geodesic deviation in the four-dimensional space
It is easy to see that the Chandrasekhar metrics (3.6) coincides with the metrics (1.9) at µ 4 = q 4 = 0. In this case, the orthonormal basis is reduced to the form e (1)i = (0, −e ψ , q 2 e ψ , q 3 e ψ ), e (2)i = (0, 0, −e µ2 , 0),
It is obvious that in this basis we have R n jkl = −R ijkl , and the components of the curvature tensor (3.11)-(3.16) are Further, let us define now the evolution equations related with the problem (3.1). We consider the following system Decomposing Q in the form
], whence we obtain the system of n(n − 1) equations (see [6] ):
Equations (3.23) may be reduced to the standard system of nonlinear equations of three-wave interaction. Namely, we obtain
24)
where γ 1 γ 2 γ 3 = −1, γ i = ±1 and
In the system (3.24) there is a decay instability (for the waves with positively defined energy) if the sign of one γ n is different from the other, and also there is an explosive instability when γ 1 = γ 2 = γ 3 = −1. Solutions of the system (3.24) was obtained by Zakharov and Manakov in 1973 [10, 11, 12] . They have the form It is obvious that the latter three conditions in (3.30) are equivalent to antisymmetry of the matrix N . Thus, we assume that the potential matrix N is real and antisymmetric. Taking it into account and also the expressions (3.17)-(3.22), we obtain from the conditions on the curvature tensor (3.5) the following system of differential equations: Obviously, this system has a great number of particular cases. For example, let us consider one simplest case. 
