ABSTRACT. For right censored survival data, it is well known that the mean survival time can be consistently estimated when the support of the censoring time contains the support of the survival time. In practice, however, this condition can be easily violated because the follow-up of a study is usually within a finite window. In this article we show that the mean survival time is still estimable from a linear model when the support of some covariate(s) with nonzero coefficient (s) is unbounded regardless of the length of follow-up. This implies that the mean survival time can be well estimated when the covariate range is wide in practice.
Introduction
Estimating mean survival time becomes increasingly important, especially in oncology studies. For example, Zhao et al. (2011) proposed to use patient's mean survival time as the clinical outcome for the evaluation of optimal personalized treatment in lung cancer clinical trials. In some circumstances, the restricted mean survival time has been used to either compare the treatment effects or predict the individual patient's survival outcomes. However, it depends on the choice for the upper limit time T * and it is often difficult to explain the restriction part to clinicians or patients, whereas the unrestricted mean survival time provides an intuitive and straightforward interpretation.
The linear regression model for censored survival data, as an important alternative to the Cox model (Cox, 1972) , has been extensively studied in recent years, see e.g. Ritov (1990) ; Tsiatis (1990) ; Wei et al. (1990) ; Ying (1993) ; Jin et al. (2003) ; Ding & Nan (2011) , among many others. This type of model appeals in many ways (Cox & Oakes, 1984) : it models the failure time directly and thus has a more intuitive interpretation; it may provide more accurate summary of the data when Cox's proportional hazards assumption is violated; and more importantly, it can be used to predict the failure time in a straightforward way.
Obviously, a good mean survival time estimation/prediction requires a good estimator for the intercept parameter in a linear model. The study of such a linear model has primarily focused on the slope parameter estimation. Commonly used estimating methods for slopes include: the Buckley-James method (Buckley & James, 1979 ) that imputes the censored failure time using mean residual given covariates; and the rank-based method (Prentice, 1978; Tsiatis, 1990; Ying, 1993 , among many others) that is derived by using linear rank tests for the right censored data. Ritov (1990) showed that the class of weighted rankbased estimating functions of Tsiatis (1990) is asymptotically equivalent to the class of Buckley-James estimating functions on transformed residuals.
The estimation of intercept parameter when the error distribution is unspecified, however, has not been thoroughly studied mostly due to the finite follow-up time in practice so that the intercept is usually believed to be underestimated. Buckley & James (1979) claimed that in general the intercept can not be consistently estimated. In some of their simulations, however, Heller & Simonoff (1990) and Schneider & Weissfeld (1986) found that the intercept can sometimes be estimated quite well. Without the presence of covariates, using an integration by parts argument with a truncation technique, Susarla & Van Ryzin (1980) showed that when the support of censoring time distribution contains the support of failure time distribution together with appropriate assumptions for the tail probability, the mean failure time estimation based on a Kaplan-Meier type estimator is consistent almost surely under random censoring. Using the reverse martingale approach, Stute & Wang (1993) established more general strong consistency results including the mean failure time estimation. Based on the work of Susarla et al. (1984) and Susarla & Van Ryzin (1980) , Wang et al. (2008) con-jectured that the intercept can be consistently estimated when the supports of some covariates are not restricted to finite intervals. In this article, we confirm such a conjecture by formally establishing the consistency result for the intercept estimator. This result makes the estimation of mean survival time possible under a linear regression model when covariate support is wide in a practical setting.
In a linear model, the intercept estimation is equivalent to the mean failure time estimation on the residual scale if true values of the slope parameters are given. In reality, however, the slope parameters need to be estimated, which dramatically complicates the study of asymptotic properties of the intercept estimation. For the consistency of intercept estimation when slopes are estimated, we are only aware of Lai & Ying (1991) who assumed bounded covariates, bounded support of the failure time distribution and wider support of the censoring time distribution. The latter assumption, however, is often violated in practice due to the nature of limited follow-up time in, for example, most of the human disease studies. Instead of assuming wider support of the censoring time distribution, we consider the setting that the supports of some covariates with nonzero coefficients are not restricted to finite intervals, which requires additional consideration on the slope estimation because its theoretical developments to date have been primarily under the assumption of bounded covariates. The unbounded covariate support is a technical condition, and approximates the practical situation where the ranges of the explanatory covariates are wide.
This article is organized as follows. In Section 2 we present the strong consistency property of an intercept estimator under the assumption of unbounded covariates. In Section 3 we present both in probability and almost sure consistency as well as asymptotic normality results for the Gehan-weighted rank based slope estimators without assuming bounded covariates. In Section 4 we conduct simulation studies by varying the covariate support and the truncation time under different error distributions with different sample sizes. We also compare the failure time prediction performance with the Cox model under the standard extreme value error distribution for which both models fit the data correctly. In Section 5 we provide an application to the Mayo primary biliary cirrhosis (PBC) study for illustration. We provide some concluding remarks in Section 6. Proofs of the technical results rely on modern empirical process theory and are deferred to Section 7.
Intercept estimation
Consider the linear regression model:
where ζ i , i = 1, . . . , n, are independent and identically distributed (i.i.d.) with zero mean. The response variable T i for the ith subject is the failure time (possibly transformed by a known monotone function). When T i is subject to right censoring, we only observe
soring time (possibly transformed by the same function that yields T i ), and
Here we assume that (X i , C i ), i = 1, . . . , n, are i.i.d. and independent of ζ i .
Throughout the sequel we consider one-dimensional β 0 just for notational simplicity. All the results in this article hold for multiple-dimensional β 0 . Denote the parameter space for β by B, an arbitrary subset of the real line. For any β ∈ B
we denote
Here, e β,i are the failure times in the residual scale with β 0 replaced by β, ǫ β,i are the corresponding observed times in the residual scale for a fixed β, and e 0,i are the error terms that have absorbed the intercept in model (2.1). We use F and G to denote the distribution functions of e 0,i and C i , and f and g to denote their density functions, respectively. Now we adopt the empirical process notation of van der Vaart & Wellner (1996) . In particular, for a function f of a random variable U that follows distribution P , we denote
and refer all the details to the reference. Set ǫ β = Y − βX and ǫ 0 = Y − β 0 X.
, if the slope β 0 is known, then a natural estimator of α 0 is given byα
whereF n (t) is the Kaplan-Meier estimator of the distribution function F (t) of e 0 = T − β 0 X. In a regression setting, however, β 0 is unknown and hence needs to be estimated. Letβ n be an estimator of β 0 , a direct extension of (2.4) yields the estimator of interest:α
whereF n,β (t) is the Kaplan-Meier estimator of the distribution function F β (t) of e β = T − βX, which is given bŷ
Note that the above estimator does not automatically provide a consistent estimator of F β (t) because T − βX and C − βX are not independent except when β = β 0 . We will follow the method of Lai & Ying (1991) to show thatF n,βn (t) converges to F (t) whenβ n converges to β 0 with certain polynomial rate. Susarla et al. (1984) showed that the aboveα n,βn is identical to the BuckleyJames estimator of α 0 for a fixedβ n . When there is no covariates (equivalently β 0 = 0) or β 0 is given, Stute & Wang (1993) and Susarla & Van Ryzin (1980) studied the asymptotic properties of the mean survival time estimator (2.4).
They provided the following key sufficient condition
for the consistency of (2.4). Now we replace β 0 by its estimatorβ n and want to show the consistency of (2.5). The proof of Stute & Wang (1993) for the consistence of the mean survival time estimation makes use of the martingale theory that cannot be directly adopted here due to the dependence between T − βX and C − βX when β = β 0 . We shall use the empirical process theory as well as the properties of stochastic integrals with censored data in Lai & Ying (1988) together with the delicate controlling of the tail fluctuations used by Lai & Ying (1991) and Ying (1993) to show the desirable result.
First, we introduce the following regularity conditions:
Condition 1. The covariates X i are i.i.d. random variables with a finite second moment.
Condition 2. The error e 0 's density f and its derivativeḟ are bounded and
Condition 3. The conditional density of C given X is uniformly bounded for all possible values of X, i.e., sup x∈X , t∈C
where X and C denote the support of X and C, respectively.
Condition 4.
The error e 0 has a finite second moment, i.e., Ee 2 0 < ∞.
Condition 1 is different to the common assumption of bounded covariates in Lai & Ying (1991) ; Tsiatis (1990); Ying (1993) , and many others. Here we only assume finite second moment. Hence, even with a short follow-up time, the support of the censoring time in the residual scale can be extended to infinity provided that the support of X is the real line and β 0 = 0, which yields that the supports of e 0 and C − β 0 X are equivalent and thus the sufficient condition (2.7)
is satisfied. This requirement is for theoretical justification, whereas in practice, wide support for X works reasonably well. Condition 2 is exactly the same as Condition 2 in Ying (1993) . Condition 3 implies Condition 3 in Ying (1993) as well as Condition (3.5) in Lai & Ying (1991) . Condition 4 implies Condition 4
in Ying (1993) where θ 0 = 2.
In the following Theorems 2.1 and 2.2, we omit the constants in front of the rate expressions to further simplify the notation.
Theorem 2.1. Suppose Conditions 1-3 hold, and define
8)
where h (0) (β, u) and h (1) (β, u) are given in (2.2) and (2.3), respectively. Then for every ε > 0, with probability 1 we have
whereF n,β (t) is given in (2.6). Consequently, for every 0 < ε ≤ 1 8 , with probability 1 we have
Introduced by Lai & Ying (1991) , F (β, t) defined in (2.8) is an important intermediate quantity. On the one hand, it is the limit of the Kaplan-Meier estimatorF n,β (t) for a fixed β; on the other hand, it equals to F (t), the true distribution function of e 0 , when β is replaced by the true slope β 0 in (2.8). The biggest difference between the above Theorem 2.1 and Lemma 2 of Lai & Ying (1991) is that we do not require bounded covariate support.
Theorem 2.2. Suppose Conditions 1-4 hold, and additionally assume β 0 = 0 and that the support of X is the whole real line, i.e., f X (x) > 0 for all −∞ < x < ∞.
(2.12) and letF n,β (t) = 1 for t > T n . Then for every 0 < ε ≤ 1 8 , with probability 1 we have
It is clearly seen from Theorem 2.2 thatα n,βn given in (2.5) is a consistent estimator of the intercept α 0 whenβ n is consistent with a polynomial convergence rate. This requires a good estimator of the slope parameter β 0 = 0 under Conditions 1-4 as well as the assumption of unbounded support for X. In the next section we show that such an estimator can be obtained by the Gehan-weighted rank based estimating method.
3 Slope estimation with unbounded covariate support
Then the general rank-based estimating function of Tsiatis (1990) is given by
where ω n (β, s) is a weight function and H
(1)
2), which yields the following estimating function
It is well-known that the above estimating function is a discrete (Kalbfleisch & Prentice, 2002 ) and monotone function (Fygenson & Ritov, 1994) of β, and can be solved by linear programming (Jin et al., 2003; Lin et al., 1998) or by a Newton-type algorithm (Yu & Nan, 2006) .
Convergence in probability and asymptotic normality
The reason of assuming bounded covariates and/or truncated residual time in the current literature is to bound the denominator H
( 1) n (β, ǫ β ) in (3.2) away from zero. Such an issue disappears in (3.3) when the Gehan weight function is used.
Without concerning bounding the denominator away from zero, we can follow the same proofs in Nan et al. (2009) to obtain the following results. Details are thus omitted here, but referred to Ding (2010) .
(1) The approximate rootβ n satisfying
is a consistent estimator of β 0 .
(2) Suppose that Ψ β, h (1) (β, ·), h (2) (β, ·) is differentiable with bounded and continuous derivativeΨ β β, h (1) (β, ·), h (2) (β, ·) in a neighborhood of β 0 , and
we have that n 1/2 (β n −β 0 ) is asymptotically normal with the following asymptotic
where
The above Proposition 3.1 implies that |β n − β 0 | = O p (n −3ε ) for any 0 < ε ≤ 1 8 with probability approaching 1. Hence we have thatα n,βn converges to α 0 in probability by Theorem 2.2.
Almost sure convergence with polynomial rate
Following Theorem 5 in Ying (1993) , the almost sure consistency of the Gehanweighted rank based slope estimatorβ n with a polynomial rate can also be achieved under the unbounded covariate support assumption, which leads to the strong convergence of the intercept estimatorα n,βn from Theorem 2.2.
Proposition 3.2. Suppose all the assumptions in Theorem 2.2 hold, and additionally we assume that the tail probability of X satisfies
for some constants M > 0, |θ| < ∞, η > 0, and γ > 0. Then with probability 1 the estimatorβ n satisfying Ψ n β n , H
n (β n , ·) = o(n −1/2 ) converges to β 0 with a polynomial rate, i.e., |β n − β 0 | = o(n −1/2+ε ) almost surely for every
The exponential tail probability bound (3.5) implies Condition 1 in Ying (1993) , which is max i≤n |X i | = o(n ε ) almost surely for every ε > 0. This is because for every t > 0, we have
where the last inequality holds due to the fact that (1−s) n ≥ 1−ns for 0 ≤ s ≤ 1.
Therefore, for every fixed t > 0 and ε > 0,
Then by the Borel-Cantelli lemma, P (lim n→∞ n −ε max i≤n |X i | = 0) = 1, i.e., max i≤n |X i | = o(n ε ) almost surely. As we mentioned earlier, our Conditions 2-4
imply Conditions 2-4 in Ying (1993) . Furthermore, Ying (1993) The detailed argument is thus omitted. The exponential tail probability condition holds for many commonly used distributions, for example, normal, weibull, and extreme value distributions.
Simulations 4.1 Intercept estimation
We conduct extensive simulations to investigate the finite sample performance of the intercept estimation under different scenarios. Failure times are generated from the following model
This is a submodel of Jin et al. ζ ∼ t(0, df = 30). In each scenario, X 1 is Bernoulli with p = 0.5 and X 2 is continuous. We investigate three different distributions of X 2 : (1) X 2 ∼ N (0, 1);
(2) X 2 ∼ U (−2, 2); and (3) X 2 ∼ U (−0.5, 0). The censoring distribution is C ∼ U (0, 5) ∧ τ , here τ is a truncation time that reflects the length of follow-up time. We choose τ = 1.5 and τ = 4 to yield censoring rate ranges (76%, 88%) and (45%, 52%), respectively. We simulate 1000 runs for each setting, and report the simulation results in Table 1 for two different sample sizes: 100 and 400.
The first covariate setting corresponds to the unbounded covariate support.
It is clearly seen that the bias of the intercept estimator is minimal even with the shorter truncation time τ = 1.5 for all error distributions. The bias is also very small in the second covariate setting, where the support of X 2 is bounded, but wide. The bias becomes noticeable when the support of X 2 gets narrower in the third setting with truncation time τ = 1.5. With the longer truncation time τ = 4, which is close to the setting of Lai & Ying (1991) who assumed wider censoring time support, the bias of the intercept estimator is negligible for all error distributions and covariate supports. The bias for the slope estimators is minimal for most of the simulation settings except for the binary covariate X 1 under the third setting (X 2 ∼ U (−0.5, 0)) with Normal and Gumbel errors when the follow-up time is short. This is possibly because when the censoring rate is very high (≥ 85%), the probability to observe a non-zero value of X 1 under the uncensored case is very small (about 7.5% or less), therefore the estimation for β 1 did not perform well in this case.
For the shorter follow-up setting with τ = 1.5, Figure 1 displays the KaplanMeier curves of the estimated residual survival time T i −β n,1 X i,1 −β n,2 X i,2 under five error distributions, where each curve is obtained from a sample with size n = 400. From left to right, the three panels correspond to X 2 ∼ N (0, 1), X 2 ∼ U (−2, 2), and X 2 ∼ U (−0.5, 0), respectively. It is clearly seen that whenever the survival curve is close to zero at the right tail, the corresponding intercept estimator in Table 1 has minimal bias. We notice from our intensive simulations that a satisfactory intercept estimator (bias < 5%) can be obtained when the right tail of the Kaplan-Meier curve goes below 0.15. This provides a practical Err. Cen. n = 100 n = 400 dist rate 
Failure time prediction
We also compare the survival time prediction accuracy of the linear model with the Cox model via simulations. In order to have a fair comparison, we generate data from the following model:
where e 0 follows the standard extreme value distribution with F (t) = 1 − e −e t .
It is well known that such a model setting fits both the linear regression model and the Cox model. In model (4.1), we have α 0 = Ee 0 = −γ and β 1 = 1, where γ is the Euler constant. Note that we only use a single covariate for illustrative purpose.
We generate censoring time from C ∼ U (−3, 3) ∧ τ , where τ is a fixed truncation time taking different values in order to generate different censoring rates. As in the first simulation study, covariate X is generated from three distributions: N (0, 1), U (−2, 2) and U (−1, 1) to represent three scenarios of the covariate support (unbounded; bounded but wide; bounded but narrow). For each simulation setting, two independent data sets of equal size are generated, namely the training set and the test set, at each simulation run. Both the linear model and the Cox model are fitted using the training set, and survival times are predicted for the test set using the fitted models.
For the linear model, the predicted survival time for subject i in the test set with covariate X * i is calculated asT LR i =Ê(T i |X * i ) =α n +β LR n X * i , wherê β LR n is solved by the Gehan-weighted rank based estimating equation andα n is estimated from (2.5). For the Cox model, the predicted survival time is calculated Table 2 . For each scenario, we calculate the relative prediction accuracy to the case without censoring, i.e., the ratio of the empirical mean M SE p under no censoring to that under each corresponding censored case, in addition to reporting the empirical mean of M SE p (given in parentheses). Note that τ ≥ 3 implies no truncation. The M SE p obtained from ordinary least squares (OLS) is also listed for each no-censoring scenario.
From Table 2 we see that the linear model is much less sensitive to the truncation time, especially for wide covariate support, e.g., X ∼ N (0, 1) and Table 2 ).
A real data example
We consider the well-known Mayo primary biliary cirrhosis (PBC) study as an illustrative example (Fleming & Harrington, 1991, app. D.1) . The data contain information about the survival time and prognostic factors for 418 patients. Jin et al. (2003) and Jin et al. (2006) fitted the accelerated failure time model with five covariates, namely age, log(albumin), log(bilirubin), edema, and log(protime). They estimated slope parameters for those covariates using rankbased and least squares methods. We consider the same model. The slope parameters are estimated by Gehan weighted rank based approach and the intercept estimator is obtained by (2.5). The estimated coefficients for the five prognos- Figure 3a) , which indicates a valid intercept estimation from (2.5) for the PBC data.
We then perform the leave-one-out cross-validation to check the prediction performance of the model. Figure 3b shows the predicted survival time against the observed time in the logarithm scale. The circles correspond to the patients who failed and the triangles correspond to the patients who were censored. The figure suggests that the accelerated failure time model provides a reasonable prediction of the survival time for this dataset with most of the censored subjects having predicted survival times above the 45-degree line, except for a few subjects who might be outliers. For example, subject 87 (circled in Figure 3b ) was a 37 year old woman with quite good prognostic status: no edema, good albumin (4.4), low bilirubin (1.1) and moderate protime (10.7). Yet she survived for no longer than roughly half a year. Subject 293, on the other hand, was a 57 year old woman with poor prognostic status. In spite of low albumin (2.98), high bilirubin (8.5) and protime (12.3), and edema resistent to diuretics, she remains alive after more than 3.5 years. This same subject was also detected as an outlier in the residual plot for the covariate edema from a Cox model for the same data (Fleming & Harrington, 1991, p. 184) .
Concluding remarks
In practice, the mean survival time can be well estimated when the follow-up time is long or the covariate range is wide (even with a short follow-up time). residual patterns would be, see e.g. Lin et al. (1996 Lin et al. ( , 1993 .
Bias and variance trade-off plays an important role in assessing prediction errors, which requires knowing the asymptotic joint distribution of both the intercept and slope parameter estimators. We do not pursue it here. We also want to point out that any prediction beyond the follow-up time needs to be interpreted cautiously because it lacks empirical verification without obtaining new data with extended follow-up.
The asymptotic distribution of the intercept estimator is still unknown. However, a trimmed mean can be estimated at n 1/2 -rate with an asymptotically normal distribution. We refer to Ding (2010) for details.
Proofs of technical results
We prove Theorems 2.1-2.2 in this section. Firstly, we provide several lemmas that will be used in the proofs.
Technical lemmas
Lemma 7.1. For every ε > 0, with probability 1 we have
n (β, s) and h (k) (β, s), k = 0, 1, are defined in (2.2) and (2.3) respectively.
Proof. We apply the empirical process theory to prove this result. Since the class of indicator functions of half spaces is a VC-class, see e.g. Exercise 9 on page 151 and Exercise 14 on page 152 in van der Vaart & Wellner (1996) , and thus a Donsker class, the sets of functions F 0 = {1(ǫ β ≤ s, ∆ = 1)}={∆1(ǫ β ≤ s)} and F 1 = {1(ǫ β ≥ s)} are both Donsker classes. LetF k be the closure of F k ,
n (β, s) and h (k) (β, s) are in the convex hull of F k , k = 0, 1, and thus belong to Donsker classes (see e.g. Theorems 2.10.2 and 2.10.3 in van der Vaart & Wellner (1996) ). Hence by their Theorem 2.6.7 and Theorem 2.14.9, it follows that for every t > 0,
where M > 0 is a constant and V = 2V (F) − 2 with V (F) being the index of the VC-class F, which is 4 in this case for one-dimensional β 0 , hence V = 6. When β 0 ∈ R d for a fixed d, the index of the VC-class is V (F) = d + 3 and the following argument still holds. Then for any ε > 0, let
Since t V ≤ e 1.5t 2 for large enough t > 0 and a fixed V > 0, then
By the Borel-Cantelli lemma we have P lim n→∞ A n,ε = 0 = 1. We then have obtained the desired result.
Lemma 7.2. Assume Conditions 1-3 hold, then for every ε ≥ 0 we have
where h (k) (β, s), k = 0, 1 and 2, are defined in (2.2), (2.3) and (3.1) respectively.
Proof. Since e 0 = T − β 0 X is independent of (X, C), the joint density function of (T, C, X) can then be decomposed as
where f is the density of e 0 . So
Then the joint density function of (Y, ∆, X) follows
For h (0) (β, s), the joint sub-density function of (Y, ∆ = 1, X) can be written
Then for any β, β ′ ∈ B and −∞ < s < ∞, by the mean value theorem, there exists a valueβ between β and β ′ such that
where the second inequality holds for some finite constant C 1 ≥ 1 such that g C|X (·|X = x) ≤ C 1 uniformly, which is guaranteed by Condition 3; and the third inequality holds by Condition 2 and the following Cauchy-Schwartz inequality
for a constant C 2 < ∞. Therefore, by Condition 1 that X has a finite second moment and thus a finite first moment, it follows that
Moreover, for any β ∈ B and −∞ < s, s ′ < ∞, we have
where C 3 is a constant such that f (·) ≤ C 3 , which is guaranteed by Condition 2.
Hence, for any β, β ′ ∈ B and −∞ < s, s ′ < ∞, it follows that
For h (1) (β, s), it is easy to obtain that
where C 1 and C 3 are defined before.
Moreover, for any β ∈ B and −∞ < s, s ′ < ∞, by the mean value theorem, there exists a values between s and s ′ such that
Hence, for any ε > 0, we have
Finally for h (2) (β, s), by using the similar argument to that for h (1) (β, s), we can easily obtain that
Thus, we have proved Lemma 7.2.
Lemma 7.3. Let U n (β, s) be random variables for which there exist non-random Borel functions u n (β, s) such that for every ε > 0,
(A2) U n (β, s) has a bounded variation in s uniformly on B, that is,
Then under Conditions 1-3, for every 0 < ε ≤ 1/2, with probability 1 we have
Proof. By the triangle inequality and integration by parts, we have
Then it is easy to see that each term on the right hand side of the above inequality is o(n −1/2+ε ) almost surely under (A1)-(A3) and Lemma 7.1.
Proof of Theorem 2.1
By the first order Taylor expansion of function log(1 − x), for large n we havê
Then by the mean value theorem and the fact that e x ≤ 1 for any x ≤ 0, it follows that
Under the condition H
So in order to show (2.9), we only need to show
almost surely. Now we defineT n = sup{t : β ∈ B, H
n (β, t) ≥ n −ε }, and let
n (β,T n ), if t >T n .
ThenH
(1) n (β, t) ≥ n −ε for all β ∈ B and −∞ < t < ∞. Defineh (1) (β, t) similarly asH
(1) n (β, t) and apply Lemma 7.3 to U n (β, u) = n −2ε {H (1) n (β, u)} −1 and u n (β, u) = n −2ε {h (1) (β, u)} −1 , we obtain (7.1) and thus (2.9) holds.
We now show (2.10). Notice that F (t) = F (β 0 , t), then under the restriction {|β − β 0 | ≤ n −3ε , h (1) (β, t) ≥ n −ε }, by the mean value theorem we obtain |F (β, ≤ n ε sup{|h (0) (β 0 , t) − h (0) (β, t)|} + n 2ε h (0) (β 0 , t) sup{|h (1) (β 0 , t) − h (1) (β, t)|}
where the third inequality holds because for any u ≤ t, {h (1) (β, u)} −1 ≤ {h (1) (β, t)} −1 ≤ n ε , and the last equality holds because h (0) (β 0 , t) ≤ 1 and sup{|h (k) (β, t) − h (k) (β 0 , t)|} = O(|β − β 0 |), k = 0, 1, by Lemma 7.2. Thus (2.10) holds. Finally, (2.11) can be easily obtained by applying the triangle inequality to (2.9) and (2.10) together with Lemma 7.1 provided that − 1 2 + 3ε ≤ −ε, i.e., 0 < ε ≤ 1 8 .
Proof of Theorem 2.2
Notice that
We thus have (t + (β − β 0 )x)Ḡ C|X (t + βx|X = x)f X (x) dx.
Moreover, since H
n (β, t) → h (1) (β, t) almost surely as n → ∞, then with n sufficiently large, we have H (1) n (β, t) > 0 almost surely for any β = 0 and t ∈ (−∞, ∞). Hence T n → ∞ almost surely as n → ∞, where T n = sup t :
n (β, t) ≥ n −ε , |β − β 0 | ≤ n −3ε , as defined in (2.12).
Then at β = β 0 , by the independence of e 0 and C − β 0 X and the Markov's inequality, it follows that h (1) (β 0 , T n ) = P {1(e 0 ≥ T n )} · P {1(C − β 0 X ≥ T n )} ≤ P {1(e 0 ≥ T n )} ≤ Ee 2 0 T 2 n .
Since H
n (β 0 , T n ) ≥ n −ε implies h (1) (β 0 , T n ) ≥ n −ε , together with Condition 4 that Ee 2 0 < ∞, we have T 2 n ≤ Ee 2 0 {h (1) (β 0 , T n )} −1 ≤ O(n ε ), i.e., T n ≤ O(n ε/2 ). This implies that T n → ∞ in a rate no faster than n ε/2 .
Since the Kaplan-Meier estimatorF n,β (t) is set to 1 for t > T n , equation almost surely. We now have proved Theorem 2.2.
