Abstract
Introduction
In recent years, with the development of technology and the need for social security, face detection has been one of the hottest research topics in the field of pattern recognition, image processing, machine vision, and etc. The human face is a dynamic object and has a high degree of variability in its appearance. Although human eye can easily distinguish the face image, this task is not easy for a computer. There are many difficulties, mainly in the complexity of human face and environments, such as scale, in-plane rotation, pose, facial expressions, occlusion (glasses, beard) and etc. All these factors would affect the performance of face detection method greatly. Therefore, face detection technology is still a challenging topic [1] [2] .
There are four types of face detection methods: 1) knowledge based methods; 2) invariant feature based methods; 3) template matching based methods; 4) machine learning based methods [2] . Earlier efforts mainly focused on appearance or template matching. However, the detection performance of these methods is very unstable, because they need a lot of preconditions, such as plain background, frontal face and etc. Any change of image conditions would affect performance. Therefore, in order to get better detection performance, many new robust algorithms have been proposed. Sakai [3] used the edge features to describe the facial feature. In reference [4] , the contour edges of the eyes and mouth are used to match the face, because the color of eyebrow, pupil and lip is usually deeper than that of surrounding area. Similarly, by finding the darker facial region in a face candidate to detect the human face, Wong proposed another face detection method [5] . In addition, Oliver got a skin color model by Gaussian distribution, then compared the pixels from an input image with the skin color model by computing the Mahalanobis distance to detect suspected face regions [6] .
In this paper, we will focus more attention on the machine learning based methods, mainly because of this kind of classification algorithm is more robust. Reasonable choice of training samples and features, combined with the rational structure of the classification algorithm, can overcome many unfavorable conditions, such as background diversity, light diversity. Using machine learning based methods is a mainstream of face detection in recent years. Commonly used classifiers include support vector machine (SVM), various types of neural network (NN) as well as other statistical learning classifier (e.g. Adaboost) and so on. Osuna [7] proposed a method to use the SVM approach to train positive and negative samples, and got a classifier to detect the human face. Ahonen [8] described face with LBP features and then used the Adaboost approach to train the face classifier to get a better identification. Viola and Jones [9] proposed the concept of integral image to count Haar features and trained a cascade boosting classifier, which was a stronger classifier built by a series of weak classifiers, to detect face. This method can detect faces in images successfully. Although these detection algorithms can detect human faces, their robustness is not good enough on occasions of light conditions changes, head rotation, occlusion, and etc. Therefore, they have a high false alarm rate.
In order to improve the correct detection rate, algorithms fused with two or multiple features have been proposed. In reference [10] , a classifier based on Haar features is trained to achieve coarse detection of face region, then a classifier based on the LBP feature is used to obtain accurate face region. Since it requires training two classifiers, this method is too time-consuming. In reference [11] , authors converted the training image into LBP image, and extracted Haar features from the LBP image and then got a classifier by Adaboost approach. Although these two features can be incorporated into a feature set, the discernment of Haar features become weak after been extracted from LBP image.
To overcome the above-mentioned shortcomings, we propose a new method. Firstly, the Haar features of the training image are extracted, and then the training image is divided into small blocks to extract LBP features. Secondly, the Haar and LBP features are combined together, so the feature set has both gray features and a certain of texture features. In this way, we can ensure the classification capability of Haar features, and at the same time shorten the detection time by reducing the dimension of LBP features. Finally, we train the fused features according to the method of Viola and Jones [9, 12] and get a classifier for face detection.
The organization of the paper is as follows. In Section 2, background information is introduced. The proposed method for face detection is presented in Section 3. Then we show experimental results in Section 4, which is followed by conclusions in Section 5.
Related works

Face detection based on Haar features
In 2001, Viola and Jones presented a method of face detection based on Haar feature, which was calculated in scaled analysis windows [9, 12] . When training or testing a face image, it needs to extract a large number of simple features. The feature herein is a vector comprises rectangles, namely Haar feature. The rectangular Haar features are sensitive to edges, bars and other similar structures in images. Since they can only describe a specific directional (such as horizontal, vertical, diagonal) structure, they are relative rough. . Using the following pair of recurrences, the integral image can be computed in one pass over the original image [9] .
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Face detection based on LBP features
Ojala proposed the LBP feature in 1996, which is not sensitive to light and is a good descriptor for local image texture features [13] . The LBP operator is non-parametric, and describes the image's local spatial structure. Its basic idea is taking the center pixel gray value as a threshold, and comparing it with its neighborhood to get the binary code to describe the local texture characteristics [13] [14] [15] .
The original LBP descriptor is limited to a 3*3 pixel windows, it only covers a small area within a fixed radius and thus limits its descriptive ability. In order to extract the texture features of large-size structure, Ojala and his colleagues modified the original LBP descriptor by extending the 3*3 neighborhood to any size neighborhood, and using circular neighborhood instead of square neighborhood. When dealing with each pixel, in order to describe its gray value more accurately, the bilinear interpolation method is introduced, and it can compute the gray value of the points with its four adjacent pixels' gray value.
Study on the definition of LBP, we find LBP can produce 2 P kinds of different outputs (P is the number of neighborhood pixels). LBP descriptor with rotation invariant has been proposed. Continuously rotating circular neighborhood, we can get a serials of initial definitions of the LBP value, then choose the minimum one as the value of the neighborhood LBP. Three different LBP operators are given in Fig. 2 .
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with three different circularly symmetric neighbor sets, where subscript P and R stand for the number of samples and the sampling radius, respectively.
Although LBP operator has rotation invariance, it does not have strong classification capability in practical applications. In order to enhance its classification ability, one approach is to use the uniform patterns to represent the statistically most common LBP codes. This mode can be regarded as the basic property of the texture, because it contains most of the texture patterns, sometimes up to 90%.
Face detection algorithm based on Haar and LBP features
In our proposed face detection method, the Haar features of the training image is extracted firstly, and then the training image is divided into small blocks, and the LBP features are extracted from each block.
Subsequently, the Haar and LBP features are combined together to take full advantage of them. By this combination, we can maintain the classification capability of Haar features, and shorten the detection time by reducing the dimension of LBP features.
Finally, the fused features are trained according to the method proposed by Viola and Jones [9, 12] , and a classifier for face detection is obtained. The basic scheme is shown in the followed Fig. 3 . 
Extraction of Haar features
In this paper, we select five types of simple features, as shown in Fig. 4 . So far as extracting Haar feature is concerned, we follow the feature extraction algorithms in literature [9, 12] , and use the integral image to calculate the Haar features. Rectangular features are only related to the characteristics of integral image, and have no relation with image coordinates. Furthermore, the computation of the characteristics comprises simple addition and subtraction, and the computation cost is constant in spite of the size of rectangular features. Therefore, introducing of integral image greatly improves the detection speed.
Extraction of LBP features
In this paper, we use the uniform pattern of LBP operator, which can not only describe local features accurately, but also reduce the feature dimension and accelerate the detection speed. Ojala's experiments [13] showed that when using the LBP operator with the scale of (8,2), the number of extracted features with uniform pattern is 58, which accounted for 23% of the total number of features, but they can depict 85.2% of the texture features. Therefore, in our experiment, we choose to use the uniform LBP operator with the scale of (8, 2) .
To be specific, sample image is firstly divided into n*n pixel sub-regions, and each sub-region does not overlap. Then we calculate each point's LBP value of each sub-region. After getting the histogram of each sub-region, we connect them together and obtain the image's LBP description. This histogram includes local characteristics in three different levels: pixel, sub-region and the whole image [16] [17] [18] . In this paper, we divide the images into 2*2 blocks as shown in Fig. 5 . From each block, we can extract 59 dimensional features, a total of 944 characteristics. 
Features fusion
Our fusion method is inspired by Zhang's paper [19] . They mainly investigate some methods at feature level, including naive combination, Multiple Kernel Learning and Boosting methods. They present a boosted feature selection and fusion scheme for part based object detector. Because the number of features is large, so when select the fusion scheme, we try to avoid the complexity of the integration method. We take a relative simple method from the above three combination schemes, i.e., naive combination. In reference [19] , they extracted the Histograms of Oriented Gradients (HOG) feature firstly, and then selected four fixed areas in the training image to extract the LBP feature respectively. At last, HOG feature and LBP feature are emerged into one. Our paper takes a similar pattern with two differences. The first one is that we use Haar feature instead of HOG feature. The second one is that the training image is divided into four regions of the same size. The process of feature fusion is illustrated in Fig. 6 . For clarity, we use the histogram to represent the two features in this diagram. The size of training sample is 20*20 pixels, and about 78460 Haar features are extracted from each image. In addition, we divide the image into four blocks, and extract 59 dimensional features from each block, a total of 944 features. After the merger of these two kind features, we can get more than 79900 features, which include both rectangular features and texture features. Then we use the Adaboost algorithm to train the feature and get a final classifier.
Experimental results
In order to evaluate the performance of the proposed method, we use the MIT database, which consists of 7087 samples including 2706 face samples and 4381 non-face samples. The sample's size is 20*20 pixels. We use all face samples as positive samples and all non-face samples as negative samples for training. Due to the sample database take the side face and negative face and obscured face as non-face samples, the strong classifier that trained according to this sample database is only sensitive to frontal face.
We did a test in the MIT standard test set. Firstly, we selected 200 face images in the test set, and then randomly selected 40, 80, 120, 160, 200 images to test the performance of these three methods. The results show that these three algorithms can achieve better detection rate as shown in Fig. 7 . From the curve we can see, the correct detection rates of all these three methods are more than 95%, and our proposed method has the best performance. During the test, we found the performance of Haar feature based method is not good when the face image is relative dim. In contrast, the LBP feature based method can achieve a higher detection rate, as shown in Fig. 8 . Our algorithm, using the advantages of LBP feature and Haar features, can adapt well to the light changes. In order to validate the effectiveness of the proposed method, we download some images containing faces with various scenes and light intensity as test images. In the testing process, we adjust the image size to 512*512 for larger image.
Test images are divided into two sets of test samples. In Set I, there are 10 images with one face and 12 images with two faces, so the total number of face is 34. Background of these images is simple. Set II includes 28 images with three or more faces, and the total number of face is 211. Images in Set II have more complex background.
For comparison, we test three algorithms, i.e., detection methods based on Haar feature, LBP feature, and the fused Haar and LBP features, respectively. Experimental results are given in Table 1 .
Table 1. Experimental results
As shown in Table 1 , these three algorithms can achieve high correct detection rate for images in set I, because their backgrounds are relative simple and the facial feature is clearer. However, compared to the other two algorithms, the LBP based method has higher false detection rate.
For set II whose images have more complex background, the performances of the first two original detection algorithms are not good enough. Especially, the algorithm based on the LBP features has a high false detection rate. Obviously, by integration of Haar and LBP features, we can achieve an outstanding correct detection rate on these two test sets, and the false detection rate is significantly reduced. Therefore, face detection algorithm based on fusion features outperforms those based on single feature. Some of these test results are shown in Fig. 9 .
Conclusion
This research presents a new method for face detection in images. To verify the effectiveness of the proposed method, we carried out a serial of detailed experiments on a difficult face detection dataset, which includes faces under a very wide range of conditions. The highest correct recognition rate we Face Detection Algorithm Based on Haar and Local Binary Pattern Features Lili Lin, Xiangbiao Li, Wenhui Zhou can achieve is up to 95.75%. Furthermore, the shorter detection time of our method is guaranteed by reducing the dimension of LBP. In a word, we have demonstrated that a fusion of Haar feature and LBP feature can be used to achieve fast classification, high detection rate, and very low false positive rates.
