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A B S T R A C T
This thesis presents a study of some topics and problems of graph 
theory that are related to partial orders. It is an attempt to 
develop and utilise the links between score sequences of oriented 
graphs, different types of partial orders, and combinatorial aspects 
of finite topologies.
In the first chapter Landau's concept of the score structure of a 
tournament is extended to that of the score sequence of an oriented 
graph, and the condition is given for an arbitrary integer sequence to 
be the score sequence of some oriented graph. The proof involves the 
construction of a specific oriented graph D(S) with the given score 
sequence S. Landau's condition for the score structure of a tourna­
ment is deduced as a simple consequence by constructing a tournament 
T(L) with given score structure L. It is shown that DCS) is a 
partial order for every S, and an enumeration of score sequences 
/labelled score sequences provides a lower bound for the number of 
partial orders /Tg topologies. The partial order DCS) has the minimum
nurrtoer of arcs among the oriented graphs with score sequence S, and 
•»
T(L) has the maximum number of upsets among the tournaments with score 
structure L. We also establish that given two oriented graphs with 
the same score sequence, one can be transformed to the other by 
successively transforming appropriate intransitive triples to transitive 
triples or vice versa. The proof of an analogous earlier result of 
Ryser for tournaments reduces to a particular case of the proof of this 
result.
The second chapter begins with an introduction to some of the ideas 
of paired comparison experiments. If indifference is not permitted 
then the preference pattern induced by such an experiment is a tourna­
ment, and a consistent preference pattern is a linear order. If in­
difference is permitted then the Induced preference pattern is an 
oriented graph, and one interpretation of consistency is that 
indifference as well as preference should be transitive, in which case 
consistent preference patterns are weak orders. We show that those 
oriented graphs which are specified up to isomorphism by their score 
sequences are weak orders, and establish some further results 
relating weak orders and score sequences. In a similar vein, the 
condition is given for a tournament to be specified up to isomorphism 
by its score structure.
The third chapter is about semiorders, which, like weak orders, are 
special types of partial orders. Luce and others have suggested 
that preferences in paired comparison experiments become recognisable 
only when of sufficient magnitude. Under this assumption, consistent 
preference patterns are characterised as semiorders. The proof relies 
upon reformulating the definition of a semiorder in terms of its score 
sequence. There is an interesting application of this result to 
significance testing in statistics. The number of semiorders with n 
vertices is shown to be the nth Catalan number and labelled semiorders 
are counted. Harary’s reconstruction conjecture is proved for semi- 
orders. Then we consider extensions of the Kendall and Babington Smith 
definition of the coefficient of consistency of a paired comparison 
experiment to those experiments in which indifference is permitted.
In the final chapter, the links between finite topologies and transitive
digraphs are studied. It is well Known that there is a natural one- 
to-one correspondence between the finite topologies and transitive 
digraphs with the same point (vertex) set. This correspondence is 
exploited to derive the graphical analogues of topological properties 
such as connectivity, maximal connectivity, fineness, the TQ 
separation axiom and closure. Certain binary operations between 
topologies which produce other topologies, such as union. Intersection 
and the cartesian product, are also shown to have simple analogues in 
graph theory. The number of n-point maximal connected topologies is 
counted and related to the counting series for rooted trees. Then 
the following problem is investigated: given n, for which values of 
r is there an n-point topology with r open sets? The cardinalities of 
topologies are studied by considering their associated digraphs, and it 
transpires that it is necessary to consider only those transitive 
digraphs which are partial orders. Various results are proved, 
including existence and non-existence criteria, enabling a complete 
solution to be given for n ^ 9. In conclusion, three conjectures 
about cardinalities are put forward..
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T E R M I N O L O G Y  
A N D  N O T A T I O N
Standard terminology and notation are U3ed wherever possible. 
Definitions are usually given as they are required and mostly conform 
with those of [17], The completion or absence of a proof is 
indicated by the symbol //.
CHAPTER 1. SCORE SEQUENCES OF ORIENTED GRAPHS
SECTION 1.1 Preliminary definitions and introduction 
Binary relations
A binary rela tio n R is a finite set V of vertices together with a set 
of distinct ordered pairs of vertices. If the ordered pair uu is in 
the relation, we say uRu.
A relation is r e fle x iv e if vRu for all ueVj it is ir r e fle x iv e if 
uRu for no ueV.
A relation is symmetric if uRu implies uRuj it is asymmetric if uRu 
precludes uRu.
A relation is tra n sitiv e if for distinct vertices u, v> and w, uRu and 
uRw imply uRw.
A relation is complete if for'distinct u and v, either uRu or uRu.
An equivalence rela tio n is reflexive, symmetric and transitive.
Labelled digraphs
A la b elled  digraph (directed graph) D ■ (V, R) of order n is a 
finite vertex set V of cardinality n together with an irreflexive 
binary relation R defined on V.
Adjacency and incidence
Vertex u is adjacent to (dominates) vertex u if uRu, in which case the 
arc uu is in 0 and o is adjacent from (dominated by) u. The arc uu is 
in cid en t with u and u.
A symmetric indifference relation I Is defined on V by ulu if neither 
uRu nor uRu.
Isomorphism
Two labelled digraphs are isomorphic if there is a one-to-one corres-
-  2
pondence between their vertex sets which preserves their arcs. A 
digraph (unlabelled) is an equivalence class of labelled
digraphs under isomorphism.
Subgraphs
A subgraph of a digraph D is a digraph having all of its vertices and 
arcs in D. If is a subgraph of D, then D is a supergraph of D1.
A spanning subgraph of 0 is a subgraph containing all the vertices of D. 
For any set V1 of vertices of D, the induced subgraph <V^> is the 
maximal subgraph of D with vertex set . Thus contains all arcs
of D incident with two vertices of . The removal or d eletion of 
vertex u from D results in the induced subgraph <V-u> containing all 
vertices of V except u and all arcs of D except those incident with d. 
<V-u> is often written as D-u.
The degree of a vertex
G(u) ■ {u | uRu. ueV}, the set of vertices of V adjacent to u.
Idlv), the indegree of d, is the number of arcs into d. 
id(u) ■ | G(d) |, the number of vertices dominating u.
L(o) ■ {u | dRu, ueV}, the set of vertices of V adjacent from u. 
od(u), the outdegree of d, is the number of arcs from u. 
od(u) ■ | Ltd) |, the number of vertices dominated by u.
NCuJ * G(o) U Ltd) is the neighbourhood of u.
Types of digraph
A graph G is a symmetric digraph. The orientations of the arcs of 
a graph are normally omitted and the symmetric pairs of arcs are 
identified and called the edges of the graph.
An oriented graph is an asymmetric digraph, so uRd precludes dRu.
A tournament T is a complete oriented graph, which is the same as an 
oriented complete graph. For distinct vertices u and u, uu eT if and 
only if uu $T. For each vertex u, od(u) + id(u) ■ n - 1.
Most of the above definitions follow [l7] and |l6j .
Landau ¡2^ . [29] associated with each tournament T an ordered sequence of 
non-negative integers, its score structure LCT), formed by listing 
the vertex outdegrees in non-decreasing order.
Consider the following interpretation: n players take part in a round- 
robin tournament T, playing each other participant once in a match which 
cannot end in a tie and scoring a point for each win. Player u is 
represented in T by vertex u andMu defeats u" by an arc uu. Then 
player u gains od(u) points and the vertex scores can be ordered to 
obtain the score structure of T.
Landau [27], [28], ^9] interpreted tournaments as dominance relations in 
paired-comparison experi ments among animal societies. He studied 
score structures of tournaments and gave the condition for an arbitrary 
integer sequence to be the score structure of some tournament [29] .
More recently [34], 1 7], ¡37], ¡1 s] tournament score structures have been 
called score sequences. We revert to the original phrase in order 
that the term "score sequence" can be reserved for an extension of the 
notion of a score structure.
In this chapter the concept of a score structure is extended to all 
oriented graphs. Let D be an oriented graph. Define sy m n - 1 + 
od(u) - id (u), the score of u, so 0 i 9y i 2n - 2. Let V = {l,2,...,n}.
S1 ^ s2 ^ ^ sn* " S^1' s2* ■**' sn^ is *he 8core sequence
of D. In general, the score sequence of D is formed by listing the 
vertex scores in non-deereasing order.
4The following modified interpretation of a tournament can be used: 
n players take part in a round-robin tournament D, playing each other 
participant once, with ties possible, scoring two points for each win 
and one point for each tie. "u ties with u” would be represented in 
D by ulu. Player u gains points and the vertex scores can be 
ordered to form the score sequence of D. Any oriented graph may be 
interpreted as such a "tournament”. A simple example is the chess 
tournament ¡22, p. 49] , where ties (draws) are common.
The following result showing that SCDJ is a generalisation of L(T) 
is deduced directly from the definitions and corresponds to the fact 
that in a tournament score sequence two points are awarded for each 
win and ties are not possible.
(1.1.1) Proposition. For a tournament, S(T) ■ 2L(T), that is 
- 2od(k) for all k ■ 1, 2, .... n. f  f  t
In section 1.2 we give the condition for an integer sequence to be the 
score sequence of some oriented graph. The proof provides an 
algorithm for the construction of an oriented graph D(S) with given score 
sequence S. By constructing a tournament T(L) with given score structure 
L, Landau’s criterion for score structures of tournaments is deduced as 
a simple consequence. Section 1.3 is concerned with counting score 
sequences and labelled score sequences, where the scores have not been 
ordered. In section 1.4, as an introduction to the study of order 
relations in the following chapters, it is shown that D(S) is a 
partial order so that every score sequence is the score sequence of some 
partial order. In section 1.5 we prove that there is no oriented
graph with score sequence S which has fewer arcs than D(S), and there 
is no tournament with score structure L which has more upsets than T(L).
5Finally, in section 1.6 it is shown that given two oriented graphs with 
ths same score sequence, one can be transformed to the other by success­
ively transforming appropriate intransitive triples to transitive triples 
or vice versa. This result is analogous to an earlier result of 
Ryser for tournaments.
SECTION 1.2 The criterion for a score sequence
(1.2.1) Theorem. Let
(1.2.2) 8,| i S2 i ••• i sn*
Then the integer sequence S - (s^, S2» .... sn) is the score sequence 
of some oriented graph if and only if
(1.2.3) £ 3 * n(n-1) and
i-1 1
k
(1.2.4) £ B K(k-1) for k - 1, 2, .... n-1.
i-1
Proof. First note that (1.2.2). (1.2.3) and (1.2.4) together imply 
that 0 $ sK « 2n - 2 for all k - 1, 2, .... n.
To show the necessity of conditions (1.2.3) and (1.2.4) we interpret
the oriented graph D as a round-robin "tournament", as in the previous
section. The n participants play a total of (^ ) matches each of which
k n
contributes two points to ][ s . Thus (1.2.3) £ s - n(n-1).
i-1 1 i-1 1
Any k participants play (2) matches in the*,subtoumament,‘'induced by 
those k players and each match counts two points to the sum of their 
So for any £  V with |Vj| - k.scores.
-  6 -
ieV.
^ k(K-1) (1.2.5)
In particular (1.2.5) is true for those k players with least scores,• 0
and so
k
l  s * k(k-1) 
i-1* 1
for k = 1, 2, ...» n-1 which is condition (1.2.4).
The sufficiency of (1.2.3) and (1.2.4) is proved by induction on n, 
being trivially true for n * 1. Suppose the theorem is true for 
sequences of order less than n and that (1.2.3) and (1.2.4) hold. It
follows that n - 1 i s •$ 2n-2.n
Define x » 2n-2-s^, so 0 i x < n-1, and let n - x - p and n - x + q be 
respectively the least and greatest indices for which
sn-x-p = sn-x = sn-x+q ' ° $ P n - x - 1. 0 4 q 4 x .
Now consider the sequence S' - (s' si,'..., s’ „) where1 * n-1
s£ * for k » 1 ,  .... n - x - p - 1
and k « n - x - p + q » 1 , . , . ,  n - x ♦ q,
( 1 . 2 . B)
s’ - aR - 1 for K “ n “ x ' P » « « » » n _ x ~ P ^ q  
and k * n - x + q + 1 ,  .... n - 1 .
S ’ is formed from S by deleting sn and one point from each of x of the 
remaining vertex scores of S. As far a3 possible those vertices with 
greatest scores are chosen, but in the case of equal scores points are 
deleted from the vertices of least index so that the scores S' have 
the same ordering as in S.
Now s ’ >$ s£ 4 ... << s*_1 so (1.2.2) is true for S ’. We show that S' 
also satisfies (1.2.3) and (1.2,4) for V* » {1, 2, .... n-1}, and is 
therefore by the induction hypothesis the score sequence of an 
oriented graph.
7s' ■ s, - 1 for x vertices of V'. Hence 
k k
n-1 n-1
£ sf - £ s, - x ■ n(n-1) - s - x - (n-1) (n-2), and so
i-1 1 i-1 1 n
(1.2.3) is true for S'.
To show that (1.2.4) is true for S’,let 
k
ek - l  a, - Mk-1) 
i-1
for k - 1, 2, .... n-1.
To prove (1.2.4) for S' it is sufficient to show that e^ ^ x for
k - n - x. .... n-1 and en_x_p_1+r >, r for r ■ 1, ..., p.
Bv (1.2.4) for S it follows that e. » 0 for all k and e , » x.3 A k n-1n-1
Now x - en_1 - J si “ (n-1) (n-2) 
k n-1
= j[ s + £ s - (n-1) (n-2)
i-1 1 i-k+1
^ T s. + (n-k-1) s - (n-1) (n-2)
i ni-1
- k(k-1) + e^ + (n-k-1) (2n-2-x) - (n-1) (n-2)
■ e. ~ (n-k-1) (k-n+x),k
so e. ^ x for k — n*xj .... n—1.
K
Also, for r - 1 ,  ..., p ♦ q + 1,
n-x-p-1+r
■n-rp-1‘r * si ' (n-x-p-ir)
n-x-p-1
“ \ s, + r s - (n-x-p-1+r) (n-x-p-2+r)
1 a i n-x=1
» (n-x-p-1) (n-x-p-2) + e , + rs - (n-x-p-1+r)n-x-p-1 n-x H
(n-x-p-2+r)
■ V x - p - 1  * r3n-x ' r‘2n-2*-2p*r-3).
Letting r - p+q+1 and using en_x+q >, 0 gives
8and so for r » 1, ..., p+q+1.• • • »
which is ^ r for r ■ 1, .... p
K
Thus £ s ’ £ k(k-1) for k ■ 1, 2 
i*1 1
• • • I n-2 and so (1.2,4) is true
for S ’.
We can now give an algorithm for the recursive construction of an 
oriented graph DCS) with score sequence S.
and (1.2.4). Construct an oriented graph DCS) with score sequence S 
as follows:
Form S' as in (1.2.B). For k ■ 1, 2, . . . .  n-1.
Then replace S by S ’, replace n by n-1 and proceed as before until 
D(S) is completely defined.
To return to the proof of Theorem (1.2.1), we have shown that (1.2.2),
(1.2.3) and (1.2.4) are true for S ’. By the induction hypothesis, there 
is an oriented graph with score sequence S'. Now introduce vertex n 
into this oriented graph under the same conditions as in ■ Algorithm
(1.2.7) to form an oriented graph with score sequence S. / / m
(1.2.8) Example of Algorithm (1.2.7). n - 5, S - (2, 3, 4, 5, 6). 
u •— — u represents uRu.
(1.2.7) Algorithm. Let S«(si, S2 • • • » sn) satisfy (1.2.2), (1.2.3)
nRk in DCS) if s,’ - s, 
k k
nlk in D(S) if s' « s.-1 K K
u •- - • -«u represents ulu. 
Step 1 S - (2, 3, 4, 5, 6)
9Step 2 S * (2, 3, 3, 4)
D2 (S) la
S' - (2, 2, 2)
Step 3 S » (2, 2, 2)
S' - (1, 1)
03CS3 is
Step 4 S * (1, 1 )
S ’ « (0]
After the (n-1)th step, when S ’
DCS) is
- (0), DCS) is completely defined.
The following bound for s^ is analogous to a result of Landau [29, p.14s] 
for score structures of tournaments.
(1.2.9) Corollary. If an oriented graph has score sequence
S B (s., s., ..., s ) then 1 2 n
(1.2.10) k - 1 ^ sK $ n + k - 2 for k - 1, 2, .... n
Proof. If sR < k - 1 then
k
][ s. < k(k-1), contradicting condition (1.2.4). 
i-1 1
n
If s. > n + k - 2 then J s. > (n-k+1) (n+k-2), so 
K i-k 1
k-1
£ s < n(n-1) - (n-k+1) (n+k-2) * (k-1) (k-2),again contradicting (1.2.4). 
i-1
10
Equality is possible in either bound for
3 ® (s ^ * ^2' * *., s ) where n s1 - ... - Sk " k-1
sk*1 " * sn ■ n+k-1
and S ■ (s„ , s_, .. 1 2 ., s ) where n s1 - ... - sk-1 “ k-2
sk - ... - s ■ n n+k-2
both satisfy (1.2.2), (1.2.3) and (1.2.4). //.
(1.2.11) Remark . Although (1.2.10) is a necessary condition for a 
score sequence, it is not together with (1.2,2) and (1.2.3) sufficient. 
For example S ■ (0, 1, 5, 6) satisfies k-1 £ sR $ k+2 for k » 1, 2, 3 
and 4 but violates (1.2.4) for k * 2.
We next consider strictly-increasing score sequences before giving,
i
as a consequence of Theorem (1.2.1), a proof of the criterion for a 
score structure of a tournament. A score sequence S is s t r i c t l y -  
increasing if s1 < < ... < sn>
(1.2.12) Lemma . Define
(1.2.13) 1R - sR - (k-1) for k - 1, 2, .... n.
Then S ■ (s^, s^, ...» sn) is a strictly-increasing score sequence if 
and only if
(1.2.14) I" $ L  « ... $ 11 2  n
n
(1.2.15) I 1, a jn(n-1) 
i-1
k
and (1.2.16) I U  Jk(k-1) for k « 1, 2. .... n-1.
i=1
Proof. Suppose S is strictly-increasing. Then
(1) 1k " sk " iK‘1) * sk+1 " K " Xk+1 for K " 2 . •••* n-1,
and (1.2.14) is true;
11
n n n
(2) I 3 I { s. “ ii"1J } * J s. - £n(n-1) ■ inCn-1) by
i-1 1 i-1 i-1
(1.2.3),and (1.2.15) is true;
k k k
(3) [ 1, * ^ { s. - (i-1) } - l  s. - ik(K-1) >, 5k(k-1) for
i-1 1 i-1 i-1
K - 1. 2, .... n-1 by (1.2.4),and (1.2.16) is true.
Conversely, let L - (1^, 12 * .... 1 ) satisfy (1.2.14), (1,2.15) 
and (1.2.16). Then
(1) s^ - 1^ + (K-1) < 1^+1 + k « sK+1 for k - 1, 2, ..., n-1,and 
S is a strictly-increasing sequence;
n n n
(2) \ s. - \ { 1, ♦ (i-1) } ■ \ 1. + Jn(n-1) - n(n-1) by
i-1 1 i-1 i-1 1
(1.2.15),and (1.2.3) is true;
k k k
(3) l s - l { 1, + (i-1) } - 7 1 +  5 k ( k - 1 ) i k (k - 1 ) f o r
i-1 1 i-1 1 i-1 1
k - 1, 2, .... n-1 by ( 1 . 2 . 1 6 ) , a n d  (1.2.4) i s  true.
So S is a strictly-increasing score sequence. //.
(1,2.17) Theorem (Landau [29] , 1953). An integer sequence 
L - (1^  , ^ • •••' f°r which condition (1.2.14) is true is the 
score structure of some tournament, where 1^ - od(k), if and only if it 
satisfies (1.2.15) and (1.2.16).
Proof . The necessity of (1.2.15) and (1.2.16) is shown in a
similar manner to the necessity of (1.2.3) and (1.2.4) in Theorem (1.2.1).
We prove that for any L satisfying (1.2.14), (1.2.15) and (1.2.16)
12
there is a tournament T(U with score structure L. Let S be the 
strictly-increasing score sequence defined by (1.2.13). D(S) has 
the property that no vertex k is adjacent from any of {1, 2, .... K-1} 
for K a 1# 2. .... n.
In DCS) we shall now represent uRu by two arcs uPu, and ulu by an arc 
uPu and an arc uPu. so that each arc uPu counts one point to u in S. 
Then there is an arc uP\j in D(S) if u > u.
For every pair of vertices u,u in V with u >u delete one arc uPu from 
DCS). The deleted arcs form a tra n sitiv e  tournament. This removes 
k - 1  points from the score of k and the remaining arcs form a tourna­
ment T(L). Now in T(L), odCk) ■ - (k-1) ■ 1^ and T(L) has score
structure L. //•
In fact, to form T(L) from DCS), merely change ulu, where u > u, in 
DCS) to uRu in T(L). As an example consider the score structure 
L ■ (2, 2, 2, 2, 2). Then S « (2, 3, 4, 5, 6) as in Example
(1.2.8) and, from DCS), T(L) is formed as below.
Ryser [39, Theorem 4.l] has also given a recursive constructive proof 
of Theorem (1.2.17).
(1,2.18) Ryser's Algorithm. Let L -Cl^ ', • •••» lp) be a score
structure.
Define a tournament R(L) as follows:
n is dominated by the (n-1) - 1 vertices with greatest scores subject 
to the requirement that in the case of equal scores n is dominated by
13
the vertices of least index. All other vertices are dominated by n. 
In the same way asC1.2.7l the algorithm preserves the ordering of the 
scores at each step so that if
L* ■ (1-J, I2» •••» where 1^ ■ 1^ if nRk in R(L)
and 1^ ■ 1^-1 if kRn in R(U
then Uj $ ljj £ ••• $ In-1* Next rePlace L by L', replace n by
n-1 and continue until R(U is completely defined. RCL) has score
structure L.
RCL1 is not in general the same as 
proves.
R(2, 2, 2, 2 , 2) is
Further, T(L) and R(L) need not be 
For example, with L *=0,1, 2, 3, 3,
T(L) is
and R(L] is
R(L] is transformed to T(L) if the
T(L), as the case L ■ (2, 2, 2, 2, 2)
isomorphic as unlabelled tournaments
orientations of the arcs of the
c y c l ic  tr ip le uRu, uRw, wRu are reversed
SECTION 1.3 Counting score sequences
It was shown in sections 1.1 and 1.2 that
(1] there is a one-to-one correspondence between the score structures 
and even score sequences of order n (Proposition (1.1.1))
(2) there is a one-to-one correspondence between the score structures 
and strictly-increasing score sequences of order n (Lemma
(1.2.12) and Theorem (1.2.17)).
In this section we turn to counting the score sequences of order n,the 
number sin) of integer sequences satisfying (1.2.2), (1.2.3) and
(1.2.4). The recurrence method used is a refinement of an analogous 
method used by Narayana and Bent [34] to count score structures.
In particular it reduces the computation and the range of parameters 
needed in the recurrence.
Let p(n, s, r) be the number of integer sequences S - (s1 , , . . . .  sn)
for which (1.2.2), (1.2.4), 
n
(1.3.1) £ s, ■ s where s >, n(n-1)
i“1
and (1.3.2) sn " r hold.
2n-2
(1.3.3) Lemma. s(n) - \ p(n, n(n-1), r).
r=n-1
Proof. Condition (1.2.3) requires s ■ n(n-1)
and Corollary (1.2. 9) requires n - 1 « r ^ 2 n - 2 .  //.
The next two results establish a recurrence relation for p(n, s, r).
(1.3.4) Lemma . For n >, 2,
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r
pin, n(n-1), r) ■ ][ pin-1, n(n-1) - r, r') for r ■ n-1
r'*n-1
and pin, n(n-1), 2n-2) ■ sin-1).
Proof . The number of sequences counted by pin, nin-1), r) with
s r’ is pin-1, n(n-1) - r, r’). Sincen-1.
lsr  s2* sn-25 * sn-1 ^ V  th8n n-1 sn-1 ^ r *
If n - 1 i r < 2tn-1), the range for r' is n - 1 i r ’£ r as required.
If r * 2n - 2, then (1.2.io) for K ■ n-2 requires r' i 2n - 4 and so
n - 2 x< r' i 2n - 4. But then
2n-4
pin, n(n-1), 2n-2) - \ pin-1, ntn-1) -i2n-2), r’)
r’=n-2
■ sin-1) by Lemma (1.3.3). //.
(1.3.5) Lemma . For n ^ 2 and s > n(n-1),
pin, s, r) ■ pin, s-1, r-1) + p(n-1, s-r, r).
Proof . Two cases of sequences (s^, S2» ..., sn) are distinguished. 
Case 1 . ^ n .
Then s , £ r - 1. So S' - is., s-,, ..., s , r-1) satisfies (1.2. n-i 1 n-i
and also (1.2.4) since s s - 1 £ n(n-1).
As r + r - 1 the number of sequences counted by pin, s, r) with s „ <
n-i
is pin, s-1, r-1).
Case 2 . sn_1 - r.
Then S' * (s-j, S2» ...» sn_ ^  satisfies (1.2.2) and (1.2.4). Since 
n - * - n - 1 , s - > - s - r  and r -*■ r, the number of sequences counted by 
pin, s, r) with s  ^ - r is pin-1, s-r, r). //.
This result is similar to an exercise in [33, p. 70] on score 
structures of tournaments.
(1.3.6) Lemma. In order to evaluate sin) for n m, the required 
ranges for computation of pin, s, r) are
(1.3.9) n - 1, .... m
2n-3,
2 ) .
r
1C
(1.3.10) s * n(n-1), .... n(m-1)
and (1.3.11) r
given n
rs_i
---  +1, .... min { s - (n-1)(n-2),n
m(m-1) - s
m-n
given n < m and s
and r ■ m-1, .... 2m-2 when n ■ m and s ■ m(m-1).
The square brackets indicate the integer part of a number.
Proof .
The range o f  n follows immediately from Lemma (1.3.3). //.
The range o f  s given n. By (1.2.4). s n(n-1).
In the case s,j * ... ■ s ■ sn+1 ° ...
Further, as n ^ m then,by (1.3.3),p(n, s, r) is not required for 
s > m(m-1).
s “ m - 1 ,  then s ■ n(m-1).m
(m-n)s andNow (s^ jj ■«., sn) ^ (sp+^, ..., sm) means sp+  ^ + • + s^
so m(m-1) s1 + ... ♦ >, s + -m—^--S- which yields s $ n(m-1). //.
The range o f  r  given n and s .
r £ + 1 since sn >, (sv  ....
If n < m, then since sp i s^n+1' sm  ^ and
s - (n-1)(n-2) from (1.2.4) for k - n - 1.
If n s m, then s ■ m(m-1) by (1.3.10), andfby Corollary (1.2.9),
m - 1 $ r ^ 2 m - 2 .  //.
To evaluate s(n) for n ■ 1, .... m, we calculate p(n, s, r) for the 
ranges given by (1.3.9), (1.3.10) and (1.3.11), using the recurrences
(1.3.4) and (1.3.5) and the initial condition p(l, s, s) = 1 for s ■ 0, 
.... m - 1 .  Then (1.3.3) is used to determine s(n). The results
of a computer enumeration of s(n) and p(n, n(n-1), r) for n £ 22 and 
n - r i 2n - 2 are displayed in Table 1 of Appendix 1.
The complicated nature of the three-variable recurrence required and the 
large range of feasible values of the parameters n, s and r make hand
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computation of s(n) impracticable. The constraints imposed by condition
(1.2.4) seem to render it unlikely that there is an appreciably 
simpler way of determining s(n) than that outlined above. It is
(1.2.4) that effectively prevents evaluation by use of generating func­
tions. The elementary enumeration by Riordan [37] of score structures 
involves generating functions but is erroneous. The results are in 
conflict with [34] and,for example,he counts the sequences
(1, 1, 1, 1, 6, 6, 6, 6) and (1, 1, 1, 2, 5, 6, 6, 6) as score 
structures whereas they violate (1.2.16) for k * 4. Our method has 
been modified to count score structures and computer results obtained 
for n i 30 concur with [34] . They are displayed in Table 2 of 
Appendix 1.
Condition (1.2.2) allows S to be represented conveniently by writing 
the members of the sequence in non-decreasing order. If the scores are not 
ordered then we are considering labelled integer sequences satisfying
(1.2.3) and (1.2.5), which is equivalent to permitting any labelling 
of a score sequence rather than the specific labelling of (1.2.2).
For example, L^(S) ■ (s>|, s2 j S3, S4) ■ (1, 2, 5, 4) and L2CS) « (2, 4, 5, 1) 
are different labellings of the score sequence S ■ (1, 2, 4, 5). The 
scores of the unlabelled sequence S have been permuted in different 
ways to foirm the labelled sequences (S) and L^(S). Each score 
sequence represents an isomorphism class of labelled score sequences 
and s(n) counts the isomorphism classes.
Let ls(n), the number of la b e lled  score sequences of order n, be the
number of integer sequences (s., s_, ..., s ) for which (1.2.3) and1 2  n
(1.2.5) are true. A method of determining ls(n) will now be outlined.
Define lp(n, s, r) to be the number of sequences satisfying (1.2.3),
(1.2.5), (1.3.1) and
(1.3.12) max (s } - r .
ueV
Then similarly to Lemma (1.3.3) it can be shown that :
2n-2
(1.3.13) Lemma. ls(n) * £ lp(n, n(n-1), r). //.
r*n-1
The following recurrence relation for lp(n, 3, r) is true:
(1.3.14) Lemma . For s < nr,
lp(n, s, r) - I l  (?) lp(n-K, s-kr, r')
K r’
where the ranges of summation of K and r’ are respectively
(1) those integer values of k for which max {1, s-n(r-1)}$ k £ n-1 
and s - kr >, (n-k) (n-k-1),
(2) r* ■ + 1, ...,min (r-1, s-kr- (n-k-1) (n-k-2)}.
For s ■ nr, lp(n, s, r) - 1.
Proof . Case 1 . s < nr.
Suppose that there are k vertices of V with score r, where
1 < k < n since s < nr. These k vertices can be labelled in (?)N K
ways. The number of labelled sequences for the other n - k  vertices is then 
lp(n-k, s-kr, r ’) where r ’, ^ r ’ < r, is the greatest score amongst
these n - k  vertices. The number of labelled sequences for all vertices is 
then (I?) lp(n-k, s-kr, r ’) and to calculate lp(n, s, r) this expression 
is summed over all feasible values of k and r’.
The range o f  k. It has been established that 1 ^ k < n. Also 
4 r* < r - 1 implies k ^ s - n(r-1).
n-k
Since (1.2.5) must hold for the n - k  vertices with scores less than or 
equal to r’, then s - kr£ (n-k)(n-k-1) and we have the required range 
of k.
The range o f  r ' given k. It has been shown that r* is an integer in
. Since (1.2.5) holds for the n - k - 1the interval
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vertices with least scores, then s - kr - r' £ (n-k-1) (n-k-2) and the range 
of r’ follows.
Case 2 . s * nr.
Then all vertices of V have score r and there is only one such labelled 
sequence. //.
To determine ls(n) for n ■ 1, .... m we calculate lp(n, s, r) for the 
same ranges as pin, s, r), given by (1.3.9), (1.3.10) and (1.3.11), by 
using the recurrence relation (1.3.14) and the initial condition 
lp(l, s, s) ■ 1 for s N 0, .... m - 1. Then ls(n) is computed from
(1.3.13). Results for n ^ 12 and n - 1 i r i 2n - 2 appear in Table 1 
of Appendix 1 and analogous results for labelled score structures 
when n i 14 are given in Table 2 of Appendix 1.
SECTION 1.4 D(S) is a partial order
An oriented graph D may be considered as an order relation of one or 
more of the following types if it satisfies the appropriate axioms.
D is a lin ea r (to ta l, complete) order, tra n sitiv e  tournament if for all 
u, u and u in V
RI. ulu (R is irreflexive)
R1. uRo and uRw imply uRw
and RC. implies uRu or uRu (R is complete) .
RI and R1 together imply
RA. uRu precludes uRu (R is asymmetric)
and RT. For distinct u, u and w in V,
uRo and uRw imply uRw (R is transitive).
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D is a weak order [30, p.17sj if RI, R1 and 
IT. For distinct u, u and w in V ,
ulu and olio imply ulu (I is transitive).
Hence in a weak order, I is an equivalence relation on V.
D is a semiorder [30], ¡42], [38] if RI,
S1. For all u, u, w and z in V, 
uRu and toRz imply uRz or wRu 
and S2. For all u, u, w and z in V, 
uRu and uRw imply uRz or zRo).
Given RI, either of S1 or S2 implies RA and RT.
D is a ‘p a r tia l order if RI and R1, so a partial order is an irreflexive, 
asymmetric and transitive relation.
These types of order relation are successively more general.
11.4.1) Theorem . DCS) is a partial order for any score sequence S. *•
t
Proof . Since DCS), as defined in Algorithm C1.2.7), is an oriented
graph, it is irreflexive and asymmetric. It remains to prove that DCS)
is transitive. The proof is by induction on n, the number of vertices.
Suppose DCS) is transitive for score sequences of order less than n,
•*
which is certainly true for n * 3. If DCS) is intransitive for some 
score sequence S of order n then, since D(S’) « DCS)-n is transitive by 
the induction hypothesis, any intransitive triple includes vertex n.
Let u, u, n be such a triple, where u < u < n. Since u < u < n, then 
uRu, uRn and uRn are not possible in DCS), and it must be that nRo, 
uRu and nlu. But it follows from the definition of DCS), that nlu and 
nRu for u < u implies that s ■ s . Hence s' - s' - 1.
U U U l)
But DCS)-n is transitive. Hence uRu implies that G(u) c G(u) and L(u)
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cLiu) in D(S)-n. Thus >, + 2 which contradicts the conclusion that
s' = s' - 1. Hence the intransitive triple nRu, uRu and nlu is not 
u o
possible for any u < u < n, and DtS) is transitive for all S by 
induction. //.
Ç1.4.2) Corollary . For any score sequence S, there is a partial 
order with score sequence S. //
(1.4.3) Corollary . Let p(n) and pltn) be respectively the numbers of 
partial orders and labelled partial orders (T topologies) of order 
n. Then s(n) £ p(n) and ls(n) $ pl(n). //.
(It was shown in [b] that the number of labelled partial orders with n 
vertices is equal to the number of Tq topologies with n points - see 
Proposition (4.1.2).)
Proof . s(n) ^ p(n) by Corollary (1.4.2). Moreover, since the number 
of labellings of the score sequence S £ the number of labellings 
of the partial order D(S), it follows that ls(n) i Pl(n). //.
S(n) ■ p(n) for n < 4 only, as the following partial order shows. It 
has the same score sequence, S ■ (2, 3, 4, 5, 6), as the partial order 
D(S) of Example (1.2.8).
(1.4.4)
lsin) - pl(n) for n i 3 only.
A computer enumeration of pi in) for n i 7 appeared in [12] and a method of 
calculating plin) is described in [25] . The values of pin) for n j 6 were 
stated in [4] . A computer search carried out by the author has verified 
these results and also evaluated p(7). These values are presented below
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together with the corresponding values of s(n) and ls(n).
(1.4.5) Table
n s(n) p(n) ls(n) pi in)
1 1 1 1 1
2 2 2 3 3
3 5 5 19 19
4 16 16 201 219
5 59 63 3,081 4,231
6 247 318 62,683 130,023
7 1,111 2,045 1,598,955 6,129,059
The enumeration of p(n), see [10, p.493], [6, p.4] , is an old and 
difficult graphical enumeration problem and no significant progress 
has yet been made on the problem.
Example (1.4.4) shows that the score sequence of a partial order need 
not determine that partial order up to isomorphism, so it is not a 
complete s e t  o f  invariants of a partial order. The problem of 
specifying a complete set of invariants of a particular class of 
digraphs can be rephrased as:
(1.4.6) Given that D belongs to a certain class of digraphs, what 
information about D do we need in order to be able to completely 
determine D?
The p a ir degree of the vertex u is the ordered pair (od (u), id(u)).
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The sequence of ordered pairs (od(1), id(1)), .... CodCn), id(n)) is the
degree sequence of D. The neighbourhood degree sequence of vertex o is
the ordered pair of sequences
(odCx.,), id(x,)), .... (od(x ), id(x )) where L(u) ■1 1  r r
{ t 9 • a 9 X^}
and (odCy^). idiy^)), .... (od(yg), id(yQJ} where G(o) -
{ y r  • • •» y s )  •
The pairs of partial orders below show that in general neither the 
degree sequence nor the set of neighbourhood degree sequences of a 
partial order is sufficient to determine the partial order.
Same degree sequence {(2,0), (1,0), (1,0),(0,1), (0,1), (0,2))
(a) ib) V A (1.4.7)
Same s e t  o f  neighbourhood degree sequences
>— >— —
t
— <— 1— <—
(b) (1.4.8)
In (1.4.8) each partial order has
4 vertices with neighbourhood degree sequence {(0,2), (0,2)}, {<J>} 
and 4 vertices with neighbourhood degree sequence{ij>}, {(2,0), (2,0)}.
Example(1-4.7) is a smallest such pair or partial orders, in that
there is no pair with fewer vertices.
A problem related to (1.4.8) is:
(1.4.9) Given that D belongs to a certain class of digraphs and 
given a set of invariants, which digraphs in that class are completely 
determined by the given set of invariants?
This question is answered for score sequences of oriented graphs in section
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2.2 and for score structures of tournaments in section 2.3.
We return to problem (1.4.6) in section 3.2, where it is shown that a 
semiorder is completely determined by its score sequence, and in 
section 3.5 where reconstruction conjectures of Ulam and Harary* see 
[49, p.29], [lêj, [3l] , are proved for semiorders.
SECTION 1.5 Optimal properties of D(S) and T(L)
(1.5.1) ___ Lemma . Let D be an oriented graph with score sequence
S which has a minimum number of arcs, so that no oriented graph with 
score sequence S has fewer arcs than D. Then D is a partial order.
Proof . Suppose that D is not a partial order. Then
either (a) 0 has an intransitive triple which can be changed
to . . , to form an oriented graph with the same score sequence and 
three fewer arcs than D,
or (b) D has an intransitive triple which can be changed to
. \  , to form an oriented graph with the same score sequence and one 
arc fewer than D.
Hence the number of arcs in D is not a minimum unless D is transitive. //.
(1.4.2) is a corollary of Lemma (1.5.1), so this is an alternative way 
of proving that for every score sequence there is a partial order with 
that score sequence.
(1.5.2) Theorem . There is no oriented graph with score sequence S 
which has fewer arcs than D(S).
Proof • The proof is by induction on n, the number of vertices.
The theorem is clearly true for n i  3, and suppose it to be true for 
score sequences of order less than n. By Lemma (1.5.1), it is
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sufficient to prove that there is no partial order with score sequence
m
S of order n which has fewer arcs than D(S).
Let D be a partial order with score sequence S and let D - n and
DCS) - n have score sequences S* ■ Cs«, si, .... s* .) and S* ■
(s’, s£, .... s^ _.j) respectively. Since D and DCS) are partial
orders there are no vertices adjacent to n, so s£ ■ s^ - 1 for
2n - 2 - s vertices of {1, 2, n-1} and si » s. for the re-n K K
mainder, and similarly for si. S ’ has the property that if s ’ - s - 1l\ U U
and s^ - sy, then su i  Sy.
If S* ■ S ’, then, by assumption, D(S’) ■ DCS) - n contains no more
«•
arcs than D - n,and hence DCS) contains no more arcs than D.
If S* and S ’ are not identical, there are vertices u and u withs u > Sy . s* " s u " s u + 1 and 8u " au " 8u + By asaumPtio n »
DCS*) contains no mors arcs than D - n. We distinguish two cases
for DCS*).
Case (1) . uRu in DCS*).
If uRo in DCS*), alter this arc to ulu to form D1 with score sequence
S.. Then s* s* - 1 ■ s’ and s* s* + 1 - s’, so S. differs from1 u u  U U  U U 1
m
S' for two fewer indices than does S*. D.jhas one arc fewer than DCS*).
By assumption, the partial order DCS^) has no more arcs than D1# so 
DCS^ has fewer arcs that DCS*) and D - n.
mm
Case (2). ulu in DCS*).
Then since s* > s* and DCS*) Is transitive, there is a vertex u in
tm
DCS*) with either uRu and ulu, or uRu and ulu. If uRo and ulu,
alter these arcs to uRu and ulu to form D2. If uRu and ulu, alter these
•m
arcs to ulu and uRu to form D^. Now In forming Dj or D^ from DCS*),
a* s* - 1 - s', s* s* *1 ■ s’ and the score of u is unchanged, u  u u U  V) u
-  26
So both D2 and Dg have the same score sequence as the oriented graph
•m
in case (1). D2 and D3 have the same number of arcs as DCS*).
But, by assumption, DlS^ has no more arcs than D2 or Dg. Therefore 
DlS.j) has no more arcs than DCS*) or D - n.
Thus if S* | S ’, there is a partial order D(S^) with no more arcs than 
D - n whose score sequence differs from S ’ for two fewer indices 
than does S*. If S^  ^S' we can replacs S* by S^, pick appropriate 
vertices u and u, and proceed on DCS^) as before. In this way, we can 
form a sequence of partial orders, starting with D - n and ending with 
DCS'), each of which has no more arcs than its predecessor. Hence 
DCS') ■ DCS) - n contains no more arcs than D - n, so DCS) contains 
no more arcs than D and the theorem is proved by induction. //.
DCS) need not be a unique minimum. In Example (1.4.7), both partial 
orders have score sequence S - (3, 4, 4, 6, 6, 7) and four arcs, and
m
partial order (a) is DCS). In this casB, S' ■ (3, 3, 4, 5, 5) and 
S* - (2, 4, 4, 5, 5).
Let T be a tournament with score structure L. Associate with T an
oriented graph D(T) in which uRu if u > u and uRu in T, and ulu
otherwise. Then D(T) has score sequence S, where s. ■ 1. ♦ (k-1).K K
Also D(TCL)) ■ DCS), where T(L) is the tournament defined in the proof 
of Theorem (1.2.17).
An upset [45], ¡39, pp. 115-116] in the tournament T is an arc uRu for which 
u < u. Ryser [39, Theorem 5.2] has provided a way of constructing a 
tournament with given score structure L which has a minimum number of 
upsets.
(1,5,3) Lemma . For any tournament T with n vertices, 
number of upsets in T t number of arcs in D(T) - Jnin-1).
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Proof . Consider a pair of vertices u, u where u < u. There are 
Jn(n-1) such pairs. Either uRu or ulu in D(T). If there is an arc
uRu in D(T), then uRu in T which is not an upset. If ulu in D(T), 
then uRu in T which is an upset. //.'
(1.5.4) Corollary . There is no tournament with score structure L *•
which has more upsets than T(L).
Proof . Let T be a tournament with score structure L. Let D(T) have
m  •* •»
score sequence S. Then D(T(L)) ■ DCS). By Theorem (1,5,2), DCS) has 
no more arcs than D(T). Hence by Lemma (1.5.3), T has no more upsets 
than T(L). //.
Thus if the players are to be ranked according to the number of matches 
they have won, the proof of Theorem (1.2,17) provides a way of constructing
m
a round-robin tournament T(L) with a maximum number of upsets for 
players of prescribed abilities, defined by the score structure L.
SECTION 1.6 A transformation theorem
•* m»
At the end of section 1.2,two tournaments T(L) and R(L) were constructed 
with score structure L » (1, 2, 2, 3, 3, 4), and it was remarked that 
RCL) can be transformed to T(L) by reversing the orientations of the arcs 
of a certain cyclic triple. This is an illustration of a result implicit 
in [39, Theorem 4.2] .
(1.6.1) Theorem (Ryser, 1964) . If two tournaments have the 
same score structure, then one can be transformed into the other by 
successively reversing the orientations of appropriate cyclic triples.
A cy cle is a collection of distinct vertices u^, u2. .... un together
with the arcs 0^ 02* u2Ru3* •••» un-1Run* unRu1* ThB 0
cycle is the number of arcs (vertices) in the cycle. An n -c y cle
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Ì9 a cycle of length n. A 3-cycle is called a c y c lic  t r ip le , A 
digraph with no cycles is a c y c lic .
Actually, Ryser showed that a tournament can be transformed into any 
other tournament with the same score structure by successively reversing 
the orientations of the arcs of appropriate cyclic triples or 4-cycles, 
However, it is clear that any 4-cycle can be reversed by successively 
reversing two cyclic triples, so (1.6.1) is an immediate corollary.
Kotzig [23] has generalised Theorem (1.6.1) to orientations with the 
same degree sequence of certain other graphs. (1.6.1) can also be 
extended, from score structures of tournaments to score sequences of 
oriented graphs, in the following way:
(1.6,2) Theorem . If D and D' are two oriented graphs with the 
same score sequence, then □ can be transformed to D’ by successively 
transforming appropriate triples in one of the following ways:
triple . \ with the same score sequence, or vice versa.
If we represent uRo, u*-*— u, by two arcs uPu, u<^>u, and ulu, 
u« *u, by the two arcs uPu and uPu, u <£>v>, as in the proof of Theorem 
(1.2.17), then Theorem (1.6.2) may be rephrased as: 0 can be transformed 
to D' by successively transforming
either (a) by changing an intransitive triple transitive
triple . . with the same score sequence, or vice versa 
or (b) by changing an intransitive triple transitive
either (a) that is by reversing the cyclic
triple or vice versa
or to » that is by reversing the cyclic
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tripla , or vice versa.
So with this representation. Theorem (1.6.2) asserts that D can be 
transformed to D’ by successively reversing the orientations of cyclic 
triples.
Before a proof of Theorem (1.6.2) can be given, it is necessary to intro­
duce some preliminary definitions and results. It will be convenient to 
use the representation of uRu and ulu by two arc3, with uPu indicating 
an arc from u to o. Thus if uRu there are two arcs uPu, and if ulu then 
uPu and uPu. With this representation, is the number of arcs from o, 
the outdegree of u, and the indegree of v is 2n -- 2 - s ,
(1.6.3) Lemma . If sy ^ sy in D, then either uPu or there is a vertex 
to with uPto and wPu.
Proof . Suppose that neither uPu nor is there a vertex « with uPw and 
uPu. Then uRu and if uRw or ulw, then uRo). Then sy £ sy ♦ 2, which 
contradicts sy Z sy . Hence either uPu or there is a vertex u with uPu 
and toPu. // •
(1.6.4) Corollary [33 , p. 73] . If ly ly in the tournament T, 
then either uRv or there is a vertex u with uRw and wRu.
Proof . If lu £ ly, then su * 21y 21y ■ sy, and the result follows
from (1.6.3) since uPu in T implies that uRu in T. //.
A path from u1 to un in D is a collection of distinct vertices u^,
..., un together with the arcs u^ Pv»2» u2Pu3. •••« un-1Pun ’ Notlcs that 
this definition differs from that in [l7] . The length of a path is the 
number of arcs in the path. Lemma (1.6.3) says that if su sy there is 
a path from u to u of length at most two.
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(1.6.5) Lemma . Let the oriented graph D have score sequence S and 
suppose that u < v , so sy $ sy. Then there is a path from u to u if 
and only if
k
l  s > k(k-1) for k ■ u, .... o- 1 
i-1 1
(so that equality does not hold in condition (1,2,4) for any k, 
u « k < v>).
k
Proof . If I s4 > k(k-1) then there is an arc from {1, ,,,, kl to 
“  i-1
{k+1, ..., n) in D. Suppose u>Pz. where niv< k and z 3* k ♦ 1, Now 
since 8^ 5 su and sz £ s ^ ,  then by Lemma (1.6.3) there are paths from 
k to w and from z to k ♦ 1. Hence there is a path from k to k+1. 
k
if y
si > k(k-1) for k ■ u. .... u - 1, then there is a path from 
k to k+1 for each k - u, .... o - 1, and so there is a subset of the arcs 
of these paths which forms a path from u to u in D.
k
Conversely, if l  s - k(k-1)for some k, where u ,< k < u, then there 
i-1
can be no arc from {1, .... k} to {k+1, .,,, n}, and hence no path from 
u to u, in D. //.
(1,6,6) Corollary . Let D and D* have the same score sequence. Then 
there is a path from u to o in D if and only if there is a path from 
u to i) in O',
Proof • Suppose D and D' have score sequence S. Then by Lemmas
(1.6.3) and (1.6.5) there is a path from u to u in D if an only if 
either su i  sy, or sy < sy and
k
I s, > k(k—1) for k - u, 
i-1 x
, o - 1 .
T h e  same i s  t r u e  f o r  D ' . //.
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C1.6.7) Lemma . If there is a path from u„ to u in D. then bv ................... —  — —  i n
successively reversing cyclic triples,It is possible to form an 
oriented graph with the same score sequence in which there is an arc
uipV
Proof . Reversing a cyclic triple does not alter the score sequence
of the resultant oriented graph. Let u^ U£ ••• un be a shortest path
from u. to u in □. Then there is no arc u.Pu if 1 i i < n - 1, for i n  i n
otherwise there would be a shorter path from u. to u . Hence for all
i n
1 I < n-lthere is an arc u ^ u ^  In particular, there is an arc
u Pu Reverse the cyclic triple u „Pu ., v ,Pu , u Pu „ t o
n n-2 ■* r n-2 n-1 n-1 n n n-2
form D* with the same score sequence S as D in which u „Pv> . Next
n-z n
reverse the cyclic triple u „Pu u '„Pu , u pu _ in D* to form ann-J n-z n-z n n n-3
oriented graph with score sequence S in which u _Po . In this way,
n-J n
by successively reversing cyclic triples containing vertex n, we event­
ually form an oriented graph with score sequence S in which u1Pyn« //.
It follows from the proof of Lemma (1.6.7) that :
(1.6,8) Corollary « If there is a path from u„ to u In D, then ■ ■ ■■ ■ 1 ■ ■ ■ ■ ■ i n
either u.Pu, or D contains a cyclic tripleu„Pu u .Pu , u Pu //. 
I n n-<z n-i n-i n n n-z '
We can now give a proof of Theorem (1.6.2).
Proof of Theorem (1.6.2? . Suppose that the oriented graphs 0 and D* 
have the same score sequence S. Representing uRu and ulu by two arcs, 
it is sufficient to prove that D can be transformed to DCS) by 
successively reversing the orientations of appropriate cyclic triples.
*• ttr
For then D' can similarly be transformed to D(S) and so DCS) can be 
transformed to D’ by the reverse sequence of transformations of triples. 
The proof is by induction on n, the number of vertices of D and D',
The theorem is clearly true for n - 1, 1 and 3.' Suppose that it is true 
for oriented graphs with fewer than n vertices.
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Now D has the following properties:
(1) if u > u, then either uRu or ulu, so there is an arc from u to u, 
and
(2) if nlu and nRu, then su £ s^.
Suppose that the arcs between k and n have the same orientations in D 
and D for k ■ u ♦ 1, ...» n - 1  and that the orientations first differ
mt
for k • v. Since nRu or nlu in D, there are four possible cases:
m*
(1) nlu in D and nRu in D
(2) uRn in D and nRu in D
«*
(3) nRu in D and nlu in D
and (4) oRn in D and nlu in D.
In each case it will be shown that the orientations of the arcs between 
o and n in D can be made to coincide with those in D by reversing 
cyclic triples in D, without altering the orientations of the arcs 
between(u ♦ 1, ..., n - Hand n.
Case (1) . nlu in D and nRu in D.
Since id(n) • 2n - 2 ~ sn is the same for D and □ there is some vertex
«w
u < u which has more arcs to n in D than in D. But by property (1) of 
D, as n > u then nlu in D. Hence nRu in D. Now since nlu and nRu
in D then by property (2) su £ sy , so in fact sy » s^.
As su sy then by Lemma (1.6.3) there is a path of length at most two
from u to u in D. If uPu. reverse the cyclic triple uPu, uPn, nPu so that nRu
in the resultant oriented graph D^. Otherwise uRu, so uPw and wPu for
some (o. tn f n as nRu in D. Reverse the cyclic triple uPu, uPw, wP\> and
then reverse the resultant cyclic triple uPu, uPn, nPu so that nRu in
A
the resultant oriented graph D2>
Thus we have formed from D an oriented graph in which nRu and nlu as in D.
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Sines the orientations of all other arcs of D Incident with n are
•»
unaffected, then and D2 agree with D in the arcs bstween{u, ...» n - 
and n. This proves case C1).
«•
Case C2) . uRn in D and nRu in D.
Since id(n) is the same in D and D there is some u < u which has more 
«•
arcs to n in D than in D. Hence it follows from property CD of □
•»
that nlu in D and nRu in D. Moreover, by property (2), su 5. sy as nlu and 
nRu in D. Thus by Lemma (1.6.3), either uPu in D. or oPu and there is 
a vertex o with uPw and toPu, where w f n as uRn in D. If uPu, reverse 
the cyclic triple uPu.vPn, nPu to form in which uln and nlu. Otherwise 
reverse the cyclic triple uPto, wPu uPu and then reverse the resultant 
cyclic triple uPu, uPn, nPu to form D2 in which uln and nlu.
Now the orientations of all other arcs incident with n are the same 
in D,, and D2 as in D. Hence since uln in and 02, and nRu in D. then
case (2) can be reduced to case (1) which has already been proved.
Case C3) . nRv) in D and nlu in D.
Since id(n) is the same in D and D there is some u < u with uPn in 0.
As u < u, then su ^  sy and it follows from Lemma (1.6.3) that either 
uPu in D, or uRu and there is a vertex o with uPu> and wPu. w ^ n since 
nRu in D. If uPu. reverse the cyclic triple uPu, uPn, nPu to form D1
in which nlu. If uRu, reverse the cyclic triple uPw, wPu, uPu and then 
reverse the resultant cyclic triple uPu, uPn, nPu to form D2 in which nlu.
Then nlu in D1 and D2 as in D. Except that uPn * nPu, the orientations of other 
arcs incident with n remain unaltered from D. So case (3) is proved.
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Case (4) . uRn in D and nlo in D.
m
Let s be the score of vertex k in D - n and s£ be the score of K in
4» **
D - n, for k - 1 ,  .... n - 1. Then by assumption, s£ - s£ for
•»
K ■ u ♦ 1, .... n - 1 and s^ * ^• Since id(n) is the same in
4« W
D and D there is some u < u with more arc3 to n in D than in D. Thus
•*
it follows from property (1) of D that nlu in □ and nRu in D.
Let u be the vertex of greatest index less than u for which nRu in D.
Then for all k * u +1, .... u, either kRn or nlk in D. and either nlk or
4»
nRk in D. Hence there are as many arcs from k to n in D as in D.
Thus s£ .$ s' for k - u + 1 .  .... u - 1 .  
u v
Hence I si < l  si
i-k 1 i-k 1
for k ■ u ♦ 1, .... v (1.6.9)
n-1 n-1
Now, since I " I si
i-u+1 i-u+1
and
n-1 n-1 .
1 si ■ l  ■ (n-1)(n-2),
i-1 i-1
then
u u .
I si ■ l  aj! •
i-1 1 i-1 1
Together with (1.6.9), this implies
k-1 k-1 .
l
i-1
3i > l  si ^
1 i-1 1
(k-l)(k-2) for k - u * 1, ..., u.
k
so that l s' > K(k-1) for k - u, ...» u - 1.
i-1 1
Hence by Lemma (1.6.5) there is a path from u to u in D - n.
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Thus by Lemma (1.6.7) it is possible, by successively reversing cyclic 
triples in D - n, to transform D to with the same score sequence in 
which uPv>. This does not alter the orientation in D of any arc incident
with n. Now we reverse the cyclic triple uPu, uPn, nPu in to form D2 
in which nlu as in D. Hence case (4) is proved.
So by reversing cyclic triples in D, the orientations of the arcs 
between u and n in 0 can be made to coincide with those of □ without 
disturbing the orientations of the arcs betweenio ♦ 1, .... n - Hand n. 
This can be done successively for vertices u, u - 1, .... 1 to form 
D* for which all arcs incident with n have the same orientations as in 
D. Then D* - n and D - n have the same score sequence, and by assump­
tion D* - n can be transformed to D - n by reversing cyclic triples.
So D can be transformed to D and the theorem follows by induction. //.
The proof of Theorem (1.6.1) can be reduced to a particular case of the 
proof of Theorem (1.6.2).
Proof of Theorem (1.6.1) . Let the tournament T have score structure
L. It is sufficient to show that T can be transformed to T(L) by
successively reversing cyclic triples. Following the proof of
Theorem (1.6.2), suppose that the arcs between(u ♦ 1, ..., n - Hand n
«■
have the same orientations in T and T, but that the arcs between u and n 
are oriented differently. Then, either uRn in T and nRo in T,. or nRo in 
T and vRn in T.
As in section 1.5, form an oriented graph D(T) from T by defining uRu in 
D(T) if u > u and uRu in T, and ulu in D(T) otherwise. Then D(T) has 
score sequence S, where s^ < s2 < ... < sn since s^ * 1^ ♦ (k-1), and 
D(T(L)) * D(S). Now uRn in T and nRu in T imply that nlu in D(T) and
-  36 -
nRu in D. As S is a strictly-increasing score sequence, then nRu
in D implies that nRk in D for all k $ u. But since nlu in D(T) and
the arcs betweeniu + 1, .... n - H a n d  n have the same orientations in
D(T) and D, this implies that s in D(T) is les3 than s in D. Thusn n
v)Rn in T and nRu in T leads to a contradiction and cannot arise. Thus 
nRu in T and uRn in T, that is nRu in D(T) and nlu in D which is case (3) 
in Theorem (1.6,2).
Proof of the case nRy in T and uRn in T. Since id(n) ■ n - 1 - 1—  1 " ■ ■ ■ ...... n
** mt
is the same in T and T there is some u < u with uRn in T and nRu in T.
As ly £ lu, it follows from Corollary (1.6.4) that either uRu in T, or 
uRu and there is a vertex w with uRu and wRu. u | n since nRu in T.
If uRu then reverse the cyclic triple uRu, uRn, nRu to form a tournament 
T^ in which uRn. If uRu, reverse the cyclic triple uR<u, o»Ru, uRu, and 
then reverse the cyclic triple uRu, uRn, nRu in the resultant tournament 
to form a tournament T2 in which uRn. Then uRn and nRu in and T2> 
as in T, and the orientations of the other arcs Incident with n are 
unaltered. So the case nRu in T and uRn in T is proved. The proof 
is identical to the proof of case (3) in Theorem (1.6.2), with P 
replaced by R, D by T, s^ by 1^ and Lemma (1.6,3) by
Corollary (1.6.4).
So by reversing cyclic triples in T, it is possible to form a tournament 
T* in which the orientations of the arcs incident with n coincide with 
those of T. The theorem then follows by induction, being clearly 
true for n ■ 1, 2, 3, //.
It is unlikely that the vertex scores have the same order in T* - n and 
T - n as in T* and T. This does not matter, for if necessary we can 
relabel the vertices of T* - n and T - n before the next stage so that
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the score3 are in non-decreasing order, then revert to the correct 
labelling after that stage has been completed, and so on.
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CHAPTER 2. WEAK ORDERS, SIMPLE SCORE SEQUENCES AND SIMPLE SCORE 
STRUCTURES
SECTION 2.1_____ Introduction
A paired comparison experiment J21], £30],£9] is one in which n "objects" 
are presented in pairs to a "Judge", For each pair of objects, the
Judge must state which he "prefers". More generally, the Judge may be
allowed to declare a tie, which may be Interpreted as indifference 
between the two objects. If the objects are represented by vertices 
and the preference relation by R, then the preference pattern  induced 
by the paired comparison experiment is an oriented graph if indifference 
is permitted and a tournament if indifference is not permitted. Paired 
comparison experiments are also used in other contexts: as remarked in 
section 1.1, Landau interpreted tournaments as dominance relations in 
paired comparison experiments among animal societies.
Kendall and Babington Smith j2lj introduced the notion of consistency  
(consistence) in paired comparison experiments. If the Judge has been 
consistent in his preferences, then it is reasonable to suppose that the 
preference relation R is transitive [30, p.178], in which case all triples 
are transitive. If indifference is not permitted, which is the case 
considered in [21] , then all triples are of the form uRo, oRw, uRu and 
so a consistent preference pattern is a linear order. If indifference 
is permitted then one possible graphical interpretation of the notion 
of consistency [41, pp.17-2l], [7, pp.104-105] is that indifference as well 
as preference should be transitive. In this case all triples are weakly 
ordered, and so a consistent preference pattern is a weak order. With 
this in mind we say that a score sequence S is con sisten t  if every
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oriented graph with score sequence S is a weak order. S is 
in con sisten t if no weak order has score sequence S. Otherwise. S 
is p a r tia lly  con sisten t.
A score sequence is simple If there is, up to isomorphism, exactly one 
oriented graph with that score sequence. Similarly, a score structure 
is simple [l7, p.317] if there is, up to isomorphism, exactly one 
tournament with that score structure. In section 2.2 the criterion is 
given for a score sequence to be simple, so that for a given oriented 
graph we can decide whether it is specified up to isomorphism by its 
score sequence. We also determine the nurriber of simple score sequences 
of order n and characterise consistent and partially consistent score 
sequences. In section 2.3 the criterion is derived for a tournament 
score structure to be simple, and the number of simple score structures 
of order n is evaluated.
SECTION 2.2 Weak orders and simple score sequences
(2.2,1) Theorem . Two further equivalent definitions of a weak 
order D are
( 1 )  W1.
and W2, 
and (2) W3.
and W4.
s > s Implies uR u in D 
su ■ su implies ulu in D, 
uRu in D implies su > sy 
ulv in D implies sy ■ s^.
Proof .
(a) W1 and W2 imply D is a weak order
RIj By W2, s^ ■ sy implies ulu in D. So Rl is true.
R1: By W1 and W2, uRu in □ implies s > s and uRu in D Implies s > s .u u u to
Hence su > s^ and, by W1, uRu> in D. So R1 is true
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IT: By W1 and W2, ulu in D implies su * sy and ulu in D implies
s ■ s . Hence s » s and, by W2, ulu in D. So IT is true,U U  u u
Thus D is a weak order.
(b) D is a weak order Implies W3 and W4 
Suppose RI, R1 and IT are true for D.
W3: Let uRu, Then by R1, uRu and uRu imply uRu. But ulu and uRu,
Hence id(u) < id(u). Similarly, by Ri, uRu and uRu imply uRu, and 
since ulu and uRu, then od(u) > od(u). Thus su > sy and W3 is 
true.
W4: Let ulu and suppose uRu. uRu is not possible since, by R1, v>Ru
and uRu imply uRu. ulu is not possible since, by IT, ulu and ulu 
imply ulu. Thus uRu implies uRu, and similarly uRu implies uRu. 
Hence idtu) * id(u).
Now suppose that uRu. uRu is not passible since, by R1, uRu and wRu 
imply uRu. • ulu is not possible since, by IT, ulu ahd ulu imply ulu. 
Thus uRu Implies uRu, and similarly uRu implies uRu. HencB 
od(u) » od(u). So altogether, su ■ sy and W4 is true.
(c) W3 and W4 imply W1 and W2
W1: Let su > s^. Then, by W3, uRu implies s^ > sy which is not true
and, by W4. ulu implies ■ sy which is also not true. Hence 'uRu
and ulu are not possible, so uRu and W1 is true. .
W2: Let su ■ sy. Then, by W3, uRu implies su > s^ which is not true,
and uRu implies sy > sy which is not true. Hence uRu and uRu
are not possible, so ulu and W2 is true, //,
(2.2.2) Corollary. The weak order □ is identical to the weak order
D* induced by its score sequence, defined by uRu In D ’ if and only if
s > s . u u
Proof . Let D be a weak order. By Theorem (2.2^1), W3 and W4 are 
By W3, uRu in D implies sy > s^ which, by definition.true for D.
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implies uRu in D ’. By W4, ulu in D implies su - sy which, by 
definition, implies ulu in D'. Hence D - D ’, //.
(2.2.3) Corollary , There is at most one weak order with given score 
sequence S.
Proof • Lst D and O' be weak orders with score sequence S,
By Theorem (2.2.1), W1 and W2 are true for D and D*.
By W1, su > sy implies uRu in D and D'.
By W2, su ■ sy implies ulu in D and D ’.
Hence D ■ D' and the result follows. //,
From Corollary (2.2.3) and the definitions of consistent and simple score 
sequences, it follows that :
(2 .2 .4 ) Corollary . A consistent score sequence is simple. //,
Next we derive the criterion for a score sequence to be simple. The 
vertex u is reachable from vertex u if there is a path from u to u in 0.
An oriented graph is strongly connected  or strong  if for every two 
vertices u and u there is a path from u to u and vice versa. A 
strong component of an oriented graph is a maximal strong subgraph! 
it is the subgraph induced by a maximal set of mutually reachable 
vertices.
In order to derive the criterion for a score sequence to be single, it
is necessary to consider the score sequences of strong components of
oriented graphs. Let D be an oriented graph with score sequence S. S is strong
if D is strong, see (1.6.6). The strong components of S are the score
sequences of the strong components of D. The following result shows
that the strong components of S are determined by the successive values 
K
of Kfor which I k(k-1), that is the successive values of k for 
i«1
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which equality holds in condition (1,2.4).
(2.2.5) Lemma . Let D have score sequence S. Suppose that
(1) |[ s. ■ p(p-1)
i-1 1
(2) ^ sj — q(q-1)
i-1  1
k
and (3) ][ s. > k(k-1) for k - p + 1 ,  . . . , q - 1 ,
i»1
where 0 i p < q i n.
Then the subgraph induced by {p ♦ 1..... q} is a strong component
of D with score sequence (sp+1 - 2p, sp+2 - 2p. .... a - 2p).
Proof • From (1) it follows that there is no path from a vertex of
{1. .... p} to a vertex of {p ♦ 1..... n}. From (2) it follows that
there is no path from a vertex of {1, .... q} to a vertex of (q ♦ 1,
.... n}. Hence any strong component of D containing a vertex of 
{p ♦ 1, .... q} must be wholly contained within that set.
Now let p ♦ 1 ^ u < o ^  q. Since sy £ s(j. then by Lemma (1,6,3) 
there is a path from u to u in D. Also, by condition (3), it 
follows from Lemma (1,6.5) that there is a path from u to u in D.
Hence u and u are in the same strong component of D and so the subgraph
induced by {p ♦ 1, .... q} is a strong component of D. Clearly,
this strong component has score sequence (s - 2p, s  ^ - 2p# .,,, 3 - 2p)
//.
As an illustration of Lerana (2.2.5), consider the score sequence 
S - (2,2,2,8,8,10,10,14,18,18,20,22.22). 
k
l  9 - k(k-1) for k - 3. 7. 8 and 13.
i-1
Therefore the strong components of S are, in ascending order
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(2,2.2) . (2,2,4.4) , (0) and (2,2,4,6,6).
(2.2.6) Lemma . The score sequence S is simple if and only if every 
strong component of S is simple.
Proof The two observations made at the beginning of the proof of 
Lemma (2.2.5) clearly generalise to: if u is in a higher-ranked 
strong component than u in the oriented graph D, then uRu in D. Thus an 
oriented graph is wholly determined by its strong components and their 
rankings relative to each other, and the result follows. //.
(2.2.7) Theorem . Let S be a strong score sequence. Then S is
simple if and only if it is either (0) or (1.1).
Proof . By Inspection, the strong score sequences of orders one and 
two, (0) and (1,1) respectively, are simple. Suppose S is strong and 
contains three vertices u < u < w. Let the strong oriented graph D 
have score sequence S. By Corollary (1.6.8), either ulo, ulw and ulw 
in D, in which case uPv, uPw and wPu, or D contains a cyclic triple, 
say u’Po', u'Pu)',and m'Pu', Hence D contains a cyclic triple. Reversing 
the orientations of the arcs of this triple forms an oriented graph 
with score sequence S which has a different number of arcs from D, since 
reversing a cyclic triple either transforms a transitive triple to an 
intransitive triple or vice versa. So is not isomorphic to D and 
thus S is not simple. //.
The criterion for a score sequence to be simple is given by the following 
corollary of Lemma (2.2.6) and Theorem (2.2.7):
(2.2.8) Corollary . The score sequence S is simple if and only if 
every strong component of S is either (0) or (1,1)i that is
k k+1
l  s • k(k-1) or £ s ■ (k*1)k for k » 1, 2, ..., n-2, 
i-1 1 i-1 1
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so that in condition (1*2.4) inequality doss not hold "for any two consec 
utive values of k. //.
Thus it is possible to decide whether a given score sequence is simple
by using Lemma (2.2.5) to determine the strong components of S and then 
applying Corollary (2.2,8).
We conclude with three propositions characterising consistent and 
partially consistent score sequences and counting the simple score 
sequences of order n.
(2.2.9) Proposition . A score sequence is consistent if and only if 
it is simple.
Proof . By Corollary (2.2.4), a consistent score sequence is simple. 
Let the oriented graph D have simple score sequence S. A simple score 
sequence has the property that every strong component is either (0) or 
(1,1). Thus u and u are in the same strong component if and only if
su * V  Hence lf su > su* then u and « are in different strong 
components and so uRu in D. If su - u and v are in the same strong 
component which must then have score sequence (1,1), and so ulo in D,
Thus by Theorem (2.2.1),D is a weak order, and S is consistent. //.
(2.2.10) Proposition . The number of simple (consistent) score 
sequences of order n is f(n), the nth number of the Fibonacci sequence, 
defined by f(n) - f(n-1) ♦ f(n-2) for n >y 3, f(1 ) « 1 and f(2) - 2.
Proof . By Corollary (2.2.8), the score sequence S of order n is 
simple if and only if every strong component is either (0) or (1,1),
The number of simple score sequences of order n with highest-ranked com­
ponent (0) is f(n-1), and the number of simple score sequences of order n 
with highest-ranked component (1,1) is f(n-2). Since f(1) • 1 and
f (2) - 2, by inspection, the result follows. //.
(2.2.11) Proposition . The score sequence S is partially consistent 
if and only if every strong component of order r has score sequence
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(r-1, r-1, ..., r-1), and thera is at least one component of order 
greater than two.
Proof . If every strong component of the score sequence S is of order 
one or two then it is either (0) or (1.1) and hence, by Corollary 
(2.2.8), it is consistent. Thus if S is partially consistent It has a 
strong component of order greater than two.
Let S be a partially consistent score sequence and let D be the weak 
order with score sequence S. If su > 8u then, by W1. uRu and so any 
two vertices with different scores are in different strong components of
D. Thus every strong component in S of order r must have score sequence 
(r-1;, r-1, .... r-1).
Conversely, suppose every strong component of order r has score
sequence (r-1, r-1, ..., r-1). This implies that if s ■ s then u
and u are in the same component of S, and if sy > sy then u is in a
higher-ranked component than u. Hence we can define an oriented graph
D with score sequence S by ulu in D if s - s . and uRu in D if 3 > a
u u  u u*
By Theorem (2.2.1), D is a weak order, and hence S is partially
consistent. //.
SECTION 2.3_____Simple score structures
In section 2.1 we defined a score structure as simple if it belongs 
to exactly one tournament. Every score structure of tournaments 
with fewer than five vertices is simple. |9, p.103], [17. p.31?] , but the 
following non-isomorphic tournaments both have score structure 
(1,1,2,3.3).
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The objective of this section is to determine which tournaments are 
specified up to isomorphism by their score structures, that is which 
score structures are simple. In order to characterise simple score 
structures we consider the score structures of strong components of 
tournaments. The method is similar to that used in section 2.2 to 
determine simple score sequences, and it is necessary to restate some 
results of the previous section in the language of tournaments and 
score structures.
Let T be a tournament with score structure L. L is strong if T is 
strong. The strong components of L are the score structures of those 
tournaments which are the strong components of T. The following
corollary to Lemma (2.2.5] shows that the strong components of L are
determined by the successive values of k for which [ i . ik(k-1)
. i-1 1 1
that is the successive values of k for which equality holds in
condition (1.2.16).
(2.3.1] Corollary . Let the tournament T have score structure L.
Suppose that
(1)
A
h ■ ip(p-1)
(2) ?
i-1 h
- iq(q—1)
and (3)
k
l
i-1 h
> ik(k—1) for k - p + 1, q
where 0 4? P < P i n .
1 .
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Then the tournament induced by {p ♦ 1, .... q} is a strong component 
of T with score structure (lp+1 - p, lp+2 - p, ..., i - p).
Proof . Putting 1^ ■ is^ in Lemma (2.2.5) gives the required result. //.
Notice that a path from to un in T is a collection of distinct 
vertices u1, u„, .... u together with the arcs u.Ru.,, u_Ru,, .,,, u .Ru , 
The strong components of L can be derived using Corollary (2.3.1) in 
the same way as the strong components of a score sequence are derived 
using Lemma (2.2.5).
The next corollary is a special case of Lemma (2.2.6).
(2.3.2) Corollary . The score structure L is simple if and only if 
every strong component of L is simple. //.
It now remains to determine which strong score structures are simple.
(2.3.3) Theorem . Let L be a strong score structure. Then L is 
simple if and only if it is one of
(0) , (1,1,1) , (1,1,2,2) or (2,2,2,2,2).
Proof . Let L be a strong score structure.
Three cases will be distinguished.
(1) L has at least three different scoresj
(2) L has exactly two different scoresj
(3) All scores of L are equal, in which case L is regular,
A tournament with a score structure of type (3) is called regular or 
Eulerian,
Case (1) . L has at least three different scores, say 1 > 1  > 1 .
■-----—  J u u w
Then there is a tournament having score structure L with u, u, w as a 
cyclic triple. For suppose the tournament T has score structure L and 
that the triple u, u, u is not cyclic in T. Without loss of generality.
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let uRu, uRw and uRu>. As T is strong there is a path from u to u (which 
may or may not include the vertex u) which together with the arc uRw forms 
a cycle. Reverse the orientation of every arc of this cycle to form a 
tournament with score structure L, in which uRu, uRu and wRu so that 
u. u and u> form a cyclic triple.
Now reverse this cyclic triple to form the tournament T2 with score 
structure L. T2 is not isomorphic to T\j. For consider the number of 
arcs for which the score of the dominant vertex is less than the score 
of the dominated vertex. Since lu > ly > 1^, reversing the cyclic 
triple uRu, uRw, wRu to form T2 increases the number of such arcs by one. 
Therefore ^  and T2 are not isomorphic and so L is not simple.
Hence there is no simple strong score structure of type (1).
Case (2) . L has exactly two different scores, say
1^ * ••• " < ■ ••• * ln f o r  s o m a  k.
Put A ■ {1, .... k} and B  - {k+1, .... n}.
n
Now kl, + (n-k)l » [ 1. « Jn(n-1).
n i-1 1
Since L is strong, 1 i 1^  < ln* Thus the above equation implies that
(n-k)l < Jn(n-1) < nl a n d  so 
n n
Jin-1 J < 1 < .
n n-K
H e n c e  k f 1 b e c a u s e  lp m u s t  b e  a n  i n t e g e r  a n d  t h e r e  is n o  i n t e g e r  
b e t w e e n  J(n-1) and Jn. Thus k 2 a n d  s o  |a | >,2. S i m i l a r l y .
|B| *  2.
a m at  ineLet T be a tournament with score structure L. Suppos 
tournament T(A) induced by A has score structure L(T(A)) - (a1# a2, 
.... a^) where ^ a2 a^. Because a1 s< a2 s< ... ^ a^ and
1.
any
* ... * 1^» then vertex 1 dominates as many vertices of B as 
of {2, .... k), and vertex k is dominated by as many vertices of B
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as any of {1, ..., k-1}. Since T is strong, there are arcs from A to 
B and from B to A. Hence 1 dominates soma vertex u of B and k is 
dominated by some vertex u of B, where u is not necessarily different 
from u.
*
As ak 5- then by Corollary (1.6.4) there is a path k, j, 1 in TCA)
from k to 1 of length at most two. Similarly, as ly » l there is a 
path u, w. v in T from u to o of length at most two. It follows 
that the vertices 1, u. w, u, k, j form a cycle in T of length at most 
six.
The orientations of the arcs of this cycle can be reversed to form 
another tournament with score structure L. Let L(T^(A)) denote 
the score structure of the subtoumament of T induced by A. Now in 
forming T^(A) from T(A) 
a1 -*• at + 1
ak - ak * 1
a^ is unchanged if j f 1 or k 
and a^ is unchanged if to e A.
Therefore L(T^(A)) } L(T(A)) unless aR - a., + 1. But if L(T (A)) f
L(T(A)) then T^A) is not isomorphic to T(A), in which case T^ is not
isomorphic to T and L is not simple. So L can be simple only if
aR ■ a1 .♦ 1, that is if k is even, k » 2r say, and
a < , * , . . a a * r - 1  
* r
r+1 a 2 r t a k ’
r .
Suppose L(T(A)) is of this form. Then for some value of q, each
vertex of (1..... r> dominates q vertices of B and each vertex of
{r + 1, ..., 2r) dominates q - 1 vertices of B so that 1 ■ ■ i
1 ***
r ♦ q - 1. Now q ^ 1 since L is strong. Moreover,
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n
*2r+1 " • "  '  K  and l h  " in ln -1 ) ,  80
i"1
inCn-1) - 2r(r+q-1) ♦ (n-2r) 1 .
n
This equation and the Inequality 1, > l2r • r * q - 1 together Imply 
that q < n - 2r - l(n-2r-1).
As n - 2r - |b | * 2, then n - 2r - 1 > 0 and so q < n - 2r.
Therefore each vertex of {1, .... r> is dominated by at least one 
vertex of B.
Now suppose that r * 2, so |a | * 4, and let the vertex 2 be
dominated by vertex u of B. Then arguing the same way as in the general
case, there is a cycle 1, u. u. u, 2, J,in T of length at most six, 
where J e A. This cycle can be reversed to form a tournament T1 with 
score structure L. In this case a2 ■+ r - 2.
Therefore LfT^A)) \ Ur(A) J since the least score in T(A) is r - 1 
whereas there is a score of r - 2 in T^A). Hence T^A) is not 
isomorphic to T(A), so T,j is not isomorphic to T and L is not simple.
Thus L is not simple if r i 2,
Altogether, if |a | £ 3 then L is not simple. Similarly, if |b | 3
then L cannot be simple. Since Ja | * 2 and Jb| * 2, the only remaining
possibility is Ja | * |b | ■ 2. The only strong score structure of type 
(2) with |A| * |B| - 2 is L * (1.1,2,2) which is simple. The 
tournament with this score structure is; So
So in case (2) the only simple strong score structure is (1,1,2,2),
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Case (3) . All scores of L are equal, so the nuntoer of vertices, n. 
Is odd. Let n ■ 2r ♦ 1. Define T to be the tournament with 
vertices {1, 2, .... 2r+1} In which for all k e {1, 2, 2r*1), the
vertex k dominates vertices k + 1 ,  k + 2 ,  .... k *  r.reduced modulo 
2r ♦ 1. Then L(T) has all scores equal.
T has no subtoumaments of the type
For suppose without loss of generality that vertex 1 dominates vertices 
u, v and o> in T, where 2 ^ u < o < w ^ r * 1 .  Then, by the definition 
of T, the triple u, u, o> is transitive with uRu, uRw and uRco. So 
T cannot have any subtoumatments T*.
Now if r >, 3, so n £ 7, then T has a transitive subtoumament
-f *---5---*u
induced by the distinct vertices 1, u, u and u.
— * - is
Let z be the vertex to ♦ r. Then uRw, wRz and zRu in T. Reversing 
the cyclic triple u, u, z forms another tournament T^ with score 
structure L. But T1 has a subtoumament of type T* induced by the
vertices 1, u, u and w, and is therefore not isomorphic to T. So L
is not simple if n £ 7.
The regular score structures of orders 1, 3 and 5 are simple, the 
associated Eulerian tournaments being respectively :
So the only simple strong score structuresof type (3) are (0), (1,1,1) 
and (2,2.2.2,2).
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I2/-3.!-!]___ • The score structure L is simple if and only if
every strong component of L is one of
(0) . 11,1 ,1 )  , (1 ,1 ,2 ,2 ) or (2 ,2 ,2 ,2 ,2 ) . f j
Thus it is possible to decide whether a given score structure L is 
simple by using Corollary (2.3.1) to determine the strong components 
of L and then applying Corollary (2.3,4).
Let g(n) denote the number of simple score structures of order n. 
g(n) is easily evaluated using the following recurrence relation.
(2.3.5) Proposition . g(n) ■ g(n-1) + g(n-3) + g(n-4) + g(n-5) 
where g(k) ■ 0 if k < 0 and g(0) ■ 1.
Proof . By Corollary (2.3.2), a score structure is simple if and 
only if every strong component is simple. If the highest-ranked 
component is of order k. then letting h(k) denote the number of strong 
simple score structures of order k,
n
g(h) ■ £ h(k) g(n-k) , where g(Q) ■ 1,
But by Theorem (2.3,3),
h(k) - 1 if k » 1, 3, 4 or 5, 
h(k) - 0  otherwise.
Hence g(n) ■ g(n-1) + g(n-3) + g(n-4) ♦ g(n-5), 
where g(k) « 0  if k < 0 and g(0) - 1, //#
The following table lists for small values of n the simple score 
structures of order n and compares gin) with l(n), the total number of 
score structures of order n.
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(2.3.6) Table
n g(n) l(n) simple 8core structures
1 1 1 (0)
2 1 1 (0,1)
3 2 2 (0,1,2) (1,1 ,1)
4 4 4 (0.1.2,3) (0,2,2,2) (1.1 .1.3) (1,1,2,2)
5 7 9 (0,1.2,3,4) (0,1,3.3,3) (0,2,2.2,4)
(0,2,2.3,3) (1,1,1.3,4) (1,1,2,2,4)
(2,2,2,2,2)
6 11 22
7 18 59
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CHAPTER 3. SEMIORDERS
SECTION 3.1 Introduction
Luce [30] and others, see for example [3, pp.263-266], have questioned 
the traditional assumption of transitivity of the indifference 
relation in paired comparison experiments. A transitive indifference 
relation assumes perfect discrimination on the part of the Judge.
Armstrong [2, p.122] suggests that a Judge usually has imperfect 
powers of discrimination, so that preferences become recognisable 
only when of sufficient magnitude.
For this reason we say that an oriented graph is repreaentdble as a 
consistent preference pattern if it is possible to assign a real­
valued function f to the vertices of D. such that for all u and u. 
uRu < = *  f(u) ^ g(f(u)) > f(u)
where g, defined over a suitable domain, is any given strictly-increasing, 
real-valued function for which g(x) > x. This is a generalisation of a 
definition in [42] and [38] . The function f may be thought of as 
measuring the Judge's estimate of the characteristic under consideration and 
g(fiu)) as the threshold value of f(u), 80 that if f(u) * g(f(u)) then u 
will be preferred to u.
It is easily deduced (Lemma (3.2.1)) that a representable oriented graph 
must satisfy the axioms of a semiorder, as defined in section 1.4. in 
section 3.2 those oriented graphs representable as consistent preference 
patterns are characterised as semiorders, replacing the weak orders of 
perfect discrimination and transitive indifference. In section 3.3 we 
show that the number of semiorders with n vertices is the nth Catalan 
number and count labelled semiorders. In section 3.4 an application is
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given to significance testing in statistics. In section 3.5 it is shown 
that Harary’s reconstruction conjecture is true for semiorders. In 
section 3.6 we consider for different types of paired comparison 
experiments ways of defining and evaluating a coefficient of consistency 
of a preference pattern.
SECTION 3.2_____ The characterisation of representable oriented graphs
(3,2,1) Lemma (Luce [30], 1956). A representable oriented graph
is a semiorder.
Proof. Let D be a representable oriented graph, and let g(x) > x be
any strictly-increasing, real-valued function.
RI: Since f(u) < g(f(u)) then, from the definition of representability,
ulu and so RI is true.
S1: uRu implies f(u) g(f(u)) and coRz implies f(u) » g(f(z)). Now
either f(u) i f(w) in which case f(u) ^ g(f(z)) and so uRz, 
or f(b>) f(u) in which case fCo») >, g(f(u)) and so wRu. Hence 
uRu and wRz imply uRz or uiRu and S1 is true.
S2: uRu implies f(u) £ g(f(u)) and uRto implies f(u) g(f(u)). Now
either f(u) >, f(z) in which case g(f(u)) 5. g(f(z)), by the definition 
of g. so f(u) ).g(f(z)) and uRz, or f(z) f(u) in which case 
f(z) g(fit*»)) and so zRw. Hence uRo and uRw imply uRz or zRu and 
S2 is true.
Thus D is a semiorder. //.
In order to characterise representable oriented graphs we reformulate
the definition of a semiorder.
(3.2.2) Lemma. An equivalent definition of a semiorder D is
RI ulu
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and S3. su > a^ implies G(u) £ Giu) and Liu) £ Liu).
Proof .
RI and S3 imply D is a semiorder 
RI is true by assumption.
S1: Let uRu and wRz.
If Su * Sw then Lial) s Liu)* bV S3' and s° uRz, Similarly, if
Su * su thSn Ltu) S Liwi and 30 wRo* Hence either uRz or 
wRu and S1 is true.
S2: Let uRu and uRw.
If Su sz then Giu) s  G(z), by S3, and so uRz. Similarly, if 
sz 8y then Liu) s  Liz) and so zRw. Hence either uRz or zRw 
and S2 is true.
Thus D is a semiorder.
D is a semiorder implies RI and S3
Let D be a semiorder. Then RI is true by assumption.
S3: Suppose that su >. su .If S3 is not true then there is a vertex a. with
either uRw and wRu, or wRu and wlu, or uRw and ulw.
Case (1). uRw and wRu.
Since D is transitive, uRw implies s > s and wRu implies s > 3
u u w u*
and hence s > s which contradicts the assumption that s * s
u u
Thus uRw and wRu is not possible.
Case (2). wRu and wlu.
Let z be any vertex. If uRz then wRu, uRz and wlu imply uRz, 
by S2. Hence Liu) S  Liu).
Conversely, if zRu then wRu, zRu and wlu imply zRu by S1,
Hence Giu) c  G(u).
Altogether. su < s contradicting the assumption that s x B .
u U
Thus wRu and wlu is not possible.
Case i3). uRw and ulw.
Let z be any vertex. If uRz then uRw, uRz and ulw imply uRz by
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S1. Hence Liu) c L(u).
Conversely, if zRu then zRu, uRu> and ulu imply zRu by S2. Hence 
G(o) S  Giu).
Altogether, su < s0 contradicting the assumption that su ^ s^.
Thus uRu and ulw is not possible.
Since neither uRu and uRu nor wRu and ulu is possible, then uRu 
implies uRu and so Giu) E G(u), Since neither uRu and uRu nor 
uRu and ulu is possible, then uRu implies uRu and so Liu) S  Liu).
Thus S3 is true. //.
Lemma i3.2.2) is reminiscent of Theorem 1 in [30], the score sequence of 
a semiorder inducing a weak ordering of the vertices, see Corollary (2.2.2), 
which preserves preferences in the sense that su >, sy implies Giu) S  Giu) 
and Liu) - Liu).
(3.2.3) Lemma. Every semiorder is representable.
Proof. The proof is by induction on n, the number of vertices.
Suppose that every semiorder with r < n vertices whose scores have been 
ordered is representable by a strictly-ordered function f such that 
f(1) < f(2) < ... < fir). This is vacuously true for n ■ 2.
Suppose that the semiorder D has n vertices and score sequence i a2 i 
... ^ s . Let gix) > x be any strictly-increasing, real-valued function.
We show that D is representable by a function f such that f(1) < f(2) <
< fin). Let vertex k have score s M n  D - n for k - 1, 2, .... n-1,• • • l\
As D is a semiorder then s]j i s^ i ... ^ s ^  by Lemma (3.2.2). Now 
D - n is a semiorder and so by the induction hypothesis can be represented 
by a function f- such that f (1) < f(2) < ... < fin-1). Let p, where 
0 ^ p n-1, b® ^ e  greatest index adjacent from n in D. Then it 
follows from Lemma (3.2.2) that p ♦ 1 is the least index indifferent to n.
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Also, nlCp+1) implies that (n-1)I(p+1).
If p ■ 0, then (n-1)I1 in D - n and so -Fin-1) < g(f(1)). Thu3 there 
exists a real number f(n) such that f(n-1) < f(n) < g(f(U).
If 1 i p i n - 2, then p ♦ 1 < n - 1 and so ftp) < f(p+1) by assumption. 
Hence as g is strictly-increasing, gtftp)) < g(f(p*1)), Also, 
ftn-1) < g(f(p*1)) since (n-1)I(p+1). So there exists a real nuntoer 
fin) such that max (fCn-1), gtftp))} < ftn) < gtf(p+1)).
If p ■ n - 1, then nR(n-1) in D, and we choose ftn) » gtftn-1)) > ftn-1). 
Hence in all cases D is representable by a function f such that 
f(1) < f(2) < ... < ftn) and Lemma (3.2.3) follows by induction. //.
From Lemmas (3.2.1) and (3.2.3) we deduce the following characterisation 
of representable oriented graphs.
(3.2.4) Theorem. An oriented graph is representable if and only 
if it is a semiorder. //.
Theorem (3.2.4) remains true if ^ is replaced by > in the definition 
of representability. Scott and Suppes [42] first proved Theorem (3.2.4) 
for a less general definition of representability, namely 
uRu •<=> f(u) - fto) > 1.
This is the case gtx) ■ x ♦ 1.
(3.2.5) Example. When measuring a set of objects for some character­
istic f we take account of the imperfect discrimination of measuring 
instruments. If f(o) is the true value for object v and f(u) is
the experimental value, then allowance is mads for experimental error 
by merely asserting that
f(u) - e(f(u))« f(u) $ f(u) ♦ e(f(u)) 
where e(f(o)) is the estimated (positive) maximum error.
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ThenfCu) is measurably greater thanftol if 
f(u) - e(f(u)) > f(u) ♦ e(f(u)),
and the preference relation "is measurably greater than" is defined by 
uRv) <==> f(u) - e(f(u)) > f(u) ♦ e(f(u)).
So g(x) - inf {y | y - e(y) > x + e(x)} , and if e is a non-decreasing 
function then g is a strictly-increasing function. Hence the induced 
preference pattern is a semiorder.
A consequence of Lemma (3.2.2) is:
(3.2.6) Corollary. If D is a semiorder with score sequence S, then 
D - D(S). //.
Thus no two semiorders have the same score sequence, and so a semiorder 
is completely determined by its score sequence.
The score sequence S is representable if there is a representable 
oriented graph with score sequence S. that is if D(S) is a semiorder.
We now give a constructive criterion for S to be representable.
L h l'7 2 .---PPP-PP.8**.100» s * s2* 8n) is representable if and
only if
i1) V x - 1  < 8n-x ' whsrB x - 2n - 2 - sn
and (2) S Cs^, .... sn_x_,j» sn_x - 1, .... -1) is representable.
Proof. Suppose that S is representable, so D(S) is a semiorder. Then 
it follows from Lemma (3.2.2) that nRk if 1 i k < n - x • 1 and nlk if 
n - x ^ k ^ n - 1 .  Hence the semiorder D - n has score sequence S' as 
defined above and so S' is representable. Also, since nR(n-x-1) and
nl(n-x) then 8n_x_1 < an_x, for if sn-)M « s ^  there is a contradiction 
of S3. Thus if S is representable then (1) and (2) are true.
Conversely, suppose that (1) and (2) ore true. Then DIS?) is a semi- 
order. Form D by adding vertex n to G(S') with L(n)i - {1..... n-x-1)
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n
d e f i n e d  above, w h e r e  s. ... x  sM  • 8 m < Sn-x-1 n-x $ ••• i 8n_-j i Bn since
^ ... s'¿.-j. and D - D(S)
It remains to prove that S3 is true for D. By assumption. D - n - DCS') 
is a semiorder, so S3 is true for D - n. Hence, as 8l s2 ^ ... ^
sn-1 ^ V  14 ls sufflclent to show that G(n) S-G(n-I) and 
Lin-1) SL(n) in D. Since GCn) ■ $, then Gtn) SGtn-1).
If nRCn-1) in 0 then Lin) • (1, 2..... n-1), by definition, and
LCn-1) c  LCn). Alternatively, let nlCn-1) in □ and suppose there is a
vertex u * n - x with (n-1)Ru in D - n. Then it follows from S3
for D - n that {1, ..., u} £l(n-1) in D - n. But G(n-1) ■ $ in D - n.
Hence s ^  > . n - 2 * u * n - 2 * n - x - 2 n - 2 - x - s .  Thus
n
an-1 ^ sn and 80 an-1 “ 3n-1 + 1 91 an whlch contradicts s ^  ^ sn .
This implies that there is no vertex u n - x with (n-1)Ru. and so 
L(n-1) £L(n). Altogether, l(n-1) c  LCn) in D.
So S3 is true for D - DCS) which is therefore a semiorder, and S is 
representable. //.
For n i 6, the representable score sequences of order n are Indicated 
in Appendix 4.
Proposition C3.2.7) bears a certain resemblance to the constructive 
criterion of Havel [20] and Hakimi [14] for a partition of an even 
number to be the vertex-degree sequence of some graph (see, for 
example, ¡JIB, p.SsJ).
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SECTION 3.3 Counting Semlordera
In this section it is shown that the number of semiorders with n 
vertices is the nth Catalan number. ‘ Suppose that O ^ s  $ a < . , . < a  
in the semiorder D. Define xR k to be the least-indexed vertex 
indifferent to k.
*3.3.1) _, Lemma. The integer sequence tx.......xn) defines a
semiorder if and only if x1 - 1. and >< xR ,< k for K • 2 .....  n .
Proof. Let D be a semiorder. By definition, x. $ k for all k. and 
S3 implies that xR 1  i xR for k » 2, ..., n.
Hence x1 ■ 1 and xR_1 i  xK x< k for K • 2.....  n .
Conversely, given a sequence Cx1..... xn) satisfying the above
conditions, define an oriented graph D by L(k) ■ {1, .... x for 
all k. Then xR is the least-indexed vertex indifferent to k, as 
required, and it follows from S3 that D is a semiorder. //.
Thus the sequence iXj, .... xn) completely determines a semiorder, and
it provides a simpler numerical definition of a semiorder than the
score sequence. To count semiorders it is necessary to count the
admissible sequences (x4, .... x ).i n
(3,3.2) Lemma. The number of integer sequences (x , x ) for
1 * n
which x1 « 1 and xR-1 s< xks< k for k . 2, ..., n is
J L  (2P)
n+1 1 n *
Proof. Let d(n) be the number of admissible sequences ix , .... x ) 
of order n, and E(n, r) the subset of these sequences for which r is the 
greatest index k such that xR - k. The value r is well defined because
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n
x ■ 1, and so din) » £ j E(n, r)|.
1 r-1
Consider a sequence (x^ .... x ^ ,  r, xr+1, .... xn) of E(n. r).
Then (x., .... x .) satisfies the conditions x„ ■ 1 and x, . i x < R i r 1 1 k-1 k
for 1 « K ^ r - 1. Hence the number of admissible sequences (x1# .... 
x .) is d(r-1).r-i
Also,(x .... x ) satisfies the condition x. « ^ x._ < k for r+i n k-1 k
r ♦ 1 ^ k ^ n. Hence x„ ■ r implies that x „ ■ r.r r+l
Now consider the sequence (m., .... m l where m. ■ x. - (r-1) for• n-r K*r K
r*+ 1 £ k .$ n. Then xr+1 - r and xk_1 ^ xh < k for r + 1 < k ^  n 
imply that » 1 and mk_(J ^  mR ^  k for 2 s< k i n ■ r, Hence the 
nurrtber of sequences (m,j, .... mn_p) is d(n?r), and so there are dtn-r) 
sequences (xr+1, .... xr) satisfying the required conditions.
n
Thus |E(n, r) | ■ dCr-1) d(n-r). Hence d(n) ■ £ |E(n, r) | »
r-1
n
\ d(r-1) d(n-r), where d(0) - 1. This recurrence may be solved 
r-1
using standard methods, see [15, pp.25-26] , to give d(n) ■ -1—  (2n). //n+1 n * 1
1 2n— --( ) is the nth Catalan number. It is the number of different
n* 1 n
ways of combining the (n+1)-sequence a^ aj.^.a^^ in that order using a 
non-associative binary product, see [15, pp.25-26], A detailed account
of these numbers is contained in [l] . Lemma (3.3.2) may also be proved 
by describing a one-to-one correspondence between the sequences (x^, 
xn) defined in Lemma (3.3.2) and the different ways of combining the 
sequence a^... an+  ^ in the manner specified above. Suppose that, 
starting from the left end of the sequence ... en+1, the kth left
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bracket is between ax and ax . Then it can be shown that a necessary
k k
and sufficient restriction on the sequence (x„, ..., x ) is that x ■ 1i n  1
and x^_<j s< xR N< k for k « 2, .... n, which is as in Lemma (3.3.2).
It follows from Lemmas (3.3.1) and (3.3.2) that:
(3.3.3) Theorem. The number of semiorders with n vertices is
— i-r (^n), the nth Catalan number. //.
n+1 n
This confirms a result of Wine and Freund in [50]. By a different 
method, they showed that the number of decision patterns between n 
objects is ^¡- ( n), without giving a formal definition of a decision 
pattern. It was inferred, see [12], that they had counted acyclic 
digraphs, but it is implicit in [so] and an earlier paper by Duncan |jll] 
that decision patterns are semiorders, as will be shown in section 3.4.
We now turn to counting the number of non-isomorphic labelled semiorders
with n vertices. An automorphism of a labelled digraph D is an
isomorphism of D with itself, that is a permutation of the vertex set
{1, 2, ..., n} which preserves adjacency. The vertices u and u of
D are sim ila r if there is an automorphism of D which maps u to u.
By S3, u and u are similar in the semiorder D if and only if s ■ su u*
Therefore the number of labelled semiorders with n vertices is the number 
of labelled representable score sequences of order n.
Define yR > K to be the greatest-indexed vertex indifferent to k in 
the semiorder D. Then yR ■ max{u |xy $ k}. The number of non- 
isomorphic labellings of the semiorder D is the number of different 
labellings of the double sequence {(xi, y,,), (x2, y2), ...,(xn, yn)}, 
since u and u are similar in D if and only if su - sy, that is if
*u " Xu and * u “ V
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Let ld(n) be the number of labelled semiorders with n vertices and lc(n, r)
the number of labelled semiorders for which x ■ r, that l s s  • n + r -  2
n n n *
Then 1 ^ r ^  n, so ld(n) - £ lctn. r). To evaluate lcCn. r) we
r«1
systematically determine all the admissible sequences (x^ x , r), 
and then for each sequence calculate the number of labellings of the 
double sequence { t y  ^ 1 ,  ..., Cx^ y^}. Th0 results of a 
computer enumeration of ld(n) and lc(n, r) for n ^ 11 and 
U <  r N< n are displayed in Appendix 2.
Wine and Freund [50] asked for the total number of distinct decision 
sets in the pairwise comparison of n objects. Since a decision set is 
Just a labelled semiorder, see section 3.4, there are ldtn) decision 
sets for n objects.
Let c(n, r) be the number of semiorders with n vertices for which
x„ ■ r. n
.f3-.3.-.4i___grP-P-^APH- c(n, r) - cCn-1, r) ♦ c(n, r-1),where
c(n, r) - 0 unless 1 r .$ n.and cCn, 1] ■ 1.
Proof. Suppose a semiorder has xp - r. Then either Xfi  ^ - r or
xn-1 * r " 1• But the number of semiorders with x - r and x - r is
h n-1
cCn-1, r), and the number of semiorders with x - P v 4n r - i
is c(n, r-1). Hence c(n, r) - ctn-1, r) . c(n. r-1). New ctn, r) - 0
unless 1 -i r s< n, since 1 « n. Further, c(n, 1) -  1 since 
implies x1 ■  . . .  - xn-1 » 1 also. //.
n
SECTION 3.4 An application to multiple comparison tsst3
In statistics we can inquire whether the means of n given populations 
are all equal. This may be accomplished using an F-test in an analysis 
of variance. However, rejection of the hypothesis of homogeneity gives
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no decisions os to exactly which differences between sample means may 
be accounted significant, a problem considered by Duncan fll]. We 
wish to know which differences are significant at the chosen level.
Suppose we have n samples of the same size, with sample means 
x1, x2, xn, assumed to be drawn independently from normal
populations with unknown means p2..... ^  respectively, and
common unknown standard deviation a. Following [11]. the statement 
"*u is significantly greater than 7y", written uRu, is equivalent to 
acceptance of the decision that pu > pyl and the statement *7 and 7  
are not significantly different-, written ulo or ulu. is equivalent to 
claiming that there is insufficient evidence to decide whether p is 
less than, equal to or greater than py. so ^  i8 unranked relative to
V
Several m ultiple comparison test procedures for the systematic 
investigation of differences between sample means are examined by 
Duncan (see also [13, chapter II-1] and [9, pp.38-40]). in the ah
level le a s t s ig n ific a n t d ifferen ce t e s t, applied after a significant 
result of an F-test,
uRu < = >  7  - x > /2 t s 
U U <v2
where s is the standard error of the mean and is the upper a/2 per­
centage point of the t distribution with the appropriate degrees of 
freedom. From the definition of representability, with gix) ■ x ♦ Jz t s 
and Theorem (3.2.4) we conclude that the decision  patterns Induced by thl.* 
test are just semiorders and that decision se ts  (see [11], [50]) are 
labelled semiorders. The same is true for the m ultiple range te s ts and 
new m ultiple range t e s t. Indeed, if its conclusions are not to appear
anomalous, any multiple comparison test should exhibit this property.
-  66
SECTION 3.5_____On the reconstruction of semlordera
The problem of specifying a complete set of invariants of a digraph or 
graph is related to the following conjecture of Ulam [49, p.29] .
(3.5.1) Ulam's Conjecture. Any graph G with at least three vertices 
is uniquely determined up to isomorphism by its c o lle c tio n of vertex-
deleted subgraphs G G - u,u - 1. .... n.
Harary [16] reinterpreted the problem as one of reconstructing any graph 
G from its given collection of subgraphs Gy . This can be done 
uniquely if and only if the conjecture is true.
A stronger form of Ulam's Conjecture is proposed in [16, Problem IV] . 
t3«5.2_) Harary's Conjecture. Any graph G with at least four 
vertices can be reconstructed uniquely from its s e t of non-isomorphic 
vertex-deleted subgraphs Gy, u ■ 1, r ^  n.
No counterexample to either conjecture is Known. The equivalent 
versions of these conjectures for digraphs are not in general true, 
see [31. p.208] for counterexamples with five and six vertices, but 
certain classes of digraphs can be reconstructed.
The purpose of this section is to prove that Harary's Conjecture is true 
for semiorders:
(3.'.5-‘-3J--- IhgL°.£g.m.- Any semiorder D with at least four vertices can be
reconstructed uniquely from Its set of non-isomorphic vertex-deleted 
subgraphs D ■ D - u.
Before a proof of Theorem (3.5.3, can ba ilvBn, soms pmlmlnary 
are required.
j M d ) --- Lemma. Any partial order with four vertices can be
reconstructed from its set of non-isomorphic subgraphs o .
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Proof. A digraph D with at least four vertices is a partial order if 
and only if every subgraph is a partial order. Hence Lemma 13.5.4) 
can be verified by inspection of the vertex-deleted subgraphs of the 
sixteen partial orders with four vertices (see Appendix 4). //.
The next result is easily deduced.
(3.5.5) Lemma. Let D be a digraph with at least five vertices. 
Then D is a semiorder if and only if every subgraph Dy is a semiorder, //.
Manvel [32, Theorem 3] has shown that the degree sequence {(|L(o)j,|G(u)|)} 
of any oriented graph with at least five vertices can be derived from 
its collection of vertex-deleted subgraphs, and hence its score sequence 
can also be derived. In view of Lemmas (3.5.4) and (3.5.5) and the fact 
that a semiorder is completely determined by its score sequence, we can 
therefore assert that a semiorder with at least four vertices can be 
reconstructed from its collection of vertex-deleted subgraphs.
The following result is  also due to Manvel [31, Proposition 2],
(3.5.6) Lemma. The number of edges of a graph G with at least 
four vertices can be determined from its set of non-isomorphic subgraphs
Lemma (3.5.6) has an analogue for oriented graphs:
(3.5.7) Corollary. The number of arcs of an oriented graph D with 
at least four vertices can be determined from its set of non-isomorphic 
subgraphs Dy.
Proof. Ignoring the orientations of the arcs of D and its subgraphs 
Dy, we have a graph G and subgraphs Gu. Now the set { G j certainly 
includes all the non-isomorphic vertex-deleted subgraphs of G since {D^} 
is the set of all the non-isomorphic vertex-deleted subgraphs of D.
Hence according to Lemma (3.5.6) we can determine the number of edges
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of G, which is Just the number of arcs of D. //.
A transm itter is a vertex whose indegree is zero (this definition 
differs slightly from that in [17] ). Every partial order has at 
least one transmitter - any vertex of greatest score. If a partial order 
has only one transmitter then that vertex is a source, being adjacent 
to all other vertices.
Proof of Theorem (3.5.3), Suppose we have a list of the non-isomorphic 
subgraphs Dy of a digraph D with at least four vertices. If D is a 
semiorder with exactly four vertices then by Lemma (3.5.4) it is 
reconstructible. If D has five or more vertices, then by Lemma (3.5.5) 
we can recognise from the set Dy whether or not D is a semiorder. Once 
it is Known that D is a semiorder, then by Corollary (3.5.7) we can further 
evaluate the number of arcs in D. Therefore suppose we have 
determined that D is a semiorder with n>,5 vertices and d arcs. It 
remains to reconstruct D.
Two cases will be distinguished.
(1) Every Dy with more than one transmitter has d - (n-1) arcsj
(2) There is a Dy with more than one transmitter and more than 
d - (n-1) arcs.
Case (1). Every 0o with more than one transmitter has d - (n-1) arcs.
Then D cannot have more than two transmitters since deleting a 
transmitter would form a subgraph Dy with more than one transmitter and 
more than d - (n-1) arcs. Moreover, if 0 does not have a source and 
there is a non-transmitter u incident with fewer than n - 1 arcs in D. 
then the subgraph Dy has at least two transmitters and more than 
d - (n-1) arcs. Hence, 
either (A) D has a source,
or (B) D has two transmitters and every non-transmitter is
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adjacent to or from every other vertex.
In case (1A), either D is a linear order and so there is Just one Dy
which is also a linear order (type I), or there is a D0 which has a
source but is not complete (type II). For if D is complete, it is a 
linear order and has only one Dy, which is a linear order (type I).
Also, since D has a source and at least five vertices, then if D is not 
complete it has an incomplete D0 with a Bource (type II).
In case (1B) there are two Du< is a linear order, and D2 has two
transmitters dominating a linear order with n - 3 vertices.
Thus it is possible to distinguish between (1A) and (1B) on the basis of 
the subgraphs Dy, and to reconstruct D in case (1B). Otherwise we 
can assume that D has a source, case (1A). Suppose that the r vertices 
with the greatest scores in D form a linear order but that the r ♦ 1 
vertices with the greatest scores do not (so 2 S< r i n ) .  If r ■ n, then
D is of type I, and can be reconstructed since type I is distinguishable 
from type II on the basis of the subgraphs DvJ.
If r < n, then D is of type II. In this eventuality there are some Dy 
whose r vertices with the greatest scores form a linear order (when the 
deleted vertex is not one of the r vertices with the greatest scores in 
D), whereas in the remaining Dy only the r - 1 vertices with the 
greatest scores form a linear order (when the deleted vertex is one of the 
r vertices with the greatest scores in D). So D can be reconstructed 
by choosing one of the latter subgraphs and adding a source u 
adjacent to every vertex of D^.
This completes the proof of case (1).
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Case (21. There is a Dy with more than one transmitter and more 
than d - (n-1) arcs.
Then D does not have a source. For if D has a source u then Du has
d - (n-1) arcs and any other subgraph Dy ha3 u as a source.
So let the semiorder D, with s^ ^ 82 ... s^, have r ^ 2 transmitters,
namely n - r * 1,..., n. Then
for u ■ 1, .... n - r, Dy has r transmitters,
for u - n - r + 1, .... n - 1, Dy has r • 1 transmitters,
and D ha3 at least r - 1 transmitters, n
Since r >2, the set {n - r + 1, .... n - 1} is not empty.
Hence the minimum number of transmitters in any Dv is r - 1, and the 
deleted vertex is then a transmitter. Now choose a subgraph Du with 
a minimum number of transmitters. Let Dy have dy arcs. As D is a 
semiorder, it can be reconstructed by adding a transmitter u adjacent 
to the d - dy vertices {1, .... d - dy) with the least scores in Dy.
This completes the proof of Theorem (3.5,3). //.
The investigation of Ulam's and Harary's Conjectures can be widened from 
semiorders to all partial orders with at least four vertices. As an 
extension of Lemma (3.5.4), the author has verified that Harary's 
Conjecture, and hence also Ulam's Conjecture, is true for partial 
orders with five and six vertices (see Appendix 4 for diagrams of all 
these partial orders). Now recall that the degree sequence of an 
oriented graph with at least five vertices can be derived from its 
collection of subgraphs (see Theorem 3 of [32]). Hence a 
necessary condition for a pair of partial orders to be a counterexample 
to Ulam's Conjecture as well as Harary’s Conjecture is that both should 
have the same degree sequence and at least seven vertices.
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SECTION 3.6_____ Coefficients of consistency in paired comparison
experiments
In sections 2.1, 3.1 and 3.2 we considered the notions of consistency 
in different types of paired comparison experiments:
C1) if indifference is not permitted, then a consistent preference 
pattern is one for which preference is transitive - a linear order:
(2) if indifference is permitted and the Judge’s discrimination assumed 
to be perfect, then a consistent preference pattern is one for which 
both preference and indifference are transitive - a weak order:
(3) if indifference is permitted but the Judge’s preferences become 
recognisable only when of sufficient magnitude, then a consistent 
preference pattern is representable - a semiorder.
Since judges are seldom completely consistent, it is useful to have a 
statistical measure of the degree of consistency among the comparisons. 
Such a measure was proposed for experiments of the first type by Kendall 
and Babington Smith [21] . In these experiments, transitive triples 
indicate consistent sets of choices and cyclic triples indicate in­
consistent sets of choices. Kendall and Babington Smith defined the 
c o e ff ic ie n t  o f  consistency (consistence) C of a tournament T with n >,3 
vertices by
t(T) - 1 - c(T) / c Cn)max
where c(T) is the number of cyclic triples in T and c (n) is themax
maximum possible number of cyclic triples in a tournament with n 
vertices. The coefficient is normalised so that Q j 5 4 1, with 
C * 1 if and only if T is a linear order and C ■ 0 if and only if T 
has the maximum possible number of cyclic triples.
The following results (3.6.1) to (3.6.5) from [21], [27] and [17] are
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restated for convenience.
(3.6,1) Lemma [17, Theorem 11.10], The number t of transitive
triples in a tournament T with score structure (1,, 1_, .... l ) 
n 1. 1 2 n
is tCT) » l  (/) .
i-1 z
? S °£ l- The numbBr of transitive triples in T with i as the source 
is (2 ), since each choice of two vertices dominated by i defines 
exactly one transitive triple. //,
(3.6.2) Corollary {/I7. Corollary 11.10b]. c(T) • (n) - ? t*1)
3 i-1 2
Proof. c(T) ♦ t(T) - ("). //.
This shows that two tournaments with the same score structure have the 
same number of cyclic triples, and hence the same coefficient of 
consistency.
(3.6.3) Lemma [21].
1 3
Cmaxinî " 24 (n ” nI if n ia odd* and 
1 3
" 24 (n " 4n) if n is even.
. n 1.
Proof. From Corollary (3.6.2), c(T) ia maximised when J la
i-1 2
minimised. Now
n 1
I V >  " 7  I  h 2 -  7 -
i-1 i-1 1
n
since l  li - (ij). 
i-1
n 1f  I *  J  I I  M  P
So l  C7 ) is minimised when l  1 /  is minimised. But T 1 2 is
i-1 i-1 1 it-l 1
minimised when the scores are as nearly equal as possible: if n ia t
this is when 1± - Iin-1) for all i, and so
1 2
is -rrntn-D I if n is even it is when 4
*1 " " l n - 1*
2
the minimum value of £ 1,*
i-1 1
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and 1 * ■ 1n. i n
2
n
and the minimum value of j*
i- 1
n
2 '
1A2 is |nCn2 - 2n ♦ 2).
» * *i
Th8 minimum value of £ (-1) can now be evaluated and substituted into
i-1 *
Corollary (3.6.2J to yield c (n) as stated. //.max
On substituting the values of cm (n) into the definition of t we obtainmax
the following result.
(3.6.4) Theorem [21J. For n 3,
24efT)
C(T) - 1 - £^£LL' if n i3 odd. and 
nJ - n
"  1 - 24c(T) _  __
n - 4n
if n is even. //.
c(T) can be evaluated directly or by using Corollary (3.6.2).
2 1 ? M  n-1,
8 ' n l  (1i ’1*1
The following result 
(3.6.5) Lemma.
Proof. ns
n
l
t-i
is the variance of the scores (1., 1_, .... 1 ),
I <£ n
[9, p.22] is implicit in [21] . 
ns2 ■ Tf^nin2 - 1) - 2c(T).
2 1 2
*i " ^in-1) (using the alternative formula for
the variance s2)
n 1, n „ _
■ 2 I <2 J * l Ij - ^"(n-1)2
i*1 i*1 1 4
• 2{(g) - c(T)) ♦ i^ ) - •Jnin-U2 (from Corollary (3.6,2))
■ n(n2 - 1) - 2c(T). //.
s2 is a maximum when c(T) • 0. that is when L - (0, 1, .... n - 1), and
2 1 2the maximum value of the variance is s (n) - — (n - 1), see also
max 12
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[21] or [27] .
Landau [27] defined the hierarchy index h of a tournament T with
4«^ n 4 «
score structure il1# 12* .... 1 ) by h(T) ■ —  ][ (1. — 5— ) .
n -n i«1
2 2Thu3 h ■ s /s (n), and so h takes values between 0 and 1 with h ■ 1 max
if and only if T is a linear order. The hierarchy index is similar 
to the coefficient of consistency in that it provides a measure of how 
close a tournament is to being a linear order.
The relationship between h and 5 is as follows, 
(3.6.6) Theorem. For n >„ 3,
h - C if n is odd, and
■ 5 + -*—  (1-c) if n is even, 
n -1
2 1 2
Proof. Since s In) • ■ ?= (n - 1) it follows from Lemma (3.6,5) thatImUA I »
2/s2 (n) ■ 1 > 24c(T) /Cn^ - n). Hence h - C if n is odd.
max
v  24c(T)
Now 1 ---2“ --- * 1 ”
n - n
24c(T) . 3 24c(T)
3 2 ’ 3 , 'n - 4n n -1 n - 4n
■ (1-0 . //.
Thus h and C are identical for odd n. Also,if n is even then h > 0,
Of course the above definition of consistency does not extend to 
experiments in which indifference is permitted. However, it is 
possible to use the same general approach to the notion of consistency. 
In experiments of the second type, weakly ordered triples indicate 
consistent sets of choices and other triples indicate inconsistencies. 
For such experiments we might therefore define the c o e ff ic ie n t  o f  
consistency n of an oriented graph D with n £ 3 vertices by
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ti(D)
u CD) Cil
l3J U
min
min
in)
(n)
where w(D) is the number of weakly ordered triples in D and u> . (n) ismin
the minimum possible number of weakly ordered triples in an oriented 
graph with n vertices. The coefficient is normalised so that 
0 ^ n ^ 1, and n ■ 1 if and only if D is a weak order.
w lD) is easily evaluated, although unlike t(T) it is not determined by 
the score sequence of D. The triples . , and ¿¡X have the 
same score sequence but whereas the first is a weak order, the second 
is not.
(3.6.7) Proposition. umi n ^  " Q ^or 3 ^ n ^ 6 *
Proof. The oriented graph A  A  has six vertices and no weakly 
ordered triples. So <0^ ( 6) ■ 0. Moreover, its Induced subgraphs 
have no weakly ordered triples so w ^ t n )  ■ 0 for n < 6. //.
(3.6.8) Corollary. If D is an oriented graph with 3 N< n f E
vertices, then n(D) * w(D) / (3). //.
Notice that if T is a tournament then although «(T) ■ t(T) ■ (n) -3
c(Tl, the coefficient n(T) will differ from ç(T) for n 4 because
max
(n) differs from (~) - c (n). For example, o> , (4) J max ^ min
(43 - 2 .
0 while
In experiments of the third type, consistent preference patterns are 
semiorders. A semiorder is defined in terms of forbidden induced 
subgraphs with four vertices - axioms S1 and S2. An induced 4-vertex 
subgraph of a preference pattern indicates a consistent set of choices if 
the subgraph is a semiorderj otherwise the subgraph indicates an 
inconsistent SBt of choices. Accordingly, for such experiments we
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define the c o e ffic ie n t  o f  consistency 0 of an oriented graph D with 
n ^ 4 vertices by
0(D)
s CO) - s
(?) - s4
min
min
(nJ
(n)
where s(D) is the number of 4-vertex induced subgraphs of D that are semi 
orders, and 8m^n n^  ^ the minimum value of s (0) for oriented graphs 
with n vertices. Then 0 ^ 0 ^  1, with 0 ■ 1 if and only if D is a 
semiorder.
(3.6.9) Theorem. smin^n* " 0 for 4 ^  n 14.
Proof. Let Ty be the tournament with vertices {1, 2, .... 7} in 
which iRj if j s 1*1. i+2 or i+4 (mod 7). and JRi otherwise. Then T? 
has no transitive subtournaments with four vertices, since the 4-vertex
V  >. .1*4
subtoumament with source i is * which is not transitive.
i*1tSJi+2
Let the oriented graph D with 14 vertices be the d is jo in t  union (see 
section 4.2 for definition) of two copies of T^. The induced 4-vertex 
subgraphs of □ are of the following types:
(a) an intransitive tournament (if all four vertices are from the same 
tournament T^, and since T^ has no transitive subtoumaments of order 
four),
(b) or  (if the subgraph has three vertices from one tourna­
ment T^ and one from the other),
(c) i i (if the subgraph has two vertices from each tournament).
None of these subgraphs are semiorders, so s(0) - 0. Thus s . (14) ■ 0min
If n < 14 take any induced subgraph D* of D with n vertices. Then 
s(D') - 0» and so s lR(n) ■ 0 for n < 14. //.
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C3.6.10) Corollary. If D is an oriented graph with 4 ^  n .$ 14 
vertices, then 0(D) ■ s(D) / (^). //.
So for paired comparison experiments with up to 14 objects, 9 can be
evaluated as the proportion of (induced) 4-vertex subgraphs that are 
semiorders.
In general 9(D) f n(D), as the following examples with four 
vertices show.
The difficulties in computing the measures n and 0 for arbitrary oriented 
graphs lie in determining “min(n) and 8mln<n).
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CHAPTER 4 FINITE TOPOLOGIES AND TRANSITIVE DIGRAPHS 
SECTION 4.1 Introductory definitions and results
A f i n i t e  topology (V, T) is a finite non-empty set V of points  
together with a family T of open subsets of V, such that the union 
and intersection of two open sets are open, as are the eripty set * 
and V itself. |v| is the order of (V. T ). All topologies in this 
chapter are finite. A la b elled  topology has the point set {1, 2, n}
Two topologies are homomorphic if there is a one-to-one correspondence 
between their point sets which preserves open sets. A "topology" is
taken to mean a homeomorphism class of topologies. These definitions 
correspond closely to those of [12].
The following fundamental theorem indicates a close relationship 
between topologies and transitive digraphs.
‘V V .1.1---IÍ22ÍS2 M  • [24]. [12] . Thar, ta a ona-to-ona corras-
pondence between the labelled topologies with n points and the labelled 
transitive digraphs with n vertices.
Before a proof of Theorem (4.1.1) is given, it is convenient to 
describe the correspondence and introduce some further definitions.
If u, u e V and u is a member of every open set of T containing u, then 
u is inseparable from u in T , Otherwise u is separable from u.
The correspondence. A digraph D(« is associated with 2* as follows: 
the vertex set of DC« is V. For two vertices u and u of V, uRu in 
Dir) if and only if u is inseparable from u in r.
Under this correspondence uRu so DC« is reflexive, although digraphs 
were originally defined to be irreflexivo.
The b a sic open s e t B(u) of v in T is the minimal open set containing u.
Then u e B(u) and B(u) - G(u) where G(u) is the set of vertices 
adjacent to u in DC«. A non-empty subset of V is an open set of f  if
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and only if it is a union of basic open sets. For any non-empty sub­
set of V,
B(V.) - B(u)
ocV,,
is the minimal open set containing V1#
Proof of Theorem (4.1.1). Clearly, D(T) is transitive and is 
uniquely determined by (V, T ).
We next show that to each labelled transitive digraph D with vertex
set V - {1, 2, .... n} there corresponds a unique labelled topology.
Define TiD) to be that labelled topology with point set V in which the
basic open sets are all sets G(u), u e V. Then every non-errpty
open set of TCO) is of the form GCu) for some subset V, of V.
ueV. 1
We must show that 2*CD1 is indeed a topology. By definition, the union 
of two open sets is open. To prove that the intersection of two open 
sets is open, it is sufficient to show that the intersection of two 
basic open sets G(u) and G(u) i3 open. Now G(u) H  G(u) is the set 
of vertices adjacent to both u and u. As D is transitive, then
G(u) H  G(u) - u G(x).
xeG(u)/TG(u)
Hence G(u)r\ Giu) is an open set, being a union of basic open sets.
Finally, the correspondence is one-to-one since it follows directly 
from the definitions of D(T) and T(D) that D(TID)) ■ D. //.
The above proof is taken from [12] . In normal usage graphs and 
digraphs are defined to be irreflexive. Therefore it is convenient 
to think of DID as being irreflexive, it being understood that a 
point is inseparable from itself.
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Theorem (4.1.1) remains valid if the word "labelled" is omitted, being 
interpreted as a one-to-one correspondence between (non-homeomorphic) 
topologies of order n and transitive digraphs of order n. (V,^) and 
(V, T^} are homeomorphic if and only if Di^) and 0(2^) are isomorphic.
This chapter is devoted to some implications of Theorem (4,1,1) and 
aims to develop the natural link between topologies and transitive 
digraphs. Studies of the combinatorial aspects of topologies can usually 
be simplified by consideration of their associated digraphs. In 
sections 4.2 and 4.3 graphical analogues of various topological 
properties are presented, including connectivity, maximal connectivity 
and different types of unary and binary topological operations; Then 
in section 4.3 a solution is offered to the problem of enumerating 
maximal connected topologies of order n. Finally, in section 4¿4 the 
following question is considered: given n, for which values of r is there 
a topology of order n with r open sets? Certain general criteria are 
established , enabling a solution to be provided for n < 9.
To begin with, some basic definitions and results are given.
The Tp (Kolmogorov) separation axiom. (V, T) is Tq if for distinct u, 
u c V either u is separable from u or u is separable from u.
A direct consequence of this definition is:
(4.1.2) Proposition [6, p.14], (V, I) is TQ if and only if DOO
is a partial order. //.
If 2^ and T2 are topologies on V, 2  f 2 means that every open set of
is an open set of T2. Then unless and T2 are identical, T2 is fin e r  
than T y  and is coarser than T2 , written T ^ d T 2 * Similarly, £■ 02 
indicates that D1 is a subgraph of 02, and □ 1 C  D2 means that D,, is a 
proper subgraph of D2#
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(4.1.3) Theorem. T ^ Q T 2 if and only if D(T2) is a spanning 
subgraph of DCT^).
Proof. Suppose £  2'2. D(r^) a n d D ^ )  have vertex set V. - If
uRu in D(T2) so that u is inseparable from u in T2 then u must be in­
separable from u in 2^, and so uRo in 0(2^). Hence 2^ £2^ implies that 
Dil^) is a spanning subgraph of DCI^).
Conversely, let Dil^) be a spanning subgraph of D C ). For all uc V
let B^u) and B2(u) be the basic open sets of u in 2^  and T2
respectively. Then x e B2(X) and so BjCB.io)) - B2(x) 2  B,(u).
xeB^(u)
Further, if u e B^B^iu)) then uRu in 0lT2) for some ueB^Cu). But 
as 0(2*23 £  Dir,,) then uRu in 0(2^). Since also uRu in 0(2^) then uRo
in 0(2*^D and so u e B^Cu). Thus B^B^lu)) SB^lvi), So BjiB^Cu)) - B^(u) 
and B.| (o) is an open set of 2*2* But since B^(u) is any basic open Bet 
of 2^, every basic open set of T1 is an open set of 2^. Therefore 
every open set of 2\j is an open set of 2^  which means that 2^  £
Thus if D ^ )  is a spanning subgraph of 0(2^) then 2 ^ ^ ,  //.
SECTION 4.2 Operations on topologies and their associated digraphs
Five common types of topologies are described below. It is a simple 
matter to show that they are valid topologies and derive their corres­
ponding digraphs. In the remainder of the section three binary 
operations on topologies are considered.
1. The d iscrete  topology has all subsets of V as open sets and D(T) 
is totally disconnected, that is it contains no arcs.
The in d iscrete  topology has as open sets and V only and D(2I) is2
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a compiste symmetric digraph.
The clo sed  se ts of (V, D  are the complements in V of the open sets of 
T .
3. The closed topology (V, Tc) has as open sets the closed sets of:
CV. T ). and vice versa. D(2M i8 the digraph formed by reversing the
orientations of the arcs of D(T).
4. The p a rtitio n  topology. ' If P is a partition of V into disjoint 
subsets, the p a rtitio n  topology (V. Tp) has these subsets as its basic 
open sets. For distinct vertices u and u. uRu in DCrp) if and only if 
u and u are in the same subset of P.
5. The deleted s e t  topology (V-A. ?|V-A) is obtained from (V. T) by 
deleting A, a proper subset of V, from every open set of T and thus 
forming T|v-A, a family 6f subsets of V-A. If A is a singleton.
(V-A, r|v*A) is the deleted  p oin t topology. D(r|v-A) is the subgraph 
of D(T) induced by V-A.
There are several important operations on topologies which produce other 
topologies. Types 3 and 5 above are unary operations. Three binary 
operations, intersection, union and cartesian product are now defined and 
the associated digraphs of these composite topologies determined.
First some graphical definitions are required. Throughout this section 
the digraphs D1 and O, have vertex sets V1 and V2 and arc sets R ‘ and 
R2 respectively.
Their union D1 U D2 has vertex set V1 U  V and arc set R. U  R_. if 
Vin v 2 - * i t  is their d is jo in t  union.
Their in tersectio n D1 H  D2 has vertex set VI| A  V2 and arc set R,, f\ R2<
The tra n sitiv e  closure D4 of a given digraph D is the minimal transitive
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digraph containing D, and has the same vertex set as 0.
6. The in tersectio n  topology tV1 A  V2 , 2\, n  2*2) of(Vr  2\,) and 
iV2 * 2*2) has as open sets those sets common to the deleted set 
topologies T1|V1 H  V2 and 2*2|Vi f\ V2 . If ^  and ^  have the same 
point set V then the open sets of the intersection topology (V, 2’2)
are those sets common to T^  and 2’2.
C4.2.1)--- Theorem. The digraph of the intersection of two topologies
with the same point set V is the transitive closure of the union of their 
digraphs,
Dt2’1 fl T2) - [Dtiy U  D(2’2)]t .
Proof. Clearly 0(2^0 2^) contains any arc in D(2\,) or D(2’2J and since 
n  T2 is a topology is transitive. Thus 0(2^0 2'2J 2
[bi2’1) U  D(2’2)]t.
Next suppose that uRv) t O ^ ) ] * .  Let G(u) be the set of
vertices adjacent to v in [d CI*.,) U  DC2»2jJ T hen u t G(o). Further,
no vertex of GCuJ is adjacent from any vertex of V-G(u) in [b(2\j)U D(2’2 )]t.
Thus no vertex of G(u) is adjacent from any vertex of V-G(u) in
either D(2\,) or Letting B^x) and B2(x) denote the basic open
sets of x in T1 and 2’2 respectively, it follows that
G(u) ■ U B,(x) - U B_(x) .
xeG(u) xeG(u) *
So Gio) is an open set of both 2*1 and 2’2 , in each case the minimal 
open set containing Itself. Thus G(u) Is an open set of T^C\ 2*2 and 
uRu i Di2*1 Pl T2), since u J: G(u). Hence 0(2^0 T2) £  [0(2^) U  D(2’2)]t. 
Altogether, Di2’1 H  2*2) ■ [o(2’1) U  D(2’2 )]t. //.
If the point sets of the topologies are not identical. Theorem (4.2.1) 
remains true with the modification that 0(2^ ) and D(r2) are restricted 
to the vertices common to both digraphs and so are replaced by their 
subgraphs induced by C\ V2 .
- 84 -
7. The union topology (V1 U  V2 , ^  U  o f (V^ and (V2# T2) haa 
as basis a l l  unions and in tersections o f open set3 o f  2^ and T2>
If H  V2 ■ ^ it is their d is jo in t  union topology.
(4.2.2) Theorem. D I ^ U  has vertex set U  V2 and the following 
structure: let u and u be distinct vertices of U  V2> Then
(1) for ueV1A  V2. uRu in DC ^ U  T2) if and only if ucV1 D  V2 and
uRu in D l ^ J n  0(r2)
(2) for ueV1-V1 D  V2* uRu in 0(2^ U  T2) if and only if ue^ and 
uRo in DtT.j), and similarly for ueVj-X^ A  V2, uRo in D(2*1 U  12) 
if and only if ueV2 and uRo in D ^ ) .
Proof. Let B^tu) and B2(u) be the basic open sets of u in T  ^ and T2 
respectively. It follows immediately from the definition of the 
union topology that:
if u eV1 A  V2» then u is inseparable from u in ^  U  T2 if and only if 
ueB.jtu) and ueB2(u ) (so ueV.jH V2)x if u e V ^ V ^ n  V2> then u is 
inseparable from u in T2 if and only if ueB^u) (so ueV^, and
similarly if ueV2-V,j A  V2# then u is inseparable from u in ^  U  T2 if and
only if ueB2(u ) (so ueV2).
This is easily translated into graphical terms. 0(2*,, U  T2) has vertex 
set V^jU V2 . Suppose u and u are distinct vertices of U  V2<
If u eV,, A  V2 , then uRv) in D(2’1 U  T2 ) if and only if ueV1 A  V2 with 
uRu in Dir,,) and uRo in D(T2 ). that is with uRu in D ^ )  A  Di^). This 
is condition (1).
If u eV^-V,j A  V2, then uRo in D i ^ U  T2) if and only if ueV,, and uRu in 
Dl^). and similarly if ueV2~V1 A  V2, then uRu in Di^ U  21.,) if and only 
if ueV2 and uRu in 0 ( J, which is condition (2). //.
The following two extreme cases of union topologies provide an 
interesting contrast between their associated digraphs.
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C4.2.3) Corollary. The digraph of the union of two topologies with 
the same point set is the intersection of their digraphs,
Di^ U Tz ) - D l ^ n o l ^ )  if V<J . v
Proof. If V1 - V2 condition (1) only of Theorem (4.2.2) applies. //. 
*4»2.4). Corollary. The digraph of the disjoint union of two 
topologies is the (disjoint) union of their digraphs.
D l ^ U y . D ^ J U D i y  if v1n v 2 - * .
Proof. If V1 n  V2 ■ ♦ condition (2) only of Theorem (4.2,2) 
applies. //.
8. The cartesian product topology [26, p.137] (V1 x v2. x -p ) 0f  
(V^, T j) and (V2 * T2) has as its point set the cartesian product 
Vi * V2 and as open sets all unions of cartesian products A x B where 
AcTj and BeJ^.
It is necessary to stipulate that the open sets are all the unions of 
cartesian products, rather than Just the actual products, in order 
to satisfy the axioms of a topology, for in general ( x ) u  (/^ x  b2)
f (A1 U  A2) x (B^  U  B2). However the cartesian products do include all 
their intersections since (A1 * B ^ H  (A2 x b2) - (A^ f\ x (b ^  B2).
The cartesian product [5. p. 377] x D2 of digraphs D., and D2 has 
vertex set V,, x V2 with (u^. UjJRfu^ u2) in x D2 if and only if 
u1Ru1 in and u2Ro2 in D2> Sabidussi [40]. see also [18. p.22], 
defines the cartesian product differently but the next result shows Barge's 
definition [5] to be more natural in this context.
(4.2.5) Theorem. The digraph of the cartesian product of two 
topologies is the cartesian product of their digraphs, 
x f 2) - Dizy x DlT2K  
Proof. (u^ j, u2)R(u,j, u2) in D(3*^  x j» )
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in (V1 x V2. x T2 ) 
and u2 is insaparabla from
//.
SECTION 4.3 The enumeration of maximal connected topologies
The topology (V, T) is connected if no proper non-empty subset of V is 
both an open set and a closed set. Otherwise it is separable (un­
connected)» (V, T) is maximal connected if it is connected and each 
topology on V that is finer than T is separable. Maximal connected 
topologies were introduced by Thomas [48] who raised the problem of 
counting the number of (non-homeomorphic) maximal connected topologies 
with n points. In this section the problem is solved by deriving some 
further results based on Theorem (4.1.1) and then relating the number of 
maximal connected topologies to the counting series for rooted trees.
These results will also be useful in section 4.4 as maximal connected 
topologies play an important role in the study of the number of open sets 
of finite topologies.
GCD is the "graph" formed from DtT) by omitting the orientations of the
arcs. It is not strictly a graph unless D(T) is a partial order for
otherwise it will contain multiple edges. The graph G is connected if
for every two vertices u and u there is a sequence of edges uu^, ....
1« u . u o i n G .  A maximal connected subgraph of G is a component of 
n-1 n n
G. If u and oare in the same component, the distance d(u, u) between
< = >  (u^, t>2) is inseparable from (u^, u2) 
< = >  u^ is inseparable from u^ in (V^. 2^) 
u2 in (V2 , T2)
< = >  u.Ro. in D C2*- 5 and u_Ru_ in DCT-)1 1  1 Z Z  Z
<=> (u^, u2)r (u ,j, u2  ^ in x o(r2)»
Thus D tS V j  x T2) » 0(2^) X  D ( r 2 ) .
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u and u is the number of edges in a shortest sequence of edges joining 
u and Ui and d(v, u) ■ 0.
(4.3.1) Lemma. (V, T) is connected if and only if G(2*) is connected, 
that is if D(T) is weakly connected.
Proof. If G(2P) is not connected V can bs partitioned into two 
non-empty subsets A and V-A such that no vertex of A is adjacent to or 
from any vertex of V-A in D(T). Then B(A) » A and B(V-A) ■ V-A so A 
and V-A are open sets of T . Hence A and V-A are also closed sets of 
T and therefore T is not connected.
Conversely, suppose that G(2*) is connected and again let A bs any proper 
subset of V. Then either
(1) some ucA is adjacent to some ueV-A, so that u is inseparable 
from u and V-A cannot be an open set of T - hence A is not a 
closed set,
or (2) some veV-A is adjacent to some ueA, so u is Inseparable from 
u and A is not an open set.
Thus no proper subset of V is both open and closed, and so (V, T) is 
connected. //.
(4.3.2) Lemma. If (V, r) is maximal connected then D(T) is a 
partial order.
Proof. It will be shown that if (V, T) is maximal connected D(T) 
can have no symmetric pairs of arcs.
Suppose (V, 2T) is maximal connected with D(T) containing the symmetric 
pair uRu and uRu. By Lemma (4.3.1),D(T) i9 weakly connected. Let A 
be the maximal subset of V containing u and o within which every pair of 
vertices is mutually adjacent in DID.' Since D(T) is transitive and the 
subgraph induced by A is complete and symmetric, then V can be partitioned 
into subsets A, B, C and D (of which any except A may be empty) such that 
(1) every vertex of A is adjacent to every vertex of B and no
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vertex of B is adjacent to any vertex of A
(2) every vertex of C is adjacent to every vertex of A and no 
vertex of A is adjacent to any vertex of C
(3) no vertex of A is adjacent to any vertex of D and vice 
versa.
By deletion of arcs the complete symmetric subgraph A can be altered to 
a linear order, forming a transitive, weakly connected digraph O', a 
proper subgraph of DCHwith corresponding topology 2". By Theorem
(4.1.3),2” is strictly finer than T and,by Lemma (4.3.1),2" is 
connected, so T is not maximal connected. This contradiction of the 
initial supposition shows that if (V. 2*) is maximal connected D(T) has 
no symmetric pairs and is therefore a partial order. //,
The following immediate consequence of Lemma (4.3.2) and Proposition
(4.1.2) is Theorem 1 of [48] restricted to finite topologies.
(4.3.3) Corollary. A maximal connected topology is TQ. //.
A cy c le in a graph G is a collection of distinct vertices u2< .... 
together with the edges ^  \>2 . u2 u3. .... v>n, (distinct). A
without any cycle is a c y c lic . A connected, acyclic graph is a tre e .
A rooted tree has one vertex, its root, distinguished from the others.
(4.3.4) Lemma. (V, T) is maximal connected if and only if G(2T) 
is a tree, that i3 D(T) is an oriented tree .
Proof. If G(D is a tree (V, T) is connected, by Lemma (4.3.1).
Further, if 2” is strictly finer than T then,from Theorem (4.1.3), 
G(2” ) is a proper subgraph of G(2’). So G(2”) is not connected and it 
follows from Lemma (4,3.1) that T’ is not connected. Hence (V, T) is 
maximal connected.
Conversely, let (V, T) be maximal connected. It follows from Lemma
n
graph
eg
(4.3.1) that G(D is connected. Suppose G(T) has a cycle containing 
the edge uu where, without loss of generality, uRu in D(T). Then 
either
(1) there is no intermediate vertex weV with uRu> and wRu in 
D C T )
or (2) there is a vertex u> with uRw and uiRu in D(!T). Then the
edge uw is part of a cycle in G(D and the next step is to 
look for an intermediate vertex between u and u> in D(!T).
Since D(2*) is a partial order, by Lemma (4.3.2), and V ia finite, 
repetition of (2) will eventually produce a vertex z with uRz in D ( D  
such that the edge uz is part of a cycle and there is no intermediate 
vertex between u and z in D(T). Now delete the arc uRz (which may be 
uRu ) from D( D to form O’. D' is a partial order, because u and z 
have no intermediate vertex in D(D, with corresponding topology 2” , 
say. G(2") is connected because uz is part of a cycle in G(T). But 
by Theorem (4.1.3),2" is strictly finer than T . and by Lemma (4.3.1),T* 
is connected, contradicting the assumption that T is maximal connected. 
Hence G(2T) must be acyclic, and so G(2T) is a tree. //.
A partial order is vacuously tra n sitiv e if every vertex has indegree 
zero (a transmitter) or outdegree zero (a re ce iv e r).
(4.3.5) Corollary. If (V, T) is maximal connected then D (2*) is 
vacuously transitive.
Proof. From Lemma (4.3.4), if (V, T) is maximal connected then 0(2*) 
is a transitively oriented tree, and so is vacuously transitive. //.
The maximal connected topologies of order n are now counted in terms of 
trees and rooted tress. Let t(n), r(n) and m(n) be respectively the 
numbers of trees, rooted trees and maximal connected topologies of order 
n, with generating functions
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T(x) - l  t(n) xn , R(x) - _][, r(n) xn and Mix) • £ mtn) xn.
n-1 n-1 n-1
(4,3.6) Lemma. m(1) ■ 1,
m(n) ■ 2t(n) if n > 1 and odd,
mtn) ■ 2t(n) - r(n/2) if n is even.
Proof. By Lemma (4.3.4) and Corollary (4.3.5), m(n) is the nurriber 
of (vacuously) transitively oriented trees of order n. Clearly, m(1) ■ 1. 
Now suppose n > 1. Since a tree is connected, the orientation of any 
one edge determines the transitive orientation of the tree.
The e c c e n tr ic ity of a vertex u of a tree is the maximum value of d(u, u) 
for all u eV. A vertex of minimum eccentricity is a central vertex.
A tree has either one or two central vertices [18, Theorem 4.2], Thus 
two types of trees will be distinguished.
Type (1). Trees with one central vertex (monocentred). A tree can be 
oriented with the centre either a transmitter or a receiver, so each 
monocentred tree has two transitive orientations.
Type (2). Trees with two central vertices (bicentred). Suppose a 
tree T has central vertices c^ and c2 and that removal of the edge
C2 decomposes T into trees T1 and T2 rooted at c^  and c2 respectively. 
If the rooted trees T,j and T2 are not isomorphic then T has two transitive 
orientations according to the orientation of c^ c2< If T^ and T2 are
isomorphic then they are both of order n/2 and T has Just one transitive 
orientation. But the number of bicentred trees of order n with T1
isomorphic to T2 isr(n/2),the number of rooted trees of order n/2. 
Altogether, mtn) ■ 2t(n) if n is odd,
m(n) - 2t(n) - r(n/2) if n i8 even. //.
An alternative statement of Lemma (4.3.6) is;
(4.3.7) Corollary. Mix) ■ 2T(x) - R(x2) - x. //.
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Now T(x) and R(x) are related by the following result of Otter [35] .
(4.3.8) Lemma. T(x) - R(x) ♦ jR(x2) - lR2 (x). //.
Combining Corollary (4,3.7) and Lemma (4.3.8) gives:
(4.3.9) Corollary. M(x) - 2R(x) - R2 (x) - x.
n-1
That is, m(n) • 2r(n) - l  r(k) r(n-k) if n £ 2,
k*1
and m(1) ■ 1. //.
r(n) may be evaluated recursively from the relationship 
00
r 1 K /
R(x) ■ x exp { l  T- R(x )} , due to Polya (see [19, p.52]), and m(n) 
k*1
is then evaluated using Corollary (4.3.9). The following table gives 
the values of r(n) and m(n) for 1 4  n i  10.
n 1 .2 3 4 S 6 7 8 9 10
r(n) 1 1 2 4 9 20 48 115 286 719
m(n) 1 1 2 3 6 10 22 42 94 203
Das [8, Theorem 2] has given a partial solution to the problem of 
enumerating maximal connected topologies, stating that "the number of 
homeomorphism classes of maximal connected n-point topologies is 
equal to twice the number of n-point (vertex) trees minus the nuntoer of 
n-point (vertex) trees having a symmetry line." Although much of the 
approach is different, certain results of [e], some stated without 
proof, correspond to results presented here. For the purposes of 
studying and counting maximal connected topologies, the methods and 
terminology used here seem more concise and informative.
SECTION 4.4_____The number of open set, of finite ton n ln .i.,,.
One of the more interesting problems In finite topolosles ask,, glue0
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n, for which values of r is there an n-point topology with r open sets? 
The study of the number of open sets, or ca rd in a lity  t of topologies 
was introduced by Sharp [44] , Stephen [47] and Stanley [46] , and their 
investigations suggest the general question stated above. Although the 
problem seems exceedingly difficult to solve completely, this section 
provides some useful results, including existence and non-existence 
criteria, which lead to a solution for n £ 9. Here, cardinalities of 
topologies are studied by considering their associated digraphs and it 
transpires that it is necessary to consider only those transitive 
digraphs which are partial orders. In conclusion, we put forward three 
conjectures concerning cardinality, which are based on the evidence 
available.
The cardinality of (V. T) is denoted by |r|. The set of values of r 
for which there is a topology of order n with cardinality r is the 
spectrum of n. written spec(n). The intention is to ascertain 
specCn) for given n. Several results help to simplify the investigation 
of specin).
(4.4.1) Lemma. spec(n-1) c  spec(n).
Proof. Suppose (V, T) is a topology of order n-1. For some ueV,
add a point u*V to every open set of T containing u. This forms a topol­
ogy ( V U  i), 2») of order n with |r| - \t \. So spec(n-1) Sspec(n).
But the discrete topology of order n has cardinality 2n whereas no 
topology of order n-1 can have cardinality more than 2n'1 . Thus 
spec(n-1) dspec(n). //,
(4.4.2) Lemma [44] . If the separable topology (V, T) is the 
disjoint union of connected topologies (V^, r ), ,,,# (V , T ) then 
\T\ • I^I ... |rkl.
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Proof. Since V^, ...» V. are disjoint, the open sets of T are Just
k
those sets of the form [ J  A where A e2\, and A, can be chosen in
i**1 l
|Tj| ways. //.
---Corollsa. If |r| . p. a prime, then T is connected, end hence
0(TJ is weakly connected. //.
If D is the disjoint union of weakly connected digraphs D , D 
then are the week components of D. It follows from
Corollary (4.2.4) and Lemma (4.3.1) that an alternative form of 
Lemma (4.4.2) is:
i.4-»4-.4.?--- CoroUary. If the transitive digraph D has weak conponents
D^, .... then ¡T(D)J ■ Jl’(C)j)| ... |r(D^)|. //,
For r >,2, m(r) is the smallest n for which there is a topology of 
order n with cardinality r. Lemma (4.4.1) implies that the general 
problem of determining spec(n) is equivalent to evaluating m(r) for all 
r. .Another consequence of Lemma (4.4.2) is:
(4.4.S) Corollary. For any factorisation of r into r ■ r ... r ,
m(r) ^ mCi\j) ♦ ♦ m(rKh
Proof. Let (V1# 2^) have order mt^) and cardinality r± in Lemma
(4.4.2). Then (V. T) has order mir^ ♦ ... ♦ Qnd cardlnality
r and the result follows. //,
Inequality is possible in Corollary (4.4.5). as will be shown later.
It follows from Corollary (4,4.5) that:
i M ; 6 ) ---- C o r o l l a r y . F o r  r  * s p s c C n - 1 ) .  t h e r e  la a  s e p a r a b l e  t o p o l o g y
of order n and cardinality r If and only If there la a factorisation of 
r into ^  ... r^ with n ■ mi^) ♦ ... ♦ m(r^).
Proof. Suppose r t specin-1).
If mir.j) ♦ • • • ♦ m(rK)>n for all factorisations of r then there is no
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separable topology of order n with cardinality r. So there is a
separable topology of order n with cardinality r only if m(r^) ♦ ... ♦
m(r„) 4: n for some factorisation of r. But if n > m(rj ♦ ... ♦ m(r ) 
k I k
for any factorisation, then since,by Corollary (4.4.5),m(r) ^ mt^) ♦
... * m(rK), it follows that m(r) < n, contradicting the supposition 
that r 4 specCn-1). Thus for any factorisation of r, m(r.j) ♦
... + mir^) > n< and there is a separable topology of order n and 
cardinality r only if n - mir^ ♦ ... ♦ m(rK) for some factorisation. 
Clearly if n » mir^ ♦ ... ♦ there is a separable topology of
order n and cardinality r which is the disjoint union of topologies of 
order m i a n d  cardinality r^. //.
(4.4.7) Lemma. If m(r) ■ n then any topology (V, 2*) of order n 
with cardinality r is TQ, and D(T) is a partial order.
Proof. Assume that mtr) - n and let (V, T) of order n and 
cardinality r have mutually inseparable points u and u. They can be 
identified as a single point in the open sets of T to form a topology 
of order n-1 with cardinality r, contradicting the assumption that 
m(r) * n. So u and o cannot be mutually inseparable, hence T is TQ and, 
by Proposition (4.1.2),D(D is a partial order. //.
If speed), .... spec (n-1) are known, the cardinalities not belonging to 
spec(n-1) of the separable topologies of order n can be decided easily 
enough by using Corollary (4.4.6). Therefore in view of Lemma (4.4,1) 
and Corollary (4.4.6), to determine spec(n) it is sufficient to know
(1) speed), ...» spec(n-1)
(2) the cardinalities not belonging t> spec (n-1) of the connected Tq 
topologies of order n.
So spec(n) can be determined recursively by solving (2) for successive 
values of n. This is the approach taken here and henceforth all topol-
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ogles are TQ and all (transitive) digraphs are partial orders. The 
ca rd in a lity of a partial order means the cardinality of its associated 
topology.
Given an arbitrary partial order P it is difficult in general to 
evaluate its cardinality by inspection. The following basic theorem 
gives a method for obtaining the cardinality of a partial order as the 
sum of the cardinalities of two of its subgraphs. For any subset A 
of the vertex set V, P-A is the subgraph of P induced by V-A. G(u) and 
L(u) are as defined in section 1.1.
. Theorem. For any partial order P and any vertex u of P,
(4.4.9) |r(P)| - |T(P- u)| ♦ |r(P-u-G(u)-L(u))| and
(4.4.10) |r(P)| - ¡TCP- v-G(u))| ♦|T(P-U-L(u))|.
Proof. The vertex set V of P can be partitioned into u and the 
possibly empty subsets G(o), L(u) and V-\>~G(\>) -L(u). Since P is a 
partial order, no vertex of V-\>-G(u)-L(u) is adjacent to any vertex of 
Gio) and no vertex of L(u) i3 adjacent to any vertex of V-u-Glu)-L(u). 
Then
(1) The number of open sets of r(P) containing u is|r(P-o-G(u))|, 
since u and G(u) can be added to any open set of T(P-u-G(u)) to form an 
open set of r(P) containing u.
(2) The number of open sets of TCP) not containing u is 
(t (P~v - L ( v ) ) I , since any open set of TCP) containing a vertex of L(o) 
will also contain u.
From (1) and (2), |T(P) | - |r(p-u-G(u)) | ♦ . |T(P-u-L(v>» | and (4.4.10) 
is proved.
(3) The number of open sets of J(P-u) not containing any vertex of 
L(u) is |t (P-u -L(u ))| .
(4) The number of open sets of T(P) containing u but no vertex of
96
Liu) is JTCP-o-GCu)-LCul}|, since u and G(u) can be added to any open 
set of TCP-u-Giu)-L(u)) to form an open set of TCP) containing u.
(5) The number of open sets of T(P-u) containing a vertex of L(u) 
equals the number of open sets of TCP) containing u and a vertex of 
LCu).
From (2) and (3), the number of open sets of TCP) not containing u 
equals |TCP-v>)| minus the number of open sets of TiP-u) containing a 
vertex of Liu).
From i4), the number of open sets of TtP) containing u equals 
IfiP-u-Giuj-Ltu))| plus the number of open sets of T(P) containing u 
and a vertex of L(u). Adding these last two equations and using t5),
|TiP)I » jriP-uJj + jr(P-u-Gtu)-Llu))| which is (4.4.9). //
The topology whose point set is empty is deemed to have cardinality one. 
the empty set, so that if u U  Giu) U  Liu) - V then |T(P-u-G(u)-L(u)) | » 1. 
The generality and simplicity of Theorem (4.4.8) make it possible to 
evaluate j TiP)| very easily by choosing a suitable u and applying (4.4.9) 
or (4.4.10), then repeating the procedure with the resultant subgraphs 
until the cardinalities can be determined by inspection.
The graph G is a comparability graph if it has a transitive orientation, 
which is a partial order.
(4.4.11) Theorem. All transitive orientations of a given
comparability graph G have the same cardinality, that is if P and P
1 a r 2
are transitive orientations of G then ITCP^)| ■ |t (p )|,
Proof. The proof is by induction on n, the order of G.
Theorem 14.4.11) is trivially true Tor n - 1 end suppose It to be true 
for all comparability graphs of order lees than n. Let G be a compara­
bility graph of order n with transitive orlentatione P, and Pj and u any
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vertex of G. Now GCP^ u) is isomorphic to G(P2- u) and so the 
induction hypothesis implies that IrtP^ u)| - Jt (P2- u}J. Further, 
since G(u)U L(u) is identical in P1 and P2# GiP^u-GiuJ-Ku)) is 
isomorphic to G(P2-u-G(u)-l(u)) and by the hypothesis 
|2’(P1-o-Giu)-L(u))| - |r(P2-u-G(u)-LCu))|. Then by (4.4.9).
\t (p j \ - \T(.P2)\. //.
|g |, the ca rd in a lity of G, means the cardinality of any transitive 
orientation of G.
C4,4.?.1.?J___ PprcA1.8,1^ * For any comparability graph G and any vertex
u cf G,
IG| ■ |g-u | ♦ |G-u-N(u)|
where N(u). the neighbourhood of u, is the set of vertices adjacent with 
u.
Proof. Corollary (4.4.12) follows from (4.4.9). //,
The non-homeomorphic TQ topologies with n points can be partially 
ordered by fineness. The first step in investigating the cardinalities 
of connected TQ topologies of order n is to determine the cardinalities 
of all maximal connected topologies, and then the sequences of 
successively coarser connected TQ topologies can be studied in detail.
In view of Theorem (4.4.11) and Corollary (4.4.12) an equivalent 
procedure which is more convenient to use can be formulated in terms 
of comparability graphs. It follows from Theorem (4.1.3) that 
(4.4.13) if G1 C  G2 then J J > J }.
The alternative procedure is to look at the cardinalities of given
connected comparability graphs and their successive transitively 
orientable minimal supergraphs, where G2 is a (proper) minimal
supergraph of G1 if G^j C  G2 and there is no graph G with G1 C  G c  G2>
The starting points of these sequences are the trees of order n.
-  98 -
(4.4.14) Theorem. If T is a tree of order n then f(n+1) ^ |T| ^ 
ri“1
2 +1, where f(n+1J is the Fibonacci number defined in section 2.2.
Both bounds are attained.
Proof. The theorem is proved by induction on n.
It is true for n ■ 1 since the topology of order one has two open 
sets. Suppose the bounds are true for trees of order less than n, 
and let T be of order n. Let u be a vertex of degree one, called an 
endvertex of T. Then T-u is a tree and by assumption
(1) fCn) $ |T-u| 2n"2 ♦ 1.
Now T-v-N(v) is an acyclic graph of order at most n-2 and hence by
(4.4.13) and the induction hypothesis, |t-u -N(u )| fc.f(n-1). Also, no 
topology of order n-2 has cardinality greater than the discrete 
topology, which has cardinality 2n”2 . Thus
(2) f(n-1) ^ |T-u-N(u)| < 2n~2.
But,by Corollary (4.4.12),|t | - |T-u| ♦ |T-u-N(u)|. so adding (1)
and (2),f(n+1) |t | 4 2n 1 ♦ 1. Hence the bounds are generally true
by induction.
The upper bound is attained by the tree with n-1 endvertices. If u is 
the central vertex of degree n-1. T-u is totally disconnected and so 
r(T-u) is the discrete topology of order n-1 with cardinality 2n_1. 
|T-u-N(u)| - 1 since u U  N(u) is the vertex set of T. Thus Jt | - 2n"1 ♦ 1 
The lower bound is attained by the tree with two endvertices. so that 
all other vertices have degree 2. If Tin) is the tree of order n 
with two endvertices and u is one of the endvertices. T-u - T(n-1) and 
T-o-N(u) - TCn-2). Therefore |T(n)| - |T(n-1)| ♦ |T(n-2)| and so 
|Tin)| • f(n+1). //.
So a connected topology of order n has cardinality at most 2n”  ^ ♦ 1 as 
shown in [44, Theorem 2], and a maximal connected topology of order n 
has cardinality between t(n*1) and 2n'1 . 1. The cardlnalitiee of the
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maximal connected topologies of orders up to 9 are listed together with 
their tree diagrams in Appendix 3. Several criteria for existence 
and non-existence of cardinalities of order n can now be established, 
after which it will be possible to derive spec(n) for orders up to 9.
(4.4.15) Theorem . If T is a tree of order n, then
(1) Jt J - 2 + 1  and T - T^n), the tree with one vertex of
degree n-1 and n-1 endvertices,
or *2 * lTl " 3,2 * 2 and T “ T2(n), the tree with one vertex
of degree n-2, one vertex of degree 2 and n-2 endvertices, 
or (3) |Tj ^ 5.2n"4 ♦ 4.
Proof. Suppose T has vertex u with greatest degree d. Then d>< n-1. 
If d ■ n-1, T ■ T^n) and it has been shown in the proof of Theorem
(4.4.14) that |T1Cn)J - 2n"1 ♦ 1.
If d - n-2, T - T2(n), and,by Corollary (4.4.12),|T2(n) J - j Tj(n)-v>| ♦ 
|T2 (n)-u-N(u)| - 3.2n'3 * 2 .
If d - 2, T - T(n) as defined in the proof of Theorem (4.4,14). For 
n 3, T(n) - T^(n) ■ T2(n) and for n ^ 4. |T(n)| - f(n+1) < 5.2n‘4 ♦ 4. 
Otherwise 3 ^ d ^ n-3.
Now T-u has d components and n-d-1 edges. Let the components of T-U
b8 T1..... Td of ord8rs r1.......rd‘ Then I M  « l^l ... |Td| and,
by Theorem (4.4.14),|t-u |, is greatest when |T±| ■ 2ri“1 ♦ 1 for an  
I ■ 1, .... d. Further, since 2(2r1+r2*2 ♦ 1 ) ^ (2r1~Vl)(2r2~1 ♦ 1 ) 
with inequality unless r, or r2 is equal to 1,’|t -u | is a maximum when 
r^j ■ n-d and r2 ■ ... ■ r^ ■ 1.
Hence |T-u| < 2  (2 d *1), T-u-N(u) is an acyclic graph of order
n-d-1 and so |T-u-N(u)| ^  2n"d~1. Thus |t | - |T-u| + |T-u-NCu) | $
2d*1(2n“d“  ^+ 1) ♦ 2n”d~^  » 2n'2 + 2d~^  + ->n-d-1 „ .c 1 * * * + 2 . But since 3 S< n-3,
_n-2 -3-1 -n-3-1 _ _n-4
* 2 2 2 "5.2 + 4 and the proof is complete. //.
Equality holds in part (3) of Theorem (4.4.15). For let T-(n) have oneJ
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vertex u of degree n-3, one vertex of degree 3 and n-2 endvertices.
Then |T3(n)| - |T3(n)-u| ♦ |T3(n)-o-IM(u) | - 5.2n_4 +4.
The next corollary is an Important non-existence criterion for 
determining whether a given r e spec(n).
(4.4.16) Corollary If G la a connected comparability graph of 
order n, then
(1) |G| - 2n”1 ♦ 1 and G - T^n),
or (2) |g | ■ 3.2n 3 ♦ 2 and G * T2(n),
or 131 lGl ■ 3.2 + 1 and G ■ C^tn), the comparability graph
formed by adding an edge to T^n) between two endvertices, 
or (4) |g | 4 5.2n~4 ♦ 4.
Proof. It follows from Theorem (4.4.15) that if G is a connected 
comparability graph of order n with cardinality greater than 5.2n’4 ♦ 4 then 
T, (n) S  G or T,(n) £  G.
Consider first the (proper) supergraphs of T^n). The only minimal 
supergraph of T^n) is the comparability graphC^n) and |C,jCn) | - 3.2n-3 ♦ 1. 
The minimal supergraph«of C^n) are C2(n), formed by adding an edge 
between two endvertices. and C3(n), formed by adding an edge between 
an endvertex and a vertex of degree 2. Both C2(n) and C,(n) are 
comparability graphs but |C2 tn)| ■ 32 .2n"5 ♦ 1 and |c3(n)| ■
5.2n 4 ♦ 1, both less than 5.2n"4 ♦ 4.
The minimal supergraphs of T2 (n) are C^n). formed by adding an edge 
between the vertex of degree n-2 and the endvertex adjacent with the 
vertex of degree 2» C4(n), formed by adding an edge between an 
endvertex adjacent with the vertex of degree n-2 and the endvertex adjacent 
with the vertex of degree 2, C,.(n). formed by adding an edge between
the vertex of degree 2 and an endvertex adjacent with the vertex of 
degree n-2/ and Cg(n), formed by adding an edge between two of the 
endvertices adjacent with the vertex of degree n-2. C^in), C5(n) and
Cg(n) are comparability graphs but |c4 (n)| ■ 5.2n”1 *4 + 2,
|C5Cn)| - 5.2n"4 ♦ 2 and |Cg(n)| - 32 .2n*5 ♦ 2. all less than 5.2n'4 ♦ 
Theorem (4.4.15) and Corollary (4.4.16) can be extended as necessary 
but this becomes a tedious and lengthy process. There seems to be 
no simple test of non-existence.
(4.4.17) Theorem. For n 5 2,
(1) r c spec(n),
and (2) some partial order P of order n with cardinality r 
is weakly connected.
if and only if
(3) there is a weakly connected partial order of order
n-1 with cardinality greater than r/2,
(4) P1 has an induced subgraph ?2 with |t (P2 )| - r-liiP^I, so 
that r-Ji’tP.j)J e spec(n-2).
and (5) VlP^ - V(P2) can be partitioned into subsets A and B 
with no vertex of A adjacent from any vertex of P2* no vertex of B
adjacent to any vertex of P2 i and every vertex of A adjacent to every 
vertex of B.
Proof. First suppose that (1) and (2) are true. As P is weakly 
connected then P-u is weakly connected for some ueV(P), Put
P1 “ p"u*p2 * P-u-Giu)-L(u), A - G(u) and B - L(u), Then since n » 2. 
P2 C P 1 and so |TtP^)| > |TCP2)|. By (4.4.9). r -  |r(P)| - |y*(P1 ) | ♦ 
|r(P2)|* Hence > r/2. |rtP2JJ - r-|r(P1)l and (3)'and (4)
are proved. (5) is true because P is a partial order.
Conversely, suppose (3), (4) and (5) are true. Add a vertax 
u^V(P,j) to P1 to form P, wnere u is adjacent from every vertex of A and 
is adjacent to every vertex of B. Then G(u) - A. L(u) - B. (5)
ensures that P is a partial order. Since ViP^ - V(P2) f A U  B - 
G(u) U  L(u) is not empty and P is weakly connected. Further, P^ ■
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P-u and P2 - P-u-G(o)-Liu) so |T(P)| - |r(P-u)l ♦ |TCP-u-GCuJ-Lio) ) \ - 
|TCP1)I ♦ |r(P2 )| - r. Therefore (1) and (2) are true. //.
Theorem (4,4.17) is used as a constructive test of whether there is a 
partial order of order n with given cardinality r when it is Known that 
any such partial order must be weakly connected. As a test of 
non-existence it is not always practicable, perhaps requiring a search 
of all weakly connected partial orders of order n-1 with cardinality 
between r/2 and r-1.
(4.4.18) Lemma. If r e spec(n-1) then r ♦ 1 e spec(n).
Proof. Let G^  be a comparability graph of order n-1 with 
cardinality r. Form G of order n by adding u^VC^) to G^ with
N(u) - VtG^. G is a comparability graph of order n since G,j has a 
transitive orientation and v can be a source. As V(G-u-N(u)) »
the" lGl " lG-y l * |G-o-N(u)| - JgJ  ♦ 1 - r ♦ 1, so r ♦ 1 e spec(n). //
(4.4.19) Lemma. If a comparability graph of order n-1 with 
cardinality r has an endvertex, then r+3 e spec(n).
Proof. Let the comparability graph G^  of order n-1 with cardinality 
r have endvertex u adjacent with w. Form G of order n by adding 
u^V(G1) to G1 with N(u) • VtG^-u-u. Let P1 be a transitive 
orientation of G^. Then G has a transitive orientation, with the 
edges of G1 oriented as in P1 and with u as a transmitter if WRU 
in P,, or as a receiver if uRw. G-u-N(o) is the tree of order 2 and 
it follows from Theorem (4.4,14) that;Jg -u -N(o )| ■ 3,
Thus G is a comparability graph with |g J - |g -u| ♦ |G-u-N(u)| ■
IG11 ♦ 3 ■ r ♦ 3, so r ♦ 3 t spec(n). //.
(4.4.20) Lemma. If a comparability graph of order n-1 with
cardinality r has two endvertices adjacent with the same vertex, 
then r + 5 c spec(n).
Proof. Let the comparability graph G^ of order n-1 with cardinality 
r have endverticea u and u adjacent with z. Form G of order n by 
adding u^ViG^ to G1 with N(u) • VCG^-u-w-z. Let P1 be a transitive 
orientation of G has a transitive orientation, with the edges of
G1 oriented as in P,j and with u as a transmitter if z is a transmitter 
in P^ or as a receiver if z is a receiver. G-u-N(u) is the tree of 
order 3 and it follows from Theorem (4.4.14) that:|g -u -N(u )J » 5,
G is a comparability graph with |g | ■ |G-v| ♦ |g -u -N(u )| ■ |G^| ♦ 5 ■ 
r + 5. So r ♦ 5 e spec(n). //.
It is now possible to ascertain spec(n) for 1 v< n v< 6 using the 
results already derived. There is some overlap between these 
criteria and it is often the case that any one of several can be 
invoked in order to decide whether a given r e spec(n). The 
notation {m ■+■ n} means the set of integers in the (closed) interval 
[m, n] .
n ■ 1. speed) ■ {2} since the only topology with one point is the 
(in) discrete topology.
n ■ 2 . 2 e spec(2) by (4.4.1),
4 e spec(2) by (4.4.6).
Otherwise T is TQ and connected, and so |r|< 3 by (4.4,14).
3 e spec(2) by (4.4.18).
Hence spec(2) •  {2 -*■ 4 ) .
n ■ 3. {2 ■+■ 4) <= spec(3) by (4.4.1),
{6, 8} c  spec(3) by (4.4.6).
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Otherwise T is TQ and connected, and so |r| 4 5 by (4,4.14).
5 e spec(3) by (4.4.18).
Hence spec(3) « {2 + 6, 8).
n » 4. {2 -v 6, 8} cz spec(4) by (4.4.1).
{9, 10, 12, 16} c  spec(4) by (4.4.6).
Otherwise T is TQ and connected, and so |r| ^ 9 by (4.4.14),
7 e spec(4) by (4.4.18).
Hence spec(4) ■ {2 + 10, 12, 16}.
n ■ 5. (2 -► 10, 12, 16} c  spec(5) by (4.4.1).
{14, 15, 18, 20. 24, 32} <= spec(S) by (4.4.6).
Otherwise T is TQ and connected,
(4.4.14).
{11, 13, 17} c:spec(5) by (4.4.18) 
Hence spec(5) ■ {2 + 18, 20, 24, 32}.
and so | t \ 4 17 by
n ** 6» t2 10» 20» 24, 32} c  8pec(6) by (4.4,1).
{21, 22, 25 + 28, 30, 34, 36, 40, 48, 64} c spec(6) by
(4.4.6).
Otherwise T is TQ and connected, and so from (4#4#1B)t
M  - 33, l?l - 26, |r| - 25 or Jrj 4 24.
19 e spec(6) by (4.4,18).
23 « ,p.cC6> by (4.4.18), with G, . —  ; and G .
Hence spec(6) ■ {2 + 28, 30, 32 +  34, 36 * 40, 48, 64}.
This answers in the negative a question of Sharp [44] who asked;
El w m  any prlma nuabar p <  2n-1 . 1,1. therB , topology pf order ^
cardinality pi For n - 6. p . 2a and p . 31 ara countaraxamplea.
n ■ 7. (2 + 28, 30, 32 + 34, 36, 40, 48, 64} CT spec(7) by (4.4.1).
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{35, 38, 39. 42. 44 -► 46, 50 + 52, 54. 56, 60. 66, 68, 
72, 80, 96, 128} C  spec(7) by (4.4.6).
Otherwise T is TQ and connected, and so from (4.4.16),
|2i - 65, |2i - 50, |r| - 49 or |r| £ 44.
{29, 31, 37. 41} C  spec(7) by (4.4.18).
43 c spec(7) by (4.4.19), with G. 2 and G ■ *-
Hence spec(7) - {2 46, 48 -► 52, 54, 56, 60, 64 66, 68, 72, 80,
96, 128}.
n ■ 8. {2 -► 46, 48 -*■ 52, 54, 56, 60, 64 -*• 66, 68, 72, 80, 96, 128} CZ
spec(8) by (4.4.1).
{55, 57, 58, 62, 63, 69, 70, 74 -► 76, 78, 81, 82, 84 + 86,
88, 90, 92, 98 -► 100, 102, 104, 108, 112, 120, 130. 132, 136, 144,
160, 192, 256} c  specie) by (4.4.6).
Otherwise T is T0 and connected, and so from (4.4.16),
|t | - 129, 12*1 - 98. |r| - 97 or |t | < 84.
{47, 53, 61, 67, 73} C  spec(B) by (4.4.18),
59 e specie) by (4.4.19), with G1 - l
71 e spec(8) by (4.4.19), with G1 ■
83 e spec(8) by (4.4.19), with G1 ■ »
77 e specie) by (4.4.20), with G^ ■
This leaves {79} as the only undecided case.
(4.4,21) Lemma. There is no topology of order 8 with cardinality
79.
and G 
and G 
and G 
and G
Proof. The proof involves applying Theorem (4.4.17). It has been 
shown that any topology of order 8 with cardinality 79 is TQ and 
connected. Then by Theorem (4.4.17), in order that 79 e spec(8): 
(1) there is a weakly connected partial order of order 7 
with cardinality r 40,
and (2) P1 has an induced subgraph ? 2 with cardinality 79-r, where
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79-r e spec(6).
The only possible values of r are 65, 49 and 43.
Case 1 r - 65. Then GCP,,) - ^(7) by Corollary (4.4.16).
But C73 has no Induced subgraph with cardinality 14, so r ■ 65 is
impossible.
c,as.e.-2.T-----r. - 49* Then GiP.j) ■ C^ (7) by Corollary (4.4.16).
C1C7) has no induced subgraph with cardinality 30, so r ■ 49 is 
impossible.
Cas-BJL:_____L.."-4.3/ prom the proof of Corollary (4.4.16) it follows
that if |r (P1)| ■ 43, GiP^) cannot be a supergraph of C^ (7) or T2 (7). 
Further, since GiP^ must be connected reference to Appendix 3 shows
or GtP^ rD J__.
— . has no supergraph of cardinality greater
that G(P^)
By inspection, _| ,
than 42. Thus •— .— -•— |— • is the only connected graph of order 7 
with cardinality 43 and by inspection it has no induced subgraph G(P2) 
with cardinality 36. So r - 43 is not possible.
Altogether, 79 { spec(8). //.
Hence spec(8) ■ {2 78, 80 86, 68, 90, 92, 96 •+ 100, 102, 104, 106,
112, 120, 128 -*• 130, 132, 136, 144, 160, 192, 256},
n ■ 9. {2 ■+ 78, 80 -*• 86, 88, 90, 92, 96 100, 102, 104, 108,
112, 120, 128 -*• 130, 132, 136, 144. 160, 192, 256} c  spec(9)
by (4.4.1).
{87, 91, 93 ■ * 95, 105, 106, 110» 111, 114 119, 122 126, 134, 135,
138, 140, 142, 146, 148. 150, 152 -► 154, 156, 162, 164 -»• 166, 168.
170, 172, 176. 180, 184, . 194 196, 198, 200, 204, 208, 216, 224,
240, 258, 260, 264, 272, 288, 320, 384, 512} C  spec(9) by (4.4.6).
Otherwise T is -Tq and connected, and so from (4.4.16), |y| ■ 257,
|yj • 194, {T{ - 193 or |r| $164.
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{79, 89, 101. 103, 109, 113. 121, 131, 133, 137, 145, 161 ) C  
spec(9) by {4,4.18),
107 e spec(9) by (4.4,19), with
163 e spec(9) by (4.4.19), with G„ ■
1
and G ■
' * + •  : and G ■
1 H 1 and G *
- , • •• and G ■
X  : and G ■
X- : • and G ■
143, 151, 155I. 157, -
~ ~  ■ 'Iv
(4.4.22), Lemma. For r e {127, 143, 151, 155, 157, 156. 159} there 
is no topology of order 9 with cardinality r.
Proof. The proof is an extension of Corollary (4,4,16). It has
been shown that any topology of order 9 with cardinality r e {127,
143, 151, 155, 157, 158, 159} is TQ and connected. Any comparability 
graph of order 9 with cardinality r e {127, 143, 151, 155, 157, 158 159}
is therefore a supergraph of a tree of order 9 with cardinality not 
less than 127. There are 11 such trees, as shown in Appendix 3.
By considering the sequences of minimal supergraphs of these 11 trees
it is shown that there is no comparability graph of order 9 with 
cardinality r e {127, 143, 151. 155, 157, 158, 159}. Since every non­
empty comparability graph is a minimal supergraph of another comparability 
graph, those minimal supergraphs which are not comparability graphs can be 
ignored. The comparability graphs are numbered in order of decreasing 
cardinality and those with cardinality at least 127 have their minimal 
supergraphs listed alongside.
Number Graph Cardinality Minimal supergraphs
1 $ $ 257 3
2 194 3, 6, 7. 14
3
« r 193 8, 18
108 -
Number Graph Cardinality
4 > - f c
164
5 f c 163
6 162
7 162
8 161
S 152
10 K 149
11 148
12 xK 148
13 147
14 146
15 146
16 146
17 4-b 145
18 3£ 145
19 £ 145
20 144
21 141
22 140
23 <3$ 139
24 138
25 138
26 Xi< 137
27 137
28 136
29 135
30 " r f c
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Minimal supergraphs
7 ,  1 2 ,  36 ,  40 ,  51
6 ,  7 ,  1 3 ,  40 ,  4 1 ,  54
8 ,  1 5 ,  44 ,  4 5 ,  55
8,  1 6 ,  44 ,  45 ,  45 ,  56
1 9 , 48, 49 , 58
to 20, 59, 6 1 , 69
1 2 , 1 3 , 2 1 , 65, 66 , 70 , 92
1 4 , 36, 37, 52, 53 , 98
1 6 , 22, 7 1 , 72, 7 3 , 73, 99
1 5 , 1 6 , 23 , 7 9 , 80 , 8 1 , 104
1 8 , 46, 55, 56, 57, 106
1 9 , 24, 84, 85 , 107
1 9 , 25, 86, 87, 88 , 89, 108
20, 2 1 , 93, 105
49, 58, 112
27, 94, 95 , 113
22, 100 , 1 0 1 ,  1 0 2 , 10 9 , 110
22, 23, 26, 114 , 1 1 5 ,  1 1 6 ,  ,
25, 28, 119 , 12 0 ,  1 2 1 , 12 2 ,
24 , 25 , 29 ,  12 9 ,  13 0 ,  1 3 1 ,  143
27, 3 1 , 13 4 ,  1 3 5 ,  149
27, 32, 1 3 6 ,  1 3 7 ,  1 3 9 ,  13 9 ,  150
*COCM 29, 1 4 4 ,  1 4 5 ,  1 5 1
C
O 146 , 14 7 ,  156
j 32, 152 , 15 3 ,  154 ,  157
3 1 , 32, 35,  1 5 8 ,  1 5 9 ,  16 0 ,  1 6 1
36, 37 , 4 1 ,  62 ,  63 ,  64 ,  66 ,  67 ,
1 1 1 ,  162
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32
33
34
35
36
N um b er
37
30
39
40
41
42
43
44
45
46
47
40
49
Minimal supergraphs
34, 39, 163 , 166
36, *1» 66, 68,  70 , 1 1 7 , 118
42 , 168,, 169 , 172
38, 39, 170 , 1 7 1 ,
45, 46 , 71 , 73,  74 , 75 , 80 ,
124 , 173
46, 7 1 , 76, 82,  123 , 174
42, 43 , 175, 176
42, 177 , 17 8 ,  179
44, 78, 80, 180
45, 46, 78, 79,  8 1 , 82, 83
132 ,  18 1  
47 ,  18 2 ,  183 
47 ,  184 v
48, 84, 87, 185
49, 84, 85, 87, 89, 90 , 140
141., 186
49, 86, 87, 88 , 90 , 9 1 , 140
142 , 187
188
96, 1 9 0
94, 95, 97, 148 , 191
51 , 52, 59, 60, 77 , 103 , 125
50
12 6 ,  15 5 ,  16 4 ,  189
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Number
51
52
53
54
55
56
57
58
59
60 
61 
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79 
00
Graph Cardinality Number
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99 
100 
101 
102
103
104
105
106
107
108
109
110
Graph Cardinality
115
115
115
11+
114
114
114
114
114
114
114
113
113
113
113
113
113
112
112
112
112
112
112
111
111
110
110
110
110
110
111
Number Graph Cardinality
111 < 110
112 * 109
113 109
114 109
115 109
116 109
117 109
118 -3 109
119 108
120 108
121
>
108
122 108
123 108 >
124 S3 108
125 108
126 108
127 -< 107
128 >4S 107
129 107
130 107
131 107
132 — ^ 107
133 ><? 106
134 106
135 106
136 106
137 106
138 106
139
140 .
— 106
106
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160 
161 
162
163
164
165
166
167
168
169
170
Num ber G ra p h  C a r d i n a l i t y
-TT1P-
Number Graph Cardinality
171 101
172 &
100
173 100
174 100
175 100
176 100
177 100
178 100
179 100
180 99
181
1B2
183
184
185
186
187
188 
169
190
191
N u m b er G ra p h  C a r d i n a l i t y
So there are no comparability graphs of order 9 with cardinality
127, 143, 151, 155, 157, 158 or 159. //.
Hence spec(9) “ {2 s- 126, 128 s- 142, 144 -► 150, 152 154, 156, 160 s- 166,
168, 170, 172, 176, 180, 184, 192 -*■ 196, 198, 200, 204, 208, 216. 224, 240, 256 
s- 258, 260, 264, 272, 288, 320, 384, 512}.
Parchmann [36] has independently derived much of the above information, 
including Lemma (4.4.18). For n $ 10, he has programmed a computer 
to list the cardinalities of all TQ topologies of order n with 
generating topology on at most three points. For n $ 9 the list of. 
such topologies of order n is identical to spec(n), so we have 
established that there are no cardinalities other than those listed in [36^. 
Examination of speed), ..., spec(9) reveals some interesting patterns in the 
presence or absence of particular cardinalities. To conclude the section, 
three conjectures about cardinality are stated. Although these conjectures 
appear to be difficult to prove in general, there is some evidence in favour of 
them, being true for orders up to and including nine.
It was remarked earlier that inequality is possible in Corollary (4.4.5).
Examples are
m(33) a 6 < 2 ♦ 5 ■ m(3) m(11)
m(49) ■ 7 < 4 ♦ 4 ■ m(7) ♦ m(7)
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m(65) - 7 < 3 ♦ 5 » m(5) ♦ m(13) 
m (77) - 8 < 4 ♦ 5 - mC7) ♦ m(11)
However, no value of r >. 2 has yet been found for which m(2r) < m(2) ♦ 
mCrh Since m(2) - 1. m(r) « m(2r) < m(2) ♦ mir) implies that 
either m(2r) 4 m(r) or m(2r) - 1 ♦ m (r). Reference to speed).
.... spec(9) shows no instance where m(2r) $ mtr) and for r = 2,*'..., ]
m(2r) - 1 ♦ mCr). It seems reasonable to make the following 
conjectures
For r ?. 2. m(2r) . 1 ♦ m(r). Eqlllvajentjyi 
for r » 2, 2r e spec(n) if and only if r e spec(n-1).
Since m(2r) $ 1 ♦ m(r). (4.4.23) can be reduced to:
— --- Conjecture. If G is a comparability graph of order n
with |G| 4 and even, then there is a comparability graph of order
n - 1 with |g | - 2|G1|.
A restricted case of (4.4.24) is ;
--- ■^r.0P,.Q.s.1.t.f-0n» If a comparability graph G of order n has
endvertices u and u distance three apart, then there is a comparability 
graph G1 of order n - 1 with |G| - 2 |G1|.
Proof. Let u and u be adjacent with x and y respectively in G.
Then x and y are adjacent in G. Form G2 from G by deleting the edge 
between u and x and inserting an edge between x and u. It is easily 
shown that G2 is also a comparability graph. Now G - x = G x 
moreover, letting N2 (x) be the neighbourhood of x in G2 . G - x - N(x) 
is isomorphic to (^ - x - N2 (x) since the isolated vertex u in 
G - x - N(x) is exchanged for the isolated vertex u in G2 - x - N (x). 
Si ne |g | ■ |G-x| * |g -x -N(x )| and |g2 | . |g2-x | ♦ |g2-x -N2(x )| f L  
Corollary (4.4.12). than |G| . |g2|. Define G, as Gj-u. As u Is an 
isolated vertex in G2. so G^ is a comparability graph of order n - 1
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with |G2 | - 2 1 | . Hence |g | - 2 ^ 1 .  //.
Suppose P is a transitive orientation of G with as the corresponding 
transitive orientation of G^. In topological terms, if uRx in P1 then 
to transform (V(P), TCP)) to (VtP.,), TCP^) delete u from TCP) and 
add u to any open set of T(P ) containing x. Alternatively, if xRo in 
P1 delete u from T(PJ  and add x to any open set of TCP ) containing 
u. Some examples of Proposition (4.4.25) are. using the notation 
introduced in Theorem (4.4.15) and Corollary (4.4.16), Cn) ■
2|cl(n-1)|, fCg(n31 - 2|c2(n-1)f, |c5Cn)| - 2|c3(n-1)| and |T3(n)| - 
2|cs(n-1)|.
The following result provides a recursive test of whether |g | is even
when the comparability graph G has an endvertex. Define D (u) to be
r
the set of vertices distance r from the vertex u in G, so that Dq (u ) «{u) 
and D1(u) » N(u),
t4-4-i8-)---r-rap-»1.» 0"- "  comparability graph G has an sndvertax
u. then |g |has the same parity as |g - DQlu) - D1(u) - d_(u )|.
Proof. Let u be adjacent with u. Then □1fuj - u and
D2 (u) - N(u) - u. Now u is an isolated vertex in G - u. so
|G-u| . 2|G-u-u| and therefore |g-u | is even. But from Corollary (4.4.12),|g | * l G- ul * |G -u -N (u )|. Hence |g | has the Sara parity as |g -u-N(u )|,
and G-u-N(u) is G-DQ(u) - □1(u) - D2 (u). / / %
Parchmann [36] has postulated an equivalent version of
(4.4.24) and a less general form of the following conjecture which is 
true for n ^ 9.
t4»4.*2-7i--- P°,n,J.B.c.t.u.r.8» If iVj and r2 are members of spec(n) where
*1 < r2 and ther8 13 no r e sPec(n) for any r. < r < r,, then r - K21 
1 * 1 
and r2 - (k+1)2 for some k £ 1 and 1 * 0. That is. consecutive
members of spec(n) are of the form k21 and (k*1)2l for some k * 1 and
1 ^ 0 .
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Now let c(n) be the greatest Integer such that {2 c(n)} s  spec(n).
cCn) ♦ 1 is the smallest integer greater than one which is not a 
member of spec(n). A table of values of c(n) for n ^ 9 la: 
n 1 2 3 4 5 6 7 f l g
c(n) 2 4 S 10 18 20 46 70 126
(4.4.20) Conjecture. For n ^ 3 ,  cCn) * c(n-1) + c(n-2).
The final result provides a lower bound for c(n).
(4.4.29) Proposition. For n i, 3, c(n) 2[c(n-2) ♦ 1] .
Proof. By Lemma (4.4.1). {2 cCn-2)> s  spec(n-2) implies that
{2 -*■ c(n-2)} Sspec(n).
By Corollary (4.4.6), {2 + c(n-2)) s  spec(n-2) implies that all even 
numbers from cCn-2) ♦ 1 to 2c(n-2) inclusive are members of spec(n-1). 
which in turn implies that (c(n-2) ♦ 1 -► 2c(n-2) ♦ 1} s  spec(n) by 
Lemma (4.4.1) and Lemma (4.4.10),
Further. c(n-2) e spec(n-2) implies that c(n-2) + 1 e spec(n-1) from
Lemma (4.4.10), so that by Corollary (4.4.6). 2[c(n-2) ♦ 1] e 8pec(n).
Altogether, {2 w-2[c(n-2) ♦ l] } <= spec(n). so c(n) * 2[c(n-2) ♦ 1] .
Proposition (4.4.29) can be stated explicitly as
n/2
c(n) 5- 2/2.2 - 2 if n is odd,
n/2
and c(n) 3.2 - 2 if n is even,
which is the same as [36, Theorem 5] .
This lower bound for c(n) is not sharp as comparison of the following 
table with that for c(n) shows.
n 3 4 5 6 7 0 9
Lower bound for c(n) 6 10 14 22 30 46 62
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APPENDIX 1
Table 1
The number of score sequences and labelled score sequences; 
results of a computer enumeration
sin) and pin, nin-1), r) have been computed for n ^ 22 and 
n - 1 ^ r ^  2n - 2. and ls(n) and lpin, n(n-1), r) for n ^  12 and 
n * 1 4 r i  2n - 2, For n ^  10. pin, nin-1), r) and lp(n, ntn-1). 
are tabulated with s(n) and ls(n) as the respective totals. For n 
only sin) and lain) are listed.
Greatest score
Number of 
score sequences
Number of labelled 
score sequences
n r p(n,n(n-1),r) lp(n,n(n-1),r)
1 0 1 1
2 1 1 1
2 1 2
Total 2 3
3 2
3
4
Total
1 1
2 9
2 9
5 19
4 3
4
1
4
6
1
34
90
r)
> 10,
5
r6
tal
4
5
6
7
8
tal
5
6
7
8
9
10
ital
6
7
8
9
10
11
12
)tal
7
8
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p(n,n(n-1),r)
5
18
1
6
16
20
16
59
1
10
35
65-
77
59
247
1
14
71
174
283
321
247
1,111
1
21
lp(n,n(n-1),r) 
76 
201
1
125
700
1,250
1,005
3,081
1
461
4,970
15,470
23,295
18,486
62,683
1
1,715
33,810
170,324
400,869
553,455
438.781
1,598,955
1
6,434
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r p(n,n(n-1î,r) lp(n,n(n-1),i0
g 134 224,334
10 425 1,761,354
11 868 6,076,338
12 1.266 12,236,476
13 1,446 16,082,276
14 1.111 12,731,640
Total 5,302 43,180,113
8 1 1
g 23 24,309
10 243 1,480,050
11 350 17,541,414
12 2,336 85,828,572
13 4,375 237,553,530
14 6,224 434,418,240
15 6,856 553,338,516
16 5,302 442,621,017
Total 26,376 1,773,405,649
10 9
10 
11 
12
13
14
15
16
17
18
1 1
41 92,377
421 9,679,527
2,018 170,543,802
6,071 1,159,060,417
13,250 4,284,437,772
22,545 10,298,178,720
31,011 17,667,086,580
33,936 22,087,513,485
26,376 17,734,056,490
135,670 73,410,669,171Total
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n stnî ls(n)
11 716,542 3,432.267,261,699
12 3,868,142 178,922,825,114,9D5
13. 21.265,884
14: 118,741,369
15, 671,906.876
16 3,846,342,253
17. 22,243,294,360
18 129,793,088,770,
19. 763.444,949,789
20 4,522.896,682,789
21 26,968,749.517,543
22 161,750,625,450,884
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Table 2
The number of score structures and labelled score structures: 
results of a computer enumeration
p(n, Jn(n-1), r) Is the number of score structures Cl^ 12# 
with 1R ■ r and lp(n. Jntn-1), r) is the number of labelled score 
structures« defined analogously to labelled score sequences« with
r " Kc{1,2,. ..«nJ^K^* HerB [“¡pl ^ r ^  n “ The respective
totals are l(n) and lltn), the nuinbers of unlabelled and labelled 
score structures. For n > 10, only l(n) and llCn) are listed, 
values of ltn) for n - 1, .... 36 first appeared in [34],
Greatest score Number of score sequences
Number of labelled 
score sequences
n r p(n,in(n-1),r) lp(n,ln(n-1),r)
1 . 0 1 1
2 1 1 2
3 1 1 1
2 1 6
Total 2 7
4 2 2 10
3 2 28
Total 4 38
5 2 1 1
3 4 100
4 4 130
Total 3 231
)n
The
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n r p(n,in(n-1),r) lp(n,in(n-1),r)
6 3 3 56
4 10 1,130
5 9 1,746
Total 22 2,932
7 3 1 1
4 10 1,519
5 26 14,917
6 22 20,524
Total 59 36,961
8 4 5 330
5 > 33 35,770
6 70 230,160
7 59 295,688
Total 167 561,948
9 4 1 1
5 22 22,824
6 103 838,644
7 197 4,107,504
8 167 5,057.532
Total 490 10,026,505
10 5 7 2,002
6 88 1,057,452
7 321 20,591.742
8 580 83,692,290
122
n r p(n,$n[n-1),r) lp(n,in(n-1),r)
10 9 490 100,265,050
Total 1*486 205,608,536
n l(n) HCn)
11 4,639 4,767,440,679
12, 14,805 123,373,203,208
13 48,107 3,525,630,110,107
14 158,808 110.284,283,006.640
15. 531,469
16 1,799,659
17 6,157,068
18, 21.258,104
19 73,996,100
20 259,451.116
21 915,695,102
22 3,251,073,303
23 11.605,141,649
24 41.631,194,766
25 150,021,775,417
26 542.875,459,724
27 1,972.050,156.181
28 7,189,259,574,618
29 26.295,934,251,565
30 96,478,910,768,821
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It is noticeable from the results of the computer enumeration that for 
score sequences of order n when 4 ^ n ^  22,
pin, nin-1), r) < pin, nin-fl, r ♦ 1) for n - 1 < r i 2n - 4 
and pin, n(n-1), 2n - 3) > p(n, n(n-1), 2n - 2), 
while the same pattern is apparent for labelled score sequences of 
order n when 4 n ^  12.
For score structures (see Table 2 for the definitions) of order n 
when 6 i n ^  30,
p(n, inin-1), r) < pin, inin-1), r ♦ 1) for P^l] x< r i n • 3 
and pin, in(n-1), n - 2) > pin, inin-1), n - 1), 
but for labelled score structures of order n when 3 14,
lpin, inin-1), r) < lpin, intn-1), r  ♦ 1) for Pyi] i r i  n - 2.
These observationa-are made from data available for small values of n 
only» and may not be indicative of any general trends.
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APPENDIX 2
The nurnber of semiorders and labelled semiorders
ld(n) and lc(n, r) have been computed for n i 11 and 1 i r <  n.
These values of ldln) and lctn, r) are tabulated below together with
1 2nthe corresponding values of d(n) ■ and c(n, r). The values
of c(n, r) were calculated recursively by using Proposition (3.3.4),
The greatest score s_ is related t o r b y s  ■ n ♦ r » 2.n n
Greatest
score
Number of 
semiorders
Number of
labelled semiorders
n r sn c(n.r) lc(n,r)
1 1 0 1 1
2 1 1 1 1
2 2 1 2
Total 2 3
3 1 2 1 1
2 3 2 9
3 4 2 9
Total 5 19
4 1 3 1 1
2 4 3 25
3 5 5 78
4 6 5 76
Total 14 183
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n r
5 1 
2
3
4
5
6 1 
2
3
4
5
6
7 1 
2
3
4
5
6 
7
8 1 
2 
3
sn c(n,r) lc(n,r)
4 1 1
5 4 75
6 9 450
7 14 930
8 14 915
Total 42 2,371
5 1 1
6 5 186
7 n 2,175
8 28 7,700
9 42 14,415
10 42 14,226
Total 132 38,703
6 1 1
7 6 441
8 20 9,513
9 48 54.075
10 90 154,035
11 132 274,113
12 132 270.921
Total 429 763,099
7 1 1
8 7 1,016
9 27 39,004
10 75 345,4644
-  126
r sn c(n,r) lc(n,r)
5 11 165 1,407,070
6 12 297 3,580,472
7 13 429 6,171,004
6 14 429 6,104,792
Total 1,430 17,648.823
1 8 1 1
2 9 8 2,295
3 10 35 152,820
4 11 110 2,069.172
5 12 275 11,782,638
6 13 572 40,111,470
7 14 1,001 95,184,180
6 15 1,430 160,461.108
9 16 1,430 158,839,407
Total 4.862 468,603,091
1 9 1 1
2 10 9 5,110
3 11 44 578,925
4 12 154 11,811,000
5 13 429 93,026,010
6 14 1.001 413.834,652
7 15 2,002 1,261,051,050
8 18 3,432 2,852,787,000
9 17 4.862 4,731,717,645
10 18 4,862 4,686,030,910
Total 16,796 14,050,842.303
127
n r sn c(n,r) lc(n.r)
11 1 10 1 1
2 11 10 11,253
3 12 54 2.138.915
4 13 208 64.921.725
5 14 637 702.332.730
6 15 1,638 4,044.307,806
7 16 3.640 15,425.973,486
8 17 7,072 43,593,100,650
9 18 11,934 95,239,122,165
10 19 16.796 156.012,323.115
11 20 16,796 154,559,265,333
Total 58,786 469,643,495,179
It is noticeable from the results of the computer enumeration
when 4 ^ n ^ 11, lc(n, r) < lc(n, r t 1) for 1 ^ r < n - 1 and
lcin, n - 1) > lc(n, n).
Also, it follows from Proposition (3.3.4) that ctn, r) < c(n.
for 1 -i r < n - 1 and c(n. n - 1Î - c(n. n).
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APPENDIX 3
Tree diagrams and the number of open sets of maximal connected 
topologies
The cardinalities of all maximal connected topologies of order n 4 9 are 
determined here by presenting a list of tree diagrams together with 
the cardinalities of their associated topologies. Trees of a given order 
are listed in order of increasing cardinality. The diagrams are taken 
from [18]. The cardinality of each tree was evaluated by using 
Corollary (4.4.12) and the fact that if an acyclic graph F (called a 
fo r e s t ) has components T^, .... T^ (which are all trees) then
|F ■ T,| | • • • | T|J
n Cardinality Cardinality
1 2
2 3
3 5
4
8 9
5
13 14
17
129 -
n Cardinality Cardinality
6 22
24
33
93
T
94
ICardinality Cardinality
96
<
>
> — <
95 
97
96 
100 
101 
102
105
106 
107 
109 
112 
113 
116 
118 
121 
124 
128 
134 
148 
152 
164
— H —
>  T  <
>  -----—
„ . . . 1
> - K
* 4
>
¥
*— •
97
99
100
102
104
106
106
108
110
112
114
116
120
122
126
133
145
149
163
194
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APPENDIX 4
Partial order diagrams
This appendix contains a list of diagrams of all the partial orders 
with n « 6 vertices. For each value of n. the partial orders with n 
vertices have been ordered lexicographically by score sequence from 
the least value of then-tuple s,, s2 ... ^  to the greatest value.
The index number of each partial order is written in the top-left 
corner, and the score sequence is written directly below the diagram. 
Where there is more than one partial order with the same score sequence 
S. then 0(S). which by Theorem (1.5.2) has the minimum number of arcs, 
is listed first. The number of arcs is written in the bottom-left 
comer.
The labelling of each partial order ie its canonical la b e llin g .
If the n x n adjacency matrix A - Ca±Jl of an oriented graph is defined
fay aij 1 iRJ and aij * 0 otherwise, then its canonical 
labelling is that which maximises the n2-tuple
a11 - •  a1n a21 ••• a2n ani ••• ann- 
The canonical labelling is unique since any two labellings which both
maximise a ^  ... ann are isomorphic. For each n, this labelling ia 
given in the first diagram only, the labellings of the remaining 
diagrams being identicals with vertex 1 at the apex and the labels 
increasing in a clockwise direction. As usual the score sequence is 
written in non-decreasing order, although s2 * „ .  N< ^  for the
canonical labelling only if all the vertex scores of the partial order
are equal. The total number of non-isomorphic labellings of the partial 
order is written in the top-right corner.
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An automorphism of a labelled oriented graph is a permutation of the
vertices which preserves adjacency. The set of all automorphisms of
a labelled oriented graph with n vertices forms a permutation group of
degree n. This automorphism group is written in the bottom-right
corner. The notation is as follows:
I is the identity group (of order 1),
S is the symmetric group of degree r (of order rl). r
D0 is the dihedral group of order 0.
x indicates the direct product of groups.
Those partial orders which are weak orders are indicated by a letter W
in the bottom line, and those which are semiorders but not weak orders
are indicated by S. Notice that for given n and s^, where < n - 1 ,
the number of weak orders with least score s^ is 2n+si“^ and the nunber
of semiorders with least score s4 is c(n, n - s*).• 1
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134
135
1 J 2-0 
/
2. 6 o
. . A v
3  feo ¿f- IZO
S qC-"-/— V-" <>^ > *2-
W
H-
(O , 2, 5 » 8 )
lo W  r
( O ^ ) ^  7,7)
9 W  Sa.
(o,x,5,ô,8)
^ W  Sa
*"— < ■s* 
(0,2.,5,6 ,7)
S S  X
5 1 2.0 K 6 6 ovAv 7  3 o^ Av 8 )z o> Y W7 *•
(0,X,6 >6, é)
7  W  s 3
(0,3,3,6,8)
9  W  5a
(0,3,3,7,7) 
ô  W  S,xSa
(0,3,^ ,gy 8)
%  s r
C} /Xo lo /Zo li 6 o I X  2 0  
■ &
(o ,3,4->é>, 7)
7  S  X
(0,3>S,ff,7) 
7  X
(O ,3,5,6,4)
fe S  Sj_
(O ,*,*,*,8)
7  w  S 3
1 3  4 o '* 6 o IS- feo Ife 5*
(0,?,S,S,S)
‘t  w  s».
(o ,^->^jS'>7)
^  S  ^
(o/f,*,6 >é>)
6
(0| «■>*,?.6) 
S S
136
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138
139
7 X o
(o 8, lo)
I S  V / ^
f 7-0
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