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Abstract Linear global instability analysis has been performed in the wake of a low aspect
ratio three-dimensional wing of elliptic cross-section, constructed with appropriately scaled
Eppler E387 airfoils. The flow field over the airfoil and in its wake has been computed by full
three-dimensional direct numerical simulation at a chord Reynolds number of Rec = 1750 and
two angles of attack, AoA = 0◦ and 5◦. Point vortex methods have been employed to predict
the inviscid counterpart of this flow. The spatial BiGlobal eigenvalue problem governing linear
small-amplitude perturbations superposed upon the viscous three-dimensional wake has been
solved at several axial locations and results were used to initialize linear PSE-3D analyses
without any simplifying assumptions regarding the form of the trailing vortex system, other
than weak dependence of all flow quantities on the axial spatial direction. Two classes of lin-
early unstable perturbations were identified, namely stronger-amplified symmetric modes and
weaker-amplified antisymmetric disturbances, both peaking at the vortex sheet which connects
the trailing vortices. The amplitude functions of both classes of modes were documented and
their characteristics were compared with those delivered by local linear stability analysis in
the wake near the symmetry plane and in the vicinity of the vortex core. While all linear
instability analysis approaches employed have delivered qualitatively consistent predictions,
only PSE-3D is free from assumptions regarding the underlying base flow, and should thus be
employed to obtain quantitative information on amplification rates and amplitude functions
in this class of configurations.
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1 Introduction
Instability analysis of vortical flows has been at the center of Fluid Mechanics interests for
decades, both from a fundamental and from an applied research point of view. Traditionally,
two different paths are followed in the analysis. The first approach, collectively referred to as
point-vortex methods, dates back to the classic works of Von Ka´rma´n [29,30] and is based
on the study of small-amplitude deviations of vortices from their undisturbed equilibrium
position [2,32]. Crow [12] and Jime´nez [28] introduced this approach to the inviscid analysis of
instability in the counter- and co-rotating pairs of vortices, respectively. Crouch [11] extended
this methodology to address modal and non-modal linear instability of a four-vortex system
and showed that transient growth is the dominant linear instability mechanism for this class
of flows; results were later confirmed by Fabre and Jacquin [15] and others. In the second
approach the viscous equations of motion are linearized about a nominally steady laminar
base flow and the linear eigenvalue problem is solved either by neglecting viscosity [34] or at a
given finite value of the flow Reynolds number [33,40]. The limited number of exact solutions
of the equations of motion corresponding to viscous vortices led the majority of the analyses
available in the literature to monitor idealized vortex solutions, such as the classic Batchelor
model [3] and its simplifications, or various models of isolated vortices [27]. In most analyses
no axial flow is considered and, in addition, viscous diffusion of the vortex along the axial
direction is neglected.
The discovery of long [12] and short-wavelength instabilities [53,35] in systems of counter-
rotating vortices and the association of these mechanisms with those observed in the trailing-
vortex system of commercial transport aircraft in cruise provided a boost to efforts aiming
at the destruction of the coherence of trailing vortex systems based on identification and
exploitation of physics-based linear instability mechanisms. Linear global instability analysis
of a counter-rotating viscous pair of vortices commenced with the work of Hein & Theofilis
[23], who recovered the eigenmodes of a vortex system initialized using the so-called q−vortex
simplification of the Batchelor vortex model. This work demonstrated that knowledge gained
from instability analysis of isolated viscous vortices [40,19] may be of limited use for the
description of instability of vortical systems, except in the limit of the separation between
the cores of the counter-rotating vortices becoming very large in terms of the wing span. The
subsequent work of Jacquin et al. [27] showed that vortex-core instabilities pertinent to either
of the inner or the outer pair of a four-vortex system may be recovered as distinct eigenmodes
in BiGlobal linear instability analysis considering the entire vortex system as its base flow.
Gonza´lez et al. [20] demonstrated that elliptic instability of a pair of counter-rotating viscous
vortices with axial flow may be analyzed using BiGlobal linear analysis. The eigenfunctions
obtained bore no resemblance to those pertinent to analysis of isolated vortices based on classic
local linear theory [19], thus making global analysis the method of choice to address linear
instability of systems of viscous vortices in close proximity.
Theoretical efforts to analyze the instability of models of closely-spaced viscous vortices
continued with the work of Meunier & Leweke [41] on a co-rotating vortex pair, and that of
Lacaze et al. [31] who employed direct numerical simulation to study instability of a Batchelor
vortex subject to the far-field strain of a second vortex, the latter not explicitly considered
in the analysis. Duck [14] solved the BiGlobal analogue of the Rayleigh equation pertinent to
systems of two or four counter-rotating vortices and went on to describe their breakdown pro-
cess. Interestingly, at conditions at which the base flows considered in the viscous analysis of
Lacaze et al. [31] and the inviscid work of Duck [14] were closely related, the instability results
of the two works were also qualitatively analogous, despite the large disparity in magnitude
of axial flow considered in the respective works. In a similar spirit, Brion et al. [6], Tendero et
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al. [49,50] and Benton & Bons [4] have demonstrated that point-vortex and viscous BiGlobal
instability analyses of a pair of axially-homogeneous counter-rotating vortices deliver equiv-
alent results, provided the Reynolds number and the spacing of the vortices are taken to be
sufficiently high.
Global linear theory [52] has now advanced sufficiently in order to address instability in the
wake of a three-dimensional wing without the need to resort to the severe approximations of
classic (local) analysis. The assumption of homogeneity along the azimuthal spatial direction,
which underpins local linear theory applied to analyze instability of isolated vortices, is no
longer needed (or indeed appropriate) when dealing with a system of vortices emanating from
a finite low aspect-ratio wing. Instead, BiGlobal linear theory can be used to fully resolve
any distribution of vorticity on a given plane Oyz normal to the axial spatial direction, x,
considering the latter direction as homogeneous. Application of viscous BiGlobal linear modal
analysis to an isolated q−vortex [8,20,46] has been shown to deliver identical results with
those of the local analysis [40]; this point is further addressed in what follows.
Applying global linear theory to the system of multiple vortices formed in the near-wake
behind a real wing, a number of flow properties inaccessible to classic analysis based on inviscid
methods for the computation of the base flow or linear stability analyses of one-dimensional
profiles can be taken into account. First, the interaction of trailing vortices due to their prox-
imity introduces a downwash velocity which needs to be taken into account. This was first
accomplished by Tendero et al. [49], who showed that the eigenvalue spectrum obtained by
BiGlobal analysis of a pair of descending counter-rotating vortices is displaced compared to
that delivered by analysis of a frozen base flow. Viscous diffusion along the axial direction is
also relevant for the base flow definition at all but the highest Reynolds numbers; this flow
property was introduced in the analysis of an isolated non-parallel Batchelor vortex by Heaton
et al.[22]. Of course, any global linear instability analysis of vortex systems behind realistic
wings should also account for a non-negligible amount of axial velocity component, related
with the flight velocity, as well as with flow turbulence.
The present work revisits the issue of linear global instability of a system of counter-rotating
vortices by addressing, for the first time, instability of the entire trailing vortex system behind
a three-dimensional finite aspect-ratio wing of elliptical planform, placed at zero- and a small
finite angle of attack to the oncoming flow. The wing considered is based on the Eppler-387
airfoil and has an elliptical planform defined in the recent experiments of Xue et al. [54]. This
airfoil was chosen on account of the absence of laminar separation at low Reynolds numbers
and low angles of attack, an assumption which has only been verified in the AoA = 0◦ basic
flow results obtained herein. The full roll-up process in the near-wake as well as the formation
of the trailing vortex system are described by three-dimensional direct numerical simulation.
In addition, point-vortex methods have been used to predict the evolution of the inviscid
counterpart of the flow field obtained in the DNS, compare integral flow quantities obtained
by either the viscous or the inviscid analysis at the same parameters and predict the long-time
behavior of the inviscid flow in an efficient manner.
Subsequently, instability of the trailing vortex system is analyzed by solving the spatial
BiGlobal linear viscous eigenvalue problem [13] at selected locations along the axial direction,
to unravel the response of the steady laminar flow to small-amplitude convectively unsta-
ble perturbations of constant frequency introduced into the flow. Finally, the axial viscous
diffusion and downwash of the base flow are simultaneously taken into account by a linear
PSE-3D 1 analysis of the entire trailing-vortex system. The PSE-3D analysis is the three-
dimensional extension of the parabolized stability equations [10,46,13] and is initialized at a
1 also known as plane-marching PSE[1]
4 Wei He et al.
given axial location by solution of the spatial BiGlobal eigenvalue problem. This provides a
first approximation of the streamwise wavenumber of the linear perturbations; once converged,
the linearized PSE-3D equations are marched along the axial spatial direction and the results
obtained are compared with those previously delivered by solution of the spatial BiGlobal
eigenvalue problem in an attempt to quantify the differences in flow stability characteristics
predicted by the respective approaches.
An alternative experimental work on which the present analysis could have focused is that
by Higuchi et al.[26]. These authors have provided a wealth of information on flow development
on a elliptic wing of aspect ratio 3 constructed on the basis of the NACA 662−415 chord section.
However, interpretation of those results suggests that several linear instability mechanisms are
active at the Reynolds number Re ≈ 5× 104 at which that experiment was performed, related
to flow separation on the wing and the subsequent roll-up of the vortex sheet into laminar
transitional or turbulent vortices. Consequently, it was decided to first perform analyses at
the low Reynolds numbers at which the Xue et al.[54] experiments are performed, identify the
linear perturbations that lead steady laminar flow to unsteadiness and systematically advance
to instability analyses at higher Reynolds numbers at a later stage.
Section 2 presents the theoretical background used in the present analysis, starting with the
problem definition in 2.1, followed in section 2.2 by a brief introduction of the direct numerical
simulation work employed to compute the base state analyzed and the point vortex method
used to predict the inviscid evolution of this flow. A discussion follows of the global instability
analysis concepts employed, spatial BiGlobal linear modal analysis in 2.4 and the PSE-3D
concept in 2.5. Results of these global instability analysis methodologies are presented in sec-
tion 3 and are compared with results obtained by classic linear stability theory at appropriate
portions of the wake. Concluding remarks are presented in section 4.
2 Theory
2.1 Problem definition
An orthonormal Cartesian frame of reference is considered, in which x denotes the axial spatial
direction, while y and z are the normal and spanwise spatial directions, respectively. A three-
dimensional wing model is constructed based on the low-Reynolds number Eppler E-387 airfoil.
The wing planform is elliptical, its major axis being the wing span, b = 1.714, while its minor
axis is the chord c = 1 of the E-387 airfoil at the plane of symmetry, z = 0; a low aspect ratio
AR=1.7 wing is thus obtained. The airfoils defined by cuts of the wing by planes normal to
the Oz axis at locations 0 ≤ z ≤ b/2 are also E-387 profiles, the respective chords of which
are scaled such that they fit the elliptical planform at each z location; an image is shown in
the left part of Figure 1.
Direct numerical simulations for the calculation of the basic state were performed using
the nek5000 open source code [16]. The software Gambit was used to construct the three-
dimensional meshes in which the (half-) wing model has been embedded, as shown in the right
part of Figure 1. Within each of the macro-elements shown a high order polynomial was chosen
in the spectral element code, until convergence was reached, as will be discussed shortly.
An alternative approach for the generation of a fully consistent base flow which respects
all of the flow properties of a trailing-vortex system has been discussed by Paredes et al. [45],
who solve the Parabolized Navier Stokes equations in order to compute both viscous diffusion
and downwash of a counter-rotating vortex system. This approach has not been followed in the
present analysis. Instead, classic point-vortex [32] computations, initialized using the vorticity
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distribution extracted from the DNS results immediately downstream of the wing, have been
performed in order to obtain a rapid estimate regarding the evolution of the wake behind the
wing in the inviscid flow limit.
The instability analysis consists of first using the DNS to compute a steady laminar vis-
cous basic flow solution of the incompressible Navier-Stokes and continuity equations around
the three-dimensional wing, denoted as q¯ = (u¯, v¯, w¯, p¯)T . It contains the basic flow velocity
components and associated pressure, all of which are inhomogeneous functions of all three
spatial coordinates. Subsequently, small-amplitude three-dimensional unsteady perturbations,
denoted by q˜(x, y, z, t) = (u˜, v˜, w˜, p˜)T , are introduced into the full equations of motion and
the latter are linearized around the basic state, leading to the three-dimensional Linearized
Navier Stokes equations (LNSE) that need to be solved in order to obtain the linear instability
characteristics of the flow in question.
Three sets of assumptions on the form of linear perturbations q˜ are made in the present
work. First, the DNS-obtained base flow is post-processed to extract one-dimensional velocity
profiles amenable to local linear instability analysis. The inherent parallel flow assumption
restricts the locations in the wake at which local analysis may be performed in a meaningful
way to either the wake at large distances from the trailing vortices, or the immediate vicinity
of the vortex cores. At these locations the spatial Orr-Sommerfeld equation and its axisym-
metric analog will be solved in order to recover the characteristics of the unstable linear local
perturbation, q˜0.
The second set of assumptions leads to a class of perturbations, q˜1, that comprise periodic
disturbances along the axial spatial direction, implying that the x−derivatives of the basic
state are neglected in the instability analysis. In addition, the perturbations are taken to be
harmonic in time. The resulting theoretical framework employed is based on the spatial linear
BiGlobal modal concept [52] and will be briefly discussed in what follows. It is clear that the
assumption of axial homogeneity, invariably made in the vast majority of instability analyses
of isolated vortices and literally all presently available literature dealing with linear instability
analysis of systems of vortices in the wake of a wing, can only be justified at some distance
downstream of the wing, in the so-called near mid-field of the wake [27]. In what follows, spatial
BiGlobal analysis will be performed at a number of axial locations in the near mid-field in a
range of (low) Reynolds numbers.
The third class of perturbations analyzed, q˜2, will retain the harmonic assumption in time
but relax homogeneity of the base flow along the axial spatial direction in order to permit
viscous vortex diffusion along x. This is accomplished by incorporating first derivatives of the
base flow along this direction into the linear instability analysis framework. Short of resorting
to full-scale direct numerical simulation, the form of linear (and non-linear) perturbations q˜2
that is consistent with this assumption is that described by the PSE-3D concept [52]. Unlike
the eigenvalue problem solution of the spatial BiGlobal approach, PSE-3D is based on space-
marching of the appropriate LNSE on the Oyz plane along the axial spatial direction. The
plane marching is initialized using results of the spatial BiGlobal approach at a given axial
location and it is interesting to compare the instability results obtained by the space marching
of the PSE-3D with those delivered by the spatial BiGlobal analyses at selected axial locations.
In this manner, the appropriate linear instability analysis model for this class of flows can be
established.
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2.2 Base state computation
2.2.1 Direct numerical simulations
Incompressible fluid flow is considered in the present work, taking the kinematic viscosity, ν,
as a free parameter. In this manner, two Reynolds numbers could be defined, that based on
mid-plane chord, Rec, and the more commonly used in instability analysis of vortex systems,
Reynolds number based on circulation, Re, respectively defined as
Rec =
U∞c
ν
, and Re =
Γ
ν
. (1)
The converged results of the simulations were post-processed in order to define the flow
circulation at an axial location xi at which the analysis was performed, using
Γ =
∫ ∫
ζ(xi, y, z)dydz, (2)
where ζ = −∂yw¯ + ∂z v¯ is the axial vorticity component at xi.
In order to compare the results of the present spatial BiGlobal analysis, as employed to an
isolated Batchelor vortex, with those obtained by Mayer & Powell [40] using local instability
analysis, a vortex radius a = (a2y + a
2
z)
1/2 was defined using the polar moments
ay =
[(∫ ∫
ζ(y − yc)2dydz
)
/Γ
] 1
2
, az =
[(∫ ∫
ζ(z − zc)2dydz
)
/Γ
] 1
2
, (3)
with (yc, zc) denoting the position of the vortex centroids [20],
yc =
1
Γ
∫ ∫
yζdydz, zc =
1
Γ
∫ ∫
zζdydz. (4)
2.2.2 Inviscid point vortex methods
The equations that govern motion of free point vortices can be found in classical fluid
mechanics texts [2]. The ordinary differential equations describing evolution of the vortex
coordinates without considering axial velocity and after imposing symmetry along the Oxy
plane are [32][
dyi
dt
,
dzi
dt
]
=
1
2pi
N∑
j=1,i6=j
Γj
[zj − zi, yi − yj ]
(yi − yj)2 + (zi − zj)2 −
1
2pi
N∑
j=1
Γj
[−zj − zi, yi − yj ]
(yi − yj)2 + (zi + zj)2 (5)
The initial vortex locations are extracted from the three-dimensional steady base flow com-
puted in the DNS on a plane of constant axial coordinate x and a standard 4th order Runge-
Kutta method is employed to advance (5) along t which, in the context of this simplified
inviscid method, can be identified with the axial spatial coordinate, x, by assuming a constant
unit axial free-stream velocity.
Circulation Γi is attached to the i−th point vortex, such that the initial circulation for N
vortices can be computed as Γ =
∑N
i=1 Γi. The coordinates of the centroids yc, zc are then
computed as
yc =
N∑
i=1
Γiyi
Γ
and zc =
N∑
i=1
Γizi
Γ
, (6)
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which permits calculation of the vortex radius, a = (a2y+a
2
z)
1/2 again from the polar moments,
now defined as
ay =
[
N∑
i=1
Γi(yi − yc)2/Γ
] 1
2
, and az =
[
N∑
i=1
Γi(zi − zc)2/Γ
] 1
2
. (7)
2.3 Local linear stability theory
Local linear stability theory (LST), based on variants of the Navier-Stokes equations lin-
earized around an one-dimensional planar or axisymmetric profile, has been employed to iden-
tify instabilities at appropriately chosen locations in the wake. The Ansatz for the local linear
perturbations, q˜0, is
q˜0(x1, x2, x3, t) = qˆ0(x2) exp[i(αx1 + βx3 − ωt)] + c.c., (8)
with qˆ0 = (uˆ0, vˆ0, wˆ0, pˆ0)
T representing the vector of one-dimensional complex amplitude
functions and c.c. denoting complex conjugation, such that the left-hand-side of equation (8)
be real. In the present spatial framework employed, ω is taken to be a real angular frequency
parameter, two-dimensional perturbations (β = 0) are assumed and the complex eigenvalue, α,
and the associated eigenvectors, qˆ0, are sought. The real part of the eigenvalue, αr, is related
with the wavenumber of the eigenmode along the streamwise direction, while its imaginary
part, αi, is the growth/damping rate of the perturbation.
In a Cartesian coordinate system the coordinates (x1, x2, x3) are respectively identified as
the axial, normal and lateral spatial directions, (x, y, z), while in cylindrical coordinates they
represent the axial, radial and azimuthal directions, (x, r, θ). Substituting (8) into the Navier-
Stokes equations and linearizing leads to the Orr-Sommerfeld equation and to the system
solved by Mayer and Powell [40], in Cartesian and axisymmetric coordinates, respectively.
The spatial Orr-Sommerfeld equation has been solved at the plane of symmetry at several
axial locations, while the linearized equations of motion in cylindrical coordinates have also
been solved as a spatial eigenvalue problem in the vicinity of the vortex core, at the same axial
locations as the Orr-Sommerfeld equation. The respective local linear perturbations, q˜0, have
been compared with the functions extracted from the corresponding portions of the the two-
dimensional global perturbations, q˜1, defined in the next section, in order to draw conclusions
on the capability of the local analysis to describe instability in the problem at hand.
2.4 Spatial BiGlobal analysis
Spatial BiGlobal analysis is the analog of classic local spatial LST in which two inhomogeneous
spatial directions, y and z, are resolved simultaneously while the axial direction, x, is considered
locally homogeneous. The perturbation vector is assumed to be of the form
q˜1(x, y, z, t) = qˆ1(y, z) exp[i(αx− ωt)] + c.c., (9)
with qˆ1 = (uˆ1, vˆ1, wˆ1, pˆ1)
T representing the vector of two-dimensional complex amplitude
functions and c.c. denoting complex conjugation, such that the left-hand-side of equation (9)
be real. A spatial framework has also been used in a global context: ω is taken to be a real
angular frequency parameter, while the complex eigenvalue α, and the associated eigenvectors
qˆ1 are sought. In a manner analogous with local theory, the real part of the eigenvalue αr of
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the global mode is related with its wavenumber along the axial direction x, αr = 2pi/Lx, while
its imaginary part is the growth/damping rate. A negative value of αi indicates exponential
growth of q˜1 in space, while αi > 0 denotes decay of q˜1 in space.
By substitution of the decomposition of flow variables along with definition (9) into the
LNSE equations, the two-dimensional partial-differential equation based eigenvalue problem
(EVP) is obtained. The EVP is quadratic in the eigenvalue α, and is converted into a linear
eigenvalue problem, which is larger in size by a factor equal to the degree of non-linearity
(see [51]), using the companion matrix method [5], in which an auxiliary vector is defined,
qˆ1 = [uˆ1, vˆ1, wˆ1, pˆ1, αuˆ1, αvˆ1, αwˆ1]
T . The resulting EVP is
Aqˆ1 = αBqˆ1, (10)
where the entries of matrices A and B are defined as
A =

L u¯y u¯z 0 0 0 0
0 L+ v¯y v¯z Dy 0 0 0
0 w¯y L+ w¯z Dz 0 0 0
0 Dy Dz 0 0 0 0
0 0 0 0 I 0 0
0 0 0 0 0 I 0
0 0 0 0 0 0 I

, B =

−iu¯ 0 0 −i − 1Re 0 0
0 −iu¯ 0 0 0 − 1Re 0
0 0 −iu¯ 0 0 0 − 1Re
−i 0 0 0 0 0 0
I 0 0 0 0 0 0
0 I 0 0 0 0 0
0 0 I 0 0 0 0

(11)
where L = −iω + v¯Dy + w¯Dz − 1Re (D2yy + D2zz), Dy = ∂/∂y,D2yy = ∂2/∂y2,Dz = ∂/∂z and
D2zz = ∂2/∂z2.
The results of spatial BiGlobal analysis are interesting in their own right, and are also
used to obtain the shape function, wavenumber, and damping/growth-rate, required as initial
conditions of the PSE-3D marching integration.
2.5 Linear PSE-3D
The PSE-3D instability analysis methodology is gaining acceptance as an tool for the prediction
of linear and nonlinear instability of basic states with a mild variation in the streamwise
coordinate and strong base flow gradients on the plane normal to the streamwise direction.
Examples of successful application include vortical flows [9,10,47], the wake of an isolated
roughness element in supersonic flow [13], streaks in a boundary layer [39], corner flows [17]
and models of duct intakes [18]. The near and mid-field wake of the wing, where strong lateral
flow gradients, in addition to a relatively milder flow dependence along the axial direction,
make PSE-3D the method of choice for the instability analysis of this inhomogeneous flow
field.
The Ansatz utilized to decompose the flow perturbations is based on the assumption that
∂/∂x ∂/∂y, ∂/∂z and replaces (9) by
q˜2(x, y, z, t) = qˆ2(x, y, z) exp
[
i
∫
x
α(x′)dx′ − ωt
]
+ c.c.. (12)
Here qˆ2 is the amplitude function and α is the corresponding wavenumber, both varying
slowly along the axial spatial direction. The real parameter ω denotes the frequency of the
perturbations.
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By substitution of the decomposition (12) into the LNSE equations, neglecting viscous
terms with streamwise derivatives of O(Re−2) and higher, the linear PSE-3D equations can
be obtained, written in a compact form as(
M + N
∂
∂x
)
qˆ2(x, y, z) = 0. (13)
The entries of the matrices M and N are
M =

M+ u¯x u¯y u¯z iα
v¯x M+ v¯y v¯z Dy
w¯x w¯y M+ w¯z Dz
iα Dy Dz 0
 , N =

u¯ 0 0 1
0 u¯ 0 0
0 0 u¯ 0
1 0 0 0
 (14)
where M = u¯iα+ v¯Dy + w¯Dz − 1Re (D2yy −D2zz − α2)− iω and, as in spatial BiGlobal theory,
ω ∈ R is a real frequency parameter and α ∈ C.
An ambiguity arises regarding the normalization condition which needs to be imposed in
order to ensure, firstly, that the variation of the shape function along the streamwise direction
be small and, secondly, that all amplitude growth be captured by the phase function. This
issue has been discussed and resolved by Herbert [24,25] in the context of the classic parabo-
lized stability equations. The same concept is extended to PSE-3D, where the normalization
condition ∫
Ω
qˆ†2
∂qˆ2
∂x
dΩ = 0 (15)
is used, where Ω denotes the extent of the computational domain on the plane normal to
the axial spatial direction and superscript † denotes complex conjugate. Much like in the
classic PSE, upstream propagating disturbances which are inherent to the parabolized (but
not strictly parabolic) nature of the disturbance equations, are also found to be present in
PSE-3D [7]. Here the remedy proposed by Li and Malik [36–38] is used, namely streamwise
spatial integration of (13) using a marching step ∆x > 1/|α|.
A spatial amplification rate, σ, may be defined in the PSE-3D analysis as
σ = −αi + 1
2
d
dx
logE(x). (16)
Here E =
∫
Ω
(uˆuˆ† + vˆvˆ† + wˆwˆ†)dΩ is the kinetic energy of the perturbations, the latter being
three-dimensional functions of the spatial coordinates that vary slowly along the axial direction.
In a manner analogous with the classic PSE, the amplification rate in (16) is composed of two
contributions, the local −αi obtained at convergence of solution of (13) at each x−location to
which the term corresponding to the perturbation kinetic energy is added.
3 Results
3.1 Base flow
Table 1 presents results of the base flow around the wing, computed by direct numerical sim-
ulation using the nek5000 code at Rec = 1750, AoA = 0
◦ and AoA = 5◦. At these conditions,
Γ = 0.033 and 0.12, respectively; at the angle of attack AoA = 5◦ analyzed below, this corre-
sponds to Re = 210. Shown in the table is the vorticity at a randomly selected location close to
the trailing vortex core, as obtained on two meshes, M1 extending to z = 2.5 in the spanwise
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direction and comprising 16120 elements, and M2, extending to z = 5 and comprising 25312
elements. Two computations are performed at each angle of attack, respectively using polyno-
mial orders of p = 4 vs. 5 and p = 5 vs. 7. It can be seen that the relative error is of O(1%)
in any of the three vorticity components, indicating a reasonable convergence of the base flow
first derivatives, as required in the subsequent stability analysis. The vorticity distribution
immediately behind the wing in the AoA = 5◦ case was used to initialize point-vortex simula-
tions of the wake evolution. Equation (5) was advanced for forty non-dimensional time-units,
which corresponds to an axial location well beyond that used in the DNS. This permitted
comparisons between viscous and inviscid flow development within the domain resolved by the
DNS and also revealed the long-time evolution of the inviscid counterpart of the flowfield.
Figure 2 shows a perspective view of the base flow obtained in the DNS as well as the
inviscid counterpart of this flow obtained by the point-vortex method. Four features are high-
lighted in the DNS result: First, the system of trailing vortices and the vortex parallel to the
trailing edge are outlined by the position of the respective vortex cores. Second, a number of
surface streamlines indicate the position of primary separation on the wing surface, while some
of these streamlines are shown to continue in the wake. Third, five equally spaced isolines of
the flow vorticity magnitude in the range 0 ≤ ||∇× u|| ≤ 1 are plotted on four planes located
at x = 6, 8, 10 and 12. The subsequent global instability analysis will be performed on the
planes shown in this figure for reasons that are explained shortly in the results of Figure 3.
Finally, the left insert figure shows that steady laminar separation occurs on the wing at this
set of parameters.
The result of the inviscid point vortex method is also shown in the right part of Figure 2.
The vortex core lines in this image are those obtained in the DNS to which the result obtained
by time-advancing equation (5) is added, using the constant free-stream velocity to convert
the time- to axial coordinate. It can be seen that, while there certainly exists a qualitative
correspondence between the viscous and inviscid results, quantitative differences are also to be
observed, especially as regards the vortex core location and size. The long-time evolution of the
inviscid flow, obtained by integrating equation (5), reveals the development of instabilities in
the entire wake. The result at t = 40, which approximately corresponds to a distance twice the
axial length of the DNS computational domain, can be seen in the right insert figure and shows
the development of instability in the vortex sheet as it rolls up. The complete time-evolution
of the inviscid flow can be seen as supplementary material of this work.
A more quantitative description of the viscous base flow and its differences from its inviscid
counterpart can be found in Figures 3 and 4. In the first, the dependence of the vertical yc
and lateral zc coordinate of the trailing vortex core on the streamwise coordinate x is shown,
as computed from equation (4). It can be seen that in the range 6 ≤ x ≤ 14 the function
y(x) is approximately linear, indicating a constant downwash velocity. The latter quantity can
be computed from these results and can be compared with analytic isolated vortex models
on which the simpler (local) instability analysis is based. The point-vortex theory is precisely
such a widely-used simplified model, the results of which for the vortex centroids, computed
using equation (6), are included in Figure 3. Despite the relatively low Reynolds number of
the DNS, a rather good agreement between the two sets of results can be observed.
Figure 4 shows results of application of equation (3) to compute the polar moments ay and
az using results of direct numerical simulation, as well as results obtained from application of
equation (7) to compute the polar moments in an inviscid framework. In both cases only the
axial vorticity component has been used in the vicinity of the vortex. The agreement between
viscous and inviscid polar moments is less favorable than that seen in the respective vortex
centroid results of Figure 3. The values of the viscous polar moments can be seen to always
exceed those of the respective inviscid quantities at all axial locations. As a consequence, at a
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given position x, the direct numerical simulation predicts a wider vortex than the one yielded
by the inviscid analysis, differences increasing with increasing axial position. This result is not
surprising, given the rather low Reynolds number value at which the DNS is performed.
3.2 Global modal analysis
3.2.1 Spatial BiGlobal instability analysis validation on the q−vortex
Validations of the global instability analysis algorithms utilized have been presented in the
incompressible [46] and the compressible [13] flow regime. Here the performance of the code
employed for the solution of the spatial BiGlobal eigenvalue problem is assessed by comparing
results obtained on an isolated q−vortex model against the classic work of Mayer & Powell
[40]; the main results are summarized below.
The q−vortex flow proposed by Lessen et al. [34,33] is a limit case of the Batchelor [3]
vortex, when the dependence of the flowfield on the axial direction is neglected. In this case, the
swirl parameter q, which is spatially-varying in the Batchelor vortex, is taken to be constant,
q = Γ/(2piUcδ), Uc being the core vortex velocity, U0 the free-stream velocity and δ the core
radius. The parallel-flow version of Batchelor vortex becomes
Ux =
U0
Uc
+ exp(−r2), Ur = 0, Uθ = q
r
{1− exp(−r2)}, (17)
where r is the radial distance from the vortex center. The Reynolds number in this case is
defined as
Re =
Ucδ
ν
(18)
The temporal stability problem pertinent to the base flow (17) was solved for the parame-
ters addressed by Mayer and Powell [40], q = 0.475, Re = 100, U0Uc = 0 and axial wavenumber
0.418. The domain was truncated at y∞ = z∞ = 40 and the FD-q10 2 spatial discretization
method was used, alongside the classic spectral collocation based on the Chebyshev Gauss-
Lobatto (CGL) nodes. Table 2 presents the convergence of the leading eigenvalue with in-
creasing resolution and compares with the result of reference [40]. The eigenvalues converge
to a value with absolute difference lower than 10−9 between the results of FD-q10 and CGL.
Note that serial computation of the numerical solution of the temporal BiGlobal EVP using
the highest resolution (N = 712) for CGL required 4935 Mbytes of memory, while in the
case of FD-q10 (N = 1012) the memory used was 1496 Mbytes, illustrating the performance
improvement of the combination of high-order finite-difference schemes in conjunction with
sparse storage and algebra [44].
These numerical efficiency improvements were crucial for the success of spatial BiGlobal
EVP solutions, also performed for the q−vortex at Re = 1200 and q = 0.8. Temporal stability
results for the same case were presented by Gonza´lez et al. [21]. Here, the spatial eigenvalue
problem (10) was solved, employing FD-q10 spatial discretization method, alongside N = 1012
collocation points along each of the simultaneously discretized spatial directions, y and z.
Figure (5, left) shows the eigenspectrum at ω = −2. A branch of eigenvalues appear for
αr = 0 and αi < 0, which corresponds to a discretized spectrum of upstream moving pressure
2 defined by Paredes et al.[44]
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waves. This branch will be suppressed in the subsequent PSE-3D analysis in order to permit
a stable numerical integration along the axial direction, as discussed by Li and Malik [37].
In addition, different branches of discrete eigenvalues are found, describing near-vertical
lines. The discrete modes present a periodic structure in the azimuthal direction, with all the
modes inside each branch having the same wavenumber m. Note that when local stability anal-
ysis based on the Orr-Sommerfeld equation in cylindrical coordinates is used, the wavenumber
m is a parameter of the problem. The BiGlobal analysis recovers the results of several local
analysis at the same time. The most unstable mode, which is found to be in good agreement
with the result presented in [21], is noted by full symbol in the spectrum shown in Figure
(5, left), while the spatial structure of its streamwise velocity component, uˆ(y, z), is shown in
Figure (5, right).
3.2.2 Spatial BiGlobal analysis in the wake of a three-dimensional wing
Having validated the algorithms on a relevant problem, attention is turned next to the main
topic of the present article, namely instability analysis in the wake of a short aspect-ratio three-
dimensional wing using global linear analysis methods. Planes of data at constant x = 6, 8, 10
and 12 in the region of constant downwash were extracted from the three-dimensional base
flow fields computed by DNS in Section 3.1 and the spatial global EVP (10) was solved at
non-dimensional frequencies in the band ω ∈ [0, 12]. Half of the computational domain was
resolved using FD-q6 spatial discretization, on rectangular domains discretized by (Ny =
101) × (Nz = 161) and (Ny = 161) × (Nz = 201) collocation points. All subsequent results
were obtained using the lower resolution, which was found to be sufficient for convergence. Two
classes of boundary conditions, symmetric and antisymmetric, were imposed at the symmetry
boundary on all perturbation components, alongside homogeneous Dirichlet conditions on all
other domain boundaries.
Figure 6 presents the dependence of the spatial amplification rate, −αi, on the wavenumber
αr at the conditions examined. Both symmetric and antisymmetric disturbances are found to
be linearly unstable over a wide range of wavenumbers. In both classes of disturbances the
entire amplified branch is damped as the downstream distance from the wing decreases. It can
also be clearly seen that the symmetric perturbations are substantially more amplified than
their antisymmetric counterparts. Results of the spatial Orr-Sommerfeld equation added to
this figure will be discussed in detail in Section 3.4.1.
Figure 7 compares the amplitude functions of the linear symmetric and antisymmetric
perturbations at a single downstream location, x = 10 and frequencies near the respective
maximally amplified, ω = 5.5 and ω = 5. Shown are the real and imaginary parts of the
amplitude functions of the perturbation velocity vector. In all plots the amplitude functions
are normalized with respect to their maxima and are shown as greyscale isosurfaces superposed
upon the respective underlying base flow. The latter is made visible through four isolines of
the streamwise velocity component between the values 0.8 ≤ u¯(x0; y, z) ≤ 0.95. It can be
seen that both of the more feeble antisymmetric perturbations and the stronger amplified
symmetric perturbations mainly affect the vortex sheet connecting the two trailing vortices.
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3.3 Linear PSE-3D analysis
3.3.1 PSE-3D analysis validation on the Batchelor vortex
PSE-3D analysis permits considering a basic state which depends mildly on one and strongly on
the other two spatial directions. An isolated non-parallel Batchelor vortex has been computed
using the Parabolized Navier Stokes (PNS) formulation in cylindrical coordinates discussed by
Paredes et al. [45]. The selected initial conditions are swirl strength parameters κ0 = 0.8 and
axial velocity defect γ0 = 0.8. The Reynolds number based on the initial vortex radius and
free-stream velocity is set to Re = 3000, and the disturbance frequency is ω = 4.6; additional
details provided in [45,43].
Figure 8 shows the evolution of the spatial growth rate, −αi, along the axial direction
computed using PSE-3D and conventional PSE with cylindrical coordinates [45]. Excellent
agreement exists between the results delivered by both methodologies. Shown also in this figure
are results of the classic local stability analysis, which are seen to strongly deviate from those
of both PSE methodologies. For example at x = 10, a discrepancy in amplification rate larger
than 50 % is observed. However, it is interesting to note that, although large discrepancies
exist between the two sets of results, both curves cross the neutral stability threshold, αi = 0,
at same axial position x ≈ 25.4.
3.3.2 PSE-3D analysis in the wake of a three-dimensional wing
In the problem at hand, the PSE-3D marching procedure is initialized using results of the
respective spatial eigenvalue problem at x = 6 for either symmetric or antisymmetric modes.
The spatial integration is advanced until x = 14 for a frequency range of ω ∈ [3, 8] in steps
of ∆ω = 0.5, which encompasses the maximally amplified modes predicted by the spatial
BiGlobal analysis, previously shown in Figure 6. Figure 9 presents the streamwise evolution
of the kinetic energy of symmetric and antisymmetric perturbations, respectively denoted by
full and open symbols, normalized using the perturbation energy at x = 6. The respective
frequencies of the maximally amplified perturbations can be seen in this figure. Results of
Figure 9 show that linear PSE-3D analysis also predicts that symmetric disturbances are
more strongly amplified than their antisymmetric counterparts. N-factors, not shown here for
brevity, have been computed on the basis of these results and can be used to make predictions
as regards linear breakdown and transition of the computed perturbations. An 8-fold increase in
magnitude of the symmetric perturbation initial energy requires an axial distance x = O(100)
downstream of the wing.
The distribution of the spatial amplification rate, σ, is compared with the imaginary part
of the eigenvalue, −αi, obtained in the spatial BiGlobal analysis in Figure 10, in which the
(identical with the spatial eigenvalue problem solution) initialization data for the PSE-3D
at x = 6 is not included. Two noteworthy observations are made. First, the most amplified
frequency range delivered by the linear PSE-3D analysis is slightly lower than that predicted
by the spatial BiGlobal eigenvalue problem solution. Second, the difference in the predictions
of the two methodologies diminishes as x increases. As discussed in sections 2.4 and 2.5, the
global eigenvalue problem assumes independence of the base flow of the axial spatial direction,
while PSE-3D assumes a weak viscous spreading. If the wake width, δ ∝ √x, is taken as a
measure of viscous spreading [48], then dδ(x)/dx ∝ x− 12 . The latter quantity diminishes as x
increases, which is consistent with the diminishing of the differences in the predictions of the
spatial BiGlobal eigenvalue problem and the linear PSE-3D marching procedure.
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Figure 11 compares the evolution of the magnitude of the symmetric and antisymmetric
streamwise perturbation velocity obtained by linear PSE-3D analysis at the maximally am-
plified frequencies, ω = 6.0 and ω = 5.0, respectively. Consistently with the previous results
the respective eigenfunctions peak at the vortex sheet between the two vortices over the entire
range of axial locations examined.
3.4 Comparisons with local linear theory
3.4.1 Wake profiles at the plane of symmetry
Results of both of the spatial BiGlobal and the linearized PSE-3D analyses show that, at
the conditions examined, a symmetric instability which peaks at the plane of symmetry is
the leading linear perturbation of the steady laminar flow in the wake of the wing. It thus
becomes interesting to examine whether application of classic linear local instability analysis
to the streamwise velocity profile at the plane of symmetry can deliver reliable predictions
of the physics of linear instability. This question has been answered by extracting streamwise
velocity profiles u¯(y) from the steady laminar base flow computed by DNS. Profiles were
extracted at the plane of symmetry z = 0 and the same streamwise locations x = 6, 8, 10
and 12 at which spatial BiGlobal analyses have also been performed. At those locations the
spatial Orr-Sommerfeld equation has been solved to determine the most unstable local linear
instabilities. The results have been shown as solid lines in Figure 6, where the solution of
the spatial BiGlobal eigenvalue problem (10) at the same locations is also shown as symbols.
Comparisons of the two sets of results at all axial positions leads to a two-fold conclusion.
Qualitatively, the spatial Orr-Sommerfeld equation is capable of predicting the character-
istics of the (convective) instability at this part of the domain. The range of amplified linear
perturbation frequencies as well as the frequency of the most amplified modal perturbation
are reasonably well captured by the simple (and substantially less expensive) local analysis
method. However, if quantitative predictions are sought for the amplification rates, the O(30%)
differences between the results of the local and global analyses suggests that the usefulness of
the Orr-Sommerfeld equation may be limited in this respect. This may be attributed to the
closeness of the vortex pair to the midplane of symmetry, which invalidates the assumption of
spanwise base flow homogeneity, as employed in the Orr-Sommerfeld equation. Interestingly,
the modulus of the amplitude function of the leading eigenmode delivered by local theory,
uˆ0(y), and that of a cut through the two-dimensional streamwise component of the eigen-
vector delivered by the global analysis, uˆ1(x = 10, y, z = 0) are seen in Figure 12 to be in
rather close agreement. Figure 12 also presents isosurfaces of the composite flow field at the
symmetry plane, reconstructed according to the local linear theory Ansatz. To this end, the
leading eigenmode of the Orr-Sommerfeld equation has been superposed to the underlying
streamwise velocity component at a linearly small amplitude. The resulting flow shows the
typical cats-eyes pattern of wake instability which, in the context of local theory, is periodic
by construction along the axial direction. However, the rather large difference between the pre-
dictions on amplification delivered by spatial BiGlobal and linear PSE-3D analysis suggests
that neither the local theory nor the spatial BiGlobal analysis should be employed to analyze
instability in the near-mid-field of low-aspect ratio wings at low Reynolds numbers. Instead,
the linear PSE-3D methodology, which incorporates all relevant features of the underlying
base flow should be employed if quantitative predictions are sought.
A final interesting observation can be made by comparing results presented in Figures 6
and 10, namely the approximate, but not exact as in temporal theory, proportionality of the
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frequency, ω, and αr in spatial BiGlobal analysis, or σ in the linear PSE-3D. Much like the
spatial local theory prediction of Michalke [42] in his classic work on the hyperbolic tangent
profile, and unlike the corresponding temporal theories, in the wake configuration behind the
wing too, both spatial BiGlobal and linear PSE-3D analyses deliver approximately, but not
exactly constant phase velocities, ω/αr.
3.4.2 Local analysis near the vortex core
Linear local instability of the vortex at the axial location x = 10 has been performed by
solving the axisymmetric counterpart of the spatial Orr-Sommerfeld equation [40] for a base
velocity profile centered at the vortex centroid and extending radially outward. A number
of eigenmodes were identified in the frequency range ω ∈ [0, 8] and azimuthal wavenumbers
m ∈ [0, 10]. The mode m = 2 is maximally amplified at a frequency ω ≈ 6, having a spatial
amplification of −αi ≈ 3.2× 10−2, as can be seen in Figure 13. The amplitude functions also
shown in this figure correspond by construction3 to a purely axisymmetric eigenfunction with
two positive and two negative peaks, as implied by the azimuthal wavenumber parameter.
Perhaps the most interesting aspect of these results is that the local analysis in the vicinity
of the vortex core also predicts a maximally amplified frequency which peaks around ω = 6,
consistently with what has been found by the spatial Orr-Sommerfeld equation at the plane
of symmetry and by both global approaches on the entire domain. However, unlike the result
of the local analysis in the wake, an axisymmetric eigenmode structure near the vortex core
is not to be seen in the amplitude functions of the global analyses shown in Figures 7 and 11.
This may be attributed to the fact that instability in the vortex sheet is inviscid in nature and
is expected to be the defining characteristic of the leading linear perturbation of the present
base flow, independently of the analysis approach used. By contrast, the viscous instability in
the vortex core has orders-of-magnitude lower amplification rates than the instability peaking
at the symmetry plane and, as such, the global eigenvalue spectrum is dominated by instability
in the wake.
Finally, it should be mentioned that the wake will not only develop inviscid instabilities in
the Oxy plane due to the inflectional velocity profile in the x direction. This type of instabilities
will also appear on Oyz planes too, as an inflectional velocity profile is also to be found
along the z direction at some point between the axis of symmetry and the vortex core. This
feature is captured by the point-vortex simulations as has already been seen in the insert
Figure 2. However, complete description of all linear instability mechanisms beyond the leading
perturbations identified by global methods is beyond the scope of the present work.
4 Discussion
The present work addresses questions that were opened at the turn of the century, during the
large-scale pan-European R&D efforts surrounding the introduction of the A380. At that time
analysis approaches ranging from point vortices to direct numerical simulation were employed
to understand the so-called ’near-mid-field’ behind wings of various shapes. The then nascent
global instability had been demonstrated for vortical flows but, at that time, had not reached
the level of maturity in order to become an alternative to the established inviscid (and viscous)
point-vortex methods and local linear instability analyses. The present work intends to revive
some of these questions and demonstrate that global analysis is not only feasible for full wing
3 c.f. equation (8)
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configurations, but also delivers results that are qualitatively close but quantitatively different
from those of the simplified approaches.
Here, linear global instability analysis of the trailing vortex system behind a low aspect ratio
three-dimensional wing has been performed by solving the spatial BiGlobal eigenvalue problem,
as well as by employing the linear PSE-3D disturbance equations. To the authors’ knowledge
both approaches are used for the first time to analyze a flow of this class. At the low Reynolds
number examined, two classes of disturbances have been discovered, symmetric perturbations
corresponding to instability of the vortex sheet connecting the system of trailing vortices and
antisymmetric perturbations peaking at the vortex sheet and also in the neighborhood of
the vortex cores. The global modes discovered are shown in Figure 14 in a perspective view
showing isosurfaces of the streamwise perturbation velocity, alongside the base flow vortex
core positions.
The global analysis results obtained are consistent with the physical understanding of
instability in the wake of a short aspect ratio wing. A larger growth of linear instabilities at the
plane of symmetry leads to earlier destruction of the coherence of the vortex sheet, while lower
levels of the (two-dimensional) amplitude functions in the vicinity of the vortex suggest that
the trailing-vortex system persists for axial distances longer than the 20b presently examined.
In other words, the wake (shear) destruction, does not imply destruction of the trailing-vortex
system, such that the vortex wake hazard persists after destruction of the vortex sheet by
linear instability mechanisms. From a physical point of view the earlier destruction of the
vortex sheet can be attributed to the inflectional nature of the profiles at the wake portion
near the symmetry plane, while the persistence of the trailing vortex system is due to the
viscous nature of vortex instabilities. The early destruction of the vortex sheet is corroborated
in the inviscid limit by the point-vortex method employed, results of which show that the
trailing vortex system persists for substantially longer axial distances beyond that at which
linear instability of the wake develops.
Qualitative agreement has been obtained between results delivered by global and local lin-
ear instability analyses regarding the dominant linear mechanism in the wake. However, the
spatial Orr-Sommerfeld equation applied to wake velocity profiles at the plane of symmetry
largely overpredicts the amplification rates delivered by the spatial BiGlobal eigenvalue prob-
lem or the linear PSE-3D marching approach. On the other hand, more work will be necessary
in order to identify instability in the vortex core which, owing to its viscous nature, will be
less significant from a linear analysis perspective compared to the wake mode identified by
solution of both the spatial BiGlobal eigenvalue problem and linear PSE-3D analysis.
Overall, the main contribution of the present work is the demonstration that application
of inviscid point-vortex and viscous local, BiGlobal and linear PSE-3D analyses to analyze
instability in the wake of a low aspect ratio wing at low Reynolds number are all capable of
offering a qualitative consistent picture of the physics of active linear instability mechanisms,
namely early destruction of the vortex sheet and persistence of the trailing vortex system.
However, quantitatively different predictions of amplification rates of linear perturbations and
their respective frequencies are obtained by each analysis methodology. Since only PSE-3D
incorporates all necessary features of the underlying base flow field, namely viscosity, strong
lateral velocity gradients and weak base flow development along the axial direction, while all
other analysis methodologies (except DNS) need to make simplifying assumptions regarding
the underlying base flow, it must be concluded that linear instability analyses in the problem
at hand need to employ the PSE-3D methodology. The conclusions drawn are specific to the
configuration chosen at the low Reynolds number addressed and should not be taken as a
universal criterion for breakdown of the coherence of the wake behind the wing, but rather
as a demonstration of the capability of the proposed analysis approach to deliver predictions
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without resorting to the simplifying assumptions on the form of the vortex system. Work in
progress addresses larger aspect-ratio wings and a more relevant to flight higher Reynolds
number, at which experiments are easier to perform; results will be reported in due course.
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Table 1 Convergence study of vorticity components at the location (x, y, z) = (12, 0,−0.85), close to the
vortex core, at Rec = 1750
AoA ωx ωy ωz ωx ωy ωz
p = 5 p = 7
0◦ M1 0.0287 -0.1559 -0.0306 0.0286 -0.1557 -0.0307
M2 0.0289 -0.1565 -0.0299 0.0289 -0.1563 -0.0299
p = 4 p = 5
5◦ M2 0.1392 -0.3310 -0.0718 0.1385 -0.3407 -0.0708
Table 2 Temporal BiGlobal instability analysis of the q−vortex flow at q = 0.475, Re = 100 and β = 0.418.
MP denotes the result of Mayer & Powell [40]
Discretization N2 ωr × 10−2 ωi × 10−3
CGL 202 2.833 9.64
302 2.8352 9.617
502 2.8351897 9.6169098
702 2.835189660 9.616909850
FD10 402 2.8353 9.617
602 2.8351899 9.61698
802 2.8351895 9.616913
1002 2.83518965 9.61690986
MP 9.61
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Fig. 1 Left: Perspective view of the E387 elliptic wing. Right: Full view of the computational domain,
showing the macro-elements structure
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Fig. 2 Left: Three-dimensional perspective of the DNS-obtained steady laminar base flow over the wing
at Rec = 1750, AoA = 5◦. Right: Same for the flow obtained by inviscid point-vortex methods, vortex core
lines being those obtained in the DNS. Wall streamlines show laminar separation on the wing surface (left
insert) and inviscid instability developing in the wake at x = 40 (right insert)
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Fig. 3 Dependence of the normal, yc, and lateral, zc, spatial coordinates of the trailing vortex centroids
on the streamwise coordinate, x. Symbols correspond to calculations using equation (4) applied to the DNS
data and lines to calculations using equation (6) applied to data generated by the inviscid point-vortex
method.
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Fig. 4 Dependence of the polar moments, ay , az , and vortex radius, a, on the streamwise coordinate, x.
Symbols correspond to calculations using equation (3) applied to the DNS data and lines to calculations
using equation (7) applied to data generated by the inviscid point-vortex method.
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Fig. 5 Left: Eigenspectrum of the q−vortex at Re = 1200, q = 0.8 and ω = −2.0. Full symbol denotes
the most unstable mode of this family that corresponds to a eight lobes (m = 8) eigenmode. Right: The
pertinent eigenfunction of this mode is plotted with contours (-0.9:0.1:0.9) of normalized real part of axial
velocity amplitude function. Dashed lines correspond to negative values
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Fig. 6 Spatial amplification −αi as a function of the wavenumber αr for the two classes of boundary
conditions,  : symmetric; #: anti-symmetric, obtained by solution of the spatial BiGlobal EVP (10). Results
of the spatial Orr-Sommerfeld equation are also shown. In all three sets of results the axial range analyzed
is x ∈ [6, 12]. The most-/least-amplified results correspond to x = 6 and x = 12, respectively
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Fig. 7 Amplitude functions of the perturbation velocity components qˆ1(y, z) resulting from solution of (10)
at x = 10 and imposition of symmetric boundary conditions at ω = 5.5 (upper) and the antisymmetric
boundary conditions at ω = 5 (lower). In the background isolines of the streamwise component of the base
flow velocity are shown
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Fig. 8 Evolution of amplification rate for the non-parallel vortex flow (κ0 = 0.8, γ0 = 0.8) for the most
unstable eigenmode at the selected parameters (Re = 3000, ω = 4.6), comparing conventional PSE with
cylindrical coordinates and PSE-3D results for a cross-validation test. Also, the leading eigenmode at each
station is computed by local analysis (LST) [45]
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Fig. 9 Kinetic energy of symmetric (upper) and anti-symmetric (lower) perturbations obtained with linear
PSE-3D on the AR=1.7 wing as a function of the axial coordinate x for a range of amplified frequencies ω
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Fig. 10 Dependence on the frequency ω of spatial amplification rates, −αi (spatial BiGlobal EVP – lines)
and σ (PSE-3D – symbols), for both symmetric (s) and antisymmetric (a) boundary conditions. Upper to
lower curves correspond to the locations x = 6, 8, 10 and 12 in both sets of results. PSE-3D computations
have been initialized with results at x = 6
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Fig. 11 Evolution of the amplitude functions uˆ1(y, z) with axial distance. Upper to lower: x = 6, 8, 10 and
12. Left column: symmetric perturbations at ω = 6. Right column: antisymmetric perturbations at ω = 5
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Fig. 12 Upper: Comparison of the amplitude function uˆ0(y) of the leading eigenmodes delivered by the Orr-
Sommerfeld equation at x = 10 with the profile extracted from the leading two-dimensional eigenfunction
uˆ1(x = 10, y, z = 0) obtained by solution of (10). Lower: Instability in the wake, predicted by local analysis.
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Fig. 13 Upper: Leading eigenmodes of local analysis in the neighborhood of the vortex. Lower: Am-
plitude functions of the leading m = 2 eigenmode around the vortex core at x = 10, ω = 5.85;
r =
[
(y − yc)2 + (z − zc)2
] 1
2
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Fig. 14 Perspective view of isosurfaces of streamwise perturbation velocity of symmetric (left) and anti-
symmetric (right) disturbances obtained by linear PSE-3D analysis, superposed upon the image of base flow
vortex core positions
