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ON SYSTEMS OF RATIONAL DIFFERENCE EQUATIONS AND
PERIODIC TETRACHOTOMIES
FRANK J. PALLADINO
Abstract. We study the following system of two rational difference equations
xn =
βkxn−k + γkyn−k
1 +
∑ℓ
j=1 Bjxn−j +
∑ℓ
j=1 Cjyn−j
, n ∈ N,
yn =
δkxn−k + ǫkyn−k
1 +
∑ℓ
j=1 Djxn−j +
∑ℓ
j=1 Ejyn−j
, n ∈ N,
with nonnegative parameters and nonnegative initial conditions. We assume that Bj =
Cj = Dj = Ej = 0 for j = k, 2k, 3k, . . . and establish the existence of periodic
tetrachotomy behavior which depends on a 2× 2 matrix with entries βk, γk, δk, and ǫk.
1. Introduction
Recently, several papers discussing rational systems in the plane have appeared in
the literature. We refer particularly to [2], [3], and [5]. In [2], the authors mention
a conjecture regarding periodic trichotomy behavior for some rational systems in the
plane. Given this interest in developing bifurcation results in the setting of systems of
two rational difference equations, we ask the following question. “What is the natural
generalization of the periodic trichotomy behavior when we move to the setting of sys-
tems of two rational difference equations? ”
It turns out that for a certain family of periodic trichotomy results the natural general-
ization is a periodic tetrachotomy. We use the word “tetrachotomy” to indicate a four
way split of qualitative behaviors. This four way split arises naturally due to the added
dimension. In two dimensions, the non-hyperbolic case is split into two subcases. The
reason the non-hyperbolic case is split into two subcases is a straightforward consequence
of the Perron-Frobenius theorem. A nonnegative 1×1 matrix with spectral radius 1 can
only have 1 as an eigenvalue. However a nonnegative 2× 2 matrix with spectral radius
1 has a choice between 1 and −1 for eigenvalues. How the cases are split and what role
the eigenvalues play will be made clear later in the article.
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2. A Family of Periodic Trichotomies
To understand the essence of how rational difference equations behave, it is vital to
understand the interaction between delays in the numerator and delays in the denomi-
nator. Qualitatively, one can say that when the greatest common divisor of the delays in
the numerator does not divide any of the delays in the denominator, then the numerator
and denominator have little interaction. To be more specific if this occurs, then there
is a nontrivial subspace of initial conditions where the solution behaves linearly. In [19]
and [20], the author shows that the rational difference equation inheirits trichotomy be-
havior from the associated linear difference equation in this case.
To give a demonstration of this idea consider the most basic case, namely the rational
difference equation where there is a single delay present in the numerator and every
multiple of that delay is not present in the denominator. In other words consider the
rational difference equation
xn =
βkxn−k
1 +
∑ℓ
j=1Bjxn−j
, n ∈ N,
where Bj = 0 for j = k, 2k, 3k, . . . . In this case simply choose initial conditions so
that if n 6≡ 0 mod k then xn = 0. When initial conditions are chosen this way then
induction guarantees that if n 6≡ 0 mod k then xn = 0 for all n ∈ N. So under this
choice of initial conditions if n ≡ 0 mod k then
xn = βkxn−k.
From this it is already clear that when βk > 1 there exist unbounded solutions under an
appropriate choice of initial conditions. When βk < 1 then the map is a contraction and
clearly every solution converges to zero. When βk = 1 the subsequences xmk+a must be
monotone. Since bounded monotone sequences converge every solution converges to a
periodic solution of not necessarily prime period k. Also choosing initial conditions so
that xn = 1 if n ≡ 0 mod k and xn = 0 if n 6≡ 0 mod k gives a periodic solution of
prime period k.
Our goal in this paper will be to create an analogue of this basic trichotomy case for
systems of two rational difference equations. The added dimension makes the process
significantly more difficult in the boundary case mainly because we no longer have the
monotonicity, which we used in the one dimensional case. To get around this difficulty we
must assume that the matrix, which describes the behavior on the invariant subspace
where our equation acts linearly, is Hermitian. Under this assumption monotonicity
is replaced by monotonicity in norm, at which point theorems 1 and 2 from [19] are
applied. Using this approach the proof goes through in many cases. The remaining
Hermitian cases are handled by another type of monotonicity argument. Thus we obtain
a tetrachotomy result in the Hermitian cases. Extending such a result to the full range
of parameters is more difficult since there are several non-symmetric cases where the
monotonicity breaks down. In one of these cases we cannot use the standard inner
product norm, as we do in the Hermitian cases, but we give another function which
depends on our parameters. The solution is monotone with respect to this function and
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this allows the result to be shown. The last case uses monotonicity coupled with an
argument involving the limit superior and limit inferior of subsequences of our solution.
3. A Representation Using Vector Spaces
Consider the system of two rational difference equations
xn =
βkxn−k + γkyn−k
1 +
∑ℓ
j=1Bjxn−j +
∑ℓ
j=1Cjyn−j
, n ∈ N,
yn =
δkxn−k + ǫkyn−k
1 +
∑ℓ
j=1Djxn−j +
∑ℓ
j=1Ejyn−j
, n ∈ N,
with nonnegative parameters and nonnegative initial conditions. Assume that Bj =
Cj = Dj = Ej = 0 for j = k, 2k, 3k, . . . . We find that it is useful to rewrite our system
using matrix notation. We let
vn =
(
xn
yn
)
, A =
(
βk γk
δk ǫk
)
,
and
Bn =
( 1
1+
∑ℓ
j=1 aj ·vn−j
0
0 1
1+
∑ℓ
j=1 qj ·vn−j
)
,
where
aj =
(
Bj
Cj
)
and qj =
(
Dj
Ej
)
.
Our system then becomes
vn = BnAvn−k, n ∈ N.
In the next few sections we prove results for systems written in this form.
4. The contraction case
In the first theorem of this section we prove that when the spectral radius of A is less
than one then every solution converges to the zero equilibirum. This is the contraction
case of our tetrachotomy.
Theorem 1. Consider the recursive system on [0,∞)m
vn = BnAvn−k, n ∈ N,
where A = (aij) is a real m×m matrix with nonnegative entries aij ≥ 0 and with spectral
radius less than 1. Assume that initial conditions are in [0,∞)m. Further assume that
Bn is a real m×m diagonal matrix which may depend on n and on prior terms of our
solution {vn}, with all entries bn,ii ∈ [0, 1] for all n ∈ N. Then every solution converges
to the 0 vector.
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Proof. Consider the system
un = Aun−k, n ∈ N.
Suppose vn = un for n < 1. In other words suppose that the two systems have the same
initial conditions. Then the ith entry of the vector vn is less than or equal to the ith
entry of the vector un for all n ∈ N and for all i ∈ {1, . . . , m}, in other words vn,i ≤ un,i.
We prove this by strong induction on n. The initial conditions provide the base case.
Suppose the result holds for n < N .
vN,i = bN,ii
m∑
j=1
aijvN−k,j ≤
m∑
j=1
aijvN−k,j ≤
m∑
j=1
aijuN−k,j = uN,i,
since bN,ii ∈ [0, 1] and aij ≥ 0 for all i, j ∈ {1, . . . , m}. Thus we have shown vn,i ≤ un,i
for all n ∈ N.
It is clear that ukn+b = A
nub. Now if the spectral radius of A is less than one it is a
well known result that limn→∞A
n = 0. Of course by 0 here we mean the zero matrix.
Thus, in this case, limn→∞ un =

 0...
0

. Since vn ∈ [0,∞)m for all n ∈ N, we have
limn→∞ vn =

 0...
0

. 
The next theorem is not used to establish the tetrachotomy result however it is an-
other general boundedness and convergence result for systems of two rational difference
equations. In some sense this result also relies on having small numerators, and so
belongs in this section.
Theorem 2. Consider the kth order system of two rational difference equations
xn =
α+
∑k
i=1 βixn−i +
∑k
i=1 γiyn−i
1 +
∑k
j=1Bjxn−j +
∑k
j=1Cjyn−j
, n ∈ N,
yn =
p+
∑k
i=1 δixn−i +
∑k
i=1 ǫiyn−i
1 +
∑k
j=1Djxn−j +
∑k
j=1Ejyn−j
, n ∈ N.
In particular, we assume non-negative parameters and non-negative initial conditions.
We also assume that
∑k
j=1Dj =
∑k
j=1Cj. Note that if both sums are zero then this
is clearly true, if both sums are positive and this is not the case, then we may make a
change of variables so that it is true. However this change of variables will alter the other
parameters. We further assume that
∑k
i=1 βi+γi < 1,
∑k
i=1 δi+ ǫi < 1,
∑k
i=1 βi+δi < 1,
and
∑k
i=1 γi + ǫi < 1. Then every solution converges to a finite limit.
Proof. First we prove that every solution of the system is bounded. Notice that
xn =
α +
∑k
i=1 βixn−i +
∑k
i=1 γiyn−i
1 +
∑k
j=1Bjxn−j +
∑k
j=1Cjyn−j
≤ α +
k∑
i=1
βixn−i +
k∑
i=1
γiyn−i
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≤ α+
(
k∑
i=1
βi
)
max
i=1,...,k
xn−i +
(
k∑
i=1
γi
)
max
i=1,...,k
yn−i
≤ α +
(
k∑
i=1
βi + γi
)
max
(
max
i=1,...,k
xn−i, max
i=1,...,k
yn−i
)
.
Also we have
yn =
p+
∑k
i=1 δixn−i +
∑k
i=1 ǫiyn−i
1 +
∑k
j=1Djxn−j +
∑k
j=1Ejyn−j
≤ p+
k∑
i=1
δixn−i +
k∑
i=1
ǫiyn−i
≤ p+
(
k∑
i=1
δi
)
max
i=1,...,k
xn−i +
(
k∑
i=1
ǫi
)
max
i=1,...,k
yn−i
≤ p+
(
k∑
i=1
δi + ǫi
)
max
(
max
i=1,...,k
xn−i, max
i=1,...,k
yn−i
)
.
Thus we get
max (xn, yn) ≤ max (α, p)+max
((
k∑
i=1
βi + γi
)
,
(
k∑
i=1
δi + ǫi
))
max
i=1,...,k
(max (xn−i, yn−i)).
Renaming zn = max (xn, yn), b = max (α, p), and C = max
((∑k
i=1 βi + γi
)
,
(∑k
i=1 δi + ǫi
))
,
we get the difference inequality
zn ≤ b+ C max
i=1,...,k
zn−i, for all n ∈ N.
Thus from Theorem 2 in [18] maxi=1,...,k zn−i ≤ max
(
u⌊nk⌋, . . . , un
)
. Where {un}∞n=1 is
a solution of the difference equation
un = b+ Cun−1.
Since
∑k
i=1 βi + γi < 1 and
∑k
i=1 δi+ ǫi < 1 every solution is bounded above also clearly
every solution is bounded below by zero.
Let S1 = lim supn→∞ xn, I1 = lim infn→∞ xn, S2 = lim supn→∞ yn, and I2 = lim infn→∞ yn.
Then we have the following
S1 ≤
α +
(∑k
i=1 βi
)
S1 +
(∑k
i=1 γi
)
S2
1 +
(∑k
j=1Bj
)
I1 +
(∑k
j=1Cj
)
I2
,
S2 ≤
p+
(∑k
i=1 δi
)
S1 +
(∑k
i=1 ǫi
)
S2
1 +
(∑k
j=1Dj
)
I1 +
(∑k
j=1Ej
)
I2
,
I1 ≥
α +
(∑k
i=1 βi
)
I1 +
(∑k
i=1 γi
)
I2
1 +
(∑k
j=1Bj
)
S1 +
(∑k
j=1Cj
)
S2
,
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I2 ≥
p+
(∑k
i=1 δi
)
I1 +
(∑k
i=1 ǫi
)
I2
1 +
(∑k
j=1Dj
)
S1 +
(∑k
j=1Ej
)
S2
.
Thus we get(
k∑
j=1
Bj
)
I1S1 − α ≤
((
k∑
i=1
βi
)
− 1
)
S1 +
(
k∑
i=1
γi
)
S2 −
(
k∑
j=1
Cj
)
I2S1,
(
k∑
j=1
Ej
)
I2S2 − p ≤
((
k∑
i=1
ǫi
)
− 1
)
S2 +
(
k∑
i=1
δi
)
S1 −
(
k∑
j=1
Dj
)
I1S2,
(
k∑
j=1
Bj
)
I1S1 − α ≥
((
k∑
i=1
βi
)
− 1
)
I1 +
(
k∑
i=1
γi
)
I2 −
(
k∑
j=1
Cj
)
I1S2,
(
k∑
j=1
Ej
)
I2S2 − p ≥
((
k∑
i=1
ǫi
)
− 1
)
I2 +
(
k∑
i=1
δi
)
I1 −
(
k∑
j=1
Dj
)
I2S1.
This gives us(
k∑
j=1
Cj
)
(I2S1 − I1S2) ≤
((
k∑
i=1
βi
)
− 1
)
(S1 − I1) +
(
k∑
i=1
γi
)
(S2 − I2) ,
(
k∑
j=1
Dj
)
(I1S2 − I2S1) ≤
((
k∑
i=1
ǫi
)
− 1
)
(S2 − I2) +
(
k∑
i=1
δi
)
(S1 − I1) .
We add the inequalities and since
∑k
j=1Cj =
∑k
j=1Dj we get
0 ≤
((
k∑
i=1
βi + δi
)
− 1
)
(S1 − I1) +
((
k∑
i=1
γi + ǫi
)
− 1
)
(S2 − I2) .
Since
∑k
i=1 βi + δi < 1, and
∑k
i=1 γi + ǫi < 1, S1 = I1 and S2 = I2. Thus every solution
converges to a finite limit.

5. The unbounded case
In this section we handle the unbounded case. The unbounded case proceeds for sys-
tems in a similar way to the unbounded case for equations. We choose initial conditions
so that the system acts linearly. This implies that whenever the associated linear system
is unbounded our system is unbounded.
Theorem 3. Consider the recursive system on [0,∞)m
vn = BnAvn−k, n ∈ N,
where A = (aij) is a real m×m matrix with nonnegative entries aij ≥ 0 and with initial
conditions in [0,∞)m. Further assume that Bn is a real m × m diagonal matrix with
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entries bn,ii =
1
1+
∑ℓ
j=1 qij ·vn−j
for all n ∈ N. Where the vectors qij ∈ [0,∞)m and qij = 0
for all j = k, 2k, 3k, . . . . If either of the following hold:
(1) The spectral radius of A is greater than 1.
(2) The spectral radius of A is equal to 1 and A has an eigenvalue λ with |λ| = 1
whose algebraic multiplicity exceeds its geometric multiplicity.
Then for some choice of initial conditions the solution {vn}∞n=1 is such that {||vn||}∞n=1
is an unbounded sequence.
Proof. Before we begin to prove the first case notice that if we choose initial conditions
so that vn = 0 for n < 1 and n 6= 1− k, then it is clear by a simple induction argument
that vn = 0 for n 6≡ 1 mod k. Thus for solutions with these initial conditions we have
vn = Avn−k. We intend to take advantage of this linearity so we will assume that vn = 0
for n < 1 and n 6= 1− k, and our goal in both cases will be to choose v1−k appropriately
in order to create an unbounded solution.
If we choose v1−k ∈ [0,∞)m so that for all the generalized eigenvectors of A, w1, . . . wm,
〈v1−k, wi〉 6= 0 for all i ∈ {1, . . . , m}, this is certainly possible since [0,∞)m is an m-
dimensional subspace of Rm. Now in case (1) we notice that ||vkL+1|| = ||AL+1v1−k|| =√〈AL+1v1−k, AL+1v1−k〉, thus {||vkL+1||}∞L=1 is unbounded, so {||vn||}∞n=1 is unbounded.
Now in case (2) we notice that ||vkL+1|| = ||AL+1v1−k|| =
√〈AL+1v1−k, AL+1v1−k〉, thus
{||vkL+1||}∞L=1 is unbounded, so {||vn||}∞n=1 is unbounded.

6. The Hermitian case
In this section we use the Perron-Frobenius theorem along with our work in the last 2
sections to demonstrate a general periodic trichotomy result. For more details regarding
the Perron-Frobenius theorem see [10] chapter 8 sections 2 and 3. Recall that if we have
a symmetric matrix with real coefficients then such a matrix must be Hermitian. Any
such matrix A is diagonalizable and has decomposition UDU∗ where D is a diagonal
matrix consisting of the eigenvalues of A, U is a unitary matrix, and U∗ represents the
conjugate transpose of U . Furthermore we know that D has only real entries. The
following fact will be useful.
Fact 1. Suppose we have a real symmetric m ×m matrix A whose spectral radius is 1
then 〈Av,Av〉 ≤ 〈v, v〉 for all v ∈ Rm. Moreover 〈Av,Av〉 = 〈v, v〉 if and only if v is in
the span of the eigenvectors of A with corresponding eigenvalues whose absolute value is
1.
Theorem 4. Consider the recursive system on [0,∞)m
vn = BnAvn−k, n ∈ N,
where A = (aij) is a real symmetric m × m matrix with positive entries aij > 0 and
with initial conditions in [0,∞)m. Further assume that Bn is a real m × m diagonal
matrix with entries bn,ii =
1
1+
∑ℓ
j=1 qij ·vn−j
for all n ∈ N. Where the vectors qij ∈ [0,∞)m
and qij = 0 for all j = k, 2k, 3k, . . . . Then this system displays the following trichotomy
behavior:
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i If the spectral radius of A is less than 1 then every solution converges to the zero
equilibrium.
ii If the spectral radius of A is equal to 1 then every solution converges to a solution
of not necessarily prime period k. Furthermore in this case there exist solutions of
prime period k.
iii If the spectral radius of A is greater than 1 then for some choice of initial condi-
tions the solution {vn}∞n=1 has the property that {||vn||}∞n=1 is an unbounded sequence.
Moreover, if we consider the sequences consisting of the entries of vn, {vn,i}∞n=1, then
{vn,i}∞n=1 is an unbounded sequence for every i ∈ {1, . . . , m}.
Proof. First notice that (i) follows immediately from Theorem 1. Now consider case (iii).
From Theorem 3 we get immediately that there is some choice of initial conditions so
that the solution {vn}∞n=1 has the property that {||vn||}∞n=1 is an unbounded sequence.
Recall from the proof of Theorem 3 that every unbounded solution we constructed had
the property that vn = 0 for n < 1 and n 6= 1 − k. For our purposes we will choose an
unbounded solution which has this property, thus vn = Avn−k for our solution. Since
{||vn||}∞n=1 is an unbounded sequence it follows as a consequence {vn,i1}∞n=1 is an un-
bounded sequence for some i1 ∈ {1, . . . , m}. So there is a subsequence {vnL,i1} which
diverges to ∞. Since A = (aij) is a real m × m matrix with positive entries aij > 0
and vnL+k = AvnL, the subsequence {vnL+k,i} diverges to ∞ for all i ∈ {1, . . . , m}. So
{vn,i}∞n=1 is an unbounded sequence for all i ∈ {1, . . . , m}. This concludes the proof of
case (iii).
To prove case (ii) we use the Perron-Frobenius theorem. The Perron-Frobenius theorem
tells us that if A = (aij) is a real m × m matrix with positive entries aij > 0, then
there is a positive real number r called the Perron-Frobenius eigenvalue such that r is
an eigenvalue of A and so that any other possibly complex eigenvalue λ has |λ| < r.
Moreover r is a simple root of the characteristic polynomial and there is an eigenvector
wr associated with r having strictly positive components. Now combining this with the
fact that the spectral radius is 1 we get that r = 1 and every other eigenvalue λ has
|λ| < 1. Also we know that r is a simple root of the characteristic polynomial so r has
algebraic multiplicity equal to 1. So it must be true that every eigenvalue λ with |λ| = 1
has algebraic multiplicity equal to geometric multiplicity. Thus Fact 1 applies in this
case.
Since 0 ≤ bn,ii = 11+∑ℓj=1 qij ·vn−j ≤ 1 for all i ∈ {1, . . . , m} we have ||vn|| ≤ ||Avn−k||.
Fact 1 gives us ||Av|| ≤ ||v|| for all v ∈ Rm. Thus ||vn|| ≤ ||Avn−k|| ≤ ||vn−k||. Since
each of the subsequences {||vnk+a||}∞n=1 are monotone decreasing and bounded below by
zero, they all converge. So limn→∞ ||vn|| − ||vn−k|| = 0. By the squeeze theorem we get
limn→∞ ||vn|| − ||Avn−k|| = 0.
So the subsequences {||vnk+a||}∞n=1 and {||Avnk+a||}∞n=1 are convergent and since limn→∞ ||vn||−
||Avn−k|| = 0 we get
lim
n→∞
||vnk+a|| = La = lim
n→∞
||Avnk+a||.
Now consider the sequence {vnk+a}∞n=1 and let {vnjk+a}∞j=1 be a convergent subsequence
with limj→∞ vnjk+a = wa. By what we have just shown it must be true that ||wa|| =
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||Awa||, but then by Fact 1 we have that wa is in the span of the eigenvectors of A with
corresponding eigenvalues whose absolute value is 1. Recall from the Perron-Frobenius
theorem that there is only one such eigenvector and it is w1, the eigenvector associated
to the eigenvalue 1. So wa = cw1, where c is an arbitrary constant, and ||wa|| = La, also
wa ∈ [0,∞)m as a consequence of our choice of initial conditions. Thus wa = w1
(
La
||w1||
)
.
What this means is that the sequence {vnk+a}∞n=1 must converge to wa = w1
(
La
||w1||
)
.
Suppose it does not, then for some ǫ > 0 there is a subsequence {vndk+a}∞d=1 so that∣∣∣∣
∣∣∣∣vndk+a − w1
(
La
||w1||
)∣∣∣∣
∣∣∣∣ > ǫ
for all d ∈ N. However we know that {vndk+a}∞d=1 is bounded and so it has a convergent
subsequence. This means that {vnk+a}∞n=1 has a convergent subsequence which does not
converge to w1
(
La
||w1||
)
. We have already shown that every convergent subsequence of
{vnk+a}∞n=1 converges to w1
(
La
||w1||
)
. Thus we have a contradiction. This proves that the
sequence {vnk+a}∞n=1 must converge to w1
(
La
||w1||
)
.
Thus every solution must converge to a periodic solution of not necessarily prime
period k. To construct a solution which is periodic with prime period k we use our
eigenvector w1 associated with the eigenvalue 1 having strictly positive components. We
choose initial conditions so that for n > 1 if n 6≡ 0 mod k then vn = 0 and if n ≡ 0
mod k then vn = w1. This is a periodic solution of prime period k. This concludes our
proof. 
Remark 1. Consider the recursive system on [0,∞)m
vn = BnAvn−k, n ∈ N,
where A = (aij) is a real symmetric m×m matrix with non-negative entries aij ≥ 0 and
with spectral radius 1. Assume initial conditions are in [0,∞)m. Further assume that Bn
is a real m×m diagonal matrix with entries bn,ii = 11+∑ℓj=1 qij ·vn−j for all n ∈ N. Where
the vectors qij ∈ [0,∞)m and qij = 0 for all j = k, 2k, 3k, . . . . Further suppose that A has
a single eigenvector w1 with eigenvalue 1 and every other eigenvector wi has eigenvalue
λi with |λi| < 1. Then every solution converges to a solution of not necessarily prime
period k. Furthermore in this case there exist solutions of prime period k.
Proof. Identical to the last part of the proof above. 
7. A Periodic Tetrachotomy Result
Now we combine all of our work to give some preliminary examples of periodic tetra-
chotomy behavior for systems of two rational difference equations.
Theorem 5. Consider the system of two rational difference equations
xn =
βkxn−k + γkyn−k
1 +
∑ℓ
j=1Bjxn−j +
∑ℓ
j=1Cjyn−j
, n ∈ N,
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yn =
δkxn−k + ǫkyn−k
1 +
∑ℓ
j=1Djxn−j +
∑ℓ
j=1Ejyn−j
, n ∈ N,
with nonnegative parameters and nonnegative initial conditions. Assume Bj = Cj =
Dj = Ej = 0 for j = k, 2k, 3k, . . . . Define a matrix
A =
(
βk γk
δk ǫk
)
.
This system exhibits the following tetrachotomy behavior.
I Suppose the spectral radius of A is less than 1, then every solution converges to the
zero equilibrium.
II Suppose the spectral radius of A is equal to 1, every eigenvalue λ with |λ| = 1 has
algebraic multiplicity equal to its geometric multiplicity, and −1 is not an eigenvalue
of A, then every solution converges to a periodic solution of not necessarily prime
period k. Furthermore in this case there exist periodic solutions with prime period
k.
III Suppose the spectral radius of A is equal to 1, every eigenvalue λ with |λ| = 1 has
algebraic multiplicity equal to its geometric multiplicity, and −1 is an eigenvalue
of A, then every solution converges to a periodic solution of not necessarily prime
period 2k. Furthermore in this case there exist periodic solutions with prime period
2k.
IV Suppose the spectral radius of A is greater than 1 or the spectral radius of A is equal
to 1 and A has an eigenvalue λ with |λ| = 1 whose algebraic multiplicity exceeds its
geometric multiplicity. Then there exist solutions where xn + yn is unbounded.
Proof. To begin we rewrite our system using matrix notation, as was done in Section 4.
We let
vn =
(
xn
yn
)
, A =
(
βk γk
δk ǫk
)
,
and
Bn =
( 1
1+
∑ℓ
j=1 aj ·vn−j
0
0 1
1+
∑ℓ
j=1 qj ·vn−j
)
,
where
aj =
(
Bj
Cj
)
and qj =
(
Dj
Ej
)
.
Our system then becomes
vn = BnAvn−k, n ∈ N.
Now case (I) follows directly from Theorem 1. Also case (IV) follows directly from
Theorem 3. Recall that the solutions for the eigenvalues of a 2 × 2 matrix A can be
written as
λ =
1
2
(
tr(A)±
√
tr2(A)− 4det(A)
)
.
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This computation is fairly straightforward; it appears as an exercise on page 39 in [15].
With our definition of A this becomes
λ =
1
2
(
βk + ǫk ±
√
(βk − ǫk)2 + 4γkδk
)
.
Now suppose δk, γk > 0 and consider the change of variables xˆn =
(√
γk
δk
)
xn. Under this
change of variables we get δˆk =
√
δkγk = γˆk. Notice that our new matrix Aˆ is symmetric
and has the same eigenvalues as A. Thus, in the case where A is a positive matrix,
Theorem 4 applies and gives the result. Also, in the case where δk, γk > 0, Remark 1
applies and resolves case (II). Now we will prove case (III). Suppose βk + ǫk > 0 and −1
is an eigenvalue. Then we must have
1
2
(
βk + ǫk +
√
(βk − ǫk)2 + 4γkδk
)
> 1.
However since we have assumed that the spectral radius is 1 in this case that is impossi-
ble. Thus βk + ǫk ≤ 0 and we know from assumption that βk + ǫk ≥ 0. Thus βk + ǫk = 0
and in case (III) both −1 and 1 are eigenvalues. So in case (III) we have
A =
(
0 γk
1
γk
0
)
.
So in case (III) we have the following system of rational difference equations
xn =
γkyn−k
1 +
∑ℓ
j=1Bjxn−j +
∑ℓ
j=1Cjyn−j
, n ∈ N,
yn =
xn−k
γk(1 +
∑ℓ
j=1Djxn−j +
∑ℓ
j=1Ejyn−j)
, n ∈ N.
Thus, we have the following recursive inequalities
xn ≤ xn−2k,
yn ≤ yn−2k.
So the subsequences {yn2k+a}∞n=1 and {xn2k+a}∞n=1 are all monotone decreasing and
bounded below by zero, so they all converge. Thus we have shown that in case (III)
every solution converges to a periodic solution of not necessarily prime period 2k. Since
in case (III) we have
A =
(
0 γk
1
γk
0
)
,
choose initial conditions so that for n > 1 if n 6≡ 0 mod k then vn = 0 and if n ≡ 0
mod 2k then
vn =
(
a
b
)
,
where a, b ∈ [0,∞) and a 6= γkb and if n ≡ k mod 2k then
vn =
(
γkb
a
γk
)
.
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Then the solution given by these initial conditions is a periodic solution of prime period
2k. This concludes the proof of case (III).
Thus all we must show to finish case (II) is that when the spectral radius is 1 and either
δk = 0 or γk = 0 or both, then every solution converges to a periodic solution of prime
period k.
Assume that we have δk = γk = 0 in case (II). Then we have for 0 < λ < 1,
A =
(
1 0
0 λ
)
or A =
(
λ 0
0 1
)
. Let us focus on the recursive equations for xn and yn,
we get that
xn =
xn−k
1 +
∑ℓ
j=1Bjxn−j +
∑ℓ
j=1Cjyn−j
, n ∈ N,
yn =
λyn−k
1 +
∑ℓ
j=1Djxn−j +
∑ℓ
j=1Ejyn−j
, n ∈ N.
So we obtain the following recursive inequalities
xn ≤ xn−k, n ∈ N,
yn ≤ λyn−k, n ∈ N.
So the subsequences {xnk+a}∞n=1 and {ynk+a}∞n=1 are all monotone decreasing and bounded
below by zero, so they all converge and clearly yn → 0.
Or we have
xn =
λxn−k
1 +
∑ℓ
j=1Bjxn−j +
∑ℓ
j=1Cjyn−j
, n ∈ N,
yn =
yn−k
1 +
∑ℓ
j=1Djxn−j +
∑ℓ
j=1Ejyn−j
, n ∈ N.
So we obtain the following recursive inequalities
xn ≤ λxn−k, n ∈ N,
yn ≤ yn−k, n ∈ N.
So the subsequences {xnk+a}∞n=1 and {ynk+a}∞n=1 are all monotone decreasing and bounded
below by zero, so they all converge and clearly xn → 0. To construct a periodic solution
take the initial conditions so that for n > 1 if n 6≡ 0 mod k then vn = 0 and if n ≡ 0
mod k then
vn =
(
1
0
)
or vn =
(
0
1
)
,
depending on the case. This is a periodic solution of prime period k.
Thus all we must show to finish case (II) is that when the spectral radius is 1 and either
δk = 0 or γk = 0 but not both, then every solution converges to a periodic solution of
prime period k. We may assume without loss of generality that δk = 0. If not then
make the change of variables xn = yn and vice versa. Keeping in mind this change of
variables we may assume without loss of generality that the only case left to be shown is
case (II) when δk = 0 and γk > 0. We can now do a further change of variables yˆn =
yn
γk
.
Keeping in mind this change of variables we may assume without loss of generality that
the only case left to be shown is case (II) when δk = 0 and γk = 1. Notice from the
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eigenvalue calculation earlier that in this case our eigenvalues are λ1 = βk and λ2 = ǫk.
The spectral radius is 1 so either βk = 1 or ǫk = 1. Notice that both βk and ǫk cannot
equal 1, otherwise we fall into case (IV). This leaves us with 2 cases. The case where
βk = 1 and the case where ǫk = 1. Let us first consider the case where βk = 1. Focusing
on the recursive equations for xn and yn we get that
xn =
xn−k + yn−k
1 +
∑ℓ
j=1Bjxn−j +
∑ℓ
j=1Cjyn−j
, n ∈ N,
yn =
ǫkyn−k
1 +
∑ℓ
j=1Djxn−j +
∑ℓ
j=1Ejyn−j
, n ∈ N,
where 0 ≤ ǫk < 1. Now consider the function h(x, y) = |x|+
(
1
1−ǫk
)
|y|. Then we have
h(xn, yn) ≤ xn−k + yn−k + ǫkyn−k
1− ǫk = xn−k +
yn−k
1− ǫk = h(xn−k, yn−k).
Notice that since 0 ≤ ǫk < 1, and yn ≤ ǫyn−k we have that yn → 0. Also since
h(xn, yn) ≤ h(xn−k, yn−k) we get that both xn and yn are bounded. Moreover the
sequences {h(xnk+a, ynk+a)}∞n=1 are monotone decreasing and bounded below by zero
hence convergent. So we have limn→∞ h(xnk+a, ynk+a) = La. Now consider the sequence
{vnk+a}∞n=1 and let {vnjk+a}∞j=1 be a convergent subsequence with limj→∞ vnjk+a = wa.
By what we have just shown it must be true that wa =
(
ua
0
)
for some ua ≥ 0 and
h(wa) = La. This forces wa =
(
La
0
)
.What this means is that the sequence {vnk+a}∞n=1
must converge to wa =
(
La
0
)
. Suppose it does not, then for some ǫ > 0 there is a
subsequence {vndk+a}∞d=1 so that
||vndk+a − wa|| > ǫ
for all d ∈ N. However we know that {vndk+a}∞d=1 is bounded and so it has a convergent
subsequence. This means that {vnk+a}∞n=1 has a convergent subsequence which does
not converge to
(
La
0
)
. We have already shown that every convergent subsequence of
{vnk+a}∞n=1 converges to
(
La
0
)
. Thus we have a contradiction. This proves that the
sequence {vnk+a}∞n=1 must converge to
(
La
0
)
.
Thus every solution must converge to a periodic solution of not necessarily prime
period k. To construct a solution which is periodic with prime period k we choose initial
conditions so that for n > 1 if n 6≡ 0 mod k then vn = 0 and if n ≡ 0 mod k then
vn =
(
1
0
)
. This is a periodic solution of prime period k. This concludes our proof of
the case where δk = 0, γk > 0, and βk = 1.
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All that remains is the case where δk = 0, γk = 1, ǫk = 1, and 0 ≤ βk < 1. Focusing on
the recursive equations for xn and yn we get that
xn =
βkxn−k + yn−k
1 +
∑ℓ
j=1Bjxn−j +
∑ℓ
j=1Cjyn−j
, n ∈ N,
yn =
yn−k
1 +
∑ℓ
j=1Djxn−j +
∑ℓ
j=1Ejyn−j
, n ∈ N,
where 0 ≤ βk < 1. Notice first that since yn ≤ yn−k, the subsequences {ynk+a}∞n=1 with
a ∈ {0, . . . , k − 1} are all monotone decreasing and bounded below by 0, hence they all
converge. Let limn→∞ ynk+a = La. Now let Sa be the limit superior of the subsequence
{xnk+a}∞n=1 with a ∈ {0, . . . , k − 1} and let Ia be the limit inferior of the subsequence
{xnk+a}∞n=1 with a ∈ {0, . . . , k − 1}. This gives us the following
Sa ≤ βkSa + La
1 +
∑ℓ
j=1BjI(a−j) mod k +
∑ℓ
j=1CjL(a−j) mod k
,
Ia ≥ βkIa + La
1 +
∑ℓ
j=1BjS(a−j) mod k +
∑ℓ
j=1CjL(a−j) mod k
.
Thus we have
−La ≤ Sa
(
βk − 1−
ℓ∑
j=1
CjL(a−j) mod k
)
−
ℓ∑
j=1
BjSaI(a−j) mod k,
−La ≥ Ia
(
βk − 1−
ℓ∑
j=1
CjL(a−j) mod k
)
−
ℓ∑
j=1
BjIaS(a−j) mod k.
This gives us
0 ≤ (Sa − Ia)
(
βk − 1−
ℓ∑
j=1
CjL(a−j) mod k
)
+
ℓ∑
j=1
Bj
(
IaS(a−j) mod k − SaI(a−j) mod k
)
,
for all a ∈ {0, . . . , k − 1}. Now notice that Sa ≤ βkSa + La thus Sa ≤ La1−βk for all
a ∈ {0, . . . , k − 1}. Thus
Ia ≥ La
1 +
∑ℓ
j=1
Bj
1−βk
L(a−j) mod k +
∑ℓ
j=1CjL(a−j) mod k
for all a ∈ {0, . . . , k − 1}. Thus if Ia = 0 then La = 0 so Sa = 0. So Ia = 0 if and only
if Sa = 0. We claim that Sa = Ia for all a ∈ {0, . . . , k − 1}. Assume for the sake of
contradiction that this is not the case, then for at least one a ∈ {0, . . . , k − 1}, we have
Sa > Ia > 0. Let G = {a ∈ {0, . . . , k − 1}|Sa > Ia > 0} 6= ∅. Consider the element
b ∈ G so that Sb
Ib
≥ Sa
Ia
for all a ∈ G. Such an element must exist since G is finite. We
claim
(
IbS(b−j) mod k − SbI(b−j) mod k
) ≤ 0 for all j ∈ N. Indeed, if (b − j) mod k 6∈ G
then S(b−j) mod k = I(b−j) mod k, so(
IbS(b−j) mod k − SbI(b−j) mod k
)
= S(b−j) mod k (Ib − Sb) ≤ 0.
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Moreover, if (b− j) mod k ∈ G then
Sb
Ib
≥ S(b−j) mod k
I(b−j) mod k
.
Thus
SbI(b−j) mod k ≥ IbS(b−j) mod k.
So (
IbS(b−j) mod k − SbI(b−j) mod k
) ≤ 0.
Now using the earlier inequality with b we get
0 ≤ (Sb − Ib)
(
βk − 1−
ℓ∑
j=1
CjL(a−j) mod k
)
+
ℓ∑
j=1
Bj
(
IbS(b−j) mod k − SbI(b−j) mod k
)
≤ (Sb − Ib)
(
βk − 1−
ℓ∑
j=1
CjL(a−j) mod k
)
.
This forces Sb = Ib, but we chose b ∈ G. This is a contradiction. This establishes the
claim Sa = Ia for all a ∈ {0, . . . , k − 1}. Thus all of the subsequences {xnk+a}∞n=1 with
a ∈ {0, . . . , k− 1} converge. Thus, every solution converges to a periodic solution of not
necessarily prime period k. To construct a solution which is periodic with prime period
k we choose initial conditions so that for n > 1 if n 6≡ 0 mod k then vn = 0 and if
n ≡ 0 mod k then vn =
(
1
1−βk
1
)
. This is a periodic solution of prime period k. This
concludes our proof of case (II) and the theorem is proved.

8. Conclusion
We have created some analogues for trichotomy behavior for systems of rational differ-
ence equations, but we have barely scratched the surface. There are literally thousands
of special cases of systems of rational difference equations of order greater than one to
explore. This paper leaves several questions for further study. Are there any other exam-
ples of periodic tetrachotomy behavior for systems of two rational difference equations?
Is it possible to make analogues to other trichotomy results in the literature? The main
idea to take away from this article is that in some cases it is useful to reframe a problem
about systems of rational difference equations as a problem about recursive systems on
vector spaces. Doing this allows one to utilize the powerful tools available in linear alge-
bra. Further work should focus on proving a similar result in systems of three rational
difference equations. Note that the results in [19] and [20] susbsume and unify a number
of prior results. For example the case presented in section 2 is a minor generalization of
a case originally presented in [16]. We list, for the readers convienience, the references
[1],[4], and [6-22] as these references provide good background on trichotomy character
for rational difference equations.
16 FRANK J. PALLADINO
References
[1] A.M. Amleh, D.A. Georgiou, E.A. Grove, and G. Ladas, On the recursive sequence xn+1 = α +
xn−1
xn
, J. Math. Anal. Appl. 233(1999), 790-798.
[2] E. Camouzis, A. Gilbert, M. Heissan, and G. Ladas, On the Boundedness Character of the System
xn+1 =
α1+γ1yn
xn
and yn+1 =
α2+β2xn+γ2yn
A2+xn+yn
, Comm. Math. Anal. 7(2009), 41-50.
[3] E. Camouzis, M.R.S. Kulenović, G. Ladas, and O. Merino, Rational systems in the plane, J.
Difference Equa. Appl. 15(2009), 303-323.
[4] E. Camouzis and G. Ladas, Dynamics of Third-Order Rational Difference Equations with Open
Problems and Conjectures, Chapman & Hall/CRC Press, Boca Raton, 2007.
[5] E. Camouzis and G. Ladas, Global results on rational systems in the plane, Part 1, J. Difference
Equa. Appl. 16(2010), 975-1013.
[6] E. Chatterjee, E.A. Grove, Y. Kostrov, and G. Ladas, On the Trichotomy character of xn+1 =
α+γxn−1
A+Bxn+xn−2
, J. Difference Equ. Appl. 9(2003), 1113-1128.
[7] D.R. Cox and H.D. Miller, The Theory of Stochastic Processes, Wiley& Sons Inc, New York, 1965.
[8] H.A. El-Metwally, E.A. Grove, and G. Ladas, A global convergence result with applications to
periodic solutions, J. Math. Anal. Appl. 245(2000), 161-170.
[9] H.A. El-Metwally, E.A. Grove, G. Ladas, and H.D. Voulov, On the global attractivity and the
periodic character of some difference equations, J. Difference Equ. Appl. 7(2001), 837-850.
[10] F.R. Gantmacher, The Theory of Matrices Volume Two, Chelsea Publishing Company, New York,
1959.
[11] C.H. Gibbons, M.R.S. Kulenović, and G. Ladas, On the recursive sequence xn+1 =
α+βxn−1
γ+xn
, Math.
Sci. Res. Hot-Line 4(2000), 1-11.
[12] E.A. Grove and G. Ladas, Periodicities in Nonlinear Difference Equations, Chapman & Hall/CRC
Press, Boca Raton, 2005.
[13] E.A. Grove, G. Ladas, M. Predescu, and M. Radin, On the global character of the difference
equation xn+1 =
α+γxn−(2k+1)+δxn−2l
A+xn−2l
, J. Difference Equ. Appl. 9(2003), 171-200.
[14] P.R. Halmos, Finite-Dimensional Vector Spaces, Springer-Verlag, New York, 1974.
[15] R.A. Horn and C.A. Johnson, Matrix Analysis, Cambridge University Press, Cambridge, 1985.
[16] G.L. Karakostas and S. Stević, On the recursive sequence xn+1 = B +
xn−k
a0xn+···+ak−1xn−k+1+γ
, J.
Difference Equ. Appl. 10(2004), 809-815.
ON SYSTEMS OF RATIONAL DIFFERENCE EQUATIONS AND PERIODIC TETRACHOTOMIES17
[17] V.L. Kocic and G. Ladas, Global Behavior of Nonlinear Difference Equations of Higher Order with
Applications, Kluwer Academic Publishers, Dordrecht, 1993.
[18] F.J. Palladino, Difference inequalities, comparison tests, and some consequences, Involve J.
Math. 1(2008), 91-100.
[19] F.J. Palladino, On the characterization of rational difference equations, J. Difference Equ.
Appl. 15(2009), 253-260.
[20] F.J. Palladino, On periodic trichotomies, J. Difference Equ. Appl. 15(2009), 605-620.
[21] S. Stević, On the recursive sequence xn+1 =
α+
∑
k
i=1 αixn−pi
1+
∑
m
j=1 βjxn−qj
, J. Difference Equ. Appl. 13(2007),
41-46.
[22] Q. Wang, F. Zeng, G. Zang, and X. Liu, Dynamics of the difference equation xn+1 =
α+B1xn−1+B3xn−3+···+B2k+1xn−2k−1
A+B0xn+B2xn−2+···+B2kxn−2k
, J. Difference Equ. Appl. 12(2006), 399-417.
Department of Mathematics, University of Rhode Island,Kingston, RI 02881-0816,
USA;
E-mail address : frank@math.uri.edu
