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Abstract
We introduce new modified Abelian lattice models, with inhomogeneous local inter-
actions, in which a sum over topological sectors are included in the defining partition
function. The dual models, on lattices with arbitrary topology, are constructed and
they are found to contain sums over topological sectors, with modified groups, as in
the original model. The role of the sum over sectors is illuminated by deriving the
field-strength formulation of the models in an explicitly gauge-invariant manner. The
field-strengths are found to satisfy, in addition to the usual local Bianchi constraints,
global constraints. We demonstrate that the sum over sectors removes these global
constraints and consequently softens the quantization condition on the global charges
in the system. Duality is also used to construct mappings between the order and
disorder variables in the theory and its dual. A consequence of the duality transfor-
mation is that correlators which wrap around non-trivial cycles of the lattice vanish
identically. For particular dimensions this mapping allows an explicit expression for
arbitrary correlators to be obtained.
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1 Introduction
In recent years various dualities have played an important role in identifying the non-
perturbative objects in string theories and a web of connections between the perturbative
string theories has been conjectured. Strong-Weak duality (S-duality) has also shed light on
the strong coupling limit of N = 2 supersymmetric gauge theories [1, 2]. However, the notion
of duality has existed in statistical models since the early work of Kramers and Wannier [3]
on the two dimensional Ising model. In their pioneering work duality was used to compute
the critical temperature at which the Ising model undergoes a second order phase transition.
S-duality has also been studied in the other spin models [4] and in the context of gauge
theories on the lattice [5]. Recently, duality in generalized statistical models were studied on
topologically non-trivial manifolds [6] and a method for constructing self-dual models was
given. For other relevant work see [7, 8].
The lattice models considered here have degrees of freedom which take values in an
Abelian group, G, and live on the (k − 1)-cells of the lattice with local interactions. These
are generalizations of well known statistical models such as spin models and gauge theories.
On topologically non-trivial manifolds there are configurations of the fields which have global
charges around the non-trivial k-cycles of the lattice. For example, on a torus spin models
can have vortex configurations which contains non-trivial flux around the two canonical
cycles of the lattice. Analogously, the statistical sum of a gauge theory on S2 × S2 includes
monopole configurations which have non-trivial charge around the two two-sphere’s. In the
flat case the vortices, or monopoles etc., must satisfy certain quantization conditions (which
depends on G) around the elementary plaquettes , cubes, etc. . On topologically non-trivial
manifolds the global charges must also be quantized. In [6] the global charges were forced
to satisfy either the same quantization conditions as the local charges, or were completely
free of quantization. In the present work we will not make such a restriction. This is
implemented by introducing a sum over, what we will term, topological sectors of the theory
over a subgroup of G (rather than the entire group, G, or only its identity element, as in [6]).
As a note, summing over these sectors is somewhat akin to introducing a sum over sectors
in (super) Yang-Mills to obtain the correct 2pi-periodicity which was implemented in [9] (see
also [10, 11]).
We will demonstrate that even in these models the duality transformations can be per-
formed on arbitrary lattices. The topological sectors are found to appear in the dual model,
however, the groups over which one sums over are modified through certain duality relations
which we will derive. To understand the role that the sum over sectors play on the physical
quantities in the model we rewrite the model in terms of the more natural field-strength
variables [12, 13]. This rewriting shows that the sum over topological sectors relaxes the
quantization conditions on the global charges which appear around the various k-cycles of
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the lattice. This allows the introduction of fractional global charges into the system. Using
this new freedom we construct several self-dual models which are qualitatively distinct from
earlier examples in that these models contain different fractional global charges around the
various k-cycles of the lattice. In addition, as a consequence of duality we will prove that
correlators which wrap around a non-trivial (k − 1)-cycle of the lattice vanish identically.
It is also demonstrated that if the dimension of the lattice and dimension of the cells on
which the interactions take place are equal, then correlators are completely determined by
the duality transformations. A particular example is that one can compute an arbitrary
Wilson loop on a two-dimensional Riemann surface of a gauge theory, with the topological
modifications, directly from duality. Due to the existence of a global fractional charge we
find that the correlators are invariant under what one denotes by the inside and outside of
a Wilson loop only if the representation of the loop respects the n-ality of the fractional
charge. Similar results will hold for the higher-dimensional analogs.
The outline of the paper is as follows. In section 2 we introduce some notations and the
language of simplicial homology required to define the models in their most natural form.
The duality transformations are then carried out on the general model. To close the section
several explicit examples of the models using standard notation are given and their duals
are constructed. In the next section we rewrite the model in terms of the field-strengths,
dynamical variables which live on cells of one higher dimension than the original degrees
of freedom. This is performed in an explicitly gauge invariant manner. Such a rewriting
leads to an understanding of what the sum over topological sectors imply physically. We
will demonstrate that the sum relaxes the quantization conditions on the global charges
in the system and can be used to introduce fractional charges around the various k-cycles
of the lattice. Section 4 explores several examples of self-dual models which contain these
fractional charges. Section 5 is a detailed discussion of order and disorder correlators, how
duality relates them to one another, a proof that certain correlators vanish identically due
to topological constraints, and an explicit computation of correlators in dimensions d = k.
Finally in section 6 we make our concluding remarks. Throughout this work spin models
and gauge theories are used in writing down explicit examples, however, it should be noted
that it is straightforward to extend the examples to include higher dimensional fields.
2 The General Model and its Dual
It is possible to treat spin systems, gauge theories, anti-symmetric tensor field theories and
all higher dimensional analogs, under a universal framework. This can be achieved if one
restricts the Boltzmann weights to have local interactions only. By local interactions we
mean the following: In a spin model the spins interact with their nearest neighbours, and
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the Boltzmann weights are link valued objects with arguments depending only the spins
on the ends of the link. For a gauge theory the dynamical fields live on the links of the
lattice, while the Boltzmann weight is a plaquette valued object and depends on the product
of the fields around the plaquette. Anti-symmetric tensor field theories are restricted in a
similar manner, the Boltzmann weights are defined on the elementary cubes of the lattice
and depend on the product of the plaquettes around that cube. etc. In continuum language
these models with local interactions are field theories in which the dynamical variable is a
(k − 1)-form, ω, and the action depends solely on the exterior derivative of that form, dω.
This definition is taken even on manifolds with non-trivial topology. On the lattice, the
statement that the interactions are local amount to insisting that the Boltzmann weights
depends on the coboundary, δσ, of a (k − 1)-chain, σ. This is the language of simplicial
homology and a precise definition of the coboundary operator will be given shortly. To be
self-contained and to introduce our notations we give a short review of this language in the
next subsection.
2.1 Mathematical Preliminaries
We now give a short review of simplicial homology (for more details see e.g. [14]). Consider
a lattice Ω and associate to every k-dimensional cell of the lattice an oriented generator c
(i)
k
where i indexes the various cells of dimension k. These objects generate the k-chain group,
denoted by Ck(Ω,G),
Nk∑
i=1
gi c
(i)
k = g ∈ Ck(Ω,G) , gi ∈ G
Here G is an arbitrary Abelian group with group multiplication implemented through addi-
tion and Nk is the number of k-cells in the lattice Ω. An element g ∈ Ck(Ω,G) is called a
G-valued k-chain or simply a k-chain. Clearly Ck(Ω,G) = ⊕Nki=1G.
Two homomorphisms, the boundary ∂ and the coboundary δ, define the chain complexes
(C∗(Ω,G), ∂) and (C∗(Ω,G), δ) where C∗(Ω,G) ≡ ⊕dk=0Ck(Ω,G):
0
∂d+1−→Cd(Ω,G) ∂d−→ . . . ∂k+2−→Ck+1(Ω,G) ∂k+1−→Ck(Ω,G) ∂k−→Ck−1(Ω,G) ∂k−1−→ . . . C0(Ω,G) ∂0−→0
0
δd←−Cd(Ω,G) δd−1←− . . . δk+1←−Ck+1(Ω,G) δk←−Ck(Ω,G) δk−1←−Ck−1(Ω,G) δk−2←− . . . C0(Ω,G) δ−1←−0
These homomorphisms are defined by their actions on the generators c
(i)
k (we display the
dimension subscripts on ∂k and δk only when essential),
∂c
(i)
k =
Nk−1∑
j=1
[c
(i)
k : c
(j)
k−1] c
(j)
k−1 , δc
(i)
k =
Nk+1∑
j=1
[c
(j)
k+1 : c
(i)
k ] c
(j)
k+1 (2.1)
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where the incidence number is given by,
[c
(i)
k : c
(j)
k−1] =

±1 if the jth (k − 1)-cell is contained in the ith k-cell
0 otherwise
The plus or minus sign reflects the relative orientation of the cells. The boundary (cobound-
ary) chains and the exact (coexact) chains are defined as,
Bk(Ω,G) = Im ∂k+1 , Bk(Ω,G) = Im δk−1
Zk(Ω,G) = ker ∂k , Zk(Ω,G) = ker δk
These sets inherit their group structure from the chain complex. The boundary and cobound-
ary operators are nilpotent: ∂∂ = 0 and δδ = 0. The quotient groups,
Hk(Ω,G) = Zk(Ω,G)/Bk(Ω,G) , Hk(Ω,G) = Zk(Ω,G)/Bk(Ω,G)
are the homology and cohomology groups respectively. The elements of the homology group
are those chains that have zero boundary and are themselves not the boundary of a higher
dimensional chain, while the elements of the cohomology group are those chains that have
zero coboundary and are themselves not the coboundary of a lower dimensional chain. In
section 2.4 we will give some explicit examples for the 2-tori.
We define the projection of a chain onto cell via the following “inner product”,
〈c(i)k , c(j)l 〉 = δk,l δi,j
which is linear in both arguments. The boundary and coboundary operators are dual to
each other with respect to this operation,
〈∂c(i)k , c(j)k−1〉 = 〈c(i)k , δc(j)k−1〉 (2.2)
If Ω is a triangulation of an orientable manifold, then there exists the following set of iso-
morphisms between the homology and cohomology groups,
Hk(Ω, ZZ) ∼= Hd−k(Ω, ZZ) ∼= Hk(Ω, ZZ) ∼= Hd−k(Ω, ZZ) (2.3)
We will denote the generators of the homology group by {ha : a = 1, . . . , Ak} and the
cohomology group by {ha : a = 1, . . . , Ak}. The isomorphisms, (2.3), imply the following
orthogonality relations for the generators,
〈ha, hb〉 = δba (2.4)
and ha is said to be dual to h
a, not to be confused with interpreting on the dual lattice (to
be defined shortly). The isomorphisms also imply that Ak = A
d−k = Ak = Ad−k.
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Let us work out a few illustrative examples of how this language is used. Let σ ∈ C0(Ω,G),
consider the following inner product,
〈δσ, c(l)1 〉 = 〈σ, ∂c(l)1 〉 = 〈
N0∑
i=1
σi c
(i)
0 , (c
(l1)
0 − c(l2)0 )〉 =
N0∑
i=1
σi 〈c(i)0 , (c(l1)0 − c(l2)0 )〉 = σl1 − σl2
where the link l points from the site l1 to the site l2. This is precisely the form of the
interaction for a nearest neighbour spin model. As another example take σ ∈ C1(Ω,G) and
repeat the above,
〈δσ, c(p)2 〉 = 〈σ, ∂c(p)2 〉 = 〈
N1∑
l=1
σl c
(l)
1 ,
∑
l′∈p
c
(l′)
1 〉 =
N1∑
l=1
σl
∑
l′∈p
〈c(l)1 , c(l
′)
1 〉 =
∑
l′∈p
σl
where p labels the plaquette, and we have assumed that the links are oriented consistently
with that plaquette so that no relative signs appear. Not surprisingly this reproduces the
form of the Wilson-like terms in a lattice gauge theory.
It will be necessary at some point during the analysis in the next few sections to introduce
the notion of the dual lattice. To obtain the dual lattice one introduces a new chain group
generated by a new set of generators which are constructed from the generators of C∗(Ω,G).
A generator of C∗(Ω
∗,G), c∗(i)k , is obtained from the generators of C∗(Ω,G), c(i)k , by making
the following identifications:
c
(i)
k ↔ c∗(l)d−k (2.5)
[c
(i)
k : c
(j)
k−1] ↔ [c∗(j)d−k+1 : c∗(i)d−k] (2.6)
In general this identification does not produce a lattice, however in case the original lattice
was a triangulation of a closed orientable manifold it does and these are the cases we study
here. Under this identification one also finds that,
〈δg, c(i)k 〉 ↔ 〈∂g∗, c∗(i)d−k〉
〈∂g, c(i)k−2〉 ↔ 〈δg∗, c∗(i)d−k+2〉 (2.7)
where Ck−1(Ω,G) ∈ g = ∑Nk−1i=1 gi c(i)k−1 and Cd−k+1(Ω∗,G) ∈ g∗ = ∑Nk−1i=1 gi c∗(i)d−k+1 =∑N ∗
d−k+1
i−1 g
∗
i c
∗(i)
d−k+1. Consequently, the homology (cohomology) generators on the lattice Ω
become cohomology (homology) generators on the dual lattice Ω∗.
2.2 The Modified Abelian Lattice Theories
Now that the terminology is fixed the models can be introduced in their most general
form. Consider an orientable lattice which has freely generated k-th cohomology group:
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Hk(Ω, ZZ) ∼= ZZ ⊕ . . .⊕ ZZ, and let {ha : a = 1, . . . , Ak} denote its generators. The model is
defined through the following partition function,
Z =
∑
{na∈Ha}
∑
σ∈Ck−1(Ω,G)
Nk∏
p=1
Bp
(〈
(δσ + nah
a) , c
(p)
k
〉)
(2.8)
The groups Ha are in general subgroups of G, and one must define the addition in the
Boltzmann weights to mean addition in the group G. For example, if G = U(1) andHa = ZZN
the addition should be written as δσ + (2pi/N)nah
a. In the case G and/or H are continuous
the sums should be replaced by the appropriate integrals. These models correspond to
standard statistical models when Ha are taken to be identity elements in G. For example,
if k = 1, (2.8) is a spin model with G-valued spins on the sites of a lattice interacting
with their nearest neighbour. For k = 2, (2.8) is a gauge theory with gauge group G and
Boltzmann weight having arguments which depend on the sum (since group multiplication is
implemented additively here) of the links that make up a plaquette. When k = 3 the model
consists of an anti-symmetric tensor field where the arguments of the Boltzmann weights
depend on the sum over plaquettes in an elementary cube. The role of the extra summations
over {na}, which we will term topological sectors of theory, will be explained in section 3
once the model is written in terms of field-strength variables. It should be pointed out that
some particular choices of the groups {Ha} reduces to the cases studied in [6] and [15] and
will be elaborated on in section 2.4.
2.3 The Dual Model
In this section we will perform the duality transformations on (2.8). Although the method
is fairly standard it is useful to demonstrate how it is carried out in this language. The first
step is as always to introduce a character expansion for the Boltzmann weights,
B(g) =
1
|G|
∑
r∈G∗
b(r)χr(g), b(r) =
∑
g∈G
B(g) χr(g) (2.9)
where |G| is the order of the group and G∗ denotes the group of irreducible representations
of G, and inherits G’s Abelian structure (for example lR∗ = lR, U(1)∗ = ZZ, ZZ∗N = ZZN ). In
the case G, or G∗, are continuous groups the normalized sum over group elements should be
replaced by the appropriate integral. Throughout the remainder of this paper we will ignore
overall constants to avoid clutter in the equations. The character expansion can be thought
of as a Fourier transformation which respects the group symmetries. It is interesting to note
that the set of irreducible representations of G form a group if and only if G is Abelian. This
is the reason why it is difficult to derive duality relations for non-Abelian statistical models
and field theories.
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Due to the Abelian nature of the group, and its representations, the characters satisfy
the following factorization properties,
χr(g)χs(g) = χr+s(g) , χr(g)χr(g
′) = χr(g + g
′) (2.10)
In addition they satisfy the following orthogonality relations,
∑
g∈G
χr(g)χs(g) = δG∗(r − s)∑
r∈G∗
χr(g)χr(g
′) = δG(g − g′) (2.11)
where χs(g) is the character of g in the representation conjugate to s, i.e. χ−s(g), and the
subscript on the delta-function indicates that it is invariant under that group.
On inserting the character expansion (2.9) into the partition function, (2.8) the sum over
representations and product over k-cells can be re-ordered. This introduces a representation,
rp, on every k-cell of the lattice, these representations can be encoded into a k-chain denoted
by r ≡ ∑Nkp=1 rpc(p)k . The partition function then becomes,
Z =
∑
r∈Ck(Ω,G∗)
Nk∏
p=1
bp(〈r, c(p)k 〉)
∑
{na∈Ha}
∑
σ∈Ck−1(Ω,G)
Nk∏
p=1
χ
〈r,c
(p)
k
〉
(〈
(δσ + nah
a) , c
(p)
k
〉)
(2.12)
Using the factorization properties of the characters, (2.10), and the definition of the (co)-
boundary operator, (2.1), one can rewrite the product over characters in (2.12),
Nk∏
p=1
χ
〈r,c
(p)
k
〉
(〈
(δσ + nah
a) , c
(p)
k
〉)
=
Nk−1∏
l=1
χ
〈∂r,c
(l)
k−1〉
(
〈σ, c(l)k−1〉
) Ak∏
a=1
χ〈r,ha〉 (na) (2.13)
In the above the generators of the cohomology group were written as ha =
∑
p∈γa c
(p)
k . The
sum over σ and {na} in (2.12) can then be performed with use of the orthogonality relations,
(2.11),
∑
{na∈Ha}
∑
σ
. . . =
Nk−1∏
l=1
∑
σl∈G
χ
〈∂r,c
(l)
k−1〉
(σl)
Ak∏
a=1
∑
na∈Ha
χ〈r,ha〉 (na)
=
Nk−1∏
l=1
δG∗
(
〈∂r, c(l)k−1〉
) Ak∏
a=1
δH∗a (〈r, ha〉) (2.14)
The first constraint implies that the boundary of the k-chain r vanishes identically. The most
general chain which satisfies that constraint is the sum of a boundary of a higher dimensional
chain and an element of the k-th homology both carrying G∗ coefficients:
r = ∂r′ + h, where, r′ ∈ Ck+1(Ω,G∗), h ∈ Hk(Ω,G∗) (2.15)
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We will write the homology part of r in terms of the generators of the homology group,
h =
∑Ak
a=1 n˜aha. On inserting (2.15) into the remaining constraints in (2.14) and using the
orthogonality (2.4) one finds that coefficients of the homology are further constrained,
Ak∏
a=1
δH∗a (n˜
a) (2.16)
Since {n˜a} are elements of G∗ this constraint forces n˜a ∈ G∗ ⊥ H∗a (those elements in G∗
which are the identity in H∗) where n˜a is the coefficient of ha dual to h
a. Inserting (2.15)
and (2.16) into the partition function (2.12) we obtain,
Z =
∑
{n˜a∈G∗⊥H∗a}
∑
r∈Ck+1(Ω,G∗)
Nk∏
p=1
bp
(〈
∂r + n˜aha, c
(p)
k
〉)
(2.17)
where the dummy prime index on r′ from (2.15) has been removed. This representation
of the model is not of the same form as original one since the argument of the Boltzmann
weight contains a boundary operator acting on r rather than a coboundary operator and
since {n˜a} are coefficients of homology rather than cohomology. However, if one interprets
the objects on the dual lattice (see discussion at end of section 2.1) the partition function
reads,
Z =
∑
{n˜a∈G∗⊥H∗a}
∑
r∈Cd−k−1(Ω∗,G∗)
N ∗
d−k∏
p=1
bp
(〈
δr + n˜ah
∗a, c
∗(p)
d−k
〉)
(2.18)
Here {h∗a : a = 1, . . . , Ad−k} are the generators of Hd−k(Ω∗, ZZ) which are obtained by
considering the generators of Hk(Ω, ZZ) on the dual lattice. Notice that this final form of the
dual theory has precisely the same form as the original model (2.8). Clearly the following
criteria are necessary conditions for the model to be self-dual: the lattice must be self-dual, k
must be equal to d−k so that the dynamical degrees of freedom are on the same types of cells
and the coefficient group G must be isomorphic to its group of representations G∗. Additional
constraints on obtaining self-dual models are imposed by the cohomology coefficients {Ha}.
The set of Ha must reproduce itself under duality, consequently every group appearing in
{Ha} must appear in {G∗ ⊥ H∗a} with the same multiplicity. In the next sub-section we will
demonstrate how to obtain some explicitly self-dual models using our results interpreted in
standard language.
2.4 Illustrative Examples
As mentioned earlier these models are generalizations of the models considered in [6, 15].
Here we will make the connection explicit and also introduce some examples which are
unique to the present discussion. Let us deal in particular with the case k = 1, G = ZZ2
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Figure 1: Obtaining the dual theory to a spin model on surface of genus g with a sum over
ZZ2 included over the cocycle in the first diagram. See text for details.
and Ω is a square lattice triangulation of a 2-tori. Since the dynamical variables live on
the (k − 1) = 0-dimensional cells of the lattice and interact through a nearest neighbour
coupling this corresponds to the Ising model with appropriate choice of Boltzmann weights.
The relevant cohomology here is H1(Ω, ZZ2) ∼= ZZ2⊕ZZ2⊕ZZ2⊕ZZ2. To understand what the
generators of this group are it is best to consider the homology group of dimension d−k = 1
on the dual lattice. The generators of that group are well known: ha =
∑
l∈γ∗a
c
(l)
1 where γ
∗
a are
the set of links which wrap around the a-th handle of the 2-tori. The cohomology generators
of dimensions k = 1 are then obtained by interpreting each γ∗a back on the original lattice,
denote that set of links by γa. One visualization of γa are to view of them as “steps of a
ladder” wrapping around the a-th handle of the 2-tori. This construction is quite general: if
the lattice is orientable, first construct the generators of Hd−k on the dual lattice, and then
interpret back on the original lattice that will yield the generators of Hk. We will consider
the model in which H1 = ZZ2 and all the rest are the identity element. The set of links γ1 are
depicted in the first diagram of Figure 1 by the solid lines forming steps around the handle.
The model (2.8) in standard language is then given by,
Z =
∑
n1=±1
∑
{σi}=±1
∏
〈ij〉∈Ω
exp
{
(n1)
ε(γ1;ij) β σiσj
}
(2.19)
here i labels sites on the lattice, 〈ij〉 are nearest neighbours forming a link and,
ε(γ1; ij) = 〈γ1, c(〈ij〉)1 〉 = 〈
∑
l∈γ1
c
(l)
1 , c
(〈ij〉)
1 〉 =

1 if 〈ij〉 is in γ1
0 otherwise
(2.20)
This model can be viewed as the sum of two Ising models: one which has coupling constant
β on every link and another with coupling β on all links except for those contained in γ1
where it is taken to be −β. Another view is to take the Ising model on a 2-tori and slice the
lattice along one canonical cycle on the dual lattice and then sew the lattice back together
with the two possible “twists” in the coupling.
Let us now demonstrate how the dual model is obtained. The first step is to find the
homology cycle which is dual, in the sense of (2.3), to the generator h1 =
∑
l∈γ1 c
(l)
1 . The
dual cycle, h1, is depicted by the dotted line in the fist diagram in Figure 1. According to
the analysis in the previous sub-section the coefficient group of h1, in the dual theory before
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interpretation on the dual lattice (2.17), is G ⊥ H = ZZ2 ⊥ ZZ2 = {e}. Consequently, it is
not summed over in the dual theory. The remaining cycles, depicted in the second diagram
in Figure 1, have weight G ⊥ {e} = ZZ2 ⊥ {e} = ZZ2 and are summed over in the dual theory
although they were absent in the original model. The final step is to interpret the groups
associated with the cycles h1, . . . , h4, as groups for the cocycles on the dual lattice ( see the
third diagram in Figure 1). Denote these cocycles by h∗1, h
∗
2, h
∗
3 (notice that h
∗
1 is isomorphic
to h1, it is simply shifted by
1
2
lattice spacing in both directions). The dual theory is then
given by,
Z = c (β∗)
 3∏
a=1
∑
n˜a=±1
 ∑
{σ∗
i
}=±1
∏
〈i,j〉∈Ω∗
exp
{(
3∏
a=1
(na)
ε(γ∗a;ij)
)
β∗ σ∗i σ
∗
j
}
(2.21)
where β∗ = −1
2
ln tanhβ is the well known dual coupling constant and the overall non-
singular piece c(β∗) = (2 sinh(2β∗))−
N1
2 appears when performing the character expansion of
the Boltzmann weight. Also, γ∗a denotes the set of links which define h∗a. This particular
example is clearly not self-dual. However, it is not difficult to convince oneself that if a sum
over two cocycles, each in a separate handle, was included in the original model, then the
dual model would be identical to the original one. Thus on the 2-tori there are 4 inequivalent
self-dual theories: {1, 3},{1, 4},{2, 3} and {2, 4} where {i, j} is intended to mean that a sum
over the cocycle labeled by i and j was included (we order the cocycles so that 1 and 2 are
around the first handle and 3 and 4 are around the second). There are of course more self-
dual models formed by summing models of type (2.8). For example, a trivial way to obtain a
self-dual model is to take a model, which is not self-dual, and add it to its dual (one could also
subtract it from its dual to obtain anti-self-dual models). This however, does not exhaust
all possible self-dual models that one can write down with Ha = ZZ2 or the identity. It is
possible to find all of them by constructing a vector of partition functions where the index
labels all possible partition functions, then carry out the duality transformation on each
component of the vector, to obtain a new vector of partition functions. Each element of this
“dual” vector must be a linear combination of the original vector of partition functions since
it contained all possible partition functions. Consequently, one can construct a matrix which
acts on the original vector to give to the dual vector. This matrix is a matrix representation
of the duality transformation, and its eigenvectors with eigenvalues plus one (it could have
eigenvalues minus one as well, since only its square must be the identity) label the possible
self-dual models. An example of this was given in [6] and we will not repeat this construction
here.
The Ising model example only considered the degenerate case of Ha = G or the identity.
It is, however, possible to relax this condition and still obtain self-dual theories. Consider
the case of a spin model on a 2-dimensional Riemann surface and choose G = lR and {Ha =
2piRZZ}. Since the coefficient group is identical for all cocycles, the dual theory is obtained
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by simply replacing G by G∗ = G = lR and {Ha} by {G∗ ⊥ H∗a = R−1ZZ}. This case
was studied in [15] in the context of string theory on a circle, the change in the coefficient
2piR → R−1 is a manifestation of target space duality (T-duality). Other examples with
Ha = H 6= G were studied in [15] in the context of string theory on discrete target spaces.
One further example of a self-dual spin-model on a Riemann surface is furnished by
the case G = ZZNM and Hi(a) = ZZN and Hi(b) = ZZM where (a) indicates an a-cycle (the
short non-trivial cycle) and (b) a b-cycle (the long non-trivial cycle) on the surface, and i
labels the handles. We will delay a description of this case until section 2.4 where they will
be interpreted as fractionally charged models with different fractional charges around the
various cycles of the lattice.
3 Local and Global Bianchi Identities
In pure gauge theories the action depends on the gauge fields only through their field-
strengths. It seems more natural then to rewrite the theory so that the field-strengths are
the dynamical degrees of freedom. Various authors [12, 13, 16] have shown that the price
of doing this is the appearance of Bianchi constraints on the field-strengths. On the lattice
the gauge fields live on links, while their field-strengths are defined on the plaquettes of the
lattice. The Bianchi constraints are realized, in this situation, by forcing the group product
of the field-strength variables in every elementary cube to be the identity element. In this
section we consider the generalized problem where the models are defined by the partition
function in (2.8) and we introduce a k-chain in place of the coboundary of the (k−1)-chain σ.
Consequently, the results of 3.1 generalize the Abelian results found in [12, 13]. The variables
which live on the k-dimensional cells will collectively be referred to as field-strengths. We will
show that the partition function can be written in terms of field-strengths on topologically
non-trivial lattices. The usual Bianchi identities that arise in the flat case are supplemented
by constraints along the homology cycles of the lattice as a direct consequence of the duality
transformations derived in the previous section. This will be demonstrated in an explicitly
gauge-invariant manner. The role of the sum over topological sectors will also be illuminated
by this rewriting of the model.
3.1 Computation of The Constraints
It is possible to write down the natural choice of constraints by counting degrees of freedom
[16] which are introduced in the field-strength formulation, however, we would like to derive
them explicitly. To do so, we make use of a Fadeev-Popov trick by inserting the following
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identity2 into the partition function (2.8),
1 =
∑
f∈Ck(Ω,G)
δG (f − (δσ + naha)) (3.1)
On insertion into (2.8) and re-ordering the summations one finds,
Z =
∑
f∈Ck(Ω,G)
Nk∏
p=1
Bp
(〈
f, c
(p)
k
〉)
Π(f) (3.2)
where Π(f) is the constraint sum,
Π(f) ≡ ∑
{na∈Ha}
∑
σ∈Ck−1(Ω,G)
Nk∏
p=1
δG
(〈
(f − (δσ + naha), c(p)k
〉)
(3.3)
Notice that Π(f) is itself a partition function of the form (2.8) where the Boltzmann weights
are G-invariant delta functions, the presence of the chain f can be interpreted as an exter-
nal field acting on the system. The character coefficients of such a Boltzmann weight are
obviously,
bp(r) = χr(〈f, c(p)k 〉) (3.4)
The dual representation of Π(v), before interpretation on the dual lattice, is straightforward
to write down and is given by (2.17),
Π(f) =
∑
{n˜a∈G∗⊥H∗a}
∑
r∈Ck+1(Ω,G∗)
Nk∏
p=1
χ
〈∂r+n˜aha,c
(p)
k
〉
(
〈f, c(p)k 〉
)
=
 ∑
r∈Ck+1(Ω,G∗)
Nk∏
p=1
χ
〈∂r,c
(p)
k
〉
(
〈f, c(p)k 〉
) ∑
{n˜a∈G∗⊥H∗a}
Nk∏
p=1
χ
〈n˜aha,c
(p)
k
〉
(
〈f, c(p)k 〉
)
≡ Π1(f) Π2(f)
The factorization properties (2.10) was used to obtain the second equality. This form of
the constraints demonstrate that they are two distinct classes of constraints: a topologically
trivial term Π1(f) and a term which is purely topological Π2(f). We will treat these two
sectors separately. Using (2.13), Π1(f) can be written in the following form,
Π1(f) =
∑
r∈Ck+1(Ω,G∗)
Nk+1∏
c=1
χ
〈r,c
(c)
k+1
〉
(
〈δf, c(c)k+1〉
)
=
Nk+1∏
c=1
δG
(
〈δf, c(c)k+1〉
)
=
Nk+1∏
c=1
δG
(
〈f, ∂c(c)k+1〉
)
(3.5)
The orthogonality of the characters, (2.11), were used to obtain the second equality. These
constraints are the usual local Bianchi constraints which forces the gauge connection to
2A similar trick was used for gauge theories in the continuum [12] and gauge/spin models on the lattice
in [13].
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be flat modulo harmonic pieces. Another interpretation of these constraints is that within
every (k + 1)-cell a monopole like object can appear these constraints force the charges to
be quantized. For a spin model this corresponds to the quantization of the vortex fluxes
(the sum of the vector field around a plaquette is quantized). For a gauge theory it is the
quantization of the monopoles charge (the sum of the field-strength around an elementary
cube is quantized). These latter two examples were noted in the work of [12, 13].
Let us now turn to the topological constraints. The factorization properties, (2.10), and
orthogonality relations, (2.11), once again lead to a drastic simplification of the expression,
Π2(f) =
Ak∏
a=1
∑
na∈G∗⊥H∗a
χna (〈f, ha〉) =
Ak∏
a=1
δ(G∗⊥H∗a)∗ (〈f, ha〉) (3.6)
These constraints are the lattice analogs of holonomy constraints, in the continuum they
would correspond to constraints on the integral of the field-strength around the canonical
cycles of the manifold. We will refer to these constraints as global Bianchi constraints as
in the original work of [12, 13] (which obtained similar results for spin models and gauge
theories without the use of topology and did not include the sums over sectors). These
constraints force quantization conditions on the global charges around the non-contractable
k-cycles of the lattice.
As mentioned previously, the standard models correspond to choosing {Ha = {e}}, this
implies that the local and global charges satisfy the same quantization conditions. By making
different choices for {Ha} it is possible to introduce fractional charges in the system. This
will be discussed in detail in the next section. Before closing this section, insert the two
constraints, (3.6) and (3.5), into (3.2) to obtain the full field-strength formulation of the
model,
Z =
∑
f∈Ck(Ω,G)
Nk∏
p=1
Bp
(〈
f, c
(p)
k
〉) Nk+1∏
c=1
δG
(
〈δf, c(c)k+1〉
) Ak∏
a=1
δ(G∗⊥H∗a)∗ (〈f, ha〉) (3.7)
Notice that if d = k the local Bianchi constraints are absent and the field-strength variables
are constrained only through the global constraints. In section 5.3 this fact will be used to
obtain explicit expressions for arbitrary correlators in dimension d = k.
3.2 The Role of Summing Over Topological Sectors
In section 2.4 we introduced several self-dual spin models by making various choices of the
groups G and {Ha}. In particular consider the example where Ω is a square triangulation
of an orientable two-manifold of genus g, G = ZZ2 and Ha = ZZ2 for the a cocycles (the
generators which wrap around the handles “vertically”) and Ha = {e} for the b cocycles
(the generators which wrap around the handles “horizontally”), also choose the standard
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Ising Boltzmann weights. To obtain the field-strength formulation we must find the cycles
dual to the cocycles which are summed over and impose the (G∗ ⊥ H∗a)∗ constraints on them.
Firstly, consider the b cocycles, the a cycles are dual to these and thus have (G∗ ⊥ H∗a)∗ =
(ZZ2 ⊥ {e})∗ = ZZ2 constraints on the coefficient group. The a cocycles are dual to the b
cycles, consequently the constraints on those cycles will be ZZ2 ⊥ ZZ2 = {e}, i.e. there are
no constraints along those cycles. The partition function can then be written in terms of
the field-strengths as follows,
Z =
∑
{fl=±1}
∏
〈ij〉∈Ω
eβf〈ij〉
∏
✷∈Ω
1
2
1 +∏
l∈✷
fl
 g∏
a=1
1
2
1 + ∏
l∈γ2a
fl
 (3.8)
The explicit form of a ZZ2-invariant delta function was used here. Recall that γa are the set
of k-cells which define the generator of the homology group. In this instance γa correspond
to the set of links forming the a-th non-contractable loop around the handles of the lattice
(a = 1, . . . , 2g). The set {γ2a : a = 1, . . . , g} contain the a cycles, and {γ2a−1 : a = 1, . . . , g}
contain the b cycles. The constraints in (3.8) imply certain restrictions on the vortices
in the model. The local Bianchi constraints force the vortex flux within each elementary
plaquette to vanish and the global Bianchi constraints force the global vortex flux to vanish.
However, since the global Bianchi constraints are only present for the a cycles, arbitrary
vortex configurations around the b cycles are allowed while the vortex flux must vanish
around the a cycles. This example serves to illustrate that including a sum over the entire
group along a particular cocycle removes the constraints on the global charges which wrap
around its dual cycle.
As a second illustration, consider the same lattice, but with groups G = lR and Ha = ZZ
for all cocycles. This model was also demonstrated to be self-dual in section 2.4. In terms of
field-strengths it is clear that since all cocycles have the same group then the global Bianchi
constraints force the global vortex fluxes to respect (lR∗ ⊥ ZZ∗)∗ = U(1) constraints. The
partition function reads,
Z =
∏
〈ij〉
∫
df〈ij〉
 ∏
〈ij〉∈Ω
B〈ij〉
(
f〈ij〉
) ∏
✷∈Ω
δ
∑
l∈✷
fl
 2g∏
a=1
∑
ma∈ZZ
δ
2pima −∑
l∈γa
fl
 (3.9)
The local Bianchi constraints imply that no vortex fluxes are allowed in the elementary
plaquettes, while the global Bianchi constraints forces the vortex fluxes around the cycles
of the lattice to be quantized in units of 2piZZ. This illustrates that when the topological
sectors are summed over a subgroup of the group in which the dynamical variables take
values in, then the global charges that arise are not completely free, but rather they are
forced to satisfy a relaxed quantization condition.
As a final example consider the case of a U(1) gauge theory on the lattice Ω. In the
present language this model is obtained by choosing G = U(1) and {Ha = {e}}. The field-
strengths in this case are dynamical plaquette valued fields. The local Bianchi constraints
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force the sum of the field-strength around each elementary cube to be 2pi× integer, and
correspond to the quantization of the monopole charges. Since (U(1)∗ ⊥ {e})∗ = U(1), the
global Bianchi constraints force the sum of the field-strength around all two-cycles of the
lattice to be 2pi× integer as well, and corresponds to the quantization of the global charges.
Consequently in a standard gauge theory all topological excitations are quantized by the
same fundamental charge, as one would expect. Now consider the case where one chooses
H1 = U(1), and the remaining Ha = {e}. Then the local charges remain quantized in units
of 2piZZ, while the global charge around the canonical two-cycle dual to the cocycle h1 is
completely free of constraints since (U(1)∗ ⊥ U(1)∗)∗ = {e}. Clearly, if more than one sector
is summed over the result simply generalizes. Let {Ha = U(1) : a ∈ B ⊂ 1, . . . , Ak} and
Ha = {e} otherwise, then using (3.7) the model in field-strength form is,
Z =
N2∏
p=1
∫ pi
−pi
dfp
2pi
Bp (fp)
N3∏
c=1
∑
m∈ZZ
δ
2pim−∑
p∈c
fp
 ∏
a/∈B
∑
m′∈ZZ
δ
2pim′ − ∑
p∈γa
fp
 (3.10)
In this case γa is the set of plaquettes which wrap around the a-th two-dimensional hole in
the lattice. The above form of the model should make it clear that including a sum over a
particular cocycle removes the quantization condition on the charges which are enclosed by
the cycle dual to it much like the liberation of the vortex quantization earlier.
One question remains: what happens if a sum over a proper subgroup of the full group, i.e.
Ha✁G, was included? Continuing with the example of U(1) gauge theory, take {Ha = ZZNa}.
Then the topological charge around the canonical two-cycle dual to the cocycle ha can contain
a fractional charge 2pi/Na × integer while the local charges are still quantized in units of
2piZZ. To see this notice that (U(1)∗ ⊥ ZZ∗Na)∗ = (ZZ ⊥ ZZNa)∗ = (Na)−1ZZ, so that the
field-strength formulation of this model is,
Z =
N2∏
p=1
∫ pi
−pi
dfp
2pi
Bp (fp)
N3∏
c=1
∑
mc∈ZZ
δ
2pimc −∑
p∈c
fp
 A2∏
a=1
∑
m′a∈ZZ
δ
 2pi
Na
m′a −
∑
p∈γa
fp
 (3.11)
We will use the fact that one can introduce different fractional charges around the various
cycles of the lattice to construct new self-dual models in the next section.
4 Fractionally Charged Self-Dual Models
In this section we will construct self-dual models which contain several distinct fractional
global charges. It will assume that the Boltzmann weight is chosen so that its character
coefficients have the same functional form as the Boltzmann weight itself. This allows us to
focus on the set of {Ha} which lead to self-dual models. It was shown in section 2.4 that on
a genus g surface, if Ha = G for all a cycles then a spin model on that surface is explicitly
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Figure 2: Constraints on the cocycles in the first diagram force constraints on the dual cycle
(shown by the dotted line), interpreting on the dual lattice leads to constraints on the cocycle
in the second diagram.
Spin Variable Coefficient of h1 Coefficient of h2
Original Model G H1 H2
Dual Model G∗ G∗ ⊥ H∗2 G∗ ⊥ H∗1
Table 1: Mixing of the coefficient group under duality for a spin model on a torus.
self-dual. In section 3.2 we pointed out that introducing such a sum over the entire group
releases the quantization condition on the topological charge around that cycle (see Eq.(3.8)).
It was also demonstrated in section 2.4 that the model with G = lR and Ha = ZZ for every
cycle on the surface was self-dual. In this case the local charges are forced to vanish, while
the global charges were quantized in units of 2piZZ (see Eq.(3.9)). The natural question to
ask is whether one can construct a self-dual model which has different global charges around
the various generators. In the next subsection we construct a collection of spin models in
two-dimensions which have such a distribution of fractional charges. In addition, we will
construct gauge theories in four dimensions which have different fractional charges around
the various two-cycles of the lattice.
4.1 Spin Models
As a first example consider a spin model on a torus with G = ZZP , this forces H1 = ZZM and
H2 = ZZN for some integers N andM . It is clear that in order forHa to act freely on G, N and
M must be factors of P . Table 1 contains the transformations of the coefficient groups under
duality. It is obtained as follows, let {h1, h2} be the generators of H1(Ω,G) (see Figure 2), h1
consists of the set of links wrapping around the short direction in the first diagram, and h2 is
the set of links wrapping around the long direction in the second diagram. According to the
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dual construction: the dual to h1, h1, is forced to have coefficient group G∗ ⊥ H∗1 = ZZP/M .
Interpreting h1 on the dual lattice leads to an object which is isomorphic to the generator
h2 (see Figure 2). Repeat the above, starting with the generator h2 and combining the two
results imply that under duality H1 = ZZM → ZZP/N and H2 = ZZN → ZZP/M . Searching
for self-dual models then leads to two linearly dependent equations, which leaves two of the
three variables M,N, P undetermined. It is clear that P =MN is the most general solution
which leaves Ha invariant. The partition function in terms of field-strengths is easily written
down,
Z =
∑
{fl=0,...,MN−1}
∏
〈i,j〉∈Ω
B
(
f〈i,j〉
) ∏
p=✷∈Ω
∑
mp∈ZZ
δ
2pimpMN −∑
l∈✷
fl

 ∑
m′1∈ZZ
δ
2pim′1M −∑
l∈γ1
fl
 ∑
m′2∈ZZ
δ
2pim′2N −∑
l∈γ2
fl
 (4.1)
Consequently, the model has local charges which are quantized in units of 2piMN while the
global charge around the cycle h1 is quantized in units of 2piM and around the cycle h2
is quantized in units of 2piN . This is the first illustration of a model in which the global
charges are unrelated to one another, yet the model is explicitly self-dual. This idea can be
generalized to the case of an orientable surface of genus g. Simply choose G = ZZNM and
Ha = ZZN for the a cycles and Ha = ZZM for the b cycles. This choice is invariant since
starting with an a cocycle (b cocycle) and then imposing the constraints on the dual b cycle
(a cycle) and finally interpreting the cycle on the dual lattice leads to a cocycle isomorphic
to the b cocycle (a cocycle) around the same handle as the original a cocycle (b cocycle). In
other-words the duality transformations only serve to mix the groups within each handle.
Since we have proven that the case of a single handle can be made duality invariant, this
argument demonstrates that the model on the genus g surface is also duality invariant.
4.2 Gauge Theories
For gauge theories a similar analysis can be carried out. In this case the dimension of the
lattice has to be four. We will consider two lattices which produce self-dual models with
multiple fractional charges, there are of course many more. The first example is a lattice
with the topology of S2 × S2. Firstly H2(Ω,G) ∼= G ⊕ G and the generators are given by
the sets of plaquettes which encases one of the two-spheres. The generators of H2(Ω,G) are
then the plaquettes which are dual to those surfaces, which can be thought of as plaquettes
perpendicular to the two-sphere (of course this is in four dimensions). Table 1 still holds in
this situation, where h1 and h2 are taken to be the appropriate generators, and G is now
the gauge-group rather than the spin group. Consequently, as in the last section, choosing
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Coefficient Group of
Gauge Group h1 h2 h3 h4 h5 h6
Original Model G H1 H2 H3 H4 H5 H6
Dual Model G∗ G∗ ⊥ H∗2 G∗ ⊥ H∗1 G∗ ⊥ H∗4 G∗ ⊥ H∗3 G∗ ⊥ H∗6 G∗ ⊥ H∗5
Table 2: Mixing of the coefficient group under duality for a gauge theory on T 4. See the
text for description of hi.
G = ZZNM , H1 = ZZM and H2 = ZZN leads to an explicitly self-dual model containing distinct
fractional charges around the two cycles of the lattice.
As a second example consider the lattice with the topology of T 4 = S1×S1×S1×S1. In
this case there are six generators of the homology and cohomology: H2(Ω,G) ∼= H2(Ω,G) ∼=
⊕6a=1G. The homology generators are the plaquettes which make up the
(
4
2
)
possible tori
constructed out of the four circles, and as usual the cohomology are the dual to those.
Six coefficient groups must then be specified to define the model. However, just as in the
spin model on the genus g surface, the generators form pairs, which under duality only
communicate within each pair. This feature is a result of Poincare-duality. For example, the
cocycle corresponding to the torus formed by the first two circles will force the coefficient
group of the cycle corresponding to the torus formed by the last two circles to be G∗ ⊥
H∗1. Interpreting this cycle on the dual lattice leads to a cocycle which is isomorphic to
the generator corresponding to the torus formed by the last two circles. Consequently,
the transformations of the coefficient group can be summarized as in Table 2 where the
cohomology generators hi are dual to the following generators of the homology: h1 ∼ {1, 2},
h2 ∼ {3, 4}, h3 ∼ {1, 3}, h4 ∼ {2, 4}, h5 ∼ {1, 4} and h6 ∼ {2, 3}. The notation ha ∼ {i, j}
means that two-cycle consists of plaquettes which wrap around the torus formed by the i-th
and j-th circle. It should be clear from the examples that under the duality h2a (h2a−1)
forces constraints on h2a+1 (h2a) and then interpretation on the dual lattice implies that
constraints are forced on h2a−1 (h2a) and one finds the situation depicted in Table 2. At the
level of the coefficient groups, the present case is identical to the spin model on a surface of
genus 3. This implies that choosing G = ZZMN , H2a−1 = ZZN and H2a = ZZM , a = 1, 2, 3 (one
could also mix N and M for different values of a) leads to self-dual models with different
fractional charges around the various cycles of the lattice.
These examples do not by any means exhaust the possible models which exhibit self-
duality with several fractional charges. They do serve to illustrate the canonical situations
in which they appear however. It is not entirely clear what physical situations in which
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such models would arise, however, the fact that they are explicitly self-dual warrants some
interest on its own.
5 Correlators
Duality not only relates two partition functions to one another, it also relates the disorder
and order correlators in the theory and its dual. The focus of this section will be to obtain
expressions for the correlators in the original model in terms of correlators in the dual
theory. As a consequence of this rewriting, correlators in models in dimension d = k can be
computed explicitly. Also, a vanishing correlator theorem will be proven for a certain subset
of correlators.
An order or disorder correlator is defined through the following statistical sum,〈∏
p∈γ
χs
(
〈σ, ∂c(p)k 〉
)〉
≡ 1
Z
∑
{na∈Ha}
∑
σ∈Ck−1(Ω,G)
∏
p∈γ
χs
(
〈σ, ∂c(i)k 〉
)
Nk∏
p=1
Bp
(〈
(δσ + nah
a) , c
(p)
k
〉)
(5.1)
where Z is the partition function (2.8), and γ is a collection of k-cells on the lattice. Particular
choices of γ lead to the order or disorder correlators.
The order correlator is defined by choosing γ, on the original lattice, such that it spans
an arbitrary arc-wise connected k-dimensional surface with boundary. Define the chain
Γ ≡ ∑p∈γ c(p)k , then consider the boundary of this chain ∂Γ = ∑l∈∂γ c(l)k−1. In general this
will consist of several disconnected components, denote this set of boundaries by {Bi =∑
l∈(∂γ)i c
(l)
k−1} with i = 1, . . . , b. Then (5.1) is the order correlator of {Bi}. One can see this
explicitly by using the factorization properties of the characters, (2.10), to show that,
∏
p∈γ
χs
(
〈σ, ∂c(p)k 〉
)
= χs (〈σ, ∂Γ〉) =
b∏
i=1
χs (〈σ,Bi〉) =
b∏
i=1
χs
 ∑
l∈(∂γ)i
σl
 (5.2)
Consider the case of a spin model (k = 1), one example of an order correlator is given by
taking γ to be a set of links running between site i and site j then the correlator is,〈∏
p∈γ
χs
(
〈σ, ∂c(p)k 〉
)〉
= 〈χs(σi)χ−s(σj)〉
which is the usual two-point function between sites i and j.
Disorder correlators are defined by considering a correlator in the dual model and then
re-interpreting it back on the original lattice. Let γ∗ be a collection of (d − k)-cells on the
dual lattice (notice that d − k ≥ 0 since the models we consider interact on the k-cells of
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γ∗
∗ ∗
δγγ
γ∗
Figure 3: The relation between disorder and order correlators in a 2-D spin system. The
top diagram shows a curve which defines the 2-point correlation function on the dual lattice,
while the bottom diagram is the collection of links which give the disorder correlator.
the lattice) which forms an arc-wise connected (d − k)-dimensional surface with boundary.
This could be used to define a correlator in the dual theory. Instead consider the collection
of k-cells on the original lattice which are dual to these (d − k)-cells, denote this collection
by γ. It should be clear that γ does not form an arc-wise connected k-dimensional surface,
rather it forms a collection of disconnected k-cells. Let {B∗i } be the collection of (d− k− 1)-
cells which form the boundaries of γ∗ on the dual lattice, and denote by Bi the collection of
(k+1)-cells on the original lattice dual to B∗i . The correlation function (5.1) with the above
choice for γ is the disorder correlator of the collection of (k + 1)-cells {Bi}. It is possible to
obtain {Bi} directly from γ since {B∗i } are the boundaries of γ∗ on the dual lattice and {Bi}
are the set of (k + 1)-cells forming the coboundary of γ on the original lattice. There is no
simplification of the disorder correlators as there was for the order correlators (5.2).
As an example, consider the case of the Ising model in two dimensions. A correlation
function is labeled by a set of links which start at site i and end at site j (see the top left
diagram in Figure 3). A disorder operator on the dual lattice is obtained by interpreting the
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γγ δγ
* *γ
Figure 4: The relation between disorder correlators in a 3-D spin system and Wilson loops
in a 3-D gauge theory. The top diagram is the surface which defines the two Wilson loops at
its ends, and the lower diagram is its dual - a collection of links whose coboundary produces
the disorder variables in the spin model.
set of links joining site i to site j on the dual lattice. This corresponds to the links displayed
in the bottom left diagram in Figure 3. Inserting the characters along each link in that
diagram into the partition function computes the correlator of the two disorder operators
shown in the diagram on the bottom right. Notice that they are dual to the two site variables
in the top right.
As a second example consider a spin model in three dimensions. The correlator is as
usual given by a set of links joining site i and site j. A disorder correlator on the other hand
is obtained by consider a set of plaquettes forming a surface on the dual lattice. We will take
the example of a cylindrical like surface (see the top left diagram in Figure 4). Interpreting
the surface back on the original lattice leads to a set of links forming cross like shapes (see
the bottom left diagram in Figure 4). Inserting the set of characters for these links into
the partition function computes the correlator of the set of disorder variables shown in the
bottom right diagram of Figure 4. Once again they are dual to the correlator on the dual
lattice, which in this case is the correlator of two Wilson loops.
In the remainder of this section we will demonstrate how the duality relations found
in section 2.3 relates order and disorder operators. We will show that there is a class of
correlators which vanish identically on topological grounds alone. Duality is in fact even
more powerful, and in certain dimensions it allows one to obtain the correlation function of
an arbitrary set of operators explicitly. Several explicit examples will be explored at the end
of the section.
5.1 General Formalism
In the previous section the correlators were defined by inserting characters, in a particular
fixed representation, on a collection of k-cells, γ. It is however unnecessary to fix the repre-
sentations on all of the cells of γ, one can allow the representations to vary over the k-cells
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of γ. In fact, it is possible to compute such correlators explicitly in d = k dimensions. That
computation will be carried out shortly after the general case has been worked out.
Here, we will consider a general correlator defined by an arbitrary collection of k-cells
denoted by γ and a set of representations {Sp ∈ G∗} for all p ∈ γ. These correlators include,
but are not limited to the order and disorder correlators mentioned earlier. The correlator
is defined much like (5.1),
W ({Sp}) ≡
〈∏
p∈γ
χSp
(
〈δσ, c(p)k 〉
)〉
=
1
Z
∑
{na∈Ha}
∑
σ∈Ck−1(Ω,G)
∏
p∈γ
χSp
(
〈δσ, c(p)k 〉
) Nk∏
p=1
Bp
(〈
δσ + nah
a, c
(p)
k
〉)
(5.3)
where Z is of course the partition function (2.8). The dual transformations on this correlator
can be carried out in a rather trivial manner. Firstly, let γs denote the set of k-cells with
representation s, so that ∪sγs = γ. If γs has no boundary the correlation function of γs
reduces to the partition function. This can be seen from (5.2). Consequently, we restrict the
discussion to the case where γs has a boundary for every s. In that case, the product over
characters can be trivially absorbed in a redefinition of the Boltzmann weight,
Bp
(
〈δσ + naha, c(p)k 〉
)
→ Bp
(
〈δσ + naha, c(p)k 〉
)
χSp
(
〈δσ, c(p)k 〉
)
=
1
|G|
∑
rp∈G∗
bp(〈r, c(p)k 〉)χ〈r,c(p)
k
〉
(〈δσ + naha, c(p)k 〉)χ〈S,c(p)
k
〉
(〈δσ, c(p)k 〉)
=
1
|G|
∑
rp∈G∗
bp(〈r − S, c(p)k 〉)χ〈r,c(p)
k
〉
(〈δσ + naha, c(p)k 〉) (5.4)
for all p ∈ γ and we have defined the k-chain S ≡ ∑s Ss = ∑p∈γ Sp c(p)k . The last equality in
(5.4) was obtained by using the factorization properties of the characters, (2.10), and then
shifting r. Although the two arguments of the characters in the second line appear to be
different, this difference vanishes for p ∈ γ because one can always arrange for the generators
of the cohomology to have no overlap with the cells of γ. To be precise 〈S, ha〉 = 0 since a
non-vanishing inner product implies that S contains an element of the homology group, but
this contradicts the assumption that all γs have a boundary.
With this shift in the Boltzmann weights the dual correlator is trivial to obtain, simply
use (2.18) with the appropriate character coefficients.
W ({Sp}) = 1
Z
∑
{n˜a∈G∗⊥H∗a}
∑
r∈Cd−k−1(Ω∗,G∗)
N ∗
d−k∏
p=1
bp
(〈
δr − S∗ + n˜ah∗a, c∗(p)d−k
〉)
(5.5)
The normalizing partition function, Z, should be evaluated in its dual form (2.18) so that
the factors of the group volume that were left out to avoid clutter throughout, do not spoil
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the equality. Also, S∗ is the dual to S, obtained by interpreting the set of k-cells, γ, on the
original lattice as a set d − k cells, γ∗, on the dual lattice and defining S∗ = ∑p∈γ∗ Sp c∗(p)d−k.
It should be clear that if γ was chosen to define an order correlator, then (5.5) is a disorder
correlator in the dual variables thus establishing the connection between strong and weak
coupling, and order and disorder variables.
There is a class of correlators which this formalism does not include. These correlators
correspond to inserting characters along a set of (k − 1)-cells which form a closed sheet
wrapping around a non-trivial (k − 1)-cycle of the lattice. For example, a gauge theory on
S1 ×M, where M is a contractable space, has a Wilson loop which wraps once around the
compact direction. This set of links is not the boundary of a two-dimensional sheet and
hence cannot be written in the form (5.3). However, in the next section we will demonstrate
that such correlators vanish identically.
5.2 The Vanishing Correlator
We now prove a powerful theorem, concerning the vanishing of certain correlators in a
statistical model. The physical interpretation of the theorem will be explained, and some
interesting applications will be given shortly.
Theorem: Let γ be a collection of (k − 1)-cells with zero boundary and {Sl ∈ G∗} a
collection of representations labeled by l ∈ γ. If S ≡ ∑l∈γ Sl c(l)k−1 is a representative element
of Hk−1(Ω,G∗) then the following correlator vanishes identically,
W (γ) ≡
〈∏
l∈γ
χSl (σl)
〉
=
1
Z
∑
{na∈Ha}
∑
σ∈Ck−1(Ω,G)
∏
l∈γ
χSl
(
〈σ, c(l)k−1〉
) Nk∏
p=1
Bp
(
〈δσ + naha, c(p)k 〉
)
where Z is given by Eq.(2.8).
Proof: Introduce the character expansion of the Boltzmann weights, so that every k-cell
carries an irreducible representation, G∗, of the group G. Encode this information into a
k-chain denoted by r and re-order the sum. The result is,
W ({Sp}) =
∑
r∈Ck(Ω,G∗)
Nk∏
p=1
bp(〈r, c(p)k 〉)
∑
{na∈Ha}
∑
σ∈Ck−1(Ω,G)
∏
l∈γ
χSl
(
〈σ, c(l)k−1〉
) Nk∏
p=1
χ
〈r,c
(p)
k
〉
(
〈δσ + naha, c(p)k 〉
)
(5.6)
where b(r) are the character coefficients of the Boltzmann weights given in (2.9). Using
(2.13) and the factorization properties of the characters, (2.10), one finds that the sum over
σ and {na} reduces,
∑
na,σ
. . . =
∑
σ∈Ck−1(Ω,G)
∏
l∈γ
χSl
(
〈σ, c(l)k−1〉
) Nk−1∏
l=1
χ
〈∂r,c
(l)
k−1〉
(
〈σ, c(l)k−1〉
) ∑
{na∈Ha}
Ak∏
a=1
χ〈∂r,ha〉 (na)
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Figure 5: This diagram depicts the set of plaquettes which are used in the computation of
the correlator between the two Wilson loops on its boundary.
=
∑
σ∈Ck−1(Ω,G)
Nk−1∏
l=1
χ
〈∂r+S,c
(l)
k−1〉
(
〈σ, c(l)k−1〉
) Ak∏
a=1
∑
na∈Ha
χ〈∂r,ha〉 (na)
=
Nk−1∏
l=1
δG∗
(
〈∂r + S, c(l)k−1〉
) Ak∏
a=1
δH∗a (〈∂r, ha〉) (5.7)
where we have used the orthogonality of the characters, (2.11), to obtain the last equality.
If S is a representative element of Hk−1(Ω,G∗) then the first delta function is forced to
vanish, since by definition there exists no k-chain r whose boundary equals an element of
the homology group. Thus, the correlator (5.2) vanishes ✷.
This rather general theorem has some interesting physical consequences. Consider for
example a spin model (k = 1) in arbitrary dimensions and compute the correlator of an
odd number of characters. This vanishes identically from symmetry reasons alone, however,
from the point of view of the above theorem it vanishes since an odd number of points is
homologous to a single point, and hence is a representative element of H0(Ω,G∗) and thus
must vanish on topological grounds. A more interesting application of the theorem is to
consider a gauge theory (k = 2) on a manifold which has one compact direction, and compute
the Wilson loop around that compact direction in representation s. This loop is clearly a
representative of H1(Ω,G∗) and thus the Wilson loop correlator must vanish identically.
Although this result can be reasoned from symmetry arguments, it seems somewhat more
illuminating to see how it follows from purely topological requirements. It is interesting to
note that if one were to compute the correlator of two Wilson loops wrapped once around
the compact direction with conjugate representations (i.e. one with representation s and the
other with representation −s) it does not vanish. The reason is because the k-chain S =
s(
∑
l∈γ1 −
∑
l∈γ2) is the boundary of a sheet formed between the two loops, S = s ∂
∑
p∈Γ c
(p)
2
where Γ is set of plaquettes connecting one loop to the other (see Figure 5), and is hence
not a representative of H1(Ω,G∗). In fact, since the correlator is reduced to a correlator
for plaquette valued objects one can use the results of section 5.1 to complete the duality
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transformation. We mention this since if the distance between the two loops is taken to zero
such a correlator corresponds to the computation of a single Wilson loop correlator in the
adjoint representation which in a non-Abelian theory does not vanish. In general there are
only two fundamentally different types of correlators, those that can be written in terms of
the boundary of a higher dimensional surface, which we have shown how to compute in the
previous section, and those that form representative elements of the homology group, which
has been demonstrated to vanish.
5.3 Correlators in d = k dimensions
Since we have established that a non-vanishing correlator is of the general form (5.3), and
its dual formulation (5.5), in this section we deal only with those cases. It is possible to
obtain an explicit form for these correlators in d = k dimensions solely in terms of the
topological properties of the lattice. The reason is as follows: in performing the duality
transformations the constraints (2.14) must be solved, however, in dimensions d = k the
most general solution to the first set of constraints in (2.14) is r = h ∈ Hd(Ω,G∗) because
there are no (d+1)-chains on a d-dimensional lattice. Consequently, the dual theory contains
only topological fluctuations. This sort of trivialization of the problem can also be seen from
the point of the view of the field-strength formulation (3.7). In dimensions d = k the local
Bianchi constraints are absent rendering the dynamical fields locally free while constraining
them only globally. Of course the form of the dual correlator (5.5) implies this trivialization
as well, since when d = k the dynamical field σ is a (−1)-chain, which of course has only
the identity element, the only sums that remain are those over {n˜a}. It is trivial to write
down the correlators in these dimensions, and they consists of only a finite number of sums
(or integrals if the dual group is continuous),
W ({Sp}) =
∑
{n˜a∈G∗⊥H∗a}
∏N ∗0
p=1 bp
(〈
n˜ah
∗a − S∗, c∗(p)0
〉)
∑
{n˜a∈G∗⊥H∗a}
∏N ∗0
p=1 bp
(〈
n˜ah∗a, c
∗(p)
0
〉) (5.8)
here {h∗a} are the set of generators of H0(Ω∗,G∗) which are dual to the generators of the
homology group Hd(Ω,G∗). In the next two sections we will use this formula to compute
some non-trivial correlators in a spin model on an arbitrary graph and a gauge theory on an
arbitrary orientable two-dimensional Riemann surface. These results have straightforward
generalizations to the higher dimensional cases.
5.4 Spin System Case
In this section the computation of correlators in a spin model on a 1-dimensional graph
using (5.8) will be carried out. Let Ω be a one dimensional graph, and let {h∗a} denote
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Γ∗1 1Γ Γ2
∗Γ2
Figure 6: A one dimensional graph and its dual. The middle diagram depicts the original
lattice, and Γi are the set of links contained in the corresponding loop. The end diagrams
depict the dual lattice, and the shaded sites are the duals to Γi, Γ
∗
i ,which generateH
0(Ω∗,G∗).
the generators of H0(Ω∗,G∗). To attach a physical meaning to these generators consider the
generators of H1(Ω,G∗) and then re-interpret them on the dual lattice. It should be obvious
that H1(Ω,G∗) is generated by the set of links which form closed loops on the graph (take
only an independent set of these generators). Figure 6 is an illustrative example of how this
works. In general the generators of H0(Ω∗,G∗) are ha = ∑i∈Γ∗a C(i)0 where Γ∗a (a = 1, . . . , A)
is a collection points, on the dual lattice, which are dual to a set of links that form a closed
loop on the original lattice. It is easy to convince oneself that the coboundary of ha vanishes,
and since there are no lower dimensional chains this is an element of the cohomology. As
long as the set of loops are independent then these generators form a complete set.
The correlation function is defined via a set of links on the original lattice, γ, and repre-
sentations, {Sl}, for every link. When γ is interpreted on the dual lattice it corresponds to
a set of points, γ∗. Let γ∗a denote the set of points in γ
∗ that are contained in Γ∗a (i.e. the
set of points dual to the set of links contained in the a-th loop of the original lattice). Also,
let {S∗i } denote the collection of representations on the dual sites, and define the 0-chain
S∗a ≡
∑
i∈γ∗a
S∗i c
∗(i)
0 . Applying the dual formulation of the correlator (Eq.(5.8)), represented
by γ gives,
W ({Sp}) =
A∏
a=1

∑
n˜a∈G∗⊥H∗a
∏
i∈Γ∗a
bi
(
na −
〈
S∗a , c∗(i)0
〉)
∑
n˜a∈G∗⊥H∗a
∏
i∈Γ∗a
bi (n˜a)
 (5.9)
We have made the assumption that the generators have no overlap, i.e. Γa ∩Γb = ∅ if a 6= b.
It is not difficult to include the cases where there are overlaps, however, this only serves to
complicate the final sums over {na}. It is possible to simplify the summations in the above
expression only once the Boltzmann weights are specified. A convenient example is furnished
by choosing G = U(1) and the Villan form for the Boltzmann weight, so that,
bi(n˜) =
1√
2piβ
exp
{
− 1
2β
n˜2
}
(5.10)
The sums over n˜a can now be performed in terms of well known special functions, the Jacobi
Theta function [17]. To perform the sum it is also necessary to specify {Ha}. Since G was
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taken to be U(1) this forces Ha to be a cyclic group, ZZNa . Inserting the above ansatz into
Eq.(5.9) one finds,
W ({Sp})
=
A∏
a=1
exp
− 12β ∑i∈γ∗a S
2
i

∑
n˜∈ZZ exp
{
−(2β)−1N∗0,aN2a n˜2 + β−1Nan˜
∑
i∈γ∗a
Si
}
∑
n˜∈ZZ exp
{
−(2β)−1N∗0,aN2a n˜2
}

=
A∏
a=1
exp
− 12β
∑
i∈γ∗a
S2i −
1
N ∗0,a
∑
i∈γ∗a
Si
2


θ3
(
2β
N2aN
∗
0,a
;− 1
NaN ∗0,a
∑
i∈γ∗a
S∗i
)
θ3
(
2β
N2N ∗0,a
; 0
)
(5.11)
Here N ∗0,a denotes the number of sites on the dual lattice contained in Γ∗a. This general
formula is not extremely illuminating, however, it reduces to a reasonable form for the two
point function. In that case γ consists of a set of links which form a single continuous path
from point i to j on the lattice and the representations on those links are all taken to be
labeled by s. Then the above expression reads,
W ({s}) =
A∏
a=1
exp
{
− s
2
2β
L(γ∗a)(N ∗0,a − L(γ∗a))
N ∗0,a
} θ3 ( 2βN2aN ∗0,a ;− s L(γ∗a)NaN ∗0,a
)
θ3
(
2β
N2aN
∗
0,a
; 0
)
 (5.12)
where L(γ∗a) is the number of dual sites (links) contained in γ
∗
a (γa) and counts the number
of links that the path γ crossed in going through the a-th loop of the graph. Notice that the
overall exponential factor is explicitly invariant under,
L(γ∗a)→ N ∗0,a − L(γ∗a) (5.13)
This symmetry implies that the overall factor is not affected by which path one took in
going through a loop. However, the theta-function contributions are invariant only under
an integer shift in the second parameter. Write s = s1 + Ns2 where s1 ∈ {0, . . . , N − 1},
s2 ∈ ZZ and N is the lowest common factor of {Na}. It is clear that under the transformation
(5.13), the theta function is invariant only if s1 = 0. In general for a fixed s2 there are N
inequivalent sectors of the model, each sector transforms differently under the transformation
(5.13). The appearance of these sectors can be traced back to the discussion in section 3.2. It
was pointed out there that performing the sum over topological sectors, {na}, in a subgroup
of the gauge group introduces fractional global charge into the system. In computing the
two-point function one is forced to introduce a set of links forming a path with two end
points. Naively, the choice of path has no effect on the correlator, however, due to the
existence of fractional charge in the system there are lines of flux which pierce through the
path. Consequently, a different choice of path carries a different amount of fractional charge,
leading to a non-trivial transformation of the correlator under the transformation (5.13).
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Only when the representation of the path respects the n-ality of the global charges can the
system be symmetric under (5.13). This requirement forces the representation s to be an
integer multiple of the lowest common multiple of the global charges which it is exposed to.
5.5 Gauge Theory Case
We now consider an Abelian gauge theory (k = 2), with gauge group G, on an arbitrary
orientable two-dimensional Riemann surface. Let Ω be a discretetization of this manifold.
Since the generator of the second homology group is the entire surface, this implies that
H0(Ω,G∗) has one generator which is given by h = ∑i∈Ω∗ c∗(i)0 . The correlator (5.3) then
reduces to,
W ({Sp}) =
∑
n˜∈G∗⊥H∗
∏N ∗0
i=1 bi
(
n˜−
〈
S∗, c
∗(i)
0
〉)
∑
n˜∈G∗⊥H∗
∏N ∗0
i=1 bi (n˜)
(5.14)
As in the last section consider G = U(1), H = ZZN and the Boltzmann weight in Villan form
(5.10). Then Eq.(5.14) reduces to,
W ({Sp}) = exp
− 12β
∑
i∈γ∗
(S∗i )
2 − 1N ∗0
∑
i∈γ∗
S∗i
2


θ3
(
2β
N2N ∗0
;− 1
NN ∗0
∑
i∈γ∗ S
∗
i
)
θ3
(
2β
N2N ∗0
; 0
) (5.15)
The simplest correlator in a gauge theory is a (filled) Wilson loop, in which γ is a collection of
adjacent plaquettes and {Sp = s} (the two loops in Figure 5 is one such example). Equation
(5.15) then becomes,
W ({s}) = exp
{
− s
2
2β
A(γ∗)(N ∗0 − A(γ∗))
N ∗0
}
θ3
(
2β
N2N ∗0
;−s A(γ∗)
NN ∗0
)
θ3
(
2β
N2N ∗0
; 0
) (5.16)
Here A(γ∗) denotes the number of dual sites (plaquettes) contained in γ∗ (γ). Just as in the
spin model case the exponential is invariant under the following transformation,
A(γ∗)→ N ∗0 −A(γ∗) (5.17)
This symmetry implies that the exponential part of the correlation function does not distin-
guish between what is consider the inside or outside area of the Wilson loop. Notice that in
the limit in which the area of the surface becomes infinite while the area of the Wilson loop
remains finite (A(γ∗)/N ∗0 → 0) the exponential reduces to the familiar area law. However, if
the ratio of the number of plaquettes in the Wilson loop and the total number of plaquettes
on the manifold is kept fixed (A(γ∗)/N ∗0 = const.) as the number of plaquettes is taken to
infinity, so that one reproduces the continuum limit, then there are finite size corrections
given both by the theta-function and the overall exponential.
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As in the spin model scenario, the theta-function does not respect the symmetry (5.17) in
general. The generic case has s = s1+Ns2 where s1 ∈ {0, . . . , N − 1} and s2 ∈ ZZ, if s1 6= 0
the system distinguishes between inside and out of the loop, just as in the one-dimensional
spin model. The reasoning follows through much like it did there. The fractional charge
induces a flux which is incompatible with the representation (unless s = NZZ) and as such a
different choice of surface carries a different amount of flux. The N different sectors are once
again seen to give rise to N different transformations of the correlator under (5.17). This
bears a strong resemblance to the appearance of theta sectors in non-Abelian gauge theories.
It indicates that there is a strong connection between theta sectors in a non-Abelian theory,
and the topological sectors in an appropriate Abelian model on a topologically non-trivial
manifold.
Before closing we would like to illustrate how one can include direct product groups
in a rather trivial manner. As an example consider the case in which the gauge group
G = ⊕ma=1U(1) and H = ⊕ma=1ZZNm. Also choose the heat kernel action,
bi((n˜
1, . . . , n˜m)) =
m∏
a=1
1√
2piβa
exp
{
− 1
2βa
(na)2
}
here {βa} are independent coupling constants. Since the gauge group is a product group it
is necessary to specify multiple representations of U(1) on every plaquette in γ, label these
representations by {Sap}. Since the Boltzmann weights have no cross terms the problem
factorizes and the correlation function is straightforward to write down,
W ({Sap}) =
m∏
a=1
exp
− 12βa
∑
i∈γ∗
(S∗ai )
2 − 1N ∗0
∑
i∈γ∗
S∗ai
2


θ3
(
2βa
N2aN
∗
0
;− 1
NaN ∗0
∑
i∈γ S
∗a
i
)
θ3
(
2βa
N2aN
∗
0
; 0
)

Once again consider the simplifying case of a filled Wilson loop in which {Sap = s} for all
p ∈ γ. The above expression then reduces to a product of factors like that appearing in
(5.16),
W ({s}) = exp
{
− s
2
2β˜N ∗0
A(γ)(N ∗0 − A(γ))
}
m∏
a=1
θ3
(
2βa
N2aN
∗
0
;−s A(γ)
NaN ∗0
)
θ3
(
2βa
N2aN
∗
0
; 0
)
 (5.18)
where β˜ =
∑m
a=1 β
−1
a . The invariance of this expression under A(γ) → N ∗0 − A(γ) depends
upon whether s is a representation which respects the n-ality of the fractional charge. In
this case only if s ∈ NZZ where N is the least common multiple of {Na} will the expression
be invariant under that symmetry.
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6 Conclusions
We have introduced some new statistical models in which a sum over various topological
sectors of the system were included. The dual model was constructed explicitly, and several
useful examples were presented, making connection with the usual notations and conven-
tions. Using this duality transformation the model was written in terms of the natural
field-strength variables which were found to be constrained by local and global Bianchi iden-
tities. This formulation of model was derived in a gauge-invariant manner and the sum over
the topological sectors were seen to introduce fractional charges along the non-trivial k-cycles
of the lattice. The fact that it is possible to introduce a sum over different groups for the dif-
ferent k-cycles was used to form self-dual models in which there were several distinct global
charges in the system. These are new self-dual models and the analysis of [18] could be used
to identify the self-dual points in these models as possible new critical points. Finally, the
duality transformations were carried out on correlation functions in various dimensions. We
proved that a certain subset of correlators vanished identically, in addition it was shown how
correlators in dimensions d = k are completely determined by the duality transformation in
terms of the topological modes of the theory.
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