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The diagonal Born-Oppenheimer correction (DBOC) stems from the diagonal second derivative coupling term
in the adiabatic representation, and it can have an arbitrary large magnitude when a gap between neighbour-
ing Born-Oppenheimer (BO) potential energy surfaces (PESs) is closing. Nevertheless, DBOC is typically
neglected in mixed quantum-classical methods of simulating nonadiabatic dynamics (e.g., fewest-switch sur-
face hopping (FSSH) method). A straightforward addition of DBOC to BO PESs in the FSSH method,
FSSH+D, has been shown to lead to numerically much inferior results for models containing conical intersec-
tions. More sophisticated variation of the DBOC inclusion, phase-space surface-hopping (PSSH) was more
successful than FSSH+D but on model problems without conical intersections. This work comprehensively
assesses the role of DBOC in nonadiabatic dynamics of two electronic state problems and the performance
of FSSH, FSSH+D, and PSSH methods in variety of one- and two-dimensional models. Our results show
that the inclusion of DBOC can enhance the accuracy of surface hopping simulations when two conditions
are simultaneously satisfied: 1) nuclei have kinetic energy lower than DBOC and 2) PESs are not strongly
nonadiabatically coupled. The inclusion of DBOC is detrimental in situations where its energy scale becomes
very high or even diverges, because in these regions PESs are also very strongly coupled. In this case, the true
quantum formalism heavily relies on an interplay between diagonal and off-diagonal nonadiabatic couplings
while surface hopping approaches treat diagonal terms as PESs and off-diagonal ones stochastically.
I. INTRODUCTION
The commonly used adiabatic representation defines
nuclear dynamics on multiple electronic surfaces that
are coupled through terms resulted from the nuclear ki-
netic energy operator acting on the Born-Oppenheimer
(BO) electronic wavefunctions.1 Kinetic energy coupling
between different BO electronic states gives rise to two
effects disappearing in the BO approximation: 1) Inter-
state (off-diagonal) derivative couplings are responsible
for transferring nuclear wavepackets between electronic
surfaces. 2) Second-order diagonal derivative terms,
hereon referred as diagonal Born-Oppenheimer correc-
tions (DBOCs), modify the BO PESs.2 Mathematically,
DBOC is a potential-like term and thus its addition
to BO PES seems very reasonable in consideration of
quantum nuclear dynamics. Without DBOC, BO ap-
proximation estimates for the system total energies are
not variational.3,4 In regions of close proximity of BO
PESs, DBOCs can become arbitrarily large, and a nu-
clear wavepacket travelling on modified PESs (such sur-
faces are usually called adiabatic surfaces) can undergo
very different dynamics compared to that on BO PESs.5
Generally, in nonadiabatic regions for adequate mod-
elling of true quantum nuclear dynamics in the adiabatic
representation, all terms related to potential and kinetic
energies as well as geometric phase appearing in conical
intersections must be taken into account.5
Often to address nonadiabatic dynamics in large sys-
tems mixed quantum-classical (MQC) methods such as
FSSH and Ehrenfest are adequate and computationally
feasible.6,7 Nuclear dynamics in these methods is simpli-
fied to the classical level and is governed by forces ob-
tained from variously defined electronic surfaces. A nat-
ural question in this context is whether adding DBOC
to electronic surfaces can improve the performance of
these methods? A nontrivial character of this ques-
tion is related to the fact that in MQC methods we do
not have quantum nuclear wavepackets. Thus, although
DBOC is necessary for the correct dynamics of nuclear
wavepackets, it may not necessarily improve dynamics of
classical particles. Indeed, for conical intersection prob-
lems, a straightforward addition of DBOC to BO PESs
in the FSSH method was found to be detrimental for
dynamics.8 In further discussion we will refer to this mod-
ification of FSSH as FSSH+D. Moreover, in the Ehren-
fest method, DBOC inclusion breaks down the invariance
of the approach with respect to the adiabatic-to-diabatic
electronic basis transformation. One of the reasons why
DBOC is detrimental in CI problems is the absence of ex-
plicit account of the geometric phase in MQC methods.8
However, not all problems have CIs that affect nonadi-
abatic dynamics, therefore including DBOC in surface
hopping approaches for non-CI problems may have its
benefits and has been advocated in Ref. 9 and 10.
Recently, Shenvi proposed an alternative to FSSH, the
phase-space surface-hopping (PSSH) method.10 The key
idea behind PSSH is the use of phase-space surfaces that
incorporate both DBOC and first derivative couplings. It
was deemed that such surfaces would be coupled weaker
than corresponding BO PESs in FSSH. On a few one-
dimensional model systems it was shown that PSSH per-
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2forms very well and generally better than FSSH+D. Sur-
prisingly, no comparison of PSSH results with those of the
original FSSH method has been done. Also, the PSSH
method have not been tried in situations when DBOC is
very large or diverging (e.g., conical intersections).
In this work we would like to assess whether includ-
ing DBOC can improve results of nonadiabatic dynamics
in FSSH+D and PSSH methods based on results in few
representative one- and two-dimensional models. If there
are such cases which method among these two should
be preferred. The rest of the paper is organized as fol-
lows. Section II A reviews the fully quantum formalism
that gives rise to DBOC. Section II B illustrates how
FSSH, FSSH+D, and PSSH classical equations of mo-
tion (EOM) can be rationalized within a general frame-
work. In Section III, nonadiabatic numerical simulations
of various 1D and 2D models are presented and show the
strengths and limitations of FSSH, FSSH+D and PSSH.
Section IV concludes the work by summarizing main re-
sults and discussing potential future challenges. Atomic
units will be used throughout this work.
II. THEORY
A. Diagonal Born-Oppenheimer correction
To see how DBOC emerges in the exact quantum-
mechanical formalism let us start with the exact quantum
mechanical molecular Hamiltonian
Hˆm = Tˆn + Hˆe, (1)
where Tˆn is the kinetic nuclear energy operator and Hˆe is
the electronic Hamiltonian, the sum of the total molec-
ular potential energy and the kinetic electronic energy.
The adiabatic representation involves the basis of elec-
tronic functions {|φj(R)〉} that solve the electronic time-
independent Schro¨dinger equation (TISE) for a fixed nu-
clear configuration R
Hˆe |φi(R)〉 = Ei(R) |φi(R)〉 . (2)
Using {|φj(R)〉}, an eigenfunction of Hˆm can be written
as
Ψ(r,R) =
∑
j
φj(r;R)χj(R), (3)
where nuclear counterparts χj(R) can be obtained from
projecting the full TISE, HˆmΨ(r,R) = EΨ(r,R), onto
the electronic basis∑
j
[
〈φi(R)|Tˆn|φj(R)〉+ δijEj
]
χj(R) = Eχi(R). (4)
For the sake of simplicity we will only consider one nu-
clear degree of freedom (DOF) with a nuclear mass M
Tˆn = − 1
2M
∇R2, (5)
the following consideration can be straightforwardly ex-
tended to more nuclear DOF. Due to the parametric
dependency of adiabatic states on R, the evaluation of
〈φi(R)|Tˆn|φj(R)〉 in Eq. (4) requires use of the chain rule
in the action of the Laplacian on |φj(R)〉
〈φi(R)|Tˆn|φj(R)〉 = − 1
2M
[δij∇R2 (6)
+2 〈φi(R)|∇Rφj(R)〉∇R + 〈φi(R)|∇R2φj(R)〉].
By introducing a resolution of the identity∑
k |φK(R)〉 〈φK(R)| inside the last component in
Eq. (7), the matrix elements of the nuclear kinetic
energy can be expressed as
〈φi(R)|Tˆn|φj(R)〉 = − 1
2M
[δij∇R2
+ 〈φi(R)|∇Rφj(R)〉∇R +∇R 〈φi(R)|∇Rφj(R)〉
+
∑
k
〈φi(R)|∇Rφk(R)〉 〈φk(R)|∇Rφj(R)〉]. (7)
For a system with two electronic states, kinetic energy
matrix operator, Tn, takes the following form
Tn = − 1
2M
(
∇R2 − d122 ∇R · d12 + d12 · ∇R
∇R · d21 + d21 · ∇R ∇R2 − d212
)
.(8)
The components d12 = 〈φ1(R)|∇Rφ2(R)〉 and
d12
2/(2M) are the nonadiabatic coupling vector (NAC)
and DBOC, respectively. DBOC is a function of R and
a diagonal element of the total molecular Hamiltonian
projected in the electronic adiabatic basis
Hm = Tn +
(
E1(R) 0
0 E2(R)
)
. (9)
Thus, DBOC can be summed to the BO PESs and re-
garded as a second-order correction in ~
E˜j(R) = Ej(R) +
d12
2
2M
. (10)
We will refer to E˜j(R) surfaces as adiabatic PESs in con-
trast with Ej(R) which are referred to as BO PESs. Adi-
abatic PESs, E˜j , have always a larger value than corre-
sponding BO PESs, Ej(R). The difference between two
types of PESs grows with the length of NAC which is in-
versely proportional to the difference between electronic
energies
d12 =
〈φ1(R)|∇RH|φ2(R)〉
E2 − E1 , (11)
and hence, both NAC and DBOC become large in the
region of close proximity of two BO PESs.
B. Surface hopping methods
Here, we provide a uniform framework rationalizing
various versions of classical nuclear EOM used in surface
hopping methods.
3a. FSSH: Let us transform the molecular Hamilto-
nian, Hˆm in Eq. (1) to its classical analogue H
cl
m, by
converting Tˆn to P
2/(2M), where P is the classical nu-
clear momentum. This step amounts to substituting the
quantum operator −i∇R by the P variable. The result-
ing molecular Hamiltonian is
Hˆclm =
P2
2M
+ Hˆe. (12)
By projecting Hˆclm onto the adiabatic basis we obtain
Hˆclm = δij
(
P2
2M
+ Ei(R)
)
, (13)
which corresponds to uncoupled EOM whereby nuclei are
classical and evolve on BO PESs Ei(R).
It should be noted that by following this route, DBOC
does not emerge due to the quantum-classical transfor-
mation that removes quantum kinetic energy operator
before the adiabatic electronic basis is introduced.
b. FSSH+D: An alternative route to the classi-
cal nuclear EOM involves inverting the order of the
quantum-classical transformation and the projection to
the adiabatic electronic basis. This inversion amounts to
starting from Eq. (9) instead of Eq. (1) and leads to the
Hamiltonian
H1)→2)n =
(
P2
2M + E˜1(R) − id12·PM
id12·P
M
P2
2M + E˜2(R)
)
. (14)
From thereon, we can remove the off-diagonal terms and
obtain uncoupled classical Hamiltonians corresponding
to two electronic states. In this alternative route, the
potential on which the nuclei are evolving are DBOC-
modified potentials E˜i(R).
c. PSSH: If one does not discard the off-diagonal
couplings in the Hamiltonian H
1)→2)
n but rather diago-
nalizes H
1)→2)
n to obtain an electronic basis parametri-
cally dependent on R and P
H1)→2)n |nPSi (R,P)〉 = EPSi |nPSi (R,P)〉 , (15)
{|nPSi (R,P)〉} is referred as phase-space adiabatic repre-
sentation. EPSi are phase-space total energies and for a
two-level system they are
EPS± (R,P) =
P2
2M
+
1
2
(
E˜1(R) + E˜2(R)
)
± 1
2
√
(E1(R)− E2(R))2 + 4
(
d12 ·P
M
)2
.
(16)
For the excited state, DBOC is enhanced by the NAC
related term while for the ground state DBOC can be
compensated by the NAC term. Hence, the phase-space
representation can lift the degeneracy in the adiabatic
representation. Far from strongly coupled regions, phase-
space and adiabatic representation electronic wavefunc-
tions and PESs converge to each other. The classical tra-
jectories for nuclei on a single phase-space surface EPS±
can be obtained using Hamilton’s EOM
R˙± =
∂EPS±
∂P
, P˙± = −
∂EPS±
∂R
. (17)
In all these approaches nuclear dynamics experience
stochastic hops between PESs, the hopping probabilities
are proportional to NACs and their explicit expressions
and further details on the electronic dynamics can be
found in the supplementary material.11
III. NUMERICAL SIMULATIONS
To determine whether DBOC could be beneficial in
surface hopping approaches and to assess more exten-
sively the accuracy of PSSH and FSSH+D, we consider
in this section three types of systems: 1) two flat one-
dimensional BO PES coupled nonadiabatically, 2) one-
dimensional avoided crossing model with different dia-
batic couplings, 3) two-dimensional linear vibronic cou-
pling (2D-LVC) models containing CIs in the adiabatic
representation. All FSSH and FSSH+D simulations were
performed in the adiabatic representation.
A. Flat BO PESs
We begin by considering model 2 of the PSSH origi-
nal paper10 (Fig. 1). The molecular Hamiltonian in the
diabatic representation for this model is
HDF = −
1
2M
∂2
∂R2
· 12 +
[
−A cos(θ) A sin(θ)
A sin(θ) A cos(θ)
]
, (18)
where θ = Cpi (tanh(DR) + 1)), A = 0.005, C = 5.5,
D = 0.8 and M = 2000 a.u. The model involves two flat
BO PES coupled with NAC that has a sech 2(R) form.
The exact quantum dynamics simulations were per-
formed using the split operator method on a grid of
2048 points inside a box of length 40 a.u. and a time-
step of 0.1 fs. The initial wavepacket was a Gaussian
Ψ(R, 0) = ei〈P 〉Re−((R−〈R〉)/σ)
2
with a width parame-
ter σ = 20/ 〈P 〉. The SH simulations were done with
2000 trajectories for all three SH methods, and time-
steps of 0.025 fs, 0.025 fs, and 0.01 fs for FSSH, PSSH,
and FSSH+D, respectivley. The initial distribution of
positions and momenta for the SH simulations was taken
as the Wigner transform of Ψ(R, 0).
The initial assessment in Ref. 10 investigated the abil-
ity of FSSH+D and PSSH to simulate transmission of
a nuclear wavepacket starting from 〈R〉 = −10. It was
shown that in the case of low initial 〈P 〉, PSSH can model
transmission more accurately that FSSH+D (Fig. 2). To
determine whether the failure of FSSH+D simulations
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FIG. 1. Nonadiabatic coupling (solid black) and PESs for the
model with flat BO PESs: ground (dashed blue) and excited
(dashed red) BO PESs, ground (solid blue) and excited (solid
red) adiabatic PESs.
resides in the presence of DBOC, we have redone the
nonadiabatic dynamics using FSSH. As can be seen from
Fig. 2, FSSH can in fact model transmission in this model
for most cases (FSSH deviates when 〈P 〉 ∈ (6, 7)). In
this model DBOC acts as a barrier that reflects particles
with low momenta. DBOC elimination removes the re-
flection and allows particles to pass through even at low
momenta. Thus, in this particular model, DBOC should
not be simply added to BO PESs.
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FIG. 2. Probability of transmission on the ground and ex-
cited states with respect to the initial average momentum of
the distribution located on the ground state: exact quantum
(black lines), FSSH (red crosses), FSSH+D (blue squares),
and PSSH (green circles). The dashed lines are not repre-
senting results between the points but serve as an eye guide.
The deviation of FSSH for 〈P 〉 ∈ (6, 7) can be ex-
plained by considering that the lowest momentum that
permits hopping is Pmin =
√
2M∆E12 ≈ 6.3 a.u. Thus,
when a classical particle has P ≈ Pmin, upon hopping
to the excited state it will have a momentum close to
zero. Because the BO PESs are flat, there is no source of
acceleration and hopped particles remain frozen on the
excited state.
In this model, the difference between curvatures of the
potential energy surfaces in FSSH+D and PSSH meth-
ods stems from the square root term in Eq. (16). This
term partially cancels the repulsive barrier coming from
DBOC for the ground state in PSSH (see Fig. 3). Thus
the ground state DBOC repulsive barrier is effectively
lower in PSSH than in FSSH+D. This allows PSSH to
have good transmission for PSSH even at low momenta
(Fig. 2).
FIG. 3. Phase-space ground state potential energy surface
without the kinetic energy like term, EPS− −P 2/(2M), for the
model with flat BO PESs.
Following this logic of compensation there should be
a point in the P -space where the momentum is so low,
that DBOC cannot be compensated by the square root
term. To determine how well PSSH describes the transi-
tion from transmitting to reflecting regimes, simulations
for the transmission coefficient have been performed for
low momenta (see Fig. 4). The transmission coefficients
show that for low momenta, DBOC completely repulses
classical particles in FSSH+D, while in FSSH all par-
ticles can pass through the nonadiabatic region. The
exact dynamics shows that in the considered range of
momenta, the nuclear wavepacket bifurcates on a single
surface while crossing the nonadiabatic region. PSSH
captures this phenomenon accurately by quantifying ad-
equately the fraction of the distribution that is trans-
mitted. Note that at this range of momenta, the nuclear
subsystem in all surface hopping variations does not have
enough kinetic energy to hop, therefore, the dynamics is
purely adiabatic.
It has been noted in Ref. 10 that momenta of classical
particles in PSSH increase while crossing the nonadia-
batic region. However, this does not imply an increase in
velocity. Indeed as shown in Fig. 5, particles in PSSH ac-
5 0
 0.2
 0.4
 0.6
 0.8
 1
 3.5  3.75  4  4.25  4.5  4.75
Tr
an
sm
is
si
on
P, a.u.
FIG. 4. Probability of transmission on the ground state with
respect to the initial average momentum of the distribution lo-
cated on the ground state: exact quantum (black line), FSSH
(red crosses), FSSH+D (blue squares), and PSSH (green cir-
cles)
tually slow down while crossing the nonadiabatic region
on the ground state. In PSSH, this slow down comes from
the square root term in the potential energy, which has
a negative contribution on the ground state phase-space
PES. In the exact quantum dynamics, the slow-down oc-
curs due to the partial transfer of the wavepacket pop-
ulation to the excited state. A consequent increase in
potential energy leads to a decrease in the kinetic nu-
clear energy. In SH methods, the initial average momen-
tum 〈P 〉 = 5 a.u. does not allow hops to occur. In
FSSH, the nuclear coordinate does not experience any
force and evolves similarly to the centre of the nuclear
wavepacket on a flat PES in the quantum BO dynamics.
Due to DBOC, FSSH+D overestimates a repulsive char-
acter of the electronic potential. Therefore both FSSH
and FSSH+D fail to model accurately the spatial evo-
lution of the nuclear coordinate when nonadiabatic cou-
plings are non-negligible. Only PSSH models accurately
the slow-down that a nuclear wavepacket experiences in
the true quantum dynamics in a nonadiabatic region.
In the excited phase-space PES, the square root term
adds on to DBOC and increases the potential energy bar-
rier classical particles need to surmount in order to pass
through nonadiabatic region (Fig. 6). By performing the
same simulations as Fig. 2, but starting from the ex-
cited adiabatic state, the nuclear wavepacket is repulsed
at higher momenta (see Fig. 7). Here, FSSH fails com-
pletely in the region of low momenta by showing almost
complete transmission. Both FSSH+D and PSSH repro-
duce quantum dynamics very well.
B. Avoided crossing
While the previous model successfully showed regimes
where FSSH, FSSH+D and PSSH differ, it does not de-
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FIG. 5. The average position of the nuclear distribution in
different methods as a function of time: SH variants (dashed
lines) and quantum calculations (full lines).
FIG. 6. Phase-space excited state potential energy surface
without the kinetic energy like term, EPS− −P 2/(2M), for the
model with flat BO PESs.
scribe situations where BO PESs come very close to each
other. An avoided crossing model allows to explore such
regimes, its diabatic Hamiltonian is
HDAC = −
1
2M
∂2
∂R2
12 +
[
−bR c
c bR
]
, (19)
where b = 0.01 is fixed and c will be varied. In the
adiabatic representation, this model has BO PESs whose
lowest energy gap is ∆E12 = 2c and DBOC is
d212
2M
=
b2c2
8M(c2 + b2R2)2
(20)
(see Fig. 8). The initial nuclear wavepacket was
Ψ(R, 0) = e−4(R−5)
2
. The nuclear mass, M , the num-
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FIG. 7. Probability of transmission on the ground and ex-
cited states with respect to the initial average momentum of
the distribution located on the excited state: exact quantum
(black lines), FSSH (red crosses), FSSH+D (blue squares),
and PSSH (green circles). The dashed lines are not repre-
senting results between the points but serve as an eye guide.
ber of trajectories, and time-step lengths were taken as
in the model with flat BO PESs.
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FIG. 8. BO (dashed) and adiabatic (solid) PESs of the
avoided crossing model with c = 3 × 10−4.
The property of interest is the probability for the nu-
clear wavepacket starting from the excited state to trans-
fer to the ground state. When the diabatic coupling con-
stant, c, is high, the wavepacket is expected to remain on
the upper adiabatic state for the entire simulation while
for low diabatic constant, a nearly complete transfer to
the lower adiabatic state is envisioned. Figure 9 presents
results for a range of c’s that corresponds to a range
of DBOC maximum energies of 6.3 × 10−3 – 6.3 × 10−5
a.u. These energies are much smaller than the kinetic en-
ergy that the wave-packet gains at R = 0, 5× 10−2 a.u.,
and thus, all SH variations model nuclear dynamics ac-
curately (Fig. 9). Decreasing c to values where DBOC
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FIG. 9. Probability of transmission on the ground state with
respect to the diabatic coupling constant, c: exact quantum
(black line), FSSH (red crosses), FSSH+D (blue squares), and
PSSH (green circles). The initial nuclear distribution is on the
excited state.
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.3  0.325  0.35  0.375  0.4
Tr
an
sm
is
si
on
c × 103, a.u.
FIG. 10. Probability of transmission on the ground and ex-
cited states with respect to diabatic coupling constant, c: ex-
act quantum (black lines), FSSH (red crosses), FSSH+D (blue
squares), and PSSH (green circles). The initial nuclear distri-
bution is on the excited state.
maxima are comparable or higher than the kinetic en-
ergy of the nuclear wave-packet at R = 0 separates all
SH methods, see Fig. 10. In both FSSH+D and PSSH,
the system transfer to the ground state is significantly
inhibited by increasing DBOC. Qualitatively, for both
methods the reason for this deviation is similar but it is
easier to illustrate it in the FSSH+D case (see Fig. 11).
In FSSH+D, a repulsive DBOC potential reduces nuclear
momentum of a particle and as a consequence the nona-
diabatic transfer probability to zero before the particle
reaches the intersection R = 0. This allows the nonadi-
abatic transfer to take place only before the intersection
7where the particle will not have enough kinetic energy
to overcome the DBOC induced barrier on the ground
state.
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FIG. 11. Transfer probability (d12P/M) as a function of
position for the avoided crossing model with c = 3 × 10−4:
FSSH (red dashed) and FSSH+D (solid blue). P as a func-
tion of R is evaluated using
√
2M max(E0 − E+(R), 0), where
E0 = −bR0 is the initial energy with R0 = −5 a.u. and E+(R)
are excited state PESs with and without DBOC.
PSSH suffers less from the DBOC inclusion (Fig. 10)
because of two reasons: First, if the non-adiabatic trans-
fer happens to the ground state, DBOC can be compen-
sated there by the d12P/M term. Second, PSSH particles
have generally larger velocities on the excited state in the
nonadiabatic region. In this region the difference between
BO PES becomes negligible (E2(R)−E1(R) ≈ 0) and the
nuclear velocity in PSSH can be approximated as
R˙± =
P
M
(
1±
∣∣∣∣d12P
∣∣∣∣) . (21)
Thus, nuclear DOF can experience an acceleration if they
are on the phase-space excited state and a deceleration
if they are on the phase-space ground state. For classical
particles the DBOC effect will reduce P . However, due to
d12 the P reduction does not lead to velocity reduction.
In other words, in PSSH, nuclei can use d12 to overcome
a part of the DBOC repulsion.
On the other hand FSSH correlates with the exact dy-
namics and shows complete transfer. In the absence of
DBOC, nothing prevents classical particles in FSSH from
accessing the region of strong nonadiabatic coupling and
hopping to the ground state (Fig. 11). The final outcome
will not depend on whether a hop taken place before or
after the intersection because the ground state does not
have a DBOC induced barrier. Thus for weakly diabat-
ically coupled avoided crossing models, FSSH surpasses
both PSSH and FSSH+D in describing excited state dy-
namics.
Interestingly, in the small c case, interpreting DBOC
as a repulsive potential in quantum dynamics is incor-
rect because in the nonadiabatic region (R ≈ 0) NAC
becomes very large
d12 =
bc
2(c2 + b2R2)
→ b
2c
, R→ 0 (22)
and thus the adiabatic surface interpretation of the dy-
namics is misleading. Instead, the simplest quantum dy-
namical picture emerges in the diabatic representation
where for very small c’s dynamics is almost fully confined
to a single diabatic surface. In the diabatic representa-
tion, DBOC does not appear and the absence of any other
repulsive potentials on the diabats illustrates that there
is a complete cancellation of diagonal and off-diagonal
derivative coupling terms when one goes from the adi-
abatic representation to the diabatic one. Moreover, if
one subtracts DBOC from the adiabatic nuclear Hamil-
tonian [Eq. (9)] the transfer dynamics becomes slower
and less efficient. Thus, effectively, removing DBOC in-
troduces the repulsive potential in the quantum dynam-
ics. To understand this, it is instructive to transform the
adiabatic Hamiltonian without DBOC to the diabatic
representation12 where subtracting the DBOC leads to
two dips on the diabats at the point of their intersec-
tions (Fig. 12). These dips give rise to the over-barrier
reflection of the wave-packet traveling on a diabat and
thus reduces the efficiency of passing the crossing point
(Fig. 13). This is purely quantum effect and it will be lost
when classical mechanics is used on the same potential.
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FIG. 12. Diabatic surfaces (solid blue and dashed red) for the
avoided crossing model when DBOC is subtracted from the
Hamiltonian in the adiabatic representation, c = 3.5× 10−4.
C. Conical intersections
Conical intersections are ubiquitous in molecular sys-
tems and allow for ultra-fast transfer between electronic
states. At the exact point of intersection, electronic
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FIG. 13. Dynamics of the adiabatic population starting from
the initial wavepacket on the excited state, M = 200 a.u.,
c = 3.5 × 10−4: red and blue are populations of the excited
and ground states, solid and dashed are with and without
DBOC, respectively.
states are degenerate and give rise to an infinitely large
DBOC, which have been shown to decrease the rate of
electronic transitions in FSSH+D.8 Analysis of the in-
terplay between DBOC and other nonadiabatic terms in
fully quantum dynamics for CIs is complicated by ap-
pearance of a nontrivial geometric phase and is provided
in Ref. 5. It was found that for CIs, DBOC is only com-
pensated by other terms when the geometric phase is in-
cluded. Without geometric phase, DBOC creates repul-
sive potential for the quantum nuclear wavepacket, there-
fore, since SH methods do not have geometric phase for
the nuclear wave-function, they also experience DBOC
as a repulsive potential even in a greater extent because
classical particles cannot tunnel under DBOC.
To determine whether PSSH can model population dy-
namics through CIs, we consider the 2D-LVC model
HDLVC = T2D12 +
[
V11 V12
V12 V22
]
, (23)
where
V11 =
1
2
[
ω21
(
x+
a
2
)2
+ ω22y
2 + ∆
]
, (24)
V22 =
1
2
[
ω21
(
x− a
2
)2
+ ω22y
2 −∆
]
, (25)
V12 = cy. (26)
This diabatic model corresponds to two paraboloids
shifted in space in the x-direction by a and in energy by
∆. Three molecular systems whose ultrafast excited state
dynamics is well represented with 2D-LVC have been in-
vestigated: bis(methylene) adamantyl cation (BMA),13
butatriene cation14–19 and pyrazine.20–22 Their 2D-LVC
parameters are given in Table I.
TABLE I. Parameters of the 2D-LVC Hamiltonian, Eq. (23)
for the three CI systems.
ω1 ω2 a c ∆
Bis(methylene) adamantyl cation
7.743× 10−3 6.680× 10−3 31.05 8.092× 10−5 0.000
Butatriene cation
9.557× 10−3 3.3515× 10−3 20.07 6.127× 10−4 0.020
Pyrazine
3.650× 10−3 4.186× 10−3 48.45 4.946× 10−4 0.028
MQC simulations are done using 2000 trajectories and
0.05, 0.01, and 0.001 fs time-steps for FSSH, FSSH+D,
and PSSH, respectively. Similarly to FSSH, in PSSH each
trajectory carries both an electronic wavefunction and an
active electronic surface. However, in PSSH these quanti-
ties correspond to the phase-space basis and PESs, which
are identical to their adiabatic counterparts far from the
nonadiabatic region, but differ from them when adiabatic
states become coupled. To model adiabatic population
dynamics using PSSH, one is faced with the following
problem: How to use phase-space information to calcu-
late the adiabatic populations ?
A straightforward procedure consists in rotating the
electronic wavefunction to the adiabatic representation
using a unitary matrix and taking absolute squares of the
complex amplitudes to obtain the adiabatic populations.
An alternative method consists in ignoring the electronic
wavefunction and decomposing the active phase-space
surface into adiabatic state weights. Both methods were
used in the following simulations, and we will denote pop-
ulation calculations based on the amplitudes of electronic
wavefunctions as PSSH-A and based on the active phase-
space surface as PSSH-S.
For all CI models, PSSH nonadiabatic dynamics is
in a worse agreement with the exact one than that of
FSSH (see Figs. 14-16). However, PSSH clearly out-
performs FSSH+D. In the cases of BMA (Fig. 14) and
pyrazine (Fig. 16), there is only partial population trans-
fer within the considered time span. This failure of PSSH
does not stem from the procedure used to convert phase-
space electronic information into adiabatic populations,
but rather from the presence of DBOC in phase-space
PESs. DBOC repulses classical particles away from re-
gions where hops are probable.
In light of the results of Fig. 10, the failure of PSSH
is justified. In system with CIs, most classical particles
never go through the CI, instead, the majority evolve on
PESs that resemble avoided crossings. Particles travel-
ling in regions of low diabatic couplings will experience
greater DBOC and will be pushed away from nonadia-
batic regions.
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FIG. 14. Excited state adiabatic population dynamics for
BMA cation in different methods.
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FIG. 15. Excited state adiabatic population dynamics for
butatriene cation in different methods.
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FIG. 16. Excited state adiabatic population dynamics for
pyrazine in different methods.
IV. CONCLUSIONS
We systematically assessed the inclusion of DBOC
in surface hopping methods for various one- and two-
dimensional nonadiabatic models. It was found that
for DBOC to affect dynamics its energy scale must be
larger or comparable with that of the nuclear kinetic
energy. In cases when DBOC is large the off-diagonal
NACs are also significant. This relation makes improv-
ing BO PESs by adding DBOC to them less appealing
because a PES picture is only adequate when correspond-
ing couplings are small. Inherently, all surface hopping
methods use classical mechanics to describe the nuclear
motion within a PES and stochastic treatment of inter-
surface couplings. Therefore the best representation for
these methods needs to have low overall couplings be-
tween PESs.
When DBOC is simply added to BO PESs, the
FSSH+D approach, it always brings a repulsive poten-
tial that slows down classical particles and thus makes
nonadiabatic transitions less probable. For the dynamics
on the excited state of the one-dimensional model with
flat BO PESs this behaviour is in accord with the ex-
act quantum nuclear dynamics. However, for the ground
state dynamics of the same system and excited state dy-
namics of the avoided crossing and conical intersection
models FSSH+D overestimates the effect of the DBOC
repulsion and deviates qualitatively from the exact dy-
namics.
More advanced treatment of DBOC via the PSSH ap-
proach operates with phase-space PESs that account for
some interplay between DBOC and off-diagonal NACs.
For all cases, PSSH performed better than FSSH+D, this
can be related to the DBOC compensation by NACs for
the ground state dynamics and NACs contribution to ve-
locity enhancements in nonadiabatic regions that allows
particle to advance further on the excited state in spite of
the DBOC repulsion. However, in very weakly coupled
avoided crossing and conical intersection problems, PSSH
performance was worse than the that of the original
FSSH method without DBOC. We attribute this to dif-
ficulty of capturing the correct interplay between DBOC
and NACs at a very localized nonadiabatic regions ap-
pearing in these problems. The full quantum formalism
is capable of treating this interplay mainly because it in-
volves quantum nuclear wavefunctions. Also, modelling
a very weakly diabatically coupled avoided crossing sys-
tem revealed that a repulsive potential consideration of
DBOC that appears in surface hopping treatment is qual-
itatively incorrect. In this case DBOC is responsible for
providing smooth diabatic surfaces, and its removal leads
to diabatic surfaces with a prominent over-barrier reflec-
tion for a quantum nuclear wavepacket.
Applying PSSH on large molecular systems in con-
junction with electronic structure methods poses a fu-
ture challenge. The algorithm requires not only com-
puting first and second-order nonadiabatic couplings but
also their gradients with respect to nuclear coordinates.
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The latter are necessary to compute the forces acting on
nuclei evolving on phase-space PESs. Furthermore, for
weakly diabatically coupled avoided crossing and coni-
cal intersection problems, there is no advantage in using
PSSH instead of FSSH. The former class of systems fre-
quently appear in simulations of long range charge and
energy transfers and have been referred in literature as
trivial unavoided crossings.23,24 Thus, considering rela-
tively small range of systems where adding DBOC could
improve current surface hopping approaches and addi-
tional computational expenses for DBOC evaluation it is
not advisable to incorporate this quantity in the mixed
quantum-classical calculations.
Current findings are also in accord with our re-
cent work on the quantum classical Liouville equation
(QCLE)25 which is a more advanced and rigorously
derivable mixed quantum-classical approach.26 Two main
steps in the QCLE derivation are a projection to adi-
abatic electronic states and a Wigner transformation
of nuclear coordinates. These two steps do not com-
mute and their different orders give rise to two different
methods: Adiabatic-then-Wigner (AW)27,28 and Wigner-
then-Adiabatic (WA)29 QCLEs. Although two methods
perform in many instances similarly,30 based on analysis
of conical intersection models and associated geometric
phase effects it was found that only WA-QCLE is math-
ematically well defined approach.25 Interestingly, DBOC
does not appear in WA-QCLE, but it is a part of AW-
QCLE. Recently, FSSH approach has been connected to
WA-QCLE method31,32 and in light of this connection it
is natural that FSSH should not include DBOC.
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