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Abstract
We prove that the R−algebra S(P(E,M)) of symbols of differen-
tial operators acting on the sections of the vector bundle E → M
decompose into the sum
S(P(E,M)) = J (E) ⊕ Pol(T ∗M)
where J (E) is an ideal of S(P(E,M)) in which product of two ele-
ments is always zero. This induces that S(P(E,M)) cannot charac-
terize E →M with its only structure of R− algebra.
We prove that with its Poisson algebra structure, S(P(E,M)) char-
acterizes the vector bundle E → M without the requirement to be
considered as a C∞(M)−module.
1 Introduction
An algebra S(E) (Lie or associative) characterizes a vector bundle E if any
isomorphism of the algebras S(E) and S(F ) induces a diffeomorphism be-
tween the vector bundles E and F.When the algebra S(E) is a Lie one, we
speak of a Pursell-Shanks type result; andwhen it is an associative algebra,
one obtains a Gel’fand-Kolmogoroff type result.
It is established in [12] a Lie-algebraic characterization of vector bundles
by the classical Poisson algebra S(P(E,M)) of symbols of differential op-
erators acting on the sections of a vector bundle E →M . But it is required
that this Lie algebra be considered as a C∞(M)−module.
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Classical Poisson algebras are Lie algebras but also associative algebras.
The main goal in this paper is to obtain characterization of vector bundles
with both Lie and R−algebra structures of S(P(E)).
The interest is that with only one of these two algebraic structures (Lie or
R−algebra) of S(P(E,M)), we don’t have optimal characterization in the
following sense.
• The only R−algebra structure can’t characterize the vector bundle
• One can obtain a Lie-algebraic characterization of vector bundle with
S(P(E,M)), but this space was considered as a C∞(M)−module.
This result can be found in [12].
Thus, the space S(P(E,M)) offers a special opportunity to obtain a non
trivial both Pursell-Shanks and Gel’fand-Kolmogoroff type result for vec-
tor bundles.
2 The Lie algebra of linear operators of a vector
bundle
Let E →M be a vector bundle of rank n > 1 and denote by Γ(E) the space
of its smooth sections. Elements of the R−algebra C∞(M) can be seen as
endomorphisms of the space Γ(E) by the relation
γu : Γ(E)→ Γ(E) : s 7→ us, ∀u ∈ C
∞(M)
We denote the Lie algebra of differential operators by
P(E,M) =
⋃
i≥0
P i(E,M),
with, by definition,
A(E,M) = P0(E,M) = {γu : u ∈ C
∞(M)}
and for i ∈ N,
P i+1(E,M) = {T ∈ End(Γ(E))|∀u ∈ C∞(M) : [T, γu] ∈ P
i(E,M)}.
One can extend the filtration to Z by setting
P i(E,M) = {0}, ∀i 6 −1.
2
In what follows, we study the classical limit of the quantum Poisson alge-
bra P(E,M).
The classical limit mentioned above is defined by
S(P(E,M)) =
⊕
i∈Z
Si(P(E,M));
with Si(P(E,M)) = P i(E,M)/P i−1(E,M). We obtain a classical Poisson
algebra whose operations are given in the following. Let us begin with a
definition.
Definition 1 Let T ∈ P i(E,M). Then, ord(T ) = i, if T /∈ P i−1(E,M).
For i ≥ ord(T ), the i-degree symbol of T is defined by
σi(T ) =
{
0 if i > ord(T )
T + P i−1(E,M) if i = ord(T )·
The structure of the quantum Poisson algebra P(E,M) allows to define
the above usual symbol.
Definition 2 The symbol related to the quantum Poisson structure of P(E,M)
is given by
σpson : P(E,M)→ S(P(E,M)) : T 7→ σord(T ).
we can now precise the operations in S(P(E,M)).
Definition 3 Let P ∈ Si(P(E,M)) and Q ∈ Sj(P(E,M)) such that P =
σi(T ) and Q = σj(D).We set, by definition,
P.Q = σi+j(T ◦D) and {P,Q} = σi+j−1([T,D])·
The interest of the following section is more illustrative than purely math-
ematical. In fact, the mathematical considerations developed in the rest of
this article have their origin in the analysis of what happens in the partic-
ular case of the algebra gl(E).
3 The particular case of theR−algebra σpson(gl(E))
By virtue of the calculations made in the previous section, we have, by
definition,
σpson(γu) = γu + {0}, ∀u ∈ C
∞(M)·
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We will then simply denote σpson(γu) = γu.
Likewise, for A ∈ gl(E) \ P0(E,M), we have
σpson(A) = A
′ + P0(E,M),
with A′ = A − tr(A)
n
id, tr(A) being the trace of A. And for the product, if
A,B /∈ P0(E,M), we have
σpson(A) · σpson(B) = 0,
but for γu ∈ P
0(E,M), we then have
σpson(γu) · σpson(A) = γu ◦ A
′ + P0(E,M).
We therefore have the following identification of Lie algebras
σpson(gl(E)) ∼= sl(E)⊕ C
∞(M)id·
In the previous identification, the bracket is given by the following relation
{A+ γu, B + γv} = [A,B]. (3.1)
The multiplication is commutative and defined by
(A + γu) · (B + γv) = γv ◦ A+ γu ◦B + γuv. (3.2)
Proposition 3.1 When the R−vector space σpson(gl(E)) = sl(E) ⊕ C
∞(M) id
is provided with the multiplication defined in (3.2) above, we have
• A + γu is invertible if and if only u is. We therefore have
(A+ γu)
−1 = u−2(−A + γu)
• the subset J (E) ⊂ σpson(gl(E)) defined by
J (E) = {a ∈ σpson(gl(E)) : a
2 = 0}
is an ideal of the R−algebra σpson(gl(E)) and we have the decomposition
σpson(gl(E)) = J (E)⊕ C
∞(M)
Proposition 3.2 Provided in addition with the bracket given in (3.1), theR−algebra
σpson(gl(E)) is a Poisson algebra.
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4 The R−algebra S(P(E,M))
4.1 From local expression
The following is taken from [12].
Proposition 4.1 The elements of Pk(E,M), k ≥ 1, are characterized by the fact
that they are written locally, in a trivialization domain U ⊂M, in the form
∑
|α|<k
Tα∂
α +
∑
|β|=k
uβ∂
β (4.1)
where Tα ∈ C
∞(U, gl(n,R)) and uβ ∈ C
∞(U).
In a trivialization domain U ⊂ M, the part of order strictly equal to k in
the local expression of T ∈ Pk(E,M) has the following form
∑
|α|=k−1
Aα∂
α +
∑
|β|=k
uβ∂
β , (4.2)
where Aα ∈ C
∞(U, sl(n,R)) and uβ ∈ C
∞(U).
Let now consider D ∈ P l(E,M), whose l−order terms are given by
∑
|λ|=l−1
Bλ∂
λ +
∑
|µ|=l
vµ∂
µ
Therefore, the terms of exactly (k + l)−order of T ◦D are given by
∑
|α|=k−1
∑
|µ|=l
Aαvµ∂
α∂µ +
∑
|λ|=l−1
∑
|β|=k
Bλuβ∂
β∂λ +
∑
|β|=k
∑
|µ|=l
uβvµ∂
β∂µ (4.3)
We notice that the local decomposition (4.2) given above is not intrinsic. In
fact, if in the sum on the right we recognize the principal symbol of the dif-
ferential operator in the usual sense, the sum on the left, for its part, does
not resist a change of coordinates and is therefore not globally defined.
In the following lines we build a global decomposition allowing to find a
global meaning to the expression given in (4.2) previously.
Let us first recall that the Lie algebra of linear operators of the vector bun-
dle E →M can be defined by its usual filtration as follows:
D0(E,M) = {T ∈ End(Γ(E)) : [T, γu] = 0, ∀u ∈ C
∞(M)}
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For any integer k ≥ 1,
Dk(E,M) = {T ∈ End(Γ(E))|∀u ∈ C∞(M) : [T, γu] ∈ D
k−1(E,M)}.
We then set
D(E,M) =
⋃
k≥0
Dk(E,M).
Let now T ∈ Sk−1(M)⊗ sl(E) and assume given a unit partition (Ui, ρi) of
M whose domains Ui are the trivialization one of E. In any Ui, assume T
is expressed in the form
T =
∑
|α|=k−1
Aα,iξ
α·
We therefore set
T i =
∑
|α|=k−1
Aα,i∂
α ∈ Dk−1(E|Ui, Ui)
with Aα,i ∈ C
∞(Ui, sl(n,R)).We obtain the following differential operator
T =
∑
i
ρiT i ∈ D
k−1(E,M) ⊂ Pk(E,M).
It is associated with the partition of the unit chosen at the start and it is
then such that
σpson(T ) = σppal(T ) = T,
1
but it is obviously not the only one to verify this relation.
Nevertheless, we have the following statement.
Proposition 4.2 The space Sk(P(E,M)) = Pk(E,M)/Pk−1(E,M) of sym-
bols in the sense "quantum Poisson algebra" of differential operators inPk(E,M)
is determined by the following exact short sequence of R−vector spaces
0 −→ Sk−1(M)⊗ sl(E)
θ
−→ Pk(E,M)/Pk−1(E,M)
δ
−→ Sk(M) −→ 0,
with θ : T 7→ T + Pk−1(E,M) and
δ : D + Pk−1(E,M) 7→
{
0 if D ∈ Dk−1(E,M)
σppal(D) if not.
Therefore, seen as R−vector spaces, we have the following decomposition
Sk(P(E,M)) = Polk−1(T ∗M, sl(E))⊕ Polk(T ∗M,R)
for any integer k ∈ N.
1Note that σppal is the usual principal symbol of differential operators.
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4.2 Global point of view
For a vector bundle E → M, of rank n > 2, we have established in [12]
that under certain assumptions, the Lie structure of S(P(E,M)) character-
izes the vector bundle E. We will see what it is about its structure of R−
algebra.
Let us consider the following exact sequence, encountered in the previ-
ous section, and let’s focus to the only associative algebra structure of the
spaces in question:
0→ S(M) ⊗ sl(E)
θ
−→ S(P(E,M))
δ
−→ S(M) → 0.
Note that by virtue of the relation (4.3) in the previous section, the struc-
ture of R− algebra of S(M) ⊗ sl(E) in question here is the one for which
the product of any two elements is zero.
Let us consider the subset of S(P(E,M)) defined and denoted by
J (E) := {P ∈ S(P(E,M)) : P 2 = 0}·
We then have that the space J (E) is a ideal of the R−algebra S(P(E,M)).
Indeed, this follows from the fact that J (E) is nothing other than the ker-
nel of the homomorphism of R− algebras δ given in the preceding exact
sequence.
As in the particular case of the algebra σpson(gl(E)), let us determine the
invertible elements of the R−algebra S(P(E,M)).
Proposition 4.3 The invertible elements of theR− associative algebra S(P(E,M))
decompose in the form u + f, with u ∈ J (E) and f ∈ Pol0(T ∗M) ∼= C∞(M) a
nonvanishing function. And the inverse of such an element is given by
(u+ f)−1 = −f−2 · u+ f−1.
with f−1 : T ∗M → R : x 7→ 1
f(x)
.
Proof. Let P,Q ∈ S(P(E,M)) such that P ·Q = 1.We then have
δ(P ) · δ(Q) = 1,
and this implies that δ(P ) and δ(Q) are constant polynomials along the
fibers of T ∗M, taking into account the identification S(M) ∼= Pol(T ∗M).
We deduce that there are non vanishing functions f, g ∈ C∞(M), one being
the inverse of the other , such as δ(P ) = f and δ(Q) = g.
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Therefore, by definition of the homomorphism δ, we have the decomposi-
tion
P = f + u and Q = g + v
with u,v ∈ J (E) = ker δ.We then obtain
(f + u)−1 =
1
f
1
1 + 1
f
u
=
1
f
∑
k
(−1)k
1
fk
u
k = f−1 − f−2u
since u2 = 0, and the result is established. 
This result generalizes what we have obtained in the Proposition 3.1.
Observe that the gradation of the R− algebra S(P(E,M)) induces one on
J (E) and we can write
J (E) =
⊕
k≥0
J k(E),
with in particular J 0(E) = {0}.
We can now state the following result.
Proposition 4.4 Let E → M and F → N be two vector bundles. If Ψ :
S(P(E,M)) → S(P(F,N)) is an isomorphism of R− algebras, then Ψ respects
their ideals J (E) and J (F ).
Proof. LetΨ : S(P(E,M)) → S(P(F,N)) be an isomorphism ofR−algebras.
The proposition comes directly from the fact that for any P ∈ S(P(E,M))
such that there exists r ∈ N with P r = 0, we also have (Ψ(P ))r = 0. 
The result below is taken from [13].
Lemme 4.5 Let E →M and F → N be two vector bundles.
If Ψ : Pol(E)→ Pol(F ) is an isomorphism of associative algebras, we then have
Ψ(Pol0(E)) = Pol0(F )
We can now state the following result which induces a sort of algebraic-
characterization of manifolds.
Proposition 4.6 Let E → M and F → N be two vector bundles. Any isomor-
phism of R−algebras Ψ : S(P(E,M)) → S(P(F,N)) satisfies the following
relation
Ψ(S0(P(E,M))) = S0(P(F,N)).
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Proof. Since J (E) (resp. J (F )) is an ideal of the R−algebra of S(P(E,M))
(resp. S(P(F,N))) and Ψ(J (E)) = J (F ), we then deduce that
Ψ : [Q] 7→ [Ψ(Q)]
is indeed an isomorphism of R− algebras between the quotient spaces
S(P(E,M))/J (E) and S(P(F,N))/J (F ).
Observe that these quotientR−algebras are graded, the subspace of k−weight
being identified with
Sk(P(E,M))/J k(E) ∼= Polk(T ∗M)·
For S(P(F,N))/J (F ), we have a similar identification. We deduce the
existence of graded isomorphisms of R−algebras
ΨM : S(P(E,M))/J (E)→ Pol(T
∗M)
and
ΨN : S(P(F,N))/J (F )→ Pol(T
∗N).
We then get an isomorphism of R−algebras
ΨN ◦Ψ ◦Ψ
−1
M : Pol(T
∗M)→ Pol(T ∗N).
By virtue of the previous Lemma 4.5, we have
ΨN ◦Ψ ◦Ψ
−1
M (Pol
0(T ∗M)) = Pol0(T ∗N).
This allows to write
Ψ(S0(P(E,M))/J 0(E)) = S0(P(F,N))/J 0(F ),
since ΨM and ΨN are graded. Therefore, for any f ∈ S
0(P(E,M)), we
have the equality
Ψ([f ]) = [Ψ(f)] ∈ S0(P(F,N))/{0},
and the desired result follows. 
We deduce the following result.
Corollaire 4.7 Let E → M and F → N be two vector bundles. If the R− alge-
bras S(P(E,M)) and S(P(F,N)) are isomorphic, then the manifoldsM and N
are diffeomorphic.
Observe that we can’t do more. Indeed, a vector bundle E → M cannot
be characterized by the only associative algebra structure of S(P(E,M))
since, "the information" on the nature of the bundle, except its base, is
housed in the ideal J (E) on which the restriction of the multiplication of
S(P(E,M)) reduces to the trivial structure.
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5 Poisson-algebraic characterization
For quantum Poisson algebras, a homomorphism of R− algebras is neces-
sarily a homomorphism of Lie algebras.
The results obtained in the previous section and in [3, 11, 12, 13] suggest to
consider, for classical Poisson algebras, homomorphisms respecting both
associative and Lie algebra structures, in order to obtain an algebraic char-
acterization of vector bundles.
As we show it in the following lines, we then don’t need to impose that the
R− algebras S(P(E,M)) and S(P(F,M)) are seen as C∞(M)−modules.
But first let’s give a definition.
Definition 4 A R− linear mapΨ between two classical Poisson algebras is a ho-
momorphism of Poisson algebras if Ψ is both a homomorphism of associative
algebras and of Lie algebras.
Here, Ψ is not required to be graded.
Lemme 5.1 Denoting S(P(F,N)) by S, we have
{T ∈ S : {T, f} ∈ Si−1, ∀f ∈ A} = Si ⊕ gl(F ), ∀i ∈ N.
where A is A(F,N).
Proof. The inclusion
{P ∈ S : {P,A} ⊂ Si−1} ⊃ Si ⊕ gl(F )
being immediate, it remains to establish reciprocal inclusion. Let P ∈ S
such that {P,A} ⊂ Si−1 and assume absurdly that
P /∈ gl(F )⊕ Si.
We can then write
P = P0 + ΣkHk
where P0 ∈ gl(F )⊕ S
i, Hk ∈ S
k − {0}, k 6= i, and Hk /∈ gl(F ).We deduce,
on the one hand, that
{Hk, f} ∈ S
k−1, ∀f ∈ A·
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On the other hand, for all f ∈ A, we obtain
Σk{Hk, f} ∈ S
i−1,
since {P, f} − {P0, f} = Σk{Hk, f}.We therefore have
{Hk, f} = 0, ∀f ∈ A.
This implies that Hk ∈ gl(F ). It is absurd. 
We can now state the following proposition.
Proposition 5.2 Let E →M and F → N be two vector bundles.
Any isomorphism of Poisson algebras between S(P(E,M)) and S(P(F,N)) re-
spects the gradation.
Proof. Let Ψ : S(P(E,M)) → S(P(F,N)) be an isomorphism of Poisson
algebras. Observe that by virtue of the previous Proposition 4.6, we have
Ψ(S0(P(E,M))) = S0(P(F,N)). (5.1)
Let us now assume, by the induction hypothesis, that
Ψ(Si(P(E,M))) ⊂ Si(P(E,N)).
For any T ∈ Si+1(P(E,M)) we have {T, γu} ∈ S
i(P(E,M)), for all u ∈
C∞(M). This implies that
{Ψ(T ), γv} ∈ S
i(P(E,N)),
for any v ∈ C∞(N), according to the induction hypothesis and to the equal-
ity (5.1). We therefore obtain, by using the Lemma 5.1,
Ψ(T ) ∈ Si+1(P(E,N)).
This conclude the proof of the proposition. 
The following lemma is taken from [6].
Lemme 5.3 Let E 7→ M and F 7→ M be two vector bundles of respective ranks
n, n′ > 1 with H1(M,Z/2) = 0. The Lie algebras gl(E) and gl(F ) (resp. sl(E)
and sl(F )) are isomorphic if and only if the vector bundles E and F are isomor-
phic.
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The following proposition gives a Poisson-algebraic characterization of
vector bundles.
Theorem 5.4 Let E →M and F → N be two vector bundles of respective ranks
n, n′ > 1.
Under the hypothesis H1(M,Z/2) = 0, the Poisson algebras S(P(E,M)) and
S(P(F,N)) are isomorphic if, and only if, the vector bundles E and F are.
Proof. Let Ψ : S(P(E,M)) → S(P(F,N)) be an isomorphism of Poisson
algebras. Let us show that
Ψ(sl(E)) = sl(F ).
This is sufficient to conclude according to the Lemma 5.3.
For any A ∈ sl(E) ⊂ S1(P(E,M)), the Proposition 5.2 allows us to write
Ψ(A) ∈ S1(P(F,N)). We also have,
{Ψ(A), γv} = 0, ∀v ∈ C
∞(N),
by virtue of the previous relation (5.1). This implies Ψ(A) ∈ sl(F ). 
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