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Re´sume´
Cet article introduit une extension de la contrainte
cumulative classique : une taˆche n’est plus repre´sente´e
par un simple rectangle mais par une suite de sous-taˆches
trape´zo¨ıdales de dure´es et hauteurs variables. La fonction
de ressource n’est plus une constante, mais une fonction
du temps, line´aire par morceaux, positive ou ne´gative.
Enfin, une taˆche n’est pas pre´-affecte´e a` une ressource
mais a` une taˆche correspond un ensemble d’affectations
possibles. Dans ce contexte, cet article propose un algo-
rithme en O(p · (log p + q)) pour calculer les profils mi-
nimum et maximum d’utilisation des ressources par les
taˆches ou` q est le nombre de ressources et p le nombre
total de sous-taˆches de toutes les taˆches.
Abstract
This article first introduces an extension of the clas-
sical cumulative constraint : each task is no more a rec-
tangle but rather a sequence of contiguous trapezoid
sub-tasks with variable duration and heights. The re-
source function is no more constant but is a positive or
negative piecewise linear function of time. Finally, a task
is no more pre-assigned to one resource, but to a task
corresponds a set of possible resource assignments. In
this context, this article provides an O(p · (log p + q))
algorithm for computing all the cumulated resource pro-
fils where q is the number of resources and p is the total
number of trapezoid sub-tasks of all the tasks.
1 Introduction
La plupart des travaux sur l’ordonnancement
de projet sous contraintes de ressources (proble`me
RCPSP) sont lie´s a` des proble`mes ou` les taˆches uti-
lisent des quantite´s constantes de ressources durant
toute leur exe´cution [3]. Cependant, dans de nombreux
proble`mes pratiques, les profils de consommations ou
de productions en ressources des taˆches sont plus com-
plexes et varient dans le temps de fac¸ons discre`tes (be-
soin en main d’œuvre) ou continues (e´lectricite´, pe´-
trole, produits chimiques) [8], [6], [11] et [7].
Une premie`re contribution de cet article est un mo-
de`le de taˆche qui re´unie les deux mode`les introduits
dans [1] et [9]. Chaque taˆche n’est plus seulement un
rectangle mais une se´quence continue de sous-taˆches
trape´zo¨ıdales. La dure´e positive et les hauteurs posi-
tives ou ne´gatives d’une sous-taˆche trape´zo¨ıdale sont
variables dans des intervalles et expriment une fonc-
tion de ressource line´aire par morceaux positive ou
ne´gative. Une taˆche est non–pre´emptive, et ne´cessite
pour son exe´cution d’eˆtre affecte´e a` exactement une
ressource. A chaque taˆche correspond un ensemble
d’affectations possibles. Enfin, une taˆche doit de´marrer
pendant un intervalle de temps donne´ (date de dispo-
nibilite´). De meˆme, elle doit finir pendant un intervalle
de temps donne´.
La principale contribution de cet article est un algo-
rithme efficace en O(p · (log p+ q)) pour calculer, pour
chaque ressource, une estimation infe´rieure et une es-
timation supe´rieure de son profil d’utilisation final ou`
q est le nombre de ressources et p est le nombre to-
tal de sous-taˆches trape´zo¨ıdales de toutes les taˆches.
Ces deux estimations seront appele´es respectivement
profil cumule´ de ressource minimum et maximum. Le
profil cumule´ de ressource minimum permet de ve´rifier
facilement qu’un ordonnancement partiel (i.e., un or-
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donnancement ou` les variables des taˆches et des sous-
taˆches ne sont pas encore toutes fixe´es) n’est pas re´a-
lisable par rapport au fait qu’on ne doive pas de´passer
une capacite´ donne´e de ressource.
De meˆme, le profil cumule´ de ressource maximum
permet de ve´rifier qu’on atteint, sur des intervalles de
temps spe´cifiques, un niveau minimum d’utilisation de
la ressource. De plus, ces deux profils co¨ıncident quand
toutes les variables des taˆches sont toutes fixe´es. Le
profil cumule´ minimum d’une ressource est construit
a` partir de la somme de tous les profils minimum des
taˆches, ou` le profil minimum d’une taˆche repre´sente, a`
chaque instant, la plus petite contribution possible de
la taˆche au profil de ressource.1 Pour une taˆche don-
ne´e T avec des hauteurs qui peuvent eˆtre positives et
ne´gatives, le calcul de son profil minimum de taˆche est
plus complexe que de seulement de´terminer une par-
tie obligatoire[5]. En fait, on commence par fixer les
hauteurs de chaque sous-taˆches de T a` leur valeur mi-
nimum et on conside`re alors se´pare´ment la suite de
ses sous-taˆches positives T+ et la suite de ses sous-
taˆches ne´gatives T−2. Pour la premie`re, nous calculons
sa partie obligatoire (compulsory part) [9] (i.e., l’in-
tersection de tous les ordonnancements re´alisables de
T+) et pour l’autre suite son enveloppe (i.e., l’union de
tous les ordonnancements re´alisables de T−) et on les
recombine. Notons que cette me´thode est base´e sur la
proprie´te´ que la partie obligatoire de T+ et l’enveloppe
de T− ne se superposent pas dans le temps.3
Ce papier est organise´ comme suit : La section 2
introduit la contrainte line´aire par morceaux cumu-
latives pwl et le mode`le de taˆche associe´. La section
3 pre´sente diffe´rentes contributions possibles d’une
taˆche a` l’utilisation d’une ressource : la partie obliga-
toire, l’enveloppe, et finalement, les profils minimum et
maximum de taˆche. La section 4 de´finie d’abord, pour
chaque ressource, ses profils cumule´s de ressources mi-
nimum et maximum. Ensuite, elle de´crit un algorithme
de balayage pour les calculer a` partir de tous les profils
minimum et maximum. Tous les algorithmes donne´s
sont polynomiaux en le nombre total de sous-taˆches
trape´zo¨ıdales.
2 La contrainte line´aire par morceaux cu-
mulatives pwl
Nous conside´rons un ensemble de q ressources renou-
velables ou` la keme ressource a` une capacite´ maximum
1Le profil cumule´ maximum d’une ressource et le profil maxi-
mum d’une taˆche sont de´finis de manie`re similaire.
2Une sous-taˆche dont une des hauteurs minimum est positive
est l’autre ne´gative peut eˆtre divise´e en deux sous-taˆches, l’une
positive et l’autre ne´gative.
3Le calcul du profil maximum d’une taˆche s’ope`re de fac¸on
similaire.
Ck ≥ 0 et un ensemble de n taˆches non–preemptives.
Chaque taˆche requie`re pour son exe´cution d’eˆtre af-
fecte´e a` exactement une ressource parmi un sous-
ensemble donne´ des q ressources (ce sous-ensemble
de´pend de la taˆche conside´re´e). Finalement, chaque
taˆche est compose´e d’une se´quence de sous-taˆches tra-
pe´zo¨ıdales contigue¨s qui expriment une fonction de
ressource line´aire par morceaux. Dans ce contexte,
cette section introduit le mode`le de taˆche ainsi que
le contrainte correspondante.
2.1 Mode`le de taˆche
Apre`s avoir introduit le mode`le de taˆche utilise´ tout
au long de cet article, cette section pre´sente la notion
d’instance re´alisable d’une taˆche ainsi que la notion de
fonction de ressource.
De´finition 1 Une taˆche Ti est de´finie par le quintuple
(sTi , tdTi , eTi ,SeqTi , aTi) ou` :
– Les variables4 sTi , tdTi et eTi repre´sentent res-
pectivement le de´but, la dure´e totale et la fin de
Ti.
– SeqTi est une se´quence de pi sous-taˆches trape´zo¨ı-
dales contigue¨s 〈T 1i , T
2
i , · · · , T
pi
i 〉 ou` la sous-taˆche







≥ 0) et ehT j
i
qui repre´-
sentent respectivement la hauteur au de´but de T ji
(i.e., la quantite´ de ressource ne´cessaire a` son de´-
but), la dure´e de T ji et la hauteur en fin de T
j
i
(i.e., le besoin en ressource a` sa fin).
– La variable aTi repre´sente la ressource d’affecta-
tion de la taˆche Ti et prend sa valeur dans un
ensemble fini d’entiers dom(a).
sTi est appele´e la date de disponibilite´ (de´but au plus
toˆt) tandis que eTi est la date de de´livrance (date de
fin au plus tard) de Ti. sTi et eTi sont respectivement
la date de de´but au plus tard et la date de fin au plus
toˆt de Ti.
Exemple 1 La taˆche fixe´e T , de´finie par
le quintuple (s, td, e,Seq , a) = (1, 7, 8,
〈(2, 3, 3), (3, 1, 1), (0, 1,−1), (0, 1, 0), (3, 1, 0)〉, 1), com-
mence a` l’instant 1, a une dure´e totale de 7, se termine a`
l’instant 8 et est constitue´e de 5 sous-taˆches. De plus, T est
affecte´e a` la ressource 1 et sa fonction de ressource line´aire
par morceaux hT est de´finie par : hT (t) = 1/3 · (t− 1) + 2
pour t ∈ [1, 4[, hT (t) = −2 · (t − 4) + 3 pour t ∈ [4, 5[,
hT (t) = −(t− 5) pour t ∈ [5, 6[, hT (t) = 0 pour t ∈ [6, 7[
et hT (t) = −2 · (t− 7) + 2 pour t ∈ [7, 8[.
4Une variable v prend ses valeurs dans l’intervalle d’entiers
conse´cutifs [v.. v]. Dans cet article, [a..b] de´signe l’intervalle des
entiers compris entre a et b inclus tandis que [a, b] (resp. [a, b[))
de´signe l’intervalle des rationnels compris entre a inclus et b
inclus (resp. b non inclus).
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Les de´finitions 2 et 3 introduisent, pour une taˆche
T , les notions de se´quence re´alisable des sous-taˆches
trape´zo¨ıdales de T et d’instance re´alisable de T .
De´finition 2 Etant donne´es une taˆche Ti de´finie
par (sTi , tdTi , eTi ,SeqTi , aTi) et une dure´e totale
td ∈ [tdTi .. tdTi ], une se´quence re´alisable des sous-







(j = 1..p) sont fixe´es dans





De´finition 3 Etant donne´es une taˆche Ti de´finie
par (sTi , tdTi , eTi ,SeqTi , aTi) et une se´quence re´ali-
sable Seq des sous-taˆches de Ti, une instance re´ali-
sable de Ti est telle que, d’une part, sTi , tdTi et eTi
sont fixe´es dans leur domaine de respectif et ve´rifient
sTi + tdTi = eTi et, d’autre part, SeqTi est fixe´e
a` Seq. Nous notons ΦTi l’ensemble de toutes les ins-
tances re´alisables de la taˆche Ti.
Exemple 2 Tout au long de cet article, nous conside´rons
l’exemple suivant compose´ des quatre taˆches T1, T2, T3 et
T4 de´finies comme suit :
T1 = (1..2, 4..5, 5..6, 〈(1..2, 2..3, 2), (−1, 2,−1)〉, {1, 2})
T2 = (1..2, 6, 7..8, 〈(3, 2, 2), (−2, 2,−1), (1, 2, 1)〉, 1 )
T3 = (0..3, 6, 6..9, 〈(1, 2, 2), (1, 2, 1), (1, 2, 0)〉, 1 )
T4 = (1..6, 2, 3..8, 〈(−1, 2,−1)〉, {1, 2})
Tous les de´buts et fins des taˆches T1 a` T4 sont non
fixe´s. La premie`re sous-taˆche de T1 a sa hauteur en de´-
but et sa dure´e non fixe´es. T1 et T4 sont non encore af-
fecte´es. Fig. 1 fournit toutes les se´quences re´alisables des
sous-taˆches des taˆches T1 a` T4. Notons que T1 a quatre se´-
quences re´alisables (deux de dure´e 4 (Seq1,1 et Seq1,3) et
deux de dure´e 5 (Seq1,2 et Seq1,4)) tandis que les autres
taˆches n’ont seulement chacune qu’une seule se´quence re´a-
lisable. Finalement, Fig. 2 fournit les instances re´alisables


































Fig. 1 – Se´quences re´alisables des sous-taˆches trape´-
zo¨ıdales des taˆches T1 a` T4.
De´finition 4 Nous notons stT j
i
le de´but de T ji
(stT 1
i
= sTi). A chaque I ∈ ΦTi est asso-
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Fig. 2 – Instances re´alisables de la taˆche T1.
[sTi , eTi [ par : ∀ t ∈ [sTi , eTi [,∃!j ∈ {1, 2, ..., pi}









































la valeur de la pente de la sous-taˆche T ji . Si ΦTi est re´-
duit a` une seule instance (i.e., Ti est fixe´e) alors nous
notons hTi la fonction de ressource de Ti.
Exemple 3 (suite de l’exemple 2) L’ins-
tance re´alisable I1,1 (voir Fig. 2) associe´e a`
T1 est (1, 4, 5, 〈(1, 2, 2), (−1, 2,−1)〉, {1, 2}) =
(1, 4, 5,Seq1,1, {1, 2}). Sa fonction de ressource est
de´finie par hI(t) = 1/2 · (t − 1) + 1 pour t ∈ [1, 3[ et
hT (t) = −1 pour t ∈ [3, 5[.
La prochaine de´finition introduit la notion de sous-
taˆche trape´zo¨ıdale positive, ne´gative, nulle et inde´ter-
mine´e ainsi que la notion de taˆche positive et ne´gative.
De´finition 5 Une sous-taˆche trape´zo¨ıdale T ji de Ti
est positive (resp. ne´gative) si ses deux hauteurs sont
positives i.e., shT j
i
≥ 0 ∧ ehT j
i





≤ 0) et non toutes les deux nulles.









trement, elle est inde´termine´e. Une taˆche Ti est posi-
tive (resp. ne´gative) si les hauteurs de toutes ses sous-
taˆches sont positives (resp. ne´gatives).
Exemple 4 (suite de l’exemple 3) T 11 est une sous-taˆche
trape´zo¨ıdale positive tandis que T 21 est ne´gative. T3 est une
taˆche positive tandis que T4 est ne´gative.
2.2 La contrainte cumulative line´aire par morceaux
cumulatives pwl
La contrainte cumulative line´aire par morceaux
est de la forme cumulatives pwl(Taches, Ressources,
Contrainte) ou` :
– Taches est une collection de taˆches
〈T1, T2, · · · , Tn〉 ou` la taˆche Ti (i = 1..n) est
de´finie par le quintuple (sTi , tdTi , eTi ,SeqTi , aTi).
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– Ressources est un ensemble de q entiers
C1, C2, · · · , Cq ou` Ck ≥ 0 (k = 1..q) est la ca-
pacite´ de la keme ressource si Contrainte =′≤′
ou le niveau minimum de la keme ressource si
Contrainte =′≥′ .
– Contrainte est la contrainte plus petit ou e´gal
(i.e., ≤) ou plus grand ou e´gal (i.e., ≥).
La contrainte cumulatives pwl est ve´rifie´e si les condi-
tions suivantes sont vraies :
1. ∀ i = 1..n, sTi + tdTi = eTi (i.e., la fin de la taˆche
est e´gale a` la somme de son de´but et de sa dure´e
totale),
2. ∀ i = 1..n,
∑pi
j=1 dj = tdTi (i.e., la dure´e totale de
la taˆche est e´gale a` la somme des dure´es de toutes
ses sous-taˆches trape´zo¨ıdales),
3. Cas Contrainte = ′ ≤′ : (∀ k = 1..q), (∀ t),∑
i/aTi={k}
hT (t) ≤ Ck (i.e., pour chaque res-
source k et pour chaque instant t, la somme des
valeurs prises a` l’instant t par les fonctions de res-
source des taˆches qui sont affecte´es a` cette res-
source k, est plus petite ou e´gale a` la capacite´ Ck
de cette ressource k).
Cas Contrainte = ′ ≥′ : (∀ k = 1..q), (∀ t/(∃h/t ∈
[sTh , eTh [)),
∑
i/aTi={k}
hT (t) ≤ Ck (i.e., pour
chaque ressource k et pour chaque instant t tel
que au moins une taˆche est exe´cute´e a` cet instant,
la somme des valeurs prises a` t par les fonctions
de ressource des taˆches qui sont affecte´es a` cette
ressource k, est plus grande ou e´gale au niveau
minimum Ck de cette ressource k).
Exemple 5 (suite de l’exemple 2) La contrainte cumula-
tives pwl(
〈 (2, 4, 6, 〈(1, 2, 2), (−1, 2,−1)〉, 2) )
(1, 6, 7, 〈(3, 2, 2), (−2, 2,−1), (1, 2, 1)〉, 1) )
(3, 6, 9, 〈(1, 2, 2), (1, 2, 1), (1, 2, 0)〉, 1) )
(1, 2, 3, 〈(−1, 2,−1)〉, 1) ) 〉
〈2, 2〉 , ≤) est ve´rifie´e et le re´sultat est illustre´ par la
Partie (A) de la Fig. 3 pour la ressource 1 et la Partie
(B) pour la ressource 2 (les utilisations des ressources sont
indique´es par une ligne pointille´e).
3 Profils de taˆche minimum et maximum
Cette section montre comment calculer, pour une
taˆche donne´e, ses profils minimum et maximum. Pour
ce faire, nous commenc¸ons par rappeler (3.1 et 3.2)
quelques re´sultats, de´montre´s dans [9], pour calculer
la partie obligatoire d’une taˆche et ensuite nous les
e´tendons au calcul de l’enveloppe (3.3).5 Puis, dans la
5Dans le cas d’une taˆche positive, sa partie obligatoire et son
enveloppe peuvent respectivement eˆtre interpre´te´es comme une
estimation infe´rieure et supe´rieure de la taˆche (a` chaque instant




























Fig. 3 – Exemple d’un ordonnancement re´alisable des
taˆches T1 a` T4.
section 3.4, nous expliquons comment utiliser ensemble
les notions de partie obligatoire et d’enveloppe pour
calculer les profils minimum et maximum d’une taˆche.
Pour ce faire, nous avons besoin d’introduire d’abord
deux instances re´alisables spe´cifiques de T qui sont ses
ordonnancements au plus toˆt et au plus tard.
3.1 Ordonnancement au plus toˆt et au plus tard
de la taˆche T
Soient Tmin et Tmax respectivement, les ordonnan-
cements au plus toˆt et au plus tard de T et stT j et stT j
(j = 1..p) respectivement les de´buts de la sous-taˆche
trape´zo¨ıdale T j dans les ordonnancements Tmin et
Tmax. Poder et al. ont montre´ dans [9] comment
calculer stT j et stT j avec une comple´xite´ en O(p).
Pour obtenir Tmin, la taˆche T commence a` sa date au
plus toˆt i.e., stT 1 = sT ; puis, stT 2 , stT 3 , · · · , stTp+1
(stTp+1 = eT ) sont fixe´es successivement les plus
petites possibles en respectant la re´alisabilite´ de la
contrainte de fin de la taˆche. La formule re´cursive
suivante calcule stT j (j = 1..p+ 1) :
stT 1 = sT et ∀ j = 1..p, stT j+1 =
max
(





Tmax est obtenue de fac¸on similaire i.e., :
stT 1 = sT et ∀ j = 1..p, stT j+1 =
min
(





Notons que stTp+1 = eT et stTp+1 = eT .
3.2 Partie Obligatoire d’une taˆche positive
La partie obligatoire a e´te´ initialement introduite par
Lahrichi [5], pour une taˆche rectangle comme l’inter-
section de tous les instances re´alisables d’une taˆche.
Au fur et a` mesure que les domaines des variables de
la taˆche se re´duisent, la partie obligatoire augmente
jusqu’a` devenir une instance re´alisable de la taˆche.
Pour des taˆches rectangle, [4] utilise la notion de partie
obligatoire pour serrer des bornes infe´rieures pour des
proble`mes d’ordonnancement sous contraintes de res-
source, tandis que [2] utilise la partie obligatoire dans
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un ensemble de re`gles de propagation pour re´soudre
des contraintes cumulative.
Ici, nous conside´rons une taˆche positive T . Ne´anmoins,
le calcul de la partie obligatoire d’une taˆche ne´ga-
tive est syme´trique : en fait, si T est de´finie, pour
tout t, par hT (t) = −hT ′(t) alors, pour tout t,
hPO(T ′)(t) = −hPO(T )(t).
Notons qu’il suffit, pour le calcul de la partie obliga-
toire de T , de ne conside´rer seulement que les instances
re´alisables de T ou` les hauteurs sont minimum. Par
conse´quent, par la suite, une taˆche T a ses hauteurs
fixe´es a` leur minimum.
De´finition 6 La partie obligatoire PO(T ) de la taˆche
T est non vide si et seulement si sT < eT . Sa fonc-
tion de ressource hPO(T ) ve´rifie pour tout t ∈ [sT , eT [
hPO(T )(t) = infI∈ ΦT (hI(t)) et hPO(T )(t) = 0
ailleurs.
Afin de calculer la partie obligatoire d’une taˆche,
nous devons d’abord introduire la notion de valle´e dans
une se´quence de sous-taˆches trape´zo¨ıdales et la taˆche
associe´e appele´ Taˆche des Valle´es.
De´finition 7 Soit HminT = h1h2 · · ·h2p =
shT 1ehT 1shT 2ehT 2 · · · shTpehTp la se´quence de
toutes les hauteurs minimum des de´buts et fins des
sous-taˆche trape´zo¨ıdales de T . La hauteur hk ∈ H
min
T
(1 < k < 2p) de´finie une fin de valle´e si et seule-
ment si ∃ j (1 < j ≤ k) tel que hj−1 > hj et
hj = hj+1 = · · · = hk et hk < hk+1 (une diminution
stricte dans la fonction de ressource est suivie par une
augmentation stricte).
Re´sultat 1 Soit hj1hj2 · · ·hjv la sous-se´quence
(peut eˆtre vide) de HminT de toutes les hauteurs
des sous-taˆches trape´zo¨ıdales de T qui corres-
pondent aux fins des v valle´es. Soit TV (T ),
appele´e Taˆche des Valle´es de T , la taˆche de´fi-























i.e., ∀t ∈ [sT , eT [,
hPO(T )(t) = min
(
hTmin(t), hTmax(t), hTV (T )(t)
)
et hPO(T )(t) = 0 ailleurs. Si T n’a pas
de valle´e (v = 0) alors, ∀t ∈ [sT , eT [
hPO(T )(t) = min (hTmin(t), hTmax(t)).
Exemple 6 Fig. 4 illustre le calcul de PO(T ) ou` T a
deux fins de valle´e (voir Partie (A)). Elles correspondent
au de´but stT2 de T
2 (h1 = shT2) et a` la fin stT4 de
T 3 (h2 = ehT3). Les Parties (A) et (B) donnent respec-
tivement Tmin et Tmax. Ensuite, la Partie (C) montre
TV (T ) qui est definie par hTV (T )(t) = +∞ pour [sT , stT2 [,
hTV (T )(t) = h1 pour t ∈ [stT2 , stT4 [, et hTV (T )(t) = h2
pour t ∈ [stT4 , stT2 [
S
[stT2 , eT [ (puisque h1 > h2). Fina-
lement, la Partie (D) montre le calcul de PO(T ) comme

























Fig. 4 – Calcul de la partie obligatoire d’une taˆche.
Complexite´ du calcul de la partie obligatoire.
Dans [9], Poder et al. fournissent un algorithme pour
calculer la partie obligatoire d’une taˆche, compose´e
de p sous-taˆches trape´zo¨ıdales et v > 0 valle´es, en
O(p + v · logv). En fait, Tmin et Tmax sont calcule´es
en O(p) (i.e., la complexite´ pour calculer les deux se´-
quences stj et st
j
(j = 1..p+1)), TV (T ) est calcule´e en
utilisant une structure de tas en O(v · log v). Ensuite,
l’intersection de Tmin, Tmax et TS(T ) est obtenue, en
les parcourant en paralle`le, en O(p+ v). Ainsi, on ob-
tient une complexite´ en O(p+ v · log v) c’est a` dire en
O(p log p). Si v = 0 alors la complexite´ est en O(p).
3.3 Enveloppe d’une taˆche positive
L’enveloppe d’une taˆche est l’union de tous les ins-
tances re´alisables de la taˆche. Au fur et a` mesure que
les domaines des variables de la taˆche se re´duisent,
l’enveloppe diminue jusqu’a` devenir une instance re´a-
lisable de la taˆche. Dans le contexte de ressources mul-
tiples, une taˆche a la meˆme enveloppe sur chaque res-
source ou` elle peut eˆtre potentiellement affecte´e et une
enveloppe vide ailleurs. Ici, nous conside´rons une taˆche
positive T et nous calculons son enveloppe Env(T ).
Ne´anmoins, le calcul de l’enveloppe d’une taˆche ou`
les hauteurs de chaque sous-taˆche trape´zo¨ıdale sont
ne´gatives est syme´trique. En fait, si T est de´finie,
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pour tout t, par hT (t) = −hT ′(t) alors, pour tout t,
hEnv(T ′)(t) = −hEnv(T )(t).
De´finition 8 L’enveloppe Env(T ) de la taˆche T est
telle que sa fonction de ressource hEnv(T ) satisfasse
hEnv(T ) = supI∈ ΦT (hI(t)) pour tout t ∈ [sT , eT [ et
hEnv(T )(t) = 0 ailleurs.
Notons qu’il est suffit, pour le calcul de l’enveloppe
de T , de ne conside´rer seulement que les instances re´a-
lisables de T ou` les hauteurs de chaque sous-taˆche tra-
pe´zo¨ıdale sont fixe´es a` leur maximum. Donc, dans cette
section, une taˆche T a ses hauteurs fixe´es a` leur maxi-
mum.
Comme nous avons introduit, pour le calcul la par-
tie obligatoire d’une taˆche, la notion de valle´e dans une
se´quence de trape´zo¨ıdales, nous introduisons mainte-
nant, pour le calcul de l’enveloppe, la notion de som-
met et la taˆche associe´e appele´e la Taˆche des Sommets.
De´finition 9 Soit HmaxT = h1h2 · · ·h2p =
shT 1ehT 1shT 2ehT 2 · · · shTpehTp la se´quence des
hauteurs maximum de tous les de´buts et fins
des sous-taˆches trape´zo¨ıdales de T . La hauteur
hk ∈ H
max
T (1 ≤ k ≤ 2p) de´finie un fin de sommet si
et seulement si ∃ j(1 ≤ j ≤ k) tel que hj−1 < hj et
hj = hj+1 = · · · = hk et hk > hk+1 avec la convention
que h0 = h2p+1 = 0.
Re´sultat 2 Soit hj1hj2 · · ·hjw la sous-se´quence de
HTmax de toutes les hauteurs de T qui sont des
sommets. La Taˆche des Sommets TS(T ) de T est la
taˆche de´finie par :


















(avec la convention que sTp+1 = e). L’enveloppe
de T est obtenue par l’union de Tmin, Tmax
et TS(T ) i.e., hEnv(T ) ve´rifie hTS(T )(t) =
sup(hTmin(t), hTmax(t), hTS(T )(t)) pour tout
t ∈ [sT , eT [ et hTS(T )(t) = 0 ailleurs.
La de´monstration du Re´sultat 2 est similaire a` celle
du Re´sultat 1 et est par conse´quent omise.
Exemple 7 Fig. 5 illustre le calcul de l’enveloppe de la
taˆche T qui a trois fins de sommet de hauteurs h1 = shT1 ,
h2 = ehT2 et h3 = ehT4 (voir Partie (A)). Ils corres-
pondent au de´but s = stT1 de la taˆche, a` la fin stT3 de
la seconde sous-taˆche et a` la fin e = stT4 de la taˆche
T . Les Partie (A) et (B) donnent respectivement Tmin et
Tmax. Ensuite, la Partie (C) montre TS(T ) qui est de´fi-
nie par hTS(T )(t) = h1 pour t ∈ [sT , sT [, hTV (T )(t) = h2
pour t ∈ [stT3 , eT [ (puisque h2 < h3 sur [eT , stT3 [), et
hTV (T )(t) = h3 pour t ∈ [eT , eT [. Finalement, la partie
(D) montre le calcul de Env(T ) comme l’union de Tmin,
Tmax et TS(T ).
























Fig. 5 – Calcul de l’enveloppe d’une taˆche.
Complexite´ du calcul de l’enveloppe d’une
taˆche. Une taˆche T a toujours au moins un sommet
sauf si T ve´rifie ∀ t, hT (t) = 0. L’algorithme du calcul
de l’enveloppe est similaire a` celui donne´ pour le cal-
cul de la partie obligatoire. Il a, par conse´quent, une
complexite´ en O(p+w ·logw) c’est a` dire en O(p log p).
3.4 Profils minimum et maximum d’une taˆche T
Dans cette section, nous nous plac¸ons dans le cadre
de multi-ressources et de´finissons la notion de profils
minimum et maximum d’une taˆche et comment les ob-
tenir a` partir des parties obligatoire et des enveloppes.
De´finition 10 Soit Pm(T ) (resp. PM(T )) le profil
minimum (resp. maximum) de la taˆche T . Sa fonc-
tion de ressource hPm(T ) (resp. hPM(T ) satisfait, pour
tout t ∈ [sT , eT [, hPm(T )(t) = infI∈ ΦT (hI(t)) (resp.
hPM(T )(t) = supI∈ ΦT (hI(t)).
Notons qu’il suffit, pour le calcul de Pm(T ) (resp.
PM(T )) de ne conside´rer seulement que les instances
re´alisables ou` toutes les hauteurs des sous-taˆches tra-
pe´zo¨ıdales de T sont fixe´es a` leur minimum (resp.
maximum).
Nous supposons donc maintenant que toutes les
hauteurs de T sont fixe´es a` leur minimum (resp.
maximum) respectif pour le calcul de Pm(T ) (resp.
PM(T )).
Soit T+ (resp. T−) la taˆche obtenue a` partir de T
en remplac¸ant chaque sous-taˆche trape´zo¨ıdale ne´gative
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(resp. positive) T j de T par une sous-taˆche nulle de
meˆme dure´e que la sous-taˆche remplace´e (nous fusion-
nons des sous-taˆches conse´cutives nulles en une seule
sous-taˆche). Une sous-taˆche T j telle que ses deux hau-
teurs minimum shj et ehj sont de signes diffe´rents
peut eˆtre divise´e en deux sous-taˆches, l’une positive
et l’autre ne´gative. La premie`re avec une hauteur en
de´but e´gale a` shj et une hauteur en fin nulle et la
deuxie`me avec une hauteur au de´but nulle et une hau-
teur en fin e´gale a` ehj .
Le prochain re´sultat exprime la fonction de res-
source du profil minimum (resp. maximum) de la taˆche
T en fonction de celles de la partie obligatoire de T+
(resp. T−) et de l’enveloppe de T− (resp. T+).
Re´sultat 3 Soit t un instant donne´.
Si T est affecte´e a` une ressource alors, sur cette res-
source{
hPm(T )(t) = hPO(T+)(t) + hEnv(T−)(t),
hPM(T )(t) = hPO(T−)(t) + hEnv(T+)(t).
sinon, sur chaque ressource ou` T peut eˆtre affecte´e{
hPm(T )(t) = hEnv(T−)(t),
hPM(T )(t) = hEnv(T+)(t).
De plus, hPO(T+)(t) 6= 0 ∧ hEnv(T−)(t) 6= 0 et
hEnv(T+)(t) 6= 0 ∧ hPO(T−)(t) 6= 0.
Preuve 1 du Re´sultat 3
Puisque les de´finitions de Pm(T ) et PM(T ) sont
syme´triques, nous ne prouvons le re´sultat que pour
Pm(T ). Notons que, par de´finition de T+ et T−,
pour une instance I ∈ ΦT , les instances associe´es
I+ et I− sont telles que hI+(t) = max (0, hI(t)) et
hI−(t) = min (0, hI(t)). Par conse´quent hPO(T+)(t) =
infI∈ ΦT (hI+(t)) et hEnv(T−)(t) = infI∈ ΦT (hI−(t)).
Nous distinguons deux cas :
∀ I ∈ ΦT , hI(t) > 0 (1) et son contraire
∃ I ∈ ΦT /hI(t) ≤ 0 (2). Dans le premier
cas, ∀ I ∈ ΦT , hI(t) = hI+(t). Alors
infI∈ ΦT (hI(t)) = infI∈ ΦT (hI+(t)) > 0
i.e., hPm(T )(t) = hPO(T+)(t) > 0. De plus,
∀ I ∈ ΦT , hI−(t) = 0 et donc hEnv(T−)(t) = 0.
Dans le deuxie`me cas : infI∈ ΦT (hI(t)) =
infI∈ ΦT (hI−(t)) > 0. i.e., hPm(T )(t) = hEnv(T−)(t).
De plus, infI∈ ΦT (hI+(t)) = 0 i.e hPO(T+)(t) = 0.
Nous avons prouve´ qu’on ne peut avoir en meˆme
temps hPO(T+)(t) 6= 0 et hEnv(T−)(t) 6= 0 (par
de´finition hPO(T+)(t) ≥ 0 et hEnv(T−)(t) ≤ 0) et que
si hPO(T+)(t) > 0 alors hPm(T )(t) = hPO(T+)(t) sinon
hPm(T )(t) = hEnv(T−)(t). 
Complexite´ du calcul des profils de taˆche mi-
nimum et maximum. Puisque la complexite´ pour
calculer la partie obligatoire ou l’enveloppe d’une taˆche
avec p sous-taches est O(p log p), le re´sultat 3 nous per-
met de de´duire que la complexite´ pour calculer le profil
minimum ou maximum est aussi en O(p log p).
Exemple 8 (suite de l’exemple 2) Puisque T1 et T4
peuvent eˆtre affecte´es aux ressources 1 et 2 (aT1 = aT4 =
{1, 2}), seulement leur enveloppe sont prises en compte
et donc hPm(T1) = hEnv(T−1 )
et hPm(T4) = hEnv(T4)
(T−4 = T4 car T4 est ne´gative). Puisque T2 et T3 sont
affecte´e a` ressource 1 (aT2 = aT3 = {1}), leur partie
obligatoire et leur enveloppe sont prises en compte donc
hPm(T2) = hPO(T+2 )
+ h
Env(T−2 )
et hPm(T3) = hPO(T3)
(T+3 = T3 et T
−
3 = ∅ puisque T3 est positive). Les Par-
ties (A) a` (D) de Fig. 6 donnent respectivement Pm(T1),
Pm(T2), Pm(T3) et Pm(T4). Finalement, le tableau sui-
vant re´sume les diffe`rent profils (une sous-taˆche est de´crite







T1 〈2, 1, 3, 3/2〉 〈3,−1, 6,−1〉
aT1 = {1, 2}
Env(T1)
T2
〈2, 5/2, 3, 2〉, 〈3,−2, 4,−2〉, aT2 = 1




〈3, 1, 4, 1〉,
∅
aT3 = 1
〈4, 1, 6, 0〉 PO(T3)
T4 ∅ 〈1,−1, 8,−1〉
aT4 = {1, 2}
Env(T4)
4 Calcul des profils cumule´s de ressource
minimum et maximum en utilisant un
algorithme de balayage
Cette section commence par de´finir les notions de
profils cumule´s de ressource minimum et maximum.
Ensuite, il de´crit un algorithme de balayage polyno-
mial (en fonction du nombre de sous-taˆches et de res-
sources) pour calculer, pour chaque ressource r, son
profil cumule´ de ressource minimum Pcm(r). Ce profil
est calcule´ a` partir de tous les profils de taˆche Pm(Ti)
i = 1..n de la contrainte cumulatives pwl.
4.1 Profils de ressource cumule´s minimum et
maximum
Nous montrons maintenant comment calculer les
profils cumule´s de ressource minimum et maximum a`
partir des profils minimum et maximum des taˆches.
De´finition 11 Etant donne´e une ressource r, Pcm(r)
(resp. PcM(r)) de´signe le profil cumule´ mini-
mum (resp. maximum) de la ressource r. Pour








Au fur et a` mesure que les domaines des va-
riables de toutes les taˆches sont progressivement re´-
duits (jusqu’a` devenir fixe´s), Pcm(r) et PcM(r) res-





















































































Fig. 6 – Calcul de Pcm(1) et Pcm(2).
meˆme unique profil). A partir de maintenant, puisque
Pcm(r) et PcM(r) ont des de´finitions similaires, nous
nous concentrons sur le calcul de Pcm(r)
Exemple 9 (suite de l’exemple 8) Les parties (E) et
(F) de Fig. 6 et le tableau suivant fournissent Pcm(1) et
Pcm(2) (hPcm(1) =
P4
i=1 hPm(Ti) et hPcm(2) = hPm(T1) +
hPm(T4)).
Ressource Trape`zes de mrP (Ressource)
1
〈1,−1, 2,−1〉, 〈2, 3/2, 3, 1〉, 〈3,−3, 6,−3〉,
〈6, 0, 7, 0〉, 〈7,−1, 8,−1〉
2 〈1,−1, 3,−1〉, 〈3,−2, 6,−2〉, 〈6,−1, 8,−1〉
4.2 Algorithme de balayage
Pour caculer Pcm(r), pour une ressource donne´e r,
nous avons e´tendu l’algorithme de balayage pre´sente´
dans [1] de manie`re a` prendre en compte des sous-
taˆches trape´zo¨ıdales. Une introduction ge´ne´rale sur le
balayage est donne´ dans [10] et un exemple de son
utilisation, dans le contexte de l’ordonnancement dis-
jonctif, est montre´ dans [12].
L’algorithme de balayage e´tendu (voir Table 2) de´-
place une ligne verticale ∆ d’un e´ve`nement a` son pro-
chain - dans notre contexte, un e´ve`nement correspond
au de´but ou a` la fin d’une sous-taˆche trape´zo¨ıdale
(i.e. un trape`ze) de Pm(Ti) (i = 1..n; r ∈ aTi) - sur
l’axe temporel et construit Pcm(r) de fac¸on incre´men-
tale. Il utilise deux structures de donne´es :
– La premie`re, appele´e e´tat de la ligne de balayage,
contient pour la ressource r des informations rela-
tives a` la position courante δ de la ligne verticale
∆ : sum hr et sum slr, respectivement la hauteur
et la pente de Pcm(r) a` la position δ.
– La seconde structure de donne´es, appele´e suite des
e´ve`nement, contient les e´ve`nements associe´s aux
trape`zes utilise´s pour construire Pcm(r) (i.e. les
trape`zes de Pm(Ti) tels que Ti peut eˆtre affecte´e
a` r (voir Re´sultat 3 et De´finition 11). Nous repre´-
sentons ces e´ve`nements par les champs suivants :
〈tache, type, date, hauteur, pente〉, ou` :
– tache indique quelle taˆche ge´ne`re l’e´ve`nement.
– type ∈ {Deb,Fin} exprime si l’e´ve`nement cor-
respond a` un de´but ou a` une fin du trape`ze qui
a ge´ne´re´ l’e´ve`nement.
– date spe´cifie la localisation dans le temps de
l’e´ve`nement : si type = Deb alors contient le
de´but du trape`ze sinon sa fin.
– hauteur donne la quantite´ a` ajouter a` sum hr :
si type = Deb alors contient la hauteur du tra-
pe`ze a` son de´but sinon l’oppose´ de sa hauteur
en fin.
– pente donne la quantite´ a` ajouter a` sum slr : si
type = Deb alors contient la pente du trape`ze
sinon l’oppose´ de sa pente.
Chaque trape`ze non nul Pm(Ti)
j 6 de Pm(Ti) ge´-
ne`re la paire d’e´ve`nements :
〈i,Deb, stPm(Ti)j , shPm(Ti)j , slPm(Ti)j 〉









Notons que cette paire d’e´ve`nements participe a` la
construction de tous les profils cumule´s Pcm(r) tels
que r ∈ aTi . Tous les e´ve`nements sont initialement
calcule´s et trie´s (par l’algorithme principal (AP) - voir
Table 1), dans la liste Levents, en ordre lexicographique
croissant par rapport a` la paire 〈date, type〉 ou` type =
Fin est conside´re´ eˆtre plus petit que type = Deb.
6Pm(Ti)
j = (stPm(Ti)j , shPm(Ti)j , dPm(Ti)j , etPm(Ti)j ,
ehPm(Ti)j ) (de´but, hauteur au de´but, dure´e, fin, hauteur en
fin) de´signe la jeme sous-taˆche (trape`ze) du profil Pm(Ti).
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Tab. 1 – Algorithme Principal (AP) - Calcule tous les mcrP
In : Les taˆches Ti (i = 1..n) ; Out : Fail si il n’y a pas de solution autrement retourne Delay.
1 : Levents ← ∅ ;
2 : pour i = 1 a` n faire /* Pour toutes les taˆches */
3 : | Calcule Pm(Ti) ;
4 : | pour j = 1 a` ‖Pm(Ti)‖ faire /* Ge´ne`re les mP-e´ve`nements ; ‖Pm(Ti)‖ est le nombre de trape`zes de Pm(Ti)*/
5 : | | si (shPm(Ti)j 6= 0 ∨ ehPm(Ti)j 6= 0) alors /* i.e., Pm(Ti)
j n’est pas un trape`ze nul */
6 : | | | sl = (ehPm(Ti)j − shPm(Ti)j )/dPm(Ti)j ;
7 : | | | Ajoute 〈i,Deb, stPm(Ti)j , shPm(Ti)j , sl〉 a` Levents ;
8 : | | | Ajoute 〈i,Fin, etPm(Ti)j ,−ehPm(Ti)j ,−sl〉 a` Levents ;
9 : Trier Levents en ordre lexicographique croissant par rapport a` 〈date, type〉 ;
10 : pour r = 1 a` q faire si Algorithme Balayage(Levents, r) = Fail alors retourne Fail ;
11 : retourne Delay ;
sum hr et sum slr sont initialise´es a` 0 (ligne 1 de
AB) et δ a` la date du premier e´ve`nement, associe´ a`
la taˆche Ti telle que r ∈ aTi , sur l’axe temporel (ligne
3 de AB). Quand la position courante de ∆ change
(ligne 5) de δk a` δk+1, l’algorithme de balayage :
– Calcule d’abord le keme trape`ze Pcm(r)k de
Pcm(r) (ligne 6).
– Puis (ligne 7) ve´rifie que Pcm(r)k ne de´passe pas
la capacite´ de la ressource Cr, sinon la contrainte
n’a pas de solution.
– Alors sum hr prend la valeur de la hauteur en fin
du dernier trape`ze retourne´ (Pcm(r)k) et δ est
mis a` jour a` la valeur δk+1 (ligne 9).
Dans tous les cas, les contributions (hauteurs et
pentes) des trape`zes qui commencent ou se finissent
a` δk+1 sont prises en compte dans sum hr et sum slr
(ligne 10).
Exemple 10 (suite de l’exemple 8) Le trape`ze
〈3,−1, 6,−1〉 de Pm(T1) ge´ne`re la paire d’e´ve`nements
(e1 = 〈1,Deb, 3,−1, 0〉, e2 = 〈1,Fin, 6, 1, 0〉) tandis que le
trape`ze 〈1,−1, 8,−1〉 de Pm(T4) ge´ne`re la paire d’e´ve`ne-
ments (e3 = 〈4,Deb, 1,−1, 0〉, e4 = 〈4,Fin, 8, 1, 0〉). Les
e´ve`nements trie`s de Levents utiles pour calculer Pcm(2) a`
partir de Pm(T1) et Pm(T4) sont 〈e3, e1, e2, e4〉. Quand e1
devient l’e´ve`nement courant alors, la ligne de balayage se
de´place de la position 1 a` 3 : l’algorithme calcule d’abord
le 1er trape`ze (1,−1, 3,−1) de Pcm(2) (voir Fig. 6 Partie
(F)). Puis, l’e´tat de la ligne de balayage est mis a` jour :
sum hr ← −1 et δ ← 3. Finalement, la contribution de e1
est ajoute´e a` sum hr qui de´croˆıt de −1 a` −2 et a` sum slr
qui ne change pas.
Le prochain re´sultat donne la complexite´ du calcul
de tous les profils cumule´ de ressource minimum en
utilisant un algorithme de balayage.
Re´sultat 4 La complexite´ pour calculer tous les pro-
fils cumule´s de ressource minimum en utilisant un al-
gorithme de balayage est en O(p · (log p+ q)) ou` q est
le nombre de ressources, p =
∑n
i=1(pi) est le nombre
total de sous-taˆches trape´zo¨ıdales des n taˆches.
Preuve 2 du Re´sultat 4. La complexite´ du calcul (voir
3.4) de tous les Pm(Ti) et de la ge´ne´ration de tous les
e´ve`nements est en O (
∑n
i=1(pi log pi)).
La complexite´ pour trier les O(p) e´ve`nements, en
utilisant un algorithme de complexite´ en O(p log p),
est en O(p log p). Finalement, pour chaque res-
source r, l’algorithme de balayage AB calcule
Pcm(r) en O(p) (dans le pire cas). Par conse´-
quent, nous obtenons une complexite´ dans le pire
cas en O (
∑n
i=1(pi log pi) + p · log p+
∑q
i=1 p) i.e., en
O(p (log p+ q)). 
5 Conclusion
Nous avons d’abord introduit un nouveau mode`le
de taˆche qui combine les avantages de deux mode`les.
Dans le premier mode`le ne prenait en compte que
des taˆches avec des consommations ou des production
constantes et permettait le multi-ressources. Dans le
second, les taˆches pouvaient exprimer des consomma-
tions en ressource line´aires par morceaux mais avec
une seule ressource. Ensuite, pour ce nouveau mode`le
de taˆche, nous fournissons un algorithme polynomial
pour le calcul, pour chaque ressource, de ses profils de
ressource cumule´s minimum et maximum.
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