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The Geometry of Nonlinear Embeddings
in Kernel Discriminant Analysis
Jiae Kim∗ Yoonkyung Lee† Zhiyu Liang‡
Abstract
Fisher’s linear discriminant analysis is a classical method for classification, yet it is limited to captur-
ing linear features only. Kernel discriminant analysis as an extension is known to successfully alleviate
the limitation through a nonlinear feature mapping. We study the geometry of nonlinear embeddings in
discriminant analysis with polynomial kernels and Gaussian kernel by identifying the population-level
discriminant function that depends on the data distribution and the kernel. In order to obtain the discrimi-
nant function, we solve a generalized eigenvalue problem with between-class and within-class covariance
operators. The polynomial discriminants are shown to capture the class difference through the population
moments explicitly. For approximation of the Gaussian discriminant, we use a particular representation
of the Gaussian kernel by utilizing the exponential generating function for Hermite polynomials. We
also show that the Gaussian discriminant can be approximated using randomized projections of the data.
Our results illuminate how the data distribution and the kernel interact in determination of the nonlinear
embedding for discrimination, and provide a guideline for choice of the kernel and its parameters.
Keywords: Discriminant analysis, Feature map, Gaussian kernel, Polynomial kernel, Rayleigh quotient,
Spectral analysis
1 Introduction
Kernel methods have been widely used in statistics and machine learning for pattern recognition and anal-
ysis (Hofmann et al. 2008, Scho¨lkopf and Smola 2002, Shawe-Taylor and Cristianini 2004). They can be
described in a unified framework with a special class of functions called kernels encoding pairwise similar-
ities between data points. Such kernels enable nonlinear extensions of linear methods seamlessly and allow
us to deal with general types of data such as vectors, text documents, graphs, and images. Combined with
problem-specific evaluation criteria typically in the form of a loss function or a spectral norm of a kernel ma-
trix, this kernel-based framework can produce a variety of learning algorithms for regression, classification,
ranking, clustering, and dimension reduction. Popular kernel methods include smoothing splines (Wahba
1990), support vector machines (Vapnik 1995), kernel Fisher discriminant analysis (Baudat and Anouar
2000, Mika et al. 1999), ranking SVM (Joachims 2002), spectral clustering (Scott and Longuet-Higgins
1990, von Luxburg 2007), and kernel principal component analysis (Scho¨lkopf et al. 1998).
This paper regards the geometry of kernel discriminant analysis (KDA). KDA is a nonlinear generaliza-
tion of Fisher’s linear discriminant analysis (LDA), which is a standard multivariate technique for classifi-
cation. Intrinsically as a dimension reduction method, KDA looks for discriminants that embed multivariate
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data into a real line so that decisions can be made easily in a low dimensional space. For simplicity of
exposition, we focus on the case of two classes. Fisher’s linear discriminant projects data along the direc-
tion that maximizes separation between classes. Extending this geometric idea, kernel discriminant analysis
finds a data embedding that maximizes the ratio of the between-class variation to within-class variation mea-
sured in the feature space specified by a kernel. To determine the embedding as a discriminant, we solve a
generalized eigenvalue problem involving kernel-dependent covariance matrices.
We examine the kernel discriminant at the population level to illuminate the interplay between the kernel
and the probability distribution for data. Of particular interest is how the kernel discriminant captures the
difference between two classes geometrically, and how the choice of a kernel and associated kernel parame-
ters affect the discriminant in connection with salient features of the underlying distribution. As a continuous
analogue of the kernel-dependent covariance matrices, we define the between-class and within-class covari-
ance operators first and state the population version of the eigenvalue problem using those operators which
depend on both the data distribution and the kernel. For some kernels, we can obtain explicit solutions and
determine the corresponding population kernel discriminants.
Similar population-level analyses have been done for kernel PCA and spectral clustering (Liang and Lee
2013, Shi et al. 2009, Zhu et al. 1998) to gain insights into the interplay between the kernel and distributional
features on low dimensional embeddings for data visualization and clustering. The population analyses of
kernel PCA, spectral clustering, and KDA require a spectral analysis of kernel operators of different forms
depending on the method. They help us examine the dependence of eigenfunctions and eigenvalues of the
kernel operators on the data distribution, which can guide applications of those methods in practice.
The population discriminants with polynomial kernels admit a closed-form expression due to their finite
dimensional feature map. Analogous to the geometric interpretation of Fisher’s linear discriminant that it
projects data along the mean difference direction after whitening the within-class covariance, the polynomial
discriminants are characterized by the difference in the population moments between classes. By contrast,
the Gaussian kernel does not allow a simple closed-form expression for the discriminant because its feature
map and associated function space are infinite-dimensional. We provide approximations to the Gaussian
discriminant instead using two representations of the kernel. These approximations shed some light on the
workings of KDA with the Gaussian kernel. By using a deterministic representation of the Gaussian kernel
with the Hermite polynomial generating function, we approximate the population Gaussian discriminant
with polynomial discriminants of degree as high as desired for the accuracy of approximation. This implies
that the Gaussian discriminant captures the difference between classes through the entirety of the moments.
Alternatively, using a stochastic representation of the Gaussian kernel through Fourier features of random
projections (Rahimi and Recht 2008a), we can also view the Gaussian discriminant as an embedding that
combines the expected differences in sinusoidal features of randomly projected data from two classes.
How are the forms of these population kernel discriminants related to the task of minimizing classifi-
cation error? To attain the least possible error rate, the optimal decision rule assigns a data point x ∈ Rp
to the most probable class by comparing the likelihood of one class, say p1(x), versus the other, p2(x),
given x. In other words, the ideal data embedding for discrimination of two classes should be based on the
likelihood ratio p1(x)/p2(x) or log[p1(x)/p2(x)]. As a simple example, when the population distribution
for each class is multivariate normal with a common covariance matrix, log[p1(x)/p2(x)] is linear in x, and
it coincides with the population version of Fisher’s linear discriminant. Difference in the covariance brings
additional quadratic terms to the log likelihood ratio requiring a quadratic discriminant for the lowest error.
As the distributions further deviate from elliptical scatter patterns exemplified by normal distributions, the
ideal data embedding according to log[p1(x)/p2(x)] will involve nonlinear terms beyond quadratic. The
basic fact that each distribution can be identified with its moment-generating function or characteristic func-
tion, i.e., its Fourier transform, implies that any difference between two distributions can be described in
terms of the moments or expected Fourier features in general. Our population analysis of kernel discrimi-
nants indicates that the Gaussian kernel treats the distributional difference as a whole, including both global
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and local (or low and high frequency) characteristics, while the polynomial kernels focus on differences in
more global characteristics represented by low-order moments. The ideal choice of a kernel in KDA will
inevitably depend on the mode of class difference mathematically expressed through the log likelihood ratio,
log[p1(x)/p2(x)].
The rest of the paper is organized as follows. Section 2 provides a brief review of kernel discriminant
analysis and describes its population version by introducing two kernel covariance operators for measuring
the between-class variation and within-class variation in the feature space. Section 3 presents a population-
level discriminant analysis using two types of polynomial kernels and Gaussian kernel and provides an
explicit form of population kernel discriminants. Numerical examples are given in Section 4 to illustrate
the geometry of kernel discriminants in relation to the data distribution. Section 5 concludes the paper with
discussions.
2 Preliminaries
This section provides a technical background for kernel discriminant analysis. After reviewing kernel func-
tions, corresponding function spaces, and feature mappings in Section 2.1, we briefly describe Fisher’s linear
discriminant analysis and its extension using kernels in Section 2.2 and further extend the sample-dependent
description of kernel discriminant analysis to its population version in Section 2.3.
2.1 Kernel
Let the input domain for data be denoted by X . A kernel K(·, ·) is defined as a positive semi-definite
function from X × X to R. As a positive semi-definite function, K is symmetric: K(x,u) = K(u,x) for
all x,u ∈ X , and for each n ∈ N and for all choices of x1, . . . ,xn ∈ X , Kn = [K(xi,xj)] as an n × n
matrix is positive semi-definite.
Given K, there is a unique function space HK with inner product 〈·, ·〉HK corresponding to the kernel
such that for every x ∈ X and f ∈ HK , (i) K(x, ·) ∈ HK , and (ii) f(x) = 〈f,K(x, ·)〉HK . The
second property is called the reproducing property of K, and it entails the following identity: K(x,u) =
〈K(x, ·),K(u, ·)〉HK . Such a function space with reproducing kernel is called a reproducing kernel Hilbert
space (RKHS). See Aronszajn (1950), Wahba (1990) and Gu (2002) for reference.
Alternatively, kernels can be characterized as those functions that arise as a result of the dot product
of feature vectors. This is a common viewpoint in machine learning in the use of kernels for nonlinear
generalization of linear methods. To capture nonlinear features often desired for data analysis, consider a
mapping φ from the input space X to a feature space F = RD, φ : X → F , which is called a feature
map. The feature vector φ(x) = (φ1(x), . . . , φD(x))T consists of D features, and for expressiveness
of the features, the dimension of the feature space is often much higher than the input dimension, and
possibly infinite. Through the dot product of feature vectors, we can define a valid kernel K on X × X
as K(x,u) = φ(x)Tφ(u). When D = ∞, the dot product is to be interpreted in the sense of `2 inner
product. More general treatment of kernels with a general inner product for the feature space is feasible, but
for brevity, we confine our description to the dot product only. Using a feature map, we can generalize a
linear method by applying it in the feature space, which amounts to replacing the dot product for the original
features, xTu, in the linear method with a kernel, K(x,u). This substitution is called the “kernel trick” in
machine learning. For general description of kernel methods, an explicit form of a feature map is not needed
nor the feature map for a given kernel is unique. See Scho¨lkopf and Smola (2002) for general properties of
kernels.
In this paper, we focus on the following kernels that are commonly used in practice with X = Rp:
• Homogeneous polynomial kernel of degree d: Kd(x,u) = (xTu)d
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• Inhomogeneous polynomial kernel of degree d: K˜d(x,u) = (1 + xTu)d
• Gaussian kernel with bandwidth parameter ω: Kω(x,u) = exp
(
−‖x−u‖2
2ω2
)
.
Consideration of their explicit feature maps will be useful for the analyses presented in Section 3. For
instance, the homogeneous polynomial kernel of degree 2 on X = R2, K2(x,u) = (x1u1 + x2u2)2, can be
described with a feature map φ(x) =
(
x21,
√
2x1x2, x
2
2
)T ∈ R3. The Gaussian kernel onRwith bandwidth
parameter 1 admits F = R∞ with `2 inner product as a feature space and a feature map of
φ(x) = e−
x2
2
(
1, x,
x2√
2!
,
x3√
3!
, . . .
)T
.
2.2 Kernel Discriminant Analysis
Kernel discriminant analysis (KDA) is a nonlinear extension of Fisher’s linear discriminant analysis using
kernels. For description of KDA, we start with a classification problem. Suppose we have data from two
classes labeled 1 and 2: {(xi, yi) | xi ∈ X and yi ∈ {1, 2} for i = 1, . . . , n}. For simplicity, assume that
the data points are ordered so that the first n1 observations are from class 1 and the rest (n2 = n − n1) are
from class 2.
2.2.1 Fisher’s Linear Discriminant Analysis
As a classical approach to classification, Fisher’s linear discriminant analysis (LDA) looks for linear com-
binations of the original variables called linear discriminants that can separate observations from different
classes effectively. It can be viewed as a dimension reduction technique for classification.
When X = Rp, a linear discriminant is of the form, f(x) = vTx, with a coefficient vector v ∈ Rp. For
the discriminant vTx as a univariate measurement, we define the between-class variation as
(vTx1 − vTx2)2 = vT (x1 − x2)(x1 − x2)Tv
and the within-class variation as its pooled sample variance:
n1
n
vTS1v +
n2
n
vTS2v = v
T
(n1
n
S1 +
n2
n
S2
)
v,
where xj and Sj are the sample mean vector and sample covariance matrix of x for class j. Letting SB =
(x1 − x2)(x1 − x2)T and SW = n1n S1 + n2n S2 (the pooled covariance matrix), we can express the two
variations succinctly as quadratic forms of vTSBv and vTSWv, respectively. Note that both forms are
shift-invariant.
To find the best direction that gives the maximum separation between two classes measured relative to
the within-class variance in LDA, we maximize the ratio of the between-class variation to the within-class
variation with respect to v:
maximize
v∈Rp
vTSBv
vTSWv
.
This ratio is also known as the Rayleigh quotient and taken as a measure of the signal-to-noise ratio in clas-
sification along the direction v. This maximization problem leads to the following generalized eigenvalue
problem:
SBv = λSWv
and the solution is given by the leading eigenvector. More explicitly, vˆ = S−1W (x1 − x2) defined only up to
a normalization constant, and λˆ = (x1 − x2)TS−1W (x1 − x2) is the corresponding eigenvalue. Since SB has
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rank 1, λˆ is the only positive eigenvalue. The resulting linear discriminant, fˆ(x) = vˆTx, together with an
appropriately chosen threshold c yields a classification boundary of the form {x ∈ Rp | vˆTx = c}, which
is linear in the input space. When SW ≈ Ip, vˆ ≈ x1 − x2 (mean difference) provides the best direction
for projection. Re-expression of the linear discriminant as fˆ(x) = vˆTx =
[
S
− 1
2
W (x1 − x2)
]T
S
− 1
2
W x further
reveals that LDA projects data onto the mean difference direction after whitening the variables via S
− 1
2
W .
This interpretation also implies the invariance of fˆ(·) under variable scaling.
2.2.2 Nonlinear Generalization
Using the aforementioned kernel trick, Mika et al. (1999) proposed a nonlinear extension of linear discrim-
inant analysis, which can be useful when the optimal classification boundary is not linear. Conceptually, by
mapping the data into a feature space using a kernel, kernel discriminant analysis finds the best direction for
discrimination and corresponding linear discriminant in the feature space, which then defines a nonlinear
discriminant function in the input space.
Given kernel K, let φ : X → F be a feature map. Then using the feature vector φ(x), we can define
the sample means and between-class and within-class covariance matrices in the feature space analogously.
These matrices are denoted by SφB and S
φ
W . KDA aims to find v in the feature space that maximizes
vTSφBv
vTSφWv
. (1)
When v is in the span of all training feature vectors φ(xi), it can be expressed as v =
∑n
i=1 αiφ(xi) for
some α = (α1, . . . , αn)T ∈ Rn. When we plug v of the form into the numerator and denominator of the
ratio in (1) and expand both in terms of αi using the kernel identity K(x,u) = φ(x)Tφ(u), we have
vTSφBv = α
TBnα and vTS
φ
Wv = α
TWnα,
where Bn and Wn are the n × n matrices defined through the kernel that reflect between-class variation
and within-class variation, respectively. To describe Bn and Wn precisely, start with the kernel matrix
Kn = [K(xi,xj)]. It can be partitioned into [K1 K2] with n × n1 matrix of K1 and n × n2 matrix of K2,
according to the class label yi. Using this partition of Kn, we can show that Bn = (K¯1 − K¯2)(K¯1 − K¯2)T
with K¯j = 1njKj1nj and
Wn =
n1
n
K1
(
1
n1
In1 −
1
n21
Jn1
)
KT1 +
n2
n
K2
(
1
n2
In2 −
1
n22
Jn2
)
KT2 ,
where 1nj is the nj vector of ones, and Jnj = 1nj1
T
nj (nj × nj matrix of ones).
In order to find the best discriminant direction v =
∑n
i=1 αiφ(xi), we maximize
αTBnα
αTWnα
with respect
to α ∈ Rn instead. The solution is again given by the leading eigenvector of the generalized eigenvalue
problem:
Bnα = λWnα. (2)
Further, the estimated direction vˆ =
∑n
i=1 αˆiφ(xi) results in the discriminant function of the form:
fˆ(x) = vˆTφ(x) =
n∑
i=1
αˆiφ(xi)
Tφ(x) =
n∑
i=1
αˆiK(xi,x). (3)
Obviously fˆ(·) is in the span of K(xi, ·), i = 1, . . . , n, and belongs to the reproducing kernel Hilbert
spaceHK . As with Fisher’s linear discriminant, the kernel discriminant function is determined only up to a
normalization constant. To specify a decision rule completely, we need to choose an appropriate threshold
for the discriminant function.
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2.3 Population Version of Kernel Discriminant Analysis
To understand the effects of the data distribution, geometrical difference between two classes, in particular,
and the kernel on the resulting discriminant function, we consider a population version of KDA. For proper
description of the population version, we first assume that {x1, . . . ,xn} in the dataset is a random sample
of X from a mixture of two distributions P1 and P2 with population proportions of pi1 and pi2(= 1− pi1) for
two classes, or P = pi1P1 + pi2P2.
To illustrate how the sample version of KDA extends to the population version under this assumption,
we begin with the eigenvalue problem in (2). Suppose λn and α = (α1, . . . , αn)T are a pair of eigenvalue
and eigenvector satisfying (2). After scaling both sides of (2) by the sample size n, we have
1
n
n∑
j=1
Bn(i, j)αj =
λn
n
n∑
j=1
Wn(i, j)αj for i = 1, . . . , n. (4)
As a continuous population analogue of Bn and Wn, we can define the following bivariate functions on
X × X :
BK(x,u) =
{
E1[K(x,X)]− E2[K(x,X)]
}{
E1[K(u,X)]− E2[K(u,X)]
}
(5)
WK(x,u) = pi1Cov1[K(x,X),K(u,X)] + pi2Cov2[K(x,X),K(u,X)], (6)
where Ej and Covj indicate that the expectation and covariance are taken with respect to Pj . The matrices
Bn and Wn can be viewed as a sample version of BK(·, ·) and WK(·, ·) evaluated at all pairs of data points
x1, . . . ,xn.
Further treating α = (α1, . . . , αn)T as a discrete version of a function α(·) at the data points, i.e.,
α = (α(x1), . . . , α(xn))
T , and taking the sample class proportion, (nj/n), as an estimate of the population
proportion, pij , and λn as a sample version of the population eigenvalue λ, we arrive at the following integral
counterpart of (4):∫
X
BK(x,u)α(u) dP(u) = λ
∫
X
WK(x,u)α(u) dP(u) for every x ∈ X . (7)
This eigenvalue problem involves two integral operators: (i) the between-class covariance operator defined
as
B[α(x)] =
∫
X
BK(x,u)α(u)dP(u),
and (ii) the within-class covariance operator defined as
W[α(x)] =
∫
X
WK(x,u)α(u)dP(u).
The form of the sample discriminant function in (3) with scaling of 1/n suggests that using the solution to
equation (7), α(·), we define the population discriminant function as
f(x) =
∫
X
K(x,u)α(u) dP(u). (8)
Clearly, the eigenfunction α(·) depends on the kernel K and probability distribution P, and so does the
kernel discriminant function with α(·) as a coefficient function. Hence, identification of the solution to the
generalized eigenvalue problem in (7) will give us better understanding of kernel discriminants in relation to
the data distribution and the choice of the kernel. The correspondence between the pattern of class difference
and the nature of the resulting discriminant is of particular interest.
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3 Kernel Discriminant Analysis with Covariance Operators
In this section, we carry out a population-level discriminant analysis with two types of polynomial kernels
and Gaussian kernel and derive an explicit form of population discriminant functions. Section 3.1 covers the
case with polynomial kernels in Rp. Section 3.2 extends it to the Gaussian kernel using two types of kernel
representations.
3.1 Polynomial Discriminant
Starting with X = R2, we lay out steps necessary for a population version of discriminant analysis with
homogeneous polynomial kernel and derive the population kernel discriminant function in Section 3.1.1. We
then extend the results to a multi-dimensional setting with homogeneous polynomial kernel in Section 3.1.2
and inhomogeneous polynomial in Section 3.1.3.
3.1.1 Homogeneous Polynomial Kernel in Two-Dimensional Setting
The homogeneous polynomial kernel of degree d in R2 is
Kd(x,u) = (x1u1 + x2u2)
d =
d∑
i=0
(
d
i
)
(x1u1)
d−i(x2u2)i =
d∑
i=0
(
d
i
)(
xd−i1 x
i
2
)(
ud−i1 u
i
2
)
. (9)
The simple form of Kd allows us to obtain the between-class variation function BK(x,u) in (5) and within-
class variation function WK(x,u) in (6) explicitly in terms of the population parameters.
For BK(x,u), we begin with
E1[Kd(x,X)]− E2[Kd(x,X)]
= E1
[
d∑
i=0
(
d
i
)(
xd−i1 x
i
2
)(
Xd−i1 X
i
2
)]
− E2
[
d∑
i=0
(
d
i
)(
xd−i1 x
i
2
)(
Xd−i1 X
i
2
)]
=
d∑
i=0
(
d
i
)(
xd−i1 x
i
2
)(
E1[Xd−i1 X
i
2]− E2[Xd−i1 Xi2]
)
,
which depends on the difference in the moments of total degree d between two classes. Letting ∆i =
E1[Xd−i1 Xi2]− E2[Xd−i1 Xi2], the difference in moments, we can express BK(x,u) as
BK(x,u) =
{
E1[Kd(x,X)]− E2[Kd(x,X)]
}{
E1[Kd(u,X)]− E2[Kd(u,X)]
}
=
{
d∑
i=0
(
d
i
)(
xd−i1 x
i
2
)
∆i
}
d∑
j=0
(
d
j
)(
ud−j1 u
j
2
)
∆j

=
d∑
i=0
d∑
j=0
(
d
i
)(
d
j
)
∆i∆j
(
xd−i1 x
i
2
)(
ud−j1 u
j
2
)
.
Similarly, for WK(x,u), using the form of Kd, we first derive the covariance for each class (l = 1, 2)
Covl[Kd(x,X),Kd(u,X)] = Covl
 d∑
i=0
(
d
i
)(
xd−i1 x
i
2
)(
Xd−i1 X
i
2
)
,
d∑
j=0
(
d
j
)(
ud−j1 u
j
2
)(
Xd−j1 X
j
2
)
=
d∑
i=0
d∑
j=0
(
d
i
)(
d
j
)(
xd−i1 x
i
2
)(
ud−j1 u
j
2
)
Covl[Xd−i1 X
i
2, X
d−j
1 X
j
2 ].
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Letting Wi,j = pi1Cov1[Xd−i1 X
i
2, X
d−j
1 X
j
2 ] + pi2Cov2[X
d−i
1 X
i
2, X
d−j
1 X
j
2 ], the within-class covariance of a
pair of polynomial features of degree d, we can express the within-class variation function as
WK(x,u) = pi1Cov1[Kd(x,X),Kd(u,X)] + pi2Cov2[Kd(x,X),Kd(u,X)]
=
d∑
i=0
d∑
j=0
(
d
i
)(
d
j
)
Wi,j
(
xd−i1 x
i
2
)(
ud−j1 u
j
2
)
.
Using these two functions for Kd, we obtain the between-class covariance operator as∫
R2
BK(x,u)α(u) dP(u)
=
∫
R2
d∑
i=0
d∑
j=0
(
d
i
)(
d
j
)
∆i∆j
(
xd−i1 x
i
2
)(
ud−j1 u
j
2
)
α(u) dP(u)
=
d∑
i=0
d∑
j=0
(
d
i
)(
d
j
)
∆i∆j
(
xd−i1 x
i
2
)∫
R2
(
ud−j1 u
j
2
)
α(u) dP(u)
and the within-class covariance operator as∫
R2
WK(x,u)α(u) dP(u)
=
∫
R2
d∑
i=0
d∑
j=0
(
d
i
)(
d
j
)
Wi,j
(
xd−i1 x
i
2
)(
ud−j1 u
j
2
)
α(u) dP(u)
=
d∑
i=0
d∑
j=0
(
d
i
)(
d
j
)
Wi,j
(
xd−i1 x
i
2
)∫
R2
(
ud−j1 u
j
2
)
α(u) dP(u).
Given α(u),
∫
R2
(
ud−j1 u
j
2
)
α(u) dP(u) is a constant. Thus, letting νj =
(
d
j
) ∫
R2
(
ud−j1 u
j
2
)
α(u) dP(u), we
arrive at the following eigenvalue problem from (7) for identification of α(·):
d∑
i=0
d∑
j=0
(
d
i
)
∆i∆jνj
(
xd−i1 x
i
2
)
= λ
d∑
i=0
d∑
j=0
(
d
i
)
Wi,jνj
(
xd−i1 x
i
2
)
,
which should hold for all x = (x1, x2)T ∈ R2. Rearranging the terms in the polynomial equation, we have
d∑
i=0

(
d
i
)
∆i
d∑
j=0
∆jνj
(xd−i1 xi2) = λ
d∑
i=0

(
d
i
) d∑
j=0
Wi,jνj
(xd−i1 xi2) .
Matching the coefficients of xd−i1 x
i
2 on both sides of the equation leads to the following system of linear
equations for ν = (ν0, . . . , νd)T :
∆∆Tν = λWν, (10)
where ∆ = (∆0,∆1, . . . ,∆d)T is a vector of the mean differences of Xd−i1 X
i
2 for i = 0, . . . , d, and
W = [Wi,j ] is a weighted average of their covariance matrices.
When d = 1, Kd becomes a linear kernel, and the features are just X1 and X2. Thus, ∆ = µ1 − µ2
(population mean difference) and W = pi1Σ1 + pi2Σ2 (pooled population covariance matrix). Clearly, the
eigenvalue problem in (10) reduces to that for the population version of Fisher’s LDA when d = 1.
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Assuming that W−1 exists, we can show that the largest eigenvalue satisfying equation (10) is λ∗ =
∆TW−1∆ with eigenvector of ν∗ = W−1∆. Given the best direction ν∗ = (ν0, . . . , νd)T , the population
discriminant function f(·) in (8) with homogenous polynomial kernel of degree d is
f(x) =
∫
R2
Kd(x,u)α(u) dP(u) =
∫
R2
d∑
j=0
(
d
j
)
xd−j1 x
j
2u
d−j
1 u
j
2 α(u) dP(u)
=
d∑
j=0
xd−j1 x
j
2
(
d
j
)∫
R2
ud−j1 u
j
2 α(u) dP(u)︸ ︷︷ ︸
νj
=
d∑
j=0
νjx
d−j
1 x
j
2.
We see that this polynomial discriminant is expressed as a linear combination of the corresponding poly-
nomial features and their coefficients are determined through the mean differences and variances of the
features.
3.1.2 Homogeneous Polynomial Kernel in Multi-Dimensional Setting
We extend the result in X = R2 to general Rp. The homogeneous polynomial kernel of degree d in Rp is
given as
Kd(x,u) = (x
Tu)d =
(
p∑
i=1
xiui
)d
=
∑
j1+···+jp=d
(
d
j1, . . . , jp
) p∏
k=1
(xkuk)
jk .
As a function of x, it involves polynomials in p variables of total degree d. To facilitate similar derivations
as in R2, we will use a multi-index for the polynomial features.
Let jd denote a p-tuple multi-index with non-negative integer entries that sum up to d. That is, jd ∈
Sd := {(j1, . . . , jp) | ji ∈ N ∪ {0},
∑p
i=1 ji = d} with cardinality of
(
d+p−1
d
)
. We will omit the subscript
d from jd for brevity whenever it is clear from the context. For j = (j1, . . . , jp) ∈ Sd, we abbreviate the
multinomial coefficient
(
d
j1,...,jp
)
to
(
d
j
)
, and let |j| = j1 + · · · + jp and j! =
∏p
k=1 jk!. For x ∈ Rp and
j ∈ Sd, let xj = xj11 · · ·xjpp , and for a ∈ R, aj means aj1 · · · ajp = a|j|. For convenience, we will use j ∈ Sd
and |j| = d interchangeably.
Using this multi-index, we rewrite the homogeneous polynomial kernel in Rp simply as
Kd(x,u) =
∑
|j|=d
(
d
j
)
xjuj, (11)
which can be viewed as a multi-dimensional extension of the expression in (9). Further, we can derive the
between-class and within-class variation functions similarly:
BK(x,u) =
∑
|i|=d
∑
|j|=d
(
d
i
)(
d
j
)
∆i∆jx
iuj
WK(x,u) =
∑
|i|=d
∑
|j|=d
(
d
i
)(
d
j
)
Wi,jx
iuj
with ∆i = E1[Xi] − E2[Xi] and Wi,j = pi1Cov1[Xi,Xj] + pi2Cov2[Xi,Xj] for i, j ∈ Sd. As an ex-
ample, when the degree d is 2 in R3, S2 = {(2, 0, 0), (1, 1, 0), (1, 0, 1), (0, 2, 0), (0, 1, 1), (0, 0, 2)}. For
i = (1, 1, 0) and j = (0, 1, 1), Xi = X1X2 and Xj = X2X3, and thus we have ∆i = E1[X1X2]−E2[X1X2]
and Wi,j = pi1Cov1[X1X2, X2X3] + pi2Cov2[X1X2, X2X3]. Due to the same structure, we can easily ex-
tend the between-class and within-class covariance operators.
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To identify the population discriminant function in this setting, we define ∆ = (∆i)Ti∈Sd , and W =
[Wi,j]i, j∈Sd analogously. Letting νj =
(
d
j
) ∫
Rp u
jα(u)P(u) given a kernel coefficient function α(·), we
solve the generalized eigenvalue problem in (10) for ν = (νj)Tj∈Sd , and determine the population-level
discriminant function as
f(x) =
∑
|j|=d
νjx
j.
Note that the size of ∆ and W is |Sd| =
(
d+p−1
d
)
, and while ordering of the indices in Sd does not matter,
the elements in ∆ and W should be consistently indexed for specification of the eigenvalue problem. The
following theorem summarizes the results so far.
Theorem 3.1. Suppose that for each class, the distribution of X ∈ Rp has finite moments, El[Xi] and
Covl[Xi,Xj] for all i, j ∈ Sd. For the homogeneous polynomial kernel of degree d, Kd(x,u) = (xTu)d,
(i) The kernel discriminant function maximizing the ratio of between-class variation relative to within-
class variation is of the form
fd(x) =
∑
|j|=d
νjx
j. (12)
(ii) The coefficients, ν = (νi)Ti∈Sd , for the discriminant function satisfy the eigen-equation with λ > 0:
∆∆Tν = λWν, (13)
where ∆ = (∆i)Ti∈Sd is a vector of moment differences, ∆i = E1[X
i]−E2[Xi], and W = [Wi,j]i, j∈Sd
is a matrix of pooled covariances, Wi,j = pi1Cov1[Xi,Xj] + pi2Cov2[Xi,Xj].
Alternatively, the discriminant function can be derived using an explicit feature map for the kernel. The
expression of Kd in (11) suggests φ(x) =
((
d
j
) 1
2
xj
)T
j∈Sd
as a feature vector, and it can be shown that a
direct application of LDA to the between-class and within-class variance matrices of φ(X) leads to the same
kernel discriminant. This result indicates that employing homogeneous polynomial kernels in discriminant
analysis has the same effect as using the polynomial features of given degree in LDA.
3.1.3 Inhomogeneous Polynomial Kernel
The inhomogeneous polynomial kernel of degree d in Rp can be expanded as
K˜d(x,u) = (1 + x
Tu)d =
d∑
m=0
(
d
m
)
(xTu)m =
d∑
m=0
(
d
m
) ∑
|j|=m
(
m
j
)
xjuj,
which is a sum of all homogeneous polynomial kernels of degree up to d. Since
(
d
j
)
=
(
d
m
)(
m
j
)
for j ∈ Sm,
m = 0, . . . , d, and the term with m = 0 is 1, we can rewrite the kernel as
K˜d(x,u) = 1 +
d∑
m=1
∑
|j|=m
(
d
j
)
xjuj = 1 +
d∑
|j|=1
(
d
j
)
xjuj.
Note that
∑d
m=1
∑
|j|=m is abbreviated to
∑d
|j|=1. This kernel has the same structure as the homoge-
nous polynomial kernel. Using the relation, we can find the population kernel discriminant function sim-
ilarly. Recognizing that K˜d involves expanded polynomial features in p variables of total degree 0 to d:
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1,x, (xj)|j|=2, . . . , (xj)|j|=d, we define a vector of the mean differences of those features (excluding the
constant 1) and a block matrix of their pooled covariances as follows:
∆˜ =
 ∆1...
∆d
 , and W˜ =
 W1,1 . . . W1,d... . . . ...
Wd,1 . . . Wd,d
 ,
where ∆m = (∆i)Ti∈Sm and Wm,l = [Wi,j]i∈Sm,j∈Sl for all m, l = 1, . . . , d. That is, ∆˜ contains all
the difference of the moments of degree 1 to d, and W˜ has the covariances between all the monomials of
degree 1 to d. Thus, the size of the eigenvalue problem to solve becomes
∑d
m=1
(
m+p−1
m
)
=
(
p+d
d
) − 1.
The following theorem states similar results for the discriminant function with inhomogeneous polynomial
kernel.
Theorem 3.2. Suppose that for each class, the distribution of X ∈ Rp has finite moments, El
[
Xi
]
and
Covl
[
Xi,Xj
]
for all i ∈ Sm, j ∈ Sl and m, l = 1, . . . , d. For the inhomogeneous polynomial kernel of
degree d, K˜d(x,u) = (1 + xTu)d,
(i) The kernel discriminant function maximizing the ratio of between-class variation relative to within-
class variation is of the form
f˜d(x) =
d∑
|j|=1
ν˜jx
j. (14)
(ii) The coefficients, ν˜ = (ν˜j)T1≤|j|≤d, for the discriminant function satisfy the eigen-equation with λ > 0:
∆˜∆˜T ν˜ = λW˜ν˜. (15)
3.2 Gaussian Discriminant
We extend the discriminant analysis with polynomial kernels in the previous section to the Gaussian kernel.
For the extension, we use two representations for the Gaussian kernel: a deterministic representation in
Section 3.2.1 and a randomized feature representation in Section 3.2.2.
3.2.1 Deterministic Representation of Gaussian Kernel
We have seen so far that derivation of the population discriminant function with polynomial kernels is aided
by their expansion, or equivalently, their explicit feature maps. Taking a similar approach to the Gaussian
kernel, we could use the Maclaurin series of ex to express it as
Kω(x,u) = exp
(
−‖x− u‖
2
2ω2
)
=
∞∑
|j|=0
φj(x)φj(u),
with φj(x) = exp
(
−‖x‖
2
2ω2
)
1√
j!
xj
ωj
. While the structure of Kω in this representation would permit similar
derivations as before for the discriminant function, the result will depend on the expectations and covariances
of φj(X) which may not be easy to obtain analytically in general.
Alternatively, we consider a representation of the kernel in the form that allows a direct use of polynomial
features in much the same way as polynomial kernels. We start with a one-dimensional case and then extend
it to a multi-dimensional case. The one-dimensional Gaussian kernel with bandwidth ω can be written as
Kω(x, u) = exp
(
−(x− u)
2
2ω2
)
= exp
(
− x
2
2ω2
) ∞∑
m=0
Hem
(x
ω
) um
m! ωm
. (16)
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Hem(x) are referred to as the probabilist’s Hermite polynomials and defined as
Hem(x) = (−1)m(φ(x))−1 d
m
dxm
φ(x),
where φ is the density function of the standard normal distribution. The representation of Kω in (16) comes
from the Hermite polynomial generating function:
exp
(
xu− 1
2
u2
)
=
∞∑
m=0
Hem(x)
um
m!
. (17)
It can be extended to a multivariate case using the vector-valued Hermite polynomials introduced in Holmquist
(1996).
For x ∈ Rp and m ∈ N, the p-variate vector-valued Hermite polynomial of order m is defined as
Hm(x) = (−1)m(Φ(x))−1∂〈m〉x Φ(x),
where ∂〈m〉x = ∂x ⊗ ∂x ⊗ · · · ⊗ ∂x (m-times) is a Kronecker product of the differential operator ∂x =
( ∂∂x1 , . . . ,
∂
∂xp
)T and Φ is the product of p univariate standard normal densities. Thus the components of
Hm(x) are a product of univariate Hermite polynomials whose total degree is m: Hm(x) = (Hj(x))Tj∈Sm ,
where Hj(x) = Hej1(x1) · · ·Hejp(xp) for each j ∈ Sm.
Using this notation, a multivariate version of the generating function (17) can be written as
exp
(
xTu− 1
2
uTu
)
=
∞∑
m=0
1
m!
〈Hm(x),u〈m〉〉,
where u〈m〉 = u⊗ u⊗ · · · ⊗ u (m-times) and
〈Hm(x),u〈m〉〉 =
∑
j∈Sm
(
m
j
)
Hej1(x1) · · ·Hejp(xp)uj11 · · ·ujpp =
∑
j∈Sm
(
m
j
)
Hj(x)u
j.
Using the generating function for Hm and letting xω = (1/ω)x with bandwidth ω, we get the following
expansion for the multivariate Gaussian kernel:
Kω(x,u) = exp
(
−‖x− u‖
2
2ω2
)
= exp
(
−‖xω‖
2
2
)
exp
(
xTωuω −
1
2
uTωuω
)
= exp
(
−‖xω‖
2
2
) ∞∑
|j|=0
1
j!
Hj(xω)u
j
ω.
Further with the definition of H˜j(xω) =
1
j!ωj
exp
(
−‖xω‖
2
2
)
Hj(xω), the kernel is represented as
Kω(x,u) =
∞∑
|j|=0
H˜j(xω)u
j. (18)
Although this representation is asymmetric in x and u, it facilitates similar derivations of the generalized
eigenvalue problem and population kernel discriminant as with polynomial kernels, but using the entirety of
polynomial features.
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With this representation, it is easy to show that
E1 [Kω(x,X)]− E2[Kω(x,X)] =
∞∑
|j|=0
H˜j(xω)
{
E1[Xj]− E2[Xj]
}
=
∞∑
|j|=0
H˜j(xω)∆j =
∞∑
|j|=1
H˜j(xω)∆j,
which involves the moments of the distribution rather than the expectations of H˜j(Xω). Note that the last
equality is due to ∆0 = 0 for X0 = 1. Thus the between-class variation function is given as
BK(x,u) =
∞∑
|i|=1
∞∑
|j|=1
∆i∆jH˜i(xω)H˜j(uω).
Similarly the within-class variation function is given as
WK(x,u) =
∞∑
|i|=1
∞∑
|j|=1
Wi,jH˜i(xω)H˜j(uω).
Therefore, the eigenvalue problem in (7) with the Gaussian kernel is given by
∞∑
|i|=1
∞∑
|j|=1
∆i∆jνjH˜i(xω) = λ
∞∑
|i|=1
∞∑
|j|=1
Wi,jνjH˜i(xω), (19)
where νj =
∫
X H˜j(uω) α(u) dP(u).
To find νj satisfying (19) for every xω, the coefficients of H˜i(xω) on both sides must equal for all
i ∈ Sm, m ∈ N. This entails the following system of an infinite number of linear equations for νj:
∆i
∞∑
|j|=1
∆jνj = λ
∞∑
|j|=1
Wi,jνj, i ∈ Sm, m ∈ N, (20)
and the resulting discriminant function of the form: f(x) =
∑∞
|j|=1 νjx
j.
For a finite dimensional approximation of the population discriminant function, we may consider trun-
cation of the kernel representation in (18) at |j| = N :
KN (x,u) =
N∑
|j|=0
H˜j(xω)u
j.
This approximation brings the corresponding truncation of the system of linear equations for the generalized
eigenvalue problem in (20). As a result, the eigenvalue equation coincides with that for the inhomogeneous
polynomial kernel of degree N in Theorem 3.2, and so does the truncated discriminant function. As more
polynomial features are added or N increases, the largest eigenvalue satisfying equation (15) increases.
Adding subscript N to λ, ∆˜ and W˜ to indicate the degree clearly, let λN = max
ν
νT∆˜N∆˜
T
Nν
νTW˜Nν
. The
moment difference vector ∆˜N and the within-class covariance matrix W˜N expand with N , including all
the elements up to degree N . This nesting structure produces an increasing sequence of λN . It is because
maximization of the ratio for degree N amounts to that for degree N + 1 with a limited space for ν. In
Section 4.1, we will study the relation between polynomial and Gaussian discriminants numerically under
various scenarios and discuss the effect of N on the quality of the discriminant function.
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3.2.2 Fourier Feature Representation of Gaussian kernel
In addition to the polynomial approximation presented in the previous section, a stochastic approximation to
the Gaussian kernel can be used for population analysis. Rahimi and Recht (2008a) examined approximation
of shift-invariant kernels in general using random Fourier features for fast large-scale optimization with
kernels. They proposed the following representation for the Gaussian kernel using random features of the
form zw(x) = (cos(wTx), sin(wTx))T :
Kω(x,u) = Ew [zw(x)Tzw(u)] , (21)
where w is a random vector from a multivariate normal distribution with mean zero and covariance matrix
1
ω2
Ip. This representation comes from Bochner’s theorem (Rudin 2017), which describes the correspon-
dence between a positive definite shift-invariant kernel and the Fourier transform of a nonnegative measure.
The feature map zw(·) projects x onto a random direction w first and then takes sinusoidal transforms. Their
frequency depends on the norm of w. A large bandwidth ω for the Gaussian kernel implies realization of w
with a small norm on average, which generally entails a low frequency for the sinusoids.
The representation in (21) suggests a Monte Carlo approximation of the kernel. Suppose that wi, i =
1, . . . , D are randomly generated fromNp(0, 1ω2 Ip). Defining random Fourier features zw(x) with w = wi,
we can approximate the Gaussian kernel using a sample average as follows:
Kω(x,u) = exp
(
−‖x− u‖
2
2ω2
)
≈ 1
D
D∑
i=1
zwi(x)
Tzwi(u).
This average can be taken as an unbiased estimate of the kernel, and its precision is controlled by D.
Concatenating theseD random components zwi(x), we can also see that the stochastic approximation above
amounts to defining
˜
ZD(x) =
1√
D
(zw1(x)
T , . . . , zwD(x)
T )T
as a randomized feature map for the kernel.
Using the random Fourier features, we approximate the between-class variation function BK(x,u) and
within-class variation function WK(x,u) as follows:
BK(x,u) ≈ 1
D2
D∑
i=1
D∑
j=1
zwi(x)
T∆wi∆
T
wjzwj (u)
WK(x,u) ≈ 1
D2
D∑
i=1
D∑
j=1
zwi(x)
TWwi,wjzwj (u),
where ∆wi = E1 [zwi(X)]−E2 [zwi(X)] andWwi,wj = pi1Cov1
[
zwi(X), zwj (X)
]
+pi2Cov2
[
zwi(X), zwj (X)
]
.
Then we can define a randomized version of the eigenvalue problem in (7) with these approximations. Let
αˆ(·) denote the solution to the problem with λ > 0 and define νi =
∫
zwi(u)αˆ(u) dP(u). Similar argu-
ments as before lead to the following generalized eigenvalue problem to determine ν = (νTi )
T :
∆ˆ∆ˆTν = λWˆν,
where ∆ˆ = (∆Twi)
T and Wˆ = [Wwi,wj ] for i, j = 1, . . . , D. Given ν, the approximate Gaussian discrimi-
nant obtained via random Fourier features is
fD(x) =
1
D
D∑
i=1
νTi zwi(x). (22)
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Rather than sine and cosine pairs, we could also use phase-shifted cosine features only to approxi-
mate the Gaussian kernel as suggested in Rahimi and Recht (2008a) and Rahimi and Recht (2008b). Let
zw,b(x) =
√
2 cos(wTx+b) with an additional phase parameter bwhich is independent of w and distributed
uniformly on (0, 2pi). Then using a trigonometric identity, we can verify that
Kω(x,u) = Ew,b [zw,b(x)zw,b(u)] = Ew,b [2 cos(wTx + b) cos(wTu + b)] .
Given w and b, if X is distributed with Np(µ,Σ), we can show that
EX [cos(wTX + b)] = exp(−1
2
wTΣw) cos(wTµ + b).
Thus in the classical LDA setting of Pj = N(µj ,Σ) for j = 1, 2, this Fourier feature lets us focus on the
difference in cos(wTµj + b) rather than µj .
4 Numerical Studies
This section illustrates the relation between the data distribution and kernel discriminants discussed so far
through simulation studies and an application to real data.
4.1 Simulation Study
We numerically study the population discriminant functions in (12), (14), and (22) with both polynomial and
Gaussian kernels, and examine their relationship with the underlying data distributions for two classes. For
illustration, we consider two scenarios where each class follows a bivariate normal distribution. In Scenario
1, two classes have different means (µ1 = (0.6, 0.9)
T and µ2 = (−1.0,−1.2)T ) but the same covariance
(Σ1 = Σ2 = I2), and in Scenario 2, they have the same mean (µ1 = µ2 = 0) but different covariances
(Σ1 = diag(2, 0.2) and Σ2 = diag(0.2, 2)). Figure 1 shows the scatter plots of samples generated from each
scenario with 400 data points in each class (red: class 1 and blue: class 2) under the assumption that two
classes are equally likely.
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(b) Scenario 2
Figure 1: Scatterplots of the samples simulated from a mixture of two normal distributions with contours of
the probability densities for each class overlaid in two settings: (a) Scenario 1 and (b) Scenario 2.
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4.1.1 Polynomial Kernel
Under each scenario, we find the population discriminant functions in (12) and (14) with polynomial kernels
of degree 1 to 4 and examine the effect of the degree on the discriminants. To determine fd(x), we first
obtain the population moment differences ∆ and covariances W explicitly and solve the eigenvalue problem
in (13). Similarly we determine f˜d(x) with ∆˜ and W˜. Tables 1 and 2 present the coefficients for the
polynomial discriminants fd(x) and f˜d(x) in each scenario, which are the solution ν or ν˜ (eigenvector)
normalized to unit length.
Table 1: Coefficients for the population polynomial discriminants under Scenario 1.
Homogeneous polynomial Inhomogeneous polynomial
Term f1(x) f2(x) f3(x) f4(x) f˜1(x) f˜2(x) f˜3(x) f˜4(x)
x1 0.6060 - - - 0.6060 0.6060 0.6033 0.6033
x2 0.7954 - - - 0.7954 0.7954 0.7919 0.7919
x21 - -0.4461 - - - 0.0000 -0.0141 -0.0141
x1x2 - -0.8376 - - - 0.0000 -0.0369 -0.0369
x22 - -0.3154 - - - 0.0000 -0.0242 -0.0242
x31 - - 0.6412 - - - -0.0118 -0.0118
x21x2 - - 0.3105 - - - -0.0465 -0.0465
x1x
2
2 - - -0.2277 - - - -0.0610 -0.0610
x32 - - 0.6637 - - - -0.0267 -0.0267
x41 - - - -0.2575 - - - 0.0000
x31x2 - - - -0.6186 - - - 0.0000
x21x
2
2 - - - 0.3860 - - - 0.0000
x1x
3
2 - - - -0.6146 - - - 0.0000
x42 - - - -0.1563 - - - 0.0000
Scenario 1: Fisher’s linear discriminant analysis is optimal in this scenario. Since the common covariance
matrix is I2, the linear discriminant is simply determined by the direction of the mean difference, which
is µ1 − µ2 = (1.6, 2.1)T . This gives f∗(x) = 1.6x1 + 2.1x2 as an optimal linear discriminant defined
up to a multiplicative constant. From Table 1, we first notice that the coefficient vector for the population
linear discriminant, f1(x), ν = (0.6060, 0.7954)T , is a normalized mean difference. Further we observe
that the coefficients for the discriminants with inhomogeneous polynomial kernels, f˜1(x) and f˜2(x), are
also proportional to the mean difference.
Figures 2 and 3 display the polynomial discriminants identified in Table 1. The first row of Figure 2
shows contours of the population discriminants with homogenous polynomial kernels. High to low discrim-
inant scores correspond to red to blue contours. The black dashed line is 1.6x1 + 2.1x2 = 0.635, which is
the classification boundary from Fisher’s linear discriminant analysis. The second row of Figure 2 presents
the corresponding sample embeddings obtained by performing a kernel discriminant analysis to the given
samples. Figure 3 shows contours of both versions with inhomogeneous polynomial kernels of degree 2 to
4, omitting degree 1 as they are identical to those with the linear kernel in Figure 2.
The population discriminants and sample versions are similar in terms of shape and direction of change
in contours. With odd-degree homogeneous polynomial kernels, we observe that the contours change in
the direction of the mean difference, indicating that odd degrees are effective in this setting. The even-
degree discriminants, however, are of hyperbolic paraboloid shape, varying in a way that masks the class
difference completely. By contrast, the degree doesn’t affect the major direction of change in the population
discriminants with inhomogeneous polynomial kernels. Their variation seems to occur only in the direction
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Figure 2: Contours of the population discriminant functions with homogeneous polynomial kernels of de-
gree 1 to 4 (upper panels from left to right) and their corresponding sample counterparts (lower panels)
under Scenario 1. The black dashed lines are the optimal classification boundary.
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Figure 3: Contours of the population discriminant functions with inhomogeneous polynomial kernels of
degree 2 to 4 (upper panels from left to right) and their corresponding sample counterparts (lower panels)
under Scenario 1. The black dashed lines are the optimal classification boundary.
of the mean difference. Table 1 confirms that the resulting discriminants f˜d(x) are identical for degrees
d = 2k − 1 and 2k, k = 1, 2.
Scenario 2: In this scenario, using the true densities, the optimal decision boundary is found to be (x1 +
x2)(x1−x2) = 0, and the optimal discriminant function is f∗(x) = x21−x22, which is a homogeneous poly-
nomial of degree 2. In contrast with Scenario 1, even-degree features are discriminative in this setting. Note
17
Table 2: Coefficients for the population polynomial discriminants under Scenario 2.
Homogeneous polynomial Inhomogeneous polynomial
Term f1(x) f2(x) f3(x) f4(x) f˜1(x) f˜2(x) f˜3(x) f˜4(x)
x1 0.00 - - - 0.00 0.0000 0.0000 0.0000
x2 0.00 - - - 0.00 0.0000 0.0000 0.0000
x21 - 0.7071 - - - 0.7071 0.7071 0.7063
x1x2 - 0.0000 - - - 0.0000 0.0000 0.0000
x22 - -0.7071 - - - -0.7071 -0.7071 -0.7063
x31 - - 0.0000 - - - 0.0000 0.0000
x21x2 - - 0.0000 - - - 0.0000 0.0000
x1x
2
2 - - 0.0000 - - - 0.0000 0.0000
x32 - - 0.0000 - - - 0.0000 0.0000
x41 - - - 0.7071 - - - -0.0335
x31x2 - - - 0.0000 - - - 0.0000
x21x
2
2 - - - 0.0000 - - - 0.0000
x1x
3
2 - - - 0.0000 - - - 0.0000
x42 - - - -0.7071 - - - 0.0335
that the coefficients of f2(x), f˜2(x) and f˜3(x) in Table 2 are proportional to those of f∗(x). Odd-degree
homogeneous polynomials produce a degenerate discriminant in this setting. The quadratic discriminant,
f2(x) = 0.7071x
2
1 − 0.7071x22, is a normalized version of f∗(x). With degree 4 homogeneous polynomial
kernel, we have f4(x) = 0.7071x41 − 0.7071x42, which has the optimal discriminant as its factor. Contours
of these polynomial discriminants are displayed in the first row of Figure 4. The black dashed lines are
the optimal decision boundaries. The second row of Figure 4 presents the corresponding nonlinear kernel
embeddings of degree 1 to 4 induced by the samples. Figure 5 shows contours of both versions (theoretical
in the first row and empirical in the second row) with inhomogeneous polynomial kernels of degree 2 to 4,
omitting the degenerate linear case in Table 2.
Similar to Scenario 1, we observe that the population discriminant functions and their sample counter-
parts in Figures 4 and 5 exhibit similarity in terms of shape and direction of change in contours. The con-
tours of the population quadratic and quartic discriminants in Figure 4 show symmetry along each variable
axis. Quadratic features contain all information necessary for discrimination in this scenario. Even-degree
features successfully discriminate the two classes while odd-degree features completely fail as shown in
Figure 4. Nonlinear inhomogeneous polynomial kernels with even-degree features enable proper classifica-
tion as illustrated in Figure 5. Inhomogeneous polynomial kernels of degree 2k+1 and 2k produce identical
discriminants in this setting.
4.1.2 Gaussian Kernel
We examine Gaussian discriminant functions under each scenario using two types of approximation to the
Gaussian kernel discussed earlier.
Deterministic representation: Truncation of the deterministic representation of the Gaussian kernel at a
certain degree leads to the population polynomial discriminant using the inhomogeneous polynomial kernel
of the same degree. Thus to approximate the population Gaussian discriminant, we need to choose an
appropriate degree for truncation. As the truncation degree N increases, the largest (and only nonzero)
eigenvalue λN as a measure of class separation naturally increases. We may stop at N where the increment
18
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Figure 4: Contours of the population discriminant functions with homogeneous polynomial kernels of de-
gree 1 to 4 (upper panels) and their sample counterparts (lower panels) under Scenario 2. The black dashed
lines are the optimal classification boundaries.
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Figure 5: Contours of the population discriminant functions with inhomogeneous polynomial kernels of
degree 2 to 4 (upper panels) and their sample counterparts (lower panels) under Scenario 2. The black
dashed lines are the optimal classification boundaries.
in λN is negligible.
Figure 6 shows how this eigenvalue λN changes with degree N for each scenario. In Scenario 1, since a
linear component is essential, there is a sharp increase in λN at degree 1 followed by a gradual increase as
odd features are added. By contrast, in Scenario 2, λN steadily increases as even features are added. Overall
the magnitude of the maximum ratio of between-class variation to within-class variation (λN ) indicates
19
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Figure 6: The ratio of between-class variation to within-class variation (λN ) as a function of the truncation
degree N under (a) Scenario 1 and (b) Scenario 2.
that Scenario 1 presents an inherently easier problem than Scenario 2. Figure 7 displays some contours of
the approximate Gaussian discriminants for each scenario using N = 14, which suggest that the Gaussian
kernel can capture the difference between classes effectively in both scenarios.
 
−1.002269 
 
−1.002269 
 
−1.002269 
 
−0.8909053 
 
−0.7795422 
 
−0.668179 
 
−0.5568158 
 
−0.4454527 
 
−0.3340895 
 
−0.2227263 
 
−0.1113632 
 0 
 0.1113632 
 0.2227263 
 0.3340895 
 0.4454527 
 0.5568158 
 0.5568158 
 0.5568158 
 0.8909053 
−4 −2 0 2 4
−
4
−
2
0
2
4
X2
X1
(a) Scenario 1
 −0.821959 
 −0.821959 
 −0.7045363 
 −0.7045363 
 
−0.7045363 
 −0.7045363 
 
−
0.5
871
136
 
 
−
0.5
871
136
 
 −0.4696908 
 −0.4696908 
 
−0.3522681 
 
−0.3522681 
 
−
0.2
34
84
54
 
 
−
0.2
34
84
54
 
 −0.1174227 
 −0.1174227 
 
0 
 
0 
 0.1174227  0
.1
17
42
27
 
 
0.2
34
84
54
  0.2348454 
 0.3522681 
 
0.3
52
26
81
 
 0.4696908  0
.4
69
69
08
 
 
0.5
87
11
36
  0.5871136 
 0.7045363 
 
0.7
045
363
 
 
0.7
04
53
63
 
 
0.
82
19
59
  0.821959 
−4 −2 0 2 4
−
4
−
2
0
2
4
X2
X1
(b) Scenario 2
Figure 7: Contours of the population Gaussian discriminants approximated by polynomials truncated at
degree 14 under (a) Scenario 1 and (b) Scenario 2. The black dashed lines are the optimal classification
boundaries.
Random Fourier feature representation: While polynomial features in the deterministic representation
are naturally ordered by degree, there is no natural order in random Fourier features. As with degree N for
deterministic features, however, the Rayleigh quotient as a measure of class separation or the corresponding
20
eigenvalue increases as we add more random features. We numerically examine the effect of the number of
random features D on the eigenvalue λD and monitor the increment in λD.
For both scenarios, we randomly generated 40 wi from N2(0, I2) and bi from Uniform(0, 2pi), and
defined phase-shifted cosine features, zwi,bi(x) =
√
2 cos(wTi x + bi). Figure 8 shows how λD changes
with D for each scenario. Figure 9 shows how the approximate Gaussian discriminant in (22) changes as
the number of random features increases from 2 to 40 under Scenario 1. Figure 10 shows a similar change
under Scenario 2. Those snapshots in Figures 9 and 10 are chosen by monitoring the increment in the
eigenvalue as more features are added. The number of features used is marked by the red vertical lines in
Figure 8 for reference. As D increases, the approximate Gaussian discriminants tend to better approximate
the optimal classification boundaries. Compared to the polynomial approximation, the eigenvalues level off
quickly with the number of random features D, and the maximum values are far less than their counterparts
with polynomial features in both scenarios in part due to the randomness in the choice of wi and bi and the
fact that the nature of class difference is not harmonic. In summary, Fourier features are not as effective as
polynomial features in these two settings.
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Figure 8: The ratio of between-class variation to within-class variation (λD) as a function of the number
of random Fourier features D under (a) Scenario 1 and (b) Scenario 2. The red vertical lines indicate the
number of random features used in Figures 9 and 10.
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Figure 9: Contours of the approximate discriminant functions using random Fourier features under Scenario
1. The value of D in each panel indicates the number of random Fourier features.
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Figure 10: Contours of the approximate discriminant functions using random Fourier features under Sce-
nario 2. The value of D in each panel indicates the number of random Fourier features.
4.2 Real Data Example
In this section, we carry out a kernel discriminant analysis on the spam email data set from the UCI Machine
Learning Repository (Dua and Graff 2017). We examine the geometry of sample kernel discriminants with
various kernels as in the simulation study, and test the performance of the induced classifiers to see the
impact of the kernel choice and kernel parameters.
The data set contains information from 4601 email messages of which 60.6% are regular email and
39.4% spam. The task is to detect whether a given email is regular or spam using 57 predictors available
in order to filter out spam. 48 predictors are the percentage of words in the email that match a given word
(e.g., credit, you, free), 6 predictors are the percentage of punctuation marks in the email that match a given
punctuation mark (e.g., !, $), and additional three predictors are the longest, average, and total length of
strings of capital letters in the message.
For ease of illustration, we start with a low dimensional representation of the data using principal com-
ponents and construct kernel discriminants with those components rather than the individual predictors. We
observed that the predictors measuring relative frequencies of words exhibit strong skewness in distribution.
To alleviate the skewness, we considered a logit transformation before defining principal components. We
also observed a large number of zeros on many predictors as some words do not necessarily appear in every
e-mail message. To handle this issue, we replaced zeros with a half of the least nonzero value in each predic-
tor before taking a logit transformation and carried out a principal component analysis on the transformed
data using their correlation matrix. We then split the principal component scores into training and test sets
of about 60% and 40% each and evaluated the performance of trained classifiers over the test set.
Figure 11 shows the scores on the first two principal components for the training data. The two principal
components explain 26% of variation in the original data. The score distributions for two types of email are
skewed and substantially overlap with very different covariances, suggesting that a nonlinear boundary is
needed for classification.
We performed a kernel discriminant analysis on the training data using the inhomogeneous polynomial
kernels of degree 1 to 6, and obtained the corresponding polynomial discriminants. For computational
efficiency, we estimated the moment difference ∆˜ and covariance matrix W˜ directly using the training
data and solved a sample version of (15) instead of (2). Figure 12 shows the estimated coefficients for the
discriminants that are normalized to unit length using a color map. High order terms, especially beyond
the cubic terms, have negligible coefficients. We need to decide on a threshold for discriminant scores to
make a decision for spam filtering. We chose the threshold value by minimizing the training error. Figure 13
displays the decision boundaries of the final discriminant functions using the chosen threshold. All nonlinear
22
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Figure 11: A scatterplot of the first two principal components scores on the email messages in the training
data (blue: regular and red: spam).
polynomial discriminants in the figure seem to have similar boundaries at least in the region where data
density is high. Table 3 presents their test error rates for comparison along with the rates for misclassifying
spam as regular and vice versa. The fifth and sixth order polynomial discriminants have the lowest error rate
in this case. However, reduction in the test error rate is marginal after the third order, which we may expect
from the result in Figure 12 and diminishing returns in the ratio from degree as shown in Table 3. We may
well consider the cubic discriminant sufficient for this application. It provides a good compromise between
the two kinds of errors while maintaining simplicity.
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Figure 12: A color map of the estimated coefficients for the polynomial discriminants of degree 1 to 6 using
two principal components from the spam email data displayed in the lower triangular array. The column
label in the gray band (e.g., x1 = PC1 and x2 = PC2) indicates the term corresponding to each coefficient.
5 Discussion
We have examined the population version of kernel discriminant analysis and the generalized eigenvalue
problem with between-class and within-class kernel covariance operators to shed light on the relation be-
tween the data distribution and resulting kernel discriminant. Our analysis shows that polynomial discrimi-
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Figure 13: Decision boundaries of the polynomial discriminants with the inhomogeneous polynomial ker-
nels of degree 1 to 6 obtained from the spam email data. The black dashed lines are the boundaries with
minimum training error for each kernel.
nants capture the difference between two distributions through their moments of a certain order specified by
the polynomial kernel. Depending on the representation of the Gaussian kernel, on the other hand, Gaus-
sian discriminants encode the class difference using all polynomial features or Fourier features of random
projections.
Whenever we have some discriminative predictors in the data by design as is typically the case, kernels
of a simple form aligned with those predictors will work well. For instance, if we use polynomial kernels
in such a setting, we expect the Rayleigh quotient as a measure of class separation to become saturated
quickly with degree and low-order polynomial features to prevail. The geometric perspective of kernel
Table 3: Test error rates of kernel discriminant analysis on the spam email data set with the inhomogeneous
polynomial kernels of varying degrees. The training error rates and between-class to within-class variation
ratio are provided for comparison.
Degree Ratio Training Test error
error Misclassified spam Misclassified regular Overall
1 4.3154 0.1381 0.2218 0.0744 0.1325
2 6.4226 0.1163 0.1887 0.0645 0.1135
3 7.2928 0.1116 0.1736 0.0645 0.1075
4 7.7043 0.1095 0.1377 0.0959 0.1124
5 8.0941 0.1058 0.1612 0.0672 0.1042
6 8.3192 0.1033 0.1543 0.0717 0.1042
24
discriminant analysis presented in this paper suggests that the ideal kernel for discrimination retains only
those features necessary for describing the difference in two distributions. This promotes a compositional
view of kernels (e.g., K˜d(x,u) =
∑d
m=0
(
d
m
)
Km(x,u)) and further points to the potential benefits of
selecting kernel components relevant to discrimination similar to the way feature selection is incorporated
into linear discriminant analysis using sparsity inducing penalties (Cai and Liu 2011, Clemmensen et al.
2011). For instance, Kim et al. (2006) formulated a convex optimization problem for kernel selection in
KDA. It is also of interest to compare this kernel selection approach with other approaches for numerical
approximation of kernel matrices themselves through Nystro¨m approximation (Drineas and Mahoney 2005,
Williams and Seeger 2001) or random projections (Ye et al. 2017).
As a related issue, it has not been formally examined how the Rayleigh quotient maximized in kernel
discriminant analysis is related to the error rate of the induced classifier except for some special cases only.
It is of particular interest how the relation changes with the form of a kernel and associated features given
the difference between two distributions.
While our analysis has focused on the case of two classes, we can generalize it to the case of multiple
classes where more than one kernel discriminants need to be considered and properly combined to make a
decision. We leave this extension as future research.
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