Opinion mining in outdoor images posted by users during day-to-day or leisure activities, for example, can provide valuable information to better understand urban areas. In this work, we propose a framework to classify the sentiment of outdoor images shared by users on social networks. We compare the performance of state-of-the-art ConvNet architectures, namely, VGG-16, Resnet50, and InceptionV3, as well as one specifically designed for sentiment analysis. The combination of such classifiers, a strategy known as ensemble, is also considered. We also use different experimental setups to evaluate how the merging of deep features and semantic information derived from the scene attributes can improve classification performance. The evaluation explores a novel dataset, namely OutdoorSent, of geolocalized urban outdoor images extracted from Instagram related to three sentiment polarities (positive, negative, and neutral), as well as another dataset publicly available (DeepSent). We observe that the incorporation of knowledge related to semantics features tend to improve the accuracy of low-complex ConvNet architectures. Furthermore, we also demonstrated the applicability of our results in the city of Chicago, United States, showing that they can help to understand the subjective characteristics of different areas of the city. For instance, particular areas of the city tend to concentrate more images of a specific class of sentiment. The ConvNet architectures, trained models, and the proposed outdoor image dataset will be publicly available at
INTRODUCTION
Sentiment analysis based on images has an inherent subjectivity since it involves the visual recognition of objects, scenes, actions, and events. Therefore, the algorithms need to be robust, make use of different types of features and have a generalization capability to cover different domains. Even so, the problem is still challenging because distinct people may have different opinions (in terms of sentiment polarity) about the same image.
Nowadays, a considerable amount of people share their experiences and opinions on the most diverse subjects on online social networks. This generates a vast amount of data, and their proper analysis plays an essential role in several segments, ranging from prediction of spatial events [52] , and rumor analysis [31] to the study of urban social behavior [11, 33] . Specifically, sentiment analysis expressed by users in social networks has several applications, since a better understanding of their opinions about specific products, brands, places, or events can be useful in decision making.
Although sentiment analysis in textual content has already been developed considerably, its use in visual means is a hot-trend topic of research [9, 10, 14] , inspired by the fact that image sharing has become prevalent [34, 49] . The development of novel techniques for this purpose may complement text-based approaches [5, 40, 51, 54] , even those that use deep learning [4, 21] , as well as, enable new services on platforms where the shared content is predominantly visual, such as Instagram, Snapchat, and Flickr 1 . For the images illustrated in Figure 1 , shared on Flickr, if one considers just the associated textual content, important characteristics of the sentiment visually expressed by users are not captured correctly. The present study focus on the understanding of the sentiment of urban outdoor images shared by users on social networks. They can carry valuable information about urban areas since indoor images tend not to reflect specific characteristics of these scenarios (establishments in the same area probably have very different internal appearances). Therefore, it is important to explore the performance of the sentiment analysis techniques in the specific context of outdoor areas to further allow high-level tasks such as the semantic classification of urban areas, for example.
Based on the remarkable advances that deep features (ConvNet [26] ) are providing in several areas [26] , they are used in this work for sentiment analysis in urban outdoor images. Four different architectures were compared, three widely used in machine learning and one specifically designed for sentiment analysis [49] . We extended these architectures to consider three polarities (positive, negative, and neutral) and also considered the combination of a set of classifiers, a strategy known as ensemble. Besides, to analyze the impact of scene attributes for sentiment analysis we created a variation for each architecture by merging in a fully connected layer the convolutional features and semantic attributes extracted from the SUN (Scene UNderstanding) attribute dataset [35, 36] . We carried out experiments in two different datasets and concluded that the incorporation of semantic features in the models tends to improve the accuracy result of previous initiatives for the context studied, especially for less complex ConvNets.
In summary, the main contributions of this work are four-fold:
• The proposal of a novel dataset of geolocalized urban outdoor images, extracted from Instagram, and labeled as positive, negative or neutral by five different volunteers. Most of the previous initiatives do not consider the neutral polarity, but we believe its introduction leads to results closer to reality since the volunteers of our research classified a significant amount of images as neutral.
• The extension and evaluation of three state-of-the-art widely used ConvNet architectures, namely VGG-16 [44] , Resnet [19] , and Inception [46] , all fine-tuned with pretrained ImageNet weights [13] , and the state-of-art architecture of You et al. [49] , designed specifically for sentiment analysis.
• The merging of deep features with knowledge related to semantics derived from the SUN attributes, initially designed for high-level scene understanding. They represent the main categories used by people in describing scenes. We observed that the use of such attributes tend to improve the accuracy of low-complex ConvNet architectures.
• The demonstration of the feasibility of our approach in a real-world scenario. We analyzed the sentiment in outdoor images shared on Chicago through Flickr -new images were obtained for this analysis. This evaluation shows that our approach could be useful to understand the subjective characteristics of areas and their inhabitants, for example. The results suggest that particular areas of the city tend to concentrate more images of a specific class of sentiment, having predominant inherent characteristics.
The remainder of this paper is organized as follows. Section 2 reviews the literature on sentiment analysis. Section 3 details the methodology used in this study. Section 4 discusses the results obtained. Section 5 presents an evaluation of our results in a real-world scenario. Section 6 presents potential implications and limitations of the study. Finally, Section 7 concludes the study.
RELATED WORK
Automated sentiment analysis is essential for several tasks, including those related to the understanding of human behavior and decision-making support. For instance, Kramer et al. [24] suggested that emotions expressed on Facebook can be transferred to other people without their awareness, which could cause large-scale emotional contagion in virtual communities. Choudhury et al. [12] estimated the risk of depression by analyzing behavioral attributes such as social engagement, emotion, language, and linguistic styles in tweets from users diagnosed with clinical depression. Golder and Macy [17] found that positive and negative emotions expressed on Twitter match well-known daytime and seasonal behavioral patterns in different cultures.
Algorithms for this active field of research are mostly concentrated on textual content, being broadly divided into two classes [30] : lexicon-based, that compute the text polarity by using a dictionary of words with associated semantic information; and learning-based, that use supervised learning to train a classifier to derive semantic relationships between text and sentiments. The combination of both approaches is also possible [30] . However, as pointed out in the survey of Zimbra et al. [55] , state-of-the-art algorithms from both categories are still very far from achieving a satisfactory performance, with a classification accuracy often below 70% on Twitter benchmarks.
Comparatively little has been published for sentiment analysis on visual content, such as images and videos. Traditionally, algorithms for this task were based on low-level visual attributes such as colors [42] , texture [22] , image gradients [27] , metadata and speech transcripts [18] , and descriptors inspired by psychology and art theory [28] . Trying to assess the impact of high-level abstraction for sentiment analysis, Yuan et al. [50] developed Sentribute, a framework that uses mid-level attributes such as material (metal, vegetation, ...), functional (playing, cooking, ...), surface (rusty, glossy, ...), spatial (natural, man-made, ...), and facial expressions. Extending the idea of Sentribute, Borth et al. [7] developed SentiBank, a detector library to analyze the visual concepts that are strongly related to sentiments by using 1,200 adjectives-nouns pairs mined from Flickr images.
In recent years, inspired by the breakthroughs of convolutional neural networks (ConvNet) [26] in machine learning, many authors proposed novel architectures for sentiment analysis. Cai and Xia [10] proposed to combine two ConvNets, one fed with textual and other with visual features, to predict sentiments from tweets. Chen et al. [8] used transfer learning from ImageNet weights [13] in their ConvNet to deal with biased training data, which only contains images with strong sentiment polarity. You et al. [49] used a probabilistic ConvNet sampling to reduce the impact of noisy data by removing training instances with similar sentiment scores. Recurrent Neural Network [6] , such as Long Short-Term Memory (LSTM) [20] , designed to recognize patterns in temporal sequences of data were also used for sentiment analysis [32, 45] . Discriminative face features [48] , extracted from ConvNets architectures, were also used to estimate people happiness in the wild. While there are some initiatives showing the importance of outdoor images to the semantic classification of urban areas, such as the study of Santani et al. [41] that extracts labels for outdoor urban images, none of the previous studies focused on sentiment analysis of urban outdoor images.
The combination of a set of classifiers, a strategy known as ensemble, has been effectively used by many authors to improve the classification performance. In 2017, Araque [3] proposed to fuse deep and classic hand-crafted features for sentiment analysis of textual data in social applications by using an ensemble of classifiers. Also in 2017, Poria et al. [37] proposed a multimodal affective data analysis framework based on visual, audio and textual data to create an ensemble application of convolutional neural network for sentiment analysis in video content; and Azani et al. [2] investigated the use of ensemble learning for sentiment analysis of tweets in Arabic dialect.
In this present study, in addition to a comparative study of different ConvNets already consecrated in the area of machine learning, we proposed a new approach that incorporates into the classification process other attributes extracted directly from the images (without using metadata). We also analyzed the classification performance of ensembles of ConvNets.
METHODOLOGY

Overview
Sentiment analysis based on images has an inherent subjectivity since it involves the visual recognition of objects, scenes, actions, and events. Therefore, learning approaches need to be robust and have a generalization capability able to cover different domains.
In this context, we evaluate four different experimental setups, illustrated in Figure use the novel urban outdoor image dataset proposed in this work (OutdoorSent), dataset that takes into account an additional polarity: neutral. Section 3.2 details these datasets.
Each setup compared four ConvNet architectures, whose performance has excelled in different areas: VGG-16 [44] , Resnet [19] , and Inception [46] , fine-tuned with pre-trained ImageNet weights [13] , and the state-of-art architecture of You et al. [49] , designed specifically for sentiment analysis. Finally, we evaluate the performance of ensembles by combining different ConvNets. Section 3.3 presents the proposed ConvNet framework for sentiment analysis in outdoor images. 
Datasets
In order to evaluate the generalization power of the selected ConvNets, we used datasets with images from different domains. Specifically, we considered one dataset composed of indoor and outdoor images (Section 3.2.1), and another one containing only outdoor images (Section 3.2.2).
Twitter dataset -DeepSent.
The first dataset used in this work, known as DeepSent, consists of 1,269 images of Twitter and is available in [49] . All samples were manually labeled positive or negative by five people using the Amazon Mechanical Turk 2 (AMT) crowd-sourcing platform.
The dataset is subdivided according to the consensus of the labels, that is, depending on how many people attributed the same sentiment to a given image. Table 1 details the distribution of the results, where "five agree" indicates that all five AMT workers labeled the image with the same sentiment, "four agree" indicates that at least four gave the same label and "three agree" that at least three agreed on the rating. 
OutdoorSent.
The dataset proposed in this study, called OutdoorSent, is composed only by outdoor images. We aim to facilitate studies that demand more representative characteristics of different urban areas, considering that indoor images of establishments in the same area can be quite different.
For this dataset, we take into account 40,516 publicly available Instagram images, all of them are geolocalized in the city of Chicago. From that initial dataset, we select only the 19,411 classified as outdoor by the ConvNet Places365 [53] pre-trained for the Places2 dataset (a repository of eight million images). Specifically, the Residual Network architecture (WideResNet18) was used because it has obtained the best classification accuracy and speed.
To create a training dataset, a subset of 1,950 images were randomly selected. Each of them was labeled based on the evaluation of five different volunteers, who graded each image according to the sentiment it represents: 1 (negative), 2 (slightly negative), 3 (neutral), 4 (slightly positive), and 5 (positive). Since we use five different classes for the characterization of sentiment, the subdivision of the dataset according to the consensus is not feasible. Thus, the final label was defined based on the average of the three intermediate grades, that is, excluding the highest and lowest grades:
• Average below 2.5: negative;
• Average between 2.5 and 3.5: neutral; • Average above 3.5: positive.
Each of the 30 volunteers (mostly undergraduate students) labeled 300 images divided into blocks of 15 images to make the process less tiring and error-prone (since users could respond to each block at different times). The interface was built using GoogleForms, with each block of images explaining the purpose of the project and the methodology that should be used, accompanied by an example. The choice of the images that would be shown in each block was random, and the forms were generated automatically with the aid of a script. Thus, it was possible to guarantee that each form contained images without repetitions. Each volunteer received 15 distinct forms, and the responses for each user were counted only once. Using internal management, we ensure that five different volunteers answered each form. Table 2 details the class distribution. The difference between the number of samples in the different classes is due to the nature of the images of the dataset, which has more neutral and positive images. Negative  384  Neutral  891  Positive  675  Total: 1950 Table 2 . Image distribution for the OutdoorSent dataset.
Sentiment Quantity of images
Besides, it should be emphasized that the inclusion of the neutral class aims to make the classification more realistic. In addition to allowing people to classify images where is not possible to attribute a positive or negative sentiment, it enables a very subjective task to be relaxed, since different people may have a different opinion about the same image. Although previous studies have considered the neutral sentiment, in some cases it is attributed to inherently negative scenes, such as photos of fatal accidents that show the victim [1] . Due to that, our dataset is more representative. Figure 4 illustrates examples of images labeled as positive, neutral, and negative. 
ConvNet Framework
Most state-of-the-art architectures for visual content sentiment analysis are shallow, in terms of convolutional layers, to extract deep features that could represent human sentiments. For instance, You et al. [49] in 2015, used a ConvNet with only two convolutions in a seminal work for the field. However, as observed by Le Cun et al. [26] , deep convolutional neural networks are essential for the learning process of complex structures because the first convolutional layers typically represent low-level features such as edges, orientations and spatially, while deep layers combine these coarse features to recognize complex structures.
Therefore, we consider in our framework deep state-of-the-art ConvNet architectures widely used in machine learning: VGG-16 [44] (the smallest architecture with 13 layers of convolution), Resnet [19] (50 layers), and InceptionV3 [46] (42 layers). These architectures were fine-tuned with pre-trained ImageNet weights [13] to speed up the training phase. We also considered the architecture of You et al. [49] (2 convolutional layers) since it was explicitly designed for sentiment analysis. The ConvNet framework we developed for sentiment analysis of outdoor images is shown in Figure 5 Another key aspect of our framework is the merging process of convolutional activation maps with scene attributes. Thus, the feature descriptor used in the first fully connected layer has N + 102 dimensions: N features extracted by the convolutional layers joined with 102 SUN attributes. We believe that the synergistic combination of both features can obtain information related to high-level semantics, improving the classification results. SUN attributes are extracted using the ConvNet Places365 [53] pre-trained for the Places2 dataset.
During the initial tests, we observed that sentiment analysis polarization into a binary classification of positive and negative images is not suitable to represent the reality; therefore, we created the OutdoorSent image dataset -where the neutral label is considered. To process these images, we extended the proposed framework with a "neutral" state, as done by Ahsan et al. [1] for social event images (but not focused on outdoor images).
Finally, although much progress has been made in sentiment analysis by using deep learning techniques, substantial obstacles remain. Notably, a fundamental problem is how to build a robust network architecture to generalize the knowledge acquired during the training. The combination of a set of classifiers, a strategy known as ensemble, has been used to alleviate this problem. As pointed by Dietterich [15] , some reasons for that are: (i) the lack of training data compared to the size of the problem space produces many optimizations with the same accuracy, and by using an ensemble we can average the votes of the classifiers, so as to reduce the risk of choosing the wrong one; (ii) the optimization may fail to converge to the correct minimum and an ensemble with distinct starting points may approximate the optimal minimum; and, (iii) the space being searched could not be approximated by any machine learning algorithm but an ensemble can expand this space.
To study the impact of ensembles for sentiment analysis, we analyze different combinations of ConvNets by averaging their class probabilities for final classification.
In this section, we compare the performance of the four experimental setups discussed in the previous section (Figure 2) . Besides evaluating the accuracy of the results, we analyze the images classified as most likely to belong to each class. We also assess the performance of different ensembles of ConvNets.
To achieve more significant results, we used 5-fold cross-validation, that is, each image dataset is first partitioned into k equally sized segments. Then, k iterations of training and validation are performed, and within each iteration a different fold is held-out for validation while the remaining k − 1 folds are used for learning.
Experiments on DeepSent -Twitter Dataset
To compare our results with those obtained by [9] , and [49] , we use the three subsets of the DeepSent dataset (three-agrees, four-agrees, and five-agrees). As this dataset has only two classes (positive, and negative), the last layer of each neural network architectures has two neurons. Table 3 shows the accuracies obtained for each architecture considered in the experimental setups using the DeepSent dataset. The last two rows show the results for two hand-crafted algorithms based on color histograms (GCH and LCH) by using the same dataset. [49] 68.4 66.5 66.0 LCH [49] 71.0 67.1 66.4 Table 3 . Accuracy of the models tested for the Twitter dataset.
Note that ConvNets approaches improves significantly over the hand-crafted algorithms. The insertion of the SUN attributes improved the results of the simplest networks, getting to increase the accuracy of the ConvNet of You et al. [49] from 73.8% to 83.2%. However, in more complex ConvNets it is not observed a significant impact, even slighting degrading the results for ResNet50.
For each model that makes use of the SUN attributes, the five images that were most likely to belong to each class were selected. Figures 6 and 7 show the selected images to the negative and positive classes, respectively. As we can see on those figures, VGG16 (second row) erroneously classifies one positive and one negative sample. ResNet50 (third row), in turn, incorrectly classifies a positive image.
It is interesting to note that none of the top-ranked five images for all the scenarios evaluated appears in more than one architecture. This is not necessarily a problem, but just a suggestion that the learning process is different for each considered architecture. Table 4 shows the accuracy results for all ConvNets. As we can see, they are lower than that observed for the Twitter dataset (DeepSent). This was expected, since this dataset has three classes instead of two and, despite having only outdoor images, has a wider range of scenarios. Again, the use of SUN attributes improved the accuracy of the simplest architecture but had a low impact on the complex ones. Besides accuracy, the recall (fraction of relevant cases that have been retrieved over the total amount of relevant cases) was also calculated for each sentiment class (Positive, Neutral, and Negative). Table 5 shows the values obtained in the tests with and without SUN attributes. As can be seen, the incorporation of SUN attributes increased the hit rate of negative and positive classes but reduced to the neutral class. The negative class was the one with the lowest recall values, and, for this case, SUN attributes helped to improve the results considerably. For instance, the ConvNet of You et al. [49] For each model that makes use of the SUN attributes, the five images that had the highest probability of belonging to each class were selected. Figures 8, 9 , and 10 show the selected images to the positive, neutral, and negative classes, respectively. Among these images, only one is repeated, indicating that each architecture is using different characteristics of the images for classification.
Experiments on OutdoorSent
In the positive class, that achieved the best performance for all models, ResNet50 includes a neutral and a negative image, and InceptionV3 includes an image of the neutral class. In the images of the neutral class, two negative and three positive images were included (the only ConvNet that had no error in the first five images was InceptionV3). for some class, and, in general, the most problematic case was for negative instances, with the classification of six neutral (four of them by VGG16) and a positive.
Results for Ensemble of Classifiers
This section presents results regarding ensembles of ConvNets. For these experiments, we used as the final classification the average class probabilities of the ConvNets that compose the ensemble, i.e., each image receives a probability of belonging to a particular class of sentiment for each ConvNet in the ensemble; thus, the final label refers to the highest average probability towards a specific class. The classification accuracy for three distinct ensembles considering the OutdoorSent dataset is shown in Table 6 . Table 6 . Classification accuracy considering three ensembles composed of three ConvNets.
We show these ensembles because they conducted to the best results. Observe that the ensemble classifier composed by one ConvNet designed explicitly for sentiment analysis (You et al. [49] ), and two ConvNets widely used in machine learning (ResNet and Inception) achieved the best accuracy.
However, we have only up to 1.26% of gain compared to each architecture separately. We conjecture that these ConvNets do not have a reasonable level of complementarity. Thus, according to the obtained results, we believe that the complexity introduced by an ensemble strategy does not pay off the computational cost.
OUTDOOR SENTIMENT IN THE CITY
To evaluate the proposed approach in a real-world scenario, we select an image subset from a publicly available dataset of media objects (images and videos) posted on Flickr from 2004 to 2014 [47] . We first extracted only geocoded images posted from Chicago, United States, obtaining 53,550 images. Next, we filter out images where the geolocation matches any building of the city. For this task, we explored Chicago's buildings footprints, which are publicly available in Chicago's official open data portal 3 . After this filter, we ended up with 17,469 images in the dataset.
When applying the ConvNet of You et al. [49] with SUN attributes to infer the associated sentiment (our preferable approach due to its simplicity and comparable results with other approaches), we obtained 8,492 positive, 8,584 neutral, and 393 negative images. Figure 11 presents the heatmaps for each class (positive, neutral, and negative) according to image geolocation.
Observe that downtown has a bigger concentration of images in all cases, as expected. However, the higher concentration part in this area is a bit different between all the sentiment classes, especially for the negative one. In addition, it is also interesting to note a more prominent occurrence of positive images in the water, a rare phenomenon for negative photos. These differences are an indication that image sentiment could help to understand the subjective characteristics of different areas of the city.
In order to favor this sort of evaluation, we performed a density-based clustering process using DBSCAN [16] , an algorithm to find high-density regions separated from one another by regions of low-density. Points, images in our case, in low-density regions are classified as noise and ignored. DBSCAN requires two parameters: the minimum number of points needed to form a dense region minPts; and the radius eps.
We did this clustering process for positive, neutral, and negative images. For the positive and neutral images we set the eps parameter equal to 0.004 and considered minPts = 50. For negative images, the eps and minPts parameters were set to 0.005, and 5, respectively. Eps values were chosen following the approach proposed by Ester et al. [16] . Figures 12, 13, 14 show the clustering results for positive, neutral, and negative images, respectively, thus highlighting areas according to this feature. Apart from downtown and some parts of the coast, we do not see much agreement between negative clusters and positive (and neutral) ones.
The performance of the positive and neutral classification, in general, is good. However, one could argue that a few positive images should be neutral and vice versa. For instance, most people could classify the baseball stadium in the bottom of Figure 13 as positive. Those cases are expected to happen due to the subjective nature of the problem.
Analyzing the negative images reported by our classifier (Figure 14) , we can find more significant mistakes. For instance, a baby smiling, a family making a picnic in the park, and some animals resting in the zoo. Despite these problems, we believe that the performance is acceptable for a wide range of tasks because most of the instances were correctly classified as negative. A possible way to minimize such errors would be to perform aggregated analysis, for instance, consider a group of nearby images in the same area.
To investigate the association of the classified images with some demographic characteristics of geographic areas, we also performed an analysis considering the median income of households per census tract. We got the publicly available data provided in the American Community Survey, administered by the United States Census Bureau 4 . We considered the study of 2015 because it covers the most recent period of the Flickr dataset studied. We then mapped each image in one census tract, grouping each class of image in: Low Income, where the median household income i per year is less than $50k; Medium Income, with 50 ≤ i ≤ 100; and High Income where the median household income is bigger than $100k. Figure 15 presents the results, as well as some representative images (indicated by arrows) for low and high income. In general, in the low income areas, we have fewer images of all sentiment classes and a slightly smaller number of positive images. This tendency is also observed for the medium income areas. However, when looking at the high income areas, this tendency is inverse, and we have a significantly bigger number of positive images. This result is interesting because it suggests that different classes of images correlate with certain areas of the city. Investigating the images of the low and high income groups, we find that the overall classification is coherent. As illustrated in Figure 15 , most of the negative and positive images in all groups tend to reflect correctly the sentiment associated, especially in the positive ones. Again, we find that more probably mistakes are observed in the negative class, especially in the high income group. One could argue, for example, that the three bottom examples for the negative class of the high income group might be incorrectly classified. The same is valid for the bottom image of the examples for the negative class of the low income group.
We also observe some differences between groups regarding the same sentiment. For instance, positive images in the low income group tend to reflect more outdoor sports, nature, and houses. Nevertheless, for the high income group, we tend to observe more images related to sculptures, buildings, and sights.
DISCUSSION
Recent studies have shown that some information obtained from social media have the power to change our perceived physical limits as well as to help better understand the dynamics of cities. In this direction, there are some efforts to classify city areas under different aspects, for example, regarding the smell, cultural habits, noise, and visual aspects [25, 29, 33, 38, 39, 43] .
This classification of urban areas may be useful for a variety of new applications and services. An example would be a new route suggestion tool that suggests the most visually pleasing way, which might be interesting for users in leisure time in the city, as was discussed in [38] . Our study has the potential to complement these proposals, considering another aspect in this direction: the sentiment about urban outdoor environment.
In addition, the information that can be obtained automatically from our work can help fields of study where the collection of similar information occurs in ways that do not scale easily, such as interviews and questionnaires. From the categorization of outdoor areas of the city according to the sentiment opinion understood by users, new socioeconomic studies on a large scale can be developed. By correlating these results with demographic indicators such as income and occurrence of crimes, non-obvious patterns can be understood, which may be useful in better urban planning and strategic public policies.
In this sense, it is worth mentioning the theory of "broken windows" proposed by Kelling & Coles. The idea behind this theory is that the appearance of outdoor areas can impact on neighborhood safety reality: a broken window leads to another and, in turn, to future crimes [23] . This and other theories can be revisited in large scale exploring our study.
Our study has some possible limitations. One is concerning the labeling of OutdoorSent dataset. Although we have counted on the collaboration of a diverse group of volunteers, we do not have the opinion of all the population strata. This means that the labels can be biased to specific groups of people. Another limiting factor of our proposal is the performance of our classifier. This is associated with the type of chosen images that becomes more challenging because of the greater diversity of possible variations. It is noteworthy that we improved the state-of-the-art, but we believe it may be possible to improve the classification performance with other approaches and techniques in future efforts.
CONCLUSION
This study investigates if semantic attributes (SUN attributes) help to enhance the performance of ConvNets for sentiment analysis in outdoor images. Our experiments considered four different ConvNets, three frequently used in the machine learning area and one designed for sentiment analysis in images.
We also considered two different datasets in the experiments, one proposed in this study (OutdoorSent), and another one publicly available (DeepSent). We find that semantic features tend to improve classification performance, and this is more significative for less complex ConvNets.
In addition, we also evaluated ensemble of classifiers. This strategy improves the results slightly. However, we believe that the complexity introduced by an ensemble strategy does not pay off in the studied problem. Recall that the ConvNet of You et al. [49] explores only two convolutions, being much simpler than the other investigated ConvNets. For the ConvNet of You et al. [49] , the incorporation of semantic attributes improves the results considerably, being compared to the results observed for the complex ConvNets. This makes this strategy interesting to the problem under study. Fig. 15 . Percentage of images according to different levels of income, considering positive, neutral, and negative images. The ranges are: low income (median household income i per year i < $50k), medium income ( $50k ≤ i ≥ $100k), and high income (i > $100k). For low income and high income we show some representative images (indicated by arrows).
