Introduction
Estimation of groundwater fluxes remains the basis of all hydrogeological study, from hydraulics characterization to the most advanced reactive transport modelling. Investigations on contaminant behavior, design of remediation systems, groundwater-surface water interactions or geothermal applications, all would benefits from a precise quantification of groundwater fluxes and their temporal and spatial variability. Groundwater fluxes are usually indirectly calculated with Darcy's law from piezometric gradient measurements and the estimation of hydraulic conductivity with pumping/slug tests. This simple method may be adequate for the estimation of general groundwater fluxes in homogeneous media but the resolution is generally low, leading to cumulated errors on spatial variability in heterogeneous context (Bright et al. 2002, Devlin and McElwee 2007) .
Estimation of groundwater fluxes in fractured aquifer is a challenge given the heterogeneity that is induced by discrete fractures . The characterization of fracture flow based on hydraulic pressure measurements can actually lead to misinterpretation about the role of the fracture in terms of flow path and solute transport. For example, a dead-end fracture subjected to pumping will respond in terms of hydraulic pressure variations even if no groundwater flow is occurring. Zha et al. (2014) recently emphasized that flux data used in hydraulic characterization of fractured media improve estimation of fracture patterns and hydraulic conductivity fields.
Therefore, tracer tests become essential tools because they allow studying the actual displacement of water. Classical tracer tests provide averaged information between two injection and recovery points. Alternative methods, such as point dilution tracer tests are promising to obtain a direct measurement of local groundwater fluxes or Darcy fluxes (q D ) 
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Methodology

Point dilution techniques
The aim of a single borehole dilution test is to perform a direct measurement of groundwater fluxes. Point dilution methods relate the concentration evolution of a tracer previously injected in a borehole as a function of the intensity of groundwater flow through the screen of the borehole. The result of such test is a groundwater flux, which depends on the hydraulic conditions within the geological formation and in the vicinity of the tested borehole (Drost et al. 1968 , Hall 1996 .Since the first use of PDM in 1916 reported by Halevy et al. (1967) ,
many PDM configurations have been tested, including the experiments by Kaufmann and Todd (1962) and Novakowski et al. (1998 Novakowski et al. ( , 2006 , using inflatable packers to limit the vertical extension of the investigated zone. The tracer can be salt species, fluorescent dyes or radio isotopes (Koltz et al. 1979 ).
The Finite Volume Point Dilution Method (FVPDM) generalizes the PDM to more advanced tracer injection scenarios. The FVPDM is performed by continuously injecting a tracer fluid into a well and monitoring the evolution of the tracer concentration into the same well. During all the experiment, the water column within this well is mixed to ensure a homogeneous repartition of the tracer mass. This method is originally based on a mathematical and a numerical model of tracer injection into a well, considered as a mass balance of the injection of tracer fluid and transit groundwater flow passing through the well screen (Brouyère 2003 ).
An analytical solution obtained from this model (Equation 1) was further applied as a single well tracer technique, enabling an accurate estimation of Darcy fluxes (Brouyère et al., 2008) .
(1)
A C C E P T E D M A N U S C R I P T it induces a hydraulic loading of the well, which completely cancels the transit flow rate, making the experiment invalid.
ACCEPTED MANUSCRIPT
During the experiment, the tracer concentration first increases in the injection well, until reaching a plateau when steady state conditions are observed between the rate of tracer injection and the rate of tracer that is carried out of the well by the groundwater flow. The experiment can thus be divided into three phases (Figure 1 ). The first phase corresponds to transient concentrations and its duration is a function of the mixing volume V w and the transit A C C E P T E D M A N U S C R I P T 
Considering the assumptions that are inherent to the classical PDM and FVPDM, both methods are affected by a priori limits. Classical PDM requires (1) steady state of the aquifer groundwater flow during a time sufficient for estimating Q t , (2) an homogeneous mixing of a large amount of the tracer in the water column instantaneous at the beginning and continuously during the experiment and (3) the accurate and precise knowledge of the mixing
volume. The quality of FVPDM relies on the duration of the experiment. In case of large mixing volume and/or limited groundwater flux, the FVPDM may require a long time to reach the steady state phase.
Experimental test site
The Stang Er Brune experimental test site is located at Ploemeur on the south coast of Brittany (France), in a crystalline rock aquifer constituted of micashists and granites ( Figure   2a ). This site belongs to the H+ observatory (http://hplus.ore.fr/en/) which is a national 
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FVPDM experiments were performed under specified pumping flow rates in well B2. When the conditions have stabilized in the vicinity of wells (no pressure variations greater than 1 cm in 5 min), the tracer injection was started and the tracer concentration was monitored in the test chamber (thanks to the circulation loop). The circulation flow rate was precisely maintained at 4.2×10 -5 m³/s (2.52 L/min) and the tracer injection at 3.5×10 -7 m³/s (0.02 L/min) with a concentration of 207 ppb of fluoresceine . In total, a succession of 10 FVPDM (F1 to F10) and 8 classical PDM (P1 to P8) experiments were performed iteratively ( Table 1) . Mixing volume V w and transit flow rate Q t were then adjusted on the experimental data for each test separately. For the PDM experiments, an external estimations of V w was used (i.e. independent of the interpretation of the exponential decay of tracer concentration observed during the PDM experiment). Uncertainties around adjusted values were estimated, and the results obtained for PDM and FVPDM compared and discussed.
Uncertainties estimation using a Bayesian approach
An adequate management of uncertainties is a critical issue in experimentation, and more generally in model calibration. Various sources of uncertainties co-exist (observations, experiment set up, simplified interpretation model) and might affect the parameter inference process. The Bayesian approach is a preferred method to perform inversion of nonlinear problems, and has been widely used to invert geophysical or hydrogeological data (e.g. Tarantola and Valette, 1982 , Ghorbani et al., 2007 , Fasbender et al. 2008 ). This approach consists in propagating the knowledge provided by measurements through a known and supposed to be exact forward model (here the dilution equations (1) and (3)), and to combine with an a-priori knowledge of model parameters (here, mixing volume V w and transit flow rate Q t ). Here, we will use a simplified definition of the posterior density function p(θ)
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for the parameter vector θ (Tarantola and Valette (1982) . It can be calculated from the a-priori probability density function μ(θ) (here taken as uniform), the sum of squared residuals (SSR) between the model with parameter θ and observations m, as and the standard deviation of measured data σ as (4) Parameter uncertainties are finally computed as marginal probability density function. Figure 4 shows the experimental data of the succession of FVPDM-PDM tests conducted within the fracture B1-4 under different pumping rates in the nearby well B2. PDM experiments correspond to the periods when the tracer injection flow rate is null (Figure 4b ).
Results
The cumulated measurement time exceeds 100 hours. As explained in previous sections, it is observed that the time to reach the steady state regime of FVPDM is longer when the pumping rate in B2, and thus the transit flow rates in fractures, decreases. The steady state concentration C w stab is also higher in this case, due to less important dilution effects.
Each phase of the experiment, corresponding to a specific pumping rate in the well B2 and to the PDM or FVPDM configuration, was interpreted separately. The adjustment of V w and Q t were performed by evaluating the RMS error between the experimental C w values and the C w values simulated using the analytical solutions of the PDM (Equation 2) and FVPDM (Equation 1).
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13 3.1. Interpretation of a selected FVPDM and PDM experiment Figure 5 shows the results for the FVPDM and PDM experiments no. 3 (FVPDM 3 and PDM 3, see Table 1 for experimental setup parameters) for a specific pumping rate (Q pump ) of 1.5×10 -3 m³/s (90 L/min) in well B2. Figure 5a shows the FVPDM experimental and simulated curves, which present the typical evolution of the tracer concentration with a transient phase at the beginning of the experiment and a steady state at the end of the test when the system has reached equilibrium. Figure 5c is the RMS error plot between experimental data (FVPDM 3) and the simulated curves, obtained for different values of V w and Q t . The graph shows that a minimum RMS value is relatively well identified, corresponding to a unique (V w , Q t ) pair that best fits the experimental data ( Figure 5a ). These values are V w equal to 35.6 L and Q t equal to 7.43×10 -6 m³/s. (Figure 5d ) shows that a minimum RMS value can not be identified and that the solution is not unique. Consequently, the mixing volume has to be precisely known to constrain the PDM model and to estimate the transit flow rate correctly.
Note that the values in the RMS plots depend on the data and duration of the experiments, but the shape of these plots will generally remain similar for longer experimental time.
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External estimations of Vw for PDM interpretation
Estimating the actual mixing volume based on the characteristics of the experimental setup is difficult, mainly because of the geometry of the well, the use of the double packer system, the presence of equipment in the test chamber, and the use of circulation loop. It has been estimated to approximately 29 L, but the uncertainty on this value is unknown because the estimation was only based on the length and radius of the circulation pipes and on the dimension of the test chamber (radius of the well and distance between upper and lower packer when they are inflated) without taking into account the various equipment present within this delineated space. In this study, the actual mixing volume has been estimated using an alternative method based on an experimental artifact. At draw the probability plots presented in Figure 6 . These plots are further used to calculate the most probable value for V w and Q t and the 95% confidence intervals (Table 2) 
The uncertainty around Q t 0 has been calculated for the FVPDM and PDM experiments no.3, but by artificially considering on specific fractions of the available experimental data, corresponding to specific numbers of t * (Figure 7 ). Considering Equation 1, the critical time t c , necessary to reach 99% of the steady state concentration, is reached after 13.9 t*. If Q in is small enough and neglected in comparison to Q t , this critical time tends to 14.5 t*. This is in accordance with the results shown in Figure 7 . The total duration of the FVPDM no.3 is 16.8
. The corresponding non dimensional time for the PDM no.3 allowed only a duration of 4.5 .
The uncertainty (P05-P95) around the calculated transit flow rate Q t decreases significantly with time for the FVDPM. The FVPDM is less precise for the determination of Q t for short experiment durations (t lower that approximately 4 t* or 0.29 t c ) and clearly overestimates the value of Q t . In this field campaign, this is partly explained by the non-uniform mixing of tracer in the circulated volume, which disturbed the increase of tracer concentration at the beginning of the experiment. It also comes from the time required for a good estimate. But for long experiment, the accuracy of measurements becomes very good, with an uncertainty less than 10% of Q t , for duration higher than 10 t* or 0.72 t c . Concerning the classical PDM, the
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17 uncertainty also decreases with time due to the attenuation of oscillations in tracer concentration at the beginning of the dilution and but seems to stay relatively high, around 25% of Q t . But this uncertainty is only dependent on the precision of the externally estimated V w (see previous sections). Although the uncertainty is relatively high, the mean estimates are acceptable for all times including short times.
Whatever the duration of the PDM test, a complete FVPDM (i.e. a FVPDM that reaches the steady state) is more precise. The 'threshold time', when the FVPDM becomes more precise than the PDM is in this case equal to 0.29 t c , but it depends on the precision of the externally estimated V w used in the PDM experiments, and increases as V w is more accurately estimated.
Comparison of results for different fracture flow rates
All the dilution experiments have been interpreted separately, considering an a priori estimated mixing volume of 32±5 liters and an unknown transit flow rate. Results are presented in Table 3 and in Figure 8 . The critical time t c corresponds to the time necessary to reach 99% of the FVPDM steady state tracer concentration. It is estimated from Equation 1
considering that the initial tracer concentration is zero. This critical time can be compared to the actual duration of each experiment to estimate if steady state has been reached.
The relationship between the transit flow rate in the fracture B1-4 determined by both FVPDM and PDM and the pumping rate applied in B2 (Figure 8 ) appears to be linear. A slight deviation may be observed for the highest pumping rates, but this is difficult to confirm, given the calculated uncertainties (see discussion below). However, the relationship between the drawdown and the pumping rate in B2 (data Table 3 ) also presents a slight deviation from the linear behavior, suggesting that flow in the system may not be fully Darcyan.
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The adjusted transit flow rates for all the dilution experiments are always higher for the FVPDM (hollow circles) than for the PDM (grey squares), but the confidence intervals are intersecting. Concerning the PDM, the information on the mixing volume is only provided externally (in this case, thanks to the oscillations artifacts), and it impacts the estimation of the transit flow rate. The bias between FVPDM and PDM results (Figure 8 and Table 3 ) can be explained by underestimation of this mixing volume. This volume was estimated to 29 L based on geometric characteristics, to 32±5 L based the oscillations in the experimental curves (Section 3.2), and a bit higher for the most accurate FVPDM experiments (FVPDM 3 and FVPDM 9 in Table 3 ). If the PDM is interpreted using a higher value for V w , as suggested by the most accurate FVPDM tests, the adjusted Q t converge for the FVPDM and PDM tests. This is indeed logical since the PDM is only the last part of a full FVPDM experiment. This also illustrates the need for precise external estimation of V w , if using PDM experiments only.
This level of precision is however not always possible.
The FVPDM generally presents a better precision with smaller confidence intervals, which increase with the calculated transit flow rate and pumping flow rate in well B2 (Figure 8 ). The differences are due to a higher sensitivity of the FVPDM to the experimental data, and because the FVPDM is also able to provide an independent information on both transit flow rate and mixing volume. In this case, the results of Table 3 show that the adjusted V w varies for the different FVPDM experiments. These variations of adjusted V w can be due to the oscillations of tracer concentrations that disturb the rising part of the FVPDM curve and observation errors. This is precisely the part of the curve which is used to adjust the value of the mixing volume. This is particularly the case when the duration of the FVPDM experiment that has not last enough to reach the steady state and therefore limit the precision of the adjustments of V w and Q t , as explained in previous sections. for PDM, whatever the duration of the experiment, but mainly depends on the accuracy of the external estimation of V w . As a conclusion, classical PDM seems to be a technique suitable for rapid results, including a large range of groundwater fluxes. However, this study has highlighted the crucial need for accuracy regarding the a priori knowledge of V w when accuracy using PDM experiments. This accuracy actually directly affects the performance and possible bias of PDM results. At the contrary, the FVPDM is more precise, even without estimation of V w , but may require long experiment durations under specific conditions. In case of very slow groundwater flow and large mixing volume, the time required to reach steady state may actually become very long and unmanageable. For example, if the transit flow rate Q t is lower than 10 -7 m³/s and the mixing volume is higher than 10 L simultaneously, the time
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21 to reach the critical time t c (or 5 t * ) exceeds 48 hours. Furthermore, the estimation of the mixing volume V w by the FVPDM is more robust than simply by using the geometry of the well. Vw determined by FVPDM is an apparent value that takes into account all the water that participates to the mixing of tracer. For example it can integrate an unknown dead-end fracture that would not be considered with a classic PDM and bias the result of the transit flow rate.
Considering the results of Table 3 , the ratio between the transit flow rate calculated with 
Conclusions
The Finite Volume Point Dilution Method has been applied to measure groundwater fluxes within a local fracture zone of the crystalline aquifer of Ploemeur, France. This manipulation is the first successful application of the FVPDM technique in a fractured aquifer and using a double packer system. Experiments have been carried out for variable groundwater flow, induced by pumping in a well located close to the tested well. In total, 10 FVPDM and 8
classical PDM were performed to compare the two methods. Classical PDM should then be used for rapid estimation of groundwater flux using simple experimental setup. On the other hand, the FVPDM is a more precise method that has a great potential for development but may require longer duration experiment to achieve a good precision if the groundwater fluxes investigated are low and/or the mixing volume is large.
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Research highlights  Two single well techniques are compared in a fractured aquifer  First FVPDM using a double packer setup and in a fractured aquifer  A full length FVPDM is more precise at estimating groundwater fluxes than a PDM  The precision of a PDM fully relies on external estimation of the mixing volume
