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Abstract
Interfacial properties play an important role in determining the thermo-mechanical
properties of composite materials. Carbon fibre reinforced polymer composites are
emerging as promising next-generation composite materials, but can su↵er from
weak interfacial interactions, especially when the carbon fibre surface is untreated.
The chemically inert nature of the carbon fibre surface remains a hurdle to ob-
taining composite materials with superior thermo-mechanical properties. One
promising strategy to address this challenge is to chemically graft the surface of
carbon fibre with molecules to enhance the interfacial interactions not only via
mechanical entanglement, but also via the formation of chemical bonds with the
polymer matrix. The presence of cross-link bonds between the polymer matrix
and functionalised carbon fibre is currently thought to strengthen the interface.
To investigate the interface between carbon fibre and the polymer matrix, and
to complement experimental techniques, computational tools can provide valuable
molecular-level insight. This atomistic-scale understanding may not be readily ac-
cessible by experiments. To this end, a robust and reproducible computational
procedure was developed to generate epoxy based carbon fibre composite inter-
faces. Since epoxy polymers are cross-linked networks, a procedure to generate
physically reasonable cross-linked epoxy polymer samples was first developed. Af-
ter completing this task, this procedure was applied to composite interfaces, where
the epoxy polymer is in contact with both bare and functionalised carbon fibre
models. The thermo-mechanical properties of these resultant composite inter-
faces were then predicted and these behaviours were explained on the basis of the
structural traits of the interphase. In addition to this, a composite comprising
graphene nanoplatelet reinforced epoxy polymer was designed and tested using
the computational procedure developed in Chapter 4. Later, the e↵ect of the
dispersion type and surface functionalisation of graphene nanoplatelet on the pre-
dicted thermo-mechanical properties of this graphene-epoxy polymer composite
was investigated.
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Chapter 1
Introduction
An enormous amount of e↵ort on developing new materials is the distinguish-
ing character of our era. One common aim is to produce composite materials
that have superior properties to those of the separate constituent materials. Ex-
ploitation of the synergy between di↵erent types of materials is viewed as a good
strategy to accomplish this. Numerous studies have been published on the sub-
ject of producing and modelling composite materials, from metal composites1–4 to
polymer composites5–8. Although various definitions of the term composite can
be found in the literature, the common aspect of their definition is the existence
of at least two phases, which have an interface between the phases. If one of
the constituents of a composite material has a dimension less than 100 nm, the
material is called a nanocomposite. In composites, di↵erent types of materials
can be integrated. Wunderlich et al.9 classified chemical compounds into three
categories: small molecules, flexible macromolecules, and rigid macromolecules,
which belong to class 1, class 2, and class 3, respectively. Class 1 encompasses
small molecules, such as oxygen or nitrogen molecules. For instance, according
to the classification of Wunderlich et al.9, epoxy resins fall into class 2, while
graphite is included in the class 3 compounds.
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Conventional composites, such as metal-based composites, can be based on
heavy (traditional) engineering materials. For instance, in automobiles or air-
crafts the consumption of fuel is related to the weight of vehicle. Therefore, the
heavier the vehicle material, the higher the consumption of fuel. To decrease this
consumption, conventional materials can be replaced by light-weight materials.
Just to give an example of how beneficial it is to develop light-weight materials,
current estimates suggests that a 6-8% saving in fuel is possible for every 10%
reduction in vehicle weight10.
Carbon fibre (CF) is known as a light-weight material with excellent thermo-
mechanical properties, which can be incorporated into polymeric materials to
produce carbon fibre reinforced polymer composites (CFRPs). CFRPs are po-
tential candidates for the replacement of traditional engineering materials. Also,
owing to the decreasing cost of CF production11–14, CF usage is expanding in
various industries, such as the automotive15–19, aeronautics20–26, biomedical27–31,
construction32–36, and other industries37–45. However, replacement of conventional
engineering materials with lighter CFRPs for structural purposes in aerospace,
space and automotive applications poses significant challenges. For example, the
performance of these composites promises benefits over conventional materials,
but at present can fall far short of the theoretical maximum performance46,47.
Several types of failure modes, such as matrix cracking, delamination, or the
consequences of environmental e↵ects such as ingress of moisture may cause the
CFRPs to fail at or near the fibre/matrix interface48–50.
One of the key challenges to be addressed in this field is the optimisation of the
structure/property relationships associated with the interphase (see Section 1.3.1
for a definition) between the two constituents of the composite material, the poly-
mer matrix and the CF, upon which the ultimate mechanical properties of the
composite may strongly depend. It is noted here that there are also other factors
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influencing these ultimate mechanical properties, such as ingress of water, ther-
mal history, and degree of cross-linking (DOC) (see Section 1.1.2). Unfortunately,
the chemically-inert nature of the CF surface has been viewed as an obstacle to
achieving superior composites46,51. In other words, the inert nature of the pristine
CF surface may lead to poor fibre-matrix adhesion. One promising direction is to
functionalise the CF surface with covalently-grafted molecules, which is thought
to facilitate transfer between the CF and polymer matrix upon loading52–57. The
covalently-attached molecules on the CF surface also have the potential to ben-
eficially modify the structure of the polymer matrix interphase. This interfacial
functionalisation may also positively a↵ect the e↵ective surface roughness, which
is thought to enhance the entanglement between the matrix and fibre58–61. How-
ever, the understanding of why and how such interlocking entanglement happens
at the molecular level is still lacking, and current experimental techniques can-
not readily access the insights into these molecular-level interactions between the
CF surface and polymer matrix62,63. Several previous studies have reported char-
acterisation of the CF/epoxy polymer interphase through transmission electron
microscopy (TEM)64,65, scanning electron microscopy (SEM)66,67, and fibre pull-
out tests54,56,57,68–70. However, none of these experimental studies have been able
to resolve clearly how the atoms/molecules at the interphase behave in the CFRP.
In summary, there is a need to determine the molecular-level structure at the
interface of CFRPs to elucidate how these grafted molecules may a↵ect the com-
posite’s mechanical response and this is where computer simulations can be a
viable alternative to experiments. For instance, molecular simulations can pro-
vide complementary insights to elucidate the e↵ect of the surface grafting on the
mechanical properties of composite interface, and provide guidance on how best
to optimise these e↵ects. In this thesis, molecular dynamics (MD) simulations
(see Chapter 2) were used to investigate the structure and properties of pure
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epoxy polymer and CF-epoxy composites, where the CF formed an interface with
the epoxy polymeric matrix. As a polymer matrix host for CFRPs, epoxy resins
are one of the most widely used thermoset polymers, due to their excellent sti↵-
ness, strength, thermal, and mechanical stabilities, in various industries, such as
aerospace and automotive industries71–81.
To elucidate the structure/property relationships of epoxy-based CFRPs, one
needs first to examine the constituents of composites separately. To this end,
the following sections provide an introduction to the structures and properties
of polymers and CFs in general. In Section 1.1, di↵erent polymers are classified
based on their structures, and thermoset polymers, with a focus on epoxy poly-
mers, are provided. Following this, a description of the CF and its surfaces is
provided in Section 1.2. The molecular-level structure of CF and the techniques
to chemically functionalise its surface are summarised. After this, CFRPs are
described in Section 1.3, where experimental techniques to characterise CFRPs
are discussed. Also, the benefits of surface functionalisation of CF used in CFRPs
are detailed. Following this, as a way of studying CFRPs, the importance of the
use of computational approaches in the modelling of CFRPs is highlighted in Sec-
tion 1.4. The research questions for this project are provided in Section 1.5. As a
final part of this chapter, the scope and the organisation of this thesis is presented
in Section 1.6.
1.1 General Overview of Polymers
1.1.1 Classifications and Definitions of Polymers
A polymer is a material that has a molecular structure made up of mostly same
or similar monomers (knowns as also repeat units) bonded together. A monomer
is known as the building block of polymers and has a double bond in their struc-
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ture. These monomers are mostly organic molecules, such as alkenes, and are
able to form chemical bonds with at least two other monomers. The addition of
monomers to each other (i.e. the polymerisation) takes place by the formation
of new chemical bonds between the monomers through these unsaturated double
bonds. After the polymerisation, the double bonds in the monomers change to
saturated single bonds. Polymers can be linear or branched. A linear polymer is
made up of one monomer connected after another and this sequence of chemically
connected atoms is called the backbone of a linear polymer. In a linear polymer
the polymerisation starts at the beginning and goes on, theoretically, until all the
monomers are used up. This initiation of the polymerisation may start more than
one places, which leads to the formation of branched polymers. Polymers can have
broad range of thermo-mechanical properties depending on the structure of repeat
units and the way those repeat units are chemically connected to each other. This
variety in structure of, and connections between, repeat units makes polymers ap-
propriate candidate matrix materials for composites. Polymeric materials have
been used extensively in various industries including gas separation82–85, electrical
insulation86–89, and water treatment90–93.
Polymers are composed of large macromolecules (i.e. long chains), which can
interact with each other via inter-molecular forces (see Section 2.3). Polymers
can decompose at high temperatures prior to their vaporisation. Most matter can
exist in three di↵erent physical states, namely, gas, liquid, and solid. For poly-
mers, solids can be described as amorphous or crystalline, the liquid state is often
referred to as a melt state. In a highly crystalline polymer, the polymer chains
can be oriented and packed regularly with respect to each other. Conversely, an
amorphous polymer will have randomly and irregularly packed polymer chains. A
polymer melt is a liquid polymer at a temperature above the melting point, which
is above the glass transition temperature, Tg, of the polymer (see following for the
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definition). A polymer can also be semi-crystalline. In other words, in this case
the polymer can have both crystalline and amorphous regions. The extent of the
crystalline region in a polymer can be indicated by the term degree of crystallinity,
which indicates the fractional amount of polymer that is crystalline. Polymeric
materials can have di↵erent physico-chemical and thermo-mechanical properties
as a function of degree crystallinity94–98.
Polymers can be sub-categorized into four classes according to their structure:
thermoplastics (such as polyethylene), thermosets (such as epoxy), elastomers
(such as silicone rubber), and natural polymers (such as proteins), as summarised
in Figure 1.1. In thermoplastic polymers, polymer repeat units generally form long
polymer chains by the formation of chemical bonds, where each of the monomers
adds to the one of the ends of the growing polymer chains. On the other hand,
the formation of covalent bonds in thermoset polymers are conceptually di↵er-
ent than thermoplastic polymers. Polymer chains in thermoset polymers can
cross-link with each other, not only from the ends of the polymer chains but
also from the interior repeat units of chains, which can lead to the formation of
a three-dimensional (3-D) covalently-linked polymer network. This formation of
cross-links happens in a curing stage by the help of di↵erent sources including
heat and electromagnetic radiation (see Section 1.1.2). There are generally, at
least, two di↵erent types of repeat units that form the polymer network in ther-
moset polymers. One is the monomer and the other is the cross-linking agent (or
hardener), which connects monomers each other and enables the formation of the
polymer network.
These di↵erences in the formation of thermoplastic and thermoset polymers
lead to di↵erent mechanical properties of the resultant polymeric material, such as
Young’s modulus (see herein for a definition). As for all other materials, polymeric
materials can be broken under applied stress. Stress is the set of internal forces
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Figure 1.1: Classification of polymer types.
within a material that can be induced, e.g. by an applied load on the material (e.g.
tensile, compressive or shear stress) and is defined as the applied load divided by
the cross-sectional area on which the load is exerted. Stress can be mathematically
expressed as shown in Eqn. 1.1, and more explicitly in Eqn. 1.2:
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where  ij is the stress created within a material as a consequence of a force, Fi,
acting on a cross-sectional area, Ai, of the material. The indices i and j can be
any of the principal axes (x, y, z). The first index in  ij indicates the direction in
which the stress component acts, and the second index specifies the orientation
of the surface, A, on which the stress is applied. The index i in Fi indicates the
direction of the force vector component. The unit of stress is defined as N m 2 (or
Pa) in International System of Units (SI). Stress can be in di↵erent forms. If the
material is subjected to uniaxial extensional stress, the applied stress is called a
tensile stress. If the material is compressed under stress, it is called a compressive
stress. A shear stress can be created when an external force acts on a material
parallel to the plane that the material lies in. The distribution of stress in a
material is space-dependent and defined by a tensor, the stress tensor (Eqn. 1.2).
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Figure 1.2: Illustration of the concept of the stress tensor, where  ij,i 6=j indicates
the shear stress components, while  ii shows the uniaxial stress components. i
and j values can be any principal direction.99
This tensor has nine components, which describes the state of stress in a material
under deformation. The three diagonal components of the stress tensor ( xx,  yy,
and  zz) accounts for the uniaxial (tensile or compressive) stress developed in the
principal axes, where the remaining elements describe shear stress, as illustrated
in Figure 1.2.
The strength of a material is defined as the maximum stress applied on the sam-
ple before it breaks. In other words, di↵erent materials require di↵erent amount
of stress to cause fracture, which is defined as the separation of a material into at
least into two pieces. The strength of a material is an indicator of how strong the
material is. For instance, the presence of covalent cross-links in thermoset poly-
mers make these polymers stronger than thermoplastic polymers, and generally
greater amount of stress is needed to fracture thermoset polymers. Several factors
can a↵ect the strength of thermoset polymers, such as the degree of cross-linking
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(DOC) (see Section 1.1.2), etc. Polymers, like other materials, tend to elongate
under applied stress. Di↵erent materials can elongate by a di↵erent amount while
being deformed under stress. This deformation due to applied stress in a material
can be defined as strain. In other words, strain is the ratio in the actual length
of a sample under stress relative to the initial length of the sample. Strain is a
dimensionless quantity, since it is a relative deformation of a given sample. Strain
can be defined di↵erently based on the change in the cross-sectional area of a spec-
imen under deformation. The engineering strain assumes the cross-sectional area
of the specimen is constant during the deformation, while the definition of the true
strain acknowledges that the cross-sectional area may change under stress. The
relationship between the applied stress and strain, is, by convention, conveyed by
a stress-strain curve (SSC). Figure 1.3 shows an idealised example of a SSC.
In the low stress/strain regime, deformation in materials can be directly pro-
portional to the applied stress on materials, and this linear relationship is defined
by Hooke’s law, as shown in Eqn. 1.3:
 ij = E ✏ij (1.3)
where  ij and ✏ij are the stress and strain, respectively (the indexing for ✏ij is
the same for the  ij as explained before). The proportionality constant, E, is
also known as the modulus of elasticity. The maximum point in a SSC for which
the linear relationship between the stress and strain holds is called yield point, as
indicated in Figure 1.3. Values of stress and strain up to the yield point encompass
the elastic region of the stress/strain relationship. If the applied stress is removed
prior to reaching the yield point, materials can regain their original shape. Beyond
the yield point, the linearity between the stress and strain is not valid and more
complicated deformations, such as slip at atomistic level100–102, may take place.
This region of the SSC is defined as the plastic region. At stresses beyond the
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Figure 1.3: A representative example of two tensile stress-strain curves (SSCs) for
a brittle and a ductile material. The point of intersection of the two dashed blue
lines is the yield point of the brittle material. The projection of the dashed blue
lines on the x and y-axes represent the brittle yield strain and brittle yield stress,
respectively. The cross symbol indicates the point of fracture in the material. The
area under the pink lines represents the toughness of a ductile material.
yield point, the deformation in the material becomes plastic, which indicates that
the deformation is permanent and the specimen cannot return to its original
shape when the applied stress is released. There are several factors influencing
the yield point of the polymeric materials including temperature103–105, and strain
rate103–108. Also, yield stress is more strain-rate dependent than yield strain, as
reported in the literature103,104,106,107. This is why researchers generally focus on
yield strain, rather than yield stress, because of the reliability of yield strain.
Two relevant fracture modes in polymers are brittle and ductile fracture, as
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indicated in Figure 1.3. Brittle materials generally undergo no or low plastic
deformation (i.e. deformation in plastic region) just prior to fracture. On the
other hand, ductile materials show further deformation after the yield point, and
the elongation (i.e. the increase in strain is greater than the increase in stress) in
the plastic region is greater when compared to that observed in the elastic region.
The fracture mode in thermoset polymers may tend to be brittle rather than
ductile, and vice versa for the thermoplastic polymers. As previously stated, the
stress-strain relationship in the elastic region is linear and the linearity constant
can be used for the comparison of how materials resist change to their size under
applied stress. This resistance against deformation is called sti↵ness and is related
to the linearity constant arising from the elastic region of a SSC.
Based on the type of stress (e.g. tensile, compressive, or shear), the measure of
sti↵ness is named di↵erently. For instance, if tensile stress is applied on a material,
the sti↵ness is measured by the Young’s modulus. If the material is uniformly
compressed, the sti↵ness is defined as the bulk modulus. As its name implies, the
shear modulus is the ratio between the applied shear stress and the deformation
in the material. All these moduli are termed as elastic moduli, because they are
determined in the elastic region of the SSC.
Experimental determination of elastic moduli is fully standardized. Young’s
modulus, for instance, can be obtained by deforming (i.e. stretching) a specimen
with dog-bone shape under uniaxial tensile load109. The specimen is fixed from
the both ends upon which load is applied, which can be converted into stress
via Eqn. 1.1. Next, the increase in the length of the specimen is registered as
a function of applied load until the specimen fractures. Similarly, bulk modulus
can be measured by the use of powder di↵raction technique, which uses X-ray or
electron di↵raction to characterise the structure of materials110. A di↵ractometer
that produces waves at determined frequencies, is equipped with temperature
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Figure 1.4: Stress-strain curves (SSCs) for the styrene-acrylonitrile copolymer
under tensile deformation with a strain rate of 0.262 min 1 at di↵erent tempera-
tures, from 24 to 85 C. Reproduced with permission from Nicolais and Narkis113.
Copyright (2017) John Wiley & Sons, Inc.
and pressure controllers to detect the dimensional changes in the specimen to
determine bulk modulus value of the specimen. Also, shear modulus can be
measured via a torsion machine111. A torsion machine can apply a twisting force
to rotate the specimen. The relation between the twisting force and the degree of
rotation can be used to determine the modulus.
There are several factors that can a↵ect the mechanical response of materials;
hence, the SSC, under deformation, including temperature of a material112–115,
strain rate at which a material is deformed108,112,114–118, relative humidity of ma-
terial119,120, pressure121,122. For example, Nicolais and Narkis113 investigated the
mechanical response of a styrene-acrylonitrile copolymer under tensile deformation
at di↵erent temperatures at a constant strain rate of 0.262 min 1, as illustrated
in Figure 1.4.
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Similarly, Ishiyama and Higo120 tested poly(methylmethacrylate) under ten-
sile deformation at di↵erent strain rates and relative humidity values. These
authors kept the polymer samples in containers under di↵erent relative humidity
conditions, from 11 % to 98 %. Their results revealed that the higher the relative
humidity, the lower the resulting Young’s modulus. This decrease in Young’s mod-
ulus may be attributed to the plasticizing e↵ect of water absorbed by the polymer
sample. In the same work, the authors investigated the e↵ect of the strain rate on
the Young’s modulus values. Figure 1.5 shows the Young’s modulus values as a
function of the relative humidity and strain rate at 293 K. These results indicated
that higher strain rates gave rise to higher Young’s modulus values. This may
be attributed to the fact that higher strain rates cause a decrease in the mobility
of the polymer chain in the solid, which in turn leads to sti↵er material. Lower
strain rates, in other words, deformations that takes places over a longer time
frame, allow the material under deformation longer time to dissipate the energy
created by the deformation, which in turn leads to a lower apparent sti↵ness.
While applying tensile stress on a material from one of the principal axes, the
material can also deform in the other axes. The deformation that results in the
direction of the stress can be related to the deformation along the other principal
directions. For instance, Poisson’s ratio is the ratio between the strain in the
direction where the tensile stress is applied and the strain in one of the other
two principal axes of the material. In other words, it is the ratio of transverse
strain to axial strain, as illustrated in Figure 1.6. If the material is structurally
isotropic and incompressible, which means the response of the material to applied
stress is the same from each of the principal axes, the value of Poisson’s ratio123
is 0.5. Since all materials are compressible, regardless of how much the materials
can be compressed, the values of Poisson’s ratio never become equal to 0.5. By
convention, materials that have the Poisson’s ratio close to 0.5, can be considered
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Figure 1.5: Young’s modulus values for the poly(methylmethacrylate) at di↵erent
relative humidity values determined at 293 K at di↵erent strain rates, from 1.4⇥
10 5 to 1.4⇥ 10 3 s 1. Reproduced with permission from Ishiyama and Higo120.
Copyright (2017) John Wiley & Sons, Inc.
as incompressible124. Since the strain along two principal axes is provided as a
ratio, Poisson’s ratio is a dimensionless property.
Di↵erent material may store di↵erent amounts of energy while being deformed
under stress, and this ability of energy absorption can be used to compare di↵erent
materials125,126. The toughness of a material is defined by the energy stored under
deformation prior to fracture, and is calculated as the area under a SSC up to
the fracture point127. The shaded area in Figure 1.3 indicates the toughness
of a ductile material. The unit of toughness is defined as J m 3 (or Pa) in SI
units. Fracture toughness denotes the ability of a material having cracks to resist
fractures occurring, due to the presence of these cracks128,129. Cracks form in
materials due to discontinuous displacements within the material under stress.
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Figure 1.6: Illustrative representation of a contraction of a material under axial
force (F).Solid and dashed lines indicate the size of the material before and after
the deformation, respectively.
These cracks propagate with the application of stress on the material. Also,
failure can take place depending on the shape, size, number, density, and location
of the cracks130–134. Another relevant materials property is brittleness, which can
be understood based on the toughness concept. Typically, brittle materials are
less tough than ductile materials. Figure 1.7 indicates the toughness of various
materials as a function of their brittleness values.
Thermoplastic polymers can be reshaped once they have been melted, because
typically the interactions between the polymer chains in thermoplastic polymers
are weak (i.e. there are no chemical inter-chain bonds) compared with the cova-
lent cross-links between the polymer units in thermoset polymers. On the other
hand, due to the presence of cross-links in thermoset polymers, most thermosets
cannot be reshaped once the cross-links formed. However, a recent study has
revealed that some nitrogen-based thermoset polymers, such as poly(amides),
can be recycled, in terms of convertibility to other thermoset polymers, such as
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Figure 1.7: Toughness vs. brittleness diagram for various materials at room tem-
perature. The solid line represents the best fit curve. Reprinted from Brostow et
al.,126 Copyright (2017), with permission from Elsevier.
poly(hexahydrotriazine), upon heating via condensation with amines135. Cur-
rently, this approach is limited to nitrogen-based thermoset polymers. Moreover,
a recent study showed that epoxy-based polymers can behave like ductile ther-
moplastics or elastomers depending on the loading of ionic liquid dispersed in the
polymer matrix136, which is thought to impart flexibility to the epoxy polymer
matrix. In summary, di↵erent polymers can exhibit di↵erent physico-chemical
and mechanical behaviours at di↵erent temperatures. Understanding of these
behaviours is important in the selection of polymer material for composite appli-
cations.
In the solid material, polymer chains can be more mobile or spatially restricted
to move depending on the temperature. Polymers, as other materials, can often
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become more flexible at higher temperatures, due to the higher kinetic energy
of the polymer chains. When the constituent polymer chains are more mobile
in the solid material, the material can withstand larger strains. This property
can be attributed to the fact that the energy caused by the deformation can be
more dissipated readily when the polymer chains are more mobile137. In general,
polymers at high temperatures can be found in a rubbery state. This flexibility
of polymer chains in a polymer sample decreases with a decrease in temperature
and the polymer material passes to a di↵erent state that is called the glassy
state. Polymer materials in the glassy state are more brittle than those in the
rubbery state. Determination of the transition temperature between these two
states, namely the rubbery and glassy states, is important in the selection of
polymeric materials, and this temperature is called glass transition temperature,
Tg. Tg can be measured experimentally by using di↵erential scanning calorimetry
(DSC). Calorimetry is a widely-used experimental technique to relate the physical
properties of a material to the temperature of the material138–145. In a typical
DSC experiment for thermoset polymers, a thermoset polymer sample is placed
in a chamber, which is subjected to a constant heat flux and the change in the
temperature of the sample with time is observed. The inflection temperatures in
the temperature vs. heat flux curves can be read as Tg.
The coe cient of thermal expansion (CTE) (linear or volumetric) is another
relevant thermal property of polymers. The CTE is the response of a polymer via
a change in its length or volume, in response to a temperature change caused by an
external source. In general, when the CTE is high, the material shows high length
or volume expansion as a function of temperature. Materials can have di↵erent
CTE values for the glassy and rubbery states (the regions below and above the
Tg, respectively). Typically, the CTE values below Tg are lower than those above
Tg. This can be attributed to the relatively less available space for the polymer
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chains to move in the glassy state. Moreover, CTE values can be related to the
potential energy surface (PES) of a given material (see Section 2.1). Polymeric
materials with high CTE values can have low energy barriers between di↵erent
chain configurations in the solid (i.e. the atomic positions in Cartesian space)146.
Generally, the CTE is considered as a constant for each state of a material (i.e.
glassy or rubbery states). However, the CTE values of some polymers show strong
dependency on the system temperature147. For example, Wang et al.147 demon-
strated that the CTE values for the phenolic resins increased with temperature
below the Tg of the polymer. Another factor that can influence the resultant CTE
value for a polymeric material is the thermal history (see Section 1.1.2). Numata
et al.148 measured the CTE values of various aromatic polyimides following two
distinct procedures; first they fixed the polymer sample to prevent the shrink-
age of the polymer during the curing process (see Section 1.1.2), and second, the
polymer was not fixed and so was able to shrink during the curing process. These
authors concluded that the samples that were free to shrink during the curing
process yielded higher CTE values, despite the negligible changes in the density
values measured from both the procedures.
Various characterisation approaches are widely used to determine CTE of poly-
mers, including DSC149–152, and thermo-mechanical analysis (TMA)148,153–156. A
similar procedure to the determination of Tg via DSC is used to measure CTE of
polymers by analyzing heat flux with respect to the polymeric sample. On the
other hand, thermo-mechanical analysis allows the measurement of the change
in the volume of a polymer sample as a function of temperature by applying a
constant force on the sample. A thermo-mechanical analyzer heats the polymer
sample to high temperatures and registers the change in polymer volume at each
temperature increment through a probe, such as a quartz probe, and then re-
lates the volume change back to the initial volume of the sample to determine
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Figure 1.8: Schematic of a typical thermo-mechanical analyzer set-up. The force
generator produces a constant force on the sample through the probe in the sample
cylinder. The temperature of samples is increased in the furnace and detected via
a thermocouple. The detectors detect the length/volume change in the polymer
sample157.
the CTE for each phase of the sample (i.e. the glassy and rubbery states). Typ-
ical operating temperature of the thermo-mechanical analyzer can span a range
between  150 and 1000 C. Figure 1.8 illustrates a typical schematic of a thermo-
mechanical analyzer157.
Polymers are also able to conduct heat via the collisions of atoms in the mate-
rial with each other and via the movement of electrons (i.e. charge conductance,
where applicable). This property of materials can vary as a function of tempera-
ture and can vary drastically based on the structural properties of materials, such
as the degree of crystallinity158–163. The thermal transport properties of materials
can be measured by the thermal conductivity,  ! , which can be macroscopically
determined via Fourier’s law for heat conduction, as shown in Eqn. 1.4:
 !q =   ! 5 T (1.4)
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where  !q denotes the local heat flux density vector in W m 2,  ! is the thermal
conductivity vector in W m 1 K 1 and 5T is the temperature gradient in K m 1.
 ! is actually a function of temperature, even though it appears as a constant in
Eqn. 1.4. Since the dependency of  ! on temperature is often small, considering
 ! as constant can be acceptable within a given temperature range160,164 (based on
this fact the scaler form of  will be used, instead of the vector form ! ). In general,
 can be an anisotropic property, which means that materials can have di↵erent 
values along di↵erent principal axes. Materials with high  values are used in heat
sink applications, while thermal insulation applications require materials with a
low value of . In some fields, instead of using thermal conductivity, the thermal
resistivity is used as a parameter, which is defined as reciprocal of .
In polymers,  can be measured by di↵erent techniques, including steady-
state approaches, such as the guarded hot plate technique156,165–167 and the heat
flow meter technique156,168,169, and transient approaches, such as the hot wire
technique156,170–174, laser flash techniques175–177, and calorimetric approaches, such
as the use of DSC178–182. The choice of the measurement technique can depend on
the type of material. For instance, the heat flow meter technique can be used for
a wide range of materials, from plastics to glasses and ceramics, while the laser
flash technique can be used only for materials in the solid and liquid phases156.
Moreover, selection of the measurement technique to be performed is also based
on the temperature range that is needed to study the material. For instance, the
guarded hot plate technique covers a working temperature range from 80 to 800
K, while this range is smaller than that for the heat flow meter technique, which is
between 173 and 473 K156. These limitations show that the selection of the most
appropriate technique must be evaluated carefully. Figure 1.9 shows a typical
hot-wire cell used in the hot wire technique. In this technique a conducting metal
wire, such as platinum wire, is inserted in a test specimen positioned in a sample
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Figure 1.9: A representative schematic of a typical hot-wire cell used to mea-
sure thermal conductivity () of materials. Reprinted from Alvarado et al.,126
Copyright (2017), with permission IOP Science.
container and is heated via electrical current that passes through it. The wire’s
temperature is then measured as a function of time, which can be related to the
 of the specimen via Eqn. 1.5:
 T (t) =
q
4⇡
ln
✓
4t↵
r2C
◆
(1.5)
where ↵ is the thermal di↵usivity of the material with the unit of m2 s 1 and
 T is the temperature di↵erence between the actual temperature measured by
the cell at a time t and an initial temperature. r is the wire radius used in the
technique, and q is the heat flow per unit length of the wire, and C is Euler’s
constant that is equal to 0.5772, and is a dimensionless quantity.
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Figure 1.10: Schematic of a cross-linking reaction between epoxy monomers and
cross-linkers in an epoxy polymer.
Figure 1.11: Example of an epoxide functional group, where R and R0 may refer
to hydrogen atom or other functional groups.
1.1.2 Introduction to Epoxy Polymers
Thermoset polymers form three dimensional (3-D) bonding networks. A cross-
linking agent (known also as a hardener or cross-linker), reacts with a thermoset
monomer, such as epoxies, to form a 3-D polymer network. Figure 1.10 illustrates
a representative schematic of a cross-linking reaction.
Epoxy resins are one of the most widely used thermoset polymers for composite
applications. Epoxy resins are characterised by having one or more epoxide end
groups in the monomer. The epoxide functional group is a cyclic ether with a
three membered ring, consisting of two carbon atoms and one oxygen atom, as
illustrated in Figure 1.11. The triangular configuration (i.e. the atomic positions
in Cartesian space) in an epoxide group creates strains within the ring and makes
this functional group highly reactive compared with the other ethers, such as
diethylether183.
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Figure 1.12: Chemical structures for the a) EPON-862 (a phenolic glycidyl ether
epoxy), b) TGMDA (a glycidyl amine epoxy), and c) YDH3000 (a cyclo-aliphatic
epoxy).
Epoxy resins can be classified based on their molecular structures into three
groups: phenolic glycidyl ethers, glycidyl amines, and cyclo-aliphatics. The digly-
cidyl ether of bisphenol-A (DGEBA) and of bisphenol-F (EPON-862 or DGEBF)
are two examples of phenolic glycidyl ethers. Tetraglycidyl methylene dianiline
(TGMDA) is one of the most widely used glycidyl amines184. Glycidyl amines may
result in thermoset polymers with superior mechanical properties and higher Tg
values than phenolic glycidyl ethers185. However, the low cost of phenolic glycidyl
ethers favours their use in various applications. Unlike the first two examples, in
cyclo-aliphatics, such as YDH3000, the epoxide group is attached directly to the
aliphatic ring. Aromatic epoxies generally become more brittle than the aliphatic
epoxies, due to the fact that the aromatic groups can impart rigidity to the re-
sulting polymer186. Figure 1.12 illustrates an example epoxy monomer structure
for each epoxy group.
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Figure 1.13: Chemical structures for the a) Ultem-1000 (a polyimide), and b)
4,4’Bismaleimidodiphenylmethane (a bismaleimide).
Thermosets other than epoxies that can be used for composite materials in-
clude polyimides187–191 and bismaleimides192–196. Polyimides can be thermoset or
thermoplastic polymers. Thermoplastic polyimides are used in the electronics in-
dustry e.g. for generating flexible cables58,197. On the other hand, bismaleimides
can provide an alternative to epoxies due to their epoxy-like properties192,198,199.
However, bismaleimides su↵er some issues, such as inherent brittleness due to the
highly cross-linked structures. Bismaleimides are widely used in composites for
printed circuit boards and structural laminates200–204 and in the aerospace indus-
try205–208. Figure 1.13 illustrates an example for polyimides and bismaleimides.
As stated earlier, epoxy polymers are thermoset polymers and in the pres-
ence of a cross-linking agent they can form 3-D cross-linked polymer networks.
The cross-linking agents are generally amines, anhydrides, and aldehyde conden-
sation products. Amines contain reactive nitrogen atoms than can react with
epoxy monomers. Amines can be used in aliphatic or cyclic forms. Diethyl-
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Figure 1.14: Chemical structures for the a) DETDA (an amine cross-linker), b)
Benzaldehyde (an anhydride cross-linker), and c) Dodecenylsuccinic anhydride
(an aldehyde cross-linker).
toluenediamine (DETDA) is one of the widely used amine-based cross-linkers for
epoxy polymers. Aldehydes have an aldehyde functional group, which can then
react with epoxide functional groups in epoxy monomers via their oxygen atoms.
Anhydrides first react with an alcohol to form a carboxylic group, which can sub-
sequently react with epoxy monomers. Figure 1.14 illustrates example structures
for each type of cross-linker.
Having described the polymer monomers and cross-linking agents, the forma-
tion of polymer network, which is called curing process will next be discussed.
In the curing process, the first step is the mixing of the epoxy monomers and
cross-linking agents in a pre-determined ratio to make the precursor liquid mix-
ture. This ratio can depend on the types of monomer/cross-linker pair. For
example, this ratio is typically equal to two for the epoxy system comprised of
the epoxy monomer EPON-862 and the cross-linker DETDA. After this step, this
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Figure 1.15: Typical heat flow vs. temperature curves for an epoxy system of
E51 (epoxy resin) and 593 (hardener) for di↵erent heating rates. The Tg for each
heating rate can be read as the maximum point in the curves. Color scheme for
the heating rates: 5 K min 1 (black), 10 K min 1 (red), 15 K min 1 (blue), and 20
K min 1 (green)214. Reproduced with permission from Sun et al.214. Copyright
(2017) John Wiley & Sons, Inc.
liquid polymer precursor mixture is transfered to a reaction chamber, in which the
cross-linking reaction is initiated. This initiation can be done via temperature or
by ultra-violet (UV) radiation. For thermal curing, the curing temperature can
vary depending on the monomer/cross-linking agent pair. For example, epoxy
polymers are typically, but not always, cured at around 300-423 K with a curing
rate209–213 of between 5 and 20 K min 1. Figure 1.15 illustrates an example of a
heat flow vs. temperature plot as a function of heating rate214.
The curing temperature is typically above the Tg value of the material under
investigation. This is due to the avoid the vitrification phenomena that is the
slow-down of the polymerisation reaction due to the molecules trapped in glassy
state, (i.e. a less mobile state)144. The first reaction in the cross-linking process
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is thought to be the ring scission215,216, where the epoxide ring is opened and
a reactive methylene end group is formed. The carbon atom of the methylene
group then reacts with the cross-linking agent, such as with the nitrogen atom
of an amine, where a hydrogen atom connected to the nitrogen atom is detached
and reacts with the epoxide oxygen. The sample is kept in the reaction chamber
for a pre-determined time, which is called the curing time. During this phase, the
sample may shrink due to the formation of cross-links between the epoxy monomer
and cross-linker. The shrinkage rate can vary as a function of the curing time.
After the curing time has elapsed, the sample is taken out of the chamber and
set aside for cooling. The time needed to cool a sample from the cross-linking
temperature to room temperature depends on the type of cooling. Cooling can be
achieved by di↵erent ways, such as using a temperature chamber under vacuum217.
Figure 1.16 depicts a representative illustration of a cross-linking reaction between
epoxy and hardener molecule.
When polymeric materials are used in composites, such as epoxy polymers in
a carbon fibre reinforced polymer composites (CFRPs), an autoclave is typically
needed to produce high-performance composites. A pre-preg of CFRP (which is
carbon fibre (CF) that is partially cured with epoxy polymer for the aim of easy
handling) is placed in the autoclave, in which the curing process takes place under
high pressure and at curing temperature24,218–222.
Epoxy polymers can be cured, not only via thermally-driven initiation, but
also via other external stimuli, such as the use of ultra-violet (UV) radiation223–228.
In this curing technique, UV light is used as a source to initiate the cross-linking
reaction in the polymer sample. This technique does not require high cross-linking
temperatures, which makes this technique economically more favourable. Also,
in the conventional curing process, a solvent is used as a host medium for the
polymer and cross-linking agents. However, in photo-initiated curing no solvent is
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Figure 1.16: Illustration of monomer and cross-linking agent, ring opened (‘acti-
vated‘ circled in orange) monomer, and the product of the cross-linking reaction
between the epoxide group of the epoxy monomer and the amine group of a cross-
linking agent. Green circles indicate the cross-linking reaction zone.
required, which makes these techniques more environmentally-friendly. A polymer
sample that does not transmit UV light, can not be cured under UV radiation.
To achieve a desired curing reaction via UV radiation in a polymeric material,
the polymeric material must be transparent enough to let UV-light pass through.
Another drawback of use of UV radiation in polymer curing is that the curing
takes place only in the area where the UV light irritates. This localised way of
curing can make it di cult to work with 3-D polymer samples229.
The curing reaction includes many factors that can a↵ect the physico-chemical
properties of the resultant polymer matrix. Epoxy monomer/cross-linker pairs
can react with di↵erent rates at di↵erent temperatures; therefore the curing tem-
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perature is of paramount importance in the polymer curing process. Molecules
can move faster at higher temperatures in the liquid pre-cursor polymer mixture,
which increases the chance of collisions between the reactive atoms leading to
the successful formation of cross-links. The optimum curing temperature can be
determined based on reaction kinetics studies of the polymer sample, which re-
lates the curing temperature to the cross-linking reaction rate230–232. Once the
formation of cross-links starts in the reaction chamber, the curing reaction ideally
ends when all available reactive atoms react. In practice, this is rarely achieved.
The extent of the cross-linking reaction can be expressed via the degree of cross-
linking (DOC). In epoxy polymers, the DOC can be, in theory, defined as the
ratio between the number of reacted epoxy carbon sites and the total number of
epoxy carbon sites in the system. However, in practice, this cannot be readily
directly measured in an experimental system. As the number of cross-links in-
creases; hence, the DOC increases, the mobility of the polymer chains becomes
progressively more restricted during the curing reaction233–235. Also, the di↵usiv-
ity of the monomers in the developing matrix decreases with the increase in DOC,
and this retardation of monomer di↵usivity makes a complete cross-linking, which
corresponds to a DOC of 100%, unlikely within sensible polymer curing times (in
theory a complete cross-linking may happen, but only over long experimental
period), such as less than one hour210,212, one day211, or even longer236.
The morphology of epoxy polymers in terms of the polymer structure, such as
the presence of voids, crystallinity, etc., can di↵erentiate with a change in DOC
and shows structural heterogeneity at the molecular level237–240. The architecture
of the polymer network can influence the thermo-mechanical properties of the
resultant polymer241. The direct determination of the DOC of a polymer matrix
via experimental techniques remains an unresolved challenge. Since the number
of covalent cross-links in a polymer sample cannot be observed and counted via
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direct measurements, various indirect techniques have been widely used for this
purpose. Some of the widely-used indirect techniques to gauge the DOC rely on
equilibrium volume swell242–245, titration (such as titration of hydroxyl groups
on the poly-vinyalcohol (PVA) in the synthesis of PVA)246, tensile testing247,248,
and others249,250. In all of these indirect experimental strategies for determining
DOC, some other physico-chemical properties of the samples were measured and
then related to the assumed DOC of the polymer sample (as inferred from cure
time/temperature). For instance, Shan et al.247 related the DOC of their epoxy
resin samples to the elastic modulus obtained from tensile tests via Eqn. 1.6:
⌫ =
E
3RT
(1.6)
where ⌫ is the DOC and E is the elastic modulus (Young’s modulus (see Sec-
tion 1.1.1)). R and T are the gas constant and the temperature in Kelvin, respec-
tively.
In addition to curing temperature, the curing time is another important factor
determining the ultimate properties of the resultant polymer matrix224,251,252. At
the very beginning of the curing process, the rate of cross-link formation can
be high due to the availability of reactive atoms. Over time, this rate tends to
decrease as the polymer sample solidifies. This rigidity impedes the di↵usion of
unreacted molecule; hence, extends the required time for the formation of new
cross-link bonds. Moreover, epoxy polymer samples can be obtained at lower
curing temperatures, but this typically requires a longer curing time, provided that
the curing temperature is above the required minimum temperature, which can
be determined by kinetics studies. Figure 1.17 illustrates the DOC as a function
of curing time at di↵erent curing temperatures253, which reveals the importance
of curing time as well as the curing temperature on the polymerisation process. A
fast curing of the polymer matrix may lead to formation of defects in the polymer
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Figure 1.17: Degree of cross-linking (DOC) as a function of curing time as well
as curing temperature for the Shell-1895 resin-hardener W epoxy system253. Re-
produced with permission from Liu et al 253. Copyright (2017) Sage Publications
matrix, such as voids, and these structural changes in the polymer matrix may,
in turn, produce inferior thermo-mechanical properties, which may be due to
the changes in the viscosity of the polymer matrix during curing214,254–259. For
example, Sun et al.214 showed that the higher heating rate in the curing process
produced samples with a higher glass transition value for an epoxy system of E51
(epoxy resin) and 593 (hardener). Also, Liu et al.255 reported a decrease in the
value of tensile modulus as a function of void content in an epoxy-based carbon
fibre composite.
1.1.3 Properties of Epoxy Polymers
The quality of the 3-D epoxy network may dictate the ultimate properties of the
polymer matrix260. As it is mentioned earlier, in the curing process of epoxy
polymers there are various factors a↵ecting this process referred to as the pro-
cess history, such as curing temperature, DOC; hence, they influence thermo-
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Table 1.1: Example Tg and Young’s modulus values of di↵erent epoxy/cross-linker
systems.
Pair Tg / K Young’s Mod. / GPa Ref.
DGEBA-DDM 363–450.1 2.94 232,233,263,264
DGEBA-DDS 459.1-495.1 3.20 138,265
DGEBA-IPD 364.1-432.1 2.65-2.85 138,263,266,267
DGEBA-J230 355.1 2.75 265
TGAP-DDS 538.1 4.15 268
TGDDM-DDS 539.1 2.60 269
DGEBF-DETDA 378.1 3.43 270
DGEBF-TETA 373.1 3.2 271,272
DGEBA: Bisphenol A diglycidly ether
DDM: Diaminodiphenylmethane
DDS: 4,4’-diaminodiphenyl sulfone
IPD: Isophoronediamine
J230: Oligooxypropylenediamine Je↵amine D-230
TGAP: Triglycidyl p-amino phenol
DGEBF: Bisphenol F diglycidly ether
DETDA: Diethlynetoluenediamine
TETA: Triethylenetetramine
mechanical properties of these polymers. This dependence gives rise to a wide
range of reported values for the thermo-mechanical properties of a given polymer.
For instance, the reported values for Young’s modulus value for the DGEBF-
DETDA matrix range between 2.53 and 3.25 GPa261,262. Similarly, a range of
values has been reported for the Poisson’s ratio for the same epoxy/cross-linker
system, which was between 0.40-0.43261. Table 1.1 provides Young’s modulus
values for a range of epoxy/cross-linker systems.
Several factors such as the particular epoxy-cross-linker pair, curing temper-
ature, etc. may also dictate the Tg of the resultant epoxy matrix. Moreover,
keeping the monomer same and changing the cross-linker (or vice versa) can im-
part drastically distinct features to the resultant polymer matrix273. For instance,
Banks et al.274 tested diaminodiphenylsulfone (DDS) as a cross-linking agent with
di↵erent epoxy monomers for the same curing conditions. They reported a range
for Tg between 367 and 416 K, which indicates the dependency of Tg of the re-
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sultant polymer on the constituent molecules. Tg for epoxies spans a wide range
of values. Table 1.1 summarises the Tg values of some of the widely used epoxy
systems. In addition, an epoxy polymer’s response to thermal changes in the en-
vironment that surrounds it, can depend on the same factors as discussed above
for the mechanical properties. For example, the experimental Tg range for the
epoxy polymer made from DGEBF-DETDA262,275–280 is between 108.0–161.1  C,
which reflects the strong dependence of Tg on the process history of the sample
as well as other related factors such as the DOC281,282.
1.2 Introduction to Carbon Fibre: Structure and
Properties
1.2.1 Definitions and Properties of Carbon Fibre
Here, the other constituent of carbon fibre reinforced polymers (CFRPs), which
is the carbon fibre (CF) is focused. The term ‘fibre’ indicates a piece of material
that has a high aspect ratio; that is, the ratio between the long axis of CF and the
diameter of CF. CFs are fibres with a typical dimension of 5-10 µm in diameter,
which are composed mostly of carbon atoms. Figure 1.18 illustrates a scanning
electron microscope (SEM) image of a CF surface283. CFs can be di↵erentiated
according to the aspect ratio of fibres, in other words the ratio of length to width
of a fibre. Short fibres, which are also known as discontinuous fibres, generally
have an aspect ratio of 20 to 60, where the aspect ratio is between 200 and 500
for the longer fibres (known also as continuous fibres)284.
CF is produced by the use of a precursor, such as polyacrylonitrile (PAN).
PAN is a semi-crystalline organic polymer resin with the chemical formula of
(CH2CHCN)n, where n indicates the length of polymer chains. In the produc-
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Figure 1.18: Scanning electron microscope (SEM) image of a carbon fibre (CF)
along the longitudinal axis. Reprinted from Kafi et al.283 Copyright (2017), with
permission from Elsevier.
tion of CF, the first step is the polymerisation stage, where acrylonitrile plastic
powder is first polymerized to form PAN. The PAN is then spun into fibres in
the spinning stage. After this stage, the precursor fibres are usually washed and
stretched to obtain the desired fibre diameter. Following this, a stabilizing step is
typical, where fibres are chemically treated via air for the aid of obtaining PAN
chains that are thermally more stable. In the next step, namely the carboni-
sation, the fibres are heated to very high temperatures (1000-3000  C) to burn
away non-carbon atoms. After the carbonisation step, the CF surface needs to
be chemically treated, because the surface obtained at the end of the carbonisa-
tion step is typically flat and chemically inert46,51, which prevents the fibres from
forming bonds (physical or chemical) with polymer matrix used in composite ma-
terials. Following this, the fibres are usually coated with a polymer layer (known
as sizing) to protect the surface from external e↵ects that may cause damage in
fibres285,286 (see Section 1.2.3). Typical coating materials for this purpose are
epoxies, polyester, nylon54,287,288 and they are chosen to be compatible with the
polymer matrix that will be used in the composite. After this step, the fibres are
wound on to bobbins and ready to use. Figure 1.19 illustrates the CF production
34
Figure 1.19: Carbon fibre (CF) production line at Carbon Nexus in Geelong,
Australia289.
line at Carbon Nexus at Deakin University in Australia289.
The quality of the precursor may dictate the ultimate properties of the result-
ing CF. Table 1.2 summarises some properties of di↵erent commercially-available
CFs produced from PAN. As Table 1.2 indicates, the density and mechanical
properties, such as the tensile strength and Young’s modulus (see Section 1.1) of
commercially available CFs can vary slightly, which is an indication of the similar
quality of PAN might have been used. Because of this fact, the modification of
existing precursors and development of new precursors290–303 for CF is an active
area of research. For instance Chen and Harrison290 used di↵erent solvents in
the CF processing steps, such as aqueous dimethyl formamide with the aim of
removing surface defects, the presence of which could positively a↵ect the tensile
strength of PAN-based CF. In a related study, Younker et al.298 studied an alter-
native precursor that is sulfonated polyethylene, which produced a highly-ordered
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Table 1.2: Example properties of some di↵erent polyacrylonitrile (PAN)-based
carbon fibres (CFs).
Type TS / MPa YM / GPa Dens. / g cm 3
ZOLTEK PX35304 4137 242 1.81
TORAYCA T400HB305 4410 250 1.80
DOWAKSA A-38306 3800 240 1.78
HEXTOW AS4A307 4413 231 1.79
TENAX HTS40308 4205 237 1.76
TS: Tensile strength
YM: Young’s modulus
Dens.: Density
carbon structure when generated under an inert atmosphere.
1.2.2 Structure of Carbon Fibre
Graphene comprises carbon atoms that are organised in a flat monolayer, which
forms a two-dimensional (2-D) honeycomb lattice309. Graphene is a basic build-
ing block for graphite. Graphite, a naturally occurring material, is a crystalline
stacked-structure of graphene layers separated by310 3.4 A˚. A pristine ideal graphite
surface is flat and comprises graphene containing sp2-hybridized carbon atoms and
is free from heteroatomic defects, as illustrated in Figure 1.20. The values of in-
plane Young’s modulus and the in-plane tensile strength of the pristine graphene
is around 1 TPa and 130 GPa, respectively, which are the highest measured values
by weight, and, in turn graphene is the strongest material recorded up to date311.
Graphene layers might not be found in a perfect stacked form. Unlike graphite,
turbostratic carbon is defined as the graphene-layers that are not stacked in a
regular way, such that the graphene layers are misaligned relative to each other
by translation or rotation312,313.
While more details are required regarding the exact structure of CFs at the
atomistic level, it is generally accepted that CFs are composed of graphitic crys-
tallites of turbostratic carbon of nanometer size314, as illustrated in Figure 1.21.
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Figure 1.20: Plan view of the atomic structure of a graphene sheet, with a zoomed-
in higher resolution image of the basal (0001) plane.
Based on what is known about the CF morphology, the CF’s graphitic portion
can be modelled. For the ease of modelling, a collection of graphene layers can
be used as a graphite substrate in MD simulations. The details of the CF model
will be provided in Chapter 4.
1.2.3 Surface Chemistry of Carbon Fibre
As mentioned previously, in the CF production process the surface of CF is treated
after the carbonisation step. This is done to facilitate greater interactions between
the CF and the polymer matrix. To this end, the CF is placed in a mixture of
oxygen-containing gases to oxidise the surface producing functional groups on
the CF surface such as epoxy, hydroxyl groups. An example of the oxidised CF
surface is shown in Figure 1.22. Following this step, the CF surface is covered
with a polymer in the sizing step. The main advantage of the sizing is twofold;
the sizing protects the CF surface from the environment, and also increases the
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Figure 1.21: Illustration of the molecular structure of carbon fibre (CF) from
micro-scale down to the atomistic scale. Reprinted from A.R. Bunsell et al.,314
Copyright (2017), with permission from Elsevier.
handleability of the CF315–317. However, the sizing may or may not increase the
adhesion between the CF and polymer matrix, which, in turn, may or may not
enhance the stress transfer between the phases in the CFRP. Furthermore, if the
CF has been produced commercially the sizing is secret, so the surface composition
of the fibre cannot be known and hence the fibre-matrix interface.
In addition, surface oxidation may cause undesired changes on CF surface and
even damages. If the CF surface is oxidised, the surface acidity increases, which
in turn may cause surface degradation318. However, if the oxidation treatment
results in a lowering of the CF’s performance alone, oxidation can sometimes
still lead to improved performance in the CF-polymer matrix compared to the
un-oxidised CF surface54. Commercially available CFs are treated with sizing
agents that are proprietary and their composition is generally not known except
by the vendor. Therefore, researchers who wish to investigate the properties of
commercially-available CF must first address this challenge. One point regard-
ing the sizing that must be kept in mind is that sizing agents may form a weak
layer between CF and polymer matrix. If the inherent strength of this layer
(sizing/sizing) is less than the strength of the CF/sizing and sizing/polymer in-
terfaces, this sizing may degrade the interface, and so fracture may occur easily.
38
Therefore, the scientific challenges arising from the presence of sizing on the CF
surface is significant.
One way to address this is via de-sizing. Sizing agents on sized CF can first be
removed from the surface of CF, prior to functionalisation of the CF surface for use
in composites61,315,319. However, de-sizing does not necessarily mean all the sizing
material is actually removed properly54,320. Some part of the sizing may remain on
the surface, which, in turn, may dramatically a↵ect the ultimate properties of CF;
hence, this a↵ects the composite321,322. Therefore, experimental investigations of
bare CF surface that actually use de-sized CF may yield misleading results due to
the remnants of the sizing that may be present on the CF surface. Moreover, in
the case of surface functionalisation, if the surface of the CF is not cleared from
the remnant of the sizing, the functional groups to be grafted on to the CF surface
may not react with the surface itself, but rather with the sizing remnants, which
may cause interfacial failure in composites52.
Figure 1.22: Schematic illustration of an oxidised carbon fibre (CF) surface with
covalently-connected functional groups, such as epoxy, hydroxyl, and carboxyl
groups.
To overcome these problems, pristine ‘un-sized’ CF, which is not initially pro-
tected by a polymer layer, can be used54. Decorating the CF surface with surface
grafting molecules (SGMs) can be achieved more e↵ectively via the use of pristine
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un-sized CF, which is free of sizing54,55. One important distinction has to be made
at this point is between the conventional functional groups (CFGs) and SGMs on
the CF surface. CFGs are defined as small-molecule groups, such as hydroxyl
groups, amines, or epoxide groups, which appear on the CF surface due to surface
treatments applied after the carbonisation step, as illustrated in Figure 1.22. On
the other hand, SGMs, such as diazonium species, are designed functional groups
that are intentionally attached to the CF surface to confer mechanical strength to
the polymer/CF interactions. Figure 1.23 illustrates an example of a previously
used diazonium species47,54–57,323,324.
Figure 1.23: Molecular structure of aryl diazonium cation used in surface grafting
molecules (SGMs) for carbon fibre (CF) functionalisation. R can be any aryl
functional group. The nitrogen atom underlined with a red line carries a positive
charge.
Such SGMs can be designed to be reactive with the polymer matrix, in the sense
that these SGMs can, in principle, form covalent bonds with the polymer. In
the last 10-20 years, the number of the reports in the literature investigating
the functionalisation of the CF surface via SGMs to strengthen the CF-polymer
interactions has grown substantially52,54–57,286,325–330.
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1.3 Carbon Fibre Reinforced Polymer Compos-
ites
1.3.1 Fundamentals of Carbon Fibre Reinforced Polymer
Composites
A composite material should have a good synergy between the constituent parts.
Since di↵erent types of materials can be integrated in a composite, it is desirable
that the continuity of properties across the whole material is preserved, if possible.
In CFRPs, when a polymer matrix is in contact with CF surface, an interphase
forms, which is a region of the polymer matrix close to the CF/polymer interface,
which may be structurally di↵erent compared with the bulk polymer. In this in-
terphase, the polymer density as a function of distribution from the surface may
vary between greater than and less than the bulk polymer density, due to the pres-
ence of the matrix. Therefore, this interphase needs to be investigated carefully,
because the ultimate mechanical properties of composites might be influenced by
the structure of this interphase.
Previous studies revealed that such an interphase can be found between epoxy
and CF phases331–333. An ideal composite should have optimal interaction be-
tween the phases (in this instance, the CF and the polymer matrix) to maintain
optimal loading transfer. If any kind of stress cannot be transferred optimally
from one phase to other, this discontinuity may lead to the generation of cracks
and failures within the composite material, such as delamination during the appli-
cation of stress on CFRPs. Moreover, the strength of interaction at the interface
can determine the fracture behaviour of the composite material. As mentioned
previously, the surface of CF is thought to be as chemically inert and broadly
unreactive with the polymer matrix46,51 (see Section 1.2.3). Despite the advanta-
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Table 1.3: Interfacial shear strength (IFSS) values for carbon fibre reinforced poly-
mer composites (CFRPs) composed of the polyacrylonitrile (PAN)-based carbon
fibre (CFs) with di↵erent polymer matrices.
System CF Provider IFSS / MPa
CF(T700)/PPEK335 Toray 8.6
CF(T700)/PPS336 Toray 40.9
CF(T700)/Epoxy321 Toray 80.0
PPEK: Poly(phthalazinone ether ketone)
PPS: Poly(phenylene sulfide)
geous e↵ect of surface functionalisation, very strong interfacial interactions may
make a composite very brittle334, which may not be a desired property for a com-
posite in, for instance, aerospace applications. In summary, this reflects on how
complicated it is to optimise interfacial interactions in CFRPs.
As described above, the interfacial interactions between the CF and polymer
matrix play a crucial role in determining the final strength of composite. To
determine the extent of the interfacial interactions, measurements of interfacial
shear strength (IFSS) via experiments is needed. The IFSS indicates the stress
value at the interfacial failure takes place (see Section 1.3.1). At some value of
applied stress, the material fails and the stress value at the failure is used to
infer the IFSS. The IFSS encompasses various contributions to the strength of
a composite, including interfacial adhesion, plastic flow of the matrix, loading
rate, and chemical shrinkage. The interfacial shear stress (ISS) is one contributor
to the IFSS and is concerned with the interfacial interactions of the CF/polymer
interface. Composites may possess di↵erent IFSS values based on the constituting
parts. Table 1.3 provides IFSS values for some CF composites with di↵erent
polymer matrices, which indicates that the polymer matrix used in the composite
may influence the IFSS values. It must be noted here that there are several factors
leading the composites having di↵erent IFSS values, including the loading of CF
in weight, temperature at which the IFSS was measured etc.
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1.3.2 Benefits of Carbon Fibre Surface Functionalisation
in Carbon Fibre Reinforced Polymer Composites
SGMs can interact with the polymer matrix via a range of mechanisms includ-
ing entanglement, chemical reactions, etc. For instance, these SGMs can form
chemical bonds with the polymer matrix to further improve the interactions in
interphase. Covalent bonds can provide stronger interactions than non-covalent
interactions (e.g. vdW, H-bonds, etc.). Owing to the presence of covalent bonds
between the CF and the polymer matrix through the SGMs, the polymer structure
in interphase may change, which may have influence on the ultimate mechanical
properties of composites.
1.3.3 Approaches to Carbon Fibre Surface Functionalisa-
tion
As was mentioned earlier, the surface of the CF should be compatible with the
polymer matrix in CFRPs for optimised mechanical properties. To accomplish
this, the surface functionalisation of un-sized CF with SGMs is a promising solu-
tion. However, optimising the SGM grafting, in terms of the surface density of
SGMs and the distribution of these SGMs on the CF surface, not to mention char-
acterising the SGM conformations, are important factors in developing superior
composites. Unfortunately, experimental techniques are not capable of readily
providing the required molecular level insights. For example, when unsized CF
is grafted with SGMs, there is no experimental technique which can reveal the
lateral spatial distribution of the SGMs on the CF surface. This lack of knowl-
edge, especially regarding the molecular level details of the CF surface, which
has substantial influence on the ultimate properties of composites, is seen as an
obstacle to realising systematic improvements to CFRPs. To optimise the benefit
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of surface functionalisation with SGMs, alternative techniques, such as molecu-
lar simulations, can play a valuable role. Molecular-level knowledge provided by
molecular simulations may enable experimentalists to devise new potential func-
tionalisation treatments to improve the grafting process and better understand
how the factors aforementioned can a↵ect the thermo-mechanical response of the
composites.
1.3.4 Experimental Characterisation of Carbon Fibre Re-
inforced Polymer Composites Properties and Visu-
alisation Techniques
In the previous subsection, the IFSS was described as an experimentally-determined
quantity, which can help in understanding the strength of the interface in the
composites. There are several techniques to measure IFSS to characterise the CF-
polymer interphase, including the single fibre fragmentation test (SFFT)54,55,337–343,
single fibre pull-out test, microbond test344–347, and micro-indentation test348–350.
The SFFT is a typical experimental approach to investigate the interface of CF-
polymer composites54,55,339.
Fragmentation tests were first reported by Kelly and Tyson351 to investigate
brittle tungsten fibres in a copper matrix. The specimen was axially elongated
under tensile stress and the fibre breakage within the matrix was observed using
optical microscope. As a result of these breakages, fragments of fibre were formed
in the polymer matrix and the elongation continued until smaller fragments were
obtained. The final length of fragments at the saturation point meaning that
no more smaller fragments are likely to form, can reflect the strength of the
CF/polymer interface. Figure 1.24 illustrates exemplar optical microscope images
for the SFFT55.
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Figure 1.24: Optical microscope images of oxidised untreated fibres single fibre
fragmentation test (SFFT) (a) 5 ⇥ magnification and (b) 10 ⇥ magnification
of the original images. Reprinted from Beggs et al.,55 Copyright (2017), with
permission from Elsevier.
Analysis of the SFFT is based on average fragment size. For instance, since the
distribution of fragment lengths may not be uniform throughout the final speci-
men, the length of each fragment needs to be measured in order to obtain statistics
about average fragment size. To address this, di↵erent models to determine the
IFSS value of CFRPs have been proposed, such as the Kelly-Tyson model351,352.
In this model, fragments that are longer and shorter than the average fragment
length are considered54,55,340,341. With the use of Weibull analysis353 together with
the Kelly-Tyson model, the tensile strength of the CFRP can be estimated. The
Weibull analysis is a statistical approach that can be used to estimate probability
distribution of the failure of a CF at an applied tensile strength. This tensile
strength value is used to calculate the IFSS via Eqns 1.7 – 1.9:
lc =
4
3
l (1.7)
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 f (lc) =  0(l0)
✓
l0
lc
◆1/m
(1.8)
⌧ =
 f (lc)d
2lc
(1.9)
where l is the average fragment length measured in the SFFT, and lc is the
critical fibre length that is the actual fragment length. Assuming a Gaussian
distribution, the value of l becomes 0.75 ⇥ lc.  f (lc) is the tensile strength at the
critical fibre length that is determined by the use of the parameters determined via
Weibull analysis. m and  0(l0) are two Weibull parameters, namely the Weibull
modulus and the Weibull scale parameter, at the length of l0 that is the initial
length of the CF, respectively. d is the fibre diameter, while ⌧ is the IFSS value.
Although the SFFT is a quantitative measurement of the IFSS, the results of
these tests are dependent on other factors including on the specimen geometry,
the model of the stress field around the fibre, and human intervention354–356.
Also, the specimen preparation procedure may produce dramatic changes in the
measured IFSS; hence, this may yield di↵erent results357. All of these limitations
of the SFFT for determining the IFSS values of CFRPs necessitate the use of an
approach that is more systematic and less prone to limitations to investigate the
interfacial interactions in the CFRPs.
Other than the SFFT, there are also other techniques, such as the acoustic
emission technique358–361 and the ultrasonic shear back reflection technique362–364.
Although these techniques are promising, their applicability is limited365,366. For
instance, the ultrasonic shear back reflection technique necessitates the immer-
sion of the composite into water (or another liquid medium) in order to perform
transmission of acoustic waves from the liquid to the matrix, as shown in Figure
1.25362. Also, if the sample size is comparable to the wavelength of sound in the
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Figure 1.25: Schematic detail of the ultrasonic shear back reflection technique used
to investigate the interfacial shear strength (IFSS) of a carbon fibre reinforced
polymer composite (CFRP) sample. Reproduced with permission from Matikas
and Karpur362. Copyright (2017) Springer.
material at acoustic emission frequencies, this makes the determination of the
critical fibre length di cult.
Other techniques can be used to localise and visualise mechanical failure in
composites65,68–70,367–369. For instance, the delamination in CFRPs can be vi-
sualised via the X-ray phase contrast technique369. Transmission electron mi-
croscopy (TEM) can also be used to study the CF-polymer interphase65,68,70. In
the work of Qing et al.333, the chemical composition of the interphase was investi-
gated by the use of TEM along with additional characterisation, such as electron
energy loss spectroscopy. Also, scanning electron microscopy (SEM)68–70 is the
other microscopy technique that has been widely used to investigate the interphase
in CFRPs. Unfortunately, none of these techniques can readily provide charac-
terisation of the interphase with molecular-level resolution. The understanding of
structural changes in the interphase as a response to stress transferred across the
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CF-polymer interface is still lacking and not easily accomplished via experimental
techniques alone.
1.4 Molecular Dynamics Simulations in Study-
ing Materials
The development of techniques to render the lower length-scales ‘visible’ has been
an interest of experimentalists, particularly in finding common ground between
experimental length-scales and those associated with computational modelling.
Experimental techniques used for this purpose are e.g. SEM, TEM, and so forth.
However, harmonisation of the corresponding time-scales is challenging. Even if
one can observe phenomena at a nano-length scale, the molecular dynamics at a
nano-time scale cannot be easily resolved in an experimental setting. The use of
computer-aided techniques, such as molecular simulations, can be an appropriate
approach for shedding light on these atomic-scale phenomena. Molecular dynam-
ics (MD) simulations (see Section 2.3) allow the modelling of di↵erent materials,
such as polymers, and composites including CFRPs. Figure 1.26 illustrates a com-
puter model structure of a thermoset polymer after the formation of cross-links,
and a CFRP material including the polymer and the surface-functionalised CF.
Also, new molecular-scale insights allow one to help design and test new SGMs
using computational approaches. This is important, because the experimental in-
vestigation of the interphase, e.g. via the SFFT, is a highly laborious process.
Computational techniques involving continuum approaches cannot easily capture
the interface/interphase between di↵erent phases as they do not distinguish the
surface from the bulk, which is an aspect of paramount importance in CFRPs.
Therefore, an atomistic approach can better elucidate the molecular scale phe-
nomena occurring at the CF/polymer interface. Based on this, in this thesis MD
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Figure 1.26: (a) Representative molecular structure of a thermoset polymer (b)
Representative molecular structure of a composite material (silver for CF atoms,
orange for functional group atoms; the remainder are polymer atoms) arising
from molecular simulations. In both images, the blue line indicates the periodic
simulation cell boundaries (see Section 2.3).
simulations are used to investigate interfacial interactions between the CF and
epoxy polymer matrix. Full discussion on MD simulations is provided in Chap-
ter 2.
1.5 Research Questions
This PhD project is focused on how the surface functionalisation of CF a↵ects
the macro-properties of CFRPs, via tuning of the structure-property relationship
of the CF/polymer interface. The focus was the interfacial properties with the
ultimate aim of understanding how the surface grafting molecules (SGMs) on
the CF surface, both their chemical structure, and spatial distribution on the
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CF surface, can alter the polymer-CF interactions and, in turn, the mechanical
properties, such as ISS (see Section 1.1.1). In this project, epoxy polymers are
used as the polymer matrix, in alignment with the corresponding experimental
component of a joint research programme. In the simulations, EPON-862 as an
epoxy monomer and DETDA as a cross-linking agent were used. The reason why
this epoxy system was chosen to study was that this system has been widely
investigated before and it was needed to ensure that the in-situ cross-linking
procedure developed in this project works well. Therefore, the results obtained
from the simulations will be compared to the experimentally and computationally
available data to ensure the validity of the procedure. To this end, this project
has investigated the following research questions. Each research question has been
answered in Chapters 3-6.
The first research question is ‘how can an in-situ cross-linking procedure
for the epoxy polymers be developed to determine their thermo-mechanical prop-
erties, via molecular simulation techniques (see Chapter 2.3 for definitions), that
is clearly detailed, reproducible, and technically accessible to a wide range of re-
searchers working in this field?’. As stated previously, epoxy polymers are 3-D
solid materials, where the cross-linking between the monomer and cross-linking
agent form covalent cross-links, which lead to formation of 3-D network. Since
there are ambiguities and limitations with experimental techniques, such as the
dependence of mechanical properties as a function of DOC, development of a
computational procedure to model and study epoxy polymer is needed. The
modelling of the network formation in epoxies is important, because the use of an
inappropriate computational procedure for generating cross-linked samples may
lead to unreliable outcomes, such as mechanical properties like Young’s modulus.
Even in the literature, while there are many procedures that have been reported
for the cross-linking of epoxy polymers370–385, these unfortunately lack of the re-
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quired details to be able to reproduce the results and be translated to di↵erent
systems. Moreover, the presence of CF, regardless if it is bare or chemically func-
tionalised can a↵ect the mass distribution of the constituent molecules (namely
the epoxy monomer EPON-862 and the cross-linking agent DETDA in this case)
in the samples; hence, this a↵ects the cross-linking distribution. Therefore, the
ideal computational procedure should also allow for this formation of cross-links
between the monomer and the SGM. To address this, an in-situ dynamic cross-
linking procedure was developed for epoxy polymers, which enables the formation
of covalent bonds between the epoxy monomer and cross-linking agent on-the-fly.
The methodological details and background regarding this Question are provided
in Chapter 3.
The second research question is ‘based on the procedure developed in
the first research question, how does the presence of the CF surface a↵ect the
cross-linking behaviour of epoxy polymers and the mechanical performance of the
composite?’. Since the composite comprises the epoxy polymer and the CF, it
needs to understand the behaviour at the CF-polymer interface at the molecular
level. Experimental techniques to study the CF/polymer interface, regardless if
the CF surface is bare or functionalised in CFRPs, are problematic. Therefore,
the development of a computational approach to investigate CFRPs to respond
the question about phenomena and structuring in interphase is needed. In the
literature, most of the previous computational studies have reported the use of
pre-cross-linked representative models326,371,386–398, with which it is not possible
to capture the influence of the CF surface on the cross-linking behaviour of the
epoxy. The reason for this is that the CF surface can alter the spatial distribu-
tion of liquid polymer precursor. Moreover, the surface functionalisation of CF
might have substantial influence on the re-organisation of interphase. The pres-
ence of functional groups on the CF surface may attract or repel epoxy monomer
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or cross-linking agent molecules to lead to interfacial enrichment or depleted re-
gions in interphase. This distribution of chemical composition in interphase may
influence the composite’s properties. To model the interface more realistically and
to elucidate the interfacial interactions the in-situ cross-linking procedure sum-
marised in Chapter 3 will be applied to the composite interface. To this end, the
CF surface was functionalised with experimentally-relevant SGMs to observe their
e↵ect on the composite. Also, the SGMs grafted on to the CF surface are allowed
to form covalent bonds with the polymer matrix. By enabling this covalent bond
formation, the e↵ect of the presence of cross-links between the SGMs and polymer
matrix, in addition to those between the epoxy monomer and cross-linking agent,
on the thermo-mechanical response of the composites is investigated. The details
regarding this Question are provided in Chapter 4.
The third research question is ‘how can a computational screening pro-
cedure for identifying optimal surface grafting of carbon fibre in carbon fibre
reinforced polymer composites be developed?’. A huge number of SGMs can be
used to graft CF surface for the purpose of obtaining composites with superior
mechanical properties. This screening of SGMs for composites via experiments
can be expensive and not be realistic based on cost. However, a computational
procedure can be used to test a large number of SGMs to identify those having
strong potential for CFRPs. This procedure should be as computationally eco-
nomical and as fast as possible, as well as reliable and reproducible. For this
purpose, the procedure developed as answers to Questions 1-2 is studied and re-
fined to optimise the computational time used to generate and test composites,
where CF was grafted with di↵erent SGMs. The details regarding this Question
are provided in Chapter 5.
The fourth research question is ‘how do the mechanical properties change
with nanoplatelet dispersion type and nanoplatelet functionalisation and how do
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the thermal transport properties change with nanoplatelet dispersion type and
nanoplatelet functionalisation in graphene nanoplatelet epoxy composites (GN-
PCs)?’. Reinforcing agents are widely used in polymer matrices to impart me-
chanical strength and generate better-performed composites. Dispersion of these
agents is a challenging problem in these composites. For instance, above roughly
2 wt% of graphene loading into epoxy polymer leads to formation of graphene ag-
gregates in the polymer matrix, which actually can weaken ultimate mechanical
properties of the composites399. One solution to this may be the use of surface
functionalisation of graphene nanoplatelets (GNPs). This surface grafting can
help the dispersion of the GNPs in the epoxy as well as impart mechanical strength
to the polymer matrix. In addition, the surface functionalisation of GNPs may
increase thermal conductivity of the composite. In the literature, GNP-loaded
polymer composites are being widely studied400–417. However, di↵erent groups
obtained controversial outcomes for similar systems from their experiments. For
example, Saleem et al.418 reported the summary of the macroscopic properties
of some epoxy-GNP systems in the literature and their summary revealed that
two similar epoxy based GNP composites yielded 40 % decrease and 2 % increase
in tensile strength values compared to the neat epoxy polymer. This ambiguity
makes the comparison of experimental results challenging. Similar comments can
be made for the surface grafting of GNPs. Also, treatment history of samples
may have influence on the final outcomes of GRPCs. Therefore, a computational
procedure can help provide systematic guidance regarding the design of these
composites. As mentioned in Questions 1-3, the computational methodology is
very important in generating composite samples for subsequent simulations and
obtaining reliable results. For this purpose, the procedure developed in Ques-
tions 1-3 is used to generate GNPCs and the resulting composites are tested for
their thermal conductivity and mechanical properties. The details regarding this
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Question are provided in Chapter 6.
1.6 Thesis Scope and Organisation
This thesis is focused on the development of a computational procedure to gener-
ate cross-linked epoxy polymer, CFRP and GNPC samples with bare/functionalised
CF/GNP to investigate how the interfacial interactions between the CF/GNP and
polymer matrix and how the presence of SGMs deliver improvement in mechanical
and other properties.
InChapter 2 the computational tools, namely molecular dynamics (MD) sim-
ulations, are described in detail. This includes an introduction to concepts, such
as the potential energy surface (PES) and approaches, such as the force-field (FF)
to solve the Newton’s equations of motion. Also, the statistical ensembles used
in MD simulations to calculate various atomistic properties are discussed. The
background MD simulations use to estimate the thermo-mechanical properties for
either the pure epoxy polymer or CFRPs/GRPCs is also provided.
The following four chapters, Chapters 3-6, focus on the development and
application of the in-situ cross-linking procedure for generating the cross-linked
polymer and composite samples. Chapter 3 reports on the cross-linking pro-
cedure that was developed and tested in pure epoxy polymer samples. The ul-
timate thermo-mechanical properties of the cross-linked polymer network were
determined and compared to the experimental and predicted results available
in literature. In Chapter 4, the CFRP samples were introduced, which were
generated via the use of the in-situ dynamic cross-linking procedure. The com-
posite samples were prepared in the presence of liquid polymer mixture. Also, the
surface functionalisation of CF with SGMs was investigated to understand the
e↵ect of SGMs on the composite’s ultimate mechanical response under such as
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tensile and and pull-out deformation. In the following chapter, Chapter 5, the
procedure for generating CFRP samples was reviewed in terms of computational
cost. Based on these reviews, the computational procedure was revised to iden-
tify computationally cheaper and faster procedure for the purpose of generating
and mechanically-testing a large number of SGMs to be used in CFRPs. The
results obtained from this new screening approach were compared to the results
obtained from the original procedure, to ensure the reliability and reproducibility
of the outcomes from these MD simulations. In Chapters 4 and 5, the carbon
reinforcement of the polymer matrix was an (e↵ectively) infinitely-long flat CF,
made of three graphene layers. On the other hand, in Chapter 6, a new rein-
forcement model that is in a nanoplatelet form, was introduced and tested via
MD simulations. In this work, stacked and dispersed GNPs for fixed loading in
an epoxy matrix were investigated. Also, the e↵ect of surface functionalisation
of the GNPs on the thermo-mechanical properties of the dispersed and stacked
GRPCs was investigated .
The in-situ dynamic cross-linking procedure was then applied to these GNP-
epoxy polymer composites to generate cross-linked GNPC samples. The e↵ect
of surface functionalisation of GNPs was investigated using SGMs, in terms of
the mechanical properties and thermal conductivity of the composite. Finally,
Chapter 7 presents the summary of this thesis and the outlook for this research.
The impact of this thesis to the scientific community, especially to composite
community, is discussed.
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Chapter 2
Overview of Molecular Dynamics
Simulations
In this chapter, the concept of the potential energy surface (PES), which is central
to molecular dynamics (MD) simulations, is introduced and discussed. Following
this, molecular simulation techniques are highlighted and the concept of MD sim-
ulations as a tool to sample the PES is discussed in detail. The concept of the
force-field (FF) as a way of describing interactions between atoms/particles is
introduced and the components of the FF are described. Finally, the concepts
underpinning the calculation of thermo-mechanical properties of materials via
MD simulations are provided.
2.1 Key Concept: The Potential Energy Surface
Consider a molecule consisting of two atoms that are chemically connected to
each other. Each atom in this molecule has three coordinates (x,y,z ). If the
coordinates of any atom are changed with respect to the other atom (for instance
via bond stretching), the total potential energy (PE) of the molecule may change,
since the total PE depends on the relative coordinates of the constituent atoms.
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Therefore, the total PE of a system (i.e. a molecule in this case) is proportional
to the total number of atoms/particles (N) times the number of coordinates of
each atom/particle, which makes 3N . However, not all movements of the atoms
will influence this total PE. In the absence of an externally applied field, the
system’s total PE will be unchanged if the entire molecule is moved as a whole.
For instance, if the molecule is translated from one point to another, all of the
atomic coordinates will change by the same amount in that direction. Since the
relative positions of the atoms to each other will not change after the translation,
the total PE of the molecule will be unchanged. Similar reasoning applies to
rotational movement. If the molecule is rotated as a whole around any given
direction, the relative positions of the atoms will not change; hence, the total
PE of the sample will be the same. Based on this explanation, the total degree
of freedom (DOF) in a system is equal to three times of the total number of
atoms/particles minus the total number of directions for bulk translational and
rotational movements, which makes six in total. Therefore, in general the number
of the DOF will be equal to 3N   6. However, in this example (the system is a
two-atom molecule in this case) and for any linear molecule the number of the
DOF is actually 3N 5, because this excludes the rotation of the molecule around
the principal symmetry axis. If we, for instance, change the bond length between
the two atoms in the molecule, then, within the harmonic approximation, the
total PE will change as a function of deviations from the equilibrium bond length
(re) between these two atoms, as illustrated in Figure 2.1.
A potential energy surface (PES) encompasses the total PE distribution of a
given system as a function of the DOF, as illustrated in Figure 2.2. As exem-
plified in Figure 2.2, a PES can accommodate various stationary points, namely
minima, maxima and saddle points419. Minima on the PES indicate molecular
geometries that have lower PE values compared with the total PE at maximum
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Figure 2.1: Approximation of the change in potential energy (PE) for a diatomic
molecule as a function of the bond length. re indicates the equilibrium bond
length between the two atoms.
points. Minima have a zero value of first derivative of the PES with respect to
the coordinates of atoms/particles, and a positive second derivative value with
respect to the coordinates of atoms/particles. Conversely, maxima have a zero
value for the first derivative and a negative value for the second derivative of the
PES with respect to the coordinates of atoms/particles. In mathematics, these
second order derivatives are used to construct the Hessian matrix (or known also
as the Hessian). Saddle points comprise barriers between other stationary points,
e.g. between minima. Similar to minima and maxima, saddle points also have
zero value for the first derivative of the PES. However, these saddle points have
a single negative eigenvalue of this Hessian, which corresponds to an imaginary
normal mode frequency.
The height of the barriers (saddle points) between minima influences the rates
at which the system can cross from one minimum to another. If this barrier
height is lower than ⇠ 2kBT (where kB is the Boltzmann’s constant and T is
the system temperature), it is likely that the barrier can be overcome by thermal
58
Figure 2.2: Schematic of an exemplar two-dimensional (2-D) potential energy
surface (PES) with maxima (denoted as A), minima (denoted as B1 and B2), and
saddle point (denoted as C) as a function of collective variables 1 and 2 (which
could be coordinates of atoms in any atomic configuration). Reprinted from A.H.
Brown420. Copyright 2017 Deakin University.
fluctuations at temperature T given a su ciently long time-scale. The relative
depth of each minimum point can be an indicator of how stable the system is
in its corresponding conformation (i.e. structural arrangement of atoms within a
molecule).
The PES provides the relationship between the total PE and the molecular
geometry of a given molecule. For example, Uriarte et al.421 explored the PES
of 2,2,2-trifluoroethyl vinyl ether to determine the most likely conformation for
this molecule. These authors reported a barrier value of 3.9 kJ mol 1 for the
transition from cis-gauche to cis-trans, and 2.5 kJ mol 1 from trans-trans to
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trans-gauche. They also reported that the required energy to overcome the barrier
between trans-gauche and cis-gauche was 11.5 kJ mol 1, which is comparably
higher than the barriers between cis-gauche to cis-trans, and trans-trans to trans-
gauche. As this example shows, the height of the barrier between minima can take
di↵erent values depending on the conformations corresponding to the minima, as
illustrated in Figure 2.3. In general, minimum energy configurations correspond
with stable atomic configurations that can be experimentally observed422,423 and
the configuration with the lowest PE on the whole PES is referred to as the global
minimum 419.
The evaluation of the total PE of a system as a function of DOF is a cen-
tral task in molecular modelling. If the number of atoms/particles in a sample
is large, the search for the most stable configurations (i.e. the atomic positions
in Cartesian space corresponding with the lowest-energy minimum) will rapidly
escalate with N (the total number of atoms for a given system) to become an
insurmountable challenge. This is because the number of minima on a PES gen-
erally, but not always, increases as N !. The search for the general minimum on a
PES corresponding with a high value of N is well known as an ‘NP-hard’ problem.
Therefore, there is no existing algorithm that can guarantee the location of the
global minimum for a large N system. Numerous studies have been reported in
this area423–433. On the other hand, to find a local minimum on the PES, several
minimisation algorithms are available. Two of the most well-known techniques
are the steepest descent approach and the conjugate gradient approach434. In
these approaches, the local minimum is searched for via calculation of the first
derivative of the total PE with respect to the atomic coordinates.
Minima on the PES can have high barriers separating them, which can make
location of the configurations corresponding with these minima challenging, and
sometimes practically impossible. Several computer simulation approaches, such
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Figure 2.3: Example of a potential energy surface (PES) for 2,2,2-trifluoroethyl
vinyl ether for four di↵erent conformations. Reproduced with permission from
Uriarte et al.421 Copyright (2017) Royal Society of Chemistry.
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as MC simulations435–439, MD simulations440–444, and others445–449 can be used to
explore the PES for this purpose.
2.2 Molecular Simulation Techniques
Molecular simulation approaches enable the prediction of macroscopic properties
of samples under investigation via statistical mechanics450. Statistical mechan-
ics enables links to be made between the behaviour of atoms/molecules at the
molecular level and the properties of the sample at the macro-scale. Molecular
simulation approaches can be divided into two main groups: deterministic and
stochastic. One can calculate the actual positions of any atoms or molecules in a
future time in deterministic simulations, e.g. by solving di↵erential equations of
motion (EoM), provided that identical initial conditions are used each time. On
the other hand, stochastic dynamics are based on the random movement of atoms
or molecules, e.g., where the positions or velocities of atoms/molecules contain
some element of randomness. Based on this definition, Monte Carlo (MC) simula-
tions are stochastic simulations, while molecular dynamics (MD) simulations are,
in principle, deterministic simulations. However, in practice, MD simulations can
also be stochastic, because in these simulations one can use di↵erent (randomly-
assigned) atomic positions, or di↵erent (randomly-assigned) atomic velocities as
the initial conditions. For instance, in MD simulations, atoms of a given sys-
tem can be assigned initial velocities that are randomly selected from a Maxwell
distribution relevant to the system temperature.
Another classification for molecular simulations is on the basis of the time de-
pendency. Dynamic simulations have the capability to explore the time-dependent
evolution of a system, while in static simulations, any evolution of a system is not
time-dependent. MD simulations are capable of providing system properties as a
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function of time, while results obtained from MC simulations do not have tem-
poral relationships. Based on these definitions and di↵erences between MC and
MD simulations, for the purpose of studying of epoxy polymer and carbon fibre
reinforced polymer composites (CFRPs), MD simulations were used. In the next
section, the notion of MD simulations and the core concept of the force-field (FF)
to perform large-scale MD simulations are reviewed.
2.3 Molecular Dynamics Simulations
In MD simulations, Newton’s equations of motion (EoM) are propagated to pre-
dict how the system evolves with time. The positions and velocities of the atoms
in the system are advanced in time by calculating the force on each atom at each
time-step in the propagation of Newton’s EoM. The force on each atom is the neg-
ative of the derivative of the total PE of a system with respect to atomic positions
and can be calculated via Eqn. 2.1:
Fi =  ri(PE) = miai (2.1)
where Fi is the force on atom i and ri(PE) denotes the change in the total PE
of the system with respect to the coordinates of atom i. mi is the mass of atom i
and ai is the acceleration of the atom i.
In MD simulations, it must be ensured that the system under consideration
passes through as many relevant stationary points on the PES as possible. Ac-
cording to the ergodic hypothesis, a system will pass through all possible states
given a su ciently long time to do so. Since MD simulations are performed over
a finite time-scale, it may not be possible to sample all possible relevant states on
the PES over the duration of the simulation. Therefore, long MD simulations are
not a guarantee of adequate conformational sampling. For instance, phenomena
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occurring on a millisecond time-scale cannot be often observed in standard MD
simulations. To address such challenges, advanced MD simulation approaches
are available to capture long time-scale phenomena451–459. In this project, use of
standard MD simulations was suitable for addressing the research questions as
detailed in Section 1.5.
2.3.1 Representation of Inter-atomic Interactions
To perform MD simulations, the inter-particle, or in this case inter-atomic in-
teractions in the system must be described first. There are several approaches
to describe these interactions, such as first principles calculations, and on a re-
lated note, density-functional based tight binding approaches460–464. Inter-atomic
interactions described in this way may be accurate for the system in question.
However, the computational cost required for performing MD simulations based
on this description narrows the applicability of these approaches to small systems
in terms of the number of atoms/particles, and for short time-scale simulations.
One approach to address this challenge is the use of molecular mechanics, where
the inter-atomic interactions are described by a force-field. A force-field (FF)
is a set of relatively-simple mathematical equations (and their parameters) that
describe all of the inter-atomic interactions (or more generally, inter-particle in-
teractions) in a given system (see Sections 2.3.2 to 2.3.5).
Some systems need to be treated more carefully, due to the complexity in their
molecular structure leading to special interactions. For example, biomolecules can
be complex structures, regardless of their molecular size. Complexity inherent to
the interactions within a biomolecule can sometimes require the use of specialized
FFs, which can take this complexity into consideration465. On the other hand,
some systems can be investigated using a generic FF, which has not been devel-
oped solely for a particular class of systems. Generic FFs can be useful, especially
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when quantitative results are not of chief interest. This does not necessarily mean
that a generic FF cannot provide quantitative results, but rather that generic FFs
are more suitable for providing a basis for qualitative results rather than quanti-
tative data. Some examples of generic FFs include DREIDING466, the universal
force-field (UFF)467, optimised potentials for liquid simulations (OPLS)468,469, and
liquid crystal force-field (LCFF)470. A generic FF is not necessarily applicable to
wide variety of materials. The DREIDING and UFF FFs, for instance, were origi-
nally developed for materials, from polymers to metals, while OPLS was designed
for use for liquid phase systems. Even so, many examples of use of OPLS for solid
materials can be found in the literature471–473. There are also studies available
in the literature which compare materials properties obtained via MD results for
di↵erent generic FFs471,474–477. An important concept enabling generic FFs to be
applied to various systems is the transferability of FF parameters. This concept
will be discussed in detail in Section 2.3.4.
A FF describes a system as a collection of atoms (or particles). Traditionally
(but not exclusively), FFs feature two main types of interactions: non-bonded in-
teractions and bonded interactions, which capture the interactions between phys-
ically and chemically bonded atoms, respectively, as illustrated in Eqn. 2.2. In
Eqn. 2.2 Etotal refers to the total PE of the system. The two contributors to the
total PE are the bonded interactions (Ebonded) and the non-bonded interactions
(Enon bonded). The bonded interactions include the bond stretching (Ebond), angle
bending (Eangle), dihedral bending (Edihedral) and improper bending (Eimproper).
Similarly, the non-bonded interactions are comprised of the van der Waals (vdW)
interactions (EvdW ) and Coulombic interactions (ECoul.). Each contribution to a
generic FF is detailed in the next two sections.
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Etotal = Ebonded + Enon bonded
= Ebond + Eangle + Edihedral + Eimproper + EvdW + ECoul.
(2.2)
2.3.2 Non-bonded Interactions
The non-bonded energy terms include the van der Waals (vdW) and Coulombic
interactions, where the latter takes place only between charged particles. vdW
interactions are calculated between all atom pairs in a system and have two com-
ponents: a long-range attractive contribution and a short-range repulsive contri-
bution. The attractive forces, known as dispersion forces, have their foundations
in the instantaneous charge distribution fluctuations in the electron cloud of two
atoms. This fluctuation on one atom gives rise to an instantaneous dipole, which
can induce an instantaneous dipole in the second atom, leading to an attraction
between the two atoms. When the two atoms are spatially in very close proximity,
the electron-electron repulsion (known as exchange-repulsion) becomes apparent,
which leads to repulsive forces between two atoms. In the DREIDING FF, for
example,466, vdW interactions can be modelled using di↵erent approximate equa-
tions, e.g the Lennard-Jones (LJ)478 or Buckingham (X6)479 potentials. Eqns.
2.3 and 2.4 provide the LJ and X6 potentials between a pair of atoms i and j,
respectively. The first term on the right hand side of Eqns. 2.3 and 2.4 is the
repulsive term, while the second term is the attractive contribution. In Eqn. 2.3
EijLJ represents the total vdW energy for a given system and rij is the actual
distance between atoms i and j.  ij is the distance at which the LJ potential be-
tween atoms i and j is zero, while "ij is the minimum energy (known also as the
depth of the well), as provided in Figure 2.4. Similarly, in Eqn. 2.4 EijBuckingham
denotes the total PE of the system. Aij, Bij and ⇢ij are the three constants of the
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Figure 2.4: Representative of the Lennard-Jones (LJ) energy as a function of the
distance between atoms i and j, rij. "ij and r0,ij indicate the minimum energy
and the distance corresponding with this minimum energy between atoms i and
j, respectively.  ij is the distance between atoms i and j, which corresponds to
the zero potential energy (PE). rcut off is the cut-o↵ distance beyond which the
vdW interactions may be neglected.
Buckingham potential. The Aij and Bij parameters are a function of ⇠, which is
a dimensionless scaling parameter466.
EijLJ = 4"ij
"✓
 ij
rij
◆12
 
✓
 ij
rij
◆6#
(2.3)
EijBuckingham =

Aij exp
✓ rij
⇢ij
◆
  Bij
r6ij
 
(2.4)
One clear di↵erence between LJ and X6 potentials arises from the repulsive
term. This term has an exponential form in X6 and better models the spa-
tial dependence of the exchange-repulsion compared with that of the LJ poten-
tial376,480–483. Moreover, for the aim of modelling more accurately some specific
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systems, the modified form of the LJ or Buckingham potentials can be used to
model the vdW interactions484–490. For example, Semironi and Azimian486 used
a modified version of the LJ potential to estimate phase change properties of ar-
gon in a liquid-vapor-solid system to obtain better agreement with experimental
results.
All of the such  ij and "ij the parameters in Eqns. 2.3 and 2.4 are typically de-
termined for like-like atom pairs in a given chemical environment via interpolation
from di↵erent experimental data, such as heats of vaporisation (see Section 2.3.4
for more information). To this end, several techniques have been used to infer
 ii and "ii values from experimental sources491–494. Interactions between non-like
atom pairs i and j, may be generated via use of mixing rules. One of the most
commonly-used ones are the Lorentz-Berthelot mixing rules, as in Eqns. 2.5 and
2.6.
 ij =
 ii +  jj
2
(2.5)
"ij =
p
"ii"jj (2.6)
where  ii and  jj are the distance at which the LJ potential between like atoms i
and i, and like atoms j and j, is zero, respectively. "ii and "jj are the well depths
for like atoms i and i, and like atoms j and j, respectively. The use of mixing
rules cannot necessarily give realistic results that are expected to be consistent
with experimental results. This may be due to e.g. the overestimation of the
well depth parameter ("ij) via Lorentz-Berthelot mixing rules495. In such cases,
the parameters for heteroatomic interactions derived from mixing rules, can be
modified or scaled496–500. For instance, Moucka and Nezbeda500 tested di↵erent
mixing rules to estimate properties of water-methanol mixtures. These authors
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concluded that it can be possible to obtain a better description of heteroatomic
interactions using alternative approaches to the Lorentz-Berthelot mixing rules.
As provided above, the equations for the vdW interactions between atom pairs
are a function of distance between atom pairs (see Eqns. 2.3 and 2.4). In principle,
this distance between two atoms can be infinite, which practically would present
a problem for the calculation of vdW interactions via MD simulations in terms
of computational cost. Pragmatically, vdW interactions between atom pairs can
be neglected beyond a cut-o↵ distance, rcut off , as indicated in Figure 2.4, which
from the practical point of view decreases the computational cost of a simulation
without adding a substantial error to the total vdW energy. As the distance
between two atoms increases, the rate of change of the PE at this separation
substantially decreases. The conventional value of the cut-o↵ distance is 2.5 ⇥
 ii for a system comprising single atom type. Use of longer cut-o↵ values can
sometimes be necessary to obtain reliable results501–503.
For the calculations of the total vdW interactions in a system (EtotalLJ or
EtotalBuckingham), all pairwise vdW interactions between unique atom pairs of atoms
i and j must be summed for a system of N atoms, as provided in Eqns. 2.7 and
2.8:
EtotalLJ =
NX
i=1
NX
j>i
EijLJ (2.7)
EtotalBuckingham =
NX
i=1
NX
j>i
EijBuckingham (2.8)
Additional interactions must be accounted for when considering charged atom
pairs. An atom carrying a point charge can generate an electric field, and other
charged atoms can then interact via the Coulombic interaction. This interaction
is expressed as a function of point charges located on atomic sites, in terms of the
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value of the charges (qi and qj on atoms i and j, respectively) and the distance
between these atomic sites (rij). Eqn. 2.9 provides the mathematical form of the
Coulombic energy term:
EijCoulomb =
Cqiqj
✏rij
(2.9)
where ✏ is the dielectric constant of the medium, and C is the Coulomb constant
that is equal to 8.99 ⇥ 109 N m2 C 2. As Eqn. 2.9 indicates, the Coulombic
interactions (in other words, electrostatic interactions) are modelled as pairwise.
Therefore, the total Coulombic energy must be calculated by the summation of
all pairwise interactions (for all atoms, N), as indicated in Eqn. 2.10:
EtotalCoulomb =
NAX
i=1
NBX
j>1
EijCoulomb (2.10)
where NA and NB are the number of point charges in the molecules A and B
under consideration. Unfortunately, unlike with vdW interactions, neglecting the
contributions to total Coulombic energy beyond a cut-o↵ distance may introduce
errors into the system, and can cause instabilities, such as a non-convergent total
PE. The conventional approach to deal with this problem is to use the Ewald
summation approach504,505. In this approach, the Coulombic interactions are bro-
ken into two separate sums, where the first sum accounts for the short-range
Coulombic interactions (for the distance lower than the cut-o↵ distance) that are
calculated via Eqn. 2.9, and where the second sum accounts for the long-range
Coulombic interactions that are beyond the cut-o↵ distance. This second sum for
the long-range interactions is evaluated through a Fourier transform, based on the
knowledge that the charge distribution in an MD simulation cell is typically done
using periodic boundary conditions (PBC) (see Section 2.3.5). The mathematical
background of these calculations can be found elsewhere504,505.
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E ciency of the Ewald summation strongly depends on system size, in terms
of the number of total atoms (N) in a given system, since the Ewald summa-
tion scales with N2 (with the appropriate choices of some parameters506 used in
this method, this scaling can be improved to N0.5). Several approaches based on
the Ewald summation have been proposed to overcome this slow dependency on
N for the Coulombic interactions, such as the particle-mesh Ewald (PME) sum-
mation507,508 and particle-particle particle-mesh Ewald (PPPM) approach509,510.
The PME algorithm is faster than the Ewald summation, and scales as Nlog(N)
due to the use of the fast Fourier transform (FFT) algorithm, which improves the
speed of the calculations. Several studies for the purpose of comparing the speed
of di↵erent Ewald based approaches are available in the literature511–516. More-
over, non-Ewald based approaches, such as the Wolf approach517, the reaction
field approach518, and the Zahn approach519 have been proposed. Some groups
have reported the energetic and dynamic characteristics of some systems stud-
ied via MD simulations using the Ewald-based and non-Ewald-based summation
approaches for the purpose of comparison520–522.
The choice of the summation approach can be based on several aspects in-
cluding the system size and the number of processors used to perform the MD
simulations512,523–525. The PPPM approach, for instance, can be more e cient for
the system sizes of approximately more than 105 charged particles compared with
the Ewald summation approach525.
2.3.3 Bonded Interactions
On the other hand, the bonded interactions can be categorized on the basis of
molecular bonding topology. The main types of bonded interactions are the
bond stretching interactions (1-2 interactions) between the chemically bonded
atoms, the angle bending interactions (1-3 interactions) among three consecu-
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Figure 2.5: Illustration of representative bonded terms, (a) the bond stretching,
(b) angle bending, (c) dihedral bending, and (d) improper dihedral bending. rij
is the bond length between two bonded atoms i and j, ✓ijk is the angle between
three consecutively bonded atoms i, j, and k,  ijkl is the angle between the two
planes of four consecutively bonded atoms i, j, k, and l, and ⌦ijkl is the angle
between the centre atom j and the plane of the other three atoms i, k, and l.
tively bonded atoms, and the dihedral interactions (1-4 interactions) among four
consecutively bonded atoms. In some cases, e.g. to obtain a desired geometry, an
extra bonded term can be used. This term can take the form of an improper di-
hedral contribution, which accounts for additional 1-4 interactions. The improper
dihedral can be used to ensure planarity in a given site in a molecule. These
bonded interactions are illustrated in Figure 2.5.
Typically, the non-bonded interactions between atoms separated by a bond
or angle, the 1-2 and 1-3 interactions respectively, are intentionally excluded.
However, the 1-4 non-bonded interactions may be included totally, or partially,
or not at all, depending on the type of FF. For example, the 1-4 non-bonded
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interactions are completely included in the DREIDING FF, while they are totally
excluded in the CHARMM FF526. Each bonded term can be represented by
simple mathematical equations. Di↵erent versions of these equations have been
widely used. Eqns. 2.11 – 2.14 illustrate typical mathematical forms for each of
the bonded terms:
Eijbond = K
ij
b (rij   r0,ij)2 (2.11)
Eijkangle = K
ijk
a (✓ijk   ✓0,ijk)2 (2.12)
Eijkldihedral = K
ijkl
d (1 + d⇥ [cos(n ijkl    0,ijkl)]) (2.13)
Eijklimproper = K
ijkl
i (⌦ijkl   ⌦0,ijkl)2 (2.14)
where r0,ij is the equilibrium bond length between two bonded atoms i and j, and
Kijb is the bond force constant between the atoms i and j. ✓0,ijk is the equilibrium
angle between three consecutively bonded atoms i, j and k, and Kijka is the angle
force constant between three atoms the atoms i, j and k.  0,ijkl is the equilibrium
angle between the two planes of four consecutively bonded atoms i, j, k and l, and
Kijkld is the dihedral force constant. n and d are integer values that can be equal
or greater than zero and a degree value, respectively. The values of n and d can
be di↵erent based on the configuration of a molecule (e.g cis or trans). ⌦0,ijkl is
the equilibrium angle between the centre atom j and the plane of the other three
atoms i, k, and l, which are not consecutively bonded and Kijkli is the improper
dihedral force constant. The subscript letters in each parameter in Eqns. 2.11
– 2.14 indicate that each specific type of bonded term has an associated special
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value. For example, consider fluoromethane; as an example. This molecule has a
central carbon atom, which is connected to three hydrogen atoms and one fluorine
atom. The value of Kijb for the C-H bond (where i is the carbon atom and j is one
of the three hydrogen atoms) will be di↵erent compared with the value of Kijb for
the C-F bond (where i is the carbon atom and j is the fluorine atom). A similar
rationale applies to the other bonded terms.
2.3.4 Determination of Force-field Parameters
As reported above, each term in a given FF includes parameters, which must be
determined prior to the use of any FF in MD simulations. The collection of all of
these parameters in the non-bonded and bonded interactions through Eqns. 2.3,
2.4, 2.9, and 2.11 – 2.14 is collectively referred to as the set of FF parameters.
Prior to performing a MD simulation, functional forms of each term in a FF and
the parameters of the considered functional forms must be specified in advance.
As explained previously, a FF comprises two main groups, namely non-bonded
and bonded interactions and the parameterisation (i.e. functional forms and the
parameters for each term in the PE) of a FF can be done separately, but not
independently, for these two main groups.
Non-bonded parameters for a given material can be inferred from the ma-
terial properties, which can be determined from experiments. To obtain accu-
rate non-bonded parameters, the candidate material property in question must
be strongly dependent on non-bonded interactions. To this end, heats of va-
porisation45,469,526–534, molecular volumes469,526,528,530,532, free energies of solva-
tion491,534–537 and vapor-liquid equilibrium538 are the most commonly used mate-
rial properties to determine non-bonded parameters. Generally, more than one
material property is used for the parameterisation of a FF526,528,532. To accom-
plish this, several approaches have been widely used, including the simplex op-
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timisation539, the gradient-based optimisation workflow (GROW)540,541 and oth-
ers538,542–546. All these approaches are based on iterative calculations for minimis-
ing an objective function (i.e. the square of the deviation between the experimen-
tal values and the predicted values of the material property in question). These
approaches in themselves may require long MD simulations at each iteration,
which can increase the total computational cost of obtaining non-bonded param-
eters. To overcome this limitation, new faster algorithms have been proposed,
such as perturbed-chain statistical associating fluid theory (PC-SAFT)547. This
PC-SAFT approach can be orders of magnitude faster than previously mentioned
approaches for optimising non-bonded FF parameters, due to a higher degree of
coarsening of molecules in a given system.
The partial atomic charges reported in Eqn. 2.9 must also be determined548.
Several quantum mechanical (QM) approaches can be used to estimate point
charges of atoms (known also as partial charges) in a given system, such as
those based on the self-consistent field Hartree-Fock (SCF HF) and post-HF ap-
proaches549–551, semi-empirical approaches552–554, and density functional theory
(DFT) calculations555–557. In all of these approaches, di↵erent basis sets (i.e.
the functions used to represent the set of orbitals used in the QM calculations),
are implemented. Despite the availability of various partial charge calculation
schemes, partial charges can be dependent on the basis set used in these calcula-
tions558. The adequacy of the partial charge calculation approach can be tested
by optimising the geometry of a given system to which the calculated electrostatic
potential (ESP) charges are assigned and can be compared with the experimen-
tally known crystal structures559–565. Despite the presence of several approaches,
there is no single definitive strategy for determining partial atomic charges. Also,
partial atomic charges for a given system are typically uncertain. The atoms of
the system can have remarkably di↵erent partial atomic charges depending on the
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strategy followed.
The bonded FF parameters can be determined using experimental techniques,
including via X-ray and neutron di↵raction566–568 and spectroscopy (e.g. UV-
visible and Raman spectroscopy)567,569–572. For example, in an X-ray di↵raction
experiment, the relative positions of atoms and the electron density around the
atoms for a given molecule can be determined. Using this information about the
molecule structure, the equilibrium bond lengths and equilibrium angle values
for a given molecule can be obtained. The interpretation of the X-ray data can
sometimes not be accurate enough to decide whether two atoms are chemically
connected, especially when the electron density is higher around atoms573. Sim-
ilarly, the emission spectrum of a given molecule (detected by using an emission
spectroscopy) can be used to determine the bond force constants and angle bend-
ing constants for the molecule. In the determination of these force constants, the
harmonic potential, or, e.g. the Morse potential, may be used to relate the vibra-
tional spectra to the force constant of the bond. These experimentally determined
bonded FF parameters can then be used directly in MD simulations.
If experimental data are missing for identifying the bonded FF parameters for
a given system, QM calculations can be useful tool for this purpose45,533,574–576.
However, the determination of bonded parameters can be computationally labori-
ous and expensive via QM calculations, especially if the number of distinct bond
stretching types, angle bending types, and torsional bending types are high in
number. To decrease this computational cost burden, generalisation approaches
can be implemented, such as assigning the same angle bending force constants
to similar, but not identical, atom types275,466. For instance, in the DREIDING
FF466, the bond force constant for single bonds is 700 kcal mol 1 A˚ 2 regardless
of what the two atom types comprise the single bond. Similarly, the angle force
constant for all types of angles formed by the atom types defined in the FF is 40
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kcal mol 1 rad 2. Various previous studies tested the validity of the DREIDING
FF on di↵erent materials, from polymers483,577–591 to composites391,592–600. These
comparative studies suggest that the DREIDING FF is a versatile tool to enable
MD simulations to obtain useful data for polymer systems.
The concept of transferability is an important concept in FFs. Transferability
means the applicability of the developed FF parameters over wide range of pres-
sures, temperatures, and chemical environments275,466,601,602. Taking alkanes as
an example, linear (non-branched) alkanes have the chemical formula of CnH2n,
where n=1,2,3,... If propane (n=3) is used as a model molecule to develop separate
FF parameters (i.e. vdW parameters for the C and H atoms, C-C and C-H bond
stretching parameters, etc.), these parameters could be used for other alkanes,
too. This use of FF parameters for similar molecules (belong to same structural
family) illustrates the notion of transferability. Therefore, there would be no need
to develop FF parameters for butane (n=4), pentane (n=5), etc., except perhaps
for modified proper dihedral terms. The FF parameters developed for propane
might be useful for a range of values of n (however it might not be useful for
n=1, because methane is structurally di↵erent than other alkanes with n  2).
Unlike the interactions mentioned above, the partial charges used in Coulombic
interactions are not as transferable as other FF parameters. Determination of
partial charges require careful calculations for a given system. Inappropriate par-
tial charges may lead to obtaining unreliable results from MD simulations603–606.
Assignment of partial charges to atoms of a given system still remains challenging
and is an active area of research607.
2.3.5 Background to Molecular Dynamics Simulations
During a MD simulation, the coordinates and velocity values (and also accelera-
tions) of all the atoms are registered at each predetermined period of time-step
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Figure 2.6: A representative two-dimensional (2-D) sketch of an atom’s trajectory
in a MD simulation. Each red point represents a new position of the atom (with
new velocities, and accelerations at each time-step). ti indicates the ith time-step
at which the atom is found at its actual position. The arrows indicate how far
the atom has moved with each time-step. Black lines represents the simulation
periodic cell boundaries.
for use in the calculation of future time-steps. Each set of these coordinates and
velocity values is denoted as a configuration. The collection of these configura-
tions with time is called a trajectory and this trajectory is used in the inference
and prediction of system properties, such as macroscopic properties of interest, by
post-processing the simulation trajectory via use of statistical mechanics. Figure
2.6 illustrates a representative trajectory of an atom in a simulation cell. Each
point in Figure 2.6 represents a new position (with new velocities, and accelera-
tions), with simulation time-step (18 in total).
In MD simulations, the time evolution of the motion of atoms in a given system
can be calculated by using numerical integration to solve Newton’s equations of
motion (EoM). To propagate the trajectory in time, the coordinates of atoms in
a system are approximately evaluated at around time t by a Taylor expansion, as
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shown in Eqn. 2.15:
ri(t+  t) = ri(t) + vi(t) t+
1
2
ai(t) t
2 + · · · (2.15)
where ri(t), vi(t), and ai(t) are the position, velocity and accelerations of atom i
at time t in the system. The evaluation of these variables as a function of time t
is propagated forward in time, by a time-step of  t. The smaller the value of  t,
the more accurate the trajectory generated from the MD simulations. However,
a smaller  t value increases the computational cost for a given length of the
simulation, because using small  t will increase the total number of integration
steps. Typically, the value of  t in a MD simulation is chosen to be greater than
the fastest period associated with movement of atoms in the system, such as bond
vibrations. The fastest bond vibrations e.g. between bonded carbon and hydrogen
atoms are around the 0.5-1.0 fs time-scale; therefore it is generally accepted that
a choice of 1.0 fs as  t is acceptable for use in MD simulations of such systems,
where the bond lengths are not held fixed. On the other hand, a choice of very
large  t values may cause instabilities in the simulation.
There are various integration algorithms available to numerically propagate
Newton’s EoM, e.g. the Verlet504,608, Leap Frog504, Velocity Verlet algorithms504,
etc. The Velocity Verlet algorithm includes velocity and acceleration terms ex-
plicitly and the positions of the atoms at time t+  t is calculated via Eqn. 2.15,
which is the Taylor expansion truncated at 2nd order. On the other hand, Eqn.
2.16 is the basis of the Verlet algorithm, which does not include velocity term
explicitly (it is the sum of Taylor expansions at around point i via forward and
backward di↵erencing).
ri(t+  t) = 2ri(t)  ri(t   t) + ai(t) t2 (2.16)
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To estimate quantities, in which velocity data are used, such as the kinetic energy
(and therefore the system temperature), atomic velocities should be computed at
each time-step. While doing this via the Verlet algorithm, the error associated
with this computation increases from  t4 to  t2, which may cause long-term insta-
bilities. To address this problem, the Velocity Verlet algorithm is widely used in
MD simulations. Eqn. 2.17 shows the part of the Velocity Verlet algorithm used
for the calculation of velocities of atoms at time t+  t.
vi(t+  t) = vi(t) + 0.5⇥  t⇥ [ai(t) + ai(t+  t)] (2.17)
All properties to be calculated from the MD simulations are defined as a
function of positions and momenta of all of the constituent atoms. For example,
the average kinetic energy, hKEi of a system can be calculated via Eqn. 2.18:
hKEi = 1
M
NX
j=1
✓ NX
i=1
mi
2
vi.vi
◆
j
(2.18)
where M is the number of configurations in the trajectory and N is the total
number of atoms in the system, mi is the velocity of the ith atom. Based on the
ideal gas law, the average temperature of a system, T , can be estimated from
hKEi by using Eqn. 2.19:
hKEi = 3
2
miv
2
i =
3
2
kBT (2.19)
where kB is the Boltzmann constant (1.380 ⇥ 10 23 J K 1), and T is the average
system temperature.
In a MD simulation, atoms/molecules are typically (but not always) placed
in a periodic simulation cell. Edge e↵ects are typically overcome by using pe-
riodic boundary conditions (PBCs). When three-dimensional (3-D) PBCs are
implemented, if an atom/molecule leaves the central simulation cell from one
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side of the cell, it will enter again from the opposite side of the cell in the same
direction. Therefore, atoms/molecules move in the image cells. This is useful
when bulk properties of materials should be calculated. Figure 2.7 illustrates a
two-dimensional (2-D) example simulation cell with PBCs. Each atom will in
the central simulation cell, as illustrated in Figure 2.7, interact not only with
the other atoms in the central simulation cell, but also those in the image cells.
The minimum-image convention allows atoms to interact with the image particles
(those in the image cells shown in Figure 2.7) within the range of the FF cut-o↵s.
While the cut-o↵s for the non-bonded interactions can be decided based on the
system properties, the cut-o↵ for the minimum image convention is generally set
to the half of the length of simulation cell.
2.3.6 Statistical Ensembles in Molecular Dynamics Simu-
lations
It must be kept in mind that MD simulation approaches are based on statistical
mechanics. Therefore, the calculated quantities derived from the MD simulations
are taken as the average values, calculated over configurations (i.e. the atomic
positions in Cartesian space) of the system. These configurations are distributed
based on a statistical ensemble. A statistical ensemble can be considered as a
probability distribution for all possible configurations of a system. A system may
be isolated, or in a thermal contact with a heat reservoir, or in exchange with a
reservoir of particles, or with volumes with another system. Therefore, the sta-
tistical ensemble which is used in a given simulation is dictated by the physical
circumstances. Assuming an isolated system, which has no mass or heat exchange
with its surroundings. For such systems, the total energy of the system (E) and
the number of atoms in the system (N) are constant. It is assumed that the
volume of the system (V ), too, is constant. This corresponds with the micro-
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Figure 2.7: A two-dimensional (2-D) periodic system. The shaded area in orange
is the central simulation cell, while the image cells are coloured in light blue.
Atoms coloured with blue, green, and red, can enter and leave each simulation
cell across each of the four edges. Black arrows indicate the movement of atoms
(in this instance only the blue atom) between simulation cells. L indicates the
length of the simulation cell.
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canonical ensemble and can be named by the initials of the constant variables,
NV E, as shown in Figure 2.8. While the state variables N , V , and E of the
system are held constant on average, the conjugate variables609 may change dur-
ing a MD simulation. These conjugate variables are the chemical potential of the
system (µ), the pressure of the system (p), and the temperature of the system
(T ). In a similar vein, other statistical ensembles can be defined. In the canonical
ensemble (the NVT ensemble), the N , V , and T of the system are (on average)
hold constant, which corresponds to a physical system that can exchange heat
with its surroundings. Similarly, in the isothermal-isobaric ensemble (the NpT
ensemble), the N , p, and T of the system are held constant on average. This NpT
ensemble corresponds to a physical system which exchanges not only heat but
also the volume, in terms of work done on/by the system, with its surroundings.
One another statistical ensemble is the grand canonical ensemble (known as also
µV T ), which corresponds to an open system that is capable of exchanging energy
and the number of particles with its surroundings.
Adjustment of the conjugate variables in real experiments di↵er from that
in MD simulations in a practical sense, but not conceptually. For example, the
boiling of water in the open air is an example of an isothermal process, which
is a process that takes place at constant T . In this process, the temperature
can be kept constant by the use of a heat source, such as stove. Similarly, the
pressure of a given system can be kept constant by changing the volume of the
system, e.g. inflating a balloon with air, which causes the volume of the balloon
increase (provided that the balloon is fully expandable). In a similar fashion, the
temperature or pressure, depending on the relevant statistical ensemble, must on
average be kept constant during the MD simulations. For example, in a NVT -MD
simulation, the average temperature of the system must be kept constant during
the simulation. In addition to this, the average pressure in NpT -MD simulations
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Figure 2.8: An illustrative sketch for an isolated system with its surroundings.
N , V , and E indicate the number of atoms in the system, the volume of the
system, and the total energy of the system, respectively. No mass or energy can
be exchanged between an isolated system and its surroundings.
must be kept constant, too. To achieve this, a number of algorithms are available
to adjust the system’s pressure and temperature during a MD simulation, by using
a barostat and thermostat, respectively. A thermostat serves to keep the sample
at a specific average temperature, which is set at the beginning of the simulation.
This temperature adjustment is, in principle, achieved via the coupling of a heat
bath to the sample through heat exchange. On the other hand, a barostat is
broadly the equivalent of a thermostat for adjusting the average pressure of a
system. The sample is coupled with a pressure bath, which keeps the system at
a target pressure on average. In the NpT -MD ensemble, the volume is variable
during simulations, and the contraction and expansion of the simulation cell is
adjusted based on the target pressure value.
The use of a thermostat necessitates the definition of an instantaneous tem-
perature and instantaneous kinetic energy, as provided in Eqns. 2.20 and 2.21:
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Tins. =
2
kBNdf
Kins. (2.20)
K = hKins.i3
2
kBNdfT (2.21)
where Tins. is the instantaneous temperature, andKins. is the instantaneous kinetic
energy. Ndf is the number of degrees of freedom. T is the macroscopic temper-
ature and K is the average kinetic energy of the system. Equations used in the
implementation of the thermostat and barostat are provided in Eqn. 2.22–2.23,
respectively:
dT
dt
=   1
⌧T
(Tins.   T ) (2.22)
dP
dt
=   1
⌧P
(Pins.   P ) (2.23)
where P and Pins. denote the system pressure and instantaneous pressure, respec-
tively. ⌧T and ⌧P are the coupling times for temperature and pressure, respectively,
which determine the responsiveness of the system’s temperature and pressure to a
deviation from the target temperature and pressure, respectively. The di↵erence
between these coupling times and the time-step implemented in a MD simulation
is an indicator of how strong the coupling is. In a weak coupling case, the time-
step is relatively smaller than these coupling times. Optimal coupling times can
be determined by a trial-and-error approach610.
In a thermostat algorithm, the instantaneous temperature is compared to the
system temperature (known also as macroscopic temperature), which is set in
the initial coordinates of a MD simulation. Of the more widely used thermostats
are Nose´-Hoover thermostat611,612, Berendsen thermostat613, Andersen thermo-
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stat614, and Langevin thermostat615. The Nose´–Hoover thermostat611,612 is con-
sidered to be a global thermostat, due to the inclusion of simple velocity rescaling
in a given system. When the system’s instantaneous temperature drifts away
from the target temperature, this drifting can increase the system energy. In
global thermostats, such as the Nose´–Hoover thermostat, this excess energy is
dissipated uniformly in the system, due to the dependency of the rescaling factor
on the globally defined temperature. Therefore, global thermostats are determin-
istic, based on the uniform dissipation of energy. On the other hand, in local
thermostats, such as Andersen thermostat and Langevin thermostat, this excess
energy is dissipated non-uniformly, i.e. atoms in colder regions of the system
are given more energy than those in hotter regions. This dissipation takes place
based on the Maxwell–Boltzmann distribution of velocities at the target system
temperature (macroscopic temperature), via random collisions of atoms which ex-
change their velocity. As with thermostats, there are various barostats used in MD
simulations, such as the Nose´–Hoover barostat611,616 and Andersen barostat614.
Similar to the instantaneous temperature, the value of instantaneous pressure of
a system also depends on the instantaneous kinetic energy.
Depending on the purpose of the MD simulation, the choices of which thermo-
stat and barostat to use may be of paramount importance617–623. For example,
Thomas and Corry622 performed MD simulations to investigate the e↵ect of ther-
mostat on flow properties of water in carbon nanotubes. These authors revealed
that an inappropriately chosen thermostat can lead to underestimating the nan-
otube’s permeability and overestimating the reduction in water flow as a function
of nanotube length.
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2.3.7 Non-equilibrium Molecular Dynamics Simulations
Up to this point, equilibrium MD simulations have been discussed, in which the
movement of the system’s atoms are governed by the Newton’s EoM, considering
only the inter-atomic forces between the atoms. On the other hand, in a non-
equilibrium molecular dynamics (NEMD) simulation, the dynamics of the system
can be influenced and be driven away from equilibrium by applying an external
field on a given system, in addition to the inter-atomic forces624–628, as indicated
in Eqns. 2.24 and 2.25629:
dri
dt
=
pi
m
+ ri ·ru (2.24)
dpi
dt
=
Fi
m
+ pi ·ru (2.25)
where ri and pi are the position vector and the momentum vector of atom i,
respectively. Fi and ui are the force on atom i exerted from all the other atoms
in a given system and the velocity vector of atom i. ru represents the velocity
gradient of atom i. The di↵erence between equilibrium MD and NEMD comes
from the second terms on the right hand side of Eqns. 2.24 and 2.25. These
second terms are null for the equilibrium MD simulations, because these second
terms account for the external force applied on the system under consideration. If
the external force is applied over a su ciently long time-scale, the system reaches
a non-equilibrium steady-state. The derivation of the equations used in NEMD
can be found in Ciccotti and Ferrario628.
In NEMD simulations, externally-induced fluctuations are created within the
material, in order to generate the system’s response. From this response, the
properties of system, such as viscosity630–634, di↵usion coe cient635–637, stress-
strain curves (SSCs)376,391,480,483,638–640, and others641–647 can be monitored. In
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the calculation of mechanical properties, such as the response of the system under
tensile and shear strain (see Section 1.1.1), NEMD simulations will be used. For
instance, a constant strain, either tensile or shear, will be applied to the materials
and the stress and deformation of the sample will be monitored to enable the
prediction of mechanical properties, such as Young’s modulus (see Section 2.4 ).
2.3.8 Post-processing of Molecular Dynamics Simulation
Results
After collecting the data (i.e. the configurations of a given system in the form of
trajectory and also their potential energies) at the end of the MD simulation, these
data must be post-processed to calculate the desired properties of the system. This
post-processing is done via analysis of the trajectory and the evolution of the PE
of the system. The relative positions of atoms within a system have a particular
importance, since the interactions between atoms depend on the type of atoms and
their spatial distribution. One helpful example regarding the relative distances
between atoms is the radial distribution function (RDF). The RDF indicates the
probability of finding an atom j at a distance of r away from a given reference
atom, i, as depicted in Figure 2.9
The equation to calculate RDF from a MD simulation trajectory is provided
in Eqn. 2.26:
g(r) =
n(r)
4⇢⇡r2 r
(2.26)
where g(r) is the radial distribution function as a function of inter-atomic sepa-
ration, r. n(r) is the local spatial density of atoms j around the reference atom
i within a spherical shell of radius from r to r +  r, where  r is the increment
in this inter-atomic distance. ⇢ is the overall density of a given system. A plot
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Figure 2.9: A representative sketch for the calculation of radial distribution func-
tion (RDF). r indicates the distance between the atoms i and j and  r is the
increment in the distance between the atoms i and j.
of g(r) versus inter-atom separation distance (r) for liquids typically yields peaks
and troughs at shorter distances and smooths and approaches unity for greater
distances. Figure 2.10 shows the RDF plot for the oxygen atoms in a simula-
tion cell containing water molecules in the liquid state. The maximum peak of
an RDF shows the most probable distance of finding the atoms j around the
reference atoms i.
RDFs can also be measured experimentally using di↵erent techniques, includ-
ing Raman spectroscopy648 and neutron di↵raction649–651. However, the mea-
surement of RDFs for each possible pairs in a given system can be challenging,
especially for system comprising many di↵erent species. MD simulations can pro-
vide the molecular-level structuring data via RDFs, in principle, for any system.
Therefore, the accuracy of the MD models in terms of the molecular arrange-
ment can then be verified based on the comparison of the predicted RDFs to
experimental RDFs.
In MD simulations, before performing any calculation of equilibrium properties
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Figure 2.10: A representative radial distribution function (RDF) plot for oxygen
atoms of water molecules in the liquid state at 300 K.
of a given system, it must be ensured that the system is in equilibrium. This
explanation does not apply to NEMD simulations, which are used to investigate
system properties away from equilibrium. Equilibrium can mean di↵erent things
depending on purposes. In this case, the concept of equilibrium can be illustrated
in terms of the structural changes in the sample. For example, if the di↵erence
between two successive RDFs as a function of simulation time is negligible, then
the system might be defined as in equilibrium.
For liquid systems, the simulated annealing (SA) protocol652,653 is one of the
more widely used approaches to equilibrate properties such as the density and liq-
uid structure56,483,640,654–656. This protocol essentially uses a cycle of temperature
increases and decreases of the sample to provide atoms/molecules with su cient
kinetic energy to move to favourable locations (configurations) on the PES. In the
SA approach, the system’s temperature is increased up to high values (i.e. 1000
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K) and the simulation is continued at this high temperature before the system is
cooled down to the target temperature. The highest temperature and the target
temperature values can be selected depending on the system and the problem
under consideration. This thermal cycle is carried out several times until various
equilibrium conditions, such as RDFs, mass density distribution, and so forth, no
longer change appreciably with time. In other words, when the di↵erence in the
RDFs for successive SA cycles is negligible, the system is defined as equilibrated
and the SA protocol is terminated. The sample obtained at the end of the last
SA cycle is then ready for further production simulations.
Another way of testing for the equilibration of a sample in a MD simulation cell
is to calculate the root-mean square positional deviation (RMSD) of atoms in the
system. The RMSD is a measure of the average distance between the atoms657–660.
In other words, the configurations of a molecule of N atoms generated at di↵erent
simulation times (i.e. the configuration at time t = 0, ri(t0) and time t = t, ri(t))
are superimposed and the positional di↵erences are used to calculate the RMSD
via Eqn. 2.27:
RMSD(t0, t) =
vuut 1
N
NX
i=1
|ri(t0)  ri(t)|2 (2.27)
The choice of equilibration protocol can depend on the system. For instance,
a liquid polymer mixture can be so dense that molecules in this mixture may not
be able to move freely enough to locate energetically favourable configurations in
a simulation cell. Therefore, the movement of the molecules can be accelerated,
for example by increasing the temperature of the sample or more e↵ectively, by
applying advanced sampling techniques. On the other hand, the use of RMSD as
equilibrium criterion is more suitable for molecular systems such as proteins. For
instance, even a slight increase in the temperature of a biomolecule can lead to
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loss of structural stability661,662.
2.4 Calculations of Thermo-mechanical Proper-
ties via Molecular Dynamics Simulations
2.4.1 Thermal Properties
The evaluation of the density (or specific volume) of a sample as a function of
temperature can be used to infer the glass transition temperature (Tg) of polymer
samples using MD simulations152,379,483,663–672 (see Section 1.1.1 for a definition
and discussion of the meaning of Tg). For instance, in a typical MD simulation
set-up for obtaining a temperature vs. density plot, the sample is simulated at a
temperature which gradually changes over a pre-determined simulation time, via
NpT -MD simulations, which allows the system volume to adjust as a response
to changes in system temperature. The density values obtained at each data
collection period are averaged to obtain a representative density value for a given
temperature. Following this, the sample’s temperature is incrementally changed
by some amount,  T, which can be chosen based on various factors, such as
the availability of computational resource, and the system dynamics, and the
procedure is then repeated.
The profile of density vs. temperature is expected to be linear, but the slope
is expected to be discontinuous at the Tg (see Figure 2.11). To identify Tg, these
data are fitted with two straight lines, where the intersection point of these two
lines is interpreted as Tg.
In particular, for thermoplastic polymers, the chief molecular rearrangements
of the chains as a response to temperature change takes place via the change
in dihedral angles, while the bond length and angle values are less prone to the
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Figure 2.11: An idealised density vs. temperature plot for a glass transition
temperature (Tg) calculation. The glassy state is found below Tg and the rubbery
state (known also as amorphous state) is found above Tg. The straight orange
lines represent the linear fitting of the data in each region (glassy and rubbery).
change in temperature673. This knowledge can also be used to determine Tg of
samples at the atomistic level by the use of MD simulations668,670,672,673. Other
simulation-based available procedures to determine Tg are the use of non-bonded
energy change665,668,670,672,674 and the evaluation of the mean square displacement
(MSD), which is the square of the RMSD (see Section 2.3.8)668,672,674.
The coe cient of volumetric thermal expansion (CVTE) (↵v) is another ther-
mal property of materials, and can be predicted using the similar procedure fol-
lowed for the Tg predictions380,483,589,666,672 via MD simulations. Instead of deter-
mining the average density at each temperature value, the average volume fraction
(Vfract.) values are used in determining the CVTE. The average volume fraction
is given in Eqn. 2.28:
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Vfract. =
VT   V (Ttarget)
V (Ttarget)
(2.28)
where V (T ) and V (Ttarget) are the volumes of the sample at temperature T and
at the target temperature, Ttarget, respectively. Similar to the Tg estimation,
the relationship between the temperature and average volume fraction is linear
and can be usually fitted to two straight lines. Eqn. 2.29 indicates the relation
between the average volume fraction and system temperature, which is used to
predict CVTE values379,483,675:
↵v =
1
V (Ttarget)
✓
@V
@T
◆
p
(2.29)
where ↵v is the coe cient of the volumetric thermal expansion. @V and @T
are the volume and temperature changes of the material, which are equal to
V (T )   V (Ttarget) and T   Ttarget, respectively. The subscript p denotes that
the volume change of the sample occurs at a constant pressure. Similarly, the
coe cient of linear thermal expansion (CLTE) (↵l) values can be determined
via MD simulations379,483,675. For spatially isotropic materials, the volumetric
response to temperature change along each principal direction of the sample will
be the same. Therefore, the CLTE can be estimated as one third of the CVTE.
For anisotropic materials, the volume change along each principal direction can be
de-coupled during the cooling of sample, such that the length change along each
principal axis is independent. In this case, the resultant CLTE will be di↵erent
for each principal axis.
There are several important factors that influence the ultimate thermal prop-
erties of materials obtained via MD simulations. Two important factors are the
cooling time of the sample and the temperature increment,  T, where both are
encompassed in the cooling rate. It is an unavoidable, pragmatic fact that cool-
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ing rates accessible by MD simulations are orders of magnitude faster than those
accessible via experiments. Given that Tg is known to be dependent on cooling
rate214, this means that practical strategies are required to enable clear interpre-
tation of simulation-based Tg predictions.
There are various strategies for reconciling the discrepancy between the simu-
lated and experimental results139,676–678. Of practical relevance, Williams et al.676
suggested that the addition of 3 K per order of magnitude di↵erence in the cooling
rates to the experimental Tg value enabled a fair comparison between the predicted
and measured Tg values. For example, for the EPON-862/DETDA epoxy system
there are 11 orders of magnitude di↵erence between the experimentally deter-
mined cooling rate (1 ⇥ 10  C min 1)279 and the computationally implemented
cooling rate (1 ⇥ 1012  C min 1)483. Therefore, in this case ⇠33 K should be
added to the experimentally measured Tg value for a fair comparison with the Tg
values obtained from MD simulations.
The DOC is another important factor that must be considered in correlat-
ing thermo-mechanical properties of thermoset polymer systems obtained from
MD simulations with experimental results. As reported in Section 1.1.1, with the
increase in DOC, the epoxy polymer network structurally changes, and this struc-
tural change can influence the thermal properties of the sample. Epoxy polymers
tend to support higher Tg values with increasing DOC589,679,680. Also, in an ex-
perimental context DiBenedetto’s equation139,677 has been widely used to relate
Tg to the DOC. Eqn. 2.30 provides this relation:
Tg   T 0g
T1g   T 0g
=
 ⇠
1  (1   )⇠ (2.30)
where Tg is the glass transition temperature at a DOC value of ⇠. T 0g and T
1
g are
the glass transition temperature at DOC values of 0 and 1, respectively.   is an
adjustable parameter that accounts for non-linearity in Tg vs. DOC. Figure 2.12,
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for example, shows the evolution of the Tg vs. DOC curve as a function of  . The
value of   of 1 assumes a linear relationship between Tg and DOC.
Figure 2.12: Relative increase of the glass transition temperature, Tg, as a function
of the parameter   between 0 and 1. Reproduced with permission from Pascault
and Williams139. Copyright (2017) John Wiley & Sons, Inc.
Transport properties of materials, such as the di↵usion coe cient and the
thermal conductivity (see the following for definition) can be determined by the
use of auto-correlation functions in MD simulations. A transport coe cient,  ,
can be obtained by the time integration of an auto-correlation function, which
assumes a form as in Eqn. 2.31504:
  =
Z 1
0
hA(0) · A(t)idt (2.31)
where A(0) and A(t) are the system observable at time t = 0 and t, respectively.
When the value of the dynamic variable of A at very small times is compared to
the value at t = 0, the two values of the A will be in correlation to each other.
This correlation will diminish over time and vanish after a su ciently long time.
As seen in Eqn. 2.31, the integral goes to infinity, which makes the determination
of the transport coe cient impossible in MD simulations. Therefore, from the
practical point of view, the transport coe cients are predicted by use of auto-
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correlation functions in MD simulations over a finite simulation time.
Depending on the variable used in the auto-correlation function, di↵erent
transport properties can be determined. For example, if the velocity values of
atoms in a given system are used in the auto-correlation function, the di↵usion
coe cient can be predicted via Eqn. 2.31. Similarly, if the heat flux within the
material is used in the auto-correlation function, the thermal conductivity can be
estimated via Eqn. 2.31. In the composites the chiefly interested transport prop-
erty is thermal conductivity. The thermal conductivity () is a measure of the
ability of a material to conduct heat. The Green-Kubo approach681,682 is a widely
used approach in MD simulations for this purpose590,683–685. In the Green-Kubo
approach, the ensemble average of the auto-correlation of the heat flux, J , can be
related to thermal conductivity. The thermal conductivity in a material can be
determined via Eqn. 2.32686:
 =
V
3kBT 2
Z 1
0
hJ(0) · J(t)idt (2.32)
where J(0) and J(t) describe the per-atom energy at the beginning of MD sim-
ulation and at a time t, respectively. The heat flux term can be obtained by the
information about the velocity values of the particles. It has to be noted that
Eqn. 2.32 is ensemble-dependent and is compatible only with the micro-canonical
ensemble (see Section 2.3.6).
Thermal conductivity can also be estimated via non-equilibrium molecular dy-
namics (NEMD) simulations, such as by the use of Mu¨ller-Plathe approach687–689.
In this approach, the simulation cell is divided into slabs, between which kinetic
energy can be exchanged. Basically, atoms in a cold slab are assigned low ve-
locities, which lead to low instantaneous kinetic temperature (see Section 2.3.6).
Similarly, higher velocity values are assigned to atoms in a hot slab. The heat
flux between the cold and hot slabs is realised by exchanging velocities of atoms.
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Several studies have reported the investigation of thermal conductivity of ma-
terials using both equilibrium MD and NEMD simulations for the sake of com-
parison641,684,690–693. Most previous studies revealed similar results obtained from
both types of approaches641,684,690–692,694. In NEMD simulations for the calcula-
tion of thermal conductivity, the two ends of a material are coupled with heat
reservoirs set at di↵erent temperatures. This approach requires long simulation
times in order to obtain a time stabilized temperature gradient along the material.
Therefore, with the increase in size of the sample, longer simulations are needed
to obtain convergence in the values of thermal conductivity. On this basis, equi-
librium MD simulations were used for the calculation of , given the large system
size for some of the composite samples investigated here.
The force-field (FF) is another factor that can a↵ect the predicted value of
thermal conductivity647,695,696. For instance, Trinh et al.696 investigated the ther-
mal conductivity of CO2 using di↵erent FFs (e.g. the TRAPPE697 and MSM698)
and concluded that all of the FFs used in their work recovered the experimental
thermal conductivity values at 300 K. However, the predictions made by each FF
were di↵erent at higher temperatures, i.e. at 600 K, due to the limitations in-
herent to each FF, particularly the transferability beyond the state points (T , p)
to which the FF was fitted. Therefore, a careful attention must be given to both
the FF and the temperature for the calculation of thermal conductivity, especially
when predicting thermal conductivity at temperatures that are beyond those for
which the FF was designed.
The measured and predicted thermal conductivity values obtained via MD
simulations (via the equilibrium MD or NEMD) generally show good agreement
with experimental results. Algaer and Mu¨ller-Plathe699 determined the thermal
conductivity values of several materials such as benzene and toluene and found
good agreement with the experimentally measured thermal conductivity values
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for liquids, while discrepancies were found between the experimental and pre-
dicted thermal conductivity values for polymeric materials, such as polystyrene.
This discrepancy in thermal conductivity values for polymeric materials may be
attributed to the anisotropic nature of the thermal conductivity arising from the
relatively more complex structure of polymers when compared with molecular
liquids.
2.4.2 Mechanical Properties
In Section 1.1.1, the definitions of di↵erent types of deformation tests for materials
were provided. Two widely used deformation tests are the tensile deformation and
shear deformation tests. Figure 2.13 provides schematic representations of the
tensile and shear deformations for a polymer and carbon fibre reinforced polymer
composite (CFRP). In a typical MD simulation set-up for obtaining a stress-
strain curve (SSC), the material is deformed with a constant strain rate along
the direction depending on the deformation type, while the other two directions
are free to adjust their lengths as a response to the applied strain. Constant
force (or constant stress) can also be applied to materials for the determination
of their mechanical response. However, as previously mentioned in Section 1.1.1,
the yield stress is more dependent on the loading than the strain. Based on this
knowledge, in the MD simulations the samples were mechanically tested under
constant strain, rather than constant force (or stress).
At the atomistic length-scale, the stress developed in a material can be deter-
mined via the virial stress, ⌧ij, as provided in Eqn. 2.33:
⌧ij =
1
⌦
X
k✏⌦
( m(k)(u(k)i   u¯i)(u(k)j   u¯j) +
1
2
X
l✏⌦
(x(l)i   x(k)i )f (kl)j ) (2.33)
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Figure 2.13: Schematic representation for a) tensile deformation for a polymer,
b) shear deformation for a polymer, c) tensile deformation for a carbon fibre
reinforced polymer composite (CFRP), and d) shear deformation for a CFRP.
Color scheme for the CFRP: orange, blue and grey for the polymer molecules,
surface grafting molecules (SGMs), and carbon fibre (CF) substrate, respectively.
Arrows indicate the direction of the applied strain, (✏).
where k and l are the labels for two separate atoms in a simulation cell with
a volume of ⌦ and m(k) is the mass of atom k. u(k)i and u
(k)
j are the i
th and
jth components of the velocity vector of atom k, respectively. u¯i and u¯j are the
ith and jth components of the average velocity of atoms, respectively. x(k)i and
x(l)i are the i
th component of the position of atoms k and l, respectively. f (kl)j is
the jth component of the force applied on atom k by atom l. Deformation tests
can also be performed at zero kelvin (T = 0 K), which neglect the contribution
of the kinetic energy to the stress tensor used for the estimation of mechanical
properties. In this case Eqn. 2.33 reduces to the following equation, Eqn. 2.34:
⌧ij =
1
2
X
k,l✏⌦
(x(l)i   x(k)i )f (kl)j ) (2.34)
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MD simulations for the estimation of materials properties at 0 K can be exploited
to predict the structural properties of crystalline materials, such as the equilibrium
lattice constant and cohesive energy700 or to study atomistic contribution to the
virial stress701,702. However, obtaining elastic constants from Eqn. 2.34 may
lead to inaccurate results due to the omission of the thermal term in the stress.
For instance, this omission for polymers and polymer-based composites in MD
simulations might give rise to an artificially high Young’s modulus, compared with
the results obtained from the studies which considered the thermal contributions
to the virial stress380,483,703.
As mentioned above for the determination of thermal properties, spatial aniso-
tropy in materials may lead to anisotropy in the di↵erent mechanical properties
of the sample704–707. For example, it is well known that the carbon fibre (CF) has
a higher Young’s modulus value along the axis (i.e. the longitudinal direction to
the fibre long axis) than in the lateral direction (i.e. the transverse direction to
the fibre long axis). MD simulations allow one to perform de-coupled simulations
(i.e. the principal axes can respond independently) for testing materials under
mechanical deformation. This enables to obtain, for instance, Young’s modu-
lus values along the each direction of principal axis. This feature is important
especially for composite materials, which may be highly anisotropic.
As mentioned previously, constant strain can be applied to materials to obtain
a SSC. This procedure can be performed via a NEMD simulation. For instance,
if the simulation cell with an initial length of L0 is deformed under tensile strain
by a strain rate of x s 1, the new length of the simulation cell at a time t, L(t) in
the direction of deformation will be L0(1+x⇥ t). The strain and resulting stress
values can be averaged over simulation times in order to obtain smoother SSCs.
The linear region of a SSC, the extent of which can vary depending on the material,
can be used to obtain Young’s modulus values, as explained in Section 1.1.1. The
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engineering SSC can be obtained via NEMD simulations using Eqn. 2.33, while
the true SSC can then be derived by using the engineering stress-strain data via
Eqn. 2.35:
  = s(1 + e) and ✏ = ln(1 + e) (2.35)
where s and e are the engineering stress and strain, respectively, and   and ✏ are
the true stress and strain, respectively. A SSC can be obtained by recording the
sample’s stress and strain data at every pre-determined time period, which can
vary depending on factors including system size and strain rate. This SSC can be
used for prediction of several mechanical properties, such as the Young’s modulus
and yield point.
As discussed in Section 1.1.1, epoxy polymers tend to show brittle behaviour
under applied stress127. Unlike ductile materials, it is not easy to determine a yield
point of brittle materials, where the transition from elastic to plastic behaviour as
a response to the applied stress occurs. Since the yield point is not well-defined in
brittle materials, convention in the literature suggests the use of the 0.2% o↵set
line to find the yield point, which is the generally accepted convention as standard
in experimental studies708. Using the o↵-set convention avoids the di culties of
measuring the elastic limit. Typically, a line parallel to the linear region of the
SSC (typically for small strain values) shifted by 0.2% strain, is constructed. The
intersection point of this o↵-set line with the SSC is named by convention as the
yield point. The yield stress and yield strain are defined as projections of this
yield point in the strain and stress axes, respectively, as indicated in Figure 2.14.
The stress at the yield point, known as yield stress, is the amount of stress that
will result in a plastic strain of 0.2%.
There can be discrepancies between the experimental measured results and
MD simulation results for mechanical properties, due to the implementation of
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Figure 2.14: Example of a stress strain curve (SSC) with a 0.2% o↵-set line, where
the intersection of these curves gives the yield strain and yield stress as projections
on to the strain and stress axes, respectively.
di↵erent regimes in experiment and theory. For example, the unavoidably faster
strain rates implemented in the determination of the mechanical properties using
MD simulations compared with the experimentally accessible strain rates may give
rise to artificially higher values for the mechanical properties589,666. Moreover, the
DOC of the polymer matrix may be a strong factor in influencing the mechanical
properties of thermoset polymers709. For example, with the increase in DOC, the
epoxy polymers tend to be less tough.
The interactions in the interphase (see Section 1.3.1) are of great importance in
understanding interfacial strength of materials and possible mechanism of failure
in CFRPs. In Section 1.3.4, the experimental techniques that are typically used
to measure these interfacial properties in CFRPs were discussed. In addition
to experimental techniques, these interactions can also be investigated via MD
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Figure 2.15: Schematic representation of a carbon fibre reinforced polymer com-
posite (CFRP) for before and after the pull-out MD simulation process. vconst.
represents the constant velocity, with which the carbon fibre (CF) substrate is
pulled out of the matrix. Color scheme: orange, blue, and grey are for the poly-
mer molecules, the surface grafting molecules (SGMs), and the CF substrate,
respectively.
simulations. For instance, the strength of interactions between the phases (i.e.
CF and polymer matrix) in a CFRP can be qualitatively assessed via pull-out
simulation tests, where the CF (or other reinforcing materials such as a carbon
nanotube) is pulled out of the polymer matrix at a constant velocity (or constant
force). In these tests, the CF substrate, which is initially embedded in a polymer
matrix, is pulled laterally in the simulation cell under uniaxial tensile deformation,
as illustrated in Figure 2.15.
An alternative technique to perform non-equilibrium MD simulations is to
use steered molecular dynamics (SMD) simulations710. This technique allows
one to overcome energy barriers in a simulation system to observe behaviour
of molecules which otherwise could not be readily observed in MD simulations
(or which might be observed in principle, but in practice may perhaps require
extremely long simulation times). For example, in the SMD technique a ligand
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in a ligand-protein complex is moved away from the protein via the use of a
fictitious harmonic spring, which is attached to the ligand. This movement can
be made using either a constant force or performed at constant velocity. The
spring connects the ligand to a fictitious point in the simulation cell and this
point moves. The ligand, therefore, is dragged due to the movement of this
fictitious point with a pre-determined constant (e.g. the spring constant). The
SMD technique uses a fictitious spring in order to model, for example, atomic
force microscopy (AFM) scenarios. In AFM experiments, the tip is connected
to a cantilever, which constantly oscillates over a sample to probe the surface of
the sample. Since the real pull-out experiments do not use a technique involving
oscillating parts such as a cantilever, the SMD technique was considered and
determined not to be an appropriate technique for pull-out simulations in this
project.
In this project, during the pull-out of the CF substrate with a constant velocity,
the change in total potential energy (PE) of the composite sample was registered
as a function of the displacement of the CF. This change in the total PE (shown
in Figure 2.16) can be considered as an indicator of the resistance of the interface
to this lateral displacement. The greater this total PE change, the stronger the
interfacial interactions between the CF and polymer matrix. Using these data
enables the determination of the interfacial shear stress (ISS) values at a given
total displacement of the CF substrate, via Eqn. 2.36:
W = ⌧iLxLyLz (2.36)
where W corresponds with the total PE change at the end of the pull-out dis-
placement of a given distance and ⌧i is the ISS value. For example, if pulling the
substrate along the y-direction, Lx and Lz are the dimensions of the substrate
along the other two principal axes and Ly is the distance corresponding to the CF
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Figure 2.16: A representative plot for the change in total potential energy (PE) as
a function of the carbon fibre (CF) lateral displacement in a carbon fibre reinforced
polymer composite (CFRP).
lateral displacement.
As mentioned earlier in Section 1.3.4, the estimation of the interfacial shear
strength (IFSS) can be measured experimentally via the implementation single-
fibre fragmentation test (SFFT). However, in MD simulations, it may not be
possible to embrace all the phenomena occurring at macro-scale in this SFFT
process, all of which may contribute to the IFSS. For example, phenomena, such
as the residual stress of the sample, plastic flow during deformation, etc. are not
considered in the pull-out MD simulations. Actually, the only contributor to IFSS
that is considered in MD simulations is the molecular-level response of the fibre-to-
matrix interface under shear deformation, defined here as interfacial shear stress
(ISS). Therefore, the MD simulation results of ISS are compared to experimental
IFSS values. It needs to bear in mind that a quantitative comparison is not
appropriate, due to the limitations and di↵erences between experiments and MD
simulation set-ups. However, it is expected that a similar trend and qualitative
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behaviour can be obtained, especially when comparing samples with the same
polymer composition and same DOC for polymer matrix.
2.5 Summary
This chapter provided an overview of the key concepts regarding, MD simulations
starting with the central concept of the potential energy surface (PES). In this
chapter the theory of MD simulations, which can be vital tool to investigate ma-
terials at the molecular level and the insights that MD can o↵er into experiment,
have been detailed. The concepts of the force-field (FF), along with the impor-
tance of the FF in MD simulations and the choice of FF, have been provided.
The concept of the statistical ensemble has been introduced, and the di↵erences
between statistical ensembles, such as the micro-canonical and isothermal-isobaric
ensembles.
An overview of the approaches to predict the thermo-mechanical properties
of materials via MD simulations have also been provided. The MD simulation
approaches for the prediction of thermal properties, such as the Tg, coe cient of
thermal expansion (CTE) and thermal conductivity (), have been explained. The
limitations and advantages of using MD simulations compared with experimental
techniques, such as the determination of coe cient of linear thermal expansion
(CLTE) and Young’s modulus along each principal axis, have been emphasised.
The prediction of mechanical properties, such as Young’s modulus and Poisson’s
ratio, using SSCs have been discussed, along with substrate pull-out simulations,
which are a very informative way to probe the interfacial interactions between
the polymer matrix and CF. In the following four chapters, the implementation
of these approaches will be detailed with application to pure epoxy polymer,
carbon fibre reinforced polymer composites (CFRPs) and graphene nanoplatelet
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reinforced polymer composites (GRPCs).
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Chapter 3
Developing Cross-linking
Procedure for Thermoset
Polymers via Molecular
Dynamics Simulation
3.1 Introduction
As explained in detail in Chapter 1, epoxy polymers with their promising proper-
ties, such as relatively high strength711 and low shrinkage712 are potential matrix
materials for carbon fibre reinforced polymer composites (CFRPs). In Chapter 2
the distinct advantages of using molecular dynamics (MD) simulations to obtain
molecular-level understanding about the epoxy polymers to be used in CFRPs
were discussed. However, an important issue central to using MD simulations in
this instance is that the procedure for computationally generating CFRP struc-
tures may strongly a↵ect the outcomes of the MD simulations. In particular, the
formation of cross-links in the polymer matrix (Figure 3.1 provides a representa-
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tive sketch for the formation of a covalent cross-link bond between a cross-linking
agent (represented as a NH2 group) and an epoxy unit (represented as a CH3
group) through a nitrogen-carbon bond) requires careful attention so as to ob-
tain a reliable three-dimensional (3-D) cross-linked network. Many previously
published studies376,480,675,713 did not provide su cient methodological details or
used inappropriate sample sizes, which makes reproducibility of their results chal-
lenging. In this context, conventional force-fields (FFs), such as DREIDING466,
UFF467, fix the topology of polymer network in advance. For example, these
conventional FFs cannot capture bond formation or bond breakage on-the fly (re-
active FFs, such as the ReaxFF can do that but the maturity of reactive FFs is still
not su cient for modelling complex systems, such as polymers, and CFRPs). To
this end, a reliable, reproducible and clear procedure for generating cross-linked
polymer samples is needed to be developed.
Figure 3.1: Representative sketch for the formation of a cross-link bond between
the reactive nitrogen atom of the DETDA molecule and the reactive carbon atom
of the EPON molecule.
Several MD studies focusing on thermoset polymers, especially epoxies, have
been reported370–379,379–385,666,680,703,713–737. Since most of the published papers
summarise the applications of existing cross-linking methods in this chapter, just
the studies in which a cross-linking methodology was developed374–376,383 will be
mentioned. In general, for atomistic-level simulations of the cross-linking process
two di↵erent approaches for the generation of chemical cross-link bonds in polymer
samples have been reported. The first approach is denoted as the dendrimer static
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approach374,738–741. In this approach, a dendrimer-like structure is constructed in
free space (i.e. in the absence of periodic boundary conditions (PBCs) (see Section
2.3.5) and then placed in a simulation cell for subsequent use. Figure 3.2 shows
an illustration of a dendrimer model of cross-linked polymer matrix.
Since the spatial distribution of atoms/molecules within a simulation cell may
strongly be a↵ected by the presence of solid surface, such as carbon fibre (CF)
in CFRPs, this dendrimer approach, unfortunately, is not capable of capturing
these interfacial e↵ects in composite simulations due to the pre-formed cross-links.
To elaborate, molecules, prior to the formation of cross-links may aggregate near
the solid surface to form denser (or less dense) regions, which, in turn, influence
the distribution of cross-links during the cross-linking process. For instance, Fan
and Yuen374 studied the EPON-862/TETA reactive epoxy system. These authors
pre-constructed the cross-linked system using a dendrimer approach, exploring
di↵erent system sizes in terms of the number EPON-862/TETA pairs (reacted
outside the simulation cell), and equilibrated via NVT -MD simulations (see Sec-
tion 2.3.6). Without allowing the system volume to adjust, the polymer sample
may yield a high internal stress value, which may drastically a↵ect the predicted
thermo-mechanical properties of the system. Fan and Yuen374 claimed that the
system size had no remarkable e↵ect on the volume of polymer sample, since the
simulation cell volume was nearly directly proportional to the number of EPON-
862/TETA molecules inside the simulation cell. Justification of size dependency
only on the basis of volume change of the polymer sample may be misleading,
because other factors, such as the spatial distribution of epoxy monomer/cross-
linking agent. Another consequence of the dendrimer approach reported by Fan
and Yuen374 is that the resulting cross-linked polymer dendrimer structure was
at the degree of cross-linking (DOC) of 100%. As explained in Chapter 1, a DOC
of 100% cannot usually be obtained under normal experimental conditions.
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Figure 3.2: Representative atomistic illustration of a cross-liked polymer matrix
generated via dendrimer approach. Color scheme: red, blue grey and white rep-
resent the oxygen, nitrogen, carbon and hydrogen atoms, respectively. Reprinted
from Gou et al.,371 Copyright (2017), with permission from Elsevier
In contrast to the dendrimer-based static approach, the second class of cross-
linking approach370,373,375,703,714,715,718,719,722,735,742–746 is the in-situ dynamic cross-
linking approach. This approach instead allows new cross-links between the
monomers and and cross-linking agents to form in the simulation cell as the sim-
ulation proceeds. Therefore, this procedure can capture interfacial interactions in
composite simulations. Figure 3.3 provides a representative sketch for the in-situ
dynamic cross-linking procedure. In this procedure in general, the reactive atom
pairs of the monomer (in this case the epoxy) and cross-linking agent are first
detected within a pre-determined reaction cut-o↵ distance and then connected to
form a new covalent bond with the system bonding topology updated at the same
time. After the formation of new cross-link bonds, the polymer sample is relaxed
via geometry optimisation (or MD simulations) to alleviate high internal stress
arising from the presence of these new bonds. This attempt of forming chemical
cross-link bonds can be done several times in order to meet a given criterion, such
as the number of the new cross-links at each cross-linking attempt. If no new
potential reactive pairs are detected the reaction distance can be increased by a
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small amount, and the entire process is then repeated. Once the desired DOC is
reached, this cross-linking procedure can be terminated.
Figure 3.3: Representative 2-D atomistic illustration of an in-situ dynamic cross-
linking procedure. Each circle is centred on one of the reactive carbon atoms
of the EPON molecule, represents a reaction distance from the reactive carbon
atom of the EPON-862 molecule. The reactive nitrogen atoms of the DETDA
molecules staying within each circle form a reactive pair with the carbon atom
of EPON-862. Note that each reactive carbon atom of the EPON-862 can react
twice with any nitrogen atom of the DETDA molecules. Each circle illustrates a
di↵erent cross-linking reaction distance.
Several variations of this process have been published. For example, Varsh-
ney et al.375 developed a dynamic cross-linking procedure, where the potential
atom pairs within the cross-linking cut-o↵ were reacted. The resulting structure
was then geometry optimised and used for searching for new potential covalent
113
cross-links between the reactive atoms of the EPON-862 and DETDA molecules.
This procedure was based on a distance criterion and if no reactive pairs could
be located, the cross-linking distance was increased. When the desired DOC
was achieved, the cross-linking procedure was terminated. Similarly, Li and
Strachan376 modelled the cross-linking reaction between EPON-862 and DETDA
molecules via a multi-step bond creation method, which relied on the distance be-
tween reactive atoms. These authors pre-defined the cross-linking cut-o↵ distance
(set to 5.64 A˚) and cross-linked all potential reactive pairs within this distance.
After the relaxation of the structure, the authors again checked for possible re-
active pairs, always within the same distance. In a recent study, Khare and
Khare382 used a similar multi-step relaxation procedure. Unlike the work of Li
and Strachan376, these authors relaxed their samples via MD simulations during
their step-wise relaxation process. However, these authors also only one (very
long) reaction cut-o↵ distance to identify reactive atom pairs.
In a new version of the in-situ dynamic cross-linking procedure, Odegard et
al.383 used a combination of a conventional FF, OPLS469 and a reactive force-field
(ReaxFF)747 for their epoxy system comprising EPON-862 and DETDA. In Ode-
gard et al.’s cross-linking procedure reactive atom pairs within a relatively long re-
action distance (7.0 A˚) were detected and reacted. Following this, the cross-linked
polymer sample was relaxed prior to the determination of the thermo-mechanical
properties of the resulting structures. However, formation of covalent cross-link
bonds at such a large reaction distance may lead to polymer samples with high
internal stress. Once the resultant polymer matrix was obtained, Odegard et al.,
counter-intuitively, switched their FF to the ReaxFF, to predict mechanical prop-
erties of the sample. This choice was based on the fact that the conventional
FFs (e.g. DREIDING466, UFF467, OPLS469) cannot capture bond breakage or
bond formation dynamically. To overcome this limitation, the authors performed
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MD simulations for the purpose of observing possible bond breakages during the
mechanical testing simulations. Unfortunately, the ReaxFF is still not mature
enough to be applied on various polymer systems to obtain detailed knowledge of
the structure/property relationship in polymers.
In addition to the choice of FF, ensuring the adequate mixing of the polymer
pre-cursor liquid also is important. Once a liquid polymer pre-cursor is prepared,
by placing epoxy monomer and cross-linking agent in a simulation cell, a proper
mixing of these molecules must be ensured. To this end, the simulated annealing
(SA) protocol (see Section 2.3.8) is a good choice, especially for viscous liquids,
such as the epoxy polymer pre-cursor liquids used in this chapter. Briefly, in gen-
eral in the SA protocol, the simulation cell is heated up to high temperatures to
impart higher mobility to molecules and then cooled down to target temperature.
The convergence of the SA protocol can be verified in di↵erent ways, including
by monitoring the relative di↵erences in successive radial distribution functions
(RDFs). Unfortunately, not many published studies have focused on ensuring a
proper mixing of the liquid pre-cursor mixture. For instance, Masoumi et al.713
prepared the liquid pre-cursor mixture of the DGEBA-JEFFAMINE D-230 epoxy
system and subjected this liquid mixture to a SA protocol. However, these au-
thors did not report any structural information of the liquid pre-cursor mixture
as a function of SA cycle, and therefore did not provide evidence of structural
equilibration of this liquid mixture.
Moreover, the number of samples used in the estimation of thermo-mechanical
properties of polymers is an important factor so as to obtain statistically reliable
predictions from MD simulations. Izumi et al.381, for instance, generated twenty
di↵erent near-successive snapshots (taken every 10 ps) from a MD trajectory,
which were used as initial structures for the prediction of mechanical properties of
their polymer system. However, obtaining samples in this way would strongly add
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bias to outcome, because of the historical dependency of each sample structure.
Another important aspect in modelling polymeric materials is to capture cor-
rectly the atomic interactions in the material. To this end, partial atomic charges
are important for the estimation of the potential energy (PE) of the sample. Some
FFs do not include partial atomic charges by default, such as in the DREIDING
FF466, which therefore requires a method to estimate the partial atomic charges
of atoms in a simulation cell. However, several previous studies did not report
the calculation of partial charges for the monomer and cross-linking agent used
in their MD simulations in a systematic way376,391,480,589,590. This ambiguity in
methodological details in previous studies motivated to report the partial charge
calculation procedure followed in detail. In this chapter, reproducible details of
the charge calculation procedure (using the charge equilibration method (QEq),
which is compatible with the DREIDING FF), will be provided step by step to
bridge the lack of details regarding this aspect.
As previously published studies here clearly demonstrated, no single previous
study has addressed all the issues regarding the generation of reliable and repro-
ducible cross-linked epoxy polymer networks. These omissions in the literature
hinder improvements in the area of MD simulations of CFRPs. To bridge this
gap, a clear and reproducible protocol for the partial charge calculation for general
thermoset monomer and cross-linking molecule was first developed in this chap-
ter. Following this, a careful attention was paid to the equilibration of the liquid
pre-cursor samples. Samples that are not well-equilibrated may lead to unreliable
predicted results. Since epoxy liquid polymer mixtures can be viscous, a robust
equilibration procedure is needed, and the equilibration procedure should ensure
that the molecules are not trapped in metastable arrangement in the liquid. This
concern has not been convincingly addressed in previous MD simulation studies.
Once well-equilibrated samples were prepared, a cross-linking procedure must
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be used to form cross-links between the monomer and cross-linking agents. In the
previously reported studies, di↵erent criteria, such as the reaction distance, were
used for the formation of cross-links. To produce a well-relaxed cross-linked sam-
ple several processes, such as incrementally increasing reaction cut-o↵ distance,
and a thorough equilibration of the partially cross-linked sample based on multi-
step relaxation coupled with MD simulation, must be implemented. Another
essential point is the use of replicates in simulations. Very few studies reported
above performed their simulations for more than one independently-generated
sample. In an exception to this, Shenogina et al.719 used seventy topologically-
di↵erent structural epoxy models. As it is demonstrated in the results, the use of
replicates is desirable to capture the spatially averaged thermo-mechanical prop-
erties of materials at molecular-level with a high degree of reliability. Following
the cross-linking procedure, a careful cooling process is needed to relax further the
cross-linked structure. Since the epoxy cross-linking temperature can be higher
than room temperature (see Section 1.1.2), the cooling process will enable the
resultant sample to cool carefully to room temperature.
3.2 Models and Simulation Methods
The general work-flow of the modelling protocol is illustrated in Figure 3.4, in-
cluding each step of the protocol. Based on the clarity and reliability of this
procedure, this is the first study which reports reliable and reproducible check-
point data obtained following each step. The details of the steps denoted by (a),
(b), and (c) are given in the following sections.
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Figure 3.4: Schematic of the procedure of the simulation study for generating
and testing cross-linked epoxy polymer matrix following Phases I-IV. (a), (b) and
(c) correspond to the cross-linking procedure, multi-step relaxation and further
relaxation prior to increasing the cross-linking cut-o↵ (CC) distance, respectively.
The details of (a), (b), and (c) are given in the text. Reproduced with permission
from Demir and Walsh483. Copyright (2017) Royal Society of Chemistry.
3.2.1 Basic Simulation Details
All atoms were modelled explicitly via the use of DREIDING FF466 to deter-
mine the total potential energy (PE) of the system. Periodic boundary condi-
tions (PBCs) (see Section 2.3.5) were implemented to avoid edge e↵ects along
the principal axes. Temperature and pressure were controlled via Nose´-Hoover
thermostat611,612 and barostat611,616, respectively (see Section 2.3.6). The cut-o↵
distance for long range energy calculations was set to 12 A˚. The contribution
of long-range interactions to the pressure and energy (beyond the interaction
cut-o↵ distance) were calculated via the tail correction and the particle-particle-
particle-mesh (pppm)509 algorithm (see Section 2.3.2). Newton’s equations of
motion (EoM) were integrated using a time-step of 1 fs throughout all simula-
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tions summarised herein. The simulations were carried out using the LAMMPS748
simulation software package, which is an open-source molecular simulation tool
(lammps.sandia.gov).
3.2.2 Structural Models and Partial Atomic Charge Cal-
culations for System Molecules
In terms of molecular modelling, partial atomic charges play a crucial role in
determining the properties of materials. Non-bonded atoms/molecules interact
by inter-molecular interactions, which are approximated by the van der Waals
(vdW) and Coulombic interactions (see Section 2.3.2). In the simulations, the
parameters for the vdW interactions were taken from the DREIDING FF466. The
DREIDING FF does not provide partial atomic charges by default and these
charges, in turn, must be calculated. In practice, there is no single definitive way
to predict partial atomic charges of atoms in a given system and there are several
charge calculation methods available in the literature. In the calculations, the
partial atomic charges were determined by using the charge equilibration method
(QEq)467, which is available in the LAMMPS748 simulation software package. The
settings used in these QEq calculations were taken from the literature747,749–751
and are provided in Table 3.1.
Table 3.1: Atomic parameters, namely the electronegativity ( , eV), the self-
Coulomb potential (⌘, eV) and the valence orbital exponent ( , dimensionless),
used in the charge equilibration method (QEq) partial charge calculations.
Element   ⌘  
C 5.7254 13.8470 0.8712
H 3.8446 20.1678 0.8910
O 8.5000 14.2824 0.8712
N 6.7768 13.6070 1.0512
In the current work EPON-862 was used as the epoxy monomer and DETDA
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as cross-linking agent. For simplicity in the MD simulations and following Li
and Strachan376 and Khare and Khare382, the activated form of EPON-862 was
used, where an epoxide bond (C-O) was broken at both ends of the molecule, and
the resultant carbon and oxygen atoms were hydrogenated. Herein, the activated
form of EPON-862 was denoted merely as EPON. Figure 3.5 illustrates the EPON
and DETDA molecules.
The initial molecular structures of EPON and DETDA were generated using
the AVOGADRO software package752, and then subjected to geometry optimisa-
tion using the generalized amber FF (GAFF)753, which is one of the available FFs
in AVOGADRO. When the energy-based convergence criterion was met, namely
that the energy di↵erence was less than 10 8 kJ mol 1 between two successive
steps, the structures were considered to be optimised. Following this, the EPON
and DETDA molecules were ready to be used in the QEq charge calculations.
In these calculations, atoms in each molecule were di↵erentiated based on the
environment of the atoms. The labels for atom types in both the molecules are
illustrated in Figure 3.5.
For the determination of the partial atomic charges of the unreacted EPON
and DETDA molecules, two procedures were tested: calculation of charges for
a single (e↵ectively isolated) molecule in vacuo (‘isolated’), and, calculation of
charges for a molecule in the condensed (liquid) phase. 3-D PBCs were used
in both procedures. In the former case, a single geometry-optimised molecule
(either EPON or DETDA) was placed in the centre of a cubic simulation cell of
dimensions 200 ⇥ 200 ⇥ 200 A˚3. In the latter case, by the term condensed phase,
is referred to a system that contains 16 EPON and 8 DETDA molecules placed
in a simulation cell with dimensions 40 ⇥ 40 ⇥ 40 A˚3. The PACKMOL software
package754 was used to randomly place these geometry-optimised molecules in
the cell prior to the charge calculation. For the QEq calculation, the partial
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Figure 3.5: Atom types in the (a) EPON and (b) DETDA molecules used in the
charge equilibration calculations. Colour code: green, C; blue, N; red, O; white,
H. Reproduced with permission from Demir and Walsh483. Copyright 2017 Royal
Society of Chemistry.
charges were calculated to a tolerance of 10 6, with taper radius ‘high’ and ‘low’
values of 10.0 and 0.0 A˚, respectively, using the ‘fix qeq/reax’ functionality in the
LAMMPS. For each element (C, H, O, N) values of the atomic electronegativity
( ), the self- Coulomb potential (⌘) and the valence orbital exponent ( ) were
specified as per Table 3.1. The partial atomic charges were averaged for each
unique type of atomic environment in the EPON and DETDA molecules based
on the labeling provided in Figure 3.5.
In addition, since the chemical environment of the atoms in the immediate
(and possibly more distant) vicinity of the cross-link bond may change after the
cross-link bond is formed, the partial atomic charge distribution for the reacted
EPON/DETDA molecule may be di↵erent to their unreacted counterparts. To ac-
count for this, the partial atomic charges after cross-linking were also determined.
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Chemical cross-link bonds between the reactive carbon atom of the EPON and
the reactive nitrogen atom of the DETDA molecules were manually created us-
ing AVOGADRO software752. Since the nitrogen atom of the DETDA molecule
can react twice with the carbon atoms of two di↵erent EPON molecules, the sec-
ondary amine reaction was also modelled by creating bonds between one DETDA
molecule and two EPON molecules. Figure 3.6 illustrates the primary and sec-
ondary amine-reacted EPON and DETDA molecules. After the formation of the
new bonds between the reactive atoms, the reacted structures were optimised fol-
lowing the same geometry optimisation procedure as described above for the indi-
vidual EPON and DETDA molecules. Following this, partial atomic charges were
determined for the reacted EPON/DETDA model (both primary and secondary
amine-reacted models) as described above for the individual molecules. Based
on the findings for the unreacted molecules, the ‘isolated’ in vacuo approach was
chosen to use, again placing the EPON/DETDA molecule in the centre of a 200
⇥ 200 ⇥ 200 A˚3 periodic cubic cell. The same settings for the charge equilibra-
tion calculation were used as described above. Again, the partial atomic charges
were averaged over all unique atomic environments, following the same labelling
scheme as shown in Figure 3.5.
3.2.3 Modelling Pure Liquid EPON and DETDA: Check-
ing Liquid Densities
Having determined the partial atomic charges, the pure liquids for both EPON
and DETDA were modelled to test the DREIDING parameters (including par-
tial atomic charges). As already mentioned in Section 2.3.2, the DREIDING
FF assumes three approximate equations for the vdW interactions, one for the
Lennard-Jones (LJ) and two for the Buckingham (X6). The Buckingham poten-
tial can assume two forms based on the value of the ⇠ parameter: first, where ⇠
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Figure 3.6: (a) Primary amine reactions between two EPON and one DETDA.
(b) Secondary amine reactions between four EPON and one DETDA. Reproduced
with permission from Demir and Walsh483. Copyright 2017 Royal Society of
Chemistry.
is constant, ⇠ = 12 (denoted here as X6const.), which is applied to all atoms, and,
second where ⇠ is variable (denoted here as X6var.)466. In the case of X6var., each
di↵erent atom type can have a di↵erent ⇠ value within the range of 12 to 14.444.
The reason behind the value of ⇠ = 12 is that this value makes the long-range
attraction in the Buckingham potential equal to that in the LJ potential. Also,
the use of di↵erent values of ⇠ for di↵erent atom types was based on having sim-
ilar description near the interatomic distance, r0,ij, which indicate the minimum
energy and the distance corresponding with this minimum energy between atoms
i and j, as illustrated in Figure 2.4. The values of the ⇠ for the two approximate
equations used in the X6 potential are provided in Table 3.2:
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Table 3.2: ⇠ values defined in the DREIDING FF466.
Atom Type X6const. X6var.
C 12.0 14.034
H 12.0 12.382
O 12.0 13.483
N 12.0 13.843
F 12.0 14.444
For the simulations of the pure liquid EPON and DETDA, either 128 EPON
or 128 DETDA molecules were packed separately in a cubic simulation cell using
PACKMOL754. The dimensions of the initial simulation cells for the EPON and
DETDA liquids were 100 ⇥ 100 ⇥ 100 A˚3 and 50 ⇥ 50 ⇥ 50 A˚3, respectively. The
initial cubic cell dimensions were subsequently adjusted using NPT -MD simula-
tions to obtain equilibrium densities.
The reason why a lower initial density was selected was to avoid undesired
conformations of the packed molecules, which in turn might lead to instabilities.
The samples of the randomly packed molecules were then geometry optimised
to minimise possible undesired overlap of atoms arising from the packing of the
molecules. A LAMMPS-implemented FIRE (fast inertial relaxation engine) al-
gorithm developed by Bitzek et al.755 was used to geometry-optimise the liquid
simulation cells, wherein 50000 iterations were performed and the maximum dis-
placement of atoms was limited to 0.1 A˚ to prevent large displacements of po-
tentially overlapping atoms. Following this, the system was heated to 1000 K
via NVT -MD simulations over 50 ps and maintained at this temperature for 400
ps via NVT -MD simulation. After this step, the samples were cooled down (us-
ing a linear cooling schedule with time) to the cross-linking temperature, which
was 500 K, via NVT -MD simulations over 500 ps. A further 100 ps NVT -MD
simulation at this temperature was performed prior to adjustment of the density
of the samples via NpT -MD simulations at 500 K and 1 atm for 300 ps. The
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duration of this MD simulation was found to be su cient to obtain samples at
equilibrium density. To this end, the standard deviation values were determined
for each sample considering the last 100 ps period of the MD simulations.
3.2.4 Equilibrating the Liquid Precursor Mixture
From a molecular simulation perspective, care must be taken to ensure the liquid
pre-cursor is well mixed. To achieve this, the EPON and DETDA molecules
were packed in a cubic simulation cell with the ratio of 2:1 (256:128) using the
PACKMOL software package754. For the reasons explained above for the pure
liquid samples, a simulation cell with a deliberately low initial density was used.
The initial density of the packed system was 0.5 g cm 3, which corresponds to
a simulation cell length of ⇠ 70 A˚. Three independently-generated samples were
tested in these MD simulations. All subsequent cross-linked sample preparation
followed from these three independently-generated samples. System properties,
such as the liquid densities, were averaged over these three samples.
The same geometry optimisation procedure detailed above for the pure EPON
and pure DETDA liquid samples was followed for the optimisation of the liquid
pre-cursor mixture samples. After this geometry optimisation step, the density of
the liquid mixture samples was adjusted again following the same procedure used
for the pure liquid samples. Once samples were obtained at equilibrium density
at 500 K and 1 atm, the SA protocol (see Section 2.3.8) was applied to ensure
adequate mixing. In this SA protocol, the system temperature was increased to
1000 K and then cooled back to the cross-linking temperature, which was 500
K in this work via use of NVT -MD simulations. Specifically, each annealing
cycle comprised an MD simulation at 500 K for 0.2 ns; the temperature was then
linearly ramped to 1000 K over a period of 0.2 ns; next, the system temperature
was held at 1000 K for a further 1.0 ns; and finally, the system was then cooled
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back to 500 K over a time period of 0.5 ns.
During the initial 0.2 ns of each SA cycle, RDFs were generated every 1 ps (see
Section 2.3.8) at 500 K to characterise the internal structure of the liquid mixture.
By using the in-house developed codes, the center-of-mass (COM) of the phenyl
ring in the DETDA molecule (herein denoted CD) and the central carbon atom
connected to the two phenyl rings in the EPON molecule (herein denoted CE)
were defined. The reference sites on each molecule used to determine the RDFs are
illustrated in Figure 3.7. With the use of the same codes, the CD–CD, CD–CE and
CE–CE RDFs were generated and compared as a function of successive annealing
cycles. Specifically, frames from the trajectory were saved every 1 ps during the
first 200 ps of each annealing cycle, and each RDF was averaged over these 200
frames in each cycle. The SA procedure was terminated when the di↵erence
between RDFs of the successive cycles became negligible; this resulted in a total
of five annealing cycles in the simulations.
Figure 3.7: Reference sites used for the calculation of radial distribution functions
(RDFs) on the (a) EPON, and (b) DETDA molecules. The black circles indicate
the reference sites for each molecule. Reproduced with permission from Demir
and Walsh483. Copyright (2017) Royal Society of Chemistry.
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3.2.5 Details of the Epoxy Cross-linking Procedure
One of the most important steps in computationally generating cross-linked epoxy
polymers is to implement a reliable cross-linking procedure. As explained in Sec-
tion 3.1, the chief interest was to devise a reliable method to generate cross-linked
thermoset structures for the subsequent evaluation of their thermo-mechanical
properties. Herein, the developed dynamic model, in which the DOC was adjusted
by varying the cross-linking distance was summarised. To provide a contrast, a
static cross-linking procedure was also carried out to highlight the power of the
dynamic method implemented here.
The cross-linking procedure used is based on a spatial cut-o↵ criterion that
is dynamically adjusted during the process. At the start of this procedure, the
initial atom-pair reaction distance was set to be 3.0 A˚. This step is denoted as (a)
in Figure 3.4. All potential reactive atom pairs within this distance cut-o↵ in the
sample were then linked via a new C–N cross-link bond. The resultant structure
was then relaxed via the relaxation procedure, which is shown in Figure 3.4 as step
(b). The internal stress of this partially cross-linked polymer may increase due
to the presence of the new bonds created during this stage of the cross-linking
procedure. Therefore, a procedure reported previously by Li and Strachan376
and Khare and Khare382 was adapted. In this relaxation process, after each new
attempt to form cross-links bonds, the structure was relaxed by simultaneously
increasing the bond force constant of the new cross-link bond from a lower value to
the exact value specified in the DREIDING FF, and concomitantly, decreasing the
equilibrium bond length from a deliberately high value (i.e. the cut-o↵ distance)
to the DREIDING FF defined value. The bond force constant and bond length
values used in this procedure are reported in Table 3.3.
There were nine stages involved in this multi-step relaxation process. At each
of the first eight stages, the DREIDING equilibrium bond length and the corre-
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Table 3.3: Bond force constants (kcal mol 1) and equilibrium bond lengths (A˚) for
the cross-link bond between the reacted carbon (EPON) and nitrogen (DETDA)
atoms used in the multi-step relaxation procedure.
Steps bond force constant equilibrium bond length
step 1 1 3.00
step 2 10 2.75
step 3 50 2.50
step 4 100 2.25
step 5 200 2.00
step 6 250 1.75
step 7 300 1.50
step 8 350 1.46
sponding bond force constant were adjusted to the values indicated in Table 3.3
and the system subjected to MD simulation in the NVT -MD ensemble for 20 ps,
at a temperature of 500K. At the ninth stage, a 20 ps NpT -MD run was carried
out at 500 K and 1 atm. After ten such attempts to identify new reactive atom
pairs at a given cross-linking cut-o↵ distance, the structure was relaxed again
via MD simulations using the NpT -MD ensemble at 500 K and 1 atm for 50 ps,
to allow the system to adjust the volume as a response to the formation of new
cross-links. This decision was based on the fact that the simulation time vs. the
number of new cross-links substantially decreased at the end of the tenth attempt.
Therefore, the attempts for the formation of new bonds were limited to ten at
each reaction distance. This step is shown in Figure 3.4 as step (c). Following
this, the cross-linking cut-o↵ distance was increased by 0.5 A˚ and the steps men-
tioned above were repeated. The cross-linking procedure was terminated when
the desired DOC was achieved.
In the cross-linking procedure the equal probability of primary and secondary
amine reactions was considered. The etherification reaction taking place between
epoxy and hydroxy groups, which may compete to epoxy-amine reactions in the
presence of excess epoxy groups, was not considered.
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To create the cross-link bonds between the reactive carbon and nitrogen atoms,
the fix bond/create functionality in the LAMMPS simulation package748 was used.
At the conclusion of the cross-linking procedure, all excess hydrogen atoms con-
nected to all reacted carbon and nitrogen atomic sites and excess bonds (between
reacted nitrogen–hydrogen atoms and reacted carbon–hydrogen atoms) were de-
tected via the in-house developed codes and these deleted using the del bonds and
del atoms functionalities using LAMMPS simulation package748. Following this,
the system topology along with the distribution of partial atomic charges was
updated.
To provide a contrast to the dynamic approach, new cross-link bonds were
also determined via a static method. In the static procedure, all reactive atoms
within the reaction distance were detected and the covalent cross-link bonds were
formed in one single attempt, starting with a cut-o↵ value of 3 A˚. After this point,
if the desired DOC was not achieved, the reaction cut-o↵ distance was increased
by 0.5 A˚ until the DOC was satisfied. No structural relaxation was performed
during this static cross-linking procedure.
3.2.6 Prediction of Thermo-Mechanical Properties
Having obtained the three independently-generated cross-linked polymer samples,
these structures were used to predict a range of thermo-mechanical properties of
the material, for comparison with the experimentally observed values. Specifically,
the glass transition temperature, Tg, coe cients of volumetric thermal expansion,
↵v, and coe cients of linear thermal expansion, ↵l, as thermal properties, and
Young’s modulus, Poisson’s ratio, yield stress and yield strain as mechanical prop-
erties were determined. It is emphasised here that the size of the samples used in
this project is the largest reported simulation cells for epoxy dynamic cross-linking
using all-atom MD simulations. Nonetheless, this does not mean that the size of
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the simulation cells studied in this project is entirely free from size-dependent
e↵ects. As reported very recently by Gavrilov et al.727, the simulation cell size
can play a role in determining the largest cycle size of the resulting epoxy network
topology.
3.2.6.1 Glass Transition Temperature Simulations
In the simulations, Tg was estimated via anisotropic isobaric cooling, where the
system was cooled down from high to low temperature, using a simulation of 500
ps duration at each temperature point. Specifically, the samples were cooled down
from 600 to 300 K with a cooling rate of 20 K ns 1 via the use of anisotropic NpT -
MD simulations. Variations in the cell dimensions were decoupled along each of
the three principal axes and each axis was able to change its length independently
to give more freedom to the cross-linked polymer to adjust its configuration after
the cross-linking process (see Section 2.4.1). During these simulations, the simula-
tion cell size along each principal axis as a function of temperature was monitored.
By cooling the system in intervals of 10 K, and simulating the system for 0.5 ns at
each temperature point, this amounted to a total of 15.5 ns of MD simulation for
the cooling of each sample. The average density at each temperature point was
predicted by averaging 500 density values calculated every 1 ps over the 500 ps
interval. A piece-wise data fitting was adapted to determine Tg. Two lines were
fitted to the resulting average density vs. temperature plot, one for the glassy
phase, and one for the rubbery phase for each sample. As described in Section
2.4.1, the intersection of these two lines is defined as the Tg.
3.2.6.2 Calculation of the Coe cient of Thermal Expansion
As explained in detail in Section 2.4.1, thermal expansion is the response of a
material to a temperature change caused by an external source. The coe cient
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of thermal expansion, ↵v, was determined from the slope of the average volume
fraction vs. temperature plot via use of Eqn. 2.29. As in the case of Tg, two
lines were fitted, one for the glassy state and one for the amorphous state. The
coe cient of linear thermal expansion, ↵l, was determined as one-third of the ↵v
value (see Section 2.4.1).
3.2.6.3 Calculation of Stress-Strain Curve
The importance of stress–strain curves (SSC) was conveyed in Section 1.1.1. In
the MD simulations, the fix deform functionality in LAMMPS was used to spa-
tially deform the polymer samples by applying a constant strain to the simulation
cell along a principal direction at pre-determined time intervals, while the cell
dimensions in the other two directions were free to change. This functionality
utilises the non-equilibrium molecular dynamics (NEMD) (see Section 2.3.7). At-
mospheric pressure (1atm) was applied to the other two cell dimensions so as
to enable each principal axis to independently respond to the applied stress. A
strain rate of 5 ⇥ 107 s 1, which is one of the slowest strain rates typically imple-
mented in MD simulations (see Section 2.4.2) was applied. The kinetic response
of atoms to the applied strain was accounted for via NpT -MD simulation using
anisotropic coupling at 300 K and 1 atm. For each principal direction in each
sample, the response to the applied stress ranging from 0 to 20% strain, over a
simulation duration of 4 ns using 4000 stress-strain data points (one point per 1
ps) per run to construct the tensile SSC was modelled. By applying the tensile
deformation along each of the three principal directions, and by considering three
independently-generated samples, this amounted to nine SSC simulations overall,
totalling 36 ns of MD simulation to produce averaged SSC.
The linear part of a SSC, the extent of which can vary depending on the me-
chanical response of the material, can be used to obtain Young’s modulus values,
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as explained in Section 1.1.1. In this work, the engineering SSCs were obtained
via NEMD simulations, while the true SSCs were derived from the predicted en-
gineering SSCs via Eqn. 2.35. The Young’s modulus values were then estimated
by using the strain data up to 4%.
Young’s modulus value can be obtained from the slope of the linear part of
the SSC. In the simulations, only the linear portion of the SSC, up to 4% (pro-
portionality limit) of the strain, was used. A line fitted to these linear-regime
SSC data, which was constructed to through the origin, was used to determine
the slope of the SSC. In a related work, Littell et al.261 indicated that the value
of Young’s modulus can increase with an increase in the strain rate. Since MD
simulations use higher strain rates than experiments (out of practical necessity,
see Section 1.1.1) it is expected to predict higher Young’s modulus values com-
pared to the experimental values (see Section 2.4.2). In addition, the deformation
implemented in the principal axis of a material can be related to the deforma-
tion in the other principal directions, which can be represented by Poisson’s ratio
(see Section 1.1.1). Poisson’s ratio was determined by plotting the strain in the
direction where stress was applied vs. the average strain along the other two
principal directions. The yield point was also estimated. Since the yield point is
not well-defined in brittle materials, the 0.2% o↵-set line (for example see756) is
used to find the yield point in the MD simulations (see Section 1.1.1), which is
the conventional treatment in experimental studies (for example, see Schwiedrzik
et al 756). In this convention, a line parallel to the linear part of the SSC curve,
shifted by 0.2% strain is drawn and the intersection point with this line and the
SSC is determined, which is by definition identified as the yield point. The yield
stress and strain are found as projections in strain and stress axes (see Section
2.4.2).
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3.3 Results and Discussion
3.3.1 Partial Atomic Charge Calculations
The partial atomic charges for the unreacted EPON and DETDA molecules over
all atomic sites of each molecule were predicted using both the ‘isolated’ and
‘condensed phase’ procedures (see Section 3.2.2), as reported in Figure 3.8.
Figure 3.8: Partial atomic charges for the (a) EPON and (b) DETDA predicted
for both the ‘isolated’ (labelled as 1EPON and 1DETDA) and ‘condensed phase’
(labelled as 16EPON-8DETDA) environments. Reproduced with permission from
Demir and Walsh483. Copyright (2017) Royal Society of Chemistry.
The charge calculation results reveal no substantial di↵erences between the partial
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atomic charges determined via either the ‘isolated’ or ‘condensed phase’ proce-
dures. In this work the partial atomic charges determined by the use of ‘isolated’
procedure, which is computationally simpler than the condensed phase procedure
were used. The full set of partial atomic charges determined by the ‘isolated’
configuration are provided in Table 3.4. In a related study, Li and Strachan376
indicated that the charges predicted in ‘isolated’ and ‘condensed phase’ proce-
dures were di↵erent, which was not the case in the calculations performed in this
project. Owing to the lack of details in the study of Li and Strachan376 regard-
ing the charge calculation procedure, it cannot be further commented on this
discrepancy.
In addition, partial atomic charges for the reacted EPON/DETDA system
were determined. The results indicate that only the atoms participating the cross-
linking reaction, namely the carbon atom of the EPON and the nitrogen atom
of the DETDA molecules, had remarkably di↵erent partial atomic charges when
compared to the partial atomic charges prior to cross-linking. Therefore, in the
cross-linking procedure only the partial atomic charges of the reacted carbon and
nitrogen atoms of the EPON and DETDA molecules, respectively were updated.
Figure 3.9 shows the charges of the atoms of the EPON and DETDA molecules
before and after the cross-linking reaction.
Moreover, Table 3.5 provides the new partial atomic charges of the reacted car-
bon atom of the EPON molecule and the nitrogen atom of the DETDA molecule
for both the primary and secondary reactions.
3.3.2 Pure Liquids: EPON and DETDA
Because the liquid mixture of EPON and DETDA reacts very quickly in an exper-
imental setting to form a solid 3-D network, there is no experimental benchmark
regarding the density and structure of the liquid mixture against which the FF
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Figure 3.9: Partial atomic charges of the atoms of EPON and DETDA molecules
before and after the cross-linking for the (a) primary amine reaction and (b) sec-
ondary amine reaction. Blue circles and black squares represent reacted nitrogen
and reacted carbon atoms, respectively. Reproduced with permission from Demir
and Walsh483. Copyright (2017) Royal Society of Chemistry.
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Table 3.4: Partial atomic charges (in esu) calculated for the EPON and DETDA
molecules predicted by the use of ‘isolated’ procedure. Atom types correspond to
the labels in Figure 3.5.
Atom type Charge
C1 -0.1429
C2 -0.0307
C3 0.2454
C4 -0.0728
C5 -0.3161
C6 -0.1832
C7 -0.3306
C8 -0.3576
C9 0.1388
C10 -0.0400
C11 0.2704
C12 -0.1339
C13 0.0439
C14 -0.2600
H1 0.1133
H2 0.2734
H3 0.1087
H4 0.1342
H5 0.3573
H6 0.1208
O1 -0.5994
O2 -0.5168
N1 -0.7496
used could be validated. Therefore, these pure liquid systems have been used as
a means to benchmark the simulations and to fine-tune the details of the vdW
interactions. To this end, the density values of the pure liquid EPON and DETDA
systems were predicted at 300 K and 1 atm via NpT -MD simulations as part of
the process to check the DREIDING FF (including the estimated partial atomic
charges) and compared the resulting densities to experimental values, employing
a three variations on the description of the vdW interaction (see Section 3.2.3).
The initial simulation cells were generated at low density values of 0.3 g cm 3 and
0.15 g cm 3 for the pure EPON and pure DETDA, respectively. Plots of liquid
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Table 3.5: Partial atomic charges (in esu) of the reacted carbon and nitrogen
atoms of the EPON and DETDA molecules, respectively, for the primary and
secondary amine reactions.
Atom Unreacted Primary Secondary
C(EPON) -0.3576 -0.18195 -0.1927
N(DETDA) -0.7496 -0.51765 -0.2642
density vs. simulation time, indicating the equilibration of the density, are shown
for all three variants of the vdW interactions in Figure 3.10. These data suggest
that the density was predicted to be higher when the pair interactions were mod-
elled via the Buckingham (X6) potential when compared to those predicted via
the Lennard-Jones (LJ) potential. Also, the density values estimated via X6const.
resulted in higher values than those obtained using the X6var. variant. The pure
EPON and DETDA density values determined via X6const. at 300 K and 1 atm
were equal to 1.132 ± 0.005 g cm 3 and 0.982 ± 0.007 g cm 3, respectively, where
the experimental values were 1.174 g cm 3 (at 298 K) for the EPON757 and 1.022
g cm 3 (at 293 K)758 for the DETDA. Based on these findings, it is concluded
that use of X6const. for the approximation of the vdW interactions yielded better
outcomes in terms of the equilibrium densities among the three vdW variants
tested here.
3.3.3 EPON/DETDA Liquid Mixture
In an experimental setting, once the two pre-cursor molecules are mixed they re-
act rapidly to form a 3-D polymer network. The rapidity of the reactions makes it
challenging to experimentally measure the density of the liquid polymer pre-cursor
mixture. Measurement of the liquid density of the EPON-DETDA mixture, in
principle, might be possible provided that it could be done very quickly with the
use of appropriate experimental techniques. However, in practice, to the author’s
best knowledge, there is no study reporting this measurement in the literature
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Figure 3.10: Predicted density plot as a function of the simulation time for (a)
the pure liquid EPON and (b) the pure liquid DETDA at 300 K and 1 atm for
the three di↵erent sets (see Section 3.2.3 for details) of the van der Waals (vdW)
interactions. Reproduced with permission from Demir and Walsh483. Copyright
(2017) Royal Society of Chemistry.
and therefore such study is yet to be published. However, the use of MD simu-
lations enables the prediction of the density of this liquid mixture of the EPON
and DETDA molecules. In order to compare the predictions via MD simulations,
existing experimental data taken from the pure liquid systems757,758 were used to
infer the density of the ideal EPON/DETDA liquid (with an EPON/DETDA ratio
of 2:1), based on the ideal mixing law. This yielded a value of 1.137 g cm 3. The
estimated density value at 300 K and 1 atm using the X6const. form of the Bucking-
ham potential was 1.101 ± 0.003 g cm 3. Since the experimental prediction of the
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mixture density based on the ideal mixing rule does not consider the interactions
between the two types of pre-cursor molecules, a di↵erence between the ideal (in-
ferred) and simulated densities is expected. However, the computational results
indicate that the predictions are reasonable. In addition, as mentioned earlier,
the formation of cross-links is modelled at 500 K in the current work. Hence, the
density of the liquid pre-cursor mixture was also predicted at this temperature.
The predicted density value averaged over three independently-generated samples
yielded a value of 0.988 ± 0.005 g cm 3 at 500 K.
As a further check, the density of the liquid polymer mixture was estimated
by using three di↵erent pair potentials (1 of the LJ and 2 of type X6), either at
500 K (in Figure 3.11a)) or at 300 K (in Figure 3.11b)). The results revealed that
the density obtained via X6const. yielded higher values than those predicted via
LJ and X6var., as reported in Table 3.6. In the original paper of the DREIDING
FF466, it is claimed that the X6 parameters give a better description at short
interaction ranges. In a related study, Li and Strachan376 mentioned that the
density values predicted using X6 potential led to more accurate density values
compared with that obtained using LJ potential. The density evolution for each
sample is illustrated in Figure 3.11c). All the three samples yielded a similar den-
sity evolution, which is an indicator for the reproducibility of the procedure. Also,
the e↵ect of the partial atomic charges on the packing of molecules was evaluated
by deliberately switching o↵ the Coulombic interactions, as illustrated in Figure
3.11d). The MD simulation results indicated that the Coulombic interactions had
a positive e↵ect on the packing of the molecules; therefore a higher density was
obtained when the partial atomic charges were considered. The density of the
uncharged system at 500 K is also provided in Table 3.6. Based on all of these
outcomes, the X6const. formulation was implemented fo the prediction of vdW
interactions and used the partial atomic charges for all simulations herein.
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Table 3.6: Calculated density values in g cm 3 for the EPON/DETDA liquid pre-
cursor mixture at di↵erent temperatures (K) for the di↵erent vdW interaction
variants. ‘unch.’ denotes the sample with the partial atomic charges neglected.
Sample T X6const. X6const. (unch.) X6var. LJ
1 500 0.987±0.005 0.948±0.006 0.893±0.006 0.801±0.006
1 300 1.101±0.003 - 1.024±0.004 0.946±0.004
2 500 0.989±0.004
3 500 0.988±0.005
After it is identified that the X6const. parameters resulted in the closest density
values to the experimental values, the structuring of the liquid mixture at 500 K
and 1 atm by calculating RDFs for the EPON-EPON (CE-CE), DETDA-DETDA
(CD-CD) and EPON-DETDA (CE-CD) contacts from the SA MD simulations
were then investigated. Figure 3.12 provides the RDF plots, which were deter-
mined at 500 K and 1 atm. The first peak for the CE-CE RDF was located at 5.4
A˚, while the first peak corresponding with the CD-CE distribution is found at a
greater separation, since the CD site is not a single atom, but rather a center-of-
mass (COM) of the six phenyl carbon atoms in DETDA. This may also explain
why the RDF plot for the CD-CD appears relatively noisier when compared to
the RDF plots for CE-CE and CE-CD. The first peak for the CD-CD was found
at 4.9 A˚. Based on the visualisation of the structure, it is observed that the phenyl
rings of DETDA molecules were arranged in a slipped parallel alignment, with
a significant lateral shift between the phenyl rings, which may account for the
shoulder at 4.9 A˚.
In addition, the evolution of the three RDFs as a function of SA cycle, for
each of the three samples, is illustrated in Figure 3.13. The RDFs reveal that
the fluctuation in the RDFs for the DETDA molecules were more pronounced
compared to the RDFs for the EPON-EPON and EPON-DETDA, as explained
previously. Moreover, the di↵erences between successive RDFs for all the three
pairs, CD-CE, CE-CE, and CD-CD diminished. Therefore, these data suggest
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Figure 3.11: Density plots as a function of the simulation time at (a) 500 K
and 1 atm (b) 300 K and 1 atm. (c) Density plots at 500 K and 1 atm for
three independent structures. (d) Density plots of the charged (str1charged) and
uncharged (str1uncharged) systems for one sample (str1) at 500 K and 1 atm.
Reproduced with permission from Demir and Walsh483. Copyright (2017) Royal
Society of Chemistry.
that five SA cycles were su cient to obtain converged RDF distributions for the
three pairs and this convergence was considered as a proof for the samples to be
well equilibrated.
3.3.4 Epoxy Cross-linking Procedure and Sample Relax-
ation
Once the three independently-generated liquid samples were structurally equili-
brated, the in-situ dynamic cross-linking procedure was applied to these samples.
For the purpose of comparison, a static cross-linking process was also carried out.
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Figure 3.12: Radial distribution functions (RDFs) between (a) CD-CE (b) CE-CE,
(c) CD-CD centers generated at 500 K and 1 atm. Reproduced with permission
from Demir and Walsh483. Copyright (2017) Royal Society of Chemistry.
Figure 3.14 illustrates the DOC as a function of the cross-linking distance for both
the static and dynamic cross-linking procedures. As is clearly seen from Figure
3.14b), the dynamic cross-linking procedure yielded a higher DOC when com-
pared to the static cross-linking procedure (shown in Figure 3.14a)) for a given
cut-o↵ distance. All three samples yielded a similar profile of DOC vs. cross-
linking reaction cut-o↵ distance for both cross-linking procedures, which can be
viewed as evidence of the reproducibility of the procedure developed here. This
also might suggest that the liquid pre-cursor mixture samples are well-mixed and
equilibrated. The cross-linked polymer structures used in the MD simulations
had a DOC of 78%, which was obtained at the cross-linking reaction cut-o↵ of
4.5 A˚. Since a higher number of reactive carbon and nitrogen atom pairs are usu-
ally available at the beginning of the cross-linking process, the rate at which new
covalent cross-link bonds were generated slowed down as the DOC increased, as
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Figure 3.13: Radial distribution functions (RDFs) determined at the start of each
simulated annealing (SA) cycle for the three independently-generated liquid pre-
cursor mixture samples between (a) the EPON and DETDA molecules, (b) the
EPON molecules, and (c) the DETDA molecules. Reproduced with permission
from Demir and Walsh483. Copyright (2017) Royal Society of Chemistry.
illustrated in Figure 3.14b).
After each attempt to form cross-links, the structure was extensively relaxed
via multi-step relaxation. This relaxation procedure enabled the samples to relax
and also allowed the molecules to di↵use and get closer for subsequent cross-
linking attempts. These data in Figure 3.14b) clearly show that for a given cut-o↵
distance at each successive attempt the DOC increased, which could only be due
to di↵usion of the molecules in the sample. This increase in the number of new
covalent bonds diminishes as the DOC approaches 90% (which corresponds to a
reaction cut-o↵ distance of 7 A˚).
At the end of the cross-linking process, the bond lengths between the reacted
carbon and nitrogen atoms were checked and compared with the equilibrium bond
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Figure 3.14: (a) Degree of cross-linking (DOC) as a function of the cross-linking
distance for the static cross-linking procedure, and (b) DOC as a function of the
cross-linking distance for the in-situ dynamic cross-linking procedures. The labels
(such as 3 A˚ and 3.5 A˚) indicate the cross-linking cut-o↵ distance. Reproduced
with permission from Demir and Walsh483. Copyright (2017) Royal Society of
Chemistry.
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length as defined by the DREIDING FF466, as well as the related C-N-C angles.
Figure 3.15 shows the bond length and angle distributions obtained from the tra-
jectories after the cross-linking process. The estimated bond length and angle at
500 K 1.490 ± 0.002 A˚ and 112.302 ± 0.760  , while the ideal values in the DREI-
DING FF are 1.462 A˚ and 109.471  , respectively. The dashed lines correspond to
the ideal bond length and angle values in Figures 3.15a) and 3.15b), respectively.
The di↵erences between the predicted and ideal values may be attributed to the
high temperature of the system (500 K), which enables the atoms in the system
to experience greater movement. The ideal values in the FF are appropriate to a
lower temperature.
In addition, the internal pressure of the resulting cross-linked samples was
checked to verify whether the system was internally stress-free. Figure 3.16 shows
the pressure distributions obtained via NpT -MD simulation for 0.5 ns simulation
after termination of the cross-linking procedure. Each point in the plot in Figure
3.16 represented the average value of 20 successive pressure values saved at every
1000 steps. These results suggest that the system’s total pressure fluctuated
around 1 atm (the dashed line in Figure 3.16) the target pressure at which the
simulation was carried out. Fluctuations of pressure of this magnitude are entirely
normal for equilibrated NpT -MD simulations389.
3.3.5 Prediction of Polymer Thermo-Mechanical Proper-
ties
Three cross-linked samples with a DOC of 78% were used to determine the
thermo-mechanical properties of the polymer matrix. The Tg, ↵v, and ↵l as
thermal properties were predicted via analysis of the isobaric cooling simulations.
Mechanical properties, which are Young’s Modulus, Poisson’s ratio, yield strain
and stress, were predicted by use of stress and strain data, using the isobarically-
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Figure 3.15: (a) Distribution of the bond length between the cross-linked car-
bon and nitrogen atoms (b) Distribution of the angle between the reactive car-
bon, reactive nitrogen, and reactive carbon (C-N-C) atoms at the equilibrium for
the three independently-generated samples after the cross-linking process. Repro-
duced with permission from Demir and Walsh483. Copyright (2017) Royal Society
of Chemistry.
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Figure 3.16: Evolution of the estimated pressure for the three independently-
generated samples after the in-situ dynamic cross-linking process. Dashed line
represents the target pressure, 1 atm. Reproduced with permission from Demir
and Walsh483. Copyright (2017) Royal Society of Chemistry.
cooled samples.
3.3.5.1 Glass Transition Temperature and Coe cient of Thermal Ex-
pansion
The cross-linked structures were first simulated at 600 K and cooled down to
300 K via the isobaric cooling process. Before the MD results for the Tg are
provided, it was ensured that the average density of the cross-linked epoxy polymer
samples was consistent with the experimentally measured density values. In the
MD simulations the average density value over the three samples at 300 K was
predicted as equal to 1.180 ± 0.001 g cm 3, which is in good agreement with the
experimentally reported value of 1.200 g cm 3 at 298 K262. Once the predicted
density values of the epoxy polymer samples were agreeable with experimental
results, the next step was the prediction of Tg.
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In the literature the experimentally measured Tg range for the system under
consideration was a range of 381.3-434.4 K (108.0-161.1  C)262,275–280 (see Section
1.1.1 for possible reasons of this wide range of experimentally reported Tg values).
Figure 3.17 shows the predicted polymer density, ⇢ as a function of temperature,
determined as an average over the three independently-generated samples. Since
the Tg value is strongly dependent on which simulation data range is used, the
Tg value was reported as ±5 around the value of Tg due to the uncertainty in the
interpretation of the data, and resulted in 440-450 K (167-177  C). As already
mentioned in Section 2.4.1, the adjusted Tg values (which account in part for
the unrealistically high cooling rates used here) were reported here as 407-417 K
(134-144  C), which appeared to be consistent with the experimentally reported
values.
After the determination of Tg, the coe cients of thermal expansion were pre-
dicted. Figure 3.18 illustrates the average volume fraction as a function of the
temperature, from which ↵v (coe cient of volumetric thermal expansion) was
determined as an average over the three cross-linked samples. This yielded ↵v
values of 424.3 ⇥ 10 6 K 1 and 258.0 ⇥ 10 6 K 1 for the rubbery and glassy
states, respectively. The ↵l values were determined as the one third of the ↵v
values; therefore, these resulted in 141.4 ⇥ 10 6 K 1 and 86.1 ⇥ 10 6 K 1 for
the rubbery and glassy states, respectively. The corresponding experimentally
reported ↵l values were 180 ⇥ 10 6 K 1 and 64 ⇥ 10 6 K 1 (by Wang et al.277),
and 195 ⇥ 10 6 K 1 and 61 ⇥ 10 6 K 1 (by Morris270) for the rubbery and
glassy states, respectively. It is noted again that, as is the case for other thermo-
mechanical properties, the CVTE and CLTE values are dependent on the DOC
of the polymer matrix.
In addition, the evolution of the change in the simulation cell length is re-
ported as a function of the temperature for all three principal axes for the three
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Figure 3.17: Density evolution as a function of the system temperature for the
epoxy polymer at a degree of cross-linking (DOC) of 78%, averaged over three
independently-generated samples. The green lines represent the fitted lines, one
for the glassy state and one for the amorphous state. The value in the x-axis
shown by the red arrow indicates the glass transition temperature (Tg).
independently-generated samples, as illustrated in Figure 3.19. Although the
cross-linking process is started with cubic simulation cells, all the three samples
showed anisotropy in terms of length change during the isobaric cooling process,
as can be clearly seen from Figure 3.19.
3.3.5.2 Stress-Strain Curves and Mechanical Properties
After the examination of the thermal behaviour of the epoxy polymer, the mechan-
ical response of these polymer samples was investigated under tensile deformation.
Figure 3.20 shows both the engineering and true SSCs for the epoxy polymer as
the average of the three independently-generated samples, each with a 78% DOC.
As already explained in Section 1.1.1, it is expected that the engineering SSC
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Figure 3.18: Predicted average volume fraction as a function of the system tem-
perature for the epoxy polymer for the degree of cross-linking (DOC) of 78%,
averaged over three independently-generated samples. The green lines represent
the fitted lines, one for the glassy state and one for the amorphous state. The value
in the x-axis shown by the red arrow indicates the glass transition temperature
(Tg).
deviates from linearity at lower strain values compared with the true SSC.
In addition, Young’s modulus values were obtained from the SSCs up to 4% strain,
as illustrated in Figure 3.21. The averaged values for the Young’s modulus were
determined from the engineering and true SSCs and resulted in 2.85 and 3.02 GPa,
respectively. The experimentally measured Young’s modulus values derived from
the SSCs varied between 2.52 and 3.25 GPa261,262,759. The discrepancy between
the predicted and measured results is twofold. First, the higher MD simulation
strain rate might lead to higher Young’s modulus values. Second, it is not known
the DOC of the experimentally tested polymer samples reported in these studies,
and moreover Young’s modulus values can be highly dependent on the DOC.
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Figure 3.19: Evolution of the simulation cell length along each principal axis
during the isobaric cooling process for the three independently-generated samples,
cross-linked epoxy samples at 1 atm.
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Figure 3.20: Engineering and true stress-strain curves (SSCs) averaged over three
independently-generated epoxy polymer samples with a degree of cross-linking
(DOC) value of 78% at 300 K.
Poisson’s ratio values for the cross-linked epoxy polymer were also predicted.
Figure 3.22 shows the strain-strain data used to determine Poisson’s ratio values
from the engineering and true SSCs. The predicted Poisson’s ratio values from
the engineering and true SSCs were 0.38 and 0.39, respectively. The experimen-
tally determined Poisson’s ratios varied between 0.40 and 0.43261. As with other
mechanical properties, Poisson’s ratio values, too, strongly depend on the DOC
of the polymer sample.
The yield strength and yield strain were determined from the engineering and
true SSCs, and are provided in Figure 3.23. The linear solid lines in Figure
3.23 represent the 0.2% o↵-set lines, which were utilised to determine the yield
points. It should be noted here that the FF used in this study is not able to
capture dynamic bond breakage. Therefore, the maximum value obtained in the
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Figure 3.21: Stress-strain curve (SSC) up to 4% of strain from which Young’s
Modulus was determined for the epoxy polymer with the degree of cross-linking
(DOC) of 78% at 300 K. The blue and green lines are the linear trend-lines for
the engineering and true SSCs, respectively.
SSCs may not truly represent the breakage point. The material could be broken
before the maximum point in the predicted SSCs. Based on this limitation of
the FF, it may be more appropriate to focus on the yield point, where the first
plastic deformations and, in turn, failure may take place. As is seen from Figure
3.23, the 0.2% o↵set line intersected the SSCs at 4.2% strain, where the first
plastic deformation occurred. Since the epoxy polymers show no or low plastic
deformation, it can be expected that the breakage takes place at around this
range. Littell et al.261 reported an experimental failure strain of 4.02% for the
epoxy polymer. Also, Sun et al.278 reported a lower experimental value for the
failure elongation, at a strain of 3.24%, just before fracture. The di↵erences
may be attributed to the DOC of the specimens as well as the process history
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Figure 3.22: Average engineering and true stress-strain curves (SSCs) (averaged
over three independently-generated samples) for the prediction of Poisson’s ratio
for the epoxy polymer with the degree of cross-linking (DOC) of 78% at 300 K.
The blue and green lines are the linear trend-lines for the engineering and true
SSCs, respectively.
of the specimens used in the experimental studies. In addition, the predicted
yield strength values were in the range of 110-120 MPa. However, there are no
experimental data available for the yield stress for the epoxy polymers available
in the literature.
3.4 Conclusion
In summary, a comprehensive, robust and reproducible molecular simulation pro-
tocol for the generation of thermoset polymer structures and the property evalua-
tion of these polymer samples has been developed. This computational procedure
has been reported in su cient detail to allow full reproduction of the results at
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Figure 3.23: Predicted yield strength and yield strain (averaged over three
independently-generated samples) obtained via 0.2% o↵set line for the epoxy
polymer with the degree of cross-linking (DOC) of 78%. The blue and green lines
are the linear trend-lines for the engineering and true SSCs, respectively. The
blue and green circles represent the yield point obtained from the engineering and
true SSCs, respectively.
each step and it can be extended to any general thermoset polymer. This pro-
cedure was implemented in open-source software and the procedure can be used
with many types of FF. The protocol includes critical steps that are important
in modelling polymer matrix materials. These steps are the inclusion of a repro-
ducible procedure for calculation of partial atomic charges, a reliable process for
equilibration of the liquid pre-cursor mixture, a robust protocol for generating the
3-D cross-linked polymer sample, and the use of independently-generated polymer
samples. While helpful for studying pure polymer systems, the dynamic cross-
linking procedure will also be valuable in the preparation of polymer samples that
are dynamically cross-linked in the presence of surfaces, such as CF and nano-
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structures including graphene nanoplatelets (GNPs) and silica particles, which
will allow the details of the interphase associated with these interfacial systems to
be captured. Some of these applications will be discussed in Chapters 4, 5, and 6.
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Chapter 4
Prediction of Enhanced
Mechanical Properties of Carbon
Fibre Reinforced Polymer
Composites via Surface
Functionalisation
4.1 Introduction
As mentioned in Chapter 1, carbon fibre (CF) used in carbon fibre reinforced poly-
mers (CFRP) can benefit from surface treatments for the purpose of minimising
failure at the fibre/matrix interface48–50. One promising direction to improve in-
terfacial interactions is to functionalise the CF surface with covalently-grafted
molecules, which is thought to facilitate stress transfer between the CF and poly-
mer matrix upon loading, as was shown in recently-reported experimental stud-
ies54,55,330,760.
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In Section 1.3 it was mentioned that there is a need to determine the molecular-
level structure at the functionalised CF/matrix interface to elucidate how these
grafted molecules may a↵ect the composite’s thermo-mechanical response. How-
ever, molecular-level insights into the structure of the polymer matrix in the inter-
phase cannot be readily accessed by experiments alone. Alternatively, molecular
simulation is a useful tool to elucidate the e↵ect of the surface grafting on the me-
chanical properties of composite interface. Several groups have developed molec-
ular simulation models for CF (or carbon nanotube)-reinforced composites based
on thermoset polymers326,371,386–397,761–763 and for other composites398,764–766.
Some of the earliest MD simulation studies on thermoset polymers were pub-
lished by Hamerton et al.767,768 and following this the field has advanced signif-
icantly. In Section 3.1, two classes of cross-linking procedure were mentioned;
pre-packed386,389,390,398 and in-situ 388,391,392. Briefly, in the pre-packed model, the
monomer and hardener molecules form cross-links in the absence of the CF sur-
face, and are subsequently brought into contact with the surface. In contrast, in
the in-situ cross-linking model, cross-links are formed dynamically in the presence
of the CF surface. It is emphasised here that the in-situ approach can capture
the importance of the spatial distribution of the monomer and hardener at the
interface prior to cross-linking, while the pre-packed approach cannot. Based on
the advantages of the in-situ dynamic cross-linking approach over pre-packed ap-
proach discussed in Section 3.1, in the molecular dynamics (MD) simulations in
this part of the project, the in-situ dynamic cross-linking approach, where the
cross-link bonds can form as the simulation proceeds, was used.
One of the advantages of the in-situ approach is that any properties of the
composite can be determined as a function of the degree of cross-linking (DOC).
For instance, the mechanical response of the composite samples can be studied as
a function of the DOC. Second, the in-situ approach can be applied in the presence
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of a surface, including nano-particle surfaces. As will be shown, the presence of
the CF surface can a↵ect the spatial distribution of epoxy and hardener molecules
in the system in the interphase.
Several studies have previously focused on the investigation of CF-based poly-
mer composites generated via the pre-packed procedure386,389,390,398. For example,
Browning and co-workers386 studied the mechanical response of the composite
system comprising graphite and epoxy polymer (diglycidly ether bisphenol epoxy
and DDS) system via pre-packed MD simulations. These authors reported that
the composite failure occurred by the formation of voids, but these authors did
not characterise the interfacial structure. Similarly, Rahman and co-workers389
investigated the elastic constants of the CF-based polymer composites as well as
the interfacial properties of the EPON-862/TETA/graphene (and graphite) com-
posite samples. Unfortunately, these authors did not provide evidence that their
samples were su ciently equilibrated prior to the prediction of the composite’s
mechanical properties. The use of the pre-packed procedure for the generation of
the composite samples might not model the interphase appropriately, since by def-
inition the cross-linking of the polymer matrix is completed out of the simulation
cell, which excludes the e↵ect arising from the presence of CF surface. Therefore,
the results of these simulation studies might be misleading.
Only a few studies have been reported previously regarding composite inter-
face modelling via MD simulations, where the in-situ cross-linking process was
implemented in the presence of a surface388,391,392. Hadden et al.388 investigated
the e↵ect of the DOC on the epoxy system including EPON-862 (diglycidyl ether
of bisphenol F) and DETDA (diethyl toluenediamine) on the molecular structure
of the bare graphite-epoxy interphase. These authors modelled the polymer in
two separate regions: (i) the molecules distant from the CF surface were kept
fixed in space and (ii) the molecules close to the CF surface were free to move.
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Therefore, during the MD simulation, no molecules could be exchanged between
the bulk and near-surface liquid precursor mixture. This lack of dynamic molecu-
lar exchange notwithstanding, this approach can only be appropriate if and only if
the length scale associated with the width of the interphase is known in advance.
As it will be shown, this length scale cannot be easily determined a priori. This
non-standard approach to generating the composite sample made the results of
this study challenging to reproduce as a composite model.
Following a di↵erent approach, Li et al.391 studied the mechanical response of
two epoxy amine composite systems, EPON-825 (DGEBA)-33DDS and DGEBA-
33DDS, in the presence of the bare graphite surface in two di↵erent surface ori-
entations, presenting either the basal plane or oriented with the graphite edge at
the surface. The authors generated a small epoxy-hardener sample (16 epoxy and
8 hardener molecules) and replicated this unit in three-dimensional (3-D) space
many times to create larger sample. However, this approach to generate the initial
structure unfortunately may bias the final outcomes of the simulations. As will
be shown, since the presence of a CF surface influences the spatial distribution
of the epoxy-hardener molecules in the simulation cell, a careful equilibration of
the liquid polymer precursor in the presence of the CF surface is essential to re-
cover the equilibrium spatial distribution of the molecules. In a recently published
study, Hadden et al.392 studied the mechanical properties of the epoxy/graphene
(unfunctionalised) composites with di↵erent numbers of graphene layers. These
authors used EPON-862 as the epoxy monomer and DETDA as the cross-linking
agent. These authors revealed that the polymer density at the graphite inter-
face did not significantly depended on the number of graphene layers used in
the graphite slab model. This study did not provide all of the required method-
ological details concerning computational procedures which unfortunately makes
the reproducibility of the results challenging. Also, these authors predicted the
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mechanical response of their composites under shear deformation from a single
sample, which is undesirable in terms of gathering adequate statistics.
Covalent attachment of molecules is one possible CF surface treatment to im-
prove adhesion at the CF/polymer interface. In this treatment, the CF surface is
covalently grafted with molecules (herein referred to as surface grafting molecules
(SGMs)) which can in turn form covalent bonds with the epoxy polymer matrix.
In principle, this could increase the surface-matrix adhesion. Servinis et al.54 sys-
tematically studied via experiments, the e↵ect of the presence of non-protected
and tert-butyloxycarbonyl (BOC) protected SGMs on the mechanical properties
of CF/epoxy composites. These authors performed SFFTs to determine the inter-
facial shear stress (IFSS) (see Section 1.3.4). The results of these measurements
indicated that the non-protected SGM grafted on to the CF surface enhanced the
IFSS, while the presence of the BOC-protected SGMs (BOC-SGMs) also resulted
enhancement, albeit with lower IFSS values.
Despite the invaluable contribution of experimental studies focusing on CFRPs,
experimental measurement techniques alone cannot easily provide molecular-level
explanations, and this is where molecular simulations can contribute to bridge
this knowledge gap. Following the study of the development of a novel method
for attaching SGMs on to the CF surface reported by Servinis et al.54, four dif-
ferent CF/matrix interface models were investigated. In Model 1 the epoxy/CF
interface modelled with a bare graphene surface was studied. In Model 2 and
Model 3 the epoxy/CF interface modelled with a covalently-grafted graphene
surface with SGMs was investigated. The di↵erence between Model 2 and Model
3 lies in the reactivity of the SGMs. In Model 2, the reactivity of the SGMs was
deliberately switched o↵, so that these SGMs cannot react with the epoxy poly-
mer matrix. However, in contrast in Model 3 the SGMs are modelled as reactive
and they can form covalent cross-links with the polymer matrix. InModel 4, the
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epoxy/CF interface modelled with covalently attached BOC-protected SGMs was
studied, where the BOC-SGMs were not able to react with the polymer matrix
to form cross-links. A schematic illustration for the models is provided in Figure
4.1.
The investigation described herein has a fourfold purpose. First, the e↵ect of
the presence of SGMs on the mechanical properties of the composite was investi-
gated. Second, the amount of the surface coverage was studied to elucidate the
surface coverage e↵ect on the mechanical response of the composite. Third, the
reactivity of the grafted SGMs towards the epoxy polymer was investigated to
evaluate the e↵ect of the cross-links between the SGMs and epoxy matrix on the
ultimate mechanical properties. Finally, it was evaluated how the BOC protecting
group influenced the mechanical response of the composite samples.
To the best of my knowledge, no MD simulation study has been reported
previously regarding the in-situ cross-linking of the epoxy polymers in the presence
of a functionalised CF surface. This study aims to report in detail all of the
steps involved in the construction of the CFRP interface and the determination of
the thermo-mechanical properties of the composite to ensure full reproducibility
of the approach. In addition to this, this is the first study to my knowledge
investigating the thermo-mechanical properties of the epoxy-based CFRPs with
a surface-functionalised CF interface. Also, the e↵ect of the ability of the SGM
to react with the epoxy polymer, which can take place in addition to the reaction
between the epoxy monomer and the cross-linking agent, has not been studied
before in this context.
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Figure 4.1: Schematic of the four models investigated in this project. Model 1
corresponds to the bare carbon fibre (CF) surface model. Model 2 corresponds
to the CF surface model, which was grafted with SGMs that are not reactive
towards the polymer matrix. Model 3 represents the CF surface model that is
grafted with SGMs that can form cross-links with the polymer matrix. Model 4
corresponds to the CF surface model that is grafted with tert-butyloxycarbonyl
(BOC)-protected SGMs, where these BOC-SGMs cannot react with the polymer
matrix.
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4.2 Models and Simulation Methods
In this part of the project the procedure detailed in Chapter 3 was used to generate
cross-linked composite samples. The basic simulation details were provided in
Section 3.2.1.
4.2.1 Structural Models and Partial Atomic Charge Cal-
culations
The epoxy polymer model that was detailed in Section 3.2.2 was used. As for
the CF surface functionalisation, the same SGM structure that was studied by
Servinis et al.54 was used, as shown in Figure 4.2a). The BOC-protected form of
the SGM (denoted as BOC-SGM) was also considered to elucidate the e↵ect of
the protecting group on the interfacial interactions between the polymer matrix
and the CF substrate.
The procedure for the generation of the initial structures of the EPON and
DETDA molecules, and the procedure for the charge calculation (QEq) has al-
ready been provided in Section 3.2.2. The initial structures and partial atomic
charges for the SGM and BOC-SGM were generated following the same procedure
done for EPON and DETDA. The QEq parameters for the charge calculation
method were taken from the literature747,749–751 and are provided in Table 4.1.
The atom labels for the SGM, and BOC-SGM in the calculation of partial atomic
charges are provided in Figure 4.3.
As an approximation to the CF surface, the basal plane (0001) of graphite,
comprising three graphene layers, with their planes oriented parallel to each other
(see Section 1.2.2) was used. The choice of a three-layer substrate model was
guided by a previous modelling study392 that indicated that the polymer density
at the graphite interface does not significantly depend on the number of graphene
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Figure 4.2: (a) Molecular structure of the surface grafting molecule (SGM) reacted
with any carbon atom of the carbon fibre (CF) surface, (b) exemplar structure of
the CF surface model functionalised by SGMs, (c) a representative structure of
the liquid polymer precursor mixture in contact with the graphite slab.
Table 4.1: Atomic parameters, electronegativity ( , eV), the self-Coulomb po-
tential (⌘, eV) and the valence orbital exponent ( , dimensionless), used in the
partial charge calculations for the SGM and BOC-SGM via the charge equilibra-
tion method (QEq).
Element   ⌘  
C 5.7254 13.8470 0.8712
H 3.8446 20.1678 0.8910
O 8.5000 14.2824 0.8712
N 6.7768 13.6070 1.0512
F 9.0000 30.0000 0.3000
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Figure 4.3: Labels for the unique atomic environments in a) the surface grafting
molecule (SGM) molecule, and (b) the tert-butyloxycarbonyl (BOC)-SGM. Labels
show each di↵erent atom type. The labels shown for the SGM are valid for the
BOC-SGM, unless otherwise a new label is shown for a same atom in the BOC-
SGM.
layers used in the model. The interlayer spacing between graphene layers in the
graphite slab was 3.348 A˚ and the ideal carbon-carbon bond length was set to 1.42
A˚. Two di↵erent simulation cells were considered in terms of the lateral surface
area of the graphite substrate: a smaller cell comprising 1800 carbon atoms in
each graphene layer with initial lateral dimensions set to 63.91 A˚ and 73.8 A˚, and
a larger cell comprising 7200 carbon atoms in each graphene layer with initial
lateral dimensions set to 127.82 A˚ and 147.6 A˚. The partial atomic charge of
each carbon atom in the graphite substrate was set to zero. Unless otherwise
indicated, the results reported in this chapter correspond with the larger cell.
The reasons explaining the choice of the larger cell in the determination of the
thermo-mechanical properties of the composites is provided in Section 4.3.2.
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In addition to the cross-linking reaction taking place between EPON and
DETDA, in Model 3 the SGMs can react with the EPON molecules of the polymer
matrix via covalent bonds, too. Figure 4.4 illustrates the primary and secondary
amine reactions between the SGM and EPON molecules. The distal nitrogen
atom of the SGM can react with a maximum of two carbon atoms of the EPON
molecules. A similar sketch of the reactions between the EPON and DETDA
molecules was provided in Figure 3.6.
To describe the grafting of the SGMs on to the model CF surface (see Section
4.2.2), SGMs were reacted with the surface carbon atoms of the bare graphite slab,
as depicted in Figure 4.2a). After the bond formation between the SGMs and the
CF surface, the hydrogen atoms initially connected to the terminal carbon atom
of the SGM (that are also connected to the graphite slab) were detected using
the in-house-developed code and then deleted by the use of LAMMPS simulation
software package748. Also, to ensure the charge neutrality of the simulation cell
after the SGMs were reacted with the surface, the partial atomic charges of the
surface-reacted carbon atoms of the SGMs were updated and increased by an
amount of the partial atomic charge of the deleted hydrogen atom (see Section
4.2.2 for more details).
4.2.2 Modelling the Carbon Fibre Surface Functionalisa-
tion
The SGM used in this part of the project (as illustrated in Figure 4.2a)) has been
recently experimentally investigated to functionalise the CF surface in CF/epoxy
composites54. This SGM is a diazonium based molecule and is composed of a
phenyl group connected to CF3 to facilitate the detection of the SGM via NMR
experiments. The pendant -NH-(CH2)2-O-(CH2)2-O-(CH2)2-NH2 chain is con-
nected to the phenyl ring in the para position relative to the grafting point on the
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Figure 4.4: Molecular structures for the (a) primary amine reaction, and (b)
secondary amine reaction between the surface grafting molecule (SGM) and EPON
molecules. Each SGM can react with a maximum of two EPON molecules, while
the each EPON reactive carbon site (EPON molecule has two reactive carbon
sites located at the ends of the molecule) can react once. CF stands for carbon
fibre.
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CF surface.
To generate a structural model of the CF surface in which the SGMs are grafted
on to spatially randomized sites of the CF surface, a process similar to the cross-
linking procedure detailed in Section 3.2.5 was developed. First, the graphite slab
oriented normal to the z-direction was placed in the centre of a simulation cell of
dimensions 127.8 ⇥ 147.6 ⇥ 82.7 A˚3 and the inter-slab space was filled with 720
SGMs per each CF surface (in total 1440 SGMs) (three independently-prepared
samples were generated with randomly distributed SGMs for each sample). The
system was first geometry-optimised using the FIRE algorithm755 over 50000 steps
and then subjected to MD simulations in the NVT -MD ensemble at 300 K for
100 ps, enabling all the atoms in the cell to move. After this step, at intervals
of 5 ps, the distance between reactive carbon atoms of the graphite slab (any
carbon atom on either of the exterior surface graphene layers) and the reactive
carbon atom site on any SGM (as illustrated in Figure 4.2a)), was determined.
If this separation was less than or equal to a cut-o↵ distance, which was initially
set to 3 A˚, a new covalent bond was formed between the CF surface and the
SGM site using the ‘fix bond/create’ functionality of the LAMMPS simulation
software package748. During the surface grafting reaction, all the surface carbon
atoms had the same probability to react based on the distance criterion. Once
this SGM carbon atom was connected to a given sp2 carbon site on the graphite
surface, this surface carbon site was subsequently assigned an sp3 character in
the DREIDING force-field (FF). The resulting bond between the SGM and the
surface was assigned as a CR-C3 bond in the DREIDING FF.
After this reaction, the entire system was relaxed using NVT -MD simulation
by simultaneously decreasing the SGM-surface bond length gradually to the equi-
librium bond length for this atom pair while also increasing the ideal bond force
constant from a low value up to the equilibrium value over eight steps, following
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the multi-step relaxation procedure detailed in Section 3.2.5. In brief, each multi-
step relaxation process comprised eight steps for each bond formation attempt,
where in each step a 5 ps NVT -MD simulation was performed for the relaxation
of the system as well as for the di↵usion of the SGMs towards the CF surface. In
total, 35 ps simulation was carried out for each bond formation attempt. After
ten bond formation attempts at each reaction cut-o↵ distance, the reaction cut-
o↵ distance was increased by 0.2 A˚ until the desired surface coverage value was
achieved. Following this, the unreacted SGMs and the excess hydrogen atoms
on the attached phenyl carbon sites were detected using the in-house codes and
then deleted using the del bonds and del atoms functionalities of the LAMMPS
simulation software package748.
Since the surface carbon atoms surrounding any reacted carbon atom on the
CF surface will not be easily available for the reaction with subsequent SGMs,
carbon atoms on the surface were di↵erentiated as active and in-active carbon
atoms. Once a carbon atom on the CF surface was reacted with a SGM, twelve
carbon atoms surrounding the reacted carbon atom on the CF surface became
in-active carbon atoms. Figure 4.5 shows a representative image of the reacted
carbon atom (denoted by C) and twelve in-active carbon atoms (denoted by red
solid circles). This definition was used to calculate the surface coverage.
Surface coverage was therefore determined as the ratio of the reacted carbon atoms
of the surface to one twelfth of all available surface carbon atoms. In this study
two surface coverage values were investigated: low coverage (LC), 9%, where each
face of the slab was grafted with 50 SGMs (⇠0.4 SGM per nm2) and high coverage
(HC) 27%, where each face of the slab was grafted with 150 SGMs (⇠1.3 SGM
per nm2). A typical structure of the resulting surface-functionalised graphite slab
is provided in Figure 4.2b). Herein, the HC surface was used for all models except
Model 3, in which both LC and HC surfaces were explored.
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Figure 4.5: Schematic indicating the active and in-active carbon atoms on the
carbon fibre (CF) surface (C stands for the active carbon atom, and the solid red
circles show the in-active carbon atoms).
The surface attachment geometry of the SGMs warrants discussion. In the
study of Servinis et al.54 the reactive attachment site of the SGM to the carbon
fibre surface was confirmed to be in the para position with respect to the side-
chain linker of the SGM, which rules out the alternative positions, such as meta or
ortho. Another aspect to consider is the lateral distribution of the grafted SGMs.
Although the quantity of the SGMs grafted on to the CF surface54 can be roughly
estimated via experimental measurements, it is currently not readily achievable
for experimental observations to decisively determine the spatial distribution of
the SGMs on the CF surface. Fortunately, this aspect can be investigated by the
use of MD simulations. After the CF surface was grafted with the SGMs, the
distribution of the covalently attached SGMs was verified to observe whether or
not any spatial bias for the SGM distribution was given.
4.2.3 Generation of the Structure of Carbon Fibre Rein-
forced Composite Interface
To generate the composite interface, a liquid polymer precursor mixture compris-
ing 1600 EPON and 800 DETDA molecules were randomly packed, using PACK-
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MOL software package754, into a simulation cell of dimensions 127.8 ⇥ 147.6 ⇥
205 A˚, where 205 A˚ is the dimension of the cell perpendicular to the CF surface
plane. This simulation cell contained the graphite slab in either the bare (un-
functionalised) or functionalised state (three independently-generated composite
samples using the three functionalised graphite slabs were generated in Section
4.2.2 for each sample). An illustration of the composite simulation cell (Model 1)
is provided in Figure 4.2c). After placing the low-density liquid polymer precursor
mixture in the simulation cell, the cell was subjected to geometry optimisation
and equilibrated using NpT -MD simulations to obtain the equilibrium density
following the procedure detailed in Section 3.2.3.
4.2.4 Equilibration of the Structure of the Liquid Pre-
cursor Mixture
After this density equilibration stage, the simulated annealing (SA) procedure
already detailed in Section 3.2.4 was applied to ensure mixing of the liquid at
the interface. Since the presence of the CF surface can influence the spatial
distribution of each molecule type (epoxy or hardener) in the liquid as a function
of distance from the surface, SA was used to ensure that the spatial distribution
of the liquid mixture was equilibrated. At the beginning of each SA cycle the
mass density profiles perpendicular to the surface plane was calculated for the
entire mixture, and for the EPON and DETDA molecules separately. The SA
procedure was terminated when the density profiles had converged as a function
of SA cycle, a total of five SA cycles.
The density profiles were obtained at 500 K (the cross-linking temperature)
in each trajectory frame, where the set of trajectory frames is defined as follows.
For the finalized density profiles, frames from the last three of the five SA cycles
were considered. Frames were taken from each of these last three SA cycles over
172
a period of 200 ps, at a rate of 1 frame per ps. This amounted to 1800 frames
in total (600 frames each per independently-generated sample) that were used for
the analysis for each interface type. The space above the CF interface was divided
into lateral slices of width 0.2 A˚ for the purposes of the density calculation.
To elucidate the conformation of the SGM molecules at the CF interface,
for instance if the SGM extends either laterally or outwards from the graphite
slab in the presence of the liquid polymer mixture, it needs to characterise the
structure of the SGM molecules. To accomplish this, the probability distribution
of the vertical distance between the reactive nitrogen atom of the SGM (the distal
amine nitrogen atom site was determined, as shown in Figure 4.2a) and the centre
of mass (COM) of the graphene layer to which the SGM was chemically bonded,
in the presence of the liquid polymer precursor mixture. The nitrogen-surface
distance was calculated for each SGM in each trajectory frame, where the set of
trajectory frames was defined as follows. Frames from the last three of the five
SA cycles were considered. Frames were taken from the last 200 ps of each SA
cycle at a rate of 1 frame per ps. This amounted to 1800 frames in total (600
frames each per independently-generated sample) that were used for the analysis
for each interface type. The probability distribution for the CF-SGM (nitrogen)
distance was obtained by histogramming the vertical distance values for each
SGM (present on both faces of the slab) in each frame, using a bin width of 0.2
A˚ for the vertical distance. A similar procedure was followed to calculate the
conformational distribution for the BOC-SGM interface, based both on the distal
nitrogen atom and the carbon atom connected to three methyl group at the distal
end of the BOC-SGM (represented as C19 in Figure 4.3). To calculate the spatial
distribution of the SGM in the polymerized samples, an analogous procedure was
followed. Specifically, at the completion of the isobaric cooling procedure (see
Section 4.2.6), a further NVT -MD run was run for 200 ps at 300 K to determine
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this distance distribution, by saving frames from the trajectory at a rate of 1
frame per ps, which resulted in 200 frames per sample (an aggregated 600 frames
in total for the three independently-generated samples). As before, a bin width
of 0.2 A˚ was used for generating a histogram of probability vs. distance from the
CF surface.
4.2.5 In-situ Cross-linking of Liquid Precursor Mixture in
the Presence of the Carbon Fibre
Four di↵erent interfacial models were investigated, where Models 1-4 were de-
scribed in Section 4.1. In Model 3, two competitive reactions could take place
between the EPON-DETDA and EPON-SGM. Herein it is assumed that these
reactions took place with equal probability. For comparison with previously re-
ported experiments54, Models 4 is based on the BOC-SGM grafted CF surface,
where no cross-linking reaction can take place between BOC-SGM and the poly-
mer. In all models the liquid precursor mixture was then dynamically cross-linked
in-situ in the presence of the CF surface following the procedure detailed in Sec-
tion 3.2.5. The formation of chemical cross-link bonds was terminated when the
desired DOC was achieved, in this case, a value of 78%.
To calculate the interfacial cross-link bond density the number of interfacial
cross-link bonds between the SGM and EPON was determined and divided by
the available interfacial surface area. To do this, after the cross-linking procedure
was completed, the unreacted and reacted (once-reacted and twice-reacted) SGMs
using the in-house codes were detected. Following this, the number of SGM-EPON
cross-link bonds was calculated over both CF surfaces (the upper and lower faces
of the graphite slab). Te total number of such bonds was then divided by the
total surface area of the graphite substrate. These resulting interfacial cross-link
bond density values were average over the three independently-generated samples
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for each interface type.
4.2.6 Thermo-Mechanical Properties
The thermal properties of the composite samples were estimated following the pro-
cedure detailed in Section 3.2.6. The mechanical properties of the samples were
determined via non-equilibrium MD simulations (NEMD) (see Section 2.4.2). In
this part of the project tensile deformation, shear deformation, and pull-out sim-
ulations were performed for capturing the mechanical response of the composites.
In the tensile simulations, the procedure provided in Section 3.2.6 was followed.
The tensile test simulations were performed by applying strain along the direc-
tion perpendicular to the CF surface with a strain rate of 5 ⇥ 107 s 1. Young’s
modulus values were determined using the tensile stress-strain curve (SSC) up to
2% (proportionality limit) of the strain.
In the shear deformation tests, the sample simulation cell was subjected to
a constant strain in one direction parallel to the graphite surface and all atoms
in the cell were free to move at 300 K via NVT -MD simulations for 40 ps (in
total 240 ps over three independently generated samples). The shear simulations
were performed along each of the two possible principal axes in the plane of the
surface. The shear SSCs were determined with a shear strain rate of 1 ⇥ 1010 s 1.
The stress and strain data were averaged over every 100 steps to obtain the shear
SSC. The shear SSCs for the two principal directions were then averaged for each
sample.
In the pull-out simulations, the graphite slab was laterally pulled out as a
whole at 300 K, with a constant velocity of 50 m s 1 while allowing all other
atoms (including the SGMs) to move via NVT -MD simulations for 80 ps run.
These pull-out simulations were performed for both available directions, x- and
y-directions (along the in-plane principal axes), separately, and then averaged
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(amounting to a total of 480 ps simulation per interface type, generated over
three independently-generated samples and two independent pull-out directions)
and the resulting change in total potential energy (PE) was averaged over these
two pull-out directions. During the graphite substrate displacement, the PE values
of the sample were averaged over each 0.2 A˚ of the displacement, from 0 to 40 A˚
displacement. The interfacial shear stress (ISS) (for more information see Section
2.4.2) values were then predicted via Eqn. 2.36 at a CF displacement of 20 A˚ (that
is the value of Ly) (the value of Ly was chosen as the mid-way of the maximum
substrate displacement in this part of the project). The Lx and Lz values were
127.8 A˚ and 12.47 A˚, respectively. As already mentioned in Section 2.4.2, the
ISS is one contributor to the IFSS and as such only captures the molecular-level
response of the fibre-to-matrix interface under shear deformation.
In all mechanical testing simulations, all atoms were time integrated via the
Velocity-Verlet algorithm608. The temperature and pressure in the tensile defor-
mation simulations were controlled via Nose´-Hoover thermostat611,612 and baro-
stat611,616, respectively (see Section 2.3.6). Similarly in the shear and pull-out
simulations the temperature was controlled via Langevin dynamics (with damping
parameter of 50)615. It is acknowledged that the strain rate and pull-out velocity
values used here are comparably higher when compared to the experimentally
accessible rates. Based on this discrepancy (several orders of magnitude) between
experiments and MD simulations, the qualitative comparison (such as trend in
results) is more meaningful, rather than a quantitative comparison (such as ab-
solute values of results), when comparing experimental results to the predicted
results via MD simulations.
Since the FF used in this study (DREIDING) does not allow bond breakage
and bond formation during pull-out simulations, the samples for Model 2 (non-
reactive surface model) and Model 3 (reactive surface model) were also tested
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using a reactive force field (ReaxFF)747,749–751, which enables bond formation and
bond breakage on-the-fly. Similar to the DREIDING simulations, periodic bound-
ary conditions (PBCs) were implemented in all three dimensions. The tempera-
ture was controlled via Langevin thermostat (with damping parameter 50). The
time-step implemented in ReaxFF747,749–751 simulations was 0.25 fs. The partial
atomic charges were updated at every 0.25 ps. Following completion of the iso-
baric cooling procedure, the FF was switched from DREIDING to ReaxFF. Prior
to performing the pull-out simulations, the samples were equilibrated due to the
change in the FF. The samples were equilibrated using ReaxFF via NVT -MD
simulations for 20 ps followed by a 200 ps anisotropic NpT -MD simulation at
300 K and 1 atm. Following this, the same pull-out procedure was utilised as
implemented in the DREIDING pull-out simulations.
4.2.7 Spatial Distribution of the Molecules in the Sample
After Cross-linking
The details of how the vertical mass density profile for the polymerized interfaces,
generated at 300 K as a result of the isobaric cooling process was calculated, were
provided. At the conclusion of this cooling process, a further 200 ps of NVT -MD
simulation was run for each sample, saving frames at a rate of 1 frame per ps.
This amounted to a total of 600 frames per interface type for analysis. The region
above the CF interface was vertically divided into slices of width 0.2 A˚ for the
purposes of the calculation. The average mass density in each slice over all 600
frames was then calculated. The same procedure was followed to determine the
vertical spatial distribution of unreacted and reacted nitrogen and carbon sites in
the polymerized interfacial samples.
Structural changes in the polymer interphase as a function of surface function-
alisation were also quantified. In brief, this was achieved by estimating the depth
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of the polymer interphase (measured as a vertical distance from the CF surface),
denoted herein as  IP, for each of the systems.  IP is defined as the vertical
distance from the CF surface as the closest point at which the polymer mass den-
sity simultaneously satisfies two criteria: (1) that the variations in the density
become minimal and (2) that this density assumes a bulk value. In other words,
 IP indicates the closest distance from the CF surface at which bulk polymer
structure first becomes apparent.
4.2.8 Analysis of the Pull-out Simulations
To understand the behaviour of the composites during the pull-out simulations,
the average extension of the covalent bonds in the SGMs as a result of the sub-
strate pull-out was first characterised. To achieve this, the bond length values for
all bonds in the SGMs, including the CF-SGM and SGM-EPON bonds were cal-
culated and averaged for each 2.5 A˚ of substrate lateral displacement. To estimate
the bond length extension for each bond, the average bond length values at the
beginning of the pull-out process were subtracted from each average bond length
value determined for each CF lateral displacement increment (2.5 A˚ increments).
The final values were averaged over all three independently-averaged samples.
The lateral polymer displacement was also analyzed. To quantify how much of
the polymer matrix was laterally dragged along with the displaced substrate as a
result of the pull-out simulations, the lateral displacement of the EPON molecules
was calculated as a function of vertical distance from the CF surface (along the
direction perpendicular to the surface plane). In brief, prior to pull-out, the space
above the CF surface was vertically divided into bins of 1 A˚ width and determined
the position of the central carbon atom site of each EPON molecule in each bin.
Similarly, after 20 A˚ of substrate lateral displacement, the positions of the central
carbon atoms in each EPON was again calculated relating to their original bin
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assignments. Consequently, the mean values calculated at each bin together with
the standard deviations determined from this averaging process were reported.
Moreover, a tilt analysis of the SGMs during pull-out was performed. To
quantify the degree of tilt of the SGMs that resulted from the substrate displace-
ment during pull-out, the following was done. Prior to the pull-out process, the
lateral distance between the distal nitrogen atom site of the SGM and the car-
bon atom site of the CF that each particular SGM was connected to (denoted
distance1) was calculated. After the substrate displacement of 20 A˚, a similar
calculation (denoted distance2) was performed. The di↵erence of these distances
(distance2-distance1) was then taken for each SGM and these values were then
histogrammed using a bin width of 0.1 A˚. To estimate the mean value of the over-
all lateral displacement of the SGM nitrogen, the resulting distribution was fitted
to a Gaussian function, and used to estimate the mean and standard deviation
values.
4.3 Results and Discussion
All macroscopic properties reported herein were calculated over three independently-
generated samples and reported as the average over these three samples. The DOC
of each sample was 78% for all of the four models.
4.3.1 Calculation of Partial Atomic Charges
The partial atomic charges for the atoms of the SGM and BOC-SGM are provided
in Table 4.2. Each atomic site in Table 4.2 corresponds to the atomic labels
illustrated in Figure 4.3. The partial atomic charges and the atomic labels for
the EPON and DETDA molecules were provided in Table 3.4) and Figure 3.5,
respectively.
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Table 4.2: Partial atomic charges (esu) for each atom type calculated using
the ‘isolated’ systems, for the surface grafting molecule (SGM) and the tert-
butyloxycarbonyl protected surface grafting molecule (BOC-SGM). The labels
refer to those provided in Figure 4.3.
Atom type Charge
C15 -0.0396
C16 0.1183
C17 -0.0236
C18 0.5173
C19 0.1115
C20 -0.3547
H7 0.1182
H8 0.2507
H9 0.1330
H10 0.1349
O3 -0.5006
O4 -0.4746
O5 -0.1198
N2 -0.4837
N3 -0.6632
N4 -0.5973
F1 -0.1373
Table 4.3 provides the partial atomic charges for the carbon and nitrogen
atoms before and after the formation of the cross-link bonds for both the primary
and secondary amine reactions for the EPON-SGM pairs. The updated partial
atomic charges for the EPON and DETDA were provided in Table 3.5.
Table 4.3: Partial atomic charges (esu) of the reactive sites of the EPON and
SGM before and after the cross-linking procedure for the primary and secondary
amine reactions.
Atom Unreacted Primary Secondary
C(EPON) -0.3576 -0.14550 -0.1596
N(SGM) -0.7496 -0.51310 -0.2894
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4.3.2 Determination of the Carbon Fibre Interfacial Model
Size
For the small surface model (see Section 4.2.1) (which consists 1800 carbon atoms
per graphene layer) the time evolution of the mass densities was provided as a
function of the vertical distance from the CF surface for DETDA in the liquid
precursor mixture at the CF interface in Figure 4.6. These data suggest that the
distribution of the DETDA molecules in the sample did not reach equilibrium
even after the fifth SA cycle, particularly in the interphase region, which can be
seen from the first peaks in Figure 4.6. This failure to reach equilibrium in terms
of the vertical mass density profile might be ascribed to the comparably small
area of the CF surface relative to the length-scale of the EPON molecules. These
results prompted to enlarge the surface area in order to obtain less fluctuations in
the mass density distributions, which could be due to artefacts due to enforced pe-
riodicity. The results provided herein have been obtained using the larger surface
model described in Section 4.2.1.
4.3.3 Spatial Distribution of the Surface Grafting Molecules
on the Carbon Fibre Surface
Before the spatial distribution of molecules in the simulation cells was examined,
it should be verified whether or not the distribution of the SGMs that were cova-
lently attached on the CF surface was done in a randomized fashion. Figure 4.7
illustrates the spatial distribution of the SGM-reacted surface carbon atoms sug-
gesting that the reacted carbon atoms on the CF surface appeared quite random.
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Figure 4.6: Exemplar vertical density profiles of DETDA in the liquid precursor
mixture at the ‘small’ carbon fibre (CF) interface for Model 1, shown as a function
of simulated annealing (SA) cycle.
Figure 4.7: Lateral distribution of the surface carbon atoms reacted with the
surface grafting molecules (SGMs) on the carbon fibre (CF) surface (plane view)
for a surface coverage of 27%. The purple and green spheres represent the reacted
and unreacted carbon atoms. The reacted carbon atoms are intentionally larger
for the purpose of easier visibility.
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4.3.4 Spatial Distribution of Molecules Prior to Cross-
linking
Prior to the implementation of the SA procedure, the dimensions of the simula-
tion cells perpendicular to the surface plane were (on average) 69.1 A˚ for Model
1 (bare surface model), 76.0 A˚ for Models 2-3 (HC functionalised surface models)
where Models 2 and 3 are identical systems at this stage, 71.4 A˚ for Models 2-3
(LC) (functionalised surface models) and 78.8 A˚ for Model 4 (BOC-SGM func-
tionalised surface). The probability distributions between the reactive nitrogen
atom site of the SGM and the graphite surface for the low-coverage (LC) and
high-coverage (HC) interface models were then determined, as provided in Figure
4.8a) for Models 2 and 3. Note here the only di↵erence between Models 2 and 3
at this stage is the reactivity of the SGM during the cross-linking procedure.
In the presence of the liquid precursor mixture, the SGM may adopt a range
of conformations when covalently attached at the graphite interface. Figure 4.8b)
illustrates the three most likely conformations that the surface-attached SGMs
adopted in the presence of the liquid polymer precursor. The least likely confor-
mation (3% of the ensemble) featured a nitrogen-surface distance of 3.5 A˚, where
the flexible SGM chain folded back on itself, such that the nitrogen site was very
close (⇠4 A˚) to the CF surface. In the medium-probability conformational state,
the flexible SGM chain maintained a partially folded conformation that placed the
nitrogen ⇠8 A˚ from the CF surface. The most likely conformational state (61% of
the ensemble) corresponds with an almost fully extended SGM chain which placed
the reactive nitrogen distant from the CF surface (⇠15 A˚). As Figure 4.8a) indi-
cates, the surface coverage did not alter either the probability or the probability
values of the distribution. These data also suggested that almost all (⇠97%) of
SGMs grafted at the interface will be found either in the fully extended conforma-
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Figure 4.8: (a) Probability distribution of the distance of the reactive nitrogen
atoms of the surface grafting molecules (SGMs) from the graphite surface in the
presence of liquid polymer precursor, averaged over three independently-generated
samples for Model 3 and 3(LC) at 500 K, (b) three most likely conformations of
the SGMs attached covalently on the graphene surface correspond to peaks i), ii),
and iii) in the panel above. Pink arrows represent the distance between the distal
nitrogen atom and the carbon fibre (CF) surface. Liquid polymer molecules not
shown for clarity.
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tional state or in the partially folded conformation. This is important because the
SGM is seen to provide reactive sites for EPON attachment at several distances
from the CF surface (i.e., at three distances of ⇠4, 8, and 15 A˚ away from the
CF surface). Furthermore, a substantial fraction of the SGMs featured fully ex-
tended conformations that lacked significant further capacity for conformational
extension.
The probability distribution of the nitrogen and carbon atoms of the BOC-
SGM in the presence of the liquid polymer mixture is provided in Figure 4.9a).
Also, Figure 4.9b) and Figure 4.9c) indicate the three most likely configurations
of the BOC-SGM based on the distribution in Figure 4.9a) for the nitrogen and
carbon atom, respectively. Even though the probability distribution of the ni-
trogen atoms of the BOC-SGM is similar to that for the SGMs, the distribution
determined based on the carbon atoms of the BOC-SGM was remarkably di↵er-
ent when compared to that for the nitrogen atoms. Since the volume of the BOC
group should also be considered, which may discourage the EPON molecules to
approach the CF surface, and therefore the probability distribution of the carbon
atoms of the BOC-SGMs can be an appropriate choice for comparison purposes.
After determining the spatial distribution of the SGMs in the composite sam-
ples, the mass density distribution for the liquid polymer precursor both in total
and for the separate EPON and DETDA contributions was determined for all the
models at 500 K as a function of the distance from the CF surface, as provided in
Figure 4.10. At least two clear peaks were observed for all cases. The first peak
for all models appeared at a similar distance from the CF surface, ⇠ 3.9 A˚. Hence,
the presence of the SGMs did not a↵ect the vertical position of the molecules in
the liquid in this first layer but rather changed the values of the peak heights.
The di↵erences in the amplitudes of the second peak were more pronounced for
the EPON than for the DETDA. The decrease in interfacial mass density in both
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Figure 4.9: a) Probability distribution of reactive nitrogen and carbon atoms of
the tert-butyloxycarbonyl protected surface grafting molecules (BOC-SGMs) in
the presence of liquid polymer precursor averaged over three samples for each at
500 K, (b) Three most likely conformations of nitrogen of the BOC-SGMs at-
tached covalently on the graphene surface. Liquid polymer molecules not shown
for clarity. (c) Three most likely conformations of carbon of the BOC-SGMs at-
tached covalently on the graphene surface. Pink arrows represent the distance
between the distal nitrogen atom and the carbon fibre (CF) surface. Liquid poly-
mer molecules not shown for clarity.
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the first and second layers for Models 2-4 is attributed to the fact that when the
surface coverage increased, fewer EPON and DETDA molecules could approach
the surface due to the presence of the SGMs. Since the surface coverage is low in
Model 2-3(LC), a greater number of molecules could approach the CF surface.
As illustrated in Figure 4.8a), the SGMs preferred to adopt extended configu-
rations that projected into the liquid mixture at the interphase, up to a maximum
distance of 19 A˚. This may explain why the density for the liquid polymer pre-
cursor in the surface functionalised models (Models 2-4) was reduced compared
to Model 1 (bare surface) up to this distance, as shown in Figure 4.10. In this
case, the 27% surface coverage model (that is, the HC model) was considered as
the highest limit and the bare surface as the lowest limit for the degree of surface
functionalisation. Based on these limits, the di↵erences between the mass density
distributions for Model 1 (bare surface) and Models 2-4 (functionalised surfaces)
became less pronounced as the surface coverage decreased. In the comparison of
Model 2-3 to Model 4 in Figure 4.10, the height of the second peak for Model 4
(BOC-SGM functionalised surface) is seen to be slightly lower than that for Model
2-3 (SGM functionalised surface). This di↵erence in the peak amplitudes suggests
that the presence of the bulky BOC protecting group attached at the distal end of
the SGM prevented the EPON and DETDA molecules from approaching the CF
surface, which may also impart a reduction in mechanical properties compared
with the non-protected SGM.
4.3.5 In-situ Cross-linking and Surface Analysis
The evolution of the number of cross-links formed as a function of the simulation
time is provided in Figure 4.11. For each interface model, the three independently-
generated samples yielded similar results, indicating that the cross-linking proce-
dure used here is reliable and reproducible when applied to interfacial systems.
187
Figure 4.10: Mass density profiles as a function of the distance from the carbon
fibre (CF) surface for the liquid precursor mixture at the graphitic interface for
(a) the liquid mixture, (b) the EPON in the mixture, and (c) the DETDA in the
mixture at 500 K, for all the four models.
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Figure 4.11: Degree of cross-linking (DOC) as a function of simulation time and
the cross-linking cut-o↵ distance for Models 1-4 at 500 K. HC stands for high
surface coverage (see Section 4.2.1). The labels (such as 3 A˚ and 3.5 A˚) indicate
the cross-linking cut-o↵ distance.
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Moreover, the proportion of reactive nitrogen sites of the DETDA and SGM
that were reacted in the composite samples was determined and provided in Table
4.4. The values of the total DOC in the composite samples are also reported in
Table 4.4. These data suggest that the proportion of the reacted nitrogen atoms of
the DETDA molecules resulted in a lower value for Model 3 (HC reactive surface)
than that for Model 3(LC) (reactive surface), which may be attributed to the
higher number of the SGMs grafted on to the CF surface. These data also suggest
that the more crowded surface with the SGMs can form more covalent cross-links
with the polymer matrix. Moreover, the results showed that the percentage of the
reacted nitrogen sites of the SGMs for Model 3 (HC reactive surface) was lower
than that observed in Model 3 (LC reactive surface).
Table 4.4: Percentage of the SGM nitrogen atoms and DETDA nitrogen atoms
that had reacted after the cross-linking procedure was completed, based on all
available nitrogen atoms in the simulation cell. The degree of cross-linking (DOC)
of the samples is also provided.
N(DETDA) % N(SGM) % DOC %
Model 3 (LC)
SAMPLE 1 72.9 87.5 78.3
SAMPLE 2 72.3 85.5 77.6
SAMPLE 3 73.0 79.5 78.0
AVERAGE 72.7 84.2 78.0
Model 3 (HC)
SAMPLE 1 63.9 73.3 77.6
SAMPLE 2 64.5 73.0 78.2
SAMPLE 3 64.7 71.7 78.1
AVERAGE 64.3 72.6 78.0
The interfacial cross-linking density, which was determined based on the co-
valent bonds between the SGMs and the polymer matrix, was also calculated.
Figure 4.12 shows the three covalent connection options that can take place be-
tween the SGMs and the polymer matrix. In Figure 4.12a) the reactive nitrogen
atom of the SGM was not reacted. On the other hand, Figure 4.12b) and Figure
4.12c) represent the covalent bonds between the SGMs and the polymer matrix,
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where the nitrogen atom of SGM was reacted twice and once, respectively. The
calculations revealed that the interfacial cross-linking density was 1.155 ± 0.011
and 0.446 ± 0.018 cross-links per nm2 for Model 3 (HC) and Model 3 (LC), re-
spectively (where there were 150 and 50 SGMs per CF surface grafted for Model
3 and Model 3 (LC), respectively). These results suggest that the cross-linking
density on the CF surface does not necessarily linearly increase with the number
of SGMs that are covalently attached on to the CF surface.
Figure 4.12: The three reaction options between the surface grafting molecules
(SGMs) and the polymer matrix, where the N represents the distal nitrogen atom
of the SGM and the C in CH3 is the reactive carbon atom of the EPON molecule.
(a) Unreacted SGM, (b) twice reacted SGM, and (c) once reacted SGM.
To better understand the interactions between the SGMs and the EPON
molecules at the interphase, connections between the SGMs and EPON molecules
were analyzed. These data suggest that ⇠5% of the SGMs remained unreacted,
despite the fact that all the distal nitrogen atoms of SGMs were able to react with
the polymer matrix in the simulations for the reactive SGM interface. In other
words, on average ⇠95% of the SGMs reacted with at least one EPON unit. If the
data were closely examined, it can be revealed that ⇠12% of the SGMs reacted
with an EPON molecule which did not make part of the polymer matrix (i.e., that
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Figure 4.13: Illustration of the ‘ultra-long’ surface grafting molecule (SGM) re-
acted with EPON molecules that were not part of the polymer network (see text
for definition). (a) Primary reaction between a SGM and an open-ended EPON
molecule, and (b) Secondary reaction between a SGM and open-ended two EPON
molecules. The primary reaction is represented as a green rectangle. The ‘ultra-
long’ SGM in (b) did not make part of the polymer matrix.
did not form a second cross-link bond via the site located at the opposite end of
that EPON molecule), as indicated in Figure 4.13. This case can be considered
as an additional interfacial reinforcement that SGMs imparted to the composite
in the non-reactive surface case (Model 2). In a similar vein, ⇠3% of SGMs in-
volved two such connections to individual EPON molecules where neither of the
two EPONs were further connected into the polymer network, as illustrated in
Figure 4.13b). This class of SGMs was denoted as ‘ultra-long’ unreacted SGMs.
These open-ended EPON molecules chemically reacted with the SGMs may be
considered as a part of the ‘ultra-long’ SGMs, which in turn may improve the
mechanical entanglements with the polymer matrix.
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4.3.6 Spatial Distribution of the Molecules After Cross-
linking
At the completion of the cross-linking procedure the dimension of the simulation
cells perpendicular to the surface plane was ⇠60 A˚ and ⇠67 A˚, for the bare
and SGM-functionalised interfaces, respectively. The probability distribution of
the vertical distance between the CF surface and the nitrogen sites of the SGM
for Model 3 was then determined, and provided in Figure 4.14 (the distribution
before the cross-linking is also shown for the purpose of comparison). These
data suggest that the SGM configuration distributions before and after the cross-
linking procedure were similar. The first and second peaks of the probability
distribution shifted slightly to the right after the cross-linking procedure, which
may be attributed to the fact that the cross-links between the SGMs and polymer
matrix extended the SGMs further into the polymer matrix.
The probability distribution of the vertical distance between the CF surface
and the unreacted carbon site located at the distal end of the SGM+EPON unit
was also calculated to quantify the spatial extent of these ‘ultra-long’ SGMs (see
Section 4.3.4), as provided in Figure 4.15. These data suggest that these ‘ultra-
long’ SGMs further enhance the structural diversity as regards the e↵ective SGM
extension in the ensemble, which may also contribute to the enhancements in
the ISS (see Section 4.3.9) of the reactive SGM interface, via nano-scale surface
roughness and/or entanglement e↵ects. In summary, these ‘ultra-long’ SGMs
add to the structural complexity of the functionalised CF/epoxy interface. It is
suggested that this overall structural complexity can promote a graduated density
profile of the interphase polymer structure as a function of distance from the CF
surface.
In addition to the spatial distribution of the SGM with respect to the CF sur-
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Figure 4.14: Probability distribution of the vertical distance between the dis-
tal nitrogen site of the SGM and the reacted carbon atoms on the carbon fibre
(CF) surface calculated after the cross-linking procedure (i.e. in the presence
of cross-linked polymer matrix). The corresponding distribution for the SGM in
the presence of the liquid precursor mixture is presented for comparison. Repro-
duced with permission from Demir et al.640. Copyright (2017) American Chemical
Society.
face, the mass density profiles for EPON in the polymer matrix are provided for
the three interfaces (bare, unreactive SGM, and reactive SGM) in Figure 4.16. In
satisfying Criterion 2 (see Section 4.2.6), it was determined that a density value
within ± 0.02 g cm 3 of the bulk polymer density (calculated for a comparable
sample of neat EPON/DETDA epoxy, generated with the same 78% DOC) was
a satisfactory threshold to define a bulk value. Regarding Criterion 1, the stan-
dard deviation of the vertical density of EPON in the polymer was calculated,
where this standard deviation was determined over a bin width of 2 A˚. When this
standard deviation dropped below a value of ± 1% of the bulk density value, it
is deemed that Criterion 1 was satisfied. This resulted in estimated  IP values
of 13, 18, and 23 A˚ for the bare, unreactive SGM and reactive SGM interfaces,
respectively. Therefore, the analysis suggests the surface functionalisation of CF
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Figure 4.15: Probability distribution of the vertical distance between the dis-
tal carbon site of the ‘ultra-long’ SGM (that is the unreacted end of the EPON
molecule in the ‘ultra-long’ SGM) and the reacted carbon atoms on the carbon
fibre (CF) surface. The corresponding probability distribution between the dis-
tal nitrogen atom of SGM and the carbon atom of the CF surface is shown for
comparison. These probability calculations are performed in the presence of the
polymerized matrix.
yielded wider interphase compared with the bare interface (Model 1). In addi-
tion, the reactive SGM interface conferred the widest interphase region among
the studied interface models.
It is also quantified how the cross-linked network structure of the polymer
matrix varied as a function of distance from the CF surface. For example, each
DETDA molecule contains two nitrogen sites that can react with EPON. Figure
4.17 provides the number density of DETDA nitrogen sites as a function of dis-
tance from the CF surface for Models 1-3. To be clear, the profile of the number
density of reacted DETDA nitrogen sites directly corresponds with the profile of
the number density of polymer cross-linking sites. The data reveal a clear dif-
ference in the spatial distribution of both unreacted and reacted nitrogen sites
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Figure 4.16: (a) Variation in average density of EPON in the polymer matrix as
a function of distance from the carbon fibre (CF) surface for the three models.
The vertical lines represent the width of the interphase,  IP, which is the closest
distance to the bulk polymer density. The dashed blue line indicates the average
bulk polymer density.
for DETDA at the reactive SGM interface, compared with the two other inter-
faces. In particular, in contrast with the bare CF interface, the reactive SGM
interface featured relatively low interfacial densities (close to the CF surface) for
the reacted DETDA nitrogens and relatively high interfacial densities for the un-
reacted DETDA nitrogen sites. This can be explained by the presence of reactive
SGM nitrogen sites located near the CF surface, which competed with available
DETDA for cross-linking reactions with EPON at the interface. The unreactive
SGM interface exhibited density profiles that were also consistent with this expla-
nation; these distributions were intermediate between the bare and reactive-SGM
extremes. In contrast, the di↵erences between distributions of reacted and un-
reacted EPON carbon sites were consistent with the nitrogen site profiles, while
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being much less distinct when comparing the three interfaces. Therefore, the pres-
ence of SGMs regardless of they were reactive or unreactive, which were covalently
attached on to the CF surface re-organised the interfacial region by repelling or
attracting particular molecules from/to the interface.
The distribution of the unreacted, once-reacted and twice-reacted nitrogen
sites of the DETDAmolecules is provided as a function of the distance from the CF
surface for Models 1-3 in Figure 4.18, again indicating how the width of interphase
changed for each model. The number of the unreacted, once-reacted and twice-
reacted nitrogen sites of the DETDA molecules in the bulk phase increased from
Model 1 (bare surface) to Model 3 through Model 2, which can be considered as
an improvement in the interphase in Model 3 (reactive surface). The ratio of the
twice-reacted nitrogen atoms to the once-reacted nitrogen atoms ones decreased
remarkably in Model 3 compared to Model 2, which may be attributed to the
fact that the reactive SGMs in Model 3 competed with the DETDA molecules for
EPON molecules to form covalent bonds.
4.3.7 Thermal Properties of Carbon Fibre Reinforced Poly-
mer Composites
Figure 4.19 shows the average density vs. temperature data for all models inves-
tigated in this part of the project. The glass transition temperature (Tg) values
and coe cients of volumetric thermal expansion (CVTE) were predicted for the
rubbery and amorphous states using the data shown in Figure 4.19.
For each model the results were averaged over three independently-generated sam-
ples, as provided in Table 4.5. These data suggest that the surface functionalisa-
tion of the CF in the CFRP slightly decreased the Tg value of the sample, which
may be due to the flexibility imparted by the SGMs in the interface. Moreover,
the Tg values for Models 2 and 3 were very close to each other, since the unique
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Figure 4.17: The distribution of the number of unreacted and reacted carbon and
nitrogen (N) sites for Models 1-3 at 500 K (in Model 1, the only N sites are the
nitrogen atoms of the DETDA molecules. In Models 2 and 3, in addition to the
nitrogen atoms of the DETDA molecules, the surface grafting molecule (SGM)
amine nitrogen atoms, too, are considered) The green arrows indicate the width
of interphase,  IP (determined in Figure 4.16).
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Figure 4.18: Number density of the unreacted, once and twice reacted nitrogen
atoms of the DETDA molecules as a function of the vertical distance from the
carbon fibre (CF) surface after the cross-linking procedure at 500 K, for Models
1-3.
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Figure 4.19: Average density evolution of the composite samples as a function of
the system temperature for all models for the degree of cross-linking (DOC) of
78%, averaged over three independently-generated
samples.
di↵erence between these two models is that the SGMs were allowed to react with
the EPON molecules in Model 3 and not in Model 2. As for the CVTE values,
the estimations suggest that either the inclusion of the SGMs or the reactivity of
the SGM grafted on to the CF surface did not remarkably alter the CVTEs values
of the composite.
Table 4.5: Macroscopic properties for Models 1-3 averaged over three indepen-
dently-generated samples. Eeng. and Etrue are the Young’s modulus values deter-
mined from the engineering and true stress-strain curves (SSCs) in GPa, respec-
tively. Tg (in K) and CVTE (in K 1) stand for the glass transition temperature
and the coe cient of volumetric thermal expansion, respectively.
Model Eeng. Etrue Tg CVTE < Tg CVTE > Tg
M1 7.39 ± 0.29 7.55 ± 0.30 464.8 ± 17.9 132.0 ± 38.8 329.0 ± 2.9
M2 7.20 ± 0.52 7.36 ± 0.53 458.9 ± 8.8 136.2 ± 43.1 332.2 ± 4.0
M3 7.15 ± 0.26 7.44 ± 0.25 453.5 ± 6.5 133.8 ± 37.4 339.1 ± 12.5
The MD simulation results suggest that the introduction of the CF into the
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polymer matrix increased the Tg value when compared to the pure epoxy polymer
(see Section 3.3.5). In a related experimental study, Liao et al.769 concluded
that the presence of graphene increased the Tg value of the PMMA-graphene
composite compared with the neat PMMA alone, which is in well agreement with
the findings.
4.3.8 Tensile and Shear Stress-Strain Curves
Figure 4.20a) provides the predicted engineering tensile SSCs (averaged over 3
independently-generated samples) for Models 1-3. The absolute values of the
average calculated Young’s modulus obtained from these tensile SSCs are given
in Table 4.5.
From Figure 4.20a), it is inferred that the presence of a functionalised sur-
face did not alter the tensile response of the composite, regardless of whether the
SGM is reactive or not. Similarly, previous studies have reported that the surface
grafting of the CF did not appreciably alter the tensile strength of the compos-
ite315,319,770. If the composites with the bare CF surface (Model 1) and with the
functionalised surface (Model 3) are considered as the lower and upper limits of
the tensile response of the composite, respectively, the simulation data suggest
that the tensile response of the composite is more dependent on the CF-polymer
composition, rather than the CF interfacial interactions.
Figure 4.20b) provides the estimated shear SSCs for Models 1-3. In contrast
with the tensile deformation, the e↵ect of surface functionalisation is apparent
in these shear simulation data. The presence of the SGMs on the CF surface
enhanced the shear response of the composite. However, the shear response is
insensitive to the presence or absence of the cross-links between the SGM and
polymer matrix, because the reactive (Model 3) and unreactive (Model 2) SGMs
yielded similar SSCs. These results may lead to a conclusion that shear proper-
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Figure 4.20: (a) Engineering tensile stress-strain curves (SSCs) for Models 1-3
averaged over three independently-generated samples for each model at 300 K.
(b) Shear SSCs for Models 1-3 and 3 (LC) averaged over three independently-
generated samples for each model at 300 K. ✏ in (a) and (b) indicates the general
direction of the tensile and shear strain, respectively.
ties of the composite are dependent on the character of CF surface itself rather
than the interaction type at the interface, or may indicate that the nano-scale
‘roughness’ of the functionalised surface is su cient to produce a di↵erence in
shear response.
4.3.9 Calculation of the Pull-out Potential Energy Change
Finally, the pull-out simulation data are provided in Figure 4.21 for all models,
where the total PE change of the composite sample as a function of the CF lateral
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displacement is reported. The corresponding PE change for the bare CF is very
low compared with the surface functionalised models, as shown in Figure 4.21a),
which is the indicator of the beneficial e↵ect of the presence of SGMs on the
interfacial interactions. In addition, the total PE change observed in the reactive
SGM case (Model 3) is greater than for the non-reactive SGMs (Models 2 and 4),
which can be attributed to the presence of the covalent cross-link bonds between
the surface attached SGMs and the polymer matrix. Figure 4.21b) provides the
contribution of the bond-stretching term to the total PE change for all models,
revealing that the bond energy change for the reactive SGM increased remarkably
as the CF was pulled laterally. The corresponding PE changes for Models 2 and 4
were relatively smaller, in which no cross-links between the SGMs and the polymer
matrix were present.
Figure 4.21: (a) The total potential energy (PE) change, (b) the total bond
energy change, (c) the PE change of the surface grafting molecule (SGM) atoms,
(d) the PE change of the polymer atoms as a function of lateral carbon fibre (CF)
displacement for Models 1-4 at 300 K up to a CF displacement of 30 A˚.
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The contribution to the PE change arising from the SGM molecules and poly-
mer matrix is also provided separately, in Figure 4.21c) and 4.21d). Since the
number of atoms in the SGM (Models 2 and 3) and BOC-SGM (Model 4) models
is di↵erent, the SGM (BOC-SGM in Model 4) PE change divided by the to-
tal number of SGM atoms considering all 300 SGMs (BOC-SGMs in Model 4)
(namely ‘normalized’) was determined in order to make a fair comparison and
provided the results in Figure 4.21c). The PE change of the SGM in Model 3 is
expected to be greater than that observed for Model 2 (unreactive surface) and
Model 4 (unreactive BOC-functionalised surface). This is due to the presence
of the covalent cross-links between the SGM molecules and the polymer matrix,
which would impose constraints on the movement of the SGMs in Model 3 (reac-
tive surface), which in turn led to an increase in the PE. In addition, the polymer
PE change is provided for all models, as provided in Figure 4.21d). These results
suggest that while the CF was pulled-out, the PE change of the polymer matrix
for the reactive SGM case (Model 3) was greater than those for the non-reactive
SGM cases (Models 2 and 4), which may be attributed to the presence of the
cross-links between the SGMs and the polymer matrix. The polymer PE change
in Model 1, where there are no SGMs available on the CF surface, is very low
compared with that observed for the surface-grafted models (Models 2-4).
Moreover, the pull-out simulation results for the PE change as a function of
the surface coverage for Model 3 are provided in Figure 4.22a). The pull-out sim-
ulation results suggest that the model with the higher surface coverage yielded a
greater PE change as the CF was pulled laterally. Since a greater number of the
SGMs were reacted with the polymer matrix in the higher surface coverage com-
posite, this, in turn may have led to stronger overall covalent interactions; hence,
it is expected to observe higher PE change, in this instance. The bond-stretching
contribution to the PE change in both surface coverage cases was compared in
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Figure 4.22: (a) The total potential energy (PE) change, (b) the total bond energy
change, (c) the PE change of the surface grafting molecule (SGM) atoms, (d) the
PE change of the polymer atoms, as a function of the carbon fibre (CF) lateral
displacement for Models 3 and 3(low coverage(LC)) at 300 K up to a max CF
displacement of 40 A˚.
Figure 4.22b). The higher surface coverage model resulted in a greater bond en-
ergy change within the composite sample. In addition, the contribution of the
SGM to the PE change is provided in Figure 4.22c). The greater energy contri-
bution of the higher surface coverage case may be due to the higher number of
the SGMs reacted with the CF surface. In addition, the polymer matrix in the
high surface coverage case had relatively higher PE change as a function of the
CF displacement, as shown in Figure 4.22d). These data suggest that the greater
number of reacted SGMs facilitated a greater movement of the epoxy polymer
while the CF was pulled laterally.
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Servinis et al.54 reported interfacial shear strength (IFSS) data for unsized
and surface-functionalised CF samples measured via single fibre fragmentation
tests (SFFTs) (see Section 1.3.4). These authors studied the e↵ect of the SGM
reactivity on the IFSS, by protecting the distal end of the SGM with a BOC group
to suppress this reactivity. These experimental data54 suggest that the BOC-
protected SGM yielded a lesser mechanical response in terms of IFSS compared
with the non-protected SGM. The pull-out simulation results agreed well with
these experimental findings, in that the reactive SGM (Model 3) improved the
total PE change of the sample. Also, the predictions indicated that the presence
of the BOC group connected to the SGM (Model 4) beneficially a↵ected the PE
change during the pull-out of the CF. The results suggest that the protection
group that was used for suppressing the reactivity of the SGM in the experiments
may increase the interfacial interaction via entanglement ‘roughness’ even though
this was not the intended e↵ect.
The ISS values for each surface-functionalised models (Model 2-4) were pre-
dicted via the pull-out simulations. Table 4.6 provides these ISS values averaged
over three independently-generated samples at 300 K. These data indicate that
although maximal enhancement of the ISS is conferred by the presence of the
SGM/polymer cross-link bonds, the pull-out simulation data suggest that the ISS
can be enhanced (albeit perhaps modestly) even when using an unreactive SGM
(i.e., in the absence of SGM/polymer cross-link bonds). This finding indicates
that surface functionalisation confers an ISS enhancement that goes beyond the
mere formation of SGM/polymer cross-link bonds. As outlined earlier, it is pro-
posed that if the polymer interphase features a graduated change in the density,
as a function of vertical distance from the CF surface, this might lead to an en-
hanced ISS, at least in some cases. In other words, one possible optimal surface
functionalisation strategy could be to prevent the formation of an interphase that
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features an abrupt change in polymer density as a function of distance from the
CF surface. This could be achieved by facilitating a more spatially homogeneous
distribution of the epoxy and hardener molecules in the direction perpendicular
to the substrate surface.
It should be emphasised here that the absolute ISS values can be very di↵erent
compared with the experimentally reported IFSS values, due to the discrepancy
between the experimentally accessible and molecular dynamics-implemented pull-
out velocities. In the published studies of Servinis et al.54,760 the experimental pull-
out velocity was set to ⇠3.3 ⇥ 10 4 m s 1, while the pull-out velocity implemented
in the MD simulations was 50 m s 1. Nevertheless, the trends in the predicted ISS
values for other composite systems have been shown previously to yield reasonable
outcomes for the loadings used in the recent studies387,389,771,772. For this reason,
only the trends between the ISS values have been focused on and not their absolute
values.
Table 4.6: Interfacial shear stress (ISS) values (in GPa) calculated using the total
potential energy (PE) change plots at a pull-out displacement of 20 A˚.
Model 1 Model 2 Model 3 Model 4 Model 3(LC)
0.04 ± 0.11 2.06 ± 0.03 3.05 ± 0.02 2.41 ± 0.05 2.71 ± 0.07
4.3.10 Results of the Analysis for Pull-out Simulations
The detailed contributions that caused the change in the total PE, resulting in the
pull-out data provided in Figure 4.21 was next examined. At first instance, the
increase in the estimated total PE change (see Figure 4.21) might be attributed to
the use of the DREIDING FF, which cannot, by definition, capture bond breaking
or bond formation events. This means that the covalent bonds could, in principle,
indefinitely extend (leading to a corresponding increase in bond energy). Because
of this limitation, it may be possible that, especially in the reactive SGM case, the
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large increase in total PE could be ascribed to the presence of artificially extended
covalent bonds, (e.g., the SGM-epoxy cross-link bonds or the CF-SGM bonds),
particularly at large lateral displacements of the CF substrate. Therefore, the
origins of the change in total PE for the bonded and non-bonded terms for both
the unreactive (Model 2) and the reactive SGM (Model 3) composite interfaces
were investigated.
The analysis regarding the bond length extension as a function of the graphite
substrate displacement for the unreactive SGM interface (Model 2) and reactive
SGM interface (Model 3) is provided below in Figure 4.23. The data in Figure
4.23 exclude any unphysically long bond extension for the entire SGM either in
Model 2 and or Model 3. In addition, the analysis revealed that the average bond
lengths between the epoxy matrix and the SGMs (the bond type labelled as 20)
remained at reasonable values during the entire CF displacement. Specifically,
the results verified that in the CF/epoxy composite system the CF-SGM bonds
(the bond type labelled as 1) produced the greatest amount of extension during
the pull-out process, as shown in Figure 4.23 for both the reactive SGM (Model
3) and unreactive SGM (Model 2) composite models. Nonetheless, these bond
extensions of the CF-SGM bond for both models were very modest.
In addition to the bond length extension analysis, the actual length of the
bonds between the CF and SGM was compared for the unreactive SGM (Model
2) and reactive SGM (Model 3) interface models. The data are provided in Fig-
ure 4.24. These data indicate that the bond extension for the CF/SGM bonds
resulted in slightly higher for the reactive surface model (Model 3) compared to
the unreactive surface model (Model 2) throughout the pull-out process. This
finding means that the presence of the cross-link bonds between the SGM and the
polymer matrix may have extended the entire SGM away from the CF surface
during the substrate displacement process.
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Figure 4.23: (a) Labels of the unique bond types in the surface grafting molecule
(SGM), (b) Percentage extension of the average bond length for each unique bond
type in the SGM as a function of the lateral displacement of the substrate for the
reactive SGM (Model 3) interface model, and (c) Percentage extension of the
average bond length for each unique bond type in the SGM as a function of the
lateral displacement of the substrate for the unreactive SGM (Model 2) interface
model.
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Figure 4.24: Average extension of the CF-SGM bond as a function of the lateral
displacement of the substrate for both the reactive (denoted as M3) and the
unreactive (denoted as M2) SGM interface models.
After the bond extension analysis, the analysis was extended to consider the
individual contributions to the total PE change of the polymer matrix (e.g. bond
stretching, angle bending, dihedrals, van der Waals (vdW)) for the reactive SGM
(Figure 4.25a)) and unreactive SGM (Figure 4.25b)) interface models. The pur-
pose was to determine the main contributor of the PE change for both interface
models. These data suggest that the non-bonded (vdW and Coulomb) and dihe-
dral contributions carried the most (and approximately equal) influence for the
reactive SGM interface (Model 3). However, for the unreactive SGM interface
(Model 2), the dihedral contribution alone dominates the change in total PE. It is
noted that, for both interfaces, the bond-stretching and angle-bending contribu-
tions do not dominate. In particular, the angle-bending terms contribute around
one-third of the total change in PE in both cases. Taken together, these analyses
indicate that non-bonded and dihedral contributions stemming from the polymer
chains sliding past each other during the lateral displacement of the substrate
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delivers the dominant contribution to the resultant ISS.
In addition to the bond analysis, the vertical movement of the SGMs was
predicted as a function of the vertical distance from the CF surface at the CF
displacement of 20 A˚. These data are provided in Figure 4.26. The findings
indicate that the SGMs moved away from the CF surface towards the polymer
bulk while the graphite slab was laterally displaced in all models. However, the
SGMs in the non-reactive SGM model (Model 2) extended slightly more than in
Models 3 and 4 in the normal direction to the polymer bulk at the same substrate
displacement. This observation can be attributed to the fact that the SGM in
Model 2 were not chemically connected to the polymer network through the cross-
link bonds, and hence, may have been less constrained compared to the case in
which the SGMs were chemically connected to the polymer matrix (Model 3).
Moreover, the bulkier nature of the BOC-SGMs can be considered as a reason
why these BOC-SGMs moved lesser in Model 4 compared with Model 2 and 3.
Another observation made in Figure 4.26 is that the fluctuations in the RMSD
for the unreactive SGM were greater than those for the other two functionalised
surface models. Since the unreactive SGMs are not chemically connected to the
polymer matrix they are therefore, in principle, more mobile compared to the
chemically restrained reactive SGMs. Since the unreactive SGMs can move more
freely than the reactive SGMs, the greater fluctuations seen for the unreactive
SGMs are therefore expected. Also, since the BOC-SGM has a bulky terminal
BOC group, the movement of the BOC-SGM is conceivably more hindered than
the unreactive SGMs. This may explain why the fluctuations for the BOC-SGM
are smaller than those of the unreactive SGM.
Moreover, the relative movements of the SGMs in the direction of pull-out
was predicted. The di↵erence in the lateral position (along the pullout direction)
between the distal nitrogen atom of the SGM and the carbon atom of the CF that
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Figure 4.25: (a) Decomposition of the change in total potential energy (PE) of the
polymer matrix as a function of the lateral displacement of the substrate for the
reactive SGM interface (Model 3). (b) Decomposition of the change in total PE
of the polymer matrix as a function of the lateral displacement of the substrate
for the unreactive SGM interface (Model 2).
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Figure 4.26: The relative movement ( 2 -  1, see text for definition) of the
surface grafting molecules (SGMs) in the normal direction to the carbon fibre (CF)
surface at the end of the CF displacement of 20 A˚, for all the surface functionalised
composite models.
same SGM to which it was covalently connected was first determined prior to pull-
out. This di↵erence was denoted as  1. The same distance was determined at the
CF displacement of 20 A˚, which was denoted  2. The overall di↵erence between
 2 and  1 for all models is provided in Figure 4.27. These results suggest that the
movement of the SGMs in the lateral direction as a function of CF displacement
was similar for all surface-functionalised models (Models 2-4).
Data regarding the tilting of the SGMs for all the surface functionalised models
(Models 2-4) at the beginning of the pull-out simulations are also provided to
investigate whether any directional bias was given to the SGMs. The tilting
values were defined as the average of  1 for the initial tilting and the average of
 2 for the final tilting, averaged over 300 SGMs (BOC-SGMs in Model 4) grafted
on to the CF surface. These data are provided in Table 4.7. These results suggest
that the average initial tilting of the SGMs was found to be around zero, which
indicates that the SGMs did not have any directional bias at the beginning of the
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Figure 4.27: Probability distributions of the distance between the distal nitrogen
site of surface grafting molecule (SGM) and the carbon site on the CF surface to
which that particular SGM was covalently attached, predicted in the direction of
the substrate pull-out. The di↵erence,  RMSD was calculated between the pull-
out distance at 0 A˚ and mid-way through the pull-out simulation (at 20 A˚). The
red and black lines show a Gaussian fit to the data and the mean lateral nitrogen
displacement, respectively. The blue and green lines indicate ± one standard
deviation. Reproduced with permission from Demir et al.640. Copyright (2017)
American Chemical Society.
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pull-out simulations. The results also reveal that at the end of the displacement
of 20 A˚ the overall tilting resulted in negative values for all the models, which
indicates that the SGMs moved in the opposite direction of the pullout as the CF
was pulled out.
Table 4.7: Relative displacement of the surface grafting molecules (SGMs) (in A˚)
in the direction of the carbon fibre (CF) pullout.
MODEL Averaged  1 Averaged  2
MODEL 2 -0.3 ± 0.2 -8.3 ± 0.3
MODEL 3 0.2 ± 0.6 -7.9 ± 0.4
MODEL 4 0.1 ± 0.3 -7.8 ± 0.2
The structural changes of the polymer matrix as a consequence of the pull-out
process were investigated by predicting the change in lateral root-mean-squared
displacement (RMSD) (see Section 2.3.8), determined in the direction of substrate
displacement, of all EPON molecules in the epoxy network, as a function of dis-
tance from the CF surface. The di↵erence in lateral displacement between the
structures at the start and midway through the pull-out process (i.e., at substrate
displacements of 0 and 20 A˚) was calculated and the di↵erence was reported, as
summarised for the three interfaces in Figure 4.28. This metric e↵ectively esti-
mates the extent to which the polymer matrix material is laterally dragged, along
with the substrate, during the pull-out process, as a function of depth into the
polymer interphase. Figure 4.29 provides snapshots of a typical interfacial config-
uration for the reacted SGM model prior to the pull-out process (at 0 A˚ substrate
displacement) and at midway through the pull-out process (at 20 A˚ substrate
displacement).
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Figure 4.28: The average vertical displacement of the polymer matrix as a function
of vertical distance from the carbon fibre (CF) surface, for a substrate pull-out of
20 A˚, for all interface models.
It is anticipated that the results should indicate both the extent of matrix re-
sistance to the substrate pull-out, as well as the spatial extent (in terms of depth
into the polymer matrix) of the polymer interphase. The data, presented in Figure
4.28, indicate that the presence of reactive SGMs gives rise to a more profound
resistance to lateral displacement of the polymer matrix at a greater distance from
the CF surface (i.e., at greater depths into the polymer matrix), compared with
the unreactive SGM interface (Model 2). This finding is again in contrast with
the results obtained for the bare CF surface (Model 1), which yielded negligible
resistance when compared with the functionalised interface models. In summary,
it is found that the absolute values of the interphase thickness of the CF/epoxy
composite di↵ers depending on the metric used to determine this thickness; e.g.,
the use of the vertical density profile alone may not be su cient, while the  IP
can reveal clearer di↵erences which in turn may be di↵erent to the polymer dis-
placement analysis. This finding is in broad agreement with the results reported
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by Choi et al.773 who used an in-situ cross-linking approach to model epoxy/silica
nanoparticle composites.
Figure 4.29: Snapshots of a typical interfacial configuration (reacted surface graft-
ing molecule (SGM) interface) prior to pull-out (at 0 A˚ substrate displacement)
and at midway through the pull-out (at 20 A˚ substrate displacement). Polymer,
SGMs, and carbon fibre (CF) are shown in orange, blue, and grey.
The data in Figure 4.28 also suggest that at the vertical distance of about 25
A˚ away from the CF surface, the movement of the EPON molecules decreased
and for further displacements stayed constant, which may be attributed to the
fact that the polymer matrix did not register the presence of the functionalised
surface for the Models 2 and 4 beyond this vertical distance from the CF surface.
However, the decrease in the movement of the DETDA molecules in Model 3
still continued even beyond the distance of 25 A˚, which implies that the covalent
bonds formed between the SGMs and the polymer matrix in Model 3 increased the
thickness of the interphase, which agreed well with the trend provided in Figure
4.17. The thicker interphase may be related to the increase in the ISS values
provided in Table 4.6.
The composite samples were also tested for pull-out simulations using the
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ReaxFF to understand whether the greater PE change in Model 3 arose from the
unphysical SGM-EPON or SGM-CF surface bond extension. Figure 4.30 shows
the PE change plot generated using ReaxFF as a function of the CF lateral pull-
out for Models 2 and 3. These data suggest that the use of ReaxFF yielded similar
trend in the pull-out simulations compared to the simulations performed using the
DREIDING FF. The ISS values determined using Eqn. 2.36 resulted in 1.89 and
2.36 GPa for the unreactive (Model 2) and reactive (Model3) surface models,
respectively. The ordering in the ISS values predicted via the use of ReaxFF
agreed well with the ordering obtained with the DREIDING FF. Therefore, use
of a conventional FF (e.g. the DREIDING) can capture the substrate pull-out
response of the CFRP without requiring the modelling of bond ruptures and bond
breakage while the lateral displacement of the CF substrate.
Figure 4.30: Potential energy (PE) change as a function of the lateral displacement
of the substrate for the unreactive SGM (Model 2) and reactive SGM (Model 3)
interface models predicted using Reax-FF at 300 K.
Furthermore, the bond length distribution between the nitrogen atom of the
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Figure 4.31: Probability distributions of the bond length (a) between the reacted
carbon atom of the CF surface and the phenyl carbon atom of the SGM reacted
to same surface carbon atom for both force-fields (FFs), the DREIDING and
ReaxFF, and (b) between the reacted distal nitrogen atom of the SGMs and the
reacted carbon atom of the EPON molecules for both FFs, the DREIDING and
ReaxFF.
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SGMs and carbon atom of the EPON molecules was determined as a function of
the CF displacement for Model 3 using the DREIDING FF and the ReaxFF after
a CF displacement of 40 A˚, as provided in Figure 4.31. These data suggest that
both FFs resulted in similar bond length distribution profiles at the end of the
substrate pullout. Therefore, these ReaxFF results verified that the greater total
PE change in Model 3 compared with Model 2 did not originate in unphysically
long bond extension.
Simulations in which the ReaxFF was implemented are computationally more
expensive than those in which a classical FF (e.g. the DREIDING) is used. To
make a comparison, the required central processing unit (CPU) time to perform
the pull-out simulations up to a CF displacement of 20 A˚ was estimated. The
results indicate that the ReaxFF simulations were ⇠ 7 times more expensive than
the DREIDING simulations. Based on this comparison along with the similar
bond length distribution, it can be concluded that the DREIDING FF can be
e↵ectively used to investigate the CF surface in composites to obtain satisfactory
and reliable results, at least in this instance.
4.4 Discussion
The simulation results suggest that the presence of SGMs in the CF/polymer
interface re-organised the interfacial region by altering the ratio of epoxy monomer
and cross-linking agent in interface. The distribution of the once-reacted and
twice-reacted nitrogen sites of DETDA in Model 3 yielded a gradually increasing
interphase in terms of mass density, which could be a beneficial of reactive surface
model to even out the sudden density changes that might give rise to interfacial
failure. The results also revealed that the presence of reactive/unreactive SGMs
on the CF surface altered the width of interface, where the reactive SGMs caused a
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wider interface compared to the unreactive SGM and bare surface models. It was
also found that the predicted ISS values followed the same trend as the ranking
for  IP, as provided in Figure 4.16. While these findings suggest in this instance
that trends in  IP might be indicative of potential ISS trends, further studies,
combining both experiment and simulations, are required to explore the broader
applicability of this result.
Based on the simulation results for the SGM probability distribution in the
presence of the liquid polymer mixture and for the mass density profiles before
and after the cross-linking procedure, it can be proposed that there are three pos-
sible factors (or design parameters) that may a↵ect the mechanical performance
of an epoxy/CF composite, as summarised in Figure 4.32. First is the spatial
distribution of SGM reactive sites as a function of vertical distance from the CF
surface, as shown in Figure 4.32a). It is also suggested that the presence of several
reactive sites on a single SGM molecule may result in a probability distribution
of SGM molecules similar to what is indicated in Figure 4.32a). In Figure 4.32b)
the tapered spatial distribution of reactive sites on this hypothetical SGM would
be able to react with the polymer matrix at several sites per SGM, which may in
turn impart a superior ISS to the resultant composite. It is also suggested that
the use of several di↵erent SGMs in the one sample (see Figure 4.32c)) that could
e↵ectively result in the equivalent of this tapered distribution of the SGM reactive
sites, and may be an alternative strategy to gently taper o↵ the peak amplitude
distances, in order to avoid sharp discontinuities in vertical density profiles, which
may cause discontinuous behaviour in the interphase and therefore compromise
the mechanical response of the composite.
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Figure 4.32: Three factors that may a↵ect the performance of a composite: (a) the
vertical distribution of available surface grafting molecules (SGM) reactive sites,
(b) the number of available reactive sites of the SGMs, and (c) the presence of
di↵erent SGMs (in this instance three architecturally di↵erent SGMs) connected
to the same carbon fibre (CF) surface.
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4.5 Conclusions
The cross-linking procedure developed in Chapter 3 has been shown to work ef-
fectively for the CF/epoxy composite systems, modelled with the presence of a
solid graphite substrate. The presence of the SGMs, regardless of whether they
are reactive or not (Models 2-3) facilitated a re-structuring of the polymer matrix
in the interphase, which in turn led to increase in the width of the interphase, as
illustrated in Figure 4.17. Under tensile deformation, the simulation results did
not reveal any e↵ect of the surface functionalisation on the composite’s tensile
response. In contrast with the tensile deformation, the shear response of the com-
posite for functionalised models (Models 2 and 3) increased when compared to the
bare surface (Model 1) composite. However, the shear response of the composite
with reactive or unreactive SGM-grafted CF surfaces was similar and the shear
deformation test did not reveal any beneficial e↵ect of the reactivity of the SGM.
The pull-out simulations revealed a substantial di↵erence in mechanical response
for the bare (Model 1) and functionalised surfaces (Models 2-4), particularly for
Model 3 in agreement with available experimental data, where the formation of the
covalent bonds between the SGMs and the polymer matrix yielded increased ISS
results54,56. These simulations provide a promising framework for the systematic
investigation of the surface functionalised CFRP composites.
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Chapter 5
A Computational Screening
Procedure for Identifying
Optimal Surface Grafting of
Carbon Fibre in Carbon Fibre
Reinforced Polymer Composites
5.1 Introduction
As discussed in Chapter 4, one possible strategy to enhance the interaction be-
tween the carbon fibre (CF) and the polymer matrix is to functionalise the CF
surface with surface grafting molecules (SGMs), which in turn may improve the
thermo-mechanical properties of the composite by re-organising the structure of
the polymer at the interface/interphase. These SGMs can covalently attach to the
CF surface and can alter the surface chemistry and nano-scale roughness of the
surface in the sense of providing physical entanglements. Moreover, these SGMs
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can be designed to enable the formation of chemical bonds with the polymer
matrix54–56,330,640. In the literature various experimental groups have reported
the development of new SGMs with the aim of obtaining CFRPs with tailored
properties53–55,330,774–778.
Generating materials with optimal properties may not be straightforward.
Sometimes, maybe often, the e↵ort spent to produce materials with desired prop-
erties might be wasted, due to unpredictable experimental results. This process
may take a very long time and be very expensive. Experiments to explore the
optimal design of SGMs to deliver the best mechanical response may not be cheap
due to several aspects779. For instance, the cost of conducting pull-out experi-
ments for one SGM can be estimated as equal to approximately $465 AUD. This
cost includes the cost of the resin, hardener, and booking cost of equipment, such
as the Instron machine. This cost might be higher with the additional cost of
chemicals used for CF surface grafting. Similarly, the total time required to test
the composite based on one SGM requires ⇠55 hours779.
One promising way to complement experiments and to reduce the related cost
burden is to use computer modelling tools, such as molecular dynamics (MD) sim-
ulations (see Section 2.3). MD simulation studies can provide molecular-level in-
sights about the interface/interphase of CFRPs, which in turn can enable a deeper
understanding of the mechanisms and factors with which SGMs can improve the
interfacial interactions. In the literature, several groups have reported MD simula-
tions results to study epoxy-based composites with di↵erent reinforcing materials,
such as graphene390,780, CF326,397, and carbon nanotubes (CNTs)394,396,781–783. In
Chapter 4, the drawbacks and limitations of computational procedures associated
with previously published works in modelling and testing CFRPs were discussed.
To bridge this lack of knowledge, a robust modelling procedure was developed to
computationally investigate bare/functionalised CF surfaces in CFRPs, to explore
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how these SGMs might deliver mechanical enhancement of the CF/matrix inter-
face. The computational procedure enabled one to test di↵erent SGMs that were
chemically attached on the CF surface for generating cross-linked CFRP samples.
In light of this procedure, the SGMs that are computationally identified to deliver
best mechanical enhancement can be designed and then tested experimentally.
As mentioned previously, the purpose of this part of the project was to stream-
line the original procedure (APP-Orig) for making composite samples reported in
Chapters 3 and 4, to generate computationally economical approaches to model
and test these composites. To this end, two new approaches were proposed:
APP-LC1 and APP-LC2 (where LC corresponds with ‘low cost’). The purpose
in developing these new low-cost approaches (APP-LC1 and APP-LC2) was to
generate and test surface-grafted composites in a computationally cheaper and
faster way. In molecular modelling, the outcomes of MD simulations obtained
from the composite samples generated via cheaper approaches may or may not
be reliable. This reliability must be checked by comparing the MD simulation
outcomes obtained via the cheaper approaches to those obtained via the original
full-length procedure.
As already explained in Chapter 1, there are discrepancies between the simu-
lation and experimental set-ups, such as di↵erent time and length scales, cooling
rates, strain rates, etc. Therefore, the most important output of MD simulations
is not necessarily in the form of absolute values of properties, but rather in the
qualitative information. This fact may also apply to MD simulation strategies. It
should be ensured the reliability of approximate approaches, based on the trends
observed in the outcomes obtained from each approach studied. For testing the
new approaches (APP-LC1 and APP-LC2), di↵erent SGM design parameters in-
cluding the surface coverage (SC) of CF (i.e. the number density of SGMs grafted
on to the CF surface), the reactivity of the SGMs towards the polymer matrix,
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the architecture of the SGM (i.e. the relative connection point of the SGM to
the CF surface), the number of reactive sites on the SGM, and the e↵ect of the
number of samples considered in the determination of the averaged mechanical
properties were investigated.
Despite the availability of numerous studies of CF surface functionalisation
via the inclusion of small molecules to graft the CF surface, either experimentally
or via modelling approaches, no study so far has reported the testing of a large
number of SGMs for designing and optimising enhancement in the interphase in
CFRPs. To my best knowledge, this is the first study that aims to develop a
computational screening procedure, which is computationally cheap and fast for
such purposes.
5.2 Models and Simulation Methods
5.2.1 Basic Simulation Details
In this work the procedure detailed in Chapters 3 and 4 was used to generate
surface-grafted CFRPs. The all-atom DREIDING force-field (FF)466 was used to
calculate inter-atomic interactions in the composite samples. Periodic boundary
conditions (PBCs) were implemented in all the three principal directions. The
Nose´-Hoover thermostat611,612 and barostat611,616 were used to control the tem-
perature and pressure, respectively (unless otherwise stated). The cut-o↵ distance
for long-range potential energy (PE) non-bonded interactions was set to 12 A˚. The
contribution of long-range interactions were calculated via the tail correction and
the particle-particle-particle-mesh (PPPM) solver784. The time-step was set to 1
fs throughout this study. The MD simulations were performed using the open-
access LAMMPS simulation software package (lammps.sandia.gov)785 software.
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Figure 5.1: Surface grafting molecules (SGMs) studied in this project: a) LSGM,
b) MSGM, c) PSGM, and d) DMSGM. CF indicates the carbon fibre surface.
5.2.2 Structural Models and Partial Charge Calculations
In this chapter the same polymer model as detailed in Section 3.2 was used. The
partial atomic charge calculation procedure and the partial atomic charges for
each atoms in the EPON and DETDA molecules were provided in Section 3.2.2.
In Chapter 4 findings from four di↵erent CF surface models were summarised:
(i) the bare CF surface, (ii) the CF surface grafted with SGMs that were unreactive
with the polymer matrix, (iii) the CF surface grafted with matrix-reactive SGMs,
and (iv) the CF surface model that was grafted with the tert-butyloxycarbonyl
protected SGMs (BOC-SGMs). For the screening purposes, the CF surface models
(ii) and (iii) were used. In this work four di↵erent SGMs, namely LSGM, MSGM,
PSGM, and DMSGM, were considered and illustrated in Figure 5.1.
All the details for the initial structure generation and partial atomic charge
calculations were summarised in Section 3.2.2. The partial atomic charges for the
unreacted EPON and DETDA molecules were provided in Table 3.4. The atomic
labels for the LSGM that is the SGM studied in Chapter 4, were provided in
Figure 4.3 and the partial atomic charges for the LSGM were provided in Table
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Figure 5.2: Unique atomic sites in the (a) PSGM and (b) DMSGM (the same
atomic sites for the MSGM were used). Colour code: cyan, blue, red, and white
for carbon, nitrogen, oxygen and hydrogen atoms, respectively. The carbon atoms
surrounded by black circles are the connection sites to the carbon fibre (CF)
surface. These carbon atoms became C10 after the cross-linking process.
4.2. As for the new SGMs considered here (MSGM, PSGM, and DMSGM), the
labels for each atom in the MSGM, PSGM, and DMSGM were illustrated in Figure
5.2. The carbon atoms encircled with black circles have di↵erent charges than the
other carbon atoms labelled as C1 (see Section 4.2.1). For the CF substrate, the
same graphite substrate model as implemented in Section 4.2.1 was used.
5.2.3 Carbon Fibre Surface Functionalisation
For the functionalisation of the CF substrate surface the procedure reported in
Section 4.2.2 was followed. To distinguish between the two surface coverage values
for the LSGM case, the interface with higher LSGM coverage is denoted as LSGM-
HC. Also, the CF interface model grafted with the unreactive LSGM at the higher
LSGM coverage value, referred to as LSGM-HC-Unreact herein was investigated.
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Figure 5.3: (a) A representative snapshot (plan view) for the lateral spatial dis-
tribution of the attached surface grafting molecules (SGMs) on the carbon fibre
(CF) surface, (b) Side-view of the equilibrated liquid polymer mixture with func-
tionalised CF surface. Color code: silver, green, and pink for the CF atoms, SGM
atoms, and polymer atoms, respectively. (c) The representative reaction between
an SGM and a carbon atom of the EPON molecule.
Figure 5.3a) provides a snapshot of a typical functionalised graphite substrate.
5.2.4 Preparation of Composite Simulation Cell
After the functionalisation of the CF surface, the composite samples were gener-
ated following the procedure reported in Section 4.2.3.
5.2.5 In-situ Cross-linking of Liquid Precursor Mixture in
the Presence of Carbon Fibre
The cross-linking procedure detailed in Section 4.2.4, including use of similar
periodic cell dimensions was followed. All samples had a DOC of 78%.
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Once the samples had the desired DOC, the cross-linking procedure was ter-
minated. After this step, the samples were cooled down to 300 K, at which the
mechanical properties of the composite samples are measured. During this cooling
process, the atoms/molecules in the composite samples were allowed to relax and
get to the energetically favourable configurations. Please see Chapters 3 and 4 for
details about this cooling procedure.
5.2.6 Determination of Mechanical Properties
The composite samples were tested under tensile and shear deformation as well
as pull-out simulations following the procedure detailed in Section 4.2.5.
5.2.7 Low-cost Screening Approaches
For the purpose of developing a computationally more economical approach, the
e↵ect of approximating some steps in the original procedure (APP-Orig) was
investigated. To this end, two new approaches are proposed; APP-LC1 and APP-
LC2. The steps involved in the two approaches APP-LC1 and APP-LC2 were the
following. The first step is the grafting of the SGMs on to the CF surface. Once
surface-grafted CF substrate model was obtained, the liquid polymer mixture/CF
sample was generated and the equilibrium density was determined. These two
steps are common to both the APP-LC1 and APP-LC2 approaches. Next, the
equilibration of the liquid polymer mixture/CF sample was performed via SA.
In the APP-Orig and APP-LC1 approaches, five SA cycles were performed for
the relaxation of liquid epoxy samples. On the other hand, just two SA cycles
were carried out for APP-LC2. The equilibrated samples obtained at the con-
clusion of the SA procedure were used to generate cross-linked composites. This
step is necessary to form cross-linked composites, and so is common to all of the
three approaches. Following this, the composite samples were cooled from a high
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Table 5.1: Summary of the three computational approaches for generating cross-
linked composite samples. LC corresponds with ‘low cost’.
Simulation Step APP-Orig APP-LC1 APP-LC2
Number of SA Cycles 5 2 2
Isobaric Cooling YES YES NO
Further Equilibration NO NO YES
temperature, 600 K, to room temperature. In the original approach (APP-Orig)
the composite samples were cooled via this isobaric cooling simulation, while this
cooling step was neglected in the APP-LC2 approaches. To compensate for ne-
glecting the isobaric cooling in APP-LC2, a NVT -MD simulation was instead
performed at 300 K for 50 ps followed by a NpT -MD simulation at 300 K and
1 atm over 500 ps. After this, the composite samples were mechanically tested
following the original procedure (see Section 3.2.6 and Section 4.2.5). Table 5.1
summarises the di↵erences between the three approaches tested in this chapter.
5.3 Results
The partial atomic charges of the molecules were reported herein as well as the
results of the mechanical testing simulations.
5.3.1 Comparison of Simulation Timings
In the original procedure described in Chapter 4, several steps were involved in
developing and testing SGM-functionalised CF in CFRPs. In all steps 96 central
processing units (CPUs) were used. The first step was the grafting of the SGMs
on to the CF surface, which took 2 CPU hours. In the second step, a compos-
ite model, which comprised the surface-grafted CF substrate and liquid polymer
mixture was equilibrated. This simulation took 24 CPU hours. After obtaining
the sample at equilibrium density, the sample was then equilibrated via a sim-
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Table 5.2: Summary of the MD simulation cost for one composite sample, from
the attaching of SGMs on to the CF surface to the mechanical test (at a nominal
cost of using one CPU for one hour at $0.05 AUD.
Step Number of CPUs CPU time/h Total Cost/AUD
SGM grafting 96 2 9.6
Density equilibration 96 24 115.2
Simul. anneal. (per cycle) 96 24 115.2
Cross-linking process 96 48 230.4
Isobaric cooling 96 200 960.0
Relaxation 96 6 28.8
Tensile test 96 55 264.0
Shear test 96 1 4.8
Pull-out test 96 3 14.4
ulated annealing (SA) procedure and each SA cycle took 24 CPU hours. Once
the SA protocol was terminated (typically after five SA cycles), the cross-linking
procedure was initiated. This cross-linking step took 48 CPU hours. Next, an iso-
baric cooling protocol was applied to cool the cross-linked sample, for the purpose
of subsequent mechanical testing. The cooling procedure took 200 CPU hours.
Following this step, the composite samples were mechanically tested. The tensile
and shear deformation tests took 55 CPU hours and 1 CPU hour, respectively.
Since a strain rate three orders of magnitude smaller was implemented in the
shear simulations compared with the tensile simulations, the required CPU time
for the shear simulations resulted in shorter. Also, the fibre pull-out simulations
took 3 CPU hours. The computational cost for all mechanical tests reported here
corresponds with the deformation of the sample in only one direction. Table 5.2
provides a summary of all of the costs involved in the procedure.
The total computational cost and time to test one SGM resulted in $2194 AUD
and 457 hours only for one sample using the original procedure (APP-Orig). These
cost and time values for the APP-LC1 and APP-LC2 were $1262 and 263 hours,
and $917 and 191 hours, respectively. Based on these data, the factor of speeding
for the APP-LC1 and APP-LC2 approaches resulted in ⇠1.7 and ⇠2.4 for one
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sample. If multiple samples require testing, the total cost must be multiplied
by the number of samples. In the APP-Orig the mechanical properties were
averaged over three independently-generated samples. With the consideration of
three samples the factor of speeding improved to ⇠5.2 and ⇠7.2 for the APP-LC1
and APP-LC2 approaches, respectively.
The comparison between the computational cost and the experimental cost
reveals the balance of using MD simulations for testing CFRPs versus use of ex-
perimental approaches. However, in addition to the advantageous outcomes of MD
simulations, MD simulations can also provide unprecedented molecular-level in-
sights into the structure of the interphase, which is not achievable via experiments
alone. For instance, the behaviour of the SGMs under the pull-out deformation in
CFRPs cannot be directly observed via any experimental technique, but can be
predicted by the use of MD. This understanding of the behaviours of molecules in
the composite at the atomistic level may enable the production of the composites
with superior properties, which can meet desired performance criteria.
5.3.2 Partial Atomic Charge Calculations
The partial atomic charges for EPON and DETDA are provided in Table 3.4 and
for the LSGM in Table 3.4). The partial atomic charges for the other SGMs,
PSGM, MSGM, and DMSGM, are provided in Table 5.3.
As previously stated in Chapters 3 and 4, the atoms participating in a chemical
reaction can possess di↵erent charges due to the change in the chemical environ-
ment. The updated charges for the reacted atoms of the EPON and DETDA
were reported in Table 3.5. Similarly, the updated charges for the LSGM were
provided in Table 4.3. Table 5.4 provides these updated partial charges for MSGM,
DMSGM, and PSGM after the cross-linking reaction.
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Table 5.3: Partial atomic charges for the DMSGM, PSGM, and DMSGM. The
atom types correspond to the labels in Figure 5.2.
Atom type DMSGM PSGM and MSGM
C1 -0.0910 -0.0947
C10 0.0328 0.0185
C2 -0.0520 -0.0456
C3 0.4832 0.4838
C4 -0.0224 -0.0206
N1 -0.5862 -0.5807
N2 -0.6204 -0.6656
O1 -0.4901 -0.4968
O2 -0.4814 -0.4951
H1 0.1238 0.1132
H2 0.2485 0.2506
H3 0.1293 0.1312
Table 5.4: Partial atomic charges (in esu) of the reactive sites of the EPON and the
MSGM, DMSGM and PSGM before and after the cross-linking reaction. Partial
atomic charges after primary and secondary reactions are reported.
Unreacted Primary Secondary
EPON-MSGM/PSGM
C(EPON) -0.3576 -0.1895 -0.1638
N(SGM) -0.6656 -0.4055 -0.2426
EPON-DMSGM
C(EPON) -0.3576 -0.1691 -0.1619
N(SGM) -0.6204 -0.4263 -0.2464
5.3.3 Pull-out Simulations
In the pull-out simulations the composite samples generated via the APP-Orig and
the two new approaches, the APP-LC1 and APP-LC2 were tested at 300 K. The
purpose was to compare the pull-out simulation results for di↵erent CF surface
models to observe the trend between the results generated by each approach.
5.3.3.1 E↵ect of Surface Coverage
The pull-out simulations generated for the two CF interface models, which were
grafted with the LSGM and LSGM-HC, were provided in Figure 5.4.
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Since a greater number of SGMs are covalently attached to the polymer ma-
trix in the LSGM-HC case, it is expected that the total potential energy (PE)
change for the HC surface will be higher than that for the LSGM case (see Section
4.3.6)640. These data show that the trend between the LSGM and LSGM-HC was
the same for all approaches, although the absolute values are di↵erent. These
results indicate that the most economical approach (APP-LC2) yielded reliable
trends for generating and testing composites with two di↵erent SC values.
5.3.3.2 E↵ect of Reactivity of Surface Grafting Molecules
In Chapter 4 it was shown that switching o↵ the SGM-matrix reactivity in the
composite model led to a decrease in the total PE change in the sample during the
pull-out simulation, which in turn, resulted in a lower interfacial shear stress (ISS).
The total PE change for the LSGM-HC and LSGM-HC-Unreact models is reported
as a function of CF displacement in Figure 5.5. The pull-out simulation results
revealed that all three approaches yielded the same trend between the LSGM-
HC and LSGM-HC-Unreact models. Based on these results, the least expensive
approach, APP-LC2 can e↵ectively capture the e↵ect of SGM reactivity on trends
in ISS.
5.3.3.3 E↵ect of Surface Grafting Molecule Architecture Type
The architecture of the SGM grafted on to the CF surface may be an important
factor in delivering mechanical enhancement to the composite. In Figure 5.6 the
total PE change is reported as a function of CF displacement for two SGMs with
di↵erent architectures, PSGM and MSGM. The three computational approaches
yielded the same trend in PE change between these two SGM types. These re-
sults suggest that APP-LC2 can capture di↵erences in ISS as a function of SGM
architecture.
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Figure 5.4: Total potential energy (PE) change as a function of the carbon fibre
(CF) substrate lateral displacement averaged over three samples for the models
LSGM and LSGM-HC for (a) APP-Orig, (b) APP-LC1, and (c) APP-LC2.
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Figure 5.5: Total potential energy (PE) change as a function of the CF substrate
lateral displacement averaged over three samples for the models LSGM-HC and
LSGM-HC-Unreact for (a) APP-Orig, (b) APP-LC, and (c) APP-LC2.
238
Figure 5.6: Total potential energy (PE) change as a function of the carbon fibre
(CF) substrate lateral displacement averaged over three samples for the models
MSGM, DMSGM, and PSGM for (a) APP-Orig, (b) APP-LC1, and (c) APP-LC2.
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In addition to the di↵erences between the meta- and para-substitution posi-
tions on the SGM, it is also possible to increase the number of reactive chains
connected to the same SGM. To investigate how the number of reactive nitrogen
sites per SGM a↵ects the ISS for the composites, two SGMs were tested: the
single-chain MSGM and the double-chain DMSGM. Increasing the number of re-
active sites per SGM may lead to increased interfacial interactions, however; this
increase may not happen in a linear fashion with the number of reactive sites per
SGM (see Section 4.3.6).
Figure 5.6 provides the total PE change for the MSGM and DMSGM models
as a function of CF pullout displacement. Similar to the previous results, it can
be concluded that using any of the three approaches resulted in the same ordering
of the ISS for the MSGM and DMSGM. It is again emphasised that the absolute
values may well be di↵erent across the three approaches, but this did not a↵ect
the trend, which was of chiefly importance. Therefore, the APP-LC2 approach
can be used for determining trends in CFRPs, where the CF substrate was grafted
with SGMs with di↵erent architectures.
5.3.3.4 E↵ect of Number of Samples
So far, the new approaches were tested for three independently-generated samples
for each SGM type and surface model. Next, The consistency in the pull-out sim-
ulation results generated using each of the three samples of a same type of SGM
was checked. The total PE change was calculated as a function of CF displace-
ment for the LSGM-HC model for the three independently-generated samples and
instead of averaging the results over the three samples, the individual results were
shown in Figure 5.7. This comparison showed that each sample yielded the same
trend for each computation. Based on these findings, for the purposes of screen-
ing, one sample should be su cient to capture trends in pull-out simulations via
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use of the APP-LC2.
5.3.4 Shear and Tensile Stress-Strain Curves
The shear SSCs for the three SGMs: the PSGM, MSGM, and DMSGM, deter-
mined over one sample only are reported in Figure 5.8. These data reveal that the
SGM architecture did not appreciably influence the shear response of the compos-
ite samples. A similar result was obtained from all three approaches: therefore,
the APP-LC2 can e↵ectively recover the trends in the shear properties of the
CFRPs for screening purposes.
In a similar vein, the tensile SSCs were also predicted and compared, in this
case for the LSGM-HC-Unreact and LSGM-HC interface models using data from
a single sample, as provided in Figure 5.9. These data suggest that all three
approaches yielded the same order in tensile response for the LSGM-HC-Unreact
and LSGM-HC models. As concluded for the shear simulations, APP-LC2 can
recover the tensile response of the composites with an interface grafted with either
reactive or unreactive SGMs.
Similarly, in addition to the e↵ect of the reactivity of SGM on tensile re-
sponse of the composites, the mechanical response of the three SGMs, namely the
DMSGM, MSGM, and PSGM were also tested under tensile deformation. Figure
5.10 provides these data. The data suggest that the SGM reactivity and the SGM
architecture type did not influence the tensile response of the composites (at least
for the SGMs investigated in this part of the project).
5.4 Discussion
In summary, the di↵erences between the three approaches (i.e. the original one
developed in Chapter 3 and 4, and the new two approaches that are modified
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Figure 5.7: Total potential energy (PE) change as a function of the carbon fibre
(CF) substrate lateral displacement determined for a single sample for the models
LSGM-HC for each approach for the three independently-generated samples, (a)
sample 1, (b) sample 2, and (c) sample 3.
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Figure 5.8: Shear stress-strain curves (SSCs) determined for a single sample for
the PSGMs, MSGMs, and DMSGMs for (a) APP-Orig, (b) APP-LC1, and (c)
APP-LC2.
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Figure 5.9: Tensile stress-strain curves (SSCs) determined for a single sample for
the LSGM-HC-Unreact and LSG-HC models for (a) APP-Orig, (b) APP-LC1,
and (c) APP-LC2.
244
Figure 5.10: Tensile stress-strain curves (SSCs) determined for a single sample for
the DMSGM, MSGM, and PSGM models for (a) APP-Orig, (b) APP-LC1, and
(c) APP-LC2.
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versions of the APP-Orig) arise from the number of equilibration step via the
SA procedure and the isobaric cooling of the samples. Also, a further relaxation
steps was involved for the APP-LC1 and APP-LC2. The details of each step in the
generation of composite samples are provided in Section 5.2. The data obtained
from the MD simulations reveal that APP-LC2 yielded an acceptable compromise
between computational cost and recovery of trends in mechanical properties. The
factor of speed-up gained by use of APP-LC2 was 2.4. Therefore, with the use
of APP-LC2 2.4 SGMs can be designed and tested, instead of just one, for the
purpose of obtaining mechanical response of CFRPs.
Apart from the changes in the number of SA cycles and the isobaric cooling
step, the ability to recover trends from simulations has also been tested using a
single sample. The results suggest that one single sample was su cient to recover
the mechanical response of the CFRPs that had interface decorated with di↵erent
SGMs. These two savings taken together lead to a very promising factor of speed-
up, around 7.2. This value is a very promising factor of speed-up in investigating
the mechanical enhancement conferred by SGMs for the purpose of discovering
SGMs that will be best-performed.
5.5 Conclusions
In summary, the computational procedure for generating and testing CFRPs with
the CF surface grafted with SGMs originally detailed in Chapter 4 has been
streamlined for the purpose of screening a large number of SGMs. To achieve
this, two computationally economical approaches were developed. The systematic
and reliable computational procedure provides an important tool to test di↵erent
SGMs for CFRPs prior to labour-intensive tests of synthesizing and testing the
composites experimentally. However, it is emphasised here that while APP-LC2
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is the most economical approach for screening purposes, it is not necessarily for
obtaining high-quality outcomes.
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Chapter 6
Study of Dispersion and Surface
Functionalisation of Graphene
Nanoplatelets in Graphene
Nanoplatelet-Reinforced Epoxy
Composites
6.1 Introduction
In Chapters 4 and 5 the use of carbon fibre (CF) was introduced as a reinforcing
material in studying carbon fibre reinforced polymer composites (CFRPs). As an
alternative to CF, graphene has shown much promise as a reinforcing material that
can also be used in polymer matrices786–791. Graphene reinforcement can deliver
superior mechanical strength, due to its exceptional properties, such as high tensile
stress, fracture toughness, high surface to volume ratio, high strength and modulus
value, and high aspect ratio311,792–794. Previous experimental studies have revealed
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that the mechanical enhancement generated by the introduction of graphene into
a polymer matrix can be superior to that conferred by the addition of other
carbon-based reinforcing agents including carbon nanotubes (CNTs)400,795.
Recent experiments have made it possible to exfoliate graphene796 (e.g. a few
atomic layers, and even a single layer) from di↵erent sources, such as graphite to
produce nano-scale graphene platelets, herein referred to as graphene nanoplatelets
(GNPs). A number of groups have focused on developing advanced exfolia-
tion techniques for this purpose797–805. Examples of these exfoliation techniques
are mechanical exfoliation796,806, liquid-phase exfoliation807,808, exfoliation via mi-
crowave irradiation799,809, and others807. For instance, Matsumoto et al.799 pro-
duced single graphene layers by use of molecularly-engineered ionic liquids com-
bined with microwave irradiation, as illustrated in Figure 6.1.
Figure 6.1: Transmission electron microscopy (TEM) micrograph of an exfoliated
graphene sheet. Adapted with permission from Matsumoto et al 799. Copyright
(2017) Macmillan Publishers Ltd.: Nature.
This advancement in graphene-based technology has opened considerable op-
portunities for the composite community to exploit this material in producing
composites with superior thermo-mechanical properties. As previously mentioned,
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these exfoliated GNPs can be dispersed in a given polymer matrix to produce
graphene nanoplatelet-reinforced epoxy composites (GRPCs) and several previ-
ous studies and reviews on GRPCs have been reported to date400–418,810. Most
of this studies reported an increase in Young’s modulus values with the addition
of GNPs into the polymer matrix. For example, Eksik et al.811 experimentally
studied GRPCs with the GNP loading of 0.1-0.8 wt% in an epoxy matrix sys-
tem comprising cardolite NC-514/isophorone diamine. These authors tested their
composite samples under tensile deformation and their results revealed an increase
in Young’s modulus up to a GNP loading of 0.5 wt%, up to around 1.7 GPa. Be-
yond this loading of GNP, up to the maximum loading studied in this study, the
mechanical enhancement did not change with the increase in GNP loading. In
a similar study, King et al.759 studied GRPCs based on the EPON862-DETDA
(diethyltoluenediamine) epoxy system reinforced with GNPs. The Young’s mod-
ulus values of this composite increased from 2.80 to 3.35 GPa with the addition
of GNPs, in the loading range from 1 to 6 wt% (which corresponds to 0.6 to 3.7
vol%).
Apart from the loading of GNP into polymer matrix, other factors such as
the GNP size can be important in understanding the e↵ects of the GNPs on
the resulting thermo-mechanical properties of the composite. Wang et al.407, for
instance, investigated the e↵ect of GNP size on the thermo-mechanical properties
of epoxy-based composites. These authors reported that larger GNPs in terms of
average diameter (⇠5µm) slightly improved the tensile strength of the composite
while the GNPs with smaller size (< 1µm) led to lower tensile strength values at a
GNP loading of 1-5 wt%. Moreover, both GNP sizes contributed positively to the
tensile modulus values, where the enhancement conferred by the larger size GNPs
was statistically shown to be better than that conferred by the smaller GNPs.
Despite the outstanding properties of graphene and the mechanical reinforce-
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ment conferred by the graphene to polymer matrix, from a processing point of
view, the lack of strong interactions between the GNPs and polymer matrix may
pose a significant problem for use in GRPCs790,812. Put another way, one ob-
stacle to the wider use of GNPs in polymer composites is the chemically inert
surface of graphene, which requires a further treatment (chemical, electrochemi-
cal, etc.)790,812,813 to ensure strong interactions with a given polymer matrix (see
Section 1.3.2). This lack of interaction between the GNPs and the polymer matrix
is due possibly to the van der Waals (vdW) and ⇡-⇡ interactions between GNPs.
Moreover, the large surface area of GNPs makes the dispersion of GNPs generally
di cult in the polymer matrix and as a result of this poor dispersion, the GNPs
may tend to agglomerate in the composite. Briefly, this association-based like-like
interaction, between GNPs in the matrix may lead to weak dispersion in the poly-
mer and hence cause a decrease in mechanical response of the composite due to
sliding of the agglomerated graphene leaflets. For example, the inclusion of GNPs
in an epoxy polymer matrix might result in lower tensile strength and elongation
at breakage point, as reported in the work of Prolongo et al 814. Similarly, the ex-
perimental results of Tang et al.815 revealed that the dispersion quality of GNPs
in the epoxy polymer matrix had a greater influence over the tensile strength
compared with the Young’s modulus value of the composite, and this weakening
in tensile strength became more pronounced with increased GNP loading in the
epoxy polymer.
One promising solution to overcome the strong GNP-GNP interactions rela-
tive to polymer-GNP interactions, is to covalently or non-covalently functionalise
the GNP surface with the aim of preventing the strong ⇡-⇡ interactions between
GNP leaflets. Numerous recent studies have focused on the chemical alteration of
the GNP surface for this purpose399,813,816–832. Naebe et al.823, for instance, tested
the mechanical properties of surface-treated graphene via the Bingel reaction833,
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which led to formation of epoxide groups with the carboxylic acid groups on the
surface. These carboxylic acid groups enabled dispersion of these surface-treated
GNPs with a loading of 10 wt% in an epoxy matrix of bisphenol-F and epikure W.
These authors reported increases of ⇠15% and ⇠22% in the flexural strength
of the GNP-reinforced epoxy matrix for bare and surface-treated graphene, re-
spectively. In another related study, Zhang et al.824 functionalised the surface
of GNPs with polybenzimidazole for use in GRPCs. Their experimental results
showed that the surface grafting of GNPs enhanced the Young’s modulus of the
composite more than that resulting from addition of bare GNPs, within the GNP
loading range of a maximum of 0.5 wt%. Similarly, Zaman et al.817 studied the
mechanical properties of epoxy-based GRPCs including bare and functionalised
GNPs with a diameter of 50 nm. These authors grafted the surface of the GNPs
with 4,4’–methylene diphenyl diisocyanate molecules. Controversially, the results
reported by these authors revealed that up to a GNP loading of 3 wt%, the use
of the bare GNPs in the GRPC yielded a higher Young’s modulus than that
generated with the functionalised GNPs. Beyond this GNP loading, the ranking
in Young’s modulus values for the bare and surface functionalised GNP systems
swapped. This was ascribed to the greater decrease in Young’s modulus as a func-
tion of GNP loading in the bare GRPC compared to the corresponding decrease
in the surface functionalised GRPC. These authors also reported that the ten-
sile strength of their composites continuously decreased with increasing in GNP
loading, in composites with both the bare and functionalised GNPs.
GRPCs can be useful not only because of their high modulus values, but also
because of their thermal properties. For example, in terms of flammability, the
thermal conductivity of a structural material might be a very important property
in evaluating the reliability of the same material834,835. Regarding the thermal
conductivity (), several previous experimental studies have reported thermal con-
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ductivity values for GRPCs407,818,836–843. For instance, Olowojoba et al.842 studied
the thermal conductivity as a function of GNP loading at di↵erent temperatures
in reduced graphene oxide-reinforced epoxy polymer, composed of DGEBA and
HE600. To explain, graphene oxide is a monolayer graphene with some small
oxygen-containing functional groups chemically attached on the GNP surface, see
Section 1.2.2). These authors revealed a continuously increasing trend in ther-
mal conductivity with the increase in the loading of reduced graphene oxide, as
illustrated in Figure 6.2.
Figure 6.2: Thermal conductivity () values for the neat epoxy and composites
with di↵erent loading of graphene-oxide at di↵erent temperatures. Reproduced
with permission from Olowojoba et al 842. Copyright (2017) Springer.
In a related work, Lian et al.843 produced randomly dispersed and vertically
aligned graphene layers that were chemically connected to each other in an epoxy
polymer matrix for investigating thermal conductivity as a function of the rel-
ative graphene orientation in the polymer matrix, as illustrated in Figure 6.3.
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These authors revealed higher values of thermal conductivity when the graphene
layers were vertically oriented and connected to each other via chemical bonds,
compared with the sample, that contained randomly dispersed graphene layers
in the matrix, which were not covalently connected to each other. Moreover, the
preparation procedure for the GRPCs may a↵ect the ultimate properties of the
resultant composites. For example, Guo et al.837 showed in their experimental
work that the preparation procedure of composites may influence the ultimate
macroscopic properties of the composites. These authors revealed that the ball
milling method of the processing imparted higher thermal conductivity values to
the epoxy polymer composite when compared with that obtained via the soni-
cation method. This di↵erence was attributed to the better dispersion of GNPs
in the polymer matrix in the ball-milled samples, which in turn led to a higher
value of the thermal conductivity. In addition, similar to mechanical properties,
a change in the polymer matrix may a↵ect the composite’s thermal conductivity
value for a given graphene loading. Ma et al.844, for instance, tested a pure epoxy
polymer and a copolymer containing epoxide and carbazole groups as polymer
matrix for GRPCs. Their results revealed that the copolymer yielded a higher
thermal conductivity value than that of the pure epoxy polymer for a given re-
inforcing agent content within the range of up to 1 wt%. This enhancement in
thermal conductivity imparted by the copolymer was attributed to the strong ⇡-⇡
interactions between the GNPs and carbazole moieties in the copolymer.
As mentioned above for the determination of mechanical properties of GR-
PCs, non-covalent or covalent surface functionalisation of graphene may provide a
promising route to increase the thermal conductivity of composites399,818,831,838,841.
In a related study, Song et al.836 prepared epoxy composite samples includ-
ing those made by non-covalently functionalising GNPs with 1-pyrenebutyric
acid. These authors’ results showed that the non-chemically functionalised GNPs
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Figure 6.3: Schematic representation of (a) the vertically aligned chemically-
connected graphene layers, and (b) randomly dispersed graphene layers in
graphene-epoxy composites. The red arrows indicate the heat transfer path in
both composites. Adapted with permission from Lian et al 843. Copyright (2017)
American Chemical Society.
yielded a higher thermal conductivity values when compared to the graphene
oxide-epoxy composite. These authors attributed this enhancement in the thermal
conductivity to the interfacial interactions between the non-chemically function-
alised GNPs and polymer matrix. Similarly, Akhtar et al.831 measured the ther-
mal conductivity of composites composed of DGEBA-KH602 (an aliphatic amine)
and GNPs with a surface covalently grafted with o-phenyldiamine molecules. The
results of this work revealed a continuous increase in the thermal conductivity val-
ues of the composite as a function of the bare and functionalised GNP loading,
where the thermal conductivity values were consistently higher for the surface
functionalised GRPC compared to that of the bare GNP.
In summary, these experimental studies provide a more consistent picture for
thermal conductivity for the GRPCs, while the mechanical properties obtained
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via experiments for a similar system appeared at times to be drastically di↵erent.
This inconsistency might be attributed to many factors including the diameter
of GNP, the processing history of the composite sample and the degree of cross-
linking (DOC) of polymer sample (see Chapter 1). Despite the advancement in
experimental techniques regarding the study of the thermo-mechanical proprieties
of GRPCs, it is challenging to determine phenomena occurring at this level of
detail using experiments alone. To bridge this gap, molecular dynamics (MD)
simulations can be used as a complementary tool to gain insight on the molecular-
level phenomena.
Several previous studies reported use of MD simulations for the investigation
of epoxy polymers845,846, polymer composites with di↵erent reinforcing materials,
from graphene / CF56,390,515,594,640,780,847–860 and from other reinforcement mate-
rials such as clay platelets764,861–869. However, there is still a lack of knowledge
regarding how GRPCs confer enhanced GRPC properties at the atomistic level,
and to the author’s best knowledge, there are no available MD simulation studies
focused on GNPs in epoxy polymers for the investigation of mechanical properties
and thermal conductivities of such composites. It is worth noting at this point
that computationally studying a thermoset polymer, such as an epoxy polymer,
requires the use of a computational cross-linking procedure to create the cross-
linked epoxy network, as already mentioned in previous chapters.
Despite the fact that MD simulations have been extensively used for modelling
pure polymer materials, from thermoplastics870–875 to thermosets370,373,375,376,382,483,
the use of MD simulations for modelling carbon-based reinforced polymer compos-
ites is rare. To date, most (if not all) of the available MD simulations reported for
such composites847,848,852–854,857,859,860 were focused on thermoplastic-based com-
posites. For instance, Lv et al.848 investigated the interfacial bonding between
polyethylene and a surface functionalised graphene leaflet. These authors grafted
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the surface of the graphene leaflet with di↵erent functional groups (such as phenyl
and long alkane chains (e.g. the C6H13 group), and determined the interfacial in-
teraction energy as a function of the displacement of the graphene leaflet out of
the simulation cell. The authors reported the importance of the mechanical entan-
glement in improving the load transfer between the polymer and GNPs through
the surface functional groups. Unfortunately, these authors did not provide the
loading of the GNP in their simulation study. In a related study, Bacˇova´ et al.854
used MD simulations to study the e↵ect of edge functionalisation of graphene
dispersed (with a loading of 1.7 – 3.6 wt%) in a polyethylene and poly(ethylene
oxide) matrix. The graphene layer was edge-functionalised with hydrogen and
carboxylic acid. These authors reported that the inclusion of the edge function-
alised graphene leaflet regardless of whether the edge was grafted with hydrogen
atoms or carboxylic acid groups did not improve mechanical reinforcement com-
pared to the neat polymer samples , despite the structural changes in the polymer
chains around the GNP.
Moreover, Ding et al.847 tested a composite system comprising poly(vinyl al-
cohol) and GNPs with oxygenated surfaces (i.e. graphene oxide) under tensile
deformation using MD simulations. These authors investigated two di↵erent num-
bers of GNP leaflets, one and three, where both correspond with a GNP loading
of 3 vol%. These authors also reported that changing the composition of the
graphene oxide leaflet from C8H2O2 to C8H2.4O3 (where the size of the graphene
oxide leaflet was 60 A˚ ⇥ 32 A˚ for both the model) improved the Young’s modulus
value of the composite from 4.8 to 6.4 GPa. These results are interesting but still
need to be explained in detail. Also, the justification of the aspect ratio of the
graphene oxide leaflets was left unanswered. Similarly, Yi et al.853 investigated the
thermal conductivity of a GRPC based on poly(p-phenylene sulfide) with a GNP
loading of up to 30 wt%. These authors concluded that the loading of graphene
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oxide improved the thermal conductivity of the composite. However, this work
lacked key details of the modelling procedure. For instance, the initial size of the
graphene oxide used in this work was reported as 50 A˚ ⇥ 50 A˚ and the shape of
this graphene oxide sheet was a parallelogram. Unfortunately, the authors did not
report the final dimension of the composite simulation cell, which should be grater
than the diagonal length of the graphene oxide leaflet for preventing unrealistic
periodicity due to the periodic boundary conditions (PBCs) (see Section 2.3.5).
In the literature there are no available MD simulation studies on the mechanical
reinforcement and thermal conductivity of GRPCs based on thermoset polymer.
Here, the MD simulation results are reported to bridge this gap in the knowledge
and provide molecular-scale insight into thermoset-based GRPCs.
In this project, the modelling methodology introduced in Chapters 3-5 was
adapted, which was used for generating cross-linked epoxy resin networks and
CFRPs, to investigate how the dispersion of bare/functionalised GNPs in the
epoxy polymer matrix may change the mechanical properties and the thermal
conductivity of the composite. Interestingly, in most of the MD studies reported
for polymer composites847,848,852–854,857,859,860 the GNP was modelled in shape of a
square or rectangle, which might a↵ect results. Since experimental studies suggest
the shape of GNP as being disc-like876,877, the GNP model used in this chapter
was based on a single circular graphene layer with a diameter of 12 nm.
In this work two di↵erent composite models based on the dispersion of GNPs
in the polymer matrix were studied: stacked and dispersed models. In the stacked
model, five GNPs were stacked parallel to each other through their centres, while
in the dispersed model the five GNPs were dispersed randomly in the liquid poly-
mer mixture. In addition to the type of dispersion, composites were also inves-
tigated based on the functionalisation of the basal surfaces of the GNPs with
surface grafting molecules (SGMs) in both models, to understand how the pres-
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ence of these SGMs contribute to the mechanical enhancement as well as the
thermal conductivity. The SGMs grafted on to the GNP surfaces were also able
to form covalent cross-link bonds with the polymer matrix via the SGM amine
groups. The mechanical response of the samples was tested via tensile and shear
deformation tests. Moreover, the thermal conductivity of the composites was cal-
culated using the Green-Kubo approach via equilibrium MD simulations. To the
author’s best knowledge, the size of the composite samples is amongst the largest
of those currently reported using MD simulations and reported in the literature.
Also, this may be the first study that enables the formation of covalent cross-
link bonds between the SGMs grafted on to the GNPs and the epoxy polymer
on-the-fly in the generation of composite samples.
6.2 Computational Methodology
In this work four di↵erent composites were studied based on the GNP model.
The first is a stacked GNP model, in which five bare GNPs were stacked together,
denoted 1N5L. In the second model, five single bare GNPs were dispersed in the
polymer matrix, denoted 5N1L. In addition to these bare surface models, surface
functionalised GNP models were also investigated. In the third model, the two
exterior basal planes of the five GNP stacked model were chemically grafted with
SGMs, denoted as 1N5Lf. Similarly, in the fourth model, each basal surface of
each of the five GNPs was chemically grafted and these GNPs were dispersed in
the polymer matrix, denoted 5N1Lf. The GNP loadings in the bare (1N5L and
5N1L) and functionalised (1N5Lf and 5N1Lf) samples were 10.1 and 10.7 wt%,
respectively.
In this part of the project the procedure detailed in Sections 3.2 and 4.2 was
used to generate cross-linked composite samples. The basic simulation details
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were provided in Section 3.2.1.
6.2.1 Structural Models and Partial Charge Calculation
The EPON-DETDA epoxy polymer model detailed in Section 3.2.2 was used. As
for the SGM, the procedure provided in Section 4.2.1 was followed. The SGM used
in this part of the project is provided in Figure 6.4. The only di↵erence between
the SGM studied in this chapter and that investigated in Chapter 4 is the CF3
group that was connected to the meta-position with respect to the carbon atom
that was connected to the surface. This CF3 group was deliberately omitted from
the SGM used here.
Figure 6.4: Unique atomic sites on the surface grafting molecule (SGM) used to
functionalise the graphite nanoplatelets (GNPs).
In Chapters 4 and 5, the composites were based on the graphite substrate that
comprised three stacked graphene layers. This graphite substrate was e↵ectively
modelled as infinitely-long graphene substrate via the use of periodic boundary
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conditions (PBCs) in the MD simulations (see Section 2.3.5). However, as an
approximate model for a single layer of the GNP, a single layer of pristine graphene
in the shape of a disk with a diameter of 12.5 nm, comprising 5004 atoms was
used. The edge carbon atoms (178 atoms in total) of the graphene layer were
saturated with hydrogen atoms. Figure 6.5a) provides a snapshot of a single layer
GNP. Similarly, five-layer stacked GNP model was generated, where the interlayer
spacing between graphene layers was initially set to 3.348 A˚. In all cases, the bond
length between carbon atoms was initially set to 1.42 A˚. Figure 6.5b) illustrates
the five-layer thick GNP model.
The partial atomic charges of the edge carbon and hydrogen atoms on the
graphene layers were also estimated. Similar to the partial charge calculation
procedure detailed for the EPON, DETDA, and the SGMs in Sections 3.2.2 and
4.2.1, a single graphene layer was placed in a su ciently large simulation cell
(⇠400 A˚, cell side length) and calculated the partial atomic charges of the atoms
of this layer. Following this step, the partial atomic charges were averaged over
all the edge carbon and hydrogen atoms for the prediction of the averaged partial
atomic charges for the edge carbon and terminating hydrogen atoms.
6.2.2 Graphene Nanoplatelet Functionalisation
The in-situ dynamic cross-linking procedure, which was detailed in Section 3.2.5
and 4.2.2 was used to generate spatially-randomized surface functionalised GNPs
for use in the GRPC models. This procedure enabled the generation of the GNPs
with the basal surfaces grafted with SGMs (see Figure 6.5c) for an example). In
the case of single layer GNP model (5N1Lf) both of the two basal surfaces of the
GNP were available for chemical grafting. Similarly, in the case of surface grafted
five-layer stacked GNP model (1N5Lf), only the two outermost basal surfaces
were available to form chemical bonds with the SGMs (see Figure 6.5d) for an
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Figure 6.5: Snapshots of the basal plane (0001 plane of (a) a bare single-sheet
graphene nano-platelet (GNP), (b) a 5-layer thick bare GNP, (c) a functionalised
single-sheet GNP, and (d) a 5-layer thick functionalised GNP (Colour scheme:
green for inner carbon atoms, purple for edge carbon atoms, cyan for edge hydro-
gen atoms, red for the surface grafting molecules (SGMs) atoms).
example). The total number of reacted SGMs for the composite models that
included functionalised GNPs (5N1Lf and 1N5lf) was kept fixed. Each layer in
the 5N1Lf model was reacted with 10 SGMs per surface (this amounts in total
to 100 SGMs for 5 graphene layers, where each GNP has two surfaces). In the
1N5Lf model, each of the outer GNP surfaces was reacted with 50 SGM molecules
(this amounts in total to 100 SGMs, where there are only two outermost GNP
surfaces). To generate initial structures, the GNP (either single layer or a stacked
GNP) was placed in an orthorhombic periodic simulation cell with a dimension
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of 130.0 ⇥ 130.0 ⇥ 80 A˚3 (80 A˚ is the dimension normal to the GNP surfaces),
where both spaces in the direction normal to the surface were filled with 720 SGM
molecules. After this step, MD simulations in the canonical (NVT -MD) ensemble
were performed at 300K. Using the in-situ epoxy cross-linking procedure detailed
in 4.2.2, covalent cross-links between the any carbon atom on the GNP surfaces
and the phenyl hydrogen site para to the long chain of the SGM were dynamically
formed. During this process, all atoms were free to move in space. The grafting
of each GNP in the 5N1Lf model was performed separately, starting from scratch,
by distributing SGMs in each simulation cell randomly. After the desired SGM
surface coverage on the GNP surface was obtained, the process of the formation of
cross-link bonds was terminated. The excess hydrogen atoms and the unreacted
SGM molecules, which were detected by the in-house codes, were then deleted
Moreover, the partial atomic charges of the reacted carbon atoms of the SGMs
were updated.
6.2.3 Modelling of the Epoxy Polymer Matrix
To generate an epoxy polymer pre-cursor liquid, 6400 EPON and 3200 DETDA
were placed in a cubic simulation cell with the dimension of 900 ⇥ 900 ⇥ 900 A˚3.
This simulation cell was prepared and equilibrated following the strategy detailed
in Section 3.2.4.
6.2.4 Modelling of the Graphene Nanoplatelet-Reinforced
Epoxy Composites
After the surface functionalisation of the GNPs, composite samples comprising
of the bare/functionalised GNPs and a liquid polymer pre-cursor mixture were
generated. To accomplish this, 6400 EPON, 3200 DETDA and the GNPs were
randomly placed in a simulation cell. All the initial simulation cells had the
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dimension of 900 ⇥ 900 ⇥ 900 A˚3. Initial simulation cells were deliberately pre-
pared at low density to avoid undesirable atomic overlaps. The 5N1L and 5N1Lf
models comprise five bare GNPs and five functionalised GNPs, as illustrated in
Figures 6.5a) and 6.5c), respectively. The 1N5L and 1N5Lf models comprised five
bare stacked GNPs and a five functionalised stacked GNPs, as provided in Figures
6.5b) and 6.5d), respectively. The composite samples including the liquid polymer
pre-cursor mixture were then equilibrated to obtain the equilibrium density at 500
K, which was the cross-linking temperature, following the procedure reported in
Section 3.2.3.
Once the samples reached their equilibrium density, these samples were then
subjected to the simulated annealing (SA) procedure as detailed in Section 3.2.4.
After the structural equilibration of the composite samples via the SA procedure,
the root mean square displacement (RMSD) (see Section 2.3.8) of each GNP
was then calculated at 500 K for all composite models. In these calculations,
the centre-of-mass (COM) of each GNP was determined and the movement of
this GNP was monitored over time in the simulation cell. To achieve this, the
trajectories that were generated at every 1 ps simulation time over the period of
1 ns using NVT -MD simulations were used, which correspond to 1000 frames for
each model.
6.2.5 In-situ Cross-linking of the Graphene Nanoplatelet-
Reinforced Epoxy Composites
Once a well-equilibrated GNP-liquid polymer pre-cursor structure was obtained,
the in-situ cross-linking procedure was then applied to generate cross-linked GR-
PCs, as detailed in Section 4.2.5. This cross-linking procedure enabled the for-
mation of the cross-links not only between the EPON and DETDA molecules,
but also between the EPON and SGM molecules for the models with surface
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functionalised GNPs (1N5Lf and 5N1Lf).
6.2.6 Determination of Mechanical Response and Thermal
Conductivity of Graphene Nanoplatelet-Reinforced
Epoxy Composites
Once the pure epoxy matrix and cross-linked composite samples were generated,
the samples were equilibrated at 300K via NVT -MD and NpT -MD simulations
over 50 ps and 500 ps, respectively, prior to the MD simulations for the prediction
of mechanical properties and thermal conductivity. The size of the neat epoxy
matrix and the composite samples resulted in a cubic cell length of 154.6 A˚ and
158.0 ± 0.3, respectively, at the conclusion of the 500 ps NpT -MD simulation.
After this relaxation, the pure epoxy matrix and composite samples were mechan-
ically tested under tensile and shear deformation following the procedure detailed
in Section 4.2.6.
In addition to the mechanical response of the composite samples, the thermal
conductivity, , values were also predicted via the Green-Kubo approach (see
Section 2.4.1). To achieve this, a NVE -MD simulations were run over 1.5 ns
to determine thermal conductivity values along each principal direction. The
thermal conductivity values were averaged over every 2 ps and then used to plot
the thermal conductivity values as a function of the simulation time. The standard
deviation values for the thermal conductivity were determined over the last 0.2
ns of the MD simulations for the pure epoxy polymer matrix and each of the
composite models. The thermal conductivity was calculated over each principal
axis direction and as an average over these three directions to verify that the heat
flux in the samples converged to give stable thermal conductivity values.
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6.3 Results and Discussions
6.3.1 Partial Atomic Charge Calculations
The partial atomic charges for the unreacted EPON and DETDA molecules were
reported in Table 3.4. For the unreacted SGMmolecule, the partial atomic charges
over all the atomic sites following the ‘isolated’ model (calculated over one single
molecule) reported in Section 3.2.2 were determined. The full set of partial atomic
charges for the SGM molecule are provided in Table 6.1.
Table 6.1: Partial atomic charges (in esu) calculated using the ‘isolated’ model
for the atoms of the surface grafting molecule (SGM) studied in this chapter. The
atomic labels refer to Figure 6.4.
Atom type Charge
C1 -0.0629
C2 -0.0215
H1 0.1046
H2 0.1222
H3 0.2429
O1 -0.5049
N1 -0.5326
N2 -0.6693
As for the GNP, the results yielded partial atomic charges equal to -0.1149e and
0.1149e for the edge carbon and hydrogen atoms of the GNP, respectively. The
partial atomic charges of the interior carbon atoms of the GNP were set to zero.
In addition, the partial atomic charges of the atoms participating the reaction
between the SGMs and EPON molecules were calculated. Following the strategy
detailed in Section 4.2.1, only the partial atomic charges of the reacted carbon
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atom of the EPON molecules and the reacted nitrogen atom of the SGMs were
updated, and provided in Table 6.2. Since the nitrogen atom of the SGM can react
with two di↵erent EPON molecules, the partial atomic charges of these atoms were
also estimated for the secondary amine reaction, too. The updated partial atomic
charges for the reacted EPON and DETDA molecules were previously reported
in Section 3.3.1.
Table 6.2: Partial atomic charges (in esu) calculated using the ‘isolated’ approach
for the reacted carbon and nitrogen atoms of the EPON and surface grafting
molecule (SGM), respectively, for the primary and secondary amine reactions.
Atom Primary Amine Secondary Amine
C(EPON) -0.1464 -0.1857
N(SGM) -0.5015 -0.2572
6.3.2 Equilibration of the Neat Epoxy Matrix and Com-
posite Samples
At the completion of the density equilibration step, the resultant neat epoxy liquid
pre-cursor and the composite (liquid pre-cursor mixture + GNPs) samples had
cell dimensions of 163.6 A˚ and 166.30 ± 0.3 A˚, respectively. The samples were
then equilibrated via the SA procedure. Figure 6.6 provides a snapshot for each
model at the end of the SA protocol.
During the SA procedure it was observed that two GNPs aggregated to form
a bi-stacked structure in the 5N1L and 5N1Lf models. The distances between
the stacked GNPs was very comparable for both models. This will merit further
investigation. Despite the use of a di↵erent polymer matrix, a similar aggregation
of bare graphene flakes was reported by Lu et al 600. These authors observed an
aggregation of GNPs for their polyethylene based composite samples for a GNP
loading value of 10.7 wt% in their MD simulations.
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Figure 6.6: Representative snapshots of the models for a 1⇥1 simulation cell of
(a) 5N1L, and (b) 5N1Lf. 2⇥2 super-cell snapshots for the models (c) 5N1L,
and (d) 5N1Lf, (e) 1N5L, and (f) 1N5Lf obtained at the end of the simulated
annealing (SA) procedure Colour code: red, blue and green for the inner carbon
atoms, edge carbon atoms, and hydrogen atoms of the graphene nanoplatelet
(GNP), respectively. The surface grafting molecules (SGMs) are shown in yellow.
The grey area represents the polymer matrix. The black solid lines in a) and b)
represent the simulation cell boundaries.
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It was also verified whether the five-layer stacked models (1N5L and 1N5Lf)
were susceptible to exfoliation during the SA process. The simulations revealed
no such exfoliation regardless of whether the GNP surface was bare or function-
alised. This observation may be attributed to the strong ⇡-⇡ interactions between
GNPs, which hold the GNPs spatially close to each other. However, controversial
results have been recently reported by Suter et al 764,878. These authors investi-
gated the poly(vinyl alcohol) and clay composite (with a dimension of 98 ⇥ 104
A˚2) system and observed an intercalation of poly(vinyl alcohol) polymer chains
into the gallery spacing of stacked clay platelets. The di↵erences between the MD
simulation performed in this project and Suter et al.764,878 might be attributed
to the relatively higher mobility of thermoplastic poly(vinyl alcohol) chains com-
pared to the epoxy system, as well as the distinct interactions between the clay
tactoids compared with the interactions between GNP leaflets. Moreover, the ini-
tial spacing between each clay sheet in the work of Suter et al.764 was 9.5 A˚, which
was almost triple of the distance between each GNP (that is 3.348 A˚) in the MD
simulations. This larger spacing between the clay tactoids might have facilitated
the intercalation of the poly(vinyl alcohol) chains between the clay tactoids.
Another observation taken from MD simulations of the clay-thermoplastic
composite system (where the dimension of the clay platelets was 16 ⇥ 16 A˚2)
reported by Pandey and Farmer866 was that the chain length was an important
factor in the intercalation property of the polymer. These authors suggested
that intercalation became easier when the polymer chains were shorter (or lower
molecular weight), which was due to smaller values of fluctuations in the radius of
gyration of the shorter chains compared with the longer chains. Comparing the
outcomes of Pandey and Farmer866 to the findings reported here, it is suggested
that although the EPON and DETDA are low molecular weight molecules, they
were not able to intercalate between the GNP leaflets, which might indicate that
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unlike the clay platelets in the GRPCs the strong ⇡-⇡ interactions between GNP
leaflets dominates, and the molecular weight of the molecules might not play a
dominant role.
Moreover, Lu et al.600 underlined that the graphene flake size used in MD sim-
ulations is important in terms of reliability of the model. These authors claimed
that the minimal flake radius should be at last ⇠2.0 nm in order to observe the
e↵ect of the presence of GNPs on the macroscopic properties. In the MD sim-
ulations, the radius of the GNPs investigated here is 6.75 nm, which is greater
than the largest graphene flake model (with a radius of around 4 nm) that was
studied by Lu et al.600. In another study, Pandey et al.864 reported MD simu-
lation results regarding the e↵ect of clay platelet size on the exfoliation. They
concluded that tactoid exfoliation became less likely with an increase in platelet
size. In other words, for an e↵ective exfoliation, smaller platelets are favoured.
This might explain why any exfoliation was not observed in this chapter, due to
relatively bigger size of the GNPs used in the MD simulations.
Another important issue in the aggregation or exfoliation of the GNP leaflets
may be the loading of the GNPs in the polymer matrix. For instance, in the bare
surface composites (1N5L and 5N1L) the loading of the GNP was 10.1 wt% (with
10.7 wt% in the surface functionalised models), which is much higher than the
optimum experimental GNP loading in the epoxy composites411,412. This optimum
GNP loading can be di↵erent for di↵erent polymer matrices, and furthermore
there are more factors that can influence to determine this optimum GNP loading
in composites. However, there are also some experimental877 and simulation853
studies, where higher GNP loadings were used in the polymer matrices than the
GNP loadings used in the MD simulations in this chapter while the GNP loading
used in this chapter could be decreased in the simulations, this would come at
the expense of computational resources, because larger simulation cells with more
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liquid polymer mixture would be required to model smaller loadings. Actually,
it is worth mentioning again that the size of the simulation cells used here is of
the largest studied via MD simulations compared with the studies reported in the
literature.
Another important factor regarding the exfoliation or aggregation of GNPs
in the polymer matrix is that longer MD simulations or advanced configuration
sampling approaches might be required so as to observe exfoliation/aggregation.
The study of Suter et al.764, for instance, reported that the outer clay tactoids
of their clay model dispersed in poly(vinyl alcohol) separated after around 12
ns. Since this project is chiefly interested in thermo-mechanical properties of the
GRPCs, these phenomena were investigated as reported herein.
6.3.3 Mobility of Graphene Nanoplatelets in Liquid Pre-
cursor
Prior to the formation of cross-links between the EPON and DETDA molecules
(also between the EPON and SGM for the functionalised surface models, 1N5Lf
and 5N1Lf), it was investigated how the dispersion type and surface functional-
isation of the GNPs a↵ected the movement of the GNPs in the liquid polymer
mixture. To achieve this, the RMSD values of the GNPs in the liquid polymer
precursor mixture were calculated as a function of MD simulation time at 500 K
for all models, as provided in Figure 6.7.
If the RMSD of the stacked GNPs in the 1N5L model is compared to the RMSD
of the dispersed GNPs in the model 5N1L, it can be seen that the RMSD of the
GNPs in the 1N5L model was slightly higher (but not remarkably higher), which
may be attributed to the fact that in the 1N5L model the GNPs are located closer
to each other. The strong interactions between the GNPs in the 1N5L model might
have facilitated the movement of the GNPs. In addition, the e↵ect of the surface
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Figure 6.7: Root-mean square displacement (RMSD) of the graphene nanoplate-
lets (GNPs) predicted as an average over all five graphene nanoplate-lets (GNPs)
as a function of simulation time for each composite model.
functionalisation of the GNPs on the RMSD values of the GNPs was investigated.
For this purpose, the RMSD values of the GNPs in the functionalised models
(1N5Lf and 5N1Lf) were compared to the RMSD values of the bare surface models
(1N5L and 5N1L). This comparison revealed that the surface functionalisation of
the GNPs with the SGMs decreased the RMSD of the GNPs, regardless whether
they were in the stacked or dispersed model. This decrease in the RMSD is
also important, because the smaller value of the RMSD of these GNPs might be
considered as an indicator of the ease of dispersion of the GNPs in the liquid
epoxy pre-cursor mixture, because this might hinder aggregation of the GNPs.
However, the relatively short timescale of these preliminary simulations (1 ns)
indicated no appreciable spatial translation of the GNPs for all models, and better
understanding, therefore, requires longer MD simulations or more sophisticated
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MD simulation approaches.
6.3.4 Mechanical Properties of GRPCs
The size of the GNPs used in the composites in the MD simulations is an impor-
tant factor in obtaining reliable macroscopic properties. For example, as already
mentioned in Section 6.3.2, Lu et al.600 claimed that the mechanical enhance-
ment due to the introduction of graphene reinforcement into the polymer matrix
becomes more pronounced with an increase in size of the reinforcement. These
authors concluded that the size of the GNPs should not be less than ⇠2.0 nm
in order to observe e↵ects of the reinforcing agent on the mechanical properties
of the composites. It is reiterated here that the size of the GNP model studied
in this project is 6.75 nm in radius, which should be large enough to predict the
mechanical properties of the composites reliably.
Below, the tensile deformation simulation results are reported. The tensile
SSCs both for the pure epoxy matrix and for the four composite models were
predicted at 300 K and averaged over three principal axes, as provided in Figure
6.8a). A zoomed-in detail of the tensile SSC along with the fit lines up to 0.5%
of strain was also provided in Figure 6.8b). In addition, Figures 6.9a-c) provide
the tensile SSCs predicted along each principal axis separately (with a zoomed-in
detail of the tensile SSC up to 0.5% of strain for each model in Figure 6.8d-f)).
The SSCs in Figure 6.9 shows that the mechanical enhancement in the composites
due to the presence of GNPs can be di↵erent based on the direction along which
the composite was deformed.
Young’s modulus values were derived using these SSCs up to 0.5% of strain
data. Table 6.3 provides the predicted Young’s modulus values for each model
in all the three principal directions together with the average Young’s modulus
values and standard deviations.
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Figure 6.8: (a) Tensile stress strain curves (SSCs) predicted at 300 K for all the
models, (b) zoomed-in detail of the plot a) up to 0.5% of strain. The solid thick
lines represent the fit lines for each model.
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Figure 6.9: (a) Tensile stress strain curves (SSCs) for each model predicted along
the (a) x-direction, (b) y-direction, and (c) z-direction at 300 K. (d), (e), (f)
Zoomed-in detail of the plots a), b) and c) up to 0.5% of strain, respectively. The
solid thick lines represent the fit lines for each model.
To investigate the Young’s modulus values properly, two quantities were de-
fined: first, the baseline enhancement, which is the percentage ratio of the average
Young’s modulus value of a model to the average Young’s modulus value of the
neat epoxy polymer (E
model
avr.
Eneatavr.
⇥ 100%). Second, the maximum enhancement, which
is the percentage ratio of the maximum Young’s modulus value of a model to
the average Young’s modulus value of the neat epoxy polymer (E
model
max.
Eneatavr.
⇥ 100%)
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(the average and maximum Young’s modulus values are provided in Table 6.3
as Eavr. and bold Young’s modulus values, respectively). Therefore, an enhance-
ment (baseline or maximum) that is lower than 100% corresponds to more ductile
composite compared with the neat epoxy matrix.
Table 6.3: Young’s modulus (in GPa) values calculated at 300 K along each prin-
cipal direction with the average Young’s modulus (in GPa) values and standard
deviation values (in GPa) for each model studied in this project. Bold values
indicate the maximum Young’s modulus value for each model.
Ex Ey Ez Eavr. std. dev.
Neat Epoxy 2.71 3.88 2.81 3.18 0.65
1N5L 3.28 3.41 3.80 3.50 0.27
1N5Lf 3.85 3.75 3.15 3.58 0.38
5N1L 3.03 2.62 2.82 2.82 0.20
5N1Lf 2.97 2.67 5.91 3.85 1.79
Based on the predicted average Young’s modulus values, the 5N1L model
(where five single bare GNPs were dispersed in the polymer matrix) yielded the
lowest average Young’s modulus value, as provided in Table 6.3. This lowest av-
erage Young’s modulus value indicates that the dispersion of the bare GNPs in
the polymer matrix made the composite more ductile compared to the pure epoxy
network. The baseline enhancement for the 5N1L model was ⇠90% and the max-
imum enhancement for the 5N1L model was ⇠97%. This ductility conferred by
the addition of stacked bare GNPs into the epoxy matrix can be exploited for the
generation of less brittle epoxy-based composites, since epoxy polymers are highly
brittle and may lead to various types of fracture in composite. However, the ex-
tent of ductility strongly depends on the GNP loading in the polymer matrix411.
On the other hand, if the bare GNPs were dispersed in a stacked form in the
polymer matrix (the 1N5L model) the baseline enhancement in Young’s modulus
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value was ⇠112% (corresponding to a maximum enhancement in Young’s mod-
ulus of 121%) (however, taking into account the standard deviation values it is
suggested that the 1N5L composite and pure epoxy matrix yielded similar average
Young’s modulus values). This suggests that for the composite that requires a
greater average Young’s modulus value than that of the epoxy matrix, the stacked
bare GNP model (1N5L) should be used instead of the bare GNP dispersed model
(5N1L).
Compared to experimentally available findings, Shokrieh et al.879 investigated
mechanical properties of the stacked and dispersed GNPs in an epoxy matrix.
These authors revealed that the dispersed GNP system (which corresponds to the
5N1L model) increased the Young’s modulus value to a greater extent than the
stacked GNP system (which corresponds to the 1N5L model). The discrepancies
between the experimental and simulation results may be attributed to several
factors including the lack of knowledge of the precise DOC of the experimental
samples and the quality of the dispersion of GNPs in the polymer matrix, both
of which are challenging to resolve experimentally. Also, as it was mentioned
previously, the GNP loading in the models is around 10 wt%, which was higher
than the GNP loading in the experimental work of Shokrieh et al.879, which was 1
wt% maximum. In experiments, it has already shown that if the GNP loading in
an epoxy polymer matrix exceeds a threshold value, the Young’s modulus values
may start to decrease29,401,407,409,759,811, but this threshold loading value can be
di↵erent based on several factors including the DOC, the type of epoxy polymer
matrix and the GNP loading.
The e↵ect of the surface grafting of GNPs on the tensile response of the com-
posite was also investigated. The surface functionalisation of the stacked GNP
model (1N5Lf) did not remarkably alter the average Young’s modulus value of the
composite, compared to the average Young’s modulus value of the 1N5L model
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(where the baseline enhancements for the 1N5L and 1N5Lf models were ⇠112%
and ⇠114%, respectively). However, when compared to the neat epoxy polymer,
these models (1N5L and 1N5Lf) improved the tensile response in terms of the
values of Young’s modulus, corresponding with the maximum enhancements of
⇠121% and ⇠123%, respectively.
Despite the similar trends in the baseline and maximum enhancements in
Young’s modulus for the bare and functionalised stacked GNP models (1N5L
and 1N5Lf), a substantial di↵erence was observed for the bare and functionalised
dispersed GNP models (5N1L and 5N1Lf) in terms of the baseline and maximum
enhancement in Young’s modulus. As already mentioned, the bare dispersed
GNPs imparted ductility to the composite. Once these dispersed GNPs were
chemically functionalised with the SGMs (as in the 5N1Lf model), the brittleness
of the composite increased yielding the baseline and maximum enhancements of
⇠123% and ⇠188%, respectively. It is interesting that the maximum enhancement
in Young’s modulus obtained for the 5N1Lf model was the greatest enhancement
among all the models. These data suggest that the use of functionalised GNPs in
dispersed form in the epoxy matrix reinforces the composite to a greater extent
than the functionalised GNPs in the stacked form. Therefore, the dispersed and
functionalised GNP model (5N1Lf) is e↵ectively used in the cases where high
composite loading of GNP is needed (and / or technically unavoidable), together
with high Young’s modulus values. Encouragingly, experimental studies have
revealed that the surface grafting of GNPs can improve the Young’s modulus
of the composite depending on the GNP loading. For instance, Zaman et al.817
reported that the Young’s modulus value of the bare GNPs loaded composite
(⇠3.05 GPa) was greater compared to that of the surface functionalised GNPs
loaded composite (⇠2.8 GPa) at a GNP loading of 1 wt%. However, this ordering
reversed at a GNP loading of 4 wt%.
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In addition to the averaged Young’s modulus value, the Young’s modulus val-
ues along each principal axis were also predicted, and provided in Table 6.3. These
data suggest an anisotropy in the values of Young’s modulus for each composite
model as well as the neat epoxy polymer (which may be attributed to the fact
that the cross-linking process does not follow a single direction in the polymer
sample (see Section 3.3.5.1)). This anisotropy in terms of the Young’s modulus
values in the composite models can be exploited for the production of compos-
ites for structural purposes880. In addition to this, the relative positions of the
GNPs in the polymer matrix which may be di↵erent in the di↵erent models, may
give rise to higher anisotropy in the composite samples and needs to be further
investigated.
After the tensile deformation test, the neat epoxy polymer matrix and com-
posite samples were examined under shear strain. The preliminary shear SSCs
predicted for each model as averaged over three principal directions were reported
in Figure 6.10a). It is also provided a zoomed-in detail of the shear SSCs along
with the fit lines up to 0.5% of strain in Figure 6.10b). In addition, Figures 6.11a-
c) provide the shear SSCs estimated along each principal axis separately (with a
zoomed-in detail of the shear SSC up to 0.5% of strain for each model in Figure
6.11d-f)). Similar to Figure 6.9a-c), the relative improvement in shear response of
the composite varied based on the model and direction of the shear deformation.
Shear modulus values were determined using these SSCs up to 0.5% of shear
strain data. Table 6.4 provides the predicted shear modulus values for each model
along the three principal directions together with the average shear modulus values
(averaged over three principal directions for each model) and standard deviation
values.
Similar to the investigation of Young’s modulus, the baseline enhancement and
the maximum enhancement based on the average and maximum shear modulus
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Figure 6.10: (a) Shear stress strain curves (SSCs) predicted at 300 K for all the
models, (b) zoomed-in detail of the plot a) up to 0.5% of strain. The solid thick
lines represent the fit lines for each model.
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Figure 6.11: (a) Shear stress strain curves (SSCs) for each model predicted along
the (a) xy-direction, (b) xz-direction, and (c) yz-direction at 300 K. (d), (e), (f)
Zoomed-in detail of the plots a), b) and c) up to 0.5% of strain, respectively. The
solid thick lines represent the fit lines for each model.
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values of the composite models, respectively were defined. The baseline enhance-
ment was defined as G
model
avr.
Gneatavr.
⇥ 100% while the maximum enhancement was defined
as G
model
max.
Gneatavr.
⇥ 100%. Therefore, an enhancement (baseline or maximum) that is
greater than 100% corresponds with a less ductile composite compared to neat
epoxy matrix.
Table 6.4: Shear modulus (in GPa) values calculated at 300 K along each principal
direction with the average shear modulus values (in GPa) and standard deviation
values (in GPa) for each model studied in this project Bold values indicate the
maximum shear modulus value for each model.
Gxy Gxz Gyz Gavr. std. dev.
Neat Epoxy 3.86 5.40 4.20 4.49 0.81
1N5L 6.46 14.04 5.73 8.74 4.60
1N5Lf 7.80 6.76 10.42 8.32 1.88
5N1L 11.89 8.44 10.55 10.29 1.74
5N1Lf 7.31 10.20 11.33 9.62 2.07
Regardless of whether the composite models were in the form of stacked or
dispersed, or bare or functionalised, the addition of GNPs into the polymer ma-
trix improved the shear response of the composite samples compared to the neat
epoxy matrix. The predicted results reveal that the baseline enhancement for the
1N5L model was ⇠195%, whereas this baseline enhancement for the 5N1L model
was remarkably higher than the 1N5L model, equal to ⇠229%. Interestingly, the
ordering between the 1N5L and 5N1L models were reversed based on the max-
imum enhancement values, where these values were ⇠313% and ⇠265% for the
1N5L and 5N1L models, respectively. This swap in the ordering of these bare sur-
face composites indicates the highly anisotropic shear response of these composite
models. Both models (the 1N5L and 5N1L) yielded greater shear modulus values
in each principal direction. Similarly, Yu et al.881 reported that the experimental
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shear response of an epoxy-based GRPC was greater than that of the pure epoxy
matrix.
Moreover, the e↵ect of the surface grafting of GNPs was explored on the shear
response of the composite. The surface functionalisation of the dispersed GNP
model (5N1Lf) slightly decreased the average shear modulus value compared to the
5N1L model (however, based on the extent of the standard deviation values both
models yielded very similar average shear modulus values). Similar results were
obtained for the 1N5L and 1N5Lf models. The surface functionalisation slightly
weakened the shear response of the composite (however, these two models yielded
similar average shear modulus values which were within the standard deviation
of the modulus values). The baseline and maximum enhancement values for the
5N1Lf model was ⇠214% and ⇠253%, respectively, while these values for the
1N5Lf were ⇠186% and ⇠232%, respectively. In the light of these results, it
was noted a greater degree of anisotropy in the shear modulus values compared
with those observed in the Young’s modulus values. This implies that the shear
moduli of the composites are more susceptible to the dispersion type of the GNP
and surface functionalisation of the GNPs in the polymer matrix.
It is reiterated here that these shear simulation results were only preliminary
results and obtained at a shear strain rate of 1 ⇥ 1010 s 1. Owing to the time
constraint in this PhD study only preliminary results were provided. The final
outcomes for the shear response of the neat epoxy matrix and composite models
will be reported in di↵erent platforms, such as in a journal paper, in future.
Since the length and time-scales are di↵erent between experiments and MD
simulations, a direct comparison of the samples used in experiments and mod-
elling is often not possible. For instance, measuring the degree of cross-linking
(DOC) of experimental samples is often a challenging issue, and furthermore the
mechanical properties of neat epoxy matrices and therefore epoxy-based com-
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posites are strongly dependent on DOC (see Section 1.1). Therefore, this lack
of knowledge regarding the DOC of the experimentally investigated composites
makes the comparison to modelling results challenging. Another issue is that the
strain rates employed in the simulations in this chapter were typical strain rates
used in MD simulations, which are many order of magnitude greater than experi-
mental strain rates. Therefore, in the MD simulations, the mechanical test results
are qualitatively informative.
6.3.5 Thermal Conductivity
After investigating the mechanical response of the samples, the thermal conduc-
tivity () was calculated for the epoxy polymer matrix and the composite samples.
Figure 6.12a) provides the evolution of thermal conductivity as a function of the
simulation time for each model studied in this part of the project. At the very
beginning of the MD simulations for the prediction of thermal conductivity, the
thermal conductivity values were very high, which flattened out after a certain
period of simulation time, as shown in Figure 6.12b). Once the system came to
equilibrium, the values of thermal conductivity became stable. Figure 6.12c) illus-
trates the last 0.5 ns period of the MD simulations for each model, where thermal
conductivity values for each model became stable.
The average thermal conductivity values over the three principal axes along
with the standard deviation values and the increase in thermal conductivity values
in percentage compared to the pure epoxy polymer were also reported in Table
6.5. The increase in thermal conductivity was calculated as the ratio between the
thermal conductivity of a composite model and the thermal conductivity of the
neat epoxy matrix ((
model
avr.
neatavr.
⇥ 100%).
The average thermal conductivity values (averaged over the three principal
directions) for the pure epoxy polymer were estimated as 0.28 ± 0.003 W m 1 K 1
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Figure 6.12: (a) Evolution of the direction-averaged (averaged over the three
principal directions) thermal conductivity () as a function of the simulation time.
(b) Zoomed-in image for the first 0.05 ns MD simulation. (c) Zoomed-in image
for the last 0.5 ns MD simulation calculated at 300 K.
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at 300 K, which is in good agreement with the experimentally determined  values
for epoxy polymers831,840,842,877,882,883 with a range of 0.17 – 0.33 W m 1 K 1.
The simulation results suggest that the introduction of bare GNPs, regardless
of whether they are in the form of stacked or dispersed in the epoxy polymer
matrix, improved the average thermal conductivity of the composite compared to
the neat epoxy polymer matrix. When the two composite models containing the
bare GNPs were compared, a higher average  value (0.48 ± 0.21 W m 1 K 1)
was estimated for the dispersed bare GNP model (5N1L) compared with the
stacked bare model (1N5L) (which yielded a  value of 0.35 ± 0.06 W m 1 K 1).
Experimental studies revealed a similar trend in thermal conductivity, too840,882.
For instance, Fu et al.882 reported that an epoxy-based composite reinforced with
graphene flakes (which corresponds to the 5N1L model) resulted in higher thermal
conductivity value compared to the composite with graphite nanoflakes (which
corresponds to the 1N5L model). This di↵erence in experimentally determined
thermal conductivity values for the system with graphene flakes and the system
with graphite flakes became more pronounced when the loading of graphene flakes
increased in the polymer matrix up to 10 wt%.
The greater average thermal conductivity values obtained in the 5N1L model
than the average thermal conductivity value predicted in the 1N5L model can
be attributed to the fact that the greater the dispersion of GNPs in the polymer
matrix, the longer (on average) the thermal conductive pathways, which leads to
higher thermal conductivity values. Since in the 1N5L model the GNPs are held
together parallel to each other, the probability of the formation of 3-D heat con-
duction network is less likely compared to that in the 5N1L model. Therefore, at
a similar GNP loading, the number of stacked layers in the GNP is an important
parameter in influencing the thermal conductivity of the composite (however the
standard deviation values obtained for the 1N5L and 5N1L models overlap and
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this di↵erence in thermal conductivity needs to be further investigated). On the
other hand, Kim et al.841 reported that the thermal conductivity of a compos-
ite filled with GNPs with a high stacking number (where the thickness was ⇠15
nm) resulted in greater thermal conductivity values compared with the thermal
conductivity values of the composite filled with GNPs with a lower stacking num-
ber (where the thickness was <3 nm). However, the findings of Kim et al.841
contradict the findings of Fu et al.882. This inconsistency in experimental results
may be attributed to the potential di↵erences in the surface composition of the
GNPs used in the experiments. The presence of functional groups on the GNP
surfaces may improve the thermal conductive path through the potential covalent
cross-link bonds between these functional groups and the polymer matrix. For
example, Pan et al.883 investigated the thermal conductivity of epoxy-based com-
posites loaded with graphene oxide functionalised with perylene bisimide. The
experimental results of these authors revealed that the thermal conductivity of
the composite was increased as a function of the loading of surface functionalised
graphene oxide in the epoxy matrix. These authors attributed this increase in
thermal conductivity to the increased interfacial thermal resistance between the
epoxy matrix and the surface functionalised graphene oxide due to the presence of
the surface functionalised graphene oxide. However, these authors did not provide
any evidence regarding the presence of cross-link bonds between the functional
group on the graphene oxide and the epoxy matrix.
When surface functionalised GNPs were used in the epoxy matrix, a further
enhancement in thermal conductivity was observed. This enhancement in thermal
conductivity may be attributed to the fact that the thermal conduction pathways
increase due to the covalent cross-link bonds between the SGMs and the poly-
mer matrix. Also, the molecular structuring in interphase can have a significant
impact on the resultant thermal conductivity of the composite884,885. Weak inter-
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Table 6.5: Predicted average thermal conductivity () values (in W m 1 K 1)
(averaged over three principal directions) with the standard deviation values (in
W m 1 K 1) and the increase (in %) with respect to the pure epoxy matrix for
all models at 300 K.
 std. dev Increase
Neat Epoxy 0.28 0.03 -
1N5L 0.35 0.06 125
1N5Lf 0.88 0.24 312
5N1L 0.48 0.21 170
5N1Lf 0.60 0.13 212
actions in interphase may lead to high thermal resistance640,885. In Section 4.3.4,
it was shown that the grafting of the surface of a reinforcing material changed the
molecular-level structuring in interphase, leading to a depletion of cross-linking
agent in the interphase due to the competitive reaction for the epoxy monomer
with the reactive SGMs.
The thermal conductivity results can be explained based on the structural
changes in the interphase due to the surface grafting of the reinforcing mate-
rial. Since there are covalent cross-link bonds between the GNPs and polymer
matrix via the SGMs in the surface functionalised models (1N5Lf and 5N1Lf) it
was expected to observe an improvement in thermal conductivity. The dispersed
functionalised GNP model (5N1Lf) yielded an improvement of 212% in thermal
conductivity compared to that observed in the neat polymer matrix. More in-
terestingly, the functionalised stacked model (1N5Lf) resulted in an enormous
increase in thermal conductivity that was 312% compared with the neat epoxy
matrix. The structural di↵erence between the models 1N5Lf and 5N1Lf is that in
the 1N5Lf model there are two functionalised GNP surfaces, while there are ten
functionalised GNP surfaces (in total five GNP leaflets with two surfaces grafted
with the SGMs) in the 5N1Lf model. To this end, rather than the number of func-
tionalised surfaces, the stacking number of the GNP (for the surface functionalised
GNP models) appears to be influential in determining the thermal conductivity
288
in the composite.
In a related study, Lian et al.843 reported that the vertically aligned and
chemically-connected GNPs (which can very approximately correspond to the
1N5L model) yielded greater improvement in thermal conductivity compared to
that obtained in the randomly dispersed graphene model (which can correspond
to the 5N1L model). On the other hand, in the MD simulations it was shown that
the 1N5L model gave rise to smaller increase in thermal conductivity compared
to that obtained in the 5N1L model. This discrepancy between the experimental
and computational results may be attributed to a few factors. First, the presence
of the chemical bonds between the graphene layers in the vertically aligned and
connected GNPs in the work of Lian et al.843 can increase the thermal conduc-
tivity through those GNP-GNP cross-link bonds. The presence of these covalent
bonds between the GNPs may then increase the thermal conduction pathways
compared to the system without these bonds (since such a system was not mod-
elled in this part of the project, it cannot be commented on this more). Second,
the presence of the vertically aligned but chemically-connected graphene layers
may have changed the interfacial structuring with the polymer matrix, especially
in the regions between the graphene layers. Since this system (composite with the
chemically-connected GNPs) has not been modelled in this part of the project it
can not be commented on this observation much. Third, unfortunately, these au-
thors did not report details about the DOC of their samples, which may drastically
influence the thermal conductivity.
The average thermal conductivity values can be misleading in understanding
the evolution of thermal conductivity in the models. Figure 6.13 provides the
profiles for the predicted thermal conductivity along each principal axis for each
model for the last 0.5 ns period of the MD simulations. In addition, the final
thermal conductivity values along each principal direction are provided for each
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model in Table 6.6. These data suggest that a strong anisotropy dominated the
composite models (the extent of the anisotropy in the neat epoxy polymer was
comparably less than the composite models, except the 1N5L model). For ex-
ample, the thermal conductivity profiles for the 1N5Lf model revealed apparent
di↵erences in each principal axis. The thermal conductivity of the model 1N5Lf
in the x-direction resulted in 1.09 W m 1 K 1, while the thermal conductivity
value was 0.62 W m 1 K 1 in the z-direction. These data verify that the com-
positional diversity in the composites as a function of each principal direction
may explain this anisotropic behaviour in thermal conductivity, since the thermal
conduction pathways can be drastically di↵erent due to the covalently connected
polymer-SGM-GNP block.
Table 6.6: Thermal conductivity values (in W m 1 K 1) calculated in each prin-
cipal direction for all models.
x y z
Neat Epoxy 0.27 0.32 0.25
1N5L 0.36 0.41 0.29
1N5Lf 1.09 0.92 0.62
5N1L 0.27 0.48 0.69
5N1Lf 0.48 0.58 0.73
Moreover, the mechanical responses and thermal conductivity values were com-
pared to each other in each principal direction for the aim of finding whether or
not there was a correlation between the value of these thermo-mechanical prop-
erties. These results revealed no correlation between the mechanical response of
the composites and the thermal conductivity values. However, a detailed study
for the correlation between thermo-mechanical properties of the GRPCs will be
investigated in future work.
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Figure 6.13: (a) Evolution of thermal conductivity () as a function of the simu-
lation time predicted at 300 K along the (a) x-axis, (b) y-axis, and (c) z-axis for
the last 0.5 ns period of the MD simulations.
291
6.4 Conclusion
In summary, the procedure for generating composite materials, described pre-
viously in Chapters 4 and 5, has been applied to model and test GRPCs in a
systematic way. The MD simulation findings revealed that the surface grafting of
GNPs decreased the mobility of GNPs in the liquid polymer pre-cursor mixture
regardless of the dispersion type.
The mechanical deformation under tensile strain revealed that the introduction
of the GNPs in the bare and dispersed form (5N1L) in the epoxy polymer matrix
weakened the mechanical response and decreased the Young’s modulus value.
However, these results might be important for making ductile thermosets. On the
other hand, the bare and stacked GNP composite models increased the Young’s
modulus value of the composite compared to the neat epoxy matrix. Also, the
surface functionalisation further increased the mechanical response (e.g. under
the tensile (except the 5N1L model) and shear deformation) and thermal response
(e.g. the thermal conductivity) of the composite. Based on the MD simulation
results, the dispersed and functionalised GNP model (5N1Lf) can be e↵ectively
used in the case where high loading of GNP is needed (and / or unavoidable),
together with a high Young’s modulus value. Under the shear deformation all the
composite models yielded improved shear modulus value compared with the neat
epoxy matrix. The surface functionalised stacked model (1N5Lf) yielded a similar
shear modulus value to that of the bare dispersed GNPs model (5N1L).
The addition of bare GNPs into the polymer matrix increased the thermal
conductivity values of the polymer matrix. Further improvement in the thermal
conductivity of the composite was observed when the GNP surface was function-
alised. In particular, the stacked and functionalised composite model (1N5Lf)
conferred a drastic increase in the average thermal conductivity, which was more
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than 300% compared to the neat epoxy matrix. In addition, the MD simulations
resulted in an anisotropy in both the thermal conductivity and the modulus values
of the GNP models. These results could be important for the purpose of making
intentionally anisotropic materials for various applications, such as electromag-
netic interference shielding and absorption886,887. In conclusion, this reliable and
reproducible computational procedure for modelling and testing GRPCs with bare
or functionalised GNP surfaces paves the way for the composite community to ex-
plore the use of graphene for further composite applications.
Overall, the di↵erent GNP models provided di↵erent modifications to the me-
chanical and thermal properties of the composite, ranging from enhanced duc-
tility to highly anisotropic moduli. These results suggest that greater control of
the stacking number and dispersion of GNPs in an experimental setting might
realise valuable advancements in tuning the mechanical and thermal properties of
GRPCs.
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Chapter 7
Summary and Outlook
The increasing demand for light-weight engineering materials in various indus-
tries including automotive and aerospace industries, urgently requires further sci-
entific research to address this demand. One such solution is the development
of new light-weight polymer composite materials. However, the lack of knowl-
edge about how to systematically manipulate the interphase in these composites
makes the e↵ort of finding a solution to this demand challenging. To this end, this
PhD project focused on improving the understanding of the structure/function
relationship in epoxy polymer based carbon fibre reinforced polymer composites
(CFRPs) and graphene reinforced polymer composites (GRPCs). Specifically, this
project sought to generate these insights at the atomistic level to infer macroscopic
properties via use of molecular dynamics (MD) simulations.
What is clear from the review of previous studies is that a reproducible com-
putational cross-linking procedure was needed, which could enable one to reliably
model a cross-linked polymer matrix and thermoset polymer-based composites.
This issue, which was the core of Research Question 1 introduced in Chapter 1.5,
has been addressed by developing the in-situ cross-linking procedure for ther-
moset polymers as detailed in Chapter 3. Two of the most widely-used compu-
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tational cross-linking procedures, namely the ‘static’ cross-linking and dynamic
in-situ cross-linking have been compared. Despite the superiority of the in-situ
cross-linking procedure over the static procedure (see Section 3.3.4), this ‘in-situ’
procedure has limitations, as detailed below.
First, during the formation of new cross-link bonds in the in-situ cross-linking
procedure, the partial atomic charges of the atoms undergone a chemical reaction
were not dynamically updated on-the-fly. Instead, this partial atomic charge up-
date was performed at the completion of the cross-linking procedure at a given
degree of cross-linking (DOC). For a more accurate modelling of the Coulombic
interactions, the partial atomic charges should be updated on-the-fly. Regard-
ing the partial atomic charge update, the partial atomic charges could also be
re-calculated at a given period of simulation as the cross-linking procedure goes
on and then these partial atomic charges could be assigned to the correspond-
ing atoms in the simulation cell. This re-assigning of partial atomic charges as
simulation proceeds, could give a more physically-reasonable charge distribution
within the simulation system.
Second, as the cross-linking reaction proceeds between reactive atomic sites of
epoxy monomer and cross-linking agent, excess hydrogen atoms (in this case one
hydrogen atom for each reactive atomic site) appear in the polymer sample. In
the original cross-linking approach these excess hydrogen atoms were deleted at
the termination of the cross-linking procedure. The presence of these hydrogen
atoms might have prevented reactive atoms from approaching each other close
enough to form new cross-link bonds. In an advanced version of the cross-linking
procedure, these excess hydrogen atoms can be deleted as and when a new cross-
link bond forms. This on-the-fly deletion procedure might decrease the maximum
cross-linking reaction distance for a given DOC. However, the main purpose in the
cross-linking process was to generate a physically-reasonable cross-linked polymer
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sample. All the steps involved in the cross-linking process are intermediate steps
and focus should be on the generation of cross-linked polymer samples that will be
used in the prediction of thermo-mechanical properties. Nevertheless, the process
through which the resultant cross-linked polymer was generated requires a careful
attention.
Third, related to the formation of new cross-link bonds and the deletion of
excess hydrogen atoms, the topology of the polymer sample must be updated. In
the original cross-linking procedure, the topology was partially updated by as-
signing a single type to each bonded interaction on-the-fly (see Section 2.3.3). A
fully updated topology of the polymer samples on-the-fly could reflect the local
behaviour of atoms/molecules more appropriately. However, unfortunately, this
partial update of topology may not completely ensure that the cross-linked poly-
mer samples faithfully reflects the behaviour of the system under experimental
conditions. For instance, the polymer kinetics during cross-linking procedure is
not considered due to the di↵erent time-scales implemented in MD simulations
compared with those relevant to experiment. Even so, the probability of the
cross-linking reactions (in this case these cross-linking reactions are the primary
and secondary amine reactions) could be estimated from kinetics studies and/or
from first-principles calculations. In the MD simulations equal probability was
assumed to primary and secondary amine reactions. In future works, these prob-
ability values could be refined based on the available kinetics studies. Also, the
probability of the cross-linking reactions could be di↵erent for di↵erent epoxy
systems. It may have been more physically-reasonable if the kinetics of the cross-
linking reactions had been taken into account. Summing up, all three of these
factors mentioned above regarding the cross-linking procedure, could be included
in future to generate more physically-reasonable polymer structures.
As already mentioned in Sections 2.4.1 and 2.4.2, the computational cooling
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rates of polymeric materials from cross-linking temperature to room tempera-
ture, and the strain rates of polymers under mechanical deformation used in MD
simulations are many orders of magnitude faster than those typically used in
experiments. These discrepancies in cooling and strain rates arise from the avail-
able computational resources and current computational techniques. In this PhD
project, it needed to be strategic about how best to use the available computa-
tional time in order to answer the research questions of this project. However,
in a such situation where the computational resource and the project time-space
were not as constrained, slower cooling rates and deformation strain rates should
be used to obtain macroscopic properties that could directly be compared to ex-
perimental findings quantitatively, which were beyond the time available for this
PhD project. Even so, there is still a limit beyond which it is simply not practical
to cool and/or deform the samples any slower. New simulation strategies for this
purpose remain as much needed.
In the procedure for making and testing polymer samples detailed in Chapter
3, the yield point was predicted using a conventional force-field (FF), namely
DREIDING. Since such conventional FFs cannot model bond breakage and bond
formation as the simulation proceeds, the rupture point of the epoxy polymer
sample could not accurately be located to estimate mechanical strengths (e.g. the
tensile strength) of the same materials. To address this shortcoming, the use of
reactive FFs, such as the ReaxFF can be considered as an alternative approach.
However, the immaturity of reactive FFs (especially for complex systems, such as
epoxy polymers) currently poses a great challenge in implementing these reactive
FFs in modelling and testing the polymer samples. Based on the trend seen in the
literature, more studies have focused on developing more mature reactive FFs that
can meet required criteria to model materials more appropriately. In near future,
the use of reactive FFs is expected to increase, along with the increasing speed
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in supercomputers (it is reiterated here that based on the MD simulation results
reported in Chapter 4, the computational cost required in the ReaxFF simulations
was ⇠7 times greater than that needed in the DREIDING simulations).
Having developed a reliable and reproducible cross-linking procedure for ther-
moset polymers (tested on the EPON-DETDA epoxy system) in Chapter 3, this
procedure was applied to CFRPs. Despite the presence of several procedures
for making and testing CFRPs reported in the literature386,388–392,398, the lack of
systematic investigation of the existent procedures urged to adapt the procedure
reported in Chapter 3, to model and test interfaces relevant to CFRPs as men-
tioned in Research Question 2 in Chapter 1.5. For instance, in many previous
studies, the location of the functional groups grafted on carbon fibre (CF) (or
carbon nanotube) surface was determined manually395–397. However, this type of
surface grafting might have given bias to the resultant composite interface. To
address this issue, the cross-linking procedure used for generating the thermoset
polymer network in Chapter 3 was adapted for modelling the covalent surface
attachment of CF with surface grafting molecules (SGMs). In addition, prior to
this PhD project, to the author’s best knowledge, no one has reported the com-
putational investigation of reactive SGMs that can form cross-link bonds with the
polymer matrix. These MD results of the unreactive and reactive SGM interface
models suggest that the presence of cross-link bonds imparted further enhance-
ment to the interface in addition to the mechanical entanglement arising from the
nano-scale roughness of the SGM and polymer matrix.
While it is acknowledged the advantages of the procedure for modelling com-
posites developed in this thesis over other previously-reported strategies, the pro-
cedure detailed in this thesis su↵ers from some limitations. First, the limitations
mentioned earlier regarding the making and testing of polymer samples applies
also to the composites. Specifically, the use of a conventional FF (in this case
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the DREIDING) could be thought as a limitation of the procedure, especially
for predicting mechanical properties. Since bonds might break and form as the
pull-out process proceeds, it might not be able to observe where failure first oc-
curs in the composites. Therefore, the use of a reactive FF could enable one to
pinpoint the location of incipient failure in these materials. Second, I believe the
sample size of the composite models was of the largest investigated via atomistic
simulations reported in the literature. Despite this fact, larger composite samples
could reflect the interfacial phenomena taking place in these materials at atomistic
scale more reliably. For instance, the thickness of the interphase in the composite
samples was found to be very close to the half length of the composite simulation
cells (see Section 4.3.6). These comparably similar lengths might lead to biased
results. Therefore, in future larger composite simulation cells in terms of the ver-
tical depth of the polymer sample away from the CF surface could be generated
and tested. Another issue regarding the modelling of CFRPs is the CF model.
In the MD simulations in this project infinitely-long defect-free graphene layers
were used. For a better graphite model in terms of the experimentally revealed
structure, structural defects could be deliberately created on the graphene surface
(e.g. the missing of lattice atoms on the CF surface) (see Banhart et al.888) and
the e↵ects of the crystallographic orientation of the graphite surface could also
be investigated. Defect sites might alter the interfacial interactions with polymer
matrix. Therefore, the influence of defect sites on thermo-mechanical properties
of composite could be investigated in detail.
In Chapter 5, the procedure to generate composite samples detailed in Chapter
4 is revised for screening purposes, which requires use of computationally cheaper
procedure, as introduced in Research Question 3 in Chapter 1.5. The new can-
didate cheaper procedures are used to test CF surface models through various
design criteria, such as reactivity of SGM and SGM architecture type. In the
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revision of the original approach, the most expensive steps in terms of computa-
tional demand are skipped for the purpose of saving computational cost. However,
this saving could come at a cost of loosing the reliability of the procedure. To
verify that the cheaper procedures recover the results generated via original pro-
cedure, it needed to generate samples through new procedures and mechanically
test these samples. The results obtained via cheaper procedures recovered the
trend observed in the original procedure simulations in mechanical properties. In
future, this screening procedure will be used to screen a greater number of SGMs
that can be structurally very di↵erent or have more reactive sites.
In Chapter 6 the investigation of the thermo-mechanical response of GRPCs
using the procedure detailed in Chapters 3 and 4 is reported, which was Research
Question 4 mentioned in Chapter 1.5. It was specially aimed to understand the in-
fluence of dispersion type and surface functionalisation of graphene nanoplatelets
(GNPs) on the composite’s thermo-mechanical properties. The SGMs grafted on
to the GNP surface were able to form cross-links with the polymer matrix via
covalent bonds, which was thought to facilitate stress transfer and increase the
path length relevant to the thermal conductivity. In this respect, to the author’s
best knowledge, the epoxy-GRPC study reported here is the first simulation study
in the literature.
Despite the uniqueness of the investigation reported in Chapter 6, some lim-
itations should be mentioned. For example, the GRPC samples used in the MD
simulations in this project are of the largest among reported studies that used
atomistic MD simulations. However, the loading of the GNPs in the simulation
cells was quite high (⇠10 wt%) compared to the experimentally available results
This loading of GNP could be decreased to experimental values, but in doing so
this would remarkably increase computational cost of the MD simulations. As
already mentioned, since computational resource is limited, the simulation cell
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size was limited to size reported in Chapter 6. Nevertheless, the e↵ect of GNP
loading on thermo-mechanical properties of composite should be investigated in
detail so as to optimise this GNP loading for designing composites with superior
macroscopic properties.
In closing, this project demonstrated the use of computational techniques
to investigate the structure/property relationships of the both neat epoxy poly-
mers and CF/GNP reinforced polymer composites. The findings reported in this
project can provide valuable insights into designing and testing SGMs for the
purpose of generating new composites with superior properties. The procedure
for generating and testing composite samples reported in this project has the po-
tential to foster the development of composites that meet the requirement of our
new era, using MD simulations.
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