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1. INTR~DIJCT~~N 
The existence of periodic solutions of semilinear parabolic equations has 
been investigated by several authors [l-lo, 15-181 by different methods 
such as the method of Poincare operator and the theory of monotone 
operators. In a recent paper [l ] Amann also obtains multiplicity results. 
Recently, an attempt was made successfully in [ 11, 12, 141 to combine the 
two basic techniques, namely the method of upper and lower solutions and 
the method of Lyapunov-Schmidt to investigate existence of periodic 
solutions of first and second order equations. In this paper we continue this 
fruitful approach to study existence of periodic solutions of semilinear 
parabolic equations with homogeneous Neumann boundary conditions. 
Although our approach is extendable to general cases, we have considered a 
simple parabolic equation in one space variable so as to clearly bring out the 
ideas involved. 
2. AN ABSTRACT EXISTENCE THEOREM 
Let E be a real Hilbert space. Consider the nonlinear operator equation 
Lu=Nu (2.1) 
where L: D(L) cE+E is a linear operator and N: D(N) c E -+ E a 
nonlinear operator with D(L) n D(N) # 0. Let E, = N(L) be such that 
dim E, < co and E = E, GE,. Suppose that P: E -+ E, is the idempotent 
projection operator and H: E, + E, the compact inverse of L on E,. Then it 
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is well known that the problem (2.1) is equivalent to the coupled system of 
operator equations 
u, =H(I-P)N(u, + u,), (2.2) 
0 = PN(u, + u,). (2.3) 
Concerning the problem (2.1), we have the following existence result (see 
[41). 
THEOREM 2.1. Suppose that 
(9 IIW G Jo, u E D(N); 
(ii) there exist rO, R, > 0 such that (N(u, + ul), uO) > 0 (or < 0) 
whenever 1) u, )I = R, and I( u, /I < r0 where u0 E E, and u, E E,. 
Then the problem (2.1) admits at least one solution. 
We shall employ this theorem as a basic tool in our discussion. 
3. MAIN RESULTS 
Consider the periodic boundary value problem (PBVP for short) 
Ut - ux.x = f(t, -% u, UJ’ u(0, x) = u(27c, x), u,(t, 0) = u,(t, 1)= 0, (3.1) 
where fE C[JXZX R X R,R], J= [0,27r] and Z= [0, 11. We list the 
following conditions for convenience: 
(A,) a, P E C’,‘[J X Z, R], a(t, x) < P(t, x) on J X I, a(0, x) < 427~ x), 
/3(0,x) >P(27c, x), x E Z and for (t, x) E [0,2n] x [0, 1 ] a, - a,, < 
fk x3 4 4, P, - P,, > fk x3 A PA 
(A,) f satisfies a Nagumo type condition, namely, lf(t, x, II, u,)i < 
c@)[l+~~,/~],foreveryp>Oand(t,x,u,u,)EJxZx[--p,p]~R. 
(A,) (9 ax(t,O)>O, a,(& l)<O and for i=O, 1, 
at(t, i) - axx(t, i) <f(t, i, a(t, i), a,(& i)); tE [0, 2711; 
(ii) /?,(t, 0) < 0, P,(t, 1) > 0 and for i = 0, 1, t E [0,2x]; 
Pt(t, i) - P,,(t, i> > f(t, i, P(t, 0, P,(t, 0). 
Remark 3.1. We note that there is a p > 0 such that whenever 
a(t, x) < u < P(t, x) on J x I, we have 1 u I < p. Hence by (A,) there exists an 
N > 0, which depends only on a, p and the Nagumo function, such that any 
solution u of ut - u,, = f(t, x, u, u,) with (u(t, x)] Q p satisfies ] u,(t, x)1 < N 
on J x Z (see [ 1, 13, 18)). 
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Let us first consider the PBVP 
ut - u,, = w, x, u, UJ, u(0, x) = 4271, x), u,(t, 0) = u,(t, 1) = 0, (3.2) 
where 
F(t, x, u, u) = j-p, -5 p(t, x, u), u> + r(t, x, u), 
p(t, x, 24) = max[a(t, x), min{u, P(t, x)}], 
and 
r(t, x, u) = PC; yuy ’ if u > P(t. x), 
=o if a(4 x) < u < P(t, xl, 
cf(t, x)- u 
= 
1 +u2 
if u < a(t, x). 
Concerning the PBVP (3.2), we have the following lemmas. 
LEMMA 3.1. Suppose that (A,,) and (A,) hold. Then if u is a solution of
PVBP (3.2), we have a(t, x) < u(t, x) < /I(t, x) on J x I. 
Prooj We shall prove only that a(t, x) < u(t, x) on .Z x I, since a similar 
argument proves u(t, x) < P(t, x) on J x 1. Suppose that a(t, x) < u(t, x) on 
J x Z is not true. Then exists a (to, x,,) E J x Z and an E > 0 such that 
a(t,, x,,) = ~(t,, x0) + E and a(t, x) < u(t, x) + E on J x I. (3.3) 
Let (to, x,,) E (0, 2n) X (0, 1). Then since a - u attains maximum at (to, x0), 
we have at&, , x0> = u&, x0), a,(&, x,,) = u,(&, x0) and a,&,, x0> < 
u,,(t,,, x ,). Also, since a(t,, x,,) > u(t,, x,,), we also have p(t,,, x0, u) = 
a(t,, x0) and ‘(t,,, x ,, u) = (a - u)/( 1 + u’). Now using (A,) and the 
definition of F, we see that 
0 < aI - u, - (a,, - Ia - ul u,,)~f(tO,xg,a,a,)-f(t,,x,,a,u,)--<OO’ 
which is a contradiction. 
Suppose that t, = 271 and x,, E (0, 1). Then (3.3) shows that 
a,Ck x0> > ~~(271, x0), a@5 x0) = u,Gh 4. (3.3a) 
If, on the other hand, t, = 0 and x,, ‘5 (0, l), we get from (3.3) and (A,) 
a(27c, x0) > a(0, x0) = ~(0, x0) + E = u(2n, x0) + E. 
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Consequently, we again get (3.3a) from (3.3). Hence when t, = 0 or 271 and 
x0 E (0, l), we obtain using (A,), 
a,(274 x0> - %xch x0> - %(27G x0) + K&h x0) 
< .fP, x0, 6% x0), q(271, x0>> - f(271, x0, a(2r, x0), u,(k, x0)) 
_ la@, x0) - 427~ x0)1 
1 + u2(2n, x0) 
which yields, because of (3.3a), axx(2q x0) - u,,(27r, x0) > 0. This 
contradicts (3.3). 
Suppose next that to E (0,27r] and x0 = i, i = 0, 1. Then (3.3) gives 
and 
Go, 9 > ul(toy 9, a&, , 0) < u&, , 0) = 0, 
a,(t,, 1) > uX(to, 1) = 0. 
(3.3b) 
If, on the other hand, lo = 0 and x0 = i, i = 0, 1, we get from (3.3) and (A,), 
a(27c, i) > a(0, i) = ~(0, i) + E = u(27r, i) + E and, as a result, we have 
and 
a,(2n, i) > 2427~ i), aX(27r, 0) < u,(2n, 0) = 0, 
a,(2n, 1) 2 u,(27c, 1) = 0. 
(3.3c) 
Thus if (A,) and (A*) hold, (3.3b) and (A*) show that 
a,(t,, i) = u,(t, i) = 0, i=O, 1, (3.3d) 
and hence there results as before the inequality axx(tO, i) - u,,(to, i) > 0, 
i = 0, 1. This again contradicts (3.3). A similar contradiction follows from 
(3.3~) when I, = 0 and x, = 0, 1. 
Thus in all cases we are lead to a contradiction and consequently 
a(t, x) < u(t, x) on J x I. It therefore follows that a(t, x) < u(t, x) < j?(t, x) on 
J x Z and the proof of lemma is complete. 
LEMMA 3.2. Let the assumptions (A,) to (A,) hold relative to PBVP 
(3.1). Then there exist a’, /3” such that 
(A$) a’, /3” E C”* [J x Z, R], a”(t, x) < /?O(t, x) on J X Z, a”(O, x) ,< 
a”(27c, x), P”(0, x) >P”(271, x), x E Z and for (t, x) E (0,27r) x (0, l), 
4 - aZ < W, x, a’, 43, PP - PT, > F(t, x, PO, PZ); 
(A:) F satisfies a Nagumo type condition; 
W+Xi) at(t,O)>O, a:(& l)<O andfor i=O, 1, 
a:(& i) - a:,(& i) < F(t, i, a’(& i), a:(& i)), tE [0, 27r]; 
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(ii) /I:([, 0) Q 0, /?E(t, 1) > 0 and for i = 0, 1, 
PP(t, i)- Pl,(t, i)> F(t, i, P”(t, i), PP(f, i)), f E PA 27cl. 
Proof. Let a<0 and b > 0. Define aO(t, x) = a(t, x) + a, 
P”(t, x) = P(t, x) + b. Then since a(t, x) < P(t, x), we see that 
a”(t, x) < /?‘(t, x) on .Z x I. Also, since a”(t, x) < a(t, x), the definition of F 
and the fact that a: = ax show that for (t, x) E [0,2x] X (0, l), 
F(t, x, a’, ai) = f(t, x, a, a,) + s > f(t, x, a, a,) 
> a, - a,, = a: - azX. 
Similarly /I: -pi, > F(t, x,/I’, pz) for (t, x) E (0, 27rj x (0, 1). Furthermore, 
we have a”(O, x) < a”(2z, x) and p”(O, x) >/3”(2z, x). This proves (A,*). It is 
now easy to see that (AT) and (A?) hold. Hence the proof is complete. 
Let us next consider the following modified PBVP 
Uf - u.rx = G(t, x, u), u(0, x) = U(27c, x), &(A 0) = U,(f, 1) = 0, (3.4) 
where 
G(t, x, u) = F(t, x,P’, j$!) + G if u > /3’, 
= ;o--$, [F(l, x, PO, Pz> - F(f, x, a’, a:)] + F(t, x, a’, at) 
if aO<u</?O, 
= F(t, x, a’, a:) + $-f$ if u < a’. 
Since a0 < /3” on J x I, G(t, x, U) is well defined. Relative to PBVP (3.4) we 
prove the following lemma. 
LEMMA 3.3. Let the assumptions (A,), (A,), and (AJ hold. Then there 
exists a unique solution u for the PBVP (3.4) such that a’(& x) < u(t, x) < 
/3”(t, x) on J x I. 
Proof: We wish to apply Theorem 2.1. Let us first observe that G(t, x, u) 
is continuous and bounded on J x Z x R. Hence we have 1 G(t, x, u)i < Q on 
.Z X Z X R, where Q depends only on (a’, /I”). We let E = L2 [J x I], 
Lu = u, - u,, with D(L) = [u E C’.2[.Z x Z, R] such that ~(0, x) = u(2n, x), 
u,(t, 0) = u,(t, 1) = 0] and N the Nemitskii operator generated by G. Then 
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the problem (3.4) can be transformed into the form (2.1). One easily sees 
that E, = N(L) consists of constant functions and hence E = E, @ E,. The 
projection operator can be defined by Pu = (27r-’ li” j; u(t, x) dt dx. 
Because of the fact G is bounded there exist constants A and B which depend 
only on a’, /?” such that any solution U, of (2.2) satisfies 1 U, 1 <A and 
1 ul, I< B on J x I. Hence by Theorem 2.1, it is enough to find an R, > 0 
such that 
(W, + u,>, uo> <0 (or >0) (3.5) 
whenever Iuol=Ro and lu,l<A, Iu,,l<B. Since E,=(l) and uoEEo, the 
inequality (3.5) is equivalent to 
and 
2n 1 
i I G(t, x, R, $ ul(t, x)) dt dx < 0 0 0 
2n 1 
i 1^ G(t, x, -R, + u,(t, x)) dt dx > 0. 0 0 
(3.6) 
We can now choose R, > 0 suffkiently large so that 
Ro + U,(t, x> > y;;BO(t, x) and 4, + ul(t, x) < m$ a’(& x). 
This choice, because of the definition of G, reduces (3.6) to 
and 
2z 1 
I I G(t, x, /3’(t, x)) dt dx < 0 0 0 
2n 1 
I I G(t, x, a’(t, x)) dt dx > 0. 0 0 
Hence, by (A$), which is a consequence of Lemma 3.2, we have 
2n 
I I 
1 2n 1 
G(t, x,/l”) dt dx = F(t, x, PO, /?:) dt dx < 0 
0 0 I I 0 0 
and 
dn j: G(t, x, a”) dt dx = 1:x jd F(t, x, a’, a:) dt dx > 0. 
(3.7) 
Thus by Theorem 2.1, there exists a solution u for the PBVP (3.4). It is now 
easy to show that a’(t, x) < u(t, x) < P”(t, x) on J x I following the proof of 
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Lemma 3.1, the definition of G and the fact a’, /I” satisfy (A,*) and (A,*). It 
therefore follows that U. is a solution of 
ut - u,, = [F(t, x PO, PZ> - W, x, a’, 41 + W, x, a’, aZ>, 
(3.8) 
u(0, x) = U(27c, x), u,(t, 0) = u,(t, 1) = 0. 
Let us now show that this solution u is unique for the PBVP (3.8). If not, let 
u be another solution of (3.8) such that a0 < v <p” on .Z X I. Then setting 
m(t, x) = u(t, X) - u(t, x), we obtain 
mt - mxx = c(t, x)m, m(0, x) = m(27L, x), m,(t, 0) = m,(t, 1) = 0, (3.9) 
where c(t, x) = [F(t, x, ,Z?‘, pi) - F(t, x, a’, a:)]/(/?” - a”). Also, letting 
z =P” - a’, we see by (A,*) that z(t, x) > 0 on J x I, ~(0, x) > z(2n, x), 
x E Z and 
2, - z,, > c(t, x)z on [0,2n] x [0, 11. (3.10) 
Because of (A,*) it follows that for t E [0,2x] 
and 
Z,(h 0) < 0, z,(t, 1)2 0, 
zt(t, i) - zX,(t, i) > c(t, i) z(t, i), i=O, 1. 
(3.1 la) 
It is now easy to show that m(t, x) < 0 on J x 1. Suppose that this is not 
true. Then there exist a minimal 1 > 0 and a (to, x0) E J x Z such that 
m(hl5 x0) = q, 2 x0) and m(t, x) < Az(t, x) on .Z x I. (3.12) 
If (to, x0) E (0,2x) x (0, l), it follows that 
m,=lz,,m,=Lz x and mxx < AZ,, at (toy x0>. 
Hence by (3.10) and (3.12) 
O<m,-m,, - A(zt - z,,) < c(t,, xo)[m -AZ] = 0 
which is a contradiction. If to = 0 and x0 E (0, 1), we get from (3.12) and the 
fact that ~(0, x) > z(27c, x), x E Z, the inequality m(2s x0) = m(0, x0) = 
Az(O, x0) > kz(2z, x0), which is a contradiction to the definition of (to, x0). If 
to = 27~ and x0 E (0, l), then (3.12) shows that m,(27c, x0) > lz,(2n, x0) and 
mX(2r,xo) = ~z,(2n,x,). The relations (3.9) and (3.10) then imply that 
mxx(2n, x0) - hz,,(2n, x0) > 0 which contradicts (3.12). If to = 0 and x0 = i, 
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i= 0, 1, then (3.9), (3.12) and the relation z(O,x) > z(2x,x), x E Z give 
m(2n, i) = m(0, i) = kz(O, i) > Az(27r, i) which contradicts (3.12). If, on the 
other hand, t, E [0, 27r] and x0 = i, i = 0, 1, then (3.12) shows that 
and 
It then follows from (3.9), and (3.1 lb) that 
m,(t,, i) = Azx(t,, i) = 0, (3.13a) 
and thus we are led to the inequalities mxx(tO, i) - nz,,(to, i) > 0 which again 
contradicts (3.12). Thus m(t,x) <O on JX I. Defining n(t,x) = 
u(t, x) - u(t, x) and arguing as before, we prove that n(t, x) < 0 on .Z x Z. 
Consequently, u(t,x) = v(t,x) on JX Z and the proof of Lemma 3.3 is com- 
plete. 
We are now in a position to prove our main result. 
THEOREM 3.1. Let the assumptions (A,), (A,), and (A,) hold. Then 
there exists a solution u of PBVP (3.1) such that a(t, x) < u(t, x) < P(t, x) 
and 1 u,(t, x)1 < N on J x I, where N depends only on a, p and the Nagumo 
function. 
Proof: Let us consider the PBVP 
u, - uxx = H(t, x, u, UJ’ u(0, x) = u(271, x), u,(t, 0) = u,(t, 1) = 0, (3.14) 
where H(t, x, u, u,) = U’(t, x, u, u,) + (I.- A) G(t, x, u), A E [0, 1 J. It is easy 
to verify, because of Lemma 3.2, that a’,/?’ satisfy (A,*) to (A?) with 
respect to H also. Consequently for any II E (0, l), if Us is a solution of 
(3.14) one can show, using the arguments as in Lemma 3.1, that a’(& x) < 
u,(t, x) <P”(t, x) on J x I. Since H also satisfies a Nagumo condition, it 
follows that Ju~,~(~, x)1 < c on J x I, where c is independent of A. It is thus 
clear from Lemma 3.3 that for A E [O, 1) all possible solutions u1 of (3.14) 
are such that a0 < Us <Do and 1 ul,* I < c on J x I. Moreover, for i, = 0, the 
problem (3.14) has a unique solution. We can, therefore, choose a closed, 
bounded and convex set B such that the problem (3.14) has no solution on 
the boundary of B for ,l E (0, 1) and has a unique solution in the interior of 
B for A = 0. Hence by Leray-Schauder theory, the PBVP (3.14) has a 
solution u for A = 1. This implies by Lemma 3.1 that a(t, x) < u(r, x) on 
J x I. The condition (A,) then shows that I u,(t, x)1 < N on J x I, where N is 
a Nagumo constant. The proof is, therefore, complete. 
We remark that in the case when f in (3.1) is independent of uX, the proof 
of Theorem 3.1 exactly follows the classical approach and is almost parallel 
to the existence proof of first order PBVP. See [ 12, 141 for details. 
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