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Abstract
The k-cosymplectic Lagrangian and Hamiltonian formalisms of first-order field theories are
reviewed and completed. In particular, they are stated for singular and almost-regular systems.
Subsequently, several alternative formulations for k-cosymplectic first-order field theories are
developed: First, generalizing the construction of Tulczyjew for mechanics, we give a new inter-
pretation of the classical field equations in terms of certain submanifolds of the tangent bundle
of the k1-velocities of a manifold. Second, the Lagrangian and Hamiltonian formalisms are
unified by giving an extension of the Skinner-Rusk formulation on classical mechanics. Finally,
both formalisms are formulated in terms of Lie algebroids.
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1 Introduction
Gu¨nther’s ( k-symplectic) formalism [1, 2, 16, 38] is the generalization to first order classical field
theories of the standard symplectic formalism in mechanics, which is the geometric framework for
describing autonomous dynamical systems. In this sense, the k-symplectic formalism is used to
give a geometric description of certain kinds of field theories: in a local description, those whose
Lagrangian does not depend on the coordinates in the basis (in many of them, the space-time
coordinates); that is, it is only valid for Lagrangians L(qi, viA) and Hamiltonians H(q
i, pAi ) that
depend on the field coordinates qi and on the partial derivatives of the field viA.
The k-cosymplectic formalism is the generalization to field theories of the standard cosym-
plectic formalism in mechanics, which is the geometric framework for describing non-autonomous
dynamical systems [28, 29]. This formalism describes field theories involving the coordinates in
the basis (t1, . . . , tk) on the Lagrangian L(tA, qi, viA) and on the Hamiltonian H(t
A, qi, pAi ). The
k-cosymplectic formalism was introduced in [28, 29]. One of the advantages of this formalism,
and of Gu¨nther’s (k-symplectic) formalism, is that only the tangent and cotangent bundle of a
manifold are required to develop it. In addition, there are also other polysymplectic formalisms for
describing field theories, such as those developed by G. Sardanashvily et al [12, 13, 43], and by I.
Kanatchikov [18], as well as the n-symplectic formalism of L. K. Norris [36, 40]. Let us remark that
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the multisymplectic formalism is the most ambitious program to develop the Classical Field Theory
(see for example [5, 9, 10, 14, 15, 19], and references quoted therein). In [42, 25] the equivalence
between the multisimplectic and k-cosymplectic description is shown, when the theories with trivial
configuration bundles are considered.
In this paper, we first review the k-cosymplectic formalism for singular field theories, improving
previous developments on this topic [29]. After this, the main aims are:
1. To introduce certain submanifolds of TM⊕ k. . . ⊕TM , the Whitney sum of k copies of TM ,
which allows us to describe the Euler-Lagrange and Hamilton equations.
This part of the paper is inspired in [45, 46], where Tulczyjew formulates Hamiltonian dynamics
in terms of Lagrangian submanifolds of a symplectic manifold. M. de Leo´n et al. generalize
Tulczyjew’s paper to higher-order Lagrangian systems in [20] and to classical field equations in
terms of submanifolds of multysymplectic manifolds in [21, 24]. In [23], Tulczjew’s construction
is extended to Lagrangian Mechanics on Lie algebroids in terms of Lagrangian Lie subalgebroids,
which are submanifolds of a Lie algebroid τ : E → Q.
2. To extend the Skinner-Rusk formalism to k-cosymplectic classical field theories.
In [44], the authors developed the Skinner-Rusk formalism in order to give a geometrical unified
formalism for describing mechanical systems. It incorporates all the characteristics of Lagrangian
and Hamiltonian descriptions of these systems (including dynamical equations and solutions, con-
straints, Legendre map, evolution operators, equivalence, etc.). This formalism has been gener-
alized to time-dependent mechanical systems [7], to the multisymplectic description of first-order
field theories [11, 22], and also to the k-symplectic formulation of field theories [41].
We extend this unified framework to the k-cosymplectic description of first-order classical field
theories [28, 29], and to show how this description comprises the main features of the Lagrangian
and Hamiltonian formalisms, both for the regular and singular cases.
3. To develop the k-cosymplectic formalism in terms of Lie algebroids.
In [32], a theory of Lagrangian Mechanics is developed in a similar way to the formulation of
the standard Lagrangian Mechanics. This approach differs from that followed by A. Weinstein [48].
A good survey on this subject is [23]. The multisymplectic formalism for classical field theories is
extended to the setting of Lie algebroids in [34, 35], and in [47] a geometric frameword for discrete
Classical Field theories on Lie groupoids is presented.
The organization of the paper is as follows:
Section 2 is devoted to reviewing the main features of the k-cosymplectic formalism of La-
grangian and Hamiltonian field theories, and to stating these formalisms for singular systems.
First, the field theoretic phase space for the Hamiltonian approach space is Rk × (T 1k )
∗Q, where
(T 1k )
∗Q = T ∗Q⊕ k. . . ⊕T ∗Q is the Whitney sum of k-copies of the cotangent bundle T ∗Q of a
manifold Q. This space is the canonical example of a k-cosymplectic manifold. The field phase
space for the Lagrangian description is Rk × T 1kQ, where T
1
kQ = TQ⊕
k. . . ⊕TQ is the Whitney
sum of k-copies of the tangent bundle TQ. T 1kQ has the canonical k-tangent structure, given by
k canonical tensor fields of type (1, 1) satisfying certain properties. This structure on T 1kQ can
be lifted to Rk × T 1kQ. Using the extended tensor fields or the Legendre map and a Lagrangian
function, we can construct a k- cosymplectic (or k-precosymplectic) structure on Rk × T 1kQ whose
1-forms and 2-forms enable us to develop the Lagrangian formalism.
In Section 3 we develop the first aim of the paper. We give a new interpretation of the classical
field equations in terms of certain submanifolds of T 1k (R
k × (T 1k )
∗Q). In order to do this, we
introduce 2k derivations ıTA and dTA , 1 ≤ A ≤ k from
∧
M to
∧
T 1kM , for a differentiable manifold
M . These derivations are the main tools for developing the rest of the section and there is a
generalization of the derivations introduced by Tulczyjew in [45, 46].
In Section 4 we develop the unified formalism for field theories (second aim), which is based
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on the use of the Whitney sum M =
(
Rk × T 1kQ
)
⊕Rk×Q
(
Rk × (T 1k )
∗Q
)
. There are canonical
“precosymplectic” forms onM (the pull-back of the canonical cosymplectic forms on each R×T ∗Q)
and a natural coupling function, which is defined by the contraction between vectors and covectors.
Then, given a Lagrangian L ∈ C∞(Rk × T 1kQ), we can state a field equation on M. This equation
has solution only on a submanifoldML, which is the graph of the Legendre map. Then we prove that
if Z = (Z1, . . . , Zk) is an integrable k-vector field, which is a solution to this equation and tangent
to ML, then the projection onto the first factor R
k×T 1kQ of the integral sections of Z are solutions
to the Euler-Lagrange field equations. If L is regular, the converse also holds. Furthermore, we
establish the relationship between Z and the Hamiltonian and the Lagrangian k-vector fields of the
k-cosymplectic formalism, XH and XL.
In Section 5 we present some basic facts on Lie algebroids, including results form differential
calculus, morphisms and prolongations of Lie algebroids. In this section we also introduce a bundle
T Ek P = (R
k×
k
⊕ E) ×
Rk×T 1
k
Q T
1
k (R
k × P ) → P which is said to be the k-prolongation of a Lie
algebroid τ : E → Q over a fibration π : P → Q. This space is a generalization of the prolongation
of Lie algebroids and it is the fundamental geometric element to develop the Lagrangian and
Hamiltonian k-cosymplectic field theory on Lie algebroids.
Section 6 is devoted to developing a Lagrangian and Hamiltonian k-cosymplectic description
of field theories on Lie algebroids. In particular, in section 6.1 we develop the k-cosymplectic La-
grangian formalism on Lie algebroids. The fundamental point of this development is to consider the
manifold T Ek P with P =
k
⊕ E and the geometric objects defined on T Ek (
k
⊕ E). Given a Lagrangian
function L : Rk×
k
⊕ E → R, solving certains equations we obtain a section ξL of T
E
k (
k
⊕ E) such
that its integral sections are solutions to the Euler-Lagrange equations for L. Finally in section
6.1.3 we recover the standard Lagrangian k-cosymplectic formalism described in section 2.2 as a
particular case of the section 6 when E = TQ. Section 6.2 is devoted to developing a Hamiltonian
k-cosymplectic description of field theory on Lie algebroids. This description is similar to the La-
grangian case; now we consider the vector bundle T Ek (
k
⊕ E∗), where E∗ → Q is the dual bundle
of E. Given a Hamiltonian function H : Rk×
k
⊕ E∗ → R, solving certains equations we obtain a
section ξH of T
E
k (
k
⊕ E∗) such that its integral sections are solutions to the Hamilton equations for
H. Taking E = TQ, the results in sections 6.1 and 6.2 coincide with the results of the standard
k-cosymplectic formalism described in section 2. Thus the standard k-cosymplectic formalism can
be recovered as a particular case of the description on Lie algebroids.
Manifolds are real, paracompact, connected and C∞. Maps are C∞. Sum over crossed repeated
indices is understood.
2 The standard k-cosymplectic formalism in field theory
2.1 Hamiltonian formalism[28]
2.1.1 Geometric elements
Let Q be a differentiable manifold, dimQ = n, and τ ∗Q : T
∗Q→ Q its cotangent bundle. Denote by
(T 1k )
∗Q = T ∗Q⊕ k. . . ⊕T ∗Q, the Whitney sum of k copies of T ∗Q. The manifold (T 1k )
∗Q can be
identified with the manifold J1(Q,Rk)0 of 1-jets of mappings from Q to R
k with target at 0 ∈ Rk,
J1(Q,Rk)0 ≡ T
∗Q⊕ k. . . ⊕T ∗Q
j1q,0σ ≡ (dσ
1(q), . . . , dσk(q)) ,
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where σA = πA ◦ σ : Q −→ R is the Ath component of σ, and πA : Rk → R is the canonical
projection onto the Ath component, for 1 ≤ A ≤ k. (T 1k )
∗Q is called the cotangent bundle of
k1-covelocities of the manifold Q.
The manifold J1πQ of 1-jets of sections of the trivial bundle πQ : R
k ×Q→ Q is diffeomorphic
to Rk × (T 1k )
∗Q, via the diffeomorphism given by
J1πQ → R
k × (T 1k )
∗Q
j1qφ = j
1
q (φQ, IdQ) 7→ (φQ(q), α
1
q , . . . , α
k
q ) ,
where φQ : Q
φ
→ Rk ×Q
π
Rk→ Rk , αAq = d(φQ)
A(q), 1 ≤ A ≤ k, and (φQ)
A : Q
φQ
→ Rk
πA
→ R.
Throughout the paper we use the following notation for the canonical projections
Rk × (T 1k )
∗Q
(πQ)1,0
−→ Rk ×Q
πQ
−→ Q ,
and (πQ)1 = πQ ◦ (πQ)1,0, where
πQ(t, q) = q, (πQ)1,0(t, α
1
q , . . . , α
k
q ) = (t, q), (πQ)1(t, α
1
q , . . . , α
k
q ) = q ,
with t ∈ Rk, q ∈ Q and (α1q , . . . , α
k
q ) ∈ (T
1
k )
∗Q.
If (qi) are local coordinates on U ⊆ Q, then the induced local coordinates (qi, pi), 1 ≤ i ≤ n,
on (τ ∗Q )
−1(U) = T ∗U ⊂ T ∗Q, are given by
qi(αq) = q
i(q), pi(αq) = αq
(
∂
∂qi
∣∣∣
q
)
,
and the induced local coordinates (tA, qi, pAi ) on [(πQ)1]
−1(U) = Rk × (T 1k )
∗U are given by
tA(j1qφ) = (φQ(q))
A, qi(j1qφ) = q
i(q) , pAi (j
1
qφ) = d(φQ)
A(q)
(
∂
∂qi
∣∣∣
q
)
,
or equivalently, for 1 ≤ i ≤ n and 1 ≤ A ≤ k,
tA(t, α1q , . . . , α
k
q ) = t
A , qi(t, α1q , . . . , α
k
q ) = q
i(q) , piA(t, α
1
q , . . . , α
k
q ) = α
A
q
(
∂
∂qi
∣∣∣
q
)
.
On Rk × (T 1k )
∗Q, we define the differential forms
ηA = (πA1 )
∗dtA , θA0 = (π
A
2 )
∗θ0 , ω
A
0 = (π
A
2 )
∗ω0 ,
where πA1 : R
k × (T 1k )
∗Q→ R and πA2 : R
k × (T 1k )
∗Q→ T ∗Q are the projections defined by
πA1 (t, (α
1
q , . . . , α
k
q )) = t
A , πA2 (t, (α
1
q , . . . , α
k
q )) = α
A
q ,
ω = −dθ = dqi∧dpi is the canonical symplectic form on T
∗Q and θ = pi dq
i is the Liouville 1-form
on T ∗Q. Obviously ωA = −dθA.
In local coordinates we have
ηA = dtA , θA = pAi dq
i , ωA = dqi ∧ dpAi . (1)
Finally, consider the vertical distribution of the bundle (πQ)1,0 : R
k × (T 1k )
∗Q→ Rk ×Q,
V ∗ = ker ( (πQ)1,0)∗ =
〈
∂
∂p1i
, . . . ,
∂
∂pki
〉
i=1,...,n
A simple inspection of the expressions in local coordinates (1) shows that the forms ηA and ωA
are closed, and the following relations hold
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1. η1 ∧ · · · ∧ ηk 6= 0, (ηA)|V ∗ = 0, (ω
A)|V ∗×V ∗ = 0,
2. (∩kA=1 ker η
A) ∩ (∩kA=1 kerω
A) = {0}, dim(∩kA=1 kerω
A) = k,
Then, from the above geometrical model, we have the following definition [28]:
Definition 2.1 Let M be a differentiable manifold of dimension k(n + 1) + n. A k–cosymplectic
structure on M is a family (ηA, ωA, V ), where each ηA is a closed 1-form, each ωA is a closed
2-form and V is an integrable nk-dimensional distribution on M , satisfying 1 and 2. In this case,
M is said to be an k–cosymplectic manifold.
Theorem 2.1 [28] (Darboux Theorem) If M is a k–cosymplectic manifold, then around each point
of M there exist local coordinates (xA, yi, zAi ); 1 ≤ A ≤ k, 1 ≤ i ≤ n, such that
ηA = dxA, ωA = dyi ∧ dzAi , V =
〈
∂
∂z1i
, . . . ,
∂
∂zki
〉
i=1,...,n
.
The canonical model for these geometrical structures is (Rk × (T 1k )
∗Q, ηA, ωA, V ∗).
For every k-cosymplectic structure (ηA, ωA, V ) on M , there exists a family of k vector fields
{RA} characterized by the following conditions
ıRAη
B = δBA , ıRAω
B = 0, 1 ≤ A,B ≤ k
They are called the Reeb vector fields associated to the k–cosymplectic structure. In the canonical
model RA = ∂/∂t
A. Observe that the vector fields {∂/∂tA are defined intrinsically in Rk× (T 1k )
∗Q,
and span locally the vertical distribution with respect to the projection Rk × (T 1k )
∗Q→ (T 1k )
∗Q.
2.1.2 k-vector fields and integral sections
Let M be an arbitrary manifold, T 1kM the Whitney sum TM⊕
k. . . ⊕TM of k copies of TM , and
τM : T
1
kM −→ M its canonical projection. τM : T
1
kM −→ M is usually called the tangent bundle
of k1-velocities of M , the reason for this name will be explained later in Section 2.2.1
Definition 2.2 A k-vector field on M is a section X :M −→ T 1kM of the projection τM .
Since T 1kM is the Whitney sum TM⊕
k. . . ⊕TM of k copies of TM , we deduce that giving a
k-vector field X is equivalent to giving a family of k vector fields X1, . . . ,Xk on M by projecting
X onto every factor. For this reason we will denote a k-vector field by (X1, . . . ,Xk).
Definition 2.3 An integral section of the k-vector field (X1, . . . ,Xk) passing through a point
x ∈M is a map φ : U0 ⊂ R
k →M , defined on some neighborhood U0 of 0 ∈ R
k, such that
φ(0) = x, φ∗(t)
(
∂
∂tA
∣∣∣
t
)
= XA(φ(t)) , for t ∈ U0 .
We say that a k-vector field (X1, . . . ,Xk) on M is integrable if there is an integral section passing
through each point of M .
Observe that, if k = 1, this definition coincides with the definition of integral curve of a vector
field. In the k-cosymplectic formalism, the solutions to the field equations are described as the
integral sections of some k-vector fields.
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2.1.3 k-cosymplectic Hamiltonian formalism
Let H : Rk × (T 1k )
∗Q→ R be a Hamiltonian function. Let X = (X1, . . . ,Xk) be a k-vector field on
Rk × (T 1k )
∗Q, which is a solution to the following equations
dtA(XB) = δ
A
B ,
k∑
i=1
ıXAω
A = dH −
k∑
A=1
∂H
∂tA
dtA . (2)
If X = (X1, . . . ,Xk) is an integrable k-vector field, locally given by
XA = (XA)
B ∂
∂tB
+ (XA)
i ∂
∂qi
+ (XA)
B
i
∂
∂pBi
then
(XA)
B = δBA ,
∂H
∂pAi
= (XA)
i,
∂H
∂qi
= −
k∑
A=1
(XA)
A
i , (3)
and if ψ : Rk → Rk × (T 1k )
∗Q, locally given by ψ(t) = (ψA(t), ψi(t), ψAi (t)), is an integral section
of X , then
∂ψA
∂tB
= δAB ,
∂ψi
∂tB
= (XB)
i,
∂ψAi
∂tB
= (XB)
A
i .
Therefore, from (3) we obtain that φ(t) is a solution to the Hamiltonian field equations
∂H
∂qi
= −
k∑
A=1
∂ψAi
∂tA
,
∂H
∂pAi
=
∂ψi
∂tA
. (4)
So, equations (2) can be considered as a geometric version of the Hamiltonian field equations.
Remark 2.1 The above Darboux theorem allows us to write the Hamiltonian formalism in an
arbitrary k-cosymplectic manifold (M,ηA, ωA, V ), substituing the equations (2) by
ηA(XB) = δ
A
B ,
k∑
A=1
ıXAω
A = dH +
k∑
A=1
(1−RA(H))η
A .
If (M,ηA, ωA, V ) is a k-cosymplectic manifold, we can define the vector bundle morphism
Ω♯ : T 1kM −→ T
∗M
(X1, . . . ,Xk) → Ω
♯(X1, . . . ,Xk) =
k∑
A=1
ıXAω
A + ηA(XA)η
A
and denoting by Mk(C
∞(M)) the space of matrices of order k whose entries are functions on M ,
we can also define the vector bundle morphism
η♯ : T 1kM −→ Mk(C
∞(M))
(X1, . . . ,Xk) → η
♯(X1, . . . ,Xk) = (η
A(XB)) .
Then, the solutions to (2) are given by (X1, . . . ,Xk) + (ker Ω
♯ ∩ ker η♯), where (X1, . . . ,Xk) is a
particular solution.
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2.2 Lagrangian formalism [29]
2.2.1 Geometric elements
The tangent bundle of k1-velocities of a manifold
Let τQ : TQ → Q be the tangent bundle of Q. Let us denote by T
1
kQ the Whitney sum
TQ⊕ k. . . ⊕TQ of k copies of TQ, with projection τkQ : T
1
kQ → Q, τ
k
Q(v1q, . . . , vkq) = q. T
1
kQ
can be identified with the manifold J10 (R
k, Q) of the k1-velocities of Q, that is, 1-jets of maps
σ : Rk → Q with source at 0 ∈ Rk, say
J10 (R
k, Q) ≡ TQ⊕ k. . . ⊕TQ
j10,qσ ≡ (v1q, . . . , vkq) ,
where q = σ(0), and vAq = σ∗(0)(
∂
∂tA
∣∣∣
0
). T 1kQ is the tangent bundle of k
1-velocities of Q [37].
If (qi) are local coordinates on U ⊆ Q, the induced coordinates (qi, vi) on TU = τ−1Q (U) are
qi(vq) = q
i(q), vi(vq) = vq(q
i) ,
and the induced coordinates (qi, viA), 1 ≤ i ≤ n, 1 ≤ A ≤ k, on T
1
kU = (τ
k
Q)
−1(U) are given by
qi(v1q, . . . , vkq) = q
i(q), viA(v1q, . . . , vkq) = vAq(q
i) .
In general, if F : M → N is a differentiable map, then the induced map T 1k (F ) : T
1
kM → T
1
kN
defined by T 1k (F )(j
1
0g) = j
1
0(F ◦ g) is given by
T 1k (F )(v1q, . . . , vkq) = (F∗(q)v1q, . . . , F∗(q)vkq) , (5)
where v1q, . . . , vkq ∈ TqQ, q ∈ Q , and F∗(q) : TqM → TF (q)N is the induced map.
The manifold T 1k (R
k × P )
Let π : P → Q be an arbitrary fibration. We use the tangent bundle of k1-velocities of the
manifold Rk × P , then we consider the vector bundle τk
Rk×P
: T 1k (R
k × P )→ Rk × P .
An element W(t,p) ∈ (τ
k
Rk×P
)−1(t,p) is given by W(t,p) = (v1(t,p), . . . , vk(t,p)).
Since (tA, qi, uϑ) are the local coordinates on Rk × P , we write each vector (vA)(t,p) as follows
(vA)(t,p) = (vA)B
∂
∂tB
∣∣∣
(t,p)
+ (vA)
i ∂
∂qi
∣∣∣
(t,p)
+ (vA)
ϑ ∂
∂uϑ
∣∣∣
(t,p)
.
Thus the local coordinates (tA, qi, uϑ) induce the local coordinates (tA, qi, uϑ, (vA)B , (vA)
i, (vA)
ϑ)
in T 1k (R
k × P ).
Taking into account the identification T 1k (R
k × P ) ≡ T 1kR
k × T 1k (P ) given by
(v1(t,p), . . . , vk(t,p)) ≡((
(v1)B
∂
∂tB
∣∣∣
t
, . . . , (vk)B
∂
∂tB
∣∣∣
t
)
;
(
(v1)
i ∂
∂qi
∣∣∣
p
+ (v1)
ϑ ∂
∂uϑ
∣∣∣
p
, . . . , (vk)
i ∂
∂qi
∣∣∣
p
+ (vk)
ϑ ∂
∂uϑ
∣∣∣
p
))
,
we consider the map
F = τk
Rk
× T 1k (π) : T
1
k (R
k × P ) ≡ T 1kR
k × T 1kP → R
k × T 1kQ
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which is given by
F (W(t,p)) = F (v1(t,p), . . . , vk(t,p)) = (t, (v1)
i ∂
∂qi
∣∣∣
q
, . . . , (vk)
i ∂
∂qi
∣∣∣
q
) , (6)
since T 1k (π) = Tπ × . . .× Tπ, and
Tpπ
(
(vA)
i ∂
∂qi
∣∣∣
p
+ (vA)
ϑ ∂
∂uϑ
∣∣∣
p
)
= (vA)
i ∂
∂qi
∣∣∣
q
1 ≤ A ≤ k .
Thus
F = τk
Rk
× T 1k π : (t
A, qi, uϑ, (vA)
B , (vA)
i, (vA)
ϑ)→ (tA, qi, (vA)
i) (7)
This map F will be used in the description of the Tulczyjew’s Lagrangian formalism and in the
definition of the fiber bundle T Ek P (see section 5.3), which is the fundamental geometric element
to develop the k-cosymplectic formalism on Lie algebroids (see section 6).
The manifold Rk × T 1kQ
Next we see that the manifold Rk×T 1kQ is a cosymplectic manifold when a regular Lagrangian
L : Rk × T 1kQ→ R is given.
The manifold J1π
Rk
of 1-jets of sections of the trivial bundle π
Rk
: Rk×Q→ Rk is diffeomorphic
to Rk × T 1kQ, via the diffeomorphism given by
J1πRk → R
k × T 1kQ
j1t φ = j
1
t (IdRk , φQ) → (t, v1, . . . , vk) ,
where φQ : R
k φ→ Rk ×Q
πQ
→ Q, and vA = (φQ)∗(t)
(
∂
∂tA
∣∣∣
t
)
.
Denote by pQ : R
k × T 1kQ → Q the canonical projection, that is pQ(t, v1q, . . . , vkq) = q. If
(qi) are local coordinates on U ⊆ Q, then the induced local coordinates (qi, vi), 1 ≤ i ≤ n, on
τ−1Q (U) = TU ⊂ TQ, are given by
qi(vq) = q
i(q), vi(vq) = vq(q
i) ,
and then the induced local coordinates (tA, qi, viA) on p
−1
Q (U) = R
k × T 1kU are given by
tA(j1t φ) = t
A , qi(j1t φ) = q
i(φQ(t)) , v
i
A(j
1
t φ) =
∂(qi ◦ φQ)
∂tA
(t)
or equivalently,
tA(t, v1q, . . . , vkq) = t
A; qi(t, v1q, . . . , vkq) = q
i(q); viA(t, v1q, . . . , vkq) = vAq(q
i) ,
Throughout the paper we use the following notation for the canonical projections
Rk × (T 1k )Q
(π
Rk
)1,0
−→ Rk ×Q
π
Rk−→ Rk
and (πRk)1 = πRk ◦ (πRk)1,0, where, for t ∈ R
k, q ∈ Q and (v1q, . . . , vkq) ∈ T
1
kQ,
πRk(t, q) = t, (πRk)1,0(t, v1q, . . . , vkq) = (t, q), (πRk)1(t, v1q, . . . , vkq) = t .
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Canonical vector fields and tensor fields on Rk × T 1kQ. Poincare´-Cartan forms
Denote by ∆ the canonical vector field (Liouville vector field) of the vector bundle (π
Rk
)1,0 :
Rk × T 1kQ→ R
k ×Q. This vector field ∆ is the infinitesimal generator of the following flow
R× (Rk × T 1kQ) −→ R
k × T 1kQ
(s, (t, v1q, . . . , vkq)) −→ (t, e
sv1q, . . . , e
svkq)
,
and in local coordinates it has the form
∆ =
∑
i,A
viA
∂
∂viA
.
∆ can be written as the sum ∆ =
k∑
A=1
∆A, where each vector field ∆A is the infinitesimal generator
of the following flow
R× (Rk × T 1kQ) −→ R
k × T 1kQ
(s, (t, v1q, . . . , vkq)) −→ (t, v1q, . . . , vA−1q, e
svAq, vA+1q, . . . , vkq) .
Definition 2.4 For a vector Xq at Q, and for A = 1, . . . , k, we define its vertical A-lift (Xq)
A
as the local vector field on τQ
−1(q) ⊂ T 1kQ given by
(Xq)
A(wq) =
d
ds
∣∣∣
s=0
(
wq + (0, . . . , 0, s
A
Xq, 0, . . . , 0)
)
, for wq = (v1q, . . . , vkq) ∈ T
1
kQ .
In local coordinates, for a vector Xq = a
i ∂
∂qi
we have
(Xq)
A = ai
∂
∂viA
. (8)
The canonical k-tangent structure on T 1kQ is the set (S
1, . . . , Sk) of tensor fields of type (1, 1)
defined by
SA(wq)(Zwq ) = (τ∗(wq)(Zwq ))
A, for all Zwq ∈ Twq (T
1
kQ), wq ∈ T
1
kQ .
From (8), in local coordinates we have
SA =
∂
∂viA
⊗ dqi (9)
The tensors SA can be regarded as the (0, . . . , 0,
A
1, 0, . . . , 0)-lift of the identity tensor on Q to
T 1kQ defined in [37].
In an obvious way, we consider the extension of SA to Rk × T 1kQ, which we also denote by S
A,
and they have the same local expressions (9).
The k-tangent manifolds were introduced as a generalization of the tangent manifolds in [26, 27].
The canonical model of these manifolds is T 1kQ with the structure given by (S
1, . . . , Sk).
As in the case of mechanical systems, these tensor fields SA allow us to introduce the forms θAL
and ωAL on R
k × T 1kQ as follows
θAL = dL ◦ S
A , ωAL = −dθ
A
L ,
with local expressions
θAL =
∂L
∂viA
dqi ωAL = dq
i ∧ d
(
∂L
∂viA
)
. (10)
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Second order partial differential equations on Rk × T 1kQ
Now we characterize the integrable k-vector fields on Rk × T 1kQ whose integral sections are
canonical prolongations of maps from Rk to Q.
Definition 2.5 A k-vector field X = (X1, . . . ,Xk) on R
k×T 1kQ is a second order partial differential
equation (sopde for short) if :
dtA(XB) = δ
A
B , S
A(XA) = ∆A .
Let (qi) be a coordinate system onQ and (tA, qi, viA) the induced coordinate system on R
k×T 1kQ.
A direct computation in local coordinates shows that the local expression of a sopde (X1, . . . ,Xk)
is
XA(t, q
i, viB) =
∂
∂tA
+ viA
∂
∂qi
+ (XA)
i
B
∂
∂viB
, (11)
where (XA)
i
B are functions on R
k × T 1kQ. As a direct consequence of the above local expressions,
we deduce that the family of vector fields {X1, . . . ,Xk} are linearly independent.
Definition 2.6 Let φ : Rk → Q be a map, the first prolongation φ[1] of φ is the map
φ[1] : Rk −→ Rk × T 1kQ
t −→ (t, j10φt) ≡
(
t, φ∗(t)
(
∂
∂t1
∣∣∣
t
)
, . . . , φ∗(t)
(
∂
∂tk
∣∣∣
t
))
,
where φt(s) = φ(t+ s). In local coordinates
φ[1](t1, . . . , tk) =
(
t1, . . . , tk, φi(t1, . . . , tk),
∂φi
∂tA
(t1, . . . , tk)
)
,
Lemma 2.1 Let (X1, . . . ,Xk) be a sopde. A map ψ : R
k → Rk × T 1kQ, given by ψ(t) =
(ψA(t), ψi(t), ψiA(t)), is an integral section of (X1, . . . ,Xk) if, and only if,
ψA(t) = tA + cA , ψiA(t) =
∂ψi
∂tA
(t) ,
∂2ψi
∂tA∂tB
(t) = (XA)
i
B(ψ(t)) . (12)
(Proof) Equations (12) follow from Definition 2.3 and (11).
Remark 2.2 The integral sections of a sopde are given by ψ(t) =
(
tA + cA, ψi(t),
∂ψi
∂tA
(t)
)
, where
the functions ψi(t) satisfy the third equation in (12) and cA are constants. In the particular case
c = 0, we have that ψ = φ[1] where φ = pQ ◦ ψ : R
k ψ→ Rk × T 1kQ
pQ
→ Q; that is, φ(t) = (ψi(t)).
Conversely if φ : Rk → Q is any map such that
∂2φi
∂tA∂tB
(t) = (XA)
i
B(φ
[1](t)),
then φ[1] is an integral section of (X1, . . . ,Xk).
Observe that if (X1, . . . ,Xk) is integrable, from (12) we deduce that (XA)
i
B = (XB)
i
A.
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Lemma 2.2 Let X = (X1, . . . ,Xk) be an integrable k-vector field on R
k × T 1kQ. If every integral
section of X is the first prolongation φ[1] of map φ : Rk → Q, then X is a sopde.
(Proof) Let us suppose that each XA is locally given by
XA(t, q
i, viB) = (XA)
B ∂
∂tB
+ (XA)
i ∂
∂qi
+ (XA)
i
B
∂
∂viB
. (13)
Let ψ = φ[1] : Rk → Rk ×T 1kQ be an integral section of X, then from (11), (13) and Definitions 2.3
and 2.6 we obtain
(XA)
B(φ[1](t)) = δBA , (XA)
i(φ[1](t)) =
∂φi
∂tA
(t) = viA(φ
[1](t)), (XA)
i
B(φ
[1](t)) =
∂2φi
∂tA∂tB
(t)
thus XA is locally given as in (11).
2.2.2 The Legendre map and the Lagrangian forms
Given a Lagrangian L : Rk × T 1kQ → R the Legendre map FL : R
k × T 1kQ −→ R
k × (T 1k )
∗Q is
defined as follows:
FL(t, v1q, . . . , vkq) = (t, . . . , [FL(t, v1q, . . . , vkq)]
A, . . .) ,
where
[FL(t, v1q, . . . , vkq)]
A
q (uq) =
d
ds
∣∣∣
s=0
L
(
t, v1q, . . . , vAq + suq, . . . , vkq
)
.
It is locally given by
FL : (tA, qi, viA) −→
(
tA, qi,
∂L
∂viA
)
. (14)
From (10) and (14) the following identities hold
θAL = FL
∗θA , ωAL = FL
∗ωA . (15)
Definition 2.7 A Lagrangian function L : Rk × T 1kQ −→ R is said to be regular (resp. hyperreg-
ular) if the corresponding Legendre map FL is a local (resp. global) diffeomorphism. Elsewhere L
is called a singular Lagrangian.
From (14) we obtain that L is regular if, and only if, det
(
∂2L
∂viA∂v
j
B
)
6= 0, 1 ≤ i, j ≤ n,
1 ≤ A,B ≤ k. Therefore (see [29]):
Proposition 2.1 The following conditions are equivalent: (i) L is regular, (ii) FL is a local diffeo-
morphism. (iii) (dtA, ωAL , V∗) is a k-cosymplectic structure on R
k×T 1kQ where V∗ = ker ((πRk)1,0)∗ =〈 ∂
∂vi1
, . . . , ∂
∂vik
〉
i=1,...,n
is the vertical distribution of the bundle (πRk)1,0 : R
k × T 1kQ→ R
k ×Q.
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Definition 2.8 A singular Lagrangian function L : Rk × T 1kQ −→ R is called almost-regular if
P := FL(T 1kQ) is a closed submanifold of R
k × (T 1k )
∗Q (we will denote the natural imbedding by
0 : P →֒ R
k × (T 1k )
∗Q), FL is a submersion onto its image, and the fibres FL−1(FL(t, wq)), for
every (t, wq) ∈ R
k × T 1kQ, are connected submanifolds of R
k × T 1kQ.
Observe that the vector fields ∂
∂tA
are tangent to P.
2.2.3 k-cosymplectic Lagrangian formalism
Suppose that a physical system is described by n functions ψi(t1, . . . , tk). Associated with this
system there is a Lagrangian L(tA, ψi, ψiA), with ψ
i
A =
∂ψi
∂tA
; then the Euler-Lagrange equations are
k∑
A=1
(
∂2L
∂tA∂ψiA
+
∂2L
∂qj∂ψiA
∂ψj
∂tA
+
∂2L
∂ψjB∂ψ
i
A
∂2ψj
∂tA∂tB
)
=
∂L
∂qi
and we can consider that the Lagrangian L is defined on Rk × T 1kQ, that is L = L(t
A, qi, viA), and
we can write the Euler-Lagrange equations as
k∑
A=1
∂
∂tA
∣∣∣
t
(
∂L
∂viA
(ψ(t))
)
=
∂L
∂qi
(ψ(t)) , viA(ψ(t)) =
∂(qi ◦ ψ)
∂tA
(t) , (16)
where each solution ψ : U0 ⊂ R
k → Rk × T 1kQ is given by ψ(t) =
(
t, ψi(t),
∂ψi
∂tA
(t)
)
.
Thus each solution ψ(t) of the Euler-Lagrange equations (16) is a first prolongation of a map
φ : U0 ⊂ R
k → Q given by φ(t) = (ψi(t)).
Next we give a geometrical description of these equations. Let us consider the equations
dtA((XL)B) = δ
A
B ,
k∑
A=1
i(XL)Aω
A
L = dEL +
k∑
A=1
∂L
∂tA
dtA , (17)
where EL = ∆(L)− L. If (XL)A is locally given by
(XL)A = ((XL)A)
B ∂
∂tB
+ ((XL)A)
i ∂
∂qi
+ ((XL)A)
i
B
∂
∂viB
,
we obtain that (17) is equivalent to the equations
((XL)A)
B = δBA , ((XL)B)
i ∂
2L
∂tA∂viB
= viB
∂2L
∂tA∂viB
((XL)C)
j ∂
2L
∂viB∂v
j
C
= vjC
∂2L
∂viB∂v
j
C
(18)
∂2L
∂qj∂viB
(
viB − ((XL)B)
i
)
+
∂2L
∂tB∂viB
+ vkB
∂2L
∂qk∂viB
+ ((XL)B)
k
C
∂2L
∂vkC∂v
i
B
=
∂L
∂qi
. (19)
When L is regular, from (18) we obtain that this last equation can be written as follows
∂2L
∂tB∂viB
+ vkB
∂2L
∂qk∂viB
+ ((XL)B)
k
C
∂2L
∂vkC∂v
i
B
=
∂L
∂qi
, (20)
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and then (XL)A is locally given by
(XL)A =
∂
∂tA
+ viB
∂
∂qi
+ ((XL)A)
i
B
∂
∂viB
;
that is, ((XL)1, . . . , (XL)k) is a sopde.
Theorem 2.2 Let L be a Lagrangian and XL = ((XL)1, . . . , (XL)k) a k-vector field such that
dtA((XL)B) = δ
A
B , ,
k∑
A=1
i(XL)Aω
A
L = dEL +
k∑
A=1
∂L
∂tA
dtA . (21)
1. If L is regular, then XL = ((XL)1, . . . , (XL)k) is a sopde. If ψ : R
k → Rk × T 1kQ is an
integral section of XL, then φ : R
k ψ→ Rk × T 1kQ
pQ
→ Q is a solution to the Euler-Lagrange
equations (16).
2. If ((XL)1, . . . , (XL)k) is integrable, and φ
[1] : Rk → Rk × T 1kQ is an integral section, then
φ : Rk → Q is a solution to the Euler-Lagrange equations (16).
(Proof) 1 is a consequence of (18) and (20). If φ[1] is an integral section, from (19) and the local
expression of φ[1] we have that φ is a solution to the Euler-Lagrange equations (16).
Remark 2.3 If L : Rk×T 1kQ −→ R is a regular Lagrangian, then (dt
A, ωAL , V∗) is a k-cosymplectic
structure on Rk×T 1kQ. The Reeb vector fields (RL)A corresponding to this k-cosymplectic structure
are characterized by
i(RL)A dt
B = δBA , i(RL)A ω
B
L = 0 ,
and satisfy (RL)A(EL) = −∂L/∂t
A.
If the Lagrangian L is hyper-regular, that is, FL is a diffeomorphism, then we can define a
Hamiltonian function H : Rk × (T 1k )
∗Q→ R by H = EL ◦ FL
−1 where FL−1 is the inverse map of
FL. Then we have the following:
Theorem 2.3 1. If XL = ((XL)1, . . . , (XL)k) is a solution to (17), then XH = ((XH )1, . . . , (XH)k),
where (XH)A = FL∗((XL)A) is a solution to the equations (2) in R
k×(T 1k )
∗Q, with ηA = ηA0 ,
ωA = ωA0 , and H = EL ◦ FL
−1.
2. If XL = ((XL)1, . . . , (XL)k) is integrable and φ
[1] is an integral section, then ϕ = FL ◦ φ[1] is
an integral section of XH = ((XH)1, . . . , (XH)k) and thus it is a solution to the Hamilton
field equations (4) for H = EL ◦ FL
−1.
(Proof)
1. It is an immediate consequence of (2) and (17) using that FL∗ηA0 = dt
A, FL∗ωA0 = ω
A
L , and
EL = H ◦ FL
−1.
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2. It is an immediate consequence of Definition 2.3 of integral section of a k-vector field.
Remark 2.4 If we rewrite the equations (21) for the case k = 1, we have
dt(XL) = 1 , iXLωL = dEL +
∂L
∂t
dt ,
which are equivalent to the dynamical equations
dt(XL) = 1 , iXLΩL = 0
where ΩL = ωL + dEL ∧ dt is the Poincare´-Cartan 2-form associated to the Lagrangian L (see
[8]). This describes the non-autonomous Lagrangian mechanics. Then, applying theorem 2.3 the
non-autonomous Hamiltonian mechanics is obtained.
If the Lagrangian L is singular, then the existence of solutions to the equations (17) is not assured
except, perhaps, in a submanifold of Rk×T 1kQ (see [29]). Furthermore, when these solutions exist,
they are not sopde, in general. Thus, in order to recover the Euler-Lagrange equations (16), the
following condition must be added to the equations (17) (see definition 2.5):
SA(XA) = ∆A .
If the Lagrangian is almost-regular, then there exists H0 ∈ C
∞(P) such that (FL0)
∗H0 = EL,
where FL0 : R
k×T 1kQ→ P is defined by 0 ◦FL0 = FL. The Hamiltonian field equation analogous
to (2) should be
 ∗0 (η
A)((X0)B) = δ
A
B ,
k∑
i=1
ı(X0)A(
∗
0 (ω
A
0 )) = dH0 −
k∑
A=1
∂H0
∂tA
j ∗0 (η
A) .
where X0 = ((X0)1, . . . , (X0)k) (if it exists) is a k-vector field on P. The existence of k-vector fields
in P solution to the above equations is not assured except, perhaps, in a submanifold of P.
3 Tulczyjew’s submanifolds for k-cosymplectic field theories
This approach is inspired in papers [45, 46] and [21, 24].
3.1 Derivations on T 1kM
Let us denote with
∧
N the algebra of the exterior differential forms on an arbitrary manifold N .
In [45, 46], a derivation iT of degree −1 from
∧
M on
∧
TM over τM : TM → M was defined in
an arbitrary manifold M by iTµ = 0 if µ is a function on M , and by
iT µ(vx)(Z
1
vx , . . . , Z
l
vx) = µ(p)(vx, (τM )∗(vx)(Z
1
vx), . . . , (τM )∗(vx)(Z
l
vx)),
if µ is a l + 1-form, where x ∈M , Zivx ∈ Tvx(TM).
A derivation dT of degree 0 from
∧
(M) on
∧
TM over τ is defined by dTµ = iTdµ + diTµ,
where d is the exterior derivative. We have ddT = dTd.
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We extend the above definition as follows: for every A = 1, . . . , k we define a derivation iTA of
degree −1 from
∧
(M) on
∧
T 1kM over τ : T
1
kM →M by iTAµ = 0 if µ is a function on M , and by
iTAµ(wx)(Z˜
1
wx , . . . , Z˜
l
wx) = µ(p)(τA(wx), τ∗(wx)(Z˜
1
wx), . . . , τ∗(wx)(Z˜
l
wx)), (22)
if µ is an l + 1-form, where τA : T
1
kM → M is the projection on the A
th-component of T 1kM ,
wx ∈ T
1
kM and Z˜
i
wx
∈ Twx(T
1
kM), 1 ≤ i ≤ l,.
A derivation dTA of degree 0 from
∧
(M) on
∧
T 1kM over τ is defined by dTAµ = iTAdµ+ diTAµ,
where d is the exterior derivative. We have d dTA = dTAd.
3.2 Tulczyjew’s Hamiltonian formulation
In this subsection it is important to consider the paragraph “The manifold T 1k (R
k × P )” of the
Section 2.2.1. Here we consider the particular case P = (T 1k )
∗Q.
Let W(t,α) = (v1(t,α) , . . . , vk(t,α)) be a point in T
1
k (R
k × (T 1k )
∗Q) where (t, α) ∈ Rk × (T 1k )
∗Q,
that is vA(t,α) ∈ T(t,α)(R
k × (T 1k )
∗Q), 1 ≤ A ≤ k. We write
vA(t, α)
= (vA)B
∂
∂tB
∣∣∣
(t,α)
+ (vA)
i ∂
∂qi
∣∣∣
(t,α)
+ (vA)
B
i
∂
∂pBi
∣∣∣
(t,α)
and we introduce the canonical coordinates (tA, qi, pAi , (vA)B , (vA)
i, (vA)
B
i ) on T
1
k (R
k × (T 1k )
∗Q).
Let ωA be the canonical 2-forms on Rk× (T 1k )
∗Q introduced in the subsection 2.1.1. From (22)
we introduce the 1-forms iTAω
A on T 1k (R
k × (T 1k )
∗Q), which are locally given by
iTAω
A =
k∑
i=1
((vA)
i dpAi − (vA)
A
i dq
i) . (23)
Let H : Rk× (T 1k )
∗Q be a Hamiltonian function. Associated with H we define the submanifold
DH =
{
W(t,α) ∈ T
1
k (R
k × (T 1k )
∗Q) : dtB(vA(t,α)) = δ
B
A ,( k∑
A=1
iTAω
A
)
(W(t,α)) =
(
τ
Rk×(T 1
k
) ∗Q
∗(dH −
∂H
∂tA
dtA)
)
(W(t,α))
}
,
where τ
Rk×(T 1
k
) ∗Q : T
1
k (R
k × (T 1k )
∗Q) → Rk × (T 1k )
∗Q is the canonical projection of the tangent
bundle of k1-velocities of Rk × (T 1k )
∗Q.
From (23) we deduce that DH is locally defined by the constraints
(vA)
B(W(t,α)) = δ
B
A , (vA)
i(W(t,α)) =
∂H
∂pAi
∣∣∣
τ
Rk×(T1
k
) ∗Q
(W(t,α))
,
−
k∑
A=1
(vA)
A
i (W(t,α)) =
∂H
∂qi
∣∣∣
τ
Rk×(T1
k
) ∗Q
(W(t,α))
.
(24)
and thus dimDH = k + (nk) + k(nk).
Proposition 3.1 Let X = (X1, . . . ,Xk) be an integrable k-vector field on R
k × (T 1k )
∗Q such that
ImX ⊂ DH . Then its integral sections are solutions of the HDW-equations.
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(Proof) If
XA = (XA)
B ∂
∂tB
+ (XA)
i ∂
∂qi
+ (XA)
B
i
∂
∂pBi
then from (24) and definition of DH we have that
(XA)
B(W(t,α)) = δ
B
A , (XA)
i(W(t,α)) =
∂H
∂pAi
∣∣∣
τ
Rk×(T1
k
) ∗Q
(W(t,α))
,
−
k∑
A=1
(XA)
A
i (W(t,α)) =
∂H
∂qi
∣∣∣
τ
Rk×(T1
k
) ∗Q
(W(t,α))
.
(25)
If X is integrable and if ψ : Rk → Rk× (T 1k )
∗Q, given by ψ(t) = (ψA(t), ψi(t), ψAi (t)), is an integral
section of X , then we obtain
∂ψB
∂tA
∣∣∣
t
= (XA)
B(ψ(t)),
∂ψi
∂tB
∣∣∣
t
= (XB)
i(ψ(t)),
∂ψAi
∂tB
∣∣∣
t
= (XB)
A
i (ψ(t)) . (26)
Therefore, from (25) and (26) we obtain that ψ(t) is a solution to the Hamilton field equations (4)
where ψ(t) = (t+ cte, ψi(t), ψAi (t)).
3.3 Tulczyjew’s Lagrangian formulation
Let θA be the canonical 1-forms on Rk × (T 1k )
∗Q introduced in subsection 2.1.1. Then using that
dTAθ
A = −iTAω
A + diTAθ
A
0 , where ω
A = −dθA, we obtain from (22) that the 1-forms dTAθ
A on
T 1k (R
k × (T 1k )
∗Q) are locally given by
dTAθ
A = (vA)
A
i dq
i + pAi d(vA)
i ∈
1∧
T 1k (R
k × (T 1k )
∗Q) . (27)
Let L(tA, qi, viA) be a function on R
k × T 1kQ and let DL be the submanifold
DL = {W(t,α) ∈ T
1
k (R
k × (T 1k )
∗Q) : dtB(vA(t,α)) = δ
B
A ,
k∑
A=1
dTAθ
A(W(t,α)) = F
∗(dL −
∂L
∂tA
dtA)(W(t,α))} ,
F = (τRk × T
1
k (π
k
Q) : T
1
k (R
k × (T 1k )
∗Q)→ Rk × T 1kQ being the map defined by (7), which, in this
particular case (i.e., with P = (T 1k )
∗Q and π = πkQ) is locally given by
F (tA, qi, pAi , (vA)B , (vA)
i, (vA)
B
i ) = (t
A, qi, (vA)
i) .
From (27) we deduce that DL is characterized by the equations
(vA)B(W(t,p)) = δ
B
A , p
A
i (W(t,p)) =
∂L
∂viA
∣∣∣
F (w(t,p))
,
k∑
A=1
(vA)
A
i (W(t,p)) =
∂L
∂qi
∣∣∣
F (W(t,p))
. (28)
and thus DL has dimension k + nk + nk
2.
Proposition 3.2 Let Ψ : Rk → Rk × (T 1k )
∗Q be a section of Rk × (T 1k )
∗Q→ Rk. If
Ψ(1)(t) = (Ψ∗(t)(
∂
∂t1
(t)), . . . ,Ψ∗(t)(
∂
∂tk
(t))) ∈ DL
then ψ = (πQ)1 ◦Ψ : R
k → Q is a solution to the Euler-Lagrange equations.
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(Proof) If the local expression of Ψ is given by Ψ(t) = (tA,Ψi(t),ΨAi (t)), then
Ψ∗(t)(
∂
∂tA
(t)) =
∂
∂tA |Ψ(t)
+
∂Ψi
∂tA
(t)
∂
∂qi |Ψ(t)
+
∂ΨBi
∂tA
(t)
∂
∂pBi |Ψ(t)
and thus, we deduce from (28) that
1) (vA)B(Ψ
(1)(t)) = δBA ,
2) pAi (Ψ
(1)(t)) = pAi (Ψ(t)) = Ψ
A
i (t) =
∂L
∂viA
∣∣∣
F (Ψ(1)(t))
,
3)
k∑
A=1
(vA)
A
i (Ψ
(1)(t)) =
k∑
A=1
∂ΨAi
∂tA
(t) =
∂L
∂qi
∣∣∣
F (Ψ(1)(t))
.
From 2) and 3) we obtain
k∑
A=1
∂
∂tA
( ∂L
∂viA
∣∣∣
F (Ψ(1)(t))
)
=
∂L
∂qi
∣∣∣
F (Ψ(1)(t))
.
Now, we consider the map ψ = (πQ)1 ◦ Ψ locally given by ψ(t) = (Ψ
i(t)). It is easy to show that
F ◦ Ψ(1)(t) = (t, ψ∗(t)(
∂
∂t1
(t)), . . . , ψ∗(t)(
∂
∂tk
(t))) = ψ[1](t), where ψ[1] is defined in Definition 2.6.
So, we obtain
k∑
A=1
∂
∂tA
( ∂L
∂viA |ψ[1](t)
)
=
∂L
∂qi |ψ[1](t)
,
that is, ψ is a solution to the Euler-Lagrange equations.
4 Skinner-Rusk formulation
4.1 The Skinner-Rusk formalism for k-cosymplectic field theories
Let us consider theWhitney sumM =
(
Rk × T 1kQ
)
⊕Rk×Q
(
Rk × (T 1k )
∗Q
)
, with natural coordinates
(tA, qi, viA, p
A
i ). It has natural bundle structures over R
k × T 1kQ and R
k × (T 1k )
∗Q. Let us denote
by pr1 :M→ R
k ×T 1kQ the projection into the first factor, pr1(t
A, qi, viA, p
A
i ) = (t
A, qi, viA) and by
pr2 :M→ R
k × (T 1k )
∗Q the projection into the second factor, pr2(t
A, qi, viA, p
A
i ) = (t
A, qi, pAi ).
Let (η1, . . . , ηk, ω1, . . . , ωk) be the canonical forms of the canonical k-cosymplectic structure on
Rk × (T 1k )
∗Q. We denote
ϑA = (pr2)
∗dtA = dtA , ΩA = (pr2)
∗ωA ,
and so we have the family (ϑ1, . . . , ϑk,Ω1, . . . ,Ωk) in M.
Now, taking the k-vector field
(
∂
∂t1
, . . . ,
∂
∂tk
)
in Rk×(T 1k )
∗Q, we can define a family of k-vector
fields (ξ1, . . . , ξk) in M such that
(pr2)∗ξA =
∂
∂tA
.
These k-vector fields (ξ1, . . . , ξk) satisfy that, for 1 ≤ A,B ≤ k,
ıξAϑ
B = ıξA(pr
∗
2 dt
B) = pr ∗2 (ı ∂
∂tA
dtB) = δBA
ıξAΩ
B = ıξA(pr
∗
2 ω
B
0 ) = pr
∗
2 (ı ∂
∂tA
ωB) = 0 ,
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and they are locally given by
ξA =
∂
∂tA
+ (ξA)
i
B
∂
∂viB
, (29)
where (ξA)
i
B are arbitrary local functions in M. Hence, this k-vector field is not unique.
Finally, the coupling function in M, denoted by C, is defined as follows:
C : M =
(
Rk × T 1kQ
)
⊕Rk×Q
(
Rk × (T 1k )
∗Q
)
−→ R
(t, v1q, . . . , vkq, α
1
q , . . . , α
k
q ) 7→
k∑
A=1
αAq (vAq)
Given a Lagrangian L ∈ C∞
(
Rk × T 1kQ
)
, we define the Hamiltonian function H ∈ C∞ (M) as
H = C − pr ∗1 L , (30)
which, in coordinates, is given by
H = pAi v
i
A − L(t
A, qi, viA) . (31)
Then, in this formalism, we have the following problem:
Statement 4.1 Suppose that an integrable k-vector field Z = (Z1, . . . , Zk) exists in M, such that
ϑA(ZB) = δ
A
B ,
k∑
A=1
ıZAΩ
A = dH−
k∑
A=1
ξA(H)ϑ
A . (32)
The problem is to find the integral sections ψ : Rk →M of Z = (Z1, . . . , Zk).
Equations (32) give different kinds of information. In fact, writing locally each ZA as
ZA = (ZA)
B ∂
∂tB
+ (ZA)
i ∂
∂qi
+ (ZA)
i
B
∂
∂viB
+ (ZA)
B
i
∂
∂pBi
,
from (1), (31) and (32) we obtain
(ZA)
B = δBA (33)
pAi =
∂L
∂viA
◦ pr1 (34)
(ZA)
i = viA (35)
k∑
A=1
(ZA)
A
i =
∂L
∂qi
◦ pr1 . (36)
Then the vector fields ZA are locally given by
ZA =
∂
∂tA
+ viA
∂
∂qi
+ (ZA)
i
B
∂
∂viB
+ (ZA)
B
i
∂
∂pBi
, (37)
where the coefficients (ZA)
B
i are related by the equations (36). Observe that these equations do
not depend on the arbitrary functions (ξA)
i
B , that is, on the family of vector fields {ξA} that we
have chosen to extend the vector fields
{
∂
∂tA
}
.
So, in particular, we have obtained information on four different classes:
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1. The constraint equations (34), which are algebraic (not differential) equations defining a
submanifold ML of M where the equation (32) has solution. Observe that this submanifold
is just the graph of the Legendre map FL defined by the Lagrangian L.
2. Let us observe that, as a consequence of (34), the k-vector field Z = (Z1, . . . , Zk), ZA ∈ X(M),
satisfies equation (32) only on ML .
3. Equations (35), called the sopde condition, will be used in the following subsection (see
Theorem 4.1), to show that the integral sections of Z = (Z1, . . . , Zk) can be obtained from
first prolongations φ[1] of maps φ : Rk → Q.
4. Equations (36), which, taking into account (33), (34) and (35), will give the classical Euler-
Lagrange equations for the integral sections of Z (see Theorem 4.1).
5. From (33), (34), (35) and (36) we deduce that the solutions of equations (32) do not depend
on the k-vector field (ξ1, . . . , ξk) chosen.
If Z = (Z1, . . . , Zk) is a solution to (32), then each ZA is tangent to the submanifold ML if,
and only if, the functions ZA
(
pBj −
∂L
∂vjB
◦ pr1
)
vanish at the points of ML. Then from (37) we
deduce that this is equivalent to the following equations
(ZA)
B
j =
∂2L
∂tA∂vjB
+ viA
∂2L
∂qi∂vjB
+ (ZA)
i
C
∂2L
∂viC∂v
j
B
, (38)
which are conditions for the coefficients (ZA)
i
C .
Taking into account that the k-vector fields Z must be tangent to the submanifold ML, the
above problem can be stated in ML, instead of in M. First observe that the family composed of
the k vector fields (ξ1, . . . , ξk) on M are tangent to ML if and only if
∂2L
∂tA∂viB
◦ pr1 + (ξA)
j
C
∂2L
∂vjC∂v
i
B
◦ pr1 = 0 ,
since the constraint function defining ML is p
A
i −
∂L
∂viA
◦ pr1. Thus taking into account 3, we have
Statement 4.2 We denote by  : ML → M the natural imbedding. The problem is to find the
integral sections ψ : Rk → ML ⊂ M of integrable k-vector fields ZL = ((ZL)1, . . . , (ZL)k) on ML
solution to the following equations
( ∗ϑA)((ZL)B) = δ
A
B ,
k∑
A=1
ı(ZL)A(
∗ΩA) = d( ∗H)−  ∗
[
k∑
A=1
ξA(H)
]
( ∗ϑA) , (39)
Of course, ∗(ZL)A = ZA|ML, where Z = (Z1, . . . , Zk) is the k-vector field on M solution to (32).
It is interesting to remark that:
1. In general, equations (32) (or, what is equivalent, equations (39)) do not have a unique
solution. Solutions to (32) are given by (Z1, . . . , Zk) +
(
kerΩ♯ ∩ ker ϑ♯
)
, where (Z1, . . . , Zk)
is a particular solution, and Ω♯ is the morphism defined by
Ω♯ : T 1kM −→ T
∗M
(Y1, . . . , Yk) → Ω
♯(Y1, . . . , Yk) =
k∑
A=1
ıYAΩ
A + ϑA(YA)ϑ
A ,
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and, denoting by Mk(C
∞(M)) the space of matrices of order k whose entries are functions
on M, the vector bundle morphism ϑ♯ is defined by
ϑ♯ : T 1kM −→ Mk(C
∞(M))
(Y1, . . . , Yk) → ϑ
♯(Y1, . . . , Yk) = (ϑ
A(YB)) .
2. If L is regular, then taking into account (33), (35) and (36) we can define a local k-vector
field (Z1, . . . , Zk) on a neighborhood of each point in ML which is a solution to (32). Each
ZA is locally given by
(ZA)
B = δBA , (ZA)
i = viA , (ZA)
B
i =
1
k
∂L
∂qi
δBA ,
with (ZA)
i
B satisfying (38). Now, by using a partition of the unity, one can construct a global
k-vector field which is a solution to (32).
When the Lagrangian function L is singular, we cannot ensure the existence of solutions to the
equations (32) or (39). Thus we must develop a constraint algorithm for obtaining a constraint
submanifold (if it exists) where these solutions exist. Next, we outline this procedure (see also [22],
where a similar algorithm is sketched in the multisymplectic formulation).
Assuming that the Lagrangian is almost-regular, we start with P0 = ML. Then, let P1 be the
subset of P0 composed of those points where a solution to (39) exists, that is,
P1 = {z ∈ P0 | ∃((ZL)1, . . . , (ZL)k) ∈ (T
1
k )zP0 solution to (39)} .
If P1 is a submanifold of P0, there exists a section of the canonical projection τP0 : T
1
kP0 → P0
defined on P1 which is a solution to (39), but which does not define a k-vector field on P1, in
general. In order to find solutions taking values into T 1kP1, we define a new subset P2 of P1 as
P2 = {z ∈ P1 | ∃((ZL)1, . . . , (ZL)k) ∈ (T
1
k )zP1 solution to (39)} .
If P2 is a submanifold of P1, then there exists a section of the canonical projection τP1 : T
1
kP1 → P1
defined on P2 which is a solution to (39), but which does not define, in general, a k-vector field on
P2. Procceding further, we get a family of constraint manifolds
. . . →֒ P2 →֒ P1 →֒ P0 =ML →֒ M .
If there is a natural number f such that Pf+1 = Pf and dimPf > k, then we call Pf the final
constraint submanifold on which we can find solutions to equation (39). The solutions are not
unique (even in the regular case) and, in general, they are not integrable. In order to find integrable
solutions to equation (39), a constraint algorithm based on the same idea must be developed.
4.2 The field equations for sections
Consider the following restrictions of the projections pr1 and pr2,
pr01 : ML → R
k × T 1kQ , pr
0
2 : ML → R
k × (T 1k )
∗Q .
Remark 4.1 Observe that, as ML is the graph of FL, it is diffeomorphic to R
k × T 1kQ, and this
means that pr01 is really a diffeomorphism.
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Let Z = (Z1, . . . , Zk) be an integrable k-vector field solution to (32). Every integral section
ψ : t ∈ Rk → (ψA(t), ψi(t), ψiA(t), ψ
A
i (t)) ∈ M of Z is of the form ψ = (ψL, ψH), with ψL =
pr1 ◦ ψ : R
k → Rk × T 1kQ, and if ψ takes values in ML then ψH = FL ◦ ψL. In fact, from (34),
ψH(t) = (pr2 ◦ ψ)(t) = (ψ
A(t), ψi(t), ψAi (t)) =
(
ψA(t), ψi(t),
∂L
∂viA
(ψL(t))
)
= (FL ◦ ψL)(t) .
In this way, every constraint, differential equation, etc. in the unified formalism can be translated
into the non autonomous Lagrangian or Hamiltonian formalism by restriction to the first or sec-
ond factors of the product bundle. In particular, conditions (34) generate, by pr2-projection, the
primary constraints of the Hamiltonian formalism for singular Lagrangians (i.e., the image of the
Legendre transformation, FL(Rk × T 1kQ) ⊂ R
k × (T 1k )
∗Q), and they can be called the primary
Hamiltonian constraints.
Hence the main result in this subsection is the following:
Theorem 4.1 Let Z = (Z1, . . . , Zk) be an integrable k-vector field in M solution to (32), and let
ψ : Rk →ML ⊂M be an integral section of Z = (Z1, . . . , Zk), with ψ = (ψL, ψH) = (ψL, FL ◦ψL).
Then ψL is the canonical lift φ
[1] of the projected section φ = pQ◦pr
0
1◦ψ : R
k ψ→ML
pr01
≈ Rk×T 1kQ
pQ
→
Q, and φ is a solution to the Euler-Lagrange field equations (16).
M
pr1 pr2
✑
✑
✑
✑
✑
✑✑✰
◗
◗
◗
◗
◗
◗◗s

✻
Rk × T 1kQ
pr01✛ ML
pr02 ✲
Rk × (T 1k )
∗Q✲
FL
pQ (πQ)1
ψL = φ
[1] ψH = FL ◦ φ
[1]
ψ
φ
Q
Rk
❄
❍❍❍❍❍❍❥
✟✟✟✟✟✟✟✙
❙
❙
❙
❙
❙
❙
❙
❙
❙♦
✓
✓
✓
✓
✓
✓
✓
✓
✓✼
✻
✻
✻
(Proof) If ψ(t) =
(
ψA(t), ψi(t), ψiA(t), ψ
A
i (t) =
∂L
∂viA
(ψL(t))
)
is an integral section of Z, then
ZA(ψ(t)) =
∂ψB
∂tA
(t)
∂
∂tB
∣∣∣
ψ(t)
+
∂ψi
∂tA
(t)
∂
∂qi
∣∣∣
ψ(t)
+
∂ψBi
∂tA
(t)
∂
∂pBi
∣∣∣
ψ(t)
+
∂ψiB
∂tA
(t)
∂
∂viB
∣∣∣
ψ(t)
. (40)
From (33), (34), (35) and (40) we obtain
∂ψB
∂tA
(t) = (ZA)
B(ψ(t)) = δBA (41)
ψAi (t) = p
A
i (ψ(t)) =
(
∂L
∂viA
◦ pr1
)
(ψ(t)) =
∂L
∂viA
(ψL(t)) (42)
ψiA(t) = v
i
A(ψ(t)) = (ZA)
i(ψ(t)) =
∂ψi
∂tA
(t) (43)
∂ψBi
∂tA
(t) = (ZA)
B
i (ψ(t)) . (44)
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Therefore from (36), (42) and (44) we obtain
∂L
∂qi
(ψL(t)) =
k∑
A=1
(ZA)
A
i (ψ(t)) =
k∑
A=1
∂ψAi
∂tA
(t) =
k∑
A=1
∂
∂tA
(
∂L
∂viA
(ψL(t))
)
,
and from (41) we obtain ψA(t) = tA + cA. Taking cA = 0, from (43) we have
ψL(t) =
(
t, ψi(t),
∂ψi
∂tA
(t)
)
,
and from the last two equations we deduce that ψL = φ
[1] and φ = pQ ◦ pr
0
1 ◦ ψ : R
k ψ→ ML
pr01
≈
Rk × T 1kQ
pQ
→ Q, is a solution to the Euler-Lagrange field equations (16), where φ(t) = (ψi(t)).
Proposition 4.1 According to the hypothesis of Theorem 4.1, if L is regular then ψH = FL◦ψL is
a solution to the Hamilton field equations (4), where the Hamiltonian H is given by H ◦FL = EL.
(Proof) Since L is regular, FL is a local diffeomorphism, and thus we can choose for each point in
Rk×T 1kQ an open neighborhood U ⊂ R
k×T 1kQ such that FL|U : U → FL(U) is a diffeomorphism.
So we can define HU : FL(U)→ R as HU = (EL)|U ◦ (FL|U )
−1.
Denoting by H ≡ HU , EL ≡ (EL)|U and FL ≡ FL|U , we have EL = H ◦ FL, which provides
the identities
∂H
∂pAi
◦ FL = viA ,
∂H
∂qi
◦ FL = −
∂L
∂qi
. (45)
Now considering the open subset V = ψ−1L (U) ⊂ R
k, we have ψ|V : V ⊂ R
k → U ⊕ FL(U) ⊂ML,
where (ψL)|V : V ⊂ R
k → U ⊂ Rk × T 1kQ and (ψH)|V = FL ◦ (ψL)|V : V ⊂ R
k → FL(U) ⊂
Rk × (T 1k )
∗Q. Therefore from (36), (43), (44) and (45), for every t ∈ V ⊂ Rk we obtain
∂H
∂pAi
(ψH(t)) =
(
∂H
∂pAi
◦ FL
)
(ψL(t)) = v
i
A(ψL(t)) =
∂ψi
∂tA
(t)
∂H
∂qi
(ψH(t)) =
(
∂L
∂qi
◦ FL
)
(ψL(t)) = −
∂L
∂qi
(ψL(t)) = −(ZA)
A
i (ψ(t)) = −
∂ψAi
∂tA
(t) ,
from which we deduce that (ψH)|V is a solution to the Hamilton field equations (4).
Conversely, we can state:
Proposition 4.2 If L is regular and X = (X1, . . . ,Xk) is a solution to (17) then:
1. The k-vector field Z = (Z1, . . . , Zk) given by ZA = (IdRk×T 1
k
Q ⊕ FL)∗(XA) is a solution to
(32).
2. If ψL : R
k → Rk × T 1kQ is an integral section of X = (X1, . . . ,Xk) (and thus, from Remark
2.2 and from Theorem 2.2, φ = ρ ◦ ψL : R
k ψL→ Rk × T 1kQ
ρ
→ Q is a solution to the Euler-
Lagrange field equations) then ψ = (ψL, FL ◦ ψL) : R
k → ML ⊂ M is an integral section of
Z = (Z1, . . . , Zk).
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(Proof) Now from the local expression (14)of FL we deduce that
1. If L is regular and X = (X1, . . . ,Xk) is a solution to (17), then from Theorem 2.2 we know
that XA is a sopde, and thus XA is locally given by
XA =
∂
∂tA
+ viA
∂
∂qi
+ (XA)
i
B
∂
∂viB
, (46)
where (XA)
i
B satisfy
∂2L
∂tA∂viA
+ vjA
∂2L
∂qj∂viA
+ (XA)
j
B
∂2L
∂vjB∂v
i
A
=
∂L
∂qi
. (47)
Now from the local expression (14) of FL we deduce that
ZA = (IdRk×T 1
k
Q ⊕ FL)∗(XA) =
∂
∂tA
+ viA
∂
∂qi
+ (XA)
i
B
∂
∂viB
+
(
∂2L
∂tA∂vjC
+ viA
∂2L
∂qi∂vjC
+ (XA)
i
B
∂2L
∂viB∂v
j
C
)
∂
∂pCj
. (48)
Then from (47) and (48) we deduce that Z = (Z1, . . . , Zk) satisfy equations (33), (35), (36)
and ZA
(
pBk −
∂L
∂vkB
)
= 0, that is, the k-vector field Z = (Z1, . . . , Zk) is a solution to (32)
and each ZA is tangent to ML .
2. It is an immediate consequence of the definition of Z and the definition of integral section.
Remark 4.2 The last result really holds for regular and almost-regular Lagrangians. In the
almost-regular case, assuming as additional hypothesis that XL is a sopde, the proof is the same,
but the sections ψ, ψL and ψH take values not on ML, R
k × T 1kQ and R
k × (T 1k )
∗Q, but in the
final constraint submanifold Pf and on the projection submanifolds pr1(Pf ) ⊂ R
k × T 1kQ and
pr2(Pf ) ⊂ R
k × (T 1k )
∗Q, respectively.
4.3 The field equations for k-vector fields
Next we establish the relationship between k-vector fields that are solutions to (17) and k-vector
fields that are solutions to (32) or, what is equivalent, solutions to (39). First, observe that:
Lemma 4.1 We have that
 ∗ϑA = (pr01)
∗dtA ,  ∗ΩA = (pr01)
∗ωAL . (49)
(Proof) It is immediate from (15),taking into account that FL ◦ pr01 = pr2 ◦ j.
Theorem 4.2 a) Let L : Rk × T 1kQ→ R be a Lagrangian and let ZL = ((ZL)1, . . . , (ZL)k) be a k-
vector field on ML solution to (39). Then the k-vector field XL = ((XL)1, . . . , (XL)k) on R
k×T 1kQ
defined by
XL ◦ pr
0
1 = T
1
k (pr
0
1) ◦ ZL (50)
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is a k-vector field solution to (17), where T 1k (pr
0
1) : T
1
k (ML)→ T
1
k (R
k×T 1kQ) is the natural extension
of pr01, introduced in (5).
Conversely, every k-vector field XL solution to (17) can be recovered in this way from a k-vector
field ZL in ML solution to (39).
b) The k-vector field ZL is integrable if, and only if, the k-vector field XL is an integrable
sopde.
(Proof) a) Since pr01 :ML → R
k×T 1kQ is a diffeomorphism, then the k-vector field XL on R
k×T 1kQ
defined by (50) is given by
(XL)A =
(
(pr01)
−1
) ∗
(ZL)A . (51)
Furthermore, we obtain that
 ∗H =  ∗(C − (pr1)
∗L) =  ∗C −  ∗(pr1)
∗L = (pr01)
∗(C(L))− (pr01)
∗L = (pr01)
∗EL . (52)
From (49) and (51) we deduce that
 ∗ϑA((ZL)B) =
(
(pr01)
∗dtA
) (
(pr01)
∗(XL)B
)
= (pr01)
∗
(
dtA ((XL)B)
)
, (53)
and from (29), (30), (31) and (34)
 ∗ [ξA(H)] = 
∗
[(
∂
∂tA
+ (ξA)
i
B
∂
∂viB
)
(pCj v
j
C − (pr
∗
1 L))
]
=  ∗
[
(ξA)
i
B
(
pBi −
∂L
∂viB
◦ pr1
)
− pr ∗1
(
∂L
∂tA
)]
= −(pr01)
∗
(
∂L
∂tA
)
. (54)
Therefore from (39), (49), (51), (52) and (54), we obtain
k∑
A=1
ı(ZL)A
∗ΩA − d( ∗H) +  ∗
[
k∑
A=1
ξA(H)
]
( ∗ϑA)
=
k∑
A=1
ı(pr01) ∗(XL)A(pr
0
1)
∗ωAL − d((pr
0
1)
∗EL)−
k∑
A=1
(pr01)
∗
(
∂L
∂tA
)
(pr01)
∗dtA
= (pr01)
∗
(
k∑
A=1
ı(XL)Aω
A
L − dEL −
k∑
A=1
∂L
∂tA
dtA
)
.
(55)
Since pr01 is a diffeomorphism, from (53) and (55) we deduce that the k-vector field ZL is a solution
to (39) if, and only if, the k-vector field XL is a solution to (17).
b) Suppose now that the k-vector field ZL is integrable. Let ϕ : R
k → Rk × T 1kQ be an integral
section of XL, that is, (XL)A(ϕ(t)) = ϕ∗(t)
(
∂
∂tA
∣∣∣
t
)
. Thus
(ZL)A((pr
0
1)
−1 ◦ ϕ(t)) = ((pr01)
−1) ∗(XL)A((pr
0
1)
−1 ◦ ϕ(t)) = ((pr01)
−1)∗(ϕ(t))((XL)A(ϕ(t)))
= ((pr01)
−1)∗(ϕ(t))
(
ϕ∗(t)
(
∂
∂tA
∣∣∣
t
))
= ((pr01)
−1 ◦ ϕ(t))∗
(
∂
∂tA
∣∣∣
t
)
,
which means ψ = (pr01)
−1 ◦ ϕ : Rk →ML is an integral section of ZL.
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Since ψ : Rk → ML, then we know that the integral section j ◦ ψ : R
k → M is given by
((j ◦ ψ)L, FL ◦ (j ◦ ψ)L), and from Theorem 4.1, we know that (j ◦ ψ)L = φ
[1], where φ = pQ ◦ ψ :
Rk
ψ
→ML ≈ R
k × T 1kQ
pQ
→ Q. Then we have
φ[1] = (j ◦ ψ)L = pr1 ◦ j ◦ ψ = pr
0
1 ◦ ψ = ϕ .
Since every integral section ϕ of XL is a first prolongation φ
[1] of a map φ : Rk → Q space, we
deduce from Lema 2.2 that XL is a sopde.
If m is an arbitrary point of Rk×T 1kQ, we consider the integral section ψ of ZL passing through
(pr10)
−1(m), then pr01 ◦ ψ is an integral section of XL passing through m. Thus, XL is integrable.
Conversely, let XL be an integrable sopde. If m is an arbitrary point of ML, we consider the
integral section ϕ of XL passing through (pr
1
0)(m) then (pr
0
1)
−1 ◦ ϕ is an integral section of ZL
passing through m. Thus, ZL is integrable.
If L is regular, in a neighborhood of each point of Rk × T 1kQ there exists a local solution
XL = ((XL)1, . . . , (XL)k) to (17). As L is regular, FL is a local diffeomorphism, so this open
neighborhood can be chosen in such a way that FL is a diffeomorphism onto its image. Thus
in a neighborhood of each point of FL(Rk × T 1kQ) we can define (XH)A = [(FL)
−1] ∗(XL)A, or
equivalently, in terms of k-vector fields T 1k (FL) ◦XL = XH .
Proposition 4.3 1. The local k-vector field XH = ((XH)1, . . . , (XH)k) is a solution to (2),
where the Hamiltonian H is locally given by H ◦FL = EL. (In other words, the local k-vector
fields XL and XH solution to (17) and (4), respectively, are FL-related).
2. Every local integrable k-vector field solution to (4) can be recovered in this way from a local
integrable k-vector field Z in M solution to (32).
(Proof)
1. This is the local version of Theorem 2.3.
2. Furthermore, if XH is a local integrable k-vector field solution to (2), then we can obtain the
FL-related local integrable k-vector field XL solution to (17). By Theorem 4.2, we recover
XL by a local integrable k-vector field ZL solution to (39).
It is interesting to point out that the Skinner-Rusk formalism developed in [3] and [7] for the
time-dependent mechanics is just a particular case of the Skinner-Rusk formalism which we present
here for the k-cosymplectic formulation of first-order field theories.
5 Lie algebroids and associated spaces
In this section we present some basic facts on Lie algebroids that are necessary for further devel-
opments. We refer to the reader to [4, 17, 30, 31] for details about Lie groupoids, Lie algebroids
and their role in differential geometry.
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5.1 Lie algebroids
Let E be a vector bundle of rank m over a manifold Q of dimension n, and let τ : E → Q be the
vector bundle projection. Denote by Sec(E) the C∞(Q)-module of sections of τ : E → Q. A Lie
algebroid structure ([·, ·]E , ρ) on E is a Lie bracket [·, ·]E : Sec(E)× Sec(E)→ Sec(E) on the space
Sec(E), together with a bundle map ρ : E → TQ, called the anchor map, such that if we denote by
ρ : Sec(E) → X(Q) the homomorphism of the C∞(Q)-module induced by the anchor map, then
they satisfy the compatibility condition
[σ1, fσ2]E = f [σ1, σ2] + (ρ(σ1)f)σ2 .
Here f is a smooth function on Q; σ1, σ2 are sections of E, and we denote by ρ(σ1) the vector
field on Q given by ρ(σ1)(q) = ρ(σ1(q)). The triple (E, [·, ·]E , ρ) is called a Lie algebroid over
Q. From the compatibility condition and the Jacobi identity, it follows that the anchor map
ρ : Sec(E)→X(Q) is a homomorphism between the Lie algebras (Sec(E), [·, ·]E) and (X(Q), [·, ·]).
In this paper, we consider a Lie algebroid as a substitute of the tangent bundle of Q. In this
way, one regards an element a of E as a generalized velocity, and the actual velocity v is obtained
when applying the anchor map to a, i.e. v = ρ(a).
Let (qi)ni=1 be local coordinates on Q and (eα)
m
α=1 be a local basis of sections of τ . Given a ∈ E
such that τ(a) = q, we can write a = yα(a)eα(q) ∈ Eq, thus the coordinates of a are (q
i(a), yα(a)).
Therefore, each section σ is locally given by σ
∣∣∣
U
= yαeα.
In local form, the Lie algebroid structure is determined by the local functions ρiα, C
γ
αβ on Q.
Both are determined by the relations
ρ(eα) = ρ
i
α
∂
∂qi
, [eα, eβ]E = C
γ
αβeγ . (56)
The functions ρiα and C
γ
αβ are said to be the structure functions of the Lie algebroid in the above co-
ordinate system. They satisfy the following relations (as a consequence of the compability condition
and Jacobi’s identity)∑
cyclic(α,β,γ)
(
ρiα
∂Cνβγ
∂qi
+ CναµC
µ
βγ
)
= 0 , ρjα
∂ρiβ
∂qj
− ρjβ
∂ρiα
∂qj
= ρiγC
γ
αβ , (57)
which are usually called the structure equations of the Lie algebroid.
Exterior differential
The structure of the Lie algebroid on E allows us to define the exterior differential of E,
dE : Sec(
∧lE∗)→ Sec(∧l+1E∗), as follows
dEµ(σ1, . . . , σl+1) =
l+1∑
i=1
(−1)i+1ρ(σi)µ(σ1, . . . , σ̂i, . . . , σl+1)
+
∑
i<j
(−1)i+jµ([σi, σj ]E, σ1, . . . , σ̂i, . . . , σ̂j , . . . σl+1) ,
for µ ∈ Sec(
∧lE∗) and σ : 1, . . . , σl+1 ∈ Sec(E). It follows that d is a cohomology operator, that
is, d2 = 0.
In particular, if f : Q → R is a real smooth function then df(σ) = ρ(σ)f , for σ ∈ Sec(E).
Locally, the exterior differential is determined by
dqi = ρiαe
α and deγ = −
1
2
Cγαβe
α ∧ eβ ,
27
where {eα} is the dual basis of {eα}.
The usual Cartan calculus extends to the case of Lie algebroids: for every section σ of E we
have a derivation ıσ (contraction) of degree −1 and a derivation Lσ = ıσ ◦d+ d ◦ ıσ (Lie derivative)
of degree 0, (for more details, see [30, 31]).
Morphisms
Let (E, [·, ·]E , ρ) and (E
′, [·, ·]′E , ρ
′) be two Lie algebroids over Q and Q′ respectively. Suppose
that Φ = (Φ,Φ) is a vector bundle map, that is Φ : E → E′ is a fiberwise linear map over
Φ : Q→ Q′. The pair (Φ,Φ) is said to be a Lie algebroid morphism if
dE(Φ∗σ′) = Φ∗(dE
′
σ′) , for all σ′ ∈ Sec(
l∧
(E′)∗)and for all l. (58)
Here Φ∗σ′ is the section of the vector bundle
∧k E∗ → Q defined for l > 0 by
(Φ∗σ′)q(a1, . . . , al) = σ
′
Φ(q)(Φ(a1), . . . ,Φ(al)) ,
for q ∈ Q and a1, . . . , al ∈ Eq. In the particular case when Q = Q
′ and Φ = idQ then (58) holds if,
and only if,
[Φ ◦ σ1,Φ ◦ σ2]E′ = Φ[σ1, σ2]E , ρ
′(Φ ◦ σ) = ρ(σ), for σ, σ1, σ2 ∈ Sec(E) .
Let (qi) be a local coordinate system on Q and (qi′) a local coordinate system on Q′. Let {eα}
and {e′α} be local bases of section of E and E
′, respectively, and {eα} and {e
′α} the dual bases.
The vector bundle map Φ is determined by the relations Φ∗qi′ = φi(q) and Φ∗e
′α = φαβe
β for certain
local functions φi and φαβ on Q. Then Φ = (Φ,Φ) is a morphism of Lie algebroids if, and only if,
ρjα
∂φi
∂qj
= ρ
′i
βφ
β
α , φ
β
γC
γ
αδ =
(
ρiα
∂φβδ
∂qi
− ρiδ
∂φβα
∂qi
)
+ C
′β
θσφ
θ
αφ
σ
δ . (59)
In these expressions ρiα, C
α
βγ are the structure functions on E and ρ
′i
α, C
′αβγ are the structure func-
tions on E′.
The prolongation of a Lie algebroid over a fibration
(See [6, 17, 23, 33]). Let (E, [·, ·]E , ρ) be a Lie algebroid over a manifold Q and π : P → Q a
fibration. Consider the subset of E × TP
T Ep P = {(b, v) ∈ Eq × TpP | ρ(b) = Tpπ(v)}
where Tπ : TP → TQ is the tangent map to π , p ∈ Pq, and π(p) = q. T
EP = ∪p∈PT
E
p P is
a vector bundle over P and the vector bundle projection is τEP : T
EP → P . We can consider a
structure of Lie algebroid on T EP given by the anchor ρπ : T EP → TP, ρπ(b, vp) = vp.
This Lie algebroid will be used in Section 6.2.3, when we introduce the solutions of the Hamilton
field equations on Lie algebroids.
5.2 The manifold
k
⊕ E
The standard k-cosymplectic Lagrangian formalism is developed in the bundle Rk × T 1kQ. When
we consider a Lie algebroid E as a substitute of the tangent bundle, it is natural, in this situation,
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to consider that the analog of the bundle of k1-velocities T 1kQ is the Whitney sum of k copies of
the algebroid E, and thus the analog of the manifold Rk × T 1kQ is R
k×
k
⊕ E.
We denote by
k
⊕ E = E⊕ k. . . ⊕E, the Whitney sum of k copies of the vector bundle E, with
projection map τ˜ :
k
⊕ E → Q, given by τ˜(a1q, . . . , akq) = q. The Lie structure of E allows us to
introduce the following maps:
k
⊕ E ≡ E⊕ k. . . ⊕E
eρ=(ρ, k...,ρ)
//
eτ
&&N
NN
NN
NN
NN
NN
N
TQ⊕ k. . . ⊕TQ ≡ T 1kQ
τk
Qwwoo
oo
oo
oo
oo
oo
oo
Q
where ρ˜(a1q, . . . , akq) = (ρ(a1q), . . . , ρ(akq)), and ρ : E → TQ is the anchor map of E.
Local basis of sections of τ˜ :
k
⊕ E → Q
A local basis {eα}
m
α=1 of Sec(E) induces a local basis of sections of the bundle τ˜ :
k
⊕ E → Q. In
fact, let aq = (a1q, . . . , akq) be an arbitrary point of
k
⊕ E, then for each A (A = 1, . . . , k), aAq ∈ E
and since {eα} is a local basis of sections of E we have aAq = y
α(aAq)eα(q). Therefore
aq = (y
α(a1q)eα(q), . . . , y
α(akq)eα(q))
= yα(a1q)(eα(q), 0, . . . , 0) + . . .+ y
α(akq)(aq)(0, . . . , 0, eα(q)) = y
α(aaq) e˜
A
α (q) ,
where e˜Aα (q) = (0, . . . ,
A
e˜α(q), . . . , 0) . Thus a local basis {eα} of Sec(E) induces a local basis {e˜
A
α}
of Sec(
k
⊕ E) defined by e˜Aα (q) := (0, . . . ,
A
e˜α(q), . . . , 0), where
A˜ indicates the Ath position of
e˜Aα (q).
If (qi, yα) are local coordinates on τ−1(U) ⊆ E, then the induced local coordinates (qi, yαA) on
τ˜−1(U) ⊆
k
⊕ E are given by
qi(a1q, . . . , akq) = q
i(q) , yαA(a1q, . . . , akq) = y
α(aAq) .
5.3 The k-prolongation of a Lie algebroid over a fibration
Let π : P → Q be a bundle. Now we define a vector bundle which generalizes the concept of
prolongation of a Lie algebroid over a fibration π : P → Q. We denote this bundle by T Ek P and it
is called the k-prolongation of P with respect to a Lie algebroid E.
Throughout this paper we consider two particular cases of k-prolongations. The first cor-
responds to the case P =
k
⊕ E, and the bundle T Ek (
k
⊕ E) will allow us to develop the La-
grangian formalism on Lie algebroids, (see section 6.1). This bundle plays the role of the bundle
T 1k (R
k × T 1kQ) → R
k × T 1kQ in the Lagrangian k-cosymplectic formalism. The second particular
case is P =
k
⊕ E∗, where we will develop the Hamiltonian formalism (see section 6.2).
The total space of the k-prolongation of P with respect to E
T Ek P = (R
k×
k
⊕ E)×
Rk×T 1
k
Q T
1
k (R
k × P )
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is the total space of the pull-back of the map F = τk
Rk
× T 1kπ : T
1
k (R
k × P ) → Rk × T 1kQ, (locally
defined by (7)), by the map Id
Rk
× ρ˜ ≡ Id
Rk
× ρ⊕ k. . . ⊕ρ : Rk×
k
⊕ E → Rk × T 1kQ ,
T Ek P = {
(
s, aq),W(t,p)
)
∈ (Rk×
k
⊕ E)× T 1k (R
k × P ) : IdRk × ρ˜(s, aq) = F (W(t,p))} ,
where W(t,p) = ((v1)(t,p), . . . , (vk)(t,p)) ∈ T
1
k (R
k × P ).
Let us observe that (s, aq, (v1)(t,p), . . . , (vk)(t,p)) ∈ T
E
k P means that s = t and q = π(p).
Therefore, an element (s, aq, (v1)(t,p), . . . , (vk)(t,p)) of T
E
k P can be identified with a family (aπ(p),
(v1)(t,p), . . . , (vk)(t,p)).
Remark 5.1 Throughout the paper we shall denote the elements of T Ek P as (aq,W(t,p)) where
aq ∈
k
⊕ E, W(t,p) ∈ T
1
k (R
k × P ) and π(p) = q.
The k-prolongacion of a Lie algebroid E over a fibration π : P → Q is the space T kEP fibrered
over Rk × P with the projection
τ˜Rk×P : T
E
k P → R
k × P
(aq,W(t,p)) 7→ τ˜Rk×P (aq,W(t,p)) = τ
k
Rk×P
(W(t,p)) = (t,p)
where τk
Rk×P
: T 1k (R
k × P )→ Rk × P is the projection of the bundle of k1-velocities of P .
If q ∈ Q, aq ∈
k
⊕ E, W(t,p) = (v1(t,p), . . . , vk(t,p)) ∈ T
1
k (R
k × P ) and (aq,W(t,p)) ∈ T
E
k P , we
have the following natural projections
τ˜1(aq,W(t,p)) = (t, aq) , τ˜2(aq,W(t,p)) = W(t,p)
τ˜
1 ,
k
⊕E
(aq,W(t,p)) = aq , τ˜
A
2 (aq,W(t,p)) = vA(t,p)
τ˜Rk×P (aq,W(t,p)) = (t,p) , τ
k,A
Rk×P
(W(t,p)) = vA(t,p) ,
and we have the following diagram
T Ek P
eτA2
((
eτ
Rk×P
%%L
LL
LL
LL
LL
L
eτ2 //
eτ1

eτ
1 ,
k
⊕E

















T 1k (R
k × P )
τ
k,A
Rk×P
//
τk
Rk×P
xxqq
qq
qq
qq
qq
F=τk
Rk
×T 1
k
π

T (Rk × P )
Rk × P
k
⊕ E Rk×
k
⊕ E
π2oo
Id
Rk
×eρ
// Rk × T 1kQ
Local coordinates on T Ek P
Let (aq,W(t,p)) be an arbitrary point of T
E
k P , then aq = (a1q , . . . , akq) ∈
k
⊕ E and W(t,p) =
((v1)(t,p), . . . , (vk)(t,p)) ∈ T
1
k (R
k × P ) , satisfy
Id
Rk
× ρ˜(t, aq) = τ
k
Rk
× T 1k π(v1(t,p), . . . , vk(t,p)) , (60)
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Given local coordinates (qi, uϑ), 1 ≤ i ≤ dimQ, 1 ≤ ϑ ≤ s on P , and a local basis {eα}
m
α=1 of
sections of E, we have that
aq = y
α
A(aq)e˜
A
α (q) , (vA)(t,p) = (vA)
B ∂
∂tB
∣∣∣
(t,p)
+ (vA)
i ∂
∂qi
∣∣∣
(t,p)
+ (vA)
ϑ ∂
∂uϑ
∣∣∣
(t,p)
. (61)
As
ρ(aAq) = ρ(y
α
A(aq)eα(q)) = y
α
A(aq)ρ(eα(q)) = y
α
A(aq)ρ
i
α(q)
∂
∂qi
∣∣∣
q
,
and from (6) we have that the condition (60) is equivalent to
(vA)
i = yαA(aq)ρ
i
α(q) . (62)
Taking into account (62) we introduce the local coordinates (tA, qi, uϑ, zαA, v
B
A , (vA)
ϑ) on T Ek P
given by
tA(aq,W(t,p)) = t
A(t) qi(aq,W(t,p)) = q
i(q) , uϑ(aq,W(t,p)) = u
ϑ(p) ,
zαA(aq,W(t,p)) = y
α
A(aq) v
B
A (aq,W(t,p)) = vA(t,p)(t
B) , (vA)
ϑ(aq,W(t,p)) = vA(t,p)(u
ϑ) .
(63)
Local basis of sections of the bundle τ˜Rk×P : T
E
k P → R
k × P
Given local coordinates (tA, qi, uϑ) on Rk × P and a local basis {eα} of sections of E, we can
define a local basis {XAα , Y
A
B , V
A
ϑ } of sections of τ˜Rk×P : T
E
k P → R
k × P . In fact, from (61) and
(62) we deduce that for a point (aq,W(t,p)) one has
(aq,W(t,p)) = y
α
A(aq)(e˜
A
α (q), (0, . . . ,
A
˜
ρiα(x)
∂
∂qi
∣∣∣
(t,p)
, . . . , 0))
+ vBA (0q, (0, . . . ,
A
∂˜
∂tB
∣∣∣
(t,p)
, . . . , 0)) + (vA)
ϑ(0q, (0, . . . ,
A
∂˜
∂uϑ
∣∣∣
(t,p)
, . . . , 0)) .
(64)
Thus the set {XAα , Y
A
B , V
A
ϑ }with 1 ≤ A,B ≤ k ; 1 ≤ α ≤ m ; 1 ≤ ϑ ≤ s, defined by
XAα (t,p) = (e˜
A
α (q), (0, . . . ,
A
˜
ρiα(q)
∂
∂qi
∣∣∣
(t,p)
, . . . , 0))
YAB (t,p) = (0q, (0, . . . ,
A
∂˜
∂tB
∣∣∣
(t,p)
, . . . , 0))
VAϑ (t,p) = (0q, (0, . . . ,
A
∂˜
∂uϑ
∣∣∣
(t,p)
, . . . , 0))
(65)
is a local basis of sections of the vector bundle τ˜
Rk×P : T
E
k P → R
k × P .
Remark 5.2 Throughout this paper, a section of T Ek P means a section of τ˜Rk×P : T
E
k P → R
k×P .
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k-vector field on Rk × P associated to a section of T Ek P
Every section σ of T Ek P has associated a k-vector field on R
k × P given by
τ˜2(σ) = (τ˜
1
2 (σ), . . . , τ˜
k
2 (σ)) .
Let σ : Rk × P → T Ek P be an arbitrary section of τ˜Rk×P , such that σ(t,p) = (t,p, σ
α
A(t,p),
σBA (t,p), σ
ϑ
A(t,p)) , then from (64) and (65) we have that the expression of σ in terms of the basis
{XAα , Y
A
B , V
A
ϑ } is
σ = σαAX
A
α + σ
B
AY
A
B + σ
ϑ
AV
A
ϑ ,
and the associated k-vector field τ˜2(σ) = (τ˜
1
2 (σ), . . . , τ˜
k
2 (σ)) is locally given by
τ˜A2 (σ) = σ
B
A
∂
∂tB
+ ρiασ
α
A
∂
∂qi
+ σϑA
∂
∂uϑ
∈ X(Rk × P ) . (66)
These k-vector fields play an important role in the development of the Lagrangian and Hamil-
tonian formalism on Lie algebroids.(See section 6.1.2 and 6.2.2)
Lie bracket of section of T Ek P
A Lie bracket associated to the Lie bracket on Sec(E) can be easily defined in terms of pro-
jectable sections as follows: a section Z of T Ek P is said to be projectable if there exists a section σ
of ⊕kE such that the following diagram is commutative
Rk × P
Z //

T Ek P
eτ
1,
k
⊕E

Q
σ
// k
⊕ E
.
Equivalently, a section Z is projectable if, and only if, it is of the form Z(t,p) = (σ(π(p)),X(t,p)),
for some section σ = (σ1, . . . , σk) of
k
⊕ E and some k-vector field X = (X1, . . . ,Xk) on R
k × P .
The Lie bracket of two projectable sections Z and Z ′ is then given by
[Z,Z ′]π(p) = ([σ1, σ
′
1]E(q), . . . , [σk, σ
′
k]E(q), [X1,X
′
1](t,p), . . . , [Xk,X
′
k](t,p)),
where (t,p) ∈ Rk × P, q = π(p) . It is easy to see that [Z,Z ′]π(t,p) is an element of T Ek P . Since
any section of T Ek P can be locally written as a linear combination of the projectable sections
{XAα , Y
A
B , V
A
ϑ }, the definition of a Lie bracket for arbitrary sections of T
E
k P follows.
The Lie brackets of the elements of the local basis {XAα , Y
A
B , V
A
ϑ } are
[XAα ,X
B
β ]
π = δABC
γ
αβX
A
γ [X
A
α ,Y
B
C ]
π = 0 [XAα ,V
C
ϑ ]
π = 0
[YAB ,Y
C
D ]
π = 0 [YAB ,V
C
ϑ ]
π = 0 [VAϕ ,V
B
ϑ ]
π = 0
. (67)
The derivation dA
Now, for each A, we define a derivation of degree 1 on the set Sec(
∧
(T Ek P )
∗), that is, dA :
Sec(
∧l(T Ek P )∗)→ Sec(∧l+1(T Ek P )∗) given by
dAµ(Z1, . . . , Zl+1) =
l∑
i=1
(−1)i+1ρˆA(Zi)µ(Z1, . . . , Ẑi, . . . , Zl+1)
+
∑
i<j
(−1)i+jµ([Zi, Zj ]
π, Z1, . . . , Ẑi, . . . , Ẑj , . . . , Zl+1) ,
(68)
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for µ ∈ Sec(
∧l(T Ek P )∗) and Z1, . . . , Zk ∈ Sec(T Ek P ). In particular, if f : Rk × P → R is a real
smooth function, then dAf : Rk×P → (T Ek P )
∗ is defined by dAf(Z) = τ˜A2 (Z)f , for Z ∈ Sec(T
E
k P ).
From (65) and (66) we deduce that dAf is locally given by
dAf =
∂f
∂tC
Y
C
A + ρ
i
α
∂f
∂qi
XαA +
∂f
∂uϑ
VϑA , (69)
where {XαA , Y
B
A , V
ϑ
A} is the local basis of sections of (T
E
k P )
∗ dual to the local basis{XAα , Y
A
B , V
A
ϑ }
of sections of T Ek P .
The derivation dA allows us to introduce the Poincare´-Cartan 2-sections of the Lagrangian
formalism on Lie algebroids (see section 6.1.2), and the Liouville 2-section of the Hamiltonian
formalism (see section 6.2.2).
6 k-cosymplectic classical field theory on Lie algebroids
6.1 Lagrangian formalism
In this subsection we give a description of Lagrangian k-cosymplectic first-order classical field theory
on Lie algebroids. The Lagrangian field theory on Lie algebroids is developed in the k-prolongation
T Ek (
k
⊕ E) of a Lie algebroid E over the vector bundle projection τ˜ :
k
⊕ E → Q. This vector bundle
T Ek (
k
⊕ E) plays the role of τk
Rk×T 1
k
Q
: T 1k (R
k×T 1kQ)→ R
k×T 1kQ, the tangent bundle of k
1-velocities
of Rk × T 1kQ, in the standard Lagrangian k-cosymplectic formalism.
6.1.1 Geometric elements
The vector bundle T Ek (
k
⊕ E)
Consider the k-prolongation T Ek (
k
⊕ E) of a Lie algebroid E over the fibration τ˜ :
k
⊕ E → Q
(observe that, in this case, the fiber π : P → Q is τ˜ :
k
⊕ E → Q). Taking into account the general
description of the k-prolongation (see the previous section), if (qi, yαA) are local coordinates on
k
⊕ E,
then we have the local coordinates (tA, qi, yαA, z
α
A, v
B
A , (vA)
β
B) on T
E
k (
k
⊕ E) given by (see (63))
tA(aq,W(t,bq)) = t
A(t) , qi(aq,W(t,bq)) = q
i(q) , yαA(aq,W(t,bq)) = y
α
A(p) ,
zαA(aq,W(t,bq)) = y
α
A(aq) , v
B
A (aq,W(t,bq)) = vA(t,bq)(t
B) , (vA)
β
B(aq,W(t,bq)) = vA(t,bq)(y
β
B) ,
(70)
and the local basis {XAα , Y
A
B , (V
A)Bβ } of sections of τ
Rk×
k
⊕E
: T Ek (
k
⊕ E) → Rk×
k
⊕ E, defined in
(65), is written here as
XAα (t, bq) = (e˜
A
α (q), (0, . . . ,
A
˜
ρiα(q)
∂
∂qi
∣∣∣
(t,bq)
, . . . , 0))
YAB (t, bq) = (0q, (0, . . . ,
A
∂˜
∂tB
∣∣∣
(t,bq)
, . . . , 0))
(VA)Bβ (t, bq) = (0q, (0, . . . ,
A
∂˜
∂yβB
∣∣∣
(t,bq)
, . . . , 0))
(71)
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From (66), we know that the k-vector fields associated to the basis {XAα , Y
A
B , (V
A)Bβ } are
τ˜A2 (X
B
α ) = δ
B
Aρ
i
α
∂
∂qi
, τ˜A2 (Y
B
C ) = δ
C
B
∂
∂tC
, τ˜A2 ((V
B)Cα ) = δ
B
A
∂
∂yαC
. (72)
The Lie brackets (67) of the elements of the local basis of sections are now
[XAα ,X
B
β ]
eτ = δABC
γ
αβX
A
γ [X
A
α ,Y
B
C ]
eτ = 0 [XAα , (V
C)Bβ ]
eτ = 0
[YAB ,Y
C
D ]
eτ = 0 [YAB , (V
C)Dβ ]
eτ = 0 [(VA)Bα , (V
C)Dβ ]
eτ = 0
. (73)
In T Ek (
k
⊕ E) there are two families of canonical objects: the Liouville sections and the vertical
endomorphism whose definitions and properties mimic those of the corresponding canonical objects
in Rk × T 1kQ (see [25, 28, 29, 39]). First, we need to introduce:
Vertical A-lifts
An element (aq,W(t,bq)) of T
E
k (
k
⊕ E) is said to be vertical if
τ˜
1,
k
⊕E
(aq,W(t,bq)) = 0q ≡ (0q,
k. . ., 0q) ∈
k
⊕ E
where τ˜
1,
k
⊕E
: T Ek (
k
⊕ E)→
k
⊕ E is the projection on the first factor. This condition means that
1) aAq = 0q.
2) If Z(t,bq) = (0q,W(t,bq)), with W(t,bq) = (v1(t,bq) , . . . , vk(t,bq)) ∈ T
1
k (R
k×
k
⊕ E), since Z ∈
T Ek (
k
⊕ E) from (62) we have (vA)
i = yαA(0q)ρ
i
α = 0
Therefore each vA(t,bq) is locally given by
vA(t,bq) = v
B
A
∂
∂tB
∣∣∣
(t,bq)
+ (vA)
α
B
∂
∂yαB
∣∣∣
(t,bq)
∈ T(t,bq)(R
k×
k
⊕ E)
and it is vertical with respect to the canonical projection Rk×
k
⊕ E → Q.
For each A = 1, . . . , k, we call the following map the vertical Ath-lifting map
ξVA : Rk×
k
⊕ E×Q
k
⊕ E −→ T Ek (
k
⊕ E)
(t, aq, bq) 7−→ ξ
VA(t, aq, bq) = (0q, (0, . . . ,
A
˜
(aq)
VA
(t,bq)
, . . . , 0))
, (74)
where for an arbitrary function f defined on Rk×
k
⊕ E, (aq)
VA is given by
(aq)
VA
(t,bq)
f =
d
ds
∣∣∣
s=0
f(t, b1q , . . . , baq + saaq , . . . , bkq ) . (75)
From (75) we deduce that the local expression of (aq)
VA
(t,bq)
is
(aq)
VA
(t,bq)
= yαA(aq)
∂
∂yαA
∣∣∣
(t,bq)
∈ T(t,bq)(R
k×
k
⊕ E) . (76)
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From (71), (76) and (74) we obtain
ξVA(t, aq, bq) = (0q, (0, . . . ,
A
˜
yαA(aq)
∂
∂yαA
∣∣∣
(t,bq)
, . . . , 0)) = yαA(aq)(V
A)Aα (t, bq) . (77)
The vertical Ath-lifting map allows us to define vertical lifts of section of τ˜ :
k
⊕ E → Q to
sections of τ˜
Rk×
k
⊕E
: T Ek (
k
⊕ E) → Rk×
k
⊕ E. If σ is a section of
k
⊕ E → Q, then the section
σVA : Rk×
k
⊕ E → T Ek (
k
⊕ E) of τ˜
Rk×
k
⊕E
is defined by σVA(t, bq) = ξ
VA(t, σ(q), bq), and it will be
called the vertical Ath-lift of σ. In particular, from (77) we obtain
(e˜Bα )
VA(t, bq) = δ
B
A (V
A)Aα (t, bq) 1 ≤ α ≤ dimE . (78)
The Liouville sections
The Liouville Ath-section ∆A is the section of τ˜
Rk×
k
⊕E
: T Ek (
k
⊕ E)→ Rk×
k
⊕ E given by
∆A : R
k×
k
⊕ E → T Ek (
k
⊕ E)
(t, bq) 7→ ∆A(t, bq) = ξ
VA(t, bq, bq)
.
From (77) we obtain that ∆A is locally given by
∆A =
∑
α
yαA(V
A)Aα . (79)
The set {τ˜2(∆A) = (τ˜
1
2 (∆A), . . . , τ˜
k
2 (∆A))}, where each τ˜2(∆A) is the k-vector field associated to
each ∆A given by (66), enables us to introduce the Lagrangian energy function EL
Remark 6.1 In the standard case, every section ∆A translates into the k-vector field on R
k×T 1kQ
given by (0, . . . ,
A
˜
viA
∂
∂viA
, . . . , 0), and since A is fixed, ∆A is identified with the canonical vector field,
∆A = v
i
A
∂
∂viA
. (See [25, 28, 29, 39]).
The vertical endomorphism
Definition 6.1 The Ath-vertical endomorphisms of T Ek (
k
⊕ E), for 1 ≤ A ≤ k, are defined as
S˜A : T Ek (
k
⊕ E) → T Ek (
k
⊕ E)
(aq,W(t,bq)) 7→ S˜
A(aq,W(t,bq)) = ξ
VA(t, aq, bq)
.
Next, we express S˜A using the basis of local sections {XAα , Y
A
B , (V
A)Bβ } of T
E
k (
k
⊕ E) and its
dual basis {XαA , Y
B
A , (VA)
β
B} of (T
E
k (
k
⊕ E)) ∗. In fact, from (71) and (78) we obtain
S˜A =
∑
α
(VA)Aα ⊗ X
α
A . (80)
Remark 6.2 In the standard case, the endomorphism S˜A coincides with the Ath element of the
family of the canonical k-tangent structure (S1, . . . , SA).
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Second order partial differential equations
In the standard k-cosymplectic Lagrangian formalism, the solutions to the Euler-Lagrange
equations are obtained as integral sections of second order partial differential equations (sopde).
Taking into account the Definition 2.5 and the remarks 6.1 and 6.2 we introduce the following
Definition 6.2 A section ξ : Rk×
k
⊕ E → T Ek (
k
⊕ E) of T Ek (
k
⊕ E) is called a second order partial
differential equation (sopde) if
S˜A(ξ) = ∆A and Y
B
A(ξ) = δ
A
B .
It is easy to deduce that the local expression of a sopde ξ is
ξ = YAA + y
α
AX
A
α + (ξA)
α
B(V
A)Bα ,
where (ξA)
α
B are functions on R
k×
k
⊕ E.
From (66), we note that the k-vector field τ˜2(ξ) = (τ˜
1
2 (ξ), . . . , τ˜
k
2 (ξ)) on R
k×
k
⊕ E associated to
ξ is locally given by
τ˜A2 (ξ) =
∂
∂tA
+ ρiαy
α
A
∂
∂qi
+ (ξA)
α
B
∂
∂yαB
. (81)
Definition 6.3 A map η : Rk → Rk×
k
⊕ E is an integral section of the sopde ξ, if η is an integral
section of the associated k-vector field τ˜2(ξ) , that is,
τ˜A2 (ξ)(η(t)) = η∗(t)
(
∂
∂tA
∣∣∣
t
)
. (82)
Locally, if η(t) = (ηA(t), ηi(t), ηαA(t)), from (81) we deduce that (82) is equivalent to
∂ηB
∂tA
∣∣∣
t
= δAB ,
∂ηi
∂tA
∣∣∣
t
= ηαA(t)ρ
i
α ,
∂ηβB
∂tA
∣∣∣
t
= (ξA)
β
B(η(t)) . (83)
6.1.2 Lagrangian formalism
In this section, we develop a geometric framework, enabling us to write the Euler-Lagrange equa-
tions associated with the Lagrangian function L in an intrinsic way.
Let L : Rk×
k
⊕ E → R be a function which we call a Lagrangian function.
Poincare´-Cartan sections and the Lagrangian energy function
We introduce the Poincare´-Cartan 1-sections associated with L:
ΘAL : R
k×
k
⊕ E −→ (T Ek (
k
⊕ E)) ∗
(t, bq) 7−→ Θ
A
L(t, bq) ,
where ΘAL(t, bq) is defined by
ΘAL(t, bq) : (T
E
k (
k
⊕ E))(t,bq) −→ R
Z(t,bq) 7−→ (Θ
A
L)(t,bq)(Z(t,bq)) = (d
AL)(t,bq)((S˜
A)(t,bq)(Z(t,bq)))
.
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From (68) we obtain that
(ΘAL)(t,bq)(Z(t,bq)) = (d
AL)(t,bq)((S˜
A)(t,bq)(Z(t,bq))) = τ˜
A
2 ((S˜
A)(t,bq)(Z(t,bq)))L ,
where (t, bq) ∈ R
k×
k
⊕ E, and Z(t,bq) ∈ (T
E
k (
k
⊕ E))(t,bq).
From (72) and (80) we obtain the local expression of ΘAL ,
ΘAL =
∂L
∂yαA
XαA . (84)
The Poincare´-Cartan 2-sections ΩAL : R
k×
k
⊕ E → (T Ek (
k
⊕ E)) ∗ ∧ (T Ek (
k
⊕ E)) ∗ associated with
L are given by
ΩAL = −d
AΘAL .
From (57), (68), (72), (73) and (84) we obtain
ωAL =
∂2L
∂tB∂yαA
XαA ∧ Y
B
A +
1
2
(
ρiβ
∂2L
∂qi∂yαA
− ρiα
∂2L
∂qi∂yβA
+ Cγαβ
∂L
∂yγA
)
XαA ∧ X
β
A +
∂2L
∂yβB∂y
α
A
XαA ∧ (VA)
β
B . (85)
The energy function EL : R
k×
k
⊕ E → R defined by L is
EL =
k∑
A=1
τ˜A2 (∆A)L− L ,
and from (72) and (79) one deduces that EL is locally given by
EL =
k∑
A=1
yαA
∂L
∂yαA
− L . (86)
Morphisms
Before addressing the Euler-Lagrange equations on Lie algebroids, we show a new point of view
for the solutions to the standard Euler-Lagrange equations, which allows us to consider a solution
as a morphism of Lie algebroids.
In the standard Lagrangian k-cosymplectic description of first order classical field theories, a
solution to the Euler-Lagrange equation is a field φ : Rk → Q such that its first prolongation
φ[1] : Rk → Rk × T 1kQ (see Definition 2.6) satisfies the Euler-Lagrange field equations, that is,
k∑
A=1
∂
∂tA
∣∣∣
t
(
∂L
∂viA
∣∣∣
φ[1](t)
)
=
∂L
∂qi
∣∣∣
φ[1](t)
.
The map φ induces the following morphism of Lie algebroids
TRk
Tφ
//
τ
Rk

TQ
τQ

Rk
φ
// Q
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If we consider the canonical basis of section of τRk ,
{
∂
∂t1
, . . . ,
∂
∂tk
}
, then the first prolongation
φ[1] of φ, can be written as follows:
φ[1](t) = (t, Ttφ(
∂
∂t1
∣∣∣
t
), . . . , Ttφ(
∂
∂tk
∣∣∣
t
)) .
Returning to the case of algebroids, the analog of the field solution to the Euler-Lagrange
equations to be considered here is a morphism of Lie algebroid Φ = (Φ,Φ)
TRk
Φ //
τ
Rk

E
τ

Rk Φ
// Q
Taking a local basis {eA}
k
A=1 of local sections of TR
k, one can define a section Φ˜ : Rk → Rk×
k
⊕
E associated to Φ and given by
Φ˜ : Rk → Rk×
k
⊕ E ≡ E⊕ k. . . ⊕E
t → (t,Φ(e1(t)), . . . ,Φ(ek(t))) .
Let (tA) and (qi) be a local coordinate system on Rk and Q, respectively. Let {eA} be a local
basis of sections of τRk and {eα} be a local basis of sections of E; we denote by {e
A} and {eα} the
dual basis. Then Φ is determined by the relations Φ(t) = (φi(t)) and Φ∗eα = φαAe
A for certain local
functions φi and φαA on R
k. Thus, the associated map Φ˜ is locally given by Φ˜(t) = (tA, φi(t), φαA(t)).
In this case, the condition of Lie morphism (59) is written
ρiαφ
α
A =
∂φi
∂tA
, o =
∂φαA
∂tB
−
∂φαB
∂tA
+ Cαβγφ
β
Bφ
α
A . (87)
Remark 6.3 In the standard case where E = TQ, the above morphism conditions reduce to
φiA =
∂φi
∂tA
and
∂φiA
∂tB
=
∂φiB
∂tA
.
Then, by considering morphisms we are just considering the first prolongation of fields φ : Rk → Q.
The Euler-Lagrange equations
For an arbitrary section ξ : Rk×
k
⊕ E → T Ek (
k
⊕ E) of τ˜
Rk×
k
⊕E
: T Ek (
k
⊕ E)→ Rk×
k
⊕ E, consider
the equations
Y
C
A(ξ) = δ
C
A , ıξΩ
A
L =
1
k
(
dAEL +
k∑
C=1
∂L
∂tC
(Y
C
A
)
, (88)
Writing ξ = ξCBY
B
C + ξ
α
BX
B
α + (ξB)
α
C(V
B)Cα , from (69), (85), (86) we have that (88) is equivalent to
ξCB = δ
C
B ,
∂2L
∂tC∂yαA
ξαA =
1
k
∂2L
∂tC∂yβB
yβB ,
∂2L
∂yγC∂y
α
A
ξαA =
1
k
∂2L
∂yγC∂y
β
B
yβB (89)
∂2L
∂tC∂yαA
ξCA +
(
ρiβ
∂2L
∂qi∂yαA
− ρiα
∂2L
∂qi∂yβA
+ Cγαβ
∂L
∂yγA
)
ξβA +
∂2L
∂yβB∂y
α
A
(ξA)
β
B =
1
k
( ∂L
∂qi
−
∂2L
∂qi∂yβB
yβB
)
ρiα
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From (89) we obtain
ξCB = δ
C
B ,
k∑
A=1
∂2L
∂tC∂yαA
ξαA =
∂2L
∂tC∂yβB
yβB ,
k∑
A=1
∂2L
∂yγC∂y
α
A
ξαA =
∂2L
∂yγC∂y
β
B
yβB ,
k∑
A=1
∂2L
∂tA∂yαA
+
k∑
A=1
(
ρiβ
∂2L
∂qi∂yαA
− ρiα
∂2L
∂qi∂yβA
+ Cγαβ
∂L
∂yγA
)
ξβA +
k∑
A=1
∂2L
∂yβB∂y
α
A
(ξA)
β
B
=
( ∂L
∂qi
−
∂2L
∂qi∂yβB
yβB
)
ρiα
. (90)
Definition 6.4 L is said to be a regular Lagrangian if the matrix
(
∂2L
∂yαA∂y
β
B
)
is regular.
When L is regular, from the three identity of (90) we obtain
ξαA = y
α
A . (91)
In this case, the solution ξ to the equations (88) is a sopde and the functions (ξA)
β
B are the solutions
to the equation
k∑
A=1
(
∂2L
∂tA∂yαA
+ ρiβ
∂2L
∂qi∂yαA
yβA + C
γ
αβ
∂L
∂yγA
yβA +
∂2L
∂yβB∂y
α
A
(ξA)
β
B
)
=
∂L
∂qi
ρiα . (92)
Let Φ = (Φ,Φ) be a morphism on Lie algebroids between τRk : TR
k → Rk and τ : E → Q, and
Φ˜ : Rk → Rk×
k
⊕ E the associated map. If Φ˜ : Rk → Rk×
k
⊕ E is an integral section of the sopde
ξ locally given by Φ˜(t) = (φB(t), φi(t), φαA(t)). From (83), (87), (90), (91) and (92) we obtain
∂φB
∂tA
∣∣∣
t
= δBA ,
∂φi
∂tA
∣∣∣
t
= φαA(t)ρ
i
α(φ
j(t)) , 0 =
∂φαA
∂tB
−
∂φαB
∂tA
+ Cαβγφ
β
Bφ
α
A
k∑
A=1
(
∂2L
∂tA∂yαA
∣∣∣
φ(t)
+
∂φi
∂tA
∣∣∣
t
∂2L
∂qi∂yαA
∣∣∣
φ(t)
+
∂φβB
∂tA
∣∣∣
t
∂2L
∂yαA∂y
β
B
∣∣∣
φ(t)
)
= ρiα
∂L
∂qi
∣∣∣
φ(t)
− yβA(φ(t))C
γ
αβ
∂L
∂yγA
∣∣∣
φ(t)
,
where the last equation is a consequence of Φ being a Lie morphism. The above equations can be
written as follows
∂φB
∂tA
∣∣∣
t
= δBA ,
∂φi
∂tA
∣∣∣
t
= φαA(t)ρ
i
α(φ
j(t)) , 0 =
∂φαA
∂tB
−
∂φαB
∂tA
+ Cαβγφ
β
Bφ
α
A
k∑
A=1
∂
∂tA
(
∂L
∂yαA
∣∣∣
φ(t)
)
= ρiα
∂L
∂qi
∣∣∣
φ(t)
− yβA(φ(t))C
γ
αβ
∂L
∂yγA
∣∣∣
φ(t)
,
(93)
which are called the Euler-Lagrange field equations written in terms of a Lie algebroid E in the
k-cosymplectic setting.
The results of this section can be summarized in the following
Theorem 6.1 Let L : Rk → Rk×
k
⊕ E be a regular Lagrangian and let ξ : Rk×
k
⊕ E → T Ek (
k
⊕ E)
be a section of τ˜
Rk×
k
⊕E
such that
Y
C
B(ξ) = δ
C
B , ıξΩ
A
L =
1
k
(
dAEL +
k∑
C=1
∂L
∂tC
(Y
C
A
)
. (94)
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1. Then ξ is a sopde.
2. Let Φ = (Φ,Φ) be a morphism on Lie algebroids between τRk : TR
k → Rk, and τ : E → Q,
and let Φ˜ : Rk → Rk×
k
⊕ E be the associated map. If Φ˜ : Rk → Rk×
k
⊕ E is an integral
section of the sopde ξ, then it is a solution of the the Euler-Lagrange field equations (93)
written in terms of a Lie algebroid E.
6.1.3 Relation with the standard Lagrangian k-cosymplectic formalism
As a final remark in this Subsection, it is interesting to point out that the standard Lagrangian
k-symplectic formalism is a particular case of the Lagrangian formalism on Lie algebroids, when
E = TQ, the anchor map ρ is the identity on TQ, and the structure constants Cγαβ = 0.
In this case we have:
• The manifold Rk×
k
⊕ E is identified with Rk × T 1kQ and T
TQ
k (T
1
kQ) with T
1
k (R
k × T 1kQ).
• The energy function EL : R
k × T 1kQ→ R is given by EL =
∑
A=1
△A(L)− L, where the vector
fields △A on R
k × T 1kQ have been explained in Remark 6.1 .
• A section ξ : Rk×
k
⊕ E → T Ek (
k
⊕ E) corresponds to a k-vector field ξ = (ξ1, . . . , ξk) on
Rk × T 1kQ, that is, ξ is a section of τ
k
Rk×T 1
k
Q
: T 1k (R
k × T 1kQ)→ R
k × T 1kQ.
• Let f be a function on Rk × T 1kQ, then
dAf(Y1, . . . , Yk) = df(YA) ,
where df denotes the standard differential and (Y1, . . . , Yk) is a k-vector field on R
k × T 1kQ.
• We have that
Y
C
B((X1, . . . ,Xk)) = dt
B(XC)
ΩAL((X1, . . . ,Xk), ((Y1, . . . , Yk)) = ω
A
L (XA, YA) ,
where ωAL are the Poincare´-Cartan 2-form of the standard k-cosymplectic formalism defined
in section 2.1.2.
• Thus, in the standard k-cosymplectic formalism, the equation (94) can be written as follows:
dtA(ξB) = δ
A
B , iξAω
A
L =
1
k
dEL +
k∑
C=1
∂L
∂tC
dtAδ∆A ,
which implies
dtA(ξB) = δ
A
B ,
k∑
A=1
iξAω
A
L = dEL +
k∑
A=1
∂L
∂tA
dtA .
• In the standard case, a map φ : Rk → Q induces a morphism on Lie algebroids (Tφ, φ)
between TRk and TQ. In this case, the associated map Φ˜ of this morphism is defined as the
first prolongation φ[1] of φ given by
Φ˜(t) = (t, Tφ(
∂
∂t1
∣∣∣
t
), . . . , Tφ(
∂
∂tk
∣∣∣
t
)) .
Let us observe that Φ˜ = φ[1] (see 2.6).
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Thus, from the Theorem 6.1 and the above remarks, we deduce the following corollary, which
is a summary of the Lagrangian k-cosymplectic formalism.
Corollary 6.1 Let L : Rk → Rk × T 1kQ be a regular Lagrangian and ξ = (ξ1, . . . , ξk) a k-vector
field on Rk × T 1kQ such that
dtA(ξB) = δ
A
B ,
k∑
A=1
iξAω
A
L = dEL +
k∑
A=1
∂L
∂tA
dtA .
1. Then ξ is a sopde.
2. If Φ˜ is an integral section of the k-vector field ξ, then it is a solution to the Euler-Lagrange
field equations (16) in the standard Lagrangian k-cosymplectic field theories. Let us observe
that Φ˜ = φ[1].
Finally, we introduce a comparative table between the standard k-cosymplectic Lagrangian
formalism and the case on Lie algebroids:
k-cosymplectic Lie Algebroids
Phase space Rk × T 1kQ R
k×
k
⊕ E
Canonical
forms
ωA ∈ Λ2(Rk × T 1kQ) Ω
A ∈ Sec((T Ek (
k
⊕ E))∗) ∧ Sec((T Ek (
k
⊕ E))∗)
Lagrangians L : Rk × T 1kQ→ R L : R
k×
k
⊕ E → R
Geometric
equations

dtA((XL)B) = δ
A
B
k∑
A=1
i(XL)Aω
A = dEL +
k∑
A=1
∂L
∂tA
dtA

Y
C
B(ξ) = δ
C
B
ıξΩ
A =
1
k
(
dAL+
k∑
C=1
∂L
∂tC
Y
C
A
)
((XL)1, . . . , (XL)K)
k-vector field on Rk × T 1kQ
ξ ∈ Sec(T Ek (
k
⊕ E))
T Ek (
k
⊕ E) = (Rk×
k
⊕ E)×Rk×T 1
k
Q T
1
k (R
k×
k
⊕ E)
6.2 Hamiltonian formalism
In this subsection we develop on Lie algebroids the equivalent to section 2.1 in the standard k-
cosymplectic formalism.
We begin this section by introducing the manifold
k
⊕ E ∗, which plays the role of (T 1k )
∗Q in the
classical k-cosymplectic Hamiltonian setting.
Let (E, [·, ·], ρ) be a Lie algebroid over a manifold Q. For the Hamiltonian approach we consider
the dual bundle, τ ∗ : E ∗ → Q of E.
6.2.1 Geometric elements
The manifold
k
⊕ E ∗
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The standard k-cosymplectic Hamiltonian formalism is developed on the manifold Rk×(T 1k )
∗Q.
Considering a Lie algebroid E as a substitute for the tangent bundle, it is natural to consider that
the analog of (T 1k )
∗Q is the Whitney sum over Q of k copies of the dual space E∗.
We denote by
k
⊕ E ∗ = E ∗⊕ k. . . ⊕E ∗ the Whitney sum of k copies of the vector bundle E ∗,
and the projection map τ˜ ∗ : ⊕kE ∗ → Q, which is τ˜ ∗(a1
∗
q , . . . , ak
∗
q ) = q.
Local basis of sections of τ˜ ∗ :
k
⊕ E ∗ → Q
Let a∗q = (a
∗
1q , . . . , a
∗
kq
) be an arbitrary point of
k
⊕ E ∗, since a ∗Aq ∈ E
∗, and {eα} is a local
basis of sections of E ∗ ({eα} is the dual basis of the basis of sections of E, {eα}), we have
a ∗Aq = yα(a
∗
Aq
)eα(q), then
a∗q = yα(a
∗
1q)(e
α(q), 0, . . . , 0) + . . .+ yα(a
∗
kq
)(0, . . . , 0, eα(q)) =
∑
A,α
yα(a
∗
Aq
) e˜ αA (q) ,
where e˜ αA (q) = (0, . . . ,
A
e˜α(q), . . . , 0), and where
A˜ indicates the Ath position of e˜ αA (q).
Thus, {e˜ αA } is a local basis of sections of
k
⊕ E ∗, and if (qi, yα) are local coordinates on
(τ ∗) −1(U) ⊆ E ∗, the induced local coordinates (qi, yAα ) on (τ˜
∗) −1(U) ⊆
k
⊕ E ∗ are given by
qi(a ∗1q , . . . , a
∗
kq
) = qi(q) , yAα (a
∗
1q , . . . , a
∗
kq
) = yα(a
∗
Aq
) .
The vector bundle T Ek (
k
⊕ E∗)
We now consider the k-prolongation T Ek (
k
⊕ E∗) ⊂
k
⊕ E×T 1k (R
k×
k
⊕ E∗) of a Lie algebroid E over
the fibration τ˜∗ :
k
⊕ E∗ → Q ( let us observe that in this case the fiber π : P → Q is τ˜∗ :
k
⊕ E∗ → Q).
The vector bundle T Ek (
k
⊕ E∗) plays the role of T 1k (R
k × (T 1k )
∗Q) → Rk × (T 1k )
∗Q, and its sections
corresponds to the k-vector fields on Rk × (T 1k )
∗Q.
Recalling section 5.3, for this particular case we obtain that if (qi, yAα ) are local coordinates on
k
⊕ E∗, we have the local coordinates (tA, qi, yAα , z
α
A, v
B
A , (vA)
B
β ) on T
E
k (
k
⊕ E∗) given by (see (63))
tA(aq,W(t,b ∗q )) = t
A(t) , qi(aq,W(t,b ∗q )) = q
i(q) , yAα (aq,W(t,b ∗q )) = y
A
α (b
∗
q ) ,
zαA(aq,W(t,b ∗q )) = y
α
A(aq) , v
B
A (aq,W(t,b ∗q )) = vA(t,b ∗q )
(tB) , (vA)
B
β (aq,W(t,b ∗q )) = vA(t,b ∗q )(y
B
β ) ,
and the local basis ({XAα , Y
A
B , (V
A)βB} of sections of τ
Rk×
k
⊕E∗
: T Ek (
k
⊕ E∗) → Rk×
k
⊕ E∗, defined
in (65), is written here as follows
XAα (t, b
∗
q) = (e˜
A
α (q), (0, . . . ,
A
˜
ρiα(q)
∂
∂qi
∣∣∣
(t,b∗q)
, . . . , 0))
YAB (t, b
∗
q) = (0q, (0, . . . ,
A
∂˜
∂tB
∣∣∣
(t,b∗q)
, . . . , 0))
(VA)βB(t, b
∗
q) = (0q, (0, . . . ,
A
∂˜
∂yBβ
∣∣∣
(t,b∗q)
, . . . , 0))
. (95)
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6.2.2 Hamiltonian formalism
Let (E, [·, ·]E , ρ) be a Lie algebroid on a manifold Q and H : R
k×
k
⊕ E ∗ → R a Hamiltonian
function.
The Liouville sections
We may introduce k sections of the vector bundle (T Ek (
k
⊕ E∗)) ∗ → Rk×
k
⊕ E ∗ as follows.
ΘA : Rk×
k
⊕ E −→ (T Ek (
k
⊕ E∗)) ∗
(t, b ∗q ) 7−→ Θ
A
(t,b ∗q )
: (T Ek (
k
⊕ E∗))(t,b ∗q ) −→ R
(aq,W(t,b ∗q )) 7−→ Θ
A
(t,b ∗q )
(aq,W(t,b ∗q )) = b
∗
Aq
(aAq) .
In local coordinates we have
ΘA =
∑
β
yAβ X
β
A , (96)
where {XαA , Y
B
A, (VA)
B
β } is the local basis of sections of (T
E
k (
k
⊕ E)∗) ∗, which is the dual basis of
the local basis {XAα , Y
A
B , (V
A)βB} of sections of T
E
k (
k
⊕ E).
Now for each A we define the 2-section ΩA : Rk×
k
⊕ E ∗ → (T Ek (
k
⊕ E∗))∗ ∧ (T Ek (
k
⊕ E∗))∗ as
ΩA = −dAΘA ,
where dA denotes the derivation introduced in (68) with P =
k
⊕ E∗.
By a straightforward computation from (66), (67), (68), (95) and (96), we obtain
ΩA =
∑
β
X βA ∧ (VA)
A
β +
1
2
∑
β,γ,δ
Cδβγy
A
δ X
β
A ∧ X
γ
A . (97)
Hamilton’s equations
Let H : Rk×
k
⊕ E ∗ → R be a Hamiltonian function. For an arbitrary section ξ : Rk×
k
⊕ E ∗ →
T Ek (
k
⊕ E∗) of τ˜
Rk×
k
⊕E∗
: T Ek (
k
⊕ E∗)→ Rk×
k
⊕ E ∗, we consider the system of equations
Y
C
A(ξ) = δ
C
A , ıξΩ
A =
1
k
(
dAH −
k∑
B=1
∂H
∂tB
Y
B
A
)
. (98)
Writing ξ = ξCBY
B
C + ξ
α
BX
B
α + (ξB)
C
α (V
B)αC , from (69), (95) and (97) we obtain that (98) is
equivalent to the equations
ξCB = δ
B
C , δ
A
Bξ
α
A =
1
k
∂H
∂yBα
, (ξA)
A
β − C
γ
αβy
A
γ ξ
α
A = −
1
k
ρiβ
∂H
∂qi
. (99)
From (99) we obtain
ξCB = δ
B
C ,
k∑
A=1
δABξ
α
A = ξ
α
B =
∂H
∂yBα
,
k∑
A=1
(ξA)
A
β −
k∑
A=1
Cγαβy
A
γ ξ
α
A = −ρ
i
β
∂H
∂qi
. (100)
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Substituting the second identities of (100) in the three equations, we have
ξCB = δ
B
C , ξ
α
B =
∂H
∂yBα
,
k∑
A=1
(ξA)
A
β = −
(
ρiβ
∂H
∂qi
+
k∑
A=1
Cγαβy
A
γ
∂H
∂yAα
)
. (101)
Let ψ : Rk →
k
⊕ E∗, ψ(t) = (ψA(t), ψi(t), ψAα (t)) be an integral section of ξ ,that is, ψ is an
integral section of the associated k-vector field τ˜2(ξ) = (τ˜
1
2 (ξ), . . . , τ˜
k
2 (ξ)) on R
k×
k
⊕ E∗. Thus
ξBA =
∂ψB
∂tA
, ξβAρ
i
β =
∂ψi
∂tA
, (ξA)
B
β =
∂ψBβ
∂tA
. (102)
From (101) and (102) we obtain
∂ψ C
∂tB
∣∣∣
t
= δBC ,
∂ψ i
∂tA
∣∣∣
t
= ρiα
∂H
∂yBα
∣∣∣
ψ(t)
,
k∑
A=1
∂ψ Aβ
∂tA
= −
(
ρiβ
∂H
∂qi
∣∣∣
ψ(t)
+
k∑
A=1
Cγαβψ
A
γ (t)
∂H
∂yAα
∣∣∣
ψ(t)
)
. (103)
In the standard case, a solution of the Hamilton equations is a section ψ : Rk → Rk × (T 1k )
∗Q
locally given by ψ(t) = (t, ψi(t), ψAi (t)) which satisfies the equations (4). Let us observe that giving
a map ψ : Rk → Rk × (T 1k )
∗Q is equivalent to giving the following morphism of Lie algebroids:
TRk
Tψ
//
τ
Rk

T (Rk × (T 1k )
∗Q) ≡ T TQ(Rk × (T 1k )
∗Q)
τ
Rk×(T1
k
)∗Q

Rk
ψ
// Rk × (T 1k )
∗Q
In our case, a solution to the Hamilton equations must be a morphism ψ = (ψ,ψ) of Lie
algebroids between τRk : TR
k → Rk and τE
Rk×
k
⊕E∗
: T E(Rk×
k
⊕ E∗) ⊂ E × T (Rk×
k
⊕ E∗) →
Rk×
k
⊕ E∗, where T E(Rk×
k
⊕ E∗) is the prolongation of the Lie algebroid E over the fibration
Rk×
k
⊕ E∗ → Q.
TRk
ψ
//
τ
Rk

T E(Rk×
k
⊕ E∗)
τE
Rk×
k
⊕E∗

Rk
ψ
//
Rk×
k
⊕ E∗
Let {eα} and {Xα,VA,V
α
A} be a local basis of Sec(τRk) and Sec(τ
E
Rk×
k
⊕E∗
), respectively, and
{eα} and {Xα,VA,VAα } their dual basis. (Here Xα(t, b
∗
q) = (eα(q), ρ
i
α(q)
∂
∂qi
∣∣∣
(t,b∗q)
), VA(t, b
∗
q) =
(0q,
∂
∂tA
∣∣∣
(t,b∗q)
) and VαA(t, b
∗
q) = (0,
∂
∂yAα
∣∣∣
(t,b∗q)
)). If ψ = (ψ,ψ) is locally given by the relations
ψ(t) = (tA, ψi(t), ψAα (t)) , ψ = (ψ
α
AXα + VA + ψ
B
βAV
β
B)⊗ e
A
then the morphism condition (59) can be written
ρiαψ
α
A =
∂ψi
∂tA
, ψBβA =
∂ψBβ
∂tA
, 0 =
∂ψαA
∂tB
−
∂ψαB
∂tA
+ Cαβγψ
β
Bψ
γ
A . (104)
From (103) and (104) we obtain the following:
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Theorem 6.2 Let H : Rk×
k
⊕ E∗ → R be a Hamiltonian and ξ : Rk×
k
⊕ E → T Ek (
k
⊕ E∗) be a
section of τ˜ k
⊕E∗
such that
Y
C
A(ξ) = δ
C
A , ıξΩ
A =
1
k
(
dAH −
k∑
B=1
∂H
∂tB
Y
B
A
)
.
Let ψ = (ψ,ψ) be a morphism of Lie algebroids between τRk : TR
k → Rk and τE
Rk×
k
⊕E∗
: T E(
k
⊕
E∗) ⊂ E × T (Rk×
k
⊕ E∗)→ Rk×
k
⊕ E∗. If ψ : Rk → Rk×
k
⊕ E∗ is an integral section of ξ, then ψ
is a solution of the system of partial differential equations
∂ψ i
∂tA
∣∣∣
t
= ρiα
∂H
∂yBα
∣∣∣
ψ(t)
,
k∑
A=1
∂ψ Aβ
∂tA
= −
(
ρiβ
∂H
∂qi
∣∣∣
ψ(t)
+
k∑
A=1
Cγαβψ
A
γ (t)
∂H
∂yAα
∣∣∣
ψ(t)
)
.
ρiαψ
α
A =
∂ψi
∂tA
, ψBβA =
∂ψBβ
∂tA
, 0 =
∂ψαA
∂tB
−
∂ψαB
∂tA
+ Cαβγψ
β
Bψ
γ
A ,
which are called the Hamilton field equations on Lie algebroids.
6.2.3 Relation with the standard Hamiltonian k-cosymplectic formalism
As a final remark, it is interesting to point out that the standard Hamiltonian k-symplectic for-
malism is a particular case of the Hamiltonian formalism on Lie algebroids.
In this case we have:
• The manifold Rk×
k
⊕ E∗ is identified with Rk × (T 1k )
∗Q and T TQk ((T
1
k )
∗Q) with T 1k (R
k ×
(T 1k )
∗Q).
• A section ξ : Rk×
k
⊕ E∗ → T Ek (
k
⊕ E∗) corresponds to a k-vector field ξ = (ξ1, . . . , ξk) on
Rk × (T 1k )
∗Q, that is, ξ is a section of τk
Rk×(T 1
k
)∗Q
: T 1k (R
k × (T 1k )
∗Q)→ Rk × (T 1k )
∗Q.
• Let f be a function on Rk × (T 1k )
∗Q, then
dAf(Y1, . . . , Yk) = df(YA) ,
where df denotes the standard differential and (Y1, . . . , Yk) is a k-vector field on R
k× (T 1k )
∗Q.
• We have that
Y
C
B((X1, . . . ,Xk)) = dt
B(XC)
ΩA((X1, . . . ,Xk), ((Y1, . . . , Yk)) = ω
A(XA, YA) .
• Thus, in the standard k-cosymplectic formalism the equation (98) can be written as follows
dtA(ξB) = δ
A
B , iξAω
A =
1
k
dH −
k∑
C=1
∂H
∂tC
dtAδ∆A ,
which implies
dtA(ξB) = δ
A
B ,
k∑
A=1
iξAω
A = dH −
k∑
A=1
∂H
∂tA
dtA .
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Thus, from the Theorem 6.2 and the above remarks, we deduce the following corollary, which
summarizes the Hamiltonian k-cosymplectic formalism.
Corollary 6.2 Let H : Rk×
k
⊕ E∗ → R be a Hamiltonian function and ξ = (ξ1, . . . , ξk) a k-vector
field on Rk × (T 1k )
∗Q such that
dtA(ξB) = δ
A
B ,
k∑
A=1
iξAω
A = dH −
k∑
A=1
∂H
∂tA
dtA .
Thus, if ψ : Rk → Rk × (T 1k )
∗Q is an integral section of the k-vector field ξ, then it is a solution of
the Hamilton equations (4).
In the following table we compare the k-cosymplectic Hamiltonian formalism in the standard
case and on Lie algebroids:
k-cosymplectic Lie Algebroids
Phase space Rk × (T 1k )
∗Q Rk×
k
⊕ E∗
Canonical
forms
ωA ∈ Λ2(Rk × (T 1k )
∗Q) ΩA ∈ Sec((T Ek (
k
⊕ E∗))∗) ∧ Sec((T Ek (
k
⊕ E∗))∗)
Hamiltonians H : Rk × (T 1k )
∗Q→ R H : Rk×
k
⊕ E∗ → R
Geometric
equations

dtA((XH)B) = δ
A
B
k∑
A=1
i(XH)Aω
A = dH −
k∑
A=1
∂H
∂tA
dtA

Y
C
B(ξ) = δ
C
B
ıξΩ
A =
1
k
(
dAH −
k∑
C=1
∂H
∂tC
Y
C
A
)
((XH)1, . . . , (XH)K)
k-vector field on Rk × (T 1k )
∗Q
ξ ∈ Sec(T Ek (
k
⊕ E∗))
T Ek (
k
⊕ E∗) = (Rk×
k
⊕ E)×Rk×T 1
k
Q T
1
k (R
k×
k
⊕ E∗)
Acknowledgments
We acknowledge the partial financial support ofMinisterio de Educacio´n y Ciencia, Project MTM2006-
27467-E/. The author NRR also acknowledges the financial support of Ministerio de Educacio´n
y Ciencia, Project MTM2005-04947. We wish to thank to Mr. Jeff Palmer for his assistance in
preparing the English version of the manuscript.
References
[1] A. Awane: “k-symplectic structures”, J. Math. Phys. 33 (1992) 4046-4052.
[2] A. Awane, M. Goze: “Pfaffian systems, k-symplectic systems”. Kluwer Acad. Pub., Dordrecht (2000).
[3] M. Barbero-Lin˜a´n, A. Echeverr´ıa-Enr´ıquez, D. Mart´ın de Diego, M.C. Mun˜oz-Lecanda, N. Roma´n-Roy:
“Unified formalism for non-autonomous mechanical systems”. arXiv:0803.4085v1 [math-ph] (2004).
46
[4] A. Cannas da Silva, A. Weinstein: Geometric models for noncommutative algebras, Amer. Math. Soc.,
Providence, RI, 1999; xiv+184 pp.
[5] J. F. Carin˜ena, M. Crampin, L.A. Ibort: “On the multisymplectic formalism for first order field theo-
ries”. J. Geom. Phys. 3 (1986) 353-400.
[6] J. Corte´s, M. de Leo´n, J.C. Marrero, D. Mart´ın de Diego, E. Mart´ınez: “A survey of Lagrangian
mechanics and control on Lie algebroids and groupoids”. Int. J. Geom. Methods Mod. Phys. 3(3)
(2006) 509–558.
[7] J. Corte´s, S. Mart´ınez, F. Cantrijn: “Skinner-Rusk approach to time-dependent mechanics”, Phys.
Lett. A 300 (2002) 250-258.
[8] A. Echeverr´ıa-Enr´ıquez,M.C. Mun˜oz-Lecanda, N. Roma´n-Roy: “Geometrical setting of time-dependent
regular systems: Alternative models”. Rev. Math. Phys. 3(3) (1991) 301-330.
[9] A. Echeverr´ıa-Enr´ıquez, M.C. Mun˜oz-Lecanda, N. Roma´n-Roy: “Geometry of Lagrangian first-order
classical field theories”. Forts. Phys. 44 (1996) 235-280.
[10] A. Echeverr´ıa-Enr´ıquez, M.C. Mun˜oz-Lecanda, N. Roma´n-Roy, “Geometry of Multisymplectic Hamil-
tonian First-order Field Theories”, J. Math. Phys. 41(11) (2000) 7402-7444.
[11] A. Echeverr´ıa-Enr´ıquez, C. Lo´pez, J. Mar´ın-Solano, M.C. Mun˜oz-Lecanda, N. Roma´n-Roy:
“Lagrangian-Hamiltonian unified formalism for field theory”. J. Math. Phys. 45(1) (2004) 360-380.
[12] G. Giachetta, L. Mangiarotti, G. Sardanashvily: “New Lagrangian and Hamiltonian Methods in Field
Theory”. World Scientific Pub. Co., Singapore (1997).
[13] G. Giachetta, L. Mangiarotti, G. Sardanashvily: “Covariant Hamilton equations for field theory”, J.
Phys. A 32(32) (1999) 6629–6642.
[14] M.J. Gotay, J. Isenberg, J.E. Marsden: “Momentun maps and classical relativistic fields, Part I: Co-
variant field theory”. arXiv:physics/9801019v2 (2004).
[15] M.J. Gotay, J. Isenberg, J.E. Marsden: “Momentun maps and classical relativistic fields, Part II:
Canonical analysis of field theories”. arXiv:math-ph/0411032v1 (2004).
[16] C. Gu¨nther: “The polysymplectic Hamiltonian formalism in field theory and calculus of variations I:
The local case”. J. Differential Geom. 25 (1987) 23-53.
[17] P.J. Higgins, K. Mackenzie: “Algebraic constructions in the category of Lie algebroids”, J. of Algebra
129 (1990) 194-230.
[18] I. V. Kanatchikov: “Canonical structure of classical field theory in the polymomentum phase space”.
Rep. Math. Phys. 41(1) (1998) 49–90.
47
[19] J. Kijowski, W.M. Tulczyjew: “A symplectic framework for field theories”. Lecture Notes in Physics,
107. Springer-Verlag, Berlin-New York, 1979.
[20] M. de Leo´n, E.A. Lacomba: “Lagrangian submanifolds and higher-order mechanical systems”. J. Phys.
A22(18) (1989) 3809–3820
[21] M. de Leo´n, E.A. Lacomba, P.R. Rodrigues: “Special presymplectic manifolds, Lagrangian submanifolds
and the Lagrangian-Hamiltonian systems on jet bundles”. Procs. First ”Dr. Antonio A. R. Monteiro”
Congress on Mathematics (Bah´ıa Blanca, 1991), 103–122, Univ. Nac. del Sur, Bah´ıa Blanca, 1991.
[22] M. de Leo´n, J.C. Marrero, D. Mart´ın de Diego: “A new geometrical setting for classical field theories”,
Classical and Quantum Integrability. Banach Center Pub. 59, Inst. of Math., Polish Acad. Sci., Warsawa
(2002) 189-209.
[23] M. de Leo´n, J.C. Marrero, E. Mart´ınez: “Lagrangian submanifolds and dynamics on Lie algebroids”.
J. Phys. A38(24) (2005) R241–R308.
[24] M. de Leo´n,D.Mart´ın de Diego, A. Santamar´ıa-Merino: “Tulczyjew triples and Lagrangian submanifolds
in classical field theories”. Applied Differential Geometry and Mechanics (2003), 21-47.
[25] M. de Leo´n, M. McLean, L.K. Norris, A. Rey-Roca, M. Salgado: “Geometric Structures in Field
Theory”. arXiv:math-ph/0208036v1 (2002).
[26] M. de Leo´n, I. Me´ndez, M. Salgado: “p-almost tangent structures”. Rend. Circ. Mat. Palermo Serie II
XXXVII (1988), 282-294.
[27] M. de Leo´n, I. Me´ndez, M. Salgado: “Integrable p–almost tangent structures and tangent bundles of
p1-velocities”. Acta Math. Hungar. 58(1-2) (1991) 45-54.
[28] M. de Leo´n; E. Merino, J.A. Oubin˜a, P. Rodrigues, M. Salgado: “Hamiltonian systems on k-
cosymplectic manifolds”. J. Math. Phys. 39(2) (1998) 876–893.
[29] M. de Leo´n; E. Merino, M. Salgado: “k-cosymplectic manifolds and Lagrangian field theories”. J. Math.
Phys. 42(5) (2001) 2092–2104.
[30] K. Mackenzie, Lie groupoids and Lie algebroids in differential geometry, London Math. Soc. Lect. Note
Series 124 (Cambridge Univ. Press) (1987).
[31] K. Mackenzie: “Lie algebroids and Lie pseudoalgebras”. Bull. London Math. Soc. 27 (1995) 97-147.
[32] E. Mart´ınez: “ Lagrangian mechanics on Lie algebroids”. Acta Appl. Math. 67(3) (2001) 295–320.
[33] E. Mart´ınez: “Geometric formulation of Mechanics on Lie algebroids”. Procs. VIII Fall Workshop on
Geometry and Physics, Medina del Campo, 1999, Publicaciones de la RSME 2 (2001) 209-222.
[34] E. Mart´ınez: “Classical Field Theory on Lie Algebroids: Multisimplectic Formalism”.
arXiv:math/0411352 (2004).
48
[35] E. Mart´ınez: “Classical field theory on Lie algebroids: variational aspects”. J. Phys. A 38(32) (2005)
7145–7160.
[36] M. McLean; L. K. Norris: “ Covariant field theory on frame bundles of fibered manifolds”. J. Math.
Phys. 41(10) (2000) 6808–6823.
[37] A. Morimoto: “Liftings of some types of tensor fields and connections to tangent pr-velocities”. Nagoya
Math. J. 40 (1970) 13-31.
[38] F. Munteanu, A. M. Rey, M. Salgado: “The Gu¨nther’s formalism in classical field theory: momentum
map and reduction”. J. Math. Phys. 45(5) (2004) 1730–1751.
[39] M.C. Mun˜oz-Lecanda, M. Salgado, S. Vilarin˜o: “ Nonstandard connections in k-cosymplectic field
theory”. J. Math. Phys. 46(12) (2005) 122901, 25 pp.
[40] L.K. Norris: “Generalized symplectic geometry on the frame bundle of a manifold”. Proc. Symp. Pure
Math. 54, Part 2 (Amer. Math. Soc., Providence RI, 1993), 435-465.
[41] A.M. Rey, N. Roma´n-Roy, M. Salgado: “Gu¨nther’s formalism (k-symplectic formalism) in classical field
theory: Skinner-Rusk approach and evolution operator”. J. Math. Phys. 46(5) (2005) 052901, 24 pp.
[42] A. M. Rey, N. Roma´n-Roy, M. Salgado, S. Vilarin˜o: “On the k-Symplectic, k-Cosymplectic and Mul-
tisymplectic Formalisms of Classical Field Theories”. arXiv:math-ph/0705.4364. (2007).
[43] G. Sardanashvily: Generalized Hamiltonian Formalism for Field Theory. Constraint Systems.l World
Scientific, Singapore (1995).
[44] R. Skinner, R. Rusk. “Generalized Hamiltonian dynamics. I. Formulation on T ∗M ⊕ TM”. J. Math.
Phys.24(11) (1983) 2589-2594.
[45] W.M. Tulczyjew: “Les sous-varie´te´s lagrangiennes et la dynamique lagrangienne”. C. R. Acad. Sci.
Paris Se´r. A-B 283(8) (1976) Av, A675–A678.
[46] W. M. Tulczyjew: “Les sous-varie´te´s lagrangiennes et la dynamique hamiltonienne”. C. R. Acad. Sci.
Paris Se´r. A-B283(1) (1976) Ai, A15–A18.
[47] J. Vankerschaver, F. Cantrijn: “Discrete Lagrangian Field Theories on Lie Groupoids”. J. Geom. Phys.
57(2) (2007) 665–689.
[48] A. Weinstein: “Lagrangian mechanics and groupoids”. Mechanics Day (Waterloo, ON, 1992), 207–231,
Fields Inst. Commun., 7, Amer. Math. Soc., Providence, RI, 1996.
49
