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The auxiliary-field quantumMonte Carlo (AFQMC) method provides a computational framework
for solving the time-independent Schro¨dinger equation in atoms, molecules, solids, and a variety of
model systems. AFQMC has recently witnessed remarkable growth, especially as a tool for electronic
structure computations in real materials. The method has demonstrated excellent accuracy across
a variety of correlated electron systems. Taking the form of stochastic evolution in a manifold
of non-orthogonal Slater determinants, the method resembles an ensemble of density-functional
theory (DFT) calculations in the presence of fluctuating external potentials. Its computational cost
scales as a low-power of system size, similar to the corresponding independent-electron calculations.
Highly efficient and intrinsically parallel, AFQMC is able to take full advantage of contemporary
high-performance computing platforms and numerical libraries. In this review, we provide a self-
contained introduction to the exact and constrained variants of AFQMC, with emphasis on its
applications to the electronic structure in molecular systems. Representative results are presented,
and theoretical foundations and implementation details of the method are discussed.
I. INTRODUCTION
A central challenge in the fields of condensed matter
physics, quantum chemistry, and materials science is to
determine the quantum-mechanical behavior of many in-
teracting electrons and nuclei. Often relativistic effects
and the coupling between the dynamics of electrons and
nuclei can be neglected, or treated separately. Within
this approximation, the many-electron wave function can
be found by solving the time-independent Schro¨dinger
equation for the Born-Oppenheimer Hamiltonian1,2
Hˆ =− 1
2
N∑
i=1
∂2
∂r2i
+
N∑
i<j=1
1
|ri − rj | −
N∑
i=1
Nn∑
a=1
Za
|ri −Ra|+
+
Nn∑
a<b=1
ZaZb
|Ra −Rb| ,
(1)
where ri is the position of electron i, and Ra the position
of nucleus a, with charge Za. The numbers of electrons
and nuclei are N and Nn, respectively. The nuclear po-
sitions R1 . . .RNn are held fixed. We use atomic units
throughout. The main obstacle to the investigation of
chemical systems is that, in general, the computational
cost of finding the exact ground state of Eq. (1) grows
combinatorially with the size of the studied system3,4.
This limitation has so far precluded exact studies for all
but small molecular systems and motivated the develop-
ment of approximate methods.
By far the most widely used approximate methods
are independent-electron approaches, based on the cel-
ebrated density-functional theory (DFT)5,6. These are
standard tools for electronic structure calculations in
diverse areas across multiple disciplines, with sophisti-
cated computer software packages available. The success
of DFT-based approaches has been exceptional. Their
difficulties are also well-documented, especially in so-
called strongly correlated systems, for example in many
transition-metal oxides.
For molecular systems, a hierarchy of quantum chem-
istry (QC) methods have been developed, which allow
systematic improvement in accuracy, at increasing com-
putational cost. For example, one of the most accu-
rate QC methods is coupled-cluster CCSD(T)7–9, scal-
ing as the seventh power of the system size. There
are several very promising new approaches, includ-
ing density-matrix renormalization group (DMRG)10–14
and full-configuration interaction quantum Monte Carlo
(FCIQMC)15,16, which have dramatically expanded the
size of the molecular systems that can be treated with
very high accuracy. However the computational cost of
these methods, in the most general case, still scales ex-
ponentially with system size. A recent benchmark study
has been performed on the linear hydrogen chain17, in-
cluding many QC methods, diffusion Monte Carlo18,19,
and auxiliary-field quantum Monte Carlo (AFQMC).
As a general electronic structure approach, the
AFQMC method20 has several unique and attractive fea-
tures. We hope that this will become evident following
the description of the method below. As a brief overview,
AFQMC combines stochastic sampling with the machin-
ery of DFT. It is a non-perturbative approach that bal-
ances accuracy and computational scaling. Utilizing a
field-theoretic framework and casting the projection of
the many-body ground state or the finite-temperature
partition function as a random walk in non-orthogonal
Slater determinant space, AFQMC takes the form of
a linear combination of DFT calculations in fluctuat-
ing auxiliary fields. It can incorporate many techniques
used by independent-particle methods such as DFT or
Hartree-Fock (HF). AFQMC is naturally parallelizable
2and very well suited for large-scale computing platforms.
Though more demanding than DFT or HF, AFQMC has
computational cost growing as the third (in some cases
fourth) power of the system size, enabling applications
to large systems.
The review is structured as follows. In the next sec-
tion we discuss the AFQMC method in detail: the key
technical backgrounds are described in several subsec-
tions; this is followed by discussions of the sign and phase
problem, and of the phaseless AFQMC approach which
removes the phase problem in electronic systems; a step-
by-step algorithmic outline is then provided. Then in
the next section, we describe several recent methodologi-
cal advances with AFQMC, including frozen-core, down-
folding and embedding approaches, back-propagation to
compute observables and correlation functions in elec-
tronic systems, and correlated sampling to improve effi-
ciency in computing energy differences. Finally we briefly
discuss the outlook of AFQMC as an electronic struc-
ture method, the advantages it brings and some direc-
tions for future development. Additional mathematical
background and algorithmic details are included in the
Appendix.
II. THE AFQMC METHOD
Using the formalism of second quantization, the Hamil-
tonian (1) can be written as
Hˆ = H0 + Hˆ1 + Hˆ2 =
= H0 +
∑
pq
σ
hpq aˆ
†
pσaˆqσ +
1
2
∑
pqrs
στ
vpqrs aˆ
†
pσaˆ
†
qτ aˆsτ aˆrσ ,
(2)
where H0 =
∑Nn
a<b=1
ZaZb
|Ra−Rb| is the inter-nuclear repul-
sion, aˆ†pσ, aˆqτ are fermionic creation and annihilation op-
erators associated to an orthonormal basis {ϕp}Mp=1 of
one-electron molecular orbitals (MOs). These basis func-
tions are typically real (although complex basis functions
can be handled straightforwardly in AFQMC), and
hpq =
∫
drϕp(r)
(
−1
2
∂2
∂r2
−
Nn∑
a=1
Za
|r−Ra|
)
ϕq(r) ,
vpqrs =
∫
drdr′ϕp(r)ϕq (r′)
1
|r− r′| ϕr(r)ϕs (r
′) ,
(3)
are the matrix elements of the one- and two-body parts
of (2) in that basis. vpqrs is often denoted as (pr|qs) in
chemistry, and 〈pq|rs〉 in physics.
Most applications of AFQMC in molecular systems so
far have relied on basis sets of MOs obtained by orthonor-
malizing a set {ϕ′i}Mi=1 of atom-centered atomic orbitals
(AOs) expressed by standard Gaussian basis functions2.
The overlaps S′pq =
∫
drϕ′p(r)ϕ
′
q (r) and matrix elements
h′pq, v
′
pqrs in the AO basis are computed and output by
standard quantum chemistry softwares21–23. The matrix
elements of Eq. (3) result from a straightforward change
of basis.
The use of a finite basis set unavoidably introduces an
approximation, which can be removed by extrapolating
results to the complete basis set (CBS) limit. This is
common to all quantum chemistry methods. For Gaus-
sian bases, it is necessary to perform calculations with
increasingly large basis sets designed to allow systematic
convergence to the CBS limit. AFQMC scales as M3
to M4, as further discussed below. Compared to high-
level quantum chemistry methods such as CCSD(T),
this is advantageous for reaching the CBS. We typi-
cally use well-established bases (e.g. cc-pVxZ for light
atoms24,25, or cc-pVnZ-PP26,27) and empirical extrapo-
lation formulas28,29 for CBS extrapolations.
AFQMC allows for the choice of any one-electron ba-
sis suitable for the problem. In addition to Gaussians,
AFQMC has also been implemented using plane-wave
and pseudopotentials30–35, more suited for calculations
in solids. As we discuss below, one could also use Kohn-
Sham orbitals derived from a plane-wave DFT calcula-
tion as basis sets, which provides a kind of hybrid be-
tween the plane-wave and the MO approach.
A. Properties of (non-orthogonal) Slater
determinants
We first review some properties of Slater determinants
(SDs) important to the formulation and implementation
of AFQMC. A single SD is written as
|Ψ〉 =
N↑∏
i=1
aˆ†ui↑
N↓∏
i=1
aˆ†vi↓|∅〉 , (4)
for N↑ and N↓ particles with spin up and down re-
spectively, occupying the orbitals |ui〉 =
∑
p (U↑)pi |ϕp〉
and |vi〉 =
∑
p (U↓)pi |ϕp〉. SDs are exact eigenfunc-
tions of one-body Hamiltonians, including those of non-
interacting systems and independent-electron Hamiltoni-
ans from DFT or mean-field HF.
There exists a key distinction between the SDs in
AFQMC and in standard quantum chemistry methods.
In quantum chemistry, SDs involved are orthogonal, as
they are built from a common set of reference orbitals
(e.g. occupied and virtual HF orbitals) through differ-
ent excitations of the electrons. In AFQMC, SDs are
non-orthogonal to each other, as the occupied orbitals
Uσ of each SD are continuously changed (via rotations
of the occupied orbitals) during the random walk. Some
properties of non-orthogonal SDs are summarized below.
(Additional details can be found in the Appendix.)
Theorem 1. The following properties hold for any two
non-orthogonal SDs Φ and Ψ, parametrized by the matri-
ces Vσ and Uσ, respectively, and for any spin-independent
one-particle operator Aˆ =
∑
σ
∑
pq A
σ
pq aˆ
†
pσaˆqσ
31. Overlap: 〈Φ|Ψ〉 =∏σ det (V †σ Uσ) .
2. One-particle reduced density matrix:
GΦΨpσ,qτ ≡
〈Φ|aˆ†pσaˆqτ |Ψ〉
〈Φ|Ψ〉 = δστ
(
Uσ(V
†
σUσ)
−1V †σ
)
qp
. (5)
3. Generalized Wick’s theorem36,37:
〈Φ|aˆ†pσaˆ†qτ aˆsτ aˆrσ|Ψ〉
〈Φ|Ψ〉 = G
ΦΨ
pσ,rσG
ΦΨ
qτ,sτ −GΦΨpσ,sτGΦΨqτ,rσ .
(6)
4. Thouless theorem38,39: the state eAˆ|Ψ〉 = |Ψ′〉 is a
SD parametrized by the matrices
(
U ′↑
)
= eA
↑
U↑ ,
(
U ′↓
)
= eA
↓
U↓ . (7)
5. Properties 2 and 3 remain invariant under or-
thonormalization of an SD, |Ψ〉 → |Ψ′〉, where the
orbitals in |Ψ′〉 are obtained by orthonormalizing
those in |Ψ〉 (e.g., by a modified Gram-Schmidt pro-
cedure).
B. Ground-state projection
The phaseless AFQMC method is a projective quan-
tum Monte Carlo (QMC) method. Projective methods
are based on the observation that the ground state Φ0
of a Hamiltonian Hˆ is the asymptotic solution of the
imaginary-time Schro¨dinger equation
− ∂β |Ψ(β)〉 =
(
Hˆ − E0
)
|Ψ(β)〉 , Ψ(0) = ΨI , (8)
where ΨI is any initial wavefunction non-orthogonal to
Φ0, and E0 is the ground-state energy of Hˆ . The formal
solution of (8) is obtained applying the imaginary-time
propagator e−β(Hˆ−E0) to ΨI ,
|Ψ(β)〉 = e−β(Hˆ−E0)|ΨI〉 −−−−→
β→∞
|Φ0〉〈Φ0|ΨI〉 . (9)
The ground-state energy E0 is unknown but it can be
estimated adaptively as the calculation progresses, for
example with the growth estimator discussed in the Ap-
pendix.
In general it is often as difficult to realize the
imaginary-time propagation in Eq. (9) as it is to solve the
time-independent Schro¨dinger equation. However, for an
independent-electron method such as HF, where Hˆ is re-
placed by
HˆΨ = H0+Hˆ1+
1
2
∑
pqrs
στ
vpqrs
(
aˆ†pσaˆrσG
ΨΨ
qτ,sτ − aˆ†pσaˆsτGΨΨqτ,rσ
)
,
(10)
Eq. (7) guarantees that the imaginary-time projection
turns into the motion of a single SD along the manifold
S(N) of Slater determinants, as illustrated in Fig. 1. (Of
course a special case would be the non-interacting sys-
tem, when the 2-body part of the Hamiltonian vanishes.)
Similarly, a DFT calculation can be cast in this way, with
the projection in imaginary-time as an alternative for the
non-linear minimization of the energy 〈Ψ|HˆDFT(Ψ)|Ψ〉.
AFQMC maps the imaginary-time projection of a
many-body Hamiltonian onto a stochastic process in the
manifold of Slater determinants, as sketched in Fig. 1.
The procedure to realize this mapping is outlined below.
There are different ways to view the mapping. It can
be seen as a generalization of the aforementioned single
SD projection in DFT or HF, where many-body corre-
lation effects is recovered by random sampling around a
typical “mean-field”. Alternatively, the mapping can be
seen as a different and complementary approach to fixed-
node diffusion Monte Carlo40,41, which simulates the
imaginary-time projection as a random walk in electron
coordinate space, or Green’s function Monte Carlo42,43
and FCIQMC15,16, which carry out a similar projection
[using (c − Hˆ)] in fermion configuration space (i.e., or-
thogonal SDs). As we show below, the use of overcom-
plete, non-orthogonal SDs in AFQMC significantly re-
duces the severity of the QMC fermion sign problem44–46
in many situations.
1. The Hubbard-Stratonovich transformation
The first step to provide a stochastic representation of
the imaginary-time projection is often a decomposition
in short-time propagators,
e−β(Hˆ−E0) =
(
e−∆τ(Hˆ−E0)
)n
, ∆τ =
β
n
. (11)
Within AFQMC, one first expresses the Hamiltonian as
Hˆ = H0 + vˆ0 − 1
2
Nγ∑
γ=1
vˆ2γ , (12)
with vˆ0, vˆγ one-body operators, explicitly given in the
next Section. The short-time propagator is then approx-
imated by the use of a Trotter breakup47,48
e−∆τ(Hˆ−E0) = e−∆τ(H0−E0)e−
∆τ
2 vˆ0e
∆τ
2
∑
γ vˆ
2
γ e−
∆τ
2 vˆ0 +O (∆τ3)
(13)
and the Hubbard-Stratonovich transformation49,50 (see
Appendix),
e
∆τ
2
∑
γ vˆ
2
γ =
∏
γ
∫
dxγ√
2π
e−
x2γ
2 e
√
∆τxγ vˆγ+O (∆τ2) . (14)
Combining Eqs. (13) and (14) yields the following repre-
sentation of the short-time propagator,
e−∆τ(Hˆ−E0) =
∫
dx p(x) Bˆ(x) +O (∆τ2) , (15)
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Figure 1. (color online) Pictorial illustration of the AFQMC algorithm, and of its beyond-mean-field nature. Left: independent-
electron methods (e.g., HF or DFT) provide an approximation of the ground state wave function through a deterministic
evolution in a manifold (gray surface) of Slater determinants S(N) (black curves converging to ΨMF ). Right: AFQMC represents
the ground state as a stochastic linear combination of Slater determinants by mapping the electron-electron interaction onto
a fluctuating external potential, and the imaginary-time evolution onto an open-ended random walk in S(N) (colored curves
departing from ΨI).
with p(x) = (2π)−
Nγ
2 e−
|x|2
2 and
Bˆ(x) = exp
(
−∆τ (H0 − E0 + vˆ0) +
√
∆τ
∑
γ
xγ vˆγ
)
.
(16)
The short-time propagator is thus written as an inte-
gral over normally distributed parameters x, called aux-
iliary fields, of exponentials of one-body operators, Bˆ(x).
Eq. (15) maps the original interacting system onto an en-
semble of non-interacting systems coupled with fluctuat-
ing external potentials. The integration over the auxil-
iary fields x recovers the effect of the two-particle interac-
tion. While for a completely general two-body Hamilto-
nian the number of auxiliary fields is Nγ = O(M2)51–53,
for real materials Nγ can be brought down to O(M), an
example of which is given next.
2. Modified Cholesky decomposition
To perform the HS transformation described above, we
can rewrite the Hamiltonian as
H = H0 +
∑
pq
(
hpq − 1
2
∑
r
vprrq
) ∑
σ
aˆ†pσaˆqσ+
+
1
2
∑
spqr
vpqrs
∑
στ
aˆ†pσaˆrσaˆ
†
qτ aˆsτ .
(17)
Representing (exactly or approximately) vpqrs as a sum
vpqrs =
∑
γ L
γ
prL
γ
qs of terms in which the indices pr, qs
are uncoupled immediately leads to the form (12), with
vˆ0 defined in (17) and
vˆγ = i
∑
pq
Lγpq
∑
σ
aˆ†pσaˆqσ . (18)
There are many possible ways of manipulating vpqrs, and
taking advantage of this flexibility is essential to improv-
ing the efficiency and accuracy of AFQMC. When real-
valued orbitals are used as one-electron basis set, the
interaction tensor can be reshaped into a real-valued,
symmetric and positive-definite matrix Vµ(pr)ν(qs) =
vpqrs, which can then be approximated using a modi-
fied Cholesky decomposition (mCD) algorithm54–56. The
goal of the mCD is to recursively reach a value Nγ when
the maximum error in representing Vµν is less than a pre-
determined threshold value, δ. Given Nγ ≥ 0 Cholesky
vectors
{
Lγµ
}Nγ
γ=1
, Vµν can be expressed as
Vµν =
Nγ∑
γ=1
LγµL
γ
ν +∆
(Nγ)
µν , (19)
where ∆
(Nγ)
µν is the residual error matrix at the Nγ-th
iteration. Let ν0 denote the index of the largest diagonal
element of ∆
(N)
µν :
∆max = max
ν
∆(Nγ)νν = ∆
(Nγ)
ν0ν0
. (20)
A damped prescreening operation is performed, i.e., ele-
ments satisfying√
|∆(Nγ)νν |∆max ≤ min{10−9, δ} (21)
5are put equal to zero. As noted in Refs.55,56, the damp-
ing serves as a safeguard against rounding errors that
may render the decomposition numerically unstable. The
next-iteration Cholesky vector is then obtained as
L(Nγ+1)µ =
∆
(Nγ)
µν0√
∆max
, (22)
and the residual error matrix is updated accordingly.
Note that the positivity of V and the recursion re-
lation (22) imply that ∆(Nγ) is always non-negative.
When ∆
(Nγ)
µν < δ, the Cauchy-Schwarz inequality im-
plies |∆(Nγ)µν | ≤
√
∆
(Nγ)
µµ ∆
(Nγ)
νν = δ for all (µ, ν), and the
iteration terminates.
Typical values of δ range between 10−4 and 10−6. Per-
forming a mCD decomposition of Vµν requires O(M3)
operations and memory57, and leads to O(M) Cholesky
vectors, as exemplified in Fig. 2. Direct diagonalization
of Vµν , used in early implementations of AFQMC, leads
instead to O(M2) vectors, and requires O(M6) opera-
tions and O(M4) storage, which would be prohibitive for
large molecules.
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Figure 2. (color online) The ratio Nγ/M between Cholesky
vectors and basis functions, for atoms He to Kr and dimers
He2 to Kr2 at bondlength R = 2 aB, using STO-6G and cc-
pVxZ bases with x=2,3,4,5,6 and threshold δ = 10−6. Asymp-
totically Nγ ≃ 7M . Inset: dependence of the AFQMC energy
Eδ on the threshold δ for Cl2 at experimental equilibrium
bondlength, R = 3.7566 aB. δ ≤ 10
−5 yield energies within
1mEHa of converged value.
3. Mean-field subtraction
Different forms of the HS transformation exist which
can affect the performance of AFQMC. It is computation-
ally advantageous to rewrite the Hamiltonian (12) prior
to the HS decomposition, by subtracting an estimate of
the ground-state average of each operator vˆγ ,
Hˆ = H0 +
∑
γ
v2γ
2
+ vˆ0 −
∑
γ
vγ vˆγ −
∑
γ
(vˆγ − vγ)2
2
=
= H ′0 + vˆ
′
0 −
∑
γ
(
vˆ′γ
)2
2
.
(23)
where the modified one-body operators are vˆ′γ = vˆγ− vγ ,
and the constant shift can be obtained, for example, using
the trial wave function,
vγ =
〈ΨT |vˆγ |ΨT 〉
〈ΨT |ΨT 〉 . (24)
This is called mean-field background in the AFQMC
literature. HS transformation applied to the modified
one-body operators can lead to smaller fluctuations in
free-projection calculations and smaller systematic errors
when a constraint is applied51,58.
C. The free-projection AFQMC
With the formalism established so far, it is straightfor-
ward to realize the projection process by random walks in
the space of S(N) and evaluate the ground-state energy:
E(n∆τ) = 〈ΨT |Hˆe
−n∆τ(Hˆ−ET )|ΨI〉
〈ΨT |e−n∆τ(Hˆ−ET )|ΨI〉
=
=
∫ ∏n−1
l=0 dxl p(xl)Wn e
iθn 〈ΨT |Hˆ|Ψn〉
〈ΨT |Ψn〉∫ ∏n−1
l=0 dxl p(xl)Wn e
iθn
,
(25)
where ΨT is a trial wavefunction, typically the SD from
HF or DFT, or a linear combination of SDs from a
complete-active space self-consistent field (CASSCF) cal-
culation, for example. For convenience, ΨT is often cho-
sen to be the same as ΨI , although this is not required.
(We can take advantage of the flexibility to choose them
differently in order to help impose certain symmetry
properties in the calculations, see below and Refs.59,60).
We have written |Ψn〉 = Bˆ(xn−1)...Bˆ(x0)|ΨI〉 and
Wn e
iθn = 〈ΨT |Ψn〉 to reduce clutter.
One way to evaluate the integrals in Eq. (25) is by
sampling a fixed-length (of n-segments) path in the
auxiliary-field space, for example, by the Metropolis
Monte Carlo (MC) algorithm. This is the form in which
the auxiliary-field approach was first proposed, both at
finite-temperature61 and at T = 0K62, in model systems.
Here we will describe a different approach by casting (25)
into branching, open-ended random walks in the space
of SDs. For free-projection calculations per se, there is
no particular advantage in using this approach over the
more standard Metropolis procedure; in fact, it is more
convenient to compute observables or correlations with
6the latter. However, in order to impose a constraint to
control the sign problem (and phase problem) as we will
discuss next, there is a fundamental difference in how the
two algorithms scale, and it was necessary to recast the
process as open-ended random walks63.
In the random walk realization of Eq. (25), the wave-
function e−n∆τ(Hˆ−ET )|ΨI〉 is represented, in a MC sense,
by an ensemble of SDs, |Ψn,w〉 with weights Wn,w and
phases eiθn,w . The structure {Ψn,w,Wn,w, θn,w} is called
a random walker. The calculation begins by initializing a
population of Nw walkers, at {ΨI , 1, 0}. The population
size Nw is either held fixed at a preset value or allowed to
fluctuate around it throughout the calculation, applying
population control as needed.
As the random walk proceeds, for all walkers w and
times k, we sample an auxiliary field xk,w and update
the walker state, weight and phase as
|Ψk+1,w〉 = Bˆ(xk,w)|Ψk,w〉 ,
Wk+1,w e
iθk+1,w =
〈ΨT |Ψk+1,w〉
〈ΨT |Ψk,w〉 Wk,w e
iθk,w .
(26)
By Thouless’ theorem, |Ψk+1〉 is a SD if |Ψk〉 is a SD, so
that all walkers maintain simple structure and efficient
parametrization during the random walk. The ground-
state energy can be computed as weighted average of the
local energy functional,
E0 ≃
∑
wWk,w e
iθk,wEloc(Ψk,w)∑
wWk,w e
iθk,w
, Eloc(Ψ) = 〈ΨT |Hˆ |Ψ〉〈ΨT |Ψ〉 .
(27)
The free-projection AFQMC estimator of the ground-
state energy is exact. The walkers will need to be periodi-
cally re-orthonormalized to maintain numerical precision.
The only potential systematic errors come from the Trot-
ter error of finite time-step, and population control bias.
These can be easily removed by standard extrapolation
procedures, as illustrated in Fig. 3. The Trotter error
in free-projection is typically quadratic in ∆τ . Popula-
tion control bias is typically 1/Nw, and should be small
in a free-projection calculation, since the population size
is necessarily large; however, the calculation is prone to
large fluctuations in the weights because of intrinsic in-
stability from the sign/phase problem.
A detailed flowchart of the algorithm will be presented
after constrained AFQMC calculations are introduced.
Additional implementation details, including population
control and re-orthonormalization of the walkers, which
are shared by free-projection and constrained calcula-
tions, will be discussed under Implementation issues.
III. CONSTRAINED AFQMC CALCULATIONS
A. The phase problem
The free-projection AFQMC suffers from an asymp-
totic instability in n∆τ , which is the manifestation of
the fermion sign problem44,45 in many model systems
such as the doped repulsive Hubbard model. For more
general interactions, such as the long-range Coulomb re-
pulsion, a more severe instability appears20, which has
been referred to as the phase problem in AFQMC lit-
erature. More specifically, in free-projection AFQMC,
E(n∆τ) is estimated by a ratio whose denominator is
the expectation 〈ϑ〉Ψ, with ϑ ≡ eiθ(Ψ), with respect to
the random variable Ψ over the manifold of SDs. (The
numerator is given by 〈ϑ Eloc(Ψ)〉Ψ.) Unless prevented
by special symmetry, the expectation of the phase ap-
proaches zero exponentially with n∆τ . This causes the
variance in the MC estimator of the energy to grow ex-
ponentially, σn ≃ eγn∆τ . The rate γ at which the vari-
ance increases depends on the nature of the interaction.
For each system, the rate grows with M and N , making
the instability of free-projection AFQMC more severe for
large basis sets and systems. As the Central Limit Theo-
rem dictates, computing the average E(n∆τ) to a desired
accuracy ǫ∗ requires the number of samples to scale as
Nw ≃ σ
2
n
ǫ∗
= e2γn∆τ/σ∗. The exponential increase of
noise with imaginary time translates into a formal ex-
ponential scaling of free-projection AFQMC. The expo-
nential growth in MC noise from the phase problem is
illustrated in Fig. 3.
To gain a sense of how the phase problem arises, let us
recall that we are seeking a representation of the solution
in Eq. (9) in the form
|Ψ(β)〉 =
∫
S(N)
dΨ fβ(Ψ) |Ψ〉 , (28)
in the over-complete space of non-orthogonal SDs, where
the coefficients fβ(Ψ) are represented stochastically by
the probability distribution of MC samples of Ψ64,65. The
manifold of SDs contains both a generic determinant Ψ
and its opposite, −Ψ, as distinct points. Indeed it con-
tains eiθ Ψ for any θ ∈ [0, 2π). This symmetry property
has its root in the linearity of the Schro¨dinger equation:
if |Ψ(β)〉 is a solution to Eq. (8), so is −|Ψ(β)〉; similarly,
if fβ(Ψ) is a solution in Eq. (28) defined on a domain in
the SD manifold comprising {Ψ}, so is fβ(eiθ Ψ) = fβ(Ψ),
defined on a domain comprising {eiθ Ψ}.
In the framework of a numerical simulation, the sym-
metry between equivalent domains in S(N) implies that,
for any statistical ensemble of walkers giving an MC rep-
resentation of the ground-state wavefunction, there exist
other ensembles providing equivalent representations. If
Bˆ(x) is real, there are two equivalent ensembles, related
by a sign change. If Bˆ(x) is complex, there are infinitely
many ensembles given by different gauge choices.
Apart from special cases, such as the half-filled re-
pulsive Hubbard model66, where particle-hole symmetry
yields a Bˆ(x) that confines the random walk in one do-
main with a single choice of sign (either + or −), the
random walks will in general reach other domains. The
MC dynamics given by Bˆ(x) does not have any means
to detect the crossing of “boundaries” between different
70.000 0.005 0.010 0.015 0.020
δβ
[
E−1Ha
]
-76.251
-76.249
-76.247
-76.245
-76.243
-76.241
E
[E
H
a
]
phaseless FCI free projection
0.00 0.05 0.10 0.15 0.20
N
−1
w
-76.244
-76.242
-76.240
-76.238
E
[E
H
a
]
0 50 100 150 200 250 300
β
[
E−1Ha
]
-79.26
-79.22
-79.18
-79.14
-79.10
-79.06
E
[E
H
a
]
phaseless FCI free projection
0 2 4 6 8 10
β
[
E−1Ha
]
-79.26
-79.22
-79.18
-79.14
-79.10
-79.06
E
[E
H
a
]
Figure 3. (color online) Left: time step extrapolation of free-projection and phaseless AFQMC energies for H2O (cc-pVDZ level,
triangular geometry with ROH = 1.8434 aB, θHOH = 110.6
o), using a population of Nw = 2×10
4 walkers. (inset: extrapolation
of phaseless AFQMC energies vs. the inverse population size, illustrating population control bias at small Nw. A time step
of ∆τ = 10−3E−1Ha was used here.) Right: emergence of the phase problem in free-projection AFQMC calculations of ethane
(STO-6G basis). (inset: comparison between free-projection and phaseless AFQMC for short projection time).
domains: the walkers evolve continuously in the random
walk52; because of the high dimensionality of S(N), we
cannot tabulate a history of where the random walk has
visited to estimate a sign or phase (in the spirit of cancel-
lation algorithms15,67,68), without incurring exponential
scaling52. The exploration of S(N) being ergodic, in the
β →∞ limit the MC representation of the ground-state
consists of an equal mixture of walkers from degenerate
domains, regardless of whether the initial distribution
was concentrated in one or not. This symmetry results
in an exponentially fast decay in the signal-to-noise ratio,
i.e. in the average sign or phase, given by the expectation
value 〈ϑ〉Ψ.
In this framework, control of the sign problem can
be achieved by modifying the dynamics so as to break
the symmetry in the imaginary-time evolution or, equiv-
alently, to prevent Slater determinants from crossing into
other domains.
For real Bˆ(x), the necessary symmetry breaking is
achieved by deleting walkers whose overlap with the trial
wavefunction |ΨT 〉 changes sign, i.e., when Ψ crosses the
hyper-surface ω(Ψ) ≡ 〈ΨT |Ψ〉 = 0. The resulting ap-
proximation defines the constrained-path AFQMC (cp-
AFQMC) method, which has delivered excellent results
for lattice models of correlated electrons69.
The phase problem affecting AFQMC calculations
for real materials emerges as the Hubbard-Stratonovich
transformations result in complex-valued vˆγ operators.
(It is possible to maintain real values but these were
found to have much larger fluctuations20). The con-
straints used to remove that instability required an addi-
tional step beyond the constrained-path approximation.
The approach to real materials has been referred to in
the literature as the phaseless or phase-free approxima-
tion. Once the latter is formulated, the former can be
obtained as a special case. Here in discussing both these
situations, where a constraint is applied on the sampling
of the auxiliary-field paths in the random walk, we will
often refer to them as cp-AFQMC for simplicity. Be-
low we will introduce the key ingredients that enable the
formulation of the cp-AFQMC algorithm.
B. Importance sampling transformation
Importance sampling is a variance reduction technique
widely used in classical and quantum Monte Carlo70,71.
Within AFQMC, importance sampling was introduced in
the case of real propagators Bˆ(x) as a variance-reduction
measure72,73. For complex Bˆ(x), the importance sam-
pling transformation is applied not just in the usual sense
of variance reduction, but to define a gauge condition20.
We will outline the importance-sampling transforma-
tion for the most general case below. The case of real-
valued Bˆ(x), such as in the Hubbbard model, will fol-
low as a special example. Recalling that the Hubbard-
Stratonovich transformation is defined up to a complex-
valued shift x20,74, we can rewrite
E(n∆τ) ≃
∫ ∏n−1
l=0 dxl p(xl − xl) 〈ΨT |Hˆ |Ψn〉∫ ∏n−1
l=0 dxl p(xl − xl) 〈ΨT |Ψn〉
, (29)
where now |Ψn〉 = Bˆ(xn−1 − xn−1) . . . Bˆ(x0 − x0)|ΨI〉.
Formally, we can apply a similarity transformation in
each step along the random walk path using the overlap
8ratio 〈ΨT |Ψl+1〉/〈ΨT |Ψl〉, to obtain an equivalent form:
E(n∆τ) ≃
∫ ∏n−1
l=0 dxl p(xl) I(xl,xl; Ψl)
〈ΨT |Hˆ|Ψn〉
〈ΨT |Ψn〉∫ ∏n−1
l=0 dxl p(xl) I(xl,xl; Ψl)
,
(30)
where the importance function is defined as
I(x,x; Ψ) =
〈ΨT |Bˆ(x− x)|Ψ〉
〈ΨT |Ψ〉 exp
(
x · x− x · x
2
)
.
(31)
Note that the overlap ratio applied in our similarity
transformation is in general complex, which is different
from standard importance-sampling transformations. In-
troducing a short-hand for the local “mixed” estimator:
〈ΨT |Aˆ|Ψ〉
〈ΨT |Ψ〉 ≡ 〈Aˆ〉m, and restricting our (arbitrary) choices
of x to be analytic functions of ∆τ
1
2 , we arrive at the
following
log I(x,x; Ψ) =
∑
γ
xγ
(
xγ +
√
∆τ 〈vˆγ〉m
)
+O(∆τ)
(32)
by expanding log I(x,x; Ψ) in a Taylor series. It is evi-
dent that the choice
xγ = −
√
∆τ 〈vˆγ〉m (33)
cancels fluctuations in the importance function to first
order in ∆τ
1
2 , leading to a more stable random walk.
The dynamic shift, which we will refer to as a force bias,
modifies the MC sampling of the auxiliary-fields by shift-
ing the center of the Gaussian (or Bernoullian in the case
of discrete Ising fields60) according to the overlap func-
tion 〈ΨT |Ψ〉. For complex vˆγ , in general the force bias
has an imaginary component. This is connected to the
complex character of the overlap function in the similar-
ity transformation discussed above, and turns out to play
a key role for obtaining an optimal constraint to control
the phase problem.
Inserting the optimal force bias into I(x,x; Ψ) and ex-
panding log I(x,x; Ψ) to first order in ∆τ yields the ex-
pression
log I(x,x; Ψ) = −∆τ
(
〈Hˆ〉 − E0
)
+
∆τ
2
∑
γ
(
δγγ′ − xγxγ′
)(
〈vˆγ vˆγ′〉 − 〈vˆγ〉〈vˆγ′〉
)
+O
(
∆τ
3
2
)
.
(34)
Since
∫
dx p(x)xγxγ′ = δγγ′ the last term of (34) has
zero average over auxiliary fields, leading to the approx-
imate expression
I(x,x; Ψ) ≃ e−∆τ(Eloc(Ψ)−E0) (35)
for the importance function. This is often referred to as
the local energy formalism while Eq. (31) is referred to
as the hybrid formalism.
By the introduction of the force bias, the importance
sampling transformation guides the sampling of walkers
away from regions of S(N) where ω(Ψ) ≃ 0, as x di-
verges. In the case when vˆγ is real, the procedure, taken
at the limit of ∆τ → 0, imposes an infinite barrier at
ω(Ψ) ≃ 0, and prevents the random walk from entering
the other domain, thereby removing the sign problem. In
the case of a phase problem, however, the transformation
and the force bias alone do not lead to complete control
of the phase problem. Achieving this goal requires com-
bining importance sampling with the phaseless approxi-
mation described next.
C. The phaseless approximation
From the expressions of the local energy and impor-
tance functions, (27) and (35), it is easy to see the role of
ω(Ψ) = 0 in the phase problem: both quantities involve
fractions with denominator ω(Ψ), which diverges at the
origin of the complex plane causing large fluctuations in
AFQMC estimators. As mentioned, in the presence of
complex-valued vˆγ operators, the random walk dynam-
ics is invariant under the transformations Ψ → eiθΨ,
θ ∈ [0, 2π). As the projection time grows, the overlaps
ω(Ψ) undergo a rotationally-invariant random walk in
the complex plane, resulting in a finite concentration of
walkers at the origin52.
The phase problem affecting AFQMC for real mate-
rials is unique, in that not only does the weight of the
walker acquire a phase, but the orbitals of the SD be-
come complex. Straightforward generalizations of the
constrained path approximation, e.g., imposing the con-
dition Reω(Ψ) > 0 without the use of a complex force
bias, lead typically to poor results20. The complex force
bias of Eq. (33) keeps the overall phase stable to leading
order in ∆τ , thereby allowing a particular overall gauge
to be chosen to break the rotational symmetry.
In the framework of electronic structure AFQMC cal-
culations, control of the phase problem is achieved by the
real local energy and the phaseless approximations. The
real local energy approximation replaces the Eloc(Ψ) term
in the importance function with its real part, thereby
leading to real and positive weights. The impact of this
approximation was found to be typically mild, and the
imaginary part of the local energy can often be carried
for extended projection time, with little effect on the
computed energy. (See below on the effect for back-
propagation and observables75, however.) The phaseless
approximation aims to break the rotationally invariance
of the random walk undergone by the overlaps ω(Ψ) by
projecting them onto an adaptively evolving straight line.
The projection is accomplished by changing the impor-
tance function as follows:
I(x,x; Ψ) ≃ e−∆τ(ReEloc(Ψ)−E0) ×max (0, cos (∆θ)) ,
(36)
where ∆θ = Arg ω(Ψ
′)
ω(Ψ ) is the phase difference between
9the overlaps, with the new walker state given by |Ψ′〉 =
Bˆ(x − x)|Ψ〉. The factor cos (∆θ) prevents stochastic
trajectories from undergoing abrupt phase changes, and
ensures that the probability distribution of ω(Ψ) vanishes
at the origin.
With the optimal complex force bias, the ’cos’ form can
be replaced by other choices which yield similar results31.
Notice that, when the vˆγ operators are real-valued, the
projection reduces to the constrained-path AFQMC, be-
cause ∆θ = 0 or π and max (0, cos (∆θ)) = 1, 0, respec-
tively.
The resulting method, the phaseless AFQMC (ph-
AFQMC), is the state-of-the-art technique for performing
AFQMC calculations in real materials. A ph-AFQMC
calculations differs from a fp-AFQMC in the update of
walkers and weights, which is carried out as follows:
|Ψk+1,w〉 = Bˆ(xk,w − xk,w)|Ψk,w〉 ,
Wk+1,w = I(xk,w ,xk,w; Ψk+1,w)Wk,w
(37)
with the force bias and importance functions given by
(33), (36), and θk,w ≡ 0.
D. Implementation issues
1. The trial wavefunction
The choice of ΨT is important in AFQMC. First, the
closer ΨT is to the ground state, the smaller the fluctu-
ations in the local energy (if ΨT = Φ0, Eloc(Ψ) ≡ E0).
In constrained calculations, ΨT also determines the effi-
ciency of importance sampling and the accuracy of the
phaseless constraint. Often using a single Slater deter-
minant, such as the HF or DFT wavefunction, delivers
results of excellent accuracy. Use of multi-determinant
trial wavefunctions,
|ΨT 〉 =
Nd∑
d=1
Ad|Ψd〉 , (38)
can improve accuracy, reduce local energy fluctuations
and the imaginary time needed to reach equilibration of
walker ensembles.
Theorem 1 can be straightforwardly generalized to
multideterminant trial-wavefunctions, by treating each
configurations Ψd separately in the linear combination.
Overlaps and Green’s functions can be computed as
〈ΨT |Ψ〉 =
∑Nd
d=1A
∗
d〈Ψd|Ψ〉 and
GΨTΨpσ,qτ =
∑Nd
d=1A
∗
d 〈Ψd|Ψ〉GΨαΨpσ,qτ∑Nd
d=1A
∗
d 〈Ψd|Ψ〉
. (39)
For many practical purposes, it is useful to write
GΨαΨpσ,qτ = δστ
Nσ∑
r=1
Θdσ,qr (Vdσ)
†
rp , (40)
where Vd↑ and Vd↓ are the matrices parametrizing
Ψd. For multideterminants from many standard QC
approaches, such as CASSCF, the sum over d can
be greatly accelerated using the Sherman-Morrison-
Woodbury formula76,77.
2. Propagation of walkers
Updating a walker requires computing the force bias
x. The cost of the operation can be brought down to
O(NγNdNM) by taking advantage of (40),
xγ = −i
√
∆τ
∑Nd
d=1A
∗
d 〈Ψd|Ψ〉
∑
σ Tr
[LγdσΘdσ]∑Nd
d=1A
∗
d 〈Ψd|Ψ〉
, (41)
where the tensor (Lγdσ)rq =
∑
p (Vdσ)
†
rp L
γ
pq can be pre-
computed at the beginning of the simulation, and the
trace in (41) costs O(NM) operations. (We apply a cap
to the force bias values if necessary33 as discussed in the
Appendix.)
Once the force bias is determined, the matrix A(x)pq =
−∆τv0,pq + i
√
∆τ
∑
γ(xγ − xγ)Lγpq is computed, at the
cost of O(NγM2) operations, and its exponential is ap-
plied to the matrices Uσ parametrizing Ψ. Computing
eA(x)Uσ as truncated Taylor series requires O(M2N) op-
erations.
3. Local energy evaluation
The local energy is needed for computing the ground-
state energy, and it also controls the weights in con-
strained calculations. The most demanding part of its
calculation comes from the interaction term, which via
Wick’s theorem can be written as
〈ΨT |Hˆ2|Ψ〉
〈ΨT |Ψ〉 =
∑
d
A∗d 〈Ψd|Ψ〉∑
dA
∗
d 〈Ψd|Ψ〉
×
×
∑
γ
[∑
pqrs
LγprL
γ
qs
∑
στ
(
GΨαΨpσ,rσG
ΨαΨ
qτ,sτ −GΨαΨpσ,sτGΨαΨqτ,rσ
)]
.
(42)
The scaling of (42) can be brought down to
O(NdNγN2M). Indeed, a simple calculation shows that
the expression inside the square bracket in Eq. (42), the
contribution to the local energy from the Cholesky vector
γ and the configuration d in |ΨT 〉 can be written as(∑
σ
Tr
[LγdσΘdσ] )2 −∑
σ
Tr
[LγdσΘdσLγdσΘdσ] . (43)
The cost of the calculation results from computing on-
the-fly the tensors LγdσΘdσ, requiring O(NdNγN2M) op-
erations, and the traces in (43), requiring O(NdNγ(N +
N2)) operations. Additional reductions can be achieved
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for CASSCF type of |ΨT 〉. (A cap can be placed on the
local energy to regulate spurious fluctuations33 as dis-
cussed in the Appendix.)
4. Population control
As the random walk proceeds, some walkers accumu-
late very large weights while some obtain very small
weights. These different weights cause a loss of sampling
efficiency because the algorithm spends a disproportion-
ate amount of time keeping track of walkers that con-
tribute little to the energy estimate. To eliminate such
inefficiency, a branching scheme is introduced to redis-
tribute weights without changing their statistical distri-
bution. In such a scheme, walkers with large weights are
replicated and walkers with small weights are eliminated
with appropriate probability. However, because branch-
ing might cause the total population to fluctuate in an
unbounded way (e.g. to grow to infinity or to perish
altogether), we perform population control periodically
to eliminate this instability. The population control can
incur a bias when the total weight of the walkers is mod-
ified, as illustrated in Fig. 3. There exist approaches to
reduce this bias by carrying a history of overall weight
correction factors72,78,79. In typical cp-AFQMC calcula-
tions, population sizes of order hundreds or thousands are
used, and the population control bias is often negligible.
5. Numerical stabilization
Repeated multiplications of the matrices eA(x) onto
the walker SD leads to accumulation of round-off errors
and a loss of numerical precision. This introduces spuri-
ous components in the walkers’ orbitals which eventually
overwhelm the exact components. The instability may
be interpreted as a tendency of walkers to collapse to
a Bose ground state, in which all particles occupy the
lowest-energy orbital. Within AFQMC, the instability
is eliminated by periodically orthogonalizing the orbitals
with, e.g., a modified Gram-Schmidt (mGS) procedure,
by sweeping through the orbitals {ui}N↑i=1 and {vi}N↓i=1 of
Ψ with the following steps:
|u˜′k〉 = |uk〉 −
k−1∑
j=1
〈u′j |uk〉 |u′j〉; |u′k〉 =
|u˜′k〉√〈u˜′k|u˜′k〉 ,
(44)
for k = 1 . . .N↑, and similarly for the spin-down orbitals.
The mGS does not affect force biases or estimators of
physical properties, thanks to Theorem 1.5. We com-
ment that, in coordinate space methods such as diffusion
MC or Green’s function Monte Carlo (GFMC), a similar
tendency is present which is in fact the primary source
of the sign problem in that framework. The procedure
to stabilize the SDis in AFQMC is analogous to the can-
cellation of walkers in GFMC67,68, which requires a large
density of walkers and does not scale well with system
size. The structure of the SD allows the cancellation of
the one-particle instability against the Bose state to be
carried out analytically in AFQMC.
E. The AFQMC algorithm
1. Specify the initial state of each walker Ψ, and assign
it a weight 1 and phase 0.
2. If the walker weight is non-zero, compute its overlap
with the trial wavefunction and force bias.
3. Sample an auxiliary-field configuration x and prop-
agate the walker in imaginary time.
4. Compute the overlap between the updated walker
Ψ′ and the trial wavefunction.
5. Update the walker’s weight and phase asW →W×
I(x,x; Ψ).
6. In a constrained-path calculation, ignore the phase
and apply the cos projection.
7. Repeat steps 2 to 6 for all walkers. This forms one
step of the random walk.
8. Periodically perform the branching and population
control procedure.
9. Periodically re-orthonormalize the orbitals of the
walkers.
10. Repeat this process until an adequate number of
measurements has been collected.
IV. RECENT METHODOLOGICAL ADVANCES
The development and application of AFQMC in molec-
ular systems is an active area of research. Methods are
maturing so that applications should start to increase
rapidly. Recent methodological advances include the
computation of observables, correlation functions, and
geometry optimization; strategies for computing energy
differences via correlated sampling; incorporation of func-
tionalities of other quantum chemistry and electronic
structure methods to extend the reach of AFQMC and
improve computational efficiency. Concurrently, many
other algorithmic advances have been made, includ-
ing the computation of excitations and imaginary-time
correlation80,81, the treatment of spin-orbit coupling82,
the use of self-consistent constraints83, etc, which to date
have mostly been applied in lattice models of correlated
electrons and which will not be covered here due to space
limitations.
11
A. Computing ground-state properties: the
backpropagation algorithm
The importance sampling transformation provides a
stochastic representation of the ground-state wavefunc-
tion, and gives the possibility of computing the mixed
estimator of an observable Aˆ as a weighted average
Amix =
〈ΨT |Aˆ|Ψ0〉
〈ΨT |Ψ0〉 ≃
∑
k
Wn,k∑
kWn,k
〈ΨT |Aˆ|Ψn,k〉
〈ΨT |Ψn,k〉 . (45)
Unless [Aˆ, Hˆ] = 0, the mixed estimator of Aˆ is biased
by the trial wavefunction ΨT used for importance sam-
pling. In order to remove this bias, a back-propagation
(BP) technique was proposed72,74,75 in the framework of
AFQMC. The starting point of the BP algorithm is the
observation that
Abp ≡ 〈ΨT |e
−m∆τHˆAˆe−n∆τHˆ |ΨI〉
〈ΨT |e−(m+n)∆τHˆ|ΨI〉
≃ 〈Ψ0|Aˆ|Ψ0〉〈Ψ0|Ψ0〉 (46)
for large n and m. Inserting (15) into (46) yields74,75
Abp =
∫
dX p(X) 〈Φm(X)|Aˆ|Ψn(X)〉∫
dX p(X) 〈Φm(X)|Ψn(X)〉 , (47)
where we have introduced a shorthand for the collec-
tion of auxiliary fields along a path segment: X =
(xn+m−1 . . .x0), and for the “back-propagated” SD:
|Φm(X)〉 ≡ Bˆ(xn)† . . . Bˆ(xn+m−1)† |ΨT 〉 . (48)
As before, we will use the abbreviation Φm to denote
Φm(X). Performing a shift of the auxiliary-field path
X and applying the same similarity transformations dis-
cussed earlier (Importance sampling transformation) on
the entire path yield
Abp =
∫
dX p(X)Wn+m(X,X)
〈Φm|Aˆ|Ψn〉
〈Φm|Ψn〉∫
dX p(X)Wn+m(X,X)
. (49)
In other words, Abp is estimated as the following
weighted average, using “retarded weights” and the back-
propagated SDs:
Abp ≃
∑
w
Wn+m,w∑
wWn+m,w
〈Φm,w|Aˆ|Ψn,w〉
〈Ψm,w|Ψn,w〉 , (50)
with
|Φm,w〉 = Bˆ† ((x− x)n,w) . . . Bˆ† ((x− x)n+m−1,w) |ΨT 〉 ,
|Ψn,w〉 = Bˆ ((x− x)n−1,w) . . . Bˆ ((x − x)0,w) |ΨI〉 .
(51)
In the absence of the constraints for controlling the
phase problem, Eq. (50) approaches the exact expecta-
tion value as the number m of BP steps is increased.
With the phaseless constraint, the BP results will incur
a bias. The most straightforward approach, which we will
refer to as BP-PhL, applies Eq. (50) as is74. In molecu-
lar systems, this was found to cause substantial biases in
some cases, and an improved method was proposed75.
The new approach, referred to as BP-PRes (for path
restoration), significantly reduces bias by modifications
to the weights used in BP to partially mitigate the con-
straints, as described next.
The full importance function I(x,x,Ψ), as discussed
earlier, is equal to the exponential of the local energy,
e∆τ(E0−Eloc(Ψ)). The phaseless approximation removes
the phase Im Eloc(Ψ), and multiplies the weight by the co-
sine projection. The approximation is based on a gauge
condition for the forward direction, to break the rota-
tional symmetry in the imaginary-time projection along
the path from steps 0 to (n + m). However, the con-
straint in AFQMC breaks (imaginary-)time symmetry73,
and the phaseless constraint applied in the forward di-
rection is not optimized for the back-propagated path.
The broken symmetry can be partially restored in the
paths that survive from step n to step (n + m) in the
forward direction, by retrieving the phases and undoing
the projection, i.e., by replacing Wn+m,w with
W ′n+m,w ≡Wn+m,w
n+m∏
k=n+1
e−∆τ i Im Eloc(Ψk,w)
max (0, cos(∆θk,w))
(52)
in Eq. (49). (It is worth emphasizing that this substitu-
tion is only in the BP estimator. After BP is performed,
the random walk resumes in the forward direction at
time-step (n + m), with the original weight Wn+m,w.)
The effectiveness of this procedure is illustrated in Fig. 4.
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Figure 4. (color online) Illustration of the back-propagation
algorithm: evolution of the dipole moment is shown versus
back-propagation time using phaseless formalism (BP-PhL),
path restoration (BP-PRes) and free-projection (BP, free-
projection) to obtain results of increasing quality. Adapted
from75. The system is NH3 (STO-3G level, trigonal pyramid
geometry, RNH = 1.07 A˚, θHNH = 100.08
o)
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B. Frozen-core, embedding, and downfolding
Given the general form of the Hamiltonian in Eq. (2),
the treatment of core electrons is straightforward. An ef-
fective core potential (ECP) can be implemented in the
same manner as in standard quantum chemistry meth-
ods, using a modified Hamiltonian and the appropriate
basis sets. (Similarly, norm-conserving pseudopotentials
have been applied with plane-wave basis20,35.)
The frozen-core approximation is also straightforward
to introduce in AFQMC34,84. We proceed from the fol-
lowing separability approximation for a partition of the
many-body ground state into “active” (A) and “inactive”
(I) spaces
|Ψgs〉 =
(
NI∏
i=1
aˆ†ϕi↑aˆ
†
ϕi↓
)
|ΨA〉 , (53)
where ΨA is a wavefunction describing (Nσ −NI) spin-σ
electrons (σ =↑, ↓) in the Fock space spanned by the ac-
tive orbitals A = {ϕp}Mp=NI+1. The first NI electrons of
each spin occupy inactive orbitals, typically defined at a
lower level of theory (HF or DFT, for example). These
orbitals are constrained to remain doubly-occupied and
frozen. Active and inactive orbitals are mutually orthog-
onal and individually orthonormal; they span different
parts of the one-electron Hilbert space. To determine
the ground-state wavefunction of the system within the
FC approximation, we thus only need to simulate an ef-
fective active space Hamiltonian HˆA with AFQMC
84
HˆA = H
′
A,0 + Hˆ
′
A,1 + HˆA,2 , (54)
where HˆA,2 is the usual two-body interaction projected
on the active space, but H ′A,0 contains HA,0 plus an ex-
tra constant from the core electrons, while Hˆ ′A,1 con-
tains terms representing core-valence (I-A) interactions,
similar to a pseudopential, in addition to the one-body
operator projected on the active space, HˆA,1. Additional
details on Eq. (54) are given in the Appendix.
The same approach also allows a completely different
application, to embed a local region of the system in an
environment frozen at the independent-electron level. An
example of this was given in a study of Co adsorption on
graphene, in which AFQMC treated the Co atom and
the closest C atoms in graphene, while outer rings of
graphene were frozen in DFT orbitals85.
Another idea that proved very effective for treating
periodic solids is that of downfolding, which has pro-
vided excellent accuracy while significantly reducing the
computational cost34. DFT calculations involving large
plane-wave bases are first performed, yielding a set of
MPW orbitals. The downfolding technique consists of
retaining the first M low-energy DFT orbitals, {ϕp}Mp=1
(withM ≪MPW), as one-particle basis set for AFQMC.
The one-body and two-body matrix elements can be eval-
uated straightforwardly84 using plane-wave techniques.
For an extended system with inversion symmetry, any
twist k can be applied to the supercell, and the resulting
matrix elements are real-valued34, and can therefore be
fed into AFQMC or any quantum chemistry code. Typ-
ically this was applied in conjunction with a frozen core
approximation in which core orbitals are frozen at the
DFT level. This has allowed more accurate calculations
compared to conventional pseudopotentials, for example
for systems under high pressure, where the core orbitals
are obtained in the solid environment with DFT before
they are frozen34.
One way to illustrate the downfolding approach is to
use the idea of active space in quantum chemistry, as in
Fig. 5. To reduce the degrees of freedom in a many-body
system, one can focus on the low-energy, physically rele-
vant sector of the Hilbert space. First, an independent-
electron calculation such as ROHF or restricted DFT (or
even a low-level correlated calculation with modest com-
putational cost) is performed, yielding a set of MOs. We
can then freeze some of the lowest-energy occupied or-
bitals and discard some of the highest-energy virtual or-
bitals to create an active space. An effective Hamiltonian
is then obtained for the active space and used to perform
a standard AFQMC calculation.
C. Computing energy differences: the correlated
sampling algorithm
Efficient calculation of many chemical properties re-
quires computing the energy difference ∆E = E1−E2 be-
tween two closely related systems, termed primary and
secondary. Those energies can in turn be written as ex-
pectation values
Ek =
∫
dx gk(x) pk(x) = E[gk(Xk)] (55)
of random variables gk(Xk), with Xk distributed accord-
ing to pk. In uncorrelated calculations, ∆E = E[g1(X1)−
g2(X2)] is evaluated by two distinct MC simulations, i.e.,
with X1 and X2 statistically independent, in which case
var[g1(X1)− g2(X2)] = var[g1(X1)] + var[g2(X2)] . (56)
With correlated sampling, one seeks to generate X1 and
X2 in a correlated manner, e.g. in terms of a random
variable Z (which could also be either X1 or X2). Then
Ek = E[gk(Xk)] = E[g˜k(Z)] , g˜k(z) = gk(x(z)) pk(x(z))
p(z)
(57)
and the expression for the variance turns into
var[g˜1 − g˜2] = var[g˜1] + var[g˜2]− 2cov[g˜1g˜2] , (58)
with cov[g˜1g˜2] 6= 0. Clearly, a positive and large covari-
ance leads to a significant variance reduction and a more
efficient estimate of ∆E . This is achieved when g˜1 and
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Figure 5. (color online) Left: Illustration of the downfolding approach for solids34 using the idea of active space in a molecular
system. A set of molecular orbitals are first obtained, e.g., with DFT or ROHF. A certain number (Mfrozen = 3 in the figure)
of orbitals can be frozen and then a certain number of high-energy orbitals (M − Mactive = 4) can be discarded. Matrix
elements for the effective Hamiltonian in the remaining active space are obtained for use in AFQMC. Right: Computed total
energy in the Kr atom relative to the reference value. Red points: versus the size of the frozen core (cc-pVDZ basis); blue
diamonds: versus the size of truncation to the active space (cc-pV5Z basis). In both cases RHF orbitals are used as basis of
the one-electron Hilbert space.
g˜2 are very similar. Within AFQMC, the energies in the
reference and secondary systems (k = 1, 2)
E(k) ≃
∫ ∏n−1
l=0 dxl p(xl) I
(k)(xl,x
(k)
l ; Ψl) E(k)loc (Ψl)∫ ∏n−1
l=0 dxl p(xl) I
(k)(xl,x
(k)
l ; Ψl)
(59)
are computed by sampling the auxiliary field paths
{xl}n−1l=0 in the reference system (k = 1) and using them
for both systems86. In the secondary system (using the
same basis), reweighting is performed in the estimator
to account for I(2)/I(1). Sampling in this way requires
keeping the paths correlated for as long as possible in
the imaginary-time projection. Independent population
control for the two systems should be avoided, as this
operation would quickly destroy the desired correlations
between primary and secondary system86. Correlated
sampling has been applied to the calculation of atomic
redox properties, and the ionization potential, OH de-
protonation and bond-dissociation energies of methanol,
resulting in a significant improvement of computational
efficiency86.
V. SELECTED APPLICATIONS IN
MOLECULAR SYSTEMS
The cp-AFQMC method has been applied to a va-
riety of molecular systems, including first- and second-
row molecules at equilibrium geometry30,31,51 and along
bond stretching58,59,87, transition metal oxides88 and
dimers89,90, first- and second- row post-d elements91 and
molecular clusters with applications to H2 physiorption
and spintronics57,85. Recently AFQMC has also been
applied to the hydrogen chain in a large-scale bench-
mark study17, yielding state-of-the-art results. Here we
present selected applications of AFQMC to illustrate the
method in molecular systems. There are also significant
applications to solids20,32–34, lattice models of correlated
electrons69,92 and ultracold atoms82,93 that will not be
covered here.
A. Benchmarks of the phaseless AFQMC
1. Molecular binding energies
Early applications of AFQMC benchmarked the
methodology against exact results and experimen-
tal data for a variety of systems, from sp-bonded
materials20,51,58,59,88,94 to first- and second- row post-d
elements91, transition metal oxides88 and dimers31. Some
of the binding energies computed in these systems are
shown in Fig. 6 in comparison with reference experimen-
tal or exact results. The AFQMC calculations include
three different types: all-electron (ae) using AO basis as
is typical in quantum chemistry; AO basis using small-
core effective-core potentials (ecp); plane-wave (pw) and
pseudopotentials (psp) as is typical in solid-state calcu-
lations, which place the molecule (or the atom) in a large
periodic supercell. These are indicated by different sym-
bols. As is seen, AO+ae, AO+ecp and PW+psp calcula-
tions all lead to excellent agreement with the experimen-
tal result (zero-point energy removed). (In a few of the
cases, an exact result for a finite AO basis is shown in
lieu of experiment, and compared with the corresponding
AFQMC calculation using the same basis.)
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The initial and trial wave function used in these cal-
culations were taken to be a single determinant, ei-
ther HF or DFT. The results from the correspond-
ing independent-electron calculations that generated the
|ΨT 〉 are also shown. In a few cases, two different types
of trial wavefunctions are tested, and two sets of symbols
are seen at the same horizontal coordinate. It is seen
that the AFQMC results from two different |ΨT 〉’s are
in good agreement with each other and with experiment,
showing the typical weak reliance of AFQMC on the trial
wavefunction. By feeding in a DFT (or HF) solution, a
reliable correction is obtained to the total energy. These
and other results demonstrate AFQMC’s potential as a
general post-DFT method for molecular systems.
0 2 4 6 8 10 12
experiment/exact [eV]
0
2
4
6
8
10
12
Q
M
C
[e
V
]
reference energy
HF(As2, Br2, Sb2)
HF(O3, H2O2, C2, F2, Be2, ...)
DFT, LDA(O3, H2O2, C2, F2, Be2, ...)
DFT, LDA(TiO, MnO)
DFT, GGA(Si2, P2, S2, Cl2)
AFQMC, AO + ecp(As2, Br2, Sb2)
AFQMC, pw + psp(As2, Br2, Sb2)
AFQMC, AO + ae(O3, H2O2, C2, F2, Be2, ...)
AFQMC, pw + psp(O3, H2O2, C2, F2, Be2, ...)
AFQMC, pw + psp(TiO, MnO)
AFQMC, pw + psp(Si2, P2, S2, Cl2)
Figure 6. (color online) Comparison between exact or ex-
perimental (line) and AFQMC (filled symbols) binding ener-
gies for several molecules. AFQMC calculations with plane-
waves and pseudopotentials (pw+psp), Gaussian atomic or-
bitals (AO+ae, AO+ecp for all-electron and effective-core po-
tential calculations) are marked with filled squares and cir-
cles respectively. Green, blue, purple and red symbols re-
fer to first- and second- row post-d elements91, sp-bonded
materials20,51,58,59,88,94, transition metal oxides88 and dimers
respectively31. The AFQMC takes as its initial and trial wave
function a single determinant from HF or DFT; the corre-
sponding results from these independent-electron calculations
are also shown (HF: empty stars, DFT-LDA: empty triangles,
DFT-GGA: empty diamonds).
2. Bond breaking
The bond stretching process exhibits a varying nature
of chemical bonding and electron correlation: in the com-
pressed regime (small internuclear distances) the ground
state is shaped by dynamical correlations, accurately cap-
tured by single-reference methods like coupled cluster;
in the dissociation regime (large internuclear distances),
due to quasi-degeneracies, there can be more than one
important electron configuration, and a single Slater de-
terminant cannot often adequately describe the system.
AFQMC has been applied to study bond stretching
and breaking in several chemical systems, from well-
studied molecules like H2O
51, BH and N2
87 and F2
59 to
the more challenging case of hydrogen chains17,87. In all
cases, with a single Slater determinant from unrestricted
HF (UHF) or a very compact multideterminant trial
wavefunction, the ph-AFQMC method generally gives
better overall accuracy and a more uniform behavior than
CCSD(T). Chemical accuracy can be achieved with ph-
AFQM in the description of the potential-energy curve
across bond stretching using a modest |ΨT 〉.
Bond stretching in a linear chain of equally spaced hy-
drogen atoms was recently benchmarked17 with a vari-
ety of state-of-the-art methods, including AFQMC. As
illustrated in Fig. 7, the method is capable of delivering
remarkably accurate equations of state in the challenging
and chemically and physically relevant complete basis set
and thermodynamic limits.
3. Eliminating spin contamination and restoring spatial
symmetries
Imposition of symmetry properties results in a signifi-
cant increase in the efficiency and accuracy of AFQMC,
and often can be achieved with very modest compu-
tational overhead. In this Section, we give a brief
discussion of symmetry, focusing on the elimination
of spin contamination59 and the restoration of spatial
symmetries60,95.
Often the system has symmetries, i.e., operators that
commute with the Hamiltonian. Symmetries of the
Hamiltonian are important constraints for formulating
physical theories and models; they are also instruments
for achieving accurate computational treatments. In par-
ticular, it is desirable that approximate eigenfunctions of
Hˆ are eigenstates of the Hamiltonian symmetries with
suitable eigenvalues.
One important symmetry in molecular systems is to-
tal spin. The total spin-squared, Sˆ2, commutes with its
z component Sˆz and Hˆ . ROHF determinants are eigen-
functions of Sˆ2 with eigenvalue λ =
N↑−N↓
2
(
N↑−N↓
2 + 1
)
(assuming N↑ ≥ N↓)2, while UHF determinants in gen-
eral are not. Approximate wave-functions that are (are
not) eigenfunctions of Sˆ2 are called spin pure (contami-
nated).
From an unrestricted initial wave-function |ΨI〉 (e.g.,
UHF), the AFQMC projection will restore spin symme-
try statistically and lead to a spin-pure ground state, if
no approximation is present. Each random walker in-
dividually can remain spin-contaminated, however. If a
spin-contaminated trial wavefunction |ΨT 〉 is used in the
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Figure 7. Left: Energy per particle of H10 in the CBS limit, versus the distance R between two consecutive H atoms, from
a recent benchmark study17. Inset: comparison of the H10 energies per particle, using MRCI+Q+F12 results at CBS as
reference17. The excellent agreement between AFQMC and MRCI+Q, MRCI+Q+F12 confirms the uniform and overall high
accuracy of the methodology. Right: equation of state of the H chain, extrapolated to the joint CBS and thermodynamic
limit17.
phaseless constraint, a contaminated spin component can
survive, causing larger systematic errors in the calcula-
tion. This is illustrated in Fig. 8, using the F2 molecule
as a test case.
One way to eliminate the spin contamination is to en-
sure that the population of random walkers consists of
spin-pure Slater determinants. To achieve this goal, it is
sufficient to use an ROHF-type wave function as |ΨI〉 to
initialize the population, since the HS transformation dis-
cussed earlier, which takes the form of a Hartree or charge
decomposition, preserves spin symmetry: [Bˆ(x), Sˆ2] = 0.
In this case, since each walker in the population remains
spin-pure along the imaginary-time projection, the spin-
contaminated component in the trial wave function |ΨT 〉
can be projected out while still retaining some of the ben-
efit of the UHF in the phaseless approximation. In addi-
tion to removing spurious spin contamination effects in
the calculated AFQMC energy, spin-projection can some-
times also reduce the imaginary time needed for equili-
bration by excluding certain excitations59.
To impose spatial symmetries Rˆ is more subtle, be-
cause generally [Bˆ(x), Rˆ] 6= 0. Restoring symmetry in
the trial wave function can help project the walkers and
is often helpful60. Broken spatial symmetries are often
encountered in open-shell systems (e.g., in atoms) at the
HF level. These can be restored performing a complete
active space expansion in the subspace of the open shell,
or relying on the symmetry restoration technique90,95.
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Figure 8. Elimination of spin contamination in AFQMC
calculations, adapted from59. The trial wave function |ΨT 〉
is UHF. Using ROHF as |ΨI〉 to initialize the population re-
stores spin symmetry in the walkers. The AFQMC energies
have an overall better accuracy and a more systematic behav-
ior, without increasing the cost of the simulation. The system
is F2 at cc-pVDZ level, and RCCSDTQ results are from
96.
4. Excited states calculations
The ability to calculate electronic excited states of
molecules and extended systems is necessary to predict
key phenomena and properties of technologically impor-
tant systems. It remains one of the leading challenges in
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electronic structure theory.
Calculating the energy of the lowest excited states
belonging to an irreducible representation of the sym-
metry group of Hˆ different from that of the ground
state is straightforward. It is sufficient to choose a
trial wave-function Ψ∗T with the symmetry of the de-
sired excited state and, naturally, an initial population
with 〈Ψ∗T |Ψ∗I〉 6= 0. Under these conditions, E∗(n∆τ) =
〈Ψ∗T |Hˆe−n∆τHˆ |Ψ∗I 〉
〈Ψ∗T |e−n∆τHˆ |Ψ∗I〉
converges towards the energy of the low-
est excited state of the targeted irreducible representa-
tion. Although it is often impossible for a single-reference
|ΨT 〉, multi-reference wave-functions can to a very high
degree satisfy the desired symmetry requirement.
Computing energies of excited states belonging to the
same irreducible representation of the ground-state is
more challenging. It is intrinsically difficult to main-
tain orthogonality with the lower-lying states when the
targeted many-body excited state is being represented
stochastically in an imaginary-time projection method.
If a trial wavefunction of sufficient quality is available,
E∗(n∆τ) can converge to the desired results. Application
to the C2 molecule
58, sketched in Fig. 9, indicate that
multi-reference trial wave-functions with a modest num-
ber of configurations, e.g. suitably truncated CASSCF
states, are often adequate for this task. Collapse onto the
ground state can be further prevented by imposing ad-
ditional orthogonality constraints97. This technique has
been applied to the calculation of optical gaps in bulk
solids97. Recent advances in computing imaginary-time
Green’s functions can provide another route for deter-
mining excitation gaps81.
5. Transition metal dimers
The study of transition metals presents an outstanding
challenge for many-body electronic structure methods,
because of strong static and dynamic electronic correla-
tions. The complicated nature of binding encountered
in transition metal dimers is emblematic of the delicate
balance between competing tendencies found in many
strongly correlated materials. The relatively small size
of these systems makes them more amenable to system-
atic and rigorous theoretical studies. Group VIB dimers
are interesting, because the atom fragments are in the
high-spin state (7S), and they form a closed shell (1Σ)
configuration in the molecular ground state, resulting in a
many-body spectrum with many nearly degenerate states
and strong electronic correlation effects.
Recently, AFQMC has been successfully applied to in-
vestigate the equation of state of two such dimers, Mo2
90
and Cr2
89. For the Mo2 molecule, the best quantum
chemistry calculations have given widely varying predic-
tions. Cr2 is a well-known challenge, featuring a formal
sextuple bond, with a weak binding energy (∼ 1.5 eV),
a short equilibrium bond length (∼ 1.7 A˚)98, and an ex-
otic shoulder structure in the intermediate to large R
region99.
In both cases, AFQMC has provided one of the
most accurate theoretical results of the potential energy
curve99,100, as illustrated in Fig. 10. Strong static cor-
relation present in both molecules have required the use
of multi-determinant trial wave-functions, and selected
benchmark calculations have been performed within the
exact free-projection scheme, to establish the accuracy of
constrained calculations. Results are extrapolated to the
CBS limit with standard methods.
VI. OUTLOOK AND CONCLUSIONS
Despite the foundational difficulty of solving the many-
electron Schro¨dinger equation, our ability for accurate
computations is steadily increasing thanks to the devel-
opment of new numerical methods17,20,69,102–107. With
the rapid growth in computing power, computational
methods will be increasingly relied upon for insight into
properties of materials. The continued development of
methods and algorithms for interacting quantum many-
body systems will be a key in the materials genome ini-
tiative.
In this review, we have provided an expository intro-
duction to the AFQMC method, focusing on applica-
tions to molecular systems. Among the approaches to
approximately solve the Schro¨dinger equation, AFQMC
is distinguished by a number of positive features. It has
favorable (low-power) scaling with the size of the sys-
tem. It is non-perturbative and maintains systematically
high accuracy, as demonstrated by applications across
a wide range of systems from models to molecules and
solids, including several recent benchmark studies. The
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equation of state of Mo2 from ph-AFQMC (red circles)
90 compared to experiment101
method is naturally parallel and has exceptional flexi-
bility for scaling on petascale or exascale platforms108.
Its close formal connection with HF or DFT means that
it can incorporate techniques and algorithms from stan-
dard electronic structure methods straightforwardly, as
in the implementation of frozen-core or pseudopoten-
tials, spin-orbit coupling82, the computation of density
and forces75,109, and the ability to embed in or interface
with independent-electron calculations85,110. AFQMC
can treat a general Hamiltonian with any one-body and
two-body interactions, which offers many opportunities,
for example the removal of chemically inactive degrees
of freedom or targeting certain active space in the mode
of model calculations, the treatment of electron-phonon
interactions, formalism at finite-temperatues73, or gener-
alization to particle number non-conserving Hamiltoni-
ans or treating systems with superconducting order111.
AFQMC results can be systematically improved, for ex-
ample via self-consistency or by constraint-release.
Owing to these features, AFQMC is a promising
method of choice in the computational study of ma-
terial systems. In many of the directions mentioned
above, only the surface has been scratched in the develop-
ment and application of AFQMC. There is undoubtedly
many other directions that have not even been discussed
here. With continued and increased effort in the devel-
opment of algorithms and codes112, broader application
of AFQMC will be greatly accelerated. We hope that
this review will help spur more effort in the diffusion,
application and development of AFQMC.
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Appendix A: Additional details on formalism
In this section we prove Theorem 1, and the Hubbard-
Stratonovich transformation formula (14). For simplic-
ity we consider an orthonormal basis of molecular spin-
orbitals {χµ}2Mµ=1 = {ϕ1↑...ϕM↑ϕ1↓...ϕM↓} and the asso-
ciated creation and destruction operators aˆ†µ, aˆν . This
formalism simplifies and generalizes the proof, and be-
comes necessary when dealing with spin-orbit coupling.
Let us recall that an SD |Ψ〉 = ∏Ni=1 aˆ†ui |∅〉 with N↑, N↓
particles is described by a matrix Uµi = 〈χµ|ui〉 with the
block form
U =
(
U↑ 0
0 U↓
)
. (A1)
1. Proof of Theorem 1
Point 1 of Theorem 1 is readily proved using the first-
quantized form
Ψ(x1 . . .xN ) =
∑
σ
(−1)σ√
N !
N∏
l=1
ψσ(l)(xl) , (A2)
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where xi are particle coordinates and σ denotes a per-
mutations of N objects. Thus
〈Φ|Ψ〉 =
∑
ρσ
(−1)ρσ
N !
N∏
l=1
∫
dxl φ
∗
ρ(l)(xl)ψσ(l)(xl) =
=
∑
τ
(−1)τ
N∏
l=1
〈φ∗l |ψτ(l)〉 = det
(
Φ†Ψ
)
.
(A3)
To prove point 2, let us first observe that
Aˆaˆ†ψ =
∑
µνσ
Aµνψσaˆ
†
µaˆν aˆ
†
σ =
∑
µ
(Aψ)µaˆ
†
µ + aˆ
†
ψAˆ . (A4)
Thus Aˆnaˆ†ψ =
∑n
s=0
(
n
s
)
aˆ†AsψAˆ
n−s is proved by induction
over n, and eAˆaˆ†ψ = aˆ
†
eAψ
eAˆ readily follows. Therefore
eAˆ|Ψ〉 = eAˆaˆ†ψ1 . . . aˆ
†
ψN
|∅〉 = aˆ†
eAψ1
. . . aˆ†
eAψN
|∅〉 . (A5)
Equation (7) and Jacobi’s formula d
dt
log det(At) =
Tr
[
A−1t
dAt
dt
]
allow straightforward computations of ma-
trix elements of one- and two-body operators:
GΦΨµν =
〈Φ|aˆ†µaˆν |Ψ〉
〈Φ|Ψ〉 = limt→0
d
dt
log〈Φ|Ψt〉 (A6)
and
〈Φ|aˆ†µaˆν aˆ†σaˆρ|Ψ〉
〈Φ|Ψ〉 = limt′,t→0
d2
dt′ dt
log〈Φ|Ψt′,t〉+GΦΨµν GΦΨσρ
(A7)
where |Ψt〉 = etaˆ†µaˆν |Ψ〉, |Ψt′,t〉 = etaˆ†µaˆν+t′aˆ†σ aˆρ |Ψ〉. The
resulting expressions are (5) and
〈Φ|aˆ†µaˆν aˆ†σaˆρ|Ψ〉
〈Φ|Ψ〉 = G
ΦΨ
µν G
ΦΨ
σρ +G
ΦΨ
µρ
(
δνσ −GΦΨνσ
)
(A8)
respectively, and the latter readily implies (6). To prove
point 5, let us first first observe that orthonormalizing
the orbitals ui requires performing an invertible trans-
formation T , |u′l〉 =
∑N
k=1 Tlk|uk〉. Therefore
|Ψ′〉 = aˆ†
u′1
. . . aˆ†
u′N
|∅〉 =
N∑
i1...iN=1
T1i1 aˆ
†
ui1
. . . TNiN aˆ
†
uiN
|∅〉
(A9)
where the indexes i1 . . . iN must be different from each
other, due to the canonical anticommutation relation
a†ua
†
u = 0, and thus must be a permutation of 1 . . . N .
Therefore
|Ψ′〉 =
∑
σ∈SN
(−1)σT1σ(1)aˆ†ψ1 . . . TNσ(N)aˆ
†
ψN
|∅〉 = det(T )|Ψ〉 .
(A10)
For example, in the mGS procedure, U = U ′DV , where
D is diagonal and V is upper triangular, the prefactor
det(T ) is given by det(D)72.
2. Hubbard-Stratonovich transformation (14)
Let Aˆ be an operator on a finitely generated Fock
space. Because all linear operators on a finite Hilbert
space are bounded, the following equality holds
∫ ∞
−∞
dx
e−
x2
2√
2π
eiλxAˆ =
∞∑
n=0
(iλ)
n
n!
Jn Aˆ
n (A11)
with
Jn =
∫ ∞
−∞
dx
e−
x2
2√
2π
xn =
{
0 n odd
2
n
2√
π
Γ
(
n+1
2
)
= 2
−n
2 n!
(n2 )!
n even
(A12)
where Γ(z) =
∫∞
0 dxx
z−1 e−x is Euler’s Gamma func-
tion. The desired equality then follows:
∫ ∞
−∞
dx
e−
x2
2√
2π
eixλAˆ =
∞∑
k=0
1
k!
(
−λ
2
2
)k
Aˆ2k = e−
λ2
2 Aˆ
2
.
(A13)
Note that the HS transformation holds for a generic op-
erator, not necessarily hermitian. Moreover, (A13) can
be written exactly as
e
λ2
2 Aˆ
2
=
∫ ∞
−∞
dx
e−
(x−x0)
2
2√
2π
ei(x−x0)λAˆ (A14)
for a generic complex number x0 ∈ C. The same prop-
erty is shared by the coefficients Jn, because the product
between a Gaussian and a power law is a rapidly de-
caying holomorphic function. This additional freedom
allows the introduction of the force bias and importance
sampling in AFQMC.
Appendix B: Additional algorithmic details
1. Controlling rare event fluctuations
With the constraints, the probability distributions and
the variance are well defined in ph-AFQMC. However,
the stochastic nature of the simulation does not preclude
rare events, which can cause large fluctuations. To cir-
cumvent the problem in a simulation of finite population,
we apply a bound condition33 in the local energy:
∣∣EL(Ψ)− E loc∣∣ ≤
√
C
∆τ
, (B1)
where C is a constant determined by the energy units
of the system (e.g., we chose C = 2 a.u. for molecules)
and E loc is obtained by averaging the local energy dur-
ing the growth phase. If the local energy falls outside
the range (B1), it is capped at its minimum or maximum
value. In addition, the walker weights and force biases
can be bounded: W (w) ≤ Wmax and vγ ≤ vmax. (For
example, we used Wmax = max
(
102, Nw10
)
and vmax = 1
19
for molecular systems with GTOs). Walker weights are
rarely capped when the bounding scheme (B1) for the lo-
cal energy is active. Of all these precautions, the energy
cap is the most effective in controlling weight fluctua-
tions. Although the precise values of the various bounds
presented in this Section are somewhat empirical, the
procedure has a well-defined behavior as ∆τ → 0: the
bounds on Eloc and vγ both approach∞, hence they only
affect the Trotter error at finite ∆τ but not the final an-
swer when ∆τ is extrapolated to 0.
2. Growth estimator of the ground-state energy
In the projection in Eq. (9), E0 is the exact ground-
state energy. In an actual calculation the unknown quan-
tity E0 must be replaced with a tentative estimate or
trial energy, typically ET = 〈ΨT |Hˆ|ΨT 〉〈ΨT |ΨT 〉 . Deviation of
the trial energy ET from the exact result E0 will cause
the total weight of walkers (i.e., the population size)
to, on the average, increase or decrease with projection
time. The average rate of growth of the walkers’ weight
RΨ,x = log
W [B(x−x)Ψ]
W [Ψ] is
EΨ,x [RΨ,x] = EΨ,x [log I(x,x; Ψ)] =
=EΨ [Eloc(Ψ)− ET ] +O
(
∆τ
3
2
)
= E0 − ET ,
(B2)
where the symbol EΨ,x stands for weighted average over
current walker configuration Ψ and auxiliary field x.
Eq. (B2) offers an alternative estimator of the ground-
state energy, the so-called growth estimator, to be aver-
aged over many steps n:
E0 = ET + log
∑l
i=1
∑
wW
(w)
n+i+1∑l
i=1
∑
wW
(w)
n+i
, (B3)
where l is an integer parameter (typically chosen to be
O(10)) that allows accumulation of the growth ratio over
l steps to minimize fluctuations. (Note that, unlike in
constrained-path calculations, where the growth estimate
is consistent with the mixed estimate72, the estimator in
Eq. (B3) often does not give as accurate an estimate of
the ground-state energy in ph-AFQMC because of the
cos projection.) If the population control routine allows
the total number of walkers to fluctuate, we typically
perform a relaxation phase with the trial energy, then
adjust the trial energy with the estimator (B3) in a sub-
sequent growth phase, before performing a final measure-
ment phase.
3. Frozen-core hamiltonian
It is easy to show that two wavefunctions Φ,Ψ comply-
ing with the separability condition (53) have the following
one-particle Green’s function:
GΦΨpσ,qσ =
(
I 0
0 GΦAΨA
)
(B4)
where the top-left (bottom-right) block denotes pairs of
inactive (active) orbitals. A simple calculation based
on (B4), and of similar properties holding for the two-
particle Green’s function, shows that the matrix element
〈Φ|Hˆ|Ψ〉
〈Φ|Ψ〉 of Hˆ is equal to
〈Φ|Hˆ |Ψ〉
〈Φ|Ψ〉 =
〈ΦA|H ′A,0 + Hˆ ′A,1 + Hˆ ′A,2|ΨA〉
〈ΦA|ΨA〉 (B5)
with
H ′A,0 = H0 + 2
∑
p∈I
hpp +
∑
γ
4 (lγ)
2 −
∑
p∈I
2Kγpp ,
Hˆ ′A,1 =
∑
pq∈A
(
hpq +
∑
γ
4lγLγpq − 2Kγpq
)∑
σ
aˆ†pσaˆqσ ,
Hˆ ′A,2 =
∑
pqrs∈A
∑
γ
LγprL
γ
qs
∑
στ
aˆ†pσaˆ
†
qτ aˆsτ aˆrσ ,
(B6)
where lγ =
∑
p∈I L
γ
pp, K
γ
pq =
∑
r∈I L
γ
prL
γ
rq.
Appendix C: Statistical data analysis
A ph-AFQMC calculation yields a collection of
weighted averages
wi =
∑
w
Wi,w , xi =
∑
w
Wi,w∑
wWi,w
Eloc(Ψi,w) (C1)
of the ground-state energy, obtained at simulation times
βi = i∆τ . The latter are outcomes of random variables
Xi with mean E[Xi] converging to the ground-state en-
ergy in the large i limit.
These random variables are neither independent nor
identically distributed, as sketched in Figure 11, so sta-
tistical data analysis has to be performed with care. Un-
equilibrated data have to be eliminated from the sample,
an operation that often can be done visually. Equili-
brated data are not statistically independent, since they
are the outcomes of a Markov chain random walk.
Standard procedures can be applied to characterize the
autocorrelation and provide a reliable estimate of the sta-
tistical error bar. A way to assess the number i∗ of blocks
after which data are practically decorrelated is to arrange
the data {xi, wi}N−1i=0 in Nb blocks of length L,
w′b =
(b+1)L−1∑
i=bL
wi , x
′
b =
∑(b+1)L−1
i=bL wixi∑(b+1)L−1
i=bL wi
(C2)
and compute the weighted average and variance of the
reblocked data,
X =
∑Nb−1
b=0 w
′
b x
′
b
v1
, S
2
=
∑Nb−1
b=0 w
′
b(x
′
b −X)2
v1 − v2v1
(C3)
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with vl =
∑Nb−1
b=0 (w
′
b)
l
. While the mean X is indepen-
dent of L, the variance S
2
saturates towards an asymp-
totic value σ∗ as L increases. Data reblocked with L suf-
ficiently large are thus independent and identically dis-
tributed, and |µ − X| ≤ 2S√
Nb−1 with confidence level
95%.
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Figure 11. (color online) Example of statistical analysis of
AFQMC data. After removal of the equilibration phase (first
200 samples), data are reblocked until convergence of the stan-
dard deviation is reached (shown in the inset, and attained
for L ≃ 125).
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