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Abstract
We de*ne two types of series over -algebras: formal series and, as a special case, term
series. By help of term series we de*ne systems (of equations) that have tuples of formal
series as solutions. We then introduce *nite automata and polynomial systems and show that
they are mechanisms of equal power. Morphisms from formal series into power series yield
combinatorial results. Moreover, we prove a Kleene Theorem. c© 2002 Elsevier Science B.V.
All rights reserved.
1. Introduction and preliminaries
This paper can be considered as a generalization of some sections of Courcelle [7]
from sets to formal series and owes much to Courcelle [6,7]; moreover, most of the
examples are taken from Courcelle [7].
Ginsburg and Rice [10] have shown that the context-free languages can be char-
acterized as the components of the least solutions (*xpoints) of systems of equa-
tions associated with context-free grammars. Chomsky and Sch>utzenberger [4] have
generalized context-free languages to algebraic formal power series over semirings
and characterized algebraic formal power series as the components of the least
solutions of algebraic systems of equations. This approach has applications in
combinatorics: assume that the basic semiring is N, the semiring of nonnegative inte-
gers. Then the coe?cient of each word of the algebraic power series that is the *rst
component of the least solution of the algebraic system associated to a context-free
grammar counts the number of leftmost derivations of this word with respect to this
context-free grammar. If it is possible to code the instances of order n of a
combinatorial problem by the words of length n generated by an unambiguous context-
free grammar then the number of instances of order n equals the number of words of
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length n (see [12,5,19]). The generating function of these numbers of words of length
n is algebraic and is the least solution of an algebraic system of equations (see [18]).
By the methods of Ginsburg and Rice [10] and Chomsky and Sch>utzenberger [4] the
main notions of context-free grammars and languages can be described in a framework
of universal algebra and many results can be proved at the level of universal algebra.
The advantage is that such an algebraic treatment applies immediately to other no-
tions than words, in particular trees of various types, graphs, combinatorial structures,
recursive applicative program schemes (see [6, Section 9]). This generalization was
originally performed by Mezei and Wright [25] and then, in a very comprehensive
manner, by Courcelle [6,7].
Generalizing the approach of Courcelle [6,7], we consider formal tree series (called
term series in our context) over semirings instead of tree languages, i.e. we replace
the Boolean semiring implicitly used by Courcelle [6,7] by an arbitrary (continu-
ous) semiring. Moreover, we consider systems of equations over term series and
their least solutions. Again, if in our considerations the basic semiring is N then
there exist combinatorial applications in a manner similar to that described
above.
We *rst introduce in the rest of Section 1 the basic algebraic structure: the distribu-
tive multioperator monoids of Kuich [21]. These are a generalization of the distributive
F-magmas of Section 10 of Courcelle [6].
In Section 2, we generalize the distributive multioperator monoids to sorted alge-
bras, called distributive -monoids and consider formal series over -algebras. Given
a -algebra, we consider then systems (of equations). These systems have least so-
lutions that are obtained by application of the Fixpoint Theorem. We then deal with
systems having, under certain conditions, unique solutions. The main result of Section
2, Theorem 2.9, gives a combinatorial application of our theory.
In Section 3, we introduce *nite automata and polynomial systems. Normal forms
for *nite automata and polynomial systems are discussed. In Corollary 3.5, we state a
characterization of the components of the least solution of polynomial systems by the
behaviors of *nite automata. Combinatorial considerations close Section 3.
In Section 4, we generalize the Kleene Theorems for regular and context-free lan-
guages, and rational and algebraic power series to Kleene Theorems for term series
and formal series.
A preliminary version of this paper on formal series over algebras without sorts
appeared as Kuich [23].
A commutative monoid 〈A;+; 0〉 is naturally ordered iK the set A is partially ordered
by the relation  : a  b iK there exists a c such that a+ c= b.
A commutative monoid 〈A;+; 0〉 is called complete iK it is possible to de*ne sums
for all families (ai | i∈ I) of elements of A, where I is an arbitrary index set, such that
the following conditions are satis*ed
(i)
∑
i∈∅
ai =0;
∑
i∈{j}
ai = aj;
∑
i∈{j; k}
ai = aj + ak for j = k;
W. Kuich /Discrete Mathematics 254 (2002) 231–258 233
(ii)
∑
j∈J
(∑
i∈Ij
ai
)
=
∑
i∈I
ai if
⋃
j∈J
Ij = I and Ij ∩ Ij′ = ∅ for j = j′:
A complete naturally ordered monoid 〈A;+; 0〉 is called continuous iK for all in-
dex sets I and all families (ai | i∈ I) in A the following condition is satis*ed (see
[11,15,20]):
sup
{∑
i∈E
ai |E ⊆ I; E *nite
}
=
∑
i∈I
ai:
Here and in the sequel, ‘sup’ denotes the least upper bound with respect to the
natural order.
We now come to the central notion of this section. Let 〈A;+; 0〉 be a commutative
monoid. Let =(!i | i∈ I) be a family of *nitary operations on A indexed by an in-
dex set I . Let k =(!i | i∈ Ik) be the family of k-ary operations, k¿ 0, indexed by
Ik ⊆ I .
The algebra 〈A;+; 0; 〉, where 〈A;+; 0〉 is a commutative monoid, is called a dis-
tributive multioperator monoid (brieQy, DM-monoid) iK the following two conditions
are satis*ed for all !∈k and all a; a1; : : : ; ak ∈A, k¿ 1:
(i) !(a1; : : : ; aj−1; 0; aj+1; : : : ; ak)= 0 for all 16 j6 k;
(ii) !(a1; : : : ; aj−1; aj + a; aj+1; : : : ; ak)=!(a1; : : : ; aj−1; aj; aj+1; : : : ; ak)
+!(a1; : : : ; aj−1; a; aj+1; : : : ; ak) for all 16 j6 k:
A distributive multioperator monoid 〈A;+; 0; 〉 is brieQy denoted by A if +, 0 and
 are understood. Similar algebras are considered in Courcelle [6] and Bozapalidis [3].
A DM-monoid 〈A;+; 0; 〉 is termed naturally ordered iK 〈A;+; 0〉 is naturally
ordered.
A DM-monoid 〈A;+; 0; 〉 is called complete iK 〈A;+; 0〉 is complete and the fol-
lowing condition is satis*ed for all !∈k , index sets I , a1; : : : ; aj−1; aj+1; : : : : : : ; ak ∈A,
16 j6 k, k¿ 1, bi ∈A, i∈ I :
!
(
a1; : : : ; aj−1;
∑
i∈I
bi; aj+1; : : : ; ak
)
=
∑
i∈I
!(a1; : : : ; aj−1; bi; aj+1; : : : ; ak):
Eventually, a complete DM-monoid 〈A;+; 0; 〉 is called continuous iK 〈A;+; 0〉 is
continuous.
We now recall the de*nition of a semiring (see [24,20]). The algebra 〈A;+; ·; 0; 1〉
is called a semiring iK the following conditions are satis*ed for all a; b; c∈A:
(i) 〈A;+; 0〉 is a commutative monoid,
(ii) 〈A; ·; 1〉 is a monoid,
(iii) a · (b+ c)= a · b+ a · c; (a+ b) · c= a · c + b · c,
(iv) 0 · a= a · 0=0.
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The semiring 〈A;+; ·; 0; 1〉 is called naturally ordered iK 〈A;+; 0〉 is naturally ordered.
It is called complete iK 〈A;+; 0〉 is complete and the following additional conditions
are satis*ed for all index sets I and all a; ai ∈A; i∈ I :
a ·
(∑
i∈I
ai
)
=
∑
i∈I
a · ai;
(∑
i∈I
ai
)
· a=
∑
i∈I
ai · a:
A complete semiring 〈A;+; ·; 0; 1〉 is called continuous iK 〈A;+; 0〉 is continuous. It is
called commutative iK 〈A;+; 1〉 is a commutative monoid.
Example 1.1. Consider a semiring 〈A;+; ·; 0; 1〉 and de*ne !k , k¿ 0, to be k-ary op-
erations: the nullary constant !0 is 1, the unary operation !1 is the identity mapping
and the k-ary operation !k is the k-fold product, i.e. !(a1; : : : ; ak)= a1 : : : ak , k¿ 2.
Then 〈A;+; 0; 〉, =(!k | k ∈N) is a DM-monoid. If 〈A;+; ·; 0; 1〉 is a continuous
semiring then 〈A;+; 0; 〉 is a continuous DM-monoid.
Example 1.2. Consider a semiring 〈A;+; ·; 0; 1〉. Then the semiring A can be ‘simulated’
by a DM-monoid 〈A;+; 0; 〉, where 0 = {!}, 1 = {!a | a∈A} and k = ∅ for k¿ 2.
Here ! is the nullary constant 1 and, for all a; b∈A, !a(b)= a · b.
Additionally to the laws of a DM-monoid, the following laws are satis*ed for all
a; a1; a2; b∈A:
!a1 (!a2 (b))=!a1·a2 (b); !a1+a2 (b)=!a1 (b) + !a2 (b);
!0(b)= 0; !1(b)= b; !a(1)= a:
Let 〈A;+; 0〉 be a naturally ordered commutative monoid. A sequence (ai | i∈N) in
A is called !-chain iK ai  ai+1, i¿ 0. By Theorem 2.3 of Kuich [21], the least upper
bounds of !-chains in A exist if A is a continuous monoid.
Let 〈A;+; 0〉 and 〈A′;+; 0〉 be continuous monoids. A mapping f :A→ A′ is called
!-continuous iK, for each !-chain (ai | i∈N) in A,
f(sup(ai | i∈N))= sup(f(ai) | i∈N):
2. Distributive -monoids and systems of equations
In this section we introduce -algebras, where  is a signature of sort S (see [30,7]).
A distributive -monoid is then a -algebra that generalizes the DM-monoid. Such a
distributive -monoid is the basis for the de*nition of two types of series: formal series
and, as a special case, term series. These series form distributive -monoids. By help
of term series we de*ne then systems (of equations). The components of their least
solutions are formal series.
Let S be a set called the set of sorts. An S-type is a word of the form s1; : : : ; sn → s,
where s; s1; : : : ; sn ∈ S, n¿ 0. Instead of → s we write also s. An S-signature is a set
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, whose elements are called operation symbols, together with a type function, which
assigns to each operation symbol an S-type. If the type function assigns the S-type
s1; : : : ; sn → s to ∈, we write  : s1; : : : ; sn → s.
A -algebra is a pair 〈G;G〉, where
(i) G=(Gs | s∈ S) is a family of pairwise disjoint nonempty sets, and
(ii) G =(G |∈) is a family of operations such that
G :Gs1 × · · · × Gsn → Gs if  : s1; : : : ; sn → s for ∈:
In the sequel, S always denotes a set of sorts and  denotes an S-signature. A -algebra
〈G;G〉 is often denoted by 〈G;〉 or G if G is understood. This should not lead to
any confusion.
Example 2.1 (Compare with Example 2:3 of Courcelle [7]). A tree is a connected
linear graph (without multiple edges, without loops) having no cycles. A rooted tree
is a tree in which a node is distinguished and is called root. A planted tree is a rooted
tree in which the root has valency one. A plane tree is a rooted tree which is embed-
ded in the plane. (For exact de*nitions see [14,16,19,29].) The set of plane trees is
denoted by P. Any two isomorphic plane trees are considered equal. Our set of sorts is
S = {p} and our S-signature is = {‖; ext; 1}, where ‖ :p;p→ p; ext :p→ p; 1 :p.
We now de*ne the -algebra 〈P; ‖; ext; 1〉 as follows:
(i) For T1 and T2 in P we let ‖(T1; T2) be the plane tree obtained by fusing the roots
of T1 and T2.
(ii) For T in P we let ext(T ) be the planted plane tree obtained from T by the
addition of a new node that becomes the root of ext(T ), linked by a new edge
to the root of T .
(iii) We denote by 1 the plane tree consisting of a single node, the root.
By R we denote the set of rooted trees. The operations ‖; ext and 1 are de*ned for
rooted trees analogously as for planted trees. Hence 〈R; ‖; ext; 1〉 is also a -algebra.
Example 2.2 (Compare with Examples 2:4 and 3:3 of Courcelle [7]). We consider
graphs with multiple edges, without loops, and with two distinguished vertices called
source 1 and source 2. The set of these graphs is denoted by G. Our set of sorts is
S = {g} and our S-signature is = {‖; •; e}, where ‖ : g; g→ g; • : g; g→ g, e : g.
We now de*ne the -algebra 〈G; ‖; •; e〉 as follows:
(i) For G1 and G2 in G we let ‖(G1; G2) be the graph obtained by fusing source 1
of G1 with source 1 of G2 and source 2 of G1 with source 2 of G2. The operation
is called parallel composition.
(ii) For G1 and G2 in G we let •(G1; G2) be the graph obtained by fusing source 2
of G1 with source 1 of G2. The operation is called series composition.
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(iii) We denote by e the graph with two nodes that are sources 1 and 2, linked by
one edge.
Let 〈(Gs | s∈ S); G〉 and 〈(Hs | s∈ S); H 〉 be -algebras. A -morphism h=
(hs | s∈ S) from 〈(Gs | s∈ S); G〉 into 〈(Hs | s∈ S); H 〉 is a family of mappings
hs :Gs → Hs, s∈ S, such that, for all  : s1; : : : ; sn → s, ∈, gi ∈Gsi ; 16 i6 n,
hs(G(g1; : : : ; gn))= H (hs1 (g1); : : : ; hsn(gn)):
Let (+; 0)= {+s; 0s | s∈ S} be an S-signature with +s : s; s → s and 0s : s; s∈ S.
Let, for s∈ S; 〈Gs;+s; 0s〉 be a commutative monoid and G=(Gs | s∈ S). Then the
(+; 0)-algebra 〈G; (+; 0)〉 is called S-sorted commutative monoid. Such an S-sorted
commutative monoid is termed naturally ordered, complete, or continuous iK all
〈Gs;+s; 0s〉; s∈ S, are naturally ordered, complete, or continuous, respectively.
Let ∩(+; 0)= ∅ and de*ne + =∪(+; 0). Then the +-algebra 〈(Gs | s∈ S); +〉,
where 〈(Gs | s∈ S); (+; 0)〉 is an S-sorted commutative monoid, is called distributive
-monoid iK the following two conditions are satis*ed for all  : s1; : : : ; sn → s, ∈,
and all gi ∈Gsi ; 16 i6 n:
(i) (g1; : : : ; gj−1; 0sj ; gj+1; : : : ; gn)= 0s for all 16 j6 n,
(ii) (g1; : : : ; gj−1; gj+sj g; gj+1; : : : ; gn)= (g1; : : : ; gj−1; gj; gj+1; : : : ; gn)+s(g1; : : : ; gj−1;
g; gj+1; : : : ; gn) for all g∈Gsj and all 16 j6 n.
In the sequel we often omit the subscript s in +s and 0s.
A distributive -monoid 〈(Gs | s∈ S); +〉 is termed naturally ordered iK 〈(Gs | s∈ S);
(+; 0)〉 is naturally ordered. A distributive -monoid 〈(Gs | s∈ S); +〉 is termed com-
plete iK 〈(Gs | s∈ S); (+; 0)〉 is complete and the following condition is satis*ed for all
 : s1; : : : ; sn → s; ∈, all gi ∈Gsi ; i=1; : : : ; j − 1; j + 1; : : : ; n, all index sets I , all
hi ∈Gsj ; i∈ I , and all 16 j6 n:

(
g1; : : : ; gj−1;
∑
i∈I
hi; gj+1; : : : ; gn
)
=
∑
i∈I
(g1; : : : ; gj−1; hi; gj+1; : : : ; gn):
Eventually, a complete distributive -monoid 〈(Gs | s∈ S); +〉 is termed continuous iK
the -monoid 〈(Gs | s∈ S); (+; 0)〉 is continuous.
Let 〈(Gs | s∈ S); +〉 and 〈(Hs | s∈ S); +〉 be complete distributive -monoids and
h=(hs | s∈ S) be a +-morphism from 〈(Gs | s∈ S); +〉 into 〈(Hs | s∈ S); +〉. Then
h is called complete +-morphism iK for gi ∈Gs; i∈ I , where I is an arbitrary index
set, and s∈ S,
hs
(∑
i∈I
gi
)
=
∑
i∈I
hs(gi):
Let Y = {Ys | s∈ S} be a family of alphabets of variables. The variables in Ys; s∈ S
have the S-type s. We assume that  and Ys; s∈ S, are pairwise disjoint. We now
de*ne sets T(Y )s; s∈ S, of -terms over Y of sort s. For s∈ S, the set T(Y )s is
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the least set of words over the alphabet  ∪ {y |y∈Ys; s∈ S} ∪ {(; )} ∪ {; } such
that Ys ⊆ T(Y )s and, for all operation symbols  : s1; : : : ; sn → s in  and all
tj ∈T(Y )sj ; 16 j6 n; (t1; : : : ; tn) belongs to T(Y )s. Similar de*nitions hold for
Y ′= {Y ′s | s∈ S}, where Y ′s ⊆ Ys for s∈ S.
Similarly, the set T s; s∈ S, is the least set over the alphabet ∪{(; )}∪{; } such that,
for all operation symbols  : s1; : : : ; sn → s in  and all tj ∈T sj ; 16 j6 n; (t1; : : : ; tn)
belongs to T s. The words in T
s
 are called ground terms over  of sort s.
Let T(Y )= (T(Y )s | s∈ S) and de*ne, for  : s1; : : : ; sn → s; ∈, the operation
T :T(Y )s1×· · ·×T(Y )sn → T(Y )s by T (t1; : : : ; tn)= (t1; : : : ; tn); tj ∈T(Y )sj ; 16 j
6 n. Then 〈T(Y ); T 〉, where T = {T |∈}, is a -algebra with the following
property: Let G=(Gs | s∈ S) be an arbitrary -algebra and h=(hs | s∈ S) be a family
of mappings hs :Ys → Gs; s∈ S. Then the family h can be uniquely extended to a
-morphism from T(Y ) into G. The -algebra T(Y ) is called -termalgebra (over
the family Y ). In the sequel, Y = {Ys | s∈ S} will always denote a family of alphabets
of variables and 〈G;G〉 a -algebra.
Given a -algebra G=(Gs | s∈ S), we now de*ne formal series. Let 〈A;+; ·; 0; 1〉 be
a semiring. Mappings r :Gs → A; s∈ S, are called formal series (over G of sort s) and
are written as a formal in*nite sum r=
∑
g∈Gs(r; g)g, where the value of the mapping
r with argument g is denoted by (r; g) and is called coe5cient of g. The collection of
all these formal series is denoted by ATGsU.
We now de*ne operations on formal series. Let r1; r2 ∈ATGsU; s∈ S. Then the sum
r1 +s r2; s∈ S, of r1 and r2 is again a formal series in ATGsU de*ned by
r1 +s r2 =
∑
g∈Gs
((r1; g) + (r2; g))g:
The formal series 0s ∈ATGsU; s∈ S, is de*ned by 0s=
∑
g∈Gs 0 · g.
Let ATGU=(ATGsU | s∈ S). Then it is clear that the (+; 0)-algebra ATGU is an
S-sorted commutative monoid. We will now de*ne operations such that ATGU becomes
a distributive -monoid.
Let ∈;  : s1; : : : ; sn → s. Then
ˆ :ATGs1U× · · · × ATGsnU→ ATGsU
is de*ned by
ˆ(r1; : : : ; rn)=
∑
gj∈Gsj
16j6n
(r1; g1) : : : (rn; gn)G(g1; : : : ; gn)
for rj ∈ATGsjU; 16 j6 n. Clearly, ˆ=1 · G for n=0. Let ˆ= {ˆ |∈}. Then
〈ATGU; ˆ+〉 is a distributive -monoid.
The support supp(r) of a formal series r is de*ned by
supp(r)= {t | (r; t) =0}:
Formal series with *nite support are called (formal) polynomials. The collection of all
polynomials of ATGsU is denoted by A〈Gs〉; s∈ S. Let A〈G〉=(A〈Gs〉 | s∈ S). Then
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〈A〈G〉; ˆ+〉 is also a distributive -monoid. Let g∈Gs. Then g also denotes the formal
series with support {g} where the coe?cient of g is 1.
The power-set magma of Courcelle [7] associated with a -algebra G is the idem-
potent distributive -monoid 〈BTGU; ˆ+〉.
We now consider the -termalgebra T(Y ) over the family Y =(Ys | s∈ S). Formal
series in ATT(Y )U are called term series.
Let y1; : : : ; yn be variables of sorts s1; : : : ; sn, respectively. A term series
r ∈ATT({y1; : : : ; yn})sU induces a mapping
rˆ :ATGs1U× · · · × ATGsnU→ ATGsU
de*ned as follows:
(i) yˆi(r1; : : : ; rn)= ri; 16 i6 n,
(ii) tˆ(r1; : : : ; rn)= ˆ(tˆ1(r1; : : : ; rn); : : : ; tˆk(r1; : : : ; rn)), t= (t1; : : : ; tk)∈T(Y )s′ , tj ∈
T(Y )s′j ; 16 j6 k,  : s
′
1; : : : ; s
′
k → s′; ∈
and
rˆ(r1; : : : ; rn)=
∑
t∈T(Y )s
(r; t)tˆ(r1; : : : ; rn)
for rj ∈ATGsjU; 16 j6 n. For n=0; rˆ is a constant formal series in ATGsU.
Observe that, for t ∈T(Y )s; s∈ S; tˆ(r1; : : : ; rn)= h(t), where h is the -morphism
de*ned uniquely by hsj (yj)= rj; 16 j6 n. If A is commutative, we call the mapping
rˆ substitution and often denote rˆ(r1; : : : ; rn) by r[r1=y1; : : : ; rn=yn]. (But observe that
the operation symbols ∈ of r have to be replaced by the corresponding operations
ˆ∈ ˆ.) In the sequel, we often denote the mapping rˆ induced by the term series r
simply by r. This should not lead to any confusion.
Let now G be a -algebra and A be a continuous semiring. Then ATGU is a
continuous distributive -monoid. This is easily shown by the de*nition of in*nite
sums:
For ri ∈ATGsU; s∈ S; i∈ I , where I is an arbitrary index set,∑
i∈I
ri =
∑
g∈Gs
(∑
i∈I
(ri; g)
)
g:
In the sequel, A will always denote a continuous commutative semiring. Hence
ATGU and ATT(Y )U will always be continuous distributive -monoids.
Similarly, as in the proofs of Theorem 2:16, Lemma 2:17 and Theorem 2:18 of Kuich
[21] it is proved that substitution is an !-continuous mapping.
Theorem 2.1. Let A be a continuous commutative semiring and G be a -algebra.
Let y1; : : : ; yn be variables of sorts s1; : : : ; sn; respectively. Consider a term series
r ∈ATT({y1; : : : ; yn})sU for some s∈ S. Then the mapping
rˆ :ATGs1U× · · · × ATGsnU→ ATGsU
induced by r is an !-continuous mapping.
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A system (with variables y1; : : : ; yn of sorts s1; : : : ; sn, respectively, on the -algebra
G over the semiring A) is a sequence of formal equations
yi = ri(y1; : : : ; yn); 16 i6 n; n¿ 1;
where each ri is a term series of sort si, i.e. ri ∈ATT({y1; : : : ; yn})siU. A solution
to the system yi = ri; 16 i6 n, is given by ("1; : : : ; "n)∈ATGs1U × · · · × ATGsnU
such that "i = rˆi("1; : : : ; "n); 16 i6 n. A solution ("1; : : : ; "n) is termed least solution
iK "i  "′i ; 16 i6 n, for all solutions ("′1; : : : ; "′n) of yi = ri; 16 i6 n.
Often it is convenient to write the system yi = ri; 16 i6 n, in matrix notation.
De*ning the two vectors
y=


y1
...
yn

 and r=


r1
...
rn

 ;
we can write our system in matrix notation
y= r(y) or y= r:
Let now r ∈ATT({y1; : : : ; yn})s1U×· · ·×ATT({y1; : : : ; yn})snU; r=(r1(y1; : : : ; yn);
: : : ; rn(y1; : : : ; yn)). Then r induces a mapping rˆ :ATGs1U×· · ·×ATGsnU→ ATGs1U×
· · ·×ATGsnU by rˆ("1; : : : ; "n)i = rˆi("1; : : : ; "n); "i ∈ATGsiU; 16 i6 n, i.e. the ith com-
ponent of the value of rˆ at ("1; : : : ; "n) is given by the value of the ith component of
rˆ at ("1; : : : ; "n).
A solution to y= r(y) is now given by a vector "∈ATGs1U× · · · × ATGsnU such
that "= rˆ("). A solution " of y= r is termed least solution iK "  "′ for all solutions "′
of y= r. Since the mappings induced by rˆi ; 16 i6 n, are !-continuous, the mapping
rˆ is also !-continuous. Consider now the system y= r. Since the least *xpoint of the
mapping rˆ is nothing else than the least solution of y= r, application of the Fixpoint
Theorem (see [30]) yields the following theorem.
Theorem 2.2. Let A be a continuous commutative semiring and G be a -algebra.
Let y1; : : : ; yn be variables of sorts s1; : : : ; sn; respectively; and consider the system
y= r on G. Then the least solution of y= r exists in ATGs1U × · · · × ATGsnU and
equals the least 8xpoint of rˆ
fix(rˆ)= sup(rˆi(0) | i∈N);
where 0= (0s1 ; : : : ; 0sn).
Theorem 2.2 indicates how we can compute an approximation to the least solution
of a system y= r.
The approximation sequence ("j | j∈N), where each "j ∈ATGs1U× · · · × ATGsnU,
associated to the system y= r(y) is de*ned as follows:
"0 = 0; "j+1 = rˆ("j); j∈N:
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Clearly, ("j | j∈N) is an !-chain and *x(rˆ)= sup("j | j∈N), i.e. we obtain the least
solution of y= r by computing the least upper bound of its approximation sequence.
In the sequel, y1; : : : ; yn are variables of sorts s1; : : : ; sn, respectively, and we denote
Yn= {y1; : : : ; yn}; n¿ 1; Y0 = ∅.
A system yi = ri; 16 i6 n, is termed proper iK (ri; yj)= 0 for all 16 i; j6 n, i.e.
iK the term series ri have no linear part.
By performing a procedure analogous to that described in Theorem 5:1 of Kuich
[20], Proposition 20 of Bozapalidis [3] or Theorem 3:2 of Kuich [21], we get the next
result.
Theorem 2.3. For each system there exists a proper one with the same solution.
Proof. Write the system y= r in the form y=My + R, where the entries of the
n × n-matrix M are in A and the entries of the column vector R are term series
without linear part. Compute M∗ (with respect to A). Then y=My+ R and y=M∗R
have the same least solution and M∗R is a vector of formal series without linear part,
i.e. y=M∗R is a proper system.
A -algebra G=(Gs | s∈ S) is equipped with a spanning function % of order m¿ 0
iK % :
⋃
s∈S Gs → N such that, for all  : s1; : : : ; sk → s; ∈, and all gi ∈Gsi with
%(gi)¿m; 16 i6 k; k¿ 1,
%((g1; : : : ; gk))¿max{%(gi) | 16 i6 k}:
(See De*nition 15:4 of Courcelle [6].)
Let m¿ 0. An element g∈⋃s∈S Gs has order m iK )(g)=m. A formal series r is
of order m (with respect to %) iK %(g)¿m for all g∈ supp(r). A term series r in
ATT(Yn)U is of rank m (with respect to %) iK r(0s1 ; : : : ; 0sn) is a formal series of
order m. A system yi = ri; 16 i6 n, is of rank m (with respect to %) iK all ri are of
rank m. A solution ("1; : : : ; "n) to a system is of order m (with respect to %) iK all "i
are of order m.
Compare our next theorem with Theorem IV:1:1 of Salomaa and Soittola [27],
Proposition 6:1 of Berstel and Reutenauer [2], Theorem 14:11 of Kuich and Salo-
maa [24] and its proof, and Proposition 3:4 of Courcelle [7]. These results cover the
uniqueness of solutions in the following cases: proper algebraic systems; proper systems
of linear equations; proper algebraic and weakly strict algebraic systems; polynomial
systems such that the domain of the basic F-magma is well-founded.
Theorem 2.4. Let G be a -algebra that is equipped with a spanning function % of
order m. Then the least solution of a proper system of rank m is of order m and is
the unique solution of order m.
Proof. For u∈ATGsU; s∈ S, and k¿ 0, we de*ne Rk(u)=
∑
t∈Gs; %(t)6k (u; t)t. Let
r ∈ATT(Yn)sU be of rank m with (r; yj)= 0 for all 16 j6 n, and write r(y1; : : : ; yn)=
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r(0s1 ; : : : ; 0sn) + v(y1; : : : ; yn); v∈ATT(Yn)sU, such that at least one variable appears
in each t ∈ supp(v). Let ui ∈ATGsiU be of order m; 16 i6 n. Then we claim that
Rk(r(u1; : : : ; un))= 0 for 06 k ¡m; Rm(r(u1; : : : ; un))=Rm(r(0s1 ; : : : ; 0sn)) and, for
k ¿m; Rk(r(u1; : : : ; un))=Rk(r(0s1 ; : : : ; 0sn)) + Rk(v(Rk−1(u1); : : : ; v(Rk−1(un))).
Since v contains no linear part, it is clear that, for each g∈ supp(v(u1; : : : ; un)) we
obtain %(g)¿m. Hence, we have proved the *rst and second part of our claim.
Let k ¿m. Consider t(g1; : : : ; gn) for t ∈ supp(v(y1; : : : ; yn)) and gi ∈ supp(ui); 16
i6 n. If %(gj)¿k−1¿m for some 16 j6 n, then %(t(g1; : : : ; gn))¿k. This implies
Rk(v(u1; : : : ; un))=Rk(v(Rk−1(u1); : : : : : : ; Rk−1(un))) and we have proved the third part
of our claim. Hence, Rk(r(u1; : : : ; un))= 0 for 16 k ¡m; Rm(r(u1; : : : ; un))=
Rm(r(0s1 ; : : : ; 0sn)) and, for k ¿m; Rk(r(u1; : : : ; un))=Rk(r(Rk−1(u1); : : : ; v(Rk−1(un))).
Let now yi = ri; 16 i6 n, be a proper system of rank m and ("j | j∈N) its approxi-
mation sequence. We write ri(y1; : : : ; yn)= ri(0s1 ; : : : ; 0sn) + vi(y1; : : : ; yn); vi ∈
ATT(Yn)siU, such that at least one variable appears in each t ∈ supp(vi); 16 i6 n.
Observe that (vi(y1; : : : ; yn); yj)= 0 for all 16 i; j6 n.
We now claim that the components "ji ; 16 i6 n; j¿ 0, of the vectors of the ap-
proximation sequence are formal series of order m. The proof is by induction on j.
The case j=0 is clear. Let j¿ 0. Then we have, for 16 i6 n; "j+1i = ri(0s1 ; : : : ; 0sn)+
vi("
j
1; : : : ; "
j
n) and for 06 k ¡m; Rk("
j+1
i )= 0. Hence, the components of the least so-
lution of yi = ri; 16 i6 n, are of order m.
Our next claim is that, for all k¿m; j¿ 0; 16 i6 n,
Rk("
k−m+j+1
i )=Rk("
k−m+1
i ):
The proof of the claim is by induction on k. Let 16 i6 n. Then Rm("
j+1
i )=
Rm(ri("
j
1; : : : ; "
j
n))=Rm(ri(0s1 ; : : : ; 0sn))=Rm("
1
i ), i.e. we have proved our claim for
k =m. For k ¿m, we obtain for all j¿ 0
Rk("k−m+1i ) = Rk(ri("
k−m
1 ; : : : ; "
k−m
n ))
= Rk(ri(Rk−1("k−m1 ); : : : ; Rk−1("
k−m
n )))
= Rk(ri(Rk−1("
k−m+j
1 ); : : : ; Rk−1("
k−m+j
n )))
= Rk(ri("
k−m+j
1 ; : : : ; "
k−m+j
n ))=Rk("
k−m+j+1
i ):
Let now " be the least solution of the system yi = ri; 16 i6 n, and "′ be a solution
of order m of this system. Then our last claim is that, for all k¿ 0; Rk("′)=Rk(").
The proof of the claim is by induction on k.
We obtain Rk("′i)= 0; 06 k ¡m, and Rm("
′
i)=Rm(ri("
′
1; : : : ; "
′
n))=Rm(ri(0s1 ;
: : : ; 0sn))=Rm(ri("1; : : : ; "n))=Rm("i); 16 i6 n. For k ¿m and 16 i6 n, we obtain
Rk("′i) = Rk(ri("
′
1; : : : ; "
′
n))=Rk(ri(Rk−1("
′
1); : : : ; Rk−1("
′
n)))
= Rk(ri(Rk−1("1); : : : ; Rk−1("n)))=Rk(ri("1; : : : ; "n))=Rk("i):
Consequently, "′= " and "i =
∑
g∈Gsi ("
%(g)−m+1
i ; g)g.
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Example 2.3. Consider 〈P; ‖; ext; 1〉. The mapping % that assigns to each plane tree its
number of nodes is a spanning function of order 2 for P: let T and T ′ be arbitrary plane
trees in P. While %(ext(T ))= %(T ) + 1¿%(T ), we have %(‖(T; T ′))= %(T ) + %(T ′)−
1¿max{%(T ); %(T ′)} only if min{%(T ); %(T ′)}¿ 1, i.e. if T and T ′ are unequal to
the plane tree consisting of a single node.
Let B be our basic semiring and consider the system consisting of a single equation
y=ext(1) + ‖(y; y):
De*ne the plane trees Tn; n¿ 2, by T2 = ext(1); Tn+1 = ‖(Tn; ext(1)); n¿ 2.
Then the least solution " of this system is given by
∑
n¿2 Tn. Since the system is
of rank 2, " is the unique solution of order 2. Observe that 1+ " is a solution of order
1 of this system:
ext(1) + ‖(1 + "; 1 + ")= ext(1) + ‖(1; 1) + ‖(1; ") + ‖("; 1) + ‖("; ")
= 1 + ":
If N∞ is our basic semiring then the least solution of the system is given by
∑
n¿2
Cn−2Tn, where Cn, n¿ 0, is the nth Catalan number.
Let G and G′ be -algebras and consider a -morphism h from G into G′. Such
a -morphism can be extended to a complete +-morphism from ATGU into ATG′U
by hs(
∑
g∈Gs (r; g)g)=
∑
g∈Gs (r; g)hs(g); s∈ S. This is proved in the next lemma. In
the proof of this lemma, the symbol . denotes the Kronecker symbol.
Lemma 2.5. Let G=(Gs | s∈ S) and G′=(G′s | s∈ S) be -algebras; and (’s | s∈ S)
be a -morphism from G into G′. De8ne the mappings hs :ATGsU→ ATG′sU; s∈ S,
by hs(r)=
∑
g∈Gs (r; g)’s(g); r ∈ATGsU.
Then (hs | s∈ S) is a complete +-morphism from ATGU into ATG′U.
Proof. (i) It is clear that hs(0s)= 0s and hs(
∑
i∈I ri)=
∑
i∈I hs(ri); ri ∈ATGsU, s∈ S
and I an arbitrary index set.
(ii) Let ∈;  : s1; : : : ; sn → s. Then we show that, for rj ∈ATGsjU, 16 j6 n,
hs((r1; : : : ; rn))= (hs1 (r1); : : : ; hsn(rn)). We obtain, for all f∈G′s,
(hs((r1; : : : ; rn)); f) =
∑
g∈Gs
.f;’s(g)((r1; : : : ; rn); g)
=
∑
g∈Gs
.f;’s(g)
∑
gj∈Gsj ; 16j6n
.g;(g1 ;:::;gn)(r1; g1) · · · (rn; gn)
=
∑
gj∈Gsj ; 16j6n
.f;’s((g1 ;:::;gn))(r1; g1) · · · (rn; gn)
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and
((hs1 (r1); : : : ; hsn(rn)); f)
=
∑
fj∈G′sj ; 16j6n
.f;(f1 ;:::;fn)(hs1 (r1); f1) : : : (hsn(rn); fn)
=
∑
fj∈G′sj ; 16j6n
.f;(f1 ;:::;fn)
∑
g1∈Gs1
.f1 ;’s1 (g1)(r1; g1) : : :
∑
gn∈Gsn
.fn;’sn (gn)(rn; gn)
=
∑
gj∈Gsj ; 16j6n
.f;(’s1 (g1);:::;’sn (gn))(r1; g1)dots(rn; gn):
Since ’s((g1; : : : ; gn))= (’s1 (g1); : : : ; ’sn(gn)), we have proved our lemma.
In the next theorem we apply such a +-morphism h to the least solution " of a
system on G and get the least solution h(") of this system on G′. This theorem is
analogous to a result of Mezei and Wright [25] (see also [7, Proposition 3:7]).
Theorem 2.6. Let G and G′ be -algebras and h be a -morphism from G into
G′. Consider a system yi = ri; 16 i6 n, on G; ri ∈ATT(Yn)siU, with least solution
("1; : : : ; "n). Then the system yi = ri; 16 i6 n, considered as a system on G′, has the
least solution (hs1 ("1); : : : ; hsn("n)).
Proof. Let ("j | j∈N) and ("′j | j∈N) be the approximation sequences of yi = ri; 16 i
6 n, considered as a system on G and G′, respectively. Then it is easily shown by
induction on j that "′ji = hsi("
j
i ), 16 i6 n, j¿ 0. Since hsi is an !-continuous mapping
(see Corollary 2:15 of Kuich [21]), we obtain sup("′ji | j∈N)= sup(hsi("ji ) | j∈N)=
hsi(sup("
j
i | j∈N))= hsi("i).
Compare the next corollary with Corollary 3:8 of Courcelle [7].
Corollary 2.7. Let h be the unique -morphism from T into G. Consider the sys-
tem yi = ri; 16 i6 n; ri ∈ATT(Yn)siU to be a system on T with least solution
("1; : : : ; "n). Then (hs1 ("1); : : : ; hsn("n)) is the least solution of the system yi = ri;
16 i6 n, considered as a system on G.
Corollary 2.8. Let G=(Gs | s∈ S) and F =(zmsz∗ | s∈ S), for some ms¿ 0; s∈ S, be
-algebras, and (’s | s∈ S) be a -morphism from G into F.
Let yi = ri; 16 i6 n be a system on G over N∞ with least solution ("1; : : : ; "n) and
let (f1(z); : : : ; fn(z)) be the least solution of the system yi = ri; 16 i6 n, considered
as a system on F over N∞.
Then
fi(z)=
∑
n¿msi
v"i(n)z
n; 16 i6 n;
where v"i(n)=
∑
’s(g)=zn ("i; g).
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Let G=(Gs | s∈ S) and F =(zmsz∗ | s∈ S), for some ms¿ 0; s∈ S, be -algebras,
and ’=(’s | s∈ S) be a -morphism from G into F . An element g∈Gs has order
n (with respect to ’) iK ’s(g)= zn; s∈ S; n¿ 0. For r ∈N∞TGsU, de*ne ur(n)=∑
g∈supp(r);’s(g)=zn 1; s∈ S, n¿ 0, i.e. ur(n) is the number of elements of Gs that have
an nonzero coe?cient in r and have order n.
A formal series r ∈N∞TGsU is called unambiguous iK, for all g∈ supp(r), (r; g)= 1.
A system yi = ri, 16 i6 n, is called unambiguous iK its least solution ("1; : : : ; "n) has
unambiguous components "i, 16 i6 n.
The next theorem is a special case of Corollary 2.8 and has applications in com-
binatorics. (A connection with Theorem 2 of Kuich [18] is given in the forthcoming
Example 3.3.)
Theorem 2.9. Let G=(Gs | s∈ S) and F =(zmsz∗ | s∈ S), for some ms¿ 0; s∈ S, be
-algebras, and (’s | s∈ S) be a -morphism from G into F.
Let yi = ri; 16 i6 n be an unambiguous system on G over N∞ with least solu-
tion ("1; : : : ; "n) and let (f1(z); : : : ; fn(z)) be the least solution of the system yi = ri;
16 i6 n, considered as a system on F over N∞.
Then
fi(z)=
∑
n¿msi
u"i(n)z
n; 16 i6 n:
The application of Theorem 2.9 to combinatorial problems is as follows: Let G=
(Gs | s∈ S) be a -algebra of combinatorial structures Gs; s∈ S (e.g. graphs of various
sorts), equipped with a function ) :
⋃
s∈S Gs → N (e.g. )(g) is the number of nodes
of the graph g). The nonnegative integer )(g); g∈Gs; s∈ S, is called the order of g.
Assume that it is possible to *nd a -algebra F =(zmsz∗ | s∈ S) for some ms¿ 0;
s∈ S, and a -morphism (’s | s∈ S) from G into F such that ’s(g)= z)(g) for all g∈Gs;
s∈ S (e.g. ’s(g)= zk , where k is the number of nodes of the graph g).
Consider now subsets Hs of Gs; s∈ S (e.g. Hs contains graphs of Gs with particular
properties) and the characteristic series of Hs,
char(Hs)=
∑
g∈Hs
g∈N∞TGsU:
Let yi = ri; 16 i6 n, be an unambiguous system on G over N∞ such that char(Hs1 )
for s1 ∈ S is the *rst component of its least solution. Let f(z) be the *rst component
of the least solution of yi = ri; 16 i6 n, considered as a system on F over N∞.
Then f(z) is the generating function of the number of elements of order n in Hs1
(e.g. the number of graphs with n nodes in Hs1 ).
If, additionally, ) is a spanning function of order m¿ 0 and (’s | s∈ S) is a
-morphism from G onto F , then it is easily shown that F is equipped with the span-
ning function S), where S)(zk)= k; k¿ 0. If yi = ri; 16 i6 n, considered as a system
on G over N∞ is, additionally, proper and of rank m then yi = ri; 16 i6 n consid-
ered as a system on F over N∞ is again proper and of rank m. Then Theorem 2.4
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implies that the system yi = ri; 16 i6 n, considered as a system on F over N∞, has
a unique least solution of order m and its *rst component is the generating function
of the number of elements of order n in Hs1 .
Example 2.1 (Continued). Let I be a subset of the set of natural numbers containing
1. An I-valent tree is a tree whose nodes assume only valences that are elements of
I . We now will de*ne a system that characterizes I -valent planted plane trees.
De*ne, for i¿ 0, the term [y]i over the variable y by
[y]0 = 1; [y]1 =y; [y]i+1 = ‖([y]i ; y); i¿ 1
and consider the system consisting of the single equation
y=
∑
i∈I
ext([y]i−1):
Let % be the spanning function of order 2 for P de*ned in Example 2.3. Then this
system has a unique solution of order 2.
Let now N∞ be our basic semiring. Then we claim that the least solution " of this
system equals the characteristic series of the set of I -valent planted plane trees.
(i) Let fj : (N∞TPU) j → N∞TPU; j¿ 1, be the mapping induced by [y] j. Let
T1; : : : ; Tj be I -valent planted plane trees. Then fj(T1; : : : ; Tj) is a plane tree whose
root has valency j and all other nodes have a valency that is an element of I . This is
easily shown by a proof by induction on j.
Let now r1; : : : ; rj be formal series in N∞TPU whose supports contain only I -valent
planted plane trees. Then the support of fj(r1; : : : ; rj) contains only plane trees whose
root has valency j and all other nodes have a valency that is an element of I .
Let now gj : (N∞TPU) j → N∞TPU; j¿ 1, be the mapping induced by ext([y] j).
Let i∈ I and consider formal series r1; : : : ; ri−1 in N∞TPU, whose supports contain
only I -valent planted plane trees. Then the support of gi−1(r1; : : : ; ri−1) again contains
only I -valent planted plane trees.
We now show that the support of the approximation sequence ("j | j∈N) of our
system is a subset of the set of I -valent planted plane trees. The proof is by induction
on j.
The case j=0 is trivial. Let j¿ 0 and assume that supp("j) contains only I -valent
planted plane trees. Then the support of "j+1 =
∑
i∈I ext(["
j]i−1) again contains only
I -valent planted plane trees.
Hence, the support of the least solution of the system, supp(sup("j | j∈N)), contains
only I -valent planted plane trees.
(ii) De*ne N∞Tzz∗U= {∑n¿1 anzn | an ∈N∞; n¿ 1}, and let 〈N∞Tzz∗U; ‖;
ext; z;+; 0〉 be the distributive -monoid with the following operations:
‖(r; r′)= 1
z
rr′; ext(r)= zr; 1= z:
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Consider the mapping ’ :P→ zz∗ that assigns to each plane tree with n nodes zn and
extend it to h :N∞TPU → N∞Tzz∗U by h(r)=∑p∈P (r; p)’(p). Then, by Lemma
2.5, h is a +-morphism from N∞TPU into N∞Tzz∗U.
Consider now the system
y=
∑
i∈I
ext([y]i−1)
on zz∗. Replace ‖; ext and 1 by 1=z·; z· and z, respectively, and take into account that
multiplication in N∞Tzz∗U is commutative. Then it is clear that the least solution of
this system equals the least solution of the equation
y= z2 +
∑
i∈I; i 
=1
z · 1
zi−2
yi−1 = z2
∑
i∈I
1
zi−1
yi−1:
By Theorem 2.9, its least solution is given by f(z)=
∑
n¿1 u(n)z
n, where u(n)=∑
’(T )=zn;T∈P ("; T ), n¿ 1.
Let x= z
∑
i∈I x
i−1 be Eq. (2) of Kuich [19] and transform it by x=y=z. Then
we get our equation and infer by Corollary 1 of Kuich [19] that its least solution
f(z) enumerates the I -valent planted plane trees. Since supp(") contains only I -valent
planted plain trees and " is unambiguous, " equals the characteristic series of the set
of I -valent planted plane trees. (See also Eq. (6:17) of Stanley [29].)
(iii) Similar to Example 3.2 of Courcelle [7] we can show that " is the characteristic
series of the I -valent planted plane trees. Then the considerations in item (ii) can be
used to enumerate the I -valent planted plane trees (see also Example 3.1(ii)).
If we consider R instead of P, the least solution of our system is not unambiguous;
but supp(") is the set of I -valent rooted trees.
3. Finite automata and polynomial systems
In this section, we de*ne *nite automata and polynomial systems, and show that the
collection of behaviors of *nite automata coincides with the collection of components
of least solutions of polynomial systems. Moreover, normal forms for *nite automata
and polynomial systems are de*ned. The last two results of this section deal with
closure properties of these collections.
A 8nite automaton on G
A=(Q; a;M; q0; P)
is given by
(i) a nonempty *nite set Q of states;
(ii) an assignment a : S → Q of sorts to states;
(iii) a family M =(Mk | 16 k6m), m¿ 0, of transition matrices Mk of dimension
Q × Qk , 16 k6m, such that (Mk)q; (q1 ;:::;qk ) ∈A〈T({za(q1)1 ; : : : ; za(qk )k })a(q)〉 for
q; q1; : : : ; qk ∈Q; here the za(q)k , 16 k6m, q∈Q, are variables of sort a(q);
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(iv) an initial state q0;
(v) a 8nal state vector P of dimension Q × 1 with Pq ∈A〈Ta(q) 〉.
The approximation sequence ("j | j∈N), associated to A, where "j; j¿ 0 is a
column vector of dimension Q × 1 with "jq ∈ATGa(q)U; q∈Q, is de*ned as follows:
For j¿ 0; q∈Q,
"0q=0a(q);
"j+1q =
∑
16k6m
∑
q1 ;:::;qk∈Q
(Mk)q; (q1 ;:::;qk )["
j
q1 =z
a(q1)
1 ; : : : ; "
j
qk =z
a(qk )
k ] + Pˆq:
Since the (Mk)q; (q1 ;:::;qk ); 16 k6m; q; q1; : : : ; qk ∈Q, are !-continuous mappings the
least upper bound " of the approximation sequence exists. The behavior ‖A‖ of the
automaton A is now de*ned by ‖A‖= "q0 ∈ATGa(q0)U.
A system yi = ri, 16 i6 n, is termed polynomial system iK ri ∈A〈T(Yn)si〉 is a
polynomial. The collection of the components of sort s∈ S of least solutions of poly-
nomial systems on G is denoted by Equ(G)s. We denote Equ(G)= (Equ(G)s | s∈ S).
Observe that Equ(G) also depends on the semiring A.
We now de*ne a normal form for polynomial systems. A -term in T(Y ) is
called uniform iK it is of the form (yi1 ; : : : ; yik ), ∈; k¿ 0. A polynomial r in
A〈T(Yn)〉 is called uniform iK each -term in supp(r) is uniform. A polynomial sys-
tem yi = ri; 16 i6 n, is said to be in normal form iK each ri is uniform. By perform-
ing a procedure analogous to that described in Lemma 6:3 of Berstel and Reutenauer
[2] or in Proposition 3:19 of Courcelle [7] on proper polynomial systems we get the
next result.
Theorem 3.1. Let ("1; : : : ; "n) be the least solution of some proper polynomial system
yi = ri; 16 i6 n, with variables y1; : : : ; yn. Then there exists a polynomial system
yi = qi; 16 i6 n + m, in normal form with variables y1; : : : ; yn; yn+1; : : : ; yn+m for
some m¿ 0 with least solution ("′1; : : : ; "
′
n+m) such that "
′
i = "i; 16 i6 n.
Corollary 3.2. Equ(G)s; s∈ S, coincides with the collection of the components of sort
s of least solutions of polynomial systems on G in normal form.
Proof. By Theorems 2.3 and 3.1.
A *nite automaton A=(Q; a; (Mk | 16 k6m); q0; P) is in normal form iK, for all
q; q1; : : : ; qk ∈Q; 16 k6m, supp((Mk)q; (q1 ;:::;qk )) ⊆ {(za(q1)1 ; : : : ; za(qk )k ) |∈ with
 : a(q1); : : : ; a(qk)→ a(q)}.
We now show the equivalence of *nite automata and polynomial systems.
Theorem 3.3. Let "1 ∈Equ(G)s1 ; s1 ∈ S. Then there exists a 8nite automaton on G
in normal form whose behavior is equal to "1.
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Proof. By Corollary 3.2 there exists a polynomial system yi = ri; 16 i6 n, in normal
form whose least solution is ("1; : : : ; "n) for some "j ∈ATGsjU; 26 j6 n. Assume
that ri =
∑
16j6mi (ri; qij)qij; mi¿ 0; 16 i6 n, where the qij are uniform -terms.
Let m be the maximal rank of an operation symbol of  that appears in one of the
ri; 16 i6 n. We now construct a *nite automaton A=(Q; a; (Mk | 16 k6m); q0; P)
in normal form such that ‖A‖= "1: Q= {1; : : : ; n}; a(q)= sq; 16 q6 n; for 16 q;
q1; : : : ; qn6 n; 16 k6m,
(Mk)q; (q1 ;:::; qk ) =
∑
(ri; qij)qij(z
a(q1)
1 ; : : : ; z
a(qk )
k )
where the sum is extended over all qij, 16 j6mi, such that qij is of the form
(yq1 ; : : : ; yqk ), ∈; q0 = 1; Pi =
∑
(ri; qij)qij, 16 i6 n, where the sum is extended
over all qij ∈T si . Observe that, for 16 q6 n,∑
16k6m
∑
16q1 ;:::; qk6n
(Mk)q; (q1 ;:::; qk )[yq1 =z
a(q1)
1 ; : : : ; yqk =z
a(qk )
k ] + Pq= rq:
Let ("j | j∈N) and ("′j | j∈N) be the approximation sequences associated to yi = ri;
16 i6 n, and A, respectively. Then we show by induction on j that "′j = "j for all
j¿ 0. The case j=0 is clear. Assume now that j¿ 0. Then we obtain, for all q∈Q,
"′j+1q =
∑
16k6m
∑
q1 ;:::; qk∈Q
(Mk)q; (q1 ;:::; qk )["
′j
q1 =z
a(q1)
1 ; : : : ; "
′j
qk =z
a(qk )
k ] + Pq
=
∑
16k6m
∑
q1 ;:::; qk∈Q
(Mk)q; (q1 ;:::; qk )["
j
q1 =z
a(q1)
1 ; : : : ; "
j
qk =z
a(qk )
k ] + Pq
= rq("jq1 =y1; : : : ; "
j
qk =yk)= "
j+1
q :
Hence, sup("′j | j∈N)= sup("j | j∈N) and ‖A‖ is the *rst component of sup("′j | j∈N),
i.e. the *rst component of sup("j | j∈N), i.e. "1.
Theorem 3.4. Let A=(Q; a; (Mk | 16 k6m); q0; P) be a 8nite automaton on G. Then
‖A‖ is in Equ(G)a(q0).
Proof. We construct a polynomial system such that a component of its least solution
equals ‖A‖: the set of variables is Q and the variable q∈Q has sort a(q); the equations
are
q=
∑
16k6m
∑
q1 ;:::; qk∈Q
(Mk)q; (q1 ;:::; qk )[q1=z
a(q1)
1 ; : : : ; qk =z
a(qk )
k ] + Pq; q∈Q:
Let ("j | j∈N) and ("′j | j∈N) be the approximation sequences associated to this poly-
nomial system and to A, respectively. Then we show by induction on j that "j = "′j
for all j¿ 0. The case j=0 is clear. Let now j¿ 0. Then, for q∈Q;
"j+1q =
∑
16k6m
∑
q1 ;:::; qk∈Q
(Mk)q; (q1 ;:::; qk )["
j
q1 =z
a(q1)
1 ; : : : ; "
j
qk =z
a(qk )
k ] + Pq
=
∑
16k6m
∑
q1 ;:::; qk∈Q
(Mk)q; (q1 ;:::;qk )("
′j
q1 ; : : : ; "
′j
qk ) + Pq= "
′j+1
q :
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Hence, sup("j | j∈N)= sup("′j | j∈N) and the q0-component of the least solution of
the polynomial system equals the q0-component of sup("′j | j∈N), i.e. ‖A‖.
Corollary 3.5. For a formal series r of sorts in ATGsU the following four statements
are equivalent:
(i) r is in Equ(G)s;
(ii) r is a component of the least solution of a polynomial system on G in normal
form;
(iii) r is the behavior of a 8nite automaton on G;
(iv) r is the behavior of a 8nite automaton on G in normal form.
Proof. We begin with an r that is the behavior of a *nite automaton. By Theorem 3.4,
we obtain that r is in Equ(G)s. By Corollary 3.2, r is a component of the least solution
of a polynomial system in normal form. By Theorem 3.3, there exists a *nite automaton
in normal form whose behavior is equal to r.
Example 3.1 (Compare with Example 3:2 of Courcelle [7]). We use the notation of
Example 2.1. Let N∞ be our basic semiring.
(i) We consider I = {1; r} for some r¿ 2. These I -valent planted plane trees are
called r-valent planted plane trees.
Consider the polynomial system on P consisting of the single equation
y=ext(1) + ext([y]r−1):
Then, by Example 2.1, its least solution is the characteristic series of the set of r-valent
trees. Hence, this characteristic series of the r-valent trees is in Equ(P).
(ii) We consider I = {i | i ≡ 1mod r} for some r¿ 2. These I -valent planted plane
trees are called mod r-valent planted plane trees. We will show that the characteristic
series of the set of mod r-valent planted plane trees is in Equ(P).
Consider the polynomial system
y1 = ext(y2) + ext(1);
y2 = [y1]r + ‖(y2; [y1]r);
on P and denote its least solution by ("1; "2). It can easily be veri*ed that "1 is the
characteristic series of mod r-valent planted plane trees and "2 is the characteristic
series of the plane trees whose root has valency congruent 0 modulo r, while all other
nodes have a valency congruent 1 modulo r. (See also Example 3.2 of Courcelle [7].)
Analogously, to Example 2.1, we obtain the system
y1 = zy2 + z2;
y2 =
1
zr−1
yr1 +
1
zr
yr1y2
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on zz∗. Let " be the *rst component of its least solution. Then "=
∑
n¿1 u(n)z
n, where
u(n) is the number of mod r-valent planted plane trees with n nodes. Elimination of
y2 yields the equation
zr+2 − zry1 + yr+11 = 0:
This equation is solved in Kuich [19].
Example 3.2 (Compare with Examples 3:3 and 3:22 of Courcelle [7]). We use the
notation of Example 2.2 and consider the polynomial system consisting of a single
equation
y= ‖(y; y) + •(y; y) + e:
Let " be its least solution. The graphs in the support of " are called series-parallel
graphs (with two sources).
The mapping % that assigns to each graph in G its number of edges is a span-
ning function of order 1 for G: Let G1 and G2 be arbitrary graphs in G. Then
%(‖(G1; G2))= %(•(G1; G2))= %(G1) + %(G2)¿max{%(G1); %(G2)} if min{%(G1);
%(G2)}¿ 0, i.e. if G1 and G2 contain at least one edge. Since our polynomial system
is of rank 1, " is of order 1 and is the unique solution of order 1.
Let 〈N∞[[z21z∗1 z2z∗2 ]]; ‖; •; z21z2;+; 0〉 be the +-monoid with the following operations:
‖(r; r′)= 1
z21
rr′; •(r; r′)= 1
z1
rr′:
Here the brackets [[; ]] indicate that the variables z1 and z2 commute. A typical series
in N∞[[z21z∗1 z2z∗2 ]] is r=
∑
m¿2; n¿1 (r; z
m
1 z
n
2)z
m
1 z
n
2.
Let now %′ be the mapping that assigns to each graph in G its number of nodes and
consider the mapping ’ :G → z21z∗1 z2z∗2 de*ned by ’(g)= z%
′(g)
1 z
%(g)
2 ; g∈G; extend it
to h :N∞TGU→ N∞[[z21z∗1 z2z∗2 ]] by h(r)=
∑
g∈G (r; g)’(g). Then, by Lemma 2.5, h
is a +-morphism from N∞TGU into N∞[[z21z∗1 z2z∗2 ]]. By Theorem 2.6, h(") is the
least solution of
y=
1
z21
y2 +
1
z1
y2 + z21z2:
Observe that " is ambiguous: The graph consisting of two nodes and three edges has in
" the coe?cient 2. So the solution h(") cannot be used to enumerate the series-parallel
graphs.
Example 3.3 (Compare with Examples 2:1 and 3:1 of Courcelle [7]). Let Z =
{z1; : : : ; zm} be an alphabet. Let S = {s} and = {•; 7}∪Z , where • : s; s→ s; zi : s; 16
i6m, and 7 : s. Then 〈X ∗; ·; x1; : : : ; xm; 7〉, where X = {x1; : : : ; xm}; · is concatenation
and 7 is the empty word, is a -algebra. Consider now the mappings induced by
terms t; t ∈T(Yn)s. Then, for each such term t there exists a word 9∈ (X ∪ Yn)∗
such that the term t and the power series 9 induce the same mapping tˆ. (E.g. if t= •
(•(y1; z1); •(z2; y2)), z1; z2 ∈Z , then we choose 9=y1x1x2y2 and tˆ(r1; r2)= 9[r1=y1; r2=y2]
W. Kuich /Discrete Mathematics 254 (2002) 231–258 251
for r1; r2 ∈ATX ∗U.) Hence, for each term series in ATT(Yn)sU there exists a power
series in AT(X ∪Yn)∗U that induces the same mapping acting on ATX ∗U. This implies
that for each polynomial system on X ∗ there exists an algebraic system (in the sense of
Kuich [20, p. 623]) with the same least solution. This means that Equ(X ∗)s coincides
with AalgTX ∗U.
The length mapping | | :X ∗ → N is a spanning function of order 1. A term series r
is of rank 1 iK (r; t)= 0 for all t ∈T{·; 7}. A formal series r ∈ATX ∗U is of order 1 iK
(r; 7)= 0. Hence, our Theorem 2.4 is a generalization of the *rst part of Theorem 5:7
of Kuich [20]: Let yi = ri; ri ∈A〈(∪Yn)∗〉; (ri; 7)= 0; (ri; yj)= 0; 16 i; j6 n, be an
algebraic system with least solution ". Then ("; 7)= 0 and " is the only solution with
this property.
Consider now the -algebra 〈z∗; ·; z; : : : ; z; 1〉; z a symbol. Let ’ :X ∗ → z∗ be de-
*ned by ’(w)= z|w|; w∈X ∗. Then ’ is a morphism. By Lemma 2.5, the mapping
h :ATX ∗U → ATz∗U, de*ned by h(r)=∑w∈X ∗ (r; w)z|w|; r ∈ATX ∗U, is a complete
semiring morphism.
Consider now an unambiguous algebraic system yi = ri; 16 i6 n; ri ∈N∞T(X ∪
Yn)∗U with least solution ("1; : : : ; "n). Let (f1(z); : : : ; fn(z)) be the least solution of the
algebraic system yi = h(ri); 16 i6 n; h(ri)∈N∞T({z} ∪ Yn)∗U. Then, by Theorem
2.9, fi(z); 16 i6 n, is the structure generating function of the context-free language
supp("i). Essentially, this is Theorem 2 of Kuich [18].
Example 3.4 (Compare with Examples 2:2 and 3:1 of Courcelle [7]). Let X =
{x1; : : : ; xm} be an alphabet. Let S = {s} and =Z ∪ {7}, where zj : s→ s; 16 j6m,
and 7 : s, and consider the -algebra 〈X ∗; x1; : : : ; xm; 7〉, where xj(w)= xjw; w∈X ∗;
16 j6m. The terms in T(Yn) have one of the following forms: zij (zij−1 : : : (zi1 (7)) : : :)
or zij (zij−1 : : : (zi1 (yi)) : : :); 16 i1; : : : ; ij6m; j¿ 0; 16 i6 n. With respect to the in-
duced mappings they can be identi*ed with words in X ∗ ∪ X ∗Yn. Hence, for each
polynomial system on X ∗ there exists a *nite {aw | a∈A; w∈∗}-linear system (in
the sense of Kuich [20, p. 627]) with the same least solution. This means that Equ(X ∗)s
coincides with AratTX ∗U.
A *nite automaton A=(Q; a;M1; q0; P) in normal form is now given by
(i) a nonempty *nite set Q of states;
(ii) the assignment a(q)= s; q∈Q;
(iii) a transition matrix M1 of dimension Q × Q, where (M1)q;q′ is of the form∑
16j6m ajxj(z1); aj ∈A; 16 j6m;
(iv) an initial state q0;
(v) a *nal state vector P of dimension Q × 1, where Pq ∈A〈T s〉.
Consider now the *nite {aw | a∈A; w∈∗}-automaton (in the sense of Kuich [20,
p. 626]) A′=(Q;M;f; P′), where, for q; q′ ∈Q,
Mq;q′ =
∑
16j6m
((M1)q;q′ ; xj(z1))xj;
fq0 = 7; fq=0; q = q0 and P′q corresponds to Pq for q∈Q. Then ‖A‖= ‖A′‖.
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Let SATT(Y )sU ⊆ ATT(Y )sU; s∈ S, and de*ne SATT(Y )U=( SATT(Y )sU | s∈ S).
Then 〈 SATT(Y )U; +〉 is called a +-subalgebra of 〈ATT(Y )U; +〉 iK 〈 SATT(Y )U;
+〉 itself is a +-algebra. In this case SATT(Y )U is a distributive -monoid. A
+-subalgebra SATT(Y )U of ATT(Y )U is closed under scalar product iK for each
r ∈ SATT(Y )sU; s∈ S, and a∈A; ar=
∑
t∈T(Y )s a(r; t)t is again in
SATT(Y )sU.
Compare the next results with Section 3:8 of Courcelle [7]. Recall that Equ(T(Y )s)
is the collection of the components of sort s∈ S of least solutions of polynomial systems
on T(Y ) and Equ(T(Y ))= (Equ(T(Y )s) | s∈ S).
Theorem 3.6. 〈Equ(T(Y )); +〉 is a distributive -monoid closed under scalar
product containing ATT(Y )U.
Proof. (i) Consider ri ∈Equ(T(Y ))si ; i¿ 1. Then there exist polynomial systems
yi =pi; i¿ 1, on T(Y ) with mutually disjoint sets of variables such that the sort
of yi1 is si and ri is the y
i
1-component of the least solution "
i of yi =pi. Let y0 be a
new variable of sort s.
(a) The least solution of y0 =p11+p
2
1; y
1 =p1; y2 =p2, where y0 has sort s= s1 = s2,
is (r1 + r2; "1; "2). Hence Equ(T(Y )) is an S-sorted commutative monoid.
(b) Let ∈;  : s1; : : : ; sn → s. The least solution of y0 = (y11 ; : : : ; yn1); y1 =
p1; : : : ; yn=pn, is ((r1; : : : ; rn); "1; : : : ; "n). Hence, Equ(T(Y )) is a distributive -
monoid.
(ii) The least solution of y0 = ap11; y
1 =p1, is (a"11; "
1). Hence, Equ(T(Y )) is
closed under scalar product.
(iii) The least solution of y0 = r, where r ∈A〈T(Y − {y0})s〉 is r.
The proof that the constructions yield the desired results is by the Bekic rule, Bekic
[1]. (For our purposes, a special case of the Bekic rule is formulated in the next
section.)
A proof similar to that of Theorem 3.6 proves the next theorem.
Theorem 3.7. 〈Equ(G); +〉 is a distributive -monoid.
Application of Theorem 2.6 yields our next result.
Theorem 3.8. Let G and G′ be -algebras and h be a -morphism from G into G′.
If r is in Equ(G) then h(r) is in Equ(G′).
Let yi = ri; 16 i6 n; ri ∈N∞〈T(Yn)〉; (ri; t)∈{0; 1}; t ∈ supp(ri), be a polyno-
mial system. This polynomial system is now considered in three diKerent ways:
(i) It is a polynomial system on T with least solution ("1; : : : ; "n)∈N∞TT s1 U ×
· · · ×N∞TT sn U.
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(ii) It is a polynomial system on G with least solution ("′1; : : : ; "
′
n)∈N∞TGs1U ×
· · · × N∞TGsnU. By Corollary 2.7, "′i = h("i); 16 i6 n, where h is the unique
+-morphism from N∞TTU into N∞TGU.
(iii) It is an algebraic system yi = ri; 16 i6 n; ri ∈N∞T(′∪Yn)∗U; ′=∪{(; )}∪
{; }, with least solution (;1; : : : ; ;n) in (N∞T′∗U)n. (See p. 623 of Kuich [20].)
Let G=(Yn; ′; P; y1) be the context-free grammar corresponding to the algebraic
system yi = ri; 16 i6 n, of (iii). Then, by Theorem IV.1.5 of Salomaa and Soit-
tola [27] (see also Theorem 3:9 of Kuich [20]), ;i =
∑
w∈′∗ di(w)w; 16 i6 n, where
di(w) denotes the number (possibly ∞) of distinct leftmost derivations of w from the
variable yi; w∈′∗. Since there is a one-to-one correspondence between t ∈ supp("i)
and w∈ supp(;i); 16 i6 n, we obtain "i =
∑
t∈T si di(t)t. Here di(t)=di(w) if
t ∈ supp("i) corresponds to w∈ supp(;i); 16 i6 n. Hence,
"′i =
∑
g∈Gsi

 ∑
h(t)=g; t∈T si
di(t)

 g:
Let now t ∈T s and g= h(t)∈Gs; s∈ S. Then t can be considered to describe an algo-
rithm for the construction of g by help of the operations of G. Now
∑
h(t)=g; t∈T si di(t)
counts the number (possibly ∞) of distinct constructions of g∈Gsi by terms t ∈T si ;
16 i6 n.
In Section 16, Courcelle [6] considers grammars G=(S;M); S a polynomial sys-
tem, M an F-magma. Let L(S; y); y a variable, be the y-component of the least
solution in P(M(F)), where M(F) is the set of terms. Then, by de*nition, L(G; y)=
{tM | t ∈L(S; y)} ⊆ P(M), where M is the domain of M and tM ∈M is corresponding
to t ∈P(M(F)).
Our above considerations generalize these concepts. The polynomial system yi = ri;
16 i6 n, in (i) plays the roˆle of G and "i play the roˆle of L(S; yi); "′i in (ii) play the
roˆle of L(G; yi). But, additionally, in our case we are counting the number of distinct
leftmost derivations, i.e. derivation trees by (iii).
Example 3.2 (Continued). Let g be a series-parallel graph and consider ("; g). By the
above considerations, ("; g) is the number of distinct constructions of g from the graph
e by parallel and series composition. The graph consisting of two nodes and three edges
has in " the coe?cient 2 and is induced by the two terms ‖(e; ‖(e; e)) and ‖(‖(e; e); e).
Example 2.3 (Continued). The tree Tn; n¿ 2, can be constructed from the tree ext(1)
by the operation ‖ in Cn−2 distinct ways.
4. Kleene theorems for term series and formal series
We generalize the Kleene theorems for regular [17] and context-free [13] languages,
and rational [28] and algebraic [22] power series to term series and formal series. The
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Kleene theorem for term series is a slight generalization of the Kleene theorem for tree
series [3,21].
In the sequel we assume that Y contains in*nitely many variables for each sort
and that y1; : : : ; yn; y are variables in Y of sorts s1; : : : ; sn; s respectively. Consider the
system y= r on T(Y ) with just one variable y, where r is in ATT(Y )sU. We denote
its least solution by =y:r. This least solution is a term series in ATT((Y − {y}))sU.
We *rst apply a few results of the *xpoint theory of continuous functions to systems
on T(Y ).
(1) The parameter identity. Let r ∈ATT(Y )sU and denote r′= =y:r. Let yi =y and
"i ∈ATT(Y )siU; 16 i6 n. Then r′["1=y1; : : : ; "n=yn] = =y:(r["1=y1; : : : ; "n=yn]). (See
Proposition 2:2 of TEsik and Kuich [8].)
(2) The Bekic rule [1]. Consider the system yi = ri; 16 i6 n, ri ∈ATT(Y )siU,
on T(Y ) and m∈{1; : : : ; n}. Let (m+1; : : : ; n) be the least solution of the system
yi = ri; m+16 i6 n. Furthermore, let ("1; : : : ; "m) be the least solution of the system
yi = ri[m+1=ym+1; : : : ; n=yn]; 16 i6m. Then ("1; : : : ; "m; m+1["1=y1; : : : ; "m=ym]; : : : ;
n["1=y1; : : : ; "m=ym]) is the least solution of the original system yi = ri; 16 i6 n. (See
Theorem 2.3 of TEsik and Kuich [8].)
Let SATT(Y )U be a +-subalgebra of ATT(Y )U. Then SATT(Y )U is called ra-
tionally closed iK SATT(Y )U is closed under scalar product, and for all r ∈ SATT(Y )sU
and all y∈Ys; s∈ S, the term series =y:r is again in SATT(Y )sU. By de*nition
AratTT(Y )U=(AratTT(Y )sU | s∈ S) is the least rationally closed distributive
-monoid that contains A〈T(Y )〉. We will show that Equ(T(Y )) and AratTT(Y )U
coincide.
The next theorem shows that AratTT(Y )U is closed under substitution.
Theorem 4.1. Assume that r ∈AratTT(Y )sU for some s∈ S and "i ∈AratTT(Y )siU,
16 i6 n. Then r["1=y1; : : : ; "n=yn]∈AratTT(Y )sU.
Proof. The proof is by induction on the number of applications of operations ˆ,
∈, + and = to generate r.
(i) Consider a polynomial r ∈A〈T(Y )s〉. Then r["1=y1; : : : ; "n=yn] is generated from
"1; : : : ; "n and appropriate variables by applications of sum, ˆ for ∈ and scalar
product. Hence r["1=y1; : : : ; "n=yn] is in AratTT(Y )sU.
(ii) We only prove the case of the operator =. Let r ∈ATT(Y )sU. Without loss
of generality, we assume that r= =y:r′, r′ ∈AratTT(Y )sU, where y =yi, 16 i6 n.
(The variable y is ‘bound’.) Then, by the parameter identity, r["1=y1; : : : ; "n=yn] = =y:r′
["1=y1; : : : ; "n=yn]. Now we apply the induction hypothesis.
Recall that Equ(T(Y )s) is the collection of the components of sort s∈ S of least
solutions of polynomial systems on T(Y ) and Equ(T(Y ))= (Equ(T(Y )s) | s∈ S).
The next two theorems will prove that Equ(T(Y ))=AratTT(Y )U.
Theorem 4.2. Equ(T(Y )s) ⊆ AratTT(Y )sU for all s∈ S.
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Proof. The proof is by induction on the number of equations of the polynomial
systems.
(i) Assume that r ∈Equ(T(Y )s) is the least solution of the polynomial system
consisting of the single equation y= r′. Then r= =y:r′ ∈AratTT(Y )sU.
(ii) Assume that r ∈Equ(T(Y )s) is the y-component of the least solution of the
polynomial system y= r0, yi = ri, 16 i6 n, n¿ 1. Let ("1; : : : ; "n) be the least solu-
tion of the polynomial system yi = ri, 16 i6 n. By our induction hypothesis, we infer
that "i ∈AratTT(Y )siU, 16 i6 n. Since r0 is a polynomial, it is in AratTT(Y )sU.
Hence, by Theorem 4.1, r0["1=y1; : : : ; "n=yn] is in AratTT(Y )sU. This implies that
=y:(r0["1=y1; : : : ; "n=yn]) is in AratTT(Y )sU, too. By the Bekic rule we obtain
r= =y:(r0["1=y1; : : : ; "n=yn]) and our theorem is proved.
We now show the converse to Theorem 4.2.
Theorem 4.3. AratTT(Y )sU ⊆ Equ(T(Y )s) for all s∈ S.
Proof. We show that Equ(T(Y )) is a rationally closed distributive -monoid that
contains A〈T(Y )〉. By Theorem 3.6 we have only to show that, for r ∈Equ(T(Y )s),
=y:r is again in Equ(T(Y )s).
Let ("1; : : : ; "n) be the least solution of the polynomial system yi = ri, 16 i6 n, and
assume that r= "1. Consider now the polynomial system y=y1, yi = ri, 16 i6 n.
Then, by the Bekic rule, =y:"1 = =y:r is the y-component of its least solution.
Corollary 4.4. AratTT(Y )U=Equ(T(Y )).
Analogous to regular expressions (see [26]) and Y -expressions (see [9]) we now
de*ne term expressions.
Assume that A; ; Y , considered as alphabets, and U = {+; ·; =; (; ); [; ]} ∪ {; }
are mutually disjoint. A word E over A ∪  ∪ Y ∪ U is a term expression of sort s,
s∈ S, iK
(i) E is a symbol of Ys;
(ii) E is of the form [E1 + E2], where E1 and E2 are term expressions of sort s;
(iii) E is of the form (E1; : : : ; En), where ∈,  : s1; : : : ; sn → s, and Ej is a term
expression of sort sj, 16 j6 n, n¿ 0;
(iv) E is of the form aE1, where a∈A and E1 is a term expression of sort s;
(v) E is of the form =y:E1, where y is a variable of sort s and E1 is a term expression
of sort s.
Each term expression E of sort s denotes a term series |E| in ATT(Y )sU, s∈ S,
according to the following conventions:
(i) the term series denoted by y∈Ys is 1 · y;
(ii) if E1 and E2 are term expressions of sort s then |E1 + E2|= |E1|+ |E2|;
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(iii) if ∈,  : s1; : : : ; sn → s, and Ej is a term expression of sort sj, 16 j6 n,
n¿ 0, then |(E1; : : : ; En)|= ˆ(|E1|; : : : ; |En|);
(iv) if a∈A and E1 is a term series of sort s then |aE1|=
∑
t∈T (Y )s a(|E1|; t)t (scalar
product);
(v) if y∈Ys and E1 is a term expression of sort s then |=y:E1|= =y:|E1|.
Let ? be a mapping from the set of term expressions into the *nite subsets of Y
de*ned by
(i) ?(y)= {y}, y∈Y ;
(ii) ?([E1 + E2])=?(E1) ∪ ?(E2);
(iii) ?((E1; : : : ; En))=?(E1) ∪ · · · ∪ ?(En);
(iv) ?(aE1)=?(E1);
(v) ?(=y:E1)=?(E1)− {y}, y∈Y .
Given a term expression E, ?(E) ⊂ Y contains the ‘free variables’ of E. This means
that |E| is a term series in ATT(?(E))sU if E is of sort s, s∈ S.
Corollary 4.4 and the above de*nitions yield the following further corollaries.
Corollary 4.5. A term series r is in Equ(T(Y )s); s∈ S, i< there exists a term ex-
pression E of sort s such that r= |E|.
Corollary 4.6. A term series r is in Equ(T(Y )s) ∩ ATT({y1; : : : ; yn})sU, y1; : : : ; yn
variables; i< there exists a term expression E of sort s such that r= |E| and
?(E)= {y1; : : : ; yn}.
The next corollary can be considered as a Kleene theorem for (Equ(T(Y )s) ∩
ATT sU | s∈ S).
Corollary 4.7. A term series r is in Equ(T(Y )s)∩ATT sU i< r is in AratTT(Y )sU∩
ATT sU i< there exists a term expression E of sort s such that r= |E| and ?(E)= ∅.
The next corollary is implied by Corollary 2.7. It can be considered as a Kleene
theorem for Equ(G).
Corollary 4.8. Equ(Gs)= {rˆ | r ∈AratTT(Y )sU ∩ ATT sU}, s∈ S.
Corollary 4.9. A formal series r is in Equ(Gs) i< there exists a term expression E
of sort s with ?(E)= ∅ and r= rˆ′, where r′= |E|.
Example 4.1. We deal with the planted plane trees of Examples 2.1 and 3.1. Our basic
semiring is N∞. Consider the polynomial system
y1 = ext(y2) + ext(1);
y2 = ‖(y1; y1) + ‖(y2; ‖(y1; y1));
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and denote its least solution by ("1; "2). By Example 3.1, "1 is the characteristic series
of the mod 2-valent planted plane trees.
We now de*ne terms 〈y1〉k , k¿ 0, in T({y1}) as follows:
〈y1〉0 = 1; 〈y1〉1 = ‖(y1; y1); 〈y1〉k+1 = ‖(〈y1〉k ; ‖(y1; y1)); k¿ 1;
and obtain as least solution of the second equation
=y2:(‖(y1; y1) + ‖(y2; ‖(y1; y1)))=
∑
k¿1
〈y1〉k :
Substitution of this solution into the *rst equation yields the equation
y1 = ext
(∑
k¿1
〈y1〉k
)
+ ext(1)=
∑
k¿0
ext(〈y1〉k):
By the Bekic rule, the least solution of this equation equals "1, and "2 =
∑
k¿1 〈y1〉k
["1=y1]. De*ne the term expressions
E2 = =y2:[‖(y1; y1) + ‖(y2; ‖(y1; y1))]; ?(E2)= {y1}
and
E1 = =y1:[ext(E2) + ext(1)]; ?(E1)= ∅:
Then "1 = rˆ, where r= |E1|.
Example 4.2. We consider the algebraic systems of Example 3.3. In this case,
Corollary 4.8 is the Kleene theorem for algebraic power series (see [22]). If A=B,
then Corollary 4.8 is the Kleene theorem for context-free languages (see [13]).
Example 4.3. We consider the linear systems of Example 3.4. In this case, Corollary
4.8 is the Kleene theorem for rational power series (see [28]). If A=B, then Corollary
4.8 is the classical Kleene theorem for regular languages (see [17]). This is seen by
the following equality:
=y:(ry + r′)= r∗r′; r; r′ ∈AT((Y − {y}) ∪ X )∗U:
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