Comparative modeling methods can consistently produce reliable structural models for protein sequences with more than 25% sequence identity to proteins with known structure. However, there is a good chance that also sequences with lower sequence identity have their structural components represented in structural databases. To this end, we present a novel fragment-based method using sets of structurally similar local fragments of proteins. The approach differs from other fragment-based methods that use only single backbone fragments. Instead, we use a library of groups containing sets of sequence fragments with geometrically similar local structures and extract sequence related properties to assign these specific geometrical conformations to target sequences. We test the ability of the approach to recognize correct SCOP folds for 273 sequences from the 49 most popular folds. 49% of these sequences have the correct fold as their top prediction, while 82% have the correct fold in one of the top five predictions. Moreover, the approach shows no performance reduction on a subset of sequence targets with less than 10% sequence identity to any protein used to build the library. Contact: janko@lcb.uu.se
INTRODUCTION
Knowing the structure of proteins is critical for understanding their functional roles in living organisms. However, solving a protein structure experimentally using X-ray crystallography or nuclear magnetic resonance techniques is a time consuming task. Moreover, these attempts are not always successful. At the same time, the number of new protein sequences, produced by the genome sequencing projects, grows exponentially compared to the number of solved protein structures. * To whom correspondence shoudl be addressed.
As of March 2003, there are over 1.3 million sequences in the non-redundant peptide database managed by the NCBI (ftp://ftp.ncbi.nih.gov/) and only a little over 19 thousand structures in the protein data bank (PDB, http://www.rcsb.org/pdb/, Berman et al. (2000) ). Computational modeling seems to be the only way to close this growing gap. Unfortunately, such methods have not yet been able to crack nature's algorithm for building structure from sequence although reasonably good predictions can be made for a vast range of protein sequences (CASP5, http://predictioncenter.llnl.gov/casp5/).
Quality of modern protein structure predictions heavily depends on the possibility of finding good template structure(s) for the model. Similar amino acid sequences tend to fold into similar protein structures, and higher sequence similarity to sequences with known structures yields, in general, better 3D models. Hence, results from comparative modeling (i.e. models obtained by starting from aligning the target sequence to template sequences with already determined structures) become less reliable with the decrease in sequence similarity between the target and its template(s). With the current level of knowledge in structural biology and the available analysis tools, it is fairly safe to conclude that two proteins have the same fold if about 25% of their residues are identical (Lesk, 2001) . And although sequence identity and sequence similarity alone are poor measures of structural relatedness (Abagyan and Batalov, 1997) and comparative modeling methods may sometimes yield fairly good predictions even well below the 25% level (e.g. Venclovas, 2001) , in general these methods break down in the so-called twilight zone of sequence identity because of typically low statistical significance of the sequence alignments (Sommer et al., 2002) .
The problem of assigning folds to proteins with weak sequence identities attracted considerable attention in the last decade (e.g. An and Friesner, 2002; Bowie et al., 1991; Fischer and Eisenberg, 1996; Geourjon et al., 2001; Jones et al., 1992; McGuffin and Jones, 2002; Panchenko et al., 2000; Russell et al., 1997) . Although it is not always possible to find a structural homologue for the target protein, there is a good chance that the structural components needed to build the whole structure exist in the structural databases also for targets with almost (or even completely) undetectable sequence similarity (Taylor, 1994) . The so-called fragment-based methods (Bystroff and Baker, 1998; Claessens et al., 1989; Fidelis et al., 1994; Han and Baker, 1995; Hunter and Subramaniam, 2003; Levitt, 1992; Orengo and Taylor, 1993; Simons et al., 1997) have proven very promising for both fold recognition and ab initio protein structure modeling.
In this paper we present a new fragment-based method that deals with not only one sequence fragment at a time, but with all fragments that come close to each other in the 3D space. To this end, we have developed the concept of structural descriptors (Kryshtafovych and Fidelis, 2003) . In simplified terms, a structural descriptor is a set of protein backbone fragments residing within a spatial neighborhood of a specific residue. By calculating descriptors for a variety of proteins available in PDB, then clustering structurally similar descriptors into groups and finally reorganizing these groups with respect to redundancy, we have created a library of popular geometrical substructures of proteins. Extracting sequence-related properties from these groups reveals links between descriptor geometries and their sequence content. It has been shown that short pieces of sequences composed of identical amino acids not necessarily accept the same fold (Abagyan and Batalov, 1997) . However, our assumption is that in the environmental context of groups, sequence information reflects the propensity of proteins to accommodate a particular substructure. Using this information we can assign specific geometrical conformations to the target protein and, in principle, assemble the protein structure from the local substructures in our library. Spatial environments have recently also been used by others, although not to predict protein structure from sequence but for the purpose of pairwise (Nakayama and Willett, 2002) and multiple (Leibowitz et al., 2001 ) structural alignment of proteins with already known structure.
Although our methodology provides a general approach to structural modeling, here we will explore only its ability to assign amino acid sequences to different structural bins as defined by folds in the SCOP hierarchy (Murzin et al., 1995) . This way of doing structural protein prediction is often referred to as fold recognition † . We obtained good predictions (the correct fold being one of the top five † In literature the term fold recognition is often used in a wider sense, implying finding also an alignment between the sequence of the target and the template (e.g. Lemer et al., 1995) . predicted folds) for 82% of 273 domains taken from the 49 most popular folds in SCOP as defined by descriptor group coverage. The approach showed no performance reduction for the subset of sequence domains with less than 10% sequence identity to any protein used to build the library. Though it is difficult to compare performance of different methods applied to different sets of data, some parallels can be made to similar fold recognition studies, e.g. Fischer and Eisenberg (1996) ; Ding and Dubchak (2001) ; He et al. (2002) ; Kersting et al. (2003) .
In what follows we will give a general and reasonably formal description of the methodology, outline some implementation specific details, report results from applying the framework to data from the ASTRAL (Brenner et al., 2000) and SCOP databases, and, finally, discuss the results and future improvements of the approach.
METHODS
Our method consists of four consecutive, fairly independent steps: definition of descriptors, clustering structurally similar descriptors into groups, processing sequence information in these groups and, finally, producing propensity ranks for the test sequences in terms of belonging to polled folds. The focus of this paper is on the last two steps. Sequence-derived properties in terms of signal vectors are iteratively extracted from groups in a greedy boosting framework. The ability of the signal to discriminate proteins with the correct local structure from others is tested and refined using a genetic algorithm. The sequence-derived signals are used to assign their corresponding groups to target sequences. Fold recognition is done by letting each assigned group cast votes in favor of a particular fold.
Descriptors
A local descriptor of protein structure is a small substructure of a protein that encompasses one or more backbone fragments localized around the amino acid residue (Fig. 1b) . To build a descriptor for a particular residue (the origin of the descriptor), we check distances between this residue and all other residues in the protein. If some residue is less than 6.5Å away from the descriptor origin, we add that residue and its four closest sequence neighbors (two on each side) to the descriptor. Assembled in such a manner, descriptors may consist of several continuous segments of 5 or more residues. Each descriptor is assigned an identification tag which reflects information about the domain of its belonging (according to the ASTRAL nomenclature) as well as the number of the central residue (e.g. 1e43a2#231 is the descriptor from protein 1e43, chain a, domain 2 with origin at residue number 231). The structure of the whole group (i.e. structure of all descriptors in the group). The images were created using RASMOL (Sayle and Milner-White, 1995) and MOLSCRIPT (Kraulis, 1991) .
Groups
A group is a set of descriptors structurally similar to one specific (seed) descriptor (Fig. 1a,c) . To compare descriptors we have developed a multilevel structural similarity function (SSF) in which two descriptors should pass several requirements in order to be considered similar and hence be clustered into the same group. In general, a decision on the similarity of descriptors is made by comparing the following parameters: number and length of segments, shape of individual segments, number of geometrically similar segments and the overall fit quality in terms of the RMSD score of their superposition. We can regulate tightness of the groups by adjusting SSF cutoffs: looser similarity requirements give bigger deviation in shapes of descriptor segments and result in larger groups. An important property of the comparison procedure is that it not only finds descriptors similar to the seed descriptor but also establishes the one-to-one correspondence of residues. This allows us to carry out subsequent analysis of the sequence content at a specific position in a typical geometrical environment of the descriptor group.
Descriptors and subsequently groups can eventually be built for every residue in any selected set of proteins. According to the grouping rules, the same descriptor may be located in different groups, indicating that both groups represent (to some extent) similar geometrical conformations. If two descriptors are very close structurally, their groups will contain a big portion of the same descriptors. On a larger scale this results in a high level of group redundancy. Statistical analysis shows that for a relatively big protein database (several thousand domains) only approximately 0.5% of the total number of descriptors in the groups are different descriptors. To cope with this situation and keep redundancy at a low level, we either (depending on the size of the group) join overlapping groups or remove the smaller of two overlapping groups from our library. In the end we obtain groups that represent relatively different geometrical structures from the initial set of proteins.
Signal extraction
For the purpose of signal extraction, we formally define a group G as a set of n s matrices S S S l (G = {S S S 1 , S S S 2 , ..., S S S l , ..., S S S n s }). S S S l = {a i j } is an n × m l matrix where a i j is the amino acid in position j (on segment l) for descriptor i. To address the inverse folding problem on the local scale, i.e. to find which segment specific sequence patterns are responsible for the structure of their descriptor group, we are using sequence-derived features or so-called substitution groups rather than just simple amino acid names. A substitution group is a set of amino acids that share a common property. These amino acids are therefore more likely found substituting each other in structurally similar regions of different proteins. If we use n f different features, each segment will be an
is a member of substitution group k and 0 otherwise. Note that f i( jk) in the standard matrix notation would be written f iq where q = ( j − 1) * n f + k. The new syntax is introduced to explicitly show that we deal with feature k in position j.
For each segment we want to extract sequence-derived properties (subsequently called signals) that can be used to assign this segment to a specific location on a target sequence. As a basis for extracting signals, we use frequency probabilities (i.e. probability estimates calculated by counting occurrences). The frequency probability for feature k occuring in position j iŝ
The question now is whether our observed frequency probability is higher or lower than what we would expect by chance. To answer this question we use bootstrap sampling (Efron and Tibshirani, 1993) . First, let P k be the a priori probability that an arbitrary amino acid possesses feature k. Using this probability we generate B samples of size n, the so-called bootstrap samples. LetP b,n k be the frequency probability of observing feature k in the b th bootstrap sample (of size n), and letP
be an ordering of the B bootstrap estimated frequency probabilities from the lowest to the highest value. The interval
] may now be considered a 99% confidence interval for these probabilities. Since the bootstrap samples are generated from an a priori probability, we may consider them random data and, accordingly, we may define a significant frequency probability (calculated from a descriptor group) to be a value outside the 99% confidence interval. This means that a significant frequency probability is a value that is very unlikely to be observed in random data. Naturally, our groups are organized according to structural similarities and should therefore exhibit sequence-related similarity larger than random data. Finally, letσ rand,n k denote the standard deviation of the B bootstrap estimated frequency probabilities for feature k.
Using frequency probabilities (Eq. 1) and bootstrap estimates, we may extract a 1 × (m l * n f ) signal vector s s s l = {s ( jk) } from each segment such that
Thus, s ( jk) is the fraction of amino acids in position j that are members of substitution group k, measured relative to random data. A positive value shows how much more often the feature occurs compared to what we observe in random data, while a negative value shows how much less often the feature occurs compared to what we observe in random data. Only values corresponding to significant frequency probabilities are different from zero in Eq. 2 and such values will henceforth be called significant signals.
Signal matching
Defining significant signals is the first step towards obtaining signal vectors that capture the uniqness of a group and hence may be able to discriminate proteins containing the corresponding local structure from other proteins. Next, we will define a framework for using the signal vectors to assign a group to a target sequence. Let the target sequence be a 1 × n t vector T T T = {a j } and let the corresponding featurized target be a 1 
Remember that m l is the length of segment l. When the signs of the vector elements are equal, the score will increase according to the strength of the signal, whereas when the signs are different the score will decrease accordingly.
The match between the target sequence and the group (i.e. all the n s signal vectors extracted from the group) is defined by the score
and the corresponding target specific positions
provided that the following global criteria are met:
are non-overlapping;
• the predicted secondary structure of
is in agreement with the secondary structure of segment S S S l ;
• the order of p 1 , p 2 , ..., p n s (i.e. the order of the assigned segments along the target sequence) is the same as the segment order of at least one descriptor in the group ‡ .
Eq. 3 simply states that the match between the target and the group is the sum of the optimal individual matches of each segment. The global criteria, however, restrict the number of positions at which the segments can be assigned so that obviously wrong assignments are easily avoided. Secondary structure may be predicted by any external method prior to the assignment of groups.
Testing discriminatory power
The ability to match a group with a target sequence using the extracted signal vectors permits us to test the discriminatory power of the signals. Consider the set P P P of proteins represented in the group and the setP P P of an equal number of randomly selected proteins not represented in the group. Matching the signal vectors of the group with the proteins in P P P andP P P gives us two sets of scores denoted
respectively. An acceptance threshold τ can now be defined so that it maximizes the sum sensitivity + specificity, where sensitivity is the fraction of scores in M M M higher than τ , and specificity is the fraction of scores in M M M lower than τ . Consequently, the acceptance threshold decides whether a score is sufficiently high to actually assign the group to the target, or, equivalently, whether we believe that the target includes the local structure defined by the group. Boosting (Schapire, 1990 ) is a commonly used technique in machine learning (Mitchell, 1997) where a set of weights is maintained over the training examples. A model is induced using the weights and the training examples are predicted using this model. The weights are then updated so that the weights of wrongly predicted examples are increased while weights of correctly predicted examples are decreased. The cycle is repeated to create several models that emphasize different aspects of the data.
We apply a greedy boosting approach to our signal extraction problem in which correctly predicted proteins are removed from the group before a new set of signal vectors is extracted. Each iteration results in one set of signal vectors and one corresponding acceptance threshold. When assigning a group to a target sequence, the boosted sets ‡ arg max of signal vectors are sequentially applied to the target until one of them produces a match that is higher than the acceptance threshold or until all signal sets are tried. The boosting approach lets us capture different sequence clusters within a group with different signals. This can considerably increase the sensitivity of the method. However, it is important that the specificity associated with each acceptance threshold is kept high, since, in order to assign the group, it is sufficient that only one set of boosted signal vectors results in a matching score higher than its corresponding threshold.
Signal selection
Although a signal may be much stronger than what we can find in random data, it does not necessarily imply that it will help us discriminate proteins with the correct local structure. To this end, we employ a genetic algorithm that selects a subset of significant signals that best discriminate target sequences. The Genetic Algorithm is used inside each boosting iteration and chooses the subset such that the score associated with the acceptance threshold (i.e. sensitivity + specificity) is optimized.
Genetic algorithms (Holland, 1962; Mitchell, 1997 ) are used to solve searching problems where solutions can be coded as strings of 0's and 1's. An initial population of solutions is randomly generated and evaluated. The best solutions are then iteratively selected to generate a new population using genetic operators like mutation and crossover. In our case, a mask is defined over all signal vectors. A 1 means that the corresponding signal is used when scoring the signal vectors against the target sequence, while a 0 means that the signal does not contribute to the score. The masks are indirectly evaluated through the performance of the acceptance threshold, as before.
Fold recognition
For the purpose of fold recognition, groups are compiled inside folds (the so-called fold-oriented groups) so that all descriptors in a group come from proteins classified to the same fold. When predicting the fold of a target sequence, each group is matched using the signal vectors and subsequently only the ones with a score higher than the corresponding acceptance threshold are assigned. The assigned groups then cast one vote each to their corresponding fold. Since the number of groups associated with different folds may vary, the votes need to be normalized by an appropriate factor. Also, not all proteins are represented in all groups from their folds. Hence, we calculate the average number of groups in which proteins from one fold are represented and use this number to normalize the votes obtained for the fold. We finally normalize the votes so that their sum equals unity. The folds that received votes are now considered predictions with certainty given by their vote-fractions.
IMPLEMENTATION DETAILS
Several implementation details were left out in the Methods section to enhance readability. They will therefore be specified here.
Substitution groups: We used the 258 substitution groups (features) proposed by Yu (2001) . This means that each position in any given segment has an opportunity to produce at most 258 significant signals.
Bootstrap sampling: We drew B = 1000 samples of size n from each a priori probability to generate random data for each feature (n is the size of the involved group).
Discriminatory power: To assess the discriminatory power of the signals, we tested them on a set of proteins represented in the group (positive test) and a set of randomly drawn proteins not in the group (negative test). In this paper, where fold recognition is the main objective, we also required that the negative test only included proteins from other folds than the fold associated with the group. Although the main rule was to have the same number of proteins in both sets, too few negative test proteins might result in signals that work well for these proteins, but do not generalize to unseen cases (this phenomenon is often referred to as overfitting). We therefore required at least 20 proteins in the negative test.
Multiple alignment: Rather than constructing the featurized target vector from a single sequence of a target, we used PSI-BLAST (Altschul et al., 1997) to obtain the position-specific scoring matrix from a set of sequentially related proteins. Each element in the scoring matrix gives the log-likelihood of that particular amino acid substituting the corresponding amino acid in the target. Hence, the 1 × (n t * n f ) vector T T T f = {t ( jk) }, representing the target, is constructed so that t ( jk) = 1, if position j has a positive log-likelihood for feature k and t ( jk) = −1, if position j has a negative log-likelihood.
Signal matching: Obviously, finding the optimal match between a target sequence and the signal vectors is a computationally costly search (see Eq. 3). If the target is n t amino acids long and there are n s segments (signal vectors), then the search is of complexity O(n n s t ), 1 ≤ n s ≤ 9 (i.e. there are n n s t possible descriptors that can be assembled from the matches of the individual segments). This is not computationally attractive considering the fact that this search also is performed inside the evaluation function of a genetic algorithm. Of course, there will in practice be much fewer than n n s t possible descriptors, since several combinations are removed due to secondary structure inconsistency, overlapping segments or wrong segment order (again see Eq. 3). In this paper we did an exhaustive search among the five best matches for each signal vector. Hence, the complexity is reduced to O(5 n s ).
For secondary structure prediction we used PSIPRED (Jones, 1999) . A match between a segment and a fragment of the target sequence was accepted if the main secondary structure (the secondary structure occuring most frequently) was the same for both the group segment and the target fragment.
Boosting: In each boosting iteration we selected an acceptance threshold that maximized the sum sensitivity + specificity with an additional requirement that specificity was to be not smaller than 0.90. The stop criteria for the boosting cycle were either no improvement in the sensitivity from the last iteration, sensitivity equal to 1.0 (i.e. all the proteins in the group have been predicted correctly), or fewer than two descriptors left in the group. Consequently, it may happen that signals are extracted from only two descriptors.
Genetic algorithm: We used a standard Genetic Algorithm with elitism (the best solution from each iteration is transfered unaltered to the next iteration). We used population size equal to 30, crossover probability equal to 0.90 and mutation probability equal to 0.01. The stop criterion was no improvement in discriminatory power from one population to the next determined by the best solution.
PSI-BLAST:
We used PSI-BLAST both for multiple alignment and as a part of the secondary structure prediction using PSIPRED. In both cases, we used the nr sequence data bank from NCBI. Furthermore, we used three iterations with an E-score cutoff equal to 0.001.
Voting: Since we investigated several matches between the signal vectors and the target sequence (i.e. all legal combinations among the five best matches for each signal vector), one group might have several matches higher than its corresponding acceptance threshold. To this end, we let each group cast one vote per such match rather than only one vote altogether.
RESULTS
We now present the data used and the results obtained both for group processing and for fold recognition.
Data
We used the ASTRAL (version: ASTRAL SCOP 1.57) database for generating descriptors and fold-oriented groups. Groups with fewer than seven descriptors or fewer than three segments were not used. This resulted in 4084 groups covering 294 SCOP folds (Fig. 2) . In this paper we only compiled groups from folds including at least 5 groups with at least 20 descriptors. This resulted in 2537 groups from 49 SCOP folds (these folds can be seen in Table 1 ). The 4013 domains in ASTRAL SCOP 1.57 are subsequently referred to as the training set. 
Group processing
We processed all of the 2537 groups using the framework outlined in the Methods section. On average, boosting resulted in 1.4 sets of signal vectors from each group. The low average was mainly due to small groups which almost always were nicely modeled with one set of signal vectors. Groups with more than 20 descriptors produced 2.2 signal sets on average, while groups with more than 100 descriptors produced 3.3. Of the 258 features we employed, 25% were found to produce significant signals (as defined by the 99% confidence interval for random data) over all positions in all groups. The Genetic Algorithm selected on average 26% of the significant signals. Hence, 6.5% of all potential signals were used to match groups to target sequences. For a group of three segments and five amino acids in each segment, this means that approximately 250 properties were deemed necessary to discriminate the proteins with the correct local structure from other proteins.
For each boosted set of signal vectors, we derived an acceptance threshold by testing the signals on the proteins in the group and a set of randomly selected proteins not in the group. This resulted in an average (over all groups) sensitivity of 0.97 and a corresponding specificity also of 0.97. These estimates are clearly optimistic since the signal vectors were tested on proteins from which they were extracted. Nonetheless, this shows that our signals are able to model the proteins in the training set. Their ability to recognize unseen proteins is reported below.
We also assessed the ability of the signal vectors to align the segments to the correct positions along the protein sequences. This was done by comparing positions at descriptors and three segments, approximately 30 out of 60 sequence fragments were re-aligned to their correct locations on their corresponding proteins. This should be seen in the light of the fact that for a typical threesegmented group and a typical 300 amino acid protein the possible number of descriptors that can be assembled is 300 3 = 27 · 10 6 .
Fold recognition
As test proteins, we used protein domains in ASTRAL SCOP 1.59 that were not in ASTRAL SCOP 1.57. Of these domains, 273 came from the 49 folds we compiled groups for. Subsequently, the set of the 273 proteins is referred to as the test set. We used the extracted signal vectors from each group to assign local structures to the domains in the test set. Table 1 reports average rank for the correct fold after voting. 9 domains received no votes at all (i.e. no group passed the acceptance threshold) or no votes for the correct fold (i.e. no group from the correct fold passed the acceptance threshold) and these were given rank 49 (i.e. the lowest possible rank). The average rank for the correct fold was 5.07. Table 1 also reports the number of domains for which the correct fold was in the top five predictions. This was true for 223 out of 273 domains (82%). 135 domains (49%) also had the correct fold as their top prediction. The distribution of all the 273 domains over different ranks for the correct fold can be seen in Figure 3 .
Additionally, we performed Receiver Operating Characteristic (ROC) curve analysis on our results (Hanley and McNeil, 1982) . This analysis associates a threshold value with each fold, and only accepts a specific fold as a prediction, if its fraction of votes is higher than the threshold. Obviously, sensitivity and specificity now become a function of this threshold. Increased threshold values give lower sensitivity and higher specificity, while decreased threshold values give higher sensitivity and lower specificity. An ROC curve is the curve resulting from plotting sensitivity against specificity while letting the threshold vary from 0 to 1. The Area Under the ROC Curve (AUC) is a threshold-independent measure of prediction quality. It can be interpreted as the probability that an arbitrary protein from a specific fold F received more votes for fold F than an arbitrary protein not from fold F. Table 1 shows for each fold the AUC value and one selected threshold value with its corresponding sensitivity and specificity. The threshold values shown are the values weighting sensitivity and specificity equally. The average AUC value over all folds was 0.91. Using the thresholds in Table 1 resulted in 962 predictions for the 273 test domains (3.5 predictions per domain on average), with 242 correct predictions (89%). These threshold-dependent estimates are somewhat optimistic since the thresholds were optimized knowing the correct fold.
On average, 219 out of 2537 groups were assigned to each test domain, while 30 out of 49 folds received one or more votes. Table 2 shows an example of how one protein was predicted in terms of group assignment.
Several of the domains in the test set may have been predicted using comparative modeling. To investigate whether our prediction quality is mainly a result of correctly predicting the easy targets (homologous targets) or whether we indeed are able to extract truly generalizing properties, we investigated the rank of the correct fold for the domains in the test set with high E-score or low sequence identity to the closest parents among domains in the training set. To this end, we ran PSI-BLAST for all test domains using the training domains as the sequence data bank. Of 58 test domains with less than 10% sequence identity to the closest parent in the training set, 48 (83%) had the correct fold in the top five predictions. Moreover, of the 38 test domains with E-scores higher or equal to 1, 31 (82%) had the correct fold in the top five predictions. If we compare these performances to the 82% obtained over all test domains, no significant drop in prediction quality is observed. Fischer and Eisenberg (1996) , among others, report a significant drop in performance for targets with less than 20% sequence identity to proteins in their training set.
DISCUSSION, CONCLUSIONS AND FURTHER WORK
We have presented a novel method for fold recognition based on sequence-derived properties from groups of structurally similar descriptors. Our groups show a much ii88 
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CCEEEE ECCCCCCCCCCCCCCCCCCCCCCEEE EEECCCCC C E E E EEECCCCCCCCEEEEECCHHHCCCH H HHHHHHH H CCCCCCCCCHHHHHCCCC stronger sequence-derived similarity than random data, and we are therefore able to extract signal vectors that to a large extent (re-)assign the segments correctly to proteins in the corresponding group and, moreover, correctly discard proteins not in that group. Furthermore, our signals are able to generalize to unseen domains; 82% of the 273 test domains from 49 SCOP folds included the correct fold as one of their top five predictions. Test domains with low sequence similarity to any of the domains used to generate the groups (i.e. the training set) were not predicted any worse than domains with high sequence similarity. This is somewhat expected, since the success of the signal vectors must be due to common sequence-related properties in a group as a whole. Predicting a protein already used in group generation will not necessarily make the task that much easier, since the protein, or rather its descriptors, are buried inside groups with at least six other descriptors. We therefore consider this to be evidence that our method is able to extract abstract, generalizing properties that are common to proteins with a similar structure even when only low sequence similarity exists.
It is important to notice that the prediction quality estimates are valid only when we predict targets that are classified to one of the 49 folds. These 49 folds cover 1743 out of 4013 domains in ASTRAL SCOP 1.57. Assuming that ASTRAL includes a representative distribution of domains over the known folds, it follows that our method at present will be applicable to 43% of all protein domains with one of the known folds. Obviously, there exist folds in nature that are not yet represented in SCOP. Such proteins can never be correctly predicted using a fold recognition approach similar to what we have done in this paper. However, we might still be able to predict existing folds that are close to the correct, new fold.
At present, we have not implemented or tested a method to recognize whether a given domain belongs to one of the 49 folds or not. Also, our method has only been tested on predefined domains and not on multi-domain proteins. Both these issues will be addressed in the future. We will also work on increasing our fold coverage. In order to predict all folds we will have to generate groups across folds rather than within folds. This will increase coverage for folds with too few domains to generate their own groups. Also the current fold-oriented approach can be extended to cover 135 folds (all folds with five or more groups) or 294 folds (all folds with one or more groups) (see Fig. 2 ). In any case, the long term goal is not to predict SCOP folds (i.e. fold recognition), but to ab initio assemble structure from the assigned groups. Such a method will in many aspects be much more powerful than the present method, since it will have to include strategies for solving structural inconsistencies among the assigned groups, while the approach in this paper lets the assigned groups cast votes individually.
