Abstract. In this paper, we introduce a new method to prove the Lickorish-Millett type formulae for colored HOMFLY-PT polynomials of links.
Introduction
The HOMFLY-PT polynomial is a two variables link invariant that was first discovered by Freyd-Yetter, Lickorish-Millett, Ocneanu, Hoste and Przytycki-Traczyk. Given an oriented link L in S 3 , its HOMFLY-PT polynomial P (L, q, t) satisfies the following skein relation, tP (L + ; q, t) − t −1 P (L − ; q, t) = (q − q −1 )P (L 0 ; q, t) (1.1) where we will use the notation (L + , L − , L 0 ) to denote the Conway triple throughout this paper. Given an initial value P (U; q, t) = 1 for an unknot U, one can compute the HOMFLY-PT polynomial for a given oriented link recursively through the above formula (1.1). We can give the definition of the HOMFLY-PT polynomial through the HOMFLY-PT skein of the plane S(R 2 ). Any link diagram of a link L in S(R 2 ) will be equal to a scalar denoted by H(L; q, t). In particular, for an unknot U, H(U; q, t) = t−t −1 q−q −1 . Then the HOMFLY-PT polynomial of L is defined by P (L; q, t) = t −w(L) H(L; q, t) H(U; q, t) , (1.2) where w(L) is the writhe number of L. In Section 2, by a simple observation, we obtain the following structural theorem for HOMFLY-PT polynomials first showed by LickorishMillett in [4] . Proposition 1.1. For a link L with L components, we have the following expansions:
where z = q − q −1 . The polynomials h Furthermore, Lickorish-Millett [4] first studied the explicit expressions of the coefficient polynomials p 5−L (t) by using the similar method as in [4] . All these formulas about the coefficient polynomials p L 2g+1−L (t) will be called the "Lickorish-Millett" type formulas. In this paper, we introduce a completely new method to study these coefficient polynomials p L 2g+1−L (t). This method is motivated by the work of [6] in the proof of Labastida-Mariño-Ooguri-Vafa (LMOV) conjecture.
Let us fix some notation. For a link L with L components, let I be a subset of L = {1, 2, ..., L}. Denote by L I the sub-link obtained by removing the components whose subindices are not contained in I. For example, if L is a link of two components K 1 and K 2 , then L {2} = K 2 . For L ≥ 1 and l ≤ L, we will use the notation ∪ l s=1 I s = L to denote a nonempty disjoint ordered decomposition of the set L = {1, .., L}, i.e. every I s ⊂ L, I s = ∅ and I s ∩ I t = ∅ for s = t such that I 1 ∪ I 2 ∪ · · · ∪ I l = L, and different orders of
We introduce the intermediate invariant F (L; q, t) as follow:
H(L Is ; q, t), (1.6) where the summation ∪ l s=1 Is=L denotes the sum over all nonempty disjoint ordered decompositions ∪ l s=1 I s = L throughout this paper. In Section 3, we will prove that
where we use the notation deg z f to denote the lowest degree of
Combining the expansion formula (1.3) for H(L; q, t) and Proposition 1.2, we immediately have
where the second summation l s=1 gs=g denotes the sum over all nonnegative integers g 1 , g 2 ..., g l such that l s=1 g s = g. In fact, by using the relation (1.5), Theorem 1.3 directly gives us L−1 Lickorish-Millett type formulas for the coefficient polynomials p
For examples, when g = 0, we reprove the following result due to Lickorish-Millett ( See Proposition 22 in [4] ).
where lk(L) is the linking number of L.
When g = 1, we recover the following theorem of Kanenobu-Miyazawa (See Theorem 1.1 in [3] ).
By using Theorem 1.3, we reduce the proofs of Theorem 1.4 and Theorem 1.5 to some combinatorial identities which will be shown in Section 5.
Finally, in the appendix, for the reader's convenience, we describe the classical approach to Theorem 1.4 and Theorem 1.5 as shown in [4] and [3] with a slightly different method.
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HOMFLY-PT polynomials
The HOMFLY-PT polynomial of an oriented link L can be defined by using the framed HOMFLY-PT skein of the plane S(R 2 ) which is the set of linear combinations of oriented link diagrams, modulo two relations given in Figure 1 , where z = q − q −1 . It is easy to follow that the removal an unknot requires a multiplication by the scalar s = t−t −1 q−q −1 , i.e we have the relation showed in Figure 2 .
The planar projection of an oriented link, L, gives an oriented diagram that is denoted by D L . By using the above two relations, any diagram D L is equal to a scalar. We denote the resulting scalar by D L ∈ Λ. Then the (framed unreduced) HOMFLY-PT polynomial H(L; q, t) of the link L is defined by H(L; q, t) = D L . We use the convention = 1 for the empty diagram, for the unknot U, H(U; q, t) =
The two relations shown in Figure 1 lead to
The classical HOMFLY-PT polynomial of a link L is given by
By the observation used in [2] , for a link L with L components, we introduce the link polynomialȞ(L; q, t) defined asȞ
By comparing the numbers of components of links L + , L − , L 0 in Conway triple, the relations (2.1) and (2.2) of H(L; q, t) give uš
where ǫ = 0 if the crossing is a self-crossing of a knot, ǫ = 1 if this crossing is a crossing between two components of a link. Let U be the unknot, we haveȞ(U; q, t) = t − t −1 . By using the relations (2.5) and (2.6) recursively, we have
In other words, for a link L, there are polynomials of t denoted byȟ
, such thatȞ(L; q, t) has the following expansion:
It immediately implies the following structural formulae for H(L; q, t) and P (L; q, t).
We remark that the formula (2.9) was first showed in the paper [4] .
An intermediate invariant
In this section, we introduce an intermediate invariant whose properties imply the Lickorish-Millett type formulae. With the same notations shown in Section 1, the intermediate invariant F (L; q, t) is given by the formula (1.6)
In fact, we have a more precise structure for F (L; q, t).
., L. Let us consider a crossing which is a crossing between two different components K α and K β of L, we have
Note that on the right hand side of the above formula, only the terms that contain the crossings in the same sub-link L Is survive. By skein relation (2.1), one has
For brevity, we introduce the following notation for a link L with L componentŝ
So we only need to prove
We see that the formula (3.5) becomeŝ
Then the proof of the formula (3.7) will be finished by induction on the number of components of link.
For L = 1, let us consider a knot, K. By Proposition 2.2,
Now we assume the formula (3.7) holds for any link with number of components ≤ L−1. Let us consider a link L with L components, K α , α = 1, ..., L. If we assume the formula (3.7) does not holds for L, i.e deg zF (L; q, t) < −2, then we can find the contradiction.
We use the notation n + α,β to denote the number of positive crossings between two components K α and K β . Without loss of the generality, we assume n + α,β > 0. So we can apply the relation (3.8) to such a positive crossing in L.
Since deg zF (L 0 ; q, t) ≥ −2 by the induction hypothesis, we must have
We can also apply the relation (3.8) to the link L − recursively until the components K α and K β are separated. In this way, we finally obtain a separated linkL = ⊗ L α=1 K α , i.e. K α and K β are separated for arbitrary α = β. Then
by the combinatorial identity (5.2) in Section 5. This contradicts the statement deg zF (L; q, t) < −2. So the proof of Proposition 3.1 is completed.
We remark that Proposition 3.1 was first proved by Liu-Peng [6] in order to prove the Labastida-Mariño-Ooguri-Vafa conjecture [5, 7] .
Proofs of the Lickorish-Millett type formulae
By Proposition 2.2, for every sublink L Is of L, let I s = |I s |, the number of the elements in the set I s . we have the following expansion:
Therefore, substituting them to the formula (3.1)
For brevity, we let
These L − 1 equations will give rise to L − 1 relations of the coefficient polynomials.
In the following, we will carefully study the first two equations f L (t) = 0 and f 2−L (t) = 0 and recover some classical results of the Lickorish-Millett type formulae in [4, 3] .
We prove it by induction. We assume it holds for the number of components of link
By using the formula ( 
This suggest that, for the general L, the following formula:
Next, we will prove it by induction. Assuming it already holds for the number of components ≤ L − 1. Then for L, by formula (4.12) and using the induction hypothesis, we have
Let us consider the first summation term on the right side of the formula (4.17), it is easy to see that this term is symmetric with respect to the index {1, 2, .., L}. Thus all the items in this summation have the same coefficient. In order to determine this coefficient, without loss of generality, we only need to count the number of terms of the form
appearing in the summation
for a fixed 2 ≤ l ≤ L. It is easy to see this number is, in fact, equal to the number of different decompositions ∪ l s=1 I s = {1, 2, ··, L} such that K 1 , K 2 ∈ I i for some 1 ≤ i ≤ L. We consider two kinds of such {I 1 , I 2 , ·, ·, I l }, the first are those with some I i , such that |I i | = 2 and I i = {K 1 , K 2 }, and the second are those with some I i , such that |I i | ≥ 3, and K 1 , K 2 ∈ I i . We remark that for l = L, this number is 0. Through a straight combinatoric enumeration, we get the coefficient of h
by the formula (5.9) shown in the next section, where the summation
will also be explained. Thus the first summation in (4.17) is simplified to
Now, let us consider the second summation term in the right side of formula (4.17). We also note that this term is symmetric with respect to the index {1, .., L}. Without loss of generality, we calculate the coefficient of (4.22) in this summation. In fact, for 2 ≤ l ≤ L, we only need to count the number decompositions ∪ l s=1 I s = {1, 2, ..., L} with I i such that K 1 ∈ I i and |I i | = k, for 1 ≤ k ≤ L − 1. By a straight enumeration, this number is equal to
Therefore, we can calculate the coefficient of h
So the second summation term is simplified to
Thus, the induction is completed. We proved the formula (4.16).
By formula (1.
. Substituting them in formula (4.16), Theorem 1.5 is proved.
Some combinatorial identities
In this section, we will provide the combinatorial formulae used in Section 4. Let us fix some notation first. A partition λ is a finite sequence of positive integers (λ 1 , λ 2 , ..) such that λ 1 ≥ λ 2 ≥ · · · . The length of λ is the total number of parts in λ and denoted by ℓ(λ). The degree of λ is defined by |λ| = 
where m i (λ) denotes the number of times that i occurs in λ. We can also write a partition λ as λ = (1 m 1 (λ) 2 m 2 (λ) · · · ). For m ≥ 2, and n ≤ m, we will use the notation ∪ n i=1 S i = {1, .., m} to denote a nonempty disjoint ordered decomposition of the set {1, .., m}, i.e. every S i ⊂ {1, 2, .., m}, S i = ∅ and S i ∩ S j = ∅ for i = j such that S 1 ∪ S 2 ∪ · · · ∪ S n = {1, .., m}, and different orders of S 1 , S 2 , · · · , S n give different decompositions. The summation ∪ n i=1 S i ={1,..,m} denotes the sum over all different nonempty disjoint ordered decompositions
Proof. Let n i=1 a i = m and 1 ≤ a n ≤ ·· ≤ a 1 , through a straight combinatoric enumeration
., a n n! |Aut ((a 1 , . ., a n ))| (5.3)
Then {a 1 , ··, a n } denotes a partition λ of m with n components, λ i = a i , ℓ(λ) = n. Thus, the identity we need to prove can be reduced to
where S = {λ|λ ⊢ m, ℓ(λ) ≥ 2}. Expanding the right side of the following identity:
Here we consider a partition λ with k components, λ = (1
where S ′ = {λ|λ ⊢ m, ℓ(λ) ≥ 1}. It is clear that the coefficients of t m on the right side are zero when m ≥ 2. Equivalently, when m ≥ 2,
by noting that when l(λ) = 1, λ 1 = m.
Proof. The formula (5.9) follows from a simple computation as follow
Proof. Using the same method as in Lemma 5.1, the identity we want to prove can be reduced to
Note that, we also have the expansion
Comparing the coefficients of t m on both sides,
Hence the identity holds.
Lemma 5.4. For n ≥ 1,
Proof. This is done by straightforward computations
Appendix A. The classical approach to the Lickorish-Millett type formulas
In this section, for the reader's convenience, we give the classical approach to Theorem 1.4 and Theorem 1.5 as shown in [4] and [3] with a slightly different method from that used in [1] to study the Lickorish-Millett type formulas for Kauffman polynomials. By the formula (1.5), in fact, we only need to prove the following expressions for h L −L (t) and h 
Let L be the link with L + 1 components. Without loss of generality, we consider a negative crossing between two components K 1 and K L+1 . Applying the expansion (1.3) to the skein relation
where L − = L and L 10L+1 denotes the link L 0 where the crossing belongs to K 1 and K L+1 .
We have
Comparing the coefficient of z,
We divide the proof Lemma A.1 into two steps.
Step 1: By using the formula (A.3) recursively, we get
By comparing the coefficients of z,
Combing the formulas (A.8) and (A.10) recursively,
So we proved the formula (A.1).
Step 2: By using the formula (A.6) and (A.12) together,
So we have
and by using it recursively, we obtain
where the notation L (1)(L+1) denotes the two components K 1 and K L+1 in L are unlinked. Similarly, we apply the above procedure to a crossing between components
where the notation (t)h Therefore, we complete the proof of the formula (A.2) in Lemma A.1.
