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a b s t r a c t
Wepropose a simple probabilitymodel forMAX-2SAT instances for discussing the average-
case complexity of theMAX-2SAT problem. Ourmodel is a ‘‘planted solutionmodel’’, where
each instance is generated randomly from a target solution. We show that for a large range
of parameters, the planted solution (more precisely, one of the planted solution pairs) is the
optimal solution for the generated instance with high probability. We then give a simple
linear-time algorithm based on a message passing method, and we prove that it solves
the MAX-2SAT problem with high probability for random MAX-2SAT instances under this
planted solution model for probability parameters within a certain range.
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1. Introduction
We discuss the average-case analysis of the difficulty of MAX-SAT problems. In particular, we consider the MAX-2SAT
problem, the simplest variation of MAX-SAT problems, where input CNF formulas are restricted to those consisting of only
clauseswith two literals. MAX-SAT problems arewell known as typical NP-type hard optimization problems, and it is known
that even the MAX-2SAT problem is NP-hard, though the 2SAT problem is in P. Furthermore, it is also proved [4] that the
MAX-2SAT problem is NP-hard to approximate within a certain constant approximation ratio. However, it has been shown
that some algorithms/heuristics solve MAX-SAT problems quite well on average: [2,3], and by standard SAT solvers [5,14].
Such algorithmsmay solveMAX-2SAT as well on average. On the other hand, not somuch theoretical investigation has been
made for the average-case performance of such algorithms, in particular, on MAX-2SAT instances, compared with various
detailed studies on SAT instances.
For discussing the average-case complexity of MAX-2SAT problem, we propose one simple probability model for
generating MAX-2SAT instances, thereby giving one instance distribution for the MAX-2SAT problem. Our model is one
of the planted solution models. That is, we can guarantee (with high probability1) that a planted solution is the optimal
solution for a generated instance.
We also demonstrate that a simple linear-time algorithm can solve the MAX-2SAT with high probability when input
formulas are given under this distribution with probability parameters in a certain range. Our parameter range is for a
dense regime; we could prove that our algorithm solves the MAX-2SAT problemwith high probability for random formulas
with O(n1.5 ln n) clauses. It is an interesting open problem to show some efficient algorithm for sparse formulas. (Somewhat
related result has been shown by Scott and Sorkin [13]. They studied random 2CSP instances (including 2SAT) and showed,
among other results, some deterministic algorithm solving MAX-2CSP in polynomial time on average for random sparse
I A preliminary version of this paper was presented at the 9th Int’l Conf. on Theory and Applications of Satisfiability Testing, 2006.∗ Corresponding author.
E-mail addresses:watanabe@is.titech.ac.jp (O. Watanabe), yamamoto@tokai-u.jp (M. Yamamoto).
1 Throughout this paper, by ‘‘with high probability’’ we mean probability larger than 1− δ for a given small constant δ > 0. In the precise statements of
our results (i.e., Theorem 2.1 and Theorem 3.1), we explicitly state how δ is related to the other parameters.
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instances, i.e., formulas with linear number of clauses. The authors ask for algorithms solvingMAX-2SAT on dense instances.
But note that our distribution is different from the one considered in their paper.)
We begin by introducing some notions and notations for discussing SAT andMAX-SAT problems. Throughout this paper,
we will use n and m to denote respectively the number of variables and clauses of a given input Boolean formula. We will
use x1, . . . , xn for denoting Boolean variables. A CNF formula is a conjunction of clauses, a clause is a disjunction of literals,
and a literal is either a Boolean variable or its negation. In particular, a 2CNF formula is a formula defined as a conjunction of
clauses of two literals, where each clause is specified as (xi ∨ xj), (xi ∨ xj), (xi ∨ xj), or (xi ∨ xj), for some 1 ≤ i ≤ j ≤ n. In
this paper, we will assume that clauses are syntactically one of the above four types; e.g., there is no clause like (xj ∨ xi) for
some i < j. Note that it is possible that a formula has a clause like (xi∨ xi), (xi∨ xi), or (xi∨ xi). (Since (xi∨ xi) is semantically
the same as (xi ∨ xi), we do not allow clauses of this type. Thus, there are altogether
(n
2
) × 4 + 3n = 2n2 + n clauses.) We
will use `i to denote either xi or xi.
An assignment is a function t mapping {x1, . . . , xn} to {−1,+1}; t(xi) = +1 (resp., t(xi) = −1) means to assign true
(resp., false) to a Boolean variable xi. An assignment is also regarded as a sequence a = (a1, a2, . . . , an) of ±1’s, where
ai = t(xi) for each i, 1 ≤ i ≤ n. For a given CNF formula F , its optimal assignment is an assignment satisfying the largest
number of clauses in F . Now our MAX-2SAT problem is to find, for a given 2CNF formula of the above syntax, an optimal
assignment for the formula.
We explain our probability model for generating MAX-2SAT instances. This model is defined as a ‘‘planted solution
model’’, a method for generating a problem instance so that a target solution, which is also generated in some way, is
the answer to this instance (with high probability). In our model, we generate a sequence a = (a1, . . . , an) uniformly at
random; let a′ be its complement assignment (−a1, . . . ,−an), i.e., an assignment obtained by flipping the sign of all individual
assignments. Then we use a pair of a and a′ as a planted solution pair. For constructing a formula, we generate each clause
satisfied by both assignmentswith probability p, and it is added to the formula. Since there are n2 such clauses, the number of
clauses of this type added to the formula is on average pn2. In order tomake the formula unsatisfiable, we also generate each
clause that is unsatisfied by a (resp., a′) with probability r < p. Again on average the formula has rn(n+1)/2 clauses that are
not satisfied by a (resp., by a′). Hence, the generated formula has on average pn2+ rn(n+ 1) clauses and each assignment of
the planted solution pair fails to satisfy rn(n+ 1)/2 clauses on average. Note that under this generation model, every literal
appears with the same probability. As stated below, we prove that if p is large enough, then one of the planted solution pair
is indeed the optimal and no other assignment is as well as this optimal assignment. (See Theorem 2.1 for more detailed
statement.)
Theorem 1. For any constant δ > 0 and for sufficiently large n, if p = Ω(ln(n/δ)/n) and p/r = Ω(1), then for a randomly
generated 2CNF formula F from a random planted solution pair, with probability> 1− δ, one of the planted solution pair is the
optimal assignment of F and no other assignment satisfies as many clauses as this assignment.
Remark 1 (Alternative Probability Model). Under the above condition for p, a generated formula has, with high probability,
Ω(n log n) clauses. This condition is necessary for the above probability model, where each clause is generated
independently. On the other hand, for a probability model where the number of occurrences of each literal is fixed, we
can relax this condition and discuss random instances with O(n) clauses. Consider, for example, the following distribution.
Here we consider all 4n2 possible clauses, including, e.g., (xi ∨ xj) with i > j and (xi ∨ xi). Consider any p and r so that
both pn/2 and rn/2 are integers. Again we assume that a pair of planted solutions is (1, 1, . . . , 1) and (−1,−1, . . . ,−1).
We generate a formula (i.e., a set of clauses) uniformly at random under the constraint that each literal appears exactly
(p+ r)n times, pn times in clauses consistent with both planted solutions and rn times in clauses consistent with only one
of the planted solution pair. More specifically, we use two sequences S1 and S2, where S1 is a sequence of pn/2 copies of
x1, . . . , xn and S2 is its random permutation. Then from the first elements in both sequences in order, wemake clauses from
corresponding pairs of literals in two sequences. For example, if S1 = (x1, x1, x2, x2, x3, x3) and S2 = (x3, x2, x2, x1, x3, x1),
then we generate clauses (x1 ∨ x3), (x1 ∨ x2), ..., (x3 ∨ x1). Similarly, by using two sequences consisting of pn/2 copies of
x1, . . . , xn, we generate clauses of the form (xi ∨ xj). On the other hand, by using two sequences consisting of rn/2 copies of
x1, . . . , xn and x1, . . . , xn respectively, we generate clauses of the form (xi ∨ xj) and (xi ∨ xj). A formula consisting all these
clauses contains each literal exactly (p+ r)n times. For this probability model, we can show a property similar to the above
theorem, with a condition that p ≥ (2+ ε)r and p ≥ cε/n for some constant cε > 0. Note that the analysis of our algorithm
reported in this paper cannot be used for this probability model. (On the other hand, it is unlikely that our algorithm does
not work under this probability model.)
Next we introduce a simple message passing algorithm, and we show that its one instance, which runs in timeO(n+m),
can solve the MAX-2SAT problem correctly with high probability if input formulas are given by the above planted solution
model with parameters p and r within a certain range.
The idea of the algorithm is simple and intuitively clear. Let F be any 2CNF formula. Considers the case that x1 = −1 in
the optimal assignment of F . Suppose that there is a clause (xi∨ x1) (resp., (xi∨ x1)) in F , which can be restated as (xi → x1)
(resp., (xi → x1)). Thus, in order to satisfy this clause, we must assign−1 to xi (resp., xi). Such ‘‘negative beliefs’’ are passed
to the other literals from x1 following backwards implication edges, i.e., directed edges corresponding to implications to x1.
Then for each xi, a ‘‘belief for xi = +1’’ is computed as b(xi)− b(xi), where b(`i) is the sum of (negative) beliefs that literal
`i received. Next from literals with a negative belief, their negative beliefs are sent to the other literals through implication
edges backwards, and then beliefs are updated based on received beliefs. This process is iterated until the signs of all beliefs
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get stabled or the number of iterations reaches to a given time bound MAXSTEP. Finally, an assignment to individual xi is
computed from the sign of the final belief of xi. The other case that x1 = +1 (i.e., x1 = −1) is equally considered; we can
use one of the outputs satisfying more clauses as a solution.
For our theoretical analysis, we consider a simplified version where MAXSTEP= 2, which can be implemented to run in
O(n + m) steps. Even for this simple version, we prove that it solves the MAX-2SAT problem with high probability under
the planted solution model with nontrivial parameters p and r . (See Theorem 3.1 for more details and precise statement.)
Theorem 2. For any constant δ > 0 and for sufficiently large n, if p = Ω(√ln(n/δ)/n) and p/r = Ω(1), then for a randomly
generated 2CNF formula F from a random planted solution pair, the algorithm yields these two planted solutions (by executing
twice with different beliefs for x1) with probability> 1− δ.
Related work and open problems
There are some proposals of algorithms generating MAX-SAT instances for testing MAX-SAT algorithms [8,9,15]. These
algorithms first generate or fix a target assignment and generate an instance so that this assignment becomes an optimal
solution. Thus, they are regarded as a planted solution model. In fact, our planted solution model is based on the generation
algorithm proposed by Yamamoto [15]. Our improvement here is to introduce a planted solution pair and generate clauses
based on two symmetric planted solutions. This makes our model much simpler than the one by Yamamoto’s algorithm.
Furthermore, we can guarantee that the occurrence of all literals are statistically the same, which prevents solvers to use
‘‘majority vote’’ strategy. The same approach has been proposed [1] for generating hard sat. instances for kSAT problems.
The important difference here is the point that inconsistent clauses are also added with probability r < p. This is for
generating unsatisfiable formulas; otherwise, i.e., if only satisfiable formulas were generated, the problemwould be trivially
easy because the 2SAT problem is in P, which is different from the other kSAT problem k ≥ 3. One open problem here is to
extend our approach to MAX-kSAT problems for k ≥ 3.
Our message passing algorithm for MAX-2SAT is motivated by a modified belief propagation algorithm for graph
partitioning problems [11]. Recently, Pearl’s belief propagation [12] has been used for solving several NP-hard problems,
e.g., [7]; but it is also reported that the belief propagation may not be appropriate for solving SAT problems, because the
role of literals in each clause is not symmetric. Here we ignore positive literals (i.e., literals assigned true) and use messages
from only negative literals. On the other hand, while the belief propagation computes messages by some formula based on
the underlying probability model, our algorithm computes messages in a straightforward/naive way. It may be possible to
improve our algorithm by using more careful method for computing messages.
Our theoretical analysis of the algorithm is for a special case where MAXSTEP= 2, i.e., the case where only two updating
iterations is allowed. It is easy to see that p = Ω(n−1/2), which is close to the condition of Theorem2, is necessary; otherwise,
a message from x1 (or x1) cannot reach to the majority of literals. On the other hand, computer experiments show that by
allowing more iterations, e.g., MAXSTEP = 20 (for n = 5000), the algorithm works well for much smaller p. An important
open question is to develop some method for analyzing the algorithm’s execution for large number of iterations.
In general, it would be interesting to see whether there is some efficient algorithm that solves theMAX-2SAT problem on
average formuch smaller p. It has been known that SAT problems (under the standard planted solutionmodel) are relatively
easy if there are enough number of clauses, which may be also true for MAX-SAT problems. Under the parameter range of
Theorem 2 (i.e., p = Ω(√ln n/n), the number of clauses is on averageΘ(n√n ln n). On the other hand, our planted solution
model can be used as long as p = Ω(ln n/n), in which case generated instances have Θ(n ln n) clauses on average. This
probability distribution may be an interesting target for MAX-2SAT algorithms.
Preliminaries: the Chernoff bound
In this paper, wewill use the following version of the Chernoff bound, modified from the one in [6], precisely, from Theorem
2.3 in page 200.
Proposition 1.1. Let X1, . . . , Xn be independent random variables such that 0 ≤ Xi ≤ c for 1 ≤ i ≤ n. Let S =∑1≤i≤n Xi and
µ = E[S]. Then for any ε > 0, we have
Pr[ S ≤ (1− ε)µ ] ≤ exp
(
−ε
2µ
2c
)
· · · (1)
On the other hand, for any ε > 0,
Pr[ S ≥ (1+ ε)µ ] ≤
{
exp
(
− ε2µ3c
)
if ε ≤ 1 · · · (2)
exp
(− εµ3c ) if ε > 1 · · · (3)
Proposition 1.2. Let X1, . . . , Xn be independent random variables such that 0 ≤ Xi ≤ c for 1 ≤ i ≤ n. Let S =∑1≤i≤n Xi and
µ = E[S]. Then for any µ′ ≥ µ and for any ε > 0, we have
Pr[ S ≥ (1+ ε)µ′ ] ≤
exp
(
− ε2µ′3c
)
if εµ′ ≤ µ · · · (4)
exp
(
− εµ′3c
)
if εµ′ > µ · · · (5)
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Proof. Let ε′ = ε(µ′/µ) > 0. Then,
Pr[ S ≥ (1+ ε)µ′ ] = Pr[ S ≥ (1+ ε′(µ/µ′))µ′ ]
≤ Pr[ S ≥ (1+ ε′)µ ].
From the above proposition,
Pr[ S ≥ (1+ ε′)µ ] ≤
exp
(
− ε′2µ3c
)
≤ exp
(
− ε2µ′3c
)
if ε′ ≤ 1
exp
(
− ε′µ3c
)
≤ exp
(
− εµ′3c
)
if ε′ > 1.
Combining these two inequalities, this proposition follows. 
2. A planted solution model for MAX-2SAT
In this section, we define a planted solutionmodel forMAX-2SAT, our probability distribution on instances ofMAX-2SAT.
More specifically, for a given n ≥ 1, we describe a way of generating a 2CNF formula over n variables x1, . . . , xn.
Consider any assignment (a1, . . . , an), where ai ∈ {−1,+1} for 1 ≤ i ≤ n, to variables (x1, . . . , xn), and its complement
assignment (−a1, . . . ,−an), i.e., an assignment obtained by flipping all values of (a1, . . . , an). Such a pair of assignments is
used as a planted solution pair. For any planted solution pair, a clause is called consistent with the planted solution if it is
satisfied by both of two assignments of the planted solution, and it is called partially inconsistent with the planted solution
if it is not satisfied by one of them. (Note that any clause is satisfied by at least one of the planted solution pair.) Now we
generate a 2CNF formula as follows: First generate a planted solution pair uniformly at random. Then each clause of the
form (`i ∨ `j), where i ≤ j, is added to the formula, with probability p if it is consistent with the planted solution and with
probability r if it is partially inconsistent with the planted solution; see below for the case i = j.
Remark 2. Recall that `i denotes a literal either xi or xi. As explained in Introduction, we consider only clauses of the form
(`i ∨ `j) for some 1 ≤ i ≤ j ≤ n. For simplifying our analysis, we define our planted solution model so that clauses (xi ∨ xi)
and (xi ∨ xi) are respectively added to a formula with probability r , whereas a clause (xi ∨ xi) is generated with probability
p. Note that clauses like (xi ∨ xi) are satisfied by any solution. Thus, they can be ignored when discussing the optimality of
solutions.
Here in order to simplify our discussion, we will explain with one fixed planted solution, a pair of all+1 assignment and
all−1 assignment, which we call our planted solution pair; we denote them by a+ and a− respectively. For this solution pair,
clauses (xi∨xj) and (xi∨xj), where i ≤ j, are consistent and generated with probability p; on the other hand, clauses (xi∨xj)
and (xi ∨ xj) are partially inconsistent and generated with probability r .
We showbelow that if p/r ≥ 70 and p = Ω(ln n/n), then for a randomly generated formula F under this planted solution
model, one of the planted solution pairs is optimal (and no others) with high probability.
Theorem 2.1. There exists some constant cdist such that for any n ≥ 1 and for any δ > 0, if probability parameters p and r satisfy
p/r ≥ 70 and p≥ cdist ln(n/δ)/n, then for a randomly generated formula F under our planted solution model with parameters p
and r, with probability≥ 1− δ, one of the two planted solutions is an optimal assignment for F ; furthermore, there is no optimal
assignment other than the planted solution pair.
Proof. First, we explain with our planted solution pair, i.e., a pair of all +1 assignment a+ and all −1 assignment a− to n
variables x1, . . . , xn. Let F be a randomly generated formula for this planted solution pair. Our goal is to show that, with high
probability, either a+ or a− satisfies the most number of clauses in F , which cannot be achieved by any other assignment.
For our discussion, we consider a directed graph G = (V , E) naturally defined as follows: V = V+ ∪ V−, where
V+ = {v+1, . . . , v+n} and V− = {v−n, . . . , v−1}. E consists of two directed edges corresponding to a clause (`i ∨ `j), where
i ≤ j, in F . For example, for a clause (xi ∨ xj), E has two directed edges (v−i, v+j) and (v−j, v+i), each of which corresponds
to (xi → xj) and (xj → xi); clauses of the other type define two corresponding directed edges in E similarly. Here note that
a clause like (xi ∨ xi) (resp., (xi ∨ xi)) has only one corresponding directed edge, namely, the one corresponding to (xi → xi)
(resp., (xi → xi)). In order to avoid exceptional cases, we include two directed edges from v−i to v+i for (xi ∨ xi) (resp.,
two directed edges from v+i to v−i for (xi ∨ xi)). Thus, the obtained graph Gmay have multiple edges. Recall that we do not
consider clauses like (xi ∨ xi); also as mentioned in the above remark, we ignore clauses like (xi ∨ xi). Thus, the obtained
graph G has no self-loop edge.
Consider any assignment t to x1, . . . , xn. We regard this also as an assignment to V ; specifically, for each i ∈ {1, . . . , n},
define t(v+i) = t(xi) and t(v−i) = −t(v+i). In general, an assignment t to V satisfying t(v−i) = −t(v+i) for all i is called a
legal assignment; in the following whenever discussing assignments to vertices we will consider only legal assignments. It
is easy to see that a clause (` ∨ `′) is unsatisfied by t if and only if its two corresponding directed edges are from a vertex
assigned +1 to a vertex assigned −1, which we call unsatisfied edges. That is, the number of unsatisfied clauses is half of
that of the unsatisfied edges. Thus, in order to prove the theorem, we estimate the number of unsatisfied edges under an
arbitrary legal assignment to V .
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Let G[V+] and G[V−] denote subgraphs of G induced respectively by V+ and V−. First, we estimate the number of
unsatisfied edges in G[V+] and G[V−]; here wewill use a well-known fact that a random graph is almost surely an expander.
A directed graph G′ = (V ′, E ′) is said to be a d-expander if for every S ⊂ V ′ with ‖S‖ ≤ ‖V ′‖/2, the following holds:
‖E ′(S, S)‖ ≥ d‖S‖, and ‖E ′(S, S)‖ ≥ d‖S‖, where E ′(S, S) is the set of edges in E ′ from vertices in S to vertices in S. We
denote by Gn,q a distribution of graphs G′ = (V ′, E ′) over n vertices that are generated as follows: for every ordered pair
(v′i , v
′
j) of distinct vertices, generate a directed edge (v
′
i , v
′
j)with probability q as an edge of E
′. Recall that when generating
a formula F , G[V+] is generated in this way with probability parameter p, and so is G[V−]. We here show the following
expansion property.
Claim 1. For any n, any δ′ > 0, and any ε′ > 0, if q ≥ (2/ε′2) ln(4en/δ′)/n, then for a random directed graph G′ ∈ Gn,q, with
probability≥ 1− δ′, G′ = (V ′, E ′) is a (1/2− ε′)qn-expander.
Proof of the Claim. For any n, δ′ > 0, and ε′ > 0, consider any q satisfying the condition of the claim. Let S be a subset of
V ′ with size at most n/2. Let Bad(S) be an event that S does not meet the condition of a d-expander with d = (1/2− ε′)qn,
i.e., either ‖E ′(S, S)‖ < d‖S‖ or ‖E ′(S, S)‖ < d‖S‖ holds. We estimate the upper bound of Pr[ ‖E ′(S, S)‖ < d‖S‖ ]. Note
that the value of Pr[Bad(S)] is at most two times of this value. This is done by Proposition 1.1(1) in the following way: Fix
S ⊂ V ′ such that ‖S‖ ≤ n/2. For all pairs of u ∈ S and v ∈ S, we introduce independent random variables Yu,v such that
Pr[Yu,v = 1] = q and Pr[Yu,v = 0] = 1− q. Let Y =∑u∈S,v∈S Yu,v; that is, Y = ‖E ′(S, S)‖. Note that E[Y ] = q(n−‖S‖)‖S‖;
hence, we have
E[Y ] − d‖S‖ = q(n− ‖S‖)‖S‖ − d‖S‖
≥ (q(n/2)− d) · ‖S‖ = ε′qn‖S‖ > 0.
Then from Proposition 1.1(1), it follows
Pr[ Bad(S) ] ≤ 2 Pr [ ∥∥E ′ (S, S)∥∥ < d‖S‖ ]
= 2 Pr[ E[Y ] − Y > E[Y ] − d‖S‖ ]
< 2 exp
(
− (E[Y ] − d‖S‖)
2
2E[Y ]
)
≤ 2 exp
(
− (q(n/2)− d)‖S‖)
2
2q(n− ‖S‖)‖S‖
)
≤ 2 exp
(
−ε
′2qn
2
· ‖S‖
)
.
Since the probability that G′ is not d-expander is the probability that Bad(S) holds for some S ⊂ V ′, ‖S‖ ≤ n/2, we have
Pr
[⋃
S
Bad(S)
]
≤
∑
S
Pr[ Bad(S) ]
≤
n/2∑
s=1
(
n
s
)
2 exp
(
−ε
′2qn
2
· s
)
≤
n/2∑
s=1
2
(
en
s
· exp
(
−ε
′2qn
2
))s
≤
n/2∑
s=1
2
(
en · exp
(
−ε
′2qn
2
))s
.
Then the claim holds because the last one is bounded by δ′, which is argued as follows: From the assumption that q ≥
(2/ε′2) ln(4en/δ′)/n, we have en · exp(−ε′2qn/2) ≤ δ′/4; hence, we have∑s(en · exp(−ε′2qn/2))s ≤ δ′/2. (Proof of the
Claim)
Since G[V+] (resp., G[V−]) can be regarded as a random graph from Gn,p, and p ≥ c ln(n/δ)/n for some sufficiently large
constant c by our assumption, we may assume from the above claim that G[V+] and G[V−] are (1/2− ε′)pn-expanders for
some ε′, 0 < ε′ < 1/2, which will be fixed at the end. That is, for each U ∈ {V+, V−} and for every S ⊂ U , we have
‖E(S,U − S)‖ ≥ (1/2− ε′)pn‖S‖, and
‖E(U − S, S)‖ ≥ (1/2− ε′)pn‖S‖.
Now consider any legal assignment t to V that is different from our two planted solutions. By hwe denote the number of
unsatisfied edges of G under t . On the other hand, let h0 = min{|E ∩ (V+ × V−)|, |E ∩ (V− × V+)|}; that is, h0 is the number
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of unsatisfied edges by a better assignment among our two planted solutions. From now on, we estimate h and show that
h > h0 with high probability.
Let A+ and B+ be subsets of V+ assigned+1 and−1 respectively under t; on the other hand, let A− and B− be subsets of
V− assigned−1 and+1 respectively. Note that |A+| = |A−| and |B+| = |B−|, and let a and b be the number of |A+| and |B+|
respectively; we may assume that a, b ≥ 1. In the case of a ≤ b, we show that
h > ‖E ∩ (V− × V+)‖ (1)
holds with high probability. In the other case, i.e., a ≥ b, we show that h > ‖E ∩ (V+ × V−)‖ holds with high probability.
Then we can conclude h > h0. Below we will consider only the former case, i.e., the case a ≤ b.
For edges in V+ and V−, we see from the above expansion property that the number of unsatisfied edges in each of V+ and
V− is respectively at least (1/2−ε′)pn ·a; that is, min{‖E(A+, V+−A+)‖, ‖E(B−, V+−B−)‖} ≥ (1/2−ε′)pna. Consider then
edges between V+ and V−; here we estimate only the number of unsatisfied edges from V− to V+. Since any unsatisfied edge
is froma+1 vertex to a−1 vertex, unsatisfied edges are those from B− to B+. Thus,wehave h ≥ (1−2ε′)pna+|E∩(B−×B+)|,
where we decompose the last term as follows.
‖E ∩ (B− × B+)‖
= ‖E ∩ (V− × V+)‖ − ‖E ∩ (A− × V+)‖ − ‖E ∩ (B− × A+)‖
≥ ‖E ∩ (V− × V+)‖ − ‖E ∩ (A− × V+)‖ − ‖E ∩ (V− × A+)‖.
Hence, for our goal (1), it suffices to show that (1− 2ε′)pna−‖E ∩ (A−× V+)‖− ‖E ∩ (V−× A+)‖ is positive. We need the
following claim similar to the previous one:
Claim 2. Let G = (V , E) be a random graph constructed from F generated by our planted solution model with parameters p and
r. For any δ′′ > 0 and for any ε′′ > 1/10, let 0 ≤ r ′ ≤ 1 be a real number such that r ′ ≥ (6/ε′′) ln(2en/δ′′)/n. If r ≤ r ′/10,
then the probability that ‖E ∩ (A− × V+)‖ ≥ (1+ ε′′)r ′(n+ 1)a occurs for some assignment such that a ≤ b is bounded by δ′′.
The same statement also holds for ‖E ∩ (V− × A+)‖.
Proof of the Claim. The argument is almost the same as Claim 1; here we explain some important points. Consider any
assignment t , and let it be fixed for a while. We let w.l.o.g. A− = {v−1, . . . , v−a} ⊂ V−; let I1 = {1, . . . , a} and
I2 = {a + 1, . . . , n}. For any i ∈ I1, we introduce the following random variables. For any j ∈ {1, . . . , n} \ {i}, let Xij be
a random variable such that Xij = 1 if (v−i, v+j) ∈ E, and Xij = 0 otherwise. We let Xii be a random variable such that
Xii = 2 if two edges (v−i, v+i) corresponding to (xi ∨ xi) are in E, and Xii = 0 otherwise. Also define Yij = Xij + Xji for
i < j ∈ I1; note that Yij takes either 0 or 2 because Xij = Xji. Then define X =∑i∈I1,j∈I2 Xij +∑i∈I1 Xii +∑i<j∈I1 Yij so that
X = ‖E ∩ (A− × V+)‖. Note that all random variables appearing in the definition of X are mutually independent. Thus by
(4) and (5) of Proposition 1.2, we have, for any ε′′ > 0, that
Pr[ ‖E ∩ (A− × V+)‖ ≥ (1+ ε′′)µ′ ] = Pr[ X ≥ (1+ ε′′)µ′ ]
≤
exp
(
− ε′′2µ′3·2
)
if ε′′ ≤ µ/µ′,
exp
(
− ε′′µ′3·2
)
if ε′′ > µ/µ′,
whereµ = ra(n− a)+ 2ra+ 2ra(a− 1)/2 = ra(n+ 1) andµ′ = r ′a(n+ 1). Sinceµ/µ′ = r/r ′ ≤ 1/10, for any ε′′ > 1/10,
Pr[ ‖E ∩ (A− × V+)‖ ≥ (1+ ε′′)µ′ ] ≤ exp
(
−ε
′′µ′
3 · 2
)
.
Thus, we have
Pr[ ‖E ∩ (A− × V+)‖ ≥ (1+ ε′′)r ′(n+ 1)a ] ≤ exp
(
−ε
′′r ′(n+ 1)a
6
)
≤ exp
(
−ε
′′r ′na
6
)
.
Now by considering all possible assignments, or more simply all possible A−, we can bound the probability that ‖E ∩ (A−×
V+)‖ ≥ (1 + ε′′)r ′(n + 1)a occurs for some assignment. The derivation of the bound is the same as Claim 1 and omitted
here. (Proof of the Claim)
From this claim, (with high probability) we have for any 0 < a ≤ n/2,
(1− 2ε′)pna− ‖E ∩ (A− × V+)‖ − ‖E ∩ (V− × A+)‖ > ((1− 2ε′)pn− 2(1+ ε′′)r ′(n+ 1))a.
Here by letting ε′ = ε′′ = 1/8, we can show that the right-hand side is positive for n ≥ 1 if p/r ′ ≥ 7. Thus, for any
δ′, δ′′ with δ′ = δ′′, and for any p, r with p ≥ 2 · 82 · 7 · ln(4en/δ′)/n and p/r ≥ 70, if we set r ′ = p/7, then we have
p ≥ (2/ε′2) ln(4en/δ′)/n, r ′ = p/7 ≥ 2 · 82 · ln(4en/δ′)/n ≥ (6/ε′′) ln(2en/δ′′)/n, and r ′/r ≥ 10. That is, we obtain all the
conditions necessary for the two claims. Thus, (with high probability) the left-hand side of the above inequality is positive,
concluding that one of the planted solution is optimal.
Finally we check the probability that the above inequality holds for all assignments. We know from Claim 1 that
‖E(A+, V+ − A+)‖ + ‖E(B−, V− − B−)‖ < (1 − 2ε′)pna occurs for some assignment such that a ≤ b is at most 2δ′. On
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procedure MPalgo_for_MAX-2SAT for input F = C1 ∧ · · · ∧ Cm;
begin
construct G = (V , E),
where V = { vs : s ∈ S }, and E =⋃1≤k≤m E(Ck);
set b(vs) to 0 for all s ∈ S;
b(v+1)←+1; b(v−1)←−1;
repeatMAXSTEP times do {
for each i ∈ {2, . . . , n} in parallel do {
b(v+i) ←
∑
vs:(v+i,vs)∈E
min(0, b(vs));
b(v−i) ←
∑
vs:(v−i,vs)∈E
min(0, b(vs));
 — (∗1)
b(v+i)← b(v+i)− b(v−i); b(v−i)←−b(v+i); — (∗2)
}
if sign(b(vi)) is stabilized for all i ∈ {2, . . . , n}
then break;
}
output(+1, sign(b(v+2)), . . . , sign(b(v+n)) );
end-procedure
Ourmessage passing algorithm: This is an execution for a given 2CNF formula F over variables x1, . . . , xn under the assumption that
x1 = +1 (i.e., true); the algorithm should be also executed from the initial value b(v+1) = −1. Here we give brief explanation on
symbols used in the algorithm (see the text for details): S = S+ ∪ S−, where S+ = {+1, . . . ,+n} and S− = {−n, . . . ,−1}. For any
Ck = (`i∨`j), where i ≤ j, `i = xi or xi, and `j = xj or xj, E(Ck) is the set of directed edges corresponding to (`i → `j) and (`j → `i).
In case `i = `j and hence (`i → `j) = (`j → `i), E(Ck) is a singleton; otherwise E(Ck) has two edges. Our theoretical analysis is
made for the case MAXSTEP = 2, that is, the case where the algorithm yields an output after two iterations; for simplifying the
analysis, we further assume the following (∗): the statements at (∗2) are not executed for the first iteration.
Fig. 1. A message passing algorithm for the MAX-2SAT problem.
the other hand, from Claim 2, the probability that ‖E ∩ (A− × V+)‖ + ‖E ∩ (V− × A+)‖ ≥ 2(1 + ε′′)r ′(n + 1)a occurs for
some assignment such that a ≤ b is at most 2δ′′. Thus, by choosing δ′ = δ′′ = δ/8, we can show that the probability that
the above event fails to hold is at most δ/2. Considering the other case as well, we can conclude that with probability 1− δ,
the desired inequality holds for all assignments. 
Remark 3. By looking at the proof of the theorem (i.e., the analysis of its very end), it is easy to see that the condition
p ≥ (2+ ε)r suffices for the theorem, while the constant cdist depends on the choice of ε. On the other hand, the coefficient
2 is due to a bit rough estimate for the expansion property at Claim 1 following the standard argument. While we think that
it is possible to improve this to any constant larger than 1, we leave it to the interest reader.
Remark 4 (Proof for the Alternative Probability Model). As stated in Remark 1, we can prove somewhat stronger statement
formore balanced probabilitymodels. Consider, for example, the one defined in Remark 1. In this case, sincewemay assume
that the corresponding directed graphs G[V+] and G[V−] are both pn-regular, by following a standard argument [10], we can
show that the desired expander property holds for these graphs if p ≥ c/n for sufficiently large c > 0. On the other hand,
we know from the assumption that the number of crossing edges (i.e., ‖E ∩ (A− × V+)‖ and ‖E ∩ (V− × A+)‖ respectively)
is exactly 2rna (for which we do not need any proof like Claim 2). Then by an argument similar to the above, we can show
the corresponding statement if p ≥ (2+ ε)r and p ≥ cε/n, for any ε > 0 and for some constant cε > 0.
3. A simple algorithm
For our probabilitymodel for the average-case analysis ofMAX-2SAT, we show in this section that a simple algorithm can
solveMAX-2SATon averagewhenparameters p and r are in a certain but nontrivial range. The algorithm is amessage passing
algorithm stated in Fig. 1; this algorithm is motivated by the modified belief propagation algorithm for graph partitioning
problems [11].
We explain the outline of the algorithm.2 First define the meaning of symbols used in the algorithm. The algorithm is
executed on a directed graphG = (V , E) that is constructed fromagiven formula F in essentially the sameway as in the proof
of Theorem 2.1. with some minor difference. V is a set of 2n vertices vs, s ∈ S = {−n,−(n − 1), . . . ,−1,+1, . . . ,+(n −
1),+n}, and E consists of two directed edges corresponding to each clause (`i ∨ `j) of F , where i < j; on the other hand,
2 In this section, we will use i and j to denote unsigned (i.e., positive) indices in {1, . . . , n}, whereas s and t will be used for signed indices in S.
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only one edge is added to E for each clause of type (xi ∨ xi). Note that graph G has no multiple edge, while it may have
some self-loops. (Cf. In the proof of Theorem 2.1, a graph has no self-loop while it may have multiple edges.) The algorithm
computes a ‘‘belief’’ b(vs) at each vertex vs, an integral value indicating whether the Boolean variable x|s| should be assigned
true (i.e.,+1) or false (i.e.,−1). More specifically, for an optimal assignment, the algorithm suggests,3 for each xi, to assign
xi = +1 if the final value of b(v+i) is positive and xi = −1 if it is negative. Note that b(v−i) = −b(v+i); we may regard
b(v−i) as a belief for xi.
These belief values are initially set to 0 except for one pair of vertices, e.g., v+1 and v−1 that are assigned+1 or−1 initially.
In the algorithm of Fig. 1, b(v+1) (resp., b(v−1)) is set to+1 (resp.,−1), which considers the case that x1 is true in the optimal
assignment. Clearly we need to consider the other case; that is, the algorithm is executed again with the initial assignment
b(v+1) = −1 and b(v−1) = +1, and one of the obtained assignments satisfying more clauses is used as an answer.
Now consider the execution of the algorithm, and explain how beliefs are updated. At each iteration of the execution,
the belief of each vertex v+i (resp., v−i) is recomputed based on messages from its neighbor vertices. It should be remarked
here that all belief values are updated in parallel; that is, updated beliefs are not used when updating the other beliefs in
the same iteration, but those computed at the previous iteration are used. Let us see in more detail how beliefs are updated.
First look at the computation at (∗1) in the algorithm. Here we use only the influence from vertices with negative belief,
that is, vertices whose corresponding literals are (currently) assumed to be false. Suppose that at some point, the belief
b(vs) of vertex vs gets negative; this suggests that the literal `|s| corresponding to vs should be assigned false. Suppose also
there is a directed edge (v+i, vs) from v+i to vs in E, which means that a clause (xi → `|s|) exists in F . Then for satisfying
this particular clause (under the situation that `|s| is assigned false) xi should be assigned also false, which is expressed by
adding some negative value to b(v+i). This is why at (∗1), temporal values b(v+i) and b(v−i) are computed by summing up
all such negative beliefs from their neighbor vertices. These two values are considered as temporal local requirements to
the assignment of xi. Then at (∗2) new belief b(v+i) is computed as b(v+i)− b(v−i). Although this update is based on local
relations, we expect intuitively that beliefs get closer to those suggesting the optimal solution by executing this updating
process for several times.
This is the outline of our algorithm. Though its detailed implementation is omitted here, it should be noted here that one
can implement the algorithm on the standard unit cost RAM model so that each iteration can be done in time O(n + m).
Thus, if the algorithm works for some constant MAXSTEP (as shown in the following analysis), the total running time of the
algorithm is O(n+m).
3.1. Theoretical analysis of the algorithm (for MAXSTEP= 2)
We state our theoretical analysis of the algorithm and prove Theorem 2. Due to some technical reason that will be
explained in the proof, we prove only some very restricted case where the algorithm is executed with MAXSTEP = 2,
i.e., two updating rounds. Obviously the algorithm works better by executing the updating process for many times; but
the analysis of such executions is left to our future work. Furthermore, in order to simplify our analysis, we assume the
following modification (∗): the statements at (∗2) are executed only after the second iteration. That is, we what we will
prove here is precisely the following theorem.
Theorem 3.1. There exists some constant calgo such that for any δ > 0, if p/r ≥ calgo and n ≥ calgo ln(12n/δ)/p2, then the
algorithm (under MAXSTEP = 2 and the modification (∗)) executed with two different initial values for b(v+1) (resp., b(v−1)),
yields a pair of all+1 and all−1 planted solution with probability 1− δ.
Wewill prove this theorem in the following. Roughly speaking, our goal is to show that if p/r ≥ c for a sufficiently large
constant c , and n is large enough so that n = Ω(ln n/p2) (or equivalently, p = Ω(√ln n/n) holds, thenwith high probability
the algorithm yields each planted solution from the corresponding initial value of b(v+1). Hence, by running the algorithm
twice with two different initial values (i.e.,+1 and−1), we can get two planted solutions. As argued in the previous section,
if an input formula F is generated under our planted solution model with parameters p/r ≥ 70, then one of the two planted
solutions is an optimal assignment for F with high probability; thus, by running the algorithm twice with two different
initial values, we can obtain the optimal assignment with high probability.
Fix n and fix our planted solution pair to all+1 (i.e., true) assignment and all−1 (i.e., false) assignment. We consider the
situation where the algorithm is executed with initial values b(v+1) = +1 and b(v−1) = −1; thus, our goal is to show that
the algorithm outputs all+1 assignment. We assume that an input formula F is randomly generated following our planted
solution model for this planted solution pair with parameters p and r such that p/r ≥ c for a sufficiently large constant
c. Thus, F is a random variable in our following discussion. Below we introduce some more random variables, all of which
depend on the random variable F .
Let G be a graph constructed from F in the algorithm. For any s and t in S, let Es,t be a random variable indicating whether
there is an edge from vs to vt in G; i.e., Es,t = 1 if an edge (vs, vt) exists and Es,t = 0 otherwise. From the definition of the
3 In the case that the final value b(v+i) = 0 for some i ∈ {2, . . . , n}, the execution is regarded as failure.
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graph G, it is clear that random variables Es,t and Es′,t ′ are mutually independent except that it holds Es,t = E−t,−s. Also from
the choice of our planted solution pair, we may assume that Es,t takes either 0 or 1 as follows:
Es,t =
{
1, with prob. p,
0, with prob. 1− p. s.t. sign(s) = sign(t) (2)
and
Es,t =
{
1, with prob. r ,
0, with prob. 1− r . s.t. sign(s) 6= sign(t) (3)
For example, E+2,−3 = 1 if clause (x2 → x3) (= (x2 ∨ x3)) exits in F , which occurs with probability r , and E−1,−4 = 1 if
clause (x1 → x4) (= (x1 ∨ x4)) exits in F , which occurs with probability p.
Consider the status of the algorithm after the first iteration. Note first that vertices vs whose belief is updated (from 0)
is only those having an edge to v−1 because v−1 is only the vertex with negative belief. Let W+ (resp., W−) be the set of
vertices v+j (resp., v−j) having a directed edge to v−1. Since there is no multiple edge and the statements at (∗2) are not
executed for the first iteration (due to our technical assumption (∗)), we have b(vs) = −1 if and only if vs ∈ W+∪W−. From
our expecting planted solution (i.e., all+1 assignment), we may regard those v+j ∈ W+ as vertices with (currently) wrong
belief, i.e., b(v+j) = −1. Note also thatW+ andW− are random variables determined by E (and hence by F ). Let Y+ and Y−
respectively denote the size ofW+ andW−. In summary, we consider the following random variables for the first iteration.
(In order to simplify our analysis, the influence from the vertex v+1, v−1 is considered only for the first iteration, and it will
be ignored in the second iteration. Thus, here and in the following, we assume that the domain of indices j is {2, . . . , n}.)
W+ = { v+j : (v+j, v−1) ∈ E } = { v+j : b(v+j) = −1 },
W− = { v−j : (v−j, v−1) ∈ E } = { v−j : b(v−j) = −1 },
Y+ = ‖W+‖, and Y− = ‖W−‖.
From our randommodel and choice of parameters (i.e., (2) and (3)), it is easy to see that
Y+ ∼ B(n− 1, r) and Y− ∼ B(n− 1, p). (4)
For the second iteration, we consider random variables Xs’s, where each Xs is the value of b(vs) at the second iteration
after executing the statements at (∗1) and before executing the statements at (∗2). For each Xs, we consider further two
random variables X+s and X−s for summarizing the messages from vertices with positive and negative indices respectively.
With b′(vt) denoting the belief of vt computed at the first iteration, these random variables are defined as follows. (Remark.
Recall that we ignore the influence from v+1, v−1 in the second iteration, which may cause some difference in the following
analysis of each belief; but the difference at each vertex is at most±2 and it can be ignored for any sufficiently large n under
our choice of parameters p and r .)
X+s =
∑
+j:(vs,v+j)∈E
min(0, b′(v+j)), X−s =
∑
−j:(vs,v−j)∈E
min(0, b′(v−j)), and
Xs =
∑
t:(vs,vt )∈E
b′(vt) = X+s + X−s .
Note that each b′(v+j) (resp., b′(v−j)) takes nonzero negative value (in fact,−1) if and only if+j is inW+ (resp.,−j is inW−).
Thus, we have
X+s =
∑
+j∈W+
−Es,+j and X−s =
∑
−j∈W−
−Es,−j. (5)
Finally, for each i, define Zi = X+i − X−i; this is the final belief b(v+i) computed by the algorithm. Recall that the algorithm
determines an output assignment to xi by the sign of b(v+i); hence, our goal is to show that every Zi is positive with high
probability.
Since all random variables Zi’s follow the same distribution, in the following, we will fix some i and consider Zi; let s to
denote either+i or−i only. Also let n′ denotes n− 1.
We first estimate the expectation of Zi.
Lemma 3.2. E[ Zi ] = (p− r)2n′.
Proof. Consider X++i, for example. Roughly speaking, from our random model (more specifically, from (2), (4), and (5)), we
have X++i ∼ −B(Y+, p) and Y+ ∼ B(n′, r), which implies E[X++i] = −prn′. Here we examine this a bit more carefully.
First note the following derived from (5) and the definition ofW+.
X++i =
∑
+j∈W+
−E+i,+j =
∑
k∈{2,...,n}
−E+i,+k · E+k,−1.
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Here a key is the independence between E+i,+k and E+k,−1 (due to the condition k 6= 1). Thus, the above estimation is derived
formally as follows.
E[X++i] =
∑
k∈{2,...,n}
−E[E+i,+k] · E[E+k,−1] = − prn′.
By similar independence relations, we also have
E[X−+i] = −prn′, E[X+−i] = −r2n′, and E[X−−i] = −p2n′.
Hence, we have
E[Zi] =
(
E[X++i] + E[X−+i]
)
−
(
E[X+−i] + E[X−−i]
)
= (p− r)2n′. 
It follows from this analysis that if p − r is large enough (i.e., p − r > (n − 1)−1/2), then Zi is positive on average. Then
for proving that Zi is positivewith high probability it now suffices to show that their deviation from the average is small with
high probability, which is our goal in the following analysis.
The deviation of Zi from its expectation is caused by the deviation of any of the random variables used for defining Zi;
that is, six random variables Y+, Y−, X++i, X
+
−i, X
−
+i, and X
−
−i. Formally speaking, each random variable could be larger/smaller
from its expectation, which gives in total 26 possible ways for those random variables to deviate from their expectations.
Nevertheless, there are some trivial cases; for example, it follows from our analysis above that Zi gets larger if X++i gets larger.
Hence, we only have to consider the case where X++i and X
−
+i are smaller than their expectations, and similarly X
+
−i and X
−
−i
are larger than their expectations. Recall also that Y+ (resp., Y−) is the number of vertices having wrong belief (resp., correct
belief) w.r.t. our expecting planted solution after the first iteration. Thus, for the worst case situation, it would be natural
to consider the case where Y+ is larger and Y− is smaller than their expectations. Therefore, for estimating the probability
that Zi deviates from its expectation, we introduce small positive parameters σ1, σ2, γ1, ..., γ4, and consider the following
situation as a typical case. (Precisely speaking, we should consider the other three cases for Y+ and Y−; but since they can
be analyzed similarly, the analyses for these cases are omitted here.)
Y+ = E[Y+] + σ1n′ = (r + σ1)n′,
Y− = E[Y−] − σ2n′ = (p− σ2)n′,
X++i = E[X++i|Y+ = (r + σ1)n′] − γ1(r + σ1)n′=−(p(r + σ1)+ γ1(r + σ1))n′,
X−+i = E[X−+i|Y− = (p− σ2)n′] − γ2(p− σ2)n′=−(r(p− σ2)+ γ2(p− σ2))n′,
X+−i = E[X+−i|Y+ = (r + σ1)n′] + γ3(r + σ1)n′=−(r(r + σ1)− γ3(r + σ1))n′,
X−−i = E[X−−i|Y− = (p− σ2)n′] + γ4(p− σ2)n′=−(p(p− σ2)− γ4(p− σ2))n′.
(6)
By ignoring positive deviations, we can bound Zi as follows under this situation.
Zi ≥ (p− r)2n′ − (σ1 + σ2)pn′ − γ2pn′ − γ4pn′ − γ1(r + σ1)n′ − γ3(r + σ1)n′. (7)
Then in order to show that Zi > 0 with high probability, it suffices to show that
max
(
σ1p, σ2p, γ2p, γ4p, γ1(r + σ1), γ3(r + σ1)
)
<
(p− r)2
6
(8)
holds with high probability, which is analyzed by the next lemma.
Lemma 3.3. There is a sufficiently large constant c ′algo such that for any n′ > 0, the probability that the bound (8) does not hold
is at most δ′ if p/r ≥ c ′algo and the following holds
n′ ≥ c
′
algo ln(6/δ
′)
p2
. (9)
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Proof. To show the bound (8) holdswith the desired probability, we analyze, for each one of the six arguments ofmax( · · · ),
the probability that it is at least (p− r)2/6.
First consider σ1p and σ2p. Recall, that Y+ ∼ B(n′, r) and Y− ∼ B(n′, p) and that σ1 and σ2 are the deviations of Y+
and Y− from their averages. Thus, by Proposition 1.1, if p/r is sufficiently large, we can analyze the probabilities that the
desired bounds do not hold, and we can show that those probabilities are indeed smaller than δ′/6 if (9) holds. Precisely,
since Y+ = rn′ + σ1n′,
Pr
{
σ1p ≥ (p− r)
2
6
}
= Pr
{
Y+ − rn′
n′
p ≥ (p− r)
2
6
}
= Pr
{
Y+ − rn′ ≥ (p− r)
2
6pr
rn′
}
.
For (p− r)2/(6pr) > 1, by Proposition 1.1(3),
Pr
{
σ1p ≥ (p− r)
2
6
}
= Pr
{
Y+ ≥
(
1+ (p− r)
2
6pr
)
rn′
}
≤ exp
(
− (p− r)
2
6pr
rn′
3
)
≤ exp
(
− (p− r)
2
18p3
c ′algo ln(6/δ
′)
)
,
if (9) holds. The value of the last formula above is smaller than δ′/6 if c ′algo is sufficiently large. On the other hand, for
(p− r)2/(6pr) ≤ 1, by Proposition 1.1(2), the probability is at most
exp
(
− (p− r)
4
36p2r2
rn′
3
)
≤ exp
(
− (p− r)
4
108p2
n′
)
≤ exp
(
− (p− r)
4
108p4
c ′algo ln(6/δ
′)
)
,
if (9) holds. The value of the last formula above is smaller than δ′/6 if c ′algo is sufficiently large. (The analysis for σ2p is similar
except that Proposition 1.1(1) is used instead.)
Next consider the other four arguments of max( · · · ). Since the analysis is similar, we state on γ1(r + σ1) as well as
γ2p. (The others are similarly derived from these two.) We start with the first one that the probability that γ1(r + σ1) ≥
(p− r)2/6 holds is bounded by δ′/6 for n′ and p satisfying the condition (9). Noting that we are given σ1 < p/6 because of
σ1 ≤ (p− r)2/(6p) from the previous analysis, our task is to bound the following probability, for any σ1 < p/6, and for each
possible valueW ofW+ such that ‖W‖ = (r + σ1)n′:
Pr
[
γ1(r + σ1) ≥ (p− r)
2
6
∣∣∣∣ W+ = W ] .
Recall that γ1 is defined so that X++i =−µ− γ1(r + σ1)n′ holds, where
µ = − E[ X++i|Y+ = (r + σ1)n′ ] = − E[ X++i|W+ = W ] = p(r + σ1)n′.
Thus, we can restate the above by
Pr
[
X++i ≤ −µ−
(p− r)2n′
6
∣∣∣∣ W+ = W ] = Pr
[ ∑
+j∈W+
−E+i,+j ≤ −
(
1+ (p− r)
2n′
6µ
)
µ
∣∣∣∣ W+ = W
]
= Pr
[ ∑
+j∈W
E+i,+j ≥
(
1+ (p− r)
2n′
6µ
)
µ
∣∣∣∣ W+ = W
]
.
Now a crucial point is the independence of the random variable X++i (or, the random variables E+i,+j, j ∈ W ) and the
eventW+ is this particular setW of size (r + σ1)n′ for some σ1 < p/6. Recall thatW+ is determined by the first iteration
and it depends only on the value of E+j′,−1 for all j′ ∈ {2, . . . , n}, whereas X++i depends only on E+i,+j, j ∈ {2, . . . , n}. Thus,
by our random model, we may assume that they are independent. (Note that this simple independence argument holds
only up to the second iteration; this is why we consider the case that MAXSTEP= 2.) From this observation, we can apply
Proposition 1.1(2), (3). For (p− r)2n′/(6µ) > 1, we have
Pr
[ ∑
+j∈W
E+i,+j ≥
(
1+ (p− r)
2n′
6µ
)
µ
∣∣∣∣ W+ = W
]
≤ exp
(
− (p− r)
2
6µ
µ
3
n′
)
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≤ exp
(
− (p− r)
2
18p2
c ′algo ln(6/δ
′)
)
,
if (9) holds. The value of the last formula above is smaller than δ′/6 if c ′algo is sufficiently large. On the other hand, for
(p− r)2n′/(6µ) ≤ 1, we have
Pr
[ ∑
+j∈W
E+i,+j ≥
(
1+ (p− r)
2n′
6µ
)
µ
∣∣∣∣ W+ = W
]
≤ exp
(
−
(
(p− r)2n′
6µ
)2
· µ
3
)
= exp
(
− (p− r)
4n′
3 · 36p(r + σ1)
)
≤ exp
(
− (p− r)
4n′
3 · 36p2
)
(∵ r + σ1 ≤ r + p/6 ≤ p)
≤ exp
(
− (p− r)
4
p4
· c
′
algo ln(6/δ
′)
108
)
,
if (9) holds. The value of the last formula above is smaller than δ′/6 if c ′algo is sufficiently large.
Similarly, we argue for the second one, i.e., showing that the probability that γ2p ≥ (p− r)2/6 holds is bounded by δ′/6
for n′ and p satisfying the condition (9). As before, our task is to bound the following probability, for any σ2 < p/6, and for
each possible valueW ofW− such that ‖W‖ = (p− σ2)n′:
Pr
[
γ2p ≥ (p− r)
2
6
∣∣∣∣ W− = W ] .
Recall that γ2 is defined so that X−+i =−µ− γ2(p− σ2)n′ holds, where
µ = − E[ X−+i|Y− = (p− σ2)n′ ] = − E[ X−+i|W− = W ] = r(p− σ2)n′.
Thus, we can restate the above by
Pr
[
X−+i ≤ −µ−
p− σ2
p
(p− r)2n′
6
∣∣∣∣ W− = W ] ≤ Pr [ X−+i ≤ −µ− (p− r)2n′36/5
∣∣∣∣ W− = W ] (∵ σ2 ≤ p/6)
= Pr
[ ∑
−j∈W−
E+i,−j ≥
(
1+ (p− r)
2n′
(36/5)µ
)
µ
∣∣∣∣ W− = W
]
.
From the observation about independence sameas before,we can apply Proposition 1.1(2), (3). For (p−r)2n′/((36/5)µ) > 1,
we have
Pr
[ ∑
−j∈W−
E+i,−j ≥
(
1+ (p− r)
2n′
(36/5)µ
)
µ
∣∣∣∣ W− = W
]
≤ exp
(
− (p− r)
2
(36/5)µ
µ
3
n′
)
≤ exp
(
− (p− r)
2
(108/5)p2
c ′algo ln(6/δ
′)
)
,
if (9) holds. The value of the last formula above is smaller than δ′/6 if c ′algo is sufficiently large. On the other hand, for
(p− r)2n′/((36/5)µ) ≤ 1,
Pr
[ ∑
−j∈W−
E+i,−j ≥
(
1+ (p− r)
2n′
(36/5)µ
)
µ
∣∣∣∣ W− = W
]
≤ exp
(
− (p− r)
4
(36/5)2µ2
µ
3
n′2
)
= exp
(
− (p− r)
4
3(36/5)2µ
n′2
)
≤ exp
(
− (p− r)
4
3(36/5)2p2
n′
)
(∵ µ ≤ p2n′)
≤ exp
(
− (p− r)
4
3(36/5)2p4
c ′algo ln(6/δ
′)
)
≤ δ′/6.
With similar analysis for the other two bounds, we conclude that the probability that some of the bounds does not hold
is bounded by 6 ∗ (δ′/6) = δ′. 
In summary, if the bound (8) holds, then we have Zi > 0, which means that the algorithm outputs+1 for xi; thus, if the
same situation holds for every Zi′ , 2 ≤ i′ ≤ n, then the algorithm yields the all +1 planted solution. Therefore, using the
above lemma with δ′ = δ/2n < δ/2n′ and by bounding the total error by the union bound, we prove Theorem 3.1.
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