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A Monte Carlo method for the collisional guiding-center Fokker-Planck kinetic equa-
tion is derived to include the effects of background magnetic-field nonuniformity. It
is shown that, in the limit of a homogeneous magnetic field, the guiding-center Monte
Carlo collision operators reduce to the standard Coulomb operators. The coefficients
required for the implementation of the method are also given.
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I. INTRODUCTION
Understanding and analyzing the behavior of minority energetic particles in the complex
magnetic field of a tokamak or stellarator plasma often requires accurate orbit-following sim-
ulations. To develop numerically attractive methods, Lie-transformations were first adopted
to eliminate fast gyromotion from single particle Hamilton equations1 and, later, successfully
applied to eliminate the gyromotion from the collisional kinetic equation and Fokker-Planck
collision term2. Orbit-following implementations (e.g., ASCOT3 and OFMC4) apply the
results of Lie-transformations using the guiding-center equations of motion, but tradition-
ally treat the collisional part of the kinetic equation with Monte Carlo operators based on
particle phase-space5.
Several approaches to construct gyrokinetic collision operator have been reported but
the Monte Carlo implementations of these operators tend to treat only the velocity part of
the phase-space6–8 or, if the Monte Carlo operator for the spatial diffusion is considered9,
the collisional part of the kinetic equation is treated separately from the rest. Moreover,
the treatment of the collisional part of the kinetic equation rarely considers inhomogeneous
magnetic field.
To address this ambiguity, and to raise awareness of the current state of the field, our
contribution presents a method to model Coulomb collisions consistently in the guiding-
center phase-space. Our approach relaxes the issues above, and in the limit of homogeneous
magnetic field, the guiding-center formalism presented in this paper reduces to the standard
velocity space operators. In addition, the approach directly reveals an aspect that is not
always considered5,9 though it should: in agreement with8, the stochastic solution directly
suggests the collision operators to be implemented in the same phase-space coordinates as the
equations of motion. Moreover, it becomes clear that applying collisions consistently with
the guiding-center formalism leads to changes not only in the guiding-centers momentum but
in its position as well. The significance of the spatial shift will depend on the application,
but neglecting it may be hazardous. We also point out that if stochastic methods are
applied to solve the kinetic equation, it is not consistent to approximate the collisional part
with uniform magnetic field, and simultaneously include magnetic drifts in the equations
of motion: part of the deterministic guiding-center motion results from the guiding-center
Coulomb drag where the same magnetic field inhomogeneity is present.
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We begin the paper by giving a short introduction on how the simulation of minority
species can be done in a particle phase-space, and briefly summarize previous work leading
to the guiding-center Fokker-Planck operator2, which this contribution extends with Monte
Carlo methods. The rest of the paper then focuses on constructing stochastic differential
equations suitable for solving the guiding-center transformed kinetic equation.
II. REVIEW OF FOKKER-PLANCK FORMALISM
In the non-canonical particle phase-space, z = (x,p = mv), the kinetic equation describ-
ing the evolution of the distribution function due to Coulomb collisions is often taken to
be
df
dt
(z, t) ≡ ∂f
∂t
+
dzα
dt
∂f
∂zα
= − ∂
∂pi
(
Kif −Dij ∂f
∂pj
)
, (1)
where the collisional momentum friction, or drag, Ki =
∑
bK
i
ab, and the collisional momen-
tum diffusion Dij =
∑
bD
ij
ab are defined with Rosenbluth potentials (H,G)
10:
Kiab =
∂
∂pi
(
Γab
ma
mb
∫
d3p′
fb(p
′)
|v − v′|
)
=
∂Hab
∂pi
(2)
Dijab =
1
2
∂2
∂pi∂pj
(
m2aΓab
∫
d3p′fb(p
′)|v − v′|
)
=
1
2
∂2Gab
∂pi∂pj
. (3)
Here Γab = e
2
ae
2
b ln Λ/ǫo, and a and b refer to test particle and field particles, respectively.
The diffusion and friction coefficients satisfy the relation
∂
∂pi
Dijab =
mb
ma
Kjab, (4)
which is useful in proving the momentum and energy conservation properties of the Fokker-
Planck collision operator. In the case of isotropic field particle distributions, the Rosenbluth
potentials Hab(z) = Hab(x, p) and Gab(z) = Gab(x, p) become functions of particle position
and energy only, and the friction and diffusion coefficient can be written
Kab =νab p, (5)
Dab =D‖,ab
pp
p2
+D⊥,ab(I − pp
p2
), (6)
where νab = −(1/p)H ′ab(p),D‖,ab = (1/2)G′′ab(p) (directed along p), andD⊥,ab = (1/2p)G′ab(p)
(directed perpendicular to p).
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In order to solve the test particle kinetic equation (1), we consider a general partial
differential equation of the form
∂f
∂t
(z, t) = − ∂
∂z
· [a(z, t)f(z, t)] + ∂
∂z
∂
∂z
: [c(z, t)f ] , (7)
also known as the Kolmogorov forward equation or Fokker-Planck equation. It describes
the temporal evolution of the probability density for finding an individual particle at some
phase-space location z, when the motion of individual particle is governed by the stochastic
differential equation
dzα = aα(z, t)dt+ σαβ(z, t)dWβ, (8)
where the matrix σαβ satisfies
cαβ =
1
2
σαγσβγ, (9)
and Wα are independent standard Wiener processes with zero mean and variance t. This
link between stochastic processes and partial differential equations has been recognized since
the work of Kolmogorov11,12.
Rearranging the kinetic equation into Kolmogorov forward form (7):
∂f
∂t
≡ − ∂
∂x
· (vf)− ∂
∂p
·
[
e
(
E +
p
m
×B
)
f +
(
K +
∂
∂p
·D
)
f
]
+
∂
∂p
∂
∂p
: (Df) , (10)
the connection to stochastic motion becomes evident. Applying Eqs. (4)-(6), the stochastic
differential equations for test particle position and momentum can be written as
dx = vdt (11)
dp =
[
e
(
E +
p
m
×B
)
+ ν˜ p
]
dt+
[√
2D‖
pp
p2
+
√
2D⊥
(
I − pp
p2
)]
· dW , (12)
where ν˜ =
∑
b νab(1 +mb/ma).
The solution to Eq. (1) can, thus, be found simulating random paths of zα in phase-space
according to the dynamics given by Eqs. (11) and (12), and constructing the probability
density from the simulated paths.
III. GUIDING-CENTER FOKKER-PLANCK OPERATOR
In 2004, Brizard used Lie-transform methods to first eliminate fast time scales from
a general bilinear collision operator, and then applied the method to obtain a guiding-
center Fokker-Planck collision operator for a reduced guiding-center phase-space2, i.e., for a
4
phase-space lacking the gyroangle θ. The resulting operator is expressed in a phase-space
divergence form and acts on the gyroangle averaged guiding-center distribution function F
as
CgcFP [F ] = − 1J
∂
∂Zα
[
J
(
KαgcF −Dαβgc
∂F
∂Zβ
)]
, (13)
where J is the guiding-center phase-space Jacobian. The reduced phase-space friction and
diffusion coefficients, Kαgc and Dαβgc , are θ-averaged projections of the transformed particle
momentum-space Fokker-Planck coefficients to the guiding-center phase space, namely
Kαgc = 〈T−1gc K ·∆α〉 (14)
Dαβgc = 〈(∆α)† · T−1gc D ·∆β〉. (15)
The projection vectors involved are defined in terms of the guiding-center Poisson-bracket
∆α = {T−1gc x,Zα}gc, (16)
and the guiding-center transformations are expressed with the guiding-center push-forward
operator, T−1gc .
IV. GUIDING-CENTER FRICTION AND DIFFUSION COEFFICIENTS
For a phase-space consisting of spatial location X, energy E , and magnetic moment µ,
the gyro-angle averaged guiding-center collisional (isotropic) diffusion coefficients are2
DXXgc =
[
(D‖ −D⊥)µB
2E +D⊥
]
I − bˆbˆ
(mΩ⋆‖)
2
, (17)
DEEgc =
2E
m
D‖, (18)
Dµµgc = (1− ǫλ)
2µ
mB
[
(D‖ −D⊥)µBE +D⊥
]
, (19)
DXEgc = −
D‖
m
bˆ
Ω⋆‖
× vgc, (20)
DXµgc = −(D‖ −D⊥)
µ
2mE
bˆ
Ω⋆‖
× vgc, (21)
DEµgc = (2− ǫλ)D‖
µ
m
, (22)
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and the collisional (isotropic) friction coefficients become
KXgc = ν
bˆ
Ω⋆‖
× vgc, (23)
KEgc = −2νE , (24)
Kµgc = −(2− ǫλ)νµ, (25)
where in Eqs. (19), (22) and (25), λ = (v‖/Ω)bˆ · ∇ × bˆ is the guiding-center vorticity
parameter. The guiding-center phase-space Jacobian,
JEµ = mB⋆‖/|v‖|, (26)
is defined in terms of the functions B⋆‖(X, E , µ) = B + ǫ(mv‖/e)bˆ · ∇ × bˆ and |v‖| =√
(2/m)(E − µB), and the ordering parameter ǫ is used to clarify the order of each term.
The modified gyrofrequency is Ω⋆‖ = eB
⋆
‖/m, and the guiding-center velocity is
vgc = v‖bˆ+
ǫbˆ
mΩ⋆‖
×
(
µ∇B +mv2‖ bˆ · ∇bˆ
)
. (27)
It should be noted that the terms (20), (21), and (23) are of first order because the perpen-
dicular guiding-center velocity (bˆ× vgc) is of first order.
Numerical schemes using the pair (E , µ) may, however, experience difficulties as Eq. (26)
has a singularity at E = µB, i.e., at the turning point of a banana orbit. Instead of the
pair (E , µ), we select, for now, the momentum p and the pitch variable ζ = v‖/v, which are
functions of the guiding-center energy and magnetic moment:
E = p
2
2m
,
µB
E = 1− ζ
2. (28)
The momentum p is a convenient choice also because the Rosenbluth potentials are functions
of it (for an isotropic field-particle distribution). Reconstructing the guiding-center Lagrange
matrix, and calculating the square root of the determinant, our choice gives a new phase-
space Jacobian
Jpζ ≡
√
detωij = p
2
B⋆‖
B
, (29)
which is well behaving for all (X, p, ζ), and we can write v‖ = ζp/m.
To calculate the guiding-center friction and diffusion coefficients for the new phase-space,
we note the chain rule for a Poisson bracket, {F,Zβ} = {F,Zα} ∂Zβ
∂Zα
, allowing us to write
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new projection vectors in terms of the old ones as ∆β = ∆α ∂Z
β
∂Zα
, and to obtain
Kαgc = Kγgc
∂Zα
∂Zγ , (30)
Dαβgc =
∂Zα
∂ZγD
γδ
gc
∂Zβ
∂Zδ . (31)
Then, it is a simple task to calculate the partial derivatives between phase-spaces Zα =
(X, p, ζ) and Zγ = (X, E , µ), and to obtain, from Eqs. (18)-(22), the new collisional diffusion
coefficients
Dppgc = D‖, (32)
Dζζgc = (1− ζ2)
D⊥
p2
(1− ǫλ), (33)
DXpgc = −
D‖
p
bˆ
Ω⋆‖
× vgc, (34)
DXζgc = ǫ
ζ(1− ζ2)
2(mΩ⋆‖)
2
[
(D‖ +D⊥)bˆ · ∇bˆ−D⊥∇⊥ lnB
]
, (35)
Dζpgc =
1− ζ2
2ζ
D‖
p
ǫλ, (36)
where ∇⊥ = (I − bˆbˆ) · ∇, as well as, from Eqs. (24)-(25) the new friction coefficients
Kpgc = −νp, (37)
Kζgc = −
(
1− ζ2
2ζ
)
νǫλ. (38)
The coefficients (17) and (23) for DXXgc and KXgc remain unchanged.
We will use the (p, ζ) phase-space for comparison with the standard model5, but to
consider the whole kinetic equation instead of only the right-hand-side, we would rather
use the phase-space Zα = (X, v‖, µ). This is a convenient choice because the equations of
motion are often expressed for this particular set of coordinates. Again, transforming the
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friction and diffusion coefficients as previously, we obtain a new set of coefficients
Dv‖v‖gc = D‖
m2
+ (1− ǫλ)D⊥ −D‖
m2
µB
E , (39)
DXv‖gc = ǫv‖
(mΩ⋆‖)
2
(D‖ −D⊥)µB
2E ∇⊥ lnB
+
ǫv‖
(mΩ⋆‖)
2
[
D‖ +
µB
2E (D⊥ −D‖)
]
bˆ · ∇bˆ, (40)
Dµv‖gc = (1− ǫλ)µv‖
mE (D‖ −D⊥) + ǫλ
µ
v‖m2
D‖, (41)
Kv‖gc = −νv‖ − ǫλ µB
mv‖
ν, (42)
with a phase-space Jacobian Jv‖µ = m2B⋆‖ .
V. MONTE CARLO METHOD FOR COLLISIONAL GUIDING-CENTER
KINETIC EQUATION
The gyroaveraged guiding-center kinetic equation now stands
∂F
∂t
+ Z˙α ∂F
∂Zα = −
1
J
∂
∂Zα
[
J
(
KαF −Dαβ ∂F
∂Zβ
)]
, (43)
where Z˙α is the equation of motion for the phase-space coordinate Zα. The resemblance
to the test particle kinetic equation (1) is obvious and, thus, the method for obtaining the
solution should be similar as well. If we apply the Liouville theorem
∂J
∂t
+
∂
∂Zα
(
J Z˙α
)
= 0, (44)
and restrict ourselves into time-independent guiding-center transformation, i.e., ∂J /∂t = 0,
also the guiding-center kinetic equation can be written in the form of Kolmogorov forward
equation as
∂F
∂t
=− 1J
∂
∂Zα (JA
αF) + 1J
∂2
∂Zα∂Zβ
(JDαβF) , (45)
where the coefficient Aα is
Aα = Z˙α +Kα + 1J
∂
∂Zβ (JD
αβ). (46)
The stochastic differential equation for a phase-space coordinate Zα thus becomes
dZα = Aαdt+ ΣαβdWβ, (47)
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where the matrix Σαβ satisfies
Dαβ = 1
2
ΣαγΣβγ , (48)
and the solution to the guiding-center kinetic equation can be found similarly as in the
particle phase-space: simulating random paths of Zα according to the dynamics given by
Eq. (47), and constructing the probability density from the simulated paths.
In particle phase-space it was straight-forward to obtain the matrix σαβ , but in guiding-
center phase-space the decomposition of Dαβ is not trivial. Σαβ could be obtained with
eigenvalue decomposition, if all the entries of Dαβ had equal units and Dαβ was positive
definite. Unfortunately, the units differ as the units of Dαβ are the unit of Zα times the unit
of Zβ divided by second, and in the case of arbitrary magnetic field it is difficult to prove
that Dαβ is positive definite for all Zα. We can, however, consider the problem in terms of
the guiding-center ordering parameter ǫ.
A. Zeroth-order method for (p, ζ)
If we restrict ourselves to zeroth order in magnetic field non-uniformity, and use the
phase-space Zα = (X, p, ζ), the diffusion tensor forms a block-diagonal
D
αβ =


DXX 0 0
0 D‖ 0
0 0 (1− ζ2)D⊥
p2

 , (49)
where the velocity space block is strictly diagonal and separated from the spatial block. As
DXX , given by Eq. (17), is non-negative, the decomposition of Dαβ is straight-forward, and
we may write
Σαβ =


ΣXX 0 0
0
√
2D‖ 0
0 0
√
(1− ζ2)2D⊥
p2

 , (50)
where the spatial block is given by
ΣXX =
√
2DX(I − bˆbˆ), (51)
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with a spatial diffusion coefficient
DX = [(D‖ −D⊥)µB
2E +D⊥]/[(mΩ
⋆
‖)
2]. (52)
Applying the zeroth order approximation also for the guiding-center friction vector, which
simplifies to
K
α =


0
−νp
0

 , (53)
the stochastic differential equations for the phase-space Zα = (X, p, ζ) then become
dX =vgcdt+
√
2DX
(
I − bˆbˆ
)
· dWX , (54)
dp =
(
p˙− νp+ ∂D‖
∂p
+ 2
D‖
p
)
dt+
√
2D‖dWp, (55)
dζ =
(
ζ˙ − ζ 2D⊥
p2
)
dt+
√
(1− ζ2)2D⊥
p2
dWζ . (56)
We note that the phase-space spatial position X travels deterministically with the guiding-
center velocity vgc, as expected, but diffuses randomly in a plane perpendicular to the local
magnetic field with a spatial diffusion coefficient DX . The same diffusion coefficient for the
spatial transport is reported also in9. Additionally, if we neglect ζ˙, and apply Euler method
for solving what remains of Eq. (56), we exactly recover the standard Lorentz operator for the
pitch scattering. Similarly, constructing an operator for the energy with dE = pdp/m, also
the change in the energy becomes equivalent to the standard expression. This observation
makes sense because the guiding-center transformation is scalar invariant and, thus, the
guiding-center energy should equal the particle energy up to first order2.
We note that the guiding-centers tend not to be followed with the coordinates (p, ζ).
Use of pitch and momentum operators without the corresponding equations of motion is
inconsistent with the idea of solving the kinetic equation with random processes and, thus,
we see fit to consider coordinates (v‖, µ) in which the equations of motion most often are
implemented.
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B. Zeroth-order method for (v‖, µ)
In phase-space Zα = (X, v‖, µ), the zeroth order guiding-center diffusion tensor takes the
form
D
αβ =


DXX 0 0
0 Dv‖v‖ Dv‖µ
0 Dv‖µ Dµµ

 , (57)
where the velocity block is no longer diagonal. The spatial and velocity blocks are still
disconnected, and the motion of X is determined by Eq. (54), but the coordinates v‖ and
µ, however, require more attention.
Due to symmetry, Dαβ is expressible as a product
Dαβ = BαγYγνBνβ, (58)
where Bαβ is a diagonal matrix defined so that the entries of Yαβ have equal units. Now
focusing to the velocity block only, we should choose Bv‖v‖ to have units of v‖, and Bµµ to
have units of µ. An intuitive choice would be (Bv‖v‖ = v‖,Bµµ = µ) but as both of these
coordinates may obtain a value zero for some guiding-center orbit topology, Yαβ would be
ill-defined at that phase-space position. Thus, instead, we choose
Bv‖v‖ = v, Bµµ = E/B, (59)
which are always positive for non-zero kinetic energy.
Neglecting the first order terms, the velocity components for the normalized symmetric
matrix Yαβ become
Yv‖v‖ = 1
m2v2
[
D‖ζ
2 +D⊥(1− ζ2)
]
(60)
Yv‖µ = 2
m2v2
ζ(1− ζ2)(D‖ −D⊥) (61)
Yµµ = 4
m2v2
(1− ζ2) [D‖(1− ζ2) +D⊥ζ2] , (62)
with eigenvalues
λ =
1
2
[
Yv‖v‖ + Yµµ ±
√
(Yv‖v‖ + Yµµ)2 − 4 [Yv‖v‖Yµµ − (Yv‖µ)2]
]
=
1
2
[
Yv‖v‖ + Yµµ ±
√
(Yv‖v‖ −Yµµ)2 + 4(Yv‖µ)2
]
, (63)
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that are always real, non-negative, and non-degenerate because the determinant satisfies
Yv‖v‖Yµµ − (Yv‖µ)2 = 4
m4v4
(1− ζ2)D‖D⊥ ≥ 0. (64)
The only zero eigenvalue is obtained at ζ = ±1, in which case the velocity block of Yαβ is
already diagonal with the only non-zero entry being Yv‖v‖ = D‖/(m2v2).
Considering the case ζ = ±1 separately, we may now give the expression for the zeroth
order Σαβ . For |ζ | < 1 we have
Σαβ =


√
2DX(I − bˆbˆ) 0
0

 v 0
0 E/B

(Q1 Q2 )

√2λ1 0
0
√
2λ2



 , (65)
where λ1 and λ2 are the eigenvalues obtained from Eq. (63), and the vectors Q1 and Q2 are
the normalized eigenvectors related to the corresponding eigenvalues
Q1 =
1√
1 +
(
Y
v‖µ
λ1−Yµµ
)2

 1
Y
v‖µ
λ1−Yµµ

 , (66)
Q2 =
1√
1 +
(
Y
v‖µ
λ2−Y
v‖v‖
)2

 Yv‖µλ2−Yv‖v‖
1

 . (67)
For the limiting case ζ = ±1, although this rarely happens in numerical simulations, we
obtain
Σαβ =


√
2DX(I − bˆbˆ) 0
0


√
2D‖
m
0
0 0



 . (68)
In order to complete the zeroth order stochastic differential equations for (v‖, µ), also the
expressions for Aα are required. With the zeroth-order friction vector
K
α =


0
−νv‖
−2νµ

 , (69)
the coefficients are explicitly
Av‖ = v˙‖ − νv‖ +
v‖
mE
(
D‖ −D⊥ + p
2
∂D‖
∂p
)
, (70)
Aµ =− 2νµ + µ
mE
[
p
∂D‖
∂p
+ 3
(
D‖ −D⊥
)]
+
2D⊥
mB
, (71)
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where, in Eq. (71), we have neglected µ˙ since the magnetic moment is a constant of Hamil-
tonian guiding-center motion. It is also important to notice that if ζ = ±1, i.e., µ = 0, then
the stochastic contribution to the change in µ vanishes and the deterministic contribution
is positive. Thus the non-negativity of the magnetic moment is preserved.
Why to bother first order then? To be exact, the ordering applies also to the equations
of motion for the phase-space coordinates. In zeroth order, i.e., in the absence of magnetic
gradient drifts, the guiding-center velocity would be reduced simply to motion along the
field-line. Then bounce-center dynamics in the zero-orbit-width limit with corresponding
collision operator would be more relevant.
C. First-order method
If we include also the first order corrections in Dαβ, caused by the magnetic field inho-
mogeneity, the spatial part is no longer disconnected from the velocity part, and we have to
normalize the whole Dαβ. A convenient choice is to define
Bαβ =


|X|I 0
0

 v 0
0 E/B



 , (72)
wich yields the normalized matrix components
Yαβ =


DXX
|X|2
D
Xv‖
|X|v
B
E
DXµ
|X|
D
v‖X
|X|v
D
v‖v‖
v2
B
E
D
v‖µ
v
B
E
DµX
|X|
B
E
D
v‖µ
v
B2Dµµ
E2

 . (73)
It is difficult to show the full Yαβ to be positive-definite and, in fact, one of the eigenvalues
is zero. This is evident as both DXv‖ and DXµ are perpendicular to bˆ, and DXX · bˆ = 0,
revealing that
Uα =


bˆ
0
0

 , (74)
is an eigenvector of Yαβ corresponding to eigenvalue λ = 0. Thus Yαβ can be at most
positive semi-definite.
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Since Yαβ is symmetric, its eigenvectors are orthogonal, and, thus, the rest of the eigen-
vectors take the form
Uα =


UX
Uv‖
Uµ

 , (75)
where UX is a vector perpendicular to bˆ. The eigenvalue equation YαβUβ = λUα can be
solved formally using the fact that UX · bˆ = 0: Solving the spatial part of the eigenvector as
UX =
D
Xv‖
|X|v
Uv‖ + B
E
DXµ
|X|
Uµ
λ− DX
|X|2
, (76)
and eliminating it from the rest of the equations, leads to a 2 × 2 matrix equation for the
velocity components


D
Xv‖
|X|v
·D
Xv‖
|X|v
λ− D
X
|X|2
+ D
v‖v‖
v2
D
Xv‖
|X|v
·B
E
DXµ
|X|
λ− D
X
|X|2
+ B
E
D
v‖µ
v
D
Xv‖
|X|v
·B
E
DXµ
|X|
λ− D
X
|X|2
+ B
E
D
v‖µ
v
B
E
DXµ
|X|
·B
E
DXµ
|X|
λ− D
X
|X|2
+ B
2Dµµ
E2



 Uv‖
Uµ

 = λ

 Uv‖
Uµ

 , (77)
which can be solved after obtaining the eigenvalues from a quartic equation
a4λ
4 + a3λ
3 + a2λ
2 + a1λ+ a0 = 0, (78)
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where the coefficients are
a4 = 1 (79)
a3 =−
(Dv‖v‖
v2
+
B2Dµµ
E2 + 2
DX
|X|2
)
(80)
a2 = 2
(Dv‖v‖
v2
+
B2Dµµ
E2
)
DX
|X|2 −
(DXv‖
|X|v
)2
−
(
B
E
DXµ
|X|
)2
+
Dv‖v‖
v2
B2Dµµ
E2 +
(
DX
|X|2
)2
−
(
B
E
Dv‖µ
v
)2
(81)
a1 =
(DXv‖
|X|v
)2(
DX
|X|2 +
B2Dµµ
E2
)
+
(
B
E
DXµ
|X|
)2(
DX
|X|2 +
Dv‖v‖
v2
)
−
(
DX
|X|2
)2(Dv‖v‖
v2
+
B2Dµµ
E2
)
− 2BE
DXµ
|X| ·
DXv‖
|X|v
B
E
Dv‖µ
v
+ 2
DX
|X|2
((
B
E
Dv‖µ
v
)2
− D
v‖v‖
v2
B2Dµµ
E2
)
(82)
a0 =
(DXv‖
|X|v
)2(
B
E
DXµ
|X|
)2
+
(
DX
|X|2
)2
B2Dµµ
E2
Dv‖v‖
v2
− D
X
|X|2
((DXv‖
|X|v
)2
B2Dµµ
E2 +
(
B
E
DXµ
|X|
)2 Dv‖v‖
v2
)
. (83)
According to Descartes’ rule of signs, if the terms of a single-variable polynomial with
real coefficients are ordered by descending variable exponent, then the number of positive
roots of the polynomial is either equal to the number of sign differences between consecutive
nonzero coefficients, or is less than it by a multiple of 2. Similarly, the number of negative
roots is the number of sign changes after multiplying the coefficients of odd-power terms by
1, or fewer than it by a multiple of 2. For our quartic polynomial, Eq. (78), to possibly have
four positive roots the rule means that the coefficients must satisfy
a4 > 0, a3 < 0, a2 > 0, a1 < 0, a0 > 0. (84)
If this is true, then the rule states that the number of negative roots is at most zero, and
we have exactly four positive roots. In this case the matrix Yαβ will be positive semi-
definite, and we will be able to construct the matrix Σαβ with the aid of the eigenvalues and
eigenvectors. Analytical verification of this condition is a difficult task but, if we neglect the
second-order terms in the coefficients (79–83), and assume a toroidal magnetic field B =
Bφ∇φ, the condition is satisfied. For an arbitrary magnetic field, however, the condition
must be verified numerically.
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VI. CONCLUSIONS
We have discovered that in many cases the implementations of a collision operator into
a guiding-center following code has led to a situation where, inadvertedly, the particle and
guiding-center formalisms are mixed up. The consequences become obvious when the prob-
lem is properly looked at as solving the kinetic equation with stochastic approach. The im-
plementations for solving the test particle kinetic equation tend to use different phase-space
coordinates for the equations of motion and for the collisional part of the kinetic equation,
though stochastic methods clearly suggest that both sides of the kinetic equation need to be
treated with the same phase-space. This ambiguity is mainly a heritage from applying the
guiding-center transformation only to equations of motion and not to the collisional term,
and it also results in the loss of spatial diffusion in the guiding-center motion.
Solving the kinetic equation with stochastic differential equations also points out that
the deterministic motion of the phase-space coordinates consists both of the equations of
motion and of the collisional drag. Thus, both these terms should be treated consistently
with respect to both the magnetic field inhomogeneity and the choice of numerical integration
method. Current implementations, however, tend to assume uniform magnetic field for the
collisional contribution and yet include drifts in the equations of motion. Additionally, the
equations of motion are integrated with accurate adaptive Runge-Kutta methods whereas
the collisional drag is treated with the very crude Euler method.
This contribution relaxes these issues. The guiding-center kinetic equation, the starting
point for the present work, is obtained applying the guiding-center Lie-transformation con-
sistently on both sides of the particle kinetic equation. Thus, both sides of the resulting
guiding-center kinetic equation are treated consistently with same phase-space coordinates.
Also, as the collisional part of the kinetic equation is considered up to the same order
in magnetic field non-uniformity as the equations of motion, the guiding-center Coulomb
drag appearing in the stochastic differential equations can be treated consistently with the
contribution from the equations of motion.
It was also shown that the standard approach can be recovered if the approximation of
uniform field is applied. In addition, the same spatial diffusion coefficient was obtained
as reported previously. Considering the inhomogeneous magnetic field, however, it becomes
difficult to give analytical expressions for the coefficients needed for the stochastic differential
16
equations. We provide one eigenvalue with the corresponding eigenvector and give a quartic
equation for solving the rest of the eigenvalues and eigenvectors. Numerical calculation of
the eigen-decomposition for a 5× 5 matrix, however, should not be an issue.
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