Most of texture classification techniques are evaluated using large rectangular samples of each texture. This, how ever, is unrealistic, especially as samples of a certain tex ture may be used as cues in searching image databases or identifying objects in a scene. In this paper, four differ ent texture classification methods (wavelets, co-occurrence matrices, sum and dif f erence histograms. and lD Boolean models) are systematically compared and evaluated with re spect to their performance in identifying textures from small and irregular samples.
Introduction
Most of the algorithms that have been proposed in the literature for texture classification and texture recognition have been tested assuming that a rectangular sample of sig nifi cant size of the particular texture is available. In prac tical applications, however, this is seldomly the case. For example, in a case of database search by content, one may wish to use texture as a cue for the presence of a particular object in an image. It is unlikely that the particular texture sought will be present in the form of a rectangular shape of signifi cant size.
In this paper we assume that the textured regions of an image have been identifi ed by some generic texture bound ary detection method, e.g. [7] . The identifi ed texture re gions may subsequently have to be classifi ed by comparison with entries from a texture database. Alternatively, one may consider medical or forensic applications where small tex ture samples are available, possibly manually segmented, which have to be characterised and identified.
We chose to compare four different texture classifi cation methods in this context: the tree-structured wavelet trans form [1], co-occurrence matrices [5] , sum and difference histograms [9] , and features derived from the discrete ID Boolean model [3] (4] . To Guildford GU2 7XH, UK regular shapes and sizes, we create a set of masks which we use to isolate samples of textures from our texture database. All methods are trained on rectangularly shaped large sam ples, and then are tested for their ability to recognise tex tures from samples not previously seen by the system, cre ated by clipping test images using the set of previously de fi ned masks. The experiments carried out provided a direct comparison of the different methods for texture classifica tion as all of them were run using the same image database and under identical conditions. Although there have been many comparative studies of texture classification methods done in the past (eg. [10] [2] [6] [8]), it is the fi rst time a systematic study of the role played by the available texture sample size has been undertaken.
A set of irregular masks
To create a set of masks of various sizes and irregulari ties, we used the Fourier descriptors of a sha p e. If we mea sure the radius of a shape along rays emanating from the shape's centre of gravity, we have a periodic function r(B)
where B is the orientation of each ray with respect to some reference direction. This periodic function can be expanded into a Fourier series and the coefficients of the expansion can be used as shape descriptors. For simplicity we decided to use masks with quadruple symmetry so that only the. even coeffi cients of the cosine terms in the Fourier series were as sumed to be non-zero. Each shape in the set, therefore, is is to determine the coefficients of the shape harmonics in a random way. Parameter N can be seen as a measure of how irregular the shape is: the higher the number of the non-zero terms (value of N), the more irregular the shape becomes.
75 60 45 30 20 Radius Figure 1 . Some of the shapes in the database generated as described in section 2. Once the set of irregular shapes was created, we were able to create irregular texture areas by simply using the binary shapes as clipping masks of the texture images.
An image database containing 30 Brodatz-like grey level textures was used in our experiments. We had 4 non overlapping images per class, where each of them is 256 x 256 pixels in size. We will refer to each image in a class as a quadrant, as they were obtained by splitting a bigger image into 4. Therefore, a total of 120 square grey level images were included in the database.
Methodology
As we are interested in studying the influence of the size and irregularity of the area to be analysed to the calculation of the texture parameters, we run three series of experiments in which the whole square images were used as models and a series of samples were used for testing. In the first series of experiments, the irregular samples were obtained directly from the model images. In this case, the irregularly shaped patch to be classified must contain exactly the same texture as the models, and therefore, the diff erences in the parame ters between the test samples and the corresponding model images must be only due to the irregularity and different size of the texture area, and to nothing else. In the sec ond series of experiments, the irregular samples are derived from images that are not used as models by the classifi er, so they provide a more realistic situation, where differences between model and test parameters may be due to the shape and size of the sample as well as to the texture that appears into each image. Finally, the third series of experiments considers the traditional situation where square samples are classified against square models. This case is to be used as a benchmark for the other two cases.
For the first series of experiments, the methodology ap plied can be described as follows:
Thirty square grey level images were selected from the database, one from each texture class and their correspond ing parameters were computed. We took each one of those 30 images independently and applied over it all the irregular masks previously defined. That is, we obtained 135 irreg ular areas per class. The corresponding textural parameters were computed for all these areas. Then, the parameters of each area were compared with those of the square models and for each sample we found whether it could be correctly classified or not. Classification results for shapes de rived from one class.
As we have four different images per texture class, the previous steps can be repeated a total of four times, once per each quadrant. Thus, we will find four different curves that represent the border between recognisable and unrecognis able shapes. In order to obtain only one boundary line per image, we combined the results obtained for each quadrant into one global line that summarises all the information for that texture class. This global border is chosen by taking the most restrictive result of the four experiments (that is, the worst one). In order to obtain a quantitative comparison between the texture characterisation methods tested, we may compute for each method the percentage of irregu lar shapes that fall in the recognisable side of the previous graph. As we used 135 irr egular shapes per image and there were 30 textures in the database, a total of 4050 shapes ap plied to four different quadrants were considered in each ex.periment.
Experiments

Tree-Structured Wavelet Transform
When we use the tree-structured wavelet transform (TSWT), a maximum of four decompositions were used. As the TSWT must deal always with square images whose size is a power of 2, each irregularly shaped texture patch was enclosed into a minimum square of the appropriate size. The pixels that did not belong to the texture were filled with the mean grey value of the texture area. This was so that the sharp edges created at the border of the shape were as insignificant as possible. When the energy of a channel was computed it was normalised depending not only on the size of the channel but also on the ratio of pixels used in the ir regular shape (pixels that belong to the irregular patch) with respect to the total number of pixels in the square image.
Four different fi lter banks were considered for the exper iments' namely the Daubechies fi lters of size 4, 12, and 20, as well as the Haar fi lter bank. The number of channels con sidered varied from 10 to 255 (the maximum number when four decompositions were used). Fig. 3(a) shows the per centage of correctly classified samples for each filter bank as a function of the number of chann els used in the classi fication for the first experiment. It can be noticed that all the Daubechies coefficients performed similarly, while the Haar filter bank performed slightly worse.
Co-occurrence Matrices
Experiments using features obtained from co-occurrence matrices were run using the same parameters described in [6] , that is, four directions were considered and four textu ral features were computed for each matrix. Each feature was normalised to a distribution with zero mean and unit standard deviation. To deal with irregular areas, only those pairs of pixels that fell inside the irregular shape were taken into account, and this number of pairs was also used to nor malise the textural features.
The distances d considered varied from 1 to 5, while the number of grey levels was quantised to G = 8, 16, and 32. Fig. 3(b) shows the percentage of correctly classifi ed samples for each value of G as a function of the number of distances d considered for the first experiment. Note that the performance deteriorates as the number of distances considered increases. This is because for large values of d there are not enough pairs of pixels falling inside the shape to produce reliable statistics. Furthermore, the curse of di mensionality must be taken into account because the more distances considered, the more features are used to describe a texture.
Unser's sum and difference histograms
Experiments using features obtained from the sum and difference histograms were run using the same four direc tions as for the co-occurrence matrices. To deal with ir regular areas, only those pairs of pixels that fell inside the irr egular shape were taken into account. The distances d considered varied from 1 to 10, while the number of grey levels in the images was quantised to G = 8, 16, and 32.
Both classification methods described in [9] were used. Fig. 3(c) shows the percentage of correctly classified samples obtained in the first experiment for each value of G a" a function of the number of distances d considered.
In this case, the global features described in [9] were used to characterise each histogram. It can be noticed that the results are highly influenced by the number of grey levels used in the quantisation process. However, the classifica tion accuracy did not decrease as the number of distances considered was increased.
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The same experiments were run using now the whole his tograms to describe a texture class and a maximum likeli hood decision rule was used to classify samples [9] . In this case, we note that the results are much better than the ones obtained using all previous methods. Also, it is clear that there is almost no difference in the classifi cation rate for different values of G (the number of grey levels used in the quantisation process). However, the larger the num ber of grey levels considered, the larger the histograms com puted and therefore, a larger number of features are consid ered to characterise a texture. Note again the deterioration of performance as the number of distances considered in creases.
Features derived from the Boolean model
Experiments were run using different methods for split ting a grey image into a set of binary planes, namely bit slicing and grey level quantisation. Two different numbers of binary planes were considered for each method: 3 and 8. When bit slicing was used with only 3 binary planes. the three most signifi cant bits were used to create the binary planes. Each irregular shape is raster scanned and only com plete runlengths are used to calculate the Boolean model statistics (i.e. runlengths that are interrupted by the region boundary are ignored) [3] [4] . It can be pointed out that in all experiments the bound aries between recognised and unrecognised samples in Fig. 2 (Right) were almost vertical lines. This means that the texture characterisation is much more influenced by the sample size than by the sample shape.
In the second series of experiments, we considered test irregular shapes exn'acted by clipping images other than the ones used as models. Therefore, differences between model and test parameters may be due to the shape and size of the sample as well as to the texture that appears in each image. Although the final graphs are not shown here, the results obtained for all methods in this case were quite sim ilar to the results obtained in the fi rst series of experiments. In the third experiment, rectangular samples were classifi ed against rectangular models. Table 2 summarises the best results obtained for each experiment and each texture char acterisation method.
Conclusions
Several methods were used to characterise irregular tex ture areas. As the characterisation of the texture is done statistically, the area we want to analyse must contain sev eral texture elements in order to provide valid statistics. There were significant differences between the methods compared. The sum and difference histograms when the whole histogram is used in the classification process per formed much better than all the other methods studied (with more than 95% accuracy in the classification), The method based in the Boolean model was the second best. The fea tures computed from the co-occurrence matrices performed slightly worse than the Boolean model. Finally, the TSWT was the method that provided the worse results in all exper iments. This is perhaps because this method requires rect angularly shaped samples in order to characterise a texture, while all other methods can easily cope with the irregular shapes. Table 2 . Best results in each experiment.
