Abstract. We give a new characterization of the two weight inequality for a vector-valued positive operator. Our characterization has a different flavor than the one of Scurry's [5] and Hänninen's [6] . The proof can be essentially derived from the scalar-valued case.
In particular, ||T α ||
In [1] , Theorem 1.1, named as bilinear embedding theorem, is proved using Bellman function technique for p = 2. In [2] , the case for all 1 < p < ∞ is obtained, using a technique developed in [7] . In [3] and [4] , the proof is significantly simplified. In fact, the proof given in [3] also works for more general measurable spaces, see Definition 1.2. In [5] , a vector-velued extension is established, and in [6] , a simplified proof is obtained using the same idea as [4] .
1.2. The main problem. We are interested in the two weight estimates for the vector-valued case. Our basic setup is Definition 1.2. For a measurable space (X , T ), a lattice L ⊆ T is a collection of measurable subsets of X with the following properties (i) L is a union of generations L n , n ∈ Z, where each generation is a collection of disjoint measurable sets, covering X .
(ii) For each n ∈ Z, the covering L n+1 is a countable refinement of the covering L n , i.e. each set I ∈ L n is a countable union of disjoint sets J ∈ L n+1 . We allow the situation where there is only one such set J, i.e. J = I; this means that I ∈ L n also belongs to the generation L n+1 . Definition 1.3. For a positive measure µ on (X , T ) , define the averaging operator as
From now on, we assume (X , T ) is a measurable space, L ⊆ T is a lattice on X , and µ, ν are two positive measures. : I ∈ L} be non-negative constants associated to a lattice L on (X , T ). Define a vector-valued operator
(1.6) Theorem 1.5 (Two weight estimates for a vector-valued positive operator). Let 1 < p < ∞ and 1 ≤ q < ∞.
holds if and only if (i) for the case 1 < p ≤ q, we have
(ii) for the case q < p < ∞, we have both (1.8) and
Remark 1.6. The case q = 1 is a generalization of Theorem 1.1 to the measurable space setting. The proof given in [3] adapts to this general situation. Remark 1.7. In [5] and [6] , to obtain the two testing conditions, they first rewrite (1.7) into
, one deduces (1.8). For the second testing condition, one turns to consider the family of functions {g
supported on J ∈ L with l q -norm equal to 1. This gives
Compare Theorem 1.5 with the main results in [5] and [6] . We have a very different condition (1.9) than (1.11) with seemingly 'wrong' exponents. However, We will see that both (1.8) and (1.9) are testing conditions on some families of special functions.
The case: 1 < p ≤ q
We will see in this section that when 1 < p ≤ q, (1.8) is equivalent to (1.7). On one hand, (1.8) can be deduced from (1.7) by setting f = 1 J . On the other hand, consider the maximal function
The celebrated Doob's martingale inequality asserts
Note that E k is a disjoint union of maximal sets in E k , maximal in the sense of inclusion. Denote these disjoint maximal sets by E * k . Hence,
, (2.2).
3. The case: q < p < ∞, a counterexample
In this section, we see that (1.8) itself is not sufficient for (1.7) for the case q < p < ∞.
Consider the real line R with the Borel σ-algebra B(R). Let the lattice be all the tri-adic intervals. We specify the positive measures µ, ν, the non-negative constants α = {α I : I ∈ L}, and the functions f in the following way.
Let C = ∩ n≥0 C n be the 1/3-Cantor set, where
The measure µ is the Lebsgue measure restricted on [0, 1) and the measure ν is the Cantor measure, i.e. ν(I) = 2 −n for each I belongs to a connect component of C n . (ii) Define α I = (2/3) n/p for each I belongs to a connect component of C n . (iii) For the function f , consider the gap of C, i.e. [0, 1) \ C. This is a disjoint union of tri-adic intervals. Let f = (3/2) n/p · n −r for each I ∈ [0, 1) \ C with length of I equals 3 −n , where r is to be chosen later in the proof.
Claim 3.1. The above construction gives a counterexample with properly chosen r.
Proof. We begin with checking (1.8). It suffices to check for every J belongs to a connected component of C n , and thus µ(J) = 3 −n . Note that
Hence,
Next, we show that (1.7) fails. This requires a smart choice of r in the definition of f .
Since q < p < ∞, we can pick r such that
q . Note that for every I belongs to a connected component of C n , we have
Hence, consider I n = {I : I is tri-adic with length less than or equal to 3 −n },
And so,
We can see that the condition q < p < ∞ is crutial in our construction.
The case: q < p < ∞
We discuss the case q < p < ∞ of Theorem 1.5 in this section. In particular, we see that both (1.8) and (1.9) are testing conditions on some families of special functions.
To begin, since
we can write
Without loss of generality, we assume that both f and g are non-negative. The following lemma reduces us to the scalar-valued case.
An easy application of Hölder's inequality shows that the LHS of (4.3) is no more than its RHS. The other half of this lemma depends on the following famous Rubio de Francia Algorithm.
Lemma 4.2 (Rubio de Francia Algorithm). For every
and µ(I)
Proof. Consider the maximal operator M µ defined in (2.1). Doob's martingale inequality (2.2) implies
First we check the validity of the definition for F . Note that
Hence, F is the L p/q (µ)-limit of the partial sums and thus well-defined. Moreover, we have also proved that ||F ||
. Considering only k = 0 in the definition for F , we have F ≥ f . And so ||F ||
Finally, note that
Therefore, we deduce
Applying Rubio de Francia Algorithm, we obtain
· ||g||
, ||f || we may consult to the scalar-valued Theorem 1.1. Note that Theorem 1.1 still holds in the measurable space setting as is pointed out in [3] . Therefore, Theorem 1.5 follows from Theorem 1.1 for free, and both (1.8) and (1.9) are testing conditions with respect to the derived scalarvalued problem.
acknowledgement
The author would like to thank his PhD thesis advisor, Serguei Treil, for many enlightening and insightful discussions on this problem.
