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This paper is concerned with the Bayesian system identification of structural dynamical
systems using experimentally obtained training data. It is motivated by situations where,
from a large quantity of training data, one must select a subset to infer probabilistic
models. To that end, using concepts from information theory, expressions are derived
which allow one to approximate the effect that a set of training data will have on parameter
uncertainty as well as the plausibility of candidate model structures. The usefulness of this
concept is then demonstrated through the system identification of several dynamical
systems using both physics-based and emulator models. The result is a rigorous scientific
framework which can be used to select ‘highly informative’ subsets from large quantities of
training data.
& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY
license (http://creativecommons.org/licenses/by/3.0/).1. Introduction
To be practically useful, any system identification method needs to be able to quantify and propagate the inevitable
uncertainties which arise as a result of noise-contaminated measurements, as well as the fact that one's chosen model
structure will never be able to perfectly replicate the physics of the system of interest. Consequently, system identification is
best approached using probability logic such that, rather than searching for the ‘perfect model’, one is able to assess the
relative plausibility of a set of models as well as the parameters within those models [1]. As a result of seminal papers in the
machine learning [2] and structural dynamics [3] communities, it is now widely accepted that both levels of inference
(parameter estimation and model selection) can be achieved using a Bayesian approach.
With regard to parameter estimation, the plausibility of a model parameter vector θ¼ fθ1;…;θND g given a model
structureM and training data D can be expressed using Bayes' Theorem:
Pðθ D;Mj Þ ¼ PðDjθ;MÞPðθjMÞ
PðDjMÞ : ð1Þ
One's belief in the plausibility of θ before the training data were known is represented by the prior distribution PðθjMÞ,
while one's belief in the plausibility of θ after the training data are known is represented in the posterior distribution
PðθjD;MÞ. PðDjθ;MÞ is termed the likelihood and represents the plausibility that the training data D was witnessed givener Ltd. This is an open access article under the CC BY license
reen), e.j.cross@sheffield.ac.uk (E.J. Cross), k.worden@sheffield.ac.uk (K. Worden).
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PðDjMÞ ¼
Z
⋯
Z
PðDjθ;MÞPðθjMÞdθ1⋯dθND ð2Þ
thus ensuring that the posterior probability distribution integrates to unity. When dealing with nonlinear systems, the
evidence integral is often intractable and, as a result of the curse of dimensionality, cannot practically be evaluated
numerically when the number of unknown parameters is greater than 3.
To surmount this issue one can choose to generate samples from the posterior distribution using Markov chain Monte Carlo
(MCMC) methods, which can be implemented without having to evaluate Eq. (2). While many MCMC methods have been
developed (see Refs. [4–6] for a comprehensive discussion), by far the most popular is the Metropolis–Hastings (MH)
algorithm. This involves the evolution of an ergodic Markov chain through the parameter space such that it is able to converge
to, and then generate samples from, the posterior distribution. Ensuring that the chain has converged to the globally optimum
region of the parameter space (rather than a ‘local trap’) is a nontrivial problemwhich has led to the development of the well-
known Simulated Annealing algorithm [7] (and its many variants [8–10]) and, more recently, the Adaptive Metropolis–
Hastings [11], Transitional Markov chain Monte Carlo [12] and Asymptotically Independent Markov Sampling [13] algorithms.
Once converged, MCMC can then be used to generate samples from the posterior. These samples can be used to analyse
parameter correlations, to propagate one's uncertainty in the parameter estimates and to conduct a sensitivity analysis of
the model structure of interest (see [14,15] for example). While undoubtedly useful, MCMC tends to be expensive, as many
model runs are usually required before one can build up a reasonable ‘picture’ of the posterior distribution. This is
compounded by the fact that, by the nature of MCMC, the samples have not been generated independently and are in fact
correlated with each another. Consequently, to avoid making biased estimates, it is often the case that many of the samples
generated by MCMC need to be ‘thrown away’ such that the correlation between the remaining samples is reduced (this
process is typically referred to as thinning). To alleviate this issue one may choose an alternative to the MH algorithm such as
Hybrid Monte Carlo (HMC) [16] which tends to produce samples which are less strongly correlated than the MH algorithm
(HMC is discussed in the context of structural dynamics in [17]). However, as HMC utilises estimates of the gradient of the
posterior distribution – which incurs additional computational cost – the author's have found that the ability of HMC to
outperform the MH algorithm is very dependent on the problem at hand.
To reduce the computational expense of Monte Carlo analysis one may choose to utilise emulators (also known as meta-
models or surrogate models) which are inferred directly from the training data rather than from the underlying physics of
the system (see [18] for example). The relatively simple structures of emulators often make them considerably easier to
analyse, and computationally cheap when compared to physics-based models.
The work in this paper specifically addresses the situation where, to perform Bayesian system identification as part of
some collaborative work, one is presented with a very large quantity of data from which to infer probabilistic models.
In such a scenario – particularly if one is aiming to utilise physics-based models – it is usually desirable to select a small
subset of the training data to reduce the computational cost of running MCMC.1 In such a scenario one would ideally select a
subset of data which is both short and highly informative with regard to one's parameter estimates. Consequently, the first
aim of this paper is to provide a framework which allows one to view the information content – specifically with regard to
one's parameter estimates – of large sets of training data before the application of MCMC. This allows one to select subsets of
data which are both small, and from which one can learn a great deal about the parameters of a candidate model.
The second aim of this paper is with regard to the second level of inference: model selection. Whether using physics-
based models or emulators, any system identification procedure will involve choosing a modelM from a set of candidate
model structures (as implied by Eq. (1)). This task is complicated by the fact that model performance cannot be judged
simply by how well a model is able to replicate a set of training data as this will lead to overfitted models based on
redundant parameter sets. This issue can be addressed by using model selection criteria such as the AIC [20] or the BIC [21],
which reward model fidelity while also penalising model complexity. Alternatively, one can phrase the model selection
problem using Bayes' Theorem:
PðMi Dj Þ ¼ PðDjMiÞPðMiÞPðDÞ ð3Þ
whereMi is a model from a set of candidate model structuresM ¼ fM1;…;MNM g. Assuming that there is no prior bias over
any of the models in M, one can then rate the relative plausibility of two competing model structures (modelsMi andMj
for example) by computing a Bayes Factor:
βi;j ¼
PðMijDÞ
PðMjjDÞ
: ð4Þ
The Bayes Factor is a model selection criterion which, it can be shown, penalises overfitting without the introduction of ad
hoc penalty terms (see [1,2,6,22] for more details). Recent work [23] has also shown that such an approach can also be used1 Clearly the computational savings achieved through this approach is dependent on the size of the chosen subset, relative to the full set of training
data. in situations where the full set of training data is relatively small, the computational savings that could be made through the methods presented in
this paper may be small relative to what can be achieved through the parallel implementation of MCMC algorithms (see [19] for example).
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present paper.
With the second level of inference in mind then, building on the aforementioned idea of ‘highly informative’ training
data, the second major aim of the present work, is to identify which sets of training data will be the most informative with
regard to model selection. This develops the idea that an informative set of training data will aid the model selection
procedure, by demonstrating that one particular model is much more plausible than the other competing structures.
The paper is organised as follows. Section 2 addresses parameter estimation specifically. Expressions allowing one to
approximate the effect of a set of training data on the posterior covariance matrix are derived in Section 2.1, before being
linked with concepts from information theory as well as previous work from the machine learning community [24] in
Sections 2.2 and 2.3. These concepts are then extended to the case of model selection in Section 3. The various benefits of
using highly informative training data with regard to parameter estimation and model selection are demonstrated using a
series of examples in Sections 4 and 5, where the system identification of a synthesised nonlinear system using a physics-
based model and of the Tamar bridge using an emulator are investigated.
2. Parameter estimation
2.1. Taylor series expansion
The case where there are ND parameters to be identified (such that θARND ) is considered here. The parameters are to be
inferred using training data D which consists of a vector of inputs and corresponding outputs of the system of interest. It is
assumed that each measured data point is corrupted by Gaussian white noise with variance σ2, such that the likelihood is
given by
PðD θ;M ¼ ∏N
n ¼ 1
ð2πσ2Þ1=2 exp  1
2σ2
ðzn z^nðθÞÞ2
 
ð5Þ
where z is the measured response of the real system and z^ is the response of the model.
It is well known that, by approximating the log-likelihood (LðθÞ) using a second-order Taylor series expansion (see [6] for
more details) and assuming an uninformative prior, the posterior can be approximated according to
Pnðθ D;Mj Þ ¼ PðDjθ^;MÞ
PnðDjMÞ exp 
1
2
½θ θ^A½θ θ^T
 
ð6Þ
where θ^ is the most-probable parameter vector and, throughout this work, asterisks are used to denote quantities which
have been approximated in this manner. The matrix A is the Fisher Information matrix:
Ai;j ¼ 
∂LðθÞ2
∂θi ∂θj

θ ¼ θ^
ð7Þ
whose elements can, depending on the problem at hand, be evaluated analytically or approximated using finite difference
methods.
Integrating Eq. (6) with respect to θ allows one to write the evidence as
PnðDMj Þ ¼ PðDjθ^;MÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2πÞND
jAj
s
: ð8Þ
For the sake of clarity, the Gaussian approximation of the posterior will be written as
Pnðθ D;Mj Þ ¼ 1
Zn
exp 1
2
½θ θ^A½θ θ^T
 
ð9Þ
where
Zn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2πÞND
jAj
s
: ð10Þ
Although an improper prior distribution has been utilised in this case, it should be noted that the analysis detailed herein
will apply to situations where one has employed a uniform prior distribution whose limits are far from the main region of
probability mass (it is also relatively easy to extend the arguments presented here to the case where Gaussian priors are
used). In fact, such an analysis is not particularly relevant to the concepts presented in this paper because, as it will be
shown, the prior distribution has no influence on the informativeness of the training data.
The covariance matrix of PnðθjD;MÞ is given by
C ¼ A1: ð11Þ
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with elements:
A1i;i ¼
 
∂
2LðθÞ
∂θ2i

θ ¼ θ^
!1
ð12Þ
(this is equivalent to assuming that any parameter correlations present in the system are negligible). Consequently, by
monitoring the diagonal elements of A:
A1i;i ; i¼ 1;…;ND ð13Þ
as more data points are added to the training data, it is possible to see the effect that these points have on the confidence
one has in each individual parameter estimate – a drop in A1i;i as training data is added indicates that one's confidence in
the parameter θi has increased. In fact, it was found to be more convenient to monitor
lnðA1i;i Þ; i¼ 1;…;ND ð14Þ
as training data is added, simply for visualisation purposes. The relative simplicity of this expression is helped largely by the
fact that it has been assumed that the covariance matrix is diagonal. In Sections 2.2 and 2.3 of this work it will be shown that
this allows one to develop an intuitive interpretation of the Fisher Information matrix as well as an information theoretic
interpretation of highly informative training data. However, it is important to recognise that this assumption is not
necessary in practice – Eq. (7) can be used to evaluate the ‘full’ Fisher Information matrix if it is thought to be necessary.
Indeed, by doing so, one may be able to monitor the off-diagonal terms of the covariance matrix as training data is added,
thus allowing one to assess which parts of the training data will be informative with regard to the parameter correlations.
The effect of assuming a diagonal covariance matrix is analysed in more detail through the use of an example in Section 4 of
this work.2.2. Interpretation of the Fisher Information matrix
This section is concerned with the development of a more detailed analysis of the Fisher Information matrix (A) such that
a more complete definition of what is meant by ‘informative’ training data can be developed.
If one considers the log-likelihood:
L θ
 ¼ N
2
ln 2πσ2
  1
2σ2
∑
N
n ¼ 1
Jn θ
  ð15Þ
(where Jn ¼ ðzn z^nðθÞÞ2) then, differentiating twice with respect to the elements in the parameter vector and utilising
Eq. (7), the Fisher Information Matrix A becomes
A¼ H
2σ2
ð16Þ
where H is a Hessian matrix whose elements are defined as
Hi;j ¼ ∑
N
n ¼ 1
∂2JnðθÞ
∂θi ∂θj

θ ¼ θ^
: ð17Þ
As a result, the covariance matrix of PnðθjD;MÞ is given by
C ¼ 2σ2H1: ð18Þ
As before, it is assumed that the off-diagonal terms are zero such that the covariance matrix C is diagonal with elements
given by
Ci;i ¼ 2σ2
 
∑
N
n ¼ 1
∂2JnðθÞ
∂θ2i

θ ¼ θ^
!1
: ð19Þ
This allows one to define what is meant by the term ‘informative’ training data. Firstly, Eq. (19) shows that the diagonal
elements of the covariance matrix will increase with the measurement noise variance (σ2). This provides the rather intuitive
observation that training data will be more informative if one makes low noise measurements (this point was also made in
[24]). Secondly, Eq. (19) shows that one can achieve a large decrease in element Ci;i of the covariance matrix through the
introduction of a data point for which ∂2JðθÞ=∂θ2i jθ ¼ θ^ is large. In other words, a point of training data can be considered
to be informative (with regard to parameter θi) if the ability of the model to replicate that point is very sensitive to changes
in θi.
P.L. Green et al. / Mechanical Systems and Signal Processing 56-57 (2015) 109–122 1132.3. Relation to the Shannon entropy
Intuitively, it seems reasonable to assume that there is a link between the derivation shown in Section 2.1 and
information theory. This is because one would say that a data point which has a great effect on one's parameter estimates
contains more information than that which has relatively little effect. This concept was investigated as far back as 1992 [24]
within the context of machine learning, where the ‘informativeness’ of training data was analysed using the Shannon
entropy as an information measure. While, within the structural dynamics community, it has been shown that the Shannon
entropy can be used to optimise sensor placement and/or experimental design (see [25–27] for example), the authors
believe that it has not previously been used to analyse the information content – with regard to both levels of Bayesian
inference – of large sets of training data.
The main focus of this section is to calculate the Shannon entropy of the posterior such that a relation between the afore
mentioned work in [24] and that presented in Section 2.1 of the current work can be drawn.
Noting that the Shannon entropy is a measure of uncertainty then, ergo, the aim here is to select a subset of training data
which will reduce the Shannon entropy of the posterior as much as possible. It is important at this point to emphasise that
this approach is different from that of the Maximum Entropy (MaxEnt) method [28] which, for example, can be used to find
the prior distribution which assumes the smallest amount of additional information. In the current paper the term ‘highly
informative’ is not used to describe distributions with large entropy – it is used to refer to data which can greatly reduce the
uncertainty in one's parameter estimates and, consequently, the entropy of the posterior distribution.
Using the Gaussian approximation given in Eq. (6), the Shannon entropy of the posterior is given by
S¼ 
Z
Pn θ
 D;MÞ ln Pn θ D;M Þ dθ
¼ND
2
ðlnð2πÞþ1

þ1
2
ln
1
jAj
 
: ð20Þ
If it is assumed that the off-diagonal elements of A are zero (as in Section 2.1) then the entropy of the posterior becomes
S¼ND
2
1þ ln 2πð Þð Þþ1
2
∑
ND
i ¼ 1
ln
1
Ai;i
 
: ð21Þ
The only term in Eq. (21) which is a function of the training data is ∑NDi ¼ 1 lnð1=Ai;iÞ such that by monitoring the quantity
Si;i ¼ lnðA1i;i Þ; i¼ 1;…;ND ð22Þ
one can see the effect of the training data on the Shannon entropy of the posterior. Consequently then, a link has been
drawn between the work demonstrated in [24] and that which is shown in Section 2.1.
3. Model selection
As elaborated in Section 1, one can rate the relative plausibility of two competing model structures using a Bayes Factor.
Using the Gaussian approximation of the posterior (Eq. (9)) allows the Bayes Factor between models Mi and Mj to be
written as
βi;j ¼
PðMijDÞ
PðMjjDÞ
¼ PðDjMiÞ
PðDjMjÞ
 P
nðDjMiÞ
PnðDjMjÞ
ð23Þ
where OFi and OFj are used to represent the Occam factors for the model structures Mi andMj respectively. The Occam
factor for model i is
OFi ¼ PðθMij Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2πÞNðiÞD
jAðiÞj
vuut ð24Þ
where PðθjMiÞ is a constant as improper priors are being used, AðiÞ is the Fisher Information matrix and NðiÞD is the number of
parameters in model structureMi. It can be shown that the Occam factor is a term which penalises the model structure of
interest for having additional parameters thus helping to prevent overfitting. As it has already been established that one can
monitor the diagonal elements of AðiÞ and AðjÞ as training data is added then it is clear that one will also be able to monitor
the Bayes Factor in a similar fashion. This will help to establish which parts of the training data are particularly informative
with regard to the model selection procedure as well as helping one to establish that the choice of model is independent of
the amount of training data being utilised.
4. Example: system identiﬁcation of a nonlinear system using physics-based models
The first example considered here is concerned with the system identification of a base-excited SDOF Duffing oscillator
(Fig. 1). In order to demonstrate the concept of ‘highly informative training data’, the analyses detailed in this section were
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m€zþc_zþkzþk3z3 ¼ m €y ð25Þ
where m is the mass, c is viscous damping, k is linear stiffness, k3 is nonlinear stiffness and z represents the relative
displacement between the base and the mass:
z¼ xy: ð26Þ
4.1. Parameter estimation
A set of training data was created by simulating the response of the system to a Gaussian white noise input. The resulting
relative displacement (z) was then corrupted with Gaussian noise such that the signal to noise ratio of the signal was equal
to 20 (Fig. 2). The mass was assumed known, such that the parameter vector to be estimated was θ¼ fc; k; k3g. The true
parameter values and the chosen limits of the uniform prior distribution are shown in Table 1.
For the sake of demonstrating the potential benefits of studying the Shannon entropy of the training data, it is assumed
here that the most probable parameter vector θ^ is known. Firstly, the off-diagonal elements of the Fisher Information matrix
were set to zero and the ‘informativeness’ of each parameter was approximated according to Eq. (22). Secondly, the entire
Fisher Information matrix was approximated using finite difference methods and, in the same manner, the Shannon entropy
of each parameter was evaluated. The resulting entropy estimates are plotted as a function of the number of data points in
the training data in Fig. 3.
The first point to note with regard to Fig. 3 is that the values obtained through computation of the full covariance matrix
appear to be relatively noisy. This is because inverting the full Fisher Information matrix involves the combination of many
more potentially erroneous gradient estimates than if one were to ignore the off-diagonal terms. This is compounded by the
fact that estimation of the Hessian matrix requires the approximation of second-order derivatives using finite difference
methods. In order to reduce the errors arising in this process, one can utilise the Gauss–Newton method [29] which allows
the Hessian to be approximated using only first-order derivatives:
Hi;j  2 ∑
N
n ¼ 1
∂rn
∂θi
∂rn
∂θj
ð27Þ
where rn ¼ zn z^nðθÞ. Using this method Fig. 4 shows that, relative to the results shown in Fig. 3, the noise present in the
estimates made using the full Fisher Information matrix has been greatly reduced.
Fig. 5 shows the estimated Shannon entropy – calculated using the determinant of A (Eq. (21)). Specifically, the results
utilising the full Fisher Information matrix (calculated using the Gauss–Newton method) are compared to those obtainedFig. 1. Base excited Duffing oscillator.
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Fig. 2. Training data for parameter estimation of the base excited Duffing oscillator.
Table 1
True parameter values and chosen prior limits for parameter estimation of the base excited Duffing oscillator.
Parameter True value Lower prior limit Upper prior limit Unit
c 0.1 0 1 N s/m
k 50 0 1103 N/m
k3 1105 0 1107 N/m3
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S
k
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k 3
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’Full’ Fisher Information Matrix
Diagonal Elements Only
Fig. 3. Parameter estimation of the base-excited Duffing oscillator. The Shannon entropy for parameters (a) c, (b) k and (c) k3 (evaluated using Eq. (22)).
Grey lines represent estimates using the full Fisher Information matrix while black lines represent estimates made using only the diagonal elements of the
Fisher Information matrix.
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suggested that the Gauss–Newton method is the more general as its application is not limited to situations where parameter
correlations are negligible.
Upon studying the Shannon entropy of each parameter, Figs. 3 and 4 both indicate that if one were to use the first 4500
data points rather than the first 3500 data points of this specific set of training data, then one should realise a more
‘confident’ estimate of the parameter k but still have similar levels of uncertainty with regard to the parameters c and k3.
To test this hypothesis two sets of MCMC simulations were run – one using the first 3500 data points and one using the first
4500 data points of training data. This was conducted using the Metropolis algorithm. Throughout this paper all MCMC
simulations are conducted using the logarithm of the parameters so as to avoid scaling issues. The variances of the proposal
densities were tuned such that acceptance ratio of the MH algorithm was roughly 40%.
The resulting Markov chains are shown in Fig. 6. It can be seen that, as predicted, by using the additional 1000 data
points the uncertainty in the estimate for k has been reduced greatly while the uncertainty in the other parameters has
remained relatively unchanged. Referring back to the training data (Fig. 2), it is interesting to note that it is not obvious
exactly why this additional portion of training data has increased our confidence in k so drastically. This is an important
result as it shows that plotting the Shannon entropy of the posterior can reveal features of the training data which may not
be intuitively obvious.4.2. Model selection
To investigate the issue of model selection, the response of the base-excited Duffing oscillator to a low amplitude
excitation was analysed. This is because, at low amplitudes, the effect of the nonlinear term will be relatively small and so it
may be possible to accurately replicate the response of the system over this region of the input space using a linear model.
Consequently then, there are two competing model structures: one with k3 (denotedM1) and one without k3 (denotedM2).
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Fig. 5. Parameter estimation of the base-excited Duffing oscillator. The Shannon entropy (evaluated using Eq. (21)) is presented. Grey lines represent
estimates using the full Fisher Information matrix (Gauss–Newton method) while black lines represent estimates made using only the diagonal elements of
the Fisher Information matrix.
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Fig. 4. Parameter estimation of the base-excited Duffing oscillator. The Shannon entropy for parameters (a) c, (b) k and (c) k3 (evaluated using Eq. (22)).
Grey lines represent estimates using the full Fisher Information matrix (Gauss–Newton method) while black lines represent estimates made using only the
diagonal elements of the Fisher Information matrix.
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β1;2 ¼
PðDjM1Þ
PðDjM2Þ ð28Þ
such that a high value of β1;2 indicates that the nonlinear model is more plausible than the linear model. The ability of the
linear model to replicate the training data and a plot of ln β1;2 as a function of the number of points in the training data are
shown in Fig. 7(a) and (b) respectively. It is clear that the plausibility of the nonlinear model relative to the linear model
increases greatly when the ability of the linear model to replicate the training data worsens. Upon studying Fig. 8 it is
interesting to note that, if one had used between 500 and 1000 data points, it could have been incorrectly concluded that
the linear model was preferable.
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Fig. 6. Parameter estimation of the base excited Duffing oscillator. MCMC samples from the posterior distribution using (a) the first 3500 and (b) the first
4500 points of training data.
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Fig. 7. Selecting a model to replicate the response of the base-excited Duffing oscillator. (a) The ability of the linear model to replicate a set of training data.
(b) Bayes Factor as a function of the number of points in the training data (N).
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The Tamar Bridge, built in 1961, is situated in South West England. In 2001, in order to meet with EU directives the bridge
was strengthened and widened. During this exercise a monitoring system that collects measurements of displacements,
cable tensions and environmental conditions was installed in the interest of studying the bridge's performance during the
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Fig. 8. A close-up view of Fig. 7(b), analysing the variation of Bayes Factor over the first 1500 points of data.
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extracted from accelerometer measurements using stochastic subspace identification are available.
In order to better understand the dynamic response of the structure to environmental and operational conditions, a
number of analyses have been carried out [30]. One such analysis utilised simple response surface models (employing linear
regression) to capture the relationship between the extracted deck natural frequency and measured environmental and
operational conditions (such as temperature, wind conditions and traffic loading). It was found that simple linear models
(that may be thought of here as meta models) were able to account for the majority of the variation in the deck natural
frequencies.
The question of model selection and informative training data is of much interest in this case, as a large database (which
spans a number of years) is available for learning and contains numerous candidate parameters. The following analysis is
concerned with using model emulators to predict the first natural frequency of the bridge specifically.5.1. Parameter estimation
To begin the analysis it was hypothesised that the first natural frequency of the bridge (denoted ω) could be predicted
using a model of the form:
ω^n ¼ θTn ð29Þ
where T represents the traffic load and θ is a parameter whose most probable value can be calculated through linear
regression. In this case an improper prior and, as before, a Gaussian prediction-error model were utilised. Consequently, the
likelihood is given by:
PðD θ;M ¼ ð2πσ2ÞN=2 exp  1
2σ2
∑
N
n ¼ 1
ðωnθTnÞ2
 
: ð30Þ
Differentiating the negative logarithm of Eq. (30) twice with respect to θ allows one to realise an exact expression for A:
A¼∑
N
n ¼ 1ðT2nÞ
σ2
ð31Þ
and, as a result, an exact expression for the Shannon entropy of the posterior:
Sθ ¼ ln
σ2
∑Nn ¼ 1ðTnÞ2
 !
: ð32Þ
Interestingly, Eq. (32) implies that one can obtain more information about θ if the training data features large values of T.
To explain this one must recall that, through the choice of likelihood, it was assumed that each measurement was corrupted
by the same level of noise. As a result Eq. (32) is essentially indicating that informative measurements are those which are far
from the noise floor of the measurement process. As was pointed out in [24], this demonstrates a flaw in the definition of the
likelihood as it assumes that the model will perform equally well over all regions of the input space. That being said, Fig. 9
shows that, in this case, Eq. (32) can be used to accurately determine which parts of the training data are the most
informative with regard to the most probable estimate of θ. Fig. 10 shows that there is a reasonably good match between the
measured and modelled first natural frequency of the bridge.
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Fig. 9. (a) Shannon entropy of the posterior and (b) most probable parameter estimate for a traffic-dependent model of the first natural frequency of the
Tamar bridge.
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Fig. 10. The measured first natural frequency of the Tamar bridge (grey) compared with that predicted by the traffic-dependent model (black).
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In the final example, the issue of model emulator selection is investigated. A set of three candidate model structures are
considered, the first is the ‘traffic-only’ model described in the previous section
ω^n ¼ θ1Tn: ð33Þ
The second model structure is:
ω^n ¼ θ1Tnþθ2Wn ð34Þ
where W represents wind speed, while the final model structure is:
ω^n ¼ θ1Tnþθ2Wnþθ3τn ð35Þ
where τ represents temperature. Using the same training data as in the previous section, linear regression techniques were
used to identify the most probable parameters of each model. These values and the mean square error (MSE) between the
model and the training data are shown in Table 2. It can be seem that the reduction in MSE achieved using model 3 over
model 2 seems relatively small compared to the reduction in MSE achieved using model 2 over model 1.
As in Section 4.2, the logarithm of the Bayes Factor was plotted as a function of the number of points in the training data.
In this case the relatively simple structure of the models allowed the full Fisher Information matrix to be calculated
analytically in a straightforward manner.
Fig. 11(a) shows the relative plausibility of model structure 2 relative to model structure 1. It is clear that using wind as an
additional input has made model 2 more plausible than model 1, and that this result becomes more pronounced as
Table 2
Most probable parameters and mean square error for 3 models of the first natural frequency of the Tamar bridge.
Model structure θð1ÞMP θ
ð2Þ
MP θ
ð3Þ
MP
MSE
M1 0.8233 – – 0.3239
M2 0.8013 0.2322 – 0.2672
M3 0.7945 0.2226 0.0319 0.2666
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Fig. 11. The logarithms of Bayes Factor for (a) model structure 2 relative to model structure 1 and (b) model structure 2 relative to model structure 3.
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Fig. 12. The ability of (a) model 1, (b) model 2 and (c) model 3 to replicate the measured first natural frequency of the Tamar bridge.
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more plausible. The key point here is that the relative plausibility of the two models does not become more pronounced as
additional data is used. It would be incorrect to interpret this as meaning that model 2 is preferable to model 3. In fact it
shows that this particular set of data does not contain enough information to help us to choose between models 2 and 3.
Recalling that model 3 involves a temperature input it would be interesting to see if a relatively long set of training
P.L. Green et al. / Mechanical Systems and Signal Processing 56-57 (2015) 109–122 121data – which included seasonal variations – would be more informative with regard to choosing between these two model
structures. This is left as a topic of future work.
For the sake of completeness, the ability of the 3 models to replicate the first natural frequency of the bridge is shown in
Fig. 12.
6. Discussion and future work
With regard to model selection, it is assumed throughout this paper that one of the candidate model structures will be
much more probable than the others and that, once identified, all future predictions will be made using this model.
However, using a full Bayesian approach, one would make future predictions using every model in the set of candidates
weighted by their posterior probabilities. This approach is discussed at length in [1] where it is described as ‘hyper-robust
predictions using model averaging’. The ability to improve one's ‘hyper-robust’ predictions using highly informative training
data is certainly an interesting topic for future work. It may also be beneficial to see if the concepts detailed in this paper can
be applied within the context of Bayesian structural health monitoring [31], in the Bayesian model selection of prediction
error models [23] and the recently developed ‘fast Bayesian FFT method’ [32].
In Section 4 the effect of the training data on one's confidence in individual parameter estimates was shown (Figs. 3 and 4).
This analysis was conducted using Eq. (22) – which is based on the assumption that one's parameter correlations are negligible. It
is important to note that this will not always be true and that, in the general case, one should instead calculate the Shannon
entropy using Eq. (21) (as shown in Fig. 5).
Finally, it is again emphasised that the work presented here addresses the situation where one is presented with a large
set of training data – this is different from situations where one can easily generate more data using additional experimental
tests. The latter situation was investigated by Metallidis et al. [26] where, with the aim of detecting faults in vehicle
suspension systems by monitoring parameter estimates, the Shannon entropy was used to identify the experimental
conditions which would lead to the greatest reduction in parameter uncertainty. It is interesting to note that, in [26], the
optimum experiment was defined as that which revealed the most information about one's parameter estimates while, in
the current paper, it is suggested that training data also needs to provide information with regard to model selection.
A potentially useful avenue of future work could involve combining these ideas – the goal being to design experiments
which are informative with regard to both model selection and parameter estimation.
7. Conclusions
This paper was concerned with the scenario where, with the aim of performing Bayesian system identification, one is
presented with extremely large sets of training data. It addresses the situation where, through using a subset of the available
data, one is able to make significant computational savings when running MCMC – something which is particularly
important if one is constrained to using relatively expensive physics-based models. To that end, within the context of a
Bayesian framework, an analytical expression approximating the effect of sets of training data on the posterior parameter
covariance matrix was derived. This was then linked to previous work from the machine learning community in which the
‘informativeness’ of training data was measured using the Shannon entropy of the posterior parameter distribution. With
regard to the system identification of dynamical systems, it was then shown that the concepts developed in this paper can
be used to select subsets of data which – with regard to both parameter estimation and model selection – are highly
informative. Examples include the system identification of a base-excited Duffing oscillator using physics-based models and
of model emulators which were used to predict the first natural frequency of the Tamar bridge.Acknowledgments
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