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Abstract—This paper presents a scrutinized investigation on 
system identification using artificial neural network (ANNs).  The 
main goal for this work is to emphasis the potential benefits of 
this architecture for real system identification. Among the most 
prevalent networks are multi-layered perceptron NNs using 
Levenberg-Marquardt (LM) training algorithm and Elman 
recurrent NNs. These methods are used for the identification of a 
twin rotor multi-input multi-output system (TRMS). The TRMS 
can be perceived as a static test rig for an air vehicle with 
formidable control challenges. Therefore, an analysis in modeling 
of nonlinear aerodynamic function is needed and carried out in 
both time and frequency domains based on observed input and 
output data. Experimental results are obtained using a 
laboratory set-up system, confirming the viability and 
effectiveness of the proposed methodology. 
 
Keywords—Multi layer perceptron neural network (MLP-NN), 
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I.  INTRODUCTION  
Soft computing refers to a consortium of computational 
methodologies. Some of its principal components include 
Fuzzy logic (FL), Neural networks (NNs) and genetic 
algorithms (GAs), all having their roots in artificial intelligence 
(AI). 
In today’s highly integrated world, when solutions to 
problems are cross-disciplinary in nature, soft computing 
promises to become a powerful means for obtaining solutions 
to problems quickly, yet accurately and acceptably. In the 
triumvirate of soft computing, NNs are concerned with 
adaptive learning, non-linear function approximation, and 
universal generalization. Neural networks are simplified 
models of the biological nervous system and therefore have 
drawn their motivation from the kind of computing performed 
by a human brain. An NN in general is a highly interconnected 
network of a large number of processing elements called 
neurons in an architecture inspired by the brain. An NN can be 
massively parallel and therefore is said to exhibit parallel 
distributing processing. 
There has been an explosion in the literature on NNs in the 
last decades or so, whose beginning was perhaps marked by 
the first IEEE International Conference on Neural Networks in 
1987. It has been recognised that NNs offer a number of 
potential benefits for applications in the field of control 
engineering, particularly for modelling non-linear systems. 
Some appealing features of NN are its ability for learning 
through examples, they do not require any a priori knowledge 
and can approximate arbitrary well any non-linear continuous 
function [1]. A number of techniques and interesting 
discussions of NNs from a system identification viewpoint 
have been provided in the literature, [2]-[5]. This research will 
present a method of system modelling using non-parametric 
identification techniques where NN is utilized. 
The first part of the paper will explain the NN architecture 
based on multi-layer perceptron (MLP). Levenberg-Marquardt 
learning algorithms are used to train the empirical model.  The 
second part will describe Elman recurrent NN. The responses 
of all the experimental based models are compared with those 
of the real TRMS to validate the accuracy of the model. 
Hence, the performances of the models are also compared 
with respect to each other. The models obtained for the TRMS 
will be used in subsequent investigations for the development 
of dynamic simulation, vibration suppression and control of 
the twin rotor system. 
II. TWIN ROTOR MIMO SYSTEM 
The TRMS used in this work is shown in Fig. 1. It is driven 
by two DC motors. Its two propellers are perpendicular to 
each other and joined by a beam pivoted on its base that can 
rotate freely in the horizontal and vertical planes. The beam 
can thus be moved by changing the input voltage in order to 
control the rotational speed of the propellers. The system is 
equipped with a pendulum counterweight hanging from the 
beam, which is used for balancing the angular momentum in 
steady-state or with load. 
The system is balanced in such a way that when the motors 
are switched off, the main rotor end of the beam is lowered. 
The controls of the system are the supply voltages of the 
motors. It is important to note that the geometrical shapes of 
the propellers are not symmetric. Accordingly, the system 
behaviour in one direction is different from that in the other 
direction. Rotation of a propeller produces an angular 
momentum which, according to the law of conservation of 
angular momentum, is compensated by the remaining body of 
the TRMS beam. This results in interaction between the 
moment of inertia of the motors with propellers. This 
interaction directly influences the velocities of the beam in 
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both planes. The measured signals are: position of the beam, 
which constitute two position angles, and the angular 
velocities of the rotors. Angular velocities of the beam are 
software reconstructed by differentiating and filtering the 
measured position angles of the beam. 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Twin rotor MIMO system 
 
III. MODELLNG WITH NEURAL NETWORK 
Neural network is commonly employed for nonlinear 
modeling of a system. Neural networks possess various 
attractive features such as massive parallelism, distributed 
representation and computation, generalization ability, 
adaptability and inherent contextual information processing [6].  
Due to the efficient nature of its working principles and 
other attractive characteristics, this work is focusing on the use 
of NNs for the purpose of system identification. Among the 
various types of artificial NNs (ANNs), the MLP and recurrent 
NNs are commonly utilized in identification and control of 
dynamic systems. 
A. Multi-layer Perceoptron Neural Network 
Multi layer perceptron neural network consists of a set of 
sensory units that constitute the input layer, one or more hidden 
layers of computation nodes and an output layer of 
computation nodes. The input signal propagates through the 
network in a forward direction, on a layer-by-layer basis. Fig. 2 
shows the architectural graph of an MLP NN with two hidden 
layers. The model of each neuron in the MLP network includes 
nonlinearity at the output end. MLP network architecture form 
a wide set of feed-forward neural networks. Adaptability of the 
neural models for any application provides by training 
procedures.  
The layer, to which the input data is supplied, is called the 
input layer and the layer from which the output is taken is 
known as the output layer. All other intermediate layers are 
called hidden layers. The layers are fully interconnected which 
means that each processing unit is connected to every unit in 
the previous and succeeding layers. However, the units in the 
same layer are not connected to each other. A neuron, as a 
basic unit of the network, performs two functions: the 
combining function and the activation function. Different types 
of activation functions such as threshold, piecewise linear, 
sigmoid, tansigmoid and Gaussian are used for activation. An 
MLP is an adaptive network whose nodes or neurons perform 
the same function on incoming signals; this node function is 
usually the composite of the weighted sum and a differentiable 
non-linear activation function, also known as transfer function 
[7]. Fig. 3 shows a structure of a neuron in an MLP network. 
All neurons, except those in the input layer, perform two 
functions. They act as a summing point for the input signals as 
well as propagating the input through a non-linear processing 
function. 
 
 
 
 
 
 
 
Figure 2.  Architectural graph of MLP with three hidden layers 
 
 
 
 
 
 
 
Figure 3.  Node j of an MLPNN 
The most commonly training methods in MLP is error 
backpropagation (BP) algorithm [8,9]. In spite of the fact that 
BP is successfully used for various kinds of tasks, it have lacks 
such as slow convergence, non-stability of convergence and 
local minimum problem [10]. The NN with standard 
backpropagation learning method may get stuck in a shallow 
local minimum as the algorithm is based on the steepest 
descent (gradient) algorithm. Since the local minimum is 
surrounded by a higher ground, and once entered, the network 
usually does not leave a local minimum with a standard 
backpropagation algorithm.  
Therefore, a highly popular algorithm known as the 
Levenberg-Marquardt algorithm is employed to enable the 
MLP-NN to slide through local minima and converge faster. A 
full description of Levenberg-Marquardt algorithm can be 
found in [11].  The algorithm can be considered as a modified 
version of Gauss-Newton approach. Like all other training 
algorithms the first step is initialization. The Jacobian matrix is 
calculated using the derivative of each error ei with respect to 
each weight w or bias and consequently the result will be an N 
× n matrix;  
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Thus, a set of equations is defined in order to find )(twΔ . 
 
[ ] )()()()()( 1 wewJIwJwJtw TT −+=Δ μ                    (2) 
 
 The new sum square error is then computed and compared 
to the previous one. If the performance becomes better, where 
the new error is less than the previous one, then the new 
parameters are defined as: 
 
)()()1( twtwtw Δ+=+                                                   (3) 
and the parameter μ  is decreased using  β
μμ = . The new 
iteration is started if the stop criteria are not satisfied, 
otherwise μ  is increased using μβμ =  and )(twΔ  is 
recalculated. 
 
B. Elman Recurrent Neural Network 
Recently, substantial research efforts were devoted showing 
that recurrent neural networks are effective in modelling non-
linear dynamical systems [12-18]. The use of recurrent neural 
networks (RNN) as system identification networks and 
feedback controllers offers a number of potential advantages 
over the static layered networks. RNN provide a means for 
encoding and representing internal or hidden state, albeit in a 
potentially distributed fashion which leads to capabilities that 
are similar to those of an observer in modern control theory. 
Moreover, RNN is capable of providing long range predictions 
even in the presence of measurements noise and provide 
increasing flexibility for filtering noisy inputs [19]. RNN with 
internal dynamics are adopted in several recent works. Models 
with such network are shown [20-22], to have the capability of 
capturing various plant nonlinearities. They have been shown 
more efficient than feedforward NN in terms of the number of 
neurons required to model a dynamic system [23, 24].  
Recurrent neural networks are different from feedforward 
network architecture in the sense that there is at least one 
feedback loop. Thus in this networks, there could exist one 
layer with feedback connections as well as there could also be 
neurons with self feedback link where the output of a neuron 
is fed back into itself as the input. The presence of feedback 
loop has a profound impact on the learning capability of the 
network. Furthermore, these feedback loops involve the use of 
particular branches composed of unit delay elements that 
result in nonlinear dynamical behaviour by virtue of the 
nonlinear nature of neurons. Nonlinear dynamics has a key 
role in the storage function of a recurrent network [25]. 
Contrary to feedforward networks, recurrent networks can be 
sensitive, and be adapted to past inputs. Among the several 
NN architectures found in the literature, recurrent NNs 
(RNNs) involving dynamic elements and internal feedback 
connections have been considered as more suitable for 
modelling and control of non-linear systems than feedforward 
networks [26]. 
Elman [27] has proposed a partially RNN, where the 
feedforward connections are modifiable and the recurrent 
connections are fixed. It occupies a set of context nodes to 
store the internal states. Thus, it has certain unique dynamic 
characteristics over static NNs, such as the MLP-NN and 
radial basis function (RBF) networks [28]. The connections 
are mainly feedforward but also include a set of carefully 
chosen feedback connections that allow the network to 
remember cues from the recent past. The input layer is divided 
into two parts that are the true input units and the context units 
that hold a copy of the activations of the hidden units from the 
previous time step. As the feedback connections are fixed, 
backpropagation can be used for training of the feedforward 
connections. The network is able to recognize sequences and 
also to produce short continuations of known sequences [27]. 
The structure of the Elman NN (ENN) is illustrated in Fig. 5 
where 1−z  is a unit delay. The Elman network has tansig 
neurons in its hidden (recurrent) layer, and purelin neurons in 
its output layer. This combination is special in that two-layer 
networks with these transfer functions can approximate any 
function (with a finite number of discontinuities) with 
arbitrary accuracy. The only requirement is that the hidden 
layer must have enough neurons. More hidden neurons are 
needed as the function being fitted increases in complexity 
[29]. It is easy to observe that the Elman network consists of 
four layers: input layer, hidden layer, context layer, and output 
layer. There are adjustable weights connecting each two 
adjacent layers. Generally, it can be considered as a special 
type of feedforward NN with additional memory neurons and 
local feedback [30]. The distinct self-connections of the 
context nodes in the Elman network make it sensitive to the 
history of input data, which is essentially useful in modelling 
of dynamic systems [27]. 
 
 
 
 
 
 
 
 
Figure 4.  Architectural graph of Elman neural network 
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IV. RESULTS 
Results of modelling the 1DOF TRMS in vertical plane 
with MLP-NN and Elman recurrent NN techniques are 
presented in this section. To identify relevant resonance 
modes, the system was exited with a pseudorandom binary 
sequence (PRBS) of different bandwidths (2 to 20 Hz). A 
PRBS of 5Hz bandwidth and 100s duration was finally chosen 
for this analysis. Good excitation was achieved from 0 to 5 
Hz, which includes all the important rigid body and flexible 
modes of the system. 
The data set, comprising 1000 data points, was divided into 
two sets of 300 and 700 data points respectively. The first set 
was used to train the network and the model was validated 
with the whole 1000 points including the 700 points that had 
not been used in the training process. 
Correlation validations of 1DOF vertical plane of TRMS in 
hovering position are also shown in this section. If the model 
error (residual) contains no information about past residuals or 
about the dynamics of the system, it is likely that all 
information has been extracted from the training set and the 
model approximates the system well. The correlations will 
never be exactly zero for all lags and the 95% confidence 
bands defined as Nr 96.1<  are used to indicate if the 
estimated correlations are significant or not, where N is the 
data length and r is the correlation function [31,32].  
 
A. Multi-Layered Perceptron Neural Network 
The TRMS is modelled using an MLP-NN with a 
configuration of three-layer network with 5×2×1 neurons. The 
NN-based model is designed to have 5 inputs, 2 neurons in the 
hidden layer and 1 neuron in the output layer. In order to find a 
suitable network configuration, it is common to start from a 
simple configuration. Fig 4 shows the MLP-NN structure for 
modelling the TRMS. A trial and error method was used in this 
work. Formations of one hidden layer are usually used, and 
then the number of neurons increased. The number of layers is 
increased only when necessary. 
The input data structure comprises the voltage of main rotor 
at present time, )(tVv , voltage of main rotor at previous 
time, )1( −tVv , voltage of main rotor at 2 previous sample 
times, )2( −tVv , pitch angle of the beam at previous time,  
)1( −tvα , pitch angle of the beam at 2 previous sample 
times, )2( −tvα . The activation function for the hidden and 
output layers are logarithmic tansigmoid and linear 
respectively. The algorithm achieved a very good mean-
squared error of 0.0017 with 100 number training passes. The 
main mode of the system, as found from the MLP-NN 
predicted output is at 0.386 Hz which is very close to the actual 
vibration mode of the TRMS obtained through experimental 
test.  
 
 
 
 
 
 
 
 
 
Figure 5.  MLP-NN structure for modelling the TRMS 
B. Elman Recurrent Neural Network 
The functionality of the recurrent network is determined by 
specifying the choice of network architecture, that is, the 
number and type of neurons, the location of feedback loops and 
the development of a suitable training algorithm. The Elman 
network was achieved with a configuration of two hidden 
layers, each having 10 tansigmoid neurons and one output layer 
with linear neuron. The algorithm achieved a very good mean-
squared error of 0.00058 with 100 numbers of training passes. 
The main mode of the system, as found from the MLP-NN 
predicted output was at 0.375 Hz which is very close to the 
actual vibration mode of the TRMS obtained through 
experimental tests. Comparing these with the corresponding 
results of MLP-NN modelling reveals that the results with 
Elman NN were far better than those with the MLP-NN. 
Performances of both NNs are shown in Figs. 6 and 7. 
 
V. CONCLUSION 
Two types of ANNs, namely MLP NN and Elman RNN 
have been trained with the experimental data to characterise 
the dynamic behaviour of the TRMS. A 1 DOF vertical plane 
TRMS model, the dynamics of which resembles that of a 
helicopter, has been identified successfully. The extracted 
model has predicted the system behaviour well.  Both the 
identified models have been verified on a real system with 
quite similar and accurate results. 
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Figure 6.  Twin rotor system using MLPNN prediction  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.  Twin rotor system using Elman NN prediction    
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