Here we research the univariate quantitative approximation of real and complex valued continuous functions on a compact interval or all the real line by quasi-interpolation, Baskakov type and quadrature type neural network operators. We perform also the related fractional approximation. These approximations are derived by establishing Jackson type inequalities involving the modulus of continuity of the engaged function or its high order derivative or fractional derivatives. Our operators are defined by using a density function induced by the error function. The approximations are pointwise and with respect to the uniform norm. The related feed-forward neural networks are with one hidden layer.
Introduction
The author in [2] and [3] , see Chapters 2-5, was the first to establish neural network approximations to continuous functions with rates by very specifically defined neural network operators of Cardaliagnet-Euvrard and "Squashing" types, by employing the modulus of continuity of the engaged function or its high order derivative, and producing very tight Jackson type inequalities. He treats there both the univariate and multivariate cases. The defining these operators "bell-shaped" and "squashing" functions are assumed to be of compact support. Also in [3] he gives the N th order asymptotic expansion for the error of weak approximation of these two operators to a special natural class of smooth functions, see Chapters 4-5 there.
The author inspired by [15] , continued his studies on neural networks approximation by introducing and using the proper quasi-interpolation operators of sigmoidal and hyperbolic tangent type which resulted into [7] , [9] , [10] , [11] , [12] , by treating both the univariate and multivariate cases. He did also the corresponding fractional case [13] .
The author here performs univariate error function based neural network approximations to continuous functions over compact intervals of the real line or over the whole R, the he extends his results to complex valued functions. Finally he treats completely the related fractional approximation. All convergences here are with rates expressed via the modulus of continuity of the involved function or its high order derivative, or fractional derivatives and given by very tight Jackson type inequalities.
The author comes up with the "right" precisely defined quasi-interpolation, Baskakov type and quadrature neural networks operators, associated with the error function and related to a compact interval or real line. Our compact intervals are not necessarily symmetric to the origin. Some of our upper bounds to error quantity are very flexible and general. In preparation to prove our results we establish important properties of the basic density function defining our operators.
Feed-forward neural networks (FNNs) with one hidden layer, the only type of networks we deal with in this article, are mathematically expressed as
where for 0 ≤ j ≤ n, b j ∈ R are the thresholds, a j ∈ R s are the connection weights, c j ∈ R are the coefficients, a j · x is the inner product of a j and x, and σ is the activation function of the network. In many fundamental neural network models, the activation function is the error. About neural networks in general read [19] , [20] , [21] .
Basics
We consider here the (Gauss) error special function ( [1] , [14] )
which is a sigmoidal type function and a strictly increasing function.
It has the basic properties erf (0) = 0, erf (−x) = − erf (x) , erf (+∞) = 1, erf (−∞) = −1,
and (erf (x)) ′ = 2
erf (x) dx = x erf (x) + e
where C is a constant. The error function is related to the cumulative probability distribution function of the standard normal distribution
We consider the activation function
and we notice that 
thus χ is an even function. Since x + 1 > x − 1, then erf (x + 1) > erf (x − 1), and χ (x) > 0, all x ∈ R. We see that
Let x > 0, we have
proving χ ′ (x) < 0, for x > 0. That is χ is strictly decreasing on [0, ∞) and is strictly increasing on (−∞, 0], and χ ′ (0) = 0. Clearly the x-axis is the horizontal asymptote on χ. Conclusion, χ is a bell symmetric function with maximum χ (0) ≃ 0.4215. We further present
Proof. We notice
Similarly we get
Adding (11) and (12), we get
Hence (13) is true for (x + 1), giving us
Adding (13) and (14) we obtain
proving (9) . Thus
Furthermore we get: Since χ is even it holds
Proof. We notice that
So χ (x) is a density function on R.
Theorem 3 Let 0 < α < 1, and n ∈ N with n 1−α ≥ 3. It holds
Proof. Let x ≥ 1. That is 0 ≤ x − 1 < x + 1. Applying the mean value theorem we get
where x − 1 < ξ < x + 1. Hence
Thus we have
proving the claim. Denote by ⌊·⌋ the integral part of the number and by ⌈·⌉ the ceiling of the number.
Proof. Let x ∈ [a, b] . We see that
Consequently we get
and
proving the claim.
Remark 5
We also notice that
Therefore
Similarly,
Therefore again
Hence we derive that
for at least some x ∈ [a, b].
Note 6
For large enough n we always obtain ⌈na⌉ ≤ ⌊nb⌋. Also a ≤ k n ≤ b, iff ⌈na⌉ ≤ k ≤ ⌊nb⌋. In general it holds (by (16) 
We give
A n is a neural network operator.
, (continuous and bounded functions on R), n ∈ N. We introduce the quasi-interpolation operator
and the Kantorovich type operator
B n , C n are neural network operators.
Also we give
Definition 9 Let f ∈ C B (R) , n ∈ N. Let θ ∈ N, w r ≥ 0, θ r=0 w r = 1, k ∈ Z, and
We put
D n is a neural network operator of quadrature type.
We need
, the first modulus of continuity is given by
We have that lim
Similarly
We know that, f is uniformly continuous on R iff lim δ→0 ω 1 (f, δ) = 0.
We make
Remark 11
We notice the following, that
using (23) we get,
(39) Again here 0 < α < 1 and n ∈ N with n 1−α ≥ 3. Let the fixed K, L > 0; for the linear combination
, the dominant rate of convergence to zero, as n → ∞, is n −α . The closer α is to 1, we get faster and better rate of convergence to zero.
In this article we study basic approximation properties of A n , B n , C n , D n neural network operators. That is, the quantitative pointwise and uniform convergence of these operators to the unit operator I.
Real Neural Network Approximations
Here we present a series of neural network approximations to a function given with rates.
We notice that lim n→∞ A n (f ) = f , pointwise and uniformly.
Proof. Using (39) we get
proving the claim. We continue with
pointwise and uniformly.
Proof. We see that
We continue with
For f ∈ (C B (R) ∩ C u (R)) we get lim n→∞ C n (f ) = f , pointwise and uniformly.
Hence we can write
We observe that
proving the claim. We give next
and 2)
where µ 3n as in (48). For f ∈ (C B (R) ∩ C u (R)) we get lim n→∞ D n (f ) = f , pointwise and uniformly.
In the next we discuss high order of approximation by using the smoothness of f .
notice here the extremely high rate of convergence at n
Proof. We use (39). Call
Next we apply Taylor's formula with integral remainder. We have (here
where
We assume that b − a > 1 n α , which is always the case for large enough n ∈ N, that is when n > (b − a)
As in [3] , pp. 72-73 for
in case of
in all two cases.
Consequently we have
We further see that
for j = 1, ..., N.
Putting things together we have proved
that is establishing theorem.
Fractional Neural Network Approximation
We need Definition 17 Let ν ≥ 0, n = ⌈ν⌉ (⌈·⌉ is the ceiling of the number), f ∈ AC n ([a, b]) (space of functions f with f (n−1) ∈ AC ([a, b]), absolutely continuous functions). We call left Caputo fractional derivative (see [16] , pp. 49-52, [18] , [23] ) the function
Definition 19 (see also [4] , [17] , [18] 
Convention 21 We assume that
for all x, x 0 ∈ (a, b].
We mention
Also we have
We further mention
We recall
Also it holds
Theorem 28 ([6]) Let f : [a, b] 2 → R be jointly continuous. Then
Thus we observe
By Proposition 15.114, p. 388 of [5] , we get here that D α * x0 f ∈ C ([x 0 , b]), and by [8] we obtain that D
Here comes our main fractional result
when α > 1 notice here the extremely high rate of convergence at n
Above, when N = 1 the sum N −1 j=1 · = 0. As we see here we obtain fractionally type pointwise and uniform convergence with rates of A n → I the unit operator, as n → ∞.
From [16] , p. 54, we get by the left Caputo fractional Taylor formula that
Also from [4] , using the right Caputo fractional Taylor formula we get
Adding the last two equalities (92) and (93) we obtain
So we have derived
We set
We assume b − a > 1 n β , 0 < β < 1, which is always the case for large enough n ∈ N, that is when n > (b − a)
. It is always true that either
.., ⌊nx⌋, we consider
That is
for k = ⌈na⌉ , ..., ⌊nx⌋ . Also we have in case of
That is when
Consequently we obtain
So we have proved that
Next when k = ⌊nx⌋ + 1, ..., ⌊nb⌋ we consider
Therefore when k = ⌊nx⌋ + 1, ..., ⌊nb⌋ we get that
In case of
So when
Similarly we have that
As in (69) we get that
Putting things together, we have established
As a result, see (39), we derive
We further have that
Hence it holds
We have
∀ y ∈ [a, x] and
Similarly we have
Thus we get
From (82) and (83) 
So that E n < ∞. We finally notice that
Therefore we get
The proof of the theorem is now complete. Next we apply Theorem 30 for N = 1.
Remark 32 Let 0 < α < 1, then by (130), we get
and by (133), we obtain
Next we specialize to α = 1 2 .
Corollary 33 Let 0 < β < 1,
Remark 34 (to Corollary 33) Assume that
Then for large enough n ∈ N, by (141), we obtain
for some M > 0. The speed of convergence in (144) is much higher than the corresponding speeds achieved in (40), which were there 1 n β .
Complex Neural Network Approximations
We make Remark 35 Let X := [a, b], R and f : X → C with real and imaginary parts f 1 , f 2 : f = f 1 + if 2 , i = √ −1. Clearly f is continuous iff f 1 and f 2 are continuous.
Also it holds f (j) (x) = f (j)
for all j = 1, ..., N , given that f 1 , f 2 ∈ C N (X), N ∈ N. We denote by C B (R, C) the space of continuous and bounded functions f : R → C. Clearly f is bounded, iff both f 1 , f 2 are bounded from R into R, where f = f 1 + if 2 .
Here we define
and B n (f, x) := B n (f 1 , x) + iB n (f 2 , x) .
We observe here that
We present
Theorem 36 Let f ∈ C ([a, b] , C) , f = f 1 + if 2 , 0 < α < 1, n ∈ N, n 1−α ≥ 3, x ∈ [a, b]. Then i) |A n (f, x) − f (x)| ≤ (4.019) · (152)
and ii)
Proof. Based on Remark 35 and Theorem 12.
Theorem 37 Let f ∈ C B (R, C), f = f 1 + if 2 , 0 < α < 1, n ∈ N, n 1−α ≥ 3, x ∈ R. Then i)
( f 1 ∞ + f 2 ∞ ) 1 √ π (n 1−α − 2) e (n 1−α −2) 2 =: ψ 2 ,
ii)
Proof. Based on Remark 35 and Theorem 13. Next we present a result of high order complex neural network approximation. 
+
Theorem 41 Let f ∈ C B (R, C) , f = f 1 + if 2 , 0 < α < 1, n ∈ N, n 1−α ≥ 3, x ∈ R. Then i)
Proof. By Theorems 14, 15, also see (162).
