This paper revisits some asymptotic properties of the robust nonparametric estimators of order-m and order-quantile frontiers and proposes isotonized version of these estimators. Previous convergence properties of the order-m frontier are extended (from weak uniform convergence to complete uniform convergence). Complete uniform convergence of the order-m (and of the quantile order-) nonparametric estimators to the boundary is also established, for an appropriate choice of m (and of , respectively) as a function of the sample size. The new isotonized estimators share the asymptotic properties of the original ones and a simulated example shows, as expected, that these new versions are even more robust than the original estimators. The procedure is also illustrated through a real data set.
Introduction and basic notation
Let be the support of the joint probability measure of a random vector (X, Y ) ∈ R p + × R + and let ( , A, P ) be the probability space on which the vector X and the variable Y are defined. Consider the problem of estimating non parametrically the upper boundary of , where "upper" is in the direction of the univariate Y. This boundary is assumed to be a monotone nondecreasing 3 function of X and we have a sample (X 1 , Y 1 ), . . . , (X n , Y n ) of independent random vectors with the same distribution as (X, Y ).
Let us denote by F (y|x) = F (x, y)/F X (x) the conditional distribution function of Y given X x, where F is the joint distribution function of (X, Y ) and F X (x) = F (x, ∞). From now on we assume that x ∈ R p + is such that F X (x) > 0. The monotone boundary of can then be characterized through the frontier function (x) = inf{y ∈ R + |F (y|x) = 1}, which is the upper boundary of the support of the nonstandard conditional probability measure of Y given X x.
This kind of problem appears naturally to be useful when analyzing production performance of firms, where X represents the vector of inputs (resources of production) and Y is the output (a quantity of produced goods). In this context, (x) is the production frontier, i.e., the maximal achievable level of output for a firm working at the level of inputs x. The production efficiency of a firm operating at the level (x, y) can then be measured by the relative comparison of its output y with the reference frontier (x).
Nonparametric envelopment estimators have been mostly used, like the Free Disposal Hull estimator (FDH, initiated by Deprins et al. [6] in the context of measuring the efficiency of enterprises), n (x) = inf{y ∈ R + | F n (y|x) = 1} = max
where F n (y|x) = F n (x, y)/ F X,n (x), with F n (x, y) = (1/n) n i=1 1(X i x, Y i y) and F X,n (x) = F n (x, ∞). The convex hull of the FDH frontier n provides the data envelopment analysis estimator (DEA, initiated by Farrell [7] and popularized as linear programming estimator by Charnes et al. [4] ). The statistical inference based on these estimators is now mostly available either by using asymptotic results or by using the bootstrap (see [16] for a recent survey and [13] for a survey and more than 700 references on applications using these estimators). But, by construction, these estimators envelop all the data points and so, are very sensitive to extreme values.
Original robust nonparametric estimators have been suggested recently by Cazals et al. [3] . In place of looking for the full frontier, they estimate a partial frontier of order m 1, which can be defined as follows. For all finite integer m 1, m (x) (x) and lim m→∞ m (x) = (x). This expected frontier function of order m can be estimated nonparametrically by plugging the empirical version F n (y|x) of the conditional distribution function F (y|x) to obtain
An explicit formula is available in order to compute m,n (x), but in practice it is more easy to approximate the empirical expectation by a Monte-Carlo algorithm (see, e.g., [8] ). To summarize the properties of these functions, we have
where an expression of 2 (x, m) is available. By choosing m appropriately as a function of the sample size n, m(n),n (x) estimates the true frontier function (x) itself and is more robust to extreme values than the FDH since it does not envelop all the data points: it is computed as the expectation of a maximum and not as an observed maximum. An explicit formula of the order m(n) is given in [3] , to summarize, we must have m(n) = O(n log(n)). In this case, this estimator keeps the asymptotic properties of the FDH estimator as derived in [12] . Similarly, Aragon et al. [1] introduce the concept of an order-quantile frontier function, which increases w.r.t. the continuous order ∈ [0, 1] and converges to the full frontier (x) as 1. It is defined, for a given level x, by the conditional -quantile of the distribution of Y given X x, i.e.,
A nonparametric estimator of q (x), which increases and converges to the FDH n (x) as 1, is easily derived by inverting the empirical version of the conditional distribution function,
As pointed out in [1] , this estimator is very fast to compute, very easy to interpret and satisfies very similar statistical properties to those of the nonparametric estimator m,n (x). In summary, it converges at the rate √ n, is asymptotically unbiased and normally distributed. Moreover, when the order is considered as a function of n such that n (p+2)/(p+1) (1 − (n)) → 0 as n → ∞, q (n),n (x) estimates the true frontier function (x) and shares the same asymptotic distribution of both the FDH estimator n (x) and the order-m(n) frontier m(n),n (x).
The reliability of the two sequences of estimators { q ,n (x)} and { m,n (x)} is analyzed from a robustness theory point of view in Daouia and Ruiz-Gazen [5] . Both of these nonparametric frontier estimators are qualitatively robust and bias-robust. But the order-quantile frontiers can be more robust to extreme values than the order-m frontiers when estimating the true full frontier since the influence function is no longer bounded for order-m frontiers when m tends to infinity, while it remains bounded for the conditional quantile frontiers when the quantile order tends to one. The advantage of the order-m frontiers lies in the fact that they can be easily extended to the full multivariate case (X ∈ R p + and Y ∈ R q + ), where they can be computed by using a Monte-Carlo algorithm ( [15] ). This full multivariate extension has not been obtained for the order-quantile frontiers.
The drawback of the concepts of these partial frontiers lies in the fact that they are not necessarily monotone with respect to x, whereas the full frontier is monotone. In this paper, we propose an isotonized version # m (x) of m (x) and q # (x) of q (x), respectively, which converges uniformly to the full frontier (x) as m → ∞ and as 1, respectively. In the same way, we introduce monotone versions # m,n (x) and q # ,n (x) of the initial estimators m,n (x) and q ,n (x). We first extend, in Lemmas 3.2 and 3.3, the results obtained in [8] about weak uniform consistency of m,n and n to the complete 4 uniform convergence. We also establish the complete uniform convergence of both m(n),n and q (n),n to as n → ∞. We then show that the isotone estimator # m,n converges completely and uniformly to the monotone order-m frontier # m , and that the monotone versions # m(n),n and q # (n),n of the initial estimators m(n),n and q (n),n share the same strong uniform convergence property of the FDH estimator n to the full frontier . Finally, we show that P (|| # m(n),n − || > ) and P (|| q # (n),n − || > ), for > 0 converge to 0 at an exponential rate, where || · || stands for the sup-norm. We illustrate the method through some numerical examples with real and simulated data.
Monotone estimators of the upper boundary
The partial functions m (x) and q (x) converge to the nondecreasing full function (x) as m → ∞ and as 1, respectively, but they are not nondecreasing themselves unless we assume that the conditional distribution function F (y|x) is nonincreasing as a function of x (see [3, Theorem A.3, 1, Proposition 2.5], respectively). Our goal is to make these partial frontier functions monotone nondecreasing on some given subset D interior to the support of X in a more general setup, i.e. without relying on such an assumption. This is achieved through the following isotonization method: we denote by || · || the sup-norm of a real-valued function over the domain D and we assume from now on that this domain is compact. For a real-valued function r defined on D, let us define the following three functions:
4 Following Hsu and Robbins [10] , we say that a sequence of random variables {X n } converges completely to [11] use a similar principle to isotonize a Nadaraya-Watson kernel estimator of the regression function, and with a slight difference, which is in fact a computational artifact: in their approach, the sup and inf in (1) are taken over a discrete grid instead of the whole domain D. In the context of production efficiency measurement, Aragon et al. [2] use the same technique to isotonize a smoothed estimator of the nonstandard conditional distribution function F (y|x) with respect to x, but in the nonincreasing sense. They prove that when the initial smoothed estimator is strongly uniformly consistent and the function x → F (y|x) is nonincreasing for y fixed, then the isotonized estimator is also strongly uniformly consistent. Their argument is based on the fact that the # operator, which provides in their approach a nonincreasing version of r on D, is sup-norm contracting (see [2, Lemma 3.3] ). In our setup, we only need to adapt this result to our # operator which rather provides a nondecreasing version of r on D. This ingenious property of the operator # allows to show that the monotone estimator # m(n),n converges uniformly and completely to the full frontier function and is globally closer to than the non-isotone estimator m(n),n . This can be seen from the following theorem. 
Note that this result extends the weak pointwise consistency of m(n),n (x) for (x) proved in [3] to the complete uniform convergence. The next result gives a more subtle convergence rate of m(n) as n tends to infinity, but the stochastic convergence here is only in the almost sure sense.
Theorem 2.2. Under the conditions of Theorem 2.1, we have
where lim n→∞ m(n) = ∞, and lim n→∞ m(n)(log log n/n) 1/2 = 0.
Likewise, by isotonizing the quantile frontiers, the global error estimation for estimating becomes weaker and converges uniformly and completely to 0 as n goes to ∞.
Theorem 2.3. Under the conditions of Theorem 2.1, we have
Here, the initial estimator q (n),n (x) and its isotone version q # (n),n (x) estimate the full frontier (x) itself. As expected by Aragon et al. [1, Theorem 4.3] , when the order (n) converges to 1 at the rate n (p+2)/(p+1) as n → ∞, the random error n 1/(p+1) ( (x) − q (n),n (x)) converges to a Weibull distribution whose parameters depend on the joint density of (X, Y ) near the frontier point (x, (x)).
The next corollaries exhibit bounds on the related probabilities
showing that they converge to 0 at an exponential rate. Naturally, this implies the uniform complete convergence results established above, but requires more powerful techniques of proof. To prove these results we shall use Lemma 3.4 (see next section). 
Under the conditions of Corollary 2.4, there exists a constant C ∈ (0, ∞) such that for all r > 0, > 1 and all n large enough
Lemmas and proofs
The following lemma asserts that the # operator is sup-norm contracting.
Lemma 3.1. If r and s are two functions defined on D, then
The lemma will follow from the following sets of inequalities:
The two right inequalities follow from taking the sup x x (resp., the inf x x ) in the inequality s(x ) r(x ) + M, and the left ones follow from taking the sup x x (resp., the
We know from Florens and Simar [8, see the appendix, Proof of Lemma A.1] that m,n converges uniformly in probability to m as n → ∞. By applying Lemma 3.1, we obtain
which implies the weak uniform consistency of # m,n for # m . This result can be improved to obtain the complete uniform convergence by using the following lemma. 
We therefore obtain, with probability 1,
This implies, with probability 1,
Thus, we have with probability 1,
To complete the proof, it suffices to show that the term on the right-hand side of Inequality (2) converges completely to 0 as n → ∞. We know from Glivenko-Cantelli theorem [14, see the proof of Theorem A, p. 61] that || F X,n −F X || and || F n −F || converge completely to 0 as n → ∞. Hence, it only remains to show that
Indeed, it can be easily seen that, if {V n } and {W n } are two sequences of random variables s.t. V n converges completely to 0 and there exists > 0 s.t.
Thus, we can end the proof by putting = inf x∈D F X (x)/2 > 0.
As an immediate consequence of Lemmas 3.1 and 3.2, we obtain the complete convergence of || # m,n − # m || to 0 as n → ∞. Furthermore, we know from Florens and Simar 
for every d > 0 and all n 1. By taking /m(n) > 0 in place of d in the above inequalities, we obtain
for all n 1. Since lim n→∞ (m 2 (n) log n)/n = 0, we have (m 2 (n) log n)/n 2 /2, for n large enough. Hence exp(−n 2 /m 2 (n)) n −2 , for all n sufficiently large. This implies
showing therefore that m(n)|| F n − F || and m(n)|| F X,n − F X || converge completely to 0. Thus, m(n),n converges completely and uniformly to m(n) in view of (2) Finally, we obtain the desired result by using the following inequalities:
This completes the proof.
Proof of Theorem 2.2.
We only need to show that m(n)|| F n − F || and m(n)|| F X,n − F X || converge almost surely to 0, and then we follow the same setup used to prove the last result of Theorem 2.1. We have from the law of the iterated logarithm [14, Theorem B, p. 62],
for all n large enough, with probability 1, where C(F X ) and C(F ) are two finite positive constants. Since lim n→∞ m(n)(log log n/n) 1/2 = 0, the conclusion follows directly from the above inequalities. 
Proof. Let > 0 and n 1. Since m converges uniformly to as m → ∞, we have
We also have in view of Lemma 3.2,
We know that m ,n (x) n (x) (x) with probability 1, for any x ∈ D. Here, we need to extend this result to show that
with probability 1. We know that y (x) for any (x, y) ∈ such that F X (x) > 0. Since the random variable F X (X i ) is uniform on (0, 1), it is almost surely strictly positive, and since (X i , Y i ) ∈ almost surely, we have Y i (X i ) with probability 1.
, for all i = 1, . . . , n. In particular, we obtain by using the monotonicity of ,
Hence, max i|X i ( ) x Y i ( ) (x)
for any x ∈ D, and thus we obtain, ∈ {∀x ∈ D, max i|X i x Y i (x)}. This ends the proof of (8). Now we obtain by using (8),
with probability 1. Combining with (6), we get
Thus ∞ n=1 P || n − || > < ∞, in view of (7). Likewise, in place of looking to the -quantile function q (x) and its estimator q ,n (x), we rather concentrate on their isotonic versions q # (x) and q # ,n (x). We know from Aragon et al. 
with probability 1, where < ∞ denotes the upper boundary of the support of Y. This implies, for any > 0,
with probability 1. Therefore, by choosing as a function of n converging to 1, such that n(1 − (n)) → 0 as n → ∞, we obtain by using Glivenko-Cantelli Theorem and the continuity of F X on D (||F X || < ∞),
Thus, we get by applying Lemma 3.1,
which converges completely to 0 as n → ∞, in view of (11) and Lemma 3.3.
The following lemma provides a useful bound for probabilities of large deviations. It indicates that P (|| m,n − m || > ) → 0 exponentially fast.
Lemma 3.4. Given the conditions of Lemma 3.2 on F X and the upper boundary of the support of Y, there exists a finite positive constant C (not depending on F) such that for all
r > 0, > 1 and all n 1,
Proof. We have from (2), with probability 1
According to Kiefer's Inequality (4), there exist finite positive constants C 1 and C 2 such that for all n 1 and r > 0,
It also can be easily seen, for every > 1,
Therefore, we have for all r > 0, > 1 and all n 1
This ends the proof by putting C = C 1 + C 2 .
By applying the fact that the # operator is sup-norm contracting, we get the same exponential bound for P (|| # m,n − # m || > r). Even more strongly, we have for every N 1
As a consequence of Lemma 3.4, we also can prove Corollaries 2.4 and 2.5.
Proof of Corollary 2.4.
We have from Inequality (5), for any > 1, r > 0 and n 1
Since || m(n) − || → 0 as n → ∞, the second probability of the term on the right-hand side is zero for n large enough. Therefore
for all > 1, r > 0 and all n sufficiently large. The desired result follows thus by applying Lemma 3.4.
Proof of Corollary 2.5. We know from the proof of Lemma 3.3 that || n − || || m(n),n − || with probability 1 (it suffices to replace m by m(n) in (9)). Therefore, by making use of Corollary 2.4, we obtain for all > 1, r > 0 and all n sufficiently large
where C > 0 is a finite constant. We also have from the proof of Theorem 2.3 (see (10))
with probability 1. Hence
Since n(1 − (n)) → 0 as n → ∞, we obtain n(1 − (n)) < r/2 for n sufficiently large.
On the other hand, we have via (4)
We finally conclude by using (12) in conjunction with (13) and (14).
Algorithms for practical computation
In practice, to compute the monotone frontier # m,n (in the same way q # ,n ), we use a discrete grid instead of the whole domain D. For instance, we could consider the minimal rectangular set with edges parallel to the coordinate axes that covers all the observations X i , and then choose a discrete grid D n = {x n,1 , . . . , x n,k } in this rectangular set containing the unique minimal and maximal (with respect to the partial order " ") points of this set (we could choose D n to be simply the set of the observation points {X i } besides the minimal and maximal points of the minimal envelopment rectangular set). Such a choice makes it easier to compute both m,n (x) and # m,n (x) over the rectangular set. For example, if p = 1 and x n,1 · · · x n,k , then l m,n and u m,n are constant between successive points such that
Note that in this case, the choice of D n = {X i } happens to be more natural for the quantile framework since the initial frontier q ,n is by construction constant between successive observations X i . For the general case (p 1), first compute u m,n successively along D n starting from its minimal point, using the fact that It is clear that a large value of k is necessary to get a good result in practice. We will see a numerical illustration in Section 5. Mukerjee and Stern [11] perform a very closely similar isotonization algorithm by using an appropriate choice of D n that leads to the strong uniform consistency of their isotonic estimator. We can easily adapt their setup to our problem by taking ,
,n and D in place of the quantities , n , G n , G 1n , G 2n and H in [11] (see Section 2), respectively (the same construction can be done for the quantile framework):
For > 0, let D ⊃ D be the closed -neighborhood of D which we assume to be interior to the support of X. Let the initial estimator m(n),n (x) of the monotone upper boundary (x) be defined on D with m(n),n (x) = 0 if F X,n (x) = 0. Consider a positive sequence {b n } tending to 0, and let D n be the set of vectors in D with components that are integral multiples of b n . For # m(n),n (x) to be well defined for x ∈ D (see [11, Eq. (2)]), we assume that n is large enough.
As stated by Mukerjee and Stern, if D is rectangular with edges parallel to the coordinate axes, as is often the case, then we could consider only the minimal subset of D n that covers D by convex combinations. The minimal and maximal points of this subset being unique, we then can isotonize m(n),n (x) over D, for a given order m(n), by applying the computation method described above.
From a theoretical point of view, since D n is not contained in D, we cannot apply → 0 (replace D by D in the proof of Theorem 2.1 to obtain this result), we obtain the complete uniform convergence of # m(n),n to on D. Under the same regularity conditions, we also get the complete uniform convergence of q # (n),n to on D by using similar arguments.
Numerical illustration
In this section, we illustrate our concept of monotone partial frontiers through three examples, one with simulated samples and two with real data sets. . In order to test the robustness of the isotonic estimators with respect to the initial ones, we add in the data set two outliers indicated by "*" in Fig. 1 . We plot in dashed lines the initial frontiers 13,n on the left panel (computed with B = 500 Monte-Carlo draws) and q .94,n on the right panel. The isotonized versions of these frontiers are displayed in solid lines. For the computations, we simply define D as a discrete grid of 100 points equispaced between the min and the max of the observations x i . Note that a larger grid and more bootstrap loops are necessary to get a better quality of the monotone frontier # 13,n , which is not the case for the quantile frontier. This is due to the Monte-Carlo approximations.
Simulated data
We remark that both initial frontiers are more attracted by the two outliers than the isotone ones. This is natural since, by construction (see Eq. (1)), the monotone function r # is everywhere below the monotone upper boundary r u of the initial function r.
In Fig. 2 , we simulate a sample of 100 observations according the Cobb-Douglas loglinear frontier model given by Y = X 0.5 exp (−U), where X is uniform on (0, 1) and U, independent of X, is exponential with mean 1 3 . On the left panel, we add an outlying point and we plot the quantile frontiers q .94,n and q # .94,n in dashed and solid lines, respectively. On the right panel, we add three outliers and we plot the frontiers 25,n and # 25,n in dashed and solid lines, respectively. When U is independent of X, an explicit formula is available in [8] (resp., [5] ) in order to compute the true function m (x) (resp., q (x)). In Fig. 2 , the true frontiers 25 and q .94 are plotted in dash-dotted lines.
Here also, we remark that the isotone estimators are more resistant to the outlying points than the unconstrained ones. It is also clear, in this particular example, that the monotone quantile frontier (solid line) is everywhere closer to the true frontier (dash-dotted). To confirm still more these benefits of isotonized frontiers, we now consider a case where the monotone boundary of the support of (X, Y ) is linear. We choose (X, Y ) uniformly distributed over the region D = {(x, y)|0 x 1, 0 y x} and simulate 100 observations (x i , y i ). For this example also, an exact formula of q (x) (resp: m (x)) is available in [5] (resp., [8] ). On the left panel of Fig. 3 , we plot the quantile frontiers q .9 , q .9,n and q # .9,n in absence of any outlier. It is clear that the curves of q .9,n and q # .9,n are very similar. Nevertheless, q # .9,n is better than q .9,n on the interval (0.6, 0.7) since it is monotone and closer to the true frontier q . 9 .
On the right panel of Fig. 3 , we add two outliers in the data set and plot the frontiers 25 , 25,n and # 25,n . Here again the isotone order-m frontier is less sensitive to the outlying points than the unconstrained one. We repeated the same exercise, this time with 500 observations and 4 outliers as illustrated in Fig. 4 , leading to the same kind of results.
French post offices data
We examine here real data in a bivariate case: the data are also used by Cazals et al. [3] and Aragon et al. [1] on frontier analysis of 9521 French post offices observed in 1994, with X as the quantity of labor and Y as the volume of delivered mail.
In this illustration, we only consider the n = 4000 observed post offices with the smallest levels x i plotted in Fig. 5 on the left panel, along with the quantile frontier q ,n of order = .999 in dash-dotted line, and the frontier m,n of order m = 600 in solid line (B = 1000). The isotonized versions of these extreme frontiers are displayed on the right panel. Here, we use a discrete grid of 200 points equispaced between the min and the max of the first 4000 observations. It is clear that the monotone estimators q # .999,n and # 600,n are more resistant to the superefficient post office than their initial versions q .999 and 600,n .
More generally, for any orders and m, the isotonized partial frontiers q # ,n and # m,n are more robust to extreme values than the initial versions q ,n and m,n introduced by Aragon et al. [1] and Cazals et al. [3] , respectively, due to the average in the definition of the # operator.
We redo the calculation without the super-efficient post-office, the results are displayed in Fig. 6 . The difference between the unisotonized and isotonized estimators is less important but still, the later are monotone and, as expected, more resistant to other extreme observations.
Activity of Spanish electricity distributors
The data set used in [2, 9] contains information concerning the production of electricity by 61 firms in Spain. The output (y) is the amount of low, medium and high-voltage electricity distributed (GWh) and the 3 inputs are the population density (x 1 ), the substation transformer capacity from medium voltage-to-low voltage (x 2 ) and the length in km of voltage lines (x 3 ). The results are shown in Table 1 .
As pointed out in [2] many of the firms are FDH-efficient (the FDH efficiency measure n often equal to one). This is due to the high dimensionality of the space (3 + 1) and to the small sample size (n = 61). All of these production units belong to the efficient surface (FDH frontier) of the smallest free disposal set containing all the data.
We remark that the quantile surfaces q ,n and q # ,n coincide everywhere except for the x i 's of units 11, 20, 41, 44 and 59. The unconstrained surface q ,n is more influenced by the efficient extreme FDH points 11, 44 and 59 than the isotonized surface q # ,n since q ,n (x) > q # ,n (x) for each x ∈ {x 11 , x 44 , x 59 }. The fact that q ,n (x) < q # ,n (x) for x ∈ {x 20 , x 41 } is quite natural and confirm that units 11, 44 and 59 are highly influent in the direction of Y. It 
