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It is shown that every connected vertex-transitive graph of order
10p, p ≠ 7 a prime, which is not isomorphic to a quasiprimitive
graph arising from the action of PSL(2, k) on cosets ofZkoZ(k−1)/10,
contains a Hamilton path.
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1. Introductory remarks
In 1969, Lovász [28] asked if every finite, connected vertex-transitive graph has a Hamilton path,
that is, a simple path going through all vertices of the graph. With the exception of K2, only four
connected vertex-transitive graphs that do not have a Hamilton cycle are known to exist. These four
graphs are the Petersen graph, the Coxeter graph and the two graphs obtained from them by replacing
each vertex by a triangle. The fact that none of these four graphs is a Cayley graph has led to a folklore
conjecture that every connected Cayley graph with order greater than 2 has a Hamilton cycle.
Many articles directly and indirectly related to this subject have appeared in the literature
(see [1–4,7,11,14,17–20,24,26,23,30–33,35,36,41,43,46,48–50] for some of the relevant references),
affirming the existence of such paths and, in some cases, even Hamilton cycles. For example, it is
known that connected vertex-transitive graphs of order kp, where k ≤ 5, (except for the Petersen
graph and the Coxeter graph), of order pj, where j ≤ 4, and of order 2p2, where p is a prime, contain a
Hamilton cycle. It is also known that connected vertex-transitive graphs of order pq, where p and q are
primes, admitting an imprimitive subgroup of automorphisms contain a Hamilton cycle. A Hamilton
path is known to exist in connected vertex-transitive graphs of order 6p. In addition, it is known that
every connected vertex-transitive graph whose automorphism group contains a transitive subgroup
with a cyclic commutator subgroup of prime-power order, with the exception of the Petersen graph,
has a Hamilton cycle (this result was obtainedwith a generalization of themethod used in [14,23,30]).
We refer the reader to [25] for the current status of this problem.
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This paper deals with the existence of Hamilton paths in connected vertex-transitive graphs of
order 10p, where p is a prime. (Throughout this paper p will always denote a prime number.) The
main object of this paper is to show that, with the exception of a certain family of graphs arising from
the action of PSL(2, k) on cosets of Zk o Z(k−1)/10, every connected vertex-transitive graph of order
10p, p ≠ 7, contains a Hamilton path.
Theorem 1.1. Let X be a connected vertex-transitive graph of order 10p, where p ≠ 7 is a prime, not
isomorphic to a quasiprimitive graph arising from the action of PSL(2, k) on cosets of ZkoZ(k−1)/10. Then
X contains a Hamilton path.
The main tool in proving Theorem 1.1 is the so-called lifting Hamilton cycles approach, a frequently
used approach for constructingHamilton paths and cycles in vertex-transitive graphs. This approach is
based on a quotienting/reduction with respect to an imprimitivity block system of the corresponding
automorphismgroup orwith respect to a suitable semiregular automorphism, preferably one of prime
order. In particular, every vertex-transitive graph is either genuinely imprimitive, quasiprimitive or
primitive. Following the method in [25] we divide our investigation depending on which of these
three families the graph in question belongs to. There is no primitive graph of order 10p for p > 19.
Also, there is no quasiprimitive graph of order 10p for p > 31 arising from a group action different
from the action of PSL(2, k) on cosets of Zk o Z(k−1)/10. For p ≤ 31 all primitive and quasiprimitive
graphs of order 10p are knownand the existence ofHamilton cycles in such graphs (with the exception
of the truncation of the Petersen graph) is proved with the help of program package Magma [5]. In
particular, we construct all relevant graphs and in each of them we either find a transitive group
of automorphisms with a cyclic commutator subgroup of prime-power order (and thus the above
mentioned result proved in [11] applies) or we find a semiregular automorphism of prime order such
that the corresponding quotient graph contains such a Hamilton cycle that it can be, with the use of
the lifting Hamilton cycle approach, lifted to a Hamilton cycle of the original graph. For the genuinely
imprimitive graphswe use the lifting Hamilton cycle approach based on a quotienting/reductionwith
respect to an imprimitivity block system formed by the orbits of a minimal normal subgroup of a
genuinely imprimitive group of automorphisms. In particular, the investigation depends on the size
of the blocks in such imprimitivity block systems.
The paper is organized as follows. In Section 2 notions concerning this paper are introduced
together with the notation and some auxiliary results that are needed in the subsequent sections. The
rest of the paper is devoted to proving Theorem 1.1. The genuinely imprimitive graphs are considered
in Section 3, the quasiprimitive graphs are considered in Section 4, and the primitive graphs are
considered in Section 5. Finally, the results are combined in Section 6, where the Theorem 1.1 is
proved.
2. Notation and preliminary results
Throughout this paper graphs are finite, simple and undirected, and groups are finite, unless
specified otherwise. Furthermore, a multigraph is a generalization of a graph in which we allow
multiedges and loops. Given a graph X we let V (X) and E(X) be the vertex set and the edge set of
X , respectively. For adjacent vertices u, v ∈ V (X)we write u ∼ v and denote the corresponding edge
by uv. The complement of a graph X will be denoted by X c . Let U andW be disjoint subsets of V (X).
The subgraph of X induced by U will be denoted by X⟨U⟩. Similarly, we let X[U,W ] (in short [U,W ])
denote the bipartite subgraph of X induced by the edges having one endvertex in U and the other
endvertex inW .
Given a transitive group G acting on a set V , we say that a partition B of V is G-invariant if
the elements of G permute the parts, that is, blocks of B, setwise. If the trivial partitions {V } and
{{v} | v ∈ V } are the only G-invariant partitions of V , then G is said to be primitive, and is said to be
imprimitive otherwise. In the latter case we shall refer to a corresponding G-invariant partition as a
complete imprimitivity block system, in short an imprimitivity block system, of G.
A graph X is said to be vertex-transitive if its automorphism group, denoted by Aut(X), acts
transitively onV (X). A vertex-transitive graph forwhich each transitive subgroupof its automorphism
group is primitive is called a primitive graph. Otherwise it is called an imprimitive graph. If X is
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Fig. 1. The levi graph given in Frucht’s notation with respect to a (3, 10)-semiregular automorphism.
imprimitive with an imprimitivity block system which is formed by the orbits of a proper normal
subgroup of some transitive subgroupG ≤ Aut(X), then the graph X is said to be genuinely imprimitive.
If X is imprimitive, but there exists no transitive subgroup G ≤ Aut(X) having a nontransitive normal
subgroup, then X is said to be quasiprimitive. Note that if B is an imprimitivity block system of
some vertex-transitive graph, then any two blocks B, B′ ∈ B induce isomorphic vertex-transitive
subgraphs.
Imprimitive vertex-transitive graphs of order 2p, p a prime, were described in [29]. Among other
things itwas proved there that, provided a vertex-transitive graphX of order 2p admits an imprimitive
groupG (with blocks of size p or 2), one can always find an imprimitive subgroup ofGwhich has blocks
of size p. In particular, the following result is proved in [29] and will be used later.
Proposition 2.1. Let X be a vertex-transitive graph of order 2p, p a prime. If G ≤ Aut(X) is an
imprimitive subgroup of Aut(X) on X with blocks of size 2, then there exists an imprimitive subgroup
H of G with blocks of size p.
Given a graph X and a partition P of its vertex set we let the quotient graph corresponding to P be
the graph XP whose vertex set equalsP with A, B ∈ P adjacent if there exist vertices a ∈ A and b ∈ B,
such that a ∼ b in X .
2.1. Semiregularity
Let m ≥ 1 and n ≥ 2 be integers. An automorphism of a graph is called (m, n)-semiregular if
it has m orbits of length n and no other orbit. Now let X be a graph admitting an (m, n)-semiregular
automorphismρ and denote the set of the orbits ofρ byS (Whenwe discuss the orbits of an individual
permutation ρ, we mean the orbits of the cyclic subgroup ⟨ρ⟩ generated by ρ.). Let S, S ′ ∈ S. We let
d(S) and d(S, S ′) denote the valency of X⟨S⟩ and X[S, S ′], respectively. (Clearly, the graph X[S, S ′] is
regular.) We let the quotient multigraph corresponding to ρ be the multigraph Xρ whose vertex set is
S and in which S, S ′ ∈ S are joined by d(S, S ′) edges. Observe that S is a partition of V (X), so we can
also consider the quotient graph XS which is precisely the underlying graph of Xρ .
In the subsequent sections some of the graphswill be represented in Frucht’s notation [15]. For the
sake of completeness we include the definition. Let X be a connected graph of ordermn admitting an
(m, n)-semiregular automorphismρ. Let S = {Si | i ∈ Zm} be the set of orbits ofρ. Denote the vertices
of X by vji , where i ∈ Zm and j ∈ Zn, in such a way that Si = {vji | j ∈ Zn} with vji = (v0i )ρj . Then X
may be represented by the notation of Frucht [15] emphasizing them orbits of ρ in the followingway.
The m orbits of ρ are represented by m circles. The symbol n/R, where R ⊆ Zn \ {0}, inside a circle
corresponding to the orbit Si indicates that for each j ∈ Zn, the vertex vji is adjacent to all the vertices
v
j+r
i , where r ∈ R. When X⟨Si⟩ is an independent set of vertices we simply write n inside its circle.
Finally, an arrow pointing from the circle representing the orbit Si to the circle representing the orbit
Sk, k ≠ i, labeled by the set T ⊆ Zn indicates that for each j ∈ Zn, the vertex vji ∈ Si is adjacent to all
the vertices vj+tk , where t ∈ T . When the label is 0, the arrow on the line may be omitted. An example
illustrating this notation is given in Fig. 1.
A graph X admitting an (m, n)-semiregular automorphism is completely determined by the
so-called symbol. However, we define it here only for graphs admitting a (10, p)-semiregular
automorphism. Let ρ be a (10, p)-semiregular automorphism and let Si, i ∈ Z10, be its orbits. Choose
si ∈ Si and define the following subsets of Zp. For i, j ∈ Z10, we let Ri,j = {r ∈ Zp | si ∼ sρrj }.
Note that Rj,i = −Ri,j. It is clear that the collection of all Ri,j completely determines X . The
10 × 10-matrix Mρ(X) = (Ri,j)i,j, whose (i, j)-th entry is the set Ri,j, is the symbol of X relative
to (ρ, s0, s1, s2, s3, s4, s5, s6, s7, s8, s9). The symbols will be used in Sections 4 and 5 to give relevant
quasiprimitive and primitive graphs of order 10p, p a prime.
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The following propositionwhich is a generalization of [29, Theorem3.4] is given in [26, Lemma2.1].
Proposition 2.2. Let X be a vertex-transitive graph of order mp, where p is a prime and m < p, and let
G ≤ Aut(X) be a transitive subgroup of automorphisms of X. Then there exists some (m, p)-semiregular
automorphism ρ of X such that ρ ∈ G.
We wrap up this subsection with two results about imprimitive graphs of certain degrees which
will be useful later on. The first result is a reformulation of [26, Lemma 2.1], and the second result may
be deduced from [9, Lemma 2].
Proposition 2.3. Let X be a G-imprimitive graph of order mq, q a prime, with a G-invariant partitionB
and let H ≤ G have m orbits of length q. Let S be an orbit of H and let B ∈ B be such that B ∩ S ≠ ∅.
Then one of the following holds:
(i) |B ∩ S| = 1, in which case |B ∩ S ′| = 1 for every orbit S ′ of H which meets B, or
(ii) B ∩ S = S, in which case q divides |B|.
Proposition 2.4. Let X be a vertex-transitive graph of order mq, q a prime, let G be an imprimitive
subgroup of automorphisms of X and let N be a normal subgroup of G with orbits of length q. Then X
has an (m, q)-semiregular automorphism whose orbits coincide with the orbits of N.
2.2. Existence of Hamilton cycles/paths in particular graphs
A path of a graph X which meets each of the vertices of X is called a Hamilton path of X . A Hamilton
cycle is defined in a similarway. A graphX isHamiltonian if it possesses aHamilton cycle. The following
classical result, due to Jackson [22], giving a sufficient condition for the existence of Hamilton cycles
in 2-connected regular graphs will be used throughout this paper. (Note that every connected vertex-
transitive graph is 2-connected.)
Proposition 2.5 ([22, Theorem 6]). Every 2-connected regular graph of order n and valency at least n/3
contains a Hamilton cycle.
A graph is Hamilton-connected if for every pair of vertices there is a Hamilton path between the
two vertices, and it is edge-Hamiltonian if each of its edges is contained in some Hamilton cycle. By
the following proposition Cayley graphs on abelian groups are edge-Hamiltonian graphs.
Proposition 2.6 ([8, Theorem 6]). Let X be a connected Cayley graph on an abelian group of order at least
three. Then each edge of X is contained in some Hamilton cycle of X.
The following three results about the existence of Hamilton cycles in particular vertex-transitive
graphs will be used in the proofs throughout this paper.
Proposition 2.7 ([1]). Let X be a connected vertex-transitive graph of order 2p, p is a prime. Then X is the
Petersen graph or X is Hamiltonian.
A detailed description of connected vertex-transitive graphs of order qp, q and p primes, whose
automorphism groups contain imprimitive subgroups is given in [37,38]. It was proved in [34] that
with the exception of the Petersen graph every such graph has a Hamilton cycle. For q = 5 every
connected vertex-transitive graph of order qp with a primitive automorphism group containing no
imprimitive subgroups arises from one of the primitive groups of degree qp without imprimitive
subgroups given in [38, Theorem 2.1], and that they are Hamiltonian was proved in [13]. Therefore,
the following proposition holds.
Proposition 2.8. Let X be a connected vertex-transitive graph of order 5p, p a prime. Then X is the
Petersen graph or X is Hamiltonian.
Proposition 2.9 ([11, Theorem 1.1]). Let X be a connected vertex-transitive graph of order at least 3. If
there is a transitive group G of automorphisms of X such that the commutator subgroup of G is cyclic of
prime-power order, then X is the Petersen graph or X is Hamiltonian.
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We next introduce the following notion of a lift of a path in a graph with a semiregular
automorphism. Let X be a graph that admits an (m, n)-semiregular automorphism ρ. Let S =
{S1, S2, . . . , Sm}be the set of orbits ofρ, letXS be the corresponding quotient graph and let℘ : X → XS
be the corresponding projection. LetW = Si1Si2 · · · Sik be a path in XS . We let the lift of the path W be
the set of all paths of X whose images under ℘ areW .
A frequently used approach to constructing Hamilton cycles in vertex-transitive graphs, whichwill
also be used in this paper, is based on a quotienting/reduction with respect to a suitable semiregular
automorphism, preferably one of prime order. Provided the quotient graph contains a Hamilton
cycle it is sometimes possible to lift this cycle to construct a Hamilton cycle in the original graph,
consistently spiraling through the corresponding orbits (see Example 2.11). Lifts of Hamilton cycles
fromquotient graphswhich themselves have aHamilton cycle are always possible, for example,where
the quotienting is done relative to a semiregular automorphism of prime order and where in the
quotient graph there are at least two adjacent orbits on the Hamilton cycle joined by a double edge.
In this case one can always lift the Hamilton cycle from the quotient graph because the double edge
gives us the possibility to conveniently ‘‘change direction’’ so as to get a walk in the quotient that lifts
to a full cycle above. In particular, the following lemma is straightforward and is just a reformulation
of [35, Lemma 5].
Proposition 2.10. Let X be a graph admitting an (m, p)-semiregular automorphismρ , where p is a prime.
Let C be a cycle of length k in the quotient graph XS , where S is the set of orbits of ρ . Then, the lift of C either
contains a cycle of length kp or it consists of p disjoint k-cycles. In the latter case we have d(S, S ′) = 1 for
every edge SS ′ of C.
Observe that for a given graph X admitting an (m, n)-semiregular automorphism ρ, the
corresponding quotient graph Xρ can be viewed as the graph whose vertices are circles in Frucht’s
notation of X with respect to ρ and edges are the edges between the circles. For an arc e ∈ A(Xρ) let
l(e) denote the label of the corresponding arc in Frucht’s notation of X with respect to ρ. Similarly, for
a walkW in Xρ let l(W ) denote the sum of the labels of the arcs in Frucht’s notation corresponding to
the arcs belonging to the walkW . Throughout the paper the following observation is used frequently:
If there exists a Hamilton cycle C of Xρ such that (l(C), n) = 1 then X has a Hamilton cycle.
Example 2.11. The generalized orbital graph X arising from the action of PSL(2, 11) on cosets of D6
with respect to a union of a self-paired suborbit of length 1 and a self-paired suborbit of length 3
contains a (10, 11)-semiregular automorphismρ, and it can be nicely represented in Frucht’s notation
as shown in Fig. 2. Since C = S0S1S5S7S3S8S9S6S2S4S0 is aHamilton cycle in the quotient graphXS = Xρ ,
where S = {Si | i ∈ Z10} is the set of orbits of ρ, such that the sum of the labels of the arcs lying on C
is equal to 9 (which is coprime to 11) this cycle can be lifted to a Hamilton cycle in the original graph
X (see Fig. 2). This graph is one of the quasiprimitive graphs of order 110 arising from row 2 of Table 1,
(see Section 4).
We end this subsection with a result about the existence of Hamilton paths in vertex-transitive
graphs admitting a semiregular automorphism of prime order such that the corresponding quotient
graph is of order congruent to 2 modulo 4 and is either isomorphic to a complete bipartite graph or a
complete bipartite graph minus a matching.
Proposition 2.12. Let X be a connected vertex-transitive graph of order 2qm, where q is a prime and m
is odd, admitting a (2m, q)-semiregular automorphism ρ ∈ Aut(X) and let O be the set of orbits of ρ . If
XO ∈ {Km,m, Km,m −mK2}, then X has a Hamilton path.
Proof. Let XO ∈ {Km,m, Km,m − mK2} and let O = {Si, Ti | i ∈ Zm} such that {Si | i ∈ Zm} and
{Ti | i ∈ Zm} are the two bipartite sets of XO . Since every edge of XO belongs to some Hamilton cycle
of XO , we may, by Proposition 2.10, assume that Xρ = XO , that is, d(Si, Tj) = 1 for every i, j ∈ Zm.
Since X is regular it follows that d(S) = d(S ′) for any two orbits S, S ′ ∈ O. Moreover, since q is a prime
either d(S) = 0 or d(S) ≥ 2 is even. If d(S) = 2, then a Hamilton cycle of X exists by [3, Theorem 3.9],
and if d(S) ≥ 4, then [8, Theorem 4] implies that for every S ∈ O the subgraph X⟨S⟩ is Hamilton-
connected, and so a Hamilton cycle of X clearly exists. We may therefore assume that d(S) = 0 for
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Fig. 2. A vertex-transitive graph arising from the action of PSL(2, 11) on cosets of D6 given in Frucht’s notation with respect
to the (10, 11)-semiregular automorphism ρ where undirected lines carry label 0.
Table 1
Actions giving rise to quasiprimitive graphs of order 10p.
Row p Action
1 7 A7 on cosets of Z23 o Z4
2 11 PSL(2, 11) on cosets of D6
3 11 PSL(2, 11) on cosets of Z6
4 31 PSL(3, 5) on cosets of Z25 o (Z4 · D12)
5 31 PSL(3, 5) on cosets of Z25 o (Z4 · A4)
6 11 M11 on cosets ofM9
7 31 PSL(3, 5) on cosets of Z25 o (Z24 · Z2)
8 7 A7 on cosets of A4 × Z3
9 7 PSL(4, 2) on cosets of Z42 o (A3 × S3)
10 7 PSL(4, 2) on cosets of Z42 o (A3 o S3)
11 31 PSL(5, 2) on cosets of Z62 o (A3 × PSL(3, 2))
12 13 PSL(2, 25) on cosets of PSL(2, 5)
13 11 M11 on cosets of Z23 o Z8
14 11 M11 on cosets of Z23 o Q8
15 11 A11 on cosets of A9
16 k+12 PSL(2, k) on cosets of Zk o Z(k−1)/10 where 5 |
k−1
2 and k = sm
every S ∈ O, that is, X⟨S⟩ = qK1.We distinguish two different cases depending onwhether XO ∼= Km,m
or XO ∼= Km,m −mK2.
Case 1. XO ∼= Km,m.
Then Si ∼ Tj for every i, j ∈ Zm. If there exists a Hamilton cycle C of Xρ = XS such that l(C) ≠ 0
then X clearly has a Hamilton cycle. Thus we may assume that no such Hamilton cycle exists in Xρ .
Also, if there exist two disjoint cycles C1 and C2 such that V (Xρ) = V (C1) ∪ V (C2) and l(C1) and l(C2)
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are both different from 0, we have that C1 and C2 both lift to a single cycle in X since q is a prime, and
consequently the connectedness of X implies that X has a Hamilton path. We may therefore assume
that no such pair of cycles exists in Xρ .
Since S0T0S1T1 · · · Sm−1Tm−1S0 is a Hamilton cycle in Xρ wemay, without loss of generality, assume
that l(SiTi) = l(TiSi+1) = 0 for every i ∈ Zm. Let i ∈ Zm \ {m− 2,m− 1}. Then
Ci = S0TiSiTi−1Si−1 · · · S1T0S0 and C ′i = Si+1Tm−1Sm−1Tm−2 · · · Si+2Ti+1Si+1
are two disjoint cycles such that V (Xρ) = V (Ci) ∪ V (C ′i ), l(Ci) = l(S0Ti) and l(C ′i ) = l(Si+1Tm−1).
If l(Ci) = l(S0Ti) ≠ 0 then, by the assumption made in the preceding paragraph, we have that
l(C ′i ) = l(Si+1Tm−1) = 0. Next, since
C ′′i = S0Ti+1Si+2Ti+2Si+3 · · · Sm−1Tm−1Si+1TiSiTi−1 · · · S1T0S0
is a Hamilton cycle of Xρ with l(C ′′i ) = l(S0Ti+1)we have l(S0Ti+1) = 0. It follows that
Di = S0Ti+1Si+1TiSiTi−1 · · · S1T0Si+2Ti+2Si+3 · · · Tm−1S0
is a Hamilton cycle of Xρ with l(Di) = l(T0Si+2), and thus l(T0Si+2) = 0. But then
S0TiSiTi−1Si−1 · · · S1T0Si+2Ti+2Si+3 · · · Tm−1Si+1Ti+1S0
is a Hamilton cycle of Xρ with a non-zero label and thus it lifts to a Hamilton cycle of X . It therefore
follows that l(S0Ti) = 0 for every i ∈ Zm \ {m − 2}. Moreover, by replacing S0 with an orbit
Sj, j ∈ Zm \{0}, in this argument, one can easily see that we have l(SjTk) = 0whenever |k− j| ≠ m−2.
Further, since in the Hamilton cycle
C = S0Tm−2Sm−2Tm−3Sm−3Tm−1Sm−1Tm−4Sm−4Tm−5 · · · S1T0S0
of XO the edge S0Tm−2 is the only edge of the form SiTi+m−2, we have that l(C) = l(S0Tm−2), and thus
l(S0Tm−2) = 0. Since Cψ j is a Hamilton cycle of XO and l(Cψ j) = l((S0Tm−2)ψ j) = l(SjTj+m−2), where
ψ = (S0 S1 · · · Sm−1)(T0 T1 · · · Tm−1) ∈ Aut(XO) and j ∈ Zm, we get that all the edges of XO carry
label 0. But then X is disconnected, a contradiction.
Case 2. XO ∼= Km,m −mK2.
We can obtain XO from the graph in Case 1 in such a way that we delete all the edges of the
form {SiTi+1 | i ∈ Zm}. Since none of the edges in the cycles, used in the proof of Case 1, is of the
form SiTi+1, i ∈ Zm, we can apply the same argument as in Case 1 to show that X has a Hamilton
path. 
2.3. Group-theoretic results
A transitive group G acting on a setΩ is said to be doubly transitive if it acts transitively on the set
of non-diagonal ordered pairs of points fromΩ . Further,G is said to be simply primitive if it is primitive
but not doubly transitive. The following result is due to Burnside [6].
Proposition 2.13. Let G be a transitive group of prime degree p. Then either G is doubly transitive or G
contains a normal Sylow p-subgroup.
The following result on primitive groups of degree 2pmay be deduced from [27].
Proposition 2.14. A primitive group G of degree 2p, p a prime, is one of the following:
(i) p = 5, and G = A5 or G = S5;
(ii) G = A2p or G = S2p;
(iii) p = 11 and G = M22;
(iv) p = 1+q2t2 , and G is a subgroup of Aut(PSL(2, k)) containing PSL(2, k), where k = q2
t
and q is an
odd prime.
Moreover, G is simply primitive in case (i) and is doubly transitive in all other cases.
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The next result may be extracted from [12, Theorem 2.10].
Proposition 2.15. Let G be a transitive permutation group of degree 10p, p ≥ 5 a prime, with an
imprimitivity block system B formed by a (proper, intransitive) minimal normal subgroup N of G. Then
NB is simple for all blocks B ∈ B .
For the sake of completeness we state the following classical result which will be used throughout
the paper.
Proposition 2.16 ([47, Theorem 3.4]). Let p be a prime and let P be a Sylow p-subgroup of a permutation
group G acting on a set Ω . Let ω ∈ Ω . If pm divides the length of the G-orbit containing ω, then pm also
divides the length of the P-orbit containing ω.
We wrap up this section by a result on imprimitive groups of degree 5p, p ≥ 7 a prime, which
will be needed later on in this paper. In the proof of this result the following two propositions will be
needed.
Proposition 2.17 ([44]). Let G be a finite group and H ≤ G. If |G:H| = n, then G/HG is isomorphic to a
subgroup of the symmetric group Sn, where HG is the largest normal subgroup of G that is contained in H.
Proposition 2.18 ([21]). Let G be a non-abelian simple group, H < G and |G : H| = pn, where p is a
prime and n is a positive integer. Then one of the following holds:
(i) G = Am and H ∼= Am−1, where m = pn;
(ii) G = PSL(m, q),H is the stabilizer of a line or hyperplane, and |G : H| = qm−1q−1 = pn;
(iii) G = PSL(2, 11) and H ∼= A5;
(iv) G = M23 and H ∼= M22, or G = M11 and H ∼= M10;
(v) G = U4(2) ∼= S4(3) and H is the parabolic subgroup of index 27.
Proposition 2.19. Let G be a transitive non-abelian simple group of degree 5p, p ≥ 7 a prime, and let H
be a maximal subgroup of G such that Gα < H < G. Then G is quasiprimitive and one of the following
holds:
(i) G = PSL(2, 11),H = A5, |G : H| = 11 and Gα = A4;
(ii) G = PSL(m, q),H is the stabilizer of a line or hyperplane, m is a prime, q is a prime power and
|G : H| = qm−1q−1 = p.
Proof. Let G be a transitive non-abelian simple group of degree 5p, where p ≥ 7 is a prime. Since the
stabilizer Gα of a point α is not maximal the group G is imprimitive, and consequently, since it is a
simple group, it is quasiprimitive.
By Praeger’s classification of quasiprimitive groups [42], one can see that G is in class AS. Let H be
a maximal subgroup of G such that Gα < H < G. Since |G : Gα| = 5p, we can conclude that either
|G : H| = 5 or |G : H| = p. If |G : H| = 5, then |H : Gα| = p, and since G is a non-abelian simple group,
Proposition 2.17 implies that G is isomorphic to a subgroup of S5. We can conclude that G ∼= A5 and
thus H ∼= A4. But since p ≥ 7, A4 has no subgroup of index p, a contradiction. If, however, |G : H| = p,
then |H : Gα| = 5, and thus G is one of the groups listed in Proposition 2.18(i)–(iv).
Suppose that G is the group from Proposition 2.18(i). Then G = Ap and H ∼= Ap−1. For p − 1 ≤ 4
the group H ∼= Ap−1 has no subgroup of index 5. On the other hand, if p − 1 ≥ 5, then H ∼= Ap−1
is a simple group, and it has a subgroup of index 5 if and only if p − 1 = 5. But then p = 6 is not a
prime, a contradiction. It follows that G is not a group from Proposition 2.18(i). Further, sinceM22 and
M10 have no subgroup of index 5, G cannot be a group from Proposition 2.18(iv) either, and we can
conclude that G is a group from Proposition 2.18(ii) or (iii). 
3. Genuinely imprimitive graphs
Throughout this section let X be a connected genuinely imprimitive graph of order 10p, p > 5
a prime, admitting an imprimitive subgroup G of Aut(X) with a non-transitive minimal normal
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subgroup N ▹ G. Let the set of orbits of N be denoted by B. Then B is a complete imprimitivity
block system of G.
Lemmas 3.1 and 3.3–3.7, each of which covers a particular size of the blocks in B, combined
together imply that every connected genuinely imprimitive graph of order 10p, p > 7 a prime,
possesses a Hamilton path.
Lemma 3.1. If the size of blocks inB is 2, then X has a Hamilton path.
Proof. Since XB is a connected vertex-transitive graph of order 5p, by Proposition 2.8, it has a
Hamilton cycle C . By Proposition 2.4, X has a (5p, 2)-semiregular automorphism whose set of orbits
equalsB. Thus, by Proposition 2.10, either C lifts to a Hamilton cycle of X or it lifts to a disjoint union
of two cycles of length 5p. Since X is connected a Hamilton path exists in X . 
The following proposition about the graphs whose quotient graph with respect toB is isomorphic
to the Petersen graphwill be used in the proof of Lemma 3.3. The proposition is a direct generalization
of [26, Lemma 3.2]. We omit the proof.
Proposition 3.2. If the size of blocks in B is p and the quotient graph XB is isomorphic to the Petersen
graph, then X has a Hamilton path.
In the proof of the next lemma we will be using the following notation. Let Cn = (0, 1, . . . , n− 1)
be an n-cycle. A graph C+n is a graph with V (C+n ) = V (Cn) and E(C+n ) = E(Cn)∪ {{i, i+ n/2} | i ∈ Zn}
(clearly C+n is well defined only for even integers n). A graph Cn(k) is a graph with V (Cn(k)) = V (Cn)
and E(Cn(k)) = E(Cn) ∪ {{i, i+ k} | i ∈ Zn}. A graph Cn(k, l) is a graph with V (Cn(k, l)) = V (Cn) and
E(Cn(k, l)) = E(Cn) ∪ {{i, i+ k}, {i, i+ l} | i ∈ Zn}. Also, recall that the direct product Y × Z of graphs
Y and Z is a graph with V (Y × Z) = V (Y )× V (Z) and E(Y × Z) = {{(a, x), (b, y)} | ab ∈ E(Y ) and xy
∈ E(Z)}.
Lemma 3.3. If the size of blocks inB is p, then X has a Hamilton path.
Proof. The quotient graph XB is a connected vertex-transitive graph of order 10. By Proposition 3.2,
we may assume that XB is not isomorphic to the Petersen graph. By Proposition 2.3 the blocks of
B coincide with the orbits of some (10, p)-semiregular automorphism ρ ∈ G of X , which exists by
Proposition 2.4. Let S = {Si | i ∈ Z10} denote the set of orbits of ρ.
There exist eighteen connected vertex-transitive graphs of order 10 of which one is isomorphic to
the Petersen graph, (see [40]). In particular, the quotient graph XS = XB is isomorphic to one of the
following seventeen graphs:
C10, K5,5, C+10, C5 × K2, (K5 × K2)c, C10(4),
C10(2), C10(2, 5), C10(4, 5), K5 × K2, GP(5, 2)c, (C5 × K2)c,
(C+10)
c, (2C5)c, C c10, (5K2)
c, K10.
It is easy to see that in all these cases for any edge e of XS there exists a Hamilton cycle of XS containing
e. Hence, by Proposition 2.10, we may assume that no multiedge exists in Xρ . Since XS is Hamiltonian
we may label the orbits of ρ in such a way that Si ∼ Si+1 for every i ∈ Z10. If there exists a Hamilton
cycle of XS whose lift contains a Hamilton cycle of X , there is nothing to prove. Therefore, we can
assume that no such Hamilton cycle of XS exists. Consequently, we may assume that l(SiSi+1) = 0
for every i ∈ Z10. Note also that we can assume that X⟨Si⟩ = pK1 for all i ∈ Z10. Namely, all
the subgraphs X⟨Si⟩ are of the same valency, and if the subgraphs X⟨Si⟩ are of valency 2, then a
Hamilton cycle of X exists by [3, Theorem 3.9], and if the subgraphs X⟨Si⟩ are of valency at least 4,
then [8, Theorem 4] implies that each of X⟨Si⟩ is Hamilton-connected (that is, there exists a Hamilton
path in X⟨Si⟩ connecting any two vertices), and so a Hamilton cycle of X clearly exists.
We distinguish seventeen different cases depending on which of the seventeen connected vertex-
transitive graphs of order 10 the quotient graph XS is isomorphic to.
If XS ∼= C10, then SiSi+1, where i ∈ Z10, are the only edges of XS , and so X is not connected, a
contradiction.
If XS ∼= K5,5 or XS ∼= K5,5 − 5K2 ∼= (K5 × K2)c , then by Proposition 2.12, X has a Hamilton path.
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If XS ∼= C+10, then in addition to the edges SiSi+1, also S0S5, S1S6, S2S7, S3S8, S4S9 ∈ E(XS). Let
r0 = l(S0S5), r1 = l(S1S6), r2 = l(S2S7), r3 = l(S3S8), and r4 = l(S4S9). Since
S0S5S4S3S2S1S6S7S8S9S0, S0S1S2S3S4S9S8S7S6S5S0,
S0S1S6S5S4S3S2S7S8S9S0, S0S1S2S3S8S7S6S5S4S9S0
are Hamilton cycles of XS , Proposition 2.10 implies that r0 + r1 = 0, r4 − r0 = 0, r1 + r2 = 0 and
r3 + r4 = 0. It follows that r1 = r3, r0 = r2 = r4, r1 = −r4. If r1 = 0, then since p is odd it follows
that r0 = r1 = r2 = r3 = r4 = 0 and thus X is disconnected, a contradiction. If, however, r1 ≠ 0
then r0 ≠ 0 and since S0S5S6S1S2S7S8S3S4S9S0 is a Hamilton cycle of XS , Proposition 2.10 implies that
r0− r1+ r2− r3+ r4 = 0, and so 3r0 = 2r1. But then, since r1 = −r0, it follows that 5r0 ≡ 0 (mod p),
implying that p = 5, a contradiction.
If XS ∼= C5 × K2, then we may assume that in addition to the edges SiSi+1, also
S1S8, S2S7, S3S6, S4S0, S5S9 ∈ E(XS).
Let r0 = l(S1S8), r1 = l(S2S7), r2 = l(S3S6), r3 = l(S4S0), and r4 = l(S5S9). Since
S0S1S8S9S5S6S7S2S3S4S0, S0S1S2S7S8S9S5S6S3S4S0,
S0S1S2S3S6S7S8S9S5S4S0, S0S9S5S6S7S8S1S2S3S4S0,
are Hamilton cycles of XS , Proposition 2.10 implies that r0 − r4 − r1 + r3 = 0, r1 − r4 − r2 + r3 =
0, r2 − r4 + r3 = 0, and −r4 − r0 + r3 = 0. Combining these equations we get that r1 = 2r0 = 2r2
and r0 + r2 = 0. Since p is odd it follows from the first of these two equations that r0 = r2, and then
we get from the second equation that r0 = r2 = 0. Hence r0 = r1 = r2 = 0 and then from the above
equations we get that r3 = r4. In view of the connectedness of X , we have that r3 = r4 ≠ 0. But then
S0S1S2S3S4S0 and S9S8S7S6S5S9 are disjoint 5-cycles in XS that lift to 5p-cycles in X . Since the vertex
sets of the obtained 5p-cycles are disjoint and X is connected, it follows that X has a Hamilton path.
The remaining twelve cases are dealt with in a similar manner. We leave the details to the
reader. 
An n-bicirculant is a graph with a (2, n)-semiregular automorphism. Every n-bicirculant X can
be represented by a triple of subsets of Zn in the following way. Let ϕ be a (2, n)-semiregular
automorphism of X , let U and W be the two orbits of ⟨ϕ⟩, and let u ∈ U and w ∈ W . Let S =
{s ∈ Zn | u ∼ uϕs} be the symbol of the n-circulant induced on U and let R be the symbol of the
n-circulant induced on W (relative to ϕ). Moreover, let T = {t ∈ Zn | u ∼ wϕt}. The ordered triple
[S, R, T ] is the symbol of X relative to (ϕ, u, w). Note that S = −S and R = −R are symmetric, that is,
inverse-closed subsets of Zn, and are independent of the particular choice of vertices u andw.
Lemma 3.4. If p > 7 and the size of blocks inB is 5, then X has a Hamilton path.
Proof. By Proposition 2.4 there exists a (2p, 5)-semiregular automorphism ϕ ∈ G whose orbit set
coincides with B = {Bi | i ∈ Z2p}. Since p > 5 the graph XB is a vertex-transitive graph of order
2p, not isomorphic to the Petersen graph, and therefore, by Proposition 2.7, it contains a Hamilton
cycle, say C = B0B1 · · · B2p−1B0. In view of Proposition 2.10 we can assume that the lift of C consists
of five disjoint 2p-cycles. So d(Bi, Bi+1) = 1 for all i ∈ Z2p. Moreover, we can assume that X⟨B⟩ = 5K1
for all B ∈ B. Namely, if for some B ∈ B we have X⟨B⟩ ∼= Y , where Y ∈ {C5, K5}, then since B is
an imprimitivity block system we have X⟨B′⟩ ∼= Y for every block B′ ∈ B. Further, since XB has a
Hamilton cycle and since between any two adjacent blocks ofB we have a perfect matching (asB is
the set of orbits of a normal subgroup) one can easily see that X has a Hamilton path.
Let K be the kernel of the action of G onB. Then depending on the (im)primitivity of the action of
G¯ = G/K on XB three cases need to be considered. In particular, since XB is of order 2p either G¯ acts
primitively onXB or it acts imprimitivelywith blocks of size 2 or p. Following the notation given in [24]
we denote these possible types of action of G by (2p : 5), (2 : p : 5), and (p : 2 : 5), respectively.
Case 1. G is of type (2p : 5).
In this case G¯ = G/K acts primitively on XB . Since p > 5, Proposition 2.14, implies that G¯ is
doubly transitive on XB , and so XB is isomorphic to K2p. Since, by Proposition 2.6, every edge of K2p is
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contained in some Hamilton cycle, by Proposition 2.10, we may assume that XB = Xϕ ∼= K2p. Clearly,
XB can be viewed as the graph whose vertices are circles in Frucht’s notation of X with respect to ϕ
and edges are the edges between the circles. Observe that if there exists a Hamilton cycle C of XB such
that l(C) ≠ 0, where l(C) is the sum of the labels of the arcs belonging to C , then X has a Hamilton
cycle. Therefore, we can assume that no such Hamilton cycle of XB exists.
Let us relabel the vertices of XB = Xϕ ∼= K2p in such a way that V (XB) = {vi | i ∈ Z2p}. Let
C = v0v1v2v3v4 · · · v2p−1v0 be a Hamilton cycle of XB . Then l(C) = 0, and moreover we may assume
that all the edges of XB contained in C carry label 0. Further, since v0v2v1v3v4 · · · v2p−1v0 is a Hamilton
cycle of XB , we have l(v0v2) = t = −l(v1v3). In addition, observe that for every i ∈ Z2p
v0v1v2 · · · vi+1vivi+2 · · · v2p−1v0
is a Hamilton cycle of XB and thus we have
l(vivi+2) =

t if i is even
−t if i is odd
where t ∈ Z5.
If p · t ≢ 0 (mod 5), then p-cycles v0v2 · · · v2p−2v0 and v1v3 · · · v2p−1v1 of XB lift to two disjoint
5p-cycles in X . Since X is connected it is clear that X contains a Hamilton path in this case. We may
therefore assume that p · t ≡ 0 (mod 5), that is, t = l(vivi+2) = 0 for every i ∈ Z2p. Further,
Ci = v0v1 · · · vi−1vi+1vi+2vivi+3vi+4 · · · v2p−1v0, i ∈ Z2p
is a Hamilton cycle of XB , and since l(Ci) = l(vivi+3) we have that l(vivi+3) = 0 for every i ∈ Z2p.
Next,
C ′i = vi+4vivi+3vi+2vi+1vi−1vi−2 · · · vi+5vi+4, i ∈ Z2p
is a Hamilton cycle of XB with l(C ′i ) = l(vivi+4) and thus we have that also l(vivi+4) = 0 for every
i ∈ Z2p. Continuing inductively, we get that all the edges of XB have label 0. But then X is disconnected,
a contradiction.
Case 2. (2 : p : 5).
Then the action of G¯ on XB gives an imprimitivity block system with two blocks, say C¯ and D¯ , of
size p. Let C andD be the corresponding blocks of size 5p of G in X , and let H be the index 2 subgroup
of G such that H¯ = G¯C = G¯D is the corresponding block stabilizer. Therefore, for a block B ∈ B and a
vertex v ∈ B, we have a sequence of groups Gv ≤ GB ≤ H ≤ G giving the type (2 : p : 5).
Now let C = {x0, x1, . . . , x4} ∈ C and D = {y0, y1, . . . , y4} ∈ D . Since p > 7, Proposition 2.2
implies that there exists a (10, p)-semiregular automorphism π ∈ G such that C¯ and D¯ are orbits of
π¯ . Let xij = xπ ij and yij = yπ ij , i ∈ Zp. Then we have that C = {Ci | i ∈ Zp} and D = {Di | i ∈ Zp},
where Ci = {xij | j ∈ Z5} and Di = {yij | j ∈ Z5}. Clearly,B = {Ci,Di | i ∈ Zp}.
Subcase 2.1. H¯ C¯ is unfaithful.
Then XB[C¯, D¯] = Kp,p, and, by Propositions 2.10 and 2.12,wemay assume that X[Ci,Dj] ∼= 5K2 for
all i, j ∈ Zp, that is, d(Ci,Dj) = 1 for every i, j ∈ Zp. Moreover, all the edges CiDj in XB carry label 0.
Recall that X⟨B⟩ ∼= 5K1 for every B ∈ B. If X⟨C⟩ ∼= X⟨D⟩ ∼= 5pK1, then the edge set of
XB is equal to the edge set of XB[C¯, D¯], and thus X is disconnected, a contradiction. If, however,
X⟨C⟩ ∼= X⟨D⟩ ≁= 5pK1, and thus XB⟨C¯⟩ ∼= XB⟨D¯⟩ ≁= pK1, then XB⟨C¯⟩ is a connected p-circulant, that
is, a Cayley graph on a cyclic group of order p. By Proposition 2.6, XB⟨C¯⟩ is Hamiltonian andmoreover,
every edge of XB⟨C¯⟩ belongs to a Hamilton cycle of XB⟨C¯⟩. Let CH be a particular Hamilton cycle of
XB⟨C¯⟩. If l(CH) ≠ 0, then CH lifts to a Hamilton cycle of X⟨C⟩ (to a 5p-cycle in X). Since X⟨C⟩ ∼= X⟨D⟩,
also X⟨D⟩ contains a cycle of length 5p, and the connectivity of X implies that X has a Hamilton path.
Thus we may assume that l(CH) = 0, and consequently that d(Ci, Cj) = 1 for any pair of adjacent
orbits Ci and Cj in X⟨C⟩. Moreover, we may assume that every Hamilton cycle of XB⟨C¯⟩, as well as
every Hamilton cycle of XB⟨D¯⟩, lifts to a disjoint union of five p-cycles.
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Assume first that all arcs in XB⟨C¯⟩ have label 0. Then all arcs belonging to CH have label 0. Since
X is connected there exists a Hamilton cycle DH in XB⟨D¯⟩ such that not all arcs belonging to DH have
label 0. This implies that there exists an arc e on DH such that l(DH − e) ≠ 0. Let e = uv, and let
e′ = u′v′ be an arc of CH . Since XB[C¯, D¯] = Kp,p we have that uu′, vv′ ∈ E(X), and consequently
one can easily see that starting at the vertex u, following the cycle CH till v, then using the edge vv′,
following the cycleDH till u′, and finally using the edge uu′ gives a Hamilton cycle of XB with non-zero
label and thus X has a Hamilton cycle.
Assume now that not all arcs in XB⟨C¯⟩ have label 0. However, we can, without loss of generality,
assume that there exists an arc e in XB⟨C¯⟩with l(e) = 0. Moreover, without loss of generality wemay
assume that this arc e belongs to CH . Then l(CH − e) = 0. If all the arcs in XB⟨D¯⟩ have label 0, then by
applying the argument from the preceding paragraph to DH , one can see that X has a Hamilton path.
Thus we may assume that there exists an arc e′ in XB⟨D¯⟩ with a non-zero label. Since every edge
of XB⟨D¯⟩ is contained in a Hamilton cycle, there exists a Hamilton cycle of DH containing e′. Since
l(DH) = 0 and l(e′) ≠ 0 it follows that l(DH − e′) ≠ 0. Now we can construct a Hamilton cycle of X in
a similar manner as in the preceding paragraph.
Subcase 2.2. H¯ C¯ is faithful.
By Proposition 2.13, either H¯ C¯ is solvable and contains a normal Sylow p-subgroup P , or H¯ C¯ is
non-solvable and doubly transitive.
Subsubcase 2.2.1. H¯ C¯ is solvable.
Then a Sylow p-subgroup P of H¯ C¯ is normal in H¯ C¯ and thus π¯ ∈ P . Since H¯ C¯ is faithful and solvable,
H¯ C¯ ∼= H¯ ≤ A(1, p). Since H¯ is primitive and A(1, p) is of order p(p−1), P is of order p, and so ⟨π¯⟩ = P .
It follows that ⟨π¯⟩ is a characteristic subgroup of H¯ , implying that ⟨π¯⟩ is normal in G¯, and finally that
⟨π⟩ is normal in G. But then X is a genuinely imprimitive graph with respect to an imprimitivity block
system consisting of blocks of size p, and so, by Lemma 3.3, X has a Hamilton path.
Subsubcase 2.2.2. H¯ C¯ is non-solvable.
Then H¯ C¯ is doubly transitive, and thus either XB⟨C¯⟩ ∼= Kp or XB⟨C¯⟩ ∼= pK1. From the proof
of [10, Theorem 3.2] we can see that either XB[C¯, D¯] ∼= Kp,p or the stabilizer of a vertex in C¯ has two
orbits on D¯ . Hence in all cases the bipartite subgraph XB[C¯, D¯] is an arc-transitive graph of order 2p.
Since XB is a connected vertex-transitive graph of order 2p, p > 7 a prime, it contains a Hamilton
cycle. If XB⟨C¯⟩ ∼= XB⟨D¯⟩ ∼= pK1 then XB[C¯, D¯] ∼= XB is an arc-transitive graph, implying that every
edge of XB belongs to a Hamilton cycle of XB . Therefore we may assume that X[B, B′] ∼= 5K1 for any
two adjacent blocks B, B′ ∈ B. If, however, XB⟨C¯⟩ ∼= XB⟨D¯⟩ ∼= Kp then this graph is Hamilton-
connected. Hence, if there exist two adjacent blocks B, B′ ∈ B arising from an edge in XB⟨C¯⟩ such
that X[B, B′] ≁= 5K1, then X⟨C⟩ has a Hamilton cycle, and thus clearly X has a Hamilton path. We may
therefore assume that X[B, B′] ∼= 5K1 for any two adjacent blocks B, B′ ∈ B in this case as well. Since
B is the set of orbits of a normal subgroup N of Aut(X) and X is connected we can now easily see
that N ∼= Z5. An elementary exercise in group theory then shows that N⟨ρ⟩ ∼= Z5p = ⟨ϕ⟩, where
ρ is a (10, p)-semiregular automorphism of Aut(X) and ϕ is the generator of the cyclic group N⟨ρ⟩,
implying that X is a bicirculant. Let [S, R, T ] be one of its symbols corresponding to ϕ, such that 0 ∈ T .
If there exists some t ∈ T for which ⟨t⟩ = Z5p, where ⟨t⟩ is the additive subgroup of Z5p generated by
t , then X has a Hamilton cycle. Moreover, if T contains one element of order p and another element
of order 5, then their product generates Z5p, and so X has a Hamilton cycle. We can therefore assume
that ⟨T \ 0⟩ is either empty or it is one of ⟨5⟩ and ⟨p⟩.
As X⟨B⟩ is an independent set for each B ∈ B, there is no element of order 5 in S or in R. If ⟨S⟩ = Z5p
and ⟨R⟩ = Z5p, then the subgraphs induced on each of the orbits of ϕ are connected vertex-transitive
graphs of order 5p, and so they both contain a Hamilton cycle. Clearly, X has a Hamilton path in this
case. With no loss of generality we can thus assume that ⟨S⟩ ≠ Z5p. This implies that S = ∅ or
⟨S⟩ = Z5. Suppose first that S = ∅. Then regularity of X implies that R = ∅ as well. But then, by
the above remarks on T , X is not connected, a contradiction. Therefore, ⟨S⟩ = Z5. As X is regular, we
have that |S| = |R|, and so either ⟨R⟩ = Z5 or ⟨R⟩ = Z5p. In the former case the subgraph induced on
each of the orbits of ρ contains a p-cycle. Moreover, the facts that T ≁= Z5p and that X is connected
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combined together imply that there exists some t ∈ T of order 5, and so t and 0 give rise to a 10-cycle
of Xρ . Therefore, X has a Hamilton path in this case. We are left with the possibility ⟨R⟩ = Z5p. In
view of the fact that no element of order 5 exists in R, some r ∈ R such that ⟨r⟩ = Z5p exists. We can
assume that r = 1 (otherwise take ϕr instead of ϕ). Since ⟨S⟩ = ⟨5⟩, we have 5k ∈ S for some
k ∈ {1, 2, . . . , p − 1}. Thus X contains a subgraph isomorphic to the generalized Petersen graph
GP(5p, 5k)which has a Hamilton cycle (see [2]).
Case 3. (p : 2 : 5).
Then G/K acts on XB imprimitively with p blocks of size 2, and by Proposition 2.1, there exists a
transitive subgroup H/K of G/K with blocks of size p. Therefore there exists a transitive subgroup of
Aut(X) such that with respect to this subgroup X is of type (2 : p : 5), and so, by Case 2, X has a
Hamilton path. 
Lemma 3.5. If the size of blocks inB is 10, then X has a Hamilton path.
Proof. Note that XB is a connected p-circulant, and so, by Proposition 2.6, XB is edge-Hamiltonian.
Proposition 2.15 implies that NB is a simple group of degree 10 for every B ∈ B. By [45], the only
transitive simple groups of degree 10 up to permutation isomorphism are the alternating groups
A10, A6 and A5. Since in each of these three groups subgroups of index 10 aremaximalwe can conclude
that all these groups are primitive, and thus NB is a primitive group of degree 10.
Suppose first that there exist two adjacent blocks B, B′ ∈ B such that X[B, B′] is of valency no
less than 3. Let C be a p-cycle in XB that contains the edge BB′ (such a cycle exists since XB is edge-
Hamiltonian). Since the valency of X[B, B′] is no less than 3, there exist at least two edges with non-
zero voltage, denote themby i and j, i, j ∈ Z10. If (i, 10) = 1, then the lift of C is clearly a cycle of length
10p, and thus a Hamilton cycle of X . If (i, 10) = 2, then C lifts to two 5p-cycles, and the connectivity
of X implies that X has a Hamilton path. If, however, (i, 10) = 5, then ( j, 10) ≠ 5. Namely, if also
( j, 10) = 5, then X has multiedges, which is not possible since X is a simple graph. Thus, either
( j, 10) = 1 or ( j, 10) = 2. In both cases X clearly contains a Hamilton path.
Wemay now assume that the valency between any two adjacent blocks is less than 3. If there exist
two adjacent blocks B, B′ ∈ B, such that X[B, B′] has valency 2. Since X[B, B′] is vertex-transitive, it
follows that X[B, B′] is isomorphic to one of the following graphs: C20, 2C10 and 5C4. However, since
NB is primitive only the first case can occur, in particular, X[B, B′] ∼= C20. Since X[B, B′] is of valency 2,
there must be one edge with non-zero voltage, denote this voltage by i ∈ Z10. Since X[B, B′] = C20 we
have that (i, 10) = 1. Since XB is edge-Hamiltonian, there exists a Hamilton cycle in XB containing
the edge BB′, and thus one can easily see that X has a Hamilton cycle in this case.
We may therefore assume that for any two adjacent blocks B, B′ ∈ B the bipartite graph X[B, B′]
is of valency 1, in particular, X[B, B′] ∼= 10K2. If X⟨B⟩ is a connected graph, then we can easily see that
there is a Hamilton path in X . If X⟨B⟩ is disconnected, then X⟨B⟩ ∈ {2C5, 2K5, 5K2, 10K1}. However,
since NB is primitive wemust have X⟨B⟩ ∼= 10K1. Since NB is isomorphic to A5, A6 or A10 there exists a
nontrivial automorphism α ∈ N such that α fixes a vertex in B. But then, since X[B, B′] ∼= 10K2 andB
is an imprimitivity block system of G arising from orbits of a normal subgroup N of G, the connectivity
of X implies that α fixes all the vertices of X , a contradiction. 
Lemma 3.6. If p > 7 and the size of blocks inB is 2p, then X has a Hamilton path.
Proof. Note that either XB ∼= K5 or XB ∼= C5. Let B = {Bi | i ∈ Z5}. Since p > 7, by Proposition 2.2,
there exists a (10, p)-semiregular automorphism ρ ∈ G. Let S = {Si, S ′i | i ∈ Z5} be the set of its
orbits. By Proposition 2.3, each block inB is a union of two orbits of ρ. With no loss of generality we
can assume that B0 = S0 ∪ S ′0, B1 = S1 ∪ S ′1, B2 = S2 ∪ S ′2, B3 = S3 ∪ S ′3 and B4 = S4 ∪ S ′4.
Consider the subgraph X¯S of XS , which is obtained from XS by deleting the edges SiS ′i , i ∈ Z5 (if
they exist). Observe that for any two adjacent blocks B, B′ ∈ B we have that either XS[B, B′] ∼= K4 or
XS[B, B′] ∼= 2K2.
Suppose that there exist B, B′ ∈ B such that XS[B, B′] ∼= K4. Suppose that there also exists a
pair of adjacent blocks D,D′ ∈ B such that XS[D,D′] ∼= 2K2. Then, since for any two edges in
XB ∈ {K5, C5} there exists a Hamilton cycle of XB containing both of these two edges, there exists
a Hamilton cycle of XB containing both edges BB′ and DD′, and thus this cycle gives rise to a Hamilton
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cycle of XS . Moreover, in view of regularity of X and regularity of the subgraphs X⟨B⟩, B ∈ B, this cycle
contains a multiedge and so, by Proposition 2.10, X has a Hamilton cycle. We may therefore assume
that the bipartite graphs XS[B, B′], B, B′ ∈ B, are pairwise isomorphic, in particular, either for any two
adjacent blocks B, B′ ∈ B we have XS[B, B′] ∼= K4 or for any two adjacent blocks B, B′ ∈ B we have
XS[B, B′] ∼= 2K2.
Below it will be convenient to have the following notation. For two adjacent blocks Bi, Bj ∈ B
we will say that the bipartite subgraph XS[Bi, Bj] is of type 0, of type 1 and of type 2 if, respectively,
E(XS[Bi, Bj]) = {SiSj, S ′iS ′j }E(XS[Bi, Bj]) = {SiS ′j , S ′iSj} and E(XS[Bi, Bj]) = {SiSj, SiS ′j , S ′iSj, S ′iS ′j }. We will
say that an edge in XB is of type k if the corresponding bipartite subgraph in XS is of type k. Note that,
by the above paragraph, either all edges of XB are of type 2 or they are all of type different from type 2.
Moreover, any 5-cycle C = u0u1u2u3u4u0, {ui | i ∈ {0, 1, 2, 3, 4}} ⊆ V (XB), in XB can be represented
by a vector [i0, i1, i2, i3, i4], where ij is the type of the edge ujuj+1. In addition, we will say that the
cycle C is of type [i0, i1, i2, i3, i4].
Now suppose that XB does not contain edges of type 2. Also, suppose that XB ∼= K5. Then
the edge set of XB can be viewed as the set of two disjoint 5-cycles, say C and C ′. Without
loss of generality we may assume that one of these 5-cycles, say C, is of type [τ , 0, 0, 0, 0]. If
τ = 0, then (for symmetry reasons) we may assume that C ′ is of one of the following types:
[1, 0, 0, 0, 0], [1, 1, 0, 0, 0], [1, 0, 1, 0, 0], [1, 1, 1, 0, 0], [1, 1, 0, 1, 0], [1, 1, 1, 1, 0], [1, 1, 1, 1, 1],
or [0, 0, 0, 0, 0]. These give eight possibilities for the graph X¯S . If, however, τ = 1, then by a detailed
consideration of all possible types forC ′, one can see that we get eight more possibilities for the graph
X¯S . In Fig. 3 we show all these possibilities in the graph XB , whereas in Fig. 4 we show all possible
graphs X¯S . In particular, for XB ∼= K5, X¯S is isomorphic to one of the graphs Yi, i ∈ {0, 1, 2, . . . , 15}.
In addition, if XB ∼= C5, then we can clearly assume that X¯S is isomorphic to one of the graphs Y16 and
Y17 in Fig. 4 (see also Fig. 3). If, however, XB contains an edge of type 2, then all edges in XB are of this
type, and thus only two more possibilities occur. Let us denote the graph arising from this case by Y18
if XB ∼= K5 and by Y19 if XB ∼= C5.
Observe that Y0 ∼= Y13 ∼= Y14, Y1 ∼= Y11 ∼= Y15, Y2 ∼= Y5 ∼= Y9 ∼= Y10, and Y3 ∼= Y6.
We may therefore assume that X¯S is isomorphic to one of the following twelve graphs:
Y0, Y1, Y2, Y3, Y4, Y7, Y8, Y12, Y16, Y17, Y18 or Y19.
If X⟨B0⟩ is a connected graph, then for each of its vertices there exists a Hamilton path of X⟨B0⟩
starting at that vertex, so X clearly has a Hamilton path in this case. We can thus assume that X⟨B0⟩ is
not connected. As it is a vertex-transitive graph, it is isomorphic to 2pK1, to pK2 or it is a disjoint union
of two isomorphic connected p-circulants. We consider each of the three cases separately.
Case 1. X⟨B0⟩ ∼= 2pK1.
Since X is connected, the quotient graph XS = X¯S is isomorphic to one of the graphs Yi, i ∈
{0, 1, 2, 3, 4, 8, 12, 17, 18, 19}. Then any edge of XS lies on some Hamilton cycle of XS and thus
Proposition 2.10 implies that we can assume that no multiedge exists in Xρ . By considering all
Hamilton cycles in XS one can easily see that the connectedness of X forces some Hamilton cycle
of XS , whose lift contains a Hamilton cycle of X , to exist. The details are left to the reader.
Case 2. X⟨B0⟩ ∼= pK2.
It is clear that X[S0, S1] ∼= pK2. Suppose first that
X¯S ∼= Yi, where i ∈ {0, 1, 2, 3, 4, 8, 12, 17, 18, 19}.
Then, by Case 1, we may assume that no multiedge exists in X¯ρ , and moreover that all the edges in X¯S
carry label 0. Observe also that in all cases there exists a 10-cycle C in X¯S such that the endvertices of
the edges SiS ′i , i ∈ Z5, are antipodal vertices on the cycle C in XS . Note also that in all cases for any edge
SiS ′i , i ∈ Z5, there exists aHamilton cycle of XS containing this edge, and therefore, by Proposition 2.10,
we may assume that there is no multiedge in Xρ . Also, if there exists a Hamilton cycle C of XS such
that l(C) ≠ 0, then X has a Hamilton cycle. Therefore, we can assume that no such Hamilton cycle of
XS exists.
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Fig. 3. All possible structures of X¯S shown in XB if X¯S does not contain edges of type 2. Bold edges are edges of type 1.
Let us relabel the vertices of XS in such a way that C = u0u1u2u3u4u5u6u7u8u9u0 and let the label
of the arc uiui+5, i ∈ Z5, be denoted by ai. Since
u0u5u4u3u2u1u6u7u8u9u0
u0u1u6u5u4u3u2u7u8u9u0
u0u1u2u7u6u5u4u3u8u9u0
u0u1u2u3u8u7u6u5u4u9u0
u0u1u2u3u4u9u8u7u6u5u0
are Hamilton cycles in XS with labels a0+ a1, a1+ a2, a2+ a3, a3+ a4, a4+ a0, respectively, we have
that a0 = a1 = a2 = a3 = a4 ≠ 0. However, u0u5u6u1u2u7u8u3u4u9u0 is a Hamilton cycle of XS
whose label is equal to a0, and so a0 = 0, a contradiction.
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Fig. 4. All possible graphs for X¯S where the graph Yi corresponds to the graph Zi in Fig. 3.
Suppose now that X¯S ∼= Yi, i ∈ {7, 16}. Then every edge of XS is contained on some Hamilton
cycle of XS , and so Proposition 2.10 implies that we can assume that no multiedge exists in Xρ . By
considering all Hamilton cycles in XS one can easily see that the connectedness of X forces some
Hamilton cycle of XS , whose lift contains a Hamilton cycle of X , to exist. The details are left to the
reader.
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Fig. 5. The two bipartite graphs of order 10 and minimal valency 2 not possessing a disjoint union of two cycles such that the
union of their vertices covers the vertex set of the graph.
Case 3. X⟨B0⟩ is isomorphic to a disjoint union of two isomorphic connected p-circulants.
In view of connectedness of X the quotient graph XS = X¯S is isomorphic to
Yi, i ∈ {0, 1, 2, 3, 4, 8, 12, 17, 18, 19}.
As the p-circulants are precisely the graphs X⟨Si⟩, where i ∈ Z10, a Hamilton path exists in X . This
completes the proof. 
Lemma 3.7. If p > 7 and the size of blocks inB is 5p, then X has a Hamilton path.
Proof. Note that |B| = 2 and XB ∼= K2. Let us denote the two blocks of B by B and B′. By
Proposition 2.2 there exists a (10, p)-semiregular automorphism ρ ∈ G of X . Let S = {Si | i ∈ Z10}
be the set of its orbits. By Proposition 2.3 each block inB is a union of five orbits of ρ. With no loss of
generality we can assume that B = S0 ∪ S1 ∪ S2 ∪ S3 ∪ S4 and B′ = S5 ∪ S6 ∪ S7 ∪ S8 ∪ S9.
By Proposition 2.15, for every B ∈ B the group NB is simple. In addition, by Proposition 2.19,
either NB is primitive, or NB ∈ {PSL(2, 11), PSL(m, q)}, where m is a prime and q is a prime power.
The lemmawill follow from the five claims given below. Throughout the proof we will frequently use
the following fact about the number of edges between orbits of ρ in the subgraph X¯S of XS , which is
obtained from XS by deleting the edges between the orbits inside the blocks B and B′ (if they exist):
j∈{5,...,9}
d(Si, Sj) =

j∈{0,...,4}
d(Sj, Sk) for every i ∈ {0, 1, 2, 3, 4} and k ∈ {5, 6, 7, 8, 9}. (1)
Claim 1. If X⟨B⟩ ∼= X⟨B′⟩ is connected, then X contains a Hamilton path.
Since X⟨B⟩ ∼= X⟨B′⟩ is a connected vertex-transitive graph of order 5p, by Proposition 2.8, it has a
Hamilton cycle, and thus, since X is connected, we can conclude that X contains a Hamilton path.
Claim 2. If X⟨B⟩ ∼= X⟨B′⟩ = 5pK1, then X contains a Hamilton path.
Since X⟨B⟩ ∼= X⟨B′⟩ ∼= 5pK1 the graph X¯S = XS is a connected bipartite graph of order 10 with
bipartition sets of size 5. Moreover, (1) implies that its minimal valency is not less than 2. From the
list of all bipartite graphs of order 10, given in [40], we get, with the help of the program package
Magma [5], that there exist 600 (of which five are regular) nonisomorphic bipartite graphs of order
10with bipartition sets of size 5 andminimal valency no less than 2.We consider two cases depending
on whether XS is irregular or regular.
Case 2.1, XS is irregular.
Subcase 2.1.1. XS possesses a Hamilton cycle.
In every such graph one can, with the help of Magma, find such a Hamilton cycle that in the
corresponding multigraph this Hamilton cycle contains a multiedge, and thus, by Proposition 2.10,
X contains a Hamilton cycle.
Subcase 2.1.2. XS does not possess a Hamilton cycle.
With the exception of the two graphs shown in Fig. 5 every graph belonging to this subfamily
contains a disjoint union of a 4-cycle and a 6-cycle such that in the corresponding multigraph these
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Fig. 6. The graph K5,5 − (C6 ∪ C4).
two cycles both contain a multiedge. Therefore these two cycles lift to a disjoint union of a 4p-cycle
and 6p-cycle in X , implying that X contains a Hamilton path.
Wemay now assume that XS is one of the two graphs shown in Fig. 5.Wewill show that both cases
lead to a contradiction.
Let the vertices of X be labeled in such a way that Si = {sji | j ∈ Zp}, i ∈ Z10. Suppose first that XS
is the graph shown in the left-hand side picture of Fig. 5. Then XS has eight vertices of valency 2 and
two vertices of valency 4. Since X is regular the edges SiSi+5, i ∈ Z10 \ {2, 7}, are multiedges in Xρ .
Hence the 6-cycles
S2S5S0S7S1S6S2 and S2S9S4S7S3S8S2
in Xρ both lift to a 6p-cycle in X . Consequently, each of the vertices s
j
i, where i ∈ Z10 \ {2, 7} and
j ∈ Zp, is contained on at least one 6p-cycle. On the other hand, since the above 6-cycles in Xρ both
contain S2 and S7, it follows that the vertices s
j
2 and s
j
7, j ∈ Zp, are contained on at least two different
6p-cycles in X . Now vertex-transitivity of X implies that also the vertices sji, where i ∈ Z10 \ {2, 7}
and j ∈ Zp, are contained on at least two different 6p-cycles. But since any 6p-cycle in X containing a
vertex sji, i ∈ Z10 \ {2, 7} and j ∈ Zp, and not arising from the above mentioned 6-cycles in Xρ , must
contain at least one vertex from S7 (respectively, S2), vertices from the orbits Si, i ∈ Z10 \ {2, 7} lie
on less 6p-cycles than those from the orbits S2 and S7. But this is clearly impossible in view of vertex-
transitivity of X . That the other case (when XS is isomorphic to the graph shown in the right-hand
side picture of Fig. 5) is not possible can be proved with a similar argument. The details are left to the
reader.
Case 2.2. XS is a regular graph.
There are five regular bipartite graphs of order 10 with the two bipartition sets of size 5:
C10, K5,5, K5,5 − 5K2, C+10, and K5,5 − (C6 ∪ C4). Observe that the first four of these graphs are vertex-
transitive graphs, and thus the sameargument as in the proof of Lemma3.3 applies.Wemay, therefore,
assume that XS = K5,5 − (C6 ∪ C4). Let the vertices of XS be labeled in such a way as shown in Fig. 6.
Since
S0S9S1S8S2S5S3S7S4S6S0
is a Hamilton cycle of XS , by Proposition 2.10, we can assume that all the edges on this cycle are single
edges in Xρ . Moreover, we can assume that all the edges on this cycle carry label 0. Further, since every
edge of XS lies on some Hamilton cycle of XS we can assume that XS = Xρ , that is, no multiedge exists
in Xρ . Next, since
S0S5S3S8S2S7S4S6S1S9S0,
S0S5S2S7S3S8S1S6S4S9S0,
S0S5S3S7S2S8S1S6S4S9S0,
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Fig. 7. The graph X˜S in case X¯S is isomorphic to the graph shown on the left-hand side picture of Fig. 5.
S0S6S1S8S2S5S3S7S4S9S0,
S0S6S4S7S2S5S3S8S1S9S0,
are Hamilton cycles in XS , by Proposition 2.10, we can assume that for the labels of the arcs of XS the
following equations hold:
l(S0S5)+ l(S3S8)+ l(S2S7)+ l(S6S1) = 0,
l(S0S5)+ l(S2S7)+ l(S3S8)+ l(S1S6)+ l(S4S9) = 0,
l(S0S5)+ l(S7S2)+ l(S1S6)+ l(S4S9) = 0,
l(S6S1)+ l(S4S9) = 0,
l(S7S2)+ l(S3S8) = 0.
Combining together these equations one can easily get that l(S0S5) = l(S1S6) = l(S2S7) = l(S3S8) =
l(S4S9) = 0 (using the fact that for k ∈ Zp, p > 7 a prime, we have 3k ≡ 0 (mod p) if and only if
k = 0), and thus X is disconnected, a contradiction.
Claim 3. If X⟨B⟩ ∼= X⟨B′⟩ ∼= pC5, then X contains a Hamilton path.
Observe that 5-cycles in the blocks B and B′ form an imprimitivity block system C of G. Hence
Proposition 2.3 implies that either Si ∩ C = ∅ or |Si ∩ C | = 1 for every i ∈ Zp and every C ∈ C. Since
p > 7 it follows that X⟨B⟩S ∼= X⟨B′⟩S ∼= C5.
The graph X¯S obtained from XS by deleting the edges inside the blocks B and B′ is clearly a bipartite
graph of order 10 with each bipartition set of size 5. (Note that X¯S can be disconnected.) Checking
the list of all bipartite graphs of order 10 given in [40], and using (1), one can see that either X¯S is
isomorphic to the graph shown in the left-hand side picture of Fig. 5 or X¯S contains 5K2.
Case 3.1. X¯S is isomorphic to the graph shown in the left-hand side picture of Fig. 5.
Then we can, without loss of generality, assume that the graph X˜S obtained from XS by deleting
the edges in B′ is the graph shown in Fig. 7. Also, the regularity of X and X⟨B⟩ ∼= X⟨B′⟩ combined
together imply that d(S0, S5) > 1, and consequently any Hamilton cycle of XS containing this edge,
by Proposition 2.10, gives rise to a Hamilton cycle of X .
Since X⟨B′⟩ ∼= C5, the vertex S7 is adjacent to two of the vertices from {S5, S6, S8, S9}. In particular,
we can assume (for symmetry reasons) that one of the following occurs in XS:
(i) S7S8, S7S6 ∈ E(XS);
(ii) S7S8, S7S9 ∈ E(XS);
(iii) S7S8, S7S5 ∈ E(XS);
(iv) S7S9, S7S5 ∈ E(XS).
If (i) occurs, then S0S5S2S9S4S3S8S7S6S1S0 is a Hamilton cycle of XS containing a multiedge in Xρ . Next,
if (ii) occurs, then since X⟨B′⟩S ∼= C5, we have that S8 is either adjacent to S5 or it is adjacent to S6. For
the first case, S0S5S8S7S9S4S3S2S6S1S0 is a Hamilton cycle of XS containing a multiedge in Xρ . For the
latter case, S0S1S6S8S7S9S4S3S2S5S0 is a Hamilton cycle of XS containing a multiedge in Xρ . Further,
if (iii) occurs, then S4S9S2S6S1S0S5S7S8S3S4 is a Hamilton cycle of XS containing a multiedge in Xρ .
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Fig. 8. Possibilities for a subgraph of XS in case X¯S contains 5K2 .
Finally, if (iv) occurs, then S1S6S2S8S3S4S9S7S5S0S1 is a Hamilton cycle of XS containing a multiedge
in Xρ . Therefore in all these cases Proposition 2.10 applies.
Case 3.2. X¯S contains 5K2.
Then XS contains one of the four graphs Yi, i ∈ {1, 2, 3, 4} shown in Fig. 8, and thus four cases need
to be considered. However, recall that all the edges in X⟨B⟩S and X⟨B′⟩S are single edges in Xρ , and
moreover, each edge in these two subgraphs carries label 0.
Subcase 3.2.1. XS contains Y1.
Observe that every edge of Y1 is contained in a Hamilton cycle and thus we may assume that all
the edges of Y1 are single edges in Xρ . Further, since
C = S0S6S5S9S8S7S1S2S3S4S0
is a Hamilton cycle of Y1, we can assume that it carries label 0. Now, observe that with permuting the
indices of the orbits Si in C with the permutation (0 1 2 3 4)(6 7 8 9 5) we get four more Hamilton
cycles in Y1. Consequently, we can assume that all the edges of Y1 carry label 0. Since X is connected,
it follows that Y1 is a proper subgraph of XS , implying that there must exist an arc e in XS carrying a
non-zero label, and without loss of generality we can assume that S0 is an endvertex of this arc. Since
edges of Y1 are single edges in Xρ and Y1 is symmetric we can assume that either e = S0S5 or e = S0S8.
In the first case S0S5S6S7S1S2S8S9S3S4S0 is a Hamilton cycle of XS carrying a non-zero label, and in the
second case S0S8S9S5S6S7S1S2S3S4S0 is a Hamilton cycle of XS carrying a non-zero label. Thus we can
conclude that in both cases X has a Hamilton cycle.
Subcase 3.2.2. XS contains Y2 (the Petersen graph).
Recall that all the edges inX⟨B⟩S andX⟨B′⟩S are single edges inXρ , andmoreover, each edge in these
two subgraphs carries label 0. Since for any pair of edges from the set A = {S0S6, S1S7, S2S8, S3S9, S4S5}
there exists a disjoint union of two 5-cycleswe can assume that atmost one edge from A is amultiedge
in Xρ . (Namely, if two such edges exist in Y2, then we have two disjoint 5-cycles in Y2, each containing
one of these edges, and thus they both give rise to a 5p-cycle in X , implying that X has a Hamilton
path.) If, however, exactly one of the edges from A is a multiedge in Xρ , say that this edge is the edge
S0S6, then the regularity of X implies that S1 is an endvertex of an edge of XS which is not contained
in Y2 and is not incident to either of the vertices S0 and S6. This shows that S1S8 or S1S9 or S1S5 is an
edge of XS . In each of these cases one can find a Hamilton cycle of Xρ containing the multiedge S0S6,
and thus Proposition 2.10 implies that X contains a Hamilton cycle. In particular,
(a) if S1S8 ∈ E(XS), then S0S6S8S1S2S3S9S7S5S4S0 is a Hamilton cycle of Xρ containing the multiedge
S0S6;
(b) if S1S9 ∈ E(XS), then S0S6S8S5S7S9S1S2S3S4S0 is a Hamilton cycle of Xρ containing the multiedge
S0S6;
(c) if S1S5 ∈ E(XS), then S0S6S8S2S1S5S7S9S3S4S0 is a Hamilton cycle of Xρ containing the multiedge
S0S6.
We may therefore assume that no edge in A is a multiedge in Xρ . Let the labels of the arcs
S0S6, S1S7, S2S8, S3S9, S4S5 be denoted, respectively, by a, b, c, d and e. Observe that if there exist two
disjoint 5-cycles in Y2, whose lifts both contain a 5p-cycle, then the connectedness of X implies that
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X has a Hamilton path. We can thus assume that no two such 5-cycles exist in XB . Considering all
possible disjoint 5-cycles in Y2 we have
a = c or d = e, b = d or a = e, c = e or a = b,
a = d or b = c, b = e or c = d.
Assume first that we have a = b = c = d = e. Then, since X is connected we get that Y2 is a proper
subgraph of XS . In particular, there exists a vertex which is an endvertex of an edge of XS such that it
is not contained in Y2 and that the arc with the tail in this vertex carries a label t ∉ {0, a}. Since Y2 is
symmetric we can assume that such a vertex is the vertex S1, and thus for the edge having S1 for one
of its endvertices we again have possibilities (a)–(c) listed above. However, in this case also S1S6 can
be such an edge. But since all the edges in Y2 are single edges in Xρ , we have (in view of the symmetry
of Y2) that it suffices to consider possibilities (a)–(c). But in all these cases one can easily see that since
t ∉ {0, a} the listed Hamilton cycles all give rise to a Hamilton cycle of X also in this case.
Assume now that not all labels a, b, c, d and e are equal. With no loss of generality assume that
a ≠ b, and so c = e. Suppose first that a = d. Then b ≠ d, and so d = a = e = c. The
reader may check that then the vertices of S1 are contained on precisely two 5-cycles arising from
Y2, whereas the vertices of S0 are contained on precisely four 5-cycles arising from Y2, which in view
of vertex-transitivity of X implies that Y2 is a proper subgraph of XS . In particular, since edges in Y2
are single edges it follows that each vertex of XS lies on an edge that is not contained in Y2. Consider
all possibilities for such an edge with endvertex S1. Let t ∈ Zp be the label of the corresponding arc
with the tail in S1. For symmetry reasons (since d = a = e = c) it suffices to assume that either
S1S8 ∈ E(XS) or S1S9 ∈ E(XS).
First, suppose that S1S8 ∈ E(XS). Then whenever t ≠ a and a ≠ 0 the Hamilton cycle given in (a)
lifts to a Hamilton cycle of X . Thus we may assume that t = a (in addition, S1S8 is not a multiedge in
Xρ). But then the Hamilton cycle S0S6S9S3S2S8S1S7S5S4S0 of XS has a non-zero label−t + b ≠ 0 (since
t = a ≠ b), and so it gives rise to a Hamilton cycle of X .
And second, suppose that S1S9 ∈ E(XS). Then whenever t ≠ a the Hamilton cycle given in
(b) lifts to a Hamilton cycle of X . Thus we may assume that t = a. But then the Hamilton cycle
S0S6S8S2S3S9S1S7S5S4S0 of XS has a non-zero label b − a, and so it gives rise to a Hamilton cycle
of X .
If, however a ≠ d then b = c and thus also d = e = c = b. As in the previous case in view of
vertex-transitivity of X we get that Y2 is a proper subgraph of XS . Also, if we consider all possibilities
for edges of XS lying outside the subgraph Y2 and containing S0 (in such a way as for S1 in the previous
case) we get that X has a Hamilton cycle also in this case.
Subcase 3.2.3. XS contains Y3.
Observe that every edge of Y3 is contained in a Hamilton cycle and thus we may assume that all
the edges of Y3 are single edges in Xρ . Further, since
S0S6S9S5S4S3S2S8S7S1S0 S0S6S8S7S1S2S3S9S5S4S0
S0S1S2S3S9S6S8S7S5S4S0 S0S1S7S5S9S6S8S2S3S4S0
are Hamilton cycles in Y3, we can assume that they all carry label 0. Combining together the
corresponding equations for the labels of arcs in Y3 imply that all the edges in Y3 carry label 0. It
follows that Y3 is a proper subgraph of XS , implying that there must exist an arc e in XS carrying a
non-zero label. From symmetry reasons we may assume that either S0, or S1, or S2 is an endvertex of
this arc. In particular, the following cases need to be considered: e = S0S5, e = S0S8, e = S1S8, e =
S1S9, e = S1S5, e = S1S6, e = S2S7, e = S2S9, e = S2S5, and e = S2S6. However, since we have the
following:
– if e = S0S5, then S0S5S7S1S2S8S6S9S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S0S8, then S0S8S6S9S5S7S1S2S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S1S8, then S0S6S9S5S7S8S1S2S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
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– if e = S1S9, then S0S6S8S7S5S9S1S2S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S1S5, then S0S6S9S3S2S8S7S1S5S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S1S6, then S0S1S6S9S5S7S8S2S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S2S9, then S0S6S8S7S5S4S3S9S2S1S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S2S5, then S0S1S7S8S6S9S5S2S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
we can assume that e = S2S7. Since X is regular and edges in Y3 are single edges there exists an edge f
with endvertex S1 that is not contained in Y3. In particular, either f = S1S5, or f = S1S6, or f = S1S8, or
f = S1S9. Assume first that f ≠ S1S6. Then, in view of the first part of this paragraph, we can assume
that the edge f carries label 0, and consequently the following hold:
– if e = S1S5, then S0S6S8S7S2S1S5S9S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S1S8, then S0S6S8S1S2S7S5S9S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S1S9, then S0S6S8S2S7S5S4S3S2S1S0 is a Hamilton cycle of XS carrying a non-zero label.
It follows that either X has a Hamilton path or f = S1S6. If, however, f = S1S6, then since
S0S1S6S9S5S7S8S2S3S4S0 is a Hamilton cycle of XS we can assume that it has label 0, and consequently
that f carries label 0. But then S0S1S6S8S2S7S5S9S3S4S0 is a Hamilton cycle of XS carrying a non-zero
label, and thus we can conclude that X possesses a Hamilton path also in this case.
Subcase 3.2.4. XS contains Y4.
Observe that every edge of Y4 is contained in a Hamilton cycle and thus we may assume that all
the edges of Y4 are single edges in Xρ . Further, since
S0S1S2S8S5S6S7S9S3S4S0 S0S6S5S8S9S7S1S2S3S4S0
S0S1S2S3S4S5S8S9S7S6S0 S0S6S7S1S2S3S9S8S5S4S0
S0S6S5S4S3S2S8S9S7S1S0
are Hamilton cycles in Y4, we can assume that they all carry label 0. Combining together the
corresponding equations for the labels of arcs in Y4 imply that either X has a Hamilton cycle or all
the edges in Y4 carry label 0. In particular, wemay assume that Y4 is a proper subgraph of XS , implying
that there must exist an arc e in XS with a non-zero label. From symmetry reasons we may assume
that either S0, or S1, or S2 is an endvertex of this arc. In particular, the following cases need to be
considered: e = S0S5, e = S0S8, e = S1S8, e = S1S9, e = S1S5, e = S1S6, e = S2S7, e = S2S9, e = S2S5,
and e = S2S6. However, since the following hold:
– if e = S0S5, then S0S5S4S3S9S8S2S1S7S6S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S0S8, then S0S8S9S7S1S2S3S4S5S6S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S1S8, then S0S1S8S2S3S9S7S6S5S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S1S9, then S0S1S9S7S6S5S8S2S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S1S5, then S0S1S5S6S7S9S8S2S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S1S6, then S0S6S1S7S9S3S2S8S5S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S2S7, then S0S1S2S7S6S5S8S9S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S2S9, then S0S1S7S6S5S8S9S2S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S2S5, then S0S1S7S6S5S2S8S9S3S4S0 is a Hamilton cycle of XS carrying a non-zero label;
– if e = S2S6, then S0S1S7S9S8S5S6S2S3S4S0 is a Hamilton cycle of XS carrying a non-zero label.
We can conclude that X has a Hamilton cycle in this case.
Claim 4. If NB is primitive on B, then X contains a Hamilton path.
Since NB is primitive either X⟨B⟩ is a connected graph or it is totally disconnected. In the former
case Claim 1 applies, whereas, in the latter case Claim 2 applies.
Claim 5. If NB is imprimitive on B, then X contains a Hamilton path.
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Let T = NB. Since T is a non-abelian simple group, it is quasiprimitive on B. Let ∆ be the
corresponding imprimitivity block system of T on B. Since T is simple the kernel of the action of T
on X⟨B⟩∆ is trivial, and so, by Proposition 2.17, T is a transitive group of degree |∆|. It follows that T
is isomorphic to a subgroup of S|∆|. Observe that ∆ cannot consist of blocks of size p. Namely, if this
is the case, then |∆| = 5 and consequently T ≤ S5. But this is clearly impossible as p > 7 divides |T |
(since T is a group of degree 5p). We therefore have that ∆ = {∆i | i ∈ Zp} consists of p blocks of
size 5. Then X⟨∆i⟩, i ∈ Zp, is a vertex-transitive graph of order 5, and thus it is isomorphic to 5K1, C5
or K5. Observe also that the corresponding quotient action on X⟨B⟩∆ is primitive, implying that either
X⟨B⟩∆ ∼= Kp or X⟨B⟩∆ ∼= pK1.
Suppose first that X⟨∆i⟩ ∼= 5K1. If X⟨B⟩∆ ∼= pK1, then X⟨B⟩ ∼= 5pK1, and, by Claim 2, X has a
Hamilton path. We may therefore assume that X⟨B⟩∆ ∼= Kp. If X⟨B⟩ is a connected graph, then by
Claim 1, X has a Hamilton path. If, however, X⟨B⟩ is a disconnected graph (but clearly not totally
disconnected), then since p > 5 and since, by assumption the graphs induced on the blocks∆i, i ∈ Zp,
are isomorphic to 5K1, the connected components of X⟨B⟩ are of size p. However these connected
components form an imprimitivity block system D of T on B consisting of blocks of size p, which in
view of the argument given in the first paragraph of the proof of this claim is impossible.
Next, suppose that X⟨∆i⟩ ∼= C5. If X⟨B⟩∆ ∼= Kp, then X⟨B⟩ is a connected graph, and, by Claim 1, X
has a Hamilton path. If, however, X⟨B⟩∆ ∼= pK1, then X⟨B⟩ is disconnected and X⟨B⟩ ∼= X⟨B′⟩ ∼= pC5,
and thus, by Claim 3, X has a Hamilton path.
Finally, suppose that X⟨∆i⟩ ∼= K5. If X⟨B⟩ is a connected graph, then by Claim 1, X has a Hamilton
path. If, however, X⟨B⟩ is disconnected, then X⟨B⟩ ∼= pK5, and clearly also X⟨B′⟩ ∼= pK5. The
imprimitivity block system ∆ on B gives rise to an imprimitivity block system of G on X , and in
addition, the quotient graph with respect to this imprimitivity block system is a bipartite connected
vertex-transitive graph of order 2p. Let V (X) = {uji | i ∈ Z10, j ∈ Zp} such that the sets {uji | j ∈
Zp}, i ∈ Z10 are orbits of ρ. Then, without loss of generality, we may assume that B = {uji | i ∈
{0, 1, 2, 3, 4}, j ∈ Zp}, B′ = {uji | i ∈ {5, 6, 7, 8, 9}, j ∈ Zp}, and that Fj = {uji | i ∈ {0, 1, 2, 3, 4}} and
Tj = {uji | i ∈ {5, 6, 7, 8, 9}}, j ∈ Zp, are the connected components of X⟨B⟩ and X⟨B′⟩, respectively.
Then C = {Fj, Tj | j ∈ Zp} is an imprimitivity block system of G on X with blocks of size 5. Since X is
connected there must exist two vertices in F0 that have neighbors in two different blocks of C lying
in B′. Since the graph induced on F0 is isomorphic to K5, we may, without loss of generality, assume
that u00 is adjacent to u
0
5 and that u
0
1 is adjacent to u
j
k, where j ≠ 0 and k ∈ {5, 6, 7, 8, 9}. Now one
can, with the use of a (2, p)-semiregular automorphism of XC (arising from the (10, p)-semiregular
automorphism ρ of X), see that each of these two edges gives a perfect matching in XC . Moreover,
since j ≠ 0, we have that the union of these two perfect matchings is a Hamilton cycle of XC . Since
X⟨Fj⟩ ∼= K5 and X⟨Tj⟩ ∼= K5 are Hamilton-connected we can clearly conclude that X has a Hamilton
path. 
4. Quasiprimitive graphs
Throughout this section let X denote a connected quasiprimitive graph of order 10p, p ≥ 7 a prime.
In [39] a complete characterization of quasiprimitive graphs of order pqr , where p, q and r are distinct
primes,was given via thewell-knowngeneralized orbital graph construction relative to certain simple
groups having an imprimitive permutation representation of degree pqr . All the possible group actions
are given in Tables A and B in [39, p. 298–299]. For our purposes (we require that pqr = 10p′) only a
handful of group actions needs to be considered. They are given in Table 1. Note that only row 16 of
Table 1 corresponds to an infinite family of actions giving rise to quasiprimitive graphs of order 10p.
As for the other rows of Table 1, each case is investigated separately. More precisely, we consider all
the possible generalized orbital graphs and study their structural properties (using program package
Magma [5]) which allows us to easily find a Hamilton cycle in these graphs.
Let G be a group acting on the cosets of its subgroup H in a natural way. Following the terminology
of [26] we say that the set O(G,H) of generalized orbital graphs (in short GOGs) of this action is a
minimal connected orbital graph set for this action if each connected GOG corresponding to this action
contains some graph ofO(G,H) as a spanning subgraph. As we are only interested in whether a given
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GOG contains a Hamilton path (or a Hamilton cycle) Proposition 2.5 implies that we can disregard
the graphs from O(G,H)whose valencies are at least [G : H]/3. We let the remaining set of GOGs be
the setR(G,H) of relevant graphs for this action. It is now clear that in order to show that each GOG
corresponding to the abovementioned action of G contains a Hamilton path (Hamilton cycle) we only
need to show that each GOG ofR(G,H) has this property.
We now describe the method of obtaining R(G,H) for the action of row 2 of Table 1 in full
detail. The other actions are dealt with in a similar way, so we only give the relevant graphs and
leave the details to the reader. Each relevant graph X will be represented in a structural way given
by some semiregular automorphism ϕ of X from which the existence of a Hamilton cycle will be
clear. In the case when ϕ is (10, p)-semiregular its symbol (for the definition see Section 2) will be
given.
Graphs corresponding to row 2 of Table 1: Note that these graphs are of order 110. In the action of
PSL(2, 11) on the cosets ofD6, we get thatD6 has 21 nontrivial suborbits, nine of which are self-paired.
Of the nine self-paired suborbits, one is of length 1 and two are of length 3, the others are of length
6. Of the twelve non-self-paired suborbits, 2 are of length 3, the others are of length 6. Denote these
21 nontrivial suborbits by Ui, i ∈ {1, 2, . . . , 21}, where U1 is of length 1, U2 and U3 are of length 3,
the others are of length 6, U1,U2, . . . ,U9 are the self-paired suborbits, and U2i is paired with U2i+1 for
i ∈ {5, 6, . . . , 10}.
The unionsU2i∪U2i+1, where i ∈ {5, 6, . . . , 10}, give rise to five nonisomorphic graphs, all of them
are connected. Of these five graphs, three graphs admit a transitive group of automorphisms with a
cyclic commutator subgroup of prime-power order, and thus, by Proposition 2.9, have a Hamilton
cycle. The other two graphs are isomorphic to X2 and X3 of Table 2, respectively. Using an argument
similar to the one used in the proof of Proposition 2.10, one can see that these two graphs both contain
a Hamilton cycle.
For i ∈ {1, 2, 3, . . . , 9} the graphs arising from the suborbits Ui, i ∈ {6, 7, 8, 9}, are all connected.
Moreover, the graphs arising from the suborbits U7 and U8 admit a transitive group of automorphisms
with a cyclic commutator subgroup of prime-power order, and thus Proposition 2.9 implies that these
graphs contain a Hamilton cycle. The graph arising from the suborbit U6 is isomorphic to the graph
arising from the suborbit U9, and is isomorphic to the graph X1 in Table 2. Proposition 2.10 implies
that X1 contains a Hamilton cycle.
The graphs arising from the suborbits Ui, i ∈ {1, 2, 3, 4, 5}, are disconnected, whereas the graphs
arising from U1 ∪Ui, i ∈ {2, 3, 4, 5}, are connected and give rise to two nonisomorphic graphs X4 and
X5 in Table 2. Proposition 2.10 implies that both graphs contain a Hamilton cycle. The graph X4 is also
given in Fig. 2.
Finally, the unions Ui ∪ Uj, where i, j ∈ {2, 3, 4, 5}, give rise to three nonisomorphic connected
graphs. Two of themadmit a transitive group of automorphismswith a cyclic commutator subgroup of
prime-power order, and thus, by Proposition 2.9, have a Hamilton cycle. The third graph is isomorphic
to the graph X6 in Table 2. Proposition 2.10 implies that this graph has a Hamilton cycle.
We have now clearly considered all the relevant graphs R(PSL(2, 11),D6), and we can conclude
that each connected GOG arising from the action of PSL(2, 11) on the cosets of D6 contains a Hamilton
cycle.
Graphs corresponding to row 1 of Table 1: The relevant graphs are given in Table 3, and so it is clear
that each GOG arising from this action contains a Hamilton cycle.
Graphs corresponding to row 3 of Table 1: The relevant graphs are given in Table 4, and, by
Proposition 2.10, each of them contains a Hamilton cycle.
Graphs corresponding to row 4 of Table 1: It turns out that R(G,H) = ∅ in this case, and so each
GOG arising from this action contains a Hamilton cycle.
Graphs corresponding to row 5 of Table 1: It turns out that R(G,H) = ∅ in this case, and so each
GOG arising from this action contains a Hamilton cycle.
Graphs corresponding to row 6 of Table 1: There are four connected relevant graphs. They all admit
a transitive group of automorphisms with a cyclic commutator subgroup of prime-power order. Thus
Proposition 2.9 implies that these graphs have a Hamilton cycle.
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Table 2
Relevant graphs corresponding to the action of row 2 of Table 1.
X1 X2 X3 X4 X5 X6
p 11 11 11 11 11 11
|V (Xi)| 110 110 110 110 110 110
Val 6 12 10 4 7 9
R0,0 ∅ ±4,±5 ±4 ∅ ∅ ∅
R1,1 ∅ ±2,±5 ±4 ∅ ∅ ∅
R2,2 ±3 ±1,±3 ±1 ∅ ∅ ∅
R3,3 ∅ ∅ ±1 ∅ ∅ ∅
R4,4 ∅ ∅ ±5 ∅ ∅ ∅
R5,5 ±2 ∅ ±5 ∅ ∅ ∅
R6,6 ±1 ∅ ±3 ∅ ∅ ∅
R7,7 ±5 ±1,±4 ±2 ∅ ∅ ∅
R8,8 ±4 ±2,±3 ±3 ∅ ∅ ∅
R9,9 ∅ ±4,±5 ±2 ∅ ∅ ∅
R0,1 0 0, 7 0, 8 0 0 0
R0,2 0, 3 0, 9 0, 10 0 0, 10 0, 8
R0,3 ∅ 0 0, 10 0 0 0, 3
R0,4 0 0, 6 0, 7 0 0 0
R0,5 0 0, 7 0, 4 ∅ 0 0, 6
R0,6 0 0 ∅ ∅ 0 0
R0,7 ∅ 0 ∅ ∅ ∅ ∅
R0,8 ∅ 0 ∅ ∅ ∅ ∅
R0,9 ∅ ∅ ∅ ∅ ∅ ∅
R1,2 ∅ 1 6, 7 ∅ 0 8
R1,3 ∅ 10 6, 7 7 0 ∅
R1,4 ∅ ∅ 3, 7 ∅ 0 0, 8
R1,5 ∅ 6 0, 7 0 ∅ 0, 5
R1,6 0 6, 10 ∅ 0 ∅ ∅
R1,7 0 6 ∅ ∅ 0 0, 9
R1,8 0, 4 ∅ ∅ ∅ 0, 3 0
R1,9 0 ∅ ∅ ∅ ∅ ∅
R2,3 0 3, 5 1, 10 ∅ 0 6
R2,4 ∅ 3 ∅ 1 ∅ ∅
R2,5 ∅ 3 ∅ ∅ 0 ∅
R2,6 ∅ ∅ 0, 8 1 ∅ 3
R2,7 ∅ ∅ ∅ 0 0 3, 10
R2,8 ∅ ∅ 0, 8 ∅ ∅ 3, 7
R2,9 7 0 ∅ ∅ 0 ∅
R3,4 7 1, 3 ∅ ∅ ∅ 8, 9
R3,5 ∅ 3 ∅ ∅ ∅ ∅
R3,6 2, 3 5, 8 0, 8 ∅ 0, 6 4, 8
R3,7 ∅ 8 ∅ 10 ∅ ∅
R3,8 5 ∅ 0, 8 0 0 8
R3,9 ∅ 0, 10 ∅ ∅ 0 0
R4,5 0 ∅ 9, 10 3 0, 9 0
R4,6 ∅ 6 ∅ ∅ 0 ∅
R4,7 2, 8 6, 9 0, 6 ∅ 0 ∅
R4,8 10 2, 7 ∅ ∅ 0 0, 9
R4,9 9 5 0, 6 0 ∅ 3
R5,6 ∅ 9, 10 ∅ ∅ 0 0
R5,7 ∅ ∅ 2, 7 10 0 0
R5,8 ∅ 2, 7 ∅ ∅ ∅ ∅
R5,9 5 0, 2 2, 7 0 0 2, 3
R6,7 ∅ 2, 10 2, 4 ∅ ∅ 0, 6
R6,8 ∅ 5 3, 8 0 0 ∅
R6,9 ∅ 9 2, 4 2 0 3, 4
R7,8 ∅ 2 7, 9 7 0 0
R7,9 0 ∅ 2, 9 ∅ 0, 7 3
R8,9 ∅ 0 2, 4 0 0 1, 3
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Table 3
Relevant graphs corresponding to the action of row 1 of Table 1.
X1 X2
p 7 7
|V (Xi)| 70 70
Val 6 18
R0,0 ∅ ∅
R1,1 ∅ ±3
R2,2 ∅ ±2
R3,3 ∅ ±1
R4,4 ±3 ±1
R5,5 ∅ ±1
R6,6 ∅ ±3
R7,7 ∅ ±2
R8,8 ±1 ±2
R9,9 ±2 ±3
R0,1 0 0
R0,2 0 0
R0,3 0 0
R0,4 0, 3 0, 3
R0,5 0 0
R0,6 ∅ 0
R0,7 ∅ 0
R0,8 ∅ 0, 1, 4, 5
R0,9 ∅ 0
R1,2 2 ∅
R1,3 0 ±1
R1,4 ∅ 1, 3, 5
R1,5 0 ∅
R1,6 0 3, 5
R1,7 0 4, 5, 6
R1,8 ∅ 2, 3
R1,9 ∅ 1, 2, 3
R2,3 ∅ 1, 4
R2,4 0, 3 2, 3, 6
R2,5 ∅ ∅
R2,6 5 1, 2
R2,7 5 1, 4, 5
R2,8 ∅ 3, 4
R2,9 ∅ 4, 5, 6
R3,4 ∅ 1, 5
R3,5 0 0, 4
R3,6 ∅ ∅
R3,7 3 1, 4
R3,8 0, 1 ∅
R3,9 ∅ 4, 6
R4,5 ∅ 1, 3, 5
R4,6 ∅ 1, 3
R4,7 ∅ ∅
R4,8 ∅ 3, 6
R4,9 ∅ ∅
R5,6 6 1, 3
R5,7 ∅ 2, 3, 6
R5,8 ∅ 2, 6
R5,9 0, 2 1, 3, 5
R6,7 0 4, 5
R6,8 ∅ ∅
R6,9 1, 3 1, 6
R7,8 4, 5 1, 2
R7,9 ∅ ∅
R8,9 ∅ 4, 5
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Table 4
Relevant graphs corresponding to the action of row 3 of Table 1.
X1 X2
p 11 11
|V (Xi)| 110 110
Val 12 6
R0,0 ±3 ±1
R1,1 ±1 ∅
R2,2 ±2 ∅
R3,3 ±2 ±2
R4,4 ±1 ∅
R5,5 ±3 ±5
R6,6 ±4 ∅
R7,7 ±4 ±4
R8,8 ±5 ∅
R9,9 ±4 ±3
R0,1 0, 8 0, 1
R0,2 0, 2 0, 10
R0,3 0, 2 ∅
R0,4 0, 8 ∅
R0,5 0, 5 ∅
R0,6 ∅ ∅
R0,7 ∅ ∅
R0,8 ∅ ∅
R0,9 ∅ ∅
R1,2 ∅ 10
R1,3 ∅ 0, 2
R1,4 ±1 0
R1,5 0, 8 ∅
R1,6 0, 10 ∅
R1,7 0, 10 ∅
R1,8 ∅ ∅
R1,9 ∅ ∅
R2,3 ±2 ∅
R2,4 ∅ ∅
R2,5 6, 8 0, 6
R2,6 ∅ 0
R2,7 ∅ ∅
R2,8 0, 5 ∅
R2,9 0, 6 ∅
R3,4 ∅ 0, 9
R3,5 6, 8 ∅
R3,6 ∅ ∅
R3,7 ∅ ∅
R3,8 0, 5 ∅
R3,9 0, 6 ∅
R4,5 0, 8 ∅
R4,6 0, 10 ∅
R4,7 0, 10 0, 4
R4,8 ∅ 0
R4,9 ∅ ∅
R5,6 ∅ 0, 5
R5,7 ∅ ∅
R5,8 ∅ ∅
R5,9 0, 2 ∅
R6,7 4, 7 ∅
R6,8 ±2 1
R6,9 4, 8 0, 8
R7,8 ±2 0, 7
R7,9 4, 8 ∅
R8,9 0, 1 7, 10
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Graphs corresponding to row 7 of Table 1: It turns out that R(G,H) = ∅ in this case, and so each
GOG arising from this action contains a Hamilton cycle.
Graphs corresponding to row 8 of Table 1: The relevant graphs are given in Table 5. By
Proposition 2.10, each of these graphs contains a Hamilton cycle.
Graphs corresponding to row 9 of Table 1: The relevant graphs are given in Table 6. By
Proposition 2.10, each of these graphs contains a Hamilton cycle.
Graphs corresponding to row 10 of Table 1: It turns out thatR(G,H) = ∅ in this case, and so each
GOG arising from this action contains a Hamilton cycle.
Graphs corresponding to row 11 of Table 1: There is only one connected relevant graph. It admits
a transitive group of automorphisms with a cyclic commutator subgroup of prime-power order. By
Proposition 2.9, this graph thus has a Hamilton cycle.
Graphs corresponding to row 12 of Table 1: The relevant graphs are given in Table 9. By
Proposition 2.10, each of these graphs contains a Hamilton cycle.
Graphs corresponding to row 13 of Table 1: It turns out thatR(G,H) = ∅ in this case, and so each
GOG arising from this action contains a Hamilton cycle.
Graphs corresponding to row 14 of Table 1: The relevant graphs are given in Table 7. By
Proposition 2.10, each of these graphs contains a Hamilton cycle.
Graphs corresponding to row 15 of Table 1: There are two connected relevant graphs. They both
admit a transitive group of automorphismswith a cyclic commutator subgroup of prime-power order.
By Proposition 2.9, these graphs thus have a Hamilton cycle.
In view of the fact that the connected quasiprimitive graphs of orders 4p, 2p2, and 6p (except for
the truncation of the Petersen graph) contain a Hamilton cycle (see [24,25,32]), the results of this
section imply that the following proposition holds.
Proposition 4.1. Let X be a connected quasiprimitive graph of order 10p, p a prime, which is not
isomorphic to a quasiprimitive graph arising from the action of PSL(2, k) on cosets of Zk o Z(k−1)/10.
Then X is the truncation of the Petersen graph or X is Hamiltonian.
5. Primitive graphs
Throughout this section let X denote a primitive graph of order 10p, p a prime. In [16] the complete
characterization of the primitive graphs of order 2pq, where p and q are distinct odd primes,was given.
Extracting the information about graphs of order 10p we find that the only primitive graphs of order
10p, p a prime, are the ones arising from the actions given in Table 10. Belowwe show that each of the
corresponding graphs has a Hamilton cycle. We let the GOGs and the relevant graphs corresponding
to some action be defined as in Section 4.
Graphs corresponding to row 1 of Table 10: It turns out thatR(G,H) = ∅ in this case, and so each
GOG arising from this action contains a Hamilton cycle.
Graphs corresponding to row 2 of Table 10: The relevant graphs are given in Table 8, and so it is
clear that each GOG arising from this action contains a Hamilton cycle.
The results of this section imply that the following proposition holds.
Proposition 5.1. A primitive graph of order 10p, p a prime, contains a Hamilton cycle.
6. The proof of the main theorem
Proof of Theorem 1.1. IfX is not genuinely imprimitive, then either Proposition 4.1 or Proposition 5.1
applies. If, however, X is genuinely imprimitive, then in view of the fact that the connected vertex-
transitive graphs of orders 4p, 6p and 2p2 contain a Hamilton path (see [24,25,32]), we may assume
that p > 7. Now apply one of Lemmas 3.1 and 3.3–3.7, depending on the size of the corresponding
blocks.
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Table 5
Relevant graphs corresponding to the action of row 8 of Table 1.
X1 X2 X3
p 7 7 7
|V (Xi)| 70 70 70
Val 8 12 12
R0,0 ± 3 ± 1 ∅
R1,1 ± 3 ± 3 ∅
R2,2 ∅ ± 2 ∅
R3,3 ± 2 ± 1 ∅
R4,4 ∅ ± 1 ∅
R5,5 ∅ ± 1 ∅
R6,6 ± 2 ± 3 ∅
R7,7 ± 2 ± 2 ∅
R8,8 ± 3 ± 2 ∅
R9,9 ± 1 ± 3 ∅
R0,1 0 0, 6 0, 1
R0,2 0 0, 6 0
R0,3 0, 6 0, 2 0, 2
R0,4 0 0, 1 0, 6
R0,5 0 0 0, 6
R0,6 ∅ 0 0
R0,7 ∅ ∅ 0, 5
R0,8 ∅ ∅ ∅
R0,9 ∅ ∅ ∅
R1,2 5 0 5
R1,3 3 ∅ 2, 6
R1,4 ∅ 1 0, 3
R1,5 5 2, 5 2, 5
R1,6 0 3, 6 1
R1,7 0 ∅ ∅
R1,8 0 ∅ 0, 6
R1,9 0 ∅ ∅
R2,3 3 4 5
R2,4 2 1, 5, 6 1, 5, 6
R2,5 ∅ ∅ ∅
R2,6 1 ∅ ∅
R2,7 1 1, 6 0, 1
R2,8 5 0, 4 2, 6
R2,9 5 ∅ 0, 2
R3,4 4 2 3, 5
R3,5 4 0, 5 1, 6
R3,6 ∅ 0, 5 3
R3,7 ∅ ∅ ∅
R3,8 ∅ 0, 3 ∅
R3,9 ∅ ∅ 2, 5
R4,5 5 ∅ ∅
R4,6 0 ∅ ∅
R4,7 0 1, 3 1
R4,8 0 1, 5 4
R4,9 0 0 6
R5,6 1 0, 2, 6 0, 2, 6
R5,7 1 5 5
R5,8 5 4 4
R5,9 5 0, 1 4
R6,7 ± 2 4 4, 5
R6,8 ∅ 1 1, 5
R6,9 ∅ 4, 5 0, 2
R7,8 ∅ ∅ 4, 5
R7,9 ∅ 4, 6 1, 3
R8,9 1, 6 3, 4 3, 6
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Table 6
Relevant graphs corresponding to the action of row 9 of Table 1.
X1 X2
p 7 7
|V (Xi)| 70 70
Val 16 16
R0,0 ∅ ∅
R1,1 ± 2 ± 2
R2,2 ± 1 ± 3
R3,3 ± 1 ∅
R4,4 ± 3 ∅
R5,5 ∅ ± 2
R6,6 ± 2 ∅
R7,7 ∅ ± 1
R8,8 ± 3 ± 3
R9,9 ∅ ∅
R0,1 0 0
R0,2 0, 1, 6 0, 1, 6
R0,3 0 0, 2, 5
R0,4 0, 1, 4 0, 2, 6
R0,5 0, 4, 6 0, 3, 6
R0,6 0, 2, 4 0
R0,7 0 0
R0,8 0 0
R0,9 ∅ ∅
R1,2 ∅ 2, 3
R1,3 0, 5 3, 6
R1,4 ∅ 1, 4, 5
R1,5 4 4, 5
R1,6 2, 4 1
R1,7 0, 2, 4 ∅
R1,8 0, 4 ∅
R1,9 0, 2, 4 1, 2, 4
R2,3 0, 6 ∅
R2,4 1, 2 4
R2,5 4, 5, 6 ∅
R2,6 1, 6 2, 3, 4
R2,7 1 2, 4
R2,8 ∅ 3, 5
R2,9 4 3
R3,4 ∅ 3
R3,5 6 ∅
R3,6 ∅ 1, 4, 6
R3,7 0, 1, 2 3, 6
R3,8 0, 6 1, 3
R3,9 4, 5, 6 0
R4,5 2, 3, 6 2
R4,6 0, 4 ∅
R4,7 0 2, 4, 6
R4,8 3, 6 2, 3, 4
R4,9 2 1
R5,6 0, 2, 5 2, 5, 6
R5,7 ∅ 3, 6
R5,8 0 5, 6
R5,9 0 5
R6,7 0 3
R6,8 ∅ 5
R6,9 5 2, 4, 5
R7,8 0, 3, 6 ∅
R7,9 2, 3, 5 0, 3, 5
R8,9 0, 3, 6 1, 2, 3
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Table 7
Relevant graphs corresponding to the
action of row 14 of Table 1.
X1
p 11
|V (Xi)| 110
Val 18
R0,0 ± 4
R1,1 ± 5
R2,2 ± 3
R3,3 ± 2
R4,4 ± 1
R5,5 ± 2
R6,6 ± 1
R7,7 ± 5
R8,8 ± 4
R9,9 ± 2
R0,1 0
R0,2 0
R0,3 02, 3, 5
R0,4 0, 34, 10
R0,5 0, 4
R0,6 0
R0,7 0
R0,8 0
R0,9 ∅
R1,2 2, 3, 7, 9
R1,3 7
R1,4 3, 8
R1,5 1
R1,6 1, 2, 9, 10
R1,7 1
R1,8 0
R1,9 0
R2,3 10
R2,4 5
R2,5 5
R2,6 3
R2,7 0, 8
R2,8 9
R2,9 7
R3,4 0
R3,5 1
R3,6 0, 2, 6, 8
R3,7 5
R3,8 3, 5
R3,9 8
R4,5 2, 5, 8, 9
R4,6 0
R4,7 6
R4,8 0, 5, 9, 10
R4,9 3
R5,6 9
R5,7 7
R5,8 2
R5,9 0, 1, 2, 9
R6,7 3
R6,8 8
R6,9 9, 10
R7,8 1, 3, 7, 10
R7,9 3, 4, 6, 9
R8,9 2
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Table 8
Relevant graphs corresponding to the action of row 2 of Table 10.
X1
p 19
|V (Xi)| 190
Val 36
R0,0 ± 5
R1,1 ± 9
R2,2 ± 1
R3,3 ± 3
R4,4 ± 8
R5,5 ± 7
R6,6 ± 1,± 2,± 3,± 4,± 5,± 6,± 7,± 8,
± 9
R7,7 ± 2
R8,8 ± 6
R9,9 ± 4
R0,1 7, 12, 13, 18
R0,2 0, 1, 5, 6
R0,3 0, 11, 14, 16
R0,4 0, 3, 8, 14
R0,5 0,5, 12, 17
R0,6 0, 14
R0,7 0, 3, 5, 17
R0,8 0, 5, 6, 11
R0,9 0, 4, 14, 18
R1,2 5, 6, 14, 15
R1,3 0, 6, 9, 16
R1,4 0, 8, 9, 17
R1,5 5, 7, 14, 17
R1,6 0, 9
R1,7 3, 5, 12, 14
R1,8 1, 5, 11, 14
R1,9 0, 4, 9, 13
R2,3 10, 11, 13, 14
R2,4 2, 3, 13, 14
R2,5 50, 11, 12, 18
R2,6 13, 14
R2,7 0, 16, 17, 18
R2,8 0, 5, 6, 18
R2,9 13, 14, 17, 18
R3,4 0, 3, 8, 11
R3,5 1, 5, 8, 17
R3,6 0, 3
R3,7 3, 5, 6, 8
R3,8 5, 8, 11, 14
R3,9 0, 3, 4, 7
R4,5 5, 9, 16, 17
R4,6 0, 11
R4,7 3, 5, 14, 16
R4,8 3, 5, 11, 16
R4,9 0, 4, 11, 15
R5,6 2, 14
R5,7 0, 5, 7, 17
R5,8 0, 6, 7, 13
R5,9 2, 6, 14, 18
R6,7 3, 5
R6,8 5, 11
R6,9 0, 4
R7,8 0, 2, 6, 8
R7,9 1, 14, 16, 18
R8,9 8, 12, 14, 18
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Table 9
Relevant graphs corresponding to the action of row 12 of Table 1.
X1 X2 X3 X4 X5
p 13 13 13 13 13
|V (Xi)| 130 130 130 130 130
Val 12 20 30 30 24
R0,0 ∅ ±1 ±1,±5 ±4 ∅
R1,1 ±2,±6 ±2,±4 ±4 ±5 ∅
R2,2 ±3,±4 ±5 ±1,±5 ±6 ∅
R3,3 ∅ ±1 ±3 ±1 ∅
R4,4 ±5 ±3,±6 ±2 ±1 ∅
R5,5 ±1 ±2,±4 ±2 ±6 ∅
R6,6 ∅ ±1 ±6 ±5 ±3,±5,±6
R7,7 ∅ ±5 ±3 ±4 ±1,±2,±4
R8,8 ∅ ±3,±6 ∅ ±2,±3 ±3,±5,±6
R9,9 ∅ ∅ ±4 ±2,±3 ±1,±2,±4
R0,1 0 0, 2 0, 2, 6, 8, 9, 12 0, 4, 5, 8 0, 3
R0,2 0 0, 3, 8 0, 8, 10, 11 0, 4, 7, 10 0, 1, 8, 9
R0,3 0, 9, 11 0, 1, 2 0, 10 0, 7, 9 0, 12
R0,4 0, 11 0, 3 0, 11 0, 4, 6 0, 2, 10, 12
R0,5 0 0, 11 0, 11 0, 2, 4, 11 0, 6, 7, 12
R0,6 0 0, 11, 12 0, 3, 4, 7, 9, 11 ∅ 0
R0,7 0, 9 0, 5, 10 0, 3 0, 2 0, 2, 6
R0,8 0 0, 10 0 0, 12 0
R0,9 ∅ ∅ 0 0, 1 0, 2, 9
R1,2 ∅ 3, 7, 11 0 2, 6, 12 2, 4
R1,3 2 0 6, 7, 12 0, 3, 7, 8, 9 3, 6, 10, 12
R1,4 ∅ ∅ 1, 6, 9, 12 ∅ 2, 7
R1,5 3, 11 0, 2, 7, 9 2, 4, 7, 10 3, 7, 10 1, 2
R1,6 4 11 ∅ 8, 12 0, 6, 8
R1,7 ∅ 0, 4, 8 6, 11, 12 2, 7, 11, 12 2, 11, 12
R1,8 6 ∅ 6, 7, 9, 11, 12 2, 4, 5, 7, 8, 10 2, 4, 10
R1,9 0, 1 0, 11 6, 12 ∅ 0, 1, 10
R2,3 8 6 1, 4 0, 1, 2, 7 4, 12
R2,4 7, 8 0, 6 8, 10 2, 7, 8, 9 1, 2, 6, 10
R2,5 ∅ 0, 4, 8 6, 8 4, 7 1, 9, 11, 12
R2,6 9 4 6 2, 6, 12 1, 4, 10
R2,7 4, 12 2, 5 1, 4 0, 2, 9, 11 7
R2,8 7 10 2, 3, 6, 8, 10, 12 3, 8 0, 3, 7
R2,9 ∅ 0, 5, 10 0, 1, 4, 5, 7, 11 ∅ 12
R3,4 7, 9 0, 1, 7 3, 4, 8, 12 0, 6 1, 12
R3,5 12 11 0, 5, 6, 12 0, 6, 7, 8 2, 5
R3,6 8 10, 12 8, 9, 10, 12 ∅ 4, 9, 11
R3,7 8, 12 4 7, 9 0, 4, 11 6, 9, 10
R3,8 8 4, 10, 11 6, 8, 9, 10 1, 3, 4, 5, 6, 8 3, 5, 10
R3,9 ∅ 0, 11, 12 5, 6, 11 5 6, 7, 10
R4,5 ∅ ∅ 4, 7 2, 7, 8, 9 0, 7, 8, 12
R4,6 4 ∅ 7, 8, 12 0, 4, 7, 11, 12 0, 4, 10
R4,7 ∅ 10 1, 2, 7, 8 2, 4, 11 11
R4,8 10 0, 3, 4, 7 3, 4, 12 8 1, 4, 10
R4,9 1, 4 0, 10 1, 4, 6, 11 5, 7, 8, 9, 10 5
R5,6 2, 12 0 1, 2, 10 5, 9, 12 2
R5,7 ∅ 2, 6, 10 1, 5, 6, 10 2, 5, 8, 11 0, 4, 6
R5,8 7, 10 ∅ 3, 11, 12 0, 8 5
R5,9 ∅ 0, 2 1, 4, 9, 11 3, 11 3, 5, 9
R6,7 ∅ 6 1, 2, 3, 5 0, 4, 9, 12 6, 11
R6,8 1, 4, 7 0, 6, 12 1, 5 9 ∅
R6,9 2, 8 0, 1, 2 0, 1, 3, 5, 6 1, 2, 4, 5, 7, 12 1, 2
R7,8 ∅ 0 3, 4, 5, 7 5, 6 0, 12
R7,9 0, 4, 5, 12 0, 3, 8 2, 7, 8 5, 6 ∅
R8,9 2, 9 0, 3 ∅ 0, 1, 3, 11 4, 9
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Table 10
Primes p for which there exists a graph X on 10p vertices such
that Aut(X) and all vertex-transitive subgroups of Aut(X) act
primitively on X .
Row p Action of Aut(X)
1 13 PSL(4, 3) on cosets of P2
2 19 S20 on pairs
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