given neighborhood rule and (3) determining the weights of the links. For example, in the context of image segmentation, traditionally graph nodes are selected as the pixels (or groups of pixels) in the image and a neighborhood rule such as 4-connectivity for pixels, is defined [1] . As link weight between two nodes, a similarity measure of hand-crafted features extracted from the corresponding image regions is often used. In this paper, we investigate the effect of learning the link weights for a fixed neighborhood rule and graph-node definitions, in the context of spectral-based salient object detection.
Similar efforts for learning graph affinities have recently been made, mainly for the image segmentation task. Cour et al. [3] proposed a method that employs the normalized-cuts [2] method over affinities learned via a simple edge-based function whose parameters were updated by backpropagating the segmentation errors resulting from the normalized-cuts method. While this approach corresponds to an end-to-end process optimizing edge detection for segmentation, its one drawback is the limited capacity of affinity evaluation function that is exploited. Moreover, as pointed out in [30] , the optimization criterion of normalized-cuts favors a balanced partitioning that tries to split the graph into equally important regions. This partitioning strategy is useful for image segmentation since each segment (partition) corresponds to equally important clusters. However, foreground segmentation task is different from image segmentation in the sense that there is one foreground cluster only and the background can be treated as noise. Since the main focus of this study is salient object detection which can be cast as a foreground segmentation problem, this fact constitutes a problem for using normalized-cuts for salient object detection. More detailed theoretical and experimental analysis on this issue is provided in [30] .
Turaga et al. [6] proposed a convolutional neural network (CNN) based affinity learning scheme for 3-D biomedical images. The graph nodes were defined as voxels and a 6-connectivity rule for voxels was employed. Raw 3-D images were fed into a 4-layer CNN where each layer contains 5x5x5 sized convolutional filters. The CNN output was defined to be three separate images, where each image represents the graph weights in one coordinate. The CNN was trained by backpropagating the errors with respect to the ground truth, i.e. binary affinities (0 if there is an edge and 1, otherwise) extracted from manually annotated segmentation masks. Image segmentation was processed independently from affinity estimation, by a graph clustering method using the estimated affinities. Therefore, the method proposed in [6] is not a complete system that learns image segmentation; it rather learns to detect edges and relies on other methods for image segmentation.
Briggman et al. [5] proposed a complete system for maximin affinity learning for image segmentation.
A CNN with a similar structure to the one in [6] , was used in order to learn affinities that improve an image segmentation evaluation metric, namely the Rand index [27] . Since the Rand index gives the similarity between two binary segments, in order to make this metric differentiable, the computed binary salient segment was approximated by a maximin affinity measure, which is continuous and differentiable. The segmentation method proposed in [5] corresponds to labeling the disjoint connected components after removing graph edges whose weights are lower than a given threshold. As in [6] , this method also cannot learn higher-order graph affinities as the CNN outputs can only represent affinities corresponding to a 6-connectivity rule in 3-D images. Another drawback of this method is that it makes use of a very simple segmentation method which cannot address complex segmentation problems.
Ranftl et al. [4] proposed an affinity learning method by using a 5-layer CNN for affinity estimation with an inference layer on top, which employs a convex variational relaxation of the minimum s-t graph cut problem [28] . Due to sophisticated CNN block, the proposed model in [4] has a high capacity for learning affinities, however, the graph structure representing the input image, is defined in a very simplistic manner: the graph nodes represent the image pixels and the links are defined according to a 4-connectivity rule only. Therefore, the output of the CNN before the global inference layer consists of three images which are pairwise and unary potentials. The pairwise potentials correspond to affinities in the and directions and the unary potentials correspond to a belief value on foregroundness /backgroundness. Hence, the method in [4] has a serious shortcoming: it is not possible to model graph weights corresponding to higher-order relations. In other words, it is able to learn graph weights only for a 4-connected graph.
In this paper, we propose a system for learning graph affinities for salient object detection, which overcomes the inadequacies of the methods mentioned earlier.
Unlike the approaches in [4] , [5] and [6] , the proposed method is able to learn affinities corresponding to a graph with higher connectivity rather than only employing a local spatial neighborhood rule on pixels. The limitation on the connectivity of the employed graphs in [4] , [5] and [6] , follows from the direct utilization of CNNs for affinity learning. Besides, such approach only allows constructing a graph based on a regular grid structure (usually pixels), due to the fixed structure of convolutions in a CNN. As in [4] , [5] and [6] , CNNs can only output images that correspond to affinities of a 4-connected pixel-based graph on 2D images and 6-connected graph on 3D images. However, it has been proven in [30] that a higher graph connectivity and a superpixel-based graph brings advantages on both performance and computational complexity in the context of salient object detection. Hence, in this work, we propose a system which allows predicting affinities of a graph formed in any way (pixel or superpixel based) with any connectivity rule. To accomplish this task, we propose a modification to the convolutional kernel networks (CKN), which were originally proposed in [7] for image similarity calculation. The CKN structure proposed in this study operates directly on the representations of image regions (superpixels in our experiments) and provides a means of feature transformation. The affinity matrix is then calculated by common affinity calculation functions that operate on pairwise image region features. This, in turn, leads to a flexible method that is able to exploit any image region representation (from raw color intensities to sophisticated features). Furthermore, since feature representation for image regions are extracted independently, this property allows us to model affinities between all possible image regions unlike the local affinity learning restriction in the related work described earlier.
In this study, we also address to the inability of the methods in [3] , [4] and [5] to detect salient objects.
To this end, we concatenate a state-of-the-art salient object detection method, namely Extended Quantum Cuts (EQCut) [30] as a global inference layer on top of CKN. EQCut is mainly a spectral graph based foreground detection method that operates on graph affinities. In the original work [30] , EQCut uses graph affinities that are calculated from raw color features. In this work, EQCut operates on the affinities that are calculated by CKN, thus the proposed system forms a complete salient object detection system from raw images. Most importantly, in this study, we show that EQCut produces a saliency map that is differentiable with respect to its input, i.e. the corresponding affinity matrix.
Therefore, via backpropagation of the error from the EQCut output, the proposed system can learn CKN parameters that predict affinities producing better saliency maps.
In summary, the contributions of the paper are the following:
 We propose a new CKN structure that can be used for affinity learning using local image regions (pixel or superpixel based) with any connectivity rule.
 We show that EQCut produces a salient object detection error that is differentiable with respect to its input, i.e. local image regions representations.
 By concatenating the modified CKN with EQCut, we obtain an end-to-end trainable model which can learn the CKN parameters in order to enhance salient object detection performance.
We give backpropagation formulations for the entire system including modified CKN and the global inference layer EQCut, to learn the graph affinities in a supervised manner.
In this paper, we train a system exploiting only a 1-layer CKN that operates on raw color features. We show that, with even such a simple network, the proposed method significantly enhances the performance of the baseline EQCut and achieves a performance that is comparable with the state-ofthe-art in salient object detection.
The rest of this paper is organized as follows: In Section 2, we provide a brief overview of salient object detection methods. In Section 3, we introduce the proposed salient object detection system. In Section 4, we provide experiments conducted on benchmark salient object detection datasets. Finally, we conclude the paper in Section 5.
Salient Object Detection
Salient object detection is an active research topic with growing interest. The objective is to segment or highlight the regions/objects that visually stand out from the rest of the image. The task is also related to the attention mechanism of the human-brain which narrows down the region of interest from the perceived scene in order to reduce the heavy computational cost to process the entire image [34] .
Salient object detection is an important preprocessing step for higher level computer vision and pattern recognition algorithms, such as object proposals [10] , object recognition [20] and tracking [19] .
Recently, an extensive benchmark is performed in order to compare the salient object detection methods in the literature [17] . Next, we give a brief description of the salient object detection methods DRFI [16] , ST [14] , MC [12] , RBD [13] , DSR [15] and EQCut [11] . These methods were highlighted as top-performing salient object detectors in [17] . Moreover, we also review a recent supervised salient object detection method MDF [18] based on deep CNNs as this method was published after the benchmark in [17] and achieved state-of-the-art results.
ST [14] proposes a framework which finds an initial saliency map by incorporating global contrast, spatial sparsity and object prior cues. A saliency tree was constructed by region merging on the initial saliency result. The nodes that have high local contrast were selected as salient ones. The framework in [14] has a high computational complexity [17] . Usually, it is more preferable for salient object detection methods to adopt computationally much more efficient techniques. For example, one of the fast methods, MC [12] forms a Markov chain from image regions. The saliency of each node is calculated as the total absorption time of the node by the absorbing nodes which are set to image boundaries based on the assumption that these regions often belong to the background class. This saliency cue is often called as boundary connectivity cue. However, most methods based on this cue suffer from low performance when salient objects touch the image boundary. RBD [13] handles this problem by proposing a robust boundary detection framework. Saliency is formulated as a joint optimization of local contrast, boundary connectivity cues and smoothness enforcement. The latter enforces the regions similar in feature space to have similar saliency values. Boundary connectivity was also used in DSR [15] which defines saliency as sparse and dense image reconstruction errors.
Reconstruction is utilized by samples selected around image boundaries. Salient regions which are expected to be dissimilar to image boundaries are observed to have high reconstruction errors. A weakness of DSR is that it only makes use of boundary connectivity cue and discards other saliency cues mentioned above. EQCut [11] combines all aforementioned saliency cues and it extends QCut [9] . QCut is based on a link between quantum mechanics and spectral graph theory and was motivated from a framework for object segmentation in quantum scale [8] . It optimizes a unique criterion based on local contrast, boundary connectivity, large area cues and smoothness enforcement. The extensions provided by EQCut include a multiresolution framework, a new graph construction with higher graph connectivity, novel affinity assignments, a multispectral approach and a post-processing method which exploits global contrast.
Most of the state-of-the-art salient object detectors are unsupervised. In fact, the only supervised approach highlighted as one of the top performing methods in [17] is DRFI [16] where first, a number of features related to regional contrast, regional property and regional backgroundness are extracted and then a random forest regressor was trained in order to predict the saliency value from the above features. The shortcoming of DRFI is the fact that it does not make use of a global inference, but it rather learns a mapping from features representing local regions to saliency values. This approach lacks the pairwise relations between image region features and treats each feature as if it is independent from the others. Our approach differs from DRFI in two ways. First, we learn a transformation on the region features, rather than applying them as is. Second, the transformed regions are exploited in a way that takes the pairwise relations between the image regions into account to solve an optimization problem related to salient object detection problem. In fact, the transformation on the features is learned to ensure a good salient object detection performance.
Another supervised salient object detection method is MDF [18] . In this method, first a hierarchical image segmentation method was applied on an input image. Each image segment in each hierarchical segmentation level was processed through a neural network that uses a pre-trained model for feature extraction in three scales. Next, the obtained features were processed via two fully connected layers to predict the saliency score of each region. Following this step, a post-processing method was employed in order to ensure spatial coherence. Finally, saliency maps obtained at different levels in image segmentation hierarchy are merged via learning to linearly combining them. This method has the disadvantage that the whole model is not trainable in an end-to-end fashion. The CNN structure used to extract features from image regions were not trained for the task at hand, rather directly used. Only the fully connected layers were fine-tuned in order to learn to combine these features at multiple scales.
Moreover, the post-processing for spatial coherence was also conducted separately than the rest of the method and was not included into training. Our proposed method differs from MDF in the following ways. First, we learn the entire network parameters from scratch for salient object detection. Second, the spatial coherence is already embedded into the EQCut layer that we utilize after CKN's. This also makes sure that we train a system that inherently takes spatial coherence into account while learning.
As will be shown in the experiments, this results into a better performance than MDF. Moreover, since the method in MDF runs a system consisting of 3 CNNs for each image region in each segmentation level, the computational burden is immense. In fact, on our experiments we show that our method is 244 times faster than MDF.
Learning Graph Affinities for Salient Object Detection
In this section, we first briefly introduce Convolutional Kernel Networks (CKNs) [7] and Quantum Cuts (QCut) [9] that will constitute the background for our proposed method. Next, we explain our proposed method of learning graph affinities for salient object detection.
Convolutional Kernel Networks
Mairal et al. proposed a hierarchical kernel reproducing neural network structure in [7] for the purpose of calculating similarities between two images and ′ , as formulated by the following modified RBF kernel:
(
In (1), Ω represents image coordinates from which patches and ′ are sampled, and ̃( ) is the 2 normalized version of ( ). The above kernel measures the similarity of two inputs and ′ of the same size, based on the spatial and feature similarity of sampled patches from them. These similarity measures are encoded in Gaussian kernels with smoothing parameters and for spatial and feature similarity, respectively. In [7] , these Gaussian kernels were approximated using the following:
In ( . The dot product of the representations of two inputs and ′ obtained this way leads to a finite approximation of the Gaussian kernel ( , ′ ). The reader can refer to [7] for details. Exploiting this approximation of Gaussian kernels, ( , ′ ) in (1) can be approximated as follows:
where
]. The Spatial Gaussian kernel
can be also approximated by uniform sampling on Ω and, finally, the following kernel approximation can be expressed:
The above procedure for the calculation of this feature, can be represented by a 1 layer convolutional neural network where can be calculated by convolutions followed by Gaussian nonlinearities and can be calculated by pooling on . In [7] , the parameters of this network, i.e. filter importances , filter weights and Gaussian kernel parameters and were calculated in an unsupervised fashion in such a way that the learnt parameters provide a good approximation of the original Gaussian kernel in (1).
This procedure is generalized to a deeper structure with higher number of layers to come up with a reproducing kernel.
In summary, CKNs originally exploited in [7] are indeed CNNs where convolutional filters correspond to filter weights, the activation function is Gaussian and another Gaussian based pooling operation is applied. In its original form, CKNs transform an input image to a feature vector, afterwards similarity between two images can be obtained by dot product of their corresponding features.
Quantum Cuts
Quantum-Cuts [9] (QCut) is an automatic salient object detection technique based on the following spectral graph-cut optimization:
where A is a collection of foreground nodes (image regions) in a graph representation of an image, A ̅ is the collection of the remaining graph nodes, and area(A) is the number of nodes in A. The wellknown cut formulation is expressed as cut(A, A ̅ ) = ∑ w i,j i∈A,j∈A ̅
. Here, the graph weight w i,j is a similarity measure between regions i and j. In [9] , it is shown that a spectral approximation to the optimization in (5) is given as follows:
In (6), y Qcut * is a real valued approximation of a foreground indicator vector, z * is the eigenvector of matrix with smallest eigenvalue , ∘ is the Hadamard product operation. is formulated as = − + where is constructed from affinities w i,j , is a diagonal degree matrix whose elements are obtained by row-wise summation of . Finally, is a non-negative diagonal matrix of background priors for each node. The solution of QCut exhibits significant similarity with the solution of Schrödinger's Equation which is used to determine the energy states of particles in Quantum
Mechanics [29] . Due to this relation and the connections to graph cut, the method was named as Quantum-Cuts. The effectiveness of the optimization function in (5) in representing the salient object detection problem was discussed in detail in an extended version -EQCut- [30] and it has been shown that the criterion in (5) incorporates several saliency cues such as local/global contrast and boundary connectivity in a joint optimization problem and hence leads to a state-of-the-art salient object detection method. In fact, EQCut was highlighted as one of the top-5 performing methods in a recently conducted salient object detection benchmark [17] over 41 methods. The performance upgrade of EQCut on QCut is mainly due to the exploited graph structure which includes superpixel-based graphs and a higher graph connectivity.
The Proposed Method
As pointed out by [30] , the performance of the saliency maps obtained via (6) is determined mainly by the matrix and hence the affinity matrix . Therefore, in this paper, we aim to learn the affinity matrix instead of relying on simple color affinities as in [30] . To this end, we will exploit CKNs introduced in Section 3.1, with some modifications to make the formulation suitable to our problem.
We wish to make use of the CKN structure as an affinity matrix learning system from images. To this end, we use CKNs to transform a fixed-length feature obtained from an image region to a representation. The pairwise image region affinities are then calculated over these representations. In particular, our zeroth layer is any fixed-length feature (e.g. RGB colors) extracted from an image region and CKN is applied to each image region separately. Moreover, unlike [7] , we do not perform a normalization on input features. While measuring the similarity between two images as in [7] , this corresponds to contrast normalization, which might be useful, however, in this paper the aim is to learn feature similarities within an image, where feature magnitudes also contribute, hence we have not normalized the feature maps. Finally, since our input data do not contain spatial information from the image as in [7] , spatial organization of the features does not have any meaning. This makes pooling unreasonable. Hence, we remove the pooling layer. Since we will use this modified network throughout the paper, we will refer the above network, i.e. the one without feature normalization and pooling layers, as CKN for simplicity. With these modifications, a 1-layer CKN with input feature produces the following representation:
The affinity between two input features and ′ can then be calculated by the dot product of the corresponding representations as follows: 〈 , ′〉 which corresponds to a finite approximation of the following kernel:
As in [7] , the CKN parameters , and , can be learned in an unsupervised fashion to minimize the approximation error of the kernel in (8) . Similar to [7] , our modified can also be generalized to a deeper structure with higher number of layers to come up with a reproducing kernel. As one can observe from (7), if the input feature is selected to represent colors, the output of 1-layer CKN gives a feature vector of similarities to a color represented by the filters with smoothing factor and each similarity is weighted by an importance factor √ . With 1-layer CKN, we can interpret this process as learning a feature transformation on color vectors for affinity prediction. Moreover, this interpretation can be focused to the application of salient object detection via exploiting the predicted affinities by a salient object detection method.
In this paper, for this task, we make use of the extended version of QCut (EQCut) proposed in [11] .
However, instead of using row color features to calculate affinities as in [11] , we exploit the affinities learned via CKN. In other words, the affinity measure between two color vectors and are calculated as follows:
Following the intuitions given in the previous subsection, we use a 1-layer CKN and represent the final feature vector obtained by the output layer as for a given color vector . The color vectors are simply obtained by the mean Lab color vector from region . The feature transformation procedure via 
The saliency map is calculated via EQCut applied on the affinity matrix .
In order to calculate affinities from the transformed features, instead of the approximation of (8), we
give a similar measure in (9). This type of affinities was observed to work better for QCut [9] . In affinity evaluation we use ̃, the ℓ 2 normalized version of . We would like to point out here that the normalization is made on the CKN output, i.e. the learnt feature vectors. This approach was also adopted in [7] .
In summary, our proposed method consists of modified CKNs for feature transformation followed by the EQCut module that calculates a saliency map using the affinities calculated on the transformed features corresponding to learnt representations of image regions. In the next section, we will provide a method to efficiently train this system. The illustration of this system is provided in Figure 2 .
In the proposed training strategy, first, CKN parameters are initialized by the unsupervised learning strategy proposed in [7] . In other words, the parameters , and , are learned in an unsupervised fashion to minimize the approximation error of the kernel in (8) . Then, we fine-tune these parameters in a supervised fashion in order to decrease the salient object detection error of EQCut output. This is only possible since EQCut saliency error is differentiable with respect to graph affinity matrix.
Therefore, one can obtain partial derivatives of saliency error with respect to each CKN parameter and update them accordingly via gradient-descent based optimization algorithms. Next, we give forwardpass and error backpropagation formulations for this process.
Forward Propagation
In forward propagation, from the CKN outputs calculated on each image region 's color features, we construct the affinity matrix and the corresponding matrix with the affinities calculated by (9) . Next, we solve for the eigenvector of corresponding to the minimum eigenvalue. The saliency map is then calculated as = ∘ . The error related to this saliency map can be represented in vector form as follows:
,where is the 1 normalized version of the original ground truth vector. Note that EQCut saliency map is already 1 normalized following its construction from 2 normalized eigenvectors. The final error can then be obtained by simply averaging over the elements of the error vector.
Back Propagation
The error corresponding to image region , , can be back-propagated to each element of using the chain rule as follows:
The first term, ( ) is dependent on the selection of the loss function.
In this study we will analyze the following loss functions:
where ( || ) = ∑ log ( ) is the Kullback-Leibler (KL) divergence. Since both and are 1 normalized and positive, we can think of these vectors as probability distributions. This is the motivation behind using the KL divergence, 2 ( , ), as a loss function. On the other hand, 1 ( , ),
Euclidian distance between saliency map and ground truth, is a very intuitive and widely used loss function. The corresponding partial derivatives with respect to are given as follows:
Note that ⊘ is the element-wise division operator. The second term in (11) is straightforward; ( ) = 2 ( ). The third term on the other hand is a difficult eigenvector differentiation. However, for real and symmetric matrices, this derivative exists in a closed form [21] and the formulation is as follows:
where is the corresponding eigenvalue for , which is an eigenvector of , is the vectorized version of by row-wise raster scan, (. ) † denotes the Moore-Penrose pseudo-inverse, is the duplication matrix [21] which converts the half-vectorizations of symmetric matrices to full vectorizations, is the identity matrix and ⨂ is the Kronecker product. Hence, one can rewrite (11) as follows:
where is given by (13) depending on the adopted loss function. Since we wish to update of the matrix entries, we need . This can be obtained as follows:
where , is a vector obtained by the diagonal elements of . Finally, the derivative for the average error ̅ per node can be calculated as follows:
Next, we need to compute the partial derivatives of the affinities with respect to the CKN parameters.
In this study, we will only focus on one layer CKN which corresponds to dataset-based color space learning as previously explained. By the multivariate chain rule, we can write the partial derivatives of the error with respect to the filter weights as follows:
Similarly, the partial derivatives with respect to the filter importance weights can also be written as follows:
Finally, the partial derivatives with respect to the Gaussian smoothing parameter are given as follows: The partial derivatives given in (18) , (19) and (20) are easily derived following from the definitions in (9) . With the equations in (14)- (20), one can backpropagate the error from an image ground truth to update the CKN parameters.
Training and Testing Details
During training, first, an image is abstracted by a superpixel extraction method. Next, average color values for each superpixel are extracted as a feature vector for the corresponding region. Then, the initial parameters of CKN are trained in an unsupervised manner so that the dot product of two output vectors of CKN corresponding to two input color vectors will be able to approximate (8) . With this initialization, these parameters are fine-tuned via error backpropagation by the rules defined in the previous subsection in (14)- (20). This procedure is conducted for a selected training dataset for salient object detection with given ground truth maps. An online stochastic gradient descent approach is adapted for minibatch size of 1. An epoch is completed when the entire dataset is covered. Training is stopped after 100 epochs and the parameters corresponding to the best performing epoch are selected as the learned parameters. During the test stage, the superpixel abstraction and feature vector construction step is utilized, then, each feature pair's affinity is calculated by (9) with the learned CKN parameters. Next, the affinity matrix is constructed by these affinities and using this matrix, EQCut can then extract the saliency map for the test image. The flowchart of the overall method for a sample image is illustrated in Figure 2 . Here, it should be stated that the neighborhood definitions and affinity normalizations with respect to spatial neighborhoods are fixed to those in [11] . However, since a symmetric affinity matrix is needed during backpropagation, a symmetric version of the affinity matrix in [11] is used, by simply averaging this matrix with its transpose.
Experiments
In this section, we provide experiments conducted in order to evaluate the performance of the proposed method in salient object detection. We performed an extensive set of comparative evaluations over publically available salient object detection datasets. Brief descriptions of the datasets are provided in the subsection 4.1. Experimental results are given subsections 4.2 -4.5. Note that all our experiments were conducted exploiting a 1-layer CKN over raw color features. Following the interpretation of 1-layer CKN explained previously, the proposed method can be viewed as a means to learn a new colorspace for salient object detection. Deeper CKNs have a major concern. First, due to the fact that our input features are only color features, deeper CKNs do not practically offer more than 1-layer CKN on such limited information. Thus, we avoid using deeper CKNs in this study. It can be noted here that a more sophisticated set of features can be exploited for with deeper CKNs, however the type and exploitation of these features in the proposed CKN structure requires further investigation. Therefore, in this paper, we have employed our proposed network on raw color features and experimentally validated the performance improvement as a proof of concept.
Datasets
SOD [22] contains 300 images from the Berkeley Segmentation Dataset [31] . Seven subjects were asked to label the salient object in each image from the collection segments labeled in [31] . The dataset includes many salient objects and a high background clutter. JUDD [25] dataset is the most challenging dataset containing 900 images in total with multiple salient objects and high background clutter. This dataset was adopted from the eye fixation dataset in [32] . Two subjects were asked to label the objects in a given image and the most salient objects were selected as the ones including the most eye fixations.
MSRA10k [23] contains 10k images from the dataset in [33] with pixel-wise annotations. Compared to the other datasets, MSRA10k contains relatively easier examples with large objects having high contrast. Dut-OMRON [24] contains 5168 images with one or more salient objects per image and high background clutter. The images were collected from the Web and annotated by 25 subjects.
Comparison with Baseline
In our experiments, we have employed two superpixel granularities: 150 and 300, and three different numbers of filters for CKN: 100, 250 and 500. The network was trained using the two loss functions ( 2 -norm and Kullback-Leibler divergence). In total we have trained 12 different networks corresponding to all combinations of number of filters, superpixel granularities and loss functions.
We have used SOD as the training dataset to learn the CKN parameters. We have tested the performance of the trained network on JUDD, MSRA10k and Dut-OMRON datasets. During the unsupervised training while initializing the CKN parameters, we have also used SOD dataset for consistency. However, later in this section, we also show that unsupervised training can be conducted by any set of images, since this process finds CKN parameters that approximate the Gaussian kernel in (8) and should have less dependency to the training dataset. uses raw color affinities. UCKN notation is used for EQCut using the affinities that are calculated with the initialized parameters of CKN via the unsupervised training technique presented in [7] . Finally, SCKN notation is used for EQCut using the affinities that are calculated by the learnt parameters of CKN via the supervised training technique that is proposed in this paper. The results in Table 1 are enlisted for all superpixel granularities, number of filters and performance metrics. Performance on the training dataset is illustrated in light green, while performance on the test datasets is illustrated in in light blue. Since the number of filters is irrelevant in the baseline EQCut performance evaluation, the performance is replicated for all filters for each given superpixel granularity. Hence, observation (a) shows that affinities in the new transform domain lead to a better salient object detection performance compared to the one obtained by using affinities computed in the Lab color space. On the other hand, observation (b) shows that CKN trained as explained in Section 3, can learn
representations that enhance performance in the training dataset. We also make the same observations for the test datasets, which means that the trained network generalizes well on unseen images.
Observation (c) states that, increasing the number of filters in UCKN, leads to an enhanced performance. Increasing the number of filters leads to a better approximation of the Gaussian kernel in (8) and, hence, this result is expected. However, we make a contradicting observation in the SCKN performance: as observation (d) states, using 250 filters achieve the best performance, not 500. This can be explained by analyzing the training process of the method when 500 filters are used. In this case, training converges much quicker than the others. This can be interpreted as follows: As the number of filters used is increased, although the network capacity increases, the search space also increases and it is likely that this large network has more critical points. Therefore, there are an optimal number of filters that takes advantage of the increase in the capacity, but does not suffer from early convergence.
Comparison with the State of the Art
Next, we compare the performance of the proposed method with the state-of-the-art. According to a recent study [17] , the following methods were listed as the state-of-the-art in salient object detection:
MDF [18] , DRFI [16] , ST [14] , RBD [13] , MC [12] , DSR [15] and EQCut [11] . The experiments in the previous subsection were carried out using a single resolution and for a symmetric affinity matrix as explained in Section 3.3. In this section we will make use of the multiresolution EQCut [11] and the asymmetric affinity matrix exploited in [11] . To this end, we have trained separate CKNs for each superpixel granularity, i.e. for 150, 300 and 600 superpixels. The results obtained for each superpixel resolution are averaged to compute the final saliency map. Moreover, we have conducted experiments using both affinity definitions resulting into symmetric and asymmetric affinity matrices. The performance of the state-of-the-art methods, the UCKN and SCKN models are presented in Table 2 , where -S and -A at the end of the name of each method denote symmetric and asymmetric matrices, respectively. Following our observation in the previous subsection related to the performance of the models with respect to the number of filters in CKNs, we used 250 filters for all superpixel resolutions.
In all the experiments, we observe a clear improvement of UCKN over EQCut and SCKN over UCKN as expected. Moreover, the use of an asymmetric affinity matrix always performs better than using a symmetric one. As a result, EQCut with SCKN-A achieves a comparable performance with the stateof-the-art. It should be noted here that DRFI and MDF methods are both trained by a subset of MSRA10k dataset, hence their performance in this dataset is not provided in order to avoid unfair comparison. 
Computational Cost
Due to additional convolutions and non-linearities, CKN poses an insignificant computational burden on EQCut. On a computer with i7 Pentium CPU @2.70 GHz and 16Gb memory, the MATLAB implementation of conventional EQCut takes around 1.147 seconds on the average for images in the SOD dataset with 150,300 and 600 superpixels, whereas EQCut with SCKN takes around 1.213 seconds on the average for the same superpixel granularities using 250 filters.
Moreover, in Table 3 , we compare the run-times of all the methods for a typical image of 400x300
size. All algorithms were run in the same computer in CPU. As it can be observed from this table, SCKN is significantly faster from all competing supervised methods and some unsupervised methods.
The high performance together with the low computational complexity makes SCKN preferable to the competing methods.
GPU run-time of MDF method is also provided. Note that in the original MDF paper [18] the GPU run-time was indicated as 8 seconds. We believe that this inconsistency results from the GPUs that are employed and also the processor speed. In MDF paper [18] , the exploited GPU is NVIDIA GTX Titan Black GPU and the processor operates at 3.4 GHz. In our experiments we have made use of NVIDIA GTX 970 M GPU and our processor operates at 2.70 GHz. Nevertheless, the comparison is valid since all methods were run in same conditions. 
Robustness against training dataset variation
As mentioned earlier, the unsupervised CKN training is carried out in order to approximate the Gaussian kernel in (8) based on the pairwise color features in a dataset. In this section we shall address the imminent question whether or not the choice of the dataset used for unsupervised affinity learning is crucial. In this section we perform an experiment on the effect of this training. We compare the salient object detection performances of UCKN trained on the SOD dataset with the UCKN trained on a set of images from Caltech-256 dataset [26] . The latter dataset contains multiple images of 256 object classes collected from the Web. For each object class, one image is randomly selected, resulting in a dataset with 256 images. Model settings for UCKNs trained on the new dataset and SOD dataset are chosen as 100 filters and 150 superpixels. In this section, we only provide performances with these two experiments, since similar observations on salient object detection performances were made with the other parameter values. The results presented in Table 4 indicate a similar performance for both experiments. The model trained on SOD dataset, provides a slightly better performance. In addition, we can observe that the performance of UCKN trained on Caltech images still performs better than EQCut. Therefore, we can conclude that UCKN shows a high level of robustness against the variation of the training dataset. 
Conclusions
In this paper, we have proposed a novel approach for affinity learning for salient object detection, by adding a global inference layer on top of a Convolutional Kernel Network. Experimentally, we have observed that the proposed method can learn and generalize very well, even when trained over a small dataset. The proposed method uses the EQCut method over the affinities learnt by the CKN, and performs significantly better than the baseline EQCut. The results also demonstrate that the computational costs of both methods are similar. With such a performance boost using the proposed method, the EQCut with SCKN achieves an elegant performance level that is comparable with the current state-of-the-art in salient object detection.
