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Chapitre 1 
Introduction 
1.1 Problén1atique 
La cam plexité croissante des systèmes industriels en termes d'expansion, 
d'hétérogénéité et en terme de décentralisation entraîne de plus en plus de 
contraintes dans leur fonctionnement. Ces contraintes sont souvent d'ordre 
temporel. Par exemple, dans un atelier de production composé d'un ensemble 
de machines, il existe des contraintes temporelles sur les tâches pouvant être 
exécutées sur les différentes machines. L'ordre et la durée des tâches sont 
souvent variables. Ils dépendent d'un ensemble de facteurs tels qu'une quan-
tité suffisante de matière première ou alors la terminaison d'autres tâches. 
De tels systèmes industriels sont dits dynamiques, décentralisés et com-
ple:res: 
• un système est dit dynamique, s'il présente des changements d'états au 
cours de son fonctionnement. Ces changements peuvent être variables 
et imprévisibles; 
• un système est dit décentralisé, s'il n'existe pas de contrôleur central 
permettant de gérer l'ensemble de traitements du système; 
• la notion de complexité d'un système est liée à sa taille et à la forte 
interaction qui peut exister entre les différents éléments du système. 
Plus cette interaction est forte, plus les traitements deviennent diffi-
ciles à modéliser et à exécuter. Dans certains cas, la complexité d'un 
système devient un critère de décentralisation. 
1.1.1 Prise en compte du temps dans les systèmes industriels 
Afin de traiter des problèmes relatifs à de tels systèmes, les chercheurs 
ont été amenés à représenter explicitement le facteur temporel dans les outils 
de modélisation et de raisonnement sur ces systèmes. 
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Cette prise en compte du temps, a rendu ces outils capables d'exécuter 
et gérer des tâches soumises à des contraintes temporelles. Ces contraintes 
interviennent au sein d'une tâche (contraintes intérieures) et/ou entre les 
différentes tâches (contraintes extérieures). Les contraintes intérieures et ex-
térieures d'une tâche ne sont pas toujours indépendantes. En effet, la durée 
d'exécution d'une tâche peut causer la violation d'une contrainte avec une 
autre tâche, si cette exécution est trop longue. 
Cette dépendance entre les différentes contraintes rend leur gestion pro-
blématique quand il s'agit d'un système décentralisé et complexe. En effet, 
une centralisation des traitements étant absente dans un tel système, il de-
vient difficile d'avoir une information complète sur l'ensemble des contraintes 
qui le régissent. La complexité du système se traduit par une complexité de 
ces contraintes et leur gestion devient de ce fait, encore plus difficile. 
1.1.2 Le temps dans les systèmes multi-agents 
Afin de répondre à un tel problème, des efforts ont été déployés pour 
adapter les outils de modélisation à la structure complexe et décentralisée de 
tels systèmes. Pour ce faire, de nouvelles techniques ont été adoptées telles 
que les systèmes multi-agents. Dans ces systèmes, il est possible de faire 
un ensemble de traitements pa.r un ensemble d'entités autonomes appelées 
agents. Ces agents possèdent en plus des capacités de communication et de 
raisonnement sur autrui, leur permettant ainsi de coopérer afin de traiter 
un ensemble de sous-problèmes faisant partie d'un problème global. 
Afin de répondre à la. dynamique des systèmes, les formalismes utilisés 
hors du contexte multi-a.gent ont été réutilisés. Ainsi, le facteur temporel est 
pris en compte, au niveau de l'activité interne d'un agent uniquement. Une 
telle prise en compte demeure insuffisante. En effet, dans un système multi-
a.gent, les agents font généralement partie d'un processus de coopération. 
Ainsi, il est impossible pour un agent de considérer son activité interne 
indépendamment de celles des autres agents. Cette dépendance entre les 
activités, doit également être prise en compte dans le raisonnement de cet 
agent. Pour ce faire, il doit admettre non seulement une description du 
système industriel, mais également une description des autres agen~s. Ainsi, 
son raisonnement porte sur son activité interne (raisonnement individuel) 
et sur celles des au tres (raisonnement social). 
Malheureusement, le facteur temporel est souvent négligé lors de la 
conception d'un système multi-agent, alors qu'il joue un rôle essentiel dans 
un contexte où l'activité des agents est en état d'évolution permanente. 
Afin de traiter le temps dans un système multi-agent, nous avons choisi 
la supervision de systèmes dynamiques comme domaine d'application. La 
supervision d'un système dynamique suppose l'existence de plusieurs modes 
de fonctionnement possibles. Elle assure la détection d'un passage d'un mode 
de fonctionnement normal à un mode anormal, et l'identification des origines 
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d'une anomalie qui cause ce passage. 
Dans un contexte de supervision, la modélisation d'un système dyna-
mique admet souvent une représentation explicite du facteur temporel. 
1.2 Objectif et contribution 
L'objectif général de ce travail, est l'intégration des aspects temporels 
dans un système multi-agent. La supervision de systèmes dynamiques per-
mettra d'illustrer ces aspects. 
Nous proposons un modèle de société d'agents où le facteur temporel est 
pris en compte à la fois au niveau du raisonnement individuel et au niveau 
du raisonnement social: 
• le raisonnement individuel permet la gestion des contraintes tempo-
relles relatives aux tâches à effectuer au sein d'un agent; 
• le raisonnement social est basé sur la notion de relations de dépendance. 
il tient compte des aspects dynamiques relatifs à ces relations. qui sont 
fonctions de l'évolution des activités des agents. 
L'utilisation du raisonnement social favorise la communication entre 
agents. Nous proposons, un modèle de communication permettant l'expres-
sion des contraintes temporelles sous forme de délais. 
Dans notre contexte, la supervision se fait par reconnaissance par scéna-
rios temporels. Un scénario modélise un mode de fonctionnement particulier 
du système supervisé et sa reconnaissance, correspond à. l'identification de 
ce mode. 
Afin de distribuer la reconnaissance de scénarios, le modèle de scénario 
doit être adapté à. un contexte où plusieurs agents peuvent reconnaître des 
scénarios en parallèle. 
1.3 Organisation du document 
Le présent manuscrit est organisé en trois parties. Chaque partie est 
composée de trois chapitres (figure 1.1). 
Première partie : Systèmes multi-agents, raisonnement tem-
porel et supervision de systèmes dynamiques 
Dans cette partie, nous analysons les liens existant entre trois domaines : 
les systèmes multi-agents, le raisonnement temporel et la supervision de 
systèmes dynamiques. 
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Figure 1.1 Organisation du document. 
Chapitre 2: Systèmes multi-agents 
Ce chapitre présente d'une manière générale les systèmes multi-agents à 
travers l'analyse d'un certain nombre d'aspects importants dans la. cadre de 
notre travail tels que la coopération, les relations sociales et la communica-
tion. 
Cette analyse conduit à. la définition de deux niveaux au sein de l'agent: 
le niveau individuel et le niveau social. 
Chapitre 3 : Raisonnement temporel dans les SMA 
Ce chapitre présente le lien entre les systèmes multi-agents et le raisonne-
ment temporel. D'abord, nous présentons des formalismes pour la représen-
tation du temps dans un contexte général. Ensuite, nous présentons la prise 
en compte du temps dans un système multi-agent. Cette prise en compte 
est analysée à. la fois au niveau individuel et au niveau social. 
Chapitre 4: Supervision des systèmes dynamiques 
Dans ce chapitre, nous présentons le domaine de la supervision de sys-
tèmes dynamiques. Nous montrons à travers l'analyse d'un certain nombre 
d'approches, l'importance de la représentation explicite du facteur temporel 
au sein des modèles utilisés dans ces approches. 
Son étude dans la supervision fait d'elle un domaine d'application bien 
adapté pour la prise en compte du temps dans un système multi-agent. 
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Deuxième partie: Société d'agents temporels 
Dans cette partie, nous présentons le modèle élaboré STAx (Society of 
Temporal Agents) permettant la prise en corn pte du temps dans un système 
multi-agent. 
Chapitre 5 : Modèle d'organisation temporelle 
Nous proposons un modèle de société basé sur des relations de dépen-
dance temporelles. Ces relations seront utilisées dans le raisonnement social 
des agents. 
Chapitre 6: Modèle d'interaction temporelle 
L "utilisation des relations de dépendance dans le raisonnement, pousse 
les agents à communiquer. Le modèle de communication proposé permet 
!"expression de contraintes temporelles au niveau du langage et de sa sé-
mantique. Afin de contrôler les communications entre agents, nous avons 
défini un ensemble de protocoles d'interaction. 
Chapitre 7: Modèle d'agent temporel 
Dans ce chapitre, nous proposons un modèle d'agent adapté au modèle 
de société proposé dans le chapitre 5. Dans ce modèle, le facteur dynamique 
est pris en compte dans chaque fonction du niveau individuel et du niveau 
social de l'agent. 
Troisième partie: Système STARS 
Dans cette partie, nous présentons le système STARS, instanciation du 
modèle précédent à une société d'agents chargée de la supervision d'un sys-
tème dynamique par reconnaissance de scénarios. 
Chapitre 8 : Reconnaissance de scénarios temporels 
Nous décrivons tout d'abord le modèle des scénarios et leurs modes de 
reconnaissance. Nous proposons ensuite, une extension du modèle pour pou-
voir l'utiliser dans un contexte multi-agent. Nous montrons également com-
ment l'application du modèle contribue à la résolution d'un certain nombre 
de problèmes liés à la supervision. 
Chapitre 9: Application à la supervision 
Dans ce chapitre, nous présentons une instantiation du modèle de société 
décrit dans le chapitre 5, à un système de supervision par reconnaissance de 
scénarios. L'accent sera mis sur le raisonnement social des agents à travers 
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un exemple de supervision d'une flotte de bus dans le cadre du transport en 
commun. 
Chapitre 10: Implémentation du modèle 
Ce chapitre présente une implémentation du modèle d'agent proposé 
dans le chapitre 7. 
Première partie 
Systèmes multi-agents, 
raisonnement temporel et 
supervision de systèmes 
dynamiques 
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Introduction 
L'objectif de cette partie est d'analyse les liens entre trois domaines: les 
systèmes multi-agents, le temps et la supervision de systèmes dynamiques. 
Chacun sera traité dans un chapitre: 
• le premier chapitre, permet de donner une vision globale des systèmes 
multi-agents, en mettant l'accent sur des aspects importants telles que 
la coopération, les relations sociales et la communication; 
• le deuxième chapitre, fait le lien entre les systèmes multi-agents et le 
raisonnement temporel. Ainsi, sont présentés des travaux sur la re-
présentation du temps d'une manière générale et plus spécifiquement 
dans les systèmes multi-agents; 
• enfin, le dernier chapitre présente le domaine de la supervision à. travers 
l'analyse d'un certain nombre d'approches. Cette analyse doit nous 
permettre de constater que dans un tel domaine d'application. la prise 
en compte du temps est indispensable. 
Ces mises en relation de la supervision avec le temps, d'un coté et des 
systèmes multi-agents avec le temps d'un autre coté, font de la supervision 
un domaine d'application bien adapté si l'on souhaite traiter les aspects 
temporels dans un système multi-agent. 
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Chapitre 2 
Systèmes multi-agents 
2.1 Introduction 
La complexité croissante des systèmes industriels et la délocalisation des 
traitements font de plus en plus appel à l'utilisation de nouvelles techniques 
où les traitements peuvent être décentralisés et pris en charge par des en-
tités appelées agents. Outres leurs capacités individuelles à résoudre des 
problèmes, à exécuter des tâches, ces agents sont dotés de capacités de com-
munication et de raisonnement social, c'est à dire qu'ils sont capables de 
raisonner les uns sur les autres. Ces capacités leur permettent donc de ré-
soudre des problèmes collectifs et de parvenir à l'accomplissement de tâches 
communes. L'ensemble de ces agents, plus ces différentes capacités consti-
tuent un système mufti-agent (SMA). 
Bien qu'une définition précise des termes agent et SMA [BG88, PLE92, 
SDB92, Fer9.5, OJ96, HS98], ne soit notre objectif principal, nous tacherons 
à travers ce chapitre de donner notre vision des SMA, en analysant un cer-
tain nombre d'aspects importants: nous commençons tout d'abord, par la 
description de la coopération dans un SMA. Nous décrivons ensuite, diffé-
rentes méthodes indispensables pour la mise en place de la coopération telles 
que la coordination, l'engagement commun et la résolution de conflits. 
Par la suite, notre analyse est focalisée sur les relations de dépendance et 
de pouvoir, ainsi que sur la communication. Nous avons choisi de dévelop-
per ces deux aspects car ils font partie des apports principaux de ce travail 
(deuxième partie). En effet, la coopération entre plusieurs agents nécessite 
la mise en correspondance de leurs activités. Celle-ci permet aux agents de 
déterminer leur relations de dépendance et de pouvoir. Ces relations consti-
tuent par la suite, une motivation pour la communication qui intervient dans 
la coordination de tâches et la résolution de conflits. 
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2.2 Coopération 
Afin de résoudre un problème complexe par un ensemble d'agents auto-
nomes et parfois hétérogènes [RJM91], ces derniers doivent agir de de façon 
à ce que la contribution de chacun fasse converger l'ensemble vers la solution 
ou une solution possible. 
La coopération désigne l'ensemble des activités grâce auxquelles, un en-
semble d'agents participe à la résolution d'un problème commun. 
La coopération peut se présenter sous différentes formes [Fer94]. Elle 
peut être accidentelle, unilatéralement ou mutuellement intentionnelle : en 
effet, les différentes interactions entre les agents d'un groupe, peuvent être 
interprétées comme une forme de coopération quand elle sont perçues par un 
observateur extérieur. Ceci est indépendant de l'intention des membres du 
groupe à coopérer. Dans ce cas, la coopération est perçue au niveau externe. 
Par exemple, les formes de coopération observées dans la simulation des 
sociétés de fourmis [DCL9.5], sont des attitudes non intentionnelles. Quand 
la coopération est une attitude intentionnelle des agents, elle est perçue au 
niveau interne également. 
Dans un contexte de coopération, l'ensemble d'agents a un but commun 
à atteindre. Deux agents ayant un but commun ne coopèrent pas forcément: 
si l'un des deux agents a adopté le but de l'autre [CMC91], dans ce cas, les 
deux buts sont identiques, sinon ces buts sont parallèles et les deux agents 
sont plutôt dans un contexte de concurrence [ZR91][KEL91] car ils peuvent 
poursuivre leurs buts séparément. Cette différenciation nous montre que 
les agents doivent coordonner leurs activités visant à atteindre leurs buts 
identiques, car ces derniers ne peuvent pas être poursuivis séparément. 
2.2.1 Coordination 
La coordination est un processus permettant aux agents de raisonner sur 
leur activité locale et sur les activités des autres de manière anticipée parfois, 
afin de s'assurer que tous les membres de la société agissent d'une manière 
"cohérente". Ce processus correspond à un certain nombre de tâches dont 
l'exécution n'est pas directement productive mais sert à ce que l'ensemble 
de toutes les actions puissent s'exécuter dans les meilleures conditions. 
Situations d'interaction 
La coordination consiste à déterminer et à gérer les dépendances entre 
différentes activités [LCd96]. En effet, lors de la résolution d'un problème 
global, chaque agent est chargé de l'exécution d'un certain nombre de tâches 
qui le concernent. L'exécution avec succès de ces tâches constitue une contri-
bution individuelle à une solution du problème. Dans certains contextes, 
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cette contribution individuelle peut jouer un rôle négatif dans la résolution 
du problème. Ceci est dû au fait qu'un agent a en général une vue partielle 
de l'activité des autres. 
Les agents doivent donc interagir, afin de coordonner leurs tâches. Mais 
la question est de savoir si les agents interagissent d'une façon optimale ? 
Pour cela, il faut définir les situations permettant de caractériser l'interac-
tion. D'après [LCd95], il en existe trois: les situations routinières, les situa-
tions familières et enfin les situations non-familières. Dans ce dernier cas, les 
agents doivent prendre des décisions d'une manière dynamique. Les interac-
tions deviennent de ce fait, dynamiques, incertaines et on parle de coordi-
nation dynamique, tandis que dans des situations routinières ou familières, 
les interactions peuvent être fixées une fois pour toute et la coordination est 
alors statique. 
Techniques de coordination 
Il existe différentes formes de la coordination : 
• elle peut correspondre à une couche de contrôle local au sein de 1 'agent 
[DLC8ï], intégrant à la fois des connaissances sur le domaine d'appli-
cation ou le problème à. résoudre et des connaissances sur le réseau 
de coordination nécessaire pour une coopération cohérente : éviter la 
duplication des tâches, répartir équitablement les tâches et éviter de 
transmettre des informations ayant pour effet de diminuer la perfor-
mance global du système. La réalisation de ce type de coordination 
passe par la mise en place d'une struct·ure organisationnelle spécifiant 
les responsabilités à long terme ainsi que les formes d'interaction des 
différentes entités. Cette information guide les décisions locales por-
tant sur le contrôle: un agent doit connaître les conséquences de ses 
décisions, mesurer leur impact sur lui même ainsi que sur les autres. 
Il doit également savoir les répercussions des décisions prises par les 
autres sur lui même; 
• dans [Jen92b] l'auteur tente de définir un modèle de collaboration dans 
la résolution de problèmes comme une contribution vers le dévelop-
pement d'un niveau "connaissances coopératives". Ce niveau a pour 
objectif d'offrir des modèles explicites des phénomènes sociaux (coopé-
ration, conflits, compétitions ... ) , il diffère du modèle individuel par le 
fait qu'il décrit des actions de groupes d'agents et non pas des individus 
uniquement. A ce niveau, il est important de rendre compte qu'avant 
d'entamer des actions communes, les agents doivent être conscients 
qu'ils ont un objectif commun et qu'ils doivent l'atteindre en colla-
borant. Ainsi, est définie une responsabilité commune spécifiant une 
sorte de code de conduite pour les agents pendant la résolution du pro-
blème. Cette séparation entre les connaissances relatives au domaine 
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d'application et les connaissances coopératives, permet la réutilisation 
de ces dernières pour différents domaines d'application. 
2.2.2 Engagement commun 
Quelle que soit la forme de la coordination, il ne suffit pas de définir 
des règles permettant aux agents de coopérer. Chaque agent faisant partie 
de ce processus de coopération doit en plus s'engager à respecter ces règles. 
On parle ainsi d'engagement commun ou d'intention commune à coopérer 
~ea90, CL91, Jen92a, Jen93b, Jen9~. 
Un engagement est défini comme étant un lien entre trois entités: un état 
du monde et deux agents. Le premier agent s'engage auprès du deuxième à 
réaliser cet état du monde. Cet état du monde peut correspondre à l'exé-
cution d'une action ou à la. satisfaction d'un but ou l'exécution d'un pl'a.n 
Formes d'engagement 
Les deux agents impliqués dans un engagement, ne sont pas forcément 
différents. En effet, dans [Ca.s9.5] une distinction est faite entre trois types 
d'engagement: 
• un engagement individuel correspond à la. notion d'engagement définie 
par Cohen et Levesque [CL90a.], elle relie un agent à une action. Quand 
un agent doit exécuter une action, il s'engage vis à vis de lui même à 
l'exécuter. Le but correspondant à cette action est persistent; 
• un engagement social est l'engagement d'un agent envers un autre au 
sein d'un groupe; 
• un engagement collectif est l'engagement interne d'un ensemble d'agent 
envers un certain but. Ainsi, le groupe d'agents peut être vu comme 
un agent ayant ses propres buts à atteindre. 
Révision d'un engagement 
Un engagement (individuel, social ou collectif) ne suffit pas pour coor-
donner l'ensemble des tâches devant être exécutées par un groupe d'agents 
pour satisfaire un but global. En effet, un agent doit être capable de réviser 
ses engagements internes pour différentes raisons: un changement externe 
dans l'environnement 1 ou l'arrivée de nouvelles informations remettant en 
cause un certain nombre de décisions prises auparavant. La. révision des en-
gagements peut dépendre d'un ensemble de conventions [Jen93a., Jen96]. 
1 L'environnement d'un agent est formé de l'ensemble des ressources accessibles par cet 
agent. L'ensemble des autres agents fait partie également de cet environnement. 
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Elles décrivent les circonstances suivant lesquelles les agents sont amenés à 
réviser leurs engagements. Elles indiquent également les actions appropriées 
afin de retenir, rectifier ou abandonner un engagement. Un agent peut avoir 
plusieurs conventions à sa disposition mais à un engagement est appliquée 
une et une seule convention. Malgré le rôle important que jouent ces conven-
tions, elles restent asociales dans la mesure où elles permettent de gérer les 
engagements d'un agent mais ne spécifient pas comment cet agent doit se 
comporter vis à vis d'un changement ou d'une altération des engagements 
des autres. Pour gérer les engagements sociaux les agents doivent avoir à 
leur disposition un ensemble de conventions sociales où la. révision des en-
gagements d'un agent doit tenir compte de celle des autres. 
La. révision des engagements est importante non seulement parce qu'elle 
constitue un moyen permettant aux agents de répondre à des changements 
imprévus dans l'environnement, mais également parce qu'elle est nécessaire 
à la résolution de conflits qui peuvent être le résultat de tels changements. 
2.2.3 Conflits et Négociation 
La. participation d'un groupe d'agent à la résolution d'un problème com-
mun implique l'existence de relations liant les différents membres du groupe 
[Die91]. Ces relations se manifestent par la mise en commun d'un certain 
nombre d'éléments nécessaires à la coopération. Par exemple, un ensemble 
de robots chargés du transport de boîtes dans un entrepôt doit avoir des 
ressources communes telles que les boîtes transportées ainsi que les couloirs 
que doivent emprunter ces différents robots. Le partage de tâches et de res-
sources impliquent que les connaissances des agents admettent une partie 
commune. La coordination des différentes tâches passant par la définition de 
responsabilités communes et d'intentions communes de coopérer ne fait que 
poser une contrainte supplémentaire aux agents dans leur autonomie2 • Ces 
contraintes sont généralement acceptées par l'agent suite à son engagement à 
coopérer. Ayant une vue partielle de son environnement et des activités des 
autres membres du groupe, son mécanisme de raisonnement peut l'entraîner 
dans un conflit avec un ou plusieurs membres du groupe. 
Par exemple, les robots transporteurs peuvent vouloir accéder à une 
ressource commune alors qu'une contrainte précise que cette ressource ne 
peut être accédée par deux entités distinctes en même temps (exclusion 
mutuelle), ce type de conflit est appelé conflit de ressource. Dans ce cas, il 
existe une "relation négative" [MT93] reliant les plans des agents ayant un 
conflit de ressource. Un autre conflit est celui des buts (conflits de buts): 
quand deux agents admettent deux buts incompatibles, c'est à dire que la. 
satisfaction du premier implique que le deuxième ne pourra pas être satisfait 
par la suite. 
2 La notion d'autonomie est liée à la notion de dépendance et sera définie en détail dans 
la section 2.3.4 
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Dans l'un ou dans l'autre cas, les agents faisant l'objet d'un conflit 
doivent trouver une solution ou un compromis [GH89]. La négociation est 
une méthode souvent utilisée. Elle donne aux agents un moyen de résoudre 
leurs buts conflictuels, de corriger les incohérences dans leurs connaissances 
sur les autres et enfin un moyen de coordonner leurs actions suivant une 
stratégie commune: 
• dans [MT93] le mécanisme proposé vise à gérer les recouvrements dans 
les plans des agents afin d'une part de ne pas exécuter plusieurs fois la 
même tâche par deux agents et d'autre part, de répartir équitablement 
les tâches quand il s'agit de déléguer une tâche faisant partie de deux 
plans qui se recouvrent. 
• 1 'argumentation est souvent utilisée comme une méthode de négocia-
tion [P.J96], elle consiste à proposer une solution par un des parte-
naires. L'autre partenaire évalue la proposition en pesant le pour et 
le contre de cette dernière. Si cette proposition ne peut être acceptée, 
il construit un argument contre cette proposition et propose une nou-
velle alternative. Le processus continue jusqu 'à ce qu'une proposition 
ou une contre-proposition soit acceptable par les deux partenaires ou 
que la. négociation échoue sans qu'il y ait une entente possible. 
2.2.4 L'individuel et le social dans la coopération 
Dans les sections précédentes, nous avons souligné à plusieurs reprises les 
termes individuel, social. Ces termes permettent de distinguer deux niveaux 
au sein d'un agent: 
• individuel. Il concerne les aspects de l'agent qui ne font pas interve-
nir les autres agents. Par exemple, un but local se place au niveau 
individuel ; 
• social. Il regroupe les activités et les connaissances qui font intervenir 
les autres agents, ainsi que le raisonnement qui utilise ces connais-
sances. Un engagement envers un autre agent, se place au niveau so-
cial; 
D'un point de vue externe, on retrouve ces deux niveaux, on peut y 
ajouter un niveau collectif. Il regroupe les connaissances qui concernent tous 
les agents et aucun en particulier. Les termes collectif et social sont souvent 
confondus en SMA. En effet, un agent admet des connaissances sociales qui 
lui permettent d'interagir avec les autres. 
Lors d'un processus de coopération, un agent doit pouvoir passer d'un 
niveau à un autre si besoin est: un but local est situé au niveau individuel, 
si l'agent est incapable d'atteindre ce but, il doit interagir avec les autres 
pour leur demander de l'aide et il passe ainsi au niveau social. 
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2.3 Relations de dépendance et de pouvoir 
Les dépendances entre agents constituent une motivation pour la coopé-
ration au sein du groupe et plus généralement, un guide pour les interactions 
mises en place. Dans cette section, nous présentons un modèle des interac-
tions sociales [Sic95] en montrant le rapport qu'elles ont avec les relations 
de dépendances entre les agents interagissants. 
2.3.1 Modèle d'interaction sociale 
La définition d'un modèle d'interaction social détermine la manière selon 
laquelle des connaissances relatives à l'organisation vont être utilisée par les 
agents [Sic95]. Par rapport à l'organisation, les modèles d'interaction sont 
en général considérés selon deux points de vue: 
• les modèles descendants. Dans ces modèles, pour atteindre un but glo-
bal les interactions sont conditionnées par l'organisation qui est conçue 
à 1 'origine de façon statique. Les modèles fondés sur les structures or-
ganisationelles sont des modèles descendants. Cette organisation peut 
être représentée explicitement [HSBS98] ou seulement par une struc-
ture au niveau de l'implémentation. De plus, les organisations rigides 
ne permettent pas une évolution des interactions; 
• les modèles ascendants. Dans ces modèles, les interactions ne sont pas 
conditionnées et les agents n'ont pas de buts globaux à atteindre mais 
tout simplement chaque agent tente d'atteindre ses propres buts. Les 
modèles ascendants peuvent être décomposés en deux parties: 
les modèles fondés sur l'utilité considèrent qu'un agent est ration-
nel. Il cherchera toujours à maximiser son utilité espérée dans la. 
société à laquelle il appartient. Les agents de la. société doivent 
alors se coordonner pour assurer un comportement global cohé-
rent; 
les modèles fondés sur la complémentarité supposent que les agents 
possèdent des capacités complémentaires et qu'un agent ne pou-
vant pas atteindre son but peut toujours demander de l'aide à 
d'autres agents. Dans le chapitre 5, nous définissons un modèle 
d'interaction fondé sur la. complémentarité. Ainsi, pour réussir 
l'exécution d'une tâche donnée un agent peut avoir besoin d'être 
aidé. Son unique moyen de savoir que cette possibilité d'aide 
existe, est l'utilisation de ses relations de dépendance avec les 
autres agents. 
18 CHAPITRE 2. SYSTÈMES MULTI-AGENTS 
2.3.2 Relations de dépendance 
Une relation de dépendance r existe entre un agent a et un agent b, si 
pour atteindre son but, l'agent a doit avoir recours aux services offerts par 
l'agent b, sans lesquels ce but ne sera jamais atteint. La relation r contient 
les informations permettant à l'agent a de savoir qu'il dépend de l'agent b 
et comment cet agent est susceptible de l'aider. 
Les relations de dépendance sont importantes pour la coopération: un 
agent dépendant d'un autre agent pourra lui demander de l'aide en cas 
de besoin. L'autre agent est en mesure d'aider cet agent sans même une 
demande explicite, à condition d'être au courant de la relation de dépendance 
existant entre eux. L'évolution des interactions entre agents rend les relations 
de dépendance dynamiques. Un agent doit être en mesure de déterminer 
continuellement ses dépendances avec les agents faisant partie de son réseau 
de connaissances. 
D'une manière générale, les dépendances entre agents ne constituent 
qu'une sous-classe des dépendances qui peuvent motiver les interactions 
entre agents. Ces dépendances sont définies entre trois entités à savoir 1' agent, 
la tâche et les ressources (Agent-Agent, Agent-Tâche, Agent-Ressource, 
Tâche-Agent, Tâche-Tâche, Tâche-Ressource, Ressource-Agent, Ressource-
Tâche et Ressource-Ressource). Ces dépendances constituent la base de la 
coordination [LCd96]. 
Certaines de ces dépendances peuvent être déduites à partir des autres 
(figure 2.1). Dans les sections suivantes, nous nous intéressons plus parti-
culièrement aux deux relations Tâche-Tâche et Agent-Agent car elles vont 
donner lieu au modèle décrit dans le chapitre 5. 
Tâche - Ressource Ressource - Ressource Ressource - Tâche 
~~ 
Agent - Tâche Tâche - Tâche Tâche - Agent 
~!~ 
--------~~y~~---~ 
Agent - Ressource Ressource - Ressource Ressource - Agent 
Figure 2.1 La formation de relations de dépendance à partir d'autres 
relations. 
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2.3.3 Dépendances entre tâches 
La relation Tâche- Tâche est une combinaison des relations d'une tâche 
avec ses sous-tâches ainsi que les relations avec les autres tâches. Elle peut 
être qualifiée de deux manières: 
• négative: la réalisation d'une tâche empêche la réalisation de l'autre. 
Par exemple, la réparation d'une installation électrique dans un ate-
lier peut entraîner une coupure générale d'électricité, ce qui empêche 
les autres machines d'effectuer leurs tâches. Ici, c'est typiquement la 
relation Tâche-Ressource entre les tâches et la ressource commune qui 
est utilisée; 
• positive: possibilité d'aide entre les deux tâches. La prise en compte 
d'un tel type de dépendance permet d'augmenter considérablement les 
performances du système. Par exemple, si un robot Rob est chargé du 
transport d'un objet dans un chariot d'un point A à un point B. Arri-
vant au point B, ce même chariot pourra servir pour le transport d'un 
autre objet par le robot Robby du point Bau point C. Ainsi, nous pou-
vons déduire un relation de dépendance entre les deux tâches dédiées 
aux deux robots. Dans cet exemple, le gain produit est une économie 
de temps et d'énergie. La relation de dépendance entre les deux tâ.ches 
des deux agents sont formées à partir des relations Ressource- Tâche 
et Tâche-Ressource. En effet, la tâche exécutée par Rob a rendu le 
chariot (ressource) disponible, sachant que la tâche que doit exécuter 
Robby dépend de ce chariot. 
2.3.4 Dépendances entre agents 
Pour entreprendre des interactions, les agents ont d'abord besoin de 
déterminer les relations de dépendance existant entre eux. Dans [Sic95, 
C:tv1C92], une formalisation de deux types de relations de dépendance est 
proposée. La première est une relation de dépendance de ressources (R-
DEP), et est définie de manière similaire à la relation Agent-Ressource citée 
ci-dessus. La deuxième est une relation de dépendance sociale (S-DEP) dé-
finie par le fait qu'un agent a besoin d'atteindre un but qui dépend d'une 
action qui ne peut être exécutée que par un autre agent. Ce type de dé-
pendance correspond à la relation Agent-Agent et peut impliquer deux ou 
plusieurs agents. 
Caractéristiques d'une dépendance sociale 
Une dépendance sociale peut être composée de manière conjonctive (et-
dépendance) comme dans la situation où plusieurs actions nécessaires à at-
teindre un but peuvent être entreprises par des agents différents (dépendance 
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multi-partite) ou dans la situation où un agent dépend d'un autre pour at-
teindre plusieurs de ses buts. Les relations de dépendance peuvent être dé-
composées de manière disjonctive (ou-dépendance) comme dans la situation 
où une action nécessaire pour atteindre un but peut être entreprise par un 
nombre d'agents différents (alternative de partenaires). Une autre situation 
est celle où plusieurs actions nécessaires pour atteindre un but peuvent être 
entreprises par un nombre d'agents différents (alternative d'actions). 
Les dépendances peuvent être unilatérales, c'est le cas d'un agent dépen-
dant d'un autre agent par rapport à un but, ou bilatérales et dans ce cas, la 
dépendance peut être soit mutuelle, soit réciproque: 
• dans le premier cas, ayant le même but, deux agents sont capables 
d'entreprendre chacun une partie différente d'action permettant d'at-
teindre le but. Les deux agents ont un rôle complémentaire vis-à-vis 
du but; 
• dans le deuxième cas, un agent dépend d'un autre agent pour atteindre 
un certain but et ce dernier dépend du premier pour atteindre un autre 
but. 
A partir des dépendances mutuelles et réciproques sont définies: 
• la Dépendance Mutuelle Localement Reconnue: un agent déduit une 
dépendance mutuelle envers un autre en utilisant ses propres plans 
mais pas les plans de l'autre; 
• la Dépendance Mutuelle Afutuellement Reconnue: un agent déduit une 
dépendance mutuelle envers un autre en utilisant indifféremment ses 
propres plans ou ceux de l'autre; 
• la Dépendance Réciproque Localement Reconnue: un agent déduit une 
dépendance réciproque envers un autre en utilisant ses propres plans 
mais pas les plans de l'autre; 
• la Dépendance Réciproque Mutuellement Reconnue: un agent déduit 
une dépendance réciproque envers un autre en utilisant indifféremment 
ses propres plans ou ceux de l'autre. 
Deux autres types de dépendance faisant intervenir trois partenaires sont 
les dépendances externes et les dépendances transitives. La première traduit 
le fait, qu'un agent devient dépendant d'un autre agent car il a adopté le 
but d'un tiers. La deuxième correspond à la situation où un agent a devient 
dépendant d'un autre agent b car ce dernier a adopté le but d'un tiers (agent 
c). Il est clair qu'avant l'adoption du but, une dépendance existait entre 
l'agent a et l'agent c. 
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Dépendance sociale et autonomie 
Une dépendance sociale donne aux agents la possibilité de déterminer 
leur degré d'autonomie, et par conséquent la possibilité de savoir quelles 
sont les tâches qui doivent faire partie du processus de coordination. Un 
agent peut être autonome par conception, c'est à dire qu'il possède une 
existence propre, indépendamment de l'existence des autres agents. Il peut 
être autonome par rapport à l'environnement, par rapport à ses propres buts 
ou par rapport à ses motivations (il est capable de décider s'il va coopérer 
avec les autres ou non) [Cas90]. 
La notion d'autonomie est liée à la notion d'interférence sociale. Elle 
existe entre deux agents a et b si un but atteint par a admet un effet sur 
un ou plusieurs buts de b. Cet effet peut être positif: le fait que a atteigne 
ses buts aide b à atteindre ses buts à son tour. Il peut être négatif lorsqu 'il 
y a concurrence sur une même ressource ou quand l'atteinte d'un but par a 
cause un conflit entre un but de a et un but de b (il n'existe aucun état du 
monde où ces deux buts peuvent être atteints en même temps). L'existence 
d'une interférence sociale au sein d'un groupe d'agents permet différents 
types de 8ituation 8ociale : 
• r exploitation est une situation dans laquelle un agent ayant le même 
but qu'un autre agent n'a plus qu'à attendre que cet agent l'atteigne; 
• J'influence est une situation dans laquelle un agent ne pouvant pas 
atteindre son but et croyant qu'un autre agent peut l'atteindre, va. 
influencer cet agent pour faire en sorte que ce but soit atteint. Le degré 
d'influence dépend du pouvoir d'un agent d'offrir certains services en 
échange; 
• 1' agression d'un agent a par un autre agent b est le résultat d'une 
interférence négative traduite par un conflit entre les buts de deux 
agents. Ainsi, l'agent b peut empêcher a d'atteindre son but; 
• 1' adoption est plutôt utilisée dans un contexte de coopération. Un 
agent a ayant un but g à atteindre, un agent b adopte le but de a, 
s'il admet comme but "que a atteigne g". 
Ces différents types d'action permettent de différencier deux classes d'interaction 
sociale. La. première est une interaction qualifiée de positive où les agents 
s'entraident afin d'atteindre leurs buts mutuels. Ce type d'interaction prend 
place dans un contexte de coopération et d'échange social. La deuxième est 
une interaction qualifiée de négative où les agents s'empêchent mutuellement 
d'atteindre leurs buts en conflit ou en concurrence. Ce type d'interaction 
peut correspondre aussi à une situation de compétition où les deux agents 
ont les mêmes buts et sont capables d'entreprendre les mêmes actions dans 
le monde. 
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2.3.5 Exemples d'utilisation des relations de dépendance 
Les relations de dépendance constituent un moyen permettant à un agent 
d'avoir un raisonnement social. Ce dernier couvre la classe de tous les raison-
nements utilisant des informations sur les autres pour tirer certaines conclu-
sions [SCCD94]. En effet, en utilisant ses relations de dépendance avec les 
autres, un agent est capable de mesurer son degré d'autonomie par rapport 
à un ensemble de buts et par rapport aux autres agents. Lorsqu'une dépen-
dance est détectée par l'ensemble des agents concernés, ces derniers peuvent 
suivre des stratégies et exécuter des plans en fonction de ces dépendances. 
Un raisonnement social nécessite une représentation des autres au sein 
de l'agent. On parle ainsi de description externe dans [DM91]. La description 
interne correspond à la description de l'agent qu'il a de lui même. Iln 'existe 
pas de modèles standards d'une description externe, elle peut être composée 
des buts d'un agent (atteints ou non), des actions qu'il peut entreprendre, 
des ressources qu'il contrôle et enfin des plans qu'il est capable d'exécuter en 
utilisant des actions et des ressources afin d'atteindre un certain but. Cette 
description peut également contenir les relations de dépendance d'un agent 
avec les autres. 
Formation de coalitions 
La stratégie devant être suivie par un agent pour atteindre un but donné 
(individuel ou commun), consiste généralement à exécuter un ou plusieurs 
plans d'actions. Les relations de dépendance ne suffisent pas pour le choix 
d'une stratégie. Un agent doit également prendre en corn pte la possibilité 
d'exécuter un plan et la possibilité de réaliser un but. Pour ce faire, dans 
[Sic96], l'auteur définit les notions de plan exécutable et de but réalisable. 
Il suppose d'abord que les agents n'ont pas de planification dynamique, 
mais ils utilisent plutôt des plans préétablis. Quand ils choisissent un but 
à suivre, il évaluent d'abord son importance à l'aide d'une fonction dédiée. 
Le choix d'un but nécessite le choix d'un plan à exécuter et si un agent 
n'est pas capable d'exécuter un plan tout seul, il peut proposer à. d'autres 
agents (susceptibles de l'aider) de former une coalition et exécuter le plan en 
question. Le choix des partenaires est basé sur les relations de dépendance 
existant entre cet agent et les autres. 
Résolution des incohérences 
Pour exploiter bénéfiquement le raisonnement social, un agent doit avoir 
une base de croyances cohérente avec la réalité et l'ensemble des croyances 
des autres. En pratique, la description externe que possède un agent j concer-
nant un agent i doit contenir des informations correctes et cohérentes avec 
les informations contenu dans la description interne de i. Or, le mécanisme 
de mise à jour de ces deux descriptions n'est le même pour les deux agents. 
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En effet, afin de mettre à jour la description externe de l'agent i, l'agent j 
se sert de son raisonnement social. Ce raisonnement utilise les informations 
perçus de l'environnement, ainsi que celles reçues des autres à travers les 
interactions mises en place. L'agent i quant à lui, utilise son raisonnement 
interne pour mettre à jour sa description interne. Pour cette raison, un agent 
a besoin d'une mesure de crédibilité sur les informations reçues afin de pré-
server la cohérence dans la description des autres. 
Pour contribuer à la résolution de ce problème, dans [SD96], les auteurs 
ont identifié trois sources d'information : le raisonnement, la perception et la 
communication. Ensuite, ils ont défini une relation d'ordre sur ces sources en 
fonction de leur crédibilité. La règle est la suivante: Un agent i donnera une 
crédibilité maximale à une information provenant d'un agent j et décrivant 
l'agent j lui même. Quand cette information n'est pas fournie par l'agent j. 
il cherchera à croire toute information inférée par son mécanisme de raison-
nement interne. S'illui est impossible d'inférer des informations, il cherchera 
à croire en toute information délivrée par son mécanisme de perception. En 
dernier recours, il ne lui reste qu'à croire en toute information concernant 
l'agent j communiquée par d'autres agents que l'agent j lui même. 
Une incohérence au niveau des descriptions externes entraîne des incohé-
rence au niveau des relations de dépendance déduites par les agents [SD9.5]: 
les relations de dépendance d'un agent avec les autres, sont déduites à par-
tir d'autres relations telles que les relations Tâche- Tâche, Tâche-Agent et 
Agent- Tâche (cf. section 2.3.2). Ces dernières font généralement partie de la 
description interne de cet agent. Ainsi, la description externe correspondante 
chez un autre agent, doit contenir les mêmes relations. Par exemple, consi-
dérons la situation où deux agents i et j ont le même but g et pour atteindre 
ce but, ils ont besoin d'exécuter le plan p composé de deux actions al et a2. 
Supposons que l'agent i (respectivement j) est capable d'exécuter seulement 
l'action al (respectivement a2) et supposons également que la description 
externe que possède l'agent i concernant l'agent j est correcte alors que celle 
que possède l'agent j concernant l'agent i est incorrecte, à savoir qu'elle ne 
contient pas d'informations précisant que i est capable d'exécuter l'action 
al. Dans cet exemple, l'agent i va déduire une dépendance mutuelle mu-
tuellement reconnue entre lui même et l'agent j. De son coté, l'agent j va 
déduire une indépendance. 
2.3.6 Dépendances et pouvoir social 
Les dépendances entre agents sont des relations objectives, c'est à dire 
qu'elles existent même si les agents n'en tiennent pas compte. Ces relations 
quand elles sont prises en compte, peuvent être mise en correspondance 
avec la notion de pouvoir. Cette notion est souvent négligée quand il s'agit 
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d'étudier des situations sociales telles que l'autonomie et l'adoption de but. 
Dans [Cas90], l'auteur met l'accent sur ce facteur et décrit deux types de 
pouvoir: 
• un agent a le pouvoir d'un but, s'il est capable d'atteindre ce but. Cette 
notion est importante dans le cadre d'un raisonnement social, en effet, 
il est important qu'un agent i sache qu'un agent jale pouvoir d'un but 
g, surtout si ce but intervient dans un des plans de i (g peut appartenir 
à un des plans de i ou la réalisation de g peut provoquer la réalisation 
d'un autre but g' appartenant à un plan de i). Ce type de pouvoir 
correspond à la relation Tâche-Agent décrite dans la section 2.3.2, à 
condition de mettre en relation une tâche et un but ; 
• à partir de la notion de pouvoir définie ci-dessus, l'auteur définit la 
notion de pouvoir social (pouvoir entre agents) : 
- un agent i a le pouvoir sur un agent j par rapport à un but, si 
l'agent i peut aider j à atteindre le but g ou au contraire, s'il peut 
l'empêcher de l'atteindre. La relation Agent-Agent correspond à 
ce type de pouvoir dans un contexte coopératif; 
la notion de possession est liée à la notion de ressource, elle est 
également liée aux relations Agent-Ressource et Ressource-Agent. 
Un agent possédant X (il a le pouvoir d'accéder à X, peut utiliser 
et empêcher un autre agent d'utiliser X. Donc, il a du pouvoir 
sur cet agent; 
le pouvoir d'influence par rapport à un but se traduit par le fait 
qu'un agent a le pouvoir de réduire ou d'augmenter la probabilité 
qu'un autre agent suive le but en question. Ce type de pouvoir 
social est intéressant dans le cas où un agent ·i est dépendant 
d'un agent j par rapport au but gl et j a le pouvoir de gl et 
sachant que j est dépendant d'un but g2 dont i a le pouvoir, i 
peut influencer j à réaliser gl en lui promettant de réaliser g2 
comme récompense. Si la réalisation du but g2 peut empêcher la 
réalisation d'un des buts de j, alors i peut menacer j de réaliser 
ce but, à moins qu'en échange j ne promette de réaliser gl. Ce 
type de pouvoir social est également applicable dans une situation 
où i projette de mettre en place une coopération avec j. En cas 
d'acceptation j aura une attitude coopérative envers i (influencé 
par la proposition de i). 
2.3. 7 L'individuel et le social dans les dépendances 
Les relations de dépendance entre agents (Agent-Agent) sont des rela-
tions sociales qui guident les interactions dans un processus de coopération. 
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Les relations Tâche-Ressource, Ressource- Tâche, Tâche- Tâche et Ressource-
Ressource sont des relations placées au niveau application, car elles ne font 
intervenir aucun agent. Les éléments appartenant à ce niveau concernent 
uniquement le domaine d'application et le problème à résoudre. Les rela-
tions Agent-Tâche, Tâche-Agent, Agent-Ressource et Ressource-Agent sont 
plutôt des relations individuelles car elles ne font pas intervenir les autres 
agents. Or, la. relation Agent-Agent est souvent construite à partir de ces 
relations individuelles (cf. section 2.3.2). 
Ce passage des relations individuelles aux relations sociales est très im-
portant: les relations individuelles rendent compte qu'un agent est incapable 
d'exécuter une tâche. A partir des relations individuelles. l'agent peut dé-
cl uire les relations sociales qui vont lui permettre d'interagir avec les autres 
pour leur demander de l'aide. 
Le pouvoir social est associé aux relations de dépendance, mais il peut 
être considéré comme une extension de ces dernières. En effet, les relations 
de dépendance sont souvent utilisées dans un contexte coopératif où il s'agit 
d'aider un agent ou d'être aidé par un ensemble d'agents. Le pouvoir social 
peut être utilisé en plus dans une situation de concurrence. Quelque soit le 
contexte utilisé, les relations de dépendance et de pouvoir permettent aux 
agents de mieux gérer leurs interactions. 
2.4 Con1n1unication 
La coopération au sein d'un groupe d'agents nécessite que les agents 
se partagent un ensemble d'éléments: un environnement, des tâches, des 
informations de contrôle et de synchronisation. En effet, aucun agent n'est 
capable de connaître parfaitement son environnement et encore moins les in-
tentions et les plans des autres agents. Ce partage est à l'origine des relations 
de dépendance. Pour ces agents, la communication représente à la fois un 
moyen leur permettant de compléter le manque d'informations et un moyen 
d'utiliser leurs relations dépendance. Le manque d'informations qui dans 
la plupart des cas, introduit des incohérences au niveau des croyances de 
l'agent, peut même dans certains cas, rendre la coordination impossible. En 
effet, si les agents ne possèdent pas d'informations suffisantes sur les actions 
des autres, ils sont incapables de coordonner leurs actions dans un contexte 
de coopération et sont incapables de calculer leurs relations de dépendance. 
2.4.1 Formes de communication 
Werner a identifié cinq façons de communiquer entre agents [Wer89] : 
• pas de communication: c'est la communication sous sa forme la plus 
simple ! En effet, dans certains contextes, les agents sont capables d'in-
férer les plans des autres sans qu'il y ait besoin d'une communication 
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directe, à travers l'observation de l'environnement par exemple. Ces 
agents peuvent également avoir à leur disposition un ensemble de scé-
narios préétablis, précisant à chacun des agents comment atteindre son 
but sans l'aide des autres; 
• envoi de signaux : pour assurer la synchronisation, les agents peuvent 
se contenter de s'envoyer des signaux. Un signal est un message codé 
connu par les interlocuteurs et peut prendre n'importe quel forme; 
• envoi de plans : afin d'assurer la cohérence de leurs croyances et la 
coordination de leurs tâches, les agents s'envoient mutuellement leurs 
plans; 
• envoi de message: la plupart des systèmes multi-agents utilisent ce 
mode de communication. Pour communiquer leurs intentions et leurs 
besoins les agents s'envoient des messages en exécutant des méthodes 
dédiées à cet effet. Un message respecte un format connu par tous les 
agents. En fait, ce format décrit le langage d'interaction utilisé. A la 
réception d'un message, son contenu doit être interprété correctement, 
afin que l'agent sache comment il doit réagir. La théorie des actes de 
langage est souvent utilisée pour permettre une compréhension mu-
tuelle des communications entre agents. 
2.4.2 Actes de langage 
La théorie des actes de langage se propose d'étudier et de comprendre les 
communications humaines. Selon cette théorie, l'acte de communiquer est 
considéré comme l'exécution d'une action en ayant une certaine intention. 
Austin est le premier à avoir introduit cette théorie [Aus62]. Il souligne 
que pour communiquer, les humains utilisent une classe d'expressions appe-
lées performatifs. Comme les actions, ces performatifs peuvent échouer, ainsi 
il a défini pour un performatif un ensemble de conditions de satisfaction. Il 
affirme également qu'un humain prononçant une phrase exécute trois types 
d'actions: 
• un acte locutoire. Correspond à l'acte de formulation d'une phrase dans 
le langage utilisé ; 
• un acte illocutoire. Correspond dans la plupart des cas à l'énonciation 
d'un verbe. Une force illocutoire est associée à un ou plusieurs verbes 
afin de préciser l'intention du locuteur; 
• l'acte perlocutoire. Représente l'effet qu'un acte produit sur l'allocu-
taire ou sur le locuteur. 
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Force illocutoire 
Comme deux actes illocutoires peuvent admettre la même force illocu-
toire, Searle a proposé une typologie pour mieux classer les actes illocutoires 
[Sea69][Sea79]. 
Vanderveken a utilisé cette typologie pour différencier différents types de 
but illocutoire [Van88]. Selon lui, chaque force illocutoire peut être divisée 
en six composantes: 
• le but illocutoire ; 
• le mode d'accomplissement exprimant comment le but illocutoire doit 
être accompli; 
• les conditions sur le contenu propositionnel; 
• les condition8 préparatoires précisant ce qui est supposé être vrai par 
le locuteur avant l'énonciation; 
• les condition8 de 8incérité; 
• et enfin le degré de pui88ance qui peut caractériser les conditions de 
sincérité, par exemple les verbes "supplier'', "demander" et "comman-
der" correspondent à. des degrés de puissance dans un ordre croissant. 
But illocutoire 
Le but illocutoire est la composante principale de la force illocutoire, il 
exprime qu'à. travers un acte illocutoire, le locuteur cherche à. établir une 
correspondance entre les mots et le monde suivant une certaine direction 
d'ajustement. Cinq groupes de but illocutoire ont été identifié par Searle et 
Vanderveken[Van88, Sea79]: 
• A8sertif, il exprime la valeur de vérité d'une expression, comme par 
exemple, le cas du verbe affirmer, la direction d'ajustement est celle 
des mots au monde ; 
• Directif, il représente une tentative du locuteur de faire faire une action 
par l'allocutaire, comme le verbe commander. Ce but a la direction 
d'ajustement du monde aux mots; 
• Promissif, représente un engagement du locuteur pour entreprendre 
une action, le cas typique est celui du verbe promettre, ce but permet 
d'ajuster le monde aux mots; 
• Expressif, exprime un état psychologique du locuteur comme la gra-
titude exprimée par le verbe remercier, la direction d'ajustement est 
vide; 
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• Déclaratif, consiste à accomplir une action par le seul fait de l'énoncia-
tion comme par exemple, Je déclare la séance ouverte ou Ils déclarent 
la guerre, ce but a une direction d'ajustement double. 
Ces différents buts illocutoires constituent un moyen pour exprimer plus 
clairement l'intention du locuteur. C'est dans ce sens, que Cohen et Le-
vesque dans leur théorie des actes de langage [CL90b], affirment qu'il n'est 
pas nécessaire de reconnaître la force illocutoire d'un acte, mais plutôt de 
reconnaître l'intention du locuteur. Ils précisent également que les actes de 
langage sont une sorte d'événements complexes et correspondent à des ac-
tions complexes composées de plusieurs actions plus simples. 
Les actes de langage permettent aux agents de communiquer leurs in-
tentions d'une manière claire et d'entamer des conversations avec les autres. 
Pour ce faire, les agents doivent utiliser un langage de communication per-
mettant 1 'utilisation des actes de langage. Cependant, si les agents n'ont pas 
à leur disposition des moyens pour contrôler leurs conversations, celles-ci 
peuvent dégénérer. L'utilisation d'un ensemble de protocoles d'interaction 
permet de répondre à ce problème. Elle indique à. a.gent comment réagir face 
à une situation donnée ou suite à. la réception d'un message. 
2.4.3 Langages et protocoles d'interaction 
La communication explicite entre agents nécessite l'utilisation d'un lan-
gage de communication connu par tous les agents, surtout si ces agents 
sont hétérogènes. En effet, les agents doivent être capables de construire des 
messages exprimant leur intention et l'information qu'ils souhaitent com-
muniquer à autrui. Souvent les langages d'interaction utilisent la théorie des 
actes de langage, par exemple, dans KQML [FFMM94] (I\nowledge Query 
and Manipulation Laguage) une expression se compose d'un message au for-
mat KIF [Gin91] (Knowledge Interchange Format) et un verbe performatif 
pour exprimer l'intention du locuteur. 
Parmi ces performatifs, on peut citer par exemple, "achieve" pour expri-
mer que le locuteur veut que l'allocutaire accomplisse une certaine action, 
"reply" pour exprimer une réponse à une demande et "ask-one" pour de-
mander une réponse à. une question. Malgré les avantages que présente un 
tel langage, il est critiqué à. cause de son incomplétude, car en effet, les 
performatifs utilisés dans KQML correspondent à. deux buts illocutoires : 
le but assertif ( assert) et le but directif (comma nd). De plus, ce langage 
permet des contradictions entre le contenu propositionnel et les conditions 
de sincérité d'un acte. Par exemple, un agent peut également exprimer une 
requête à. l'aide du performatif utilisé mais le contenu propositionnel précise 
que l'agent ne souhaite pas la satisfaction de la requête [BC96]. 
L'utilisation des actes de langage dans un langage d'interaction permet 
aux interlocuteurs d'exprimer leurs intentions dans les messages échangés. 
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L'effet de l'acte est local, il ne permet pas de déterminer la suite des in-
teractions qui peuvent se mettre en place. Pour répondre à ce problème, 
une théorie du dialogisme a été proposée [TB88] mais son application aux 
systèmes multi-agents reste très limitée car ces derniers ne présentent pas 
encore à l'heure actuelle des capacités de communication assez évoluées. Les 
enchaînements conversationnels sont alors traités sous forme de "protocoles 
d'interaction" [CD90]. Un protocole d'interaction est un moyen de contrô-
ler une conversation entre plusieurs agents. Il décrit les séquences valides 
de messages et ainsi, un agent recevant un message aura plusieurs choix de 
réponse en fonction du protocole suivi. Par exemple, à l'aide d'un protocole, 
un agent pourra gérer une requête provenant d'un autre agent concernant 
l'exécution d'une tâ.che donnée. Le protocole précise qu'à la réception d'une 
requête, l'agent admet deux choix: soit il exécute la tâ.che, soit il envoie 
une réponse demandant qu'on lui accorde un délai supplémentaire. Le pro-
tocole précise également les conditions pour chacun des choix. Par exemple, 
si ragent est libre, il peut exécuter la tâ.che. Sinon il doit demander un délai 
supplémentaire. Des situations plus complexes peuvent également être ex-
primées par un protocole, telles que les négociations en présence de conflits 
[CW92]. 
Plusieurs formalismes sont employés pour représenter les protocoles. Les 
plus usuels sont les automates à états finis [WF86][PPS93] ou les réseaux de 
pétri [EG92]. 
2.4.4 L'individuel et le social dans la communication 
La communication est une activité de l'agent, située au niveau social car 
elle fait intervenir au moins un autre agent. Comme nous l'avons vu avec 
les actes de langage, elle permet à un agent d'exprimer ses intentions d'une 
manière claire et concise. Les protocoles d'interaction constituent un moyen 
pour contrôler cette communication 
Dans la section 2.3.7, nous avons montré que les relations de dépendance 
entre les trois entités agent, tâ.che et ressource et les liens qui existent entre 
elles, permettent à l'activité de l'agent de passer du niveau individuel au 
niveau social. Ce passage est dans l'objectif de communiquer avec un autre 
agent afin de lui demander de l'aide ou lui fournir une information. La com-
munication permet au locuteur d'exprimer ses intentions et à l'allocutaire 
de mettre à jour des connaissances appartenant au niveau individuel etjou 
au niveau social. Ainsi, la communication assure une liaison directe entre les 
niveaux sociaux des deux agents et une relation indirecte entre leurs niveaux 
individuels. 
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2.5 Discussion 
Dans ce chapitre, nous avons analysé la coopération dans les SMA et 
avons montré comment l'utilisation des relations de dépendance et de la 
communication interviennent dans le processus de coopération. 
La coopération fait intervenir des éléments appartenant aux niveaux in-
dividuel et social au sein d'un agent, et enfin au niveau collectif si cette 
coopération est considérée par un observateur externe. L'activité de l'agent 
passe au niveau social, si son activité au niveau individuel devient insuffi-
sante pour lui permettre d'atteindre ses buts ou au contraire si elle offre des 
résultats susceptibles d'intéresser un autre agent. Les relations de dépen-
dance représentent un moyen pour effectuer ce passage qui doit ensuite être 
suivi par une mise en relation du niveau social de l'agent avec les niveaux in-
dividuel et social d'un autre agent. Ce lien est assuré par la communication. 
Cette mise en relation entre les niveaux de deux agents est fondamentale 
pour la mise en place de la coopération. 
Chapitre 3 
Raisonnement temporel dans 
les SMA 
3.1 Introduction 
Pour permettre la. résolution de problèmes complexes liés à. des systèmes 
dynamiques et décentralisés à. l'aide de techniques multi-a.gents, il est essen-
tiel que la modélisation de ces problèmes, tienne compte du facteur temporel 
au niveau du SMA. 
Ce facteur doit être pris en compte à. la fois au niveau individuel et au 
niveau social : 
• au niveau individuel, l'agent doit avoir à. sa. disposition des connais-
sances temporelles relatives aux actions qu'il peut entreprendre, aux 
événements qu'il perçoit de l'environnement. Il doit également gérer 
ses croyances et ses intentions au cours du temps; 
• dans la section 2.3.7, nous avons montré comment l'activité de l'agent 
passe du niveau individuel au niveau social quand ce dernier a besoin 
d'interagir avec les autres. Ainsi, si le temps est pris en compte au 
niveau individuel, il doit l'être également au niveau social. 
L'objectif du présent chapitre, est d'étudier les représentations tempo-
relles dans les SMA. Tout d'abord, nous présentons quelques travaux qui 
constituent une base théorique de la représentation du temps. Ensuite, nous 
montrons comment ces travaux vont permettre de définir des concepts uti-
lisés dans les SMA. Ces concepts sont situés soit au niveau individuel, soit 
au niveau social. Nous terminons par une discussion en mettant l'accent sur 
les avantages que présente la prise en compte explicite du temps au niveau 
social. 
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3.2 Représentation du temps 
La modélisation d'un système dynamique, nécessite une représentation 
explicite du temps dans le modèle. Cette représentation peut être symbolique 
ou numérique. 
3.2.1 Représentations symboliques 
Dans ces approches, le temps est considéré par rapport à une suite tota-
lement ordonnée d'états. 
Calcul de situations 
Le calc·ul de situations proposé par McCarthy et Hayes [MH69] est une 
des premières tentatives de prise en compte de l'évolutif dans la représen-
tation d'un système. Une situation correspond à un état du monde à un 
moment donné. Elle n'a pas de durée. La transition d'un état à un autre est 
causée par les événements et les actions qui se produisent. On obtient ainsi, 
une suite totalement ordonnée de situations. 
Les événements permettent la transition d'un état à un autre, quand ils 
se produisent. Quant à la définition temporelle d'un événement, nous allons 
voir dans les sections suivantes que les avis diffèrent et qu'il n'existe pas de 
définition standard. 
Les actions produisent des événements lorsqu 'elles sont exécutées et 
conduisent ainsi à un changement de situation. 
Outre l'impossibilité de représenter des changements continus et la non-
linéarité du temps, la limitation principale du formalisme de calcul de si-
tuations est due à l'impossibilité de prendre en compte des actions simul-
tanées. En effet, ceci correspond à l'observation de plusieurs événements 
simultanément et donc à plusieurs situations à un moment donné. Cette li-
mitation rend le calcul de situations inadapté dans un contexte multi-agent 
où plusieurs agents peuvent agir en même temps en exécutant des actions 
simultanées [LS92]. 
C'est au cours des années 80, que les chercheurs ont commencé à utili-
ser les logiques temporelles réifiées pour représenter le temps. Ces logiques 
combinent la richesse d'expression des logiques modales [HC68] et l'effica-
cité des logiques de premier ordre [Rei87]. En effet, le paramètre temporel 
pouvant être séparé, il devint possible alors de séparer les aspects tempo-
rels des aspects atemporels dans le raisonnement. Des axiomes sont alors 
exclusivement dédiés à des inférences de natures temporelles. 
L'instant comme primitive temporelle 
Pour McDermott [McD82], la primitive temporelle est l'instant. Chaque 
état est alors caractérisé par sa date d'occurrence qui est un réel et ceci dans 
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un contexte où chaque réel est considéré comme une date valide ("le temps 
est infini et non circulaire"). 
A partir des états, il définit également la notion de chroniques qui ne 
sont autre que des historiques possibles du monde (un ensemble totalement 
ordonné d'états allant jusqu'à l'infini). Une chronique admet toujours des 
branchements vers les futurs possibles et non vers le passé car ce dernier 
peut ne pas être connu, mais de toute façon, il est unique. 
Par rapport aux chroniques, un intervalle est défini comme un ensemble 
d'états totalement ordonné et convexe. Les états et les chroniques sont consi-
dérés comme des notions importantes uniquement dans la mesure où ils 
représentent des périodes pendant lesquelles des propositions peuvent chan-
ger de valeur de vérité et des événements peuvent se produire. Ainsi, une 
proposition est définie par l'ensemble des états dans lesquels la proposition 
admet la valeur de vérité vraie et un événement est identifié par l'ensemble 
d'intervalles durant lesquels il se produit. Le plus petit intervalle dans cet 
ensemble correspond à l'occurrence de l'événement. A partir de ces défini-
tions. l'auteur définit les changements contin-us dans le temps, et pour cette 
fin, il utilise le terme de "fluent". 
Plus tard, la logique de McDermott a été critiquée par Allen qui établit 
que les modèles utilisant l'instant ne sont ni intuitifs ni adaptés à la repré-
sentation des changements (états) dans le monde. Son argument est basé 
sur le fait qu'un événement ne peut pas être marqué par un instant corres-
pondant à son occurrence, car cet événement peut toujours être décomposé 
en une suite d'événements et ainsi le temps correspondant à cet événement 
doit également être décomposable. 
L'intervalle comme primitive temporelle 
Allen propose alors une logique temporelle du premier ordre où l'intervalle 
est considéré comme primitive [All83]. L'instant étant par définition un élé-
ment non décomposable, il affirme qu'il doit être remplacé par l'intervalle 
pour marquer un événement car un intervalle peut toujours être décomposé 
en sous-intervalles. 
Partant de ces considérations, Allen définit ensuite 13 relations d 'ordon-
nancement pouvant exister entre deux intervalles dont l'ensemble de disjonc-
tions permet de représenter toutes les contraintes temporelles symboliques 
possibles. Les relations de la figure 3.1 et leurs inverses permettent d'illustrer 
ces 13 relations entre deux intervalles I et J. 
Afin de définir le rôle que jouent les événements et les actions dans cette 
logique, l'auteur définit le concept d'occurrence [All84] pour les événements 
(prédicat OCCUR) et les processus (prédicat OCCURRING). Tout comme 
pour McDermott, un événement, se produit durant le plus petit intervalle 
possible, c'est à dire qu'il ne peut pas y avoir de sous-intervalles pendant 
lesquels l'événement peut se produire. Un processus se déroule durant un 
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1 f--I 1 r--i 
1 égal J (e) 1 finit J (f) 
J f--I J f--I 
1 r--i 1 f--I 
1 avant J (b) 1 recouvre J (o) 
J r-----i J f--I 
1 r--i 1 r--i 
1 rencontre J (rn) 1 pendant J ( d) 
J r--i J f--I 
1 r--i 
1 débute J (s) 
J f--I 
Figure 3.1 : Les treize relations entre deux intervalles I et .] : e, b, m, s, 
f, o, d et leurs inverses: bi, mi, si, Ji, oi, di. 
intervalle si c'est le cas pour au moins un de ses sous-intervalles. De plus, 
l'auteur définit une action par le fait que son exécution entraîne une occur-
rence d'événement. 
Enfin, l'auteur présente des résultats concernant la. modélisation des évé-
nements composites, la causalité, les croyances et les intentions, ainsi que 
des éléments nécessaires à la. résolution de problèmes de planification. 
Discussion 
La. logique d'Allen a. été critiquée plus tard pour son inadaptation à la. 
représentation des changements continus [Ga.l90]. En effet, considérons un 
objet C qui a. la. possibilité de bouger sur un certain support (une ta. ble 
par exemple). Soit X une position quelconque sur ce support. Si l'objet C 
est en mouvement continu sur le support pendant un intervalle de temps 
I et si l'on considère la. valeur de vérité de la. proposition p = "C est en 
X" pendant l'intervalle I, il fa. ut trouver un sous intervalle i de I où cette 
proposition tient. Or il n'en existe point, car sinon cela. signifie que C est 
à l'arrêt pendant tout l'intervalle i (C est en position X), ce qui contredit 
le fait que le mouvement est continu. Ainsi, nous sommes incapables de 
représenter le fait que l'objet C est en position X à un moment donné si 
l'on ne dispose que d'intervalles comme primitives temporelles. Ceci devient 
plus simple, en utilisant une logique où l'instant est une primitive temporelle 
telle que celle proposée par McDermott. 
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A noter par ailleurs, que les deux formalismes décrits ci-dessus partagent 
avec les autres approches symboliques de la représentation du temps telles 
que les logiques modales par exemple, d'une part, leur lourdeur pour être 
implémentés et d'autre part, leur inadéquation à l'expression de contraintes 
numériques. En effet, il est possible de poser des contraintes temporelles 
entre événements et états, ce qui revient à ordonner des intervalles (Allen) 
ou des instants (McDermott). Cependant, il reste impossible à l'aide de 
ces formalismes d'enrichir les contraintes temporelles par des délais comme 
le permettent les approches numériques. Par exemple, il est impossible de 
représenter une contrainte spécifiant qu'un événement el se produit n unités 
de temps avant ou après un événement e2. 
3.2.2 Approches numériques 
Les approches numériques ont comme référence l'échelle temporelle a.bso-
lue par rapport à laquelle sont indexées les primitives, instants ou intervalles. 
En 91. Allen [All91] s'intéresse à définir les dates d'occurrence d'événements 
dans différentes situations: si les événements sont instantanés et l'on connaît 
leurs dates d'occurrence, il est possible de représenter tous les ordonnance-
ments et toutes les durées en utilisant la droite réelle comme un axe temporel. 
Si par contre, les dates d'occurrence ne sont pas connues et que les événe-
ments sont ordonnés chronologiquement selon leurs occurrences, alors il est 
possible d'utiliser pour un événement son rang comme étant une date fictive. 
Dans le cas où la date d'occurrence correspond à un intervalle d'incertitude, 
il est possible d'établir un ordre partiel sur les événements. Cet ordre est 
défini par une relation de distance entre deux événements encadrée par un 
intervalle déduit des deux intervalles relatifs aux événements. Enfin, si les 
événements ne sont pas instantanés et leurs occurrences correspondent à des 
durées, il est possible d'utiliser des méthodes d'ordonnancement classiques 
issues de la recherche opérationnelle telles que la méthode "PERT" ou une 
des méthodes de type "FLOW SHOP" [AF90]. 
Les approches numériques offrent en plus de la représentation des évé-
nements et des états dans le temps, la possibilité d'ordonner ces éléments 
sur une échelle temporelle numérique et d'exprimer des délais entre eux. Par 
exemple, il est possible d'exprimer quand un événement se produit exacte-
ment dans le temps (par rapport à une origine), mais également comment il 
se produit par rapport à d'autres événements: en même temps, n unités de 
temps plus tôt ou n unités de temps plus tard. 
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3.3 Connaissances temporelles au niveau indivi-
duel 
Si l'importance de la prise en compte des aspects temporels relatifs aux 
concepts d'action, de connaissances, de croyance et d'intention est un fait, 
il est important de préciser toutefois, que ces concepts ne peuvent pas être 
considérés dans l'absolu. En effet, une action est toujours exécutée dans 
un environnement et par un agent ayant un ensemble de croyances et un 
ensemble d'intentions. Si le raisonnement temporel porte uniquement sur 
l'agent lui même, il se situe au niveau individuel. D'ailleurs avant l'apparition 
des techniques d'intelligence artificielle distribuée, un agent était toujours 
considéré seul dans son environnement, même si le terme agent n'était pas 
nécessairement le plus employé. Dans les sections suivantes, nous allons dé-
crire quelques travaux qui ont constitué la base théorique pour la définition 
des différents concepts cités ci-dessus. 
3.3.1 Croyances 
L'étude des croyances d'un agent conduit et de mamere naturelle à 
l'étude des aspects temporels permettant d'analyser la dynamique de ces 
croyances. En effet, rien que la notion de persistance d'une croyance relève 
déjà du temps. Plus généralement, on peut affirmer, tout comme dans [IS92], 
qu'il y a un temps où une croyance a lieu et un temps relatif au sujet sur 
lequel porte cette croyance. On peut considérer l'exemple suivant: "l'agent 
A croit (maintenant) qu'une action a été effectuée hier". 
Les logiques modales sont souvent utilisées pour formaliser les croyances 
[Kri63]. Ces logiques sont basées sur le modèle des mondes possibles [Hin62]. 
La croyance est définie par un opérateur de croyance [\iVF94] vérifiant les 
axiomes définissant la notion de rationalité chez un agent [Doy91] comme 
les axiomes KD45 : 
• axiome K: un agent croit que "p ::) q" alors si l'agent croit que p, il 
croira que q aussi ; 
• axiome D: un agent croit que p donc il ne croit pas que •p; 
• axiome 4: un agent est au courant de ce qu'il croît; 
• axiome 5: un agent est au courant de ce qu'il ne croît pas; 
Dans une logique modale, le temps n'est pas exprimé explicitement, mais 
un ensemble d'opérateurs modaux permettent de se déplacer sur une échelle 
temporelle. Ainsi, il devient plus difficile de gérer la persistance des croyances: 
si une croyance est valide à un moment donné alors pendant combien de 
temps l'est elle ? Sans cette information, la base de croyances peut contenir 
des incohérences si celles-ci ne sont pas mises à jour correctement. 
3.3. Connaissances temporelles au niveau individuel 37 
3.3.2 Intentions 
Dans cette section, nous allons présenter quelques formalismes logiques 
utilisés pour formaliser l'intention. Ce concept nécessite la prise en compte 
des aspects temporels et de ce fait, sa formalisation utilise souvent des lo-
giques temporelles. 
Ces formalismes utilisent généralement un ensemble de logiques modales. 
Principalement, il existe trois types d'approche: 
• l'approche par logiques du premier ordre: c'est le moyen le plus in-
tuitif pour étendre le calcul de prédicat, en introduisant un argument 
supplémentaire représentant une valeur temporelle. Plus tard, le pro-
blème a été réexaminé et au lieu d'augmenter l'arité du prédicat pour 
considérer la valeur de vérité d'un fait à un instant donné, un fait est 
considéré comme une progression de son état dans le temps et sa. va-
leur de vérité est examinée à cet instant. Le calcul de situation (Cf. 
section :3.2) fait partie de ce type d'approches; 
• l'approche par logiques modales a été utilisée à l'origine pour exprimer 
les notions de possibilité et de nécessité. Ces logiques utilisent le rno-
dèle des mondes po.r::;sibles et sont caractérisées par la définition d'un 
certain nombre d'opérateurs modaux permettant l'accès à un monde 
possible et la. transition d'un monde à un autre. Les notions de pos-
sibilité et de nécessité ont été réexaminées dans un contexte temporel 
ayant un rapport avec les notions de prédiction et les futurs possibles. 
Pour exploiter pleinement le concept du temps dans les logiques mo-
dales, des "connectif<:" ont été utilisés permettant de considérer un fait 
dans le futur ou dans le passé, par exemple, l'expression Fp (Fest un 
connectif, p est un fait) signifie que p sera vrai à un certain temps dans 
le futur. 
La logique de branchements temporels [BAPM83] est une logique mo-
dale basée sur une structure temporelle arborescente où un instant 
peut être suivi (sur une échelle temporelle) par plusieurs instants pos-
sibles. Cette arborescence représente tous les états possibles dans le 
futur. Une branche de l'arborescence est vue comme un scénario pos-
sible qui risque de se dérouler réellement dans le futur. Il est clair, qu'il 
existe plusieurs scénarios possibles dans le futur, mais qu'il n'en existe 
qu'un seul qui se déroule réellement, de ce fait, le temps est considéré 
comme étant linéaire dans le passé. Ainsi, pour un fait donné p, est 
construit un arbre représentant les scénarios dans le futur où p per-
siste. A l'aide d'un ensemble d'opérateurs temporels, il est possible de 
considérer la persistance de p dans différentes régions de l'arbre. Par 
exemple ([Sin94], pp. 24-25), à un instant donné t 0 dans un scénario 
S, on peut dire que Fp tient (F est un opérateur) si pest vrai à un 
certain instant t dans le futur, dans le scénario S. L'opérateur A est 
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utilisé pour faire référence à tous les scénarios à partir de l'instant 
présent (1 'instant où la formule est considérée). De cette manière, on 
peut considérer des formules telles que AFp pour vérifier si p est vrai 
à un instant donné dans le futur et ceci dans tous les scénarios à partir 
de l'instant présent. Ce type de logique est souvent utilisé, notamment 
par Rao et Georgeff [RG91a, RG91b, RG93] et Singh [SA93, Sin94] 
dans leurs travaux sur l'intention. 
• l'approche par logiques réifiées est apparue à l'origine dans un be-
soin de considérer des "atomes" (des objets ayant la valeur de vé-
rité vraie ou fausse) comme des objets d'études. Pour répondre à ce 
besoin, les prédicats sont devenus des fonctions pouvant être les ar-
guments d'autres prédicats. Par exemple, l'expression State(machine, 
ok) qui intuitivement, exprimait que machine est en parfait éta.t, de-
vient True(State(machine, ok)) où l'expression précédente devient un 
simple terme et le prédicat True donne la valeur de vérité de ce terme. 
L'avantage d'une telle transformation est dû au fait, qu ïl est possible 
d'étendre la notion de vérité à une notion d'incertitude (assez réaliste 
dans un contexte de modélisation de systèmes complexes), comme par 
exemple dans l'expression: Possibly_False(State(nwchine, ok), c) où 
c représente un coefficient de certitude. Les logiques de McDermott 
et d'Allen présentées précédemment appartiennent à cette classe de 
logiques. 
3.3.3 Evénements et actions 
Dans un contexte où un ensemble d'agents sont susceptibles d'agir dans 
un environnement dynamique, il est important d'avoir un modèle des ac-
tions qui peuvent être entreprises car ces actions peuvent être exécutées 
simultanément par plusieurs agents. Il faut alors étudier les effets possibles 
des actions sur l'environnement en terme de changement. 
Actions et changements d'états 
Dans [Geo86], l'auteur définit les actions comme étant à l'origine d'évé-
nements dont l'occurrence permet la transition d'un état à un autre. En 
effet, il définit un état du monde comme étant un ensemble d'objets avec 
un ensemble de relations et de fonctions les liant. Une séquence d'états est 
appelée "histoire du monde". Un état n'a pas de durée et le passage et l'évo-
lution du temps sont visibles uniquement lors de changements d'états causés 
par l'occurrence d'un événement. Tout comme pour Allen et McDermott, 
un type d'événement est défini par un ensemble de séquences d'états repré-
sentant toutes les occurrences possibles de ce type d'événement dans toutes 
les situations possibles. 
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Indépendance d'actions 
A l'inverse des approches classiques où un événement (ou une action) 
est modélisé(e) de façon à affecter uniquement certaines relations du monde, 
l'auteur de [Geo86] insiste sur le fait que pour tenir compte de la possibi-
lité d'entreprendre des actions simultanées, la modélisation de ces actions 
doit affecter un ensemble plus large de relations du monde. En effet, si une 
action exécutée par un agent, affecte un ensemble de relations, d'autres re-
lations peuvent être affectées par d'autres actions exécutées par d'autres 
agents. Pour remédier à ce problème, une notion d'indépendance d'actions 
est proposée: pour chaque action, sont identifiées les variables affectées par 
cette action et les prédicats admettant ces variables en argument. De cette 
manière, deux actions peuvent être entreprises simultanément, s'il n'existe 
pas de prédicat admettant un ensemble de variables en argument et qui soit 
affecté par les deux actions. 
Dans un but de planification [Geo84], une loi de persistance est définie, 
spécifiant que si un prédicat ne doit pas être affecté par une action. et ceci 
en tenant compte de tous les événements que peut provoquer cette action 
(comme par exem pie, le fait déplacer un cu be A cause le déplacement d'un 
cu be B si les deux cubes sont liés par une contrainte physique), alors la 
valeur de vérité de ce prédicat est préservée après la transition d'un état à 
un autre. 
Actions primitives et actions globales 
Quelques années plus tard, Lin et Shoham [LS92] proposent un modèle 
différent autorisant la concurrence d'actions dans le calcul de situations. Il 
précisent que le modèle proposé par Georgeff est incomplet dans la mesure 
où il ne permet pas de lister explicitement toutes les actions qui permettent 
de passer d'une situation donnée à une autre. Dans leur modèle, ils proposent 
les notions d'actions primitives et d'actions globales. L'exécution d'une ac-
tion globale signifie que les actions primitives faisant partie de cette action 
s'exécutent d'une manière concurrente. Afin d'évaluer ce modèle, un critère 
formel appelé critère de complétude épistémologique est proposé dans un 
contexte où les actions sont supposées être déterministes, c'est à dire que 
l'exécution d'une action permet d'une manière unique de passer d'une situa-
tion donnée à une autre situation. Une théorie d'actions déterministes est 
dite "épistémologiquement complète", si pour une situation bien détermi-
née, elle permet de prédire une description complète de cette situation suite 
à l'exécution d'une action. 
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3.4 Connaissances temporelles au niveau social 
Dans le chapitre 2, nous avons signalé que lors d'un raisonnement social, 
un agent tient compte des autres dans le système. Pour cela, il utilise une 
description externe qui contient des informations relatives à ces agents. En 
général, l'agent considère ces informations sous forme de croyances et dans 
ce cas, ses croyances portent sur les croyances d'un autre agent ou plus 
généralement sur son état mental. 
3.4.1 Croyances sur les autres 
Dans ce contexte, il est très important de pouvoir exprimer explicitement 
le temps au niveau des croyances, car les croyances d'un agent sur celles d'un 
autre doivent être cohérentes avec ces dernières, surtout si celles-ci sont 
sujettes à des évolutions permanentes dans le temps [Sho90]. Par exemple. 
"'aujourd'hui, l'agent A croit q·ue la semaine dernière l'agent Ba cru que 
dans deux semaines une action a allait être exécutée". 
Dans [IS92], les auteurs traitent ce problème en proposant une logique 
modale des croyances définie à l'aide d'un opérateur modal B 1 auquel on a 
rajouté un certain nombre de propriétés pour assurer la cohérence avec les 
propriétés associées à la notion de croyance classique (axiomes KD4.5). 
Afin de définir la notion de persistance des croyances, l'opérateur modal 
L 2 est introduit : "un agent croit qu'un fait est vrai au temps t + 1 si et 
seulement si il apprend que ce fait est vrai au temps t ou s'il croyait que 
ce fait était vrai au temps t et à cet instant il n'a pas appris que ce fait est 
faux". 
La composition des deux opérateurs B et L permet de définir dans un 
espace multidimentionnel des régions où les croyances persistent. Un exemple 
simple est celui d'un agent qui apprend au temps t 1 qu'une propriété p 
[est, sera ou était] vrai au temps t 2 , alors il s'agit de savoir quelles sont les 
deux périodes de temps où l'agent peut croire pendant la première période 
que la propriété p est vraie durant la deuxième période. Ceci correspond à 
une région dans un espace à deux dimensions. Des exemples plus complexes 
permettent de définir des régions dans des espaces de dimensions supérieures. 
Les croyances d'un agent sur les autres sont inférées soit à partir d'autres 
croyances, soit à partir d'informations communiquées. Ainsi, l'expression 
du temps dans la communication est nécessaire, si le temps est exprimé 
également au niveau des croyances. 
1 B~1 B~2 qy: signifie que l'agent a croit à l'instant t1 que l'agent b croit q, à l'instant t2. 
2 L~q,: signifie que l'agent a a appris que q, est vraie à l'instant t. 
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3.4.2 Communication 
L'utilisation des actes de langage dans la communication, considère l'acte 
de communiquer comme l'exécution d'une action (cf. section 2.4.2). Or, des 
formalismes ont déjà été proposés, permettant l'expression du temps dans 
les actions (cf. section 3.3.3). De ce fait, ces formalismes peuvent être utilisés 
pour exprimer le temps dans les actes de langages [Sin94, CL9.5]. L'énoncia-
tion d'un acte de langage avec succès dépend des conditions de satisfaction 
de l'acte en fonction de son but illocutoire. Par exemple, pour un but as-
sertif, l'action est exécutée avec succès si le contenu propositionnel de l'acte 
est vrai, à l'instant même où l'acte a été énoncé par le locuteur. Pour un 
but directif, l'action est exécutée avec succès si le contenu propositionnel de 
l'acte devient vrai à un instant donné dans le futur après l'énonciation 
de ra.cte. 
Une expression explicite du temps au niveau des actes de langage permet 
l'utilisation de contraintes temporelles dans la communication. Par exemple, 
un agent pourra envoyer une requête à un autre agent, lui précisant que sa 
réponse ne doit parvenir après l'expiration d'un délai ou dès que possible. 
A noter, que l'envoi d'un requête correspond à un acte interrogatif: un 
acte directif qui demande qu'un acte assertif soit exécuté. L'introduction du 
temps dans la communication entre deux agents nécessite une gestion des 
contraintes temporelles de part et d'autre. 
3.4.3 Gestion des contraintes temporelles 
L'introduction des contraintes dans la communication nécessite une ges-
tion au niveau social de ces contraintes. En effet, un agent qui reçoit une 
requête d'exécution d'une tâche avec un délai à respecter doit tenir compte 
de ce délai au niveau individuel certes, mais il doit également s'engager au-
près de l'agent expéditeur de la requête, à exécuter la tâche avant que ce 
délai n'expire. La gestion d'une contrainte dépend de sa nature : immédia-
tement, à partir d'une certaine date, dès que possible, avant l'expiration 
d'un délai, périodiquement. Quelle que soit la nature de cette contraintè, les 
deux agents impliqués dans la communication doivent réagir d'une manière 
cohérente en cas de respect de cette contrainte ou non : 
• comment l'allocutaire doit gérer ces activités au niveau individuel par 
rapport à cette contrainte (influence de cette contrainte sur le niveau 
individuel de l'allocutaire) ; 
• comment le locuteur doit tenir compte de cette contrainte: est-ce qu'il 
peut considérer qu'elle sera respectée et que la tâche associée sera 
exécutée à temps avant même d'avoir les moyens de le vérifier ? Par 
exemple, si le locuteur doit construire un plan correspondant à la suite 
des opérations après l'exécution de cette tâche, il doit considérer que 
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la tâche a été exécutée à temps et avec succès. Et s'il s'avère plus tard 
que la contrainte est violée, il doit avoir les moyens de réviser ses plans 
et ses croyances par rapport à cette tâche. 
Dans [FDV96], les auteurs proposent une description formelle de ce type 
de contraintes à l'aide d'une logique déontique permettant ainsi de raisonner 
sur des délais et détecter ceux qui introduisent des incohérences dans le 
système. Il définissent également la notion d'obligation sous contrainte. Cette 
notion a déjà été étudiée dans [Kro95]. 
3.5 Discussion 
Dans ce chapitre, nous avons présenté un certain nombre de travaux sur 
le raisonnement temporel dans les systèmes multi-agents. Il est clair que 
certains des modèles proposés ont été initialement étudiés dans un contexte 
mono-agent, tels que par exemple, les modèles de croyances, d'intentions. 
Avec l'apparition des nouvelles techniques multi-agents, quelques uns de 
ces modèles ont été adaptés pour répondre à un contexte distribué où un 
ensemble d'agents peuvent entreprendre des activités simultanément. Néan-
moins, dans certains aspects qui sont propres au domaine multi-agent, le 
raisonnement temporel est encore dans un état embryonnaire. En effet, à 
notre connaissance, il n'existe pas encore de modèles formels où les aspects 
temporels et dynamiques dans le raisonnement social soient pris en compte. 
Le modèle des réseaux de dépendances présenté dans le chapitre 2, ne per-
met pas non plus de représenter les différentes évolutions des relations de 
dépendance entre agents au cours du temps. 
D'une manière générale, tous les concepts situés au niveau social, ne 
permettent pas dans leurs formalisations, de représenter explicitement le 
facteur dynamique. Ce facteur est d'une importance capitale et sa prise en 
compte dans la. modélisation des systèmes multi-agents permet de faire de 
la. prédiction, dans un contexte où les agents sont contraints à fonctionner 
constamment avec des informations incomplètes ou incertaines. 
Dans le chapitre 5, nous proposons un modèle de société d'agents basé sur 
les réseaux de dépendances et où le facteur dynamique dans les dépendances 
est pris en compte d'une manière explicite. 
Le chapitre suivant présentera le domaine d'application choisi pour vali-
der ce modèle de société. Dans ce domaine, qui est la supervision de systèmes 
industriels, la plupart des approches doivent tenir compte d'une manière ex-
plicite du temps dans la représentation des connaissances, ainsi que dans les 
algorithmes proposés. 
Chapitre 4 
Supervision des systèmes 
dynamiques 
4.1 Introduction 
La complexité croissante des systèmes industriels accentue l'importance 
du problème de leur supervision. La supervision consiste à déterminer les 
modes de fonctionnement du système supervisé (figure 4.1, à partir d'un 
modèle de ce dernier et des informations qu'il émet. Les modes de fonc-
tionnement peuvent être normaux, dégradés, défaillants, critiques ... Ayant 
détecté un mode de fonctionnement anormal, des actions correctrices doivent 
être menées afin que le système retrouve son fonctionnement normal. 
Identification 
Evénements 
Système 
Actions correctrices 
Figure 4.1 : Une architecture simplifiée d'un système de supervision. 
Dan:s ce chapitre, nous donnons tout d'abord une définition des trois 
composantes du processus de supervision. Nous présentons ensuite, les pro-
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blèmes que l'on y trouve. Par la suite, nous présentons et comparons un 
certain nombre d'approches en reconnaissance de forme et en intelligence 
artificielle. Nous terminons par une discussion où l'on montre l'importance 
du facteur temporel dans la supervision et comment cette dernière permet 
de montrer des aspects intéressants quand elle est utilisée comme domaine 
d'application dans un système multi-agent. 
4.2 Composantes principales de la supervision 
Le processus de supervision admet trois composantes principales que l'on 
peut retrouver dans un système de supervision: 
• Diagnostic. Nous parlons de diagnostic lorsqu 'il s'agit d'analyser des 
informations correspondant à un fonctionnement quis 'est déroulé dans 
le passé. Cette méthode est utilisée généralement pour des systèmes qui 
ne nécessitent pas une intervention immédiate après un dysfonctionne-
ment. Par exemple, la fabrication d'une pièce mécanique nécessite une 
période de test. Pendant cette période, des mesures sont recueillies en 
cours de fonctionnement de la pièce. Ces mesures seront analysées par 
la suite pour déterminer si la pièce en question présente des défaillances 
pendant la période de test; 
• Suivi. Nous parlons de suivi lorsque le système supervisé présente des 
modes de fonctionnement critiques, comme dans le cas de la super-
vision d'un réseau électrique, il est important de pouvoir déterminer 
les dysfonctionnements pendant le fonctionnement du système. Si le 
système présente une défaillance ou une anomalie, cette anomalie est 
détectée et identifiée au plus tôt. Ainsi, il devient possible de prendre 
rapidement des mesures de réparation, afin d'éviter ou de limiter les 
dégâts qui risquent d'être occasionnés si le système continue à fonc-
tionner dans un mode de fonctionnement anormal; 
• Prédiction. Dans certains cas, le suivi n'est pas suffisant car même 
si une anomalie est détectée à temps, il est déjà trop tard pour ré-
agir. Ainsi, il devient important de pouvoir estimer le fonctionnement 
prévu du système dans un futur proche, afin de permettre l'anticipa-
tion des anomalies. Dans ce dernier cas, nous parlerons de prédiction. 
Par exemple, dans une centrale nucléaire, il est préférable de prédire 
un dépassement de température de façon à pouvoir réagir rapidement, 
plutôt que d'attendre que ce dépassement ait lieu avant de réagir. 
La supervision est ainsi définie par ces trois composantes qui sont le 
diagnostic, le suivi et la prédiction. Chacune des composantes permet de 
déterminer le mode de fonctionnement du système dans une période donnée: 
dans le passé pour le diagnostic, le présent pour le suivi et enfin, le futur 
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pour la prédiction. De ce fait, le facteur dynamiqùe devient un élément 
essentiel dans un problème de supervision. 
4.3 Problèmes liés à la supervision 
Dans un contexte de supervision, il est indispensable de tenir compte 
d'un certain nombre de problèmes. Ces problèmes se situent au niveau du 
système supervisé, au niveau du système superviseur etjou au niveau de 
l'opérateur humain, responsable du traitement et de l'analyse des résultats 
produits par le système superviseur: 
4.3.1 Masquage 
Au cours de la supervision, le système supervisé doit être en mesure de 
transmettre au système superviseur des informations relatives à son fonc-
tionnement. La nature des ces informations, leur fréquence de transmission, 
ainsi que l'équipement permettant cette transmission peuvent constituer de 
sérieux problèmes, empêchant le système superviseur de produire des résul-
tats exacts. En effet, la défaillance d'un capteur permettant de détecter les 
occurrences d'un type d'événement, peut induire le système superviseur en 
erreur. Cette défaillance peut également rnasquer d'autres événements, si ce 
capteur est placé en amont par rapport à d'autres capteurs. 
4.3.2 Engorgement 
Le système superviseur est sensé donner des résultats sur le fonctionne-
ment du système supervisé et ceci en fonction des informations reçues en 
entrée. Si les informations en entrée sont trop nombreuses, le système su-
perviseur risque de ne pas pouvoir traiter la totalité de ces informations. On 
parle souvent de problèmes d'engorgement. Si les informations en entrée sont 
imprécises ou incomplètes suite à des problèmes de ma8quage par exemple, 
le système superviseur n'est pas en mesure d'établir avec précision le mode 
de fonctionnement du système. Dans un contexte de suivi, l'opérateur hu-
main chargé d'observer et d'analyser les résultats provenant par le système 
superviseur, est souvent submergé par une cascade de messages, dès qu'une 
anomalie se présente. On parle souvent de problèmes d'avalanche. 
4.3.3 Modélisation 
Par rapport au choix d'une modélisation du système supervisé, la richesse 
d'expression du modèle utilisé entre souvent en concurrence avec l'efficacité 
en temps de réponse du système de supervision. En effet, dans un pro-
blème de supervision, d'une part, on exige l'efficacité en temps de réponse 
car le système supervisé évolue dans le temps et le système superviseur 
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est contraint de respecter des délais. D'autre part, la fiabilité du système 
superviseur est cruciale. Ce dernier facteur est fortement lié à la richesse 
d'expression du modèle utilisé pour modéliser le système physique. Ceci est 
réalisable en assurant la complétude des connaissances ainsi que leur co-
hérence. Ceci implique l'existence d'une base de connaissances assez riche, 
mais malheureusement contribue dans la plupart des cas à l'augmentation 
de la complexité des algorithmes mis en place. Ajoutons à cela le problème 
de faisabilité: en effet, la complexité croissante des systèmes actuels ne fait 
qu'accroître le volume des connaissances le modélisant. Il devient alors de 
plus en plus difficile de construire des modèles complets modélisant des sys-
tèmes industriels. En fait, la vraie difficulté est d'être en mesure de fournir 
une preuve de la complétude de tels modèles. Afin de résoudre ce problème 
les chercheurs ont adopté des méthodes où seuls des modèles partiels et in-
complets sont utilisés tout en garantissant un minimum de fiabilité. 
Dans les sections qui suivent, nous nous efforcerons de décrire un certain 
nombre d'approches pour la supervision, sans toutefois prétendre couvrir 
tout ce domaine de recherche [Pau81]. 
4.4 Approches en reconnaissance des formes 
Comme leur nom l'indique, ces approches sont basées sur la notion de 
"forme" [Dub90]. Ayant un certain ensemble de forme-références (modes de 
fonctionnement connus du système), la problématique est de déterminer le 
maximum de ressemblance entre une forme observée (mode de fonctionne-
ment à reconnaître) et une forme-référence. Ces forme-références sont en 
général des vecteurs à n dimensions si l'on se place dans un espace vectoriel 
de dimension n. Elles définissent un ensemble de M classes (C1 , ... ,CM) 
correspondant à différents modes de fonctionnement. Pour une forme obser-
vée, il s'agit de déterminer la classe à laquelle elle appartient. Le fait que 
cette forme observée représente un état du système, permet de classer son 
comportement parmi les modes possibles définis par les classes. 
Dans certains cas, l'ensemble des classes n'est pas connu et avant de 
procéder à un classement des échantillons, des méthodes permettent de dé-
terminer un certain nombre de partitions dans un ensemble d'échantillons. 
Dans ce qui suit, nous présenterons essentiellement deux catégories d'ap-
proches: les unes permettent de dégager un ensemble de classes à partir 
d'un ensemble d'échantillons initial. Les autres permettent de classer des 
nouveaux échantillons sachant l'ensemble des classes. 
4.4.1 Analyse de données 
Cette méthode fait partie de la première catégorie citée ci-dessus [DLPT82]. 
Elle est un exemple de méthode d'analyse factorielle [Rao64]. Son objet est 
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d'essayer de réduire la dimension de l'espace de représentation de manière 
à obtenir un sous-espace où les données sont mieux représentées. Ayant 
Un ensemble de données représentées par des vecteurs de nd (xl, ... , Xn), il 
s'agit de trouver un nouveau sous-espace nd' avec d' < d où la base de ce 
sous-espace représente les informations les plus importantes concernant les 
données. Le critère à minimiser est celui de la moyenne des carrés des dis-
tances entre les points et leur projection dans ce sous-espace, c'est à dire un 
critère d'inertie. Ce critère s'écrit : 
En introduisant la matrice de variance-covariance 
Le critère .] s'écrit alors: 
Où Al représente la métrique utilisée et les Ui forment la base du sous-espace 
recherché. En tenant compte du fait que u~Jvfum = 0 pour k =1= m et que 
u~l\1 Uk = 1 et en posant Vi = M 112ui et .B' = l\;f 112 'i:,l\;f 112 , on se ramène 
à un problème de calcul des valeurs propres et des vecteurs propres de la 
matrice .B'. Les ·ui = l\I- 112vi sont alors les vecteurs propres de la matrice 
'i:,i\1. Pour choisir la base du sous-espace recherché, on choisit les d' vecteurs 
propres correspondant aux valeurs propres dans l'ordre décroissant car ils 
sont les plus représentatifs des données. En fait, chacun de ces vecteurs 
constitue une caractéristique forte des données de l'ensemble d'apprentis-
sage. La projection d'un nouvel échantillon dans le nouveau sous-espace 
permet de déterminer ses caractéristiques en fonction des coordonnées ob-
tenues. Cette nouvelle représentation des données permet la distinction de 
plusieurs régions dans l'espace correspondant chacune à une classe. 
4.4.2 Nuées dynamiques 
Comme la méthode précédente, cette méthode [DS76] vise également 
à rechercher des partitions dans l'ensemble d'apprentissage. Ces partitions 
sont des classes et correspondent physiquement à autant de modes de fonc-
tionnement. Ayant un ensemble d'apprentissage composé den vecteurs, l'ob-
jectif est de déterminer M classes parmi l'ensemble d'apprentissage. Contrai-
rement à la précédente, il ne s'agit pas de trouver un nouvel espace pour 
représenter les données, mais d'appliquer un algorithme basé sur le calcul 
de centre de gravité, appelé algorithme de coalescence: 
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1 Choisir M centres pour les classes qu'on désire obtenir. En général, 
ces centres sont choisis aléatoirement dans 1 'ensemble d'apprentissage. 
2 Créer une nouvelle partition en associant chaque vecteur de l'ensemble 
d'apprentissage à la classe ayant le centre le plus proche. 
3 Calculer les centres de gravité des nouvelles classes obtenues. 
4 Répéter les étapes 2 et 3 afin d'obtenir un minimum du critère choisi. 
Le critère le plus utilisé est celui de 1 'erreur quadratiques. Minimiser ce 
critère revient à minimiser la dispersion à l'intérieur de chaque classe: 
on cherche à grouper le plus de points possibles autour des centres 
(zones denses). 
5 Réviser le nombre de partitions obtenues en éclatant les classes trop 
denses et en fusionnant des classes trop pauvres. Une classe est éclatée 
si la variance de la composante la plus dispersée est trop forte. A 
1 'inverse, deux classes sont regroupées en une seule si leurs centres de 
gravité sont trop rapprochés. 
La difficulté majeure dans une telle méthode est de pouvoir associer à 
chacune des classes découvertes, un mode de fonctionnement pour le système 
physique. De plus, il faut disposer d'un long historique de fonctionnement 
(ensemble d'apprentissage de grande taille) pour que les partitions trouvées 
correspondent réellement à des modes de fonctionnement. 
4.4.3 Approche probabilistique 
Dans cette approche, les classes Ci sont connus et de plus, on suppose 
une connaissance totale des lois de probabilités régissant les observations. 
Chaque vecteur x de la classe Ci obéit à la loi de probabilité multidimen-
tionnelle f(:cjCi). Les probabilités a priori P(Ci) sont connues également 
M 
avec L P(C;) = 1. Un nouvel échantillon v doit être affecté à une des 
i=l 
classes C1 , ... , CJ\!l. Une règle de décision permet alors de décider comment 
classer l'échantillon [Cho57]. Cette règle est basée sur la notion de coût. 
Le coût C(C;/Cj) est le coût de classer un vecteur v appartenant réelle-
ment à la classe Cj dans Ci. A ce coût est associé la probabilité de la 
classe Cj sachant v, c'est à d'ire la probabilité a posteriori P(Cjjv). On 
f(vjwj)P(wj) 
a: P(Cjjv) = M , en utilisant la règle des coûts 0, 1 où 
Lf(v/wi)P(wi) 
i=l 
C(C;/Ci) = 0 et C(C;/Cj) = 1 Vi =/:- j. Il est clair qu'au fur et à me-
sure de l'arrivée des échantillons des nouvelles classes peuvent se former et 
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donc vouloir toujours classer un échantillon dans une des M classes consti-
tuerait une erreur de classification. Pour cette raison, une classe Co appelée 
classe de rejet est prévue pour classer les échantillons qui ne peuvent pas 
être classés dans les autres classes. On pose C(C0/Cj) =Cr Vj. 
M 
Pour i=O, on a Co( v)= L crP(Cjjv) =Cr. 
j=l 
M 
Pour i=l..M, on a Ci(v) = L P(Cj/v) = 1- P(Ci/v). 
j=l,#i 
Le risque conditionnel minimum est défini par: 
C*(v) = Mini=l..MC(v) = 1- lVIaxi=l..MP(Ci/v) 
La règle de décision est alors la suivante : 
{ 
v est associé à Ci si C*(v) :::; C,. 
v est associé ù C 0 (rejeté) si C*(v) > C'r· 
Cette règle est appelée la règle de Bayes ou du coût minimum. Dans un 
contexte réeL il est difficile de connaître totalement la loi de probabilité, on 
cherche alors à l'estimer. 
4.4.4 K plus proches voisins 
A lieu d'estimer la loi de probabilité régissant les classes, certaines mé-
thodes utilisent des propriétés de l'espace de représentation de l'ensemble 
d'apprentissage, comme par exemple la distance entre deux points. En effet, 
la méthode des k plus proches voisins (kPPV) tient compte de la notion 
de voisinage. Ayant un ensemble de N échantillons de vecteurs formes bien 
classées (chacun admet une étiquette faisant référence à la classe à. laquelle il 
appartient), il s'agit de classer un nouveau vecteur forme v. Pour ce faire, on 
détermine ses k plus proches voisins (kPP~r={v1 , ••• , vk}) [Tom76] parmi les 
échantillons de bases, ensuite une règle de décision permet de classer le nou-
veau vecteur forme (lui associer une étiquette). Le calcul des plus proches 
voisins suppose le choix d'une fonction de distance à. l'avance comme la 
distance euclidienne, de Manhatan ou la distance du max. Ce choix est en 
général fonction de la nature des données. Le choix de k doit aussi être étudié 
avec précaution. En général, on prend k nettement inférieur à. N, le nombre 
d'échantillons de base. La règle de décision pour classer v est la suivante: 
avec ki voisins appartenant à. ci, ki est éventuellement nul et 2: ki= k. 
·t 
En général, cette règle est utilisée dans le cas de deux classes et dans ce 
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cas, k est impair (k1 =f. k2) pour éviter tout conflit. Si le nombre de classes 
est supérieur à deux classes, il est toujours possible de se ramener à deux 
classes en réappliquant la méthode sur les classes qui présentent un conflit 
(ki= kj)· 
L'utilisation de cette méthode, suppose l'existence d'un ensemble impor-
tant de mesures, ce qui est souvent très difficile à obtenir car ces mesures 
peuvent être coûteuses. 
4.4.5 Réseaux de neurones 
De même que dans la précédente, on dispose d'un ensemble initial d'échan-
tillons bien classés (ensemble d'apprentissage). Au lieu d'appliquer la règle 
des kPPV pour classer un nouvel échantillon, on choisit arbitrairement p 
vecteurs dans l'espace engendré par l'ensemble des classes. Ces vecteurs sont 
appelés prototypes. A l'aide d'un algorithme d'apprentissage par un réseau 
de neurones [KMSI\:91], les prototypes seront guidé8 pas à. pas vers leurs 
positions optimales (zones de forte densité de probabilité). Pour classer un 
nouvel échantillon, c'est la règle de JPPV qui sera appliquée utilisant l'en-
semble des prototypes comme référence au lieu de l'ensemble d'apprentissage 
initial. Pour permettre de discerner les différentes classes, un algorithme per-
met de représenter les prototypes dans un espace à deux dimensions sous 
forme d'un "maillage" appelé carte où deux "cellules" (prototypes) ont ten-
dance à être activées par le même type de signaux en entrée [Koh84]. Ainsi, 
un nouvel échantillon aura tendance à activer des cellules voisines sur la 
carte et il est facile de le classer selon l'étiquette des cellules activées. 
L'avantage de cette méthode sur la précédente et le gain qu'elle apporte 
en temps de calcul car la règle de JPPV est appliquée sur l'ensemble des p 
prototypes au lieu des N échantillons de base, ce qui réduit le nombre de 
distances à calculer, car pest nettement inférieur à N. Un autre avantage est 
celui de représenter l'ensemble des classes dans un espace à deux dimensions 
contre n dimensions dans le cas précédent. 
4.4.6 Aspects temporels des ces approches 
Les approches que nous venons de présenter, ont toutes besoin d'un en-
semble d'apprentissage. Ne disposant pas de modèles explicites, cet ensemble 
constitue en quelque sorte un modèle implicite des modes de fonctionnement 
du système supervisé. Un mode de fonctionnement est représenté par une 
région dans cet espace d'apprentissage. La construction d'un tel ensemble 
suppose une longue série de tests et de validations afin de s'assurer de la 
qualité des données recueillies. 
Outre la difficulté de construire ces ensembles notamment quand il s'agit 
d'une application où les tests sont coûteux en ressources et en temps, la 
faiblesse majeure de telles approches est leur incapacité de représenter la 
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composante dynamique du système surveillé. La seuie information que ces 
échantillons révèlent sur l'évolution du système, réside dans la formation 
au cours du temps de nouvelles partitions dans l'ensemble d'apprentissage. 
Ceci se traduit par la détection éventuellement de nouveaux modes de fonc-
tionnement. Néanmoins, nous ne disposons d'aucune information temporelle 
concernant cette évolution: chaque échantillon correspond à une "image ins-
tantanée" du comportement du système au moment où cet échantillon a été 
créé, mais il n'existe aucun lien précisant des relations telles que les relations 
de précédence entre la création des différents échantillons. Ainsi, des échan-
tillons provenant de tests assez anciens, mélangés à des échantillons plus 
récents dans l'ensemble d'apprentissage, peuvent être considérés comme des 
parasites car ils ne sont plus les plus représentatifs de la dynamique du sys-
tème. Un autre inconvénient qu'entraîne l'absence d'une telle information, 
est la quasi impossibilité de faire de la prédiction, n'ayant pas un modèle où 
révolution du comportement du système est représentée explicitement dans 
le temps. 
Ces problèmes montrent la nécessité de représenter explicitement l'infor-
mation temporelle et de pouvoir la manipuler, ce qui a donné naissance à 
des approches de supervision en intelligence artificielle. 
4.5 Approches en intelligence artificielle 
La difficulté croissante de modéliser des systèmes industriels par des mo-
dèles mathématiques a donné naissance à des modèles où la connaissance 
est modélisée sous forme symbolique etjou numérique. La supervision de 
tels systèmes doit faire appel à des approches bien adaptées à ce genre de 
modèles. Dans les sections suivantes, nous présenterons un certain nombre 
d'approches utilisant des modèles où le facteur temporel est explicitement 
représenté. De cette manière et contrairement aux approches présentées pré-
cédemment, il est possible de représenter l'évolution du comportement du 
système surveillé comme étant des séquences qui se déroulent dans le temps. 
4.5.1 Systèmes experts 
Les systèmes experts étaient largement utilisés pour établir un diagnos-
tic des systèmes statiques. Par la suite, ils ont été adaptés aux systèmes 
dynamiques, permettant ainsi, la prise en compte explicite du facteur tem-
porel. De ce fait, il est devenu possible de suivre des systèmes dynamiques 
en temps réel. 
Les connaissances déductives expriment explicitement les liens existants 
entre les événements observables et les situations à identifier. De plus, des 
contraintes temporelles numériques et/ou symboliques peuvent être expri-
mées sur les événements. Ces contraintes constituent un moyen pour limiter 
les temps de réponse. 
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La prise en compte du facteur temporel associe à chaque information, une 
valeur temporelle. De ce fait, il est nécessaire de prévoir un mécanisme d'ou-
bli, permettant de supprimer les faits qui sont anciens et ne correspondent 
plus à la dynamique du système. Une difficulté supplémentaire provient du 
fait que de tels systèmes exigent souvent la complétude des connaissances 
que les experts sont incapables de fournir. Or, dans un contexte de système 
dynamique, il n'est pas rare de devoir suivre le système en se basant sur des 
connaissances incomplètes et parfois incertaines. Par ailleurs, nous devons 
signaler le problème d'inconsistance qui est commun à tous les systèmes à 
base de connaissance. En effet, les connaissances issues d'experts peuvent 
non seulement être incomplètes mais également inconsistantes. Afin d'élimi-
ner les inconsistances, une étape de validation est indispensable. 
Cependant, la simplicité du modèle, la facilité de représenter les connais-
sances, la garantie des temps de réponse font que les systèmes experts. de-
meurent très employés dans les applications industrielles: 
• le système Alexip [CB9.5] a été développé à 1 'Institut Français du Pé-
trole pour le suivi de processus de raffinement et de processus pétro-
chimiques: 
• le système Chronos software [ALA98] a été développé chez France Té-
lécom pour la supervision du réseau Transpac. Une nouvelle approche 
est en cours d'étude dans le cadre du projet GASPAR pour parvenir 
plus facilement à la mise à jour des expertises face à des évolutions 
que présente le système supervisé; 
• chez Sol/ac, le projet Sachem [ALA98] vise à superviser un haut-
fourneau en utilisant une approche système expert. 
L'inconvénient majeur de tels systèmes provient du fait que la plupart 
d'entre eux nécessitent une connaissance complète du système supervisé et 
les experts sont souvent incapables de fournir une telle connaissance. De plus, 
comme ces systèmes permettent l'expression de contraintes temporelles, le 
mécanisme d'oubli devient plus important: les informations temporelles re-
latives à certains faits permettent d'invalider ces faits et ils doivent donc 
être supprimés de la base. 
4.5.2 Approches par reconnaissance de scénarios 
Dans ces approches, l'évolution du système se refère à des scénarios qui 
ont pour objet de distinguer certains types de comportements. Un système 
sera modélisé par des scénarios normatifs modélisant les modes de ses fonc-
tionnements normaux et des scénarios de dysfonctionnement. Durant son 
évolution, on essayera de détecter l'écart entre les observations et les scéna-
rios normatifs et si écart il y a , faire des appariements avec les scénarios 
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de dysfonctionnement. On parle ainsi de reconnaissance de scénarios. La re-
connaissance d'un scénario permet de donner une information sur la nature 
du comportement du système. Cette reconnaissance est plutôt adaptée au 
suivi de systèmes dynamiques. 
Une des difficultés majeures dans cette approche est due au fait que 
lors du suivi, on ne dispose que d'un ensemble plus ou moins limité de 
scénarios préprogrammés. Ainsi il devient difficile d'assurer la complétude 
des connaissances dont on dispose. 
Un scénario est représenté par un graphe (appelé graphe de contraintes 
temporelles) où les nœuds correspondent aux événements et les arcs in-
diquent les contraintes temporelles entres ces différents événements. 
Nous distinguons deux types de contraintes: les contraintes simples aux-
quelles sera associé un graphe simple et les contraintes disjonctives aux-
quelles sera associé un graphe disjonctif. Un exemple de contraintes simples 
entre deux événements i et j sera de la forme D(i,j) = [aij, bij], un exemple 
de contraintes disjonctives sera de la forme: D( i, j) = [aL, bLJ U ... U [aij, bij]. 
Un algorithme de minimalisation de graphes permet de donner un graphe 
minimal qui restera équivalent au premier en terme de contraintes tempo-
relles. Cet algorithme a principalement pour ob jet la détection d'une in-
cohérence dans le graphe initial. Un graphe est incohérent si et seulement 
si le graphe minimal correspondant possède au moins une contrainte vide 
(D(i,j) =cp). 
Il existe trois approches basées sur la reconnaissance de scénarios. Toutes 
ces approches utilisent le modèle de scénarios, seuls les algorithmes diffèrent 
d'une approche à une autre. 
Reconnaissance de motifs 
Dans l'approche par reconnaissance de motifs dans une chaîne de carac-
tères [L94], 1 'évolution du système est supposée être une sorte de séquence 
linéaire d'événements. De ce fait, les graphes sont linéaires et simples. 
Le problème de reconnaissance est associé à un problème de reconnais-
sance de motifs dans une chaîne de caractères, pour laquelle il existe des algo-
rithmes en temps linéaire. L'algorithme de Knuth, Morris et Pratt [KMP77] 
a été adapté pour faire du suivi de systèmes dynamiques: au fur et à mesure 
de l'arrivée des événements, le système superviseur tente de reconnaître un 
ou plusieurs scénarios. Ce type de reconnaissance est dit en ligne. 
Propagation de contraintes 
La reconnaissance par propagation de contraintes [DGG93] utilise la no-
tion de chronique. Une chronique correspond à un scénario et donc à un 
graphe de contraintes temporelles entre classes d'événements. Au fur et à 
mesure de l'évolution du système, les instances possibles d'une chronique 
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seront créées et gérées sous forme d'arborescences par le systèmes supervi-
seurs. Un événement peut appartenir à plusieurs chroniques à la fois. Dans 
une instance, un événement est associé à une fenêtre temporelle qui contient 
les instants valides pour une occurrence de cet événement. Ces fenêtres vont 
être réduites au fur et à mesure de la propagation des contraintes. Quand 
un événement se produit, sa date d'occurrence doit appartenir à la fenêtre 
qui lui est associée et dans ce cas, cette fenêtre est satisfaite. Une chronique 
est reconnue si toutes ses fenêtres (relatives à tous les événements) sont 
satisfaites. 
La reconnaissance de chronique a été utilisée dans le projet AUSTRAL 
[LK97] pour l'analyse et la gestion de séquences d'alarmes issues de stations 
dans un réseau de distribution d'électricité en France. Les chroniques corres-
pondent à la modélisation de cas de panne. Quand une panne est présente 
sur 1 'une des stations, la reconnaissance d'une chronique permet d'identifier 
la panne. 
Le projet GASPAR [ALA98] a également utilisé la reconnaissance de 
chroniques. Ce projet vise à gérer des séquences d'alarmes issues d'équipe-
ments dans un réseau de télécommunications où un ensemble chroniques 
modélisent un ensemble dysfonctionnements. 
Les algorithmes utilisés dans cette approche conviennent uniquement à 
une tâche de suivi et sont basés sur le logiciel IxTeT [Dou94][Dou96]. Leur 
complexité de l'ordre de 0( n2 ) où n correspond au nombre de nœuds dans 
le graphe d'une chronique. 
Comparaison de graphes 
Dans cette approche, la reconnaissance d'un scénario est basée sur la 
comparaison de deux graphes de contraintes temporelles [Fon96]. Le premier 
graphe est celui de la session, il correspond à l'observation d'un comporte-
ment du système supervisé pendant une période de temps. Une session peut 
être construite à partir d'informations données par des experts ou à partir 
des occurrences d'événements provenant directement du système. Le second 
graphe correspond à un scénario. 
La comparaison des deux graphes permet d'établir différents modes re-
connaissance. En effet, le graphe de la session ne contient pas toujours tous 
les événements du scénario. De plus, ces événements peuvent ne pas être 
datés: à une occurrence d'événement peut correspondre un intervalle d'in-
certitude. En fonction de la précision des informations contenue dans la ses-
sion, cette dernière peut satisfaire totalement ou partiellement le scénario, 
elle peut être totalement ou partiellement compatible avec le scénario. 
A noter, que cette approche permet plusieurs types de reconnaissance: 
les sessions peuvent être construites a priori, et la comparaison des graphes 
permet d'établir un diagnostic sur des comportements passés. Les sessions 
peuvent être construites au fur et à mesure de l'arrivée des événements, 
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dans ce cas, la comparaison du graphe de la session cou'rante avec le scénario 
permet de suivre le comportement du système. 
La complexité algorithmique relative à la comparaison de graphes et la 
propagation des contraintes est en O(n3 ). 
4.5.3 Réseaux temporels probabilistes 
Un réseau probabiliste est un doublet (graphe, distribution de probabilité 
associée). Parmi ces réseaux, on distingue les réseaux Markoviens (graphes 
non orientés) et les réseaux Ba.yésiens (graphes orientés acycliques). 
Dans un réseau bayesien, les sommets des graphes sont des variables 
aléatoires et pour chaque variable, on associe un ensemble de variables qui 
ont une influence directe sur cette variable. Cet ensemble sera appelé l'en-
semble des "causes". Les variables sans causes représentent les racines du 
graphe. Ainsi, chaque arc du graphe relie deux variables dont l'une (origine 
de rare) est la cause de l'autre (extrémité de l'arc). 
Chaque variable peut prendre un nombre fini de valeurs correspondant 
aux instantiations possibles. La distribution de probabilité associée permet 
de calculer la. probabilité de chaque instantiation [SG94]. Un "état élémen-
taire· est défini par la donnée d'un fait ( "variable=valeur") et d'une date. 
Pour chaque état élémentaire Xi(t), on associera l'ensemble de ses causes 
(XJ(f)) se présentant au même temps tet celles se présentant antérieurement 
(XJ(f- 1)) au temps t- 1. Ainsi, on peut représenter sous la. forme d'un ré-
seau Bayesien ordinaire la probabilité P(X(t)/X(t-1) (probabilité de l'état 
du monde au temps t sachant son état au temps t- 1. Finalement en calcu-
lant P(X(O)) (racine du graphe), P(X(1)/ X(O)), ... , P(X(n)/X(n -1)), on 
peut représenter les évolutions possibles du monde entre les instants 0 et n. 
Pour faire du suivi de systèmes, on est amené à calculer les probabilités 
P(Xï(TempsPresent) = Anomaliesi/ EnsembleObservations) 
Pour faire du diagnostic, on est amené à calculer les configurations les plus 
probables du monde étant données les observations. 
Enfin, pour faire de la. prédiction, il suffit de dérouler l'algorithme jusqu 'à 
lïnstant voulu dans le futur. 
La limite principale d'une telle approche provient de l'absence de possi-
bilité de représenter les variables au sens des logiques du premier ordre. En 
effet, les états élémentaires correspondent à. des variables d'ordre 0 et de ce 
fait, il est difficile d'utiliser cette approche dans un problème de supervision 
de grande taille. 
4.5.4 Evénements discrets 
Dans cette approche un système sera vu à travers ses états possibles 
[CT94]. Ainsi, son comportement sera défini comme une séquence d'états, 
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le système part d'un état initial S 0 et termine dans un état final Sn pen-
dant l'intervalle de temps [t(So), t(Sn)]. Un scénario sera défini comme une 
séquence ou un chemin dans le graphe d'états étiqueté par les événements 
faisant en sorte que le système transite d'un état à un autre. Ce chemin, aura 
une signification particulière et est capable de qualifier le comportement du 
système. Un système sera décrit par le couple (S, E) où S est l'ensemble des 
états possibles du système etE est l'ensemble d'événements permettant de 
passer d'un état à un autre dans S. 
Un diagnostic sera décrit par ((S,E), (OBSb····OBSn)) où OBS1 , ..• , 
0 BSn sont les états possibles correspondant aux faits observés. Il consiste 
à trouver un scénario qui part d'un état Sl "cohérent" avec OBS1 et arrive 
à un état Sm cohérent avec 0 BSm, en passant par des états intermédiaires 
cohérents respectivement avec OBS2, ... , OBSm-l· 
L'existence d'un moyen (heuristiques) permettant d'affecter une proba-
bilité aux états possibles du système, permettra de dégager les chemins les 
plus probables dans le graphe des états et donc les scénarios les plus pro-
bables, on parle ainsi de diagnostics préférés. Les algorithmes de calculs de 
tels diagnostics utilisés sont du type "recherche de focalisation" dans un 
graphe d'états construit dynamiquement. Ils sont a priori très coûteux et 
dépendent fortement des heuristiques de focalisation utilisées. 
La prise en compte du temps d'une manière explicite, est souvent néces-
saire dans un contexte de systèmes dynamiques. Des contraintes temporelles 
peuvent exister entre les différentes transitions d'un état à un autre. Pour 
ce faire, le formalisme d'automate temporel peut être utilisé. Ce forma-
lisme a été utilisé pour la modélisation et la supervision du réseau Transpac 
[BCD+96] [Roz97]. 
4.5.5 Graphes causaux 
Cette approche est basée sur le raisonnement suivant: ayant un ensemble 
d'observations et un ensemble de relations liant causes et effets. Il est possible 
de déduire l'ensemble des causes ayant conduit à l'ensemble des observations 
(effets). Ce type de raisonnement est assez naturel et est appelé raisonne-
ment abductif. En effet, ayant établi un fait B, et la relation "A --+ B" (A 
est une cause de B), nous pouvons inférer que A est possible. 
Le raisonnement abductif est assez adapté pour le diagnostic [PR90]. Un 
défaut est modélisé par un ensemble M de formules respectant les formats 
suivants: 
C--+ E: C causeE 
C 1\ C--+ E: Cet C causent E 
C 1\ o: --+ E: C peut causer E sous certaines conditions non spécifiées, 
représentées par la condition abstraite o:. L'ensemble de formules M peut 
être représenté par un graphe orienté où un nœud correspond à une cause 
ou un effet et un arc lie une cause à un effet. 
4.5. Approches en intelligence artificielle 57 
Un ensemble d'observations W, contient généralement des observations 
positives ( E) et des observations négatives ( •E). Les observations posi-
tives confirment la présence d'un symptôme et les observations négatives 
confirment l'absence d'autres symptômes. 
Un diagnostic consiste à établir une explication de W. Cette explication 
correspond à un ensemble de formules (disjonction de conjonctions) qui, en 
utilisant les formules de M permettent d'établir les observations positives 
de W, tout en restant cohérentes avec les observations négatives. 
Naturellement, dans le cadre du diagnostic de systèmes dynamiques, le 
facteur temporel doit être exprimé au niveau des formules. Pour ce faire, 
les observations peuvent être datées et une contrainte temporelle peut être 
posée au niveau d'une relation de causes à effets. 
Le système DIAPO [PR97], un système de surveillance d'une pompe 
dans une centrale nucléaire chez EDF (Electricité de France), utilise un 
raisonnement abductif et un raisonnement temporel. 
La limite actuelle du système est due au fait, qu'il est parfois incapable de 
gérer plusieurs cas de panne qui se produisent simultanément. En effet, pour 
limiter la complexité combinatoire du modèle, les défauts sont tous considé-
rés indépendemment: la présence de deux défauts implique une conjonction 
de leurs effets qui n'est pas exprimée explicitement dans le modèle. Sïl 
n'existe pas d'interaction entre les deux défauts et s'ils n'engendrent pas, 
dans ce cas, de nouveaux effets non décrits par le modèle, le diagnostic sera 
correct. Dans le cas contraire, le diagnostic peut échouer. 
4.5.6 Graphes d'influence 
Tout comme l'approche précédente, cette approche est basée sur le prin-
cipe de causalité [Dav83]. Elle utilise en plus, la physique qualitative pour 
modéliser le système supervisé. Cette modélisation se fait à l'aide d'un 
graphe orienté appelé graphe d'influence. Les nœuds du graphe représentent 
des variables continues modélisant des évolutions continues du systèmes 
(changement de température, de pression). L'évolution de ces variables est 
décrite numériquement. Les arcs décrivent l'influence existant entre les dif-
férentes variables. Un graphe d'influence est une structure qui peut être 
enrichie en fonction des informations dont on dispose. Les arcs peuvent pré-
ciser la direction d'une influence (variable origine admet de l'influence sur 
la variable extrémité), tout comme ils peuvent correspondre à des fonctions 
dynamiques complexes. 
Les graphes d'influence sont des outils bien adaptés pour le filtrage 
d'alarmes. En effet, les alarmes issues du système suite à une anomalie sont 
souvent dépendantes les unes des autres. Cette dépendance se manifeste 
sous forme de causalité. L'opérateur humain face à une avalanche d'alarmes, 
doit analyser ces alarmes afin de détecter l'alarme correspondant au défaut 
source. De cette manière, il identifie le défaut et en même ille localise physi-
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quement dans le système, et ceci en examinant les variables concernées par 
l'alarme en question. Face à une liste d'alarmes, un graphe d'influence per-
met de construire un arbre dont la racine constitue l'alarme source et dont 
les branches constituent des chemins de propagation de cette alarme. Une 
alarme source correspond à un défaut primaire qui est lié directement à une 
panne sur la machine. Une alarme faisant partie d'une branche correspond à 
un défaut secondaire. La construction du graphe d'influence passe par l'ob-
servation d'une évolution anormale des variables et l'objectif est de localiser 
la variable dont la déviation peut causer la déviation des autres variables. 
Il est toujours important de localiser le défaut source lors d'un diagnos-
tic. Ceci permet aux opérateurs de prendre les mesures nécessaires afin de 
remettre le système en état de marche. Malheureusement, la propagation 
des défauts, nécessite souvent de tester les chemins de propagation dans le 
graphe d'influence. Des tests locaux entre une variable et ses antécédents 
peuvent être effectués en évaluant la consistance entre les arcs (fonctions 
dynamiques) et l'état des variables. Ces tests sont plus ou moins corn plexes, 
selon la définition des arcs et la définition de l'état d'une variable. 
Ce type d'approche convient naturellement au suivi de processus conti-
nus tels les processus chimiques ou nucléaires. Le système TIGER a été 
développé pour le suivi d'une turbine à gaz [CDT89], un de ses modules 
(Ca En) [BTM94] utilise un graphe causal pour détecter les anomalies, ainsi 
que pour interpréter les alarmes quand une anomalie se présente. 
4.5. 7 Aspects temporels de ces approches 
Les différentes approches présentées permettent de se rendre compte des 
travaux menés dans le cadre de la supervision de systèmes dynamiques. De 
tels systèmes sont capables d'évoluer et de passer d'un état à un autre au 
cours du temps. Un tel phénomène accorde au facteur temporel un rôle cru-
cial dans la supervision. En effet, chaque approche a sa propre représentation 
du temps et des contraintes temporelles et cette représentation la rend plus 
adaptée à tel ou tel type de supervision (suivi, diagnostic, prédiction). 
Une autre caractéristique importante de ces approches est qu'elles sont 
toutes basées sur la notion de graphes d'états (exception faite de 1 'approche 
par systèmes experts). Un système incl ustriel présente un ensern ble d'états 
et son évolution se traduit par un chemin de transitions dans le graphe 
d'états. Malheureusement, dans le cas de systèmes dynamiques et complexes, 
la construction d'un tel graphe est quasi impossible et même si l'on parvenait 
à le construire, le volume d'un tel graphe poserait des problèmes d 'effica-
cité des algorithmes utilisés. Les approches par réseaux probabilistiques et 
celle à base d'événements discrets, reposent toutes les deux sur la notion 
d'un graphe d'état. Par souci d'efficacité et pour réduire les problèmes de 
modélisation, les approches par reconnaissance de scénarios ont adopté une 
autre technique. Au lieu d'avoir un seul graphe traduisant tous les états pos-
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si bles du système, seuls un certain nombre de sous-graphes seront considérés. 
L'avantage d'une telle technique est double: 
• d'une part, les algorithmes utilisés se dérouleront sur ces sous-graphes 
qui sont de plus petite taille que le graphe initial, d'où le gain en terme 
de performance. 
• d'autre part, il est plus facile de modéliser seulement des parties du 
graphe initial qu'une modélisation globale. 
L'inconvénient majeur de telles techniques provient du fait que le modèle 
ainsi proposé devient incomplet et partiel. Il est alors impératif de s'assurer 
de la fiabilité des systèmes de supervision basés sur de tels modèles. 
4.6 Discussion 
Dans ce chapitre, nous avons présenté un certain nombre d'approches 
pour la supervision, tout en mettant l'accent sur la nécessité d'exprimer 
explicitement le facteur temporel dans ces approches, surtout quand il s'agit 
de superviser un système dynamique. 
Pour cette raison, la supervision de systèmes dynamiques devient un 
domaine d'application bien adapté pour traiter le temps dans les systèmes 
multi-agents. En effet, tous les aspects temporels qu'on retrouve au niveau 
de la supervision, doivent au moins se trouver aux niveaux individuels des 
agents (section 3.3): l'agent doit manipuler et raisonner sur des informations 
temporelles concernant le système supervisé. Si de plus, une coopération est 
mise en place afin de permettre aux agents de mener à bien la tâche de super-
vision, certains aspects temporels doivent être traités aux niveaux sociaux 
des agents (section 3.4): les agents doivent s'échanger des informations tem-
porelles portant sur le système supervisé et dans certains cas, il sont soumis 
à des contraintes temporelles (section 3.4.3). 
Inversement, lorsque la supervision est effectuée par un ensemble d'agents, 
le modèle utilisé doit être adapté à un contexte distribué. Cette adaptation 
doit tenir compte des problèmes énoncés dans la section 4.3, afin de contri-
buer à leur résolution (cf. chapitre 8). 
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Deuxième partie 
Société d'agents temporels 
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Introduction 
L'objectif de cette partie est de traiter les aspects temporels dans un sys-
tème multi-agent. Pour ce faire, nous proposons un modèle d'organisation, 
un modèle d'interaction et enfin, un modèle d'agent adapté au modèle de 
société. Tous ces modèles intègrent des caractéristiques temporelles: 
• dans le premier chapitre, nous présentons un modèle d'organisation 
basé sur les relations de dépendance. Dans ce modèle, le facteur tem-
porel est pris en compte dans le raisonnement social des agents; 
• dans le deuxième chapitre, nous présentons un modèle d'interaction 
basé sur les actes de langage. Le temps est représenté explicitement à 
la. fois dans l'expression et la sémantique du langage. Un ensemble de 
protocoles d'interaction assure le contrôle des conversations entre les 
agents; 
• enfin, dans le dernier chapitre, nous présentons un modèle d'agent tem-
porel où le temps est pris en compte dans chaque fonction de l'agent. 
Un tel modèle est bien adapté pour résoudre des problèmes où le fac-
teur dynamique est crucial. 
Dans cette partie, le modèle d'organisation définit les différents éléments 
du niveau social qui doivent être pris en compte par l'agent. Le modèle 
d'agent définit les éléments du niveau individuel. Quant au modèle d'inter-
action, il assure un lien entre les niveaux individuels et sociaux des différents 
agents. 
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Chapitre 5 
Modèle d'organisation 
temporelle 
5.1 Introduction 
Afin d'accomplir une tâche complexe à l'aide d'une société d'agents, 
il est essentiel que chaque agent sache quelles sont les tâches qui lui sont 
allouées et comment il doit les accomplir tout en restant cohérent avec les 
autres membres de la société. Pour ce faire, nous définissons le domaine de 
responsabilité individuelle d'un agent. Il constitue l'ensemble des tâches que 
cet agent est capable d'accomplir. 
Cette définition ne suffit pas pour assurer la coordination des différentes 
tâches effectuées par plusieurs agents. En effet, en se limitant à cette défi-
nition, un agent peut fonctionner isolément et il devient absurde de parler 
d'une société d'agents puisque le niveau social est absent. Le domaine de res-
ponsabilité commune est défini comme étant l'ensemble des tâches globales 
dont l'accomplissement dépend de plus d'un seul agent. 
Il est important de préciser que le domaine de responsabilité commune 
se situe au niveau social ou au niveau collectif. En effet, si 1 'on considère 
un agent devant exécuter une tâche afin qu'un autre agent puisse accomplir 
une tâche de plus haut niveau, le domaine de responsabilité commune entre 
les deux agents relève du niveau social. D'un point de vue externe, si l'on 
considère la tâche de haut niveau comme étant un but global pour plusieurs 
agents, ce domaine se situe au niveau collectif. 
Le succès d'une de ces tâches, dépend de l'exécution avec succès d'un 
ensemble de tâches appartenant aux domaines de responsabilité individuelle 
des agents. Les relations pouvant exister entre ces différentes tâches, per-
mettent de déduire des relations de dépendances entre les agents. Afin de 
gérer des tâches appartenant au domaine de responsabilité commune, les 
agents concernés sont amenés à raisonner les uns sur les autres en utilisant 
leurs relations de dépendance. 
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La nature dynamique des tâches, ainsi que les contraintes temporelles 
qui peuvent exister entre elles, rendent dynamiques les dépendances entre 
agents. Au fur et à mesure de l'évolution des tâches, des relations de dépen-
dances vont être considérées par les agents. La durée de prise en compte de 
ces relations est liée directement à l'exécution des tâches. De ce fait, il est 
important d'exprimer la composante dynamique de l'ensemble des relations 
de dépendance. Ceci permettra à un agent de connaître la durée de validité 
d'une dépendance qu'il a avec un autre agent. 
Dans ce chapitre, nous définissons les domaines de responsabilité des 
agents et montrons comment ces agents vont utiliser leurs relations de dé-
pendances pour interagir afin de résoudre un problème commun. A travers 
cette étude, nous mettons l'accent sur les aspects dynamiques situés au 
niveau social. Ceux situés au niveau individuel seront étudiés dans le cha-
pitre ï. 
5.2 Définitions prélin1inaires 
Dans le cadre de notre étude, nous considérons une société formée de n 
agents, elle sera représentée par l'ensemble: A= {al, ... , an}· 
5.2.1 Ressources 
Les agents ont à leur disposition un ensemble de q ressources: R = 
{r1 , ... , rq}· Une ressource peut correspondre à une entité physique faisant 
partie de l'environnement ou alors à une connaissance que l'agent est libre 
d'utiliser au cours de son raisonnement 
5.2.2 Tâches 
Les ressources peuvent être utilisées par un ensemble de p tâches qui 
peuvent être accomplies par l'ensemble des agents: T = {t1 , ... , tp}· Une 
tâche peut être exécutée par un seul agent à la fois. Une tâche ti ayant besoin 
des ressources ri1 , ... , ri1 pour son exécution sera notée par ti(ri1 , ••• , ri1). Elle 
définit une application de T dans P(R) où P(R) représente l'ensemble des 
parties de R. Cette application correspond à la dépendance de type Tâche-
Ressource définie dans le chapitre 2. 
Pour illustrer ces notions ainsi que celles qui seront définies dans les 
sections suivantes, nous utilisons un exemple du monde des blocs, que nous 
allons développer tout au long du chapitre. Nous avons trois blocs A, B et 
C et leurs positions sont indiquées sur la figure 5.1. Dans ce contexte, les 
trois blocs représentent les ressources et un agent peut effectuer seulement 
deux types de tâches sur ces blocs : 
• Empiler(X, Ci, Cj}, déplace le bloc X (A, BouC) de la colonne Ci au 
sommet de la colonne Cj ; 
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Empiler 
V'' ' 
tE :Dépiler 
cl c2 c3 
Figure 5.1 : Les positions respectives des trois blocs avec deux types de 
tâches possibles: Empiler et Dépiler. 
• Dépiler(}{), dépile le bloc X vers la première colonne libre. 
Relations entre tâches 
La définition de tâches complexes crée des relations entre les différentes 
tâches. Dans le cadre de notre travail, deux types de relations nous inté-
ressent: 
• Tâche/sous-tâche. Une tâche peut admettre une ou plusieurs sous-
tâches. La relation entre une tâche ti et ses sous-tâches sera définie 
par l'application s définie comme suit : 
s: T-+ P(T) 
où P(T) représente l'ensemble des parties de T. Ainsi, s(ti) définit l'en-
semble des sous-tâches de la tâche ti. Afin qu'une tâche soit accomplie, 
il est nécessaire que toutes ses sous-tâches le soient également. De la 
même façon, on peut définir l'ensemble des tâches dont ti fait partie: 
a(ti) = {tjlti E s(tj)}. 
D'après cette définition, il est facile de remarquer que plusieurs tâches 
peuvent se partager la même sous-tâche. La relation tâche/sous-tâche 
correspond à la dépendance de type Tâche-Tâche définie dans le cha-
pitre 2. Une tâche ti est dite élémentaire si elle n'admet pas de sous-
tâches (s(ti) =cp). Dans l'exemple, les tâches Empiler et Dépiler sont 
les seules tâches élémentaires; 
• Opposition. Deux tâches ti et tj sont opposées si elles ne peuvent être 
exécutées simultanément. Cette opposition sera notée par ti ++ t j. 
La définition exacte de cette relation dépend du problème à résoudre. 
Dans notre exemple, il est impossible d'exécuter au même instant, deux 
tâches élémentaires faisant intervenir la même colonne ou le même 
bloc. Nous avons ainsi, Empiler( A, cl, c2) +-+ Empiler(C, c3, c2). 
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Pour illustrer la relation tâche/sous-tâche dans notre exemple, nous 
considérons les deux tâches de haut niveau tABC et tcBA· La première 
consiste à déplacer les trois blocs pour les ranger dans n'importe quelle 
colonne et ceci dans l'ordre suivant: A est à la base de la pile, ensuite B 
est posé sur A et enfin C est au sommet. La deuxième consiste à placer les 
blocs dans l'ordre inverse. Ces deux tâches peuvent être décomposées en une 
succession de plusieurs tâches élémentaires: 
s(tABC) = {Dépiler(C), Empiler(B, c3, cl), Empiler(C, c2, cl)}, 
s(tcBA) = {Dépiler(C), Empiler(B, c3, c2), Empiler(A, cl, c2)}. 
Nous remarquons que ces deux tâches admettent une sous-tâche commune 
qui est Dépiler(C) d'où tABC, tBcA E a(Dépiler(C)). 
Contraintes temporelles entre tâches 
Le fait qu'une tâche ti soit en cours d'exécution sur un intervalle I, séra 
noté par [ti]I. Le début de l'exécution de cette tâche sera noté d(ti) et la fin 
de son exécution sera noté f(ti)· Naturellement, l'exécution de cette tâche 
est pris en charge par un agent au, nous définissons les deux opérateurs : [ ]I 
et :<>t, exprimant par au : [ti]I, que la tâche ti est en cours d'exécution 
par l'agent au sur l'intervalle I et par au :<ti >t, qu'à l'instant t, la tâche 
a fini d'être exécutée par cet agent. Nous pouvons ainsi écrire: 
Cette formule précise que si une tâche est en cours d'exécution sur un in-
tervalle J, elle l'est également sur tout sous-intervalle J de J. A noter l'uti-
lisation des symboles définissant les treize positions pouvant exister entre 
deux intervalles. Ces symboles sont introduits dans le chapitre 3. La formule 
suivante permet de définir l'intervalle de temps correspondant à l'exécution 
totale de la tâche : 
iau :<ti >t{::::::} au: [ti][d(t;),t] A 'ïfl 1 [d(ti),t]{e,s,J,d}l,-.(au: [ti]I) 1 
La relation tâche/sous-tâche et la relation d'opposition entre tâches dé-
finissent d'une manière naturelle un ensemble de contraintes temporelles sur 
le déroulement de chacune de ces tâches. Par exemple, la relation existant 
entre la tâche tABC et ses sous-tâches exige d'une part que les sous-tâches 
soient exécutées dans un certain ordre et d'autre part, nous ne pouvons dire 
que fABC a été exécutée que si les trois sous-tâches ont été exécutées aupa-
ravant. En supposant, qu'une tâche élémentaire prend exactement une unité 
de temps (!(ti)- d(ti) = 1), nous pouvons représenter sur un graphe les 
délais minimal et maximal entre le début et la fin de chacune des tâches 
(figure 5.2). Les nœuds correspondent aux débuts ou fins de tâches, les arcs 
sont étiquetés d'intervalles dont les bornes correspondent aux délais mini-
mum et maximum à respecter entre les deux nœuds, début et fin des diffé-
rentes tâches. Quand il n'existe pas de contrainte entre deux nœuds, l'arc 
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correspondant portera l'étiquette [ -oo, +oo]. Pour exprimer des contraintes 
de précédence sans délai (plus tard, plus tôt), nous utilisons les valeurs +oo 
et -oo. 
[1,1] 
bül-~~11>{ 
[0,0] 
[3, +oo] 
aor-----------------------~ 
aÜ : d(tABC) 
bü: d(Dépiler(C)) 
cO: d(Empiler(B, c3, cl)) 
dO: d(Empiler(C, c2, cl)) 
al: f(tABC) 
hl: f(Dépiler(C)) 
cl: f(Empiler(B, c3, cl)) 
dl: f(Empiler(C, c2, cl)) 
t 
Figure 5.2 : Les délais minimal et maximal entre le début et la fin de la 
tâche tABC et ses sous-tâches. 
D'une manière générale, les contraintes temporelles entre les nœuds ne 
correspondent pas uniquement à des contraintes de précédences. Par exemple, 
une tâche qui consiste en l'assemblage d'une pièce mécanique peut être dé-
composée en plusieurs sous-tâches qui peuvent être exécutées dans un ordre 
différent, selon la disponibilité des ressources. 
5.2.3 Domaines de responsabilité 
La réalisation d'une tâche par plusieurs agents nécessite une coordina-
tion entre eux. Cette coordination consiste à définir pour chacun des agents 
comment il doit exécuter un certain nombre de tâches, afin que la tâche glo-
bale soit réalisée. Cette définition représente les différentes responsabilités 
de l'agent 1 . 
1 Par abus de langage, nous parlerons indifféremment de 1·esponsabilité ou domaine de 
responsabilité 
70 CHAPITRE 5. MODÈLE D'ORGANISATION TEMPORELLE 
Domaine de responsabilité individuelle 
Le domaine de responsabilité individuelle est constitué d'un ensemble 
de tâches dont un agent est responsable. L'accomplissement de ces tâches 
est indépendant des autres tâches ou des autres agents. Un agent exécutera 
une tâche appartenant à son domaine de responsabilité individuelle, soit 
pour atteindre un but personnel, soit pour participer, dans un processus de 
coordination, à l'accomplissement d'une tâche plus complexe. 
Nous définissons la responsabilité individuelle d'un agent par l'applica-
tion r : A ---7 P(T). 
Le concepteur du système doit définir pour chaque agent, l'ensemble 
des tâches qu'il pourra exécuter. Cette définition peut évoluer au cours du 
fonctionnement et ceci en fonction de la possibilité de répartition de tâches. 
L'affectation des domaines de responsabilité aux agents est souvent basée 
sur un critère et ceci en fonction du problème à résoudre. Par exemple, 
si l'on souhaite superviser les machines-outils d'un atelier de production 
par une société d'agents, la répartition des tâches de surveillance peut être 
basée sur la distribution physique des machines dans ratelier ou alors sur sa. 
structure fonctionnelle hiérarchique (l'atelier est vu comme un ensemble de 
composants formés eux mêmes de plusieurs composants). 
A noter, que l'intersection de deux domaines de responsabilité indivi-
duelle n'est pas forcément vide. Deux agents peuvent avoir une même tâche 
dans leurs domaines de responsabilité individuelle. L'intérêt d'un tel recou-
vrement est de pouvoir trouver une alternative quand un agent est mo-
mentanément incapable d'exécuter une tâche appartenant à son domaine de 
responsabilité individuelle. 
Domaine de responsabilité commune 
L'affectation des domaines de responsabilité individuelle reste insuffi-
sante pour mettre en place une coopération afin d'accomplir une tâche com-
plexe. En effet, un agent doit être conscient que l'exécution d'une tâche 
appartenant à son domaine de responsabilité individuelle, est destinée à ré-
soudre une tâche de plus haut niveau, qui correspond à un but global qu'il 
faut atteindre. En l'absence de cette considération, l'agent en question est 
capable d'exécuter d'autres tâches sans se rendre compte qu'elles peuvent 
empêcher l'accomplissement d'une tâche globale. 
Pour un agent au, nous définissons le domaine de responsabilité commune 
comme suit, cr : A ---7 P(T): 
Pour illustrer cette idée, revenons à notre exemple où deux agents a1 
et a2 doivent exécuter la tâche TcBA, avec l'hypothèse suivante: a1 admet 
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dans son domaine de responsabilité individuelle toutes les tâches élémen-
taires pouvant manipuler le bloc A (on dira que a 1 est responsable du bloc 
A) et a2 est responsable des blocs B et C. Afin d'exécuter cette tâche, 
les deux agents doivent envisager une coopération. Un scénario possible est 
le suivant: l'agent a2 s'engage à exécuter les tâches Dépiler(C) et Empi-
ler(B,c3,c2) et l'agent a1 s'engage à exécuter la tâche Empiler(A,c1,c2). 
D'après la définition des domaines de responsabilité individuelle des deux 
agents et la définition d'un domaine de responsabilité commune, nous avons: 
TcBA E cr( a!) n cr(a2 ). 
Le point essentiel à retenir de cet exemple, est que la nécessité d'une 
coopération a poussé les agents à se coordonner pour exécuter indépendam-
ment chacun un ensemble de sous-tâches de façon à accomplir une tâche 
de plus haut niveau. Cette volonté à coopérer se place au niveau social et 
elle prouve que les agents possèdent une sorte de responsabilité commune 
[.Jen92b]. 
Ayant défini les domaines de responsabilité individuelle et commune, les 
contraintes temporelles entre tâches agissent à la fois au niveau individuel 
et au niveau social. En effet, dans notre exemple, lorsque l'agent a2 exé-
cute la tâche Dépiler(C), il doit tenir compte du moment où il commence 
son exécution et de la durée de cette exécution. A ce niveau, l'agent a2 est 
seul concerné par ces contraintes. Mais si par contre, on place l'exécution de 
cette tâche dans le contexte d'exécution de la tâche fcBA, ces contraintes 
concernent à présent l'agent a 1 également, car l'agent a2 est incapable d'exé-
cuter la totalité des sous-tâches à lui tout seul et l'ordre d'exécution des trois 
sous-tâches doit être respecté par les deux agents. Cette distinction entre les 
deux niveaux joue un rôle important lors de l'étude des interactions entre 
agents qui sera détaillée dans le chapitre 6. 
5.3 De la responsabilité com1nune vers les dépen-
dances 
L'existence des différentes relations entre tâches présentées dans la sec-
tion 5.2.2, montrent que les tâches admettent des dépendances. Ces dé-
pendances se traduisent par des dépendances fonctionnelles entre agents 
[LCd96]. Le concepteur du système ayant défini l'ensemble des tâches, ainsi 
que les domaines de responsabilité individuelle et commune des agents, 
chaque agent est capable de déterminer ses dépendances avec les autres. 
Ces dépendances sont exprimées sous forme d'un réseau, appelé réseau de 
dépendances. Ce réseau permet à chaque agent de connaître les agents dé-
pendants de lui et ceux dont il dépend. Il est important de signaler que ces 
relations de dépendance relèvent du niveau social, elles interviennent dans 
le raisonnement d'un agent sur les autres. 
Les deux relations entre tâches qui nous intéressent et que nous avons 
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définies dans la section 5.2.2, sont la relation tâche/sous-tâche et la rela-
tion d'opposition. A partir de ces deux relations, nous pouvons définir deux 
types de relation de dépendances entre agents: la première est exprimée 
en terme de besoin et l'autre est exprimée sous forme d'aide. Mais avant 
d'analyser plus en détail ces deux relations, nous présentons également un 
troisième type de dépendance exprimé cette fois-ci sous forme de concur-
rence. En effet, cette dépendance est due au recouvrement autorisé entre les 
domaines de responsabilité individuelle des agents. L'évolution de l'exécu-
tion des tâches dans le temps, rend les relations de dépendances dynamiques. 
Elles sont tantôt actives tantôt inactives. Cette notion de dépendance active 
constitue un moyen permettant à. l'agent de connaître à chaque instant, les 
agents qu'il doit contacter pour leur demander de l'aide ou au contraire 
pour leur proposer ses services. De cette manière, un agent possède un ré-
seau de dépendances composé de deux parties principales: la première est un 
graphe statique [ASB97, ABS97] représentant toutes les dépendances avec 
les autres relatives aux différentes tâches, et la deuxième, est une instantia-
tion dynamique du premier graphe où seules les dépendances actives sont 
représentées. 
Dans les sections suivantes, nous définissons chacune des relations et 
montrons tous les aspects dynamiques qui les caractérisent. 
5.3.1 Relation de concurrence 
L'autorisation d'éventuels recouvrements entre les domaines de respon-
sabilité individuelle des agents, introduit la notion de concurrence entre deux 
agents au. et av ayant la même tâche ti dans leurs domaines de responsabilité 
individuelle (ti E r(au) n r(av)). 
Définition statique 
Cette concurrence est exprimée comme étant une dépendance entre les 
deux agents et est définie par une relation C comme suit : 
La relation C est une relation d'équivalence entre les agents. Elle est 
déduite des propriétés de l'intersection ensembliste. 
Définition dynamique 
La relation de concurrence sur une tâche est utile uniquement dans un 
contexte où une tâche doit être exécutée ou si elle est déjà. en cours d 'exé-
cution. De ce fait, il est intéressant de pouvoir considérer cette relation sur 
un intervalle de temps: la relation de concurrence sur la tâche ti entre les 
agents au et av est active sur un intervalle 1, si et seulement si la tâche est 
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en cours d'exécution par l'un des deux agents et ceci pendant un intervalle 
J contenant 1. Ceci peut être exprimé par la formule suivante (l'opérateur 
œ définit la disjonction exclusive) : 
1 au Ct;( !)av {::::::::} auCti av 1\ (au : [t;]J ffi av : [ti]J) 1\ I { d, s, j, e} J 
Continuité dans le temps 
La règle de continuité dans le temps d'une concurrence est donnée par 
la formule suivante : 
Exemple 5.1 : Relation C. 
Une relation de concurrence entre les deux agents a 1 et a~ peut etre expri-
mée par le fait qu ïls se partagent en plus, la responsabilité du bloc B. Dans ce 
cas, les deux agents vont avoir dans leurs réseaux de dépendances, respectivement 
les relations suivantes: a.1CEmp>ler(B.c 3 .c 1 )a.2 et a.2CEmp>ler(B.c3 .c1 la1. Si la tache Empi-
lu(B. c3. cl) est en cours d'exécution par l'un des deux agents, ces deux relations 
deviennent actives et le restent pendant toute la durée d'exécution de cette tache. 
5.3.2 Relation de besoin 
Le fait qu'une tâ.che t; appartenant au domaine de responsabilité d'un 
agent a11 (ti E r(au)) admette une sous-tâ.che t.i (t.i E s(ti)) appartenant au 
domaine de responsabilité d'un autre agent av (t.i E r(av)), crée une relation 
de dépendance entre les deux agents, exprimée en terme de besoin. En effet. 
pour exécuter la tâ.che ti, l'agent au aura besoin des services de l'agent av 
pour ex écu ter la sous-tâ.che t .i. 
Définition statique 
Cette relation de dépendance, notée par 1J, est définie comme suit : 
Définition dynamique 
La définition que nous avons donnée de la relation D est en fait, une défi-
nition statique et elle va servir à la construction des réseaux de dépendances 
de chacun des agents. 
Pourtant, une telle relation de dépendance, est utilisée seulement dans 
un contexte bien précis: il s'agit de savoir quand est-ce que cette dépendance 
est active, c'est à dire quand est-ce qu'un agent aura effectivement besoin 
de tenir compte de cette dépendance. En effet, d'une part, son activation 
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dépend des déroulements des tâches: un agent ne tiendra pas compte de 
cette dépendance si aucune des tâches n'a besoin d'être exécutée et d'autre 
part, cette activation dépend de la terminaison des tâches. Une dépendance 
active de la forme auV~iav n'est plus active à partir du moment où la sous-
J 
tâche tj a été exécutée. Nous représentons le fait qu'une dépendance est 
active sur un intervalle I par auv;i (!)av. Cette activation est définie par la 
J 
formule suivante: 
auV;i(I)av {:::::::} auV;iav 1\ av: (tj)J 1\ au: [ti]K 1\ l = Jn K 
J J 
Continuité dans le temps 
Une dépendance active sur un intervalle I, reste active sur tout intervalle 
où les tâches ti et tj sont en cours d'exécution simultanément: 
auV~; (!)av 1\ au : [ti]J 1\ av : [tj]K 1\ l { d}J n K ===? auVt (J n K)dv 
Cette dépendance cesse d'être active, si l'agent av a fini d'exécuter la 
sous-tâche tj à l'instant t. Nous rappelons que J- et J+ permettent l'accès 
respectivement aux bornes inférieure et supérieure de l'intervalle I: 
auv;;(I)av 1\ av:< ti >t===? (VJ 1 auv;;(J)av ===? J{s,d,j,e}[I-,t]) 
Exemple 5.2 :Relation V. 
Si l'agent a1 doit exécuter la tâche icBA, il dépendra de l'agent a.2 concernant 
l'exécution des deux premières sous-tâches Dépiler(C) et Empiler(B, c3, c2). Donc, 
nous pouvons déduire les dépendances suivantes: 
a1D'cBA a2 et a 1D'csA a?. Dépller(C) Emptler(B,c3,c2) ~ 
Par contre, si l'agent a. 1 devait exécuter la tâche tABC, il serait complètement 
dépendant en terme de besoin de l'agent a. 2 concernant l'exécution de toutes les 
sous-tâches. A noter, que l'agent a. 2 est capable d'exécuter la tâche iABC sans 
aucune aide de l'agent a.1, on dira que l'agent est autonome vis-à-vis de cette tâche 
(cf. chapitre 2). 
5.3.3 Relation d'aide 
Un agent au utilisera cette dépendance dans l'objectif d'aider un autre 
agent av à anticiper et interrompre ou empêcher l'exécution d'une tâche, car 
celle-ci est en opposition avec une tâche en cours d'exécution par l'agent au. 
Définition statique 
Cette dépendance est représentée par la relation 1l définie comme suit : 
au1l~;av {:::::::}ti+-+ tj 1\ ti E r(au)- r(av) 1\ tj E r(av)- r(au) 
D'après cette définition, il est facile de montrer que la relation 1l est 
commutative. 
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Définition dynamique 
Tout comme pour la relation 1), l'utilisation de la relation de dépendance 
de type 1-i, dépend du cours d'exécution des tâches. En effet, il est inutile 
qu'un agent s'intéresse à un instant donné à cette dépendance, si au moins 
une des deux tâches n'est pas en cours d'exécution. Pour cette raison, nous 
utilisons également la notion de dépendance active sur un intervalle I, re-
présentée par au 1-i~i (!)av. L'activation d'une dépendance est définie par la 
J 
formule suivante: 
Continuité dans le temps 
Tout comme pour la relation V, nous définissons pour la relation 1-i, la 
continuité dans le temps: 
Cette dépendance cesse d'être active à. partir du moment où l'une des 
deux tâche ti ou t j a fini d'être exécutée: 
Contrairement à la relation D, nous faisons intervenir l'exécution de la 
tâche t; par l'agent au, ce qui n'était pas nécessaire avec une dépendance de 
type D car la terminaison de la tâche ti était conditionnée par la terminaison 
de la sous-tâche tj et donc la tâche tj devait forcément se terminer avant. 
Dans une dépendance exprimée par la relation 1-i, les deux tâches peuvent 
a priori être indépendantes. De plus, aucune contrainte temporelle ne peut 
être exprimée sur leurs exécutions, ni sur leurs terminaisons. 
Exemple 5.3 : Relation 1-i. 
Dans notre exemple, l'agent a 1 aura dans son réseau de dépendances la relation 
. 1{Empder(A,cl,c2) l d , h . .C , , l 
smvante: a 1 a?, car es eux tac es en questwn wnt mtervenu a Emptler(B,c3,c2) ... 
même colonne c2 et par conséquent, on a Empiler(A, cl, c2) +-+ Empiler(B, c3, c2). 
L'exécution de l'une de ces deux tâches, rend la relation active pendant toute 
la durée de cette exécution. 
5.4 Relation de pouvoir 
Dans une situation de concurrence, deux agents capables d'exécuter une 
même tâche vont se servir d'une relation de pouvoir leur permettant de 
choisir celui qui va exécuter la tâche. Cette notion de pouvoir est introduite 
dans le but général de répartir la charge de travail entre les agents. A noter, 
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que notre définition du pouvoir diffère de celle qu'on trouve dans [Cas90) où 
le fait qu'un agent au dépende d'un autre agent av implique que l'agent av 
a du pouvoir sur lui. 
5.4.1 Définition statique 
Nous définissons la relation de pouvoir entre deux agents par la relation 
>ti comme suit : au >ti av implique que si la tâche ti doit être exécutée, 
c'est l'agent av qui doit s'en charger. 
De la même manière, nous pouvons définir la relation réciproque notée 
<ti comme suit: 
La relation >t; définit une relation d'ordre sur l'ensemble des agents: 
• elle est réflexive car si un agent au est le seul responsable d'une tâche 
ti, dans tous les cas, c'est lui même qui sera chargé de cette tâche et 
ceci ne contredit pas le résultat au >t; au ; 
• elle est antisymétrique. En effet, d'après la définition de la relation >, 
si l'on a à la fois au >t, av et a 11 >t, av, le premier résultat implique 
que l'agent av sera chargé de l'exécution de ti et le deuxième implique 
que c'est l'agent au qui en sera chargé. Or ceci n'est possible que si au 
et av représentent tous les deux le même agent ; 
• elle est transitive, car si 1 'on a les deux résultats suivants: au. >t, av 
et av >ti aw d'après le premier, c'est l'agent av qui sera chargé de la 
tâche ti, mais en utilisant le deuxième résultat, c'est finalement l'agent 
aw qui sera chargé de cette tâche. D'où on obtient le même résultat 
que si on avait au >ti aw. 
Cet ordre est partiel car on ne peut comparer (par la relation >t;) que 
des agents admettant la tâche ti dans leurs domaines de responsabilité indi-
viduelle. L'ordre défini par cette relation est important car il permet déter-
miner l'agent qui a le moins de pouvoir vis-à-vis d'une tâche (section 5.5). 
5.4.2 Définition dynamique 
La relation de pouvoir permet de désigner l'agent qui sera chargé d'une 
tâche, mais à un moment donné les agents au et av responsables de la même 
tâche ti n'ont aucun moyen leur permettant de savoir quelle est la relation 
valide parmi au >ti av et av >ti au. Pour ce faire, ils vont utiliser un critère 
spécifique dépendant en général du contexte de travail dans lequel ces agents 
sont plongés. 
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Une relation de pouvoir sous la forme au >t; av ne dure pas éternelle-
ment. En effet, cette relation dépend de deux paramètres: d'une part, de 
la durée d'exécution de la tâche ti et d'autre part, du critère choisi, comme 
la charge de travail qui varie au fur et à mesure de l'exécution des tâches. 
Ces deux paramètres rendent la relation de pouvoir dynamique. Par la suite, 
cette relation sera considérée comme une fonction du temps valide sur un 
intervalle donné. Nous pouvons ainsi écrire au >t; (!)av et ceci afin de tenir 
compte de cet opérateur dans un raisonnement temporel. 
5.5 Concurrence et pouvoir 
La présence d'une relation de concurrence dans les réseaux de dépen-
dances de deux agents au et av, signifie que quand il va falloir exécuter la 
tâche f;, les deux agents doivent se mettre d'accord sur celui qui sera chargé 
de cette exécution. C'est dans ce contexte, que la relation de pouvoir décrite 
dans la section précédente va servir comme critère. En effet, si au >t, a,.. 
c'est l'agent a,. qui exécutera la tâche et inversement. Les définitions des 
relations C et >, nous permettent d'établir le résultat suivant: l'agent qui 
a le moins de pouvoir doit se charger de l'exécution d'une tâche dans un 
contexte de concurrence. Ceci peut s'exprimer par la formule suivante: 
Vav J auCt;(I)a, 1\ J{si,di,Ji,o,m,}I 1\ av >t; (J)au ===?au: [ti]I 
A l'inverse, si l'agent av est en train d'exécuter la tâche ti sur un intervalle 
E et que la relation auCt;av est active sur un intervalle I contenu dans K, 
nous pouvons en déduire que l'agent au a du pouvoir sur l'agent a, sur un 
intervalle J contenant la borne inférieure de I : 
a,.: [ti]I\ 1\ auCt;(I)av 1\ I{e, s, j, d}K ===? J{si, di, Ji, o, m}I 1\ au. >t; (J)a, 
Exemple 5.4 : Relations C et >. 
Dans cet exemple, les agents a1 et a2 se partagent toujours le bloc B et ils 
doivent exécuter la tache tABC (cf. section 5.2.2). Il est plus raisonnable que l'agent 
a2 exécute les deux tàches Dépiler(C) et Empiler(C, c2, cl) et que l'agent a 1 exécute 
la tâche Empiler(B, c3, c2), plutôt que l'agent a2 car ce dernier est déjà surchargé 
par l'exécution de deux tàches. Dans un tel contexte, il est possible de prendre 
comme critère, la charge de travail de chacun des agents à l'instant t où une tâche 
commune doit être exécutée. Ainsi, dans l'exemple, nous avons le résultat suivant: 
a2 > Emp,er(B,c3 ,c1 ) ([t, t']) al. Une règle doit permettre de calculer l'intervalle [t, t']. 
Par exemple, nous pouvons établir que t' correspond à la date à laquelle la tâche 
Empiler(B, c3, c2) a fini d'être exécutée. 
78 CHAPITRE 5. MODÈLE D'ORGANISATION TEMPORELLE 
5.6 Conjonction des relations de dépendance 
Lors de la résolution d'un problème un agent va consulter son réseau 
de dépendances et utiliser ses relations de dépendance avec les autres, d'une 
part pour résoudre des problèmes qu'il est capable de résoudre partiellement 
et d'autre part, pour proposer de l'aide aux autres ou leur éviter des efforts 
inutiles dans certains cas (utilisation de la relation 1l). Cependant, les agents 
ne doivent pas se contenter d'utiliser leurs réseaux de dépendances indépen-
damment les uns des autres. En effet, l'existence de plusieurs relations de 
dépendance entre un agent et les autres (conjonction de relations), permet 
à. cet agent d'inférer d'autres relations de dépendance entre les autres. Ce 
type d'inférence, augmente la faculté de raisonnement social chez les agents. 
Dans les sections suivantes, nous allons étudier toutes les conjonctions 
possibles entre trois agents. Nous les avons regroupées dans trois catégories: 
• Conjonction CC. Correspond à. la conjonction de deux relations de 
concurrence ; 
• Conjonction C ,{'. Correspond à la conjonction d'une relation de concur-
rence et d'une relation d'aide ou de besoin ; 
• Conjonction X X. Correspond à. la conjonction de deux relations de 
besoin ou d'aide. 
Nous avons choisi de traiter la conjonction CC séparément, car elle pré-
sente des propriétés différentes. La conjonction d'une relation de besoin et 
d'une relation d'aide ne permet pas de déduire une troisième relation, elle 
ne sera donc pas étudiée. 
Par ailleurs, le lecteur trouvera dans l'annexe A, la démonstration des 
formules utilisées dans les sections suivantes. 
5.6.1 Conjonction CC 
~ Relations existantes 
< .:z> Relations déduites 
Figure 5.3 : Un agent ayant la même relation de concurrence avec deux 
agents, en déduit que les deux autres sont liés par la même relation. 
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Un agent au ayant une relation de concurrence sur u:ne tâche ti avec deux 
agent av et aw, peut en déduire une relation de concurrence entre les deux 
agents (figure 5.3) : 
L'agent au active la relation avCt;aw, si l'une des deux relations auCt;av 
et auCt;aw est active, mais pas l'autre: 
L'agent au tient compte de l'activation de ces relations de la manière 
suivante: 
• si les relations auCt;av et avCt;aw sont actives, la tâche ti est cours 
d'exécution par l'agent av (le raisonnement est le même pour l'agent 
aw)· Quand la tâche est exécutée, l'agent a11 sait qu'il sera informé 
ainsi que l'agent aw du résultat de l'exécution par l'agent av; 
• si les deux relations auCt;av et auCt,aw sont actives, la tâche t; est 
cours d'exécution par l'agent au lui même. Il est tenu d'informer les 
deux agents du résultat de l'exécution. 
5.6.2 Conjonction C.1' 
~ Relations existantes 
<· ·>- Relations déduites 
Figure 5.4 : Une relation de concurrence entre deux agents leur permet 
d'avoir le même type de relation avec d'autres agents. 
Un agent au ayant une relation de concurrence sur une même tâche ti 
avec un agent av et une autre relation X=V ou 1-l avec un agent aw, lui 
permet de déduire que l'agent av admet la même relation X avec l'agent aw 
(figure .5.4): 
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De plus, si l'agent au a du pouvoir sur l;agent av vis-à-vis de la tâche ti 
et la dépendance auCt;av est active sur un intervalle J, cela signifie que la 
tâche ti est en cours d'exécution par l'agent av. L'agent au peut en déduire 
que la dépendance avX/
3
iaw sera activée sur un sous-intervalle .] de 1 par 
l'agent av: 
• pour X='D, l'intervalle .] correspond à la durée de l'exécution de la 
sous-tâche tj ; 
• pour X=1-l, l=.J car la tâ.che t; est en cours d'exécution et t; +-+ tj. 
Ne connaissant pas le sous-intervalle .J, l'agent a3 active cette relation 
sur tout l'intervalle I: 
Nous allons examiner l'utilisation de cette formule lors d'un raisonne-
ment social par l'agent au: 
• l'activation de la relation avxt·aw, permet à l'agent au de savoir quïl 
J 
ne doit pas activer la relation auxt:i av si besoin est; 
• l'activation la relation auCt;av permet à l'agent au de savoir que l'agent 
av va l'informer du résultat de l'exécution de la tâche t;. 
Exemple 5.5 : Conjonction CH. 
Nous nous plaçons dans le contexte suivant, l'agent a1 est responsable du bloc 
C, l'agent a2 est responsable des blocs A et C et enfin l'agent a3 est responsable 
des blocs A et B. 
Dans ce contexte, l'agent a1 peut déduire les relations suivantes: 
C 1l
Dépiler(C) 
a1 Dépiler(C)a2 et a1 Empile,·(B,c3,c2)as. 
En réécrivant la première formule, nous obtenons: 
C 1lDépiler(C) 1lDépiler(C) 
a1 Dépiler(C)a2 1\ a1 Empiler(B,c3,c2)a3 ===? a2 Empiler(B,c3,c2)a3. 
Supposons à présent, que la tache Dépiler{C) est en cours d'exécution par l'agent 
a2 sur un intervalle de temps I (a1 >Dépile,·(C) (J)a2). Ceci aura pour effet d'ac-
tiver la relation a1CDépiler(C)a2. D'après la deuxième formule, la relation déduite 
a21lEDépi~ler((CB) 3 2)a3 devient active également. Cette activation permet à l'agent rn pz .er ,c ,c 
a1 de savoir qu'il ne doit pas activer la relation a11lEDépi~el r((CB) 3 2 ) as et donc qu'il mpz er ,c ,c 
ne doit pas informer l'agent a3 que la tache Dépiler{C) est en cours d'exécution, 
car ce dernier est déjà mis au courant par l'agent a2 . 
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~ Relations existantes 
<· > Relations déduites 
···> 
Figure 5.5 :Avoir la même relation de dépendance avec deux agents (aide 
ou besoin), implique une relation de concurrence entre eux. 
5.6.3 Conjonction ,l:' X 
Si un agent admet la même relation de besoin ou d'aide avec deux agents, 
il peut déduire qu'il existe une relation de concurrence entre eux (figure .5 . .5): 
De plus, si une des deux dépendances devient active, l'agent au peut 
inférer que la relation déduite le devient également: 
Dans un raisonnement social, l'agent au tient compte des ces relations 
actives comme suit : 
• l'activation de la relation avCtJaw permet à l'agent au de savoir qu'il 
ne doit pas activer aucune relation faisant intervenir la tâche tj car 
cette dernière est déjà en cours d'exécution ; 
• l'activation de la relation auX/; (I)aw lui permet de savoir qu'il sera 
informé du résultat de l'exécution de la tâche tj par l'agent aw. 
Exemple 5.6 : Conjonction 1-l'H. 
Nous nous plaçons dans le contexte suivant, l'agent a 1 est responsable des blocs 
A et B, l'agent a2 des blocs B et Cet enfin, l'agent a3 est responsable des blocs 
Cet A. On suppose par ailleurs que l'agent a 1 doit exécuter la tâche TcBA et que 
l'agent a3 est en train d'exécuter la tâche Dépiler(C). 
Dans ce contexte, l'agent a 1 admet dans son réseau 1l les relations: 
1{Empiler(B,c3,c2) t 1{Empiler(B,c3,c2) 
a1 Dépiler(C) a3 e a1 Dépiler(C) a2. 
En utilisant la première formule, nous pouvons écrire: 
1lEmpiler(B,c3,c2) 1{Empiler(B,c3,c2) C al Dépiler(C) a3 1\ al Dépiler(C) a2 ==} a2 Dépiler(C)a3 
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1{Empiler(B,c3,c2) 
Dépiler(C) 
,----
' 
' 
' 
' 
' 
1{Empiler(B ,c3,c2) 
Dépiler(C) 
', av <············································ 
', ,~~~ 
'' \ 
' \ 
' \ 
' \ 
'' \ 
' 
Cnépiler(C) 
Relations actives 
~ Relations existantes 
<.-> Relations déduites 
·······> 
Figure 5.6 :Avoir la même relation d'aide avec deux agents, implique une 
relation de concurrence entre eux. 
Le fait que l'agent a3 soit en train d'exécuter la tache Dépiler(C), implique que la 
l . Empile>·(B c3 c2) d · · f · l · C re atwn a11l Dépiter(C), ' a3 ev1ent active et de ce ait, a relatiOn a2 Dépile>·(C)a3 
le devient aussi d'après la troisième formule (figure 5.6): 
'11Empiler(B,c3,c2) (!) •vEmpiler(B,c3,c2) C (!) 
alTLDépiler(C) a3 1\ alnDépiler(C) a2 ===} a2 Dépile>·(C) a3 
Comme l'agent a 1 doit exécuter la tache Tc BA, il doit donc activer une des deux 
relations a1'D'J;~;i1er(C)a2 et a1V'J;~;;Jer(C)a2. Comme la relation a2CDépite1·(c)a3 est 
active, l'agent a1 sait que la tache Dépiler(C) est en cours d'exécution et qu'il n'a 
pas besoin d'activer aucune des deux relations ci-dessus. Il sait également qu'il sera 
· c ' d ' l d l' ' · d A h l l · ,11 Empiler(B c3 c2) In1orme u resu tat e executwn e tac e, car a re atwn a1 n Dépiler(C), ' a3 est 
active. 
5. 7 Organisation temporelle 
Les définitions des différentes relations décrites dans les sections précé-
dentes ont permis de dégager un certain nombre de correspondances entre 
ces relations. Dans les deux tables suivantes, nous précisons leurs types, les 
liens entre elles, ainsi que les relations existant entre les tâ.ches concernées 
dans le cas où la relation fait intervenir plus d'une tâ.che. Nous rappelons 
que la fonction r définit le domaine de responsabilité d'un agent, s définit 
l'ensemble des sous-tâ.ches d'un tâ.che et a est la fonction réciproque (sec-
tion 5.2). 
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Relation 
Type Statique Dynamique Statique Dynamique 
Déduite de r C, au : [ti]I r, a et s 1), au : [ti]I 
et av : [ti]I et av : [tj]I 
Relation entre x x x x x x Tâche/Sous- Tâche/Sous-
tâches tâche tâche 
Relation 
1 1 
Type Statique Dynamique Dynamique 
Déduite de B 1-l, au : [ti]I Activité des 
et av : [tj]I agents 
Relation entre Opposition Opposition x x x 
tâches 
5. 7.1 Niveaux individuel et social au sein de l'agent 
Les différents liens entre relations conduisent à la définition des interac-
tions entre les niveaux individuel et social d'un agent (figure .5.7). Au niveau 
Agent 
Concepteur 2 
Niveau Individuel 
Figure 5. 7 : Interactions entre les niveaux individuel et social au sein d'un 
agent. 
individuel, on retrouve les différentes activités de l'agent en terme d 'exécu-
tion de tâches(: [ ]I et :<>t)· Au niveau social et on retrouve la relation de 
pouvoir, les relations de dépendance statiques (concurrence, besoin et aide), 
ainsi que leurs instantiations (dépendances actives) : 
• (a). Les dépendances statiques sont construites à partir des domaines 
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de responsabilité et les relations entre tâches, qui sont des paramètres 
fixés par le concepteur ; 
• (j3, 1')· Les dépendances actives sont déduites des différentes dépen-
dances statiques ainsi que d'autres dépendances actives (cf. section 5.6) ; 
• ( 8). La relation de pouvoir joue un rôle dans l'activation des dépen-
dances (section 5.6.2); 
• (1). L'utilisation de la relation de pouvoir dépend de l'activité des 
agents à un instant donné; 
• (2). L'activité des agents joue également un rôle dans l'activation de 
leurs dépendances. En effet, une dépendance ne deviendra active que 
si la ou les tâches concernées doivent être exécutées ou sont déjà en 
cours d'exécution. 
Ainsi, l'activité des agents est un facteur déterminant de leurs relations 
de pouvoir et de dépendances actives. Ceci représente l'impact du niveau in-
dividuel chez un agent sur son niveau social, en d'autres termes, ceci montre 
comment l'activité individuelle d'un agent peut déterminer son rôle social 
en terme de dépendance et de pouvoir. Inversement, 1 'activation d'une dé-
pendance au sein d'un agent se traduit par l'exécution des tâches par l'un 
etjou l'autre des agents. La relation de pouvoir détermine également l'acti-
vité des agents à un moment donné: en cas de concurrence sur une tâche, 
elle détermine l'agent qui sera chargé de cette tâche. 
5. 7.2 Définition de l'organisation 
La définition des différentes relations de pouvoir et de dépendance est un 
moyen permettant de définir la notion d'organisation. L'organisation sous 
sa forme statique sera représentée par l'ensemble des graphes des relations 
>, C, 1J et 1i : 
10 = {>, c, 1), 1-i} 1 
Naturellement, cette organisation n'existe nulle part dans le système, 
car aucun des agents ne connaît parfaitement toutes les relations de dépen-
dance entre les uns et les autres. Elle représente uniquement une image de 
l'ensemble des agents dans un contexte d'étude où elle est observée de l'ex-
térieur. De cette manière, le concepteur pourra étudier l'impact de son choix 
du paramètre> et du paramètre r qui définit les domaines de responsabilité 
(a et s étant fixes et dépendants de la composition des tâches en sous-tâches) 
sur l'organisation (figure 5.8). 
Il est évident que l'activité des agents est dynamique et ceci affecte leur 
organisation à travers les activations et les désactivations des différentes 
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r, > 
Concepteur ~ 
~· 
·o @ ( ... ) 
Observation 
Calcul 
(D :Agent 
Figure 5.8 : Pour différents choix de ret >,le concepteur peut obtenir des 
organisations différentes. 
dépendances au cours du temps. Il convient donc de définir une composante 
dynamique de l'organisation qui est définie par l'organisation sous sa forme 
statique mais également par les graphes des différentes relations de pouvoir 
et de dépendances actives sur un intervalle donné I: 
1 O(I) = {0, > (!), C(I), V(J), 1i(I)} 1 
Encore une fois, cette représentation dynamique de l'organisation sera uti-
lisée dans le but de contrôler son évolution qui dépend essentiellement de 
l'activité individuelle de chacun des agents. Nous verrons dans le chapitre 6, 
que les interactions entre agents ont un impact direct sur leurs activités indi-
viduelles. Ainsi, l'organisation O(J) peut être considérée comme un résultat 
indirect des interactions qui ont lieu au cours du temps (figure 5.9). 
5.8 Discussion 
Dans ce chapitre, nous avons présenté le modèle d'une société d'agents 
dédiée à la résolution de problèmes complexes où les tâches qui doivent 
être exécutées peuvent être décomposées en plusieurs sous-tâches. Cette dé-
composition conduit à un ensemble de contraintes temporelles qui, même 
exprimées sous leur forme la plus simple comme étant des contraintes de 
précédences, régissent souvent l'exécution des tâches. Cette dynamique des 
tâches doit être prise en compte par l'ensemble des agents et ceci en fonction 
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0(1) .... ······························· 
Conceptem <(· • .. . . . . . . . . . .... 
Figure 5.9 : L'organisation O(I) est définie par les instances actives des 
différentes relations. 
de leurs domaines de responsabilité. Elle est prise en compte à deux niveaux 
au sein de l'agent: 
• au niveau individuel, il s'agit de prendre en compte essentiellement les 
durées d'exécution des tâches, les différentes contraintes temporelles 
entre une tâche et ses sous-tâches ou entre deux tâches opposées ; 
• au niveau social, il s'agit de prendre en compte les contraintes po-
sées par l'exécution de plusieurs sous-tâches par plusieurs agents, afin 
d'effectuer une tâche de haut niveau. 
La définition des différents domaines de responsabilité permettent aux agents 
de déduire des relations de dépendance avec les autres. Ces relations sont 
représentées par un réseau de dépendances local à chaque agent. En fonc-
tion de leurs activités individuelles en terme d'exécution de tâches et en 
fonction de leurs relations de pouvoir, les dépendances deviennent actives et 
permettent ainsi aux agents d'avoir un raisonnement temporel sur leurs rela-
tions de dépendance, ainsi que sur celles des autres. Les relations de pouvoir 
sont déterminées en utilisant un critère connu par l'ensemble des agents, il 
dépend généralement de leur activité individuelle. Les différentes relations 
de dépendance et de pouvoir permettent de définir l'organisation à la fois 
dans sa composante statique et dans sa composante dynamique. L'organi-
sation constitue essentiellement un moyen permettant d'observer l'évolution 
des interactions entre agents, mais elle permet également de choisir certains 
paramètres tels que la définition des domaines de responsabilité. Ainsi, notre 
modèle de société d'agents est basé essentiellement sur la notion de réseau 
de dépendances, ainsi que sur l'étude de la dynamique des différentes dé-
pendances. 
Chapitre 6 
Modèle d'interaction 
temporelle 
6.1 Introduction 
Dans le chapitre précédent, nous avons décrit le modèle d'organisation 
cl· une société d'agents basée sur la notion de réseau de dépendances tem-
pm·elles. Ces réseaux permettent aux agents de connaître leurs relations de 
dépendance avec les autres afin d'interagir avec eux lors de la résolution de 
problèmes complexes. 
Le présent chapitre, a pour objet de décrire les moyens de communication 
mis à disposition des agents, afin d'exprimer leurs besoins d'une manière 
claire et compréhensible par l'ensemble des agents. 
Nous commençons par la description du langage d'interaction L connu 
par l'ensemble des agents car ceux-ci communiquent par envoi de messages 
formant une expression respectant la grammaire de ce langage 1:. Ce langage 
permet l'expression de contraintes temporelles au niveau des messages. 
Ensuite et afin que les échanges de messages soient interprétés unifor-
mément par l'ensemble des agents, nous définissons une sémantique associée 
au langage. Cette sémantique est basée sur les actes de langage. 
Enfin et dans le but de contrôler les échanges de messages, différents pro-
tocoles d'interaction sont définis. En effet, dans une conversation un agent 
ayant reçu un message doit savoir comment répondre à ce message, sinon 
des réponses spontanées de part et d'autre, risquent d'entraîner la conversa-
tion dans une impasse ou dans un état de dégénérescence. Nous définissons 
cl 'abord trois protocoles élémentaires: le protocole de req·uête, le protocole 
d ·information et enfin le protocole d'interr-uption de tâches. A partir de ces 
protocoles, peuvent être définis des protocoles plus complexes tels que le 
protocole de négociation. 
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6.2 Langage d'interaction 1.2 
La communication par envoi de message exige que les messages soient 
interprétés de la même façon par l'ensemble des agents, sans cela, les conver-
sations peuvent présenter des incohérences entraînant des anomalies dans le 
fonctionnement de la société. Pour éviter ce problème, nous avons défini un 
langage d'interaction L commun à tous les agents. Un message envoyé ou 
reçu doit être une expression respectant la grammaire du langage .C. 
6.2.1 Grammaire du langage 
La grammaire du langage L est définie comme suit, sous forme BNF: 
<Msg> 
<Communication> 
<Content> 
<something> 
<a.nswer> 
<fa.ct> 
:= '('<Communication>')' <Content> '('<Context>')' 
:= <date> <sender> <receiver> 
'('REQUEST')' '('<something> <timeout> ')' 
1 '('RESPONDT ('<answer> <date>')' 
1 '('INFO RM ')" (' <fact > <date>')' 
1 '('REFRAIN < Context> ')' 
INFORMA~ION-ABOUT <info> 
1 PERFORMED <task> 
PERFORMED <result> 
1 FAILED 
1 <others> 
<answer> <task> 
1 < task> '+-7' < task> 
Les champs écrits en italique correspondent aux symboles terminaux. 
Dans un message, ils correspondent à des identificateurs ( sender, receiver, 
context, task, result), des dates ou des délais (date, timeout). Les champs 
écrits en lettres capitales correspondent aux mots clés du langages. Les 
autres champs sont des symboles non terminaux de la grammaire. 
Le champ <Msg> représente le corps du message. Un message est consti-
tué de trois champs: le champ <Communication> contenant la date d'émis-
sion du message, l'identificateur de l'expéditeur et celui du destinataire. Le 
champ <Context> indique le contexte de conversation. Ce contexte sera 
utilisé dans tous les messages concernant une même conversation entre plu-
sieurs agents. Le champ <Content> contient l'information pertinente qui 
doit être traitée par l'agent destinataire. 
Dans un message de requête (mot clé REQUEST), le champ <task> 
précise la tâche à exécuter et le champ <timeout> précise le délai associé à 
cette tâche sous forme d'un intervalle. La borne inférieure de cet intervalle 
correspond à la date à partir de laquelle la tâche peut être exécutée. Sa 
borne supérieure correspond au nombre maximum d'unités de temps que 
doit prendre l'exécution de cette tâche. 
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Dans un message de réponse à une requête (mot clé RESPOND), le champ 
<answer> indique si l'exécution d'une tâche s'est effectuée avec succès (mot 
clé PERFORMED) et dans ce cas un champ <result> permet de donner le 
résultat de l'exécution. Le contenu de ce champ dépend du type de la tâche 
exécutée et les résultats qu'elle fournit. Dans le cas d'un échec, le mot clé 
FAILED est utilisé. Dans tous les cas, la date (champ <date>) à laquelle le 
succès ou l'échec de la tâche à exécuter est précisée. Le champ <others> est 
utilisé quand le message représente une réponse à une requête d'information 
(mot clé INFORMATION-ABOUT). 
Quand le message est utilisé pour informer sur un fait (mot clé INFORM), 
ce fait (champ <fact>) peut indiquer un fait ou alors il peut avoir le même 
contenu qu'une réponse (champ <answer>) et dans ce cas, la tâche est 
précisée car dans le cas d'une réponse le contexte de conversation permet de 
retrouver de quelle tâche il s'agit. 
6.2.2 Infor1nations temporelles dans un message 
Un message envoyé ou reçu peut contenir trois types d'informations tem-
pül·elles: 
• la date d'émission. Cette date est insérée par l'expéditeur avant l'émis-
sion du message. Elle permet à l'agent destinataire de traiter les mes-
sages dans leur ordre d'émission qui peut différer de 1 'ordre de récep-
tion; 
• une date est incluse dans le contenu propositionnel : 
dans le cas d'une requête, un délai précise la date limite à laquelle 
l'agent expéditeur doit recevoir une réponse à cette requête, cette 
date va servir à la gestion des buts de l'agent destinataire; 
dans le cas d'une réponse à une requête, l'agent expéditeur précise 
la date à laquelle la tâche répondant à la requête a été exécutée. 
Dans le cas d'une information à propos d'un fait comme la nou-
velle position d'un bloc par exemple, cette date est celle à laquelle 
l'information a été établie. 
Exemple 6.1 : Message de requête. 
Dans l'exemple sur le monde des blocs, le champ < task > peut être instancié 
par Dépiler(C), le champ <Context> par ctxtl, le champ <date> par d, le champ 
<sender> par al, le champ <receiver> par a2 et enfin le champ <timeout> par 
[5, 10]. Ces instantiations donnent lieu au message suivant: 
(d a1 a2)(REQU EST)(P ERFORM ED Dépiler(C) [5, lO])(ctxtl) 
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6.3 Sémantique associée au langage .C 
Dans cette section, il s'agit d'étudier la sémantique associée à chacun 
des termes du langage L en s'appuyant sur la théorie des actes de langage. 
Nous nous inspirons du travail mené par E. Alphonse dans son travail de 
DEA où sont définis les quatre actes illocutoires représentés sous la forme 
< F, p > où F désigne la force illocutoire et p le contenu propositionnel. Les 
forces illocutoires primitives sont déterminées par le but illocutoire: asser-
tif, directif, engageant ou déclaratif. A noter, que le but illocutoire expressif 
n'a pas été abordé, n'ayant pas d'utilité cruciale dans notre contexte. Cette 
sémantique va permettre de définir les changements que produit une commu-
nication dans les états mentaux du locuteur et de l'allocutaire. D'une part, 
nous allons définir l'acte perlocutoire d'un acte illocutoire pour l'allocutaire 
et d'autre part, nous allons préciser la vision de cet acte perlocutoire par le 
locuteur. 
6.3.1 Définitions préliminaires 
Dans cette section, nous donnons quelques définitions qui seront utilisées 
par la suite. 
L'instant tnow définit l'instant présent où une proposition ou une pro-
priété a été établie ou considérée. 
Prédicats 
• Le prédicat DONE admet deux paramètres, le premier est une action 
ou une suite d'actions, ce qui correspond dans notre contexte à une 
tâche et le deuxième est un intervalle de temps. DONE(q),!) est vrai si 
et seulement si la réalisation de l'action <P se termine durant l'intervalle 
I; 
• Le prédicat CAN est un prédicat de capacité, contrairement à l'opéra-
teur > défini dans le chapitre 5, il ne définit pas la relation de pou-
voir entre deux agents vis-à-vis d'une tâche (cf. section 2.3.6), mais le 
pouvoir d'un agent à exécuter une tâche ou dans un cadre général le 
pou voir de rendre une propriété vraie : CAN (au, p) est vrai si et seule-
ment si l'agent au. est capable d'entreprendre une action ou une suite 
d'actions permettant de rendre p vrai ; 
• Le prédicat failed précise si une action a échoué. failed (a) est vrai si 
et seulement si la réalisation de l'action a a échouée; 
• Le prédicat is-true-at-date admet deux paramètres: une proposition 
et une date. is-true-at-date(p, d) est vrai si et seulement si pest vraie 
à la date d. De plus, s'il est établi à une date d qu'une proposition est 
vraie à une date d0 , alors ce résultat peut être établi à n'importe quel 
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date d' ultérieure à d: 
is-true-at-date(is-true-at-date(p, d0 ), d) {:::::::} 'ï/ d' :2 d, is-true-at-date(is-
true-at-date(p, do), d'). 
Opérateurs 
• L'opérateur BEL est un opérateur de croyance, il admet intuitivement 
deux paramètres, l'identificateur de l'agent qui croît et la proposition 
sur laquelle porte la croyance. Par exemple, BEL(au, p) signifie que 
l'agent au croît que p est vraie; 
• L'opérateur INT est un opérateur d'intention, il admet le même type 
de paramètre que l'opérateur BEL. INT(au, p), signifie que l'agent au 
a l'intention de rendre p vraie dans le futur. En pratique, tout but de 
l'agent correspond à une intention ; 
• L'opérateur S-COMMIT symbolise l'engagement d'un agent envers un 
autre agent pour rendre une propriété vraie. Cette notion d'engage-
ment est celle de l'engagement social évoquée dans la section 2.2.2. 
S-COMMIT(au, av, p) signifie que l'agent au s'engage envers l'agent av 
de rendre p vrai dans le futur. 
Fonctions 
• La fonction results-when-performed rend le résultat de la réalisation 
d'une action ou une suite d'actions. Ce résultat peut être une propo-
sition ; 
• La fonction getTask permet de retrouver une tâche, à partir d'un 
contexte de conversation. 
6.3.2 Actes de langage de base 
A partir des quatre buts illocutoires, il est possible de définir quatre 
actes de langage : informer, commander, s'engager et déclarer. Dans notre 
contexte, nous n'aurons besoin que des actes informer et commander, en 
voici la définition : 
Informer 
Le but illocutoire assertif permet la définition de l'acte de langage défini 
par le performatif informer. Le fait qu'un agent au informe un agent av du 
contenu propositionnel p (informer( au, av, p)) correspond à l'acte illocutoire 
< assertif, p > et signifie que l'agent au souhaite informer l'agent av que 
le contenu propositionnel p est vrai au moment de l'énonciation de l'acte. 
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Sémantique La sémantique associée à cet acte, qui constitue également 
ses conditions de succès, est la suivante : 
Acte perlocutoire Nous définissons l'acte perlocutoire de cet acte pour 
l'agent av, comme étant la satisfaction de l'intention du locuteur et donc 
BEL(av, p). De plus, l'agent av croît les conditions de satisfaction de l'acte, 
puisqu'il l'a reconnu et donc nous avons: 
BEL(au, BEL(au,P) 1\ BEL( au, --.BEL(av,p)) 1\ INT(a,, BEL(av,P))). 
De son coté, le locuteur raisonne sur l'acte perlocutoire et établit le 
résultat suivant : 
Commander 
Le but illocutoire directif conduit à la définition de l'acte de langage 
défini par le performatif commander. L'acte illocutoire < directif, p > 
d'une communication entre un agent au et un autre agent av signifie que 
l'agent au commande l'agent av de rendre le contenu propositionnel p vrai 
(commander(au, av, p)) où p = DONE(a, !), a étant une action. 
Sémantique La sémantique de cet acte est la suivante: 
BEL( a,, CAN(av,P)), INT(a,,p), INT(a,,S-COMMIT(av, a,,p)). 
Acte perlocutoire L'acte perlocutoire de cet acte est le suivant : 
L'agent av croît les conditions de satisfactions de l'acte: 
BEL(av, BEL(a,,CAN(av,P)), INT(a,,p), INT(a,, S-COMMIT(av,a,,p))}. 
Après raisonnement sur l'acte perlocutoire, l'agent au peut établir le 
résultat suivant : 
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6.4 Protocoles d'interaction élémentaires 
Le langage d'interaction constitue un moyen commun pour que les agents 
formulent leurs besoins et s'échanger des messages compréhensibles et inter-
prétés d'une manière cohérente par tous. Néanmoins, le langage d'interac-
tion n'est pas suffisant pour mener des conversations avec succès. Les agents 
doivent par ailleurs avoir un moyen leur permettant de réagir avec préci-
sion face à un message reçu et de cette manière, il n'y a plus de confusion 
dans l'interprétation des messages. Pour ce faire, nous utilisons un ensemble 
de protocoles d'interaction comme un moyen de contrôle des interactions 
et une garantie de leur succès. Ces protocoles sont les briques de base de 
toute conversation qui peut être composée de plusieurs messages. C'est pour 
cette raison que ces protocoles sont dits élémentaires. Nous en avons iden-
tifié trois: le protocole de requête, le protocole d'information, le protocole 
d'interruption de tâches. A noter, que ces protocoles ne sont pas exhaustifs 
et quïl est possible d'avoir d'autres types de protocole et cela en fonction 
des besoins en terme de communication. 
6.4.1 Protocole de requête 
Le protocole de requête est utilisé uniquement pour indiquer au destina-
taire que l'expéditeur d'un message de requête attend une réponse à cette 
requête (figure 6.1). Il est important de rappeler que le mot clé REQUEST 
indique uniquement au destinataire qu'il doit suivre le protocole de requête 
pour réagir suite à la réception du message. La sémantique associée à une 
requête se trouve au niveau du protocole et non au niveau du langage. En 
effet, le mot clé REQUEST aurait pu être remplacé par un autre mot clé sans 
pour autant empêcher l'agent destinataire de traiter le message comme un 
message de requête. 
>0 REQUEST ., 0 RESPOND., ® 
Figure 6.1 : Protocole de requête. 
Ce protocole indique à l'allocutaire qu'une requête doit nécessairement 
avoir une réponse, ainsi, ce protocole peut être défini comme suit : 
1 REQUEST := commander; RESPOND RESPOND := informer. 
L'opérateur ';' définit la succession de deux actions: a; b correspond à la 
succession des actions a et b. 
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Message de requête 
Un agent av recevant un message de requête d'un agent au, l'interprète 
selon les termes qui constituent le message: 
(d au av)(REQUEST)(INFORMATION-ABOUT p I)(ctxt) 
(d, au, av)(REQUEST)(PERFORMED task I)(ctxt) 
Dans le premier cas, le message est interprété comme suit : 
L'effet perlocutoire de l'acte est: 
S-COMMIT( av. au, DONE(informer( av, au, p) if; informer( av, au. •p), !) ) . 
Cet acte signifie que l'agent av s'engage à exécuter l'action informer dans 
le futur et informer dans tous les cas la valeur de vérité de p. La définition 
de cet acte perlocutoire assure la bonne application du protocole de requête 
car l'exécution de l'action informer correspond à la partie RESPOND dans 
la définition du protocole. Il est important de rappeler que S-COMMIT in-
dique qu'un agent s'engage à exécuter une action dans le futur, mais DONE 
contrôle le délai autorisé (intervalle I) pour l'exécution de cette action. 
Dans le second cas, le message est interprété comme suit : 
commander( au, av, DONE(informer(av, au, results-when-performed(task)) 
V informer(av, au, failed(task)), t)). 
L'effet perlocu toire est : 
S-COMMIT(av, au, DONE(informer(av, au, results-when-performed(task)) EB 
informer( av, au, failed(task)), t)). 
Cet acte signifie que l'agent av s'engage à exécuter l'action informer et 
informer des résultats de l'exécution d'une tâche dans le cas où elle se ter-
mine avec succès ou indiquer que l'exécution a échoué dans le cas contraire. 
Dans les deux cas, cet acte n'engage pas l'allocutaire à exécuter la tâche en 
question. 
Message de réponse 
A la réception d'une réponse à une requête, le message est interprété en 
fonction des éléments le constituant : 
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(d av au)(RESPOND)(PERFORMED <result> t)(ctxt) 
(d av au)(RESPOND)(FAILED t)(ctxt) 
Dans le premier cas, le message sera interprété comme suit : 
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informer (av ,au, is-true-at-date (result8-when-performed ( get Task( ctxt)), t)) 
results-when-performed(getTask(ctxt))=< result >. 
L'acte perlocutoire qui en résulte est: 
BEL (au, is-true-at-date ( result8-when-performed ( get Task( ctxt)), t)). 
Dans le deuxième ca.s, le message sera interprété comme suit : 
informer(av, a11 , is-true-at-date(failed(getTask(ctxt)). t)). 
L'acte perlocutoire correspondant est: 
BEL( au, is-true-at-date(failed( getTask( ctxt)), t)). 
Exemple 6.2 : Requête. 
Pour illustrer le protocole de requête, nous reprenons l'exemple du monde des 
blocs. Supposons que l'agent a1 est responsable des blocs A et B et l'agent a2 
est responsable du bloc C. Afin d'exécuter la tàche Tc BA, l'agent a1 consulte son 
réseau de dépendances. L'existence de la relation a 1 'D'];~;i1era 2 , permet à l'agent a1 
d'envoyer le message de requête suivant à l'agent a2 : 
(d a1 a2)(REQU EST)(P ERFORM ED Dépiler(C) [tnow. +oo])(ctxt) 
Ce message signifie que l'agent a1 a entamé le protocole de requête et il s'attend 
à une réponse de l'agent a2 • Il est interprété comme suit par l'agent a2 : 
commander(a1, a2, DONE( informer(a2 , a1, results-when-perJormed(Dépile1·( C))) 
V informer(a2, a1, failed(Dépiler(C))), [tnow, +oo])). 
L'acte perlocutoire correspondant est: 
S-COMMIT(a2, a1, DONE(informer(a2, a1, results-when-pe1jormed(Dépiler(C))) 
V informer(a2, a1. failed(Dépiler(C))), [tnow,+oo])). 
L'agent a2 est tenu après l'exécution de la tâche Dépiler(C) d'exécuter l'action 
informer assurant l'application du protocole de requête, ce qui entraîne l'envoi du 
message: 
(d a2 a1)(RESPON D)(P ERFORM ED t)(ctxt) 
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Pour 1 'agent a 1 , ce message s'interprète de la manière suivante: 
informer(a2 , a 1 , is-true-at-date(results-when-performed(getTask(ctxt}), t)). 
L'acte perlocutoire correspondant est le suivant: 
BEL( a 1 , is-true-at-date(results-when-performed(getTask(ctxt) }, t)). 
Ceci permet à. l'agent a 1 de savoir que la tâche Dépiler(C) a été exécutée avec 
succès et qu'il n'y a pas de résultats à. transmettre (le champ <result> est vide), il 
indique également la fin du protocole de requéte entre les deux agents. 
6.4.2 Protocole d'information 
Le protocole d'information est utilisé dans un contexte où un agent ayant 
établi des résultats, désire les communiquer à un autre. En utilisant ce pro-
tocole, l'envoi d'un message ne nécessite pas une réponse du destinataire 
(figure 6.2). 
>0-I_N_FO_:RM _ __..,._® 
Figure 6.2 : Protocole d'information. 
Ce protocole indique à l'allocutaire que le message reçu contient une 
information et qu'il n'est pas tenu de répondre. Ce protocole peut être défini 
comme suit: 
1 INFORM := informer 1 
Un message d'information admet la structure suivantes: 
( d au av )(INFO RM) (p t )( ctxt) 
A la réception d'un message d'information, l'allocutaire l'interprète de la 
manière suivante : 
informer(au, av, is-true-at-date(p, t)) 
L'acte perlocutoire de cet acte est 
BEL(av, is-true-at-date(p, t)). 
De plus l'agent au peut établir le résultat suivant: 
BEL(au, BEL(av, is-true-at-date(p, t))). 
6.4. Protocoles d'interaction élémentaires 97 
Exemple 6.3 : Information. 
En gardant les mêmes domaines de responsabilité que dans l'exemple 6.2, sup-
posons que l'agent a 1 a déplacé le bloc B de la colonne c3 vers la colonne c2 à 
l'instant ta. L'agent a2 n'étant responsable que du bloc C, il lui est impossible de 
percevoir cet événement. Afin de lui permettre la connaissance des positions des 
blocs, l'agent a 1 peut vouloir l'informer du déplacement en question en lui envoyant 
le message suivant : 
(d a1 a2)(IN FORM)(PERFORM ED Dépiler(B) ta)(ctxt) 
Ce message indique à l'agent a2 qu'il ne doit pas envoyer une réponse selon le 
protocole d'information. Il sera interprété comme suit: 
informer( a 1 , a 2 , is-true-at-date( results-when-performed (Dépiler(B)), ta). 
L'acte perlocutoire correspondant est : 
BEL(a2, is-true-at-date( results-when-performed(Dépiler(B)), d')). 
6.4.3 Protocole d'interruption de tâches 
Le protocole d'interruption de tâches est utilisé dans un contexte où 
des tâches devant être exécutées par d'autres agents, ne doivent plus être 
exécutées suite à. un changement de contexte. Les agents ayant envoyé les 
requêtes doivent envoyer des messages demandant l'interruption des tâches 
en cours d'exécution. L'agent ayant reçu un message d'interruption d'une 
tâche, ne doit pas envoyer une réponse (figure 6.3) selon le protocole d'in-
terruption de tâches, mais doit réappliquer le protocole avec d'autres agents 
à. qui il a délégué des sous-tâches de la tâche qui lui a été déléguée et qui 
doit être interrompue. Ainsi, l'application de ce protocole est un processus 
récursif. Dans la figure 6.3, nous avons représenté uniquement une étape de 
ce protocole entre deux agents. 
>0 REFRAIN •® 
Figure 6.3 : Protocole d'interruption de tâches. 
La définition du protocole est la suivante: 
1 REFRAIN := commander 1 
Un message d'interruption de tâche admet la structure suivante: 
(d au av)(REFRAIN ctxt)(ctxtl) 
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Un agent av recevant un message d'interruption de tâches d'un agent au, doit 
s'assurer de l'interruption de toutes les sous-tâches. Pour ce faire, nous in-
troduisons l'action stop, permettant l'interruption de l'exécution d'une autre 
action. L'exécution de stop(au, <I>) implique que l'agent au a arrêté l'exécu-
tion de l'action <!>. Si l'action admet une suite d'actions plus élémentaires, 
ces actions doivent être interrompues également: 
stop( au, <I>) ===} V<P, av [ <P E s(<I>)nr(av), commander( au, av, DONE(stop(av, 
</J), [tnow, +oo])) · 
Ainsi, l'agent av peut interpréter le message d'interruption de tâche comme 
suit: 
commander(au, av, DONE(stop(av, getTask(ctxt)), [tnow' +oo])). 
Ceci oblige l'agent av à interrompre la tâche correspondant au contexte 
ctxt à partir du moment où le message a été reçu (tnow)· 
L'acte perlocutoire de cet acte est le suivant: 
S-COMMIT(av, au, DONE(stop(av, getTask(ctxt)), [tn 0 w, +oo]))). 
De plus, l'agent au peut établir le résultat suivant: 
BEL(au, S-COMMIT(av, au, DONE(stop(av, getTask(ctxt)), [tnovn +ex:•])))). 
Exemple 6.4 : Interruption d'une tâche. 
Les trois agents a1, a. 2 et a.3 sont responsables respectivement des blocs A, 
B et C. Si l'agent a.3 est chargé de la tache TcBA, il doit envoyer des requêtes 
aux agents a.2 et a. 1 pour exécuter respectivement les sous-taches Empiler(B, c3, 
c2) et Empiler( A, cl, c2). Supposons que l'agent a. 3 a déjà. exécuté la sous-tâche 
Dépiler(C) et avant que l'agent a. 2 n'exécute la sous-tâche Empiler(B, c3, c2), 
l'agent a. 1 a déplacé le bloc A sur le bloc C en exécutant la tâche Empiler(A, cl, 
c2). L'agent a.3 ayant perçu cet événement (empilement du bloc A sur le bloc C), 
en déduit que la tâche Tc BA ne peut plus ètre exécutée telle qu'elle a été planifiée. 
Alors il envoie un message d'interruption de la sous-tâche Empiler(B, c3, c2) à. 
l'agent a.2: 
(d a.3 a. 2 )(REFRAIN ctxt)(ctxtl) 
Ce message sera interprété comme suit par l'agent a.2 : 
commander( a.3, a.2, DONE( stop( a.2, getTask( ctxt)), [tnow, +oo])). 
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L'effet perlocutoire correspondant est le suivant: 
S-COMMIT(a.2, a3, DONE(stop(a.2, getTask(ctxt)), [tnow, +oo])). 
L'agent a.3 après raisonnement sur l'acte perlocutoire peut établir le résultat sui-
vant: 
BEL(a.3, S-COMMIT(a.2, a.3, DONE(stop(a2, getTask(ctxt)), [tnow, +oo]))). 
Ce résultat lui permet de s'assurer que la tâche Empiler(B, c:J, c2) va etre in-
terrompue dans le futur. 
Le contexte de conversation ctxt est le meme utilisé lors de l'envoi de la requete 
par l'agent a.3. Il permet à l'agent a. 2 de savoir qu'il s'agit d'interrompre la sous-
tache Empiler(B, c:J, c2). Cette sous-tache étant une tâche élémentaire, le protocole 
d'interruption de tâches s'arrête. 
6.5 Protocoles d'interaction plus con1plexes 
La définition des trois protocoles élémentaires permet de définir des pro-
tocoles plus complexes composés de plusieurs de ces protocoles élémentaires. 
6.5.1 Granu:naire générique 
Pour ce faire, nous introduisons les opérateurs·: et ':'et définissons une 
grammaire génératrice de tous les protocoles possibles: 
P---tP:E 
IP.E 
lE 
E---t REQ-P 
1 INF-P 
1 REF-P 
REQ-P, INF-P et REF-P représentent respectivement le protocole de re-
quête, le protocole d'information et le protocole d'interruption de tâches. 
Opérateur ';' 
L'opérateur ';' indique un choix entre deux protocoles à suivre: p1 ; p2 
indique qu'il est possible de suivre soit le protocole p1 soit le protocole p2 • 
En désignant par entry(p), l'état initial d'un protocole pet exit(p), l'en-
semble de ses états finaux, le protocole P défini par P = Pr ; P2 admet 
comme état initial entry( P ), la fusion des états initiaux des protocoles P1 et 
P2 notée par entry(P1) V entry(P2). Il admet comme état final, la réunion 
des états finaux des deux protocoles exit{P) = exit(P1) U exit(P2) (cf. fi-
gure 6.4). 
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PI>O~ P=Pl ;P2 
P2 
Figure 6.4 : Opérateur de choix: P = P1 P2. 
Opérateur '.' 
L'opérateur '.' désigne la concaténation de deux protocoles: ayant un 
protocole P défini par P = H-P2, nous avons entry(P)=entry(Pl), exit(P)= 
exit(P2 ) et enfin le ou les états finaux du protocole P1 constituent l'état 
initial du protocole P2 (cf. figure 6 . .5). Donc, lors du suivi du protocole P le 
Pl 
tl~ 
>~® 
P2 
>0,--""-t3_ .. ® 
P=Pl.P2 
tl 
~o-t3-
Figure 6.5 : Opérateur de concaténation: P = P1 .P2. 
passage par un état final du protocole P 1 est considéré comme un passage 
par l'état initial du protocole P2 • 
Distributivité des opérateurs 
La distributivité des opérateurs ; et . est définie comme suit : 
p!-(p2; P3) -<==::?- Pl·P2; Pl·P3 
Cette grammaire permet de définir des protocoles complexes ayant comme 
atomes les trois protocoles élémentaires. Nous allons en voir un exemple dans 
ce qui suit. 
6.5.2 Protocole de négociation 
Le protocole de négociation est essentiellement utilisé pour résoudre des 
conflits entre plusieurs agents. Les agents peuvent avoir des conflits de res-
6.5. Protocoles d'interaction plus complexes 101 
sources ou de buts (cf. section 2.2.3). Dans ce cas, il's doivent essayer de 
se convaincre mutuellement ou alors trouver un compromis. La plupart des 
protocoles sont basés sur des techniques d'argumentation [PJ96]. Dans notre 
étude, un conflit provient de deux tâches liées par la relation d'opposition 
( +-7) et qui doivent être exécutées par deux agents. Ces agents sont capables 
d'évaluer un choix d'une tâche en se basant sur un système de pondérations. 
Nous supposons l'existence d'une fonction poids permettant de donner à 
chaque instant, le poids d'une tâche en cours d'exécution. Cette fonction 
dépend de la nature des tâches et le contexte dans lequel elles se déroulent. 
Nous adoptons une technique d'argumentation pour définir un protocole de 
négociation: un agent au détectant un conflit de buts avec un autre agent 
av va lui demander une argumentation de son choix. L'agent av donne une 
réponse en argumentant son choix. Après évaluation des choix des deux 
agents, l'agent au. peut soit demander à l'agent av d'interrompre sa tâche si 
son choix a plus de poids que celui de l'agent av, soit informer l'agent av 
de son choix dans le cas contraire. Dans ce dernier cas, l'agent av confirme 
l'interruption de sa tâche. 
Le protocole de négociation NEG-P peut être défini en fonction des trois 
protocoles élémentaires comme suit (cf. figure 6.6) : 
1 NEG-P=REQ-P.(REF-P;INF-P.INF-P) 1 
Exemple 6.5 : Protocole de négociation. 
Afin d'illustrer le protocole de négociation, nous reprenons 1 'exemple 6.2. L'agent 
a 1 admet un but qui consiste à. exécuter la tache TcBA· Supposons que l'agent a 2 
souhaite déplacer le bloc B de la colonne c3 vers la colonne c2, il envoie alors une 
requete à. l'agent a 1 lui demandant le déplacement de ce bloc: 
(d1 a2 al)(REQU EST)(P ERFORM ED Dépiler(B) [tnow, +oo])(ctxt) 
L'agent a1 détecte que cette tache est en opposition avec la tache Tc BA, il déduit 
qu ïl y a un conflit. Il répond par un message de contenu vide afin de terminer le 
protocole de requete : 
L'agent a 1 enclenche le protocole de négociation et demande des informations sur 
le choix de l'agent a2 : 
(d3 a1 a2)(REQU EST)(INFORMATION-ABOUT ctxt T)(ctxtl) 
L'agent a2 répond qu'il désire exécuter la tâche TBc ( C est posé sur B) : 
En supposons que la tâche TcBA admet plus de poids que la tâche TBc, l'agent a 1 
envoie une demande d'interruption de la tâche TBc à. l'agent a2 : 
(d5 a1 a2)(REFRAIN ctxt)(ctxtl) 
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INF-P 
>() t4.,® 
INF-P 
>() 
REF-P 
>() 
INF-P.INF-P 
. ·. REF-P; INF-P.INF-P 
:;~ 6 •® 
.... ~ 
NEG-P=REQ-P.(REF-P; INF-P.INF-P) 
Figure 6.6 : Définition du protocole de négociation en fonction des trois 
protocoles élémentaires. 
6.6 Discussion 
Dans ce chapitre, nous avons proposé un modèle d'interaction basé sur 
un ensemble de protocoles élémentaires constituant les briques de base pour 
construire des protocoles plus complexes tels que le protocole de négociation. 
Lors d'une conversation, il est important que les deux interlocuteurs inter-
prètent les messages échangés d'une manière uniforme et cohérente. Pour 
cette raison, à chaque protocole élémentaire est associée une sémantique ba-
sée sur les actes de langage. Nous avons utilisé deux actes correspondant aux 
deux performatifs: commander et informer. Nous avons défini pour chacun 
de ces actes: la sémantique, ainsi que l'acte perlocutoire. Ceci constitue un 
moyen permettant à l'allocutaire de reconnaître l'intention du locuteur lors 
d'une conversation. Le langage d'interaction, ainsi que l'ensemble des pro-
tocoles proposés permettent aux agents d'exprimer leurs besoins d'envoyer 
des requêtes, d'informer ou de demander l'interruption d'une tâche. 
De plus, le langage d'interaction permet d'exprimer des contraintes tem-
porelles représentant le délai qu'il ne faut pas dépasser pour répondre à une 
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requête par exemple. Ces contraintes sont prises en compte également au 
niveau de la définition des sémantiques associées aux différents protocoles. 
L'intérêt apporté par l'introduction de cette dimension temporelle est la 
bonne adaptation pour manipuler des tâ.ches où les contraintes temporelles 
jouent un rôle essentiel entre elles. 
Dans le chapitre suivant, nous allons voir que le modèle d'agent proposé, 
tient compte de ces contraintes dans tous les types de traitement qu'un 
agent est amené à faire. Ainsi, le modèle d'interaction constitue un moyen 
d'échanger les contraintes temporelles entre les différents agents impliqués 
dans une coopération et donc dans une conversation. 

Chapitre 7 
Modèle d'agent temporel 
7.1 Introduction 
Le présent chapitre vise à décrire le modèle d'un agent temporel qui 
intègre les modèles d'organisation et d'interaction présentés dans les deux 
chapitre précédents. 
Dans notre contexte, les agents évoluent dans un environnement dy-
namique où ils doivent accomplir des tâches. Les durées, ainsi que l'ordre 
d'exécution des tâ.ches peuvent varier dans le temps. 
Le modèle sera présenté en détaillant chacune des fonctions au sein de 
!"agent. Pour ce faire, une distinction sera faite entre deux niveaux: le niveau 
indiriduel et le niveau social. 
A noter que ces fonctions permettent la prise en compte des contraintes 
temporelles liées au domaine d'application et dont 1 'importance se manifeste 
au niveau de l'exécution des différentes tâ.ches et plus spécifiquement au ni-
veau de la gestion des buts. Cette prise en compte des aspects dynamiques 
permet à l'agent de fonctionner dans un contexte où des contraintes tempo-
relles sont posées sur les durées des tâches ainsi que sur leur succession. 
7.2 Architecture de l'agent 
Nous proposons une architecture composée d'un état mental, d'un en-
semble de descriptions externes relatives aux autres agents et d'un ensemble 
de fonctions. Ces éléments vont permettre à l'agent de fonctionner dans une 
société dont le modèle est proposé dans les chapitres 5. 
La figure 7.1 illustre les flots de contrôle et les flots de données entre 
les différentes fonctions et structures. Chacune d'entre elles sera décrite en 
détail dans les sections 7.4 et 7.5, en précisant si elle intervient au niveau 
individuel ou au niveau social au sein de l'agent. 
L'état mental de l'agent contient toutes les informations intervenant dans 
le raisonnement de l'agent. 
106 CHAPITRE 7. MODÈLE D'AGENT TEMPOREL 
Interface avec l' envirohnement 
Système de communicotion 
~ 
1 Etot mentol Descriptions externes 1 Domaine de reponsabililés 1 
Réseaux de dépendances 
Engagements 
Croyances 
Informations à communiquer 
Buts 
Sous-buts 
Plans 
Description des tâches 
Description de l'environnement 
Contextes de conversation 
1 Etat mental: Agi 1 
1 Etat mental: Ag2 1 
1 Etat mental: Ag3 1 
Flots de contrôle 
- - - -- -->- Flots de données 
RS: Raisonnement social 
Ensemble de Tâches 
~ 
Figure 7.1 : Architecture d'un agent temporel 
sous-tâche 
L'ensemble des descriptions externes consiste en une liste d'états men-
taux des autres agents que l'agent construit localement. Chaque état mental 
correspond à l'image d'un agent. 
L'interface de l'agent avec l'extérieur est assurée par trois fonctions: 
• perception. Nous rappelons que l'environnement d'un agent est formé 
des autres agents, ainsi que des ressources accessibles par cet agent. La 
fonction de perception assure la détection des changements de l'état 
des ressources dans l'environnement. Ces changements se présentent 
sous forme d'événements qui constituent les entrées de cette fonction. 
Elle génère en sortie le type de l'événement qui s'est produit ainsi que 
sa date d'observation ; 
• réception. Cette fonction assure la réception des messages (entrées) 
des autres agents. La syntaxe des messages respecte la grammaire du 
langage .C proposé dans le chapitre 6. En fonction du type de message, 
cette fonction génère en sortie un engagement ou une croyance (cf. 
section 7.5.2); 
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• communication. En entrée, cette fonction reçoit une structure conte-
nant les informations nécessaires à la formation d'un message écrit 
en langage .C. Elle génère le message et provoque en sortie l'envoi du 
message via la couche de communication vers un ou plusieurs destina-
taires. 
En interne, l'agent doit pouvoir gérer des tâches qui sont sous sa respon-
sabilité. Le gestionnaire de tâches assure cette fonction. Il admet en entrée 
toute information générée par la fonction de perception. En sortie, il gé-
nère des informations concernant les délais à respecter dans l'exécution des 
différentes tâches. 
Lors de la réception d'un message ou de la perception d'un événement, 
une décision est prise par la fonction de décision. Cette fonction est chargée 
essentiellement de la gestion des buts. 
A chaque tâche devant être exécutée correspond un but. Si la tâche admet 
des sous-tâches (cf. section .5.2.2), une fonction de planification décompose 
le but en plusieurs sous-buts correspondant chacun à une sous-tâche. Pour 
permettre l'exécution de la tâche, ainsi que de l'ensemble de ses sous-tâches, 
cette fonction génère un plan d'exécution relatif au but: ce plan précise 
comment vont être exécutées les sous-tâches qui ne sont pas sous la respon-
sabilité de l'agent. Cette fonction est chargée également de l'exécution des 
plans en utilisant les délais générés par le gestionnaire de tâche. 
Enfin, une fonction dédiée au raisonnement social est invoquée par la 
fonction de décision et la fonction de planification avant chaque création de 
but. Cette fonction permet la mise à jour des descriptions externes. 
7.3 Etat mental 
L'état mental désigne toute la partie dynamique des différentes repré-
sentations et connaissances d'un agent. Il admet la structure suivante: 
(MENTAL-STATE 
:dep-C <DEP-NET> 
:dep-D <DEP-NET> 
:dep-H <DEP-NET> 
:commitments <S-COMMIT-L> 
:belief-list <BELIEF-L> 
:out-msg-list <MSG-ENTRY-L> 
:goal-list <GOAL-L> 
:sub-goal-list <SUB-GOAL-L> 
:plan-list <PLAN-L> 
:task-list <TASK-L> 
:env-desc <EVENT-L> 
:context-list <CTXT-L>) 
108 CHAPITRE 7. MODÈLE D'AGENT TEMPOREL 
Cette structure modélise les éléments suivants: trois réseaux de dépen-
dances de types C (:dep-C), 1J (:dep-D) et 1l (:dep-H), la liste des engage-
ments sociaux (:commitments), une liste d'informations (:out-msg-list) utili-
sable par la fonction de communication (section 7 .5.3), une liste de croyances 
(:belief-list) utilisable par la fonction de décision (section 7.4.3), la liste des 
buts (:goal-list), la liste des plans associés aux buts (:plan-list), la liste des 
sous-buts (:sub-goal-list), la description des tâches (:task-list), la description 
de l'environnement (:env-desc) et enfin, la liste des contextes de conversa-
tion. 
Dans les sections suivantes, nous décrivons chacun de ces éléments. 
7 .3.1 Réseaux de dépendances 
Un réseau de dépendances admet la structure suivante: 
(DEP-NET 
:type 
:dep-list 
<dep-id> 
<DEP-L>) 
Ce réseau admet un type (:type) de valeur C, 1J ou 1l, selon les modèles 
décrits dans le chapitre 5. Il admet également la liste des dépendances de ce 
type avec les autres ( :dep-list). 
Le type DEP-L est défini comme suit: 
<DEP-L> ::= '('<DEP>*')' 
(DEP 
:active 
:agent 
:local-task 
:remote-task 
<value> 
<ag-id> 
<task-id> 
<task-id>) 
La structure DEP contient un champ indiquant si la dépendance est 
active ou non (:active), l'identificateur de l'agent concerné par la dépendance 
(:agent), ainsi que les identificateurs des deux tâches faisant l'objet de cette 
dépendance (:local-task, :rem ote-task). 
7.3.2 Engagements sociaux 
Suite à la réception d'un messages de requête, une information est ins-
crite dans l'état mental (:commitments). Cette information est considérée 
comme un engagement social envers l'agent ayant envoyé la requête. La liste 
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des engagements sociaux est définie par le type S-COMMIT-1: 
<S-COMMIT-1> ::= '('<S-COMMIT>*')' 
Un engagement social est défini comme suit: 
(S-COMMIT 
:agent 
:task 
:context 
:delay 
<ag-id> 
<task-id> 
<context> 
<timeout>) 
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Un agent s'engage au près d'un autre agent (:agent) pour exécuter une tâche 
( :task) ou donner une information sur la création d'un contexte de conver-
sation ( :context), en respectant un délai (:delay). 
Un engagement admet deux formes, correspondant respectivement à une 
requête d'exécution de tâche et à une requête d'information: 
• dans le premier cas, l'engagement est de la forme: 
(S-COMMIT 
:agent au 
:task T 
:context NULL 
:delay [dmin, dmax] 
Il admet la sémantique suivante (cf. section 6.3.1 pour la définition des 
différents prédicats, opérateurs et fonctions): 
S-COMMIT(self, au, DONE(T, [dmin, dmax])) 
S-COMMIT(self, au, DONE(informer(self, au, results-when-performed(task)) 
V informer(self, au, failed(task)), [dmin, dmax])) 
Cette sémantique signifie que l'agent (self) s'engage à exécuter la tâche 
T et à informer l'agent au des résultats de l'exécution si la tâche est 
exécutée avec succès. Si elle échoue l'agent au est également informé; 
• dans le second cas, l'engagement est sous la forme: 
(S-COMMIT 
:agent au 
:task NULL 
:context ctxt 
:delay [dmin 1 dmax] 
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Il admet la sémantique suivante : 
S-COMMIT(self, au, DONE(informer(self, au, get-desc(ctxt)), [dmin, dmax])) 
L'agent (self) s'engage à informer l'agent au, de la description (get-
desc) associée au contexte de conversation ctxt. 
7.3.3 Croyances 
Les informations provenant de l'extérieur par l'intermédaire d'un mes-
sage de réponse à une requête ou un message d'information sont considérées 
comme des nouvelles croyances. La liste des croyances est définie par le type 
BELIEF-L: 
<BELIEF-L> ::= '('<BELIEF>*')' 
Une croyance est définie comme suit : 
(BELIEF 
:agent 
:task 
:status 
:results 
:date 
<ag-ig> 
<task-id> 
<value> 
< task- results > 
<date> 
:context <context> 
:when <date>) 
Une croyance concerne un agent (:agent), à propos d'une tâche (:task). Cette 
tâche a échouée ou alors a été exécutée avec succès (:status) à la date :date 
et dans ce cas, elle admet éventuellement des résultats (:results). Le champ 
:context précise le contexte de conversation relatif à cette croyance et le 
champ :when indique quand cette croyance a été communiquée. 
7.3.4 Informations échangées 
La liste :out-msg-list contient toutes les informations que l'agent désire 
communiquer aux autres agents. Cette liste est définie comme suit : 
<MSG-ENTRY-L> ::= '('<MSG-ENTRY>*')' 
Une entrée de la liste admet la structure suivante : 
(MSG-ENTRY 
:agent 
:type 
:task 
<ag-ig> 
<keyword> 
<task-id> 
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:results 
:delay 
:date 
:context 
:info 
:msg-date 
< task-results > 
<timeout> 
<date> 
<context> 
<info-id> 
<date> 
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Cette structure contient tous les éléments nécessaires pour la construction 
d'un message en langage[. (cf. section 6.2). 
7.3.5 Buts 
La notion de but est liée à l'exécution des tâches par les agents. A chaque 
but est associée une tâche et un délai. Un but est satisfait si la tâche associée 
a été exécutée avec succès tout en respectant le délai autorisé. La liste des 
buts est définie par le type GOAL-L: 
<GOAL-L> ::= '('<GOAL>*')'. 
Le type GOAL modélisant un but, est défini comme suit: 
(GOAL 
:id 
:type 
:satisfied 
:satifiable 
:su bgl-list 
:exec-agent 
:res-agent 
:task 
:delay 
:conversation 
<goal-id> 
<value> 
<value> 
<value> 
<GOAL-ID-L> 
<ag-id> 
<ag-id> 
<task-id> 
<timeout> 
<context>) 
Le type GOAL-ID-L est défini comme suit: 
<GOAL-ID-L> ::= '('<goal-id>*')' 
La structure GOAL contient l'identificateur du but (:id), la liste des identifi-
cateurs des sous-buts (:subgl-list), l'identificateur de l'agent chargé de l'exé-
cution de la tâche associée au but ( :exec-agent), l'identificateur de l'agent 
concerné par le résultat de l'exécution de cette tâche (:res-agent), l'identifi-
cateur de la tâche (:task), le délai associé à la tâche (:delay), le contexte de 
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conversation associé au but (:conversation), un champ indiquant si le but est 
satisfait ( :satisfied) et un champ indiquant s'il est satisfaisable ( :satisfiable). 
Types de but 
Pour un agent au, nous distinguons trois types de buts (:type): 
• un but est dit interne, si l'agent est chargé de l'exécution de la tâche 
et il est également l'agent concerné par le résultat de cette exécution 
(:exec-agent = :res-agent= au); 
• un but est dit externe, si l'agent est chargé de l'exécution de la tâche 
et un autre agent est concerné par le résultat de cette exécution ( :e:(Cec-
agent = au, :res-agent =/= au); 
• un but est dit dépendant, si l'agent est concerné par le résultat de 
l'exécution de la tâche et cette exécution doit être effectuée par un 
autre. En fait, le choix de l'autre agent dépend des dépendances qui 
existent entre les deux agents, ce qui explique pourquoi le but est dit 
dépendant (:res-agent= au, :exec-agent =!=au). 
La distinction entre ces trois types est utile lors de la gestion des buts (sec-
tion 7.4.3). 
Sémantique d'un but 
A noter, que les buts et les sous-buts (section suivante) modélisent les in-
tentions de l'agent. En reprenant les définitions données dans la section 6.3.1, 
nous pouvons associer à un but relatif une tâche T et un délai I la séman-
tique suivante: 
INT(self, DONE(T, !)) 
Cette sémantique est également valable pour un sous-but. 
7.3.6 Sous-buts 
Nous avons vu dans la section 5.2.2 qu'une tâche de haut niveau peut 
être décomposée en plusieurs sous-tâches. Le but associé à cette tâche doit 
être décomposé en plusieurs sous-buts où chaque sous-but est associé à une 
sous-tâche. 
La liste des sous-buts est définie par le type SUB-GOAL-L: 
<SUB-GOAL-L> ::='('<GOAL>*')' 
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Un sous-but admet la structure suivante: 
(SUB-GOAL 
:id 
:up-level 
:su bgl-list 
:exec-agent 
:sub-task 
:delay 
:conversation 
<goal-id> 
<goal-id> 
<GOAL-ID-L> 
<ag-ig> 
<task-id> 
<timeout> 
<context>) 
113 
Un sous-but est toujours attaché à un seul but de haut niveau (:up-level). 
Pour un agent donné, les sous-buts sont dépendants ou internes, ce qui 
explique l'existence du seul champ (:exec-agent) qui correspond à l'identifi-
cateur de l'agent chargé de l'exécution de la tâche associée au sous-but. Les 
autres champs ont été décrits dans la section précédente. 
7.3.7 Plans 
La décomposition d'un but en sous-buts, nécessite l'élaboration d'un plan 
d ·exécution des différentes sous-tâches associées aux différents sous-buts. 
La liste de plans est définie par le type PLAN-L: 
<PLAN-L> ::= '('<PLAN>*')' 
Un plan admet la structure suivante: 
(PLAN 
:goal <goal-id> 
:entry-list <ENTRY-L>) 
Un plan contient l'identificateur du but associé à la tâche (:goal), une liste 
d'entrées (:entry-list) où chaque entrée contient des informations permettant 
l'exécution d'une sous-tâche. 
Le type ENTRY-L est défini comme suit: 
<ENTRY-L> ::= '('<ENTRY>*')' 
Une entrée admet la structure suivante : 
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(ENTRY 
:sub-task 
:delay 
:dep-agent 
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<task-id> 
<timeout> 
<ag-id>) 
Elle contient l'identificateur de la sous-tâche (:sub-task), le délai assoCie 
(:delay) et l'identificateur de l'agent chargé de l'exécution de cette sous-
tâche ( :dep-agent). 
7.3.8 Description des tâches 
La description des tâches élémentaires dépend du domaine d'application. 
Une tâche de haut niveau est décomposée en une liste de sous-tâches tout 
en précisant les contraintes de précédences entre les différentes sous-tâches. 
La liste des tâches est définie par le type TASK-L: 
<TASK-L> ::= '('<TASK>*')" 
Une tâche admet la structure suivante: 
(TASK 
:id 
:condition 
:active 
:last 
:last-res ults 
:su b-task-list 
:constraint-list 
<task-id> 
<precondition> 
<value> 
<date> 
< task-results > 
<TASK-ID-L> 
<CONS-L>) 
La description d'une tâche admet donc un identificateur (:id), une précon-
dition qui doit être satisfaite pour que la tâche puisse être exécutée ( :condi-
tion). Cette précondition peut être modélisée par un prédicat du premier 
ordre. Une tâche est dans un état actif ou inactif (:active). Le champ :last 
donne la dernière date d'exécution de la tâche avec succès et le champ :last-
results donne les derniers résultats d'exécution avec succès de la tâche. En-
fin, la description d'une tâche contient la liste des identificateurs de ses 
sous-tâches (:sub-task-list) et la liste des contraintes temporelles entre ces 
sous-tâches ( :constraint-list). Si la tâche est élémentaire, ces deux dernière 
listes sont vides. En voici la définition : 
<TASK-ID-L> ::= '('<task-id>*')' 
<CONS-L> ::='('<CONS>*')' 
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<CONS> ::= '('<task-id> [dmin, dmax] <ta'Sk-id>')' 
Une contrainte précise les durées minimale (dmin) et maximale dmax à res-
pecter entre l'exécution de deux sous-tâches. 
A noter, que l'échec ou le succès d'une tâche, n'est pas exprimé au niveau 
de la description d'une tâche, mais au niveau du but ou sous-but relatif à 
cette tâche (champs :satisfiable et :satisfied). 
Les tâches constituent le domaine de responsabilité individuelle d'un 
agent. Donc un agent est capable d'exécuter toutes les tâches appartenant 
à son domaine de responsabilité : 
V TE r(self), 3 I 1 CAN(self, DONE(T, I)) 
7.3.9 Description de l'environnement 
La description de l'environnement est donnée à travers les événements 
qui se produisent au fil du temps. De ce fait, la. description de l'environne-
ment est en évolution permanente. 
Une liste d'événements est définie par le type EVENT-L: 
<EVENT-L> ::='('<EVENT>*')' 
Nous définissons un événement comme suit: 
(EVENT 
:id <event-id> 
:p <proposition> 
:dobs <date>) 
Un événement admet un identificateur (:id), la. dernière date d'observa-
tion (:dobs) et une proposition (:p) décrivant un état du monde, comme 
par exemple: p="le bloc C est en colonne c3". Si la proposition admet la 
valeur vraie sur un intervalle I, alors la borne inférieure de cette intervalle 
correspond à la date d'observation de l'événement. 
En reprenant la définition du prédicat is-true-at-date donnée dans la 
section 6.3.1, la date d'observation : dobs est définie comme suit: 
{ 
is-true-at-date(p,: dobs) = true 
Vd 1 is-true-at-date(p, d) = true ==?: dobs :::; d 
Quand un événement se produit, la proposition qui lui est associée de-
vient vraie. L'ensemble des propositions qui sont vraies à un instant donné, 
définissent la description de l'environnement à cet instant. 
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7.3.10 Contextes de conversation 
La liste des contextes de conversations contient tous les contextes de 
conversation relatifs aux buts gérés par l'agent. Cette liste est définie par le 
type CTXT-L: 
<CTXT-L> ::= '('<CONTEXT>*') 
Un contexte de conversation admet la structure suivante: 
(CONTEXT 
:id 
:desc 
:agent 
:date 
<ctxt-ig> 
<info-id> 
<ag-id> 
<date> 
Un contexte admet un identificateur (:id), une description (:desc) précisant 
le contexte de création du but correspondant, l'identificateur de l'agent à 
l'origine du contexte et enfin la. date de sa. création (:date). Si le contexte 
provient d'un message reçu d'un autre agent, cette date correspond à la. 
date de réception du message. Les fonction get-desc et get-date permettent 
respectivement de donner la. valeur des champs :desc et :date. 
7.3.11 Exemple 
Dans l'exemple du monde des blocs, l'agent a 1 est responsable des blocs 
A et B, l'agent a2 est responsable des blocs B et C et enfin l'agent a3 est 
responsable des blocs A etC. Nous supposons par ailleurs que l'agent a1 doit 
exécuter la. tâ.che Tc BA et nous nous proposons de décrire son état mental: 
• l'attribution des différentes responsabilités va permettre aux agents de 
construire leurs réseaux de dépendances. Nous avons choisi de repré-
senter le réseau 1) de l'agent a 1 : 
(DEP-NET 
:type 1) 
:dep-list 
(:active false 
:agent a2 
:loca.l-task TcBA 
:remo te-ta.sk Dépiler( C)) 
(:active false 
:agent a3 
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:local-task TcBA 
:remo te-task Dépiler( C))) 
• l'ensemble des buts de l'agent al est formé d'un seul but 9r concer-
CBA 
nant la tâche TcBA : 
(GOAL 
:id 
:type 
:satisfied 
:satifiable 
:su bgl-list 
:exec-agent 
:res-agent 
:task 
:delay 
:conversation 
9rCBA 
dependant 
false 
true 
(g Dépiler( C) 
g Empiler(B,c3,c2) 
g Empiler(A,cl,c2) ) 
NULL 
al 
Tc BA 
[tnow, +oo] 
ctxtl) 
La valeur du champ (:exec-agent) est nulle car cette tâche doit être 
effectuée par plusieurs agents. La valeur infinie du délai signifie qu'il 
n'y a pas de contraintes sur la tâche Tc BA et qu'elle peut être exécutée 
à n'importe quel instant dans le futur; 
• le but 9r se décompose en trois sous-buts: 
C'BA 
(SUB-GOAL 
:id 
:up-level 
:subgl-list 
:exec-agent 
:sub-task 
:delay 
:conversation 
(SUB-GOAL 
:id 
:up-level 
:subgl-list 
:exec-agent 
:sub-task 
:delay 
g Dépiler(C') 
gTC'BA 
NULL 
a3 
Dépiler(C) 
[tnow, +oo] 
ctxt11) 
g Empiler(B,c3,c2) 
9rCBA 
NULL 
a2 
Empiler(B, c3, c2) 
[tnow, +oo] 
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:conversation 
(SUB-GOAL 
:id 
:up-level 
:subgl-list 
:exec-agent 
:sub-task 
:delay 
:conversation 
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ctxt12) 
g Empiler(A,cl,c2) 
gTCBA 
NULL 
al 
Empiler(A, cl, c2) 
[tnow 1 +oo] 
ctxt13) 
Les identificateurs des agents ( a 2 et a3 ) qui peuvent satisfaire les deux 
premiers sous-buts sont déterminés par la consultation du réseau type 
1J. Si plusieurs agents peuvent exécuter la même tâche, la relation 
de pouvoir est utilisée comme critère de sélection. C'est l'agent qui 
a le moins de pouvoir vis-à-vis de cette tâche qui se chargera de son 
exécution; 
• l'unique plan correspondant à la décomposition du but 9r en trois 
CBA 
sous-buts est défini comme suit: 
(PLAN 
:goal 
:entry-list 
((ENTRY 
:sub-task 
:delay 
:dep-agent 
(ENTRY 
:sub-task 
:delay 
:dep-agent 
Dépiler(C) 
[tnow 1 +oo] 
a3) 
Empiler(B, c3, c2) 
[tnow 1 +oo] 
a2))) 
Ce plan contient uniquement deux entrées car l'agent a1 est respon-
sable du sous-but gEmpiler(A,c1,c2 ) (:exec-agent=al)· Par ailleurs, le choix 
des agents n'est pas arbitraire, en effet, l'agent utilise son raisonnement 
social pour choisir parmi plusieurs agents capables d'effectuer la même 
tâche (cf. section 7.5.5); 
• les tâches élémentaires sont du type: Dépiler(X) ou Empiler(X, Y, Z) 
où XE {A,B,C} et Y,Z E {cl,c2,c3}. Afin de simplifier, l'iden-
tificateur d'une tâche élémentaire sera le même que son type. Pour 
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pouvoir exécuter ces tâches, il faut respecter la contrainte suivante: 
un bloc ne peut pas être déplacé s'il n'est pas libre. Cette contrainte 
peut être modélisée par un prédicat et constitue une précondition pour 
les sous-tâches élémentaires. La tâche TcBA est définie comme suit: 
(TASK 
:id 
:condition 
:active 
:last 
:sub-task-list 
Tc BA 
NULL 
false 
dn 
(Dépiler( C). Empiler( B, c3, c2), Empiler( A, cl, c2)) 
:constrain t-list 
((Dépiler(C} [0, +oo] Ernpiler(B, c3, c2)) 
(Ernpiler(B, c3, c2) [0, +oo] Empiler(A, cl, c2)))) 
• la description de l'environnement à la date d0 (aucun bloc n'a été 
déplacé) est donnée par les trois propositions suivantes : 
pl= "A est en colonne c3 et en deuxième position" 
p2= ·'B est en colonne c3 et en première position" 
p3= "C est en colonne cl et en pnmière position'' 
Ces propositions correspondent à trois événements: 
(EVENT 
:id el 
:p pl 
:dobs do) 
(EVENT 
:id e2 
:p p2 
:dobs do) 
(EVENT 
:id e3 
:p p3 
:dobs do) 
• la liste des contexte de conversation est la suivante: 
(CONTEXT 
:id ctxtl 
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:desc 
:agent 
:date 
(CONTEXT 
:id 
:desc 
:agent 
:date 
(CONTEXT 
:id 
:desc 
:agent 
:date 
(CONTEXT 
:id 
:desc 
:agent 
:date 
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interna! goal, externat constraint 
al 
d) 
ctxt11 
dependant sub-goal, externat constraint 
al 
d) 
ctxt12 
dependant sub-goal, externat constraint 
al 
d) 
ctxt13 
interna! goal, externat constraint 
al 
d) 
7.4 Niveau individuel 
L'exécution des tâches sous la responsabilité d'un agent, nécessite sou-
vent la prise en compte des autres agents. Cependant, un agent doit pou-
voir effectuer un certain nombre de tâches indépendamment des autres. Il 
doit être capable de percevoir son environnement : connaître les occurrences 
d'événements produisant des changements dans l'environnement. Il doit éga-
lement pouvoir gérer des tâches qui sont en cours d'exécution et qui appar-
tiennent à son domaine de responsabilité individuelle. Le processus de déci-
sion est également propre à l'agent: il prend seul la décision de créer et de 
poursuivre un but, de croire à un événement ou un fait. Afin de remplir cet 
ensemble d'activités individuelles, un agent possède un ensemble de fonc-
tions dédiées à ces activités: la perception, la gestion des tâches, la décision 
et la planification. 
7 .4.1 Perception 
Cette fonction se charge de la perception des événements provenants 
de l'environnement. Ces événements concernent uniquement les tâches qui 
sont sous la responsabilité de l'agent (événements provenants de capteurs 
particuliers). Le domaine de responsabilité sera utilisé pour la sélection des 
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capteurs relatifs à un agent. Tout événement perçu, est inscrit dans l'état 
mental dans une structure EVENT (cf. section 7.3.9). 
Interface avec l'environnement 
1 Perception 
"' 1 Gestionnaire de Tâches 
(e, p, d) 
Etat mental 
(EVENT 
:id e 
:p Bloc A en colonne cl, position 2 
:dobs d) 
A 
Figure 7.2 : La fonction de Perception 
Dans cette structure, la date d'observation (dobs) correspond à la da.te à 
laquelle l'événement a été perçu par la fonction de perception. Cette date 
diffère de la date d'occurrence où l'événement a eu lieu réellement (doce)· 
Nous précisons qu'il n'existe aucun moyen de connaître la date d'occurrence 
d'un événement et que la seule information qu'on détient est sa date d'ob-
servation délivrée par un capteur. Par ailleurs, la date de prise en compte 
d'un événement appelée date de traitement, notée dt, est la date à laquelle 
l'événement est pris en compte. Nous avons la relation suivante: 
doce ~ dobs ~ dt· 
La distinction de ces trois dates pose les problèmes suivants : 
• une imprécision des capteurs aura tendance à augmenter l'écart entre 
doce et dobs· Si cet écart est assez important, l'ordre d'occurrence des 
événements risque de ne plus correspondre à la réalité et le raisonne-
ment de l'agent sur ces événements est faussé; 
• quelle que soit la précision des capteurs, il existe un écart minimum 
non nul entre doce et dobs d'un événement. Dans un contexte où la 
fréquence d'occurrence d'événements est assez élevée, cet écart conduit 
au masquage d'une ou de plusieurs occurrences (figure 7.3). 
L'importance accordée à ce type de problème dépend du domaine d'ap-
plication traité. En effet, dans un contexte où les occurrences d'événements 
doivent être contraintes dans le temps, le masquage ou le retard d'une ob-
servation peut être fatal pour la bonne conduite d'un processus tel que la 
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doce( e) dobs( e) 
········>-
dobs ( e) - doce ( e) 
Figure 7.3 : Plusieurs occurrences d'un même événement peuvent être 
masquées à cause de l'écart entre une date d'occurrence et une date d'ob-
servation. 
supervision d'un système industriel par exemple. S'il est impossible d'avoir 
des améliorations au niveau des capteurs, les agents peuvent contourner le 
problème, s'ils sont capables de raisonner en présence d'informations incer-
taines. 
Exemple 7.1 :Masquage et retard d'événement. 
Nous reprenons l'exemple tiré du monde des blocs (figure 5.1) avec un agent 
a 1 , responsable des blocs A et B, et un agent a2 , responsable des blocs B et. C. 
L'événement typique que nous considérons est la perception d'un bloc qui vient se 
poser sur un autre bloc. Par exemple, si 1 'agent a 2 pose le bloc C sur le bloc B 
(Empiler{C, cl, c3)), l'agent a1 , étant responsable du bloc B, perçoit cet événement 
à l'aide d'un capteur placé à bord du bloc B qui est chargé de lui transmettre le 
type de l'événement (Empilement du bloc C sur le bloc B) et sa date d'observation. 
Supposons que l'agent a2 a fini de déplacer le bloc Cà l'instant t (doce) et supposons 
qu'à cause de l'imprécision des capteurs, l'agent a1 ne prend connaissance de cet 
événement qu'à l'instant t +.6.. Si l'agent a 1 tente de déplacer le bloc B à l'instant 
t + ~, il aura la surprise de voir que le bloc C est au sommet de la pile et qu'il est 
imp;ssible de déplacer le bloc B. 
Un autre problème peut se poser également si la durée .6. = dobs - doce est 
assez longue pour permettre plusieurs déplacements des blocs avant que l'agent a1 
ne perçoive l'événement. Si par exemple, l'agent a2 déplace le bloc C sur le bloc 
B, ensuite il dépile le bloc C vers la colonne c2 et enfin il déplace le bloc A sur le 
bloc B pendant la durée .6., à l'instant t + .6., l'agent a1 aura uniquement perçu le 
premier événement car les autres auront été masqués par cet événement. De ce fait 
et à cet instant, il lui sera impossible de déplacer le bloc A de la colonne cl, car ce 
bloc occupe à présent la colonne c3. 
7 .4. 2 Gestion des tâches 
Le gestionnaire de tâches se charge de la gestion des tâches (cf. sec-
tion 7.3.8) qui sont sous la responsabilité individuelle de l'agent. 
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Activation d'une tâche 
Une tâche doit être exécutée, si ses préconditions (cf. section 7.3.8) sont 
vérifiées. Une précondition représente souvent la réalisation d'un état dans 
l'environnement. L'état de l'environnement étant décrit à travers les évé-
nements qui s'y produisent, l'observation d'un événement, peut provoquer 
l'exécution d'une tâche qui devient active: par exemple, dans la surveillance 
d'un processus chimique, la tâche qui consiste à diminuer la température du 
produit en réaction peut admettre comme précondition un dépassement de 
température ou de pression qui peut être modélisé par un événement. 
Un événement peut également empêcher l'exécution d'une tâ.che: par 
exemple, dans le monde des blocs, un agent est incapable de déplacer un 
bloc X qui n'est pas libre. Un agent détecte qu'un bloc X n'est pas libre, 
sïl observe un événement du type (Empilement du bloc Y sur le bloc X). 
Exécution des sous-tâches 
Un ensemble de sous-tâches n'est pas toujours exécuté par un seul agent. 
Le plan (section 7.:3.7) relatif à la tâche globale indique comment une sous-
tâche doit être exécutée quand le but relatif à cette sous-tâche est dépendant. 
L'agent chargé de l'exécution de cette sous-tâche doit avoir le délai as-
socié à cette sous-tâche. Le gestionnaire de tâches vérifie le respect des 
contraintes temporelles entre les sous-tâches déjà exécutées et quand une 
sous-tâche doit être exécutée, il inscrit le délai associé à cette sous-tâ.che 
dans l'entrée correspondante du plan (figure 7.4). 
[dminl, dmaxl] 
g : tâcbe exécutée 
C) : tâche en attente 
[dmin2, dmax2] 
Plan 
(:sub·task tl 
:delay [ dmaxl, dmax2] 
:dep·agent al) . :1' 
Figure 7.4 : Gestion des délais relatifs aux sous-tâches. 
Raisonnement hypothétique 
Quand un délai relatif à une sous-tâche n'est pas respecté, cela signifie 
l'échec de l'exécution de cette sous-tâche 
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Cependant, cela reste insuffisant car une sous-tâche étant parfois exécu-
tée par un autre agent, ce dernier peut l'avoir exécutée tout en respectant le 
délai associé, mais sa réponse parvient tardivement à l'agent ayant envoyé 
la requête. Si la réponse ne respecte pas le délai associé à l'exécution d'une 
sous-tâche, le gestionnaire de tâches ne peut se mettre en attente de cette 
réponse car cela empêche le suivi des autres sous-tâches et le calcul de leurs 
délais. Le gestionnaire de tâches doit donc être capable de continuer son suivi 
des sous-tâches même en cas de réponse tardive. Pour ce faire, nous adoptons 
une stratégie selon laquelle le gestionnaire de tâches utilise un raisonnement 
hypothétique (figure 7.5): quand une réponse ne parvient pas à temps, le 
0 requête d'exécution exécution réponse tardive 
Timeout 
<······································> 
Figure 7.5 : Les zones d'hypothèse et de validation au cours d'un raison-
nement hypothétique 
gestionnaire de tâches émet l'hypothèse que la sous-tâche en question a 
été exécutée tout en respectant son délai et continue le suivi de l'exécution 
des autres sous-tâches. Le sous-but correspondant à la sous-tâche n'étant 
pas supprimé, le but global ne peut être satisfait. Il ne le sera que lorsque ce 
sous-but sera vérifié. Ainsi, le gestionnaire de tâches peut suivre l'exécution 
des autres sous-tâches et calculer leurs délais. Une réponse étant assurée par 
le protocole de requête (cf. section 6.4.1), lui permet par la suite, de vérifier 
la validité de son hypothèse, grâce à la date d'exécution de la sous-tâche 
inscrite dans la réponse. Si la sous-tâche a effectivement été exécutée avec 
succès, le sous-but correspondant étant satisfait, est supprimé. Le but global 
est satisfait également. Dans le cas contraire, le but correspondant ne peut 
plus être satisfait, le but global non plus. Dans ce cas, toutes les sous-tâches 
correspondant aux autres sous-buts doivent être interrompues. Les sous-buts 
en question sont supprimés et le but global l'est également. 
Exemple 7.2 : Robot jongleur. 
Pour illustrer le raisonnement hypothétique, nous allons reprendre notre exemple 
des blocs en y apportant quelques modifications. Nous tiendrons compte de ces mo-
difications uniquement dans cette section. A présent, les trois blocs ne sont plus 
rangés dans des colonnes, mais peuvent rouler sur deux rails dans deux sens op-
posés. Sur un rail, les blocs ne peuvent se déplacer que dans un seul sens. Nous 
considérons deux agents a 1 et a2 . Chacun peut garder uniquement un seul bloc de 
son côté. En d'autres termes, un des trois blocs est en permanence sur un des deux 
rails (pensez à un jongleur où les agents a 1 et a 2 sont assimilés aux deux mains 
du jongleur). Nous nous plaçons dans le contexte illustré par la figure 7.6. Pour 
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0H HH H -
=============_=====······· B ~ 
· · · · ·- : sens du mouvement 
Figure 7.6: Les blocs peuvent rouler sur deux rails dans deux sens opposés. 
garder l'équilibre, chacun des deux agents dès l'envoi d'un bloc doit demander à 
l'autre agent d'envoyer le bloc qu'il possède. Ce dernier doit confirmer l'envoi du 
bloc en envoyant un message pour répondre à la demande. Ainsi. dès que l'agent a 1 
envoie le bloc A, il demande à l'agent a2 d'envoyer le bloc B. En supposant qu'un 
bloc met .r unités de temps pour traverser un rail, l'agent a 1 ne peut pas attendre 
la réponse de a2 plus de .r unités de temps, car si la réponse est en retard pour 
une raison quelconque, le bloc B arrivera avant que l'agent a2 n'ait eu le temps 
d'envoyer le bloc C. Ainsi l'agent a 1 doit utiliser un raisonnement hypothétique. lui 
permettant, en cas de retard d'une réponse, de supposer qu'un bloc a. été envoyé 
elu coté de l'agent a2 et d'envoyer un bloc de son coté. Dans ce cas. si le bloc est 
effectivement envoyé par l'agent a2 avec un retard de confirmation, l'agent a 1 aura 
sauvé la. situation en envoyant un bloc et pourra. par la suite vérifier que son hypo-
thèse est valide quand il recevra. la confirmation de l'agent a2 . Si par contre l'agent 
a2 n'avait pas envoyé de bloc, l'hypothèse est invalide et un problème de surcharge 
se produira du coté de l'agent a2 • A noter, que le problème produit est indépendant 
de l'agent a 1 . Son hypothèse n'était qu'une tentative de sauver la. situation en cas 
de retard d'une réponse. 
Dans un cadre, plus général le raisonnement hypothétique peut être uti-
lisé pour éviter des problèmes résultants d'un retard d'une information au 
sujet de l'arrivée d'un événement ou de l'exécution d'une tâche. Ce raison-
nement est admis uniquement dans un contexte où il n'y a pas de perte 
d'informations et que les agents sont toujours assurés de recevoir les infor-
mations tardivement ou de les inférer quand elles sont perdues. 
7 .4.3 Décision 
Les informations reçues de l'extérieur, soit sous forme d'événements ou 
sous formes de messages des autres agents, doivent permettre la mise à jour 
des différents éléments dans l'état mental. Dans certains cas, le traitement 
des ces informations nécessite la création de nouveaux buts. La fonction de 
décision gère la création et la suppression des buts. 
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Traitement des événements 
Comme nous 1 'avons signalé dans la section 7 .4.2, l'observation d'un 
événement permet ou empêche l'exécution de certaines tâches. 
Si une tâche T doit être exécutée ( :condition=vrai), la fonction de déci-
sion construit un but relatif à cette tâche et lui associe un nouveau contexte 
de conversation. Une décomposition de ce but en sous-buts est réalisée par 
la fonction de planification (cf. section 7 .4.4), si nécessaire. Ce but admet la 
structure suivante: 
(GOAL 
:id 9T 
:type NULL 
:satisfied false 
:satifiable true 
:subgl-list NULL 
:exec-agent NULL 
:res-agent me 
:task T 
:delay NULL 
:conversation newl) 
Les champs :type, :subgl-list et :exec-agent seront complétés par la fonc-
tion de planification (section 7.4.4). Le champ :delay est NULL car aucune 
contrainte n'est associée à l'exécution de cette tâche. 
Traitement des engagements 
Un engagement social pris suite à la réception d'une requête d'exécution 
de tâche nécessite la création d'un but. Pour un engagement social de la 
forme (S-COMMIT :agent=au :task=T :context=NULL :delay=[dmin, dmax]), 
le but externe associé est le suivant : 
(GOAL 
:id 9T 
:type externat 
:satisfied false 
:satifiable true 
:subgl-list NULL 
:exec-agent me 
:res-agent au 
:task T 
:delay [dmin, dmax] 
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:conversation newl) 
Si l'engagement est de la forme (S-COMMIT :agent=au :task=NULL 
:context=oldl :delay=[dmin, dmax]), une structure de message est construite 
et est ajoutée à la liste :out-msg-list dans l'état mental: 
(MSG-ENTRY 
:agent 
:type 
:task 
:results 
:delay 
:date 
:context 
:info 
au 
RES POND 
NULL 
NULL 
NULL 
get-date ( oldl) 
newl 
get-desc( oldl) 
Traitement d'une croyance 
llne croyance (BELIEF) porte soit sur l'exécution d'une sous-tâ.che, soit 
sur un événement: 
• dans le premier cas, si la sous-tâ.che est exécutée avec succès alors sa 
description est mise à jour permettant ainsi au gestionnaire de tâ.ches la 
prise en compte de cette exécution dans l'exécution de la tâ.che globale. 
Le but associé à la sous-tâ.che est satisfait. Si la sous-tâ.che a échoué, 
sa description est également mise à jour, permettant au gestionnaire 
de tâ.ches de déduire l'échec de la tâ.che globale. Le but associé à la 
sous-tâ.che devient non satisfaisable; 
• dans le second cas, la description de 1 'environnement est mise à jour. 
Le gestionnaire de tâ.che pourra tenir compte de ce changement dans 
l'environnement pour vérifier si de nouvelles tâ.ches peuvent être exé-
cutées. 
Traitement et gestion des buts 
Un agent à un moment donné, gère plusieurs buts avec leurs sous-buts. 
Dans un contexte général, les contraintes temporelles entre les sous-tâ.ches 
peuvent être fixées de façon à permettre que deux sous-tâ.ches soient exé-
cutées simultanément par deux agents différents. La fonction de décision 
utilise le délai associé à chacun des buts comme étant une priorité, la prio-
rité d'un but sera donc inversement proportionnelle à son délai. Ainsi, les 
tâ.ches relatives aux buts doivent être traitées par le gestionnaire de tâ.ches 
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Réception RESPOND, ctxtl 
tâchei 
Gestionnaire de Tâches 
-
: Changement de contexte 
'il 
.. 
butl 
Priorité 
s-buti - tâche i 1 
s-butj 
s-butk =;-L tâche j 
Ltachek 
Figure 7. 7 : Changement de contexte lors de la réception d'une information 
concernant un but plus prioritaire 
en respectant cet ordre de priorité: parmi les tâ.ches actives, la tâ.che ad-
mettant le plus petit délai sera traitée en priorité. Cependant, si une tâ.che 
ti est en cours d'exécution par un autre agent av, un agent au peut traiter 
une tâ.che fj moins prioritaire, sachant que dès qu'une réponse concernant la 
tâ.che ti parvient de l'agent av, l'agent au doit interrompre la tâ.che fj dans 
la mesure du possible et traiter cette réponse (figure 7.7). 
Un but peut être satisfait, non satisfait mais satisfaisable ou non satis-
faisable: 
• la satisfaction d'un but global dépend de la satisfaction de 1 'ensemble 
des sous-buts et la satisfaction d'un but n'admettant pas de sous-buts, 
dépend du succès de l'exécution de la tâ.che correspondante. Le but 
d'un but satisfait dépend de son type: 
si le but est interne ou dépendant alors il est supprimé tout sim-
plement; 
s'il est externe alors l'agent concerné est notifié et ensuite il est 
supprimé. Dans ce cas, la fonction de décision ajoute une entrée à 
la liste :out-msg-list dans l'état mental. Cette entrée sera traitée 
par la fonction de communication (section 7.5.3); 
• un but non satisfait mais qui est encore satisfaisable est gardé dans la 
liste des buts; 
• si un but est non satisfaisable, cela signifie que tous les buts de plus 
haut niveaux le sont également: 
si le but est interne, il est supprimé et la tâ.che associée au but 
est interrompue et redevient inactive; 
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- si le but est externe, il subit le même traitem·ent qu'un but interne 
et en plus l'agent concerné est notifié; 
- enfin si le but est dépendant, des requêtes d'interruption de tâches 
doivent être envoyées aux agents devant exécuter les sous-tâches 
avant la suppression du but. 
7 .4.4 Planification 
La fonction de planification est chargée de la création et de 1 'exécution 
de plans. 
Création d'un plan 
A la création d'un but g, la fonction de planification teste la tâche relative 
au but: 
• si c'est une tâche élémentaire, alors le but ne doit être décomposé et 
aucun plan n'est créé. Si le but n'admet pas de type (cf. section 7.4.:3) 
alors il est interne et le champ :type est mis à jour; 
• si la tâche admet des sous-tâches et que l'une d'entre elles n'appartient 
pa.s au domaine de responsabilité individuelle de l'agent, alors le but 
g est dépendant (mise à jour du champ :type) et un plan relatif au 
but est créé. Ce plan admet autant d'entrées que de tâches devant être 
exécutées par d'autres agents. A la création, les entrées d'un plan sont 
incomplètes: les délais sont mis à jour au fur et à mesure par le ges-
tionnaire de tâches et le choix des agents pour exécuter les sous-tâches 
est déterminé à l'aide d'un raisonnement social (cf. section 7.5.5). Un 
sous-but est créé pour chacune des sous-tâches et est ajouté dans la 
liste des sous-buts :subgl-list du but g. Si la sous-tâche doit être exé-
cutée par l'agent lui même, le but est interne, sinon il est dépendant. 
Un sous-but subit ensuite le même traitement que le but g. 
Exécution d'un plan 
La fonction de planification s'occupe également de l'exécution des plans: 
quand une entrée d'un plan est complété par le gestionnaire de tâches, cette 
entrée doit être exécutée et ensuite supprimée. Un plan est supprimé si toutes 
ses entrées le sont également. 
L'exécution d'une entrée consiste à créer à partir des informations sto-
ckées dans l'entrée du plan, une entrée de type MSG-ENTRY et la rajouter 
à la liste :out-msg-list dans l'état mental. Cette entrée est ensuite traitée 
par la fonction de communication (section 7.5.3). 
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7.5 Niveau Social 
Le niveau social est constitué des fonctions permettant à l'agent de com-
muniquer avec les autres (reception et communication) et d'une fonction 
dédiée au raisonnement social. Ce fonction utilise les informations conte-
nues dans l'état mental et dans les descriptions externes. Ces dernières étant 
mises à jour exclusivement par cette fonction, appartiennent également au 
niveau social. 
7.5.1 Description externe 
La représentation d'un autre agent est appelée description externe [DM91]. 
Dans notre modèle d'agent, une description externe correspond à une image 
incom piète (état mental) de l'agent concerné que 1 'a.gent maintient locale-
ment. Un agent admet une liste d'états mentaux relatifs à tous les agents 
connus. Ces états mentaux seront mis à jour au fur et à mesure des interac-
tions et suite à un raisonnement social. 
Les informations dans cette structure correspondent à des croyances sur 
les autres. Par exemple, si la description externe d'un agent au contient dans 
son réseau de dépendances V la. relation auVHav, cette information admet 
la sémantique suivante pour l'agent (me): BEL(self, auDHav). 
Une description externe est définie comme suit: 
<EXTERNAL-DESC> ::= '('<MENTAL-STATE>*')' 
La mise à jour de cette structure est le résultat du raisonnement social 
(section 7 .5 . .5). Dans notre étude, et pour valider le modèle de société dé-
crit dans le chapitre .5, seuls sont mis à jour les domaines de responsabilité 
individuelle des agents et leurs réseaux de dépendance: 
• les domaines de responsabilité individuelle sont connus dès le départ, 
l'agent utilisera les informations qui s'y trouvent pour construire ses 
trois réseaux de dépendances ( C, 'D et 1-l ; 
• les réseaux de dépendance des autres sont mis à jour, d'une part, par 
1 'utilisation la commutativité des relations de dépendance et d'autre 
part, par l'utilisation d'un raisonnement social: 
- dans le premier cas, l'agent (self) utilise les résultats suivants: 
Vau3T 1 self Cyau {::::::} auCT self 
Vau3Tl,T21 self 1-lHau {::::::} au1-l'fi self 
dans le second cas, les relations de dépendance des autres sont dé-
terminées à l'aide de conjonctions de relations de dépendance de 
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l'agent (cf. section 5.6) ou alors suite à la réception d'un message 
de requête d'exécution d'une tâche (cf. section suivante). 
7.5.2 Réception 
Cette fonction est chargée de la réception des messages provenants des 
autres agents. Sa mission principale est de vérifier qu'un message respecte le 
format du langage C (cf. chapitre 6) et ensuite, traduire ce message en une 
structure du type MSG-ENTRY contenant toutes les informations néces-
saires pour le traitement de son contenu. Les messages seront traités selon 
la date d'émission la plus ancienne (:msg-date): 
• si le message reçu est une requête, la fonction de réception trans-
forme la structure relative à la requête en un engagement social (S-
COMMIT) et l'insère dans la liste des engagements sociaux afin d'être 
traité par la fonction de décision ; 
• si le message reçu est une réponse ou est destiné à informer 1 'agent d'un 
événement, la fonction de réception transforme la structure relative au 
message en une croyance (BELIEF) afin d'être traitée par la fonction 
de décision. 
7.5.3 Communication 
La fonction de communication est chargée de l'envoi des messages aux 
autres agents, le format des messages respecte la grammaire définissant le 
langage L L'envoi des messages est effectué suite à la. création et l'ajout 
d'une entrée dans la liste :out-msg-list dans l'état mental. La. fonction de 
communication transcode cette information vers une expression du langage 
C: 
(<date> <agent-id> <agent-id> }(<type> )(<contenu> }(<contexte>). 
Le message est ensuite envoyé par la couche de communication vers l'agent 
destinataire. Rappelons que le champ <contenu> contient toujours une va-
riable temporelle représentant un délai ou une date. 
7.5.4 Gestion des contextes de conversation 
Dans les sections précédentes, nous avons montré les règles d'utilisation 
des contextes de conversation, sans préciser comment ces contextes sont 
gérés au sein de l'agent. Chaque contexte est créé par un seul agent et sa 
création correspond à un début de conversation. La création est réalisée soit 
par la fonction de décision, soit par la fonction de planification. Dans le 
premier cas, l'agent désire communiquer une information à un autre agent, 
il lui envoie le contexte de conversation pour lui permettre de converser au 
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sujet de cette information. Dans le deuxième cas, l'agent a besoin d'envoyer 
une requête d'exécution de tâches ou une requête d'information à un autre 
agent, il lui envoie alors le contexte de conversation en sachant que l'autre 
utilisera ce même contexte dans sa réponse à la requête. Les contextes de 
conversation apparaissent à la fois dans les messages échangés et dans les 
entrées relatives aux buts localisées dans l'état mental de l'agent. Quand 
un agent reçoit un message avec un contexte de conversation, ce contexte 
sera utilisé à chaque création d'un but ou une communication provoquée par 
l'arrivée de ce message. La suppression d'un but de haut niveau entraîne la 
suppression du contexte correspondant dans l'état mental. 
7.5.5 Raisonnement social 
Un agent admet une fonction dédiée au raisonnement social décrit dans 
le chapitre .5. Toutes les informations déduite lors d'un raisonnement soCial 
servent à mettre à jour les réseaux de dépendances dans 1 'état mental et 
dans les descriptions externes (section 7 .. 5.1). 
Le raisonnement social permet également de compléter les entrées dans 
les plans: à la création, dans chaque entrée d'un plan, il faut désigner un 
agent qui sera chargé de l'exécution de la sous-tâche correspondante. Sïl 
existe plusieurs agents capables d'exécuter la sous-tâche, la fonction dédiée 
au raisonnement social applique les résultats établis dans la section .5 . .5. 
7. 6 Discussion 
Dans ce chapitre, nous avons décrit le modèle d'un agent adapté à une 
société dont les caractéristiques concordent avec celles présentées dans le 
chapitre .5. L'architecture est composée de plusieurs fonctions. Au sein de 
l'agent, nous distinguons deux niveaux: le niveau individuel et le niveau 
social. Les fonctions du niveau individuel sont chargées de la perception 
d'événements, la décision, la planification et enfin la gestion de tâches. Celles 
du niveau sociale sont chargées de la réception et l'envoi de messages, ainsi 
que du raisonnement social. 
La description externe contient toutes les informations qui relèvent du 
niveau social. Ces informations vont être utilisées lors d'un raisonnement so-
cial qui s'appuient essentiellement sur la conjonction des différentes relations 
de dépendance (cf. section .5.6). 
Un point essentiel, présent au niveau de toutes ces fonctions est la prise 
en compte du facteur dynamique lié au domaine d'application ou à l'm·ga-
nisation des agents. 
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Introduction 
Dans cette partie, nous présentons la supervision des systèmes dyna-
miqués par reconnaissance de scénarios temporels, comme étant un domaine 
d'application bien adapté aux modèles de société et d'agent, proposés dans 
la partie précédente. Dans ce domaine, la prise en compte des contraintes 
temporelles qui régissent le système supervisé est essentielle: 
• le premier chapitre, présente le modèle des scénarios, ainsi que leurs 
différents modes de reconnaissance. Une extension au modèle est pro-
posé pour permettre le suivi de scénarios dans un contexte distribué; 
• le deuxième chapitre, présente une instantiation du modèle de société 
où les agents sont chargés de la supervision par reconnaissance des 
scénarios. L'accent sera mis sur le raisonnement social entrepris par 
les agents pendant le processus de supervision ; 
• le dernier chapitre, présente une implémentation des modèles présentés 
dans la. partie précédente et la. présente partie: une société d "agents 
temporels pour la reconnaissance de scénarios (Système STARS). 
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Chapitre 8 
Reconnaissance de 
temporels 
8.1 Introduction 
, . 
scenarios 
Dans la partie précédente, nous avons présenté un modèle de société 
d"agents pour effectuer des tâches où les contraintes temporelles jouent un 
rôle essentiel. Dans la première partie, nous avons vu que la supervision des 
systèmes dynamiques est un domaine d'application où la prise en compte du 
temps est cruciale. Un ensemble d'agents chargé de la supervision d'un sys-
tème dynamique doit tenir compte des contraintes temporelles qui régissent 
le système en question. Pour cela, l'approche par reconnaissance de scénarios 
a été choisie car elle permet une représentation explicite des contraintes tem-
porelles et permet de montrer les caractéristiques principales d'une société 
dont le modèle a été décrit dans la deuxième partie. 
Dans ce chapitre, nous décrivons le modèle des scénarios temporels et 
leur construction. Nous décrivons également la reconnaissance de scénarios 
et ses différents modes. 
Enfin, nous proposons une extension du modèle des scénarios en vue 
de les reconnaître dans un environnement distribué où un scénario peut 
admettre un ou plusieurs sous-scénarios. Un ensemble d'agents sera chargé 
du suivi et de la reconnaissance de ces sous-scénarios. 
8.2 Modélisation par scénarios temporels 
Le suivi d'un système industriel nécessite une modélisation de son com-
portement présentant les différents modes de fonctionnement possibles. Nous 
appelons scénario, une représentation d'un mode de fonctionnement parti-
culier du système à surveiller. Le déroulement d'un scénario correspond au 
fonctionnement réel du système physique pendant une période de temps va-
riable. Avant de décrire les différents modes de reconnaissance d'un scénario, 
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nous allons d'abord décrire sa structure et les différents aspects temporels 
qui le caractérisent. 
8.2.1 Structure d'un scénario 
La structure principale d'un scénario est un graphe de contraintes tem-
porelles [DMP91] où un nœud correspond à une variable d'instant dont la 
valeur correspond à la date d'occurrence d'un événement. Un arc correspond 
à une contrainte temporelle pouvant exister entre deux variables d'instants. 
Un ensemble de préconditions permettent l'activation du scénario: un scéna-
rio est activé en vue d'être reconnu si les préconditions qui lui sont associées 
sont satisfaites. Ces préconditions peuvent être modélisées par un ensemble 
de prédicats. Un exemple de scénario temporel peut être illustré par la fi-
gure 8.1. 
[-5,10] 
[2,5] [5,10] 
Figure 8.1 : Le graphe d'un scénario tempo rel 
Un nœud du graphe correspond toujours à un événement instantané: si 
un événement n'est pas instantané, il devra être représenté par deux nœuds. 
Par exemple, si l'on s'intéresse uniquement à la position où une porte peut 
être considérée comme fermée, alors l'événement correspondant peut être 
représenté par un seul nœud. Il se produit quand la porte atteint cette 
position. Si par contre, on considère la fermeture comme une succession de 
deux événements où le premier (respectivement deuxième) correspond à la 
position où la porte est ouverte (respectivement fermée), cette situation peut 
être représentée par deux nœuds avec une contrainte temporelle entre les 
deux, précisant les durées maximale et minimale d'une fermeture de porte. 
Une contrainte temporelle permet de préciser les écarts au plus tôt et au 
plus tard entre deux occurrences d'événements. Ceci peut être représenté par 
un intervalle. Par exemple, dans la figure 8.1, la contrainte précise que l'évé-
nement b doit se produire au minimum cinq unités de temps et au maximum 
dix unités de temps après l'occurrence de l'événement c. Si l'événement b se 
produit en dehors de cet intervalle, on dit que la contrainte est violée. Une 
contrainte contenant une valeur négative et une autre positive (figure 8.1), 
signifie que les événements peuvent se produire dans n'importe quel ordre: 
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l'événement b peut se produire cinq secondes avant a', en même temps ou 
deux secondes après. Le déroulement d'un scénario correspond à un chemin 
dans le graphe où l'activation d'un nœud signifie l'occurrence de l'événe-
ment correspondant. Il est évident que la présence de contraintes donne au 
scénario une durée variable. De plus, l'ordre des occurrences n'est pas figé. 
Ceci montre le pouvoir d'expression de ce formalisme notamment quand il 
s'agit de modéliser les comportements d'un système dynamique sujet à des 
évolutions en permanence. 
A noter que, dans le cadre d'une modélisation par scénarios temporels, il 
n'est pas possible de représenter des processus continus, seuls des événements 
discrets peuvent être pris en compte. 
8.2.2 Contraintes symboliques/numériques 
Dans la section précédente, nous avons décrit les contraintes temporelles 
d'un graphe comme étant des contraintes numériques. Cependant, la modé-
lisation d'un mode de fonctionnement n'est pas toujours évidente. En effet. 
lors de la modélisation, nous n'avons pas toujours des contraintes entre évé-
nements instantanés. 
Evénements instantanés/ non instantanés 
Considérons l'événement 0 correspondant à l'ouverture d'une porte (la 
porte est en position "ouvert") et l'événement D correspondant au dépla-
cement d'un chariot d'un point A à un point B. L'occurrence de D, signifie 
que le chariot est au point B. Dès lors que l'on veut poser une contrainte 
temporelle entre les deux événements comme par exemple,: la porte doit être 
ouverte cinq à dix secondes avant le déplacement du chariot (voir figure 8.2), 
une telle représentation devient problématique: nous n'avons aucune infor-
Figure 8.2 
instantanés. 
Représentation par deux nœuds de deux événements non 
mation sur la position du chariot avant que la porte ne soit complètement 
ouverte. Tout ce que l'on sait, c'est que le chariot a atteint le point B, cinq 
à dix secondes après l'ouverture complète de la porte. Or cet événement 
n'est pas instantané. Pour pouvoir le positionner dans le temps par rapport 
à d'autres événements, nous avons besoin de représenter explicitement le 
début et la fin de cet événement par deux événements instantanés. Nous 
représentons ainsi, le déplacement du chariot par deux événements où le 
premier correspond au départ du point A (Dl) et le deuxième à l'arrivée 
au point B (D2). La représentation donnée par la figure 8.3 décrit la même 
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@I-~]O...:.'....;+_oo...,.:;[.....__1 
I--___.J._O,:....+.;_oo___._[ ---+@ 
Figure 8.3 Représentation par quatre nœuds de deux événements non 
instantanés. 
contrainte temporelle où l'événement "ouverture d'une porte" est également 
représenté par deux événements instantanés (01, 02). Des contraintes im-
plicites sont également introduites précisant que le début d'un événement 
doit se produire avant sa fin ([0, +oo[). En fait, ces contraintes pourraient 
être précisées si l'on détenait des informations sur la durée d'ouverture de 
la porte ou la durée que prend le déplacement du chariot, ce qui n'était pas 
possible dans la première représentation. 
Contraintes d'intervalles /instants 
L 'exem pie décrit ci-dessus montre comment représenter un type de con-
trainte entre deux événements non instantanés. En fait, il en existe autant 
que de relations possibles entre intervalles [All84]: en associant un intervalle 
à chaque événement non instantané, on peut contraindre ces événements de 
treize façons possibles. 
Dans l'exemple, si on associe respectivement les deux intervalles I = 
[01, 02] et .] = [Dl, D2] aux deux événements (ouverture de la porte et 
déplacement du chariot), la contrainte entre ces deux événements peut être 
exprimée par: I avant[5,10] .J. Ceci correspond à une des treize positions re-
latives entre deux intervalles définies par Allen, en augmentant cette relation 
par une contrainte numérique. 
Afin de représenter ces relations au sein de graphes de contraintes décrits 
ci-dessus, il faut pouvoir transformer les contraintes entre intervalles en des 
contraintes entre instants tout en préservant le pouvoir d'expression des 
contraintes initiales. 
Il existe seulement trois types de contrainte possibles entre deux instants 
i et j: i = j, i <jou alors i > j. Naturellement, il est possible d'exprimer 
des contraintes qui sont une composition des trois décrites ci-dessus, comme 
par exemple, i <= j. Par ailleurs, il est possible de vouloir représenter qu'il 
n'existe aucune contrainte temporelle entre deux variables d'instant. Dans 
ce cas, la contrainte est exprimée sous la forme: i <=> j, on dit qu'il existe 
une contrainte universelle entre ces deux variables. Ainsi, en assimilant les 
instants i et j à deux nœuds ei et ej, les trois contraintes de base, ainsi que 
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les contraintes composées peuvent être représentés numériquement comme 
le montre la figure 8.4. 
1 = J ei [0,0] e· J 
i < j ei ]O,+oo[ e· J 
i > j e· ]-oo,O[ e· 
' 
J 
i <= j ei ]-oo,O] e· J 
i>=j ei ]-oo,O] ej 
<>j ei ]-oo,+oo[-{0} e· J 
<=>j ei ]-oo,+oo[ e· J 
Figure 8.4 Représentation numérique des contraintes symboliques entre 
instants. 
La figure 8.5 permet de représenter les transformations de toutes les 
contraintes symboliques possibles entre intervalles en contraintes numériques 
entre instants. Les variables d'instant J- et J+ accèdent au début et à la fin 
d'un intervalle 1. 
8.2.3 Construction d'un scénario temporel 
La construction d'un scénario temporel passe par les étapes suivantes: 
• avoir un récit décrivant le fonctionnement devant être modélisé par le 
scénario. Ce récit est fourni généralement par un expert du domaine. 
Il n'existe pas de forme standard pour un récit: il peut correspondre 
à un texte ou à une liste de données ... 
• extraire les événements à partir du récit; 
• extraire les contraintes tempo relies entre les différents événements; 
• construire le graphe de contraintes du scénario à partir des événements 
et des contraintes temporelles. 
Afin d'expliciter la structure d'un scénario et la manière dont il est 
construit pour représenter le fonctionnement d'un système, nous allons uti-
liser l'exemple du fonctionnement d'une machine dans un atelier de produc-
tion. Celui-ci est modélisé par le scénario "machine" obtenu à partir du récit 
suivant recueilli auprès d'experts du domaine. Les contraintes temporelles 
qui vont donner lieu aux événements du scénario sont indexées par [n°]: 
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I 1 1 
]O,+oo[ 
[[:,0] J-I égal J t [0,0] 
J 1 1 J- ]O,+oo[ J+ 
I 1--i J- ]O,+oo[ J+ 
I avant .J ~[ 
.J 1--i J- ]O,+oo[ J+ 
I 1--i ]O,+oo[ + J- I 
I rencontre .J ~ 
.J 1--i J- ]O,+oo[ J+ 
I 1--i J- ]O,+oo[ J+ 
I débute J t[O,O] !]O,+oo[ 
.J 1 1 J- J+ ]O,+oo[ 
I 1--i J-
]O,+oo[ J+ 
I finit .J 
f]O,+oo[ ![0,0] 
J 1 1 J- J+ ]O,+oo[ 
I 1 1 
]O,+oo[ + J- I 
I recouvre .J !]% !]O,+oo[ 
J 1 1 
]O,+oo[ 
J- ]O,+oo[ J+ 
I 1--i 
]O,+oo[ J+ J-
I pendant .J f]O,+oo[ !]O,+oo[ 
.J 1 1 J- ']+ ]O,+oo[ 
Figure 8.5 : Représentation des contraintes entre intervalles par des 
contraintes entre instants. En considérant ces relations et leurs inverses, 
il est possible de représenter toutes les positions relatives entre les deux 
intervalles I et J. 
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• " La machine est libre " 
• " Puis une pièce se présente et la machine devient occupée " [1 J 
• " Le temps d'usinage normal d'une pièce est inférieur à 2mn " [2] 
• " A près la fin de l'usinage la machine redevient libre " [3] 
• '· Pendant toute la durée de l'usinage le moteur de la machine doit 
fonctionner parfaitement " [4] 
Les événements possibles sont représentés dans la table suivante (la va-
riable ti correspond à la date d'occurrence d'un événement): 
Evénement Intervalle 
machim.état = occupé 1 = [to, t1] 
machine .fonction = usinage J = [tz,f3] 
machine. état-moteur = ok J( = [t4, t5] 
Les contraintes temporelles enrichies par des délais que l'on peut ex-
primer sur ces événements sont les suivantes ( début(l) et fin(l) accèdent 
respectivement aux bornes inférieure et supérieure de l'intervalle 1): 
début(l) 
début(J) 
fin (1) 
J 
{égal} 
{]0, 120]avant} 
{égal} 
{pendant} 
début(J) 
fin(.J) 
fin(.J) 
K 
[1] 
[2] 
[3] 
[4] 
Nous en déduisons le graphe de contraintes du scénario exprimé, repré-
senté dans la figure 8.6. Les contraintes implicites qui peuvent être déduites 
des autres contraintes sont représentées également. 
8.3 Reconnaissance de scénarios temporels 
L'objectif final d'une modélisation par scénarios du comportement d'un 
dispositif est le suivi et la supervision de ce dernier et ceci en utilisant un 
ensemble d'algorithmes de reconnaissance. Ces algorithmes sont basés sur la 
propagation des différentes contraintes temporelles dans un graphe. 
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G-~),_0:___, 1_20--=--) -------'0,...! 
l [0,0] 
)0,120) 
)O,+oo[ ]O,+oo 
)O,+oo[ (;;\ 
t4 )------------~~ 
Figure 8.6 : Graphe du scénario "machine". 
8.3.1 Détection d'incohérence 
Il est à noter également, que lors de la construction d'un scénario, l'ajout 
de nouveaux nœuds et de nouvelles contraintes peut entraîner des incohé-
rences dans le graphe du scénario. 
Une incohérence a lieu quand les contraintes entre les noeuds sont posées 
de sorte qu'aucune instantiation possible des variables d'instant ne permet 
de satisfaire l'ensemble de ces contraintes. Afin de détecter une incohérence 
dans le graphe, un algorithme de minimalisation permet d'obtenir à par-
tir d'un graphe initial, le graphe minimal équivalent exprimant les mêmes 
contraintes temporelles initiales. Ce graphe est unique et la présence d'une 
contrainte vide dans ce graphe, signale la présence d'une incohérence. Un 
exemple de graphe incohérent est donné dans la figure 8. 7. L'incohérence 
[5,10] 
[8,10] [5,7] 
Figure 8. 7 : Un graphe de contrainte incohérent. 
provient du fait que le chemin minimum entre a et b prend 13 secondes en 
passant par c, alors que la contrainte entre a et b spécifie que b peut se pro-
duire au plus tard 10 secondes après a. Le graphe minimal d'un tel graphe 
contient une contrainte vide. 
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8.3.2 Suivi de scénario 
La démarche générale à suivre pendant la supervision peut être illustrée 
par la figure 8.8. Le comportement observé du système correspond à une col-
lection d'événements dans l'ordre de leurs occurrences. Ces événements sont 
datés si l'on dispose de capteurs capables de déterminer les dates d'observa-
tion. Dans le cas contraire, un intervalle d'incertitude lie deux événements, 
précisant l'écart au minimum et au maximum de leurs occurrences. Nous 
rappelons que dans les deux cas, cette collection d'événements est appelée 
la session et par la suite ce terme sera utilisé pour désigner un compor-
tement observé. Si l'on souhaite qualifier un comportement observé, une 
comparaison de la session avec les scénarios normatifs modélisant un bon 
fonctionnement permet de détecter toute déviation d'un comportement de 
référence souhaité. Si un écart est détecté, un appariement avec les scé-
narios de mauvais fonctionnements permet d'identifier le type d'anomalie 
responsable de cet écart et de donner sous forme d'un diagnostic l'état de 
fonctionnement du système surveillé. A noter qu'il existe plusieurs modes 
de reconnaissance possibles. Par la suite, nous allons décrire ces différents 
modes et les différents types de reconnaissance associés. Cependant, nous 
ne donnons les détails des algorithmes sachant que vous en trouverez une 
description plus détaillée dans [Fon93] ou dans [Fon96]. 
Modèles 
Scénarios 
normatifs 
~aion 
Déviation 
Système Anomalies 
Session Scénarios de dysfonctionnement 
Ressemblance 
Reconnaissance 
Identification 
Figure 8.8 : La démarche générale suivie lors de la supervision [Fon93]. 
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Mode hors ligne 
Le mode hors ligne est utilisé en général quand la session est construite 
à partir d'informations données par un expert du domaine. Les événements 
sont liés par des contraintes d'intervalle et la session correspond à un graphe 
de contraintes similaire à celui du scénario qualifié comme étant un compor-
tement de référence. 
La supervision est effectuée à posteriori et a pour objectif de qualifier 
un comportement du système observé dans le passé. Cette qualification est 
établie en comparant le graphe du scénario avec celui de la session déduite 
des experts. Ces comparaisons vont donner lieu à plusieurs types de recon-
naissance: 
• la compatibilité d'une session avec un scénario est établie si la fusion 
de leurs graphes donnent un graphe cohérent ; 
• la satisfaction d'un scénario par une session est établie si le graphe de 
la session est inclus dans celui du scénario; 
• une compatibilité ou une satisfaction est dite totale si la session com-
porte tous les événements du scénario. Dans le cas contraire, elle est 
partielle; 
• le rejet d'un scénario signifie que le comportement observé du système 
n'est pas celui modélisé par le scénario. Si le scénario rejeté modé-
lise un bon fonctionnement, cela signifie soit que le système présente 
un bon fonctionnement différent de celui modélisé par le scénario ou 
alors il présente un mauvais fonctionnement et dans ce cas, il va falloir 
reconnaître un scénario de mauvais fonctionnement afin d'identifier 
l'anomalie présente. Si le scénario rejeté modélise un mauvais fonc-
tionnement, cela signifie que le système présente une autre anomalie 
qui n'est pas modélisée par le scénario rejeté et dans ce cas, une re-
connaissance d'un autre scénario de mauvais fonctionnement permet 
de résoudre le problème. 
Pendant la supervision, les scénarios actifs ont trois status possibles: ils 
peuvent être rejetés, reconnus partiellement ou reconnus totalement. Dans 
un mode hors ligne une reconnaissance partielle peut être due à un manque 
d'informations sur les événements. 
Mode en ligne 
Contrairement au mode hors ligne, le mode en ligne ne se limite pas à 
expliquer tout simplement un phénomène qui s'est produit dans le passé, 
mais permet en plus de détecter les anomalies quand elles se présentent 
en temps courant. Ceci permet de réagir à temps afin de supprimer une 
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anomalie avant qu'elle n'occasionne d'importants dégâts et parfois afin de 
permettre l'anticipation d'autres anomalies. 
Le mode en ligne consiste à suivre un scénario à partir d'événements 
ordonnés et datés. Quand le système de supervision reçoit un événement, sa 
date d'occurrence doit satisfaire la contrainte correspondante dans le graphe 
du scénario. Donc le mode en ligne utilise uniquement la satisfaction comme 
critère de reconnaissance. Quand le scénario est en cours de suivi, la session 
courante doit satisfaire partiellement le scénario (tous les événements ne 
sont pas encore arrivés). Quand tous les événements se sont produits et 
qu'aucun n'a violé une contrainte dans le graphe du scénario, on parlera 
d'une satisfaction totale. 
Le mode en ligne est plutôt utilisé pour essayer de reconnaître des scé-
narios de bon fonctionnement, il permet de suivre le système, de s'assurer 
qu ïl est dans un état (bon) à un moment donné et de détecter au plus tôt 
sa transition dans un état jugé mauvais (rejet du scénario). Le rejet d'un 
scénario de bon fonctionnement doit être accompagné de déclenchement de 
scénarios de mauvais fonctionnement afin d'identifier le ou les problèmes car 
les pannes peuvent être multiples. 
8.3.3 Interprétation de la reconnaissance 
Le raisonnement lors de la reconnaissance d'un scénario nous mène à 
poser deux questions: la première est de savoir si une reconnaissance partielle 
d'un scénario est suffisante ou non, la deuxième est de savoir comment tenir 
compte de cette reconnaissance lors d'un raisonnement temporel, surtout 
si le système de supervision gère des scénarios auxquels on peut appliquer 
plusieurs modes de supervision (hors ligne, en ligne, ou mixte). 
Reconnaissance totale ou partielle ? 
Concernant la première question, il suffit de définir un résultat exige 
(satisfaction totale, satisfaction partielle, compatibilité totale, compatibi-
lité partielle) pour chaque scénario lors de sa création. Si le résultat d'une 
reconnaissance ne correspond pas au résultat exigé, ce résultat sera jugé in-
suffisant. Mais dans un contexte réel est-ce toujours vrai ? En effet, nous 
pouvons rencontrer des situations complexes où les événements n'ont pas 
la même importance et leurs occurrences n'ont pas la même sémantique: 
une reconnaissance partielle signifie que les événements ne se sont pas pro-
duits en totalité, il faut savoir quels sont parmi ces événements ceux qui 
garantissent que cette reconnaissance partielle permet de qualifier le com-
portement observé. Ainsi, une reconnaissance partielle n'aura pas toujours 
la même signification, selon les événements qui se produisent. Afin de quali-
fier d'une manière plus précise un comportement observé conduisant à une 
reconnaissance partielle, il est possible d'avoir une couche d'analyse plus 
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fine de cette reconnaissance. Cette couche peut être construite autour d'un 
système à base de règles, qui, en fonction du scénario reconnu partiellement 
et les événements qui se sont produits permet d'évaluer la reconnaissance 
en question. 
Raisonnement temporel 
Concernant la deuxième question, il est plus difficile de donner une ré-
ponse car en effet, la reconnaissance d'un scénario signifie que le système 
s'est comporté selon le scénario depuis son activation et jusqu'à sa recon-
naissance. Plus tard, nous n'aurons aucune garantie que cette reconnaissance 
soit encore valide: le système peut avoir un comportement différent de celui 
décrit par le scénario reconnu. 
Pour résoudre ce problème, nous introduisons la notion d'espace de va-
lidité d'un scénario. Cet espace correspond à la période de temps pendant 
laquelle la reconnaissance d'un scénario reste valide. En effet, la reconnais-
sance d'un scénario peut devenir obsolète suite à la reconnaissance d'un 
autre scénario ayant une sémantique contradictoire. L'espace de validité 
d'un scénario peut avoir une durée constante, mais sa durée peut égale-
ment dépendre de la satisfaction d'une condition particulière. Par exemple, 
dans un atelier de production, si un dispositif doit être démarré une fois 
tous les jours, l'espace de validité du scénario modélisant le démarrage peut 
avoir une durée constante d'une journée. Par contre, la reconnaissance d'un 
scénario SI modélisant une baisse de puissance du moteur d'une machine 
invalide la reconnaissance antérieure d'un scénario S modélisant le régime 
normal du moteur en question. Ainsi, l'espace de validité du scénario S est 
conditionné par la reconnaissance du scénario SI, plus éventuellement celles 
d'autres scénarios modélisant des mauvais fonctionnements du moteur. 
8.4 Adaptation des scénarios à un contexte distri-
bué 
La supervision par reconnaissance de scénarios est effectuée en général 
par un système de suivi de scénarios ( SSS). Ce système est chargé de capter 
les événements provenant du système à surveiller et en fonction de ces événe-
ments, des scénarios seront activés pour être éventuellement reconnus par la 
suite. Une architecture simplifiée du système (figure 8.9) permet de voir que 
le flux d'information converge vers le SSS. Celui-ci est considéré comme une 
sortie du système dans la mesure où il offre les résultats de reconnaissance 
permettant ainsi aux opérateurs responsables de la surveillance de connaître 
l'état de fonctionnement du système physique. 
Une telle architecture a l'avantage de ne pas être très coûteuse en terme 
d'écriture de logiciel, mais pose un certain nombre de problèmes liés es-
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Figure 8.9 : Architecture simplifiée d'un système de supervision centralisé 
sentiellement à. la distribution physique du système surveillé. Celui-ci est 
souvent constitué de plusieurs composants ou sous-systèmes admettant des 
interactions entre eux afin de remplir une certaine tâche. La surveillance 
d'un tel dispositif par un système de supervision centralisé, exige que les 
informations sous forme d'événements soient transmises de chacun des com-
posants vers le système superviseur. Cette démarche risque de poser des 
problèmes d'engorgement et de masquage (chapitre 4). 
L'utilisation d'un système de supervision décentralisé contribue à. la ré-
solution de ces problèmes. En effet, en concevant un système de supervi-
sion formé de plusieurs unités responsables chacune de la supervision d'une 
partie du système (figure 8.10), il devient possible de faire des traitements 
parallèles. De cette manière, la charge de travail globale du système de su-
pervision est scindée en différentes charges moins importantes réparties sur 
1 'ensemble des unités. En distribuant les traitements, chaque unité aura be-
soin d'une partie des informations sur le système surveillé et cette partie 
concerne uniquement le secteur dont elle est responsable (cf. section 5.2.3) 
d'où la diminution du risque d'engorgement. La décentralisation des uni-
tés de supervision peut diminuer les problèmes de masquage. En effet, les 
informations sont transmises du composant vers l'unité responsable de sa 
surveillance qui peut être située sur le même site géographique. Ainsi, le 
problème de transmission des informations est plus simple que dans le cas 
150CHAPITRE 8. RECONNAISSANCE DE SCÉNARIOS TEMPORELS 
SSSJ 
0 0 
0 
c.~ob'-' 
Système Physiqùe 
Evénements 
SSS2 
... ---- .... 
Figure 8.10 Architecture simplifiée d'un système de supervision décen-
tralisé 
précédent. Dans le chapitre 9, nous présenterons plus en détail le proces-
sus de distribution et le critère d'attribution des responsabilités de chacune 
des unités. Dans ce chapitre, notre intérêt porte uniquement sur les change-
ments devant être apportés à la structure des scénarios pour la. rendre mieux 
adaptée à une architecture distribuée. 
8.4.1 La relation scénario/sous-scénario 
La structure du système physique étant constituée de plusieurs compo-
sants, ces derniers ne sont pas indépendants. Il existe des interactions entre 
eux, se situant à la fois au niveau structurel et fonctionnel. D'une part, un 
composant est formé de plusieurs sous-composants et d'autre part, un com-
posant est chargé d'effectuer une tâche de haut niveau et un sous-composant 
effectue une sous-tâche de la tâche globale. 
Pour modéliser les modes de fonctionnement d'un tel système, il est 
important et cela pour rendre la. modélisation plus facile, qu'un scénario 
puisse admettre un ou plusieurs sous-scénarios. Il correspond ainsi au dé-
roulement d'une tâche dans un certain mode de fonctionnement et les sous-
scénarios correspondent aux déroulements des différentes sous-tâches. D'un 
point de vue de modélisation, la reconnaissance d'un sous-scénario est re-
présentée comme étant un événement et correspond nœud dans le graphe de 
contraintes du scénario de haut niveau. 
L'organisation des scénarios en sous-scénarios est plutôt adaptée à une 
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supervisiOn en ligne. En effet, lors du suivi du scénario de haut niveau, 
quand une occurrence d'un événement correspondant à la reconnaissance 
d'un sous-scénario est attendue avec un certain délai, le sous-scénario doit 
être reconnu avant ce délai, sinon la contrainte est violée, ce qui cause le 
rejet du scénario. Donc, le sous-scénario doit être suivi en parallèle et c'est 
sa reconnaissance qui est contrainte dans le temps. 
8.4.2 Modélisation par scénarios et sous-scénarios 
. 0 
Activation • <œonnW~Mœ --:---~@~" ----~~ .. 
. . . 
_________ ~ _ -. _ -. __ i reje! __ i _ .- _ -:- ___ ->-
: Activation : : viOlatiOn t 
Anticipation 
Ü Evénements du scénario de haut niveau 
® Evénements relatifs au sous-scénario 
Figure 8.11 : Anticipation du rejet d'un scénario de haut niveau suite au 
rejet d'un sous-scénario. 
Le déroulement d'un scénario prend un temps variable selon l'occurrence 
des événements et l'ordre dans lequel ils se produisent. Cette durée peut être 
représentée par un intervalle borné par deux variables d'instant. La borne 
inférieure correspond à l'activation du scénario et la borne supérieure à sa 
reconnaissance. D'un point de vue de modélisation, un sous-scénario est 
assimilé à deux événements instantanés représentés par deux nœuds dans 
le graphe de contraintes. L'occurrence du premier événement correspond à 
l'activation du sous-scénario et celle du dernier à sa reconnaissance. Na-
turellement, si le sous-scénario est rejeté, la contrainte relative au dernier 
événement ne sera pas respectée et ceci causera le rejet du scénario de plus 
haut niveau. Il est possible au moment du rejet du sous-scénario, d'anticiper 
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Figure 8.12 Représentation par trois événements instantanés d'un sous-
scénario. 
et ne pas attendre que la contrainte soit violée pour savoir que le scénario 
de haut niveau est rejeté (figure 8.11). 
Dans certains contextes, il est important de pouvoir s'assurer que la. 
reconnaissance d'un scénario n'est pas invalidée pendant une certaine du-
rée qui est fixée par une contrainte dans le graphe du scénario. Dans ce 
cas, nous avons besoin de trois événements instantanés pour représenter un 
sous-scénario. Le premier correspond à 1 'activation du scénario, le second 
correspond à sa. reconnaissance et par conséquent au début de son espace de 
validité et le dernier correspondra à la fin de cet espace (figure 8.12). 
Dans la. section suivante, nous donnons un exemple de modélisation d'un 
sous-scénario du scénario "machine" décrit dans la section 8.2.3. 
8.4.3 Construction d'un sous-scénario 
Pour illustrer la notion de sous-scénario que vous venons d'introduire, re-
prenons le scénario "machine" décrit dans la section 8.2.3. Nous considérons 
que l'événement instantané début de l'événement abstrait "machine.état-
moteur=ok" correspond à la. reconnaissance d'un scénario de bon fonction-
nement "m·oteur" [Fon96] qui est un sous-scénario du scénario "machine". 
L'événement fin correspond à la fin de l'espace de validité du scénario 
"moteur" après reconnaissance. Ce scénario est construit à partir du récit 
suivant par les experts: 
• " Le moteur est démarré " 
• " Puis le starter du moteur est en position "on" " [1]. 
• " La température de l'eau doit atteindre une valeur minimum de 40°C 
au plus 30s après le démarrage du moteur" [2]. 
" Elle doit alors rester supérieure à 40°C au moins aussi longtemps 
que le moteur fonctionne " [3]. 
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• "La température de l'huile doit atteindre une valeur minimale de 85°C 
au plus 35s après le démarrage du moteur " [4]. 
" Elle doit alors rester supérieure à 85°C au moins aussi longtemps 
que le moteur fonctionne " [5]. 
• " La vitesse-moteur doit être redevenue comprise entre 1000t/mn et 
1500t/mn au plus 50s après le démarrage du moteur" [6], "alors même 
que les températures d'eau et d'huile sont à leurs niveaux respectifs " 
[7,8]. 
" De plus, le starter doit être en position "off" entre 10 et 30s avant 
que la vitesse-moteur ne soit redevenue comprise entre 1000t/mn et 
1500t/mn" [9]. 
'" Enfin, la vitesse-moteur doit rester inférieure à 1500t/mn au moins 
aussi longtemps que le moteur fonctionne " [10]. 
Les événements sont représentés dans le tableau suivant : 
Evénement Intervalle 
moteur. état=marche J' = [io, il] 
moteur·.starter=on J' = [i2' i3] 
eau. température?. 4 0 F' [. . ] \. = 14, 15 
huile. température?. 85 L'= [i6, iï] 
1 000"'5:_ moteur. vitesse"'5:_1500 M'= [is, ig] 
Les contraintes temporelles indexées par [n°] dans le récit sont exprimées 
par des contraintes mixtes d'instants et d'intervalles : 
début(!') {avant} début(J') [1] 
début(K') {[0,30]après} début(!') [2] 
K' {finit, est recouvert l' [3] 
par} 
début(L') {[0,35]après} début(!') [4] 
L' {finit, est recouvert l' [.5] 
par} 
début(M') {[0,50]après} début(I') [6] 
M' {pendant} K' [7] 
M' {pendant} L' [8] 
J' {[10,30]avant} M' [9] 
M' {finit, est recouvert l' [10] 
par} 
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scénario "Machine" 
scénario "Moteur~' 
Figure 8.13 : Graphe de contraintes des scénarios "machine/moteur" 
Le graphe de contraintes obtenu est représenté dans la figure 8.13. Comme 
pour le scénario "machine" certaines contraintes représentées sont des contraintes 
implicites. Dans ce graphe, il aurait été possible de représenter l'événement 
correspondant à l'activation du scénario "moteur" par un nœud dans le 
graphe, mais ce nœud aurait été lié par une contrainte universelle à tous les 
autres nœuds, ce qui n'apporte aucune richesse d'expression supplémentaire. 
Pour cette raison, nous l'avons supprimer. 
8.5 Discussion 
Dans ce chapitre, nous avons présenté les aspects essentiels de la modéli-
sation des modes de fonctionnement d'un système industriel par un ensemble 
de scénarios. Ce formalisme est bien adapté à des systèmes dynamiques pré-
sentant des changements d'état au cours du temps. 
La distribution de la supervision de façon à avoir plusieurs unités de su-
pervision où chacune est chargée du suivi d'un sous-ensemble des scénarios, 
permet d'éviter les problèmes d'engorgement et les problèmes de masquage. 
La nouvelle structure des scénarios permet un parallélisme au niveau du 
suivi d'un scénario et d'un sous-scénario. En effet, dans notre exemple, dans 
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le scénario "machine", quand une pièce à usiner se présente devant la ma-
chine, avant de commencer une phase d'usinage, nous devons s'assurer que 
le moteur fonctionne parfaitement et ceci correspond à la reconnaissance 
du scénario "moteur" représenté par le nœud 4 dans le graphe du scénario 
"machine". Donc cela signifie que si le scénario "machine" est suivi par une 
certaine unité, le scénario "moteur" doit être suivi parallèlement par une 
autre unité. Ce parallélisme permet d'augmenter les performances globales 
du système de supervision face à la complexité algorithmique de la recon-
naissance des scénarios (O(n3 )): la structuration d'un scénario en plusieurs 
sous-scénarios permet de diminuer le nombre de nœuds dans son graphe (n) 
lors de la propagation des contraintes. 
Le chapitre suivant concerne l 'instantiation d'une société d'agents dans 
laquelle les agents sont chargés de la supervision par reconnaissance de scé-
narios. d'un système dynamique et distribué. 
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Chapitre 9 
Application à la supervision 
9.1 Introduction 
L'objet du présent chapitre est une instantiation du modèle de société 
décrit dans la deuxième partie de ce manuscrit à la supervision par recon-
naissance de scénarios (cf. chapitre 8). 
Cette instantiation nous permettra d'illustrer tou tes les propriétés im-
portantes décrites dans le modèle de la société: notamment l'utilisation des 
relations de dépendance par les agents et leur raisonnement temporel sur 
ces relations. 
Tout d'abord, nous décrivons le système à superviser. A travers cet 
exemple, nous définissons l'ensemble des ressources et des tâ.ches à effec-
tuer par l'ensemble des agents. Par la suite, nous définissons les relations de 
dépendance qui résultent de la définition des domaines de responsabilité des 
agents. Différents cas de fonctionnement du système seront choisis afin de 
décrire l'évolution des différentes relations de dépendance. Ces cas permet-
tront également de montrer comment les agents vont coopérer pour mener 
à bien la supervision d'un tel système. 
9.2 Définition de l'exemple 
L'exemple que nous avons choisi, consiste à superviser une flotte de bus 
dans le cadre du transport en commun. Les bus ont chacun une ligne à 
parcourir et ils doivent desservir les différents arrêts qui se trouvent sur 
cette ligne. Afin de simplifier l'exemple, nous ne considérons que trois bus 
qui doivent desservir une ligne. Afin de superviser cette ligne et les bus qui 
s'y trouvent, nous distinguons deux niveaux de scénarios: 
• les scénarios du niveau bus servent à suivre le fonctionnement d'un 
bus indépendemment de la ligne et des autres bus qui s'y trouvent; 
• les scénarios du niveau ligne servent à suivre le fonctionnement sur 
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une ligne. Ils doivent tenir compte de la position de chacun des bus 
sur la ligne, ainsi que de leur vitesse relative. 
Afin de superviser le comportement de chacun des bus, les scénarios des 
niveaux bus et ligne doivent être suivis. 
9.2.1 Scénarios du niveau bus 
A ce niveau, nous distinguons six scénarios: 
• le scénario Moteur décrit le bon fonctionnement du moteur depuis son 
démarrage jusqu'à son arrêt; 
• le scénario Marche permet de détecter que le bus est en état de marche 
et qu'il respecte la vitesse limite autorisée; 
• les scénarios Chargement et Déchargement décrivent un arrêt pour, 
respectivement, embarquer ou déposer des passagers; 
• les scénarios Ouverture et Fermeture permettent de détecter un dys-
fonctionnement d'ouverture et de fermeture des portes du bus. 
Outre les scénarios Mote·ur et Marche, les autres scénarios admettent un 
espace de validité nul; 
Moteur 
Le scénario Moteur est celui décrit dans la section 8.4.3. Ce scénario sera 
un sous-scénario des scénarios Marche, Chargement et Déchargement. 
Marche 
La vitesse du bus doit être comprise entre 0 et Vmax et ceci pendant au 
moins 5 secondes. Tant que la vitesse est comprise entre 0 et V max, le moteur 
du bus fonctionne parfaitement. 
A partir de cette description, nous pouvons extraire les événements sui-
vants: 
Evénement Intervalle 
0 < bus. vitesseS:, 11 max [to, tl] 
bus. état-moteur = ok [t2,t3] 
Pour un événement non instantané associé à l'intervalle [ti, lj], nous 
désignons par i et j les deux événements instantanés correspondants. 
Les contraintes temporelles sont les suivantes: 
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{[5, +oo]après} 
{pendant} 
[1] 
[2] 
159 
L'ensemble des événements ainsi que les contraintes temporelles expri-
mées entre eux permettent de déduire le graphe de contraintes de la fi-
gure 9.1. 
La condition d'activation du scénario est l'observation de l'événement 0 
(la vitesse du bus passe de la valeur nulle à une valeur positive). Le nœud 
correspondant dans le graphe sera noté dans un graphisme différent. 
L'espace de validité du scénario s'arrête, si le moteur présente un dysfonc-
tionnement (événement 3 : fin de l'espace de validité du scénario Moteur), si 
le bus est à 1 'arrêt (événement 1), ou si sa vitesse dépasse F max (événement 
1). 
A noter que le scénario Marche admet le scénario Moteur comme sous-
scénario. En effet, l'événement 2 correspond à. une reconnaissance du scéna-
rio Afoteur et l'événement 3 correspond à la fin de son espace de validité. 
[5. +X>[ }tV 
+oo[ 
@ [0, +oo[ ·@ 
Figure 9.1 : Graphe du scénario Marche. L'observation de l'événement 0 
permet l'activation du scénario. 
Chargement 
Le chargement consiste en un arrêt du bus, qui doit durer au moins une 
minute et au plus cinq minutes. Pendant ce temps, il y aura une ouverture 
suivie d'une fermeture des portes. Pendant l'arrêt, le moteur continue à. 
fonctionner parfaitement. 
Les événements qui interviennent dans ce scénario sont les suivants : 
Evénement Intervalle 
bus. vitesse = 0 [t6, t7] 
bus. état-moteur = ok [tz, t3] 
porte.état = ouvert [t4, t5] 
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Les contraintes temporelles entre ces événements sont données dans la 
table suivante : 
t7 
[t6, t7] 
[t4,t5] 
{[60, 300]après} 
{pendant} 
{pendant} 
t6 
[t2' t3] 
[t6,t7] 
[1] 
[2] 
[3] 
Le graphe de contraintes correspondant est représenté dans la figure 9.2. 
La condition d'activation correspond à l'occurrence de l'événement 6 (la 
vitesse du bus passe d'une valeur positive à la valeur nulle). 
[0, +oo[ 
[60, 300] 
Figure 9.2 : Graphe du scénario Chargement. L'observation de l'événement 
6 permet l'activation du scénario. 
Déchargement 
Le scénario Déchargement est similaire au scénario Chargement sauf 
qu'une demande d'arrêt doit être effectuée auparavant par l'un des pas-
sagers à l'intérieur du bus. Cette demande cesse d'être prise en compte à 
partir du moment où le bus est à l'arrêt. 
Nous retrouvons les mêmes événements et les mêmes contraintes que le 
scénario précédent et en plus nous avons l'événement suivant: 
Evénement Intervalle 
bus.arrêt = demandé 
Cet événement est lié aux autres événements par la contrainte suivante: 
1 [ts, tg] {rencontre} 
Le graphe du scénario Déchargement est exprimé par la figure 9.3. 
La condition d'activation du scénario correspond à l'occurrence de l'évé-
nement 8 (activation du bouton de demande d'arrêt). 
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[0, +oo[ 1 t4 
/[O,+oo[ 
[60, 300] 
~~--~[-0,-+-~-.~[---+•~ 
Figure 9.3 : Graphe du scénario Déchargement. L'observation de l'événe-
ment 8 active le scénario. 
Ouverture/Fermeture 
Après l'activation de la commande d'ouverture (respectivement de fer-
meture). une porte doit s'ouvrir (respectivement se fermer) au maximum 
dix secondes plus tard. 
Les scénarios Ouverture et Fermeture décrivent respectivement l"ouver-
ture et la fermeture d'une porte. 
Les événements qui interviennent dans ces deux scénarios sont les sui-
vants: 
Evénement Intervalle 
porte.état = ouvert [t4' t5] 
porte. état = fermé [t10, tu] 
porte.ouverture = demandé [t12, tl3] 
porte.fermeture =demandé [t14, t15] 
Les contraintes temporelles entre les différents événements sont les sui-
vantes: 
{finit} [t10, tu] [1] 
{finit} 
Les deux graphes des scénarios Ouverture et Fermeture sont représentés 
respectivement par les figures 9.4 et 9.5. 
La condition d'activation du scénario Ouverture est l'occurrence de l'évé-
nement 12 (activation de la commande d'ouverture). Celle du scénario Fer-
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meture est l'occurrence de l'événement 14 (activation de la commande de 
fermeture). 
[0, 10] 
;.~:[ 
~------~~------~~  [O,+oo[ 
Figure 9.4 : Graphe du scénario Ouverture. L'observation de l'événement 
12 sert à activer le scénario. 
[0, 10] 
~---------[=0-,+-oc-·~[--------•~ 
Figure 9.5 : Graphe du scénario Fermeture. L'observation de l'événement 
14 sert à activer le scénario. 
9.2.2 Scénarios du niveau ligne 
La ligne que nous proposons de superviser est divisée en trois tronçons: 
AB, BC et CD. Les points A et D constituent les terminus de la ligne. 
Au niveau d'une ligne, nous distinguons seulement quatre scénarios. Les 
scénarios Terminus A et Terminus D, décrivent les règles de fonctionnement 
des terminus A et D. Les scénarios Aller et Retour décrivent le parcours d'un 
bus d'un terminus à un autre dans un sens ou dans l'autre. 
Tous les scénarios du niveau ligne admettent des espaces de validité nuls. 
Terminus A/D 
Un bus à l'arrêt dans un des deux terminus, ne peut pas quitter le ter-
minus avant qu'un autre bus vienne d'entrer ou sortir du dernier tronçon 
de la ligne. Ce bus est tenu de quitter le terminus au maximum 30 secondes 
après qu'un autre bus ne soit entrer ou sorti du dernier tronçon. Par ailleurs, 
l'attente d'un bus à un terminus ne peut dépasser dix minutes. Par exemple, 
si un bus est au terminus D de la ligne, il doit quitter sa position au plus 
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tard 30 secondes après le passage d'un autre bus par'le point C, dans un 
sens ou dans l'autre. 
Les scénarios Terminus A et Terminus D sont similaires. Nous en décri-
vons donc un seul, Terminus D. 
Deux événements interviennent dans ce scénario. Le premier indique 
qu'un bus entre ou quitte le tronçon CD, le deuxième indique que le bus est 
à l'arrêt au terminus D. 
Evénement Intervalle 
ligne. tronçon = CD [tl6, tl7] 
ligne.terrninus = D [tzo, tz1J 
Les contraintes temporelles entre ses événements sont les suivantes: 
t16 {[0, :30]avant} t21 [1] 
t21 {[0, 600]après} fzo [2] 
t16 {après} tzo [3] 
Le graphe relatif au scénario est représenté par la figure 9.6. 
La condition d'activation du scénario correspond à l'occurrence de l'évé-
nement 20. 
[0, 600] 
Figure 9.6: Graphe du scénario Terminus D. L'observation de l'événement 
20 sert à activer le scénario. 
Aller /Retour 
Pour un bus donné, un aller simple consiste à partir d'un terminus pour 
arriver à un autre terminus. Le parcours d'un tronçon doit durer entre cinq 
et quinze minutes. 
Les événements et les contraintes temporelles pour un aller simple du 
terminus A au terminus D, sont respectivement décrites dans les deux tables 
suivantes: 
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Evénement Intervalle 
ligne.tronçon = CD [tr6, t17] 
ligne.tronçon =AB [trs, trg] 
ligne.tronçon = BC [t24, tz5] 
ligne.terminus A = ok [tz6, tz7] 
ligne.terminus D = ok [tzs, tzg] 
t21 {égal} trs [1] 
trg {[300, 900]après} trs [2] 
t25 {[300, 900]après} t24 [3] 
t11 {[300, 900]après} tr6 [4] 
[tr6, t17] {rencontre} [tzs, fzg] [.5] 
[trs, trg] {rencontre} [tz4, fz5] [6] 
[tz4, fz5] {rencontre} [t16· t17] [7] 
Le graphe du scénario Aller est représenté par la figure 9.7. A noter que 
le scénario Aller admet les scénarios Terminus A et Terminus D comme 
deux sous-scénarios. Les événements 26 et 28 correspondent à l'activation 
de ces deux sous-scénarios et les événements 27 et 29 correspondent à leurs 
reconnaissance. 
La condition d'activation du scénario Aller correspond à l'occurrence de 
l'événement 27. 
~ ~ -~ 
[0,1] [0,1]1 
@ ,1_[_3o_o_,9o_o~] t 19 
[300,900] 
~ t28J-+--[-0,-1]-It17 
Figure 9. 7 : Graphe du scénario Aller. L'observation de l'événement 26 
sert à activer le scénario. 
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9.3 Définition des ressources et des tâches 
Les scénarios définis ci-dessus constituent l'ensemble de ressources pour 
un ensemble d'agents responsables de la supervision des trois bus, ainsi que 
de la ligne. L'ensemble des ressources relatives à un bus bi est Ri={ !vfoteur, 
Chargement, Déchargement, Ouverture, Fermeture, Terminus A, Terminus 
B, Aller, Retour }. L'ensemble total de ressources R est défini par: R = 
R1 u Rz u R3. 
A l'ensemble des scénarios correspond une seule tâche: reconnaître un 
scénario. 
Il existe entre les différentes tâches de reconnaissance deux types de 
relation : la relation tâche/sous-tâche et la relation d'opposition. 
• La décomposition d'une tâche en sous-tâches est la même que celle de 
la décomposition du scénario correspondant en sous-scénarios. En effet, 
la reconnaissance d'un scénario nécessite la reconnaissance de tous ses 
sous-scénarios, en respectant les contraintes temporelles décrites par le 
graphe du scénario. Ces contraintes sont les mêmes que celles existant 
entre la tâche et ses sous-tâches; 
• La relation d'opposition entre deux scénarios spécifie que l'un ne peut 
être suivi si la reconnaissance de l'autre est encore valide. La figure 9.8 
permet de rendre compte des relations d'opposition et des relations 
scénario/sous-scénario entre les différents scénarios. Par abus de lan-
gage, nous parlerons indifféremment de tâches de reconnaissance de 
scénarios et de scénarios. 
9.4 Relations de dépendances 
L'affectation des domaines de responsabilité aux agents leur permet 
de déterminer leurs relations de dépendance (cf. section .5.3) en tenant 
compte de la relation scénario/sous-scénario et de la relation d'opposition 
(figure 9.8). Nous considérons dans notre exemple, six agents responsables 
du suivi de ces scénarios pour un bus donné: 
A= { a1, az, a3, a4, a5, aB} 
Les domaines de responsabilité sont définis comme suit : 
r(al) ={Aller, Retour, Terminus A} 
r(a2 ) ={Aller, Retour, Terminus D} 
r(a3) ={Aller, Retour, Marche} 
r(a4) ={Chargement, Déchagement} 
r(a5 ) ={Ouverture, Fermeture, Moteur} 
r(aB) ={Moteur} 
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Niveau Ligne 
Retour 
. · .. 
V&····· 
Terminus A 
·.···· 
AUer 
.. ···: 
·····;,..V 
Terminus V 
Niveau Bus Fermeture ~ Ouverture 
Dechargement Marche Chargement 
Moteur 
~ :Relation d'opposition 
...... ·:> :Relation scenario/sous-scenario 
Figure 9.8 : Relations d'opposition et scénario/sous-scénario. 
Les réseaux de dépendances (types C, V et 1i) construits par les agents 
sont donnés par la figure 9.9. Nous avons choisi de représenter les réseaux 
globaux pour éviter de surcharger le chapitre par dix huit figures. Cependant, 
chacun des agents aura uniquement une partie de ces réseaux dans son état 
mental. Cette partie concerne uniquement ses dépendances avec les autres, 
elle est formée du nœud relatif à l'agent, ainsi que tous les nœuds adjacents et 
les liens entre ces différents nœuds. Les agents qui ne figurent pas dans un des 
réseaux admettent un réseau vide du même type. Par exemple, l'agent as n'a 
pas de dépendances en terme de besoin avec aucun des agents. Il est capable 
de suivre les scénarios Ouverture, Fermeture et Moteur indépendemment 
des autres et dans ce cas, son réseau V est vide. 
9.5 Relations de pouvoir 
Les relations de pouvoir existent entre les trois agents a1 , a 2 et a3 concer-
nant la reconnaissance des scénarios Aller et Retour et entre les agents as 
et a6 concernant la reconnaissance du scénario Moteur. 
Une relation de pouvoir entre deux agents est déterminée en fonction 
de la position du bus sur la ligne à un moment donné. La figure 9.10 per-
met d'illustrer la relation de pouvoir vis-à-vis des scénarios Aller/Retour et 
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Moteur. 
DAller 
TenninusD 
al~ a2 
DAII~er Ter:us N D ;;nninus D 
DMarche 
Moteur 
a3 
DMarche 
Moteur 
a5 ~emMt ~DCbargement a6 
~ "\a4/ ~MDœotelbargur ement D Dechargement 
Moteur 
a3 
HMarche 
Ouverture 
HMarche 
Fenneture 
a5 
Figure 9.9 Réseaux globaux de dépendances C, D et 1-l. 
Zone A Zone BC Zone D 
1,-----------------------------------.1 
A B c D 
Zone A : a2 > a3 > al et a6 > a5 
Aller Aller Moteur 
Zone D : al > a3 > a2 et a5 > a6 
Aller Aller Moteur 
Zone BC : a2 > al > a3 et a6 > a5 
Aller Aller Moteur 
16ï 
Figure 9.10 : La position du bus qui effectue un aller permet de déterminer 
les relations de pouvoir entre les agents a 1 , a2 et a3 vis-à-vis du scénario Aller 
et entre les agents a5 et a6 vis-à-vis du scénario Moteur. 
Par exemple, si le bus se trouve dans la zone BC au moment où on 
a besoin de suivre le scénario Aller, l'agent a3 ayant le moins de pouvoir, 
suivra le scénario. 
9.6 Raisonnement social 
Lors du suivi des différents scénarios, les agents doivent se servir de leurs 
relations de dépendance avec les autres afin de reconnaître un scénario. Dans 
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les sections suivantes seront testées différentes situations permettant chacune 
de mettre en avant un type de dépendance entre deux agents. Ces derniers 
seront amenés à raisonner sur leurs relations de dépendance et de pouvoir 
afin d'en suivre les évolutions. 
9.6.1 Concurrence et pouvoir 
22 
bi 
f observation 
_,____ bj 
15h00 
A B c D 
18 
b. _,____ bjf 1 
15h06:40 
A B c D 
bi _,_ _,____ bj 
15h07 A~ B c D 
23 
Evénement 22 => Activation du scénario Tenninus A 
Evénement 23 =>Reconnaissance du scénario Tenninus A (agent al) 
Figure 9.11 : Activation du scénario Aller suite à la reconnaissance du 
scénario Terminus. 
Nous considérons la situation suivante (figure 9.11): un bus bi est à 
l'arrêt au terminus A depuis 15h00. Un autre bus bj entre dans le tronçon 
AB à 15h06:40. Le bus bi quitte alors le terminus à 15h07 entraînant alors 
la reconnaissance du scénario Terminus A par l'agent a1. 
Cette reconnaissance permet l'activation du scénario Aller correspon-
dant (observation de l'événement 27 de la figure 9.7). L'existence des deux 
relations a1e Alleraz et a1e Allera3, pousse l'agent a1 à informer az et a3 de 
cette reconnaissance en leur envoyant les messages suivants: 
(d a1 a2 )(INFORM)(PERFORMED Terminus A 15:00:00 15:07:00)(ctxt1) 
(d a1 a3)(INFORM)(PERFORMED Terminus A 15:00:00 15:07:00)(ctxt2) 
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Ceci aura pour effet, l'activation également du scénario Aller chez les 
agents a2 et a3 • A noter, qu'un message contient toujours la date d'activation 
du scénario et la date de sa reconnaissance ou de son rejet. 
Pouvoir 
La relation de pouvoir illustrée par la figure 9.10 permet de déterminer 
parmi les trois agents, quel est celui qui doit suivre le scénario Aller. En 
effet, le bus venant de quitter le terminus A, est désormais dans la zone BC. 
D'après la relation de pouvoir relative à cette zone, l'agent a3 a le moins de 
pou voir, il se chargera donc du suivi du scénario (cf. section 9.5). 
Dépendances actives 
La. figure 9.12 permet d'illustrer les relations actives dans les différents ré-
seaux de dépendances. La. règle d'activation est donnée dans la. section 5.3.1 : 
• Agent a 1 : 
• Agent a2: 
• Agent a3: 
Ces formules sont vérifiées car l'agent a3 suit le scénario Aller et les 
relations de concurrence statiques existent bien dans le réseau de chacun 
des agents. 
La règle de continuité d'une relation de concurrence (section 5.3.1) éta-
blit qu'une relation de concurrence active, le reste pendant toute la durée 
d'exécution de la tâche faisant l'objet de cette concurrence. A partir de ce ré-
sultat, nous pouvons déduire que ces relations seront actives pendant toutes 
la durée de reconnaissance du scénario Aller. 
Après la reconnaissance ou le rejet du scénario, les deux relations actives 
dans le réseau de a3 , cessent de l'être. Afin de permettre aux agents a1 et a2 
de désactiver les relations actives dans leurs réseaux et de mettre à jour les 
informations relatives au scénario, l'agent a3 doit les informer du résultat 
de la reconnaissance. 
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Agent al Agenta2 Agenta3 
al 
c~ 
a3 a3 a2 al 
Figure 9.12 : Les relations de concurrence actives dans les réseaux de 
chacun des trois agents. Elles seront actives pendant toute la durée du suivi 
du scénario Aller. 
9.6.2 Besoin 
18 
'l\ 
bi --;;-
15h07 
A c D 
15h14 
/tl~ 
A 19 B 24 D 
15h22 
A B /tl~ 25 c 16 D 
15h27 
A B c /tl D~ 17 20 
Evénement 20 => Activation du scénario Terminus D (agent a2) 
= Evénement 28 (attendu par a3 pour le scénario Aller) 
Figure 9.13 : Suivi du scénario Aller par l'agent a3 • 
Le bus bi traverse respectivement le tronçon AB en sept minutes, le tron-
çon BC en huit minutes et enfin le tronçon CD en cinq minutes (figure 9.13). 
Ce parcours correspond dans l'ordre à l'observation des événements 18, 19, 
24, 25, 16 et 17. Les contraintes temporelles dans le graphe sont également 
respectées (voir figure 9. 7). 
Il arrive à présent au terminus D d'où l'observation de l'événement 20 
et l'activation du scénario Terminus D par l'agent az à 15h27. 
Afin de continuer le suivi du scénario Aller, l'agent a3, doit s'attendre 
à l'événement 28 qui correspond à l'activation du scénario Terminus D. 
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E ·1· 1 1 • V Aller d ' d d' d n ut1 Isant a re atwn a3 TerminusD az e son reseau· e epen an ces et en 
tenant compte des contraintes relatives à l'événement 28 dans le graphe du 
scénario Aller, l'agent a3 envoie une requête de reconnaissance à l'agent a2 : 
(d a3 a2 )(REQUEST)(PERFORMED Terminus D [15:27:00, O])(ctxt3) 
Ce message informe l'agent az, que l'agent a3 a besoin d'une réponse 0 
minute après 15h27. L'agent a3 sa.it que l'agent a 2 ne pourra pas respecter 
cette contraintes, il entame alors un raisonnement hypothétique. 
Raisonnement hypothétique 
D'après le graphe du scénario Aller, l'événement 28 doit être observé 
en même temps que l'événement 17 observé auparavant (figure 9.7). De 
ce fait, l'agent a3 doit utiliser un raisonnement hypothétique concernant 
!"activation du scénario Terminus D car la réponse de a 2 ne peut arriver à 
temps. Il considère que l'événement 28 s'est produit à temps et se met en 
attente d'une réponse de l'agent az qui permettra de vérifier si l'événement 
:29 s'est également prad uit à. temps. 
Le bus bi est à l'arrêt au terminus, un deuxième bus bk entre dans le tron-
çon CD à 15h32 (observation de l'événement 16)(figure 9.14). Cinq secondes 
15h27 
15h32 
15h32:05 
bi 
A B 16 D ~ c 
bk- bi 
A B c D 
bk- ~bi 
;tl 
c 21 A B 
Evénement 21 =>Reconnaissance du scénario Terminus D (agent a2) 
= Evénement 29 (attendu par a3 pour le scénario Aller) 
=> Reconnaissance du scénario Aller (agent a3) 
D 
Figure 9.14 : La reconnaissance du scénario Terminus D par l'agent a2 
correspond à l'occurrence de l'événement 29 dans le scénario Aller, ce qui 
entraîne sa reconnaissance par 1 'agent a3 . 
plus tard, le bus bi quitte le terminus (événement 21). L'observation de ce 
dernier événement permet à l'agent a2 de reconnaître le scénario Terminus 
D. Il envoie alors une réponse à l'agent a3 lui précisant la date d'activation 
et de reconnaissance du scénario: 
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(d a2 a3)(RESPOND)(PERFORMED Terminus D 1.5:27:00 15:32:05)(ctxt3) 
Cette réponse permettra dans un premier temps de valider l'hypothèse 
concernant l'événement 28 et ensuite la reconnaissance du scénario Aller par 
l'agent a3. A noter, que l'agent a2 utilise le même contexte de conversation 
dans sa réponse car la requête et la réponse font toutes les deux partie du 
même protocole de requête suivi par les deux agents. 
L'agent a3 ayant reconnu le scénario Aller informe les agents a1 et a 2 de 
cette reconnaissance : 
(d a3 al)(INFORM)(PERFORMED Aller 15:07:00 15:32:05)(ctxt6) 
(d a3 a2)(INFORM)(PERFORMED Aller 15:07:00 1.5:32:05)(ctxt7) 
Dépendances actives 
La table suivante permet d'illustrer les relations actives des trois agents, 
en fonction des activations et reconnaissances des scénarios, pendant le par-
cours du bus bi du terminus A au terminus B. 
Heure 15h00 15h07 1.5h27 1.5h:32:05 
Agent a1 Aucune a1CAllera3 al C'Aller a3 Aucune 
Agent a2 Aucune a2C Allera3 a2C'Allera3 Aucune 
a3CAllera1 a3CAlleral 
Agent a3 Aucune a3CAllera2 a3CAllera2 Aucune 
All€r 
a3V Termin eD a2 
Scénarios Terminus A (at) Aller ( a3) Terminus D (a 2) Aucun 
Actifs Aller (a3) 
Scénarios Aucun Terminus A (al) Aucun Terminus D { a~d 
Reconnus Aller ( a3) 
La dépendance a3v;:~:inusDa2 reste active pendant toute la durée de 
reconnaissance du scénario Terminus D. L'agent a3 désactive cette dépen-
dance après la réception de la réponse envoyée par l'agent a2 (contexte de 
conversation ctxt3). 
La reconnaissance du scénario Aller, permet à l'agent a3 , de désactiver 
les relations a3CAllera1 et a3CAllera2. Les agents a2 et a3 désactivent res-
pectivement leurs relations a1 CAller a3 et a2C Allera3 après avoir été informés 
de cette reconnaissance par l'agent a3 (contextes de conversation ctxt6 et 
ctxt7). 
9.6.3 Aide 
La relation d'aide existe uniquement entre les deux agents a3 et a5 comme 
le montre la figure 9.9. 
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15h14 
15h14:05 
15h17 
A 
A 
A 
0 (démarrage) 
'-!\ 
B c 
bi __,_ Reconnaissance du scénario Marche 
B 
B 
1 (arrêt) C 
b.# 
1 
c 
Evénement 0 =>Activation du scénario Marche (agent a3) 
15h14:05 =>Reconnaissance du scénario Marche (agent a3) 
=> Début espace de validité 
=> Activation relations a3 H Marche a5 , a3 H Marche a5 
Ouverture Fermeture 
Evénement 1 => Fin espace de validité 
=> Désactivation relations a3 H Marche a5 , a3 H Marche a5 
Ouverture Fermeture 
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Figure 9.15 : Reconnaissance du scénario Marche par l'agent a3 et activa-
tion de la relation d'aide avec l'agent a5 vi v-à-vis de cette reconnaissance. 
Afin de montrer l'utilisation de cette relation par les deux agents, nous 
nous intéressant au parcours du tronçon BC par le bus bi. D'après la fi-
gure 9.13, ce parcours a lieu entre 15h14 et 15h22. Le bus est à l'arrêt à 
15h14, il roule sans interruption jusqu'à 15h17 (figure 9.15). Le scénario 
Jvlarche est activé par l'agent a3 dès le démarrage du bus à 1.5h14. Cinq 
secondes plus tard, l'agent a3 reconnaît le scénario (voir la description du 
scénario Marche). Son espace de validité étant conditionné par un disfonc-
tionnement du moteur (événement 3), un arrêt du bus ou un dépassement 
de la vitesse limite (événement t1), les des deux relations a31iMarche a 5 et Ouverture 
a31i:e::::ure a5 deviennent actives et le restent de 15h14 à 15h17 (arrêt du 
bus). 
L'agent a3 informe l'agent a5 de la reconnaissance du scénario Marche 
afin que ce dernier puisse activer ses relations: 
(d a3 a5) (INFORM)(PERFORMED Marche 15:14:00 15:14:05)(ctxt4) 
L'activation de ces relations signifie que les scénarios Ouverture et Fer-
met·ure ne peuvent être reconnus pendant toute la durée de l'activation. Par 
exemple, pendant la marche du bus, rien n'empêche de faire une demande 
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d'ouverture de porte, ce qui aura pour eff~t d'activer le scénario Ouverture. 
Or après dix secondes (cf. scénario Ouverture) la porte restera fermée, d'où 
le rejet du scénario Ouverture. L'existence d'une dépendance active entre les 
deux agents permet à l'agent a5 de savoir qu'il ne doit reconnaître aucun 
des scénarios Ouverture et Fermeture, même si des événements permettant 
l'activation de ces deux scénarios se sont produits. 
Quand le bus s'arrête à l'arrêt à 15h17, l'espace de validité du scénario 
Marche est fini. L'agent a3 déactive ses relations. Il en informe l'agent a5 
afin de lui permettre de désactiver ses relations: 
(d a3 a5)(INFORM)(FAILED Marche 15:17:00)(ctxt5) 
Les relations étant inactives, le suivi des scénarios Ouverture et Ferme-
ture redevient possible. 
9. 7 Conjonction des relations de dépendance 
Dans la section 5.6, nous avons décrit trois types de conjonction: CC, C,l' 
et XX. Dans cette section, nous montrons l'utilisation d'une conjonction 
dans chaque catégorie. 
9. 7.1 Relations de concurrence 
Les trois agents a1 , a 2 et a3 sont en concurrence sur le scénario Aller. 
D'après les résultats présentés dans la section 5.6.1, chacun des trois agents 
peut déduire qu'il existe une relation de concurrence entre les deux autres 
vis-à-vis du scénario Aller (u #-v#- w E {1,2,3}): 
En se plaçant dans le contexte de la section 9.6.1 (début du parcours de 
la ligne AD par le bus bi), nous allons analyser l'activation des différentes 
relations pour chacun des trois agents. La figure 9.16 illustre l'activation 
des relations déduites, les relations initiales étant celles de la figure 9.12. La 
règle d'activation est donnée dans la section 5.6.1, en voici l'instanciation 
( EB: opérateur de disjonction exclusive) : 
Agent a3 
Les deux relations a3C Aller al et a3CAllera2 sont actives pendant le suivi 
du scénario Aller. De ce fait, la relation déduite a1C Allera2 n'est pas active. 
Ce résultat permet à 1 'agent a3 de savoir qu'il est tenu d'informer les 
deux agents a1 et a3 du résultat de la reconnaissance du scénario car ils 
n'ont aucun autre moyen de le savoir. 
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Agent al 
al 
C Ail~· .. _. · ·.. CAller <f~ 
;:: 
a2 <-------- .... a3 
CAller 
: Relation déduite active 
: Relation initiale active 
Agenta2 
a2 
c .··~c Ail. ~· _. .. · · Aller 
;:: 
al <- - - - - - - - ..,.. a3 
CAller 
: Relation déduite inactive 
: Relation initiale inactive 
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Agenta3 
a3 
c~. 
a2 <--------..,..al 
CAller 
Figure 9.16 : L'activation des relations de concurrence déduites pour cha-
cun des agents. 
Agent a1 
La relation a1 e Aller a3 est active, tandis que la relation a1 e Aller a2 ne 1 'est 
pas. De ce fait, la relation déduite a2e Allera3 est active. 
Cette relation active permet à l'agent a 1 de savoir qu'il n'est pa.s tenu 
d'informer l'agent a2 , s'il reçoit de l'agent a3 des informations concernant 
la reconnaissance du scénario Aller. En fait, quand l'agent a3 lui apprendra 
que le scénario a été reconnu, l'agent a 1 sait que l'agent a2 sera informé 
également. 
Agent a2 
L'agent a2 va suivre le même raisonnement que l'agent a 1 et obtiendra 
le même résultat car sa relation déduite a1e Allera3 est également active. 
9. 7.2 Relations de concurrence et de besoin 
Dans la section 9.4, nous avons vu que l'agent a 1 admet dans ses réseaux 
de dépendanceS les relationS a1 e Aller a3 et a1 v;:l::inusD a2 · 
Afin de montrer comment l'agent a 1 va utiliser la conjonction de ces 
deux relations dans son raisonnement social, nous reconsidérons le parcours 
du tronçon BC par le bus bi. 
En instanciant la première formule donnée dans la section 5.6.2 avec les 
deux relations, l'agent a 1 peut déduire le résultat suivant (cf. figure 9.17): 
e 
nAller nAller 
a1 Allera3 À ap./Terminus Da2 ===} a3vTerminus Da2 
D'après la figure 9.12, la relation a1e Allera3 est active pendant toute la 
durée du parcours du tronçon BC. 
Le bus étant dans la zone BC, nous pouvons établir la relation a1 >Aller 
a3 (section 9.6.1). Cette relation est valable également pendant toute la 
durée du parcours du tronçon BC. 
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al 
:;/~D 
a3 ···········~~~············l>- a2 
DTenninusD 
Figure 9.17 : A partir d'une relation de concurrence et une autre de besoin, 
un agent en déduit une relation besoin. 
En instanciant la deuxième formule de la. section .5.6.2, avec les deux 
relations actives ci-dessus, l'agent a 1 peut déduire le résultat suivant: 
Grâce à 1 'activation de la. relation a3v;:1::inus D a2, l'agent a1 sait qu'il ne 
doit pas activer la. relation a1 VTAller. D Cl? si besoin est. tant que la. première 
erm'lnus -
relation est active. 
La. relation arC Allera3 étant active, l'agent a1 sait que l'a.gent a3 va. lïn-
former du résultat de la. reconnaissance du scénario Aller, ce qui aura. pour 
effet de désactiver ces deux relations. 
9.7.3 Relations de besoin 
Nous nous plaçons dans le contexte de la. figure 9.1.5: le bus bi démarre à 
1.5h14 du point B, il parcours une partie du tronçon BC et s'arrête à 1.5hl7. 
Pendant ce parcours, un passager désire descendre à. l'arrêt suivant. Il 
appuie alors sur le bouton de demande d'arrêt à. 1.5h16 (événement 8). Le 
scénario Déchargement devient actif et est en cours de suivi par l'agent 
a4 . Le réseau de dépendances de ce dernier contient les deux relations 
Déchargement Déchargement . . . , 
a 4V a 6 et a 4VM a5. En msta.ncra.nt la. prem1ere formule Moteur ote ur 
de la. section .5.6.3, l'agent a4 en déduit le résultat suivant: 
VDéchargement VDéchargement C 
a4 Moteur a6 1\ a4 Moteur a5 ====} ({5 Jlvf oteura6 • 
D'après la. règle de pouvoir concernant le suivi du scénario Moteur, nous 
avons a5 >Moteur a6 (l'agent a6 suit le scénario Moteur). Ainsi, la. relation 
Chargement . . 
a4V a6 devrerlt a.ctrve. Moteur 
En réecriva.nt la. deuxième formule de la. section .5.6.3, l'agent a4 déduit 
le résultat suivant : 
a '[)Déchargement (!)a 1\ a '[)Déchargement a ====? a C (!)a . 
4 Moteur 6 4 Moteur 5 5 Moteur 6 
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Lors de la description des scénarios Chargement et Déchargement, nous 
avons signalé que l'activation du scénario Déchargement entraîne l'activation 
du scénario Chargement du moment où le bus est à l'arrêt (observation de 
l'événement 6 à 15h17). La reconnaissance de ce dernier nécessite également 
la reconnaissance du sous-scénario Moteur. L'agent a4 consulte son réseau de 
/ . Chargement Chargement dependances et trouve les deux relatrons a 41J a5 et a41JM a6. Moteur ote ur 
L'activation de la relation déduite a5CMoteura6, empêche l'agent a4 d'envoyer 
une nouvelle requête à l'agent a6 pour reconnaître le sous-scénario Moteur. 
En fait, une reconnaissance de ce sous-scénario va servir à la reconnaissance 
des scénarios Déchargement et Chargement. 
9.8 Discussion 
Dans ce chapitre, nous avons mis l'accent sur l'utilisation des relations 
de dépendance par un ensemble de six agents responsables de la supervi-
sion d'une flotte de trois bus circulant sur une ligne. Les agents utilisent 
ces relations dans leur raisonnement social afin d'améliorer le processus de 
supervision. A travers, l'exemple nous avons montré comment les agents 
utilisent les activations des relations pour déduire des informations relatives 
à la reconnaissance de certains scénarios. Ces activations leur permettent 
également de ne pas activer inutilement d'autres relations et de mieux gérer 
leurs communications. 
Les scénarios que nous avons proposés modélisent uniquement des bons 
fonctionnements. Or dans la section 4 .. 5.2, nous avons signalé qu'un système 
dynamique est généralement modélisé par un ensemble de scénarios de bon 
et de mauvais fonctionnement. 
En effet, dans certains cas, le rejet d'un scénario de bon fonctionnement 
ne suffit pas pour localiser et identifier une anomalie. Dans notre contexte, 
ce n'est pas le cas: le rejet d'un scénario de bon fonctionnement est dû soit 
au retard d'un événement, soit à l'arrivée d'un événement trop tôt. Pour 
l'ensemble des scénarios proposés, ce phénomène suffit pour déterminer le 
problème. 
Par exemple, si un bus reste à l'arrêt plus de dix minutes au terminus D, 
le scénario Terminus D est rejeté et cela pour cause, le retard de l'événement 
21 (quitter le terminus). Ce rejet cause également le rejet du scénario Aller. 
Un diagnostic au niveau bus, permet de révéler que le bus a eu du retard au 
terminus D. Au niveau ligne, le diagnostic permet de révéler que le bus a 
parcouru normalement la ligne et qu'une anomalie s'est présentée au niveau 
du terminus D. Dans les deux cas, nous avons assez d'éléments pour expli-
quer le problème, sans avoir recours à des scénarios de dysfonctionnement. 
Une version pl us cam plexe de cet exemple nécessiterait la reconnaissance 
de scénarios de dysfonctionnement. En effet, dès qu'il s'agit de plusieurs 
lignes qui se croisent, nous ne pouvons plus tenir compte d'une ligne iso-
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lément des autres: deux bus sur deux lignes différentes peuvent effectuer 
chacun un parcours correct sur sa ligne, mais l'existence d'un croisement 
entre ces deux lignes peut poser un problème. Dans ce cas, un scénario de 
dysfonctionnement permet de détecter un éventuel problème. Ce scénario 
tiendra compte respectivement des deux bus sur les deux lignes. 
Dans le chapitre suivant, nous proposons une implémentation d'une so-
ciété d'agents temporels pour la supervision par reconnaissance de scénarios. 
L'exemple présenté dans ce chapitre, servira pour illustrer différents aspects 
de l'implémentation. 
Chapitre 10 
Implémentation du modèle 
10.1 Introduction 
Dans le présent chapitre, nous présentons 1 'architecture d'implémenta-
tion d'une société d'agents responsable de la supervision par reconnaissance 
de scénarios. Cette architecture a conduit au développement du système 
STARS (Society of Temporal Agents Recogni::ing Scenarios). 
Le système est réalisé à l'aide d'un ensemble d'objets C++. Ils sont liés 
par un ensemble de relations (cf. section 10.2). Nous utilisons le produit 
ILOG-SERVER [IL09.5a] pour la modélisation des objets et des relations 
existant entre ces objets. 
Nous présentons tout d'abord, les objets servant à modéliser le système 
supervisé, c'est-à-dire les classes servant à définir les scénarios temporels et 
les événements provenant du système supervisé. 
Nous présentons ensuite, l'architecture d'un agent. On y trouve l'état 
mental qui est consulté et mis à jour pendant toute la durée de son fonction-
nement. Pour chacun des éléments y figurant, nous décrivons son contexte 
de création, d'utilisation et de mise à jour ou de suppression. 
Par la suite, nous décrivons le cycle général de l'agent, en détaillant 
chacune des méthodes appelées. 
Enfin, nous décrivons la procédure de lancement du système et donnons 
quelques éléments de description de l'interface réalisée pour visualiser le 
fonctionnement de l'ensemble des agents. Les éléments de l'interface ont été 
développés en ILOG-SERVER et ILOG-VIEWS [IL095b]. 
Afin d'illustrer les différents objets définis, nous utilisons des diagrammes 
de classe avec la notation OMT [Rum91]. 
10.2 Relations entre objets 
Le modèle d'objets utilisé dans le développement du système STARS 
permet l'utilisation de deux relations entre objets: 
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• la relation possède entre deux objets A et B spécifie que l'objet A 
possède l'objet B. La conséquence de cette relation est que l'objet B 
ne pourra plus être possédé par aucun autre objet (figure 10.1). Pour 
un objet donné, il est toujours possible de calculer la relation inverse 
possédé par, ce qui permet de retrouver l'objet possesseur; 
possède-> 
A B 
Figure 10.1 : Relation possède entre deux objets A et B. 
• la relation utilise entre les deux objets spécifie que l'objet A utilise 
l'objet B. Contrairement à la relation possède, un objet peut être utilisé 
par plusieurs autres objets (figure 10.2) et de ce fait, la. relation inverse 
utilisé par permet de retrouver la. liste des utilisateurs de l'objet. 
A 
utilise 
-> 
B 
Figure 10.2 : Relation Utilise entre deux objets A et B. 
L'utilisation des relations et de leurs inverses permet l'accès direct à un 
objet à partir d'un autre. 
Dans les sections suivantes, nous utilisons les termes utilù;e, utilisé par, 
possède, possédé par en caractères italiques pour faire référence aux deux 
relations décrites ci-dessus, ainsi qu'à leurs inverses. 
10.3 Système supervisé 
Les objets modélisant le système supervisé correspondent aux classes 
définissant les événements et les scénarios et tous les algorithmes nécessaires 
à leur suivi et leur reconnaissance. 
10.3.1 Evénements 
Les événements provenant du système supervisé sont modélisés par la 
classe SysEvent. Un SysEvent admet un identificateur est une description. 
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La date d'observation d'un événement est représentée dans chaque scénario 
où figure cet événement. 
10.3.2 Scénario 
La classe Scenario contient la structure sous forme de graphe de contraintes, 
la condition d'activation et contient également tous les algorithmes de re-
connaissance d'un scénario (modes en ligne et hors ligne). 
Une session est modélisée également par la classe Scenario. 
Un objet de ce type utilise un ensemble de SysEvent qui font partie de 
son graphe de contraintes et un ensemble de contraintes modélisées par la 
classe Constraint (figure 10.3). 
Un objet Constra.int contient un intervalle et utilise deux SysEvent. 
~~~-~---- RemoteScenario 
-------~ 
id 
act_ date 
-------11•• rec date 
opposit -
activated 
Scenario 
--- -· precond 
min 
scenario merge 
_·compare 
-· inclusion 
• 
Possede 
-> 
Utilise 
-> 
<-
Utilise 
Constraint 
interval 
-.-~--~ 
SysEvent 
.id 
de sc 
Figure 10.3 : Classe Scenario. 
Reconnaissance 
Les algorithmes de reconnaissance sont modélisés dans la classe Scena-
rzo: 
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• la méthode min admet en entrée un scénario. En sortie, elle retourne 
le scénario avec un graphe minimal si ce graphe est cohérent, sinon 
elle retourne une valeur nulle ; 
• la méthode merge permet la fusion des graphes de deux scénarios; 
• la méthode compare teste l'égalité des événements de deux Scenario; 
• la méthode inclusion teste l'inclusion entre deux scénarios ; 
L'utilisation de ces méthodes permet la définition des différents types de 
reconnaissance décrit dans chapitre 8: 
• la compatibilité partielle entre un scénario 8 et une session s est réalisée 
si min(merge(S,s)) =J. NULL; 
• la compatibilité totale est réalisée si com.pare(s.S) A min(merge(S,s)) 
=J. NULL: 
• la satisfaction partielle correspond à indusion(s.S); 
• la satisfaction totale correspond à compare(s,S) A inclusion(s.S); 
Classe RemoteScenario 
La classe RemoteScenario est une classe générique utilisée pour repré-
senter un scénario dont on ne dispose pas de l'ensemble d'événements, ni de 
l'ensemble de contraintes. Un RemoteScenario sert à représenter un scénario 
appartenant au domaine de responsabilité d'un autre agent. 
Cette classe contient uniquement des informations telles que le nom du 
scénario, sa dernière date de reconnaissance, son état actuel (actif, non actif) 
et la date de la dernière activation. 
La classe Scenario est une sous-classe de la classe RemoteScenario. 
Relation scénario/ sous-scénario 
Un sous-scénario est également modélisé par la classe Scenario. Pour 
faire le lien entre un scénario et un sous-scénario, nous utilisons une re-
lation d'utilisation entre un SysEvent et un Scenario. Ainsi, les relations 
d'utilisation entre un Scenario et un SysEvent d'une part, et entre un Sy-
sEvent et un Scenario d'autre part, permettent d'accéder aux sous-scénarios 
à partir d'un scénario. Inversement, 1 'utilisation des inverses de ces relations, 
permet l'accès au scénarios de plus haut niveau à partir d'un scénario (cf. 
figure 10.4). 
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Sl S2 S3 
MEJ 
. . 
utilise'-.. 
; utilise .. ····· .. utilise 
. .·· sl 
e !,. u uutili•e u u i ~ l 
\ f ........... ~ti?~~ ............. Z> "6 
Figure 10.4 : Accès à partir d'un scénario à tous les sous-scénarios et 
inversement à. partir d'un sous-scénario à. tous les scénarios pères. 
Relation d'opposition 
La relation d'opposition est définie au niveau de la. classe RemoteSce-
nario. En effet, cette classe utilise une liste de RemoteScenario qui sont en 
opposition avec le scénario. 
10.4 Agent 
Un agent est modélisé par la. classe Agent (figure 10 . .5). Cette classe 
possède un objet MentalState (état mental), une liste d'objets MentalState 
(descriptions externes), un objet Sensor (capteur sensoriel) et enfin, un objet 
Interaction (co mm unica.tion). 
<-
Possede 
interaction 
Interaction 
Sensor 
sensor ___ _ 
Possede 
-> 
Agent 
Possede 
-> 
othersmentalstates • 
Possede 
-> 
mentalstate 
MentaiState 
Figure 10.5 : Classe Agent. 
Le cycle de fonctionnement de l'agent sera décrit dans la. section 10.5, 
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après avoir décrit les classes ci-dessus dans les sections suivantes. 
10.4.1 Etat mental 
M 1 f • sg n 0 received 
• tobesent 
<-possède 
<-possède 
D H 
DependenceNetwork 
<-possède 
SysEvent 
id 
de sc 
--.--
Scenario 
perceivedevents precond 
utilise 
-> 
MentaiState 
utilise 
minimalize 
merge 
-> compare 
~~~~~---••inclusion 
domain --·----
possède-> ___ _ 
-------- --- - -------e Goal 
goals -----
- ------------- ------ -- -----• Plan 
possède-> 
plans ~-
Figure 10.6 : Classe MentalState. 
L'état mental de l'agent est défini par la classe MentalState (figure 10.6). 
Il est formé des éléments suivants: 
• utilise une liste de RemoteScenario qui constitue le domaine de res-
ponsabilité de l'agent; 
• possède une liste de Goal, buts en attente et qui demeurent insatisfaits 
pour le moment ; 
• possède une liste de Plan, plans associés aux buts en attente; 
• contient une liste de SysEvent, événements observés et non encore 
traités; 
• possède trois DependenceN etwork, réseaux de dépendances ( C, ]) et 
1-l) ; 
• contient deux listes de Msglnfo, informations à. communiquer ou reçues 
d'autres agents. 
10.4. Agent 
Buts/sous-buts 
Goal 
satisfiable 
satisfied 
.~ 
subgoallist 
possède-> 
Figure 10.7 : Classe Goal. 
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lTn but est modélisé par la classe Goal. Sa structure correspond à celle 
décrite dans le chapitre 7. Les sous-buts sont également modélisés par cette 
classe (figure 10.7). Il existe une relation de possession entre un but est ses 
sous-buts. L'utilisation de la relation inverse, permet de retrouver le but de 
haut niveau à partir d'un sous-but. 
Plans 
Un plan est modélisé par la classe Plan. Il possède une liste d'entrées 
modélisées par la classe PlanEntry. Ces deux classes admettent les mêmes 
structures que celles décrites dans le chapitre 7. 
Réseaux de dépendances 
Les trois réseaux de dépendances C, D et 1i sont modélisés par la classe 
DependenceNetwork qui est une structure de graphe où un nœud central 
représente l'agent et les autres nœuds représentent les autres agents dont il 
dépend. Les nœuds sont modélisés par la classe Node qui contient un champ 
identificateur d'un agent. Les arcs sont modélisés par la classe DepLink qui 
contient deux champs identificateurs des scénarios faisant l'objet de la dé-
pendance et un champ précisant si la dépendance est active. Un DepLink 
utilise deux Node. Un DependenceNetwork possède un ensemble de DepLink 
et utilise un ensemble de Node (figure 10.8). 
Les relations d'utilisation permettent de retrouver tous les réseaux de 
dépendances (y compris ceux dans les descriptions externes) qui utilisent 
un nœud (tous les agents qui interviennent dans les relations de dépen-
dance d'un agent). Elles permettent également de retrouver tous les arcs 
partants/ arrivants à un nœud (toutes les dépendances relatives à un agent). 
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<-possède ________ _ 
DependenceNetwork ., utilise 
-> 
• 
utilise 
___.____ 
-> 
DepLink Node 
from 
local Sc id 
remoteSc utilise to 
status -> 
Figure 10.8 Classe DependenceNetwork. 
Les réseaux de dépendances sont créés après l'attribution des domaines 
de responsabilité aux agents. 
La connaissance des scénarios et de leurs responsables permet le calcul 
des réseaux Cet V (cf. figures 10.9 et 10.10). 
Agent A 
Etat Mental 
domaine: S 
Descriptions externes 
Etat Mental B 
domaine: S 
utilise 
s 
utilise 
Agent A 
AC B 
s 
AgentB 
Figure 10.9 : Construction du réseau C. 
Le réseau }{ est calculé en fonction des relations d'opposition entre les 
scénarios (cf. figure 10.11). 
Informations échangées 
Les informations reçues ou à envoyer à d'autres agents, sont définies par 
deux listes d'objets de type Msglnfo. Cette classe contient les mêmes champs 
que la structure MSG-ENTRY décrite dans le chapitre 7. Nous rappelons 
qu'elle contient toutes les informations nécessaires pour la formation d'un 
message écrit en langage {, (chapitre 6). Inversement, quand un message est 
reçu, il est transformé en un objet Msglnfo avant traitement. 
10.5. Cycle de l'agent 
Agent A 
Etat Mental 
domame:S 
Descriptions externes 
Etat Mental B 
domaine: s 
p" 
e· 
s 
utilise 
Figure 10.10 Construction du réseau V. 
AgentA SI 
Etat Mental 
utilise 
domaine: SI 
Descriptions externes 
opposition: 
Etat Mental B 
domaine: S2 
Figure 10.11 Construction du réseau 1{. 
10.4.2 Descriptions externes 
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Agent A 
AgentB 
Agent A 
SI 
A HszB 
AgentB 
Les descriptions externes sont représentées par une liste de MentalState. 
Dans une description externe, seuls les réseaux de dépendances et la liste des 
scénarios seront mis à jour. A noter, qu'une description externe pointe sur 
une liste de RemoteScenario et non pas de Scenario, car l'agent ne détient 
pas une information précise sur les scénarios appartenant aux domaines des 
autres agents. 
10.5 Cycle de Pagent 
Le cycle de l'agent est défini par l'appel de la méthode mainLoop de 
la classe Agent. Cette méthode fait appel à un ensemble de méthodes qui 
définissent les activités de haut niveau de l'agent. Le cycle sera exécuté 
indéfiniment après le lancement de l'agent: 
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• perceive permet la perception d'événements provenant de l'environne-
ment (cf. section 10 .. 5.1); 
• receive assure la réception de messages d'autres agents (cf. section 10.5.2) ; 
• decide modélise la prise de décision après la réception de messages 
d'autres agents (cf. section 10.5.4); 
• send permet l'envoi de messages à d'autres agents (cf. section 10.5.2). 
La planification et le raisonnement social ne figurent pas dans le cycle 
général. Ils seront utilisés par la méthode decide. 
10.5.1 Perception 
Le système supervisé émet des événements en permanence durant son 
fonctionnement. Ces événements sont inscrits dans un fichier (environne-
ment) en précisant le type de 1 'événement et sa date d'observation. 
Chaque agent est doté d'un capteur sensoriel qui se charge de détecter 
les événements en relation avec les scénarios qui sont sous sa responsabilité. 
Ce capteur est modélisé par la classe S'ensor. La méthode perceive de la 
classe Agent fait appel à la méthode perceive de la classe S'ensor qui scrute 
l'environnement, filtre les événements observés et rend la liste des SysEvent 
observés qui appartiennent aux scénarios du domaine de responsabilité de 
l'agent. Cette liste est inscrite dans l'état mental (champ perceivedevents). 
10.5.2 Communication 
La communication avec les autres agents est assurée par la classe Inter-
action. 
Réception 
La méthode receive, récupère les messages reçus, transforme un message 
en un objet Msglnfo et ajoute cet objet à la liste received dans l'état mental. 
Envoi 
Quand un message doit être envoyé à un autre agent, un objet Msglnfo 
est construit, contenant toutes les informations nécessaires à la formation 
du message. Cet objet est stocké dans la liste tobesent de l'état mental. 
La méthode send transforme chaque objet de cette liste en un message en 
langage /2. Ce message est ensuite envoyé à l'agent destinataire. 
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10.5.3 Raisonnement social 
Le raisonnement social n'est pas modélisé par une méthode faisant partie 
du cycle de l'agent. Un agent fait appel à son raisonnement social quand il 
s'agit d'utiliser ses relations de dépendance avec les autres. Ce raisonnement 
permet à un agent d'une part, la mise à jour de l'état d'activation de l'en-
semble de ses relations et d'autre part, la mise à jour des relations déduites 
entre les autres agents (conjonction des relations de dépendance). 
Une relation déduite entre deux agents implique la mise à jour des 
réseaux correspondants dans les descriptions externes relatives aux deux 
agents. 
Quand une relation de dépendance doit être activée, V par exemple 
(méthode checkD), les conjonctions CA' et ;t'X sont examinées (méthodes 
checkCX. checkXX). 
Dans le chapitre .5, nous avons montré que l'activation et la désactivation 
d'une relation de dépendance correspond au début et à. la fin de l'exécution 
cl 'une tâ.che. A chaque tâ.che en cours cl 'exécution correspond un but. Ainsi, 
une relation doit être activée après la création cl 'un but, elle cesse cl 'être 
active après sa suppression. 
Dans ce qui suit, nous décrivons les différentes méthodes relatives au rai-
sonnement social. Ces méthodes sont appelées par d'autres méthodes (sec-
tion 10 .. 5.4). 
La méthode chooseAgent permet de choisir l'agent qui a le moins de 
pouvoir vis-à-vis de la reconnaissance d'un scénario. S'il n'y a qu'un seul 
agent capable de suivre le scénario, il est choisi. 
Fonction chooseAgent (Scenario S) 
1 = liste agents ak 1 self Csak 
retourner at 1 V k ak > s at 
FinFonction 
La méthode checkD teste si une dépendance V doit être activée, elle 
utilise le raisonnement entrepris dans une conjonction X X. 
Fonction checkD (Scenario s) 
l = liste agents a; 1 self Df a; 
si :la;, aj dans l 1 a;C8 aj est active 
alors retourner faux 
sinon retourner vrai 
FinFonction 
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La méthode switchOnC permet l'activation des relations C d'un agent. 
L'activation des relations déduites par les conjonctions CX et CC est égale-
ment examinée. 
Fonction switchOnC(Scenario S) 
l = liste agents a; 1 self Csa; 
Pour chaque a; dans l faire 
activer self Csa; 
checkCX(C, S, S, a;) 
checkCC(C, S, S, a;) 
FinFonction 
La méthode switchOnD permet l'activation d'une relation D. L'activa-
tion des relations déduites par les conjonctions ,.l',{' et ex est également 
examinée. 
Fonction switchOnD(Scenario S, Scenario s) 
activer self v~ a 
checkXX(V, S, s, a) 
checkCX(V, S, s, a) 
FinFonction 
La méthode switchOnH permet l'activation d'une relation 1{. L'activa-
tion des relations déduites par les conjonctions X X et C X est également 
examinée. 
Fonction switchOnH(Scenario S) 
h = liste de Scenario S; 1 S; +-+ S 
pour chaque S; dans h faire 
l2 = liste de MentalState responsables de S; 
pour chaque rj dans l2 faire 
FinFonction 
si self 1l~; 1,j est non active 
alors activer self 1l~, rj 
ajouter entrée dans mentalstate.tobesent: S reconnu 
checkCX(1l, S, S;, rj) 
checkXX(1l, S, S;, rj) 
Les trois méthodes suivantes permettent respectivement, la désactivation 
des relations C, D et 1-l relatives à un scéanrio. 
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Fonction switchOffC(Scenario S) 
l = liste agents a; 1 self Csa; 
pour chaque a; dans l faire 
désactiver self Csa; 
checkCC(C, S, S, a;) 
checkCX(C, S, S, a;) 
FinFonction 
Fonction switchOffD(Scenario S) 
pour chaque a;, S.i 1 self 'D~1 a; faire 
désactiver self 'D~. a; 
"'J 
checkCX('D, S, Sj, a;) 
chœkXX('D, S, S.i, a;) 
FinFonction 
Fonction switchOffH(Scenario S) 
pour chaque S;, a.i 1 self 1l~ aj faire 
désactiver self 1l~, aj ' 
chEckCX (1l, S, S;, a.i) 
chEckXX(1l, S, S;, aJ) 
FinFonction 
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Les méthodes checkCC, checkCX, checkXX vérifient respectivement les 
activations des relations déduites par une conjonction CC, Cr, .Ll'. Ces 
règles sont données dans la section 5.6. 
10.5.4 Décision 
La méthode decide de la classe Agent fait appel à quatre méthodes: 
handleEvents (gestion des événements), handleReceivedEntries (gestion des 
informations communiquées), handleGoals (gestion des buts) et handlePlans 
(gestion des plans). 
Gestion des événements 
La fonction handleEvents est définie comme suit : 
Fonction handleEvents(liste de SysEvent mentalstate.perveivedevents) 
pour chaque événement e; dans mentalstate.perceivedevents faire 
l;=liste de Scenario concernés 
/* relation utilisation Scenario-SysEvent * / 
pour chaque scénario Sj dans l; faire 
check(Sj, e;) 
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supprimer e; 
FinFonction 
La fonction check vérifie le respect des contraintes temporelles d'un scé-
nario suite à l'observation d'un événement. 
Fonction check (Scenario Sj, SysEvent e;) 
si Sj .activated = faux 
alors si Sj . precond = vrai 
alors a = chooseAgent(S.i) 
si a =self 
alors Sj .activated = vrai 
créer Goal bj pour Sj 
Plan(bj) 
switchOnC(Sj) 
sinon activer self Csi a 
si Sj .activated = vrai 
alors mettre à jour graphe de contraintes Sj 
si contraintes de Sj ok 
alors si e; est le dernier dans Sj 
alors Sj est reconnu 
si Sj .temporalspace > 0 
alors switch OnH ( Sj) 
si bj n'a pas de sous-buts non satisfaits 
alors bj .satisfied = vrai 
/* sinon Raisonnement hypothétique en cours ... * / 
si Sj est utilisé par SysEvent e 
alors 11 = liste Scenario concernés 
/* relation utilisation Scenario-SysEvent * / 
pour chaque sk dans ll faire 
check(Sk, e) 
12 = liste agents a1 1 a1V~i self 
pour chaque a.1 dans l2 faire 
ajouter entrée dans m.entalstate. tobesent : 
informer reconnaissance 
smon si événement attendu e dans SJ utilise scénario Sk 
/* Sk est un sous-scénario de SJ * / 
alors si délai ok 
smon Sj est rejeté 
alors ajoute délai dans plan de Sj 
créer Goal bk pour Sk 
Plan(bk) 
smon /* déclenchement raisonnement hypothétique * / 
date d'observation de e = fin du délai 
bj .satisfiable = faux 
/* tous les buts de plus hauts niveaux sont insatisfaisables * / 
FinFonction 
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Traitement des informations reçues 
Nous avons signalé plus haut, qu'un message reçu est transformé en un 
objet Msglnfo e! est ajouté dans la liste received de l'état mental. Nous 
avons plusieurs types de message et pour chaque type, l'agent doit suivre le 
traitement associé à ce type. 
Fonction handleReceivedEntries(liste de Msglnfo mentalstate.received) 
pour chaque entrée e dans mentalstate. received faire 
cas: e.type = REQUEST 
handleRequest ( e); 
cas: e.type = RESPOND 
handleResponse ( e); 
cas: e.type = INFORM 
handlelnformation ( e); 
cas: ~:.type= REFRAIN 
handleRefrainingRequest( e); 
FinFonction 
Fonction handleRequest(Msglnfo e) 
si f .scenario # NULL /* Requête de reconnaissance de scénarios * 1 
alors si e .scenario. tem poralspace = valide 
alors ajouter entrée dans mentalstate.tobesent: réponse scénario reconnu 
sinon créer Goal g pour e.scenario 
Plan(g) 
sm on /* Requete d'information * 1 
ajouter entrée dans mentalstate. tobesent: réponse get-desc( e .context) 
FinFonction 
Fonction handleResponse ( Msglnfo e) 
si e .scenario # NULL j* réponse : reconnaissance * 1 
alors si e .results = reconnu 
alors g = but relatif à e.scenario 
g .satisfied = vrai 
G =père de g 
S = G .scenario 
e = événement dans S relatif à e.scenario 
j* relation utilisation * 1 
si e est attendu alors check(S, e) 
/* sinon raisonnement hypothétique validé * 1 
l = liste de Scenario utilisant e (saufS) 
pour chaque S; dans l faire 
check(S;, e) 
sinon g .satisfiable = faux 
FinFonction 
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Fonction handlelnformation(Msglnfo e) 
si e.scenario =/= NULL 
alors si e.results = reconnu 
alors si e.scenario est utilisé par événement e 
alors l = liste de Scenario utilisant e 
pour chaque S; dans l faire 
check(S;, e) 
FinFonction 
Fonction handleRefminingRequest(MsgJnfo e) 
b = but relatif à e.context 
pour chaque Goal b; dans b.subgllist faire 
si b; est dépendant 
alors ajouter entrée clans mentalstate. tobesent: 
interruption de reconnaissance 
FinFonction 
répéter mème traitement que b pour b; 
supprimer b 
Gestion des buts 
La méthode handleGoals vérifie quels sont les Goal qui doivent être 
supprimés de la listes goals dans l'état mental. 
Fonction handleGoals(liste de Goal mentalstate.goals) 
pour chaque b; dans mentalstate.goals faire 
si b; .satisfiable = faux 
alors si b; est externe 
alors ajouter entrée dans mentalstate.tobesent: Echec 
pour chaque bj dans b; .subgoallist faire 
si bj est dépendant 
alors ajouter entrée dans mentalstate.tobesent: 
interruption reconnaissance 
switch OffC ( b; .scenario) 
switch OffD ( b; .scenario) 
switch OffH ( b; .scenario) 
supprimer b; 
si b; .satisfied = vrai 
alors si b; est externe 
alors ajouter entrée clans mentalstate.tobesent: scénario reconnu 
switch OffC ( b; .scenario) 
switch OffD ( b; .scenario) 
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switchOffH ( b; .scenario) 
supprimer b; 
si b; .delay a expiré 
alors si SysEvent e attendu dans b; .scenario utilise un Scenario 
alors date observation de e = fin de b; .delay 
/* raisonnement hypothétique * / 
mise à jour contraintes de b; .scenario 
FinFonction 
10.5.5 Planification 
La fonction de planification est définie par la méthode Plan : 
Fonction Plan (Goal g) 
Créer plan P 
si g.scenario E mentalstate.domain 
alors pour chaque e; en attente dans g.scenario.events faire 
si e; utilise scéanrio s; 
alors créer entrée ent dans P 
si P.entries = NULL 
alors supprimer P 
FinFonction 
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La fonction handlePlans est chargée de l'exécution des entrées complé-
tées dans les plans de la liste plans dans 1 'état mental. 
Fonction handlePlans(liste de Plan mentalstate.plans) 
pour chaque p; dans mentalstate. plans faire 
si Pi .en tries = NULL 
alors supprimer Pi 
sinon pour chaque o?.t j dans p; faire 
si e11.t j .delay neq NULL 
alors id = chooseAgent ( s;) 
si id =j:. self 
alors si checkD ( ent j .scenario) = vrai 
alors construire une entrée Msglnfo ent 
ajouter ent dans mentalstate. tobesent 
construire but pour ent j .scenario 
switch OnD (p; .scenario, ent j .scenario) 
sinon supprimer entj 
sinon supprimer entj 
FinFonction 
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Couche de communication DEMAS 
idA 
Agent A demasconnect 
Interaction ( Demas) 
-/ 
connect 
se nd 
receive 
Figure 10.12: Connexion d'un agent à la couche de communication Demas. 
10.6 Lance1nent du systè1ne 
Un utilisateur a la possibilité de lancer un ensemble d'agents sur diffé-
rentes machines. A chaque agent est associé un fichier définissant son do-
maine de responsabilité individuelle. Au lancement, les agents ne peuvent 
pas s'envoyer de messages. Ils doivent d'abord se connecter à la couche de 
communication. 
Connection 
La classe Interaction permet à l'agent de se connecter à la couche de 
communication Demas faisant partie d'une plateforme développée au sein 
du laboratoire (figure 10.12). La couche Demas est développée en JAVA. 
Une interface écrite en C++ permet l'accès à cette couche par des objets 
écrits en C++. 
La méthode connect de la classe Interaction appelle la méthode demas-
connect qui fait une demande de connexion auprès de la couche Demas. 
L'agent est connecté et se voit attribuer un numéro d'identification unique 
(idA). 
Présentation 
Afin de communiquer avec les autres agents, un agent doit connaître leurs 
numéros d'identification. Pour ce faire, la couche Demas lui offre la possi-
bilité d'envoyer un message à tous les agents connectés sans connaître leurs 
numéros d'identification. Après sa connexion, chaque agent envoie à tous les 
autres, un message contenant son identificateur et son numéro d'identifica-
tion. Les numéros d'identification étant connus, les agents peuvent à présent 
s'envoyer des messages d'une manière nominative. 
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10.7 Interface 
Toutes les classes décrites plus haut, sont dotées d'un service de notifi-
cation. Il est modélisé par la classe NotificationService. Cette classe permet 
au niveau de chaque instance créée (Agent, MentalState, Goal, Plan, Sce-
nario, ... ) de notifier toutes les interfaces (API: Application Programming 
Interface) connectées à 1 'agent. Les API peuvent être connectées en local 
ou à distance. 
Au début de chaque cycle de l'agent, on teste si de nouvelles API sont 
connectées à l'agent. Si c'est le cas, elles sont notifiées de l'état actuel de tous 
les composants de l'agent et par la suite, ces API sont notifiées régulièrement 
quand un changement se produit au niveau des composants. 
La notification suit un protocole de communication entre les composants 
de l'agent et les API connectées. En effet, quand l'état d'un objet change, 
le service de notification au niveau de cet objet, se charge d "envoyer un 
message à toutes les API connectées. Ces dernières interprètent le message 
et mettent à jour les objets graphiques en fonction du contenu du message 
(cf. figure 10.13). La description du langage d'interaction entre un agent et 
une API est hors du propos de ce document. 
Agent API 
Etolmental Notify Etat Mental: 
... w liste de buts : gl, g2~ 
w suppression Updst~ 
Figure 10.13 : Communication entre un agent et une API connectée 
Une API est modélisée par la classe Agent View. Cette classe hérite des 
classes NotifiedView et AgentViewApplication (figure 10.14). 
La classe NotifiedView assure la communication par socket entre l'in-
terface et le service de notification (NotificationService) de l'agent auquel 
elle est connectée. La classe Agent ViewApplication est capable d 'interprêter 
les messages reçus par la classe NotifiedView et de mettre à jour les objets 
graphiques de l'interface. La classe Agent ViewApplication permet également 
l'enregistrement d'une session de communication entre un agent et l'inter-
face. Ceci permet de redérouler cette session en se déplaçant sur l'échelle 
temporelle à différentes vitesses et dans les deux sens. L'annexe D présente 
un certain nombre de copies d'écrans, résultat du déroulement de l'exemple 
présenté dans la section suivante. 
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NotifiedView AgentViewApplication 
; send makePanels 
re ce ive 
connect 
disconnect 
10.8 
AgentView 
loop 
handleNotification 
Figure 10.14 : Héritage multiple pour la classe Agent View 
Exemple : supervision de la flotte de bus 
Dans cette section, nous reprenons l'exemple décrit dans le chapitre pré-
cédent afin de montrer le fonctionnement interne des agents au cours du 
déroulement du scénario Aller. Nous nous plaçons dans le contexte de la 
section 9.6.1. 
Le bus bi est à. l'arrêt au terminus A (événement 22). 
Traitement de l'événement 22 par a 1 
Nous allons suivre l'exécution d'un cycle de l'agent a 1 : 
• l'exécution de la méthode perceive aura pour effet, de rajouter l'évé-
nement 22 dans la liste perceivedevents de son état mental ; 
• l'exécution de la méthode receive n'aura aucun effet, car l'agent n'a 
pas reçu de nouveaux messages; 
• en exécutant la méthode decide, l'agent va exécuter dans l'ordre les 
méthodes handleEvents, handleReceivedEntries, handleGoals, handle-
plans: 
la méthode handleEvents traite la liste des événements perceive-
devents qui contient le seul événement 22. li = {Terminus A}. 
Appel de la fonction check (Terminus A, event 23) : 
* Terminus A.activated = faux; 
* Terminus A.precond = vrai; 
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* l'appel de la fonction chooseAgent( Terminus A) rend l'identi-
ficateur de l'agent a1 car il est le seul responsable du scénario 
Terminus A; 
* Terminus A.activated <- vrai; 
* un Goal gTerminusA est ajouté à la liste a1. mentalsate.goals; 
* Terminus A n'admettant pas de sous-scénario, le but gTerminusA 
n'admet pas de plan, suite à l'appel de la méthode plan; 
* l'appel de la fonction switchOnC n'aura aucun effet car il 
n'existe aucun autre agent qui soit en concurrence avec l'agent 
a 1 sur le scénario Terminus A ; 
* Terminus A étant activé, ces contraintes sont mises à jour: 
attente des événements 18 et 23 avec un délai de 10 minutes; 
* l'événement 22 n'étant pas le dernier du scénario, ceci ter-
mine l'exécution de la fonction ched:. L'événement 22 est 
supprimé et ceci termine l'exécution de la méthode handleE-
uents. 
l'appel de handleReceivedEntries n'aura aucun effet. car aucun 
message n'a été reçu ; 
appel de la méthode handleGoals : 
gTermmusA. .Satifiable = Vrai 
gTerminusA .satisfied = faux 
donc gTermmusA est maintenu dans la liste menta.lsta.te.goals. 
l'agent n'ayant aucun Plan dans la. liste mental8tate.plan8, la. mé-
thode handleplan8 n'aura aucun effet. Ceci termine l'exécution 
de la méthode decide. 
• la méthode 8end n'a aucun effet car l'agent n'a aucun message à en-
voyer. L'exécution de cette méthode termine un cycle de l'agent a 1 • 
Reconnaissance du scénario Terminus A par a1 
Nous nous déplaçons sur l'échelle du temps vers 15hüï (l'événement 18 
a déjà été observé et traité), le bus bi quitte le terminus A (événement 23). 
Nous allons réexaminer le cycle de l'agent a1 sachant que les seuls appels 
de méthodes ayant un effet, sont check( Terminu8 A, event 23) et 8end: 
check( Terminus A, event 23): 
• Terminus A.activated = vrai; 
• les contraintes de Terminu8 A sont mises à jour: pas d'événements 
attendus et l'événement 23 respecte les délais; 
• l'événement 23 est le dernier du scénario; 
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• Terminus A est reconnu ; 
• Terminus A.temporalspace = 0; 
e 9TerminusA n'a pas de SOUS-bUtS, donc 9TerminusA .Satisfied = Vrai j 
• Terminus A est utilisé par le SysEvent 27; 
• les Scenario Aller et Retour sont les seuls scénarios concernés par 
1 'événement 27 ; 
• pour chacun de ces scénarios, nous appelons la fonction check : check (Aller, 
event 27), check(Retour, event 27). 
1 1• [ ' d J)Aller • a rste 2 est composee es agents a2 et a3 car nous avons: a2 Terminus A ar, 
V
Retour VAller VRetour 
a2 Terminus A ar 1 a3 Terminus A ar et a3 Terminus A ar ; 
• deux entrées Msglnfo entr et ent2 sont construites afin d'informer 
respectivement les agents a2 et a3 de la reconnaissance de Terminus 
A. Ces entrées sont rajoutées à la liste mentalstate.tobesent: 
Nous allons examiné le résultat des appels check(Aller, event 27) et 
check(Retou·r, event 27): 
• check(Aller, event 27): 
Aller.activated = faux; 
Aller.precond = vrai; 
l'appel de la fonction chooseAgent retourne l'identificateur de 
l'agent a3, car il a le moins de pouvoir vis-à-vis de la reconnais-
sance de Aller ; 
l'agent ar active la relation arC Allera3; 
• check(Retour, event 27): 
Retour.activated = faux ; 
Aller.precond = faux; 
Appel de la méthode send: 
• la liste mentalstate.tobesent contient deux entrées ent1 et ent2 ; 
• l'entrée ent1 est transformée en un message en langage L. Ce message 
est ensuite envoyé à l'agent a 2 ; 
• l'entrée ent2 est transformée en un message en langage L Ce message 
est ensuite envoyé à l'agent a3; 
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Réception du message d'information par a2 
L'exécution d'un cycle par 1 'agent a2 donne le résultat suivant : 
• la méthode perceive n'aura aucun effet; 
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• la méthode receive transforme le message envoyé par a1 en une entrée 
ede type Msglnfo et ajoute cette entrée à la liste mentalstate. received; 
• la méthode decide : 
handleEvents n'a aucun effet; 
handleReceivedEntries ( { e}) fait appel à handlelnformation ( e) : 
* e .scenario = Terrnimts A ; 
* e.results = reconnu; 
* e .scenario est utili.sé par S'ysEvent 21; 
* le Scenario Aller est le seul scénario concerné par cet événe-
ment; 
* appel de la fonction ched~(Aller, event 27): 
Aller.activated = faux; 
Aller.precond = vrai; 
chooseAgent retourne a3. L'agent a2 active la relation 
azCAllera3 et ceci termine l'exécution de la méthode check. 
• les méthodes handleGoals et handlePlans n'ont aucun effet. 
Réception du message d'information par a3 
L'agent a3 suit les mêmes étapes que l'agent a2 jusqu'à l'appel de la 
méthode check(Aller, event 27): 
• Aller.activated = faux; 
• Aller.precond = vrai; 
• chooseAgent retourne a3 ; 
• Aller.activated <- vrai; 
• création d'un Goal gAller ; 
• la méthode Plan crée un plan PAller qui admet une seule entrée e1 
relative au sous-scénario Terminus D ; 
• 1 'appel de la méthode switchOnC aura pour effet d'activer les rela-
tions a3C Aller al et a3C Alleraz dans le réseau C de a3. Ces deux relations 
étant actives, l'appel de la méthode checkCC n'activera pas la relation 
az(4 uer a3 dans la description externe de az, ni la relation a3C Aller az 
dans celle de a3. L'appel de la méthode checkCX n'aura pas d'effets; 
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• Aller est actif. Ses contraintes sont mises à jour; 
• l'événement 27 n'est pas le dernier dans le scénario; 
• l'événement attendu est le SysEvent 18. Il n'utilise aucun Scenario. 
Donc, l'exécution de la méthode check est terminé; 
• l'appel de la méthode handleGoals concerne uniquement le but gAller: 
gAller .satisfiable = vrai et gAller .satisfied = faux, donc ce but est main-
tenu dans la liste mentalstate.goals; 
• l'appel de la méthode handlePlans concerne le seul plan PAlier. Il 
contient une seule entrée qui n'admet pas encore de délai, donc cette 
entrée n'est pas exécutée. 
Reconnaissance du scénario Terminus D 
Nous nous déplaçons sur l'échelle temporelle vers 1.5h2ï (section 9.6.2). 
L'événement observé est le SysEvent 20. Cet événement permet à l'agent a2 
d'activer le scénario Terminus D. L'agent a3 est en attente de 1 'événement 
28 qui correspond à l'activation du scénario Termimts D. Ainsi, à la dernière 
exécution de la méthode check par l'agent a3, le délai [0,0] est ajouté dans 
l'entrée du plan PAlier· Un Goal gTerminus D est créé. Ce but est un sous-but 
du gAller· Ce sous-but n'admet pas de plan. 
L'exécution de ha nd le Goals maintient le but et le sous-but dans la liste 
mentalstate. goals. 
L'exécution de handlePlans permet l'exécution de l'unique entrée dans 
le plan PAlier· Une entrée Msglnfo est ajoutée à la liste mentalstate.tobesent 
et la relation a3v;:lre~>inusD a2 est activée. L'entrée du plan est supprimée et 
le plan l'est également 
L'exécution de la méthode send permet l'envoi d'un message de requête 
à l'agent a2. 
L'exécution à nouveau de la méthode handleGoals permet de se rendre 
compte que gTerminus D .delay a expiré. L'agent a3 utilise son raisonnement 
hypothétique et considère que l'événement 28 attendu est arrivé en respec-
tant le délai [0,0]. 
A présent, l'événement attendu pour le scénario Aller est l'événement 
29. Ce SysEvent correspond à la reconnaissance du Scenario Terminus D. 
Le plan PAlier étant supprimé l'agent se met en attente de la réponse de a2. 
10.9. Discussion 203 
A 15h32:05 le scénario Terminus D est reconnu par l'agent a2 • Il envoie 
un message de réponse à l'agent a3 • 
L'agent a3 reçoit le message ( receive). Une entrée e2 est ajoutée à la liste 
mentalstate.received. L'agent a3 exécute ensuite la méthode handleResponse: 
• e2 .scenario = Terminus D; 
• Terminus D est reconnu; 
• gTerminusD .satisfied <- vrai ; 
• l'appel de la fonction check (Aller, event 29) établit la reconnaissance 
du scénario Aller. Le but gAller n'ayant pas de sous-buts non satisfaits 
(gT . D .satisfied = vrai), il est satisfait·, erm.tn·us 
• l'appel de la méthode handleGoa.ls permet la suppression des buts 
gAller et gTerminusD. Les relations de dépendance sont désactivées ( swit-
chOf!C, switchOf!D, switchOf!H) ; 
• l'appel de la méthode switchOf!C, fait appel à la méthode checkCC, 
qui provoque l'envoi de deux messages aux agent a1 et a2 pour les 
prévenir de la reconnaissance du scénario Aller. Ceci aura pour effet, 
de désactiver leurs relations C. 
10.9 Discussion 
Dans ce chapitre, nous avons proposé un modèle d'implémentation pour 
une société d'agents responsable de la supervision par reconnaissance de 
scénarios. Le raisonnement de l'agent tient compte du facteur temporel, 
surtout au niveau de l'activation des différentes relations de dépendance. 
Cette prise en compte est également visible au niveau de la gestion des 
événements et de la gestion des buts. 
Les relations d'utilisation entre objets ont permis l'accès direct à certain 
nombre d'objets à partir d'autres objets. Ces objets sont souvent la repré-
sentation d'autres objets qui appartiennent à d'autres agents. En effet, la 
classe RemoteScenario permet de créer des objets qui correspondent à des 
scénarios appartenant aux domaines d'autres agents. La classe MentalState 
sert à la fois à modéliser l'état mental de l'agent, ainsi que les descriptions 
externes. 
Pour cette raison, il faut être vigilant au niveau de ces représentations. 
Une description externe ne doit pas contenir des informations contradictoires 
avec l'état mental qu'elle représente. Or, la mise à jour de l'état mental dif-
fère de la mise à jour d'une description externe et 1 'origine des informations 
est différente. Un agent met à jour son état mental en fonction des scénarios 
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qui sont actifs et les messages provenant d'autres agents, alors qu'une des-
cription externe est mise à. jour à. partir d'informations initiales telles que 
la description des scénarios, la conjonction des relations de dépendance et 
enfin, à. partir des messages provenant des autres agents. De ce fait, une 
relation déduite entre deux agents entraînant la mise à. jour de leurs descrip-
tions externes, doit être représentée dans les états mentaux respectifs des 
deux agents. Afin de garantir la cohérence des différentes représentations, 
les informations sur les scénarios communiquées aux agents à. leur création, 
doivent être complètes et identiques pour tous les agents. 
Chapitre 11 
Conclusions et perspectives 
Dans ce travail, nous avons étudié les aspects temporels dans un système 
multi-a.gent. L'objectif général étant d'intégrer le temps dans le fonctionne-
ment d'une société d'agents, nous avons défini un modèle d'organisation tem-
pül·elle des agents, un modèle d'interaction temporelle et un modèle d'agent 
temporel. 
11.1 Principales contributions de cette thèse 
Dans cette thèse, nous proposons un modèle d'organisation basé sur 
les relations de dépendance et de pouvoir entre agents. Dans ce modèle, les 
relations de dépendance évoluent au cours du temps et cette évolution est 
exprimée explicitement par un facteur temporel au niveau de la. définition 
des relations. Nous définissons trois relations: la. relation de concurrence, la. 
relation de besoin et la relation d'aide. Un agent utilise ces relations dans 
son raisonnement social: 
• la. relation de concurrence permet une bonne répartition des tâches 
entre agents et permet également de trouver une alternative dans le 
cas où un agent est incapable momentanément d'exécuter une tâche; 
• la. relation de besoin définit une liaison entre les tâches de deux agents. 
Grâce à cette relation, un agent peut établir dynamiquement un état 
de l'activité de l'agent qui lui est relié par cette relation; 
• la. relation d'aide est définie dans l'objectif de minimiser les communi-
cations entre les agents. Elle devient importante dans un contexte où 
les agents sont chargés d'exécuter des tâches sous contraintes tempo-
relles; 
• la relation de pouvoir définit le critère pour éliminer une situation de 
concurrence sur une tâche entre deux agents. 
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L'utilisation des relations de dépendance donne à un agent la possibilité 
de positionner son activité dans le temps par rapport à celles des autres 
agents. Au cours d'un processus de coopération, cela permet à un agent 
d'une part, de prévoir l'évolution des activités des autres et d'autre part, 
d'adapter son activité en fonction de celles des autres (section 9.7.2). 
Les relations de dépendance sont donc une preuve de l'existence de liens 
entre les activités internes d'un ensemble d'agents impliqué dans une coopé-
ration. Ces activités sont souvent contraintes par/dans le temps. 
Afin d'utiliser ces liens dans leurs activités sociales, les agents doivent 
pouvoir communiquer. Ils doivent également pouvoir exprimer à travers le 
langage d'interaction, toutes les contraintes temporelles relatives à leurs ac-
tivités internes. 
Le modèle d'interaction proposé permet l'expression de contraintes 
temporelles au niveau du langage d'interaction et de sa sémantique. Il est 
basé sur les actes de langage. L'ensemble de protocoles que nous avons dé-
fini, est un moyen de contrôler les conversations menées par les agents. 
Après avoir défini les modèles d'organisation et de communication, nous 
avons proposé un modèle d'agent où sont pris en compte les aspects dé-
finissant le niveau individuel de l'agent, et les aspects définissant le niveau 
social au sein de cet agent. Le temps est pris en compte explicitement à la 
fois au niveau individuel et au niveau social: 
• au niveau individuel, on retrouve les contraintes temporelles relatives 
aux tâches appartenant au domaine de responsabilité individuelle de 
l'agent; 
• au niveau social, on retrouve les contraintes relatives aux niveau in-
dividuel de l'agent et celles relatives aux niveaux individuels d'autres 
agents. Ces contraintes sont exprimées par les relations de dépendance 
de l'agent (sections 5.3.1, 5.3.2 et 5.3.3); 
• la communication est un moyen direct pour mettre en relation les 
contraintes des niveaux individuels des deux agents. 
La définition des modèles d'organisation, d'interaction et d'agent a conduit 
au développement du système STARS qui présente deux propriétés intéres-
santes. D'une part, il permet à travers l'exemple du chapitre 9 de montrer 
l'intérêt qu'apporte chacun des modèles précédents grâce au caractère dyna-
mique de la reconnaissance de scénarios temporels, et d'autre part, il permet 
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de montrer que la distribution du processus de supervision admet un certain 
nombre d'avantages: 
• du point de vue de la modélisation, l'introduction de relations entre 
scénarios (scénario/sous-scénario, opposition), facilite la modélisation 
des modes de fonctionnement de systèmes ayant une structure hiérar-
chique au niveau physique et/ou au niveau fonctionnel; 
• d'un point de vue performance, la structuration des scénarios en sous-
scénarios permet de réduire le nombre de nœuds dans les graphes de 
contraintes. Ce résultat est intéressant sachant que les algorithmes 
de reconnaissance ont une complexité en 0( n3 ). La distribution des 
scénarios contribue également à la résolution de problèmes liés à la 
supervision tels que les problèmes d'engorgement et de masquage. 
11.2 Perspectives 
Notre définition du niveau social s'appuie essentiellement sur les relations 
de dépendance. Dans la définition du modèle d'agent, nous avons utilisé les 
notions d'engagement social et de responsabilité commune. Ces notions ne 
jouent pas un rôle significatif dans le modèle à. cause d'une définition stricte 
de la gestion des buts. En effet, un agent recevant un message de requête 
d'exécution d'une tâche, n'a qu'une possibilité: chercher à satisfaire le but 
relatif à. la tâche. Ainsi, il est sans objet d'associer un engagement social à. 
un but. Dans certains contextes, les agents peuvent être a.menés à refuser ou 
négocier une requête. Dans ce cas, il est important de tenir compte explici-
tement des engagements sociaux afin de compléter le modèle social basé sur 
les relations de dépendance. 
Le modèle de communication pourrait également être amélioré. En effet, 
dans le modèle actuel, nous utilisons seulement deux actes de langage: un 
acte directif et un acte assertif. Une extension du modèle devrait permettre 
l'utilisation des actes expressif, promissif et déclaratif. Le langage d'inter-
action pourrait également être amélioré, en lui permettant l'expression de 
contraintes temporelles plus complexes tels que: périodiquernent, dès que 
possible, dès qu 'un fait est établi ... 
La définition actuelle de la fonction de planification est statique. Ceci est 
dû à l'unicité de la décomposition d'une tâche. En généralisant le modèle des 
tâches, celles-ci pourront être construites dynamiquement à partir d'au tres 
sous-tâches. Dans ce cas la planification devient dynamique. 
Actuellement, nous avons la même architecture pour tous les agents. De 
ce fait, ces agents sont capables d'exécuter le même type de tâches. Cette ar-
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chitecture devrait être améliorée afin de permettre aux agents d'effectuer des 
tâches de natures différentes. Par exemple, dans le système STARS tous les 
agents utilisent exclusivement la reconnaissance de scénario pour la supervi-
sion. Il existe des situations où d'autres approches sont capables de donner 
de meilleurs résultats que la reconnaissance de scénarios. En concevant une 
société multi-modèle où les agents utilisent des approches différentes pour la 
supervision, d'autres règles de calcul des relations de dépendance pourront 
être introduites. Ainsi, d'autres règles d'utilisation et de raisonnement sur 
ces relations peuvent être mises en place. La complémentarité des différents 
modèles utilisés permettrait d'obtenir une approche plus complète et plus 
adaptée de la tâche globale de supervision d'un système dynamique. 
Annexes 

Annexe A 
Preuves 
Dans cette annexe, nous présentons les démonstrations des différentes 
formules utilisées pour définir les conjonctions des relations de dépendance 
(chapitre .5). 
A.l Conjonction CC 
Formule 1: 
Nous rappelons la définition de auCt; av : 
Démonstration de la. formule 1 : 
auCt;av A auCt;aw ==>ti E r·(au) n r(av) A ti E r(au) n r·(aw) 
==>ti E r(av) A ti E r(aw) 
==>ti E r(av) n r(aw) 
==:> av Ct; aw 0 
Formule 2: 
Nous rappelons la. définition de auCt;(I)av: 
Démonstration de la. formule 2: 
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auCti (I)av EB auCti (I)aw 
===} auCtiav 1\ (au: [ti]J EB av: [ti]J) 1\ I {d,s,j,e} J 
EB auCtiaw 1\ (au: [ti]J EB aw: [ti]J) 1\ I {d,s,j,e} J 
La formule 1 étant vérifiée, nous avons auCtiav et auCtiaw d'où: 
auCtiav 1\ (au: [ti]J EB av: [ti]J) 1\ I {d,s,f,e} J EB 
auCtiaw 1\ (au: [ti]J EB aw: [ti]J) 1\ I {d,s,j,e} J ===} 
((au:[ti]J EB av:[ti]J) EB (au:[ti]J EB aw:[ti]J)) 1\ I{d,s,j,e}J 
Il est facile de démontrer que (a EB b) EB (a ~ c) ===} b E8 c, d'où: 
D'après la formule 1, nous avons avCtiaw, d'où: 
A.2 Conjonction CX 
Formule 3: 
Démonstration de la formule 3, cas X=V: 
Nous rappelons la définition de au Dii av : 
J 
t 
auDt'aw ===}ti E r(au) n r(av) 1\ 
J 
ti E r(au) 1\ lj E r(aw) n s(ti) 
===}ti E r(av) 1\ fj E r(aw) n s(ti) 
Nous avons également tj ~ r(av) car sinon, nous aurons auVi;av et nous 
nous trouverons dans le contexte d'une conjonction X X. 
Nous obtenons donc: 
Démonstration de la formule 3, cas X=Ji: 
Nous rappelons la définition de au Ji~i av: 
J 
A.2. Conjonction CX 
au1i;;av <==:::?ti H tj 1\ ti E r(au)- r(av) 1\ tj E r(av)- r(au) 
auCtiav 1\ au1i;;aw ==>ti E r(au) n r(av) 1\ 
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ti H tj 1\ ti E r(au)- r(aw) 1\ tj E r(aw) - r(au) 
==>ti H tj 1\ ti E r(av) 1\ ti ~ r(aw) 1\ tj E r(aw) 
Nous avons également tj ~ r(av) car sinon, nous aurons au1i~; av et nous 
nous trouverons dans le contexte d'une conjonction X X. 
Nous obtenons donc: 
Formule 4: 
a1,Cdl)av 1\ au:l'/iaw 1\ au>, (J)av 1\ J{o.m,di,e}l==> avX/i(J)aw 
J ' J 
Démonstration de la formule 4, cas X=V: 
Nous rappelons la définition de au'Di; (!)av: 
J 
auVt (/)av<==:::? auVi;av 1\ av: [tj]J 1\ au : [ti]I,- 1\ I = J n K 
Nous avons: 
auCt;(/)av ==> auCt;av 1\ (au: [ti]J tf1 av: [ti]J) 1\ 1 {d,s,j,e} J (1) 
D'après le résultat de la section 5.5, nous avons: 
Ainsi, nous pouvons écrire: 
au>, (J)av ==> •au: [ti]J (2) 
' 
(1) ==>(au: [ti]J ffi av: [ti]J) 
(2) ==> •au. : [ti]J 
(1)+(2) ==>av : [ti]J 
Or tj E s(ti) ==> :JK 1 aw : [tj]K 
En conclusion, nous avons: 
av : [ti]J 1\ aw : [tj]K 
Ayant la relation av v~; aw (formule 3, cas X = V ) , nous pouvons écrire: 
av 'Di; aw 1\ av : [ti]J 1\ aw : [tJ·]K ==> av Vii(!= J n K)aw D 
J J 
Démonstration de la formule 4, cas X=1i: 
Nous rappelons la définition de au1iii (!)av: 
J 
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Nous avons: 
(1)+(2) ===?av: [ti]J ===? (av: [ti]J V aw: [tj]J) 
Ayant la relation au 1{;i av (formule 3, cas X = Ji), nous pouvons écrire: 
J 
au1i;;av A (av: [ti]J V aw: [tj]J) ===? av1i~;(I{s,d,J,e}J)aw 0 
A.3 Conjonction X X 
Formule 5: 
Démonstration de la. formule .5, cas ,{'='D: 
aur>tav ===? t; E r(au) A f.; E r(av) n s(ti) A tj ~ r(au) 
aur>taw ===?ti E r(au) A f.; E r(aw) n s(t;) A tj ~ r(au) 
aur>;• av A aur>;• aw ===? ti E r(au) A fj E 1'(av) n s(t;) A 
J J 
tj ~ r(au) A tj E r(aw) n s(t;) 
===? fj E 1'(av) A tj E r(aw) 
===? fJ E r(av) n 1'(aw) 
===? avCtJ aw 0 
Démonstration de la. formule .5, cas X=1i: 
au1i;;av ===? t; +-t tj A ti E r(au)- r(av) A fj E r(av)- 1'(au) 
au1i~;aw ===?ti +-t tj A ti E r(au)- r(aw) A tj E r(aw)- r(au) 
au1i;; av A au1i~; aw ===? ti +-t tj A t; E r(au)- r(av) A tj E r(av)- r(au) 
Formule 6: 
A ti E r(au)- r(aw) A tj E 1'(aw)- r(a1,) 
===? tj E r(av) A tj E 1'(aw) 
===? tj E r(av) n r(aw) 
===? avCtJ aw 0 
Démonstration de la formule 6, cas X='D: 
au'D:i (I)aw ===? auV:iaw A aw: [tJ·]J A au: [ti]K A 1 =.] n K 
J J 
===? aw : [tj]J A 1 { d, s, J, e} .] 
Nous pouvons également écrire: 
(aw: [tj]J EB av: [tj]J) A 1 {d,s,J,e} J (3) 
A.3. Conjonction X X 
D'après la formule .5, nous avons: avCtJaw (4) 
(3)+(4) ===} avCtJaw 1\ (aw: [tj]J tt! av: [tj]J) 1\ I {d,s,j,e} J 
===} avCtJ (I)aw D 
Démonstration de la formule 6, cas X=1l: 
au1lt(I)aw ===} au1l;;aw 1\ (au: [ti]J V aw: [tj]J) 1\ I{s,d,j,e}J 
===? aw: [tj]J 1\ I{s,d,j,e}J car au1l;;av n'est pas active 
===} (aw: [tj]J 4 av: [tj]J) 1\ I {d,s,f,e} J (.5) 
(4)+(.5) ===} avCt1aw 1\ (aw: [tj]J 8j av: [tj]J) 1\ I {d,s,f,e} J 
===? avCtJ (I)aw D 
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Annexe B 
Algorithmes de 
• 
reconnaissance 
Dans cette annexe, nous présentons les algorithmes de reconnaissance de 
scénarios temporels. Ces algorithmes sont détaillés dans [Fon93]. Un graphe 
de scénario est représenté par la couple ( U, C) où U est une liste de variables 
dïnstant: { u1, ... ,Un} etC est une liste de contraintes temporelles: c{i, j), 
i. j = 1, ... , n où c(i, j) = [a;j, bij]· 
B .1 Minhnalisation 
L'algorithme de minimalisation d'un graphe de contraintes est le suivant. 
Il permet à partir d'un graphe g d'obtenir le graphe minimal 9min = min(g): 
pour i = 1 à n faire 
c(i, i) < - [0, 0] 
pour i,j = 1 à n et i neq j et c(i, j) est un arc manquant faire 
c(i, j) < - [-oo, +oo] 
pour k = 1 à. n faire 
pour i = 1 à n faire 
pour j = 1 à n faire 
c(i, j) <- c(i, j) n [c(i, k) + c(k, j)] 
L'opérateur + est défini comme suit : 
c(i. j) + c(k, l) = [aij + akz, bij + bkz]. 
L'intersection entre deux intervalles c(i, j) = [aij, bij] et c(k, l) 
[ CJ.·l, dkz] est définie comme suit : 
c(i, j) n c(k, l) = (contrainte vide) si bij < Ckz ou dkz < aij 
[max(aij, qz), min(bij, dkz)] sinon. 
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Si le graphe gmin contient une contrainte vide, le graphe g est dit inco-
hérent. 
B.2 Définitions préliminaires 
Les définitions suivantes vont servir à définir les différents types de re-
connaissance décrits dans le chapitre 8. 
B.2.1 Graphe complet 
Un graphe complet ge est obtenu à partir d'un graphe g, en ajoutant 
tous les arcs manquants (ui, Uj) et en les étiquetant par [-oo, + oo]. 
B.2.2 Intersection 
Soient deux graphes g1 = (U, Cl) et g2 = (U, C2) où U = { u1, ... ,un}· 
gJ. = (U, Cl) et g2, = (U, C2,) sont leurs graphes complets respectifs où 
etC { 1 1 } t C'C { 2 2 } 
·1 = Cu' ... , Cnn e 2 = Cu' ... , Cnn 
L'intersection entre les deux graphes g1 et g2 est définie par: 
(u e n) ' en { n . 1 n . 1 2 } 1 2 d'fi . d g1 n g2 = , ou . = ci J ci J = cij n cij . cij n cij est e me ans 
la section B.l. 
B.2.3 Augmentation 
L'augmentation du graphe g sur Ua :J U est définie par gUa = (Ua, Ca) où 
Ca= {caij 1 caij = [-oo, + oo] si Ui ~ U ou Uj ~ U 
Cij si Ui, Uj E U} 
B.2.4 Fusion 
La fusion de deux graphes g1 (U1, CI) et g2 = (U2, C2) est définie 
par gl 0 g2 = (gflU[h)c n (gflUU2)C. 
B.2.5 Inclusion 
L'inclusion du graphe g1 dans le graphe g2 est définie comme suit: 
gl C g2 si et seulement si U1 C U2 et si chaque contrainte Cij dans C1 est 
incluse dans une contrainte de C2 de mêmes extrémités. 
L'inclusion entre deux contraintes Cij = [ aij, bij] et Ckz = [ akz, bkz] est 
définie comme suit : 
Cij C Ckl ~ [aij, b.;j]{s, J, d, e}[akz, bkz] 
où les symboles s, j, d, e sont définis dans le chapitre 3. 
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B.3 Compatibilité 
Soient un scénarios ayant le graphe G = (U, C) et une session 8 ayant 
le graphe G' = ( U', C'). 
8 est compatible avec s, si min(G o G') est un graphe cohérent. Cette 
compatibilité est totale, si de plus U = U'. 
B .4 Satisfaction 
La session 8 satisfait le scénarios, si G' C G. La satisfaction est totale, 
si de plus U = U'. 
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Annexe C 
Listes des principaux 
symboles 
s(T) 
a(T) 
d(T) 
f(T) 
H 
r(a,) 
a, : [T]I 
a,:< T>t 
J-
J+ 
v 
tB 
(\ 
3 
v 
n 
c 
D 
1{ 
> 
ensemble des sous-tâches de T 
ensemble des tâches dont T fait partie 
date de début d'exécution de la tâche T 
date de fin d'exécution de la tâche T 
relation d'opposition entre tâches 
ensemble de tâche sous la responsabilité de l'agent a, 
l'agent a, exécute la tâche T pendant l'intervalle I 
l'agent a, a fini d'exécuter la tâche T à l'instant t 
borne inférieure de l'intervalle I 
borne supérieure de l'intervalle I 
opérateur de négation logique 
opérateur de disjonction logique 
opérateur de disjonction exclusive logique 
opérateur de conjonction logique 
quantificateur existentiel 
quantificateur universel 
opérateur d'intersection ensembliste 
opérateur de soustraction ensembliste 
relation de concurrence 
relation de besoin 
relation d'aide 
relation de pouvoir 
opérateur de choix entre deux protocoles 
opérateur de concaténation de deux protocoles 
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Annexe D 
Système STARS 
Cette annexe présente les différentes copies d'écran, résultats du déroule-
ment de l'exemple décrit dans la section 10.8. Par la suite, nous avons choisi 
de suivre l'évolution de l'agent a3 en cours de reconnaissance du scénario 
A liu·. 
D.l Fenêtre principale 
Le domaine de responsabilité (dornain) de l'agent a3 est constitué des 
scénarios Marche, Aller et Retour (cf. figure D.l). L'agent a3 n'admet pas 
de buts pour l'instant ( Goals:O), ni de plans correspondants à ces buts 
( Plans:O). Il admet une représentation des agents a 1 , a2 , a 5 et a6 ( Others 
descriptions:4). Aucun événement n'est encore observé ( Perceived events:) 
et aucun message n'a été envoyé ou reçu par un autre agent (Afessage 
exchange:). L'agent a3 est capable de traiter les événements relatifs aux 
scénarios Marche, Aller etRetour (Sensor:). Un panel de session (Session 
Control:) permet d'enregistrer une session de communication avec l'agent et 
de redérouler cette session. A noter, la représentation de la date courante 
(Local Ti me:) et la date relative aux notifications envoyées par l'agent ou 
à la session en cours de déroulement. Enfin, la fenêtre principale offre un 
service de connexion à un agent ( Connect) et de deconnection d'un agent 
(Disconnect). Elle permet également de supprimer un agent (!\ILL). 
D.2 Réseaux de dépendances 
L'attribution des domaines de responsabilité permet aux agents de cal-
culer leurs réseaux de dépendances statiques C (figure D.2) et D (figure D.3), 
ainsi que les différentes conjonctions statiques CC (figure D.4), CX (figure D.5) 
et XX (figure D.6). Le réseau de dépendances 1i est vide. 
Dans un réseau, un nœud contient l'identificateur d'un agent. Un arc 
contient les identificateurs des deux scénarios concernés par la dépendance 
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entre les deux agents. Par exemple, dans la figure D.3, l'arc étiqueté par 
"Retour/Terminus-A" représente la dépendance a31JRetour a1. TermznusA 
D.3 Scénario Aller 
La figure D.7 montre l'observation des événements t27, t19, et t24 en 
cours de reconnaissance du scénario [Aller. L'événement t27 correspond à 
un message d'information de l'agent a1 concernant la reconnaissance du 
scénario Terminus A. L'événement t18 a été observé avant mème l'activation 
du scénario Aller (retard du message d'information provenant de l'agent a1 
correspondant à l'observation de l'événement t27 et donc à l'activation du 
scénario Aller). L'événement t27 est attendu. 
D.4 Activation des relations de dépendance 
Les figures D.8, D.9 montrent l'activation des relations de dépendance 
dans les différents réseaux après l'observation de l'événement t27. 
D.5 Raisonnement hypothétique 
L'événement t28 correspond à l'activation du scénario Terminus D. Cet 
événement étant attendu (figure D.lü), l'agent a3 consulte son réseau de 
dépendances V, active la relation a31J;:lre:inusDa2 (figures D.ll et D.l2). 
Au delà d'une seconde d'attente, l'agent a3 utilise un raisonnement hy-
pothétique concernant le but associé au scénario Aller (figure D.13). 
Par la suite, une réponse de l'agent a2 permet l'observation des évé-
nements t28 et t29 et donc la reconnaissance du scénario Aller. D'où la. 
satisfaction des buts Terminus D et Aller (figure D.l4). 
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Figure D.l : L'état de l'agent a3 après attribution des domaines de res-
ponsabilité aux différents agents. 
Figure D.2 : Réseau de dépendances C de l'agent a3 • 
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Figure D.3 : Réseau de dépendances 1J de l'agent a3. 
Figure D.4 : Conjonction CC de l'agent a3 . 
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Figure D.5 : Conjonction CX de l'agent a3 • 
Figure D.6 : Conjonction X X de l'agent a3 • 
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[0,11. 
Figure 0.7 : Le graphe du scénario Aller en cours de reconnaissance. 
Figure 0.8 : Activation des relations C. 
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C:flller/Al 
Figure D.9 : Règle d'activation pour une conjonction CC. 
Figure D.lO : Le graphe du scénario Aller. Attente des événements t28 et 
t29. 
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a2 
Figure D.ll : Activation des relations V. 
Figure D.12 : Règle d'activation pour une conjonction CX. 
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Figure D.13 : Raisonnement hypothétique. Le but Terminus D est consi-
déré comme étant satisfait, mais il n'est pas supprimé de la liste des buts. 
Le but Aller ne pourra être satisfait qu'après une vérification effective de la 
satisfaction du but Terminus D. 
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At Mon Oct 12 06:26:25 1998: Hypothelloat Reasor.11ng For Goalt Aller 
At Mon Oc.t 12 06:26:49 1998: Goal 'TermlhUs_D' Has Been Satlstlad 
At Mon Ool 1 Z 06Je6:SO 1996: Gos,l 'AIIilf' Has Bée il Satlstled 
Figure D.14 : L'historique des buts de l'agent a3 depuis l'activation et 
jusqu'à la reconnaissance du scénario Aller. 
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