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1  Thermodynamics of High pressure phase transitions. 
 
There are many interesting and technologically important examples of pressure-induced 
polymorphism, which is defined as the ability of a solid material to exist in more than one form 
or crystal structure under different pressures. The most commonly known example may be 
that of carbon, which transforms at GPa conditions from the malleable graphite structure to 
the hardest known natural material on Earth – diamond. Figure 1 shows the crystal structure 
of both allotropes. Let’s consider the carbon phase diagram (Figure 2[1]) as typical for a one-
component system. The solid lines (co-existence curves) separate the pressure-temperature 
space into regions where one unique phase is stable. Thus, in Fig 2 we make the general 
observation that graphite is stable at low pressure, liquid carbon is stable at high temperature 
and diamond is stable at high pressure. 
 
 
Fig. 1  Crystal structures of two of the carbon allotropes: graphite and diamond. 
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Fig. 2  Pressure-Temperature phase diagram of carbon as proposed in [1]. 
 
 
Phase transitions occur as the system passes through one of the coexistence lines and at 
that point, some thermodynamic properties may go through discontinuities depending on the 
nature of the transition. Along the coexistence curves the Gibbs free energies for the two 
phases are equal. Mathematically, Gibbs free energy is described as   
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where E is the internal energy, p is the pressure, V is the volume, T is the temperature and S 
is the entropy of the system. Furthermore, the equality of the Gibbs free energies must hold 
along any coexistence curve, which means that the following must also be true: 
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for variations of p and T along the coexistence curve. From this relation we can derive: 
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which is known as the Clausius-Clapeyron equation. It should be stressed that similar 
equations, expressed in other thermodynamic variables, can be derived for a thermodynamic 
equilibrium along other coexistence lines. For a fixed point on the coexistence line, the 
temperature is constant and we can conveniently express the slope of the curve at that point 
in terms of measureable quantities; 
 
dp
dT
æ 
è 
ç 
ö 
ø 
÷ 
fixed T
=
La®b
T(Va - Vb )
      (4) 
where L is called the latent heat and is the heat released/absorbed during a phase transition 
at constant temperature.  
 
At zero temperature, Gibbs free energy becomes: 
 
G = E + pV = H        (5) 
 
which is denoted the enthalpy H of the system. For pressure-induced solid-solid 
transformations at low temperature, the Gibbs free energy can usually be well approximated 
with the enthalpy. This means that the stable phase can be found by minimizing the enthalpy. 
The enthalpy can readily be calculated by first-principles calculations, which makes this 
method a powerful tool in predicting pressure-induced transitions (for further information, see 
Sec 2.2).  
 
Both Gibbs free energy and the enthalpy are state functions or state variables, i.e. they are 
uniquely defined by the state of the system, and not by the way in which the system acquired 
that state. Other examples of state functions are the entropy S, the internal energy E, the 
pressure p, the temperature T and the volume V. Equations of state are useful relations 
between state variables which describes a system under certain conditions. The most well-
known equation of state is probably the ideal gas law which provides a relation between p, V 
and T for a gas with non-interacting particles. For solids undergoing pressure-induced 
transition, a useful equation of state is that of the energy as a function of the volume. In this 
case, the simplest plausible dependence of the two variables is that of a harmonic solid, i.e. 
 
E = E0 +
1
2
B0
(V - V0)
2
V0
      (6) 
 
where E0 is the energy for the equilibrium volume V0 and B0 is the equilibrium volume bulk 
modulus of the solid. The bulk modulus is defined as B = -V
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compressibility of the solid. A higher bulk modulus signifies a stiffer material. Based on the 
bulk modulus, we can construct more sophisticated equations of state. One of the most 
commonly used equations of state is constructed by assuming a constant derivative of the 
bulk modulus; 
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which when integrated and entered into an expression for the internal energy becomes: 
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which is called the Murnaghan equation of state [2], where 0B  is the value of B   at zero 
pressure. The Birch-Murnaghan equation of state [3] is a third-order extension of Eq (8). 
Once equations of state like these are known for a set of polymorphs one can calculate the 
enthalpies for each phase through H = E -
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V  and finally determine the phase with 
lowest enthalpy, i.e. the stable phase, as a function of pressure. 
Pressure-induced phase transformations can be categorized as either displacive or 
reconstructive. Displacive phase transformations are diffusion-less transitions, which means 
that they occur between structures that can be transformed into one another by a shear 
and/or phonon-related transformation of the lattice. Displacive transitions can occur with or 
without an activation energy, which is related to the Gibbs free energy landscape around the 
original structure space.  
 
The Ehrenfest classification scheme for displacive transitions is based on the derivative of the 
Gibbs free energy around a symmetry point in the parameter space describing the 
transformation [4, 5]. If there is an activation barrier in the transition path, the first derivative 
of the Gibbs free energy is discontinuous and the transition is first order (also called 
martensitic). This, in turn, leads to discontinuities in properties such as the entropy or the 
volume and release or absorption of energy, called latent heat. Most displacive pressure-
induced phase transformations are of first order – an example being the bcc ® hcp 
transformation in Fe, which involves both a shear and a phonon mode displacement [6]. If the 
Gibbs free energy smoothly decreases as a function of the distortion amplitude, there is no 
activation barrier, and the transformation is second order. Second order transitions are 
characterized by a continuous development of most system properties.  
 
Several factors influence whether a phase is favoured at high pressure. For example, close-
packed phases tend to have smaller equilibrium unit volumes, i.e. smaller Gibbs free energy 
relative to more open structures.  Thus, if one studies phase stability as a function of 
pressure at zero temperature, one often finds a quite simple evolution from open structures to 
more close-packed. For some basic examples, see Table 1. 
 
However, within the same chemistry, open structures tend to possess a higher degree of 
vibrational entropy due to less stiff inter-atomic bonds. Thus, for higher temperatures, open 
structures generate more entropy, which can stabilize the phase compared to more rigid 
crystal structures. Well-known examples are the temperature-induced hcp ® bcc 
transformations at ~ 1500 K in Ti, Zr and Hf [7]. If one considers both pressure and 
temperature, there is a competition between volume reduction and entropy production, which 
means that predicting the stable phase becomes very system-dependent. 
 
 
Table 1 Illustrative examples of the difference in equilibrium volumes for low-pressure (LP) and high-
pressure (HP) phases in some elements and compounds. 
 
Compound Phase Equilibrium volume 
(Å3/atom) 
Graphite (LP) 8.8 Carbon 
Diamond (HP) 5.6 
Silicon Cubic diamond (LP) 20.0 
 b-tin (HP) 16.0 
Tin b-tin (LP) 25.3 
 bct (HP) 19.7 
AlP ZnS (LP) 39.9 
 NiAs (HP) 31.9 
ZnO Wurzite (LP) 11.9 
 Rocksalt (HP) 9.7 
 
 
2 Methods to investigate High-pressure phase transitions 
 
The collaboration between experimentalists and theoreticians is crucial to give new insights 
into the matter dependence on the two thermodynamic variables (P, T). Materials under 
extreme conditions are studied with respect to both their chemical and physical properties 
(crystal chemistry, melting, equation of state, electronic structure, magnetism, etc…). Several 
recent reviews on the different HP-HT experimental techniques[8-13], theoretical 
calculations[14-16] and systematic [14, 17-19] of materials at extreme conditions are 
available in the literature.  
 
In the last forty years there has been a rapid development of experiments and theory in high-
pressure condensed-matter physics. There have also been new progresses in high- and low-
temperature experiments which allow us to study the behaviour of the materials over a large 
P-T range. Thus, nowadays it is possible to produce pressures above 200 GPa (2·106 
atmospheres) in static compression experiments, and temperatures that range from a few 
degrees to more than 5000 K by using cryostats or by focusing laser light onto the sample[8, 
10]. 
 
Experimental studies are often complemented by theoretical calculations which allow to 
understand the experimental results and even to predict the behaviour of a given compound 
at certain conditions. Lattice dynamical calculations can be carried out using either ab initio 
(first-principles) or empirically derived inter-atomic potentials[15]. 
 
 
2.1 High-pressure experimental techniques 
 
To understand what happens to, for example, the crustal and mantle minerals and the 
metallic core under P, T conditions inside the Earth, laboratory simulations are usually carried 
out following one of these two general approaches: (1) Static high pressure or (2) shock 
compression.  
 
Static high pressure 
 
In this case, the sample is contained in a high-pressure cell. Here, we distinguish between 
large-anvil cells (LAC) and diamond-anvil cells (DAC). Large-anvil cells are the piston-
cylinder apparatus (up to about 8 GPa) and the multianvil presses (up to a few tens of GPa) 
that compress a few cubic millimetres of sample. Secondary calibrations are often used to 
measure pressure: Equations of state of simple substances, fluorescence of ruby, 
etc…These standards has been previously calibrated against a primary standard based on 
the equation: Pressure = force/area (primary pressure gauge). Monochromatic synchrotron 
radiation of high brilliance (e.g. Third generation synchrotrons: ESRF, APS or Spring-8) with 
modern detectors yields in situ information of the crystalline and electronic structure of these 
small samples. Several characterization techniques as X-ray diffraction (XRD), neutron 
diffraction (ND), X-ray absorption spectroscopy (XAS) techniques  including both Extended X-
Ray Absorption Fine Structure (EXAFS) and X-ray Absorption Near Edge Structure (XANES) 
are used in combination with LAC devices [20]. 
 
In diamond-anvil cells (shown in figure 3), a tiny specimen (few microns) is compressed 
between the tips of two diamonds. Since the surface of the culet size of the diamonds is very 
small, the force per unit area can reach very high pressures (> 200 GPa). In these studies, 
the sample can be observed through the diamonds, which may thus serve as a window as 
well. Many earlier monographs discussed how to operate the DACs and its applications[8, 12]. 
Besides the characterization techniques mentioned for LAC, in the diamond-anvil cells is also 
possible to do optical absorption, Raman, Brillouin or Mössbauer spectroscopy 
measurements[20]. High temperatures can be reached by heating the sample with a high-
stable laser. Temperatures are usually measured pirometrically, fitting the Planck equation: 
 
  )1(
**
))*/((
5
1
2 -
=
-
TCe
C
I l
le
       (9) 
 
to the collected thermal radiation intensity I(l), where, C1 and C2 are constants and e  is the 
emissivity, which is generally assumed to be independent of wavelength (grey-body 
approximation) in the visible range. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3  Diamond anvil cell 
 
Shock compression 
 
In this second case, the matter is compressed by shock waves which are usually generated 
by gas guns. Gas guns produce dynamic pressures by impact of high-velocity projectiles and 
the passage of shock waves at supersonic speed in the medium. These extreme conditions 
are applied for only a very short time (about 1 ms) and therefore fast electronic, optical and X-
rays characterization techniques are needed[13].  
 
The thermodynamic process at the shock front is assumed to be adiabatic and the 
temperature rises as a consequence of the compression of the material. Discontinuities in the 
sound velocity measurements are attributed to phase transitions. The temperatures can be 
estimated by carefully measuring the radiation emitted by the sample (very complicated 
measurements), but they are usually calculated on estimates of the specific heat and the 
Gruneisen parameter.  
 
 
2.2 Computational Techniques 
 
First principles calculations are highly suitable for predicting pressure-induced phase 
transformations. Typically, the search for the stable high-pressure phases in a certain 
chemistry starts out with a ‘rounding up of the usual suspects’, which means that a 
reasonably large number of potential crystal structures, restricted by number of atoms in the 
unit cell and particular space-group symmetries, are calculated for a set of discrete volumes. 
Figure 4 [21] illustrates the typical output data, in this case for Si, from a series of first-
principles total-energy calculations with fixed symmetry. The E(V) data points are then used 
to fit an E(V) equation of state, from which we can derive the enthalpy, as outlined in Section 
1. Minimizing the enthalpy as a function of phase and pressure yields the sequence of stable 
phases with increased pressure. An equivalent graphical method of finding the transition 
pressure between two phases is the common tangent construction. In Fig. 4 the b-tin- and the 
cubic diamond (cd)-type phases of Si have equal enthalpies at the two points Eb-tin(V1) and 
Ecd(V2) respectively, where a common tangent touches the two energy-volume curves. The 
negative slope of the tangent gives the equilibrium pressure. 
 
It is important to point out that the equilibrium pressure does not always equal the actual 
observed transition pressure. In all first order transitions, there is an energy barrier between 
the two phases, even if their enthalpies are equal, which needs to be overcome by, for 
example, thermal energy or increased pressure. For example, diamond is thermodynamically 
stable above 1.7 GPa at 0 K, yet the graphite - diamond transformation does not occur at low 
temperature due to its very large activation energy, and it requires both high pressure and 
high temperature (~5-9 GPa and 1200-2800 K) using transition-metal catalysts [22]. An 
analysis of the barrier can be performed by first principles by calculating the energy 
landscape around the two phases and mapping out the minimum activation barrier transition 
path as a function of the distortion parameters. Several examples of such an analysis can be 
found in Refs [6, 23-25]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4  The energy (E) vs the volume (V) for 11 phases in Si. The volume is given in terms of the 
reduced volume, V/V0exp, where V0exp = 20.024 A
3/atom is the experimental equilibrium volume of 
cubic diamond Si. Adapted from [21]. 
 
Most of the calculated phases in Fig 4, for example the ‘bc8’, ‘sc’ and ‘st12’ phases, are 
higher in enthalpy for all pressures, which means that they are bypassed by the tangent 
constructions. Such phases are commonly referred to as ‘metastable’ phases. However, due 
to kinetic barriers and structural similarities between certain polymorphs these metastable 
phases can show up, especially under non-equilibrium conditions such as quenching from 
high temperature. If a system gets ‘locked’ into a local energy minimum we may observe 
metastable phases that are not strictly thermodynamically stable. 
 
It is also important to stress that the analysis described above does not include any rigorous 
consideration of the mechanical stability of the potential high-pressure polymorphs. In 
calculations the crystal structure is preserved by the symmetry, which means that, in reality, 
the considered polymorphs may not even represent local energy minima in structure space if 
the imposed restrictions were relaxed. In principle, all elastic and phonon modes needs to be 
examined before a phase can be determined to be truly metastable. These quantities can be 
obtained from first principles and has been successfully applied to several systems [26-28]. 
As an illustrative example of the usefulness of such analyses we refer to Ref [26]; as a 
function of pressure one expects all semiconductor systems show the sequence of ZnS ® 
NaCl ® b-Sn structural phase transitions [29]. This is supported by the common tangent 
construction, yet experimentally, there is a systematic absence of the NaCl (b-Sn) structure in 
covalent (ionic) semiconductors. By a complete dynamical analysis of the systems, it is 
shown that this discrepancy between the predicted sequence of pressure-induced phases 
and experimental evidence is due to phonon mode instabilities, which do not enter into the 
simple common tangent construction analysis.  
 
In order to predict high-pressure, high temperature phase transformations we must apply the 
equilibrium condition to the Gibbs free energy, rather than the enthalpy. At higher 
temperatures, the entropy difference between different solid phases can become important 
and needs to be taken into consideration. Entropy contributions are divided into several 
different categories depending on their physical origin. For example, in many simple elements, 
the vibrational entropy can play an important role to promote phases with softer bonds. For 
structural phase transformations involving an accompanying electronic transition, i.e. 
insulator to metallic, the electronic entropy may influence the sequence of stable phases at 
higher temperature. The specific entropic contributions can be obtained through tailored 
statistical mechanics framework analyses, which details are beyond the scope of this book.  
 
 
 
3 Systematics on high-pressure phase transitions 
 
Phase stability is governed by pressure and temperature. We saw in section 1 that they have 
“opposite” effects; increasing pressure favours denser phases, and increasing temperature 
favours softer phases. Thus, when a solid is subjected to HP/HT conditions there is a 
competition between volume reduction and entropy production, and the polymorphic 
transformation that takes place is system-dependent. While no rule of thumb can be 
established, some systematics can be extracted from a vast number of well known 
transformations under HP/HT conditions. In this section we focus in general trends of crystal 
structure and associated chemical bonding/properties evolution of condensed matter under 
high pressure. 
 
One of the main effects associated with the application of high-pressures to a solid phase is 
the decrease of the average distances between atoms participating in the involved structures. 
Such a decrease is correlated with the compressibility of the solid, this is, the bulk modulus, 
B , introduced in section 1. The electrostatic repulsion between atoms increases, thus 
causing instability. In order to reduce these adverse effects, the structure changes to another 
one involving higher coordination numbers of the atoms often associated with larger 
interatomic distances. Changes in the atomic distances with pressure are countered by the 
decrease in the volume of the solid, for atom-packing efficiency. Hence, as inferred from table 
I, high pressure phases show greater density than their low pressure polymorphs.   
 
Several types of structures seem to follow a predetermined route under compression. For 
example, it is well-known that the compounds with stoichiometry AB follow the sequence 
NaCl-type ® CsCl-type. Figure 5 shows these AB structures; pressure induces a 
densification and an increase of the coordination number around the central atom going from 
6 in the NaCl-type to 8 in the CsCl-type.  In some systems, intermediate structures might 
appear, where the central atom is hepta-coordinated, such as the FeB-type or CrB-type. 
Another example of predetermined route is provided by the compounds AB2; some 
compounds such as SiO2 or GeO2 undergo transitions under pressure from a rutile-type to a 
CaCl2-phase and a a-PbO2 phase [30]. Although along this sequence of structures the 
central atom is hexa-coordinated, pressure has a densification effect. Polymorphic 
transformations of SiO2 are treated in section 4.6.  
 
 
NaCl (C.N. = 6) CsCl (C.N. = 8)
HP
 
 
 
Fig. 5 Two structural types of AB compounds. In the NaCl-type structure all the atoms are hexa-
coordinated whereas in the CsCl-type the coordination number is 8.  
 
 
It has also been observed that in several cases the cation subarray of the oxides is the same 
as that of the structure of the high-pressure phase of the corresponding alloy, without oxygen 
atoms. On the basis of this fact, an equivalence between oxidation and pressure has been 
proposed[31]. This interpretation suggests that high-pressure phases of alloys would have 
structures similar to those of their corresponding oxides (e.g. the alloy BaSn at high pressure 
adopts a CsCl-type structure, similar to that of the cation subarray (BaSn) in the perovskite 
BaSnO3).  
 
It is important to remind here the well-known trend that heavier elements, going down a 
column in the periodic table, adopt the high-pressure structures of their parent lighter 
elements (e.g. NaCl structure transforms into a CsCl-type structure at high pressure). 
However, trends in the crystal behaviour of compounds at high pressure are not well 
established and represent a complicated challenge for high-pressure scientists. Some 
interesting examples are also discussed in sections 4.3 and 4.4. 
 
The above transformations of the crystalline structure should be accompanied by 
modifications in the chemical bonding. A clear illustration is the transition from sp2 hybridized 
structure in graphite to the sp3 hybridized structure of diamond under pressure (see sections 
4.4 and 4.5). A general concept is that the increasing in coordination number and lengthening 
of interatomic distances are associated to an increasing metallic character of the chemical 
bond. Quite often, polymorphic transformations can be rationalized in terms of 
electronegative difference concepts. For example, in the MO 2 compound involving highly 
electropositive transition metals, the transformation under pressure could be driven by 
electrostatic effects. For example, TiO2 adopts the 3D rutile structure likely due to the large 
electronegativity difference between Ti and O (1.54 and 3.44, respectively). On the contrary 
PtO2, due to the smaller electronegativity difference between Pt and O (2.28 and 3.44, 
respectively), can adopt at ambient pressure the layered CdI2-type structure. Under high 
pressure conditions – due to the enhancement of the electrostatic repulsion – the a-PtO2 
(CdI2-type) is transformed to the rutile form ( ß-PtO2) (see [32] and references therein). 
Another trend is the stabilization of high oxidation states under pressure. Bonding between 
transition metals in high formal oxidation states and the surrounding oxygen atoms leads to 
very short M-O distances, and increasing electrostatic repulsions. Therefore, oxides of 
transition metal ions in high oxidation states are difficult to prepare at ambient pressure. The 
influence of a pressure increase is generally the stabilization of a strong covalent bond for 
unusual oxidation states: compounds  with Fe4+, Fe5+, Co3+, Co4+, Ni3+, Cu3+, Ir5+, Ir6+ have 
been prepared under high oxygen pressure ([33] and references therein). A representative 
example, CrO2 is further discussed in section 4.9. Six-coordinated high spin iron (IV) has 
been established in SrFeO3 and CaFeO3 prepared under oxygen pressure [34] [35]).  
La2LiFeO6 prepared under high oxygen pressure has the perovskite structure with the iron in 
the pentavalent state [36, 37]. Numerous copper oxides related to the High Temperature 
Superconductors, are also synthesized under medium of high oxygen pressure.  YBa2Cu4O8 
was first prepared under high oxygen pressure [38] (for superconductors see section 4.8).  
 
The intrinsic properties of materials can be drastically altered at high pressures and 
temperatures (HP-HT), a good example being the superconductivity induced by pressure in 
LaOFeAs (see section 4.8). Obviously, in a polymorphic transformation, changes in the 
crystalline structure are coupled to modifications in the electronic structure. Modifications in 
the electronic structure may occur at the intra-atomic level. As we will see in section 4.9 
pressure can induce a change of electronic configuration in transition metal ions from high 
spin (HS) to low spin (LS). At the inter-atomic scale, the general concept is that pressure 
induces a “metallization” of the solid. In the simplest picture, for semiconductors the valence 
and conduction bands broaden under high pressure causing the narrowing of the band gap. 
Thus, semiconductors tend to transform into a metallic state under compression.  This 
transition takes place in Si at 12 GPa, in Ge at 11 GPa, in Se at 20 GPa in Br at 100 GPa or 
in Xe at 160 GPa. Even if the metallic state is not reached, generally high pressure 
polymorphs present improved electronic conductivity compared to their low pressure forms. 
For instance, in V2O5 the calculated density of states shows a narrowing of 0.5 eV in the band 
gap for the high pressure form, stable above 3 GPa, in comparison to the ambient-pressure 
material; the measured resistivities at room temperature are 10000 Wcm and 400 Wcm for the 
ambient and high pressure polymorphs, respectively [39]. Similar situation occurs for the 
polyoxianionic FePO4, with   the  room temperature resistivity of the high pressure form (2.107 
Ohm.cm), a form that is stable above 2 GPa,  being at least six orders of magnitude smaller 
than that of the ambient pressure polymorph[40]. However, experimental studies on other 
semiconductors such as N, show no transition to a metallic state at pressures well above the 
theoretical prediction, indicating that our understanding of high-pressure transitions in solids 
is still quite poor. The behaviour of Na under pressure also breaks the “metallization” rule 
(see section 4.7).  
 
With the materials properties determined by the crystalline and electronic structures, pressure 
is a valuable variable to produce new materials with interesting properties. In the last 60 
years an increasing number of experimental devices and techniques have made possible the 
synthesis of new materials with outstanding properties important for industrial, technical and 
scientific applications. Two different strategies become evident: (i) for a given composition 
high pressure can induce structural transformations, and chemical bonding modifications, 
leading to new polymorphs not accessible at ambient pressure (ii) treating a mixture of 
reactants under high pressure/high temperature can create new bonds, leading to the 
formation of novel materials. In the next section we show the ability of the former to influence 
the magnetic, electrical and mechanical properties of materials.  
 
 
 
4  Condensed Matter under pressure  
 
In this section we will mainly focus on first-order solid-solid phase transitions occurring under 
high temperature-high pressure conditions. In most cases these transformations have been 
observed in X-ray diffraction experiments using a DAC. Measurements at extreme conditions 
could be performed with almost similar accuracy to ambient conditions, in particular, when 
the X-ray beam of third generation synchrotrons is used. It is also important to use a 
quasihydrostatic pressure medium (also non-reactive) to minimize the effects of deviatoric 
stresses on the sample under study.  
 
The compressibility of the solids is then studied by measuring the lattice constants as a 
function of pressure (equations of state (EOS) discussed in section 1). In general, we have 
an increase or decrease of some physical property which depends on the decrease of the 
distance between atoms. In many cases, we have the appearance of a new crystalline 
structure at HP-HT conditions. Normally, first-order phase transitions are easily detected by 
changes in both the position and intensity of the X-ray peaks (different lattice constants and 
atomic positions, respectively). The phase transition from one solid to another takes place 
with a change of volume and it is generally accompanied by a sudden change in some 
physical properties like the electrical conductivity or the sound velocity. In the following 
sections, a general survey of known high-pressure high-temperature phase transitions that 
are important in Earth and planetary sciences and material sciences will be given. 
 
 
4.1 Molecular systems (N2 and H2) 
 
The study of diatomic molecular solids, such as H2, N2, O2, etc…, under high pressure is of 
fundamental interest for condensed matter physics. At low pressures, the atoms forming the 
molecules are bonded by strong covalent bonds, whereas the molecules interact weakly with 
each other. At high pressures, both intramolecular and intermolecular interactions become 
comparable, and ultimately the molecules dissociate.  In this section we will focus on two of 
these molecular systems which exhibit an archetypical behaviour: N2 and H2. 
 
The phase diagram of nitrogen is very rich below 50 GPa. At least five solid phases (a, b, g, d 
and e) have been identified at pressures up to 10 GPa and temperatures below 300 K[41]. At 
60 GPa and room temperature, the rhombohedral e-phase transforms into an orthorhombic z-
phase[42]. This transition is accompanied by increasing intramolecular and decreasing 
intermolecular distances. At higher pressures and temperatures, 110 GPa and 2000 K, a 
major structural transformation takes place in nitrogen. Nitrogen molecules consist of two 
atoms strongly triple-bonded. However, at the mentioned HP-HT conditions, nitrogen 
transforms into a polymeric structure (cg-N) with single covalent bonds, similar to carbon 
atoms in diamond[43]. This crystal structure is shown in figure 6. This new phase is 
metastable and can not be recovered at room conditions. The cg-N structure represents a 
new class of energetic materials, with an energy capacity several times higher than that of 
previous known materials. By the way, this is another example of the fruitful interaction 
between experimentalists and theoreticians, since this transition was previously predicted by 
first-principle calculations[44]. 
 
Fig. 6  Polymeric structure of N (cg-N) formed above 110 GPa. 
 
 
The quest for high pressure phases of hydrogen is a long standing one. It was early predicted 
that hydrogen would suffer an insulator-metal transition at high pressures[45] and, 
subsequently, Ashcroft suggested that this metallic modification would be a high-temperature 
superconductor[46]. In the search of this high-pressure phenomenon, three different 
insulating molecular phases have been clearly observed at room temperature and below[47]. 
Nowadays, the experimental existence of this metallic phase is still controversial. Nellis et al. 
observed high electrical conductivity in shock compressed H2 at 140 GPa and 3000 K[48] 
and interpreted it as the semiconducting to metallic transition. Diamond cell experiments up 
to 342 GPa, however, did not find metallic hydrogen in a solid form[49]. It is clear that more 
studies concerning this subject, both experimental and theoretical, are needed. 
 
 
4.2 Water 
 
For obvious reasons, the HP-HT phase diagram of water has been a problem of longstanding 
interest in the fields of chemistry, physics, biology and planetary sciences. Figure 7 shows 
the water phase diagram. It presents many solid phases (ices): more than twelve crystalline 
phases and several amorphous ones are reported[50-53]. All the crystalline phases of ice 
involve the water molecules being hydrogen bonded to four neighbouring water molecules in 
such a way that a H2O molecule has two additional hydrogen atoms near each oxygen. 
These hydrogen bonds are generated by the difference in electronegativity between H and O 
atoms, which make water molecules polar. When the number of hydrogen bonds per 
molecule is less than 4, weakness in the ice crystal appears.  
 
However, Pauling predicted that the electrons of the covalent bonds should spread into the 
hydrogen bonds. At high pressures, this partial covalent character of the hydrogen bonds was 
observed by infrared spectroscopy using synchrotron radiation[54]. Moreover, Goncharov et 
al.[55] reported a phase transition on ice at pressures of 60 GPa and temperature below 
300K, from a “molecular” system (ice VII) to a dense non-molecular ice (ice X). This new 
phase is four-times denser than normal ice, is stable up to 210 GPa and their H-O-H bonds 
are arranged in symmetric way, forming bonds like those of the oxides. 
 
 
 
Fig. 7  Phase diagram of the condensed phases of water. Adapted from [56] 
 
 
4.3 Minerals 
 
From seismic data we know that the Earth has a layered structure, which is depicted in figure 
8. Experiments at high pressure reveal changes in the mineral structures and properties, and 
contribute to a better understanding of the different discontinuities. Silicon and oxygen are 
the Earth most abundant elements and silicate minerals predominate throughout the Earth’s 
crust and mantle. The structure of low-pressure silicates is characterised by the presence of 
isolated or condensated [SiO4] tetrahedra. The topology of the tetrahedral linkages provides 
the basis for the most extended classification of silicates (monosilicates, oligosilicates, ring 
silicates, chain silicates, layer silicates and tectosilicates). A rich survey of these crystalline 
structures is the book “Structural Chemistry of Silicates”[57]. 
  
 
 
Fig. 8  Schematic representation of Earth´s interior. The variation with depth of the pressure, 
temperature and P-waves velocity is shown.  
 
 
Several silicates have part or all the silicon atoms hexacoordinated (e.g. garnets, pyrochlores, 
ilmenites or perovskites). These mineral phases are mainly formed in natural high-pressure 
environments or quenched from high-pressure experiments. The increase of the coordination 
number of silicon is usually seen as a consequence of the application of pressure[58]. Some 
authors have also reported that the presence of hexacoordinated Si atoms in silicate 
structures could be the result of the amphoteric behaviour of these atoms[59], i.e. the 
formation of [SiO6] octahedra would be related with the electronegativity of the other atoms 
forming the compound and with the pressure-induced change in its electronic structure.  
Perovskite (Mg,Fe)SiO3 (see figure 9) is assumed to be the dominant mineral structure type 
in the Earth’s lower mantle, accompanied with magnesiowüstite (Mg,Fe)O. This assumption 
is based in the observed HP-HT phase transition from the pyroxene structure at 23 GPa and 
2000 K[60], successfully simulated in a laboratory, and in the properties of the new phase. 
This phase transition involves the transformation of the tetrahedral coordination of silicon by 
O atoms in pyroxene into an octahedral coordination in perovskite. The structure and density 
of perovskite may account for the seismic velocities in the region from 670 to 2700 km in 
deep[58].     
 
Perovskite and magnesiowüstite are also formed from spinel (Mg,Fe)2SiO4 at similar 
conditions (23 GPa and 1600-2100 K), explaining the 670 km discontinuity. This 
transformation/dissociation has also been reproduced in large volume apparatus 
experiments[61]. 
 
However, it is impossible to explain many of the unusual properties of the lowermost 150 km 
of the mantle (the D’’ layer), assuming only the abovementioned polymorphs. Once again, 
using HP-HT experiments and ab initio simulations, it has recently been shown that, at 
pressures and temperatures of the D’’ layer (i.e. 125 GPa and 2500 K), (Mg,Fe)SiO3 
transforms from perovskite into a layered structure, named post-perovskite (see figure 8)[62, 
63]. The elastic properties of the post-perovskite phase and its stability field have explained 
several observed puzzling properties of the D’’ layer, like its seismic anisotropy. 
 
The chemical composition differences and the role of the high pressures and temperatures in 
the crystal stability is still a vast field for the study of both experimental and theoretical 
research. 
 
Fig. 9  Some pressure induced transformations involving  (Mg,Fe)SiO3 in Earth´s interior. The 
coordination number of the Si atoms increases from 4 to 6 at high pressure (Si atoms in light grey, 
inside the oxygen polyhedra) 
4.4 Carbon group  
 
Today, most people admire diamonds because of their hardness or/and their brilliance. 
Nevertheless, diamond is not the most stable allotrope of carbon, which at room conditions 
adopts the graphite structure (see Figure 1). Natural diamonds are only formed deep inside 
the Earth’s interior where high pressures and high temperatures work together. 
Synthetic diamond was first produced in 1953 by the Sweden’s electrical company ASEA 
using a HP-HT apparatus designed by Von Platen[64]. This discovery was kept secret and 
Bundy et al. of the General Electrics managed to obtain small diamond crystals in a Belt-type 
apparatus[65].  This group also determined the diamond-graphite equilibrium line[66]: P(GPa) 
= 0.71 + 2.7E-3·T(K). Nowadays, synthetic diamonds can be formed in much the same way 
as natural diamonds; graphite is heated to temperatures exceeding 1500ºC at about 6-7 GPa 
of pressure. This phase transition is currently carried out by big presses and supports a multi-
million euro market. 
 
Concerning the emerging of the nano-science, it is important to point out that nanometer-
sized diamonds can be obtained at low temperature and low pressure. Thus, a diamond with 
a grain size below 4 nm is energetically preferred at room conditions compared to nano-
graphite, suggesting that the relative stability of both structures is a function of size[67]. 
 
The sequence of structures occurring under pressure in the carbon group elements is now 
well known. Experimental studies up to about 200 GPa have been carried out in diamond-
anvil cells[68, 69]. There are some structural homologies between the elements of the carbon 
group, but they are very limited. The diamond structure occurs in C, Si, Ge and Sn and the b-
Sn structure is also adopted in high-pressure phases of Si and Ge. It is a well-known trend 
that heavier elements, going down a column in the periodic table, adopt the high-pressure 
structures of their parent lighter elements (i.e. Si adopt the diamond structure of C at room 
pressure). However, beyond this, there seems to be no other systematic behaviour. The 
different structures observed could be explained by an increasing role of the d electrons to 
the structure stability under pressure and, in the case of Pb (the heaviest element of the 
group), the distinct behaviour can be attributed to relativistic effects. Recent theoretical 
calculations have proposed displacive mechanisms for all the structural transitions which take 
place in the elements of group IVa [17]. 
 
 
4.5 Super-hard materials 
 
Hard substances have a high number of strongly directed, covalent chemical bonds per unit 
volume. They are brittle because the strongly directed bonds favour hardness but not 
plasticity, which involves the inter-site motion of atoms. At high pressures many brittle 
materials become ductile. The Mohs scale of mineral hardness characterizes the scratch 
resistance of various minerals through the ability of a harder material to scratch a softer 
material. Diamond is the hardest known naturally occurring substance, being at the top of the 
Mohs scale.  The Vickers hardness test is one of the most frequently used to define the 
hardness of a material [70]. A diamond single-crystal has a Vickers hardness of about 115 
GPa. Hard materials rank in the order of 20-40 GPa. Compounds can be defined as super-
hard materials, when their micro-hardness exceeds 40 GPa. In addition, super-hard materials 
possess other unique properties such as compression strength, shear resistance, large bulk 
moduli, high melting temperatures, chemical inertness, high thermal conductivity, etc., which 
makes these materials highly desirable for a number of industrial applications. 
 
There is an obvious interest to synthesize new super-hard materials less expensive than 
diamond. Systems such as B-C-N-O or Si-B-C-N have been extensively explored, with the 
aim to produce diamond-type materials combining carbon with boron or nitrogen to maintain 
short and highly covalent bonds. The most common conditions employed to synthesize 
super-hard materials involve extreme pressures , or the combination of extreme pressures 
with temperatures[71]. The super-hardness found in c-BC2N (Wickers hardness of 76 GPa) 
[72-74], in the recently reported c-BC5 (Wickers hardness of 71 GPa) [75] and in c-BN 
(Wickers hardness of 62 GPa[72]) illustrates the potential of applying high pressure 
techniques in this field.  
 
Boron nitride presents polymorphic transformations as a function of pressure. At ambient 
pressure BN possesses the hexagonal structure of graphite (h-BN), at high pressure (5 GPa) 
h-BN form transforms into a cubic form of the blend (diamond-like) structure, c-BN. Another 
high-pressure polymorph of h-BN can be produced at 2 GPa, w-BN, with a hexagonal lattice 
(wurzite-type structure) which can be partially quenched after releasing pressure [76-78]. As 
in carbon allotropes, the transition from sp2 hybridized structure in h-BN to sp3 hybridized 
structures under pressure induces a dramatic modification in hardness that made c-BN and 
w-BN second in hardness after diamond for many years. 
 
Recent advances in nanostructure materials lead to the development of super-hard 
aggregated boron nitride nanocomposites where the decrease of the grain size down to 14 
nm and the simultaneous formation of the two dense BN phases with hexagonal and cubic 
structures within the grains at nano- and subnanolevel result in enormous mechanical 
property enhancement with maximum hardness of 85(5) GPa [79-81]. Note that the extreme 
hardness of nanodiamonds prepared under high pressure was reported in the 1990s. This 
particular diamond material is a series of interconnected nanorods, with diameters of 
between 5 and 20 nanometres and lengths of around 1 micrometer each[82, 83]. 
 
4.6 Dielectrics materials: Piezoelectricity and ferroelectricity 
 
Dielectric properties such as piezoelectricity and ferroelectricity are structure dependent. 
Piezoelectricity is the ability of some materials (notably crystals and certain ceramics) to 
generate an electric potential in response to an applied mechanical stress (as pressure). If 
the material is not short-circuited, the charge separation induces a voltage across the 
material. The effect is reversible; an applied mechanical stress will generate a voltage, and 
an applied voltage will change the shape of the solid by a small amount (up to a 4% change 
in volume). Piezoelectric materials are most widely used as sensors in different environments.  
 
The most well-known piezoelectric material is quartz (SiO2). Its structure is made up of a 
continuous framework of [SiO4] tetrahedra, each oxygen being shared between two 
tetrahedra (see figure 10). SiO2 presents a rich polymorphism as a function of temperature 
and pressure, as represented in figure 11 [84-86]. Tridymite and cristobalite are high-
temperature polymorphs of SiO2 that occur in high-silica volcanic rocks. Coesite is a denser 
polymorph of quartz found in some meteorite impact sites and in metamorphic rocks formed 
at pressures greater than those typical of the Earth's crust. Stishovite is a yet denser and 
higher-pressure polymorph of quartz crystallizing in a rutile-like structure (figure 10).  It is 
found in some meteorite impact sites and is likely to be an important constituent of the Earth’s 
deep mantle. Stishovite is also a prototype for the six-coordinated silicates that are of 
fundamental importance in geophysics and materials science. With the exception of alpha-
cristobalite, and alpha-quartz, the other SiO2 polymorphs are not piezoeletric.  
 
Other compounds crystallizing in the quartz structure have piezoelectric properties, such as 
GaPO4 or AlPO4. The high-pressure stability of these piezoelectric materials is of 
considerable interest, and has been the focus of many investigations (see for instance 
references [87-96]). 
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Fig. 10  The crystal structures of two SiO2 polymorphs: alpha-quartz and stishovite 
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Fig. 11  Scheme of SiO2 phase transformation under temperature and pressure. Adapted from 
references [84-86]. 
 
 
Ferroelectrics are a type of piezoelectric materials possessing a spontaneous polarization in 
the absence of an electric field and a mechanical distortion. The direction of the spontaneous 
electric polarization can be switched (changed) in an applied electric field. Materials only 
demonstrate ferroelectricity below a certain phase transition temperature, called the Curie 
temperature, Tc, and are paraelectric above this temperature. The internal electric dipoles of 
a ferroelectric material are coupled to the material lattice so anything that changes in the 
lattice will change the strength of the dipoles, this is, the spontaneous polarization. Obviously, 
the occurrence of ferroelectricity is a matter of the crystal symmetry and a pressure induced 
transformation may be accompanied by the appearance / disappearance of this property. 
This is illustrated in the paraelectric compound [N(CH3)4]2FeCl4, which presents several 
polymorphs as a function of pressure and temperature, some of them being ferroelectrics [97-
99]. In particular, a new pressure-induced ferroelectric phase was found at applied pressures 
between 20 and 70 MPa[99].  
 
Perovskites are an extremely important class of ferroelectric materials. Their importance is 
not restricted to their technological interest, but also more fundamentally to the understanding 
of structural phase transitions in solids and related symmetry breaking. Typical examples are 
PbTiO3 and BaTiO3. Above 393 K BaTiO3 crystallizes in a perfect ABO3 perovskite structure 
(shown in figure 8) with cubic symmetry.  At 393 K (Tc), a polymorphic transformation to a 
ferroelectric material with a tetragonal structure occurs. Upon further cooling, it undergoes a 
transformation to an orthorhombic structure at 278 K (T1), and to a rhombohedral structure at 
183 K (T2). The temperature of these phase transitions is a function of pressure [100-103]. 
Samara found that Tc and T1 decreases whereas T2 increases as pressure rises, with 
respective slope -55, -29, and 12.3 K/GPa [101, 102]. Consequently, with increasing pressure, 
the range of stability of the tetragonal and orthorhombic phase decreases. 
 
 
4.7 Metals 
 
At ambient pressure, metals are the largest category of elements in the Periodic Table. In 
general, metals adopt compact and simple high-symmetry crystalline structures, such as bcc 
(body-centred cubic), fcc (face-centred cubic) or hcp (hexagonal close-packed). It is also 
well-assumed that at sufficiently high compression all materials must go metallic; as an 
example we mentioned the metallization of hydrogen in section 4.1. Metals present a too 
extensive field for this small section, so we will focus on two systems: iron and sodium. For 
further information on metals at high pressure, see reference [104]. 
 
The understanding of the HP-HT phase diagram of iron is very important for several reasons. 
On one hand, from a technological point of view, iron has interesting physical properties such 
as magnetism, and its low cost and high strength make it widely used in many engineering 
applications, commonly in the form of steel. On the other hand, from the geophysical point of 
view, iron is believed to be the major component of the Earth’s core (note two parts in figure 7: 
solid inner core + liquid outer core). Four phases of iron are stable in the HP-HT diagram 
(see figure 12) [105-107]: two bcc structures, a and d, a fcc structure, g, and an hcp structure, 
e . Two extra high-pressure iron phases, an orthorhombic[108] and a dhcp-type[109] (a 
derivative of the hcp), have been obtained experimentally, probably as a consequence of 
deviatoric stresses of a hard pressure media. Most of the theoretical and experimental 
studies suggested that e-Fe is the only stable phase at high pressures and temperatures.  
However, there is also a new report of the existence of a bcc-Fe phase above 230 GPa and 
3400 K, which could be the stable structure in the Earth’s inner core[110]. 
 
Contrary to the statement that “all materials must go metallic” at high pressures, sodium does 
just the opposite. In this case, compression makes core electrons overlap which alters 
dramatically the electronic properties associated with a free-electron metal[111]. This 
phenomenon gives rise to the formation of structurally complex phases[112] and the 
appearance of superconductivity and even insulating states[111].  
 
Researchers found that sodium, a perfect silvery colour metal at room pressure, on 
increasing pressure first turned black and then, at 200 GPa, red transparent and eventually 
became a colourless transparent material, like glass. Experimental and computational data 
identify the new high-pressure phase as a wide band gap dielectric with a distorted double-
hexagonal close-packed structure[111]. This result could be relevant for understanding the 
properties of highly compressed matter. 
 
Fig. 12 Phase diagram of iron according to references [105-107]. X-ray data of the g, e and liquid 
phases of Fe are represented by blue circles, black squares and red diamonds, respectively. 
 
 
4.8 Superconductors 
 
Superconductive materials have the ability to conduct electricity without suffering the effects 
of electrical resistance, which manifests itself as power loss through heating. This means that 
a current induced into a circular superconducting wire would theoretically loop around it for an 
infinite amount of time. The advantages of the use of superconducting materials are obvious 
when considering the power loss through electrical lines, not to mention that it also enables 
the use of very powerful magnets to levitate and accelerate trains over their tracks, to travel 
at high speeds without suffering from friction. To reach the superconducting state, all 
superconducting materials discovered so far have to be cooled to very low temperatures, 
below the so-called transition temperature (Tc), which often makes them impractical for 
widespread use. The early superconductors had to be cooled to extremely low (below 20 K) 
temperatures. In the 1986, Bednorz and Müller [113] discovered high temperature 
superconductivity in charge doped cuprate materials, which reach the superconducting state 
at temperatures of about 135 K. The crystal structure of a typical cuprate HTSC, 
HgBa2Ca2Cu3O8, is shown in figure 13. Understanding how high temperature 
superconductors work and thus how they can be manipulated to operate at even higher 
temperatures, is currently one of the most important unsolved problems in physics.  
 
High-pressure study has played an important role in the investigation of conventional 
superconductors (Tc < 20 K). Since the discovery of cuprate high temperature 
superconductors, high-pressure study has become even more important, especially as 
regards high-pressure synthesis and the effect of pressure. Numerous compounds related to 
the cuprates superconductors are synthesized subjecting a mixture of reactants to high 
pressure/high temperature conditions [114-118]. Beyond its involvement in the synthesis 
process, pressure has an effect on the superconducting properties. Often the Tc of a 
superconductor can be coaxed upward with the application of high pressure. The 
superconducting transition temperatures of optimally doped HgBa2Cam-1CumO2m+2+d with m=1, 
2, and 3 were investigated resistively under quasihydrostatic pressures up to 45 GPa. An  
Ca BaHg Cu O
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P
upward shift of Tc under pressure, was found, with a record high Tc of 164 K reached in Hg 
1:2:2:3 at 31 GPa  [119], which is the highest Tc ever reported. Progresses in experimental 
settings are critical to further investigate the underlying physics of High Temperature 
superconductors. Recent technical advances have made possible to investigate the effect of 
high pressure on cuprates (Bi1.98.Sr2.06Y0.68Cu2O8+d) using a diamond anvil cell to squeeze the 
sample and specialized techniques, Raman spectroscopy and X-ray diffraction, to measure 
the changes in mobile charge carriers, lattice, and magnetism [120].  
 
The discovery of a second family of high Tc materials, the iron-based oxypnictide RFePnO 
(R= rear earth, Pn = P, As), has led to a resurgence of interest in superconductivity [121-129]. 
Their crystal structure is composed of alternant stacked Fe-P/As and R-O layers (see figure 
13). The charge carrier move in the two-dimensional Fe-P/As layers and the R-O ones play a 
similar role to that of the insulating block layer in high-Tc cuprates. Unlike the insulating 
cuprate parent compounds, even the undoped iron oxypnictides are metallic, and 
superconductivity can be induced by either doping or pressure. Interest in their 
superconducting properties began in 2006 with the discovery of superconductivity in LaFePO 
at 4 K [128] and gained much greater attention in 2008 after a large increase in the midpoint 
Tc of up to 26 K was realized in the isocrystalline compound LaFeAsO on doping of fluoride 
ions at the O2-sites (LaO1-xFxFeAs) [129]. Increasing the pressure causes a steep increase in 
the onset Tc of F-doped LaOFeAs, to a maximum of 43 K at 4 GPa.[127]. A high pressure 
investigation in the related BaFe2As2 [130] shows that the structural effect of pressure closely 
mirrors the structural effect of chemical doping. This implies that only structural changes to 
the parent phase, and not charge doping, are important in inducing superconductivity. Thus, 
in addition to chemical manipulation, the superconducting state in the iron arsenides can be 
induced by high pressure. The discovery opens a new window on understanding and 
harnessing these exciting materials.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13  Crystal structures of HgCa2Ba2Cu3O8 (left) and LaFePO (right). 
 
The dependence of superconductivity with pressure has also been investigated in organic 
superconductors [131-133]. Superconductivity induced by high pressure has been found 
recently in layered organic Mott insulators [134-136].  ß'-(BEDT-TTF)2ICl2. is metallized by 
application of high pressure up to 9.0 GPa. When the metallic state is stabilized, 
superconductivity with the highest transition-temperature (Tc) among organic systems 
appears[135]. The maximum Tc observed was 14.2K at 8.2GPa.  
 
Structural transformation driven by pressure could also produce new superconducting 
materials. For instance, theoretical work by Babaev and co-workers predicted that in the 
presence of a magnetic field, liquid metallic hydrogen will exhibit several phase transitions to 
ordered states, forming two new and unusual quantum states, namely, the metallic superfluid 
and the superconducting superfluid [137, 138]. 
 
 
4.9 Magnetic materials 
 
Pressure also affects the magnetic properties of materials. A good example is provided by 
the change in the magnetic properties of FeO. Periclase MgO, wustite FeO, and their solid 
solutions are of fundamental importance in geoscience because magnesiowustite, (Mg,Fe)O 
is believed to be one of the main components of Earth´s lower mantle, the second most 
abundant after the perovskite (Mg,Fe)SiO3. Both oxides are stable in the rocksalt structure 
(see figure 5), consisting of edge-sharing [(Fe,Mg)O6] octahedra. The cubic structure of FeO 
transforms into a rhombohedral structure below 200 K and the material becomes 
antiferromagnetic. The same transition can be induced by high pressure treatment at ambient 
temperature [139-141]. 
 
FeO has a rich and complex behaviour under high pressure / high temperature, exhibiting a 
structural phase transition as well as an insulator-metal transition and a spin collapse. Spin 
collapse, or spin crossover, is a magnetic transition from a high-spin (HS) state to a low-spin 
(LS) state.  The electronic configuration of Fe2+ is [Ar] 3d6 and, in an octahedral coordination, 
the d levels consist of two sets of orbitals, t2g and eg, which are split according with the 
octahedral ligand field 10 Dq. In the HS state, the electrons occupy the orbital according to 
Hunds rule, (t2g)4 (eg)2. In the LS state, the electronic configuration becomes (t2g)6 and the 
total 3d magnetic moment is zero. Pressure favours the LS state of transition metal ions, 
although the actual transition pressure depends on the composition and structure of the 
material. The magnetic collapse in transition metal oxides MO, crystallizing in the rock-salt 
type structure, is predicted from first-principles computations at the DFT level at pressures 
reached in the Earth's lower mantle and core: 149 GPa, 200 GPa , 88 GPa and 230 GPa for 
M = Mn, Co, Fe and Ni respectively [142]. However, results from the DFT + U calculations 
suggest that the high-spin magnetic state in FeO should persist to pressures greater than 300 
GPa [143]. More recently, DFT+U calculations of the spin transition pressure in rock-salt type 
(Mg1-x,Fex)O were performed as a function of composition [144]. It was found that the spin 
transition pressure decreases with increasing Mg content, consistent with experimental 
results (see figure 14). According to this computational investigation, the spin transition is 
primarily driven by the volume difference between the HS and LS phases, rather than 
changes in the electronic structure with pressure. The magnetic collapse in these structures 
might have important implications. Seismic anomalies in the outer core and the lowermost 
mantle may be due to magnetic collapse of FeO, dissolved in iron liquid in the outer core, and 
in solution in (Fe, Mg)O (magnesiowüstite) in the lowermost mantle[142]. Other compounds 
such as perovskites (Mg,Fe)SiO3 [142] and RFeO3 (R = Pr, Eu, Lu) [145, 146], or pyrite-like 
(Mn,Fe)S2 and MnS2 [147-151] also exhibit interesting spin-transitions under pressure. 
 
 
 
Fig. 14  Calculated HS - LS spin transition pressures, in (Mg1-x,Fex)O, as a function of composition,  
compared with experiments. Adapted from [144]. 
 
 
Rutile like-CrO2 is a well-known ferromagnetic material with a Curie temperature of 392 K. 
The effect of pressure on the magnetic properties of CrO2 has been investigated [152, 153] 
and pressure plays an important role in the stabilization of CrO2, a material that is not found 
in nature. At ambient conditions Cr(IV) is not stable, but it can be stabilized under high 
pressure conditions [154-156]. Although nowadays a variety of synthetic routes for 
synthesising CrO2 are known, acicular chromium dioxide was first synthesized by 
decomposing chromium trioxide in the presence of water at a temperature of 760 K and a 
pressure of  0.2GPa [157]. 
 
 
 
6  Conclusions 
 
The information given in the preceding pages illustrates the fascination of transformations 
exhibited by condensed matter under high pressure conditions. Pressure can be utilized to 
change the atomic structure and chemical bonding of solids which in turn induces changes in 
the properties. The high pressure methods and technology developed in the last 50 years 
has been used successfully in a broad range of scientific disciplines, such as material 
science, solid state chemistry, physics, and Earth and planetary science. It is apparent that 
the field discussed here provides attractive prospects for future advances on a variety of 
aspects including the study of the physico-chemical properties of materials in extreme 
conditions, stabilization of new materials to help the understanding of the solid state, and to 
lead to functional properties for industrial applications. 
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