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Introduction
Objective Image quality assessment (IQA) builds computational models for evaluating image quality in a perceptually consistent manner. According to the availability of a reference image, the current metrics can be classified into full-reference (FR) [2] , reduced-reference (RR) and noreference (NR) [3] approaches.
Blur is a key determinant in the perception of image quality. Several metrics have been proposed for measuring blur in images. Marziliano et al. [4] detected edges from the image. Image blur score was defined as the average edge width. Ferzli et al. [5] addressed the Just Noticeable Blur (JNB) model. Image local contrast and edge width were used to construct a probability summation model, based on which blur score was computed. Later, JNB was improved to the model of cumulative probability of blur detection (CPBD) [6] . Vu et al. [7] proposed the S3 metric, which measures image blur in both spectral and spatial domains. The attenuation of high-frequency components was measured using the slope of local magnitude spectrum, and the impact of local contrast was measured by total variation. Hassen et al. [8] used Local Phase Coherence (LPC) to measure the structure change caused by blur. Bahrami et al. [9] addressed a method based on Maximum Local Variation (MLV), which is computed within an 8-pixel neighborhood of the target pixel. Image blur score was defined as the standard deviation of the weighted MLV distribution. There is one common problem with the current blur metrics, the blur scores do not have a fixed range. So it is hard to judge the extent of blur using the score directly. The reason is that without a reference image, blur scores are generated by quantifying the edge width or high-frequency energy, which varies greatly among different images. To solve the problem, this letter presents a blur metric using Saliency Guided Gradient Similarity (SGGS), which produces scores with explicit range of (0, 1). A heavily reblurred image is first generated by iterative low-pass filtering. With the reblurred image as reference, gradient similarity is computed. Then, visual saliency is employed to pool the local blur map, producing an overall blur score. The proposed method is characterized by fixed range, fast computation and better consistency with subjective scores. The performance of the proposed method is verified by experiments.
Proposed SGGS Model
Our method is based on an observation that blur mainly affects the high-frequency components of an image, and lowfrequency counterparts remain quite stable. This means that for a sharp image, blur disturbs its structures greatly. By contrast, for a blurred image, reblurring does not change its structures much. So the similarity between an image and its reblurred version can be explored for blur assessment.
Impact of Reblurring on Sharp and Blurred Images
For an image I, the blurring process can be modeled as:
where I is the blurred image, and K is the blur kernel. Blur is mainly caused by the attenuation of high-frequency components in an image. From this perspective, the more highfrequency components an image contains, the more impact the blurring process has. As a result, reblurring can change the structures of a sharp image significantly, while it has little impact on a blurred image. image, so the reblurred version is quite similar to the original blurred image. Therefore, the similarity between an image and its reblurred version indicates the extent of blur in the image. Specifically, if an image is very similar to its reblurred version, it is very likely that it is blurred. Otherwise, the image is sharp. The proposed method is based on this observation. In this letter, we employ the Gaussian low-pass filter to generate the reblurred version of an image, which is defined as follows:
where σ denotes the standard deviation. In order to remove as much high-frequency component as possible, an image is filtered iteratively several times, and the reblurred image is used as the reference for blur assessment.
Gradient Similarity for Local Blur Evaluation
Blur is characterized by the spread of edges, and edges are better represented in gradient domain. Therefore, we propose to measure blur by computing the gradient similarity between a blurred image and its reblurred version. In this letter, image gradient is computed by:
where * is the convolution, and T denotes the transpose.
Figure 1 also shows the gradient images of the original and reblurred images. It can be seen from the figure that the structural changes between an image and its reblurred version can be efficiently captured by the gradients. In this work, an image I is first iteratively reblurred using the Gaussian low-pass filter, i.e., Eq. (2), producing the reblurred image I. Then their gradients are computed and denoted by D and D, respectively. Then a local similarity map is computed by:
where
and C is a small constant used to avoid numerical instability. Figure 2 shows a sharp image, its reblurred version, together with the corresponding local similarity map. It can be seen from Fig. 2 (c) that low similarities concentrate at the edges of the image, where blur has more impact on.
Visual Saliency Based Pooling
With the local similarity map, an overall blur score can be computed based on proper pooling. In this work, we employ visual saliency to conduct the pooling. Visual saliency models extract the regions that attract most of the human attention [14] . Since human eyes mainly judge the blur in an image according to the visually salient regions [7] , it is meaningful to employ the saliency map as a weighting function to pool the local similarity map. Figure 2 (d) shows an example of saliency detection on Fig. 2 (a) using the spectral residual (SR) model [14] .
The saliency map of an image is denoted by W, then the final blur score is computed as:
The blur score Q lies in the range (0, 1), and larger score indicates more severe blur.
Experimental Results
Experiments are conducted on four image quality databases, i.e., Laboratory for Image and Video Engineering (LIVE) [2] , Categorical Subjective Image Quality (CSIQ) [15] , Tampere Image Database 2008 (TID2008) [16] and TID2013 [17] . There are 145, 150, 100 and 125 Gaussian blurred images, respectively in the four databases. In experiments, the ground truth, i.e., subjective scores of images, are provided by the databases. Specifically, in TID2008 and TID2013, the ground truth is measured using Mean Opinion Score (MOS), and in LIVE and CSIQ Difference MOS (DMOS) is used.
Three commonly used criteria are employed for performance evaluation, i.e., Pearson linear correlation coefficient (PLCC), root mean square error (RMSE) and Spearman rank order correlation coefficient (SRCC). PLCC and RMSE are used to evaluate prediction accuracy, and SRCC is used to evaluate prediction monotonicity. Before computing these criteria, a logistic function is first adopted to map the blur scores to the same scale with the subjective scores, and attempt to obtain a linear relationship between them [1] . In this work, a four-parameter logistic fitting is used:
where λ i , i = 1, 2, 3, 4, are the parameters to be fitted, which are chosen to minimize the mean squared error between the subjective scores and the mapped blur scores. Let the subjective score and mapped blur score of the i th image be denoted by s i and q i , the criteria are computed as follows:
wheres andq denote the mean values of s and q, d i is the difference between the i th image's ranks in subjective and objective evaluations, and N is the number of images.
In implementation, a Gaussian low-pass filter with size 5 × 5 and standard deviation σ = 1 is employed to conduct the reblurring. Furthermore, the filtering operation is conducted iteratively four times to produce the reblurred image. The SR saliency model with default settings [14] is employed in the pooling, and the Matlab codes are available at: http://www.klab.caltech.edu/˜xhou/projects/ spectralResidual/spectralresidual.html. Figure 3 shows six images with different blur degrees, together with the blur scores. It is observed that the scores are in the range (0, 1), and large scores are produced for heavily blurred images. For all images, the scores increase monotonically with the decrease of MOS values. This indicates that the proposed method can evaluate blur both for images with the same content and for images with completely different contents. By experiments on extensive images, we also find that the blur scores for sharp images are mostly lower than 0.7, typically in the range (0.5, 0.7). Figure 4 shows the scatter plots of subjective scores versus blur scores by SGGS. It is clear that the blur scores correlate well with subjective evaluations. We then compare SGGS with six state-of-the-art NR blur metrics, i.e., Ref. [4] , JNB [5] , CPBD [6] , S3 [7] , LPC [8] , MLV [9] , as well as four general-purpose NR image quality metrics, i.e., Blind Image Quality Index (BIQI) [10] , BLind Image Integrity Notator using DCT Statistics (BLIINDS-II) [11] , Blind/Referenceless Image Spatial QUality Evaluator (BRISQUE) [12] and Natural Image Quality Evaluator (NIQE) [13] . In order to demonstrate the contribution of the proposed saliency-based pooling, the results of the proposed method without the saliency-based pooling is also provided, which is denoted by "SGGS 0 ". Table 1 summarizes the results in terms of PLCC, SRCC and RMSE, together with the weighted average values. For each criterion and each database, the best three results are marked in boldface. It is known from the table that SGGS performs consistently well on all databases. Specifically, on TID2008 and TID2013, SGGS significantly outperforms all other metrics in terms of both prediction accuracy and monotonicity. In LIVE and CSIQ, although SGGS does not produce the best results, it performs only slightly worse than the best-performing metrics. According to the weighted results, SGGS significantly outperforms the state-of-the-art blur metrics and general-purpose NR quality metrics. It is also observed that the performance of the proposed method improves a lot with the saliency-based pooling, which indicates the effectiveness of the saliency-based pooling.
Performance Evaluation

Computational Time
SGGS is fast to compute. This is mainly because that SGGS consists of reblurring, gradient similarity and saliency based pooling (SR model [14] ), which are all fast to compute. To test the computational cost, we collect 100 images with size 3264 × 2448. Then the average computational times are calculated. The experiment is conducted using a PC with Intel Core i5 CPU at 3.20 GHz, 8 GB RAM, Windows 7 64-bit, and Matlab R2012b. Table 2 lists the average computational time. It is clear that SGGS is the fastest method.
Conclusion
We have proposed a fast and effective NR image blur metric using saliency guided gradient similarity. SGGS is based on intentional reblurring, which impacts sharp and blurred images quite differently. Gradient similarity is used to measure the local blur, and visual saliency is used to adapt to the characteristics of the HVS. Compared to the existing metrics, SGGS scores have a fixed range of (0, 1), which is desired in determining the extent of blur in practical applications. It also features fast computation and better consistency with subjective evaluations. Experimental results have confirmed its advantages over the state-of-the-art blur metrics.
