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Abstract
Bone fracture is a social health problem of increasing magnitude because of
its prevalence in aged population due to osteoporosis. Bone quality is often
characterized by bone mineral density (BMD) measured at cancellous bone
regions using dual-energy X-ray absorptiometry (DXA). However, BMD alone
cannot predict several cases because not only density is important, but also
microstructure plays an important role in cancellous bone strength. The me-
chanical properties can be used as indicators of bone integrity as a function of
age, disease or treatment. Therefore, cancellous bone fracture characterization
and its relationship to microstructure has not been completely solved in the
literature and is relevant to improve fracture prediction.
In this thesis, we aim at characterizing cancellous bone morphometry and
mechanical behavior. Morphometry is estimated through the analysis of micro-
computed tomography (micro-CT) images of vertebral cancellous bone spec-
imens. With regards to the mechanical behavior, we calculate elastic, yield
and failure properties at the apparent and tissue levels. To determine them,
we followed different approaches: compression tests, finite element models and
micro-CT phantoms.
We have developed finite element models that reproduce the elastic and
failure response of cancellous bone under compression conditions. We mod-
eled failure as a combination of continuum damage mechanics and the element
deletion technique. The numerical models permitted to estimate elastic and
failure properties. Failure properties were consistent with results reported in
the literature. Specifically, our results revealed that yield strain is relatively
constant (0.7 %) over a range of apparent densities, while failure strain presents
a wider range of variation. A single strain parameter (equivalent strain, εeq)
was found as an accurate descriptor of cancellous bone compression failure.
IV
Image-based numerical models usually need for the action of a technician
to segment the images. Therefore, we studied the sensitivity to variations of
the segmentation threshold on the morphometry and the elastic properties of
vertebral cancellous bone specimens of different bone volume fractions. The
apparent modulus is highly sensitive to the segmentation threshold. We re-
port variations between 45 and 120 % for a ± 15 % threshold variation. Some
morphometric parameters were little influenced by a variation of the segmen-
tation threshold, such as the anisotropy degree in 2 and 3 dimensions, with
a maximum effect of 4 % for a 15 % threshold increment. Other parameters,
such as BS/BV, BS/TV, Tb.Sp, Tb.N, Conn.D and fractal dimension were
influenced significantly.
Digital image correlation (DIC) was also applied to images taken during
compression testing to analyze displacement fields at failure and characterize
them. Some variables were explored to describe failure and a study is done
about how DIC parameters influence the strain field obtained. Facet and step
sizes have a relevant effect on the failure strain estimation, and an increment
of both parameters reduces the strain estimation up to 40 %. Besides, sev-
eral parameters combination led to correct failure pattern detection, so values
reported in the literature should be referred to the parameters used. Further-
more, we explored if cancellous bone microstructure acts (non-speckle/texture
approach) as a proper pattern to calculate displacements using DIC technique.
As regards relationships between microstructure and mechanics, single and
multiple parameter analysis were performed to assess the morphometric vari-
ables that control the explanation of mechanical properties variation. Bone
volume fraction (BV/TV), bone surface to volume ratio (BS/BV), mean tra-
becular thickness (Tb.Th) and fractal dimension (D) presented the best linear
correlations to the elastic properties, while both the yield and failure strains
did not show correlation to any morphometric parameter. The regressions ob-
tained permit to estimate those mechanical properties that describe the state
of a specimen.
Cancellous bone, as a biological tissue, suffers from dehydration and degra-
dation. Open-cell rigid polyurethane foams are often used as cancellous bone
surrogates in orthopedic implants or cement augmentation evaluation. We
Vhave characterized three different densities of open-cell polyurethane foams
manufactured by Sawbones from mechanical and morphometric perspectives.
We developed finite element models of some of the specimens and modeled
their compression failure using continuum damage mechanics and the element
deletion method. This enabled the estimation of elastic and failure parameters
to be used for numerical modeling. Moreover, we explored relationships be-
tween morphometry and mechanical behavior. Some parameters, like FV/TV,
FS/FV, Str.Th, Str.N and D showed correlation to the elastic modulus, yield
and ultimate stresses and yield strain measured in the experiments. DIC was
applied to characterize compression failure and permitted to validate the fail-
ure model proposed. The detailed information about morphometry, elastic
constants and strength limits provided in this thesis is not found in the man-
ufacturer’s data sheets. These parameters can be useful for researchers and
practitioners that make use of these polyurethane foams.
On the other hand, the research stay at the Technique University of Eind-
hoven (TU/e) under the supervision of Professor Bert van Rietbergen, moti-
vated the investigation about different fixation techniques to treat early onset
scoliosis. Pedicle screw is the gold standard for spine fixation. However, it
may be too invasive for early onset scoliosis treatment. We have evaluated two
fixation constructs (pedicle screw and sublaminar tape) on the same human
vertebra. The vertebra was scanned at clinical CT resolution and we devel-
oped finite element models based on bone density of each fixation construct.
The finite element models predicted the failure modes observed experimentally
and gave insight into load bearing for each fixation. Pedicle screws induce a
bending moment in the testing configuration, that does not occur in the sub-
laminar tape configuration. Highly loaded regions in pedicle screw construct
were found in the pedicles, where the induced moment was relevant for the
deformation state, in the cortical cortex and in the trabecular lattice sur-
rounding the screw. The implants affect a large region of cancellous bone in
the vertebral body and are much more invasive than sublaminar tape config-
uration. Moreover, we prepared more detailed finite element models of high
resolution (micro-CT) of pedicle screw fixation in order to predict pull out
strength. We found that cancellous bone microstructure has a major influ-
ence on the implant-bone anchorage and pull out strength in pedicle screw
fixation. Moreover, we use a failure criterion based on the analysis of high
strained volumes, which gave good pull out strength predictions.

Resumen
Las fracturas o´seas constituyen un problema social de salud con magnitud
creciente por su prevalencia en la poblacio´n de edad avanzada debido a la os-
teoporosis. La calidad del hueso suele caracterizarse mediante la estimacio´n de
la densidad mineral o´sea (DMO) en regiones de hueso trabecular, utilizando
absorciometr´ıa de rayos X de energ´ıa dual (DXA). No obstante, la DMO por
si sola no es capaz de predecir numerosos casos de fractura porque no solo
importa la pe´rdida de densidad, sino que la microestructura tambie´n tiene
un papel principal en la resistencia del hueso. Las propiedades meca´nicas del
hueso pueden usarse como indicadores de su integridad en funcio´n de la edad,
enfermedad o tratamiento. Por lo tanto, la caracterizacio´n de la fractura de
hueso trabecular y su relacio´n con la microestructura no se ha resuelto de
forma completa en la literatura y es relevante para mejorar las predicciones
de fractura.
En esta tesis, nuestro principal objetivo es caracterizar la morfometr´ıa y el
comportamiento meca´nico del hueso trabecular. Estimamos la morfometr´ıa a
trave´s del ana´lisis de ima´genes obtenidas por micro tomograf´ıa computerizada
(micro-CT) de muestras de hueso trabecular vertebral de cerdo. Respecto
al comportamiento meca´nico, calculamos propiedades ela´sticas, de plasticidad
y fractura a escala aparente y de tejido. Para determinar esas propiedades,
hemos seguido diferentes procedimientos: ensayos a compresio´n, modelos de
elementos finitos y fantomas de calibracio´n micro-CT.
Los modelos de elementos finitos desarrollados reproducen la respuesta
ela´stica y de fallo bajo condiciones de compresio´n en hueso trabecular, mod-
elando el fallo como combinacio´n de meca´nica del dan˜o cont´ınuo y la te´cnica
de eliminacio´n de elementos. Los modelos nume´ricos desarrollados han permi-
tido estimar propiedades ela´sticas y de fallo. Nuestras estimaciones respecto
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a propiedades de fallo son consistentes con valores reportados en la literatura.
En concreto, las deformaciones de inicio de fallo estimadas son relativamente
constantes para las muestras analizadas (0.7 %), mientras que las deforma-
ciones u´ltimas de fallo presentan un rango de variacio´n mayor. Por otro lado,
encontramos que la deformacio´n equivalente εeq es el descriptor ma´s preciso
del fallo a compresio´n del hueso trabecular.
Normalmente, los modelos nume´ricos basados en ima´genes suelen necesi-
tar la accio´n de un te´cnico para segmentar las ima´genes. En este sentido,
estudiamos la sensibilidad de la morfometr´ıa y la estimacio´n de propiedades
ela´sticas ante variaciones en el umbral de segmentacio´n en muestras con dis-
tinta fraccio´n en volumen. Hemos obtenido que la rigidez aparente es muy
sensible a cambios en el umbral de segmentacio´n, con variaciones entre 45 y
120 % para una variacio´n de ± 15 % del umbral de segmentacio´n. Algunos
para´metros, como el grado de anisotrop´ıa en 2D y 3D, muestran poca influ-
encia del umbral de segmentacio´n, con un efecto ma´ximo de un 4 % para un
incremento del 15 % en el umbral. Otros para´metros, como BS/BV, BS/TV,
Tb.Sp, Tb.N, Conn.D y la dimensio´n fractal se ven afectados significativa-
mente.
Por otro lado, hemos aplicado la te´cnica correlacio´n digital por imagen
(DIC) para caracterizar campos de desplazamientos en el fallo a compresio´n
del hueso trabecular, a partir del ana´lisis de ima´genes tomadas durante el en-
sayo de las muestras. Adema´s, estudiamos la influencia de algunos para´metros
de la te´cnica DIC en el campo de deformaciones obtenido. Los taman˜o de fac-
eta y paso tienen un efecto relevante en la estimacio´n de deformaciones en
la zona de fallo, y un incremento de ambos para´metros reduce la estimacio´n
de la deformacio´n en la regio´n de fallo hasta un 40 %. Distintas combina-
ciones de para´metros llevan a una deteccio´n del patro´n de fallo correcta por lo
que los estudios publicados deber´ıan hacer referencia a los para´metros usados.
Adema´s, hemos explorado la aplicacio´n DIC sin el uso de moteado, utilizando
como patro´n de reconocimiento la propia microestructura trabecular.
En relacio´n al estudio de la influencia de la microestructura en la respuesta
meca´nica, hemos calculado correlaciones de uno y varios para´metros para
analizar que´ variables morfome´tricas explican la variacio´n de las propiedades
meca´nicas. La fraccio´n en volumen de hueso (BV/TV), la relacio´n entre el
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a´rea y el volumen de hueso (BS/BV), el espesor trabecular medio (Tb.Th) y
la dimensio´n fractal (D) presentan las mejores correlaciones lineales respecto
a las propiedades ela´sticas, mientras que las deformaciones de inicio de plasti-
cidad y fractura no mostraron correlacio´n con ningu´n para´metro morfome´trico.
El hueso trabecular, como material biolo´gico, puede sufrir deshidratacio´n
y degradacio´n. Las espumas de poliuretano r´ıgido de celda abierta se usan
a menudo como sustituto del hueso trabecular para evaluar implantes or-
tope´dicos. En nuestro caso, hemos caracterizado tres densidades diferentes
de espumas de poliuretano de celda abierta, manufacturadas por Sawbones,
desde una perspectiva meca´nica y morfome´trica. Para ello, hemos desarrol-
lado modelos de elementos finitos de algunas muestras, modelando su fallo a
compresio´n usando meca´nica del dan˜o cont´ınuo y la te´cnica de eliminacio´n
de elementos. Esto ha permitido estimar propiedades ela´sticas y de fallo, que
pueden usarse en otros modelos nume´ricos. Adema´s, hemos explorado rela-
ciones entre morfometr´ıa y comportamiento meca´nico. Algunos para´metros,
como FV/TV, FS/FV, Str.Th, Str.N y D mostraron correlacio´n con el mo´dulo
de elasticidad, l´ımite ela´stico, tensio´n u´ltima y deformacio´n de inicio de fallo.
La te´cnica DIC ha sido aplicada para caracterizar el fallo a compresio´n de
las espumas de celda abierta y ha permitido validar el modelo de fallo prop-
uesto. La informacio´n detallada proporcionada sobre morfometr´ıa, constantes
ela´sticas y l´ımites resistentes no se encuentra en las hojas de datos del fabri-
cante. Dichos para´metros pueden ser u´tiles para investigadores y facultativos
que usan espumas de poliuretano.
Por otro lado, la realizacio´n de una estancia en la Universidad Te´cnica
de Eindhoven (TU/e) bajo la supervisio´n del Profesor Bert van Rietbergen,
motivo´ la investigacio´n sobre te´cnicas de fijacio´n de la columna vertebral para
tratar la escoliosis de aparicio´n temprana. Los tornillos pediculares consti-
tuyen el sistema establecido para la fijacio´n de la columna. Sin embargo, esta
metodolog´ıa se considera muy invasiva para el tratamiento de la escoliosis de
aparicio´n temprana. Hemos evaluado dos configuraciones (tornillos pedicu-
lares y cintas sublaminares) en la misma ve´rtebra humana, que fue escaneada
con una resolucio´n de tomograf´ıa computerizada cl´ınica. Para ello, desarrol-
lamos modelos de elementos finitos que tienen en cuenta la densidad de hueso
medida a trave´s del esca´ner. Los modelos permitieron predecir las zonas de
fallo observadas experimentalmente y ayudaron a explicar la transmisio´n de
Xesfuerzos para cada configuracio´n. En el caso de los tornillos pediculares,
aparecieron zonas altamente cargadas en los ped´ıculos, en la corteza cortical
y en el tejido trabecular que rodea el implante. Dichos implantes resultaron
ma´s invasivos y ten´ıan efecto en una regio´n mayor del cuerpo vertebral que la
configuracio´n de cinta sublaminar. Adema´s, hemos desarrollado modelos de
elementos finitos de alta resolucio´n (micro-CT) de la configuracio´n de tornil-
los pediculares, con el fin de estimar su fuerza de extraccio´n. Dicho estudio
revelo´ que la microestructura trabecular que rodea el implante condiciona la
calidad del anclaje implante-hueso. Por u´ltimo, hemos estimado la fuerza de
extraccio´n de un tornillo mediante un criterio de fallo basado en el ana´lisis de
volu´menes con deformaciones altas, consiguiendo una buena correlacio´n con
las medidas experimentales.
Resum
Les fractures o`ssies constitueixen un problema social de salut amb magnitud
creixent per la seua prevalenc¸a en la poblacio´ d’edat avanc¸ada a causa de
l’osteoporosi. La qualitat de l’os sol caracteritzar-se mitjanc¸ant l’estimacio´ de
la densitat mineral o`ssia (DMO) en regions d’os trabecular, utilitzant absor-
ciometria de raigs X d’energia dual (DXA). No obstant aixo`, la DMO per si
sola no e´s capac¸ de predir nombrosos casos de fractura perque` no sols importa
la pe`rdua de densitat, sino´ que la microestructura tambe´ te´ un paper principal
en la resiste`ncia de l’os. Les propietats meca`niques de l’os poden usar-se com
a indicadors de la seua integritat en funcio´ de l’edat, malaltia o tractament.
Per tant, la caracteritzacio´ de la fractura d’os trabecular i la seua relacio´ amb
la microestructura no s’ha resolt de manera completa en la literatura i e´s rell-
evant per a millorar les prediccions de fractura.
En aquesta tesi, el nostre principal objectiu e´s caracteritzar la morfome-
tria i el comportament meca`nic de l’os trabecular. Estimem la morfometria a
trave´s de l’ana`lisi d’imatges obtingudes per micro tomografia automatitzada
(micro-CT) de mostres d’os trabecular vertebral de porc. Respecte al com-
portament meca`nic, calculem propietats ela`stiques, de plasticitat i fractura a
escala aparent i de teixit. Per a determinar aqueixes propietats, hem seguit
diferents procediments: assajos a compressio´, models d’elements finits i fan-
tomas de calibratge micro-CT.
Hem desenvolupat models d’elements finits que reprodueixen la resposta
ela`stica i de fallada sota condicions de compressio´ en os trabecular, modelant la
fallada com a combinacio´ de meca`nica del dany continu i la te`cnica d’eliminacio´
d’elements. Els models nume`rics desenvolupats han perme´s estimar propietats
ela`stiques i de fallada. Les nostres estimacions respecte a propietats de fallada
so´n consistents amb valors reportats en la literatura. En concret, les deforma-
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cions d’inici de fallada estimades so´n relativament constants per a les mostres
analitzades (0.7 %), mentre que les deformacions u´ltimes de fallada presenten
un rang de variacio´ major. D’altra banda, trobem que la deformacio´ equiva-
lent εeq e´s el descriptor me´s prec´ıs de la fallada a compressio´ de l’os trabecular.
Els models nume`rics basats en imatges solen necessitar l’accio´ d’un te`cnic
per a segmentar les imatges. En aquest sentit, estudiem la sensibilitat de
la morfometria i l’estimacio´ de propietats ela`stiques davant variacions en el
llindar de segmentacio´ en mostres amb diferent fraccio´ en volum. Hem obtingut
que la rigidesa aparent e´s molt sensible a canvis en el llindar de segmentacio´,
amb variacions entre 45 i 120 % per a una variacio´ de ± 15 % del llindar
de segmentacio´. Alguns para`metres, com el grau d’anisotropia en 2D i 3D,
mostren poca influe`ncia del llindar de segmentacio´, amb un efecte ma`xim d’un
4 % per a un increment del 15 % en el llindar. Altres para`metres, com BS/BV,
BS/TV, Tb.Sp, Tb.N, Conn.D i la dimensio´ fractal es veuen afectats significa-
tivament.
D’altra banda, hem aplicat la te`cnica correlacio´ digital per imatge (DIC)
per a caracteritzar camps de desplac¸aments en la fallada a compressio´ de l’os
trabecular, a partir de l’ana`lisi d’imatges preses durant l’assaig de les mostres.
A me´s, estudiem la influe`ncia d’alguns para`metres de la te`cnica DIC en el
camp de deformacions obtingut. Les granda`ries de faceta i pas tenen un efecte
rellevant en l’estimacio´ de deformacions en la zona de fallada, i un increment
de tots dos para`metres redueix l’estimacio´ de la deformacio´ a la regio´ de fallada
fins a un 40 %. Diferents combinacions de para`metres porten a una deteccio´
del patro´ de fallada correcta pel que els estudis publicats haurien de fer re-
fere`ncia als para`metres usats. A me´s, hem explorat l’aplicacio´ DIC sense l’u´s
de clapejat, utilitzant com a patro´ de reconeixement la pro`pia microestructura
trabecular.
En relacio´ a l’estudi de la influe`ncia de la microestructura en la resposta
meca`nica, hem calculat correlacions d’un i diversos para`metres per a anal-
itzar quines variables morfome`triques expliquen la variacio´ de les propietats
meca`niques. La fraccio´ en volum d’os (BV/TV), la relacio´ entre l’a`rea i
el volum d’os (BS/BV), la espessor trabecular mitja` (Tb.th) i la dimensio´
fractal (D) presenten les millors correlacions lineals respecte a les propietats
ela`stiques, mentre que les deformacions d’inici de plasticitat i fractura no van
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mostrar correlacio´ amb cap para`metre morfome`tric.
L’os trabecular, com a material biolo`gic, pot patir deshidratacio´ i degradacio´.
Les espumes de poliureta` r´ıgid de cel·la oberta s’usen sovint com a substitut
de l’os trabecular per a avaluar implants ortope`dics. En el nostre cas, hem
caracteritzat tres densitats diferents d’espumes de poliureta` de cel·la oberta,
manufacturades per Sawbones, des d’una perspectiva meca`nica i morfome`trica.
Per a aixo`, hem desenvolupat models d’elements finits d’algunes mostres, mod-
elant la seua fallada a compressio´ usant meca`nica del dany continu i la te`cnica
d’eliminacio´ d’elements. Aixo` ha perme´s estimar propietats ela`stiques i de
fallada, que poden usar-se en altres models nume`rics. A me´s, hem explo-
rat relacions entre morfometria i comportament meca`nic. Alguns para`metres,
com FV/TV, FS/FV, Str.th, Str.N i D van mostrar correlacio´ amb el mo`dul
d’elasticitat, l´ımit ela`stic, tensio´ u´ltima i deformacio´ d’inici de fallada. La
te`cnica DIC ha sigut aplicada per a caracteritzar la fallada a compressio´ de les
espumes de cel·la oberta i ha perme´s validar el model de fallada proposada. La
informacio´ detallada proporcionada sobre morfometria, constants ela`stiques i
l´ımits resistents no es troba en les fulles de dades del fabricant. Aquests
para`metres poden ser u´tils per a investigadors i facultatius que usen espumes
de poliureta`.
D’altra banda, la realitzacio´ d’una estada en la Universitat Te`cnica de
Eindhoven (TU/e) sota la supervisio´ del Professor Bert van Rietbergen, va
motivar la investigacio´ sobre te`cniques de fixacio´ de la columna vertebral per a
tractar l’escoliosi d’aparicio´ primerenca. Els caragols pediculars constitueixen
el sistema establit per a la fixacio´ de la columna. No obstant aixo`, aque-
sta metodologia es considera molt invasiva per al tractament de l’escoliosi
d’aparicio´ primerenca. Hem avaluat dues configuracions (caragols pediculars i
cintes sublaminars) en la mateixa ve`rtebra humana, que va ser escanejada amb
una resolucio´ de tomografia computerizada cl´ınica. Per a aixo`, desenvolupem
models d’elements finits que tenen en compte la densitat d’os mesura a trave´s
de l’esca`ner. Els models van permetre predir les zones de fallada observades
experimentalment i van ajudar a explicar la transmissio´ d’esforc¸os per a cada
configuracio´. En el cas dels caragols pediculars, van apare´ixer zones altament
carregades en els ped´ıculs, en l’escorc¸a cortical i en el teixit trabecular que
envolta l’implant. Aquests implants van resultar me´s invasius i tenien efecte
en una regio´ major del cos vertebral que la configuracio´ de cinta sublaminar.
XIV
A me´s, hem desenvolupat models d’elements finits d’alta resolucio´ (micro-CT)
de la configuracio´ de caragols pediculars, amb la finalitat d’estimar la seua
forc¸a d’extraccio´. Aquest estudi va revelar que la microestructura trabecular
que envolta l’implant condiciona la qualitat de l’ancoratge implante-os. Final-
ment, hem estimat la forc¸a d’extraccio´ d’un caragol mitjanc¸ant un criteri de
fallada basada en l’ana`lisi de volums amb deformacions altes, aconseguint una
bona correlacio´ amb les mesures experimentals.
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Chapter 1
Introduction
1.1 Motivation
Bone fracture is a social health problem with increasing magnitude because of
its prevalence in aged population due to osteoporosis [1, 2, 3]. Osteoporosis
is a bone disease characterized by a decrease of bone mineral density (BMD),
which makes bone structure more brittle, and it is associated to a reduction of
cortical shell thickness and an increase of cancellous bone voids. Those effects
are results of metabolic changes which affect bone resorption and formation
within bone remodeling process. There are 8.9 million fractures per year
worldwide due to osteoporosis [4], where hip, vertebra, wrist and rib fractures
are the most common. Besides, patients suffering from an osteoporotic fracture
have a 86 % probability of experiencing a second fracture [5]. Therefore, an
early diagnosis of osteoporosis is important to prevent subsequent fractures.
In addition, osteoporosis is highly prevalent in post-menopausal aged women,
whose fractures lead to disability and pain [5].
The gold standard to predict osteoporosis is based on BMD measurements
using dual-energy X-ray absorptiometry (DXA). However, some studies in
the literature claim that this technique cannot predict 40% of non-traumatic
fractures [6] and BMD values of individuals with and without bone fractures
overlap [7]. A possible reason is that DXA provides a mean value of the
density, but gives no further information about bone microstructure, which
has been proved to influence bone strength [8, 9, 10, 11]. These facts high-
light that BMD alone is not able to perform accurate predictions so there
is a need of other methodologies to evaluate the mechanical competence of
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bone. Many efforts have been made to propose a better procedure to as-
sess bone quality where imaging techniques like DXA, computed tomography
(CT), multi-detector computed tomography (MDCT), peripheral quantitative
computed tomography (HR-qQCT), magnetic resonance imaging (MRI) or
micro-computed tomography have been studied. Specifically, due to radiation
issues, micro-CT is used for ex vivo investigations and permits to estimate
cancellous bone properties in a spatial resolution of micrometers, offering a
great contrast between bone and the tissues surrounding it [12, 13], while CT,
MDCT, HR-qQCT and MRI induce lower levels of radiation and have been
used to investigate bone in vivo. The above mentioned techniques may be un-
derstood as an image of bone state in a certain moment, so they do not take
into account other continuum phenomena like bone remodeling. It is accepted
that fracture risk assessment not only depends on bone density but also on
the quality of its underlying microstructure which can be quantified by image
analysis [8, 9, 10, 11]. Hence, a thorough understanding of bone biomechanics
and its relationship to microarchitecture is required.
The use of numerical methods like the finite element (FE) method permits
to simulate multiple situations, evaluate clinical treatments or characterize
the mechanical performance of bone saving resources, because biological tis-
sues degrade over time and only admit a single destructive testing. Thus, from
some decades ago, FE models have been widely used to reproduce cancellous
bone mechanical response and to relate it to microstructure. Other applica-
tions include to design and evaluate implants used in orthopedic surgeries and
preoperative planning. On the other hand, the highly hierarchical structure
of bone makes it necessary to study each level separately to provide infor-
mation about how bone behaves at each scale and how it affects to the next
level. Homogenization through scales enables to account for the characteris-
tics observed at each dimension in multiscale models in order to better predict
fracture and healing. Moreover, the study of the influence of homogenization
on the results at the macroscale has research interest, and the study of bone
fracture at different scales has not been entirely solved in the literature. Com-
plex models have been reported, but their experimental validation is difficult
and a simple failure model for fracture risk assessment is interesting because
it may improve diagnosis and treatment evaluation.
Cancellous bone biomechanical characterization through its different scales
and the relationship with morphometry may be used to improve diagnosis and
evaluate treatments for diseases, resulting in a better bone fracture prevention.
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1.2 Aims
The main objective of this thesis is to characterize cancellous bone tissue. It
is accomplished from two points of view: mechanical and morphometric. The
mechanical characterization is achieved from the following approaches: exper-
imental testing, finite element modeling and digital image correlation. The
morphometric characterization is carried out by analyzing micro-CT images
result from cancellous bone samples scanning. On the other hand, other ob-
jective emerged from a research stage which is the case of the study of the
evaluation of spine fixation techniques.
The secondary objectives of this thesis, divided in topics, are:
• Mechanical characterization
– To study the mechanical behavior of cancellous bone tissue at the
macro- and microscales.
– To investigate failure models for cancellous bone tissue.
– To estimate the apparent elastic behavior of a heterogeneous struc-
ture like cancellous bone through the homogenization of its mi-
croscale.
– To analyze how microarchitecture is related to biomechanics.
– To estimate tissue mechanical properties of cancellous bone.
– To analyze the capabilities of digital image correlation technique
to estimate full-field strain measurements in cancellous bone-like
structures.
• Image analysis
– To study and apply micro-computed tomography (µCT) to charac-
terize cancellous bone morphometry.
– To analyze the influence of segmentation threshold variation on the
morphometry.
– To study and implement the assessment of morphometric parame-
ters.
– To investigate relationships between mechanical performance and
morphometry in cancellous bone tissue.
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– To investigate the performance of different phantoms used to es-
timate compression stiffness as function of bone mineral density
(BMD) in µCT acquisitions.
• Evaluation of spine fixation systems using bone failure models
– To evaluate differences on load bearing between pedicle screws and
sublaminar tape fixation configurations.
– To generate density-based finite element models at clinical CT res-
olution to evaluate fixation constructs.
– To investigate a simple model to estimate the pull-out strength of
an implant inserted in a vertebra.
– To analyze the influence of volume of interest size on the pull-out
strength prediction.
– To study the influence of implant insertion depth on the pull-out
strength estimation.
– To propose relationships between morphometry of cancellous bone
surrounding the implant and the pull-out strength.
1.3 Thesis organization
This thesis is organized as follows:
Chapter 1 deals with the introduction to the topics studied, the motivation
to investigate them and the presentation of the objectives of the thesis. Bone
tissue is presented from biological and mechanical perspectives. Then, a review
of the state of the art of cancellous bone characterization is performed.
Chapter 2 deals with cancellous bone characterization from a morpholog-
ical perspective. High resolution imaging bone imaging is described, followed
by the segmentation procedure and the morphometry estimations. Further-
more, an analysis of the influence of segmentation threshold variation on the
morphometry and elastic properties is presented
Chapter 3 presents cancellous bone experimental characterization by means
of testing and digital image correlation, and its numerical characterization
through finite element modeling.
1.4. Bone tissue 5
Chapter 4 contains the study of trabecular bone surrogates of different
densities. The methodology to characterize cancellous bone is also tested on
surrogates.
Chapter 5 is the result of the research stay at Technique University of Eind-
hoven (TU/e) with professor B. van Rietbergen and summarizes our investi-
gations about the estimation of the pull-out strength of an implant inserted
in a vertebra using the FE method.
The thesis conclusions and its original contributions are stated in chapter
6.
Finally, the future work are presented in chapter 7.
1.4 Bone tissue
Bone tissue is the main component of vertebrates skeleton. Its functions in-
clude: to support body weight and daily loadings, to protect vital organs, to
provide sites for tendons and muscles attachment, store ions like calcium and
phosphorus and to trap dangerous materials such as lead [14, 15]. Bone is
considered a great biomaterial: its microstructure is optimized as a function
of its location and boundary conditions which makes it a high strength but
lightweight material. It adapts to the external load history (following the so-
called Wolff’s law) and self-repairs. Bone adapts to high loads adding material
while it is removed in low loaded locations. At the organ level, bones can be
categorized as long, flat, short or irregular bones.
From a material point of view, bone is considered as a porous, heteroge-
neous, composite material made up of organic and inorganic constituents [10].
Specifically, the inorganic part consists of a mineral phase, which is mostly hy-
droxyapatite, and water, while the organic matrix is mainly composed by col-
lagen, proteoglycans and a low percentage of noncollagenous proteins [14, 16].
The inorganic components provide compression stiffness and strength, whereas
the organic components are responsible for the tension properties. Bone com-
position varies with species, age, sex, location and disease [16].
Depending on the degree of porosity and density, we distinguish between
cortical bone (also called compact bone, high density and low porosity, 5-10%)
and cancellous bone (also called spongy bone, low density and high porosity,
50-90%). Cortical bone is the main component of the skeleton with around
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80% in weight of the total and it can be found at the cortex of bones, while
cancellous bone is found near the joints and inside vertebrae. Cancellous bone
has a higher surface area to volume ratio than cortical bone, which makes it
more suitable for metabolic activities. Thus, cancellous bone is highly vascular
and contains red and yellow marrow. The combination of compact and spongy
bones forms a sandwich structure, which has optimal structural properties.
Fig. 1.1, shows a micro-CT image of a long bone (human femur) where cortical
bone, cancellous bone, bone marrow and medullary cavity are pointed out.
Cortical bone
Cancellous bone
Medular cavity
Bone marrow
Figure 1.1: Long bone micro-CT image of 60 µm resolution representing cancellous bone,
cortical bone, bone marrow and medullary cavity. Original picture, CENIEH, Burgos, Spain.
At the microscale, cancellous bone is composed of a combination of plates
and rods that forms its microarchitecture [10, 17, 18]. Fig. 1.2 shows im-
ages taken using Field Emission Scanning Electron Microscopy (FESEM) of
a porcine vertebral cancellous bone, where rod like and plate like structures
may be seen. Changes in the amount of plates and rods produce changes on
the mechanical performance of cancellous bone tissue, due to bone adapta-
tion, remodeling or damage events. A highly loaded area will result in a dense
plate-like structure, whereas low loading conditions (as in case of astronauts)
will result in bone resorption, producing a rod-like structure.
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a) b)
c) d)
20 μm
20 μm
20 μm
20 μm
Figure 1.2: Field Emission Scanning Electron Microscopy (FESEM) images of a cancellous
bone specimen obtained in this thesis: a) rod like trabeculae, b) cancellous bone microporos-
ity (lacunae), c) lamellar distribution and d) plate like structure. Original pictures, UPV
microscopy service.
The microstructure of a porcine vertebral cancellous bone specimen is pre-
sented (Fig. 1.3). The images were taken using a petrographic microscope
(Microphot, Nikon, UPV microscopy service). A preferred trabecular ori-
entation is depicted with connecting transversal rods, resulting from bone
adaptation, which optimizes its microarchitecture depending on the external
loads. The individual structures could be defined as double tapered struts and
curved plates aligned to the main loading direction. Some level of ice can also
be found, due to an incomplete specimen thawing.
Bone has a highly hierarchical structure that makes it necessary to study
its different length scales in order to get knowledge about how each one affects
to the next level [14, 15, 19]. Fig. 1.4, presents a hierarchical description of
different scales of bone tissue from [15]. The number of hierarchical levels is
user-dependent, as stated by Currey [19], but usually it varies from 4 to 7
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levels. In this explanation, we will consider the work of Rho JY et al. [15],
where the authors account for 5 hierarchical levels, presented in Fig. 1.4:
(1) macrostructure (cortical and cancellous bone can be distinguished), (2)
microstructure (10-500 µm, Haversian system in compact bone and trabecu-
lae in cancellous bone), (3) sub-microstructure (lamellae), (4) nanostructure
(mineral embedded in fibrillar collagen) and (5) sub-nanostructure (organic
and inorganic components).
Figure 1.3: Detail of a porcine vertebral cancellous bone specimen acquired using a petro-
graphic microscope (Fig. 1.5 a) marking the thickness of a trabecula. Due to the incomplete
thawing of specimens, some ice can be distinguished. Original picture, UPV microscopy
service.
At the microstructure, the Haversian system is the basic unit of cortical
bone, which is composed by cylindrical arrangement of lamellar tissue around
the Haversian canals, forming the so-called osteon, which is surrounded by
a weak interface named cement line. In case of cancellous bone, the main
structure at this scale is the trabeculae, which is also composed of lamel-
lar tissue, but its distribution is different than in cortical bone, because of
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its higher porosity. We obtained images of cancellous bone plates and rods
and cancellous bone tissue lamellar arrangement organization of a porcine
vertebral cancellous bone specimen using Field Emission Scanning Electron
Microscopy (FESEM) technology (ZEISS ULTRA 55 model, EHT=3.00 kV,
ESB Grid=800 V, UPV Microscopy Service (Fig. 1.5 b)). Fig. 1.2 shows
some of the images acquired, where different cancellous bone structures can
be distinguished: rod like structure a), plate like structures b,d) and lamel-
lar arrangement aligned to the microstructure c). Further, cancellous bone
microporosity (the so-called lacunae) and some microcracks can be found.
Figure 1.4: Hierarchical structure of bone from macro to sub-nano length scales, from [15].
At a lower level (sub-microstructure) lamellae (3-7 µm thick) are the basic
units and they are composed of arrays of mineralized collagen fibrils. The
arrangement of collagen fibers differs between cancellous and cortical cases. In
case of osteons, the orientation of the lamellae is rotated forming a plywood-
like structure [20]. In case of trabeculae, the arrangement orientation seems
to differ across its thickness.
A recent study of Georgiadis et al. [21], presents an investigation of the 3D
ultrastructure organization in relation to local trabecular direction using 3D
scanning small-angle X-ray scattering (sSAXS). They analyzed single trabec-
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ulae from human vertebral cancellous bone with different structure types and
directions from 4 different subjects. Their results are presented as a function
of the distance to trabecular surface. Their results state that bone ultrastruc-
ture is mostly aligned to trabecular microstructure near trabecular surface.
However, when going towards trabecular core, the ultrastructure alignment
decreases to around 40%. Georgiadis et al. [21] hypothesize that it may be
result from the highly optimized bone structure, because the cortex of the
trabeculae suffer from greater tensile stresses, needing a more oriented ul-
trastructure. From our point of view, the more oriented ultrastructure near
specimen surface results from the plain stress state (2D) at the surface, while
at the core of the trabeculae a more complex 3D stress state occurs.
At nanostructural scale, bone is composed of mineralized collagen fibrils
(type-I), which are a periodic arrangement of tropocollagen molecules and
hydroxyapatite minerals that constitute, together with other noncollagenous
proteins and water, the sub-nano scale.
a) b)
Figure 1.5: Petrographic microscope a) and Field Emission Scanning Electron Microscope
used to obtain Figs. 1.3 and 1.2 from the microscopy service at the Universitat Polite`cnica
de Vale`ncia (UPV).
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1.5 State of the art: cancellous bone characteriza-
tion
The review of the state of the art about cancellous bone characterization is
accomplished in this section. It is divided in the following topics, which are
investigated in this thesis:
• Mechanical behavior of cancellous bone.
• Experimental tests.
• Elastic properties estimation.
• Failure of cancellous bone.
• Strength properties estimation.
• Bone imaging and segmentation.
• Morphometric characterization.
• Numerical modeling of cancellous bone tissue.
• Cancellous bone surrogates.
• Pull-out strength of an implant inserted in a vertebra.
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1.5.1 Mechanical behavior of cancellous bone
Cancellous bone is a porous, heterogeneous, anisotropic and composite ma-
terial, whose properties are highly influenced by its hierarchical structure.
Before failure, bone behaves as a viscoelastic material, that may be consid-
ered elastic at low strain rates. The viscous response results from the fluids in
bone matrix, which cause the loss of some elastic energy during deformation
[22].
In quasi-static analysis, a perfectly elastic behavior is assumed until the
yield point [23, 24], which defines a boundary from where permanent damage
occur. Therefore, deformations are reversible within the elastic domain and
until the yield point. The elastic domain is characterized by the slope of
the force-displacement response, the so-called rigidity or stiffness, which is
also directly related to as the relationship between the stress and strain: the
elastic modulus. At the apparent level, it is influenced by the tissue material
elastic properties (Young’s modulus), density and microarchitecture.
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Figure 1.6: Axial mechanical behavior of cancellous bone under quasi-static tension and
compression conditions. a) A linear response with reversible deformations is expected until
b) the yield point. Lower yielding values occur for tension, with a more brittle response than
in compression. c) The ultimate point is defined as the maximum stress, which is followed,
in compression, by d) a material softening and e) densification. Original contribution.
From that point, post-yielding behavior is considered, diffuse microcracks
appear in the so-called elastic-continuum damage mechanics domain, followed
by the fracture mechanics domain, where fracture surfaces are developed if load
continues [25]. Under tensile loads, cancellous bone behaves more brittle and
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yields and fractures at a lower stress level [10, 26], Fig 1.6. Under compression
conditions, its response is more ductile and the material at the fractured areas
tend to densify until it starts to re-carrying load, in the so-called post-yielding
(or plastic domain). Fig. 1.6 depicts the different phases of cancellous bone
mechanical behavior at low strain rates in axial direction.
The strain rate affects to cancellous bone stiffness and strength properties
[27, 28]. Higher stiffness, yielding and ultimate stresses result from higher
strain rates due to cancellous bone viscoelasticity, but no significant depen-
dence is reported regarding yielding and ultimate strains [27, 28].
Cancellous bone presents time-dependent failure behavior [10]. Creep de-
formation produces permanent deformation in bone due to sustained load,
and varies with loading type and local mechanical properties [29, 30]. It is
characterized by three stages: in the first one, creep rate decreases and some
relaxation occurs, the secondary creep is characterized by a steady state creep
rate, while the last one is associated to increasing creep rate and damage ac-
cumulation that produces failure if load is sustained [29]. Furthermore, it is
considered that creep contributes to damage accumulation in fatigue loading
[31].
Cancellous bone cyclic loading results in stiffness loss, attributed to micro-
cracking at different length scales [22], and accumulation of creep deformation
[10]. Non-traumatic vertebral failure is believed to depend on damage accu-
mulation due to cyclic loading [32]. Three regions can be distinguished in
cancellous bone fatigue behavior: the first one is characterized by a rapid loss
of stiffness and the formation of microcracks, which tend to appear localized
rather than spread and for a low number of cycles [33]. In the second region,
toughening mechanisms like bridging, crack deflection or plasticity increase fa-
tigue life, while microcracks grow without significant loss of stiffness. Finally,
in the third region, the coalescence of cracks produce a rapid decrease of stiff-
ness resulting in bone fracture. Furthermore, it has been reported that fatigue
failure mechanisms occur at the ultrastructure rather than at higher scales,
leading to similar fatigue strain accumulation between locations [34]. Due to
bone remodeling, it can be considered that fatigue life measured through cyclic
testing is a lower bound of its real value [10].
Cancellous bone anisotropy results both from its architecture and ultra-
structural organization. Several works have addressed the study of anisotropy,
which varies upon location because it is influenced by bone adaptation to ex-
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ternal loads [14]. Keaveny et al. [10] proposed the term strength-to-anisotropy
ratio (SAR) and showed that strength was different depending on the loading
direction. This was observed for axial and shearing loading modes. Strength
properties asymmetry are reported under tension-compression conditions, with
higher values for the latter one [10].
On the other hand, hydration plays an important role on bone mechanical
properties. A dried sample presents higher modulus and strength than a wet
one, but its toughness decreases. So, dried bone absorbs less strain energy and
is more brittle than wet bone [22].
In the following sections, the concepts introduced here will be further de-
veloped. First, we will present experimental techniques used to characterize
the mechanical behavior of cancellous bone. We will review elastic properties
reported in the literature and, then, we will present the failure mechanisms of
bone at its hierarchical structure and the estimation of its failure properties.
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1.5.2 Experimental tests
Testing cancellous bone specimens provides valuable information about its
mechanical properties under different loading conditions at each length scale.
The determination of those mechanical properties defines bone integrity as
a function of age, disease or pharmacological treatment [35]. We will first
review the importance of the length scale of analysis and the most common
techniques used at each scale. Then, we will describe the preparation of can-
cellous bone specimens and its storage and, finally, we will present different
testing techniques and their applications.
Bone tissue mechanical properties depend on composition, structural, mi-
crostructural and nanostructural organization [36] so, depending on the length
scale of testing, the highly hierarchical structure of bone conditions both the
type of testing and its outcome [35]. We can distinguish between testing at
the organ level, mesoscale, microscale or nanoscale. At the organ level and
the mesoscale, the most commonly used experimental tests are axial, bending
or torsion in either monotonic or cyclic loading. Besides, fracture toughness
tests are used to measure the resistance to fracture through the introduction
of a sharp notch on the sample [35]. At the organ level, the experiments are
influenced by the geometry of the sample and its composition. Each bone is
usually tested according to its in vivo loading conditions: for example, verte-
bral bodies are tested under compression, whereas long bones are tested under
bending or axial conditions.
Testing bone at the mesoscale (cortical or cancellous) includes the contribu-
tion of microarchitecture, density and bone volume fraction [35]. Quasi-static
tests are the most common in the literature and characterize the apparent
modulus, yield and ultimate stresses and strains and work of fracture. Re-
garding fatigue testing, stress amplitude to cycles to failure (S-N) or crack
growth resistance (R) curves are used to define the fatigue strength.
At the micro level, testing single trabeculae or micro-indentation tests have
been reported. Testing single trabeculae provides local failure information [37],
which is more difficult to assess at other scales of analysis. Micro-indentation
provides tissue hardness and modulus, through measuring the contact area
after the indentation and calculating the slope of the indentation curve, re-
spectively [35].
At the nanoscale, nanoindentation, atomic force microscopy and scratch
testing are the most common techniques. Nanoindentation gives information
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about hardness and elastic modulus in lamellar and interlamellar regions, while
scratch testing is used to measure in situ toughness [35].
Sample preparation has a major importance on the measurements. In
whole bone testing, it usually implies the elimination of other tissues than
bone and, depending on the testing conditions, keeping it moist or dried.
We will focus on the preparation of cancellous bone samples to be tested
at the mesoscale, because of the thesis framework. In the literature, some
works deal with the preparation and storage of cancellous bone samples [36,
38, 39, 40, 41]. In some cases, cylindrical-shaped specimens are prepared,
extracted using a trephine, to test them along its principal or transversal
directions [41, 42, 43, 44, 45]. In other cases, parallelepiped-shaped samples
are machined using precision band saws, aiming to test the samples along
their three main directions [46, 47, 48, 49]. Bone marrow is often eliminated
using an ultrasonic bath or by water jet, and the samples are dried or kept
moist using saline solution. Some works report the assessment of the bone
volume fraction using Archimedes principle, to use it as a criterion parameter
to segment the subsequent micro-CT images [40, 50].
Storage influences the mechanical properties measured [38, 39]. Linde and
Sorensen[39] analyzed the effect of different storage methods: ethanol or freez-
ing at -20◦C. The elastic properties of the samples were not significantly af-
fected even for 100 days stored [38, 39]. Further thawing and refreezing neither
produced significant changes in the elastic properties [38]. However, the vis-
coelastic properties show small but significant variation after the 100 days
storage in ethanol or frozen [39].
Axial testing, under compression or tension conditions, has been used to
characterize cancellous bone anisotropic and asymmetric behavior [10, 14].
Tensile tests imply griping the specimens, which is susceptible to induce dam-
age, but embedding the sample end-caps minimize this undesirable effect [26].
Compression testing is the most common experimental procedure to estimate
bone mechanical properties due to its simplicity in contrast to other experi-
ments [22]. Those properties represent the overall behavior of the sample, but
do not reflect the local inhomogeneities present in cancellous bone [51], which
act as strain concentrators and are responsible of failure initiation. Some con-
ditions must be fulfilled in order to minimize experimental artifacts that may
affect the measurements, which will be discussed in the following.
Some years ago, there was some controversy about the elastic response of
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cancellous bone under compression. Some works reported a toe region (see
Fig. 1.6) in the initial response, which they assumed to correspond to a real
nonlinear behavior [52]. However, it was then identified as an experimental
artifact and a fully linear behavior was observed, with equal tensile and com-
pressive apparent modulus [23]. This experimental artifacts were defined as
side-artifacts result from damaging specimens during machining, which pro-
duce a disruption on the trabecular connectivity [23, 43, 53, 54]. The effect of
side-artifacts on the underestimation of the Young’s modulus was quantified
to be over 50 %, with a mean value of 27 %, by comparing parametric simu-
lations, considering varying volume of analysis size, and compression testing
results [53]. Indeed, these side-artifacts are higher for low bone volume frac-
tion samples and also affect to yield strength estimation about 20 to 32 % [55].
In order to minimize those artifacts, some procedures were proposed, like
embedding the ends of the samples in PMMA, increasing the aspect ratio of
the samples, lubricating the platens to reduce friction at the sample-platens
interface or performing preconditioning cycles [30, 23, 52, 56]. Preconditioning
cycles to up to 0.5 % apparent strain do not produce modulus degradation
[52, 56, 57]
Other experimental artifacts are related to the parallelism of opposite faces
[22]. If this condition is not properly fulfilled, high stressed regions at the
contact between compression platen and specimen may produce the fracture
of the sample in that part. The use of a pivoting compression platen has been
proposed to solve this problem [22].
Generally, quasi-static tests are performed, which aim to estimate the elas-
tic properties at the apparent or tissue level. Dynamic tests have been used
to determine the effect of increasing strain rate [27, 28] or to assess fatigue
properties [33, 32].
Microindentation has been used to assess directional elastic properties [58],
which permitted to draw some conclusions about cancellous bone elastic prop-
erties for different locations, ages, genders and directions. For example, a
higher modulus (between 5 to 12 %) was found at the core than at the cortex
of a trabecula. In addition, the axial direction presented higher values than
the transversal (between 18 to 27 % higher). It is interesting to remark that
no statistical differences were found regarding age or gender, which highlights
that the loss of macroscopic mechanical competence due to age is factor of
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changes in the microarchitecture rather than decreasing material properties
[58].
Nanoindentation is a technique that permits the estimation of the elastic
modulus and hardness in surface layers with a depth indentation reduced to the
submicron range [36]. Hardness is estimated by measuring the contact area for
the maximum applied load, while the elastic modulus is measured from the
unloading region of the load-displacement curve and using the relationship
between contact stiffness and elastic modulus presented in Eq. 1.1 [36]. In
Eq. 1.1, other assumptions like elasticity with time-independent plasticity
constitutive behavior or known Poisson’s ratio are needed.
dP
dh
= β
2√
pi
√
AEr (1.1)
where β is the indenter shape factor, P is the applied load, h, the depth of
indentation, A is the contact area and Er is the reduced modulus, defined in
Eq. 1.2, which depends on the elastic modulus and the Poisson’s ratio of the
sample and the indenter (Es, νs, Ei, νi, respectively).
1
Er
=
(1− νs)2
Es
+
(1− νi)2
Ei
(1.2)
Zysset et al. [36] found a correlation between the elastic modulus and
hardness in human femur, both in cortical and cancellous bone. The authors
measured lower values for cancellous than for cortical bone, as depicted in Fig.
1.7, which contradicted the assumption that both are made of the same tissue.
Indeed, the authors explained those results because of the differences on the
canalicular porosity, mineralization and orientation of the collagen distribution
between the bone types [36].
Norman et al. [59] developed an interesting work about nanoindentation
on human cancellous bone from the intertrochanteric region to investigate
micromechanical properties from different spicules of different donors. They
found elastic modulus and hardness variations within a single spicule revealing
higher values in the inner part compared to outer areas (14.22 and 12.25
GPa regarding elastic modulus and 0.9 and 0.68 GPa in hardness). They
attribute the measurement variations to differences in composition, mineral
and collagen, and the arrangement of bone ultrastructure. As the rate of
turnover within remodeling is greater at the surfaces, the results reported
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Figure 1.7: Load-displacement curve from nanoindentation tests in cortical and trabecular
human femoral bone. The elastic modulus is measured in the unloading part of the test
(taken from [36]).
are in line with those observations. Further, the authors give an explanation
based on bone adaptation to loading: lamellae near the surface are subjected
to greater strains due to bending, so more remodeling occurs in there. Those
variations could also be functional, because those high strained areas near
the surfaces of lower elastic properties imply less brittle behavior, so it would
increase fracture toughness [59].
On the other hand, some of the aforementioned testing techniques can
be used in combination with imaging techniques, such as micro-computed to-
mography (micro-CT) or taking photographs during the experiment. This
combination gives insight into local situations that, without them, cannot be
measured and may be used to validate fracture models experimentally, which
has not been fully solved in the literature. For example, taking photographs or
performing micro-CT during testing (and applying digital volume correlation
technique (DVC)) provides information about how bone deforms or breaks lo-
cally. Nevertheless, visual inspections of the images have not enough accuracy,
while micro-CT involves high economic and time costs and must be applied
only under quasi-static conditions. However, the application of digital image
correlation (DIC) to images acquired during testing is a rapid and cheap so-
lution that makes it possible to estimate strains and deformation mechanisms
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at lower scales than the test one.
To measure displacements in biological materials, the most common tech-
niques are displacement gauges (for example to measure displacements be-
tween compression platens), loading platen transducers, extensometers at-
tached to specimens, strain gauges or optical systems [22]. Digital image
correlation (DIC), as an optical technique, has some advantages over the other
mentioned options. To begin with, it is a non-contact technique, so it avoids
any damage induced to specimens due to measurement system attachment.
In addition, DIC measures the local displacement at the specimen’s surface,
which avoids compliance effects related to other measurement systems. In case
of cancellous bone, its microstructure may act itself as the pattern of reference
(instead of speckle) which is used to estimate displacement fields [51].
Since DIC was introduced in the 80s [60, 61], the accuracy of the method
has been notably improved [62, 63], which has promoted an increasing use in
many applications to measure displacements in a wide range of materials. A
thorough review of DIC biomechanical applications, potential and limitations
was published recently by Palanca et al [64]. Some works have used DIC to
further characterize fracture at the organ level [65, 66, 67]. However, little
work has been done about its application to study cancellous bone failure
onset and propagation.
One limitation of DIC method is that it only provides surface measure-
ments, so if failure does not occur on the visible surface the method is not
capable to properly characterize it. However, an averaging of what happens
at the subsurfaces along specimen thickness is performed, but it does not per-
mit to distinguish the fractured areas at those subsurfaces clearly [51]. This
limitation motivated the use of DVC, which permit to scan by micro-CT a
sample during quasi-static testing but, as mentioned, can be used only under
quasi-static conditions.
Ultrasonic tests permit to calculate the elastic modulus from the measure-
ment of the velocity of sound waves through an specimen of known density
[22]. Depending on the transducer vibration direction with respect to the ul-
trasound wave propagation, longitudinal or shear waves are produced, which
permit the calculation of both longitudinal (E) and shear (G) modulus, using
Eqs. 1.3 and 1.4:
E = ρv2 (1.3)
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G = ρv2s (1.4)
Ultrasonic tests permit multiple non-destructive measurements and are
relatively cheap, so constitute a reliable tool to estimate elastic properties.
However, strength cannot be measured directly and must be inferred using
regressions to the elastic properties [22].
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1.5.3 Elastic properties of cancellous bone
The estimation of the elastic properties of cancellous bone a has major im-
portance to determine its mechanical competence and for detailed mechanical
analysis of bone, bone healing or bone-implant interaction. Among the elastic
properties, we consider the apparent Young’s modulus, Eapp, and the tissue-
level Young’s modulus, E. The first is related to the stiffness at the macro
level, while the second is the elastic modulus at the microscale, the trabecular
level. Both parameters are related, because tissue-level Young’s modulus with
combination of the lattice architecture conditions the apparent stiffness.
In the previous section, we reviewed testing procedures for cancellous bone
and its applications. In this section, elastic properties of cancellous bone from
different species (but focused on humans), locations and methodologies are
reported. Table 1.1 summarizes apparent elastic properties of human cancel-
lous bone from different locations reported in the literature, measured along
the main trabecular orientation direction. Commonly, the apparent properties
are assessed from axial testing under quasi-static conditions. In some cases,
the experiments are combined with the use of optical extensometers, finite el-
ements or nanoindentation. For example, Odgaard and Linde [54] compared
the estimations from compression testing and the use of an optical extensome-
ter and obtained higher values for the latter method, which results from lower
displacement measurement. On the other hand, Chevalier et al. [40] com-
pared the performance of compression tests and a combination of micro-CT
based finite element models whose properties were defined from nanoindenta-
tion. The authors obtained similar estimations but the FE models tended to
overestimate the elastic modulus.
The apparent modulus values reported in the literature present a wide scat-
tering, because they depend on specimen conditions and location, see Table
1.1. Most of the measurements reported in Table 1.1 correspond to experi-
ments under wet conditions and no obvious distinction can be done comparing
to the dry ones. Theoretically, higher modulus values would be expected from
the measurements under dry conditions [22].
Li and Aspden [68] reported metrics from osteoarthritic, normal and os-
teoporotic cancellous bone and, as expected, higher values were obtained for
the osteoarthritic, followed by the normal and osteoporotic samples. Among
elastic modulus reports, higher values were found for the femoral specimens,
while the lowest values were found for vertebral samples. For any comparison,
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it is important to refer the results to the volume fraction or apparent density
of the samples, because it strongly influences the apparent properties [10, 14].
The low value reported by [46] is due to the low value of the bone volume
fraction of the samples analyzed (between 6.8 to 10.4 %). This tendency is
observed also in the values reported by Morgan and Keaveny [45] for different
locations: the lowest apparent density was found for the vertebral specimens,
which correlates to the apparent modulus, while the highest was found for the
femoral neck, that presents the highest modulus values.
Table 1.1: Elastic apparent modulus (Eapp) values reported in the literature for cancellous
bone from different testing methods, loading modes, species and sites. Mean and standard
deviation values are presented when reported.
Eapp [MPa] Test method Specie Site Conditions Ref.
1538 ± 674 Compression Human* Femoral head Wet [42]
3230 ± 936 Compression
Human Femoral neck Wet [45]
2700 ± 772 Tension
356
Compression
Human**
Femoral head Wet [68]310 Human***
247 Human*
1359.6 ± 1135.7 Compression
Human Femur Dry [40]
1493.7 ± 1226.4 Nanoindentation - FE
622 ± 302 Compression
Human Trochanter Wet [45]
597 ± 330 Tension
344 ± 148 Compression
Human Vertebra Wet [45]
349 ± 133 Tension
99 ± 38.5 Compression Human Vertebra Wet [46]
276 Tension
Human Vertebra Wet [41]
231 Compression
1091 ± 634 Compression
Human Tibia Wet [45]
1068 ± 840 Tension
428 ± 227.8 Compression Human Tibia Dry [43]
689 ± 438 Compression
Human Tibia Wet [54]
871 ± 581 Optical extensometer
* Osteoporotic.
** Osteoarthritis.
*** Normal.
A recent review of Young’s modulus of trabecular bone at the tissue level
by Wu et al. [69], described different methods used for that purpose and
summarizes the estimations sorted by methods. They distinguished between:
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micro-mechanical testing of single trabeculae, ultrasonic testing, nanoindenta-
tion and combination of macro-level mechanical testing and numerical models
based on µCT images. In their review, Wu et al. [69] reported tissue elastic
modulus ranging between 1.2 to 22.3 GPa, but few of the references are close
to the lower bound.
Table 1.2: Elastic modulus at the tissue level (E) reported in the literature for cancellous
bone from different testing methods, loading modes, species and sites. Mean and standard
deviation values are presented.
Tissue level Young’s
modulus (E) [GPa]
Test method Specie Site Conditions Ref.
14.22 ± 1.07
Nanoindentation Human
Femur (inner trabeculae)
Dry [59]
12.25 ± 1.01 Femur (outer trabeculae)
11.4 ± 5.6 Nanoindentation Human Femoral neck Wet [36]
13.5 ± 2.0 Nanoindentation Human Vertebra Dry [70]
20.95 ± 2.1 Nanoindentation Human Femur Dry [40]
11.31-15.80 Microindentation Human Vertebra Dry [58]
12.18 ± 0.8 Attenuation
coefficient SR-µCT
Human Femoral neck Wet [71]
18.8 ± 5.2 Compression - FE Human* Femoral head Wet [42]
18.0 ± 2.8 Compression - FE Human Femoral neck Wet [50]
6.6 ± 1.07 Compression - FE Human Vertebra Wet [46]
5.6 ± 0.2 Compression - FE Whale Vertebra Wet [47]
12.59 ± 2.13 Compression - FE Human Femur - [44]
18.7 ± 3.4 Axial - FE Bovine Tibia - [72]
16.24 ± 2.47
Tension
Human**
Femur Dry [73]
16.85 ± 2.1 Human*
10.4 ± 3.5 Microtensile
Human Tibia Dry [74]
14.8 ± 1.4 Ultrasound
2.0 ± 1.0 3-point bending Bovine Femur Wet [37]
10.09 ± 2.42
3-point bending
Human**
Femur Dry [73]
11.38 ± 1.42 Human*
* Osteoporotic.
** Normal.
Table 1.2 presents Young’s modulus at the tissue level reported in the
literature, for different locations, conditions and methods. In our review,
the mean values range between 2 to 20.95 GPa, so a wide scattering is also
found. We report values from nanoindentation, microindentation, density-
based measurements, combination of compression testing and finite element
modeling, tension tests, ultrasound and bending testing.
Using nanoindentation, the values range between 11 to 21 GPa and lower
metrics are found for wet conditions for the same location (11.4 GPa in contrast
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to 14 or 21 GPa). On the other hand, the combination of compression testing
and image-based FE presents elastic modulus values from 5.6 to 19 GPa.
Some authors claim that this methodology tends to underestimate the values
because compression testing sometimes involves the presence of side artifacts,
but some works have addressed this problem to minimize its effects [52, 30, 56].
Nevertheless, this combination of testing and high resolution imaging permits
not only to estimate the elastic properties at the tissue level, but also to
analyze stresses and strains locally.
Testing single trabeculae also permits to study local effects, but it involves
the difficulty of avoiding damage due to gripping in tension tests, compliance
effects during testing or an accurate estimation of the cross-sectional area [22].
In case of ultrasonic tests, a value of around 15 GPa is reported in [74], which is
in the upper range of the nanoindentation and compression-FE methodologies.
However, the presence of voids tends to attenuate the ultrasonic waves, which
makes the application of this technique more complex [69].
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1.5.4 Failure of cancellous bone: yielding and post-yielding
Bones are loaded during daily activities. If loads are high enough, bone failure
may occur. It is said that bone fragility is related to the unbalance between
damage accumulation and remodeling [75]. Failure occurs at each length scale
of the hierarchical bone structure and it is claimed that the primary inelastic
bone deformation happens near the nanoscale [76]. Trabecular bone strength
properties are heterogeneous, anisotropic and asymmetric. Thus, they vary
with age, location and depending on the loading direction and mode (tension-
compression-shearing) [10]. Regarding the loading mode, larger strength val-
ues are found for compression, followed by tension and shearing [10, 26].
In the late 80’s, Gibson [17] used simplified trabecular configurations to
describe cancellous bone compression failure modes: elastic buckling or plastic
hinges. The authors related the failure mechanism to the slenderness or the
apparent density: buckling would occur at low apparent densities whereas
plastic hinges would happen for high density values.
Zioupos [77] analyzed the different phases of the mechanical behavior of
bone in compression (elastic, damage and fracture mechanics) and reviewed
approaches to determine the parameters that better characterize each phase.
After the elastic response, the author identified the damage mechanics phase,
were he postulated that the reduced stiffness within this phase was a conse-
quence of the development of microcracks, and pointed out the importance
of toughening mechanisms at each length scale for a biological material. On
the other hand, Zioupos identified the fracture mechanics phase and discussed
approaches reported in the literature to estimate fracture parameters, and
also identified crack deflection and bridging as mechanisms to resist fracture
in that phase.
More recently, Launey et al. [76] reviewed the toughening mechanisms of
bone at different scales in a very interesting work, which is really valuable to
understand how bone breaks (or resists to fracture). They describe fracture as
a balance between loads that increase fracture surfaces and intrinsic damage
mechanisms ahead the crack tip and extrinsic shielding mechanisms behind
the crack tip. Fig 1.8 presents extrinsic and intrinsic bone toughening mech-
anisms at different length scales which are actually the failure mechanisms
contributing to increase fracture resistance. Extrinsic mechanisms are related
to crack deflection and bridging and affect to scales ≥ 1 µm, while intrinsic
mechanisms are related to plasticity and affect to scales < 1 µm. At the
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Figure 1.8: Toughening mechanisms of bone at different length scales from [76]. The left side
of the figure represents extrinsic shielding mechanisms which occur at higher length scales,
while the right side shows intrinsic mechanisms that act at lower length scales.
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molecular level (see Fig. 1.8), the basic deformation mechanism of collagen is
molecular uncoiling, which results from hydrogen bond breakage. This process
also happens in collagen fibrils, where the amount of cross-links determines the
ability to dissipate energy: the larger the cross-link density, the more brittle,
so it is a factor related to increased fracture risk in elderly population. At the
next level, the mineralized collagen fibrils slide as a failure mechanism, where
the mineral phase increases the stiffness and energy dissipation. At the micro
level, and as a bond between intrinsic and extrinsic toughening mechanisms,
microcracking acts as an inelastic deformation but also as crack bridging and
deflection mechanism. From micro to macroscale (see Fig. 1.8), the tough-
ening mechanisms are crack deflection and bridging, whose effects have been
further studied on osteonal systems rather than on cancellous bone.
Despite all this complexity, bone failure mechanism may be simple. Failure
strains are almost independent of specimen density and are relatively constant
(for a certain location, age, direction and mode) [10]. Specifically, failure
strain shows a low but increasing linear relation to the apparent density in
compression, which vanishes in tension [26]. In contrast, Bayraktar et al.
[50] observed no dependence of both compressive and tensile yield strains on
the apparent density and apparent modulus. On the other hand, a strong
linear correlation (other authors report a power law) is found between elastic
modulus and yield stress [10, 26, 72, 78]. As strain is stress to modulus ratio
for an elastic material under uniaxial loading, this suggests that failure strains
are relatively constant. Furthermore, yield strain is isotropic for cancellous
bone [10]. This yield strain behavior suggests that bone failure is controlled
by strains.
Failure in cancellous bone is more localized in fracture bands rather than
generalized [76, 79, 80], see Fig. 1.9 and 1.11. This failure behavior makes
bone even a more interesting material, because it tends to concentrate dam-
age (or complete fractures if loading continues increasing) in controlled ar-
eas, so remodeling is optimized in there. In that sense, remodeling has been
hypothesized to be induced by damage mechanisms due to changes in bone
ultrastructure [10, 14, 26].
Failure in cancellous bone has been studied mostly under uniaxial loading
conditions, due to its simplicity compared to the multiaxial case. Damage
affects the apparent elastic properties of trabecular bone by decreasing them
and can propagate if overloaded, increasing fracture risk [79, 81]. Damage
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affects bone ultrastructure and it has been also hypothesized that disruptions
in the canaliculi network may be the stimulus of bone remodeling [79]. It has
been observed that damage shows a strong dependence on the applied strain
(the greater the applied strain, the more damage [57]), and lower but signif-
icant dependence on the loading mode and direction [82]. However, damage
cannot be detected in clinical radiography [82].
0.75 % 1.5 %
2.25 % 3 %
Figure 1.9: Failure histological labeling at different apparent strains, which reveal a tran-
sition in failure behavior from short cracks at low apparent strains to multiple microcracks
(observed as diffuse damage) and complete fracture as the apparent strain increases. The
picture was taken from [75].
Kopperdahl and Keaveny [26] analyzed damage under uniaxial compres-
sion and proposed an apparent density threshold transition from compressive
yielding to buckling (as the main compressive failure mechanisms), although
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both mechanisms may co-exist. Buckling dominant failure occurs if its critical
stress is lower than the ultimate compressive strength, which occurs for a 0.4
gcm−3 apparent density. That density matches the plate to rod-like transition
reported in [17].
Nagaraja et al. [79] characterized damage accumulation in bovine cancel-
lous samples under stress relaxation and observed failure localized in bands,
while damage depended on the strain level. The development of residual
strains under static conditions associated to microdamage may be a reason
of increased fracture risk in aged population.
Lambers et al. [41] studied the influence of the loading mode and mi-
crostructure on damage accumulation in human vertebral cancellous bone.
The authors found greater damage accumulation in tension (3.9% of the total
bone volume) than in compression (1.9 %). The asymmetric microdamage be-
havior may be explained because in tension, tissue fails due to tensile principal
strains, which in case of compression involves also compressive yielding, and
lower yielding properties are reported for tension mode. Microdamage accu-
mulation and average whole specimen microarchitectural parameters showed
subtle relationships [41]. Analyzing the tissue locally, Lambers et al. [41] ob-
served microdamage occurring at trabeculae of thickness greater than average
sample values, in contrast to what may be expected, which was explained as
follows: thin trabeculae are subjected to unidirectional stresses, while thick
trabeculae undergo a more multiaxial stress. This fact suggests that micro-
damage may occur predominantly in plate-like trabeculae [41].
Wolfram et al. [82] observed different damage accumulation in human
vertebral trabecular bone, as a function of loading mode and direction. In case
of transverse direction loading, damage accumulation was lower than for axial
direction and accumulated more in compression than tension loading modes.
The latter, was explained by the amount of bending trabeculae in compression
compared to tension loading mode. Further, they found differences of around
5 % between yield strains in compression (εyc = 0.0081) and tension (ε
y
t =
0.0072).
In Hernandez et al. [83], strength and stiffness properties are related to the
presence of microdamage under a single compressive overload and subsequent
testing. Damage volume fraction was correlated to elastic modulus and yield
strength reduction, which had been reported previously in [82]. Furthermore,
the authors found that, even for a small fraction of damaged bone volume
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(> 1%), the modulus reduction ranged [30 - 60 %]. The initial and reload
elastic modulus, yield and ultimate strength showed linear correlation to bone
volume fraction.
To be able to validate the failure models proposed in the literature, fail-
ure detection methodologies are necessary. Damage has been usually detected
analyzing histological sections in which staining had been previously applied
[57, 75, 41]. However, it is a high time consuming and destructive technique,
which has motivated several authors to explore other methodologies. Scan-
ning electron microscopy (SEM) is also commonly used to visualize failure at
high magnification [80, 14, 17], so it permits to distinguish microcracks and
also different toughening mechanisms, but it only permits to analyze surfaces
and very local areas. Other techniques permit to analyze failure on larger
areas or even in whole specimens, but obviously, with a lower resolution than
SEM. For example, Nagaraja [75] studied microdamage under uniaxial testing
conditions by micro-CT, imaged based FEM and histological damage label-
ing. The authors tested uniaxially cylindrical samples with reduced central
region and scanned them at different apparent strain levels, giving insight into
the existence of different failure modes depending on the applied strain, see
Fig. 1.9. As the apparent strain increases, failure changes from short linear
cracks at trabecular surface (εapp = 0.75%) to long cracks and diffuse damage
localized in shear bands (εapp = 1.5− 3%). Further, the authors report micro-
damage initiation strains in the range of [0.0046-0.0063] in compression and
[0.0018-0.0024] in tension, calculated from FE analyses.
Some years ago, Nazarian and Mu¨ller [84] developed an imaging system
that allowed to test a specimen while scanning, which helped to reveal fracture
initiation and progression. The authors performed uniaxial compression tests
on vertebral whale specimens and micro-CT was applied at each increment
load. Their time-lapsed failure imaging showed that failure occurred localized
in shear bands, while the remaining structure seemed to not being affected.
Within the failure area, trabeculae failed by bending (buckling) followed by a
complete fracture [84].
On the other hand, Wang et al. [81] proposed a methodology to de-
tect microdamage using micro-CT, which consisted of labeling the specimens
with barium sulfate (BaSO4), which attenuates X-rays more than bone tissue.
Then, the images were segmented and microdamage was accurately detected
(see Fig. 1.10). However, the technique is not capable of detecting individual
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cracks, which are visible at higher resolutions [81].
a)
b)
100 µm
Figure 1.10: SEM image of damaged cancellous bone where microcracks are visible and
surrounded by bright intensities due to BaSO4 contrast labeling. In micro-CT images, the
microcracks are not visible but the brighter intensities can be thresholded to distinguish
damaged areas. Image taken from [81].
Other works have studied the stress whitening effect, which was linked
to damage in cancellous bone [24, 37, 80]. Thurner et al. [80] showed that
using high-speed photography with high magnification on yielded trabeculae
presented whitening, which increased with loading. The authors confirmed
damage presence in the whitened areas using SEM, which revealed delami-
nation, numerous microcracks and the concentration of damage in fracture
bands, while other trabeculae remained undamaged even for high apparent
strains, see Fig. 1.11. Moreover, they succeeded on correlating the whitening
effect to microdamage, which appeared far below the apparent yielding point
[80]. Time after, Jungmann et al. [37] combined the stress whitening effect
from Thurner et al. [80] with digital image correlation (DIC), to estimate
local strains, failure onset and fracture strains in single trabeculae submitted
to three-point bending tests. The average yield strain was 1 ± 0.5% while
complete failure average strain was 8 ± 5%. Those yielding values estimated
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through DIC were in the upper bound of values reported in the literature, com-
pared to other methodologies, which may be attributable to lower resolution
of DIC compared to FEM.
A) B)
250 µm 200 µm
Figure 1.11: Stress whitening effect observed by [80] A) and SEM image of the same trabec-
ulae, where microcracks, delamination and bridging can be distinguished B).
To summarize, bone failure starts by decreasing stiffness within a dam-
age mechanics phase and it is followed by a fracture mechanics phase where
fracture surfaces are developed. Failure behavior is conditioned by bone hier-
archical microstructure, which provides toughening mechanisms at each length
scale: from inelastic deformation resulting from collagen molecules uncoiling
or collagen mineralized fibrils gliding at the lower scales, to crack deflection
and bridging from micro to macroscales. The deformation mechanisms men-
tioned occur prior to the apparent yield point and tend to localize failure in
the so-called shear bands. Furthermore, the strength properties are heteroge-
neous, anisotropic and asymmetric. Despite this complexity, yield strains are
relatively constant and can be considered isotropic.
34 Chapter 1. Introduction
1.5.5 Strength properties estimation
The determination of cancellous bone strength properties is clinically impor-
tant, because they are indicators of bone quality and are necessary to develop
numerical models that permit to simulate multiple situations, like implant de-
sign and validation, multiaxial loading or disease treatment evaluation. Simu-
lations involve much less costs than experiments, permit to simulate destruc-
tive situations and make it possible to model complex loading configurations
that are too complicated to be carried out experimentally. In failure modeling,
it is important to define appropriate properties according to the failure mode
[85]: strength for static failure, fracture toughness for crack growth studies
and fatigue strength for fatigue failure. In this thesis, quasi-static situations
are considered, so we focus this review on bone strength properties.
Traditionally, strength properties are assessed through experiments [14],
aiming at estimating the apparent strength properties [26, 45] or properties
at the microscale, through testing individual trabeculae [24, 37, 73]. The 0.2
% offset method is the most widely used to determine the yield point from
experiments, while the fracture point is defined as the maximum stress value
within the stress-strain curve. On the other hand, other authors have com-
bined experiments with digital image correlation, to estimate yield properties
at the trabecular tissue level [24, 73, 75]. Based on experimental results, many
works have attempted to find regressions to estimate strength values. For ex-
ample, a strong linear correlation between elastic modulus and strength has
been reported across a range of bone densities [86], while other authors relate
strength to density measurements, which at the end is equivalent [10, 26].
Since the introduction of great advantages in imaging techniques, image-
based finite element models have been used to estimate strength properties
at different length scales [37, 50, 73, 75]. Those highly discretized models
accounting for specimen microstructure permit to estimate local stresses and
strains to reproduce trabecular failure at the microscale and also to simulate
specimen apparent level yielding and post-yielding [72, 87]. Some of the finite
element models have included asymmetric strength properties and non-linear
behavior to find tissue yield properties [50, 72]. Further, FE models serve
for validating failure parameter values reported in the literature or from own
experiments [24].
Commonly, an inverse analysis criterion is used to find the failure prop-
erties to be used in finite element models, that is, a parameter calibration
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that makes the model match the experimental data [37, 73]. The calibration
sometimes depends on a single parameter [44], that usually is the yield strain
or stress, while other constitutive models need for more parameter calibration
[73].
Table 1.3: Failure strains and stresses measurements at the macro (apparent) level reported
in the literature, resuming the estimation method, loading mode, species and site.
εy [%] σy [MPa] εu [%] σu [MPa] Method
Loading
mode
Species
and site
Ref.
0.73 1.48 - -
0.2 %
Tension Human -
vertebra
[41]
0.75 1.19 - - Compression
0.81 - 2.5 -
0.2 %
Compression Human -
vertebra
[82]
0.72 - 1.57 - Tension
0.81 - - - 0.2 % -
FE
Compression Human -
1*
[88]
0.33 - - - Tension
0.77 2.02 - -
0.2 %
Compression Human -
Vertebra
[45]
0.70 1.72 - - Tension
0.73 5.83 - - Compression Human -
Tibia0.65 4.50 - - Tension
0.70 3.21 - - Compression Human -
Trochanter0.61 2.44 - - Tension
0.85 17.45 - - Compression Human -
Femur Neck0.61 10.93 - - Tension
0.88 14.37 - -
0.2 %
Tension Bovine -
Tibia
[87]
1.17 21.09 - - Compression
0.62 84.9 - -
0.2 %
Tension Human -
Femur
[50]
1.04 135.3 - - Compression
0.78 1.75 1.59 2.23
0.2 %
Tension Human -
Vertebrae
[26]
0.84 1.92 1.45 2.23 Compression
0.78 14.36 - - 0.2 % -
FE
Tension Bovine -
Tibia
[72]
1.08 20.62 - - Compression
0.69 1.1 1.29 1.29 0.2 % Compression
Human -
Vertebrae
[83]
3.01 14.957 3.695 16.113 0.2 % Compression
Whale -
Vertebrae
[84]
1* The study was carried out on different locations: femur, tibia and vertebra.
An interesting contribution from Carretta et al. [73] provided tissue-level
failure properties for healthy and osteoporotic human femoral cancellous bone,
through single trabeculae testing under tensile and bending conditions, com-
bined with sample imaging and FE analysis. The authors pointed out the
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difficulties to assess tissue failure properties through testing whole specimens,
in contrast to single trabeculae testing, and the importance of the availability
of properties at the microscale to be used in simulations. In [73], the volume
analyzed is of the order of the element size commonly used in the simulations,
so the data set may be meaningful for that purpose.
Bevill et al. [88] used a combination of testing and finite element modeling
to analyze the influence of including large deformations on the estimation of
the apparent yield values. They concluded that, for low volume fraction sam-
ples (<0.2), the effect is quite significant, but vanishes for increasing apparent
densities.
Table 1.3 presents failure strains and stresses measurements at the appar-
ent level from the literature, while table 1.4 reports tissue level failure strains
and stresses estimations. The tables include yield strains (εy) and stresses
(σy), ultimate strains (εu) and stresses (σu) values for cancellous bone re-
ported in the literature, including the species, location, calculation method,
loading direction, loading mode and reference.
Table 1.4: Failure strains and stresses measurements at the micro or tissue level reported in
the literature, including the estimation method, loading mode, specie and site.
εy [%] σy [MPa] εu [%] σu [MPa] Method
Loading
mode
Specie
and Site
Ref.
0.46-0.63 88-121 - -
FE
Compression Bovine -
Tibia
[75]
0.18-0.24 35-43 - - Tension
1.6 - 12 -
σ whitening
& DIC
3-point
bending2*
Bovine -
Femur
[37]
0.72 115.43 5.14 166.89
Single
trabeculae
testing
Tension Human3* -
Femur
[73]
1.45 138.67 8.2 204.98 3-p bending
0.77 130.28 2.4 164.71 Tension Human4* -
Femur1.21 135.98 6.01 208.62 3-p bending
0.6 - - - FE -
testing
Tension Bovine -
Tibia
[72]
1.01 - - - Compression
0.41 82.8 - - FE -
testing
Tension Human -
Femur
[50]
0.83 133.6 - - Compression
2* Yielding estimation in tension area.
3* Healthy donors.
4* Osteoporotic donors.
The apparent level yield values in Table 1.3 were measured using the 0.2%
offset method and, in some cases, combined FE analysis to validate the metrics.
As discussed in section 1.5.4, the yield stress values show wide scattering
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because they depend on the apparent density and the elastic modulus, while
yield strains remain almost constant for a certain location, loading mode and
direction. Furthermore, higher yield strain values are reported for compression
compared to tension values, which take a value for human vertebrae between
0.69 to 0.84 % for compression and between 0.7 to 0.78 % in tension. Bovine
tibia and whale vertebrae values are significantly larger than human ones, see
Table 1.3. Regarding ultimate strain values, most of the works did not focus
on them, but the reported values for human vertebral tissues ranges [1.29-2.5]
% in compression and around 1.58 % in tension.
On the other hand, the yield values at the tissue level, given in Table
1.4, were estimated from an inverse calibration of numerical models to match
tests, single trabeculae testing or a combination of stress whitening and digital
image correlation. The latter method provided the highest values and may be
the least accurate. Lower yield strain values were estimated for the tissue
than for the apparent level and the combination of a high discretization and
testing reveals a good performance on the estimation of failure properties at
the microscale.
Other authors have proposed alternative parameters to evaluate the quality
of trabecular bone. For example, Roque et al. [89] proposed a mechanical com-
petence parameter (MCP) that included the influence of bone volume fraction,
elasticity modulus, connectivity and tortuosity. They used data from micro-
CT scanned specimens which were simulated using finite elements to obtain
the apparent modulus. A principal competence analysis was performed, which
allowed to find MPC. Then, it was applied to both healthy and osteoporotic
samples and confirmed that MPC was able to distinguish between groups, so it
may be used to determine bone quality. More recently, Filletti and Roque [90]
pointed out the time consuming methodology to calculate MPC from image
analysis and simulations and proposed an alternative method based on data
analysis, using a neural network approach.
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1.5.6 Cancellous bone imaging and segmentation
Cancellous bone microarchitecture is a 3D lattice naturally optimized for the
applied loads. However, before advances in imaging techniques, its structure
was traditionally analyzed studying sections by histomorphometry [91, 92].
Through section analysis, its microstructure was visible and it was presented
as a non-repetitive complex structure. Some authors made efforts trying to
simplify its structure in their models [17, 18, 93] but the improvements on the
non-destructive imaging systems allowed to visualize cancellous microstructure
in 3 dimensions at a high resolution.
Analyzing cancellous bone by imaging has some issues to take into account:
imaging system, resolution and segmentation. Regarding imaging systems,
their physical working principles condition the resulting images, together with
the parameters used for scanning. On the other hand, resolution has major
importance on the detection and definition of structures at low length scales,
while segmentation is critical, because it influences both the estimation of
microstructural characteristics and the numerical models developed from the
segmented masks.
1.5.6.1 Imaging systems
The high radiation absorption of calcified tissues allows X-ray based systems
such as computed tomography (CT) or micro-computed tomography (micro-
CT) to present bone tissue at a high sensitivity [8, 12]. In case of other
techniques like magnetic resonance imaging (MRI), bone is presented with
background intensities due to its working principle: it consists of measuring
relaxation times after inducing a magnetic field that changes material spin
orientation and, in case of Calcium, the even number of protons and neutrons
does not produce magnetic resonance signal because of its lack of spin-angular
momentum [6].
Depending on its applicability to clinical practice, bone imaging systems
can be divided according to the radiation dose induced to the specimen.
For example, MRI does not induce radiation on the specimen, low radiation
dose systems are CT, QCT, high-resolution peripheral quantitative tomogra-
phy (HR-pQCT) or multi-row-detector computed tomography (MDCT), while
micro-CT, induces high radiation doses (in general) which are not permissible
in clinical practice.
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In this thesis, we use X-ray micro computed tomography (micro-CT or
µCT) to scan bone samples, attempting to describe its microstructure with
high accuracy (between 13 to 24 µm isotropic resolution). Choosing a high
radiation imaging system like micro-CT is justified because of its great per-
formance in terms of resolution and contrast achieved for bone. Micro-CT
working principle is based on the attenuation of X-rays across the sample
scanned, see fig. 1.12. The attenuation of an X-ray beam at a certain distance
(x), follows Eq. 1.5, where I0 is the incident intensity and µ is the attenuation
coefficient.
Ix = I0e
−µx (1.5)
X-rays are emitted from the tube, then are attenuated by crossing the
material and finally recorded by the detector. The sample is rotated and
the process is repeated after each rotation. Then, the projections are com-
puted to reconstruct the 3D structure scanned. In addition, it is common to
use calibration phantoms which permit to relate the attenuation coefficient of
micro-CT images to material density. Those phantoms are scanned using the
same imaging parameters because, as mentioned above, the image intensity
values are dependent on them. The use of calibration phantoms permits to
define material properties of the numerical models based on its density, which
will be further discussed in section 2.3.
The first use of micro-CT to study cancellous bone was carried out by
Feldkamp et al. [12]. The imaging system used was originally designed for
defects detection in ceramic materials. Feldkamp et al. [12] stated the proce-
dure to scan and reconstruct images by micro-CT and highlighted the impor-
tance of performing image corrections for the 3D reconstruction and in order
to measure the attenuation coefficient (µ) with accuracy. They also warned
about beam hardening image artifacts and propose corrections for this effect.
They achieved a spatial resolution of 70 µm and claimed that lower resolution
was possible by improving the detector system and decreasing specimen-X-ray
source distance. Their subsequent objective was to evaluate the 3D structure
of bone, which was traditionally carried out on 2D histological sections, and
they focused on the connectivity and anisotropy analysis, which are true 3D
characteristics.
From that time, micro-CT has become a standard tool to analyze can-
cellous bone microstructure, disease progression and healing, and to generate
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preclinical models. A recent article from Boerckel et al. [94] reviews applica-
tions of this technique in bioengineering, specifically for bone tissue, cartilage
and cardiovascular structures, and also presents novel approaches, like phase-
contrast micro-CT, which will constitute great advances in micro-CT imaging
in the near future.
X-ray tube
ω
Detector
Rotating specimen
Figure 1.12: Micro-computed tomography working principle: X-rays passing through the
sample are attenuated and recorded by the detector. The specimen rotates at a low velocity
and a projection is recorded for each rotation angle. Then, those projections are used to
reconstruct the images that represent the 3D structure.
1.5.6.2 Image artifacts
Image artifacts are a potential problem that may happen when using imaging
systems. Image artifacts can be defined as any discrepancy between imaging
reconstruction and material density and geometry expectations [95]. Image
artifacts may degrade image quality, which may affect diagnosis or metrics
measurements. They usually follow a pattern of bright or dark shadows, rings
or distortion and can be categorized as a function of its source: physics-based,
patient-based, scanner-based and image reconstruction artifacts [96]. Fig. 1.13
shows some image artifacts: beam hardening, specimen movement artifacts
and materials with high differences between absorption coefficients.
Within physics-based artifacts, beam hardening is the most common one,
and may be briefly explained as follows: An X-ray beam is composed of pho-
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a) b)
c) d)
Figure 1.13: Examples of image artifacts: beam hardening together with a representation
of the attenuation coefficient (in yellow) in an homogeneous phantom a) and its correction
using filtering b), image artifacts due to small movements of specimen c) and image artifacts
resulting from the presence of a metallic material. Images a), b) and d) taken from [96].
tons with a range of energies. As the beam crosses a material, the lower-energy
photons are absorbed and the mean energy of the beam is increased, which
may influence density measurements and morphometric parameters estimation
[95]. This effect is seen in cupping artifacts (in a homogeneous material with
non-uniform shape, the X-rays in areas of higher thickness are hardened more
than in areas of lower thickness) and in streaks and dark bands (it happens
at heterogeneous materials with different densities). Beam hardening artifacts
are minimized using filters that attenuate the lower-energy components of the
beam, or calibration corrections with phantoms. Meganck et al. [95] studied
the influence of beam hardening correction using filters to reduce cupping ar-
tifacts, aiming to have accurate measurements of bone mineral density. They
claim that using filters attenuates beam hardening and provides, together
42 Chapter 1. Introduction
with the use of calibration phantoms, accurate mineral density measurements.
However, too much filtering increases noise, decreasing image contrast [95].
Other physics-based artifacts are partial volume, resulting from an off-
centered specimen, and photon starvation, which occur in highly attenuating
zones (for example, high thickness areas).
Within patient-based artifacts, we may distinguish between specimen mo-
tion and metallic materials. Specimen motion is more common in CT acqui-
sitions, but can occur also in micro-CT when a frozen specimen did not thaw
completely or if it is not properly gripped. On the other hand, ring artifacts lie
on scanner-based category and consist of circular pattern artifacts. However,
it can be avoided by re-calibrating the X-ray detector [96].
1.5.6.3 Image segmentation
Image segmentation may be defined as the process through which an image, or
set of images, is divided into parts. In case of cancellous bone segmentation,
it implies a simple differentiation between bone and background. Segmen-
tation is very susceptible to image features and imaging system. In micro-
CT, due to the high differences between the absorption coefficients of bone
and surrounding tissues, its segmentation is relatively straightforward. In
the literature, several segmentation methods are found, used alone or com-
bined: thresholding, active contours or region growing. However, cancellous
bone segmentation problem is usually solved by thresholding, which consist
of choosing a gray level intensity (or a range of intensities), corresponding to
bone tissue. Often, methodologies include also image pre-processing by means
of applying a smoothing filter. Thresholding segmentation techniques differ
from each other by how the threshold is chosen: manually, based on density
measurement or automatically. Manual procedures are based on image visual
inspection, density-based on the use of calibration phantoms during sample
imaging, while automatic segmentation depend on the analysis of image fea-
tures.
Global threshold may be the most used method to segment cancellous
bone, due to its simplicity and high performance [12, 13, 41, 95]. It consist of
choosing a gray level which separates bone tissue from other tissues. However,
a fixed-global threshold may result in loss of thin trabeculae and oversizing
thick trabeculae.
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On the other hand, adaptive thresholding requires different thresholds for
each image or neighborhood. It requires some form of manual intervention,
more parameters than global thresholding and it is usually slower. The choice
of the local threshold varies between methodologies: intensity gradients or
local intensity distribution among them [97].
Among automatic thresholding, Otsu [98] proposed a non-parametric au-
tomatic threshold selection method. The method accounts for two (or more)
classes within the grayscale of the image and calculates the optimum thresh-
old that minimizes the intra-class variance. Other automatic thresholding
techniques have been proposed and evaluated [99].
Other techniques, not based on image thresholding, like active contours
or region growing have been also applied to cancellous bone segmentation
[100]. Active contours is an iterative method that needs for an initial contour,
which evolves through the iterations minimizing a functional that includes
internal (contour) and external (image) energies. The method depends on
several parameters that define how the contours can evolve and how image
features affect them. This method has some disadvantages: it requires several
parameters and local functional minimums may condition the solution.
Region growing technique is another iterative method that adds pixels
from a seed point if accomplish the criterion chosen, that usually is related
to a distance from the seed point and to the difference between its intensity
and a threshold. As an iterative method, it is slower than the other methods
mentioned and it also depends on the initial seed point.
Some works in the literature have compared segmentation methods. Go´mez
et al. [99] reviewed segmentation methodologies applied in the literature to
cancellous bone and compared different automatic global thresholding ap-
proaches. Further, they proposed a simple method to adapt them locally.
A recent work of Tassani et al. [100] compares three commonly used seg-
mentation methods (global thresholding, Otsu and active contours) of bone
micro-CT images. Their results show that global thresholding and active con-
tours give better accuracy than Otsu’s method, with errors larger than 20 %
compared to histological images manual segmentation. Furthermore, the low
number of parameters of global thresholding compared to active contours and
the difficulty to assess them make the first method more suitable to be used
as a standard.
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1.5.7 Morphometric characterization
The term morphometry refers to measurements of shape and size. Tradi-
tionally, when applied to bone tissue, it was commonly called bone histo-
morphometry, and implied the preparation of histological sections which were
analyzed under a microscope. In earlier studies, when there was not consensus
about cancellous bone architecture, morphometric measurements allowed to
distinguish between different plate- and rod-like structures [101]. Singh [101]
analyzed a large number of human bones, pointing the dependence of the mi-
croarchitecture on bone location. By that time, the analysis were performed
from 2D and 3D measurements, like anisotropy or connectivity, were inferred
using principles from stereology [91]. However, those estimations were not
fully compatible with the inherent 3D structure of cancellous bone [12]. In
1987, the American Society for Bone and Mineral Research (ASBMR) created
an expert committee to standardize the definition, nomenclature and units of
bone histomorphometry, to make the communications about this topic more
understandable, published in [102].
The advances in bone imaging provide the researchers with of 3D images
that quantify bone shape and size and evaluate bone state, pathologies or
treatments. In cancellous bone analysis, it is accepted that not only is density
important, but also it is architecture [8, 10, 11, 47, 92]. Therefore, many
efforts have been made in the literature to find parameters that better describe
changes in cancellous microarchitecture, to relate them to pathologies like
osteoporosis, or to elucidate how they affect to the mechanical competence of
a cancellous bone-like structure.
The most used parameters to characterize cancellous microstructure are
volume fraction (BV/TV), surface area to volume ratio (BS/BV), mean tra-
becular thickness (Tb.Th), mean trabecular separation (Tb.Sp), degree of
anisotropy or orientation (DA), fractal dimension (D) and connectivity (Conn).
Aiming to explain the variation of the mechanical properties that are not
related to bone mineral density, Ulrich et al. [8] explored linear multivari-
ate relationships between mechanical properties derived from finite element
simulations and morphometric parameters, such as BV/TV, BS/TV, Tb.Th,
Tb.Sp, Tb.N and DA. They concluded that the predictions improved from
a correlation coefficient of 53 % to about 90 % when including further pa-
rameters than BV/TV. However, the authors pointed out that the regressions
obtained did not work for other data sets from different locations, so there is
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a need for further studies [8].
Similarly, Nazarian et al. [103] evaluated BV/TV ability to describe me-
chanical properties variations related to osteoporotic and metastatic cancer
specimens, which revealed that the amount of bone is sufficient to predict load
capacity changes regardless affection. They distinguished between healthy and
osteoporotic cancellous bone according to BMD, but it produced an overlap-
ping regarding BV/TV between both groups. This suggests that BMD is not
enough to discern between healthy and osteoporotic bone [103].
The degree of orientation, also known as material anisotropy, is funda-
mental for the characterization of heterogeneous materials. Bone adaptation
to external loads conditions the presence of preferred orientations in terms of
microarchitecture anisotropy. Within bone histomorphometry, the first study,
from Whitehouse [91], was performed in histological sections and introduced
the concept of mean intercept length (MIL), which when represented as a polar
plot generates an ellipse in 2D and an ellipsoid in 3D, for materials presenting
three symmetry planes. MIL method consists in counting the intersections
between a grid of lines and bone interface, as a function of the grid lines orien-
tation. Based on MIL principle, other measurements like volume orientation
(VO) or star length distribution (SLD) were derived, represented in Fig. 1.14
[92].
Harrigan and Mann [104] presented the use of a second rank tensor to
describe anisotropy degree of orthotropic materials, based on the results of
MIL from [91]. In 3D, the MIL produces a set of points defining an ellipsoid
of a general expression like Eq. 1.6:
Ax21 +Bx
2
2 + Cx
2
3 +Dx1x2 + Ex1x3 + Fx2x3 = 1 (1.6)
Eq. 1.6 may be presented as a tensor in the form of Eq. 1.7:
[M ] =
A D ED B F
E F C
 (1.7)
The tensorial representation shows interesting properties, like major ori-
entation determination from principal axis analysis, or material anisotropic
description, which can be included in material definition.
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Figure 1.14: Scheme of different methodologies to calculate material orientation (also known
as material anisotropy). Mean intercept length (MIL): the number of intersections between
a grid of lines and bone is counted for each orientation, producing a polar plot of an ellipse
which represents material anisotropy (left). For volume orientation (VO), the orientation of
maximum length in bone is calculated at a points grid (middle). Similarly, star length dis-
tribution (SLD) applies MIL to a points grid and local orientation distribution is calculated
(right). Figure taken from [92].
From that second rank representation, Cowin [105] developed one of the
key contributions about morphometry to mechanics relationships in cancellous
bone: a generic algebraic relationship between the elasticity tensor of a porous,
anisotropic, linear elastic material and its fabric tensor. The relationship de-
rived cannot represent a triclinic material behavior, but at least an orthotropic
one, which in the cancellous bone case is a function of its volume fraction and
fabric. The relationships reported in [105] were used, combined with fabric and
elasticity matrix estimations, to calculate the constants needed in the equa-
tions. For example, van Rietbergen et al. [106] determined morpho-mechanic
relationships accounting for fabric and bone volume fraction of vertebral whale
specimens extracted from a single specimen. The relationships calculated were
derived from the work from Cowin [105] and were validated against finite ele-
ment models developed from high resolution images. A year later, [47] applied
the same procedure to human cancellous bone and found high correlations be-
tween Cowin’s relationships and finite element predictions over a larger range
of morphology values.
On the other hand, fractal dimension (D) is used to measure the shape
complexity of a structure, that is, how the relationship between the number
of characteristics measured at a certain scale changes as we modify the length
scale [107]. A fractal is an object with a fractional dimension. For example, if
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we analyze most planar objects, the number of boxes that cover it if we divide
it by 3 would be 32. We identify the exponent as the dimension of the object.
For fractal geometries, present in nature, that exponent is non-integer. Some
authors proposed fractal dimension to define the presence and evolution of
cancerous cells [107].
Lopes and Betrouni [108] reviewed methodologies to compute fractal di-
mension and applications in medicine like brain imaging, mammography or
bone analysis. The authors identified fractal characteristics in bone histolog-
ical sections, like increasing perimeter at higher magnifications, while main-
taining its area, or self-similarity. Furthermore, the authors reviewed other
works which had found fractal dimension (measured in histological sections)
to be able to discriminate between healthy and pathologic cancellous bone.
Among computing methods for fractal dimension, the box-counting method
has been extensively used, both in 2 and 3 dimensions [6, 107, 109]. The
method consists in dividing the region of interest into boxes of a characteristic
length λ and counting the number of boxes needed to fill the whole structure
perimeter. Then the procedure is repeated with lower λ values, obtaining a
logarithmic relationship, whose slope is the fractal dimension. The method is
easy to implement and its extension to 3D is straightforward.
Parkinson and Fazzalari [109] applied fractal principles to evaluate histo-
logical sections of trabecular bone and estimated a lower and upper bounds
to consider cancellous bone as a fractal (from 25 to 4250 µm). Further, they
claimed that sectional fractals, as contrast to single fractal dimension calcu-
lated over a whole specimen, could be more easily related to the biology or
structure of bone [109].
Another morphometric parameter studied here is connectivity (Conn).
Cancellous bone connectivity has attracted attention because it was hypoth-
esized that it has relationships to architectural changes in osteoporosis. Con-
nectivity is a purely 3D characteristic and before the work from Odgaard and
Gundersen [110], it was assessed from histological sections. Odgaard and
Gundersen [110] proposed a truly 3D procedure based on the Euler char-
acteristic topological invariant. The authors evaluated relationships to other
morphometric parameters but they did not found any significant one, so they
postulated that connectivity should be considered as an independent param-
eter.
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Later, Kabel et al. [9] evaluated connectivity density itself and in com-
bination with other parameters as a determinant of the mechanical quality of
cancellous bone and found that it could only explain very little variance of
the stiffness when included in combination with volume fraction. The authors
claim that if any relation exists, it would be a negative correlation: stiffness
decreases when connectivity density increases [9]. However, Kabel et al. [9]
pointed out that connectivity density may have a role to estimate changes in
bone properties due to pathologies.
Hildebrand and Ru¨egsegger [111] proposed a methodology to estimate
the mean trabecular thickness (Tb.Th) and separation (Tb.Sp) in 3D images,
motivated by the 2D measurements made until that moment, which sometimes
included assumptions about the structure type. The procedure proposed in
[111] consists in fitting spheres to every point in the bone structure, so local
thickness maps are also calculated. The estimation of Tb.Sp is equivalent to
Tb.Th but working with the negative of the 3D bone segmented mask.
Some years ago, Doube et al. [112] created an open source application to
analyze bone morphometry in 3D, and it is free for anyone to download and
use. It facilitates the investigation of bone tissue for free, so authors’ altruism
must be grateful.
In section 1.5.6, we highlighted the importance of image segmentation
on the subsequent morphometric characterization. Following this line, some
works in the literature have studied this influence. Hara et al. [113], studied
the influence of small threshold variations on the determination of structural
and mechanical properties. They pointed out that the influence depends on
the volume fraction of the specimen analyzed and the structural parameter.
The effect was higher for specimens with low volume fraction (<15%) and
for parameters like volume fraction and connectivity, due to the disconnec-
tion of trabeculae. On the other hand, Parkinson et al. [114] analyzed the
morphometric analysis of cancellous bone performed for different users and
by Otsu’s algorithm. Their results confirm the importance of defining seg-
mentation criteria that minimize the randomness of user’s action. However,
the use of an automatic threshold selection (Otsu’s method) produced higher
differences than the randomness of 3 operators.
On the other hand, it is known that the architectural parameters depend
on the bone volume analyzed. Yan et al. [115] addressed the problem of
estimating the region of interest dimensions to be representative of the whole
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structure analyzed. They used 6 human cervical vertebrae and performed
a morphometric analysis over 5 architectural parameters (BV/TV, BS/BV,
Tb.Th, Tb.N and Tb.Sp) and found trends of their evolution by varying the
region of interest size, which were different depending on the morphometric
parameter. The authors concluded that, for the samples analyzed, a cubic
volume of at least 6 mm side is necessary to be representative of the whole
vertebra [115]. However, more robust conclusions would need of the analysis
of a wider range of healthy or osteoporotic samples.
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1.5.8 Numerical modeling of cancellous bone tissue
Numerical modeling of cancellous bone is an important tool to estimate patient-
specific mechanical properties, evaluate disease treatment, implant design, give
insight into damage and failure mechanisms at different scales or analyze the
influence of microarchitecture on the mechanical competence of the tissue.
In contrast to experimental testing, numerical modeling permits to perform
multiple simulations either destructive or not, consider complex loading and
boundary conditions, evaluate parametric influences or analyze local effects,
avoiding the problems related to testing biological materials that suffer from
degradation over time and obviously can be only tested destructively once.
1.5.8.1 Simplified parametric models
The complex heterogeneous cancellous bone microstructure have motivated
investigations about simplified parametric models. Those models aim at re-
producing both the elastic and failure behavior of trabecular tissue whose
structure is reduced to depend on a few number of parameters. Finding a
base model which can be used as a repetitive structure and reproduce part or
the whole mechanical behavior has a great research importance because the
influence of variations on the parameters used to construct the model can be
isolated from other heterogeneous microstructural characteristics.
The first cancellous bone numerical models described its structure as a pe-
riodic repetitive pattern based on simplifications of observations of histological
and SEM images [17, 93], see Fig. 1.15. Gibson [17] observed four different
structures of cancellous bone as combination of plates and rods configurations
and proposed four simplified models: cubic or hexagonal and rod-like or plate-
like, respectively. Furthermore, he claimed that the study of the mechanical
behavior of cancellous bone can be derived from the mechanisms the wall
cell deforms, which actually depend also on its relative density and material
properties. The proposed models worked fairly well for different densities and
configurations compared to stiffness and strength measurements reported in
the literature [17]. Also in 1985, Beaupre and Hayes [93] created an idealized
three-dimensional model based on a cubic unit cell containing a spherical cen-
tered void to calculate an equivalent homogeneous material that behaved as
the simplified model.
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Figure 1.15: Scanning electron micrography of different cancellous bone structure configu-
rations from [17]: Low density cancellous bone with asymmetric rod-like structure 1), high
density with asymmetric plate-like structure 2) and plate-like columnar structure 3).
More recently, Kim and Al-Hassani [116] proposed an idealization of ver-
tebral cancellous bone based on observations of microscope images [117], that
consisted of an analytical model based on a hexagonal columnar structure
with doubly tapered struts (Fig. 1.16 a)). They used the simplified hexag-
onal model to study the influence of age and gender, based on relationships
obtained by Mosekilde [117], on the effective modulus and the collapse stress
and compared their results with the obtained using a uniform (non-tapered)
model, highlighting the importance of tapered struts on increasing the me-
chanical competence of the models. However, their comparison lacks of exper-
iments to compare with. On the other hand, Dagan et al. [18] developed a
building block of a single trabecula which can be scaled for trabecular thick-
ness and length (Fig. 1.16 b shows a representation of an extension of the
building block). The model correlated well with apparent moduli results from
osteoporotic bone of human proximal femur.
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a) b)
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Figure 1.16: Simplified cancellous bone models proposed by other authors in the literature:
a) hexagonal based with tapered struts from [116], b) cubic lattice from [18], c) unit cell
of idealized periodic model for rod-like cancellous bone from [17] and d) unit cell for a
repeatable structure from [118].
Other works [119, 120], used the building block from Dagan et al. [18] to
develop their investigations. In [119] the parametric FE model from [18] was
modified to include information about the trabecular thickness, separation and
BMD from quantitative computed tomography scans. The model was then
applied to estimate the stiffness of spine cancellous bone samples extracted
from C7 vertebrae of large dogs. Furthermore, they calculated multi variable
regressions depending on trabecular thickness, separation and BMD. Then,
the authors extended their model to calculate also sample strength by adding
an analytical linear relationship obtained by others [120]. The validation of
stiffness and strength predictions was performed against uniaxial compression
tests on 36 canine and 3 human specimens whose FE input parameters were
measured by optical digital microscopy. The accuracy on strength prediction
was lower than for the stiffness which can possibly be attributed to the sim-
ple analytical expression used for strength estimation. Other authors, like
Kowalczyk [118] developed parametric FE models based on cubic or pris-
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matic unit cells (Fig. 1.16 d) to evaluate the complete stiffness matrix of the
subsequent orthotropic structures by varying the input morphometric param-
eters and compared their results with reported values of the literature for real
cancellous bone.
To sum up, the first models attempted to describe cancellous bone as a
periodic structure based on microscope or SEM observations and incorporat-
ing parameters measured on those images. Those studies about simplified
parametric models of cancellous bone helped to gain knowledge about the dif-
ferent mechanisms of deformation on cancellous bone structures and were the
starting point to develop more precise models.
1.5.8.2 Image-based models
The advances on imaging systems like micro-CT allowed the visualization of
cancellous heterogeneous and non-periodic microstructure in conjunction with
the estimation of its tissue density [12]. van Rietbergen et al. [48] developed
a finite element study explicitly accounting for cancellous bone microstructure
based on high-resolution micro-CT images. A new strategy was introduced
to directly convert voxels to finite elements, which enabled the estimation of
bone elastic properties for different loading cases. In their study, homogeneous
material properties were considered, which was stated as a limitation in that
moment [48]. Further, they studied the influence of voxel resolution and de-
scribed that it is more important that the models match the sample’s volume
fraction rather than the actual voxel size, in the range between 20 to 120 µm.
This strategy has motivated numerous studies to develop finite element models
based on bone imaging.
However, micro-CT involves high radiation dose in order to achieve high
contrast and image resolution, while in vivo imaging systems like HR-pQCT or
MDCT permit to work at lower resolutions, between 80 to 168 µm[121, 122].
Therefore, some investigations were focused on the ability of in vivo imaging
systems to properly describe cancellous bone microstructure and the perfor-
mance of the subsequent finite element models to reproduce its mechanical
behavior in comparison to micro-CT derived models, which were considered
as the reference model [86, 122, 123, 124].
Usually, the highest image resolution available is used for FEM, but some-
times, limitations arise regarding computational costs for large specimens.
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Bevill and Keaveny [86] analyzed element sizes ranging from 20 to 120 µm
and specimens from different locations and bone volume fractions. The error
in yield stress prediction, for different resolutions, depends on the bone volume
fraction: coarsened masks with low bone volume fraction have greater rela-
tive errors than for higher volume fraction samples [86, 124]. For low density
specimens, the element size was more relevant, reporting apparent modulus
reduction of up to 41 %, while for higher volume fraction a 10 % reduction was
reported [124]. However, in terms of model resolution, 80 µm (clinical resolu-
tion) had similar power to detect bone quality than high resolution models of
20 µm [86].
Ulrich et al. [122] studied a wider range of image resolution (between 28
µm to 168 µm resolution) and went a step further by analyzing the influence
of meshing techniques on the elastic modulus and von Mises stress estima-
tion. Direct conversion to finite elements was proved against compensated
hexahedron and tetrahedron meshes. Compensated hexahedron maintained
the BV/TV estimated in the reference model by thickening the trabeculae, as
opposite to direct voxel conversion, which showed loss of connectivity due to
image coarsening. The meshing technique affects according to the microstruc-
ture analyzed: samples of greater trabecular thickness showed minor influence
(3 %), which increased up to 40 % for samples of lower BV/TV. In general,
lower elastic and von Mises stresses were estimated in the coarse meshes com-
pared to the reference model, which differed up to 40 % in elastic modulus
and 46 % in terms of stresses [122].
The prediction of failure load was analyzed by Bauer et al. [123] for ar-
tificially coarsened models using Pistoia criterion [125], a linear criterion ac-
counting for high strained volumes. The authors highlighted that not only
is important the failure load prediction but also the micro-strain distribu-
tion. Maintaining the lattice connectivity showed to be more important than
keeping the bone volume fraction alone, which has an increasing value as the
resolution is lowered for the same segmentation threshold [123]. In the transi-
tion from micro-CT to MDCT (in vivo) resolutions, both imaging techniques
combined with Pistoia criterion predicted well both the failure load and local
strain distributions [123].
Other approaches to model cancellous bone based on images consider its
structure as a combination of plates and rods [126], Fig. 1.17. It implies the
difficulty of individual trabeculae segmentation, to explicitly define the plates
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and rods that compose the structure. Nevertheless, the plates and rods model
accurately predict elastic and strength properties compared to voxel-based
models and requires 83-fold less memory regarding model size and 324-fold
lower computational resources in the nonlinear simulations [126].
3D reconstruction Rods-plates model Voxel model
Figure 1.17: Representation of a 3D reconstruction of a cancellous bone specimen (left), sub-
sequent model of plates and rods considering shell and beam elements, respectively (centre)
and voxel-based finite element model (right), adapted from [126].
1.5.8.3 Material properties definition
Tissue material properties are usually inferred from several methodologies.
Some authors use the attenuation coefficient values and relationships to den-
sity and elastic properties [42, 71, 127, 128, 129]. Among experimental ap-
proaches, we may distinguish between from nanoindentation measurements
[40] or inverse analysis calculation, using experimental results combined with
three-dimensional imaging and finite element modeling [10, 24, 46, 47]. Finally,
some works assume them following values reported in the literature [128].
In case of images of lower resolution, like in CT or MDCT cases, density-
based continuum models are commonly used. These models define the material
inside each finite element by averaging its properties depending on the gray
level intensity, which is related to tissue density [123, 127]. The elastic modulus
to be assigned to each element is defined using a power law that depends on the
anatomic site and the apparent density, determined experimentally [130, 131].
Obviously, continuous models do not explicitly account for cancellous bone
microstructure but can be used as an initial approximation of its mechanical
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behavior or as a low computational resources prediction. For example, Bauer
et al. [123] used the continuous models to predict cancellous bone failure but
low correlations were found between their models and experimental data, pos-
sibly due to the failure model considered. An interesting work of Pahr and
Zysset [127] dealt with a comparison of continuum finite element models CT
based with micro-CT based models, considered as a gold standard. They
found that CT based continuum models including patient-specific cortex and
density-fabric-based orthotropic cancellous bone material properties provided
equivalent predictions as micro-FE models, needing lower computational re-
sources.
In case of high resolution finite element models, equivalent effective isotropic
elastic properties are often considered, calculated by inverse analysis from
experimental data [47]. This calibration explained up to 95 % of Young’s
modulus variation compared to experimental testing [47]. Other authors have
studied the use of inhomogeneous material properties in micro-finite element
models [42, 71, 128, 129]. For example, Be´rot et al. [42] considered a ran-
domly distribution of elastic modulus and reported differences lower than 2%
on the strain remodeling threshold estimation compared to a homogeneous
tissue mechanical properties hypothesis.
Bourne and van der Meulen [128] went a step further and considered inho-
mogeneities from micro-CT attenuation coefficient on computational models to
predict apparent mechanical properties. The authors compared different inho-
mogeneous specimen-specific properties assignation to homogeneous or generic
cancellous bone properties reported in the literature. Their results showed
that an homogeneous literature-based elastic modulus tends to overestimate
the apparent properties. Moreover, the consideration of an inhomogeneous
distribution was more significant for specimens with greater tissue modulus
variability, which tended to vanish for more homogeneous specimens [128].
On the other hand, Gross et al. [71] showed that considering mineral het-
erogeneity has little influence on the estimation of the apparent properties of
human cancellous bone, reporting a 2 % overestimation for the homogeneous
model. They used synchrotron radiation microcomputed tomography (SR-µ
CT) in contrast to standard micro-CT because, in the latter, beam hardening
may reduce the accuracy of the estimation of the variation of mineral con-
tent and presents inferior signal-to-noise ratio. This reduction was reported
explicitly in a study of Kaynia et al. [129], which was a result from lower
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attenuation coefficients for micro-CT compared to SR-µ CT scanning. A 26
% modulus underestimation was found for micro-CT based [129].
Another option to define the material properties is from nanoindentation
[40]. Chevalier et al. [40] compared the effect on the apparent modulus esti-
mation of material property assignation to FE models from nanoindentation
and the ones back calculated from experiments. The authors found a 24 %
apparent modulus overestimation using nanoindentation. Chevalier et al. [40]
hypothesized that the differences were result from side-artifacts during testing
that reduced the tissue Young’s modulus estimation. In fact, the apparent
modulus underestimation was consistent with works analyzing experimental
artifacts [53].
1.5.8.4 Elastic properties estimation through homogenization
The determination of the elastic constants that define the behavior of can-
cellous bone at the apparent level is important to evaluate bone integrity
and its relationship to specimen-specific microarchitecture. Moreover, numer-
ical simulations avoid issues related to experimental testing. An orthotropic
or transversely isotropic apparent behavior has been reported for cancellous
bone on-axis [10, 47].
To calculate cancellous bone elastic constants, van Rietbergen et al. [49]
presented a methodology to directly estimate them based on the work from
Hollister and Kikuchi [132] that consisted in the application of six unitary
strain cases, three pure axial and three pure shear, on the micro-CT recon-
struction of two specimens. The procedure does not imply any a priori as-
sumption about the elastic symmetries of the samples and avoid the artifact
that sometimes are present in experimental testing. The homogenized elastic
properties estimation depends on the boundary conditions applied [133, 134].
The effective (or real) elastic properties are the ones calculating following three
main requirements: the structure needs to be periodic, the volume analyzed
contains a very large set of microscale elements and periodic boundary condi-
tions have to be applied [134]. Therefore, the application of six unitary strain
cases to cancellous bone leads to apparent properties estimation, because it
does not fulfill the periodicity requirement necessary to calculate the effec-
tive properties. Those apparent properties constitute an upper bound of the
effective elastic properties [133].
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This procedure was then named as kinematic uniform boundary condi-
tions, and has been applied to calculate the homogeneous properties from
different species and locations [47, 49, 106] and to estimate their relationships
to bone volume fraction [106]. Besides, it served to calculate the coefficients
of the explicit expressions obtained by Cowin [105] between elasticity ma-
trix and fabric tensor. Those coefficients were supposed to be determined
experimentally and the procedure proposed avoid the implications regarding
experimental artifacts [106]. However, the coefficients between fabric tensor
and elasticity should be calculated for other anatomic sites or specimen sets
to assess their variability [106].
It has been reported that model size and boundary conditions have a strong
influence on the elastic properties prediction [133, 134]. Cancellous bone is a
non-periodic structure so its effective elastic properties may not be calculated
directly, but does its apparent ones. Pahr and Zysset [134] analyzed the effect
of different boundary conditions on the elasticity matrix estimation: uniform
displacement (kinematic boundary conditions, KUBCs), uniform traction or
uniform displacement-traction (orthogonal mixed uniform boundary condi-
tions, PMUBCs) in contrast to periodic boundary conditions (PBC). PBC
permit to calculate effective elastic properties but, in case of a non-periodic
structure like cancellous bone, a previous step of mirroring the structure is
necessary to be able to apply them [134]. The authors showed that PMUBCs
give the same properties than as PBCs, while KUBCs provide an upper bound
of the effective elastic properties [133, 134].
More recently, Daszkiewicz et al. [133] proposed to use an embedded
configuration to assess the effective elastic properties. This embedded config-
uration involves the measurement of the elastic properties at a certain distance
of the cortex where the boundary conditions are applied, which is defined as in
situ value. Moreover, the authors studied the effect of the sample size, finding
a convergent tendency for increasing volume [133].
1.5.8.5 Failure modeling
The mechanical behavior of bone axial loading until fracture may be divided
in three parts: an elastic domain (linear phase where the deformation is re-
versible), a elastic-continuum damage mechanics domain (diffuse microcracks
appear irreversibly) and a fracture mechanics domain (fracture surfaces are
developed) [25].
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From some decades ago, the numerical resources available have increased
but not as much as what clinical practice demands for fracture risk assess-
ment based on micro-FE modeling. Explicitly including cancellous bone mi-
crostructure requires of millions of finite elements for a specimen of about
1 cm3. Therefore, a compromise between accuracy and computational cost
is needed for the application of failure models. In the literature, several au-
thors have proposed non-linear micro-finite element models to simulate pre-
and post-yielding behavior [24, 44, 48, 75, 135, 136, 137, 138, 139, 140]. How-
ever, most of the models proposed to investigate the onset of failure without
considering its propagation or the models are complex and require parameters
hardly measurable. Furthermore, an experimental validation of the damage
models has been little investigated.
Failure models are useful to estimate properties which are difficult to mea-
sure experimentally. For example, yielding and fracture strains have been es-
timated through numerical approaches [72, 73, 141]. Using an effective tissue
modulus and considering asymmetric failure strains predicts cancellous bone
failure and can be used to back calculate tissue failure properties combining
simulations and experiments [72]. Furthermore, it has been used to assess the
local strain threshold which is responsible for bone remodeling initiation on
osteoporotic cancellous bone [42]. A value of 0.18 % was identified, which
is far below the yielding values, but it is within the range of in vivo strains
(500-3000 µ strains) [42].
On the other hand, post-yielding has been investigated in the literature
from different approaches. For example, Schwiedrzik et al. [135] proposed a
continuum cohesive-frictional plasticity model based on Drucker-Prager yield
criterion. They validated the model against experimental results with great
accuracy in terms of correlations to the experimental stiffness and yield point.
On the other hand, Garc´ıa et al. [137] extended 2D to 3D a version of an
elastic plastic damage constitutive law for both cortical and cancellous bone,
describing its elastic, pure plastic and damaged plastic evolution modes. Fur-
ther, the model also distinguishes tensile from compressive damage stresses,
but their complex model lacks of an experimental validation. Other authors
like O’Connor et al. [136], simplified the trabecular network using idealized
strut models and applied an asymmetric Mises plasticity formulation.
The Extended Finite Element Method appears, among fracture mechan-
ics approaches, with some potential to model fracture propagation because it
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needs the crack to be explicitly defined, so it may be used coupled with other
techniques to address fracture initiation. However, few works addressed this
problem on cancellous bone [139, 140] because a more complex formulation
is demanded: a degree of freedom enrichment is required at crack faces and
crack tip nodes. Moreover, a 3D version of XFEM presents several geometric
difficulties.
An interesting option to simulate failure with a simple model is framed
in continuum damage mechanics approaches. The initiation and propagation
of cracks is simulated from a smeared crack approach within those models
[44, 138, 142, 143, 144]. Nagaraja [75] explains that isotropic damage laws
are suitable to reproduce cancellous bone non-linear behavior. Following that
argument, Hambli [44] proposed and experimentally validated an isotropic
damage law to simulate damage at the microscale in the trabecular lattice. In
his model, complete fracture is modeled using an element deletion technique.
An interesting investigation by Harrison et al. [141] considered an asymmetric
damage approach combined to complete fracture, through element deletion,
which further incorporated a cohesive parameter that permits to calibrate
brittle-ductile behavior. The approach allows for the estimation of yielding
and failure strains and accurately model post-yielding behavior [141].
Levrero-Florencio and Pankaj [145] considered a non-linear homogeniza-
tion approach to better model damage evolution at the macroscale, incorpo-
ration of an isotropic with coupled plasticity and damage constitutive tissue
level law and imposing kinematic uniform boundary conditions to calculate
the stiffness matrix associated to the specimen. Moreover, three parametric
damage coefficients were considered for each orthotropic direction [145]. The
model proposed permits to consider strength asymmetry without defining it
explicitly and predicts that most damaged elements are on-axis [145], which
is in agreement with results from the literature [146].
The approach used in [44] was also applied to reproduce bending failure
on a single trabeculae, which gives insight into failure mechanisms: areas
subjected to tensile stresses induce damage accumulation and local rupture
leading to modulus degradation, while compression areas enhance fracture
toughness because microcracks are subjected to closure [24]. A more complex
constitutive exponential law was used to model axial and bending failure in
single trabeculae, whose results were validated experimentally [73]. Both os-
1.5. State of the art: cancellous bone characterization 61
teoporotic and healthy donors were analyzed and low variability was found in
the yield strain (10-20 %) in contrast to ultimate strain (30-40 %) [73].
However, those complex models require a high number of parameters which
are difficult to measure and often need of higher computational resources for
the simulations.
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1.5.9 Cancellous bone surrogate: rigid polyurethane foams
Rigid polyurethane foams have been used as a cancellous bone surrogate to
evaluate orthopedic devices, cement augmentation investigation or mechan-
ical characterization [147, 148, 149]. As they do not suffer from biological
degradation or dehydration, and due to its lower costs compared to real bone
specimens [150], they have become a reliable alternative to cancellous bone-like
structure investigations.
One of the first published studies about polyurethane foams characteriza-
tion was developed by Menges and Knipschild in 1975 [151], and performed
a mechanical characterization of closed-cell rigid polyurethane (PUR) foams
based on the conception of a simplified beam structure. From the observa-
tion of the behavior of these foams under different loading conditions, they
derived analytical expressions relating the strengths of the material, and its
elastic modulus with its density. Their mechanical tests supported their the-
ory. Gibson et al. went a step further in the study of the mechanics of cellular
materials, first in the two-dimensional case [152] and later it was extended to
the three-dimensional one [153]. Their aim was to characterize the homoge-
neous response in deformation of foams. The investigation was carried out
considering simplified cellular models and defining each of the deformation
modes involved: bending, elastic buckling and plastic collapse of the struts.
Those simplified models for open and closed cell foams were also employed to
model cancellous bone simplified structures, as it is also a cellular material
[17]. However, by that time Gibson realized that cancellous bone architecture
was more complex and proposed other simplified models according to SEM
images inspection. In [153], a set of analytical expressions for the mechanical
behavior of foams are developed in terms of their geometrical features (strut
length and thickness) and then correlated to a relative density parameter. The
result is a simplified theoretical law of the foam material in terms of density
that agrees with experimental data. A work by Goods et al. [154] corrobo-
rated these findings and postulated that this simplified 3D cell model is useful
for the prediction of some mechanical properties. More recently, Marsavina
et al. [155] modeled uniaxial compression on closed-cell polyurethane foam
using the micromechanic model of [153] and obtained accurate results when
comparing them with their experimental data. In fact, the three stages of the
compressive response of the foam (initially linear elastic, softening stress after
yield and plastic plateau) were captured.
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Because of the increasing relevance of polyurethane foams in the biome-
chanical field as a cancellous bone surrogate, several works have been con-
ducted during the last years to characterize this kind of structures [150, 156,
157, 158]. In [159], an extensive review of experimental methodologies to as-
sess metal foam mechanical properties is performed, which can be extended
to other foamed structures. Several studies deal with commercial foams [148,
150, 157, 158, 160, 161, 162] while others produce their own foams resembling
cancellous bone [147, 156]. Szivek et al. [156] performed uniaxial compression
tests over four mixtures preparations of porous polyurethane foams. The me-
chanical properties obtained from the tests fell all within the range of those
of human trabecular bone. The reported compressive strengths ranged from
2.54 to 5.83 MPa, depending on the isocyanate-to-resin ratio. Patel et al.
[158] calculated the compressive properties of open cell PUR foams aiming
at mimicking osteoporotic human cancellous bone ones, which was achieved
only in terms of fracture stress. Further, Thompson et al. [163] studied also
the shear properties experimentally and pointed out that to mimic cancellous
bone behavior, anisotropy must be also considered.
Calvert et al. [157] tested closed-cell PUR foams (manufactured by General
Plastics), widely employed in orthopedic purposes, under the conditions of
the ASTM F1839-08 standard [164] for compression testing. Different density
samples were chosen for the experimental study and the dependency of the
foam elastic modulus on relative density was quantified and showed a good
agreement with the law postulated by Gibson et al. [153]. Closed-cell foams
exhibit similar static mechanical properties than cancellous bone, but their
deformation mechanism is different (stretching in closed-cells vs bending in
open-cells) which has influence on fatigue [165]. Fatigue behavior of open-cell
PUR was assessed by Johnson et al. [150] in the form of open cell foams
and synthetic vertebrae construction, where a plastic cortex was added to the
open cell foam. They registered localized fracture in fatigue, which coincides
with its monotonic failure. The compression fatigue S-N curves were similar
to cancellous bone ones. They also pointed out that the static compressive
modulus measured was significantly lower than the values reported by the
manufacturer.
Whenever an experimental test is carried out, attention has to be paid to
the size of the test specimens as a conditioner of the stress-strain response,
as stated by Chiang et al. [166]. They employed a multi-speckle technique
(similar to DIC technique) to observe the differences in the strain field between
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macro and micro-size PUR samples when submitted to tensile loading. While
deformation was almost uniform along the largest samples, the micro-size ones
revealed heterogeneous patterns. The results of their multi-speckle technique
also lack of uniaxial failure initiation at each scale studied, which would have
provided information about failure mechanisms. They claim that stiffness is
also affected by specimen dimensions (a larger specimen has higher stiffness)
but do not assess any relationship to account for the size effect. In this line,
Streˆk [159] stated that, for tension/compression tests in metal foams, the
minimum required sample width/thickness should be seven times the cell size
to avoid low specimen size effect.
Indentation on low density polyurethane foams was investigated by Wilsea
et al. [167], who further compared their results to fully dense material inden-
tation. They found that indentation hardness of low density foams was very
similar to its compression yield strength (σy,c) and differs from fully dense
material case, where the indentation hardness was 3-fold σy,c. Their explana-
tion about this effect comes from the fact that the axial compression for low
density foams (ν = [0.03−0.05]) produces little lateral expansion, which leads
to yielding when the maximum principal stress reaches σy,c.
Other studies have addressed fracture properties in PUR foams experi-
mentally [168, 169, 170, 171, 172, 173] by the three-point bending testing of
notched specimens. Some of these include numerical modelling of the crack
evolution [171, 172], or use the Digital Image Correlation (DIC) technique
[166, 171, 173, 174]. The numerical models developed by Marsavina et al.
[172] considered homogeneous material and XFEM to model crack propagation
under mixed mode testing conditions. The authors highlight the importance
of experimental validation (or calibration) of the numerical model, which in
their case depends on several parameters.
Among image-based experimental characterization, Jin et al. [173] applied
DIC to closed-cell PUR foams and compared the heterogeneous strain estima-
tions to finite element models results, which were similar in a qualitative way.
However, little work has been carried out in the literature regarding the finite
element analysis of the damage and fracture of unnotched specimens under
uniaxial loading conditions.
In foamed structures, microarchitecture has a major influence on the elas-
tic and fracture properties. The advances on imaging systems have motivated
studies accounting for an accurate morphological description. Go´mez et al.
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[162] analyzed the morphometry of two grades of open cell PUR foams by
SEM and micro-CT and stated that 0.09 and 0.12 g/cm3 foams have simi-
lar microstructural characteristics than osteoporotic human cancellous bone.
Other previous works in the literature have developed finite element models
of PUR foams from the segmentation of computed tomography (CT) images
[147, 150, 160, 161]. Some of them have applied micro-CT during specimen
testing, which provides information about the deformation state at each load
increment, which can be used to validate finite element models [147, 160].
Special care has to be taken when modeling is based on high resolution im-
ages, because both the characteristic structure parameters and the mechanical
properties of the foam may be altered by the micro-CT setting parameters, res-
olution and the segmentation method applied [160, 175]. Youssef et al. [161]
developed finite element models of rigid polyurethane foams of high volume
fraction, which were scanned during its testing. The foamed material ana-
lyzed did not exactly resembled to cancellous bone, because its microstructure
had spherical voids and higher volume fraction. The novelty of the study was
the introduction of plasticity, which was observed experimentally at the micro
level.
Cement augmentation or infiltration is often tested on synthetic cancellous
bone [160]. Zhao et al. [160] modeled foam cement interface using finite
elements based on micro-CT images acquired during the compression of a low
density open cell foam. They studied frictionless and tied interface contact
boundary conditions and validated their models using the micro-CT images in
the loaded case. However, their study is only focused on the undamaged case
modeling, but the authors propose as future work to include a plasticity and
element deletion models to evaluate failure.
Some of the works in the literature dealing with commercial open cell
polyurethane foams take into account or refer their results to the average
properties provided by the manufacturer [150, 162]. Jonhson and Keller [150]
pointed out significant differences between their elastic metrics and the values
reported in the literature, which confirm the importance of accurate defini-
tion of testing conditions to make the results comparable. Furthermore, the
anisotropic characteristics of open cell polyurethane foams should be addressed
to better modeling its mechanical behavior, and the heterogeneous architec-
ture of the specimens may have an important role on its mechanical response,
as it happens in cancellous bone. Because open cell polyurethane foams are
often used to evaluate implant stability and local variations of samples mi-
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crostructure are relevant on the pull-out strength predictions, finite element
models based on high resolution images may help to get insight into failure
mechanisms of this kind of structures. A thorough investigation of the in-
fluence of foam microarchitecture on its elastic and fracture behavior will be
relevant for implant design and failure mechanisms studies at the microscale
and will be given in Chapter 4 of this thesis.
1.5.10 Evaluation of fixation techniques for spine
First of all, the review of evaluation of spine fixation techniques and the sub-
sequent development of chapter 5 was motivated by the four months research
stay at the Technique University of Eindhoven (TU/e) under the supervision
of Prof. Bert van Rietbergen. We followed one of the research lines that Prof.
van Rietbergen is currently studying, framed in a project about different pro-
cedures to treat scoliosis, specially for early onset scoliosis (EOS).
Pedicle screw is widely accepted as a standard for stabilization in trauma,
deformity correction or fusion procedures [176]. Bilateral pedicle screw fixation
permits individual vertebra manipulation, resulting in better derotation of
vertebrae compared to hook constructs [177]. In Fig. 1.18, bilateral pedicle
screw fixation is depicted, which consists of the insertion of implants on both
pedicles towards the vertebral body. The implants are then connected to
rods positioned along the spine, which serve as guide in deformity correction.
However, fixation with pedicle screws produces higher rates of fusion compared
to other techniques, leading to greater failure risk [178]. Stripping on insertion,
pullout, migration and loosening failure modes may occur as clinical disorders
[179]. Some authors have proposed alternative methods to treat deformity
correction, like polymeric sublaminar cables, that would be less invasive [180].
Alternative fixation techniques have special interest for cases like early onset
scoliosis severe disorder, where the use of pedicle screws may produce spine
growth alteration or restrictive pulmonary disease, due to its higher invasive
procedure and the need of periodic surgical interventions [181]. For those
cases sublaminar tape fixation permits its use in growth-guidance constructs,
avoiding some of the surgical interventions and allowing spinal growth [182,
181]. Nonetheless, pedicle screw remains as the most used procedure.
The development and evaluation of orthopedic implants is based on a
combination of surgical experience, engineering expertise and experimental
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biomechanical testing. Numerical modeling can be an important assistive tool
in this process and gives insight into the mechanical processes underlying or-
thopedic interventions [183]. Imaging systems, like micro-CT, permit to scan
non-destructively and provide numerical models which take into account spec-
imen microstructure, insert different implants at different locations and eval-
uate them from simulation results. Further, the development of image-based
finite element models is far less expensive and more versatile than experimen-
tal studies. Also, they can be used to simulate multiple situations and loading
cases which are difficult to reproduce experimentally.
Figure 1.18: Bilateral pedicle screw fixation scheme: implants inserted at each pedicle and
connected to rods along the spine, which serve as a guide. The model depicts a thoracic
human vertebra with two pedicle implants inserted virtually, scanned by micro-CT and
downscaled to a 0.56 mm voxel resolution.
Implant anchorage is claimed to depend on the osseointegration (bone-
implant bonding) and peri-implant trabecular bone, being the latter the most
important regarding loading capacity [184]. Therefore, it is considered that
implant fixation relies primarily on the quality of the bone adjacent to the im-
plant and the geometry of the implant [148, 184, 185, 186, 187]. For example,
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in [186] the authors investigate implant fixation concerning human cadaveric
tibiae, and they claim that the screw pull-out force is affected not only by
the quality of the cancellous bone around the screw but also by the proxim-
ity to the overlying cortical shell (with particularly significant effects for shell
thicknesses over 1.5 mm). On the other hand, Gabet et al. [184] combined
experimental pull-out tests with micro-computed tomography to study the im-
portance of the bone architecture around the screw. Failure mainly occurred
between 0.5 to 1 mm around the implant, which consisted of buckling of the
weakest trabeculae followed by complete failure of peri-implant bone. They
claim that the highest correlation to the pull-out stiffness and strength are
mean trabecular thickness (Tb.Th) and bone volume fraction (BV/TV) and
propose them as target to enhance implant anchorage.
A recent study by Mueller et al. [148] explored implant fixation failure
in human femoral heads using a step-wise testing-imaging system. They hy-
pothesized that prior implant fixation failure, significant peri-implant bone
failure occurred, which was visualized using their testing-imaging system for
large specimens (the supplementary data in [148] shows clearly the effect).
From their observations, they analyzed correlations between ultimate force
and bone peri-implant morphometry and found a significant relationship with
bone volume fraction. However, the bone volume analyzed in the correlation
was arbitrary.
Some standards (such as ASTM) have accepted the pull-out test as the
standard method to simulate the axial withdrawal of a screw [164, 188]. The
displacement ranges assumed for pull-out test vary widely from 0.005 to 1.0
mm for common orthopedic screws [149, 187, 189, 190]. However, some exper-
imental studies report a range of displacement values between 1.0 to 3.0 mm
[191, 192]. From our point of view, this scattering within the displacement val-
ues depends on how the displacement is measured. High displacement values
would be related to global measurements (for example: direct crosshead dis-
placement or maybe not avoiding the compliance of the testing machine) while
small values would be related to local measurements (for example: optical
techniques, displacement gages or extensometers attached to the specimen),
where fixtures displacement would be avoided in the measurement. Therefore,
for an accurate bone-screw relative displacement measurement, local metrics
would be preferred over global ones. In [184], the authors provide micro-CT
images of the bone-implant construct before and after the pull-out test and
the images reveal displacements less than 0.2 mm.
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There are many studies in the literature that examine the pull-out strength
on either real or synthetic bone specimens, both experimentally [176, 177, 193]
or numerically [179, 187, 189, 194]. Some of them focus on the influence of
using implants of different features [195] or on parametric studies to assess
the influence of the insertion angle, insertion depth or density on the pull-
out strength [196, 197]. Some authors [191, 192, 195], have analyzed the
holding power of a screw inserted in synthetic low density cancellous bone,
experimentally and through homogeneous continuum finite element models,
which highlights the importance of such synthetic materials on implant design
and evaluation.
The recent work of Steiner et al. [198], reviews computational approaches
to analyze the primary implant stability in trabecular bone either with sim-
plified or image-based finite element models. Within the simplified models,
Brown et al. [179] proposed a 2D axisymmetric finite element model to iden-
tify parameters to enhance the pull-out strength and proposed cement aug-
mentation to improve osseointegration. Ruffoni et al. [199] considers a cubic
volume of interest (VOI) of 17 mm side in form of a beam lattice model, to
explore the role of the peri-implant bone architecture on the mechanics of the
bone-implant system.
Some works have addressed parametric analysis of implants with bone
continuum finite element models [149, 189]. In [149] a parametric study is
presented about the characteristic dimensions of a screw on its holding power,
considering a homogeneous continuum cancellous bone model. Zhang et al.
[190] analyzed how different bone material properties affected using a contin-
uum model developed in [189]. Their results show that the pull-out strength
was proportional to bone material shear strength.
Among realistic finite element models in the literature, Wirth et al. [200]
studied the mechanical competence of the bone-screw system combining micro-
CT and finite element analysis on ten sheep vertebral bodies with orthopedic
screws inserted. They found a correlation between bone volume and pull-
out strength and used a high strained criterion [125] to determine failure. The
same authors analyzed implant stability and its variations about the cancellous
microstructure and found that peri-implant bone density was the best single
morphometric parameter to predict implant stability [201]. Piper and Brown
[187] explored the influence of cancellous bone microstructure on the pull-out
strength, using numerical models micro-CT based whose differences resulted
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from changing thresholding segmentation parameters on the same original
bone model. A recent work by Steiner et al. [202] proposes to quantify
implant stability using micro-FE and considering cancellous bone damage due
to screw insertion [203] to achieve more accurate predictions. They claim that
without that consideration, the predictions of the stiffness were overestimated
by over 330%.
Regarding modeling screw-bone contact, different approaches may be found.
Some of them used a simplified bone-screw geometry, considering surface-to-
surface friction contact [189, 190, 192, 195]. Piper and Brown [187] considered
asymmetric pure penalty friction contact while other approaches dealt with
perfectly bounded contact in the bone-screw interface [149, 199, 200, 201, 202].
The high computational cost associated both to image-based numerical
modeling and solving non-linear contact failure problems, motivates the de-
velopment of either simple failure criteria for numerical modeling or analytical
expressions, based on experimental observations that allow their application
to clinical practice. However, one should be aware of the simplifications made
both in modeling and failure criteria if the objective is to study local effects
at the bone-implant interface.
Chapter 2
Cancellous bone:
morphometric
characterization
2.1 Introduction
The increasing percentage of aged population in our society makes the pre-
diction of bone failure clinically relevant, with high economic and social costs
associated [3]. Cancellous bone constitutes the primary insertion location of
orthopedic implants and it is known to have major importance on bone me-
chanical state and fracture behavior, controlled by density and microstructure
[10, 14]. Bone diseases which produce mechanical competence loss, like os-
teoporosis, are known to be related to cortical cortex thinning and cancellous
bone degradation [1, 3]. Therefore, the improvement of fracture risk assess-
ment needs of an accurate estimation of cancellous bone elastic and failure
properties, which even after some decades of major worldwide research in-
terest has not been totally solved and it is still being investigated nowadays.
Mechanical properties are commonly assessed either experimentally, through
numerical simulations or measuring microstructural features that are related
to bone’s mechanical competence. Bone mineral density (BMD) is the ac-
tual gold standard method for bone’s mechanical state diagnosis. However,
an indication of BMD is not enough for a complete cancellous bone deteri-
oration characterization and fracture risk assessment, because not only the
amount of bone loss is important but also is it the nature and degree of the
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atrophy [6]. In other words, the amount of cancellous bone (determined by
BMD and/or BV/TV measurement) explains some degree of variation of its
mechanical properties, but cannot fully characterize it [8, 10, 11, 14, 47, 92].
In this chapter, cancellous bone morphometry is characterized through the
analysis of images acquired using micro-computed tomography (micro-CT).
First, we present the porcine vertebral cancellous bone specimens used in this
thesis, together with their preparation and storage protocol. Then, the micro-
CT acquisition and the density calibration phantoms are described, and the
procedure to segment the subsequent images is given. The morphometric pa-
rameters calculated and their assessment method are defined. After that, the
morphometry results are presented and discussed. Finally, the sensitivity to
variations of the segmentation threshold, corresponding to the action of differ-
ent users, is studied on both the morphometry derived from the segmentation
and the elastic properties calculated from image-based finite element mod-
els. The results presented in this chapter will be used to explore relationships
between morphometry and mechanical properties in Chapter 3.
2.2 Description of specimens: vertebral cancellous
bone
In this chapter, the experimental work is performed on porcine vertebral can-
cellous bone specimens. The vertebral column serve as protection of the spinal
cord and gives structural stability to the skeleton. For the sake of complete-
ness we first compare human and pig skeletons, Fig. 2.1. Both human and
porcine spines may be divided into cervical, thoracic, lumbar and sacral verte-
brae. Some mammals have also caudal vertebrae, corresponding to tail bones
(coccyx in humans). The cervical vertebrae are located in the neck, the tho-
racic are attached to the ribs, the lumbar are between the ribs and the pelvis,
while the sacral and the caudal are in the pelvis area.
Fig. 2.2 shows a 3D reconstruction of two human thoracic vertebrae (T11
(left) and T3 (right)) where their different parts can be distinguished, scanned
by micro-CT at the Technique University of Eindhoven (TU/e). In general,
vertebrae can be divided between its body (or centrum) and its arch. Verte-
bral body is mainly composed of cancellous bone and a cortex of cortical bone.
Within the vertebral arch, other structures can be distinguished: spinous pro-
cess, transverse process, articular process, pedicles and facets. The compo-
2.2. Description of specimens: vertebral cancellous bone 73
nents of the vertebral arch have a thick layer of cortical bone and are the
location of muscles and tendons anchor, while the pedicles are the union be-
tween the vertebral body and arch and are commonly the placement spot for
implants to treat trauma, deformity correction or fusion [176]. Furthermore,
bone spurs are marked in Fig. 2.2, which are abnormal bone growth that
occurs in osteoarthritic spinal joints due to misalignments or damage in the
discs and soft tissues.
a) b)
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Cervical SacralLumbar CaudalThoracic
Figure 2.1: Scheme of a) human spine and b) pig skeleton where morphological similarities
can be found. Figures a) and b) are free of copyright, b) image attribution is Andrew Clifford
[204]
Many works in the literature use animal bones to develop their investiga-
tions due to their similarities to human bones, the limited supply of human
cadavers, their higher cost and ethical concerns present on the use of hu-
man specimens. Further, implants and surgical procedures are often tested
pre-clinically on animal spines. It is said that the porcine spine is the most
representative model for the human spine [205, 206]. Several investigations
dealing with animal models have compared human and porcine spines from
anatomical or mechanical perspectives [205, 206, 207, 208, 209].
Busscher et al. [205] compared the complete spine of 6 human and 6 pigs
74 Chapter 2. Cancellous bone: morphometric characterization
and measured anatomical dimensions on CT images. Their results confirm
great similarities between human and porcine spines [205]. Other authors have
compared human data from the literature to biomechanical measurements by
testing single joint segments under pure flexural moment conditions in the
three main anatomical planes of porcine spines to assess the range of motion
of each segment and its flexion/extension response [208]. They warn that
porcine spine is not suitable for modeling all regions of the human spinal
column.
Body
Arch
Bone spurs
Spinous process
Facet
Transverse
process
Articular
process
Pedicle
Figure 2.2: 3D reconstruction of two thoracic human vertebrae suffering osteoarthritis. The
different parts of a vertebra are highlighted.
Moreover, Aerssens et al. [209] performed an interspecies comparison
about composition, density and mechanical characteristics between 7 verte-
brates that are commonly used in bone research (human, dog, pig, cow, sheep,
chicken and rat). In their study they distinguish between cortical bone from
femurs and cancellous bone from lumbar vertebrae. Cancellous bone cylinders
were tested under compression conditions and the results show that human
and porcine samples have similar fracture stress, which were the lowest com-
pared to the rest of species. In addition, little composition variation was found
among species and the ash concentration of pigs, dogs and sheep was similar
to the human one. However, the relation between fracture stress and mineral
density form separate entities in the interspecies comparison [209].
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2.2.1 Preparation of specimens
Cancellous bone specimens were prepared at Instituto de Biomeca´nica de Va-
lencia (IBV) from skeletally mature pigs recently euthanised. Specifically, a
total of 41 specimens constitute the complete data set for this thesis. The
specimens belonged to thoracic and lumbar vertebrae and were cut out of
the vertebral body with a precision saw (Accutom-2, Struers, Copenhagen,
Denmark) whose blade was appropriate to cut 70-400 HV hardness materials.
Cutting parameters varied depending upon the original sample morphology
and were the maximum saw blade shaft speed and the minimum saw blade
feed. Several clamp adapters were used to ensure sample faces parallelism,
which has a major importance for unconfined compression testing [22]. In ad-
dition, a combination of ultrasonic bath and water jet was used to eliminate
bone marrow from the specimens.
Figure 2.3: Three of the cancellous bone specimens analyzed in this thesis.
After the extraction, specimens had parallelepiped-shape with at least 10
mm side (Fig. 2.3) and the samples were stored in saline serum at a temper-
ature of -25◦C until their scanning and testing [39]. The bone growth plates
were avoided in the specimen preparation. The main trabecular orientation
of each specimen was also identified after machining and was defined as the
principal compression test direction. Three different sets of cancellous bone
were defined, as a function of the use of calibration phantoms and the purpose
of analysis: set A (8 specimens) and B (28) were scanned without calibration
phantoms, while set C (5 specimens) was scanned together with phantoms.
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However, 3 specimens from set A suffered from experimental artifacts related
to stress concentrations due to non-parallel faces leading to crushing at the
edges (Sec. 3.2), and were discarded from the study. Regarding the purpose
of analysis, the morphometry of the whole data set was calculated. Set A
and C were used to further model its compression fracture, while set B was
used to explore morpho-mechano relationships derived from elastic properties
homogenization.
2.3 High resolution scanning: Micro-Computed To-
mography (µCT, micro-CT)
Two different µCT services were used to scan the specimens because the lat-
ter included the possibility of using density calibration phantoms. Specimens
from sets A and B were scanned by µCT (V|Tome|X s 240, GE Sensing and In-
spection Technologies, shown in Fig. 2.4) using the CENIEH (Burgos, Spain)
micro-CT service, with an isotropic voxel resolution of 22 µm (voltage 110 kV,
intensity 280 µA, integration time 200 ms, Cu filter). On the other hand, set
C was scanned using the µCT service at Estacio´n de Biolox´ıa Marin˜a de A
Gran˜a (Universidad de Santiago de Compostela, Ferrol, Spain), whose scanner
is a Skyscan1172 (Bruker, Kontig, Belgium), with an isotropic voxel resolution
of 13.58 µm (voltage 100 kV, intensity 100 µA, Al/Cu filter).
Figure 2.4: V|Tome|X s 240 µCT scanner used for high resolution images acquisition for sets
A and B (CENIEH, Burgos, Spain).
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Micro-CT acquisition results in a 3D matrix where each voxel has the value
of the attenuation coefficient corresponding to the material scanned, directly
related to material density. Manual thresholding segmentation method con-
sists in determining a gray level value or range were bone is found, which would
be equivalent to choosing a range of densities. However, the attenuation coef-
ficient depends on acquisition parameters (tube current, voltage or integration
time) [210], so, calibration phantoms, which are materials with a priori known
density, need to be scanned using the same acquisition configuration, enabling
the determination of a relationship to estimate density.
The phantoms that are used the most to assess BMD are hydroxyap-
atite (HA) phantoms and dipotassium phosphate (K2HPO4) solutions. HA
is known to be the mineral component of bone tissue, whereas K2HPO4 is
used because of its similar characteristics to HA in terms of effective atomic
number or density [210, 211]. Equivalent density measurements through cali-
bration phantoms have been proved to correlate to ash density, but an offset
correction subtraction factor of 0.2 g/cm3 may be necessary [210].
2.3.1 HA phantom
Two hydroxyapatite (HA, Ca5(PO4)3OH) phantoms of 250 and 750 mg HA/cm
3
(Bruker, Kontig, Belgium) were used as solid phantoms, depicted in Fig. 2.5.
250 mg HA/cm3 750 mg HA/cm3
Figure 2.5: Micro-CT images of HA phantoms used to define the density calibration rela-
tionship.
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The phantoms were scanned at a 13.58 µm isotropic resolution using the
micro-CT service of Estacio´n de Biolox´ıa Marin˜a de A Gran˜a from Santiago de
Compostela University (USC) (Ferrol, Spain) using the equipment and setting
aforementioned. A calibration relationship was calculated between density and
gray scale values (GS), Eq. 2.1, depicted in Fig. 2.7.
ρ = 1.364 GS + 1056 (2.1)
2.3.2 K2HPO4 phantom calibration
In 1970, Witt and Cameron [211] developed a stable bone equivalent material
composed of K2HPO4 in water, which was reproducible in other laboratories
and with a mass attenuation coefficient very similar to that of compact bone.
They performed an inter-comparison study between six laboratories, which
confirmed the idea that a K2HPO4 phantom was easily reproducible. Regard-
ing the plastic containers of the solutions, they claimed that even not exactly
simulating bone in soft tissue, they can still serve as standard and to cali-
brate scans [211]. The stability of K2HPO4 solutions over time did not show
significant differences for a three months study [210].
Figure 2.6: K2HPO4 phantom in its container (left) and micro-CT image of the same phan-
tom, where the different gray scale values represent different solution concentrations (right).
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The K2HPO4 phantoms of different solute concentrations used in this thesis
were prepared at Instituto de Biomeca´nica de Vale`ncia, presented in table 2.1
together with their equivalent densities. Each solution was preserved inside
a plastic Eppendorf tube and mounted in a cylindric container, as shown in
Fig. 2.6. The liquid phantom was scanned by micro-computed tomography
(Skyscan 1172, Bruker, Ferrol, Spain) with an isotropic voxel resolution of
13.58 µm and the same settings than cancellous bone samples from set C. The
representation of density values as function of GS values for both the liquid
and solid phantoms is presented in Fig. 2.7.
Table 2.1: Dipotassium phosphate (K2HPO4) phantom concentrations in terms of mass per
volume [g/mL], equivalent densities [mg HA/cm3] and corresponding mean and standard
deviation gray scale values from segmentation.
Concentration [g/mL] Density [mg HA/cm
3
] Gray value [-]
Phantom #0 0 58.2 -731.58 ± 88.14
Phantom #1 0.1050 154.1 -661.21 ± 90.03
Phantom #2 0.1934 225.5 -608.89 ± 91.63
Phantom #3 0.2990 297.8 -555.84 ± 95.73
Phantom #4 0.5016 423.8 -463.51 ± 93.84
Phantom #5 0.7270 523.4 -390.49 ± 103.34
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Figure 2.7: K2HPO4 and HA phantoms density as function of the gray scale value.
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2.4 Image segmentation
2.4.1 Introduction
Segmentation is a key part of image-based finite element modeling. Its ac-
curacy depends both on image quality and on the procedure followed to dis-
tinguish between image components. It also has major importance for the
estimation of morphometry, which is calculated from the 3D voxel segmented
mask.
2.4.2 Segmentation procedure
The segmentation procedure followed in this work for cancellous bone µCT im-
ages is divided into three steps: first, a Gauss filter is applied to smooth image
contours. Then, a manual threshold is chosen, defining the interval where we
can distinguish bone tissue. Finally, a connectivity analysis is conducted on
the resulting 3D mask aiming to detect the existence of groups of voxels non-
connected to the main trabecular structure. Those non-connected voxels are
deleted from the mask in order to avoid problems during the FE simulations.
Fig. 2.8 shows the segmentation procedure for bone images in this thesis. In
red, a non-connected group of pixels is rounded which was deleted from the
segmented mask. In the initial micro-CT image, air, bone marrow and bone
can be distinguished with different gray levels.
Micro-CT image Gauss filtered Thresholded Connectivity 3D reconstruction
Figure 2.8: Segmentation procedure followed to segment cancellous bone tissue: a Gauss filter
is applied to the initial image, then it is thresholded manually and a connectivity analysis
is performed, which allows to eliminate groups of voxels (rounded in red) non-connected to
the main structure.
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The above mentioned procedure (manual or automatic) is considered as a
standard to segment cancellous bone µCT images in the literature [12, 13, 41,
95]. From the 3D segmented masks, a 3D reconstruction is useful to visualize
cancellous bone microstructure (Fig. 2.9). The segmented mask also serves
as input to assess morphological features of each specimen, which has been
proved to influence the mechanical performance of cancellous bone specimens
[8, 10].
Figure 2.9: 3D reconstruction of four cancellous bone vertebral samples from their segmented
masks.
Manual thresholding depends on the user’s criterion, so if we compare
masks processed by two users, differences may be found, which may have an
influence on the estimation of the microstructural parameters. In section 2.5.12
we aim at investigating the effect of variations on the segmentation threshold
(sensitivity) due to the action of different users on the morphometry and the
elastic properties estimated using image-based models.
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2.5 Morphometric characterization at the microscale
2.5.1 Introduction
In this section, the morphometric parameters estimated in this thesis are pre-
sented. The methodology to calculate each parameter is also described and
some parameters are applied to reference problems in order to assess their
performance. The parameters were calculated using Matlab (MATLAB 2014a,
The MathWorks Inc., USA) (BV/TV, Tb.N, D2D, D3D, DAMIL,2D, DAMIL,3D),
BoneJ, which is a free, open source tool for bone image analysis [112], (Tb.Th,
Tb.Sp and Conn.D) or from the surface mesh (BS/BV, BS/TV).
2.5.2 Bone volume fraction (BV/TV)
Bone volume fraction (BV/TV) represents the ratio inside the volume of in-
terest (VOI) between the voxels which represent bone tissue and the total
number of voxels (Eq. 2.2), calculated through segmented 3D mask analysis.
Often, BV/TV is expressed in [%].
BV/TV =
number of bone tissue voxels
number of total voxels
(2.2)
2.5.3 Bone surface to total volume ratio (BS/TV)
BS/TV is the relationship between cancellous bone surface and the apparent
total volume, expressed in mm−1. We estimate bone surface from the surface
mesh, where Ai represents the surface mesh area discretized and N is the total
number of surfaces, while total volume (TV) is measured using a caliper, Eq.
2.3.
BS/TV =
N∑
i=1
Ai
TV
(2.3)
2.5.4 Bone surface to volume ratio (BS/BV)
BS/BV is the ratio between the exterior bone surface and its volume. Bone
surface calculation is analogous to BS/TV, while bone volume is estimated by
bone mask voxel counting. BS/BV may be expressed by Eq. 2.4 (mm−1).
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BS/BV =
N∑
i=1
Ai
number of bone voxels
(2.4)
2.5.5 Mean trabecular thickness (Tb.Th)
Tb.Th represents the mean value of the trabeculae thickness of the 3D image
model, usually given in mm. In other words, it defines the mean value of the
distance between the bone mask contour and its skeleton (Fig. 2.10).
Skeleton
Contour
Figure 2.10: Scheme of the definition of Tb.Th parameter in a trabecular-like image from
[6].
The method used to calculate the mean trabecular thickness fits spheres
of maximum radii in the trabecular structure [111] and permits to calculate
Tb.Th without a priori assumptions about the type of structure analyzed. It
is a fully 3D method, in contrast to other methods in the literature that tend
to overestimate Tb.Th [6].
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Figure 2.11: Local thickness representation through maximum radii spheres fitting in 2D
(left) and in 3D for a whole specimen (right). The brighter the color, the larger the thickness.
Fig. 2.11 shows a 3D representation of a cancellous bone specimen with
maximum spheres fitted in the structure and a slice where the local thickness
spheres are visualized. The brighter colors refer to larger local thicknesses,
which for the case shown are localized in the central part of the specimen.
2.5.6 Mean trabecular separation (Tb.Sp)
The mean trabecular separation (Tb.Sp) defines the mean value of marrow
voids in a cancellous bone specimen. The calculation procedure is analogous
to the one for Tb.Th but applied to the negative of the 3D segmented mask,
that is, changing 1’s per 0’s and vice versa. A 3D representation and a 2D
slice of the local trabecular separation is depicted in Fig. 2.12, obtained using
BoneJ [112].
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Figure 2.12: Local trabecular separation calculated in the negative of the segmented mask
in 2 dimensions (left) and voids representation for a whole specimen in 3D (right).
2.5.7 Trabecular number (Tb.N)
Tb.N relates the bone tissue present in the VOI and the mean trabecular thick-
ness, also named mean trabecular plate density [9]. Its calculation is given by
Eq. 2.5 for a plate-like model [102] and is expressed in (mm−1). Assum-
ing a plate-like model is reasonable for the porcine vertebral cancellous bone
specimens analyzed, because mostly plates were observed in the reconstructed
models.
Tb.N =
BV/TV
Tb.Th
(2.5)
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2.5.8 Fractal dimension in 2D (D2D) and 3D (D3D)
Fractal dimension is commonly used to measure the complexity of a heteroge-
neous structure like cancellous bone. In other words, fractal dimension is an
exponent that gives an idea of how the space is filled while varying the length
scale of analysis. Fractal geometries are present in nature and cancellous bone
has some fractal characteristics, like increasing perimeter for increasing analy-
sis resolution or self-similarity [108]. There is not an unique fractal dimension,
but in some cases they match [212].
Fractal dimension is able to discern between healthy and osteoporotic pa-
tients, with higher D values for the healthy case [213]. The reduction of
cancellous bone connections produce fractal dimension to decrease, so fractal
analysis may be sensitive to cancellous bone connectivity [213, 214].
Commonly, for cancellous bone analysis, the box-counting fractal dimen-
sion is calculated. If we consider an object of euclidean dimension D, for
example a square of side size 1, and divide it by a factor 1/λ at each direction,
N = λD boxes would be needed to cover the original object perimeter, and its
dimension (euclidean or topological) would be defined as Eq. 2.6.
Deucl =
log N(λ)
log 1/λ
(2.6)
If we apply the same argumentation to a fractal object, varying the char-
acteristic length of analysis, λ, the data will fit the following expression, Eq.
2.7.
log N = −D log λ+ k (2.7)
where D is the fractal dimension, N is the number of boxes needed to cover
the perimeter, λ is the characteristic length of analysis and k is a constant of
proportionality. Fig. 2.13 depicts an scheme for fractal dimension calculation
which, in 2 dimensions can be explained as follows. The field of analysis is
divided according to the characteristic length λ and the number of boxes of λ
size needed to cover the whole perimeter is counted. The process is repeated
for lower λ values, obtaining a logarithmic relationship, whose slope is the
fractal dimension D.
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a) b)
c) d)
Figure 2.13: a) Cancellous bone contour detection from the segmented mask. b) Overlapping
a grid of a characteristic length of 53 pixels all boxes contain bone contour, while for c) a
grid of 29 pixels characteristic length, only one box does not contain contour, d) increasing
to 32 for a decreasing characteristic length of 18 pixels.
This box-counting method was implemented in Matlab (MATLAB 2014a,
The MathWorks Inc., USA) both for 2D and 3D and applied to the perimeter
of the segmented mask. In 2D, the 3D structure was analyzed along its 3 main
directions, obtaining three measurements of D2D, whose values range between
1 and 2. Two of them, visualizing the main trabecular orientation, and the
other one for the transversal plane, as shown in Fig. 2.14. We define D2D-1
and D2D-2 as the fractal dimension calculated over planes a) and b) from Fig.
2.14, while D2D-3 corresponds to the transversal plane c) in Fig. 2.14.
The extension to 3 dimensions of the box-counting method is analogous to
2D, changing squares by cubes. The perimeter of the 3D mask is calculated
and the number of cubes containing bone contour is accounted for each char-
acteristic length λ. Then, the data is fitted according to Eq. 2.7, whose value
ranges between 2 and 3.
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a) b) c)
Figure 2.14: Representation of the three planes along D2D is calculated: in a) and b) the
preferred trabecular orientation is clearly distinguished, while c) is the transversal plane.
2.5.8.1 Application to reference problems
In order to validate the implementation of the 2D and 3D versions to calculate
fractal dimension, we applied them to two reference problems with known
solution: D2D was proved against Sierpinski’s triangle (Fig. 2.15) while D3D
was validated against the Menger Sponge (Fig. 2.16).
Sierpinski’s triangle has a fractal dimension of log(3)/log(2) = 1.585 and
our implementation gives a value of 1.588, with an error of 0.2 %, represented
in Fig. 2.15.
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Figure 2.15: Representation of Sierpinski’s triangle for D2D validation. The figure has license
for free use [215] and it is attributed to Beojan Stanislaus (left). Fractal dimension assessment
of a Sierpinski’s triangle through box-counting method (right).
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In case of Menger sponge fractal, it has a known fractal dimension of
log(20)/log(3) = 2.727 and our implementation gives a 2.763 fractal dimension
values, with an error of 1%.
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Figure 2.16: Menger sponge representation to validate D3D estimation. Figure attribution:
Daniel Schwen, free use license [216] (left) and validation of the 3D implementation of the
box-counting method against menger sponge fractal (right).
2.5.9 Fabric tensor to estimate the degree of anisotropy (DA)
The fabric tensor describes the material anisotropy degree of orthotropic ma-
terials like cancellous bone [92, 104]. Harrigan and Mann [104] proved that
the representation of the mean intercept length (MIL), calculated over a his-
tological section of cancellous bone resulted in an ellipse, whose main axis was
aligned to the main trabecular orientation, expressed by Eq. 2.8 or as a tensor
(Eq. 2.9).
ax2 + bxy + cy2 = k (2.8)
[M ] =
[
a b/2
b/2 c
]
(2.9)
The application of the mean intercept length to a 3D cancellous bone mask
produces an ellipsoid oriented according to the preferred trabecular direction,
which may be expressed like Eq. 2.10 or in a tensorial form (Eq. 2.11). The
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tensorial description permits to determine preferred orientations from principal
axis analysis or to include anisotropic material properties. The relationship
between the long and short axis of the ellipse, and between the longest and
shortest axis of the ellipsoid may be defined as the degree of anisotropy (DA).
Ax21 +Bx
2
2 + Cx
2
3 + 2Dx1x2 + 2Ex1x3 + 2Fx2x3 = 1 (2.10)
[M ] =
A D ED B F
E F C
 (2.11)
The degree of anisotropy is important in cancellous bone analysis [9, 217].
Some authors relate it to the mechanical state, combined with the apparent
density or volume fraction, while others have proved its relationship to the
elastic stiffness matrix, from the work of Cowin [105].
2.5.9.1 Degree of anisotropy based on mean intercept length method
in 2D (DAMIL2D)
The mean intercept length is a parameter that measures the mean distance
between phases for a particular analysis direction. The method is applied to
the segmented mask, that is, a binarized image, so the segmentation process
may have a significant influence on its estimation. The implementation of the
mean intercept length in 2D (MIL2D) may be described as follows: a set of
parallel proof lines of total length h, defined by its angle θ from a reference
axis and separated a distance d, are traced, and the number of intersections
C(θ) between them and the phases interface are counted, see Fig. 2.17. Then
the mean intercept length for that angle θ is calculated as defined in Eq. 2.12:
MIL(θ) =
h
C(θ)
(2.12)
If the phase is oriented along the probe lines, few intercepts are counted
and MIL gets a higher value than for the non-oriented case, where more inter-
ceptions appear and MIL value is lower. The process is repeated for θ values
in the range [0◦ - 180◦] and the resulting MIL values may be plotted as a
rose diagram (Fig. 2.18 right). The data is fitted to an ellipse through the
application of the least squares method and the relationship between its long
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and short axis is defined as the anisotropy degree (DA).
θ
Figure 2.17: Scheme of mean intercept length method: A set of parallel lines characterized
by an angle θ and separated a distance d are traced and the number of intersections between
phases are counted. MIL is then calculated using Eq. 2.12.
Fig. 2.18 shows an example of the application of MIL method to a cancel-
lous bone micro-CT segmented image. A preferred orientation, perpendicular
to the horizontal direction is clearly distinguished, which is captured in the
polar plot of the mean intercept length. The relationship between the ellipse
axis is defined as the degree of anisotropy based on the mean intercept length
(DAMIL2D). The accuracy of the method depends on the angle discretization
and the separation between prove lines.
The mean intercept length method has limitations that should be men-
tioned. In general, it can only be applied to materials whose anisotropy and
orientation is determined by their boundaries [218]. For example, it should
not be applied to analyze the microstructural anisotropy of a circle lattice
like the one depicted in Fig. 2.19, since its anisotropy is determined by the
distribution of circles and not by their boundaries.
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Figure 2.18: Example of application of MIL to an image of cancellous bone. Segmented
mask of cancellous bone tissue, where the preferred orientation is clearly distinguished (left)
and rose diagram representation of MIL, which is capable to detect the preferred orientation
at a 90◦ orientation (right).
Figure 2.19: Representation of a lattice composed by circles. MIL is not capable to assess
its anisotropy because it is not determined by its boundaries but its spacial distribution.
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2.5.9.2 Degree of anisotropy based on mean intercept length method
in 3D (DAMIL3D)
The extension of the implementation to 3D consisted of including an additional
angle (φ). Therefore, we define the set of lines for a particular orientation
described by their azimuth (θ) and elevation (φ), which will vary according to
Eq. 2.13 to cover the whole volume of analysis.
0 ≤ θ < 360◦ 0 ≤ φ < 90◦ (2.13)
A linear uniform distribution of azimuth and elevation angles is not de-
sirable because, if plotted in a sphere, points would tend to concentrate near
the poles. It can be explained by the area differential definition in spheric
coordinates, Eq. 2.14.
dA = r2cosφ dφdθ (2.14)
In order to uniformly distribute the prove angles, a cube projection method
is considered. First, the cube faces are meshed uniformly and then, the values
of azimuth and elevation of that points are calculated. Fig. 2.20 shows an
example of a cube discretization to be projected to an uniformly discretized
sphere. The traced line, characterized by θ and φ is replicated over the volume
of interest and the procedure to calculate MIL is analogous to 2D.
Figure 2.20: Different levels of discretization for a uniform distribution of probe lines for
MIL calculation.
MIL results are then fitted to an ellipsoid of Eq. 2.10 by the least squared
method and the anisotropy degree is calculated as the ratio between the longest
and the shortest axis of the ellipsoid.
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This methodology was applied to three examples: a grid of perpendicular
planes, a rhomboid and a trabecular bone sample (Fig. 2.21). For each exam-
ple, the method is capable to detect the presence of main material orientation.
Perpendicular grid planes case predicts two main equivalent transversal direc-
tions and a main orientation (Fig. 2.21 left). The anisotropy degree associated
has a 4.42 value. On the other hand, the rhomboid case also predicts the exis-
tence of three main orthogonal directions, with a DA value of 3.75 (Fig. 2.21
middle). Finally, the application of MIL to a trabecular bone sample estimates
a DA value of 1.76 and the orientation of the resulting ellipsoid matches the
one of the segmented mask, determined by visual inspection (Fig. 2.21 right).
Figure 2.21: Examples of application of the 3D version of MIL to determine anisotropy
degree. At the top of the figure we represent the segmented masks for each example: per-
pendicular grid planes (left), rhomboid (centre) and trabecular bone sample (right). At the
bottom of the figure a representation of MIL points distribution is shown (left and centre)
and the subsequent fitted ellipsoid (right).
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2.5.10 Connectivity density (Conn.D)
The connectivity density (Conn.D) of cancellous bone is believed to play a role
in stiffness and strength changes due to pathologies like osteoporosis [110]. The
determination of Conn.D values was performed using BoneJ application [112],
which is based on the works from Odgaard and Gundersen [110] and Toriwaki
and Yonekura [219]. The connectivity value is determined using the Euler-
Poincare´ equation (Eq. 2.15), that depends on the topological invariant Euler
characteristic number (χ):
χ = β0 − β1 − β2 (2.15)
where β0 is the number of parts in the structure, β1 is the connectivity (Conn)
and β2 is the number of voids surrounded by bone. In case of cancellous bone,
it is expected to have just one connected structure (β0=1), with no closed
cavities because it is an open cell structure (β2=0). The connectivity density
is calculated normalizing Eq. 2.15 to the volume (V), Eq. 2.16:
Conn.D =
1− χ
V
(2.16)
The calculation of the Euler number in a 3D digitized image may be de-
scribed as in Eq. 2.17 [219].
χ = n0 − n1 + n2 − n3 (2.17)
where n0 represents the number of vertex in the object, n1 is the number of
edges, n2 is the number of faces and n3 corresponds to the number of voxels.
Obviously, those numbers depend on the connectivity neighborhood definition
(Fig. 2.22), which conditions whether each entity of a voxel defines the same
entity of the 3D object or a connection between voxels and does not contribute
to the Euler number (χ).
6-connected 18-connected 26-connected
Figure 2.22: 3D connectivity definitions for a digitized image.
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2.5.11 Morphometry results of cancellous bone specimens
In this section, the morphometric description of the datasets analyzed is pre-
sented. As mentioned, we divide the datasets as follows: set A corresponds
to 5 samples scanned without calibration phantoms and tested destructively
under quasi-static compression conditions (Table 2.2), set B is composed of
28 samples scanned without phantoms and simulated to estimate apparent
elastic mechanical properties through homogenization (Table 2.3) and set C
is composed of 5 samples scanned together with calibration phantoms and
tested under the same conditions than set A (Table 2.4). The specimens of
each set belonged to different animals and lumbar or thoracic vertebrae. The
data estimation for sets A, B and C has been also represented as violin plots in
Figures 2.23, 2.24 and 2.25. Each violin plot represents the data distribution
as its probability density for each value.
We have estimated bone volume fraction (BV/TV), bone surface to total
volume ratio (BS/TV), bone surface to volume ratio (BS/BV), mean tra-
becular thickness (Tb.Th), mean trabecular separation (Tb.Sp), trabecular
number (Tb.N), fractal dimension (D2D, D3D), anisotropy degree (DAMIL2D,
DAMIL3D) and connectivity density (Conn.D). As mentioned above, both D2D
and DAMIL2D were applied to the samples along their three main directions,
two of them containing the main trabecular orientation, while the other com-
prises their transversal plane.
The first we can notice in Tables 2.2, 2.3 and 2.4 is that some parameters
do not vary much. The reason may be the origin of the specimens since all
came from healthy mature pigs.
In case of BV/TV, a mean value of 22.5 % is obtained for set A, 21 %
for set B and around 20 % for set C, so regarding mean values, the three sets
analyzed are very similar. Looking at individual values, the highest bone vol-
ume fraction (28 %) and the lowest value (14 %) are found on two specimens
belonging to set B. The values measured for BV/TV lay in the range of both
osteoporotic (5-23 %) and normal cancellous bone (10-50%), which overlap
according to Nazarian et al. [103].
The relationship between bone surface area and specimen apparent volume
(BS/TV) presents less scattering than BS/BV. The wider variation of BS/BV
parameter makes it more suitable to be used to detect changes on bone mi-
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crostructure. Specifically, a mean BS/BV value of 22.68 mm−1 (range of 19.2
- 25.43 mm−1) was calculated for set A, 23.25 mm−1 (ranging 17.72 - 31.79
mm−1) for set B and a significantly higher mean value of 31.96 mm−1 (ranging
27.20 - 34.95 mm−1) was obtained for set C.
Figure 2.23: Violin plot representation of the bone volume fraction (BV/TV), bone surface
to volume ratio (BS/BV) and connectivity density (Conn.D) values. The plot was generated
considering sets A, B and C. The median (red dash line) and interquartile ranges (dash lines)
are shown.
The mean trabecular thickness (Tb.Th) shows negligible variations be-
tween sets. The minimum Tb.Th value (0.1 mm) is found for Specimen B#27,
which corresponds to the one of the lowest BV/TV, while the highest Tb.Th
(0.16 mm) is found for the specimen of the highest BV/TV. In this sense,
Tb.Th parameter is not capable to discern variations of BV/TV, because all
the samples range in a narrow set of Tb.Th values. Tb.Th estimations are in
the range of values reported for normal cancellous bone from different loca-
tions [8, 220].
On the other hand, the mean trabecular separation (Tb.Sp) presents sim-
ilar scattering between sample sets (standard deviation of 0.07 - 0.08 mm).
In terms of mean values, sets A and C have the same mean Tb.Sp, which is
significantly higher in case of set C (mean value of 0.62 mm in contrast to 0.52
mm). The higher Tb.Sp values for set C may be related to the slightly lower
mean BV/TV of the set. Analyzing individual values, 0.39 mm is the lowest
Tb.Sp value, while the maximum one is 0.69 mm.
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Figure 2.24: Violin plot representation of the mean trabecular thickness (Tb.Th) and mean
trabecular separation (Tb.Sp) values. The plot was generated considering sets A, B and C.
The median (red dash line) and interquartile ranges (dash lines) are shown.
Trabecular number (Tb.N) relates to the amount of cancellous bone (BV/TV)
and the mean value of its trabecular thickness (Tb.Th). As discussed above,
a narrow range of values was obtained for Tb.Th and, as a consequence, the
variation of Tb.N value in this study varies in the range of [1.2 - 1.99] mm−1,
distributed around a mean value of 1.56 mm−1. Our results are in the range
of normal cancellous bone (1.25 mm−1 in [220] and 1.36 mm−1 in [221]) from
different locations (1.26 mm−1 for lumbar spine, 1.39 mm−1 for iliac crest,
1.42 mm−1 for femoral head and 1.45 mm−1 for calcaneus samples in [8]) and
are lower than the Tb.N values reported in [222] (7.78 mm−1).
We assessed fractal dimension in 2D along the three main 3D image axis,
Fig. 2.14. As can be noticed in Tables 2.2, 2.3 and 2.4, the application of
fractal dimension to planes containing the main trabecular orientation (D2D-1,
D2D-2) gives similar values (between 1.50 and 1.72), while transversal plane
fractal analysis (D2D-3) results in a slightly different fractal dimension value,
around a 3 % higher, for the three sets analyzed.In addition, 3D fractal di-
mension was calculated, giving lower values for set C (mean value of 2.63)
compared to sets A and B (2.72 and 2.75). Values of D3D range from 2.57 to
2.81.
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The application of the 2D version of MIL parameter to the three main
planes, which define the 3D image, led to interesting results. First, a clear
preferred orientation direction is detected by MIL parameter (DAMIL2D-1,
DAMIL2D-2), with anisotropy degree values of around 1.65 for the whole dataset.
Besides, the values for planes containing the preferred trabecular orientation
give almost the same DA prediction. In contrast, the transversal direction
(DAMIL2D-3) is described as nearly isotropic according to MIL parameter
(mean DAMIL2D-3 value of around 1.05, 1 defines isotropy). Moreover, the
extension to 3D of the MIL provides very similar results than the 2D ap-
plication to the main orientation planes, which supports the idea that the
specimens were machined identifying the main orientation, which is close to
match global specimen directions.
Figure 2.25: Violin plot representation of the trabecular number (Tb.N), fractal dimension
(D) and anisotropy degree (DA) values. The plot was generated considering sets A, B and
C. The median (red dash line) and interquartile ranges (dash lines) are shown.
Finally, connectivity density (Conn.D) estimations present values ranging
from 7.8 to 25 mm−3. The values obtained are in the upper range of the
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reported by Kabel et al. [9] and Uchiyama et al. [222] and are an order
of magnitude higher than the values reported by Hambli [44]. Other works
report negative values that may be taken carefully because they may be result
of noisy images analysis or the presence of multi particles within bone struc-
ture [221]. The results do not show a clear relationship to other morphometric
parameters, which is consistent with other results reported in the literature
[9, 110]. A weak dependence on BV/TV and Tb.N is reported, but the authors
themselves question the relationship and postulate Conn.D as an independent
parameter [110].
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2.5.12 Influence of cancellous bone images segmentation on
morphometric and elastic response determination
In this section, we aim at investigating the effects of the selection of the seg-
mentation threshold on the morphometry and the estimation of the elastic
response through image-based FE modeling. We analyze the influence of vary-
ing the user’s threshold choice by a ±15% for three samples of different bone
volume fraction: Specimen B#1, B#15 and B#27.
A detail of the segmented masks resulting from a ±15% threshold varia-
tion for a cancellous bone mask is depicted in Fig. 2.26, where noteworthy
dissimilarities can be noted. Similar influence is expected for other cancellous
bone samples.
Figure 2.26: Segmented masks detail for a ± 15% segmentation threshold variation from
the user’s choice. Slight differences between masks can be noticed (in blue: +15% threshold
variation, in yellow: original threshold, in red: -15% threshold variation).
For each threshold, the resulting mask is analyzed in terms of its mor-
phometry and a FE model is generated maintaining the element type (C3D4
coded in Abaqus) and element size. For each specimen, a compression along
its main orientation direction is simulated and the apparent stiffness is cal-
culated, considering a tissue Young’s modulus of 1 GPa to only account for
changes due to the microarchitecture.
Fig. 2.27 shows the effect of a ± 15 % threshold variation on the 3D recon-
struction for Specimens B#1, B#15 and B#27. It can be noted that threshold
variation affects differently depending on the BV/TV of the specimen. Spec-
imen B#1 had a BV/TV of 28 % and the threshold variation produces a
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change in the range of 19 to 36 % and a plate-like structure is observed in gen-
eral, with increasing thicknesses for a lower segmentation threshold. Specimen
B#15 shows a similar variation in terms of structure type, with an original
BV/TV of around 20 %, which turned to between 11.5 to 30 % and, for 15 %
threshold variation makes the microstructure more rod-like. In case of Spec-
imen B#27, with an original volume fraction of around 15 %, changing the
segmentation threshold strongly affected the trabecular structure connectiv-
ity. A 15 % threshold variation produces the disruption of the trabecular
structure, resembling an osteoporotic cancellous bone specimen, see Fig. 2.27.
+15% 
Threshold
-15% 
Threshold
Specimen B#1 Specimen B#15 Specimen B#27
Figure 2.27: Reconstruction of the effect of a ± 15 % variation of the segmentation threshold
on three vertebral cancellous bone specimens. Each specimen had a different original volume
fraction, summarized in Table 2.3, which allows to study a wider range of BV/TV.
Table 2.5 summarizes the influence of threshold variation on the morphom-
etry of the samples analyzed, while Table 2.6 shows the variation of the appar-
ent modulus. It can be noted that, for the morphometry, different evolutions
arise depending on the specimen initial bone volume fraction.
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Fig. 2.28 depicts the effect of BV/TV on the apparent modulus, which
follows a power law. We considered a Young’s modulus of 1 GPa for all
the models to only study the influence of the microstructure. This effect is
analogous to the reported for cancellous bone in the literature [10, 14, 40].
0 0.1 0.2 0.3 0.4
0
50
100
150
200
250
300
350
BV/TV [-]
E a
pp
 [M
Pa
]
 
 
B#1
B#15
B#27
Figure 2.28: Sensitivity analysis of the influence of varying the user’s segmentation threshold
± 15% on the apparent modulus estimated through finite element modeling with respect
to bone volume fraction. The data is fitted to a power law whose expression is Eapp =
1619 BV/TV 1.683 (R2 = 0.9907).
Some parameters are more sensitive to segmentation threshold variation.
For example, the apparent modulus (Eapp) is influenced linearly by the thresh-
olding, but its magnitude changes as a function of the BV/TV of the specimen,
see Fig. 2.29 top right. In case of specimen B#27, with the lowest BV/TV, a
± 15 % variation produces up to 120 % modulus change, which decreases to
45 % for specimen B#1, with the highest BV/TV.
Analogous behavior is observed for BV/TV but with a lower amplitude
(Fig. 2.29 top left): up to 63 % BV/TV reduction for specimen B#27 for a
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Table 2.6: Influence of segmentation threshold variation (∆ Thr) on the apparent modulus
(Eapp) estimated through image-based finite element models of three samples of different
original bone volume fraction.
Sample ∆ Threshold Eapp [MPa]
1*
B#1
+15% 107.2
+7.5% 154.6
0% 197.7
-7.5% 240.7
-15% 286.8
B#15
+15% 22.9
+7.5% 70.4
0% 120.1
-7.5% 164.5
-15% 211.4
B#27
+15% 1.9
+7.5% 24.6
0% 61.9
-7.5% 99.7
-15% 136.0
1* E=1 GPa for all the samples.
15 % increment of the threshold, which decreases to 46 % for specimen B#15
and to 31 % for B#1.
In case of BS/BV (Fig. 2.29 bottom left), the influence of the initial bone
volume fraction is less significant than for other parameters analyzed, with
only between a 4 to 9 % difference between samples. The influence for each
sample is linear with an associated variation of 50 % for a 15 % increasing
threshold for specimen B#27.
The ratio between the bone surface area to the total volume shows less
influence for the highest BV/TV, which increases as the BV/TV decreases,
see Fig. 2.29 bottom right. The relationships observed are non-linear and of
greater importance for a 15 % threshold variation (up to 22.5 % for B#15 and
47 % for B#27). Decreasing the segmentation threshold affects less to BS/TV
parameter, up to 12 % for specimen B#27.
Fig. 2.30 shows the effect of varying the segmentation on the mean tra-
becular thickness (Tb.Th), mean trabecular separation (Tb.Sp), trabecular
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Figure 2.29: Influence in percentage of a ± 15% threshold variation on the estimation of
the bone volume fraction (BV/TV), bone surface to volume ratio (BS/BV), bone surface to
total volume (BS/TV) and apparent modulus (Eapp).
number (Tb.N) and connectivity density (Conn.D). For Tb.Th, the effect of
samples of different BV/TV is negligible, while the influence of applying var-
ious thresholds is linear. A threshold increase of 15 % results in a Tb.Th
reduced around a 20 %. Underestimating the threshold a 15 % shows a simi-
lar but higher effect of around 23 %.
Connectivity is also affected differently according to the BV/TV, see Fig.
2.30 bottom right. The connectivity density (Conn.D) increases for increas-
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Figure 2.30: Influence in percentage of a ± 15% threshold variation on the estimation of the
mean trabecular thickness (Tb.Th), mean trabecular separation (Tb.Sp), trabecular number
(Tb.N) and connectivity density (Conn.D).
ing threshold for sample B#1, which has the highest BV/TV and presents a
plate-like structure after the threshold variation, that affects between -18 and
37 %. As the BV/TV of the sample is reduced, a disruption on the trabecular
lattice is produced. For example, for specimen B#15, the connectivity in-
creases until a 7.5 % threshold increment. Beyond this point the connectivity
is reduced. This effect is also seen in the lowest BV/TV sample. In that case,
the connectivity is strongly reduced: up to 60 % for a 15 % threshold.
As the threshold increases, so does the mean trabecular separation, because
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Figure 2.31: Influence in percentage of a ± 15% threshold variation on the estimation of the
fractal dimension in 2D (D2D-(1,2,3)), along the three main directions (1 and 2 refer to planes
containing the preferred trabecular orientation, while 3 to the transversal plane) and in 3
dimensions (D3D).
less bone is taken into account. For samples B#1 and B#15, a linear effect
is observed (see Fig. 2.30 top right) with an influence between -7 and 11
%. In case of B#27, the increment of the segmentation threshold produces a
disruption of the trabecular lattice, as depicted in Fig. 2.27, which leads to an
increasing value of Tb.Sp up to 42 %. For a 7.5 % variation, the connectivity
has already been disrupted but at a lower degree, and Tb.Sp value does not
show such an important increment.
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Figure 2.32: Influence in percentage of a ± 15% threshold variation on the estimation of the
anisotropy degree, estimated through the mean intercept length, in 2D (DAMIL2D-(1,2,3)),
along the three main directions (1 and 2 refer to planes containing the preferred trabecular
orientation, while 3 to the transversal plane) and in 3 dimensions (DAMIL3D).
Trabecular number shows decreasing values for increasing segmentation
threshold, which is consistent according to the definition that we used, which
relates BV/TV and Tb.Th. Again, the lower the BV/TV, the higher the
influence, with a -54 % variation for a 15 % threshold case.
Fractal dimension in 2 and 3 dimensions are affected similarly in percent-
age, see Fig. 2.31. If we analyze the data from Table 2.5, the calculation of
the fractal dimension in 2D over the preferred orientation planes (1 and 2)
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matches and the values are around a 4 % lower than for the transversal plane
(3). As the BV/TV of the sample increases, so does the fractal dimension,
but with a lower degree. Analyzing the evolution of fractal dimension (D) for
threshold variation, it shows a non-linear behavior where the amplitude of the
effect increases for a decreasing BV/TV. In 2 dimensions, a 15 % threshold
variation results in a 16 % decreasing fractal dimension (D) value for the low-
est BV/TV, a 7 % for the middle case and only a 3 % decreasing value for
the highest BV/TV sample. Modifying a -15 % the segmentation threshold
affects less to the fractal dimension, with a maximum value for B#27 of 4.5
%.
The morphometric parameters that are less sensitive to variations on thresh-
olding are the degree of anisotropy, measured from the mean intercept length,
both in 2D and 3D, see Fig. 2.32 and Table 2.5. The application of the MIL
method to the transversal plane of the samples revealed no preferred orienta-
tions, with values of the anisotropy degree (DAMIL) close to 1 and a maximum
percentage variation of 4 %. On the other hand, the results from the analy-
sis of the preferred orientation planes (directions 1 and 2) show a degree of
anisotropy of around 1.7 for the samples studied. This parameters presents
low sensitivity to threshold variations, less than 3 %. In case of the 3D ver-
sion of MIL method, the results are very similar than the 2D versions for the
preferred orientation, with values around 1.7 and a low influence of the seg-
mentation. Therefore, the application of MIL 2D to the preferred orientation
planes and MIL 3D produce analogous results.
Our results about the influence of the segmentation on the morphometry
are in line with others reported in the literature [113, 114]. For example, Hara
et al. [113] investigated threshold variation in a smaller range (±1%) and ob-
tained analogous trends for the same range of BV/TV. They also analyzed the
effect of low volume fraction, where threshold variation may disconnect trabec-
ular structures. In that case, the influence of threshold variation was higher
than for specimens of higher volume fraction as supported by our results.
They also pointed out the importance of threshold selection when studying
connectivity, with variations up to 7% for a 0.5% threshold variation.
Parkinson et al. [114] analyzed the effect of segmentation variation when
performed by different users and Otsu’s algorithm [98]. Variations up to 7%
of the selected threshold were reported, so our threshold variation ± 15% is a
bit higher compared to typical user random errors reported in [114].
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On the other hand, our results about the apparent modulus are in line
with the ones reported in [40]. Chevalier et al. [40] analyzed the influence
of a ± 10% threshold variation on the estimation of the apparent modulus,
calculated from voxel-based finite element models. The authors analyzed 6
human femoral cancellous bone samples of different volume fraction. Their
results show a dependence of the apparent modulus estimation on the volume
fraction of the sample: low density samples present greater variations than
high density samples. Within each sample, a linear influence is found related to
threshold variation, in line with our observations. However, the representation
of the whole dataset together shows that the linear influence seen for each
sample turns to a power law for a wide range of BV/TV, as reported in the
literature.
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2.6 Conclusions
In this chapter, we have presented the cancellous bone specimens that consti-
tute the dataset analyzed, together with their extraction and storage proce-
dure. Then, the imaging system used to scan the samples and the phantoms
used to assess bone density were shown. Two different calibration phantoms
were used: liquid (K2HPO4) and HA-based phantoms. The micro-CT images
were segmented using a global thresholding method. The morphometric pa-
rameters that we used to characterize cancellous bone microstructure from the
segmented masks were presented, and their calculation method was defined.
A parametric analysis of the segmentation threshold was performed, study-
ing its influence on both the morphometry and the apparent stiffness estimated
through finite element modeling. Three vertebral cancellous bone samples of
different bone volume fraction were selected from the data set, representative
of samples of high, medium and low BV/TV, which allowed us to study a
wider range of variation of the results.
The variation of the segmentation threshold in a ± 15 % produced changes
in the microstructure as a function of the BV/TV of the sample. In case of the
sample of lowest BV/TV, the increment of the segmentation threshold pro-
duced a disruption of the microarchitecture, with a loss of connectivity, and
the change from a plate-like to a rod-like structure. Therefore, the segmenta-
tion threshold has a greater importance for the analysis of samples of lower
BV/TV, which is the case of the osteoporotic ones, because it may cause
the loss of connectivity and wrong estimations of morphometry and elastic
modulus.
A power law relationship between the apparent modulus and bone vol-
ume fraction was obtained from the study, which agreed other relationships
reported in the literature. This power law relationship could be obtained
thanks to the segmentation influence analysis, because the data sets used in
this thesis corresponded to mature healthy porcine vertebral cancellous bone
samples, so less data scattering was present.
Some morphometric parameters were little influenced by segmentation
threshold variation, such as the anisotropy degree in 2 and 3 dimensions, with
a maximum effect of 4 % for a 15 % threshold increment.
The apparent modulus is highly sensitive to the segmentation threshold.
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We report variations between 45 and 120 % for the limits that we considered
for threshold variation. A linear influence was observed, like in the case of
BV/TV and Tb.Th. For the latter parameters, an associated maximum range
of parameter variation of -64 to 55 % and -20 to 24 % was found, respectively.
A non-linear influence of varying the threshold was observed for BS/BV,
BS/TV, Tb.Sp, Tb.N, Conn.D and fractal dimension, which was higher for
the sample of lower BV/TV. Both versions, 2D and 3D, of fractal dimension
presented very similar behavior. On the other hand, the connectivity density
(Conn.D) was affected differently according to the volume fraction: increasing
the segmentation threshold increased the connectivity density up to a point,
which defined the beginning of the disruption of the trabecular connections.
The results we reported in this chapter are in line with other from the lit-
erature, but we went a step further analyzing both morphometry and elastic
properties together and accounting for various bone volume fractions, which
permit to study the effect on healthy and osteoporotic cancellous bone. Be-
sides, we considered a unique tissue modulus for all the samples in order to
give insight into effects purely due to changes in the microarchitecture.
Chapter 3
Cancellous bone:
experimental and numerical
mechanical characterization
3.1 Introduction
In this chapter, we aim at calculating cancellous bone mechanical properties
at the macro- and microscales. In both cases we determine elastic, yield and
failure properties. At the macroscale, we use quasi-static compression test-
ing and numerical homogenization to measure the global elastic response of
parallelepiped-shaped specimens on their three main directions. Then, the ob-
jective is to find relationships between those homogeneous elastic properties
and the underlying microstructure, to give insight into how microstructural
changes affect the elastic response of cancellous bone. Single and multiple
parameter analysis are performed to assess the morphometric variables that
control the explanation of elastic properties variation.
On the other hand, tissue material properties are determined at the mi-
croscale. To achieve this goal, we apply different approaches: a combination of
compression testing, micro-CT and finite element modeling, a phantom-based
approach and the application of digital image correlation to images taken dur-
ing testing. We use the first of them to estimate both elastic and failure
properties, the second one to calculate Young’s modulus at the tissue level,
while the third one is used to estimate yield and failure strains. A comparison
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between the approaches is also reported.
We calculate properties that define the quality and integrity of cancellous
bone at the apparent and micro levels and their relationship to cancellous
architecture. The regressions obtained permit to estimate those mechanical
properties that describe the state of a specimen. This avoids testing and
numerical modeling. The first is time consuming, imply the possibility of
specimen degradation and may include experimental artifacts, while numeri-
cal modeling involves high time and computational costs.
The tissue material properties estimated in this chapter may be used in
other numerical models to study yielding and post-yielding behavior and to
investigate observations reported in the literature. Specifically, we use them to
analyze failure properties variability calculated through numerical approaches,
against the hypothesis that cancellous bone yield strain is relatively constant
over a range of apparent densities and failure strain presents a wider range of
variation. Moreover, we analyze a single strain parameter (equivalent strain,
εeq) as an accurate descriptor of cancellous bone compression failure both
through DIC and FE analysis.
3.2 Experimental characterization
In this section, the results of the estimation of cancellous bone mechanical
properties are presented divided into elastic and failure properties. The calcu-
lation method is defined for each case. Within elastic properties we estimate
the apparent stiffness (Eapp), tissue level elastic modulus (E) and homoge-
neous stiffness matrix (C) for each specimen. Regarding failure properties,
the yield and complete failure properties are calculated at the macroscale (σy,
εy, σf, εf) and microscale (εy,c, εf,c). For these purposes, we used the following
methods: compression testing, combination of compression tests and FEM,
phantom-based estimation and elastic homogenization.
3.2.1 Compression tests
Quasi-static compression tests were carried out along the main trabecular ori-
entation in order to estimate the apparent Young’s modulus (Eapp), yield stress
(σy), yield strain (εy), failure stress (σf) and failure strain (εf) of 13 cancel-
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lous bone specimens. The testing protocol is detailed in the following. First,
the specimens were thawed at 4◦C the night previous to testing, maintained
moist in 0.9% saline solution and wrapped in a gauze. Specimen dimensions
were determined using a dial caliper, identifying the anisotropy direction and
defining it as the testing direction. Compression tests were conducted using an
electromechanical testing machine (MTS Criterion C42, MTS Systems, USA,
Fig. 3.1), with aluminum compression platens (MTS ref.: FYA502A) and
measuring the displacement between them using a displacement gauge (MTS
ref.:632.06H-20).
Figure 3.1: Electromechanical testing machine used for experimental testing: MTS Criterion
c42.
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Due to the small specimens dimensions, positioning the displacement gauge
between compression platens could cause damage to it. In order to avoid any
damage during testing, a metal surface was added to the lower compression
platen where the displacement gauge contact point was positioned. The testing
rig is shown in Fig. 3.2. A 10 N pre-load was defined. Then, load was applied
after 5 preconditioning cycles [52] with a displacement rate of 1 mm/min be-
tween 0.1% to 0.5% strain levels, to avoid damage within specimens [57]. After
a few preconditioning cycles, apparent modulus estimation tended to stabilize
[52, 57]. Experimental artifacts from different sources were minimized follow-
ing recommendations given in [30]. However, different levels of damage at the
specimen-compression platen interface was observed in some cases, due to the
cut of the trabeculae at the machined surfaces of the specimen [23, 56]. Three
specimens that suffered from experimental artifacts due to their non-complete
parallelism of the compression faces [22], which acted as stress concentrators,
were discarded from the study. This phenomenon caused specimen crushing
at specimen-platen interface (Fig. 3.3).
Camera
Displacement 
gauge
Compression 
platens
Positioning 
surface
Specimen
Figure 3.2: Experimental setup for the compression tests and digital image correlation (DIC)
system.
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Figure 3.3: Experimental artifacts observed on the three specimens discarded from the study.
The specimens suffered from crushing at the bottom compression platen interface due to the
non-parallelism of specimen faces. This specimen presents a thin layer of a closed and
mineralized bone growth plate (left side).
The force-displacement response was employed to compute the stress-strain
relationships of the specimens, which is displayed in Fig. 3.4 for set A, see
section 2.2.1 for sets definition. The apparent Young’s modulus (Ecompr) was
determined as a linear fit in the last cycle from the stress-strain response. The
failure stress (σf) was defined as the peak value of the stress following the
elastic response and the failure strain (εf) was defined as the strain at σf. We
also estimated the yield stress (σy) and strain (εy) following the 0.2 % offset
method. It consists in drawing a line of the initial slope of the linear response
with an offset of 0.2 % in strain. The yield parameters are obtained at the
intersection between the drawn line and the experimental response.
As described in the literature, cancellous bone compression response may
be divided into the following parts, which can be distinguished in Fig. 3.4:
first, a linear elastic phase where the tissue deforms reversibly (the precondi-
122
Chapter 3. Cancellous bone: experimental and numerical mechanical
characterization
tioning cycles are applied in this domain). Then, from the yield point, a loss
of linearity with material softening occurs until the maximum load is reached.
Later, failure spreads on the specimen developing diffuse damage, microcracks
and complete trabecular fractures. Once the trabecular structure stacks after
collapsing, the load increases again in the final part of the response. Table 3.1
summarizes set A results of apparent compression stiffness (Ecompr), stress at
failure (σf), strain at failure (εf), yield stress (σy) and yield strain (εy) mea-
sured through experimental compression tests. In addition, Table 3.2 presents
also the apparent modulus values for specimens from set C for the transversal
plane (Etrans-1, Etrans-2).
Specimen #1
#2
#3
#4
#5
Figure 3.4: Stress-strain curve registered in compression testing for specimens belonging to
set A. Ten preconditioning cycles are also displayed.
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In our results, the apparent compression stiffness ranges from around 0.9 to
1.9 GPa for the main orientation direction (Tables 3.1 and 3.2). The apparent
modulus in the transversal directions is about a third of the preferred orienta-
tion value, ranging between 229 to 487 MPa, and both transversal directions
are quite similar, thus they may define a plane of isotropy. The apparent mod-
ulus is known to depend on the bone volume fraction, so comparisons need
to be referred to it. Our results of apparent elastic modulus are in the range
of values for similar BV/TV of specimens extracted from different anatomical
locations (Table 1.1).
Table 3.1: Mechanical parameters measured in experimental quasi-static compression tests
for set A.
Sample Ecompr[MPa] σy[MPa] εy [%] σf[MPa] εf [%]
A#1 1943.8 17.8 1.11 19.3 1.65
A#2 1118.4 11.6 1.31 13.4 1.93
A#3 1481.8 11.9 1.18 12.6 1.49
A#4 1078 9.7 1.3 11.1 2.07
A#5 1915.3 13.6 1.05 15.1 1.38
Mean 1507.5 12.9 1.19 14.3 1.7
SD 416.3 3.06 0.12 3.1 0.29
Table 3.2: Mechanical parameters measured in experimental quasi-static compression tests
for set C. Failure parameters are referred to the main trabecular orientation, while elastic
values are reported for the three main directions: Ecompr for the main direction and Etrans-1
and Etrans-2 for the other two transversal directions.
Sample Ecompr[MPa] Etrans-1[MPa] Etrans-2[MPa] σy[MPa] εy [%] σf[MPa] εf [%]
C#1 879.2 229.1 253.4 10.1 1.55 10.5 1.9
C#2 1416.1 408.1 486.7 14.1 1.30 14.7 1.65
C#3 909.5 464 306.6 8.7 1.27 9.2 1.75
C#4 927.3 306.2 315 8.5 1.24 8.8 1.53
C#5 982.3 322.8 278.6 8.9 1.25 9.2 1.45
Mean 1022.9 346.0 328.1 10.08 1.32 10.5 1.66
SD 199.4 81.9 82.2 2.1 0.11 2.2 0.16
Yield stress (σy) values measured through compression in the main direc-
tion take a value between 8.5 to 17.8 MPa, while stress at failure (σf) values
are between 8.8 to 19.3 MPa, Tables 3.1 and 3.2. Failure stresses reported
in the literature present a wide scattering (Table 1.3). Our results lie in the
range of values reported in the literature and are similar to the ones reported
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for human femoral neck [45], bovine tibia [26, 87] or vertebral whale [84].
A mean value for yield strain (εy) of 1.25 %, with a minimum value of
1.05 % and a maximum value of 1.55 % was estimated, while the mean failure
strain (εf) is 1.68 %, ranging from 1.38 to 2.07 %, Tables 3.1 and 3.2. Our
results for yield and failure strains are in the range of values reported in the
literature (Table 1.3).
Linear regressions between elastic and failure properties measured in com-
pression tests were investigated, Table 3.3. The apparent modulus (Ecompr)
correlates well to the yield and failure stresses (R2 values of around 0.8 for
both cases), while both stresses correlate to each other (R2=0.978). This re-
lationship between modulus and strength has been observed and reported in
other works [10, 26, 43, 72, 78, 125] and permits to estimate cancellous bone
strength through non-destructive testing. The stiffer cancellous bone is, the
proportionally stronger it is.
The high correlation obtained between yield and failure strains may be
a result from the calculation method, which was the 0.2 % offset procedure.
Modulus and strength parameters do not show correlation to the strain metrics
(Table 3.3, R2 values between 0.193 to 0.299), which supports the idea that
yield and failure strains are relatively constant and independent of density and
microstructure. This can be explained because yield and failure strains are
controlled by local tissue properties and the deformation mechanisms occur at
the nanoscale. Therefore, density and microstructure would condition the ap-
parent elastic modulus and strength, while they would not affect failure strain
values.
Table 3.3: Correlation of the linear regressions estimated between elastic and failure param-
eters for specimens from set A and C.
Correlation coefficient (R2)
Ecompr σy εy σf εf
Ecompr 1 0.8 0.296 0.805 0.246
σy 1 0.193 0.978 0.176
εy 1 0.299 0.986
σf Symm. 1 0.283
εf 1
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3.2.1.1 Relationships between microstructural parameters from sets
A and C and mechanical parameters from quasi-static com-
pression tests
Linear regressions were estimated between parameters defining specimen mi-
crostructure and the experimentally measured compression stiffness (Eapp),
yield stress (σy), yield strain (εy), stress at failure (σf) and strain at failure
(εf). A total of n=10 specimens were used for the regression analysis. There-
fore, the regressions estimated need to be confirmed in larger data sets.
The Pearson correlation coefficients (R2) of the relationships under study
are presented in Table 3.4, whereas some of the most significant correlations
are depicted in Figs. 3.5, 3.6, 3.7 and 3.8. Moreover, we present the linear
regression coefficients calculated for the most significant relationships, Table
3.5. It is important to note that the Pearson correlation coefficients obtained
are not enough to consider the regressions as significant and it would be more
correct to design them as tendencies. Nonetheless, the relationships in bold
in Table 3.4 present a p-value<0.05.
Table 3.4: Pearson correlation coefficients (R2) of the linear regressions estimated between
morphometric and elastic and failure parameters for specimens from set A and C.
Correlation coefficient (R2)
Eapp σy εy σf εf
BV/TV 0.582 0.632 0.273 0.679 0
BS/TV 0.128 0.053 0.115 0.09 0.011
BS/BV 0.489 0.387 0.285 0.507 0.025
Tb.Th 0.35 0.517 0.042 0.573 0.033
Tb.Sp 0.145 0.067 0.155 0.12 0.068
Tb.N 0.298 0.257 0.221 0.269 0.016
D2D-1 0.395 0.212 0.296 0.305 0.012
D2D-2 0.524 0.333 0.423 0.448 0.001
D2D-3 0.542 0.364 0.364 0.483 0.001
D3D 0.521 0.354 0.318 0.447 0.001
DAMIL2D-1 0.414 0.407 0.068 0.355 0.162
DAMIL2D-2 0.458 0.322 0.226 0.289 0.399
DAMIL2D-3 0.072 0.011 0.239 0.003 0.618
DAMIL3D 0.397 0.38 0.063 0.32 0.191
Conn.D 0.028 0.103 0 0.057 0.219
The combination of experiments and morphometric analysis has revealed
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some tendencies in the correlations, Table 3.4. Among them, BV/TV corre-
lates to the apparent modulus in either a linear or power law, Fig. 3.5. The
investigation of a power law relationship is motivated because other works
report that sort of dependence between BV/TV and the apparent modulus.
The more bone volume fraction, the higher the apparent elastic modulus. If
we look at Fig. 3.5, there is a point at the left side of the regression line that
may be due to experimental errors. We have considered it on the study but,
if deleted, the power law correlation coefficient (R2) increases to 0.86, which
is very similar than values reported elsewhere [8]. Anyway, the influence of
BV/TV parameter is known to be major on the modulus variation. However,
some of the variation needs to be predicted for other parameters [8].
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Figure 3.5: Relationships between bone volume fraction (BV/TV) and apparent compression
modulus (Eapp) for specimens from sets A and C. Linear (left) and power (right) relationships
are analyzed.
Bone volume fraction also presents a relationship to the yield and failure
stresses (Fig. 3.6 left and centre), with R2 values of 0.63 and 0.68 respectively
(Table 3.4). As expected from yield to failure stress relationship, the slope
and intercept values for these regressions are comparable (Table 3.5). These
influences of BV/TV on modulus and strength have been widely reported in
the literature: the amount of bone that constitutes the specimen is relevant
for its mechanical behavior and it is known to explain most of the variation of
cancellous bone modulus and strength [8, 10, 103, 217].
On the other hand, the ratio between bone surface and bone volume cor-
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relates with the stress at failure (R2=0.5). The higher is BS/BV, the lower
strength, Fig. 3.6 right. Similarly, but presenting weaker correlations, BS/BV
may also be related to the apparent modulus and yield stress, Table 3.4.
Table 3.5: Linear coefficients of the regressions of higher correlation (highlighted in
Table 3.4) estimated between morphometric and mechanical variables, in the form
Mech(morph)=slope*morph+intercept.
Mech(morph) Slope Intercept
Eapp(BV/TV) 94.35 -724.3
Eapp(D2D-2) 4722 -6281
Eapp(D2D-3) 4873 -6717
Eapp(D3D) 4747 -11450
σy(BV/TV) 0.722 -3.73
σy(Tb.Th) 199.4 -15.58
σf(BV/TV) 0.8386 -5.29
σf(Tb.Th) 234.8 19.55
σf(BS/BV) -0.4303 24.15
εf(DAMIL3D) 6.544 -5.126
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Figure 3.6: Relationship between failure stress and bone volume fraction (left), yield stress
and bone volume fraction (centre) and bone surface to bone volume ratio and failure stress
(right).
The mean trabecular thickness (Tb.Th) influences both the yield and fail-
ure stresses, with R2 values of 0.52 and 0.57 respectively, Fig. 3.7 left and
centre. Besides, a weak but significant correlation (R2=0.35, p-value<0.05)
is found to the apparent modulus. These correlations have been previously
reported with analogous correlation coefficients [221]. Furthermore, a com-
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bination of BV/TV and Tb.Th was reported to improve the elastic modulus
variation explanation [8].
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Figure 3.7: Linear regressions estimated between mean trabecular thickness (Tb.Th) and
failure stress (left) and yield stress (centre) and between anisotropy degree in 2D along the
transversal plane and failure strain (right).
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Figure 3.8: Linear regressions between fractal dimension (2D and 3D versions) and apparent
modulus (Eapp).
Fractal dimension, both in 2D and 3D, presents a positive tendency to the
apparent modulus (Fig. 3.8). It is interesting that both versions of fractal
dimension lead to similar regression results, even for the transversal plane di-
rection (D2D-3). The coefficients of the linear regressions show similar slope
values for the 2D and 3D versions, Table 3.5. In case of the intercept, fractal
dimension regression for the 2D version differs from the 3D version, which is
significantly higher in modulus, Table 3.5. Therefore, our results reveal that a
relationship exists between cancellous bone complexity and specimen stiffness.
This influence was already observed [214, 221]. As happens in our results, the
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correlation was significant (p-value<0.05) for all three directions but their R2
values were lower than the presented in Table 3.4.
Fractal dimension has been proved to distinguish between normal and os-
teoporotic cancellous bone, with higher D values for healthy bone [223]. Fur-
thermore, it is directly related to bone volume fraction, as it gives an idea of
how bone fills the space [213, 224]. A representation of BV/TV and fractal
dimension confirms the results reported by others in the literature, Fig. 3.9.
Therefore, it makes sense that a positive correlation between fractal dimension
and apparent modulus exists because of the relationsip between BV/TV and
fractal dimension.
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Figure 3.9: Representation of bone volume fraction with respect to fractal dimension in 3D.
A positive correlation can be distinguished.
Furthermore, a tendency of weaker correlation coefficient than for appar-
ent modulus, is obtained to failure and yield stresses, Table 3.4. The linear
relationship between apparent modulus and failure stress reported in the lit-
erature supports our observations [10].
On the other hand, the anisotropy degree presents a weak but significant
correlation to the apparent modulus, Table 3.4. Specifically, the 2D version
of MIL, applied to the planes containing the preferred trabecular orientation
and the 3D version correlate to the apparent modulus, while if applied to the
transversal plane, the correlation vanishes. In the literature, some authors
claim that including DA values to BV/TV regressions improve the prediction
of the apparent elastic modulus [8, 217].
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Some morphometric parameters do not show a significant correlation to
the mechanical properties evaluated, like BS/TV, Tb.Sp, Tb.N or Conn.D.
The lack of relationship between Conn.D and specimen mechanical response
confirms the observations reported in the literature [9, 221, 222]. Kabel et al.
[9] stated that Conn.D presents a very limited value to assess on the elastic
properties of the cancellous bone and they claim that, if any relationship ex-
ists, their study suggested that the stiffness decreases when Conn.D increases.
In case of Tb.Sp and Tb.N, some works report no significant correlations to the
apparent modulus [222], while other report significant relationships [217, 221].
Finally, yield and failure strains do not show correlation (or present weak
correlation) to the morphometric parameters, except for the case of anisotropy
degree in 2D, calculated along the transversal plane (Fig. 3.7 right). How-
ever, we consider that this correlation is not evident because the anisotropy
degree values obtained for that plane do not vary much and correspond to a
nearly isotropic case, so this relationship needs to be confirmed with larger
datasets. In addition, yield and failure strains have been reported to be rel-
atively constant and independent from specimen microstructure [10, 26, 50],
which is supported by the lack of correlation between morphometry and strain
variables presented in our results (Table 3.4). This lack of correlation can be
explained because yield and failure strains depend essentially on local tissue
properties and not much on the morphology of the sample. Deformation mech-
anisms occur from nano scale, where microstructure obviously has no influence.
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3.2.2 Tissue Young’s modulus estimation through compres-
sion tests combined with µCT-based FEM
We used a combination of compression tests and µCT-based finite element
modeling to estimate cancellous bone Young’s modulus at tissue level. This
approach has been applied in numerous works in the literature [42, 44, 46, 47,
50, 72, 75] to estimate tissue elastic properties and is depicted in Fig. 3.10.
It is an inverse analysis procedure which consist of two main steps: recording
the force-displacement response of each specimen and generating finite element
models with detailed microstructure, considering as boundary conditions the
experimental ones. Then, a linear simulation is performed and the apparent
compressive stiffness is computed and compared to the experimental. The
tissue Young’s modulus is then calibrated so that the simulations match the
test response. A scheme of the elastic properties estimation methodology is
depicted in Fig. 3.10.
Compression
testing
Young’s
modulus at 
tissue level
Finite element
modeling
Micro-CT 
scanning
Specimen
Figure 3.10: Scheme of the procedure followed to estimate tissue-level Young’s modulus
combining testing and µCT-based FEM.
Table 3.6 presents the tissue Young’s modulus estimation for each speci-
men following the approach explained in this section. A mean value of 11.09
GPa with a standard deviation of 1.69 GPa resulted from our estimations.
Low scattering is found in Table 3.6, with a minimum value of 9 GPa and a
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maximum value of 15.25 GPa. The values reported in the literature for the
methodology used here are between 5.6 and 18.8 GPa (Table 1.2), so our re-
sults are within the range of values reported for a combination of testing and
FE modeling.
Table 3.6: Estimation of the Young’s modulus for cancellous bone tissue through a combi-
nation of compression tests and µCT-based FEM
Specimen E [GPa]
A#1 10.84
A#2 10.6
A#3 15.25
A#4 12.15
A#5 12.11
C#1 8.99
C#2 9.54
C#3 10.36
C#4 11.17
C#5 9.87
Mean 11.09
STD 1.69
Some limitations of the method should be mentioned. First, if the level of
discretization of the mesh used for simulating is not high enough it may stiffen
the results. In our case, we did some tests to define the mesh characteristics
and the level of discretization reached was chosen as a compromise between
accuracy and computer resources available. On the other hand, cancellous
bone tissue is considered homogeneous, which is not accurate for some loading
conditions. However, several investigations in the literature have accounted for
material heterogeneity in the finite element models [71, 128, 225], reporting a
significant but minor influence on the apparent modulus [71, 128]. Therefore,
the assumption of homogeneous material properties does not induce consid-
erable error. In that way, Kabel et al. [47] found that an effective isotropic
tissue modulus is enough to predict cancellous bone apparent properties.
Other authors claim that this methodology may lead to tissue modulus es-
timation errors, because the experiments used to calibrated tissue level prop-
erties may include experimental artifacts that underestimate E up to a 50
% [40], but following some recommendations it is possible to minimize them
[30, 52, 56] and get accurate results [40].
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3.2.3 Phantom-based estimation
In this section we aim to estimate the Young’s modulus at the tissue level based
on density measurement. Section 2.3 presents the use of phantoms of known
densities to estimate bone mineral density. Some works in the literature have
investigated stiffness-density expressions [130, 131, 226]. A literature review
from Helgason et al. [131] highlighted the lack of consensus about a unique
stiffness-density relationship, which the authors associate to the different test-
ing protocols used to develop the expressions. However, even for protocols that
minimize the presence of experimental artifacts, different stiffness-density re-
lationships were found according to specimen location [130].
Moreover, Schileo et al. [226] reported a detailed protocol to accurately
estimate stiffness based on density measurements. In short, two steps are nec-
essary: first, a linear calibration is needed to transform the phantom-based
densities (ρµCT) to ash density (ρash). Schileo et al. [226] calculated similar
but different relationships between ρµCT and ρash for cancellous and cortical
bone, and also proposed a combined expression. We compare the predictions
of using the cancellous (Eq. 3.1) and the combined one (Eq. 3.2). Then,
a scaling is necessary to calculate the apparent density (ρapp) used in the
stiffness-density expressions, Eq. 3.3.
ρµCT = −0.05 + 0.98 ρash (3.1)
ρµCT = −0.09 + 1.14 ρash (3.2)
ρapp
ρash
= 0.6 (3.3)
All density definitions in mg/mm3.
Regarding the Young’s modulus-density equation, we applied the one pro-
posed in [130] for vertebral cancellous bone (Eq. 3.4), plotted in Fig. 3.11.
Et(GPa) = 4.73 ρ
1.56
app (3.4)
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Figure 3.11: Representation of the Young’s modulus of the tissue as a function of apparent
density (Eq. 3.4) including the specimens predictions using ash density expressions for
cortical and cancellous bone (Eq. 3.2) or only cancellous bone (Eq. 3.1).
Specifically, we calculate a mean Young’s modulus according to the mean
mineral content of each specimen (Table 3.7) which was estimated using cal-
ibration phantoms and the gray level-mineral content relationship calculated
(ρ = 1.364 GS + 1056).
Table 3.7: Young’s modulus estimation through density measurement using calibration phan-
toms.
Specimen Mean gray level Mean density [mg HA/cm3]
C#1 -8.00 1045.1
C#2 -0.32 1055.6
C#3 -16.78 1033.1
C#4 8.26 1067.3
C#5 -15.31 1035.1
The results for the estimation of the Young’s modulus of the tissue based
on density calibration phantoms are presented in Table 3.8, where we compare
the predictions using Eq. 3.1 and 3.2 to determine ash density. It can be noted
that the results using the ash density equation fitted only for trabecular bone
provides results about 20 % stiffer than the one fitted for both cortical and
trabecular bone. Little scattering is found on the predictions, which points out
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Table 3.8: Tissue Young’s modulus estimation through density measurement using calibra-
tion phantoms. The first column results make reference to ash density estimation using Eq.
3.1 (for trabecular bone), while the second one to Eq. 3.2 (for cortical and cancellous bone).
Specimen Et [GPa] Eq. 3.1 Et [GPa] Eq. 3.2
C#1 12.48 10.42
C#2 12.67 10.57
C#3 12.27 10.25
C#4 12.88 10.74
C#5 12.30 10.28
Mean 12.52 10.45
STD 0.23 0.18
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Figure 3.12: Tissue Young’s modulus comparison between phantom-based and FE predic-
tions.
that the specimens analyzed were similar in terms of density. Furthermore,
a comparison between phantom-based and finite element Young’s modulus
estimation is shown in Fig. 3.12. FE and phantom-based predictions are
very similar, although differences up to 38.5 % are found when using the ash
density expression for trabecular bone only (Eq. 3.1), while lower differences
are found when using ash density equation using cortical and trabecular bone.
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3.2.4 Digital Image Correlation
Digital image correlation (DIC) is an optical displacement measurement tech-
nique that emerged on the 80s of the last century [62, 63, 228]. The need of
time-consuming post-processing motivated the development of algorithms to
track displacements between subsequent images and since then, high accuracy
has been achieved [228]. This technique has some advantages compared to
other measurement techniques, especially for biological tissues testing, where
damage may be induced to the specimen due to measurement system attach-
ment. However, DIC only provides surface displacement metrics, although
what happens in the internal sections influences the surface results [51]. The
DIC technique presented in this section will be also applied to characterize
cancellous bone surrogates displacement fields at failure in Chapter 4.
Digital image correlation method divides the region of interest in squared
faces to track their displacement and it requires for an image matching method
to determine them. Here, we present the template matching method, that
minimizes the difference between the reference (F ) and deformed (G) images
gray values, the so-called sum of squares deviation (SSD), to determine the
average facet motion (Eq. 3.5) [228]. The method assumes no lighting changes
between images.
#»
dopt = argmin
∑
| G(x + #»d)− F (x) |2 (3.5)
The optimal average facet displacement may be solved using an iterative
algorithm by a first-order Taylor series expanding of Eq. 3.5, as function of
the current average displacement estimation in x and y directions (dx, dy) and
motion updates in the iteration (∆x, ∆y).
χ2(dx + ∆x, dy + ∆y) =
∑
| G(x + #»d)− ∂G
∂x
∆x − ∂G
∂y
∆y − F (x) |2 (3.6)
Then, taking partial derivatives and setting to zero, results in the Lucas-
Kanade tracker algorithm, Eq. 3.7, used to iteratively solve the average facet
motion.
[
∆x
∆y
]
=
[ ∑
(∂G∂x )
2
∑ ∂G
∂x
∂G
∂y∑ ∂G
∂x
∂G
∂y
∑
(∂G∂y )
2
]−1 [∑ ∂G
∂x (F −G)∑ ∂G
∂y (F −G)
]
(3.7)
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In order to further deformation estimation, the cost function (SSD) needs
to include a subset shape function ξ(x, p) to transform the coordinates after
deformation [228] and Eq. 3.5 turns to:
χ2(p) =
∑
(G(ξ(x + p)− F (x))2 (3.8)
Where the subset shape function to consider an affine transformation may be
written as follows, Eq. 3.9.
ξ(x,p) =
[
p0
p1
]
+
[
1 + p2 p3
p4 1 + p5
]
x (3.9)
To minimize the cost function and estimate the affine transformation (which
includes translation, scaling, rotation, shear mapping among others) of the
subset it is necessary to derive Eq. 3.8 with respect to p parameters, and its
iterative update may be computed using Eq. 3.10 [228].
∆p = H−1q (3.10)
Where H is the Hessian matrix (Eq. 3.11) and q is defined by Eq. 3.12. The
partial derivative is denoted by subscripts, i.e., Gx =
∂G
∂x .
H =

∑
G2x
∑
GxGy
∑
G2xx
∑
G2xy
∑
GxGyx
∑
GxGyy∑
G2y
∑
GxGyx
∑
GxGyy
∑
G2yx
∑
G2yy∑
G2xx
2
∑
G2xxy
∑
GxGyx
2
∑
GxGyxy∑
G2xy
2
∑
GxGyxy
∑
GxGyy
2
Symm.
∑
G2yx
2
∑
G2yxy∑
G2yy
2

(3.11)
q =

∑
Gx(F −G)∑
Gy(F −G)∑
Gxx(F −G)∑
Gxy(F −G)∑
Gyx(F −G)∑
Gyy(F −G)
 (3.12)
However, this methodology assumes no changes in lighting between images,
which is far from real experiments. To solve this issue, a photometric function
(Φ) is applied to the gray values of G. If the photometric transformation
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consists of a scaling, it leads to the normalized sum of squared difference
criterion (NSSD), Eq. 3.13, while if Φ(G) = aG+ b, it leads to the zero-mean
normalized sum of squared difference (ZNSSD) [228].
χ2NSSD =
∑(∑FiGi∑
G2i
Gi − Fi
)2
(3.13)
Now, we have defined the matching pattern criterion to account for facet
(or subset) deformation, including optimization criteria for a changing lighting
case. In order to apply this technique, we used VIC-2D Digital Image Corre-
lation software (v.6.0.2 Correlated Solutions Inc., US), a high resolution fixed
focal lens (HF7518V-2, Myutron, Japan) with 12 Mpx resolution and 75 mm
focal length, and a spotlight. Fig. 3.13, shows a scheme of the DIC procedure.
Displacement fieldStrain field
Acquisition of digital images
during compression testing
Image analysis based on 
pattern matching criterion 
Figure 3.13: Scheme of digital image correlation (DIC) procedure. DIC is applied to the
images acquired during testing, which are analyzed based on a pattern matching criterion,
resulting in the displacement field estimation. The strain field is computed according to the
chosen tensorial description.
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Our application of DIC technique to cancellous bone specimens aims at:
• Analyzing the influence of DIC parameters on the estimation of failure
properties
• Finding the best descriptor to characterize cancellous bone fracture pat-
terns during quasi-static compression testing
• Estimating failure properties following a criterion based on failure local-
ization and fracture pattern determination accuracy
3.2.4.1 Comparison of displacement measurements between DIC
and displacement gauge
To begin with, we present a comparison of DIC performance on displacement
measurement with the displacement gauge signal for one of the specimens,
Fig. 3.14. As can be seen, both displacements nearly match, but DIC slightly
underestimates the measurements (the maximum difference between signals
was 0.03 mm). Similar results were obtained for the other samples. The
displacement gauge from the testing machine provides an accurate local metric
so a maximum difference of 0.03 mm to the DIC signal shows a good DIC
displacement measurement performance.
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Figure 3.14: Displacement signals measured with MTS displacement gauge and DIC for a
cancellous bone specimen.
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3.2.4.2 Analysis of DIC parameters influence on failure variables
estimation
In relation to the parametric analysis, we study the influence of the following
parameters:
• Facet (or subset) size
• Step size
• Speckle vs non-speckle
• Pattern matching criterion
• Incremental vs non-incremental correlation
We performed the analysis of DIC parameters influence on Specimen #C1.
For each case, we registered the maximum equivalent strain, defined by Eq.
3.14, for the image corresponding to the yield point and the one of the fracture
point. Moreover, the accuracy and localization of the fracture pattern was
evaluated for a post-yielding image.
εeq =
√
2
3
εijεij (3.14)
3.2.4.2.1 Facet/Subset size
This parameter controls the area of the grid that is used to track the displace-
ment between images. It has to ensure that there is sufficient pattern inside
the area to perform the correlation [228, 229]. The facet size depends on the
application, the use of speckle and, in case of random reticular structures, the
void size. Fig. 3.15 shows in yellow a representation of subsets of different
sizes for ROI of an open cell polyurethane foam.
The following subset sizes were used in the parametric study: 31, 51, 81,
101, 125 and 151 pixels size. The rest of the parameters were set to the fol-
lowing values: step size of 10 pixels, normalized squared differences pattern
matching criterion, incremental correlation and a strain filter size of 9 pixels.
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Figure 3.15: Subset size variation example: 21x21 (left), 81x81 (middle) and 151x151 (right)
subset pixel size.
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Figure 3.16: Effect of subset size variation on the fracture and yielding strains for Specimen
#C1.
The results of failure strain variation with respect to the facet size are
presented in Fig. 3.16. It can be observed that both the yield strain and
the strain at fracture decrease as the subset size increases and it tends to
stabilize. As more material is included in the facet, less localized measurement
is made. The difference between failure strains is almost constant (about
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0.04), except for the lowest subset size. However, for that case, DIC results
present many voids on the solution, which indicates that it could not solve the
correspondence problem and the results should be discarded, as is the case
for 31 and 51 pixels of facet size in Fig. 3.17. It can be noted that failure
localization is described by any of the subset sizes, but it is detected more
clearly for larger subset values (125 and 151 pixels of facet), Fig. 3.17.
Subset size 31 Subset size 51 Subset size 81
Subset size 101 Subset size 125 Subset size 151
Figure 3.17: Distribution of equivalent strain (εeeq) for subset size variation for Specimen
#A1. Failure localization can be distinguished for any of the facet sizes analyzed.
3.2.4.2.2 Step size
Step size controls the spacing of the points analyzed during correlation and is
recommended to be roughly 1/4 of the subset size, although the smaller the
step size is, the more accurate displacement estimation [229]. Then, we will
vary the step size between 5 and 20 pixels and for two subset sizes, 81 and 125
pixels, Fig. 3.18.
The tendency of step size variation is analogous to step size variation for
both subset sizes analyzed: failure strains values decrease for larger step sizes,
Fig. 3.18. The variation in the step size also affected the estimation of the
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failure properties while a 10-pixel size yielded a variation around 15%, a 5-
pixel range increased the variation up to a 34%. Failure localization spreads
for larger step sizes, Fig. 3.19. A step size of 5 pixels permits an accurate
localization, but in a region of the right part of the specimen it vanishes.
Therefore, we chose a step size of 10 pixels for failure properties estimation.
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Figure 3.18: Effect of step size variation on the fracture and yielding strains for 81 and 125
pixels subset size.
Step size 5 Step size 10 Step size 15 Step size 20
Figure 3.19: Effect of step size variation the equivalent strain distribution for a subset size
of 125 pixels.
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3.2.4.2.3 Using speckle in a reticular structure
DIC technique usually needs a speckle to calculate displacements, especially for
plain surface materials. Luckily, the heterogeneous non-periodical microstruc-
ture of the cancellous bone can be used as pattern to be track in DIC. A
speckle is a set of points on specimen surface, used for contrasting pattern
recognition, which is commonly painted using a spray to ensure randomness.
However, it needs to fulfill some requirements [228, 229]:
1. Randomly distributed
2. Non-repetitive
3. High contrast to specimen surface
4. Isotropic (not bias to one orientation)
5. Speckle size depends on both the application and the parameters used
for the correlation (see Fig. 3.20)
1
3
2
2
Figure 3.20: Examples of speckle patterns we used in preliminary tests for the application
of DIC. In red, different theoretical subsets are represented to highlight the importance of
choosing the subset size depending on the speckle: 1) correct subset size for the speckle, 2)
subset too small for pattern recognition and 3) larger subset works but reduces gradients
measurement.
Our application of DIC to a foamed structure aims at investigating to what
extent the microstructure itself may act as a proper speckle for displacement
correlation. This approach was called ‘texture correlation’ by Bay [51], but has
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not been further studied. Therefore, we performed DIC analyses of different
samples which were divided into two groups: speckled and non-speckled. The
speckle was created using two spray paints to create more contrast: first,
a white paint was applied to specimen surface, followed by a subtle speckle
addition using a black paint. The resulting speckle is depicted in Fig. 3.21.
The results of the use of speckle as opposite to texture correlation are shown
in section 3.2.4.4.
Figure 3.21: Speckled application to a cancellous bone specimen (left) and a non-speckled
specimen (right).
3.2.4.2.4 Pattern matching criterion
Pattern matching criterion may have influence on the failure strain properties
determination. We have introduced three of them: sum of squared differences
(SSD), normalized sum of squared differences (NSSD) and zero-normalized
sum of squared differences (ZNSSD). The first one assumes no changes in
lighting during image acquisition, while the other two permit those changes
and differ from the other on the photometric transformation applied to the
deformed image.
However, the selection of any criterion leads to the same yield and failure
strain values, so it does not affect the results in terms of the highest strain
value in the failure zone. Specifically, a 0.062 yield strain and a 0.089 failure
strain were estimated, considering a subset of 101 pixels and a step of 10
pixels. Furthermore, a representation of the strain values obtained for each
criterion revealed no differences on the strain distribution results, Fig. 3.22.
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We can conclude that, for our experiment set, the pattern matching criterion
is not relevant both in strain distribution and values. Nevertheless, we select
a normalized squared differences criterion for the following failure properties
estimation.
SSD NSSD ZNSSD
Figure 3.22: Representation of equivalent strain distribution considering squared differ-
ences (SSD), normalized squared differences (NSSD) and zero-normalized squared differences
(ZNSSD). The pattern matching criterion produce no differences in the strain distribution
for our experimental set.
3.2.4.2.5 Incremental vs non-incremental correlation
VIC-2D Digital Image Correlation software (v.6.0.2 Correlated Solutions Inc.,
US) incorporates an option to compare each image to the reference one, what
they call non-incremental correlation, and to compare each deformed image to
the previous one, an incremental correlation.
Regarding the failure strain values, this option had no significant effect,
as happened with pattern matching criterion. However, comparing each de-
formed image to the reference one leads to areas where the correspondence
problem is not properly solved and voids appear in the failure region, repre-
sented in in Fig. 3.23 for Specimen #A1. Therefore, it is recommended to
consider incremental correlation for a proper failure definition.
3.2.4.3 Fracture patterns using DIC
The analysis of the effect of DIC parameters on failure localization and failure
strains estimation permits to select the following options for our DIC applica-
tion to cancellous bone failure characterization: subset size of 120 pixels, step
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Incremental No incremental
Figure 3.23: Representation of equivalent strain distribution considering incremental or non-
incremental correlation in a post-yielding image. As it could be expected, comparing each
image with the previous one enhances the accuracy of the correlation.
size of 10 pixels, incremental correlation and normalized squared differences
pattern matching criterion.
In this section we aim at finding an accurate fracture pattern descriptor
for cancellous bone using DIC. To determine the most suitable variable to
characterize trabecular bone fracture, different strain fields were calculated:
maximum principal strain ε1 and shear strain γ12, provided by the software
VIC-2D, and equivalent strain, defined by Eq. (4.3), which was manually
implemented.
The region of interest (ROI) was selected to analyze the whole specimen
and ensuring a perpendicular relative position between the camera and the
specimen to avoid out-of-plane displacements during testing. Here we per-
formed a non-speckle approach, as specimen microstructure was used as a
grid to compute displacements during testing.
The results obtained after applying DIC to specimens from set A are shown
in Fig. 3.24, where column a) represents γ12, b) εeq, c) ε1 and d) is a digital
image of each fractured specimen.
In the literature, there is agreement about the importance of shear proper-
ties in cancellous bone compression fracture, which is highlighted when shear
bands and strain localization occur at the microscale [57, 230, 231]. As shown
in Fig.3.24 a), γ12 provides an indication of failure location, but its definition
seems to be spread or at least is less accurate than the other strain candidates.
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Figure 3.24: Computed strain fields using DIC for specimens from set A: #A1 (top) to #A5
(bottom). a) γ12, b) εeq, c) ε1 and d) experimental fracture pattern.
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Therefore, despite the fact that shear strain concentrations can be observed in
the fracture zone, they do not fully represent the experimental fracture. Re-
garding γ12, we conclude that is not the best variable to describe compression
fracture with DIC. The homogenized nature of this technique may explain
the spreading of this phenomenon compared to the patterns described by the
other candidates.
Column b) in Fig. 3.24 shows εeq strain fields, which is a strain invariant
accounting for the normal and shear contributions. Its fracture pattern pre-
diction seems to be the most accurate compared to the experimental evidence.
On the other hand, as it can be noted in Fig. 3.24 c), ε1 also determines
with accuracy the fracture area but, due to its non-invariant nature, it can
detect tensile stresses in a region submitted to bending stresses (local buckling
depicted in left bottom side of #2 Fig. 3.24, c)). Nonetheless, the failure that
is occurring in this zone is not directly characterized by this variable. There-
fore, ε1 is suitable to distinguish tension/compression modes but it is not as
representative as εeq to predict fracture patterns.
3.2.4.4 Failure properties estimation using DIC
We estimated cancellous bone failure properties using DIC. For each specimen,
the maximum value of equivalent strains in the failure zone was registered for
the yield and the fracture points. After the parametric study, we choose the
following parameters for cancellous bone failure properties estimation using
DIC: subset size of 125 pixels, step size of 10 pixels, strain filter size of 9 pix-
els, incremental correlation and normalized sum of squared differences pattern
matching criterion.
Table 3.9 present the maximum strain values registered in the fractured
area for the yield and ultimate points. Strains at the ultimate point (εeq,f ) in
the fractured area are found in the range [0.03-0.044]. On the other hand, the
strains at the yield point (εeq,y) are between 0.021 and 0.03. A mean ultimate
strain (εeq,f ) of 3.66 % was found, while the yield strain presented a mean
value of 2.42 %. It is important to note that those values are average strains
in the failure region, not in a single trabeculae.
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Table 3.9: Yield and failure strain measurement using DIC. The results are expressed as
maximum values in the fracture area at yield and ultimate apparent points.
Specimen εeq,f [-] εeq,y [-]
#A1 0.031 0.024
#A2 0.044 0.021
#A3 0.034 0.025
#A4 0.044 0.030
#A5 0.030 0.022
We only found a work that provides specific yield and ultimate strain
values at the failure region for cancellous bone measured using DIC [37]. In
their work, Jungmann et al. [37] test a single trabeculae and detect local strain
distribution during testing, which permit to estimate a 1.6 ± 0.9 % yield strain
and a 12 ± 4 % ultimate strain, but do not provide information about the DIC
parameters used. With regards to the yield strain, our estimations are similar
but our maximum strain estimations at the ultimate point are around 4 %,
which are lower than the reported in [37]. Other works, perform strain analysis
to compare with FE results but do not report specific failure values [67, 232].
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3.3 Numerical characterization
3.3.1 Introduction
In this section, we present the numerical models developed to characterize and
reproduce cancellous bone elastic and failure behavior. The models have a high
degree of discretization to account for an accurate microstructural description
and were developed from the segmentation of micro-CT images. Our goals
are: to estimate the tissue elastic properties, the apparent stiffness of the
specimens, to calculate the whole stiffness matrix and failure properties. An
inverse analysis method was used to estimate the tissue elastic and failure
properties, while an elastic homogenization approach allowed the complete
stiffness matrix calculation.
3.3.2 Experimental test reproduction
Finite element models of each specimen were generated from the micro-CT
images, reproducing with great accuracy the heterogeneous microstructure
of cancellous bone. Micro-FE meshes were created using ScanIp Software
(Simpleware, UK), leading to meshes between 0.9M and 2.5M nodes and 2.8M
and 8.2M 3D linear elements (C3D4 in Abaqus).
The behavior of cancellous bone tissue at trabecular level was modeled as
a homogeneous isotropic linear-elastic material. This assumption is sufficient
to estimate the apparent stiffness of cancellous bone [233]. Boundary condi-
tions were defined to mimic the experimental unconfined compression tests, so
the nodes in the lower surface were constrained in the test direction. The ex-
perimentally recorded displacement was prescribed at the nodes of the upper
surface, see Fig. 3.25.
Table 3.10 presents the material bone mechanical properties used for the
finite element simulations in this work. Note that calibrated values are inferred
from FE models by inverse analysis. Young’s modulus at tissue level were
calibrated to match the experimental elastic response for each specimen and,
similarly, the yield strain in compression was calibrated so that the numerical
post-yield response matched the experimentally recorded one. Few specimens
included a small portion of closed and mineralized bone growth plate. At these
regions we define the same material properties than for cancellous bone.
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Figure 3.25: Boundary conditions scheme: experimentally measured displacement was pre-
scribed at the upper face nodes of each model, while the bottom face nodes were constrained
in the compression direction.
Table 3.10: Material properties defined to simulate fracture with image-based micro-FE
models. Tissue Young’s modulus expressed as mean ± SD.
Parameters Notation Value Reference
Tissue Young’s modulus E [GPa] 11.09 ± 1.69 Calibrated
Poisson’s ratio ν [-] 0.3 Literature [78]
Yield strain in compression εy,c [%] 0.69 ± 0.086 Calibrated
Strain at compression fracture εf,c [%] 3.69 ± 0.91 Calibrated
Damage at compression fracture Dc 0.95 Literature [142, 143]
Damage exponent n 2 Literature [82]
Characteristic crack length Lfrx [mm] 0.075 Literature [234, 235]
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3.3.3 Elastic homogenization
The homogenization of cancellous bone elastic properties is relevant to assess
the influence of microstructure on the mechanical competence of its heteroge-
neous structure. Furthermore, those homogenized elastic properties may be
used in multiscale models to take into account the underlying microstructure
without defining it explicitly in the numerical models. Thus, we aim at cal-
culating elastic homogenized properties of cancellous bone specimens through
the estimation of the stiffness matrix associated to its microstructure. The
methodology to calculate the homogenized elastic properties presented in this
section will help to analyze cancellous bone surrogates in Chapter 4.
Our approach to estimate the homogenized elastic properties can be ex-
plained as follows, which was implemented in Matlab (MATLAB 2014a, The
MathWorks Inc., USA) (pre- and post-processing) and Ansys (FE modeling).
The Lame´-Hooke constitutive equation is given by:
σ = Cε (3.15)
where σ = (σxx σyy σzz τyz τzx τxy)
T is the stress vector, C is the stiffness
matrix and ε = (εxx εyy εzz γyz γzx γxy)
T is the strain vector. The stiffness
matrix C of cancellous bone RVE is calculated through the application of six
independent unitary strain fields (3 axial and 3 shear strains) in combination
with periodic boundary conditions (PBC) constraints, and then computing the
equilibrium stress vector (σi) for each strain field (εi) from the finite element
results. Each load case permits to assess one of the columns of C. Fig. 3.26
(b) depicts the application of the 6 unitary load cases for a cancellous bone
specimen.
• Load case 1: ε1 = (100000)T , C(:,1) = σ1
• Load case 2: ε2 = (010000)T , C(:,2) = σ2
• Load case 3: ε3 = (001000)T , C(:,3) = σ3
• Load case 4: ε4 = (000100)T , C(:,4) = σ4
• Load case 5: ε5 = (000010)T , C(:,5) = σ5
• Load case 6: ε6 = (000001)T , C(:,6) = σ6
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We consider each specimen as a unit cell or elementary representative vol-
ume (RVE) of the cancellous bone of each vertebra, to estimate its behavior as
a heterogeneous material [236, 237, 238, 239]. Considering periodic boundary
conditions (PBC) on the RVE permits its response to be representative of the
whole structure. Two conditions must be fulfilled, following Reisinger et al.
[240]:
• The stress field must be periodic σ+ij = σ−ij .
• The strain field must be periodic, so the deformed shape of opposite
RVE faces must match.
Therefore, constraint equations were defined on RVE faces to fulfill the
PBC displacement field requirements, considering the equations proposed by
Hohe [237], summarized below.
u1+ = u1− + aεi1 (3.16)
v1+ = v1− +
1
2
aεi6 (3.17)
w1+ = w1− +
1
2
aεi5 (3.18)
u2+ = u2− +
1
2
bεi6 (3.19)
v2+ = v2− + bεi2 (3.20)
w2+ = w2− +
1
2
bεi4 (3.21)
u3+ = u3− +
1
2
cεi5 (3.22)
v3+ = v3− +
1
2
cεi4 (3.23)
w3+ = w3− + cεi3 (3.24)
3.3. Numerical characterization 155
where a, b, c define the RVE dimensions, N+,− define the external opposite
faces at x (1), y (2) or z (3) directions and u, v and w represent displacement
fields, Fig. 3.27. The super index i refers to the load case applied (1-6).
a)
b)
Figure 3.26: a) Mirroring the structure to be able to apply PBC (volume under analysis
marked in red): 2D view (left) and 3D representation (right) and b) representation of the
six load cases with periodic boundary conditions to calculate the stiffness matrix of a RVE:
elongation load cases (top) and shear load cases (bottom).
The procedure followed has been successfully applied in the literature, for
example, in a multiscale approach to estimate the elastic constants of lamellar
bone [238, 239, 241] and cancellous bone specimens [133, 134].
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It is known that cancellous bone is a heterogeneous non-periodic structure
so, in order to be able to define PBC, the finite element mesh was mirrored
against its three main directions, see Fig. 3.26 (a). This approach was already
studied to analyze cancellous bone by Pahr and Zysset [134], who stated that
it permits to calculate RVE effective elastic properties, while other approaches,
such as applying kinematic or mixed uniform boundary conditions lead to up-
per and lower properties bonds estimation.
1+
2+
3+
c
a
b
x
y
z
Figure 3.27: RVE notation scheme: a, b and c define the RVE dimensions, 1+,− define the
opposite faces on x direction.
In this section, we present the results of the elastic homogenization of dif-
ferent cancellous bone volumes. We divide our results between partial volume
(cubic volumes of around 7 mm side) and whole specimens analysis. The
results of the partial volumes are represented as function of its microstruc-
tural features to elucidate if there are mechano-morphometric significant re-
lationships while the whole specimen analysis are compared to experimental
measurements.
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3.3.3.1 Stiffness matrix estimation for cancellous bone volumes
Here, we calculate the stiffness matrix of cancellous bone volumes. For this
purpose, twenty-eight 7-mm cubic volumes of cancellous bone were extracted
digitally, which were segmented and then served to generate finite element
models. The elastic homogenization procedure described in section 3.3.3 was
applied to each model and the complete stiffness matrix was calculated for
each case. We assumed an effective isotropic tissue Young’s modulus of 10
GPa and a Poisson’s ratio of 0.3 for the specimens digitally extracted, so the
variations in the terms of the stiffness matrix are only result from specimen-
specific microstructure.
The constitutive elastic matrix Cij is a 6x6 matrix which relates elastic
stresses and strains through Hooke’s law (Eq. 3.25). In the most general case,
36 non-zero components define material behavior (triclinic material case, Eq.
3.26). For materials with one or more planes of symmetry, some components
become 0 (if calculated with respect to their oriented axis). Specifically, in
case of orthotropic materials, only 12 are non-zero components (Eq. 3.27). In
that case, only 9 of the 12 components are independent and can be expressed
as a function of the so-called engineering constants. Those constants are the
axial stiffnesses, shear stiffnesses and Poison’s ratios for the different main
directions and planes: Ex, Ey, Ez, Gxy, Gxz, Gyz, νxy, νxz, νyz. Cancellous
bone can be assumed to have orthotropic material behavior, which is equivalent
to the existence of 3 planes of symmetry. The engineering constants for an
orthotropic material may be expressed as a function of the compliance matrix
(Sij = C
−1
ij ) whose components are defined in Eq. 3.28.
σi = Cijεj (3.25)
Cij =

C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56
C16 C26 C36 C46 C56 C66
 (3.26)
158
Chapter 3. Cancellous bone: experimental and numerical mechanical
characterization
Cij =

C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66
 (3.27)
Sij =

1
Ex
−νyxEy −νzxEz 0 0 0
−νxyEx 1Ey −
νzy
Ez
0 0 0
−νxzEx −
νyz
Ey
1
Ez
0 0 0
0 0 0 1Gyz 0 0
0 0 0 0 1Gzx 0
0 0 0 0 0 1Gxy

(3.28)
The non-orthotropic terms of the stiffness matrix have a value ranging
between [10−5 – 10−6] in our estimations, which may be neglected compared to
the rest of the stiffness matrix terms. Those coefficients are related to the first
and second type of mutual influence coefficients and Chentsov coefficients for a
general anisotropic behavior. In fact, cancellous bone may exhibit anisotropic
behavior under multiaxial loading conditions not oriented with the material
symmetry planes.
For representation purposes, we present the stiffness matrix estimation
for the 28 specimens by plotting their non-zero components, highlighting the
mean value of each component (Fig. 3.28). The range of variation of the
results shows a strong influence of the microstructure of the specimens on
the estimation of the elastic tensor, because only microstructure changes be-
tween specimens while material properties are maintained. A larger variation
is found for the components which represent axial stiffness (C11, C22, C33),
compared to components related with shearing properties (C44, C55, C66).
On the other hand, Table 3.11 summarizes the mean value of each compo-
nent of Cij and their standard deviation. Based on those values, an average
value of the engineering constants is calculated for the data set analyzed us-
ing Eq. 3.28. Ex = 382.66 MPa, Ey = 908.20 MPa, Ez = 361.04 MPa,
Gxy = 183.77 MPa, Gyz = 185.89 MPa, Gzx = 119.34 MPa, νxy = 0.1130,
νyz = 0.2887, νzx = 0.2720.
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Figure 3.28: Summary of non-zero components of the elastic matrix represented as vio-
lin plots, estimated for the 28 cancellous bone volumes and median values (in red). The
interquartile range is marked using dash lines.
The homogenized results of the 28 cancellous bone samples have revealed
an orthotropic apparent behavior, which is close to be equivalent to a trans-
versely isotropic material, because C11 and C33 values are very similar. Fol-
lowing that argument, directions x and z define the isotropy plane, while y is
the main trabecular orientation direction.
Table 3.11: Mean values and standard deviation of the components of the constitutive elastic
tensor Cij .
Cij Mean value [MPa] Standard deviation [MPa]
C11 400.26 205.46
C22 995.94 366.90
C33 416.60 254.86
C12 157.88 65.55
C13 137.89 64.95
C23 157.25 65.35
C44 185.89 83.61
C55 119.34 62.59
C66 183.77 82.90
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3.3.3.2 Investigation of morphometric and mechanical variables re-
lationships on the 7 mm side cubic samples
The first statistical analysis that we conducted was about the estimation of
linear relationships between morphometric and mechanical variables. In order
to achieve this goal, first, we visualized the scatter plot of each pair of morpho-
mechanic variables to find clear non-linear relationships which would not fit
in the analysis. However, no clear non-linear representation was found. Then,
we calculated the linear correlation coefficient matrix of the variables under
study. Specifically, we estimated: BV/TV, BS/BV, Tb.Th, Tb.Sp, Tb.N,
D2D-1, D2D-2, D2D-3, D3D, DAMIL,2D-1, DAMIL,2D-2, DAMIL,2D-3, DAMIL,3D and
Conn.D as morphometric variables and, Ex, Ey, Ez, νxy, νxz, νyz, νyx, νzx,
νzy, Gxy, Gyz, Gzx, as mechanical variables. Half of the Poisson’s ratio can be
calculated using symmetry properties of the stiffness matrix. The correlation
technique used in this section will help to evaluate similar relationships of
cancellous bone surrogates in Chapter 4.
The correlation coefficient measures the linear dependence of two random
variables (A,B). The Pearson correlation coefficient (ρ) is defined in Eq. 3.29:
ρ(A,B) =
1
N − 1
N∑
i=1
(Ai − µA)(Bi − µB)
σA σB
(3.29)
where N is the number of observations, µi and σi are the mean and standard
deviation of each variable.
The correlation coefficients may be expressed in matrix form as the matrix
of correlation coefficients (R), Eq. 3.30.
R =
(
ρ(A,A) ρ(A,B)
ρ(B,A) ρ(B,B)
)
=
(
1 ρ(A,B)
ρ(B,A) 1
)
(3.30)
where obviously each variable correlates to themselves, so the entries in the
diagonal are 1’s.
A value of ρ close to 1 (or -1) indicates that there is a linear correlation
between those variables.
Fig. 3.29 shows a visual representation of the linear correlation coefficients
computed for the morphometric and elasto-mechanical variables. Dark red
and blue colors represent a positive or negative linear correlation, while light
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colors represent no correlation. A total of n=28 samples are used for the
analysis. The morphometric parameters, sorted as each row and column in the
graph are: BV/TV, BS/BV, Tb.Th, Tb.Sp, Tb.N, D2D-1, D2D-2, D2D-3, D3D,
DAMIL,2D-1, DAMIL,2D-2, DAMIL,2D-3, DAMIL,3D and Conn.D. On the other
hand, the mechanical parameters are the engineering constants estimated from
the constitutive elastic tensor, which are sorted as follows in Fig. 3.29 scheme:
Ex, Ey, Ez, νxy, νxz, νyz, νyx, νzx, νzy, Gxy, Gyz, Gzx.
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Figure 3.29: Linear correlation coefficient representation between morphometric and me-
chanical parameters. The positive or negative correlations are summarized numerically in
Table 3.12.
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Figure 3.30: Scatter plot and linear correlations obtained for the axial (E) (top) and shearing
(G) stiffnesses (bottom) in the preferred trabecular orientation (y) and transversal orienta-
tions (x,z) depending on the bone volume fraction (BV/TV).
Based on the results shown in Fig. 3.29, we summarize the correlation coef-
ficients of morpho-mechanic relationships, highlighting the values greater than
0.6 in Table 3.12. Both the axial (Ex, Ey, Ez) and shearing stiffnesses (Gxy,
Gyz, Gzx) in the three orthogonal directions show correlation to the same mor-
phometric parameters: BV/TV, BS/BV, Tb.Th, Tb.N, D2D-1, D2D-2, D2D-3
and D3D. For those parameters, the linear correlation coefficients (ρ) range
from 0.6 to 0.94 and the highest correlation is against BV/TV. BS/BV, Tb.Th,
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Tb.N, D2D-1, D2D-2, D2D-3 and D3D show a similar degree of correlation both
to E and G values. Regarding anisotropy degree parameters, a significant
degree of correlation was found to νxy, νzy and νxz. On the other hand, no
significant correlation was found to Tb.Sp nor Conn.D.
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Figure 3.31: Scatter plot and linear correlations obtained for the axial (E) (top) and shearing
(G) stiffnesses (bottom) in the preferred trabecular orientation (y) and transversal orienta-
tions (x,z) depending on the bone surface area to volume ratio (BS/BV).
The apparent behavior observed in the samples studied is close to be
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transversely isotropic, with a preferred direction of higher stiffness (y) and
an isotropic transversal plane (xz). Therefore, in the plots we represent the
values for axial stiffness in directions x and z, and the shearing stiffnesses Gxy
and Gyz as two unique data sets. For each direction a linear correlation to
each parameter is calculated and compared to the other direction. Looking at
E and G values, sorted by directions, E values are between 2 and 5-fold larger
in direction y than transverse directions (x and z). In case of G values, the
transversal plane (xz) is around 1.5 times more flexible than planes xy and
yz.
Starting with the linear analysis of morpho-mechano variable pairs, Fig.
3.30 shows the positive correlation of E and G to bone volume fraction. As
the amount of bone increases, so do the axial and shearing stiffnesses in the
3 orthogonal directions or planes, respectively. The graph also stands out the
existence of a main trabecular orientation with a higher axial rigidity, while
the estimations about the other two directions (x and z) are similar, so they
may define an isotropy plane, as stated before. Regarding G vs BV/TV rela-
tionships, lower differences between shearing planes are shown, compared to
E values. However, two clearly different groups of points can be distinguished,
defining planes with distinct shear properties. For both stiffnesses, a highly
linear correlation is found, with a ρ mean value of approximately 0.9 for axial
and 0.92 for shearing.
The relationship between E and G values to the bone surface area to vol-
ume ratio is presented in Fig. 3.31. For both rigidities modes (axial and shear),
the correlation obtained is negative. As BS/BV increases, that is, bone is less
dense (more rod-like, or more osteoporotic), E and G decrease. In this case,
the results are more spread than for BV/TV (ρ = −0.77 for both E and G).
Shearing stiffness scatter plot shows that, for BS/BV, the groups depending
on the direction are less clearly distinguishable.
Fig. 3.32 shows the linear relationships between the rigidities calculated
through homogenization and the mean trabecular thickness of each specimen.
As for BV/TV, a positive correlation is found, whose correlation coefficient is
approximately 0.7 for each stiffness. The results are coherent, because larger
mean thicknesses produce larger axial and shearing stiffnesses values. Again,
the scatter plot shows two groups of points for E and G, with the higher values
for the main trabecular orientation direction. In this case, an increment of 55
µm in Tb.Th produces Ey to augment two-fold.
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Figure 3.32: Scatter plot and linear correlations obtained for the axial (E) (top) and shearing
(G) stiffnesses (bottom) in the preferred trabecular orientation (y) and transversal orienta-
tions (x,z) depending on the mean trabecular thickness (Tb.Th).
The correlations to the trabecular number (Tb.N) are presented in Fig.
3.33. A positive linear correlation was calculated for E and G on the three
orthogonal directions or planes, respectively. The trends obtained are consis-
tent with the physical meaning of Tb.N, which for a plate-like model is the
BV/TV to Tb.Th ratio. The higher Tb.N is, the greater E and G values are
found. Again, the correlation is not as robust as for BV/TV case, with ρ
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values around 0.75.
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Figure 3.33: Scatter plot and linear correlations obtained for the axial (E) (top) and shearing
(G) stiffnesses (bottom) in the preferred trabecular orientation (y) and transverse orienta-
tions (x,z) depending on the trabecular number (Tb.N).
The complexity of the specimens, measured by D2D and D3D, also cor-
related to both the axial and shearing stiffnesses. The 2D version of fractal
dimension was applied to the three main orientations of each sample, two of
them containing the main trabecular orientation (D2D-1, D2D-2) and the other
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one referred to the transversal plane (D2D-3). The scatter plots and the linear
correlations are shown in Figs. 3.34, 3.35, 3.36 and 3.37 respectively. For
both versions of fractal dimension, the correlation is positive and therefore,
an increment of D2D or D3D values is associated with larger stiffness values.
In this case, the linear correlation coefficients are around 0.7 for the axial and
shearing stiffnesses.
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Figure 3.34: Scatter plot and linear correlations obtained for the axial (E) (top) and shearing
(G) stiffnesses (bottom) in the preferred trabecular orientation (y) and transversal orienta-
tions (x,z) depending on the fractal dimension 2D calculated in planes containing the main
trabecular orientation (D2D-1).
3.3. Numerical characterization 169
The application of fractal dimension 2D to the directions containing the
main trabecular orientation gives analogous results regarding the linear corre-
lations calculated (Figs. 3.34 and 3.35). On the other hand, its application to
the transversal plane lead to similar but significantly higher regression slope
(around 20 % higher) (Fig. 3.36). These results confirm observations reported
in the literature: the higher the fractal dimension is, the higher the axial stiff-
ness [214, 221].
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Figure 3.35: Scatter plot and linear correlations obtained for the axial (E) (top) and shearing
(G) stiffnesses (bottom) in the preferred trabecular orientation (y) and transversal orienta-
tions (x,z) depending on the fractal dimension 2D calculated in planes containing the main
trabecular orientation (D2D-2).
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Figure 3.36: Scatter plot and linear correlations obtained for the axial (E) (top) and shear-
ing (G) stiffnesses (bottom) in the preferred trabecular orientation (y) and transversal ori-
entations (x,z) depending on the fractal dimension 2D calculated in the transversal plane
direction (D2D-3).
Table 3.12 reveals that Poisson’s ratio values do not correlate to the same
morphometric parameters, but some significant relationships were found. For
example, from our results, νyx showed correlation to bone volume fraction
(ρ=-0.76), displayed in Fig. 3.38 (top), a positive correlation to BS/BV and a
negative correlation to Tb.N (Fig. 3.41) and fractal dimension, both 2D and
3D versions (Fig. 3.40).
In case of BS/BV, the correlation obtained against νyx follows an analo-
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Figure 3.37: Scatter plot and linear correlations obtained for the axial (E) (top) and shearing
(G) stiffnesses (bottom) in the preferred trabecular orientation (y) and transversal orienta-
tions (x,z) depending on the fractal dimension 3D (D3D).
gous trend than the one obtained for νyz, which enforces the idea that BS/BV
may have an influence on some of the Poisson’s ratio estimations (Fig. 3.41).
DAMIL3D and its 2D version showed correlation to νxy and νzy, visualized
in Fig. 3.38 (bottom) and Fig. 3.39. However, Fig. 3.38 (bottom) must
not be considered a significant correlation. Two values of Fig. 3.38 (bottom)
seem far from the rest of data and if discarded, ρ decreases until 0.5 and 0.3,
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respectively. Therefore, those correlations are less significant than the ones
reported for the stiffness values. In case of νyx to BV/TV correlation, it is
strange for us that only it correlates to bone volume fraction, so the correlation
may be arbitrary (even with a p-value<0.001).
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Figure 3.38: Scatter plot and linear correlations obtained for νyx as function of BV/TV (top)
and νxy and νzy as function of DAMIL3D (bottom).
The connectivity density (Conn.D) alone did not show any linear correla-
tion to the mechanical parameters, as can be seen in Table 3.12.
On the other hand, taking into account the DAMIL3D definition, we ex-
pected some degree of correlation to Ey/Ex or Ey/Ez and maybe also to shear
stiffnesses ratios. However, only a weak correlation of about ρ = 0.55 was
found to the axial stiffnesses ratios, while ρ = 0.62 for shearing rigidities ra-
tios.
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Figure 3.39: Scatter plot and linear correlations obtained for νxy and νzy depending on the
DAMIL2D-1,2 (top and centre, respectively) and νxz as a function of DAMIL2D-2 (bottom).
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Figure 3.40: Scatter plot and linear correlations obtained for νyx as a function of fractal
dimension in 2D (D2D-1,2) (top) and 3D (D3D) (bottom).
In [10], the concept of Strength to Anisotropy Ratio (SAR) is discussed,
relating the yield strength of a sample to its main orientation and transverse
directions. Keaveny et al. [10] presented SAR results as a function of the
apparent density for compression, tension and shearing loading modes. Follow-
ing that concept and applying it to axial and shearing stiffnesses, we calculate
the ratio of axial or shear stiffnesses about the main and transversal direc-
tions (which we call Rigidity to Anisotropy Ratio, RAR), as function of the
morphometric parameters with a significant correlation. RAR calculation was
performed using the correlation functions obtained, and hence it is a ratio be-
tween the slopes and gives insight into how each direction is affected by each
morphometric parameter. The results of the RAR are shown in Table 3.13.
From the results, the higher RAR values for the axial stiffness than for shear-
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Figure 3.41: Scatter plot and linear correlations obtained for νyx and νyz as a function of
BS/BV (top) and νyx as a function of Tb.N (bottom).
ing stiffness show a greater importance of the loading direction for the axial,
and a less anisotropic behavior for the shearing stiffness. Further, the values
of Table 3.13 permit to analyze which morphometric parameter describes the
anisotropy of the stiffness of cancellous bone in a better way. In this case,
BS/BV and Tb.N would be the best to differentiate axial anisotropy, while
Tb.N would be for shearing stiffness.
Table 3.13: Rigidity to Anisotropy Ratio (RAR) between the preferred and transverse di-
rections obtained for each morphometric parameter with a significant linear correlation,
calculated as the ratio between the slopes of the correlations.
RAR BV/TV BS/BV Tb.Th Tb.N D2D D3D
Ey/(Ex, Ez) 1.76 1.83 1.67 1.82 1.67 1.65
(Gxy, Gyz)/Gxz 1.41 1.37 1.28 1.51 1.43 1.44
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The main aim of this section was to evaluate morpho-mechano relationships
for cancellous bone. However, in the following, we will point out other relation-
ships between morphometric and mechanical parameters separately, visualized
in Fig. 3.29. The correlation coefficients between mechanical parameters are
presented in Table 3.14, while the ones for morphometric parameters, in Table
3.15.
Table 3.14: Linear correlation coefficients (ρ) between mechanical parameters estimated
through elastic homogenization, highlighting values greater than 0.7.
Ex Ey Ez νxy νxz νyz νyx νzx νzy Gxy Gyz Gzx
Ex 1 0.919 0.962 0.427 -0.155 -0.603 -0.754 -0.460 0.372 0.955 0.944 0.987
Ey 0.919 1 0.876 0.156 -0.007 -0.461 -0.617 -0.302 0.098 0.953 0.947 0.890
Ez 0.962 0.876 1 0.461 -0.329 -0.678 -0.734 -0.423 0.440 0.899 0.955 0.989
νxy 0.427 0.156 0.461 1 -0.573 -0.263 -0.318 -0.697 0.898 0.407 0.382 0.465
νxz -0.155 -0.007 -0.329 -0.573 1 0.086 -0.040 0.539 -0.658 -0.118 -0.239 -0.240
νyz -0.603 -0.461 -0.678 -0.263 0.086 1 -0.788 0.029 -0.209 -0.440 -0.520 -0.657
νyx -0.754 -0.617 -0.734 -0.318 -0.040 -0.788 1 0.270 -0.386 -0.636 -0.659 -0.762
νzx -0.460 -0.302 -0.423 -0.697 0.539 0.029 0.270 1 -0.641 -0.463 -0.407 -0.431
νzy 0.372 0.098 0.440 0.898 -0.658 -0.209 -0.386 -0.641 1 0.335 0.375 0.435
Gxy 0.955 0.953 0.899 0.407 -0.118 -0.440 -0.636 -0.463 0.335 1 0.959 0.929
Gyz 0.944 0.947 0.955 0.382 -0.239 -0.520 -0.659 -0.407 0.375 0.959 1 0.953
Gzx 0.987 0.890 0.989 0.465 -0.240 -0.657 -0.762 0.431 0.435 0.929 0.953 1
Table 3.14 summarizes ρ values between mechanical parameters, estimated
through elastic homogenization. Each axial stiffness correlates both to the
other axial and shearing stiffnesses, with ρ values around 0.95. The same
trends were found for shearing stiffnesses. On the other hand, νzy shows a
positive correlation to νxy, while νyx presents a negative linear correlation to
the axial stiffnesses and to νyz.
The results in Table 3.15 reveal some relationships between morphometric
parameters. For example, BV/TV correlates to BS/BV negatively and to
Tb.Th, Tb.N, D2D and D3D, positively. Other variables, such as Tb.N, D2D
and D3D and Conn.D follow a negative correlation to the mean trabecular
separation. On the other hand, DAMIL3D did not correlate with any other
parameter except for the 2D version of anisotropy degree applied to the planes
containing the main trabecular orientation.
Finally, summarizing, the morphometric parameter that better correlates
to the mechanical variables is bone volume fraction (BV/TV). From results
resumed in Tables 3.12 and 3.14, we can say that an accurate estimation of Ex,
Ey, Ez, Gxy, Gyz and Gzx can be derived from specimen BV/TV measurement.
Similarly, but with lower accuracy expectations, the estimation can be done
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by measuring any of the morphometric variables with a significant correlation:
BS/BV, Tb.Th, Tb.N, D2D or D3D.
Other works in the literature have addressed the problem of evaluating
relationships between morphometry and elastic properties [8, 9, 103, 214, 217,
221, 222, 227]. Our results confirm most of the observations from those works,
except for the relationship between anisotropy degree and modulus [217, 227].
However, as it will be discussed in next section, a multivariate linear regression
analysis reveals that anisotropy degree, in combination with other parameters,
permits to increase the accuracy on the elastic properties estimation, as stated
by Maquer et al. [217]. On the other hand, our results about fractal dimension
match other from the literature [221], while the lack of a direct relationship
between connectivity density and apparent elastic properties was already re-
ported in the literature [9].
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3.3.3.3 Multivariate analysis of mechano-morphometric relation-
ships
After exploring single linear regressions between specimen microstructure and
elastic variables which define an orthotropic apparent behavior, we study mul-
tivariate relationships between those variables that may improve the estima-
tion of the mechanical competence of trabecular bone samples. Specifically,
we aim at finding multivariate linear regressions (in the form of Eq. 3.31)
that improve the estimations provided by single factor analysis, developed in
the previous section. We used the software Statgraphics Centurion XVII to
perform the multivariate analysis. A total of n=28 samples are used for the
analysis.
Mech, vari = f(morph1,morph2, ...,morphj) (3.31)
Mech, vari = C + a1BV/TV + a2BS/BV + a3Tb.Th + a4Tb.Sp
+a5Tb.N + a6D2D-1 + a7D2D-2 + a8D2D-3 + a9D3D
+a10DAMIL2D-1 + a11DAMIL2D-2 + a12DAMIL2D-3
+a13DAMIL3D + a14Conn.D
(3.32)
From the data set observations of morphometry and homogenized elastic
behavior, we calculated multiple regression following a forward step by step
procedure: First, none of the independent morphometry variables is considered
in the correlation and the p-values are computed for each variable. At each
step, the variable with the highest significant correlation (minimum p-value
< 0.05) is included. Then, the multiple regression is checked again, until it only
depends on variables with a significant correlation (p-value< 0.05). We applied
the procedure to each of the mechanical variables. The results are summarized
in Table 3.16, where the coefficient multiplying each morphometric parameter
and the correlation coefficient (R2) are presented for each multiple regression,
following Eq. 3.32. The relationships obtained with this method for each
variable are in all cases statistically significant with a confidence interval of
95%.
As a first conclusion about the multiple regressions, we can say that all
the predictions were improved compared to the ones comprising only one in-
dependent factor. For example, Ex correlation increased from R
2 = 0.8136
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to 0.8733. In other cases with even a less significant relationship for a one
factor analysis, like νyx, increased from 0.5822 to 0.6486. For other correlation
comparisons, we refer to Tables 3.12 and 3.16.
As happened with single factor regression analysis, both the axial and
shearing stiffnesses have greater correlation to morphometry variables. In all
those cases, a high degree of correlation is achieved (R2 = [0.8478− 0.9664]).
Regarding Poisson’s ratios lower degree of correlations were found, ranging
from 0.3725 to 0.77.
Table 3.16 shows that Tb.Th, D3D, DAMIL2D-3 and DAMIL3D did not con-
tribute to any multiple regression, so they were not significant within the data
set analyzed, or their contribution was already included by other variables.
For example, in case of Tb.N, Tb.Th is accounted, D2D-1,2 are equivalent cal-
culations than D3D or DAMIL2D-1,2 presented analogous values than DAMIL3D.
In case of Ex, Ey and Ez, a dependence on the amount of bone (BV/TV)
and the surface area to volume ratio (BS/BV) was found. Other parameters
also contribute to the regressions, like Tb.Sp for Ex, Conn.D and fractal di-
mension for Ey, or Conn.D, Tb.N, and anisotropy degree DAMIL2D-1 for Ez.
Regarding Poisson’s ratio regressions, less significant correlations were found.
However, they are all influenced by the anisotropy degree. Furthermore, some
of them (νxy and νzx) show dependence to fractal dimension, while others
seem to be influenced by Tb.Sp, BV/TV or BS/BV, following the results pre-
sented in Table 3.16. Shear stiffnesses had similar dependences than axial
ones. BV/TV influences the three mechanical shear stiffnesses, while BS/BV,
anisotropy degree, fractal dimension and Conn.D present a significant contri-
bution, depending on the shearing plane.
As a general qualitative conclusion, the amount of bone (BV/TV), BS/BV,
fractal dimension, anisotropy degree and the connectivity density have a greater
influence on the axial and shear stiffnesses estimation. In case of Poisson’s
ratios, from our results, anisotropy degree and fractal dimension are the pa-
rameters that major influence the estimations.
Our multivariate analysis results are in line with other reported in the lit-
erature. For example, Kabel et al. [9] studied the capabilities of Conn.D to
explain variations of mechanical properties and reported a negative correla-
tion, as we do in Table 3.16. They claimed that Conn.D permits to explain
little variation, which in our results vary between a 3 % to a 13 %. On the other
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hand, Ulrich et al. [8] reported that, in conjunction with BV/TV, anisotropy
degree was the parameter that most increased the correlations. However, they
pointed out that the variables dependence varied for different cancellous bone
locations, and other parameters like BS/BV, Tb.Th, Tb.Sp or Tb.N had sig-
nificant contributions to estimate mechanical parameters.
This study has some limitations that should be mentioned: first, the results
are limited to the 28 samples analyzed, so the conclusions about variables
dependence would need to be confirmed with larger datasets. Secondly, the
specimens analyzed were extracted from two pigs skeletally mature and the
trabecular structures observed are more plate-like, so the results could be
referred to as a normal healthy population. To be able to relate the regressions
to fracture risk evaluation, the procedure should be applied to specimens out
of the range from our dataset, in terms of microarchitecture. This could be
achieved by varying the segmentation threshold in our data set. For example,
increasing it would result in trabecular thinning and loss of connectivity, which
would simulate osteoporotic cancellous bone. A strength of this study, is
that we analyze the influence of the microarchitecture, without accounting
for material density, because we use the same material properties for each
sample-specific finite element model.
Furthermore, we applied a forward procedure to evaluate the combination
of morphometric variables that permit accurate estimation of mechanical vari-
ables. It is possible that, considering a backward procedure, which a priori
includes all the variables and excludes at each step the less significant one,
may lead to other regressions. However, we chose the first procedure because
we aimed at using a low number of variables, even penalizing the degree of
correlation, which was higher for the backward procedure.
3.3.3.4 Stiffness matrix estimation for cancellous bone specimens:
comparison to experimental measurements
In this section, we present the stiffness matrix estimation for cancellous bone
specimens of set C. Then, we compare the estimation of the engineering con-
stants, calculated from the stiffness matrix, to experimental measurements of
the apparent elastic modulus, estimated through compression testing about
the three main directions. The definition of x, y and z directions is analogous
to the previous section: x and z directions define the transversal plane, while
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y direction refers to the preferred trabecular orientation.
The stiffness matrices C for each specimen from set C are presented in
Eqs. 3.33, 3.34, 3.35, 3.36 and 3.37, expressed in MPa. The small differences
between x and z directions both in terms of axial and shearing stiffnesses
make possible to approximate plane xz as a plane of isotropy, while the stiffest
direction belongs to the trabecular orientation. The zero values of the stiffness
matrix estimations were not exactly 0, but less than 10−6, so we neglected
them.
CC#1 [MPa] =

349.9 148.1 140.9 0 0 0
148.1 1048.2 148.0 0 0 0
140.9 148.0 380.8 0 0 0
0 0 0 174.7 0 0
0 0 0 0 98.0 0
0 0 0 0 0 176.8
 (3.33)
CC#2 [MPa] =

698.8 289.8 275.6 0 0 0
289.8 1646.6 309.8 0 0 0
275.6 309.8 793.7 0 0 0
0 0 0 350.7 0 0
0 0 0 0 214.5 0
0 0 0 0 0 327.3
 (3.34)
CC#3 [MPa] =

612.3 246.7 211.6 0 0 0
246.7 1192.7 245.7 0 0 0
211.6 245.7 596.2 0 0 0
0 0 0 262.8 0 0
0 0 0 0 174.4 0
0 0 0 0 0 270.6
 (3.35)
CC#4 [MPa] =

434.6 182.0 181.0 0 0 0
182.0 1172.5 198.8 0 0 0
181.0 198.8 488.9 0 0 0
0 0 0 215.9 0 0
0 0 0 0 123.7 0
0 0 0 0 0 202.2
 (3.36)
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CC#5 [MPa] =

543.7 222.2 210.8 0 0 0
222.2 1238.3 218.7 0 0 0
210.8 218.7 530.2 0 0 0
0 0 0 235.7 0 0
0 0 0 0 152.2 0
0 0 0 0 0 246.5
 (3.37)
The engineering constants (Ex, Ey, Ez, Gxy, Gyz, Gzx, νxy, νyx, νxz, νzx,
νyz, νzy) were calculated from C matrices using the expressions for an or-
thotropic material (Eq. 3.28), and are shown in Table 3.17. The numerical
homogenization predicts a y direction between 2 and 3.2-fold stiffer, depend-
ing on the specimen. Shearing stiffness is about 1.6-fold more flexible in the
transversal plane than the planes containing the preferred orientation. Re-
garding Poisson’s ratio, the coefficients of the transversal plane xz have a
relatively constant value of 0.3, while νyz and νyz are approximately 0.1 for
the set of specimens analyzed, Table 3.17.
Table 3.17: Engineering constants calculated from stiffness matrix for each specimen of set
C.
C#1 C#2 C#3 C#4 C#5
Ex [MPa] 288.96 581.33 513.82 356.81 443.90
Ey [MPa] 961.39 1470.60 1044.1 1059.8 1108.3
Ez [MPa] 316.13 659.93 499.51 399.67 433.14
νxy [-] 0.094 0.119 0.146 0.099 0.118
νxz [-] 0.333 0.301 0.295 0.330 0.349
νyz [-] 0.273 0.285 0.307 0.298 0.296
νyx [-] 0.314 0.302 0.297 0.295 0.294
νzx [-] 0.365 0.341 0.287 0.370 0.341
νzy [-] 0.090 0.128 0.147 0.112 0.116
Gxy [MPa] 176.83 327.31 270.59 202.21 244.47
Gyz [MPa] 174.71 350.66 262.82 215.86 235.69
Gzx [MPa] 98.02 214.47 174.39 123.65 152.24
Furthermore, we compare the experimental results of the stiffness along
the three main directions to the engineering constants estimated, Figs. 3.42
and 3.43. The numerical predictions tend to overestimate the measurements
at a certain degree, as can be seen in Figs. 3.42 and 3.43, where the points
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Figure 3.42: Comparison between stiffness measurements and FE predictions along the pre-
ferred trabecular orientation direction (Elong).
lie in the prediction side of the graph. The preferred orientation apparent
modulus (Elong) is well predicted by the finite element models, with mean dif-
ferences of about a 10 %, while the transversal direction has more prediction
error compared to the experiments, with a mean difference of 25 % and 40%
for each direction.
0 200 400 600 800
0
200
400
600
800
Etrans-1 measured [MPa]
E t
ra
ns
-1
 p
re
di
ct
ed
 [M
Pa
]
0 200 400 600 800
0
200
400
600
800
Etrans-2 measured [MPa]
E t
ra
ns
-2
 p
re
di
ct
ed
 [M
Pa
]
Figure 3.43: Comparison between stiffness measurements and FE predictions along the trans-
verse directions (Etrans−1 and Etrans−2).
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The greater error on the transversal plane prediction may be due to exper-
imental measurement underestimation. The experimental apparent stiffness
in the preferred orientation as a function of the compression strain applied
increases up to 0.4 % strain and it stabilizes up to 0.8% strain, see blue square
markers in Fig. 3.44. An analogous behavior is expected for the other test-
ing directions. The testing protocol that we have used, which is commonly
reported in the literature, defines that the apparent stiffness need to be esti-
mated as a linear fit in the last preconditioning cycle. The four first points
in the plot are estimations in the last preconditioning cycle region, while the
red and green circle markers in Fig. 3.44 are the estimation of the apparent
stiffness of the transverse directions in the last preconditioning cylce. This
apparent stiffness evolution may be the reason of the differences between pre-
dictions and measurements in the transversal plane directions. In case of
Specimen C#1 depicted in Fig. 3.44, the difference between the four first
points and the stable region ranges between 22 to 30 %, in the range of dif-
ferences observed between predictions and measurements in the transversal
direction.
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Figure 3.44: Representation of the experimental apparent modulus in the preferred trabec-
ular orientation direction (long) from the preconditioning cycles until pre-yielding region
(blue square markers), and the apparent modulus in both transverse directions (trans-1 and
trans-2) measured in the las preconditioning cycle (red and green circle markers) for Speci-
men C#1. The strain values in the graph are the mean strain where the slope is calculated.
It can be seen that the estimations at low strains provide a lower value than the stable one,
which in case of Specimen C#1 occurs between 0.3 and 0.8 % for the preferred trabecular
orientation direction. Then, before yielding, the apparent modulus decreases a 50 % from
the stable value.
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3.3.4 Failure in cancellous bone modeled using finite elements
3.3.4.1 Damage and fracture model implemented for cancellous
bone
In this section, compression failure is modeled following a continuum damage
mechanics approach. Complete fracture at the microscale subsequent to dam-
age is modeled by means of the element deletion technique. In the framework
of a continuum damage approach, failure is modeled as the degradation of the
mechanical properties when critical values are reached. This is accomplished
through an Abaqus user’s subroutine (USDFLD), whereby a material degra-
dation is introduced to describe the progressive loss of stiffness due to the
propagation and coalescence of microcracks, microvoids and similar defects.
These changes in the microstructure lead to a material stiffness degradation
observed in the macroscale [242]. Bone failure process is controlled by strains,
as reported in [243], so our approach is based on an equivalent strain, Eq.
(4.3).
In the quasi-static regime, the isotropic relation of elasticity under a dam-
age mechanics approach is expressed by [144]:
σij = (1−D)Cijklεkl (3.38)
where D is the damage variable, σij , εkl are the stress and strain tensors and
Cijkl is the constitutive elastic tensor.
Following [44, 138], at the tissue level we consider an isotropic damage law
experimentally fitted, that is be expressed in a power form:
D =

0 εeq ≤ εy,c
Dc(
εeq
εf,c
)n εy,c < εeq < εf,c
Dc εeq ≥ εf,c
(3.39)
based on an equivalent strain, Eq. (4.3)
εeq =
√
2
3
εijεij (3.40)
In order to avoid mesh dependence on damage propagation, we performed
a linear weighting of the strain at fracture as a function of the characteristic
micro-FE length (LFE) and the characteristic crack length for cancellous bone
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(Lfrx) [138], see Eq. (3.41). LFE is computed at each iteration for each element
during simulation and it is provided by Abaqus (referred as CELENT Abaqus
code variable). As average crack lengths reported in the literature for cancel-
lous bone range from 50 to 100 µm, we take the characteristic crack length
as Lfrx = 0.075 mm [234, 235]. Then, for computing purposes, the strain at
fracture εf at each element is considered as:
εf = εf,c
(Lfrx
LFE
)
(3.41)
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3.4 Cancellous bone fracture characterization re-
sults by combination of FEM and DIC
The results of fracture characterization combining FEM and DIC for specimens
from sets A and C are presented in this section.
Fracture characterization
Fracture patterns by 
DIC
Experimental testing + 
Acquisition of digital images
Digital Image CorrelationFEM based on micro-CT
FEM Fracture prediction 
Figure 3.45: Scheme of cancellous bone fracture characterization procedure combining FEM
based on µCT images and DIC.
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Fig. 3.45 summarizes the methodology proposed to characterize compres-
sion fracture. Images are recorded during quasi-static compression testing.
DIC technique is then applied to those images and the displacement field
is calculated on the visible surface. Different strain fields are computed to
evaluate the one that better represents fracture. DIC strain contour field is
used to validate the FE models specimen-specific. Then, FE models based on
micro-CT images are used to simulate specimen’s fracture, imposing the test-
ing boundary conditions. By inverse analysis, elastic and failure properties are
estimated while the failure model proposed is validated. Both DIC and FEM
approaches are also evaluated comparing their results with visual evidences.
3.4.1 Fracture properties estimation using micro-FE models
Quasi-static compression simulations were performed using the micro-FE mod-
els of each sample. To extract the optimal fracture parameters (compression
yield strain εy,c and strain at fracture εf,c) to reproduce the experimental re-
sponse, a parametric study was carried out. The best correlation between the
experimental force-displacement curve and the simulated one was achieved by
applying the parameters summarized in Table 3.18.
Table 3.18: Fracture parameters obtained from micro-FE simulations of quasi-static com-
pression.
εy,c εf,c
Specimen #A1 0.0068 0.0410
Specimen #A2 0.0068 0.0525
Specimen #A3 0.0068 0.0320
Specimen #A4 0.0068 0.0450
Specimen #A5 0.0068 0.0290
Specimen #C1 0.00925 0.0455
Specimen #C2 0.006 0.040
Specimen #C3 0.0065 0.028
Specimen #C4 0.0065 0.0265
Specimen #C5 0.0068 0.0295
The yield strain values calculated are similar for all the samples, except for
Specimen #C1 that presents a higher yield strain value, Table 3.18. On the
other hand, tissue fracture strain shows a wider variation, in a range between
2.65 to 5.25 % for the specimens analyzed. Our failure strain estimations
are analogous to other reported in the literature (Table 1.4). For example,
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Nagaraja [75] estimated a compression yield strain in the range 0.46 to 0.63
%, Niebur et al. [72] 1.01 % and a value of 0.83 % was estimated by Bayraktar
et al. [50]. Similarly, Hambli [44] used a yield strain value of 0.0081 in
a continuum damage approach which was obtained in [88]. Regarding the
ultimate strain (εf,c) estimation values in the range 2.4 to 8.2 % have been
reported [37] and are also of the order of the proposed by Wolfram et al. [82]
for unconfined axial compression.
Our estimations about tissue yield and ultimate strains from FE modeling
support the hypothesis that yield strain is relatively constant over a range of
densities, while ultimate strain presents more scattering [10, 50, 73]. This sup-
ports that failure in cancellous bone is controlled by strains and it is essentially
independent of density or microarchitecture.
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Figure 3.46: Force-displacement compression response comparison between experiments and
finite element models for each specimen.
Fig. 3.46 presents a comparison between the experimental and the numer-
ical force-displacement response until the ultimate point. It can be observed
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that our approach to model compression failure is capable to follow the ex-
perimental curve with a good level of accuracy. However, the use of element
deletion technique is responsible of the slight force drop visible in Fig. 3.46.
Toughening mechanisms should be included in the model to reproduce the
non-linear behavior after the ultimate point. For example, Harrison et al.
[141] used a similar approach to ours but also included stress correction in the
elements adjacent to the deleted ones which were delayed in the subsequent
steps to model cohesive effects in the crack tip. These enhanced the repro-
duction of the post-yield behavior observed experimentally. They used that
cohesive force parameter to control brittle/ductile fracture of specimens.
The failure model considered in this work is dependent on both εy,c and
εf,c. The ductility of the sample within this model has proved to be dependent
on the difference between εy,c and εf,c values. As mentioned, this permitted to
control the response up to the ultimate point and further cohesive parameters
should be included to accurately model post-yielding. As each of the specimens
presents a different ductile behavior, different fracture strain values were back-
calculated in order to reproduce the experimental response.
Figs. 3.47 and 3.48 show a comparison between the two methods studied in
this work for fracture estimation for specimens in set A and C. Both micro-FE
and DIC represent the equivalent strain field at fracture both in distribution
and peak values. In the five cases studied from set A, the maximum predicted
εeq at fracture is slightly higher using FE than through DIC. This finding is
coherent as peak FE strains are located in single trabeculae, whereas in DIC
the area of fracture is wider and, thus, the strain values are averaged (less lo-
cal). These differences on peak strain range from 10 to 24 % depending on the
specimen, Fig. 3.47. It can be observed that a fairly good correlation between
simulations, DIC and experiments is achieved. However, a more precise esti-
mation of the fracture is obtained with micro-FE as it is capable of predicting
isolated failures at the microscale (note the isolated trabecular failure in speci-
men 1, Fig. 3.24, middle, (left), which is observed experimentally in the middle
region of the lattice but it is not clearly detected by DIC. This phenomenon
can be explained because the DIC technique performs a homogenization on
the whole specimen, which implies a 3D to 2D conversion and an interpolation
at a lower resolution. This averaging was also detected and reported elsewhere
[51]. If fracture does not occur in the visible surface, the method may detect
high strains at surfaces through specimen thickness. This phenomenon could
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Figure 3.47: Predicted fracture pattern of specimen #A1 (top) to #A5 (bottom) by means
of a) micro-FE models, b) DIC and c) experimental fracture under compression testing.
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Figure 3.48: Predicted fracture pattern of specimen #C1 (top) to #C5 (bottom) by means
of micro-FE models (left) and DIC (right). A high level of correlation between fracture
patterns is achieved.
be minimized by using thinner samples [51]. However, buckling may happen
and 2D DIC cannot distinguish out-of-plane displacements [61].
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Nevertheless, DIC offers a qualitative fracture pattern characterization re-
ducing computation time compared to the high cost of the micro-FE sim-
ulations. DIC may be used as a simple tool for experimental validation of
numerical models which has not been deeply studied in the literature. For
example, Cyganik et al. [232] used DIC to validate FE models in terms of
displacement measurement. However, their results about strain distribution
are noisy and do not represent failure. Furthermore, they did not provide any
failure strain estimation using DIC.
The use of cancellous microstructure as a pattern for the application of
digital image correlation was validated against manual surface marker analysis
at low discretization by Bay [51]. Surface marker analysis implied the action
of a technician and was impractical to evaluate the validate the method for a
high discretization. A limitation of texture correlation method is that it needs
for relatively high nominal strains, because, in other cases, the noisy strain
contours appear [51].
Our non-speckle application of DIC went a step further in the study of
fracture pattern detection, because we evaluated strain metrics that describe
the compression fracture on cancellous bone specimens.
3.5 Conclusions
In this chapter, we have addressed the problem of cancellous bone mechani-
cal characterization and the influence of the underlying microstructure. Our
approach is experimental, through compression testing and applying DIC to
images taken during testing, and numerical, through finite element modeling
based on images acquired by micro-CT and their analysis.
Quasi-static compression tests permitted to assess the elastic and failure
behavior at the apparent or macro level. With regards to the elastic prop-
erties, the specimens presented an orthotropic behavior with a direction of
higher stiffness, aligned with the main trabecular orientation, the other two
directions showed similar stiffness values, but significantly different. We re-
ported yield and ultimate properties values in line with other values from the
literature. Moreover, a linear relationship between stiffness and strength was
observed, confirming some works of the literature.
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We analyzed the dependence of mechanical parameters (Eapp, σy, εy, σf
and εf) measured in quasi-static compression tests to specimen-specific mor-
phometric parameters. We have estimated single parameter linear regressions
that have permitted to find which morphometric descriptors explain varia-
tions of mechanical properties. Specifically, bone volume fraction (BV/TV),
bone surface to volume ratio (BS/BV), mean trabecular thickness (Tb.Th)
and fractal dimension (D) presented the best linear correlations. However,
the number of samples used (n=10) limit the significance of the regressions
reported. Another limitation concerns the correlation coefficients obtained
in the regressions, which were not as high as necessary to consider the rela-
tionships as significant (R2 0.6). Therefore, it is more correct to denote the
relationships reported as tendencies, which need to be confirmed in other data
sets.
On the other hand, both the yield and failure strains did not show correla-
tion to any morphometric parameter, except for the case of anisotropy degree
calculated over the transversal plane (DAMIL2D 3), which we considered as a
spurious correlation because of the nearly isotropic values obtained for this
parameter. This can be explained because yield and failure strains depend
essentially on local tissue properties and not much on the morphology of the
sample. Therefore, our observations regarding yield and failure strains confirm
other results from the literature that claim that they are almost independent
from density and microstructure.
Furthermore, we estimated tissue elastic properties of cancellous bone. A
Young’s modulus of 11.09 ± 1.69 GPa was estimated through a back calcula-
tion approach, using finite element models based on micro-CT images and the
compression curve registered in the experiments. On the other hand, we used
a modulus-density relationship from Morgan et al. [130] for vertebral cancel-
lous bone to calculate tissue elastic properties. This phantom-based approach
provided similar estimations to the ones using the previous approach.
In addition, the complete stiffness matrix of cancellous bone specimens was
calculated for two purposes. The first one was to evaluate the influence of the
microstructure on the elastic response, while the second one was to validate
the methodology by a direct comparison between experiments and numerical
predictions. We used an homogenization approach that consisted in the appli-
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cation of periodic boundary conditions and the application of 6 unitary strain
cases, three normal and three angular. An orthotropic, close to transversely
isotropic, behavior was observed for the samples analyzed.
Some morphometric parameters, such as BV/TV, BS/BV, Tb.Th and frac-
tal dimension, presented linear correlation to the axial and shear stiffnesses, so
their assessment may be used to estimate those properties which are difficult
to measure experimentally. Moreover, multiple parameter linear regressions
were shown to improve the correlation for the elastic properties prediction.
For example, including BV/TV, BS/BV and fractal dimension improved the
correlation for axial stiffness to R2=0.9.
On the other hand, regarding the second purpose, the stiffness matrix was
also estimated for 5 of the cancellous bone specimens tested and the results
were compared to the measurements finding accurate numerical predictions
for the main trabecular orientation direction, but the numerical overestima-
tion occurred for the transversal directions. However, we hypothesize and
confirmed for the main direction that the estimation about the transversal
directions were performed under a strain range level lower than the one where
stiffness is stable, prior to failure onset.
Digital image correlation was used to estimate surface displacements and
failure strains on the fractured areas. First, we reported accurate displacement
metric compared to the precision displacement gauge signal, with a maximum
difference of 0.03 mm. Then, we assessed the influence of DIC parameters
variation on strain estimation at the failure region. Facet and step sizes have
a relevant effect on the failure strain estimation, and an increment of both
parameters reduces the strain estimation up to 40 %. Besides, several param-
eters combinations led to correct failure pattern detection, so values reported
in the literature should be referred to the parameters used. On the other hand,
for our experimental setup, the pattern matching criterion had no influence on
the strain estimation, which shows that no relevant lighting changes occurred
during images acquisition. In case of incremental correlation, its considera-
tion was relevant to properly solve the correspondence problem and control
the presence of voids in the solution.
Furthermore, shear strain (γ12), equivalent strain (εeq) and principal strain
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(ε1) were evaluated as variables for failure pattern description and εeq emerged
as the more accurate one. Finally, using a facet size of 125 pixels, 10 pixels of
step size, normalized sum of squared differences pattern matching criterion,
incremental correlation and a filter strain size of 15 pixels led a mean value of
the maximum equivalent strain at the fracture region of 3.66 % at the appar-
ent ultimate point and 2.42 % at the apparent yield point.
Our numerical approach to estimate cancellous bone failure strain proper-
ties using finite element models consisted of a combination of elastic properties
degradation, under a damage approach, and the elimination of finite elements
at fracture conditions through the element deletion technique. The damage
law used was suitable to reproduce the experimental force-displacement curve
until the ultimate point and allowed the estimation of a tissue yield strain
close to 0.7 %. Only one specimen presented a higher yield strain value of
0.925 %, so the values obtained were relatively constant for the specimens an-
alyzed. In case of the ultimate strain (εf,c), more scattering was found in the
results. Values in the range 2.8 to 5.25 % were calculated. The behavior of
yield and failure strains estimated numerically supports observations reported
in the literature that state that yield strain values are relatively constant,
while ultimate strain values present a wider scattering.
Chapter 4
Trabecular bone surrogate:
Open cell polyurethane foam
characterization
4.1 Introduction
In this chapter, we aim at characterizing open-cell rigid polyurethane foams
manufactured by Sawbones of three different densities from mechanical and
morphometric perspectives. The mechanical characterization of open-cell rigid
polyurethane foam is conducted experimentally, through compression testing
combined with the application of DIC. This optical technique is used to es-
timate full-field surface displacements and to describe compression fracture
patterns. On the other hand, FE models developed from micro-CT images
of some of the tested samples are generated and simulated under the experi-
mental loading conditions, which enables the estimation of elastic and failure
parameters to be used for numerical modeling. In addition, a morphometric
analysis is performed for each foam density grade, which is then related to the
mechanical properties of the samples.
This study may give insight into the effect of microstructure and its varia-
tion within a specimen on the mechanical response of open cell polyurethane
foams from three different densities. Moreover, we provide estimation of failure
strains from experiments and FE modeling.
To our knowledge, no previous work in the literature has characterized
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open-cell PUR foams from experimental tests, by application of DIC and
through the FE method. The detailed information about morphometry, elas-
tic constants and strength limits provided in this work is not found in the
manufacturer’s data sheets. These parameters can be useful for researchers
and practitioners that make use of these polyurethane foams in orthopedic
implants and cement augmentation evaluations.
4.2 Description of specimens: open cell polyurethane
foams
Three different grades of open-cell polyurethane foams (Sawbones, Sweden)
are analyzed in the current study. The structure of the open cell polyurethane
foam resembles that of human cancellous bone, so it is commonly used as a
research surrogate [150, 156, 157, 158].
The grades are denoted as follows: Low density foam (LD, Ref. #1522-
507), medium density foam (MD, Ref. #1522-524) and high density foam
(HD, Ref. #1522-525) [244]. Each foam grade is sold in a block of 13x18x4
cm, from which a series of specimens are machined. The manufacturer provides
some mechanical and morphological properties for each foam grade, like the
apparent compressive Young’s modulus (Eapp), i.e. the Young’s modulus of
the foam as it is provided, the compressive strength (σf) and foam volume
fraction (FV/TV). The structure is over 95% open cell and the cell size is
between 1.5 to 2.5 mm. The manufacturer acknowledges a wide scattering on
the mechanical properties, but they report average properties of each foam
grade blocks, summarized in Table 4.1.
Table 4.1: Mechanical and morphological properties provided by the manufacturer for each
open cell graded foam from [244].
Foam grade Density [g/cm3] FV/TV [%] σf [MPa] Eapp [MPa]
# LD 0.12 10.6 0.28 18.6
# MD 0.24 15.4 0.67 53
# HD 0.48 30.8 3.20 270
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4.3 Preparation of specimens
A series of parallelepiped specimens (35, 11 of HD, 10 of MD and 14 of LD)
were extracted from the initial open-cell polyurethane foam blocks. The spec-
imens were chosen to maintain the initial block thickness and to have quadri-
lateral base, as it is shown on Fig. 4.1. The average specimen dimensions are
25 mm base-side and 40 mm height. The foam blocks were first traced with
an indelible marker and then machined using a table saw, with constant water
irrigation and low advance velocity to reduce the cutting effects. In any case,
the disruption of the reticular microstructure due to specimen machining has a
relevant effect on the mechanical properties as it happens for cancellous bone
[23, 43, 53, 54]. In case of cancellous bone, a reduction from 20 to 50 % on the
apparent modulus has been reported due to the so-called side artifacts, and a
similar effect may be expected for other foamed structures. Some procedures
are recommended to reduce side artifacts, like embedding the specimen ends
in PMMA or applying preconditioning cycles [23, 30, 52, 56].
Table 4.2: Mean apparent density (ρapp) measured for each density grade.
Foam grade ρapp [g/cm
3]
LD 0.107
MD 0.239
HD 0.442
In addition, special attention was taken to maintain parallel faces at each
specimen to avoid point loads and stress concentration during compression
testing due to uneven surfaces [22]. Each specimen was weighted and the
apparent volume was estimated, which allows to estimate the apparent density,
summarized in Table 4.2. It can be noted that foam blocks heterogeneity and
specimen machining result in a slightly apparent density reduction compared
to the values reported by the manufacturer in Table 4.1. Testing directions
were defined as follows, see Fig. 4.3: 1 (or axial) is the initial foam block depth
direction, while 2 and 3 are the transverse directions.
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Figure 4.1: Specimens of different apparent densities analyzed in this chapter: Low density
foam (LD) (left), medium density foam (MD) (middle) and high density foam (HD) (right).
4.4 Micro-Computed Tomography (µCT) and seg-
mentation
Six specimens (two of each density) were scanned using a micro-CT (V|Tome|X
s 240, GE Sensing and Inspection Technologies) through the CENIEH (Burgos,
Spain) micro-CT service, with an isotropic voxel resolution of 24 µm (voltage
80kV, intensity 200 µm, integration time 200 ms). Then, the micro-CT images
were segmented using ScanIp software (Simpleware, UK), following a manual
image thresholding method combined with mask connectivity analysis, Fig.
4.2.
In Fig. 4.3, a 3D reconstruction of the three grades of foam samples gen-
erated from micro-CT images is shown. The resulting 3D segmented masks
were analyzed to estimate morphometric parameters in the next section.
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μCT image of a 
#HD specimen
Segmented mask
Figure 4.2: Segmentation of a µCT image of a HD specimen through a manual thresholding
approach.
1
2 3
Figure 4.3: 3D reconstruction of each foam grade generated from µCT images: LF (left),
MF (centre) and HF (right). Testing directions are defined as 1 (axial) and 2,3 (transverse).
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4.5 Morphometric characterization
In order to characterize the microstructure of the different open cell foam spec-
imens, a morphometric analysis of the segmented masks was carried out. We
define the following parameters: foam volume fraction (FV/TV), foam sur-
face area to total volume ratio (FS/TV), foam surface area to material (PUR)
volume ratio (FS/FV), mean strut thickness (Str.Th), mean void dimension
or mean strut separation (Str.Sp), strut number (Str.N), fractal dimension
(D2D, D3D), degree of anisotropy based on mean intercept length (DAMIL3D)
and connectivity density (Conn.D). These parameters are commonly used for
cancellous bone microstructure characterization [8, 245] and its definition is
analogous to the description in section 2.5 for cancellous bone.
We remark that these parameters are average measurements for each region
of interest. Having further information of the foam morphology is important
for the study of local effects in the structure as in case of damage, fracture,
screw insertion or cement augmentation. To give insight into the variation of
those morphometric parameters, we also calculated them in slices of about 5
mm of thickness along specimen height.
4.6 Experimental characterization
We performed mechanical non-destructive compression tests to estimate the
apparent Young’s modulus (Eapp,i) of the different graded foams in their 3
main directions (i=1,2,3 or axial(ax)/transverse(trans)) and destructive com-
pression tests to characterize fracture behavior in the axial direction.
In addition, we applied DIC to images acquired during testing in order to
analyze the inhomogeneous strain distribution and estimate failure parame-
ters.
4.6.1 Compression tests
Quasi-static compression tests were conducted following this protocol: A 10 N
pre-load was defined; then, after 5 preconditioning cycles, an increasing load
was applied with a displacement rate of 1 mm/min between 0.5 % and 1 %
strain levels to avoid damage in the specimens.
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Figure 4.4: Testing set up for compression of foam samples. A local displacement gauge is
used to measure the displacement between compression platens so as to avoid any compliance
effect of the load chain.
Tests were carried out using an electromechanical testing machine (MTS
Criterion C42), with aluminum compression platens (MTS ref.: FYA502A) for
the compression tests and measuring the displacement between compression
platens using a displacement gauge (MTS ref.:632.06H-20). The apparent
stiffness (Eapp,i) of each specimen in its 3 main directions was determined
from the linear response after the last preconditioning cycle, while failure
stress (σf) was defined as the peak value following the elastic response and the
failure strain (εf) was defined as the strain at σf. Yield stress (σy) and strain
(εy) were estimated through the 0.2% convention. The compression test rig is
shown in Fig. 4.4.
4.6.1.1 Testing machine performance checkup
The preliminary results obtained for compression testing of the open cell
polyurethane foams motivated us to test out the performance of the elec-
tromechanical testing machine MTS Criterion c42, because of the differences
206
Chapter 4. Trabecular bone surrogate: Open cell polyurethane foam
characterization
between our measurements and the compressive stiffness values reported by
the manufacturer for each foam grade in their catalog [244]. We tested each
foam grade with three independent sources of displacement metrics, shown
in Fig. 4.5: a displacement gauge from MTS which measures displacement
between compression platens, a standard dial gauge used in metrology labs
and an Instron extensometer attached to the compression platens.
Table 4.3: Comparison of the compressive stiffness measurements from different sources,
expressed as MTS displacement gauge value and percentage differences to the other metrics:
Instron extensometer attached to compression platens and dial gauge. The three different
foam grades studied in this chapter were used for the validation.
Specimen MTS
Ecompr[MPa]
Dial gauge
∆Ecompr[%]
Instron
∆Ecompr[%]
#HD1 93.15 1.8 1.6
#HD2 121.72 2.1 1.75
#MD1 21.71 0.09 0.12
#MD2 23.56 0.58 0.71
#LD1 9.36 0.8 0.85
#LD2 5.39 0.02 0.08
The results of the metrics comparison between the aforementioned sources
are presented in Table. 4.3, expressed as MTS displacement gauge value and
percentage differences to other sources, where it can be noted that the mea-
surement differences are negligible. This procedure permits to validate our
compressive stiffness values obtained through testing. On the other hand, we
contacted the Sawbones support team by email asking for information about
their reported values. They provided us valuable information about the test-
ing protocol used and the results obtained.
As a transcription of the information provided by the manufacturer: they
tested ‘foam blocks of 20 mm length x 20 mm width x 40 mm height with molded
bondo (a filler resin) end plates about 2 mm thick at a rate of 4 mm/min.
Strain measurements were based on crosshead displacement which might be a
source of error if you have better way of testing strain on these specimens un-
der compression. We’ve found modulus highly variable in this foam and we
think it might be based on its structure’.
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Figure 4.5: Testing set up to ascertain the measures from MTS Criterion c42 electromechan-
ical testing machine. Three different sources were tested out: A displacement gauge from
MTS, a dial gauge and an extensometer connected to an Instron external testing machine.
To discard sources of differences to the reported values, we tested one spec-
imen with and without molded methacrylate end caps and at a displacement
rate of 4 mm/min. The results of the comparative study are summarized in
Table 4.4 in terms of % differences from the testing protocol defined in section
4.6.1. Sawbones testing protocol tends to stiffen the compressive modulus re-
sults. Adding methacrylate molded end caps increases 14.9 % Ecompr from a
non-end cap protocol, while a 4 mm/min displacement rate makes the results
a 2.1 % greater than a 1 mm/min displacement rate. Therefore, differences
between the values reported by the manufacturer and our results are not con-
sequence of the testing protocols but the microstructural characteristics of
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each sample that induces potential damage due to specimen machining.
Table 4.4: Comparison of the compressive stiffness measurements using Sawbones’ testing
protocol and the one defined in sec. 4.6.1 for a #HD specimen.
Protocol ∆Ecompr[%]
Resin molded end caps 1 mm/min 14.9
No resin molded end caps 4 mm/min 2.1
4.6.2 Full-field displacement measurement using Digital Image
Correlation (DIC)
The objective of our DIC application to open cell foams is to characterize the
strain field during testing and to detect fracture patterns from speckle and
non-speckle approaches. The results will be used to validate the finite element
models predictions and the failure model proposed.
We used VIC-2D Digital Image Correlation software (v.6.0.2 Correlated
Solutions Inc., US), a high resolution fixed focal lens (HF7518V-2, Myutron,
Japan) with 12 Mpx resolution, 10 mm extension rings, 65 mm focal length
and a spotlight. Perpendicular camera-specimen relative position was ensured
to avoid out-of plane displacements during testing. A region of interest (ROI)
that covered the whole specimen was defined.
Moreover, we used a normalized squared differences pattern matching cri-
terion and an incremental correlation, where each image is compared with the
previous one instead of with the reference image. A high sub-pixel accuracy
was ensured using a high order interpolation spline method (8-tap) [229]. A
squared facet (the grid in which ROI is divided) of 81 mm pixels size, a step
size of 5 pixels and a strain filter size of 21 pixels were defined for the strain
field calculation. Those parameters were defined based on noise minimization
and failure pattern localization accuracy.
Moreover, we study the influence of DIC parameters on the fracture pat-
tern definition and failure properties estimation. Specifically, we study the
following parameter variation:
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• Facet (or subset) size: 31, 51, 81, 101, 125, 151 pixels size.
• Step size: 5, 10, 15, 20 pixels size.
• Speckle vs non-speckle
• Pattern matching criterion: SSD, NSSD, ZNSSD.
• Incremental vs non-incremental correlation
4.7 Numerical characterization
4.7.1 Finite element modeling
We developed finite element models based on high resolution micro-CT to
reproduce the elastic and fracture behavior of the open cell foam specimens
registered in the experiments. Then, the elastic and failure properties for each
specimen are estimated by inverse analysis. The objective is to estimate the
elastic properties at the so-called tissue level (i.e. the PUR material level)
and the failure properties that make the simulations match the experimental
force-displacement curve.
HD 1 HD 2
Figure 4.6: Finite element models developed for the high density open cell foams (HD)
scanned using micro-CT. The finite element mesh of one of the models is shown.
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MD 1 MD 2
Figure 4.7: Finite element models developed for the medium density open cell foams (MD)
scanned using micro-CT. The finite element mesh of one of the models is shown.
LD 1 LD 2
Figure 4.8: Finite element models developed for the low density open cell foams (LD) scanned
using micro-CT. The finite element mesh of one of the models is shown.
Finite element meshes were generated from the micro-CT segmented masks
using ScanIp (Simpleware, UK). The models were meshed with linear tetra-
hedral elements (coded C3D4 in Abaqus), resulting in finite element models
of about 3 million elements and one million nodes for LD and MD grades and
about 6 million elements and 1.5 million nodes for HD grade.
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The finite element models generated for each specimen are shown in Figs.
4.6, 4.7 and 4.8. Linear-elastic isotropic material properties were assigned in
the simulations, calibrated using the experimental data. A Poisson’s ratio
of 0.3 was assumed from the literature [160]. Boundary conditions were de-
fined to mimic the experimental tests, imposing the displacement registered
in the experiments on top face nodes and constraining the displacements in
the load direction on the bottom surface. Lateral surfaces are free (unconfined
compression).
4.7.2 Elastic properties homogenization
The estimation of the stiffness matrix that represents the apparent behavior of
a heterogeneous structure is relevant to be able to analyze the effect of the un-
derlying microstructure on the mechanical properties, which on the contrary
are often assessed experimentally. Experiments may involve compliance effects
or less controlled boundary conditions that may affect the measurements. So,
numerical models permit great control of the boundary conditions and avoid
other experimental issues and have been proved to accurately determine those
apparent properties.
Our approach to calculate the effective apparent properties of foamed
structures is analogous than the used for cancellous bone. It implies two
main steps: the first one is to apply periodic boundary conditions, while the
second is to solve displacement-controlled simulations to calculate the stiffness
matrix (C). In order to be able to define PBC in a heterogeneous structure like
foams, the mesh was mirrored against its three main directions, see Fig. 4.9
(top). Then, the compliance matrix was calculated through Hooke’s law and
applying 6 unitary strain cases (3 for normal strains and 3 for shear strains,
see Fig. 4.9 (bottom)) and computing the stress at the structure surfaces
nodes for each strain case. Further methodology explanations may be found
in section 3.3.3.
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Figure 4.9: Mirroring the structure to be able to apply PBC (top) (volume under analysis
marked in red): 2D view (left) and 3D representation (right) and a schematic representation
of the load cases with periodic boundary conditions to calculate the compliance matrix of
a region of interest (bottom): elongation load cases a),b) and shear load case c). The PBC
have been generalized for the three-dimensional problem.
4.7.3 Compression failure modeling
In this study, we consider that foam failure at the strut level occurs in two
phases: first the stiffness is reduced in the damage phase, following a contin-
uum damage approach, and then the complete fracture of the struts is modeled
using the element deletion technique. This approach has been used to model
compression fracture in foam-like structures as cancellous bone [44, 141, 245].
These damage and fracture approaches were implemented using an Abaqus
user’s subroutine (USDFLD).
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In the quasi-static regime, the isotropic relation of elasticity under damage
mechanics approach is expressed by Eq. 4.1 [144]:
σij = (1−D)Cijklεkl (4.1)
where D is the damage variable, σij , εkl are the stress and strain tensors
and Cijkl is the constitutive elastic tensor. We propose D to vary following an
isotropic damage law experimentally fitted (Eq. 4.2) for cancellous bone based
on an equivalent strain (Eq. 4.3), because of its similarity to foam structure
[245]. Material properties are reduced from compression yield strain (εy,c)
until its 5 % at εf,c. At this point, the finite element is deleted.
D =

0 εeq ≤ εy,c
0.95(
εeq
εf,c
)2 εy,c < εeq < εf,c
0.95 εeq ≥ εf,c
(4.2)
εeq =
√
2
3
εijεij (4.3)
The yield strain (εy,c) and ultimate strain (εf,c) parameters need to be
back calculated from the simulation, so this approach enables the estimation
of failure strains.
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4.8 Results
4.8.1 Stress-strain relationships from quasi-static compression
tests
After the five preconditioning cycles, the stress-strain response registered for
three foam densities may be divided in an approximately linear part, followed
by a non-linear stiffness decrease until the ultimate point, Fig. 4.10. Then, a
softening region is observed within post-yielding until material stacks and the
load bearing capacity increases (not shown in Fig. 4.10). The preconditioning
cycles effect is clearly seen as a significant difference between the initial slope
and the one after the cycles, helping to reduce the side artifacts [30, 23].
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Figure 4.10: Stress-strain response registered in compression tests for three specimens of
different densities.
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4.8.1.1 Apparent Young’s modulus
Compressive stiffness results along the axial and transverse directions are sum-
marized in Table 4.5 as the mean value and the standard deviation for each
foam density grade. The results show different compressive behavior for high,
medium and low density grades. For the HD grade, the transverse direction is
stiffer than the axial one, while for the MD and LD grades the axial direction
is stiffer. To explain this distinct response depending on the foam apparent
density, we refer to morphometric results presented in section 4.8.3. The mor-
phometric analysis along specimens height reveal that, for HD specimens, the
material distribution is not homogeneous and more material is placed near
the upper and bottom surfaces. In those volumes, the foam volume fraction
is around 40%, while in the center of the specimens it decreases to around
20%. Therefore, when the samples are compressed in the axial direction, the
central part of the specimens is more compliant and governs the overall behav-
ior (springs in series effect). In the transverse direction there is more material
that stiffens the elastic behavior (springs in parallel effect). In case of MD and
LD specimens, the variation of the foam volume fraction along the specimens
is lower (from 20% to 12% and from 12% to 8 %, respectively) and specimens
behave more isotropically.
Table 4.5: Mean and standard deviation (SD) values of compressive stiffness for each foam
grade in their axial and transverse directions and yield and fracture stresses and strains
measured through destructive testing in the axial direction.
Eapp,ax ± SD [MPa] Eapp,trans ± SD [MPa] σy [MPa] εy [%] σf [MPa] εf [%]
HD 108.37±27.04 160.56±63.65 1.00 ± 0.28 1.5 ± 0.2 1.09 ± 0.32 1.9 ± 0.3
MD 32.59±4.45 29.45±12.03 0.34 ± 0.05 1.6 ± 0.2 0.38 ± 0.06 2.1 ± 0.3
LD 8.94±1.2 6.14±1.75 0.11 ± 0.02 1.8 ± 0.1 0.13 ± 0.02 2.5 ± 0.2
For the HD specimens, the apparent modulus ranges between 70 and 140
MPa in the axial direction and between 70 and 320 MPa in the transverse
direction. MD and LD samples present less scatter than HD. The apparent
modulus values ranges between 27 and 40 MPa in the axial direction and
between 17 and 65 MPa in the transverse one for MD foams, whereas for LD
group, it ranges from 7 to 11 MPa in the axial and from 5 to 8 MPa in the
transverse direction. The mean value and standard deviation for each density
grade and testing direction is given in Table 4.5.
The manufacturer reports stiffness values for each foam grade (Table 4.1),
but the testing conditions, directions or the standard deviation of the values
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provided are not specified in the catalog. For each foam density, the reported
values are significantly greater than our measurements. After querying the
manufacturer for further details about the testing protocol and results, they
confirmed that specimen dimensions are similar to the ones in this work but
their measurement system is global instead of local. The manufacturer ob-
served a wide scattering of the results, not reported in the catalog. In addi-
tion, specimen machining may also be responsible for some of the scattering
in the mechanical properties due to side artifacts resulting from connectivity
disruption.
Other works in the literature have provided stiffness values very similar to
our measurements. Jonhson and Keller [150] studied the static and dynamic
behavior of LD samples from Sawbones and reported a stiffness value in the
axial direction of approximately 6 MPa, three-fold less than the manufacturer
value, which is similar to our measurements. However, they associate the
differences to specimen dimensions and hypothesize that the manufacturer
tested the whole foam blocks.
As a conclusion, the foams analyzed present apparent modulus directly
related to density, but with a significant scattering. This may be attributed
to microstructural differences and lattice disruption due to machining. Axial
and transverse directions show higher differences for the HD group, whereas
MD and LD groups are more isotropic.
4.8.1.2 Yield and ultimate stresses and strains
The estimation of yield and ultimate properties is also given in Table 4.5. The
HD group presents a mean yield stress of 1 MPa and a mean ultimate stress
of 1.09 MPa. The latter is about one third of the value (3.2 MPa) reported
by the manufacturer. On the other hand, a mean yield strain of 1.5 % and
a mean ultimate strain of 1.9 % were measured for HD specimens. The MD
group presents mean values for the yield and ultimate stresses of 0.34 and 0.38
MPa, respectively, which are about half the value reported by Sawbones. As
happened to the HD group, the yield strain values tend to concentrate around
1.6 %, while the ultimate strain are about 2.1 %. Similarly, approximately half
the reported values by the manufacturer were measured for the LD ultimate
stresses (0.127 MPa) and a mean yield stress of 0.111 MPa, as summarized
in Table 4.5. In this case, a mean yield strain of 1.8 % and a mean ultimate
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strain of 2.5 % were measured.
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Figure 4.11: Representation of the yielding stress (σy) as a function of the apparent modulus
(Eapp) for the three foam grades.
Yield and ultimate stresses show a linear relationship with the apparent
modulus, see Figs. 4.11 and 4.12, despite the scatter of Eapp. Other authors,
like Fu¨rst et al. [147] reported similar linear relationships between ultimate
strain and modulus and, in this sense, the open cell foams resemble cancellous
bone strength-modulus dependence, which has been the reported in the liter-
ature [26, 10, 86]. From our results, this linear relationship is σy=0.008332
Eapp+0.04376, with a correlation coefficient (R
2) of 0.967. The following lin-
ear expression was found between ultimate stress and modulus: σf=0.009079
Eapp+0.04947, (R
2=0.98).
In the case of yield and ultimate strain values, there is no increasing re-
lationship with the apparent modulus, see Figs. 4.13 and 4.14. Yield strain
values show little scattering and they seem to be less dependent on microstruc-
ture and govern the failure process. The plot reveals that yielding is relatively
constant in terms on strain for a wide range of densities. Nevertheless, LD
samples have a yield strain value a bit higher than for HD samples. In the
case of ultimate strain (εf), a larger scatter is found, with an incremental dif-
ference of 30 % between LD and HD groups, Fig. 4.14. Then, a foam of lower
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density is expected to fail at a higher strain than a denser foam, so the first
one undergoes a greater deformation prior to compression failure.
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Figure 4.12: Representation of the failure stress (σf) as a function of the apparent modulus
(Eapp) for the three foam grades.
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Figure 4.13: Representation of the yielding strain (εy) as a function of the apparent modulus
(Eapp) for the three foam grades.
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Figure 4.14: Representation of the failure strain (εf) as a function of the apparent modulus
(Eapp) for the three foam grades.
These results reveal that strains may control failure of open cell polyurethane
foams, as it happens for cancellous bone [10, 26, 72, 50]. Moreover, the wide
scatter of ultimate strain values has been also reported in the literature for
cancellous bone [50, 73]. However, a small but significant dependence on mod-
ulus, volume fraction or microstructure may exist because yield and ultimate
strains increase with decreasing density.
4.8.2 DIC application to compression fracture characteriza-
tion of open cell polyurethane foams
The results of our application of DIC to compression fracture characterization
of open cell polyurethane foams are divided in three main parts. First, we
present a parametric study about DIC variables and procedure options. Sec-
ondly, we report the estimation of the maximum strain value at the apparent
yield and ultimate points. Finally, DIC capability to determine fracture pat-
terns is analyzed. The latter will be compared to finite element models results
in section 4.8.5.3.
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4.8.2.1 Parametric study
With regards to the parametric study, for subset size, step size, correlation
criterion and considering incremental or non-incremental correlation, we ana-
lyzed 2 samples, speckled and non-speckled, of each density grade and we refer
the results to the maximum equivalent strain value measured in the fracture
zone.
Our criterion for choosing appropriate parameters is based on failure pat-
tern detection accuracy and absence of voids in the solution. As we will see in
the results, some parameters lead to accurate results for our criterion, so we
will refer the failure properties estimation to a certain set of DIC parameters
and assume them to be in a range based on the parametric analysis variation
results.
4.8.2.1.1 Subset size
Regarding subset size, we analyzed its influence on failure strain estimation
for 31, 51, 81, 101, 125, and 151 pixels size. The results for the the maximum
equivalent strain (εeq,f) for each foam grade, speckled and non-speckled, can
be seen in Fig. 4.15. Higher maximum strains at failure were registered for
the lowest density for the same combination of DIC parameters. The tendency
observed is that the larger the subset size is, the lower the strain at failure,
and the values tend to converge for increasing subset size.
The differences observed between speckle and non-speckle approaches are
not consistent between foam grades, so they may result from specimen vari-
ability rather than because of the speckle or non-speckle approach. Differences
up to 74 % were found between subset sizes for HD specimens, 100 % for MD
specimens and 100 % for the LD specimens.
Failure is a local phenomenon, so subset size should be large enough to
permit DIC to solve the correspondence problem but small enough to represent
the local effect. Small subset sizes may lead to voids on the solution, while large
subsets may homogenize the solution, as depicted in Fig. 4.16. A compromise
is then needed to measure failure strains.
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Figure 4.15: Subset size influence on the maximum equivalent strain in the failure region
for HD (left), MD (middle) and LD specimens (right). The extension -s denotes speckled
specimen.
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Figure 4.16: Subset size influence on the equivalent strain field for a HD (top) and a LD
(bottom) specimens.
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4.8.2.1.2 Step size
Step size parameter controls the number of pixels over which the correlation is
made, so a low number is recommended to increase accuracy. Here we vary it
between 5 and 20 pixels size for the six samples analyzed and two subset sizes
(81 and 125 pixels). Figs. 4.17, 4.18 and 4.19 show the effect of subset size for
the maximum equivalent strain at fracture for HD, MD and LD specimens,
respectively. A clear influence is observed: a higher step size produces a lower
equivalent strain at fracture with a greater difference for lower subset size.
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Figure 4.17: Effect of step size variation for HD6 specimen (left) anf HD8 (right) for 81 and
125 subset sizes.
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Figure 4.18: Effect of step size variation for MD8 specimen (left) anf MD9 (right) for 81 and
125 subset sizes.
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For 81 pixels of subset size, a maximum difference of 93 % is observed for
HD specimen, 100 % for MD and 124 % for LD specimens. A higher subset
size of 125 pixels led to lower differences between step sizes. For example, a
maximum difference of 59 % was found for HD, 41 % for MD and 45 % for
LD specimens.
Larger step sizes homogenize the strain distribution, as depicted in Fig.
4.20 for a HD specimen. However, the step sizes analyzed describe with a
good level of accuracy the experimental fracture pattern. Then, following the
recommendation that a lower step size increases the accuracy of the solution,
we chose a step size of 5 pixels to estimate failure strains.
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Figure 4.19: Effect of step size variation for LD6 specimen (left) anf LD7 (right) for 81 and
125 subset sizes.
Step 5 Step 10 Step 15 Step 20
Figure 4.20: Influence of step size on the strain distribution. The larger the step size is, the
more homogenized the strain distribution at the failure region.
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4.8.2.1.3 Using speckle in a reticular structure
Speckle was applied to the visible surface of half of the specimens. First, a
white paint was used to increase contrast and then a black spray paint was
applied to ensure speckle randomness, Fig. 4.21. Here we present the effect of
a speckle/non-speckle approaches on the failure pattern description and strain
estimation, see Fig. 4.22 and Table 4.6.
a) b) c) d)
Figure 4.21: Speckled and non-speckled specimen examples: a) HD8 speckled, b) HD10
non-speckled, c) LD6 speckled and d) LD7 non-speckled.
Table 4.6: Mean and standard deviation (STD) values for speckle/non-speckle comparison
for the three densities analyzed.
Sample Mean εeq,f [-] STD εeq,f [-]
HD-s 0.131 0.044
HD 0.116 0.042
MD-s 0.093 0.029
MD 0.126 0.012
LD-s 0.119 0.025
LD 0.132 0.027
A mean value for the fracture strain for speckled HD foams of 0.13 was esti-
mated, while for the non-speckled specimens a mean value of 0.12 was reported.
In case of MD specimens, a mean value of 0.09 was measured for speckle and
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0.13 for non-speckle. LD speckled specimens presented a mean value of 0.12
while non-speckled gave 0.13, Table 4.6. Little differences were observed be-
tween speckle and non-speckle groups but no clear tendency was observed
regarding failure strain values. So, those differences may be attributed to
specimen characteristics rather than the speckle/non-speckle approach.
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Figure 4.22: Equivalent strain distribution for speckled and non-speckled specimens. Slight
differences are found between failure pattern criteria because in the non-speckle approach
failure region is a bit more spread.
Fig. 4.22 depicts equivalent strain distribution for post-yield states of
speckled (top) and non-speckled (bottom) specimens. Qualitatively, both ap-
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proaches are equivalent regarding failure detection, but in case of non-speckled
specimens it seems to be a bit more spread than for the speckle approach. It
could be related to the greater contrast achieved using speckle that enhances
pattern matching. Based on our results, speckled and non-speckled approaches
are equivalent regarding failure strains measurement and their performance is
similar about failure detection, but the speckle approach localizes more failure,
which is slightly more spread in the non-speckle approach.
4.8.2.1.4 Correlation criterion
The influence of the pattern matching criterion in the equivalent strain in
the fractured area is low and a maximum difference between criterion of 7 %
was found, Fig. 4.23. It indicates that during the experiments no significant
changes in lighting occurred.
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Figure 4.23: Representation of strain at the failure region variation as function of pattern
matching criterion. Maximum differences of 7 % were found between criterion.
Choosing between squared differences (SSD), normalized squared differ-
ences (NSSD) or zero-normalized squared differences (ZNSSD) neither influ-
enced the strain distribution, as can be noted in Fig. 4.24. No significant
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differences were found for both speckled (bottom) and non-speckled (top) ap-
proaches.
SSD NSSD ZNSSD
HD10
LD6
Figure 4.24: Equivalent strain distribution for a high density specimen (top) and a low den-
sity specimen (bottom), for a sum of squared differences (SSD) (left), normalized squared dif-
ferences (NSSD) (centre) and zero-normalized squared differences (ZNSSD) pattern matching
criteria (right).
4.8.2.1.5 Incremental vs non-incremental correlation
Considering incremental correlation, that is, comparing each deformed image
to the previous one instead of to the reference image is relevant. In both
cases, the strain values in the failure area do not differ much (Fig. 4.25),
but voids appear in the latter case solution, so the correspondence problem
is not properly solved, Fig. 4.26. In Fig. 4.25, there are slight differences on
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the maximum equivalent strain values but the presence of voids motivates to
discard the non-incremental correlation values.
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Figure 4.25: Influence of considering incremental correlation (IC) on the failure strain in the
fracture area for 6 specimens of different densities.
No IC IC
Figure 4.26: Example of the effect of considering incremental correlation (IC) for a HD
specimen. Voids appear in the high strained areas of the no incremental correlation case.
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4.8.2.2 Failure parameters estimation using DIC results
The parametric DIC results permit to give insight into the effect of DIC on the
maximum equivalent strain measured in the fracture area and on the failure
pattern definition. There was not a unique combination of parameters that
gave the best results, so we refer our results to values registered at the fracture
region for a combination of parameters.
The selection of those parameters depended on the absence of voids on
the solution, minimization of noise and localization of failure pattern. Subset
should be large enough to contain sufficient speckle/texture within it in order
to solve the correspondence problem. Step size is recommended to be as lowest
as possible to increase the solution accuracy. Incremental correlation, which
compares each deformed image with the previous instead with the reference
image, has major importance to avoid holes on the solution, while a filter size
large enough must be selected to avoid strain blurring that makes the fracture
pattern detection vanishes. Then, the following settings were selected: subset
size of 81 pixels, step size of 5 pixels, incremental correlation and a filter size
of 21 pixels.
Table 4.7: Maximum equivalent strain at yield and ultimate points measured in the region
of failure. The results are presented as the mean value and standard deviation for each foam
density.
Sample εeq,y [-] εeq,f [-]
HD 0.078 ±0.029 0.124 ±0.041
MD 0.062 ±0.025 0.109 ±0.027
LD 0.077 ±0.025 0.126 ±0.025
The results of the maximum equivalent strain at yield and ultimate appar-
ent points in the fracture region are presented in Table 4.7 for each density
grade. Mean and standard deviation values are reported. The values for each
specimen are shown in Fig. 4.27. Yield and ultimate strain mean values for
each foam grade were similar. HD foams had a mean maximum equivalent
strain at the apparent yield point of 0.078, MD 0.062 and LD 0.077 and the
same standard deviation was calculated for the three grades. Therefore, the
maximum equivalent strain at the apparent yield point may be independent
of foam density. Furthermore, it is important to note that failure strain es-
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timations were performed on the fractured regions but not in a single strut,
which may be also related to the scattering on failure strain estimation.
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Figure 4.27: Scatter plot of the maximum equivalent strain values at the apparent yield
point (left) and the apparent ultimate point (right) as a function of the apparent density
group of the samples.
On the other hand, regarding ultimate strains, a mean value of 0.12 was
estimated for HD group, 0.11 for MD and 0.13 for LD. Therefore, mean max-
imum equivalent strain values at the failure region at the apparent ultimate
point are also relatively constant over the foam grades. Again, the scattering
on the estimations may be a result from the approach to estimate the values.
It could be interesting to apply this procedure to a single foam strut to cal-
culate failure strains avoiding the homogenization performed by DIC in whole
specimen testing, because we detected that failure tends to be highly localized.
Compression fracture tends to be localized in fracture bands rather than
spread, Figs. 4.22 and 4.24. Speckle had no clear influence on failure strains
determination, but it had a slight effect on the fracture pattern determination,
being a bit more spread for non-speckled specimens.
We did not find any work in the literature that reports failure strains
measured using DIC for open cell polyurethane foams. Wang et al. [174]
studied deformation patterns on polymeric foams using DIC, reporting mate-
rial densification but they did not provide any comparison with experimental
observations. However, contrary to our observations, they claim that high
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density foams show no localization of deformation at any apparent deforma-
tion. On the other hand, [246] also analyzed strain heterogeneities using DIC
and they reported failure to be localized in fracture bands rather than spread.
They did not provide failure strain measurements.
4.8.3 Morphometric characterization results
Table 4.8 shows the morphometric parameters for the 6 specimens scanned by
micro-CT, two for each foam grade. The first conclusion is that each foam
grade is characterized by several parameters, except for Str.Sp, Str.N and
DAMIL, whose values are similar for all foam grades. In addition, we compare
the morphometric values reported by the manufacturer (FV/TV and Str.Sp)
to our measurements. As regards the foam volume fraction (FV/TV), all high
and medium density foams specimens and LD2 match the manufacturer values,
while LD1 volume fraction is lower than expected. This could be attributed to
specimen cutting effects which are more important for the fragile LD foams.
On the other hand, a mean cell size between 1.5 and 2.5 mm is provided,
but they do not specify which value corresponds to each foam grade. Our
estimations of the mean strut separation (Str.Sp) are in the upper range of the
manufacturer values for all the foam densities and are more homogeneous. MD
samples show the lowest Str.Sp value (2.16 mm), followed by HD (2.36 mm)
and LD (2.45 mm). Therefore, Str.Sp does not correlate with the apparent
density of the samples.
Table 4.8: Morphometric parameter results for each open cell polyurethane foamed specimen.
Sample FV/TV
[%]
FS/TV
[mm−1]
FS/FV
[mm−1]
Str.Th
[mm]
Str.Sp
[mm]
Str.N
[mm−1]
D2D[−] D3D[−] DAMIL3D
[-]
Conn.D
[mm−3]
HD1 30.83 1.08 3.61 1.82 2.38 0.169 1.71 2.73 1.11 0.059
HD2 30.81 1.20 3.89 1.81 2.34 0.171 1.71 2.72 1.10 0.093
MD1 15.40 0.93 6.04 0.69 2.15 0.223 1.55 2.56 1.13 0.212
MD2 15.39 0.89 5.77 0.73 2.17 0.210 1.56 2.58 1.11 0.168
LD1 8.01 0.83 10.35 0.34 2.34 0.234 1.43 2.45 1.15 0.507
LD2 10.60 0.86 8.07 0.51 2.57 0.208 1.47 2.49 1.12 0.240
The mean strut thickness (Str.Th) is quite homogeneous within each foam
grade. As expected, HD specimens show the highest Str.Th value, 1.8 mm,
which decreases to 0.7 mm for MD and about 0.4 mm for LD specimens.
Regarding strut number (Str.N), lower differences between foam grades have
been found: a 27% difference between HD and MD, while only a 2% difference
232
Chapter 4. Trabecular bone surrogate: Open cell polyurethane foam
characterization
between MD and LD. Hence, Str.N parameter seems to be better suited to
characterize between high and medium or low density foams.
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Figure 4.28: Results of the morphometric analysis along HD specimen thickness. For each
subvolume, marked with red boxes, the parameters that define the microstructure were
estimated after averaging in each subvolume.
The complexity of the structures, measured from D2D and D3D also makes
it possible to distinguish between density groups. The degree of anisotropy
values, estimated from the fabric tensor calculated through the mean intercept
length method (DAMIL), reveals the existence of a preferred orientation but of
a low degree. Furthermore, the values are very similar for all the foam grades.
This is indicative of a transversely isotropic mechanical behavior, containing
a direction of higher stiffness.
On the other hand, connectivity density values (Conn.D) increase for de-
creasing foam density, and it is related to the amount of material in the region
of analysis. Therefore, HD foams present a lower number of connections com-
pared to MD and LD foams. This may be also visualized analyzing the 3D
reconstruction of the samples, Fig. 4.3, because denser foams have more ma-
terial but less connected.
The morphometric results estimated for subvolumes of approximately 5
mm height for the six specimens scanned by micro-CT are depicted in Figs.
4.28, 4.29 and 4.30 and resumed in Table 4.9. HD results show a greater
concentration of material in the upper and bottom surfaces, see FV/TV values
in Fig. 4.28. FV/TV changes from around 45% and 34% in the upper and
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lower surfaces to around 20% in the central volume. The relationship between
the surface area and the total volume (FS/TV) shows the same trend with the
lowest values in the mid-region of the sample (1-1.2 mm−1) with increasing
values at the surfaces (1.3-1.6 mm−1). The opposite trend is found when
considering the material (PUR) volume as a reference (FS/FV) instead of the
total volume: the highest values in the center (5mm−1) while the lowest near
the surfaces (3.5mm−1).
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Figure 4.29: Results of the morphometric analysis along MD specimen thickness. For each
subvolume, marked with red boxes, the parameters that define the microstructure were
estimated after averaging in each subvolume.
The mean strut thickness (Str.Th) variation is in line with the foam volume
fraction, the greatest values on the surfaces (1.9-2.5 mm) and the lowest in
the middle of the specimen (1.2-1.4 mm). In contrast, a mean void size of
between 2.1 and 2.3 mm near the surfaces increases up to 2.5 mm in the
center. Other parameters, such as the anisotropy degree, Str.N, D2D, D3D and
the connectivity density are quite homogeneous within the foam grade.
As regards the MD specimens, FV/TV, FS/TV and FS/FV present an
analogous behavior to HD specimens, but with less variation. For example,
foam volume fraction changes from 20% to approximately 12%. As for HD,
DAMIL and fractal dimension show little variation along the sections: 3.8% for
the anisotropy, and about 5% for the fractal dimension.
The mean strut thickness increases from 0.55 mm in the central section to
0.8 mm in the external sections. On the contrary, the mean void dimension
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Figure 4.30: Results of the morphometric analysis along LD specimen thickness. For each
subvolume, marked with red boxes, the parameters that define the microstructure were
estimated after averaging in each subvolume.
takes a 2.2 mm value in the center while around 2.05 mm at the surfaces.
Regarding connectivity density, the values estimated are higher than for HD
specimens, which indicate that more connections per unit volume are found
for MD specimens. Furthermore, more connectivity is found in one of the
surfaces, resulting from the production process, and higher values are found
in the areas presenting less material (0.28 mm−3 in contrast to 0.06 mm−3).
The morphometry of the LD foams, resembling osteoporotic cancellous
bone, is more homogeneous in terms of FV/TV, FS/TV, and FS/FV values,
compared to the other foam grades, see Fig. 4.30. For example, volume
fraction changes from 7-8.8 % to 9-12.8% near the surfaces. Again, parameters
like Str.N, DAMIL and D3D show little variation in the section analysis. The
connectivity density values are greater than for MD and HD foams, and present
intra-specimen variation because higher values are found for specimen LD1,
the one of lower FV/TV. In this low apparent density foams, the mean void
dimension is more constant along the sections than for MD and HD specimens.
The mean strut thickness also changes depending on the section and specimen
analyzed. For the specimen LD1, Str.Th varies from 0.31 mm in the central
sections to 0.39 in the external ones, while for LD2, greater values are found:
0.41 mm and 0.63 mm, respectively. In case of Str.Sp, the mean void size
remains nearly constant through the sections analyzed. However, the mean
void size increases in the inner central areas. This effect is more pronounced
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for increasing foam density.
Figure 4.31: Struts thicknesses representation as the maximum sphere that fits within the
segmented mask model: HD (left), MD (centre) and LD (right).
On the other hand, BoneJ software [112] allows to represent graphically
the tissue level results of the mean strut thickness (Str.Th) and mean strut
separation (Str.Sp), see Figs. 4.31 and 4.32. Higher Str.Th values can be noted
near the top and bottom surfaces for the high density foams (Fig. 4.31 left),
while the effect becomes lower for MD (Fig. 4.31 middle) and LD specimens
(Fig. 4.31 right).
Figure 4.32: Voids dimensions representation, visualizing the maximum sphere that fits in
the negative of the foam segmented masks: HD (left), MD (centre) and LD (right).
In case of Str.Sp values, as it can be noted quantitatively in Table 4.9 and
visually in Fig. 4.32, the mean void size remains nearly constant. However, as
happened with Str.Th, but inversely, the mean void size increases in the inner
central areas. This effect is more pronounced for increasing foam density.
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4.8.4 Relationships between microstructural parameters defin-
ing cancellous bone specimens and experimental com-
pression tests
The importance of microstructure on the mechanical response of cancellous
bone [8, 10, 103, 217, 223] motivated us to investigate relationships between
morphometry and open cell foam mechanics. For simplicity, we calculated lin-
ear relationships between the morphometric parameters calculated (FV/TV,
FS/TV, FS/FV, Str.Th, Str.Sp, Str.N, D2D, D3D, DAMIL3D and Conn.D) and
mechanical parameters from the experiments (Eapp, σy, σf, εy and εf).
The correlation coefficients (R2) of the morpho-mechano linear regressions
are summarized in Table 4.10. Some morphometric parameters show a high
degree of correlation to the mechanical response (Eapp, σy, σf and εy), such
as FV/TV, FS/TV, Str.Th, Str.N and D3D. Other parameters (anisotropy
degree, FS/FV and Conn.D) present a lower but significant degree of cor-
relation, while mean void dimension (Str.Sp) shows no correlation to any of
the mechanical variables. In addition, fracture strain (εf) does not correlate
to morphometry. This lack of correlation is also found in cancellous bone
morpho-mechano dependencies.
Table 4.10: Correlation coefficients (R2) of linear regression between morphometry and
mechanical response parameters. Values of R2 greater than 0.9 are typed in bold. The
regressions were significant with a p-value<0.05.
σy εy σf εf Eapp
FV/TV 0.989 0.963 0.990 0.496 0.969
FS/TV 0.924 0.836 0.927 0.431 0.953
FS/FV 0.786 0.771 0.779 0.402 0.727
Str.Th 0.985 0.975 0.986 0.531 0.977
Str.Sp 0.004 0.002 0.003 0.051 0.001
Str.N 0.850 0.925 0.843 0.690 0.864
D2D 0.964 0.934 0.960 0.484 0.928
D3D 0.964 0.949 0.959 0.510 0.927
DAMIL 0.535 0.610 0.513 0.697 0.549
Conn.D 0.595 0.634 0.586 0.417 0.549
In the experimental results section, a linear relationship was observed be-
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tween failure stresses (σy and σf)) and the apparent modulus. Therefore, it is
expected that if any morphometric parameter correlates to one of them, it also
will do to the other two. The results in Table 4.10 confirm this argument. Fig.
4.33 shows some of the linear regressions with high R2 between morphometry
and ultimate stress. These results evidence in a quantitative way the fact that
microstructure controls the mechanical response of open cell foams of different
densities.
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Figure 4.33: Some of the most significant relationships between morphometric parameters
and yield strain and failure stress.
Other authors have investigated relationships between morphometry and
mechanical properties for this type of structures [147]. Some of the reported
relationships are in line with our observations, like is the case of FV/TV, Tb.N
or a weak correlation of Conn.D with modulus or strength [147]. Other pa-
rameters that showed correlation in our results did not correlate to mechanical
parameters in [147].
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4.8.5 Finite element modeling results
4.8.5.1 Elastic modulus and failure properties estimation through
FEM and testing
Table 4.11 shows the tissue Young’s modulus (Ei) estimated for each spec-
imen by inverse analysis using FEM and calibration with test results. The
values estimated for the elastic modulus present differences according to the
foam grade. This could be expected because in the manufacturer’s catalog it
is said that the material is a composite foam made of urethanes, epoxies and
structural fillers, and the material composition may be different for each foam
grade. A mean elastic modulus of 3 GPa was estimated for the material in
high density foams, 2.7 GPa for the medium density foams and 1 GPa for the
low density foams.
Table 4.11: Young’s modulus (Ei), yield (εy) and fracture strains (εf) calculated for each
specimen using finite elements after calibration with the experimental force-displacement
curve.
Ei[GPa] εy [-] εf [-]
HD1 3.290 0.050 0.070
HD2 2.809 0.040 0.058
MD1 2.119 0.03 0.070
MD2 3.358 0.03 0.070
LD1 1.543 0.0225 0.048
LD2 0.579 0.04 0.0775
The results of the back calculation of yield and failure strains for each
specimen using experiments and finite element models are summarized in Ta-
ble 4.11. Finite element models were simulated using Abaqus (6.14, Dassault
Systems, US) and a user subroutine (USDFLD). The failure strain values ob-
tained are quite homogeneous for each density grade and also between MD
and LD groups. HD foams present a mean yield strain of 0.045, 0.03 for MD
and 0.031 for LD. The slightly higher value reported for HD specimens may be
related to its different composition, as it may contain more structural fillers.
On the other hand, fracture strains were also considerably homogeneous be-
tween samples and density grades, as shown in Table 4.11. A mean ultimate
strain of 0.064 was estimated for the HD group, 0.07 for MD and 0.063 for
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LD specimens. Therefore, despite different density and microstructure, tissue
yield and ultimate strains are relatively constant for the 6 samples analyzed.
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Figure 4.34: Comparison of the force-displacement curve obtained from experiments and
simulations.
A comparison between the force-displacement curve from experiments and
FE simulations after calibration is depicted in Fig. 4.34. The numerical mod-
els reproduce the elastic response and predict the failure load. However, a
slight load overestimation is observed prior to the ultimate point. It could be
related to the level of discretization of the models, which in our case is a com-
promise between accuracy and the computational resources available to solve
the models. Another possible reason could be the damage law considered in
the models, which was experimentally fitted for cancellous bone and used here
due to its morphological similarity. Nevertheless, it is shown with the numer-
ical models that the equivalent strain governs failure of the foamed structures
and it describes with high accuracy the compression fracture pattern observed
experimentally. A combination of material property degradation model fol-
lowing a power law and the element deletion technique based on equivalent
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strain accurately describes compression failure of open cell polyurethane foams
of different densities.
4.8.5.2 Complete stiffness matrix estimation from a homogeniza-
tion approach
The results of stiffness matrices estimation through a homogenization ap-
proach are summarized in the following for each specimen scanned. All the
samples show an orthotropic material behavior, which is close to be trans-
versely isotropic, Table 4.12. Therefore, the specimens present 2 or 3 planes
of symmetry, defining their main directions. Moreover, the zero values of the
stiffness matrix were not actually zero but negligible (between 10−6 and 10−7).
This material behavior supports our experimental observations of section 4.8.1,
where transversely isotropic properties were measured for each foam grade.
CHD1 [MPa] =

165.7 37.5 23.9 0 0 0
37.5 186.2 22.7 0 0 0
23.9 22.7 89.2 0 0 0
0 0 0 29.0 0 0
0 0 0 0 33.2 0
0 0 0 0 0 62.5
 (4.4)
CHD2 [MPa] =

201.1 49.0 42.6 0 0 0
49.0 191.9 40.6 0 0 0
42.6 40.6 165.0 0 0 0
0 0 0 45.6 0 0
0 0 0 0 51.0 0
0 0 0 0 0 66.5
 (4.5)
CMD1 [MPa] =

22.5 8.0 12.3 0 0 0
8.0 30.9 14.1 0 0 0
12.3 14.1 42.6 0 0 0
0 0 0 10.3 0 0
0 0 0 0 9.4 0
0 0 0 0 0 8.1
 (4.6)
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CMD2 [MPa] =

28.6 8.0 11.1 0 0 0
8.0 36.7 12.4 0 0 0
11.1 12.4 42.7 0 0 0
0 0 0 11.8 0 0
0 0 0 0 11.0 0
0 0 0 0 0 11.1
 (4.7)
CLD1 [MPa] =

12.8 4.8 8.0 0 0 0
4.8 9.4 6.8 0 0 0
8.0 6.8 19.4 0 0 0
0 0 0 3.5 0 0
0 0 0 0 3.7 0
0 0 0 0 0 2.9
 (4.8)
CLD2 [MPa] =

7.3 2.7 4.0 0 0 0
2.7 6.4 3.7 0 0 0
4.0 3.7 10.4 0 0 0
0 0 0 2.2 0 0
0 0 0 0 2.2 0
0 0 0 0 0 2.0
 (4.9)
The engineering constants (Ex, Ey, Ez, Gxy, Gyz, Gzx, νxy, νyx, νxz, νzx,
νyz, νyz) were calculated from C matrices using the expressions for an or-
thotropic material (Eq. 3.28), and are shown in Table 4.12. Half of the Pois-
son’s ratio can be calculated using symmetry properties of the stiffness matrix.
HD specimens showed a higher stiffness about x and y directions, which form
the transversal plane, with values of around 170 MPa for the two specimens
analyzed, and a less stiff direction z. The higher volume fraction near top and
bottom surfaces makes the samples stiffer about x and y directions, while the
lower FV/TV in the center of the samples makes it more flexible z direction.
In case of MD and LD specimens, material distribution also controls the elastic
response of the samples. In this case, they were more homogeneous regarding
FV/TV so it is the material distribution anisotropy which controls stiffness.
Then, for MD and LD specimens, z direction is stiffer than x and y directions,
Table 4.12. Shear stiffnesses also represent an orthotropic material behavior.
Poisson’s ratios were similar between samples for the same directions but
varied among density grades. For example, a value of around 0.2 was esti-
mated for νxz and HD specimens, which varied up to 0.22 for MD and to 0.3
4.8. Results 243
for LD specimens. Other planes, like xy, presented similar values between
foam grades (around 0.2).
Table 4.12: Engineering constants calculated from stiffness matrices for open cell
polyurethane foam specimens.
HD1 HD2 MD1 MD2 LD1 LD2
Ex [MPa] 153.8 181.9 18.4 25.0 8.9 5.5
Ey [MPa] 174.2 174.1 25.4 32.2 6.6 4.9
Ez [MPa] 84.1 150.8 32.4 35.9 12.5 7.3
νxy [-] 0.174 0.212 0.149 0.146 0.285 0.242
νxz [-] 0.223 0.207 0.240 0.217 0.313 0.296
νyz [-] 0.201 0.194 0.272 0.241 0.262 0.273
νyx [-] 0.197 0.202 0.206 0.187 0.212 0.215
νzx [-] 0.122 0.171 0.424 0.311 0.439 0.395
νzy [-] 0.097 0.168 0.347 0.269 0.496 0.412
Gxy [MPa] 62.5 66.5 8.1 11.1 2.9 2.0
Gyz [MPa] 29.0 45.6 10.3 11.8 3.5 2.2
Gzx [MPa] 33.2 51.0 9.4 11.0 3.7 2.2
4.8.5.3 Fracture patterns characterization using finite elements and
DIC
In Figs. 4.35, 4.36 and 4.37, we compare the equivalent strain field obtained
through the application of DIC to images taken during compression testing
and the finite element predictions. Failure appeared at localized zones and
dominated by microarchitecture. In general and as expected, DIC detects
strain inhomogeneities and clearly localizes failure at the apparent level, while
FEM results are more localized and sometimes present more difficulties to vi-
sualize failure patterns.
High density foams exhibit a failure pattern concentrated in the central re-
gion of the specimens, with a match between DIC and numerical predictions,
even for the secondary fracture patterns. Several struts broke up, conforming
a fracture pattern through the specimens, see Fig. 4.35. On the other hand,
medium density specimens present a main fracture in the central part of the
specimen and other secondary inclined failure patterns detected by DIC and
also predicted by the finite element models, Fig. 4.36.
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HD1
HD2
Figure 4.35: Representation of equivalent strain field for HD specimens using DIC (left)
and FE results (right). Cold colors represent low equivalent strains, while warm colors high
equivalent strain values.
However, several failed regions in the upper part of MD1 appear in the
simulations and the failure pattern is more difficult to distinguish in the mod-
els, see Fig. 4.36 (right). Nevertheless, similarities can be observed between
DIC and FE simulations. Specimen MD2 suffers from deformation near the
upper compression platen, which is not predicted in the simulations because
we did not model compression platens nor its contact with the specimen. We
simply applied a distributed load. An inclined failure pattern is detected by
DIC and also predicted by the numerical model.
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MD1
MD2
Figure 4.36: Representation of equivalent strain field for MD specimens using DIC (left)
and FE results (right). Cold colors represent low equivalent strains, while warm colors high
equivalent strain values.
DIC also detected high strains in the upper and lower surfaces of the low
density specimens, Fig. 4.37. The lower the volume fraction, the greater
the deformations suffered by the specimen at the platen-specimen interface.
Again, a match between DIC and finite element predictions can be observed.
Specimen LD1 presents some inclined fracture planes. These are maximum
shear planes at 45o with respect to the applied compressive load. The frac-
ture pattern is similar in specimen LD2, presenting also inclined fractures. It
can be noted that volume fraction has an influence on the fracture shape. In
our results, the high density foams showed a flat central fracture area, while
medium and low density specimens presented more inclined fracture patterns
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LD1
LD2
Figure 4.37: Representation of equivalent strain field for LD specimens using DIC (left)
and FE results (right). Cold colors represent low equivalent strains, while warm colors high
equivalent strain values.
due to planes of maximum shear.
The application of DIC to detect compression failure patterns in open cell
polyurethane foams has allowed the validation of our FE models to predict
failure response. Our model accurately predicts the failed regions observed
experimentally and supports the idea that failure in foams is controlled by
strains. In addition, microstructure has an influence on the elastic and fracture
behavior, which vary among specimens, even for the same foam density.
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4.9 Conclusions
In this chapter, we have characterized open cell polyurethane foams of three
different densities from morphometric and mechanical perspectives. The mor-
phometric characterization was performed on 6 specimens scanned by micro-
CT and aims at evaluating each sample considering its microstructure. The
three foam densities analyzed were distinguishable by any of the morphologi-
cal parameters analyzed. Furthermore, the study of slices of 5 mm thickness
revealed different morphometry evolution across the sample thickness accord-
ing to density. The inhomogeneities were higher for the high density (HD)
foams, which concentrate more material near the top and bottom surfaces.
Morphometry varied according to that material distribution: for example, a
lower volume fraction, foam surface to volume ratio or mean trabecular thick-
ness were measured in the central region of HD samples. For some parameters,
the inhomogeneities were high, like volume fraction, which varied from 40 %
near the surfaces to about 20 % in the middle. Other parameters, like fractal
dimension or connectivity density presented little changes within HD grade.
MD foam grade is more homogeneous than HD, but presents similar trends
about morphometry variation within a specimen, though of a much lower de-
gree. In case of LD foam grade, the specimens are the most homogeneous.
These analyses may be used to choose between cancellous bone surrogates ac-
cording to the homogeneity needed for the experiments.
Moreover, the morphometry results of the whole specimens were used to
analyze morpho-mechano dependencies through the calculation of linear re-
gressions. Some parameters, like FV/TV, FS/FV, Str.Th, Str.N and D showed
correlation to the elastic modulus, yield and ultimate stresses and yield strain
measured in the experiments.
As regards the mechanical characterization, we measured the elastic re-
sponse along the three main directions and up to failure along the direction
defined as the main one. Three different axial stiffnesses were measured for
each foam grade, but two of them were quite similar, so the specimens pre-
sented an orthotropic material behavior, close to transversely isotropic. In case
of HD specimens, the lower material disposition in the central part makes the
block thickness (we called it axial) direction less stiffer than the transversal
ones. In case of MD and LD specimens, the axial direction is stiffer than
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the transversal ones, but at a lower degree. Therefore, MD and LD specimens
are more homogeneous regarding the stiffness about the three main directions.
A linear relationship between strength (yield stress and ultimate stress)
and stiffness was captured from the experiments, so the stiffer a sample is, the
higher the strength at failure. Yield strains (εy) were relatively constant (HD
foams had a mean value of 1.5 %, MD 1.6 % and LD 1.8 %) and more scatter
was found for the ultimate strain (εf) (mean values of 1.9 %, 2.1 % and 2.5 %
for HD, MD and LD specimens). It indicates that the less dense the foam is,
the greater the failure strain.
Moreover, we applied DIC to images acquired during testing to evaluate
failure strains at the fractured regions and compare the failure pattern predic-
tion between DIC and experiments. An analysis about some DIC parameters
was conducted, which allowed to estimate the variation of the strain at fail-
ure prediction as a function of the setting parameters whose variation had
a significant effect on the estimation of the failure pattern and failure strain
estimation.
DIC permitted to estimate failure strains in the fractured regions. Similar
yield strain values were measured for each foam grade, which supports the
idea that foams failure is strain-controlled. A mean value of 0.078 was esti-
mated for HD, 0.062 for MD and 0.077 for LD specimens. With regards to
the ultimate strain values, the mean value for each density grade was quite
constant: 0.12 for HD, 0.11 for MD and 0.13 for LD group.
As regards the numerical characterization of the compression failure be-
havior, we calculated the elastic properties from two approaches. The elas-
tic properties of the tissue were estimated using finite element models with
a high level of discretization to define morphology and boundary conditions
that match the experimental ones, combined with the experimental response
curve. A mean tissue Young’s modulus of 3 GPa was estimated for HD, 2.7
GPa for MD and 1 GPa for the LD foams.
The model detected the failure experimental pattern with high accuracy,
which matched DIC failure prediction results. Hence, DIC was successfully
used to validate the numerical approach to model compression fracture through
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the detection of fractured regions.
The apparent elastic behavior of each specimen was also assessed from a ho-
mogenization approach, that permitted to characterize each specimen through
its complete stiffness matrix. The estimations are in line with the experimen-
tal observations: HD foams presented higher axial modulus for the transversal
directions, while for MD and LD foams the axial modulus was lower for the
transversal directions. Other engineering constants, like shear stiffness and
Poisson’s ratios were also calculated but could not be compared to experimen-
tal results.
Yield and ultimate strains back-calculated combining experiments and fi-
nite element modeling led to values approximately constant over the density
grades analyzed. HD specimens presented a higher yield strain (0.045) than
MD and LD specimens (0.03), which may be related to the inclusion of more
structural fillers in the high density group. The ultimate strain properties esti-
mated showed little variation between samples, with a mean value close to 0.07.
The information provided in this work is not reported in manufacturer’s
data sheets and it is relevant for a more accurate mechanical characterization
needed in cement augmentation analyses or orthopedic implants assessment.
The thorough morphometric analysis reported here provides information about
its local variation and its relationship to mechanical behavior.

Chapter 5
Application of bone failure
models for the evaluation of
fixation techniques for
scoliosis treatment
5.1 Introduction
The development of this chapter was motivated by the four months research
stay at the Technique University of Eindhoven (TU/e) under the supervision
of Prof. Bert van Rietbergen. This chapter is framed in a project about dif-
ferent procedures to treat scoliosis, specially for early onset scoliosis (EOS).
Scoliosis is a spine condition characterized by 3D abnormal deformity of
importance prevalence at a wide range of ages [181]. Depending on its sever-
ity, different treatments may be applied and surgery may be necessary. Early
onset scoliosis (EOS) is identified when the condition appears before the age
of ten years old and surgery is reported at 56 % of cases [181]. The gold
standard for scoliosis surgical treatment is spinal fusion using pedicle screws
and rods, used to guide spine position, but it is not suitable for EOS because
it may imply severe complications [181], and subsequent operative procedures
and hospitalization are often necessary [182]. Moreover, those patients may
suffer from great spinal growth alterations and other related diseases, such as
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restrictive pulmonary disease due to the highly invasive pedicle screw fixation
[181]. Systems that permit spinal growth have been introduced in the clinical
practice, like expandable rods, that can be sorted as distraction-based im-
plants and magnetically expandable growing rods [181]. However, the first of
those systems requires for surgeries to lengthen the rods at intervals of about 6
months, so it has high economic and psychosocial costs, while the second sys-
tem reduces the need for further surgeries but instrumentation complications
have been reported to a higher degree than conventional rods [181]. Moreover,
pedicle screw pull-out strength has been reported to diminish for decreasing
bone mineral density, so this type of fixation may not be the best option for
osteoporotic patients [180].
a) b)
Figure 5.1: a) Radiopaque UHMWPE sublaminar wire and b) sublaminar fixation system
b), adapted from [180].
Less invasive fixation techniques that reduce the need for further surgical
interventions and that permit spinal normal growth are of great research inter-
est. Polymeric sublaminar cable systems were introduced in the last decade,
including a flat shape that adapts better to the lamina morphology and im-
proves load bearing thanks to the greater contact area [180]. Sublaminar wires
also permit spinal growth and may be applied in growth-guidance constructs
for EOS [181, 182]. Moreover, sublaminar wiring failure strength is relatively
constant for varying bone mineral density [180]. In this context, ultra-high
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molecular weight polyethylene (UHMWPE) cables appear with high poten-
tial. Recently, Roth et al. [180] developed a radiopaque UHMWPE cable
(Fig. 5.1), which contains bismuth oxide (Bi2O3), that enhances the contrast
of the fixation system by imaging, so permits to control its stability and in-
tegrity during its use [182].
The results presented in this chapter deal with two different approaches to
evaluate fixation techniques for scoliosis treatment: First, we evaluate two fix-
ation constructs, pedicle screw (PS) and sublaminar tape (ST), using density-
based finite element models at clinical CT resolution. Secondly, we use micro-
finite element models based on micro-CT images for the estimation of the
pull-out strength of a pedicle screw inserted in a vertebra.
Within the first approach, we aim at evaluating the differences in the pull-
out strength and the stresses distribution in the vertebra between pedicle screw
and sublaminar tape spine fixation configurations. This comparison can give
insight into how each fixation system influences the failure modes observed
experimentally. The finite element models based on density measurements
simulated the experimental tests conditions to investigate both configurations
in the same specimen. A simple linear failure criterion was considered to pre-
dict pull-out failure.
Regarding the second approach, we aim at validating micro-finite element
models (µFEM) based on high resolution images acquired by micro-CT, for the
prediction of the pull-out strength of an implant inserted in three porcine ver-
tebrae. In the literature, it is claimed that the pull-out strength is determined
by the quality of the bone next to the implant, density and osseointegration
[148, 184, 185, 186, 187]. The objective is to evaluate the first hypothesis by
estimating the dimensions of the volume of interest to be included in the sim-
ulations. Cancellous bone morphometry is also analyzed and its influence on
the mechanical response is explored. The µFEM were validated against exper-
iments performed on each vertebra. The pull-out strength was estimated from
the force-displacement response in the experimental tests and using µFEM
and Pistoia criterion [125].
The screw-bone interface was modeled as full-contact. To define the con-
tact interface, different virtual screw placements were studied, analyzing the
resulting stress field to optimize the load bearing, considering just the stress
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transfer through the screw-thread side against the displacement imposed. The
effect of the screw depth insertion was also assessed through simulations.
For each approach analyzed, we will first describe the procedure followed,
then we will present the specimens used, the imaging protocol followed, the
experiments carried out and the finite element model generation. Finally, the
results will be presented and discussed and some conclusions will be stated.
5.2 Fixation constructs evaluation by means of density-
based finite element modeling and experimental
testing
Our main goal in this section is to evaluate pedicle screw (PS) and sublami-
nar tape (ST) constructs as spine fixation systems using a vertebra and finite
element models generated using images at CT resolution (0.5 mm). This com-
parison may give insight into how each fixation configuration influences the
failure locations observed experimentally. PS configuration consists of the
vertebra and screws inserted in the pedicles, while ST construct involves the
vertebra, UHMWPE radiopaque wires and guidance rods, Fig. 5.2. These
configurations were tested out experimentally until failure and modeled using
finite elements.
Pull-out experiments were carried out bilaterally, using a custom config-
uration which is closer to in vivo situation than conventional axial pull-out
tests. Bilateral pull-out consists in applying the load through a bending mo-
ment (Sec. 5.2.3). The experimental study was carried out at Maastricht
UMC+ by A K Roth and R J P Doodkorte. We will focus on the numerical
models generated, and detailed further explanation of the tested specimen,
testing protocols and experimental results can be found in Doodkorte et al.
[247].
The finite element models generated take into account the vertebra, where
material properties are defined according to density measurements, pedicle
screws and sublaminar UHMWPE wires. The experimental setup is modeled
and full bonding is considered at the screws-bone or wire-bone interfaces. A
comparison between the effect of considering each configuration on the stress
distribution is carried out and the failure load is estimated using a linear tensile
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yield stress criterion.
Figure 5.2: Scheme of the pedicle screw (PS) and sublaminar tape (ST) configurations
evaluated in this chapter. Figure adapted from Doodkorte et al. [247].
5.2.1 Specimen description and instrumentation
A human vertebra (T9 level) was used to evaluate the pedicle screw (PS) and
sublaminar tape (ST) configurations using finite elements. The human verte-
bra belonged to a 96 year old male and was dissected out at the Department
of Orthopedic Surgery (Maastricht UMC+, Maastricht, the Netherlands).
The vertebral body was embedded in polymethyl methacrylate (PMMA)
in a custom made device to ensure a perfect alignment between subsequent
micro-CT scanning. The vertebra was first instrumented for ST configuration
image acquisition. UHMWPE tape was included bilaterally and attached to
surrogate rods to position the construct as in the experiments. After its scan-
ning, a surgeon from Maastricht UMC+ instrumented the vertebra for PS
configuration and inserted an implant through each pedicle. The construct
was then scanned to determine the position of the screws in the vertebra.
Both configurations are represented in Fig. 5.3.
Other 17 human thoracic or lumbar vertebrae were used for the experi-
mental study and were randomly selected for PS and ST groups.
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5.2.2 Micro-computed tomography images acquisition and seg-
mentation
The vertebra used was scanned by micro-computed tomography (microCT100,
SCANCO Medical, Switzerland) at a 34.2 µm spatial resolution (70 kV, 200
µA, 300 ms, Al 0.5 mm filter) at the Technique University of Eindhoven (TU/e)
facilities and was then downscaled to clinical computed tomography resolution
(0.5 mm) to make it feasible to simulate the whole fixation construct. In order
to avoid image artifacts due to the different absorption coefficients of the ma-
terials used for PS and ST constructs, three scans were performed using the
aforementioned settings and using a custom holder to scan each configuration
at the same position. This enables to overlay the images between subsequent
scans and add the PS and ST materials to the vertebra digitally. The first
scan comprised the vertebra, the second one the vertebra with the sublaminar
tape and rods to define its position in the experiment, and the last one the
vertebra with the pedicle screws inserted.
Pedicle screw Sublaminar tape
Figure 5.3: 3D reconstruction of the segmented masks of the pedicle screw (PS) and sub-
laminar tape (ST) constructs.
The downscaled images of the vertebra were segmented according to min-
eral content measurements, considering in the model tissues from 170 to 1085
mg HA/cm3. Pedicle screws and sublaminar tape were segmented by manual
5.2. Fixation constructs evaluation by means of density-based finite
element modeling and experimental testing 257
thresholding following visual inspection and the subsequent masks were over-
lapped to the images from the vertebra-only acquisition. A 3D reconstruction
of the resulting segmented models is depicted in Fig. 5.3.
5.2.3 Testing of fixation configurations
The experimental work was performed by A K Roth and R J P Doodkorte at
Maastricht UMC+ and we just present here the methodology and the results
to compare them to our simulations.
Floaddfix dload
Fres 
Mres
Figure 5.4: Scheme of the pedicle screw testing configuration model. The black rectangle
represents the column used to apply a bending moment.
The vertebrae were embedded in PMMA and mounted on a sliding car-
riage with sleeve barriers. Spinal rods were positioned bilaterally and cross-
links were used to stabilize rods during testing. Displacement was applied at
10 mm/min using a universal testing machine (Instron E3000, Instron, USA).
Fixation was tested by the reverse application of a bending moment, resulting
in a force (Fres) in the fixation, as depicted in Figs. 5.4 and 5.5. In case of
pedicle screws, a moment (Mres) is applied at the screw heads, which does
not appear for ST configuration. The distance between fixation and rotation
point was kept constant (dfix=75 mm) as well as the distance between the load
application and rotation points (dload=25 mm). The stiffness of each config-
uration was estimated between 100 and 500 N from the force-displacement
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curve.
Floaddfix dload
Fres 
Figure 5.5: Scheme of the sublaminar tape testing configuration model. The black rectangle
represents the column used to apply a bending moment.
A mean failure load of 2,678 ± 827 N was registered for the pedicle screw
configuration, while sublaminar tape failed at a mean load of 3,563 ± 1,428
N. Besides, a lower stiffness was found for ST (638 ± 135 N/mm) than for
PS (794 ± 168 N/mm). Different failure modes were observed: PS failed by
screw pull-out or by pedicle fracture, whereas ST failed by pedicle fracture or
by lamina fracture.
5.2.4 Generation of finite element models based on density
measurement
Finite element models of each fixation construct were developed from the
micro-CT images segmented using Abaqus (6.14, Dassault Systems, US). Two
meshes were used: the first one is a voxel mesh, generated through a direct con-
version from voxels to finite elements (element type C3D8 coded in Abaqus),
while the second one is a tetrahedral fine mesh (element type C3D4 coded in
Abaqus) which avoids the sharp corners of the voxel-based mesh and permits
smooth surfaces, Fig. 5.6. A total of 211,630 voxel elements and 333,611
nodes, in case of the voxel mesh, or 2,221,436 tetrahedral and 591,859 nodes,
in case of the tetrahedral mesh, compose the PS finite element model, while
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223,466 voxel elements and 363,916 nodes or 2,504,885 tetrahedral elements
and 682,117 nodes integrate the ST configuration models.
a) b)
c) d)
Figure 5.6: Finite element meshes generated for pedicle screw and sublaminar tape configu-
rations: voxel meshes a) c) and tetrahedral meshes b) d).
A density-based FE model was made for the vertebra and a power law
relationship was used in order to assign a Young’s modulus dependent on the
element density, which was obtained by Morgan et al. [130] for human verte-
bral tissue (E(GPa) = 4.73ρ1.56app ). This relationship lead to elastic properties
of the vertebra ranging from 1 to 11 GPa. On the other hand, a Poisson’s ratio
of 0.3 was defined for bone tissue. In case of SP configuration, isotropic elastic
properties were considered for screw Titanium material (E=110 GPa, ν=0.3).
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On the other hand, ST configuration model takes into account the bilateral
spinal rods through a beam connector and the sublaminar tape (UHMWPE:
E=19 GPa, ν=0.3 [181]).
Linear elastic simulations were carried out and a load of 1,000 N was ap-
plied bilaterally for both configurations to compare the load bearing and strain
distribution between fixations. Boundary conditions were defined to mimic the
experiments, that is, displacements in the roller direction were left free, while
the other two orthogonal directions were constrained. A beam connector was
defined, rotating at a distance (dfix) from the construct connection, Figs. 5.4
and 5.5. Besides, full-bonding contact was assumed at the components in-
terface. Moreover, failure load was estimated for each fixation construct as
the load at which the maximum tensile principal stress exceeds the cancellous
bone yield stress (115 MPa [73]).
5.2.5 Results and discussion
The finite element models permit to estimate stresses and strains for PS and
ST configurations due to bilateral testing, Figs. 5.7 and 5.8, respectively. In
both figures, a strain threshold of 0.7 % strain was selected to define yielding
onset at the tissue level [73]. In case of PS construct, a bending moment of
25.05 Nm was applied to the screws head for a 1,000 N applied load, which
produced high stresses and strains areas in the pedicles, Fig. 5.7 (right and
centre). Trabecular regions surrounding screw and near the cortical cortex
also suffer from greater deformations, leading to strain values around cancel-
lous bone yield strain values for the 1,000 N applied load, Fig. 5.7 (left).
Those highly loaded areas at the screw thread and the pedicles show that
pull-out failure or pedicle fracture may occur. This results are consistent with
the failure locations observed experimentally. Both finite element meshes lead
to very similar stress and strain distribution results, except for the peak val-
ues, which were higher for the tetrahedral mesh (about a 50 % in terms of
maximum principal stress) (Fig. 5.7).
ST configuration simulation lead to different strains and stresses distri-
bution than PS, presenting higher values in the lamina, pedicles and in the
contact areas between sublaminar tape and vertebra, Fig 5.8. In this case,
the lamina transmits the load to the vertebral body, and is then distributed
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to the cortical cortex and the trabeculae, Fig. 5.8 (left). The failure locations
observed experimentally are also consistent with the highly loaded regions
predicted by the FE model. The high stresses and strains in the lamina may
result in its fracture, Fig. 5.8 (right), while highly loaded pedicles are also de-
tected by the numerical model, Fig. 5.8 (centre). In case of ST configuration,
less differences on the peak values (13 % in the case of maximum principal
stresses) between the voxel and tetrahedral meshes are found, compared to
the results of the pedicle screw construct, Fig. 5.8.
Figure 5.7: FE results for PS construct considering a 1,000 N applied load using the voxel
mesh (top) and the tetrahedral mesh (bottom). Higher strains are present in the inner
trabecular regions surrounding the screws (left) and in the pedicles (centre). Stresses are
concentrated at the pedicles, lamina cortex and surrounding the screw (right).
Table 5.1 presents the estimation of the failure load for pedicle screw and
sublaminar tape configurations, calculated as the load at which the maximum
principal stress exceeds a tensile yield stress value of 115 MPa [73]. The results
for the voxel mesh show important differences between configurations, predict-
ing a higher failure load for PS. However, it is influenced by the presence of
the lower peak stress values for PS in the voxel mesh, whose differences with
the tetrahedral mesh results may indicate mesh dependence.
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Figure 5.8: Sublaminar tape simulation results for the voxel mesh (top) and the tetrahedral
mesh (bottom) for a 1,000 N applied load (Fload). FE results high strain areas are consistent
to the failure locations observed experimentally for ST construct. The lamina and pedicle
regions suffer from high strains (left, centre). The cortical cortex in the lamina and the
pedicles transmits the loads to the vertebral body (right).
Table 5.1: Failure load for each configuration and mesh estimated as the load at which the
maximum principal stress exceeds the cancellous bone yield stress, considered it as 115 MPa
[73].
Failure load (N) Pedicle screws (PS) Sublaminar tape (ST)
Voxel mesh 8,110 N 4,974 N
Tetrahedral mesh 4,838 N 5,004 N
On the other hand, the failure load estimation for the tetrahedral meshes
reveals very similar values between configurations, being slightly higher for
sublaminar tape (3.4 % higher). Therefore, the fine tetrahedral mesh predicts
a failure load to a certain degree higher for ST configuration, which is also a
less invasive fixation system for the patient.
The experimental setup was modeled considering density-based FE for
both PS and ST groups, which allowed the estimation of load bearing within
the vertebra for each construct during its bilateral testing. Further, the regions
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of higher strains were consistent with the failure locations observed experimen-
tally for PS and ST configurations. PS model presented higher strain values
around the screw, which is related to pull-out failure mode, and at the pedi-
cles due to the induced moment, which may result in fracture at this region.
On the other hand, ST construct shows high strain values in the contact area
between sublaminar tape and vertebra and in the pedicles. Moreover, if we
compare the strain values between PS and ST configurations, similar peak
values are found for the same applied load, while differences are on the high
strained areas location.
The FE models developed have some limitations that need to be mentioned.
First, we superimposed the segmented masks of vertebra and instrumentation.
In case of sublaminar tape, it is not problematic because it does not modify
vertebral morphology. However, for pedicle screws, they were directly included
in the microstructure so the model does not take into account the damaged
tissue due to pedicle screw insertion. However, this approximation may not
be far from reality because the screw location is defined accurately and it
is said that screw fixation depends on the quality of bone around the screw
[148, 184, 185, 186, 187].
On the other hand, an isotropic elastic material model was assumed, while
bone is reported to be non-isotropic and viscoelastic. Linear-elastic simula-
tions were carried out, so non-linear behavior associated to yielding and post-
yielding is not modeled in this work, but we consider a 0.7% threshold as yield
strain to point out yielded areas [73, 125]. Besides, we considered full bonding
contact at the screw-vertebra and sublaminar tape-vertebra interfaces, so a
more complex model accounting for the contact forces at the interface would
be needed to analyze more local failure effects.
Furthermore, downscaling the micro-CT images to CT resolution causes
that trabecular microarchitecture tends to vanish. Therefore, a lower thresh-
old was selected to account for those regions averaged with bone marrow.
Moreover, we estimated the failure load as a linear approximation, consider-
ing failure as the load that exceeds the tensile yield stress. More complex
models would be necessary to perform more accurate predictions. In that
sense, the models developed in this section give an idea of how load for each
configuration is transfered and the location of highly loaded regions rather
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than predicting failure load accurately.
5.3 Prediction of the pull-out strength of a screw
inserted in a vertebra using micro-FE
Here, we aim at validating image-based numerical models to estimate the pull-
out strength of a Stryker Xia 3 Titanium Poliaxial pedicle-screw (Fig. 5.9)
inserted in the vertebral body of three porcine vertebrae. We would like to
point out that, although in clinics the spine fixation is done on the pedicles, we
chose to fix it in the vertebral body for the pilot study on animals. A general
overview of the procedure followed in this chapter can be found in Fig. 5.10.
The vertebrae under study were scanned using micro-CT before and after
the screw insertion, in order to know its exact position to insert it virtually,
avoiding the image artifacts surrounding the screw in the post-insertion micro-
CT acquisition. Those image artifacts are result from the differences in the
absorption coefficient of bone and screw. The virtual placement of the screw in
the numerical model consisted in two stages: a 3D registration of the models
pre- and post-screw-insertion and a model transformation step that allows
translations and rotations to place the screw accurately.
E (GPa)
Figure 5.9: Stryker Xia 3 (left) and its general geometric and material features (rigth).
We carried out axial pull-out test on each vertebra, recording the force-
displacement response of the screw head. To mimic the experimental tests,
micro-FE models were generated from the micro-CT images. Different finite
element analysis were conducted: first, we estimated the volume of interest
(VOI) dimensions of the problem under analysis. Secondly, we studied the
influence of the screw depth insertion on the reaction force. Finally, we esti-
mated the pull-out strength using Pistoia criterion [125] to estimate failure and
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we analyzed the critical strain and volume parameters that minimize the fail-
ure load prediction error. Further, the morphometry of the cancellous bone
surrounding the implant was analyzed and a positive correlation was found
between some parameters and the pull-out strength and stiffness.
Figure 5.10: Scheme of the procedure followed to estimate the pull-out strength.
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5.3.1 Specimen description
Three porcine vertebrae were used in this study. No information about age,
gender or weight was provided. The vertebrae were embedded in PMMA to
facilitate its gripping during the pull-out test, as depicted in Fig. 5.15, while
the vertebral body was left free to allow the screw insertion, see Fig. 5.11.
Specimens were kept frozen at -20 ◦C and thawed at room temperature prior
its scanning and testing.
Figure 5.11: Specimen #1 embedded in PMMA during screw insertion.
The implant we used is a Stryker Xia 3 Titanium Poliaxial pedicle-screw,
designed to treat vertebral degeneration, trauma and deformity correction
applications including adolescent idiopathic scoliosis [248]. In Fig. 5.9, the
Stryker Xia 3 pedicle-screw is depicted together with its general material and
geometric features [248].
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5.3.2 Micro-computed tomography images acquisition, segmen-
tation and morphometric analysis
The vertebrae were scanned by micro-computed tomography using micro-CT
(microCT100, SCANCO Medical, Switzerland) in the Technique University of
Eindhoven (TU/e) facilities at a resolution of 45 µm (integration time= 300
ms, energy= 70 kVp, intensity= 200 µA, Al 0.5 mm filter). The resolution of
the scans allowed to describe cancellous bone microstructure.
Each vertebra was scanned before and after the screw insertion in the
vertebral body. Due to the differences between the absorption coefficient of
implant and bone, image artifacts appeared around the screw in the images
acquired after screw insertion. Those image artifacts modified the gray values
surrounding the screw and were only used to define the position of the screw in
the FE model, while bone geometry was defined from the pre-insertion scan.
Therefore, the numerical models developed in this chapter do not account for
the induced damage resulting from screw insertion.
Figure 5.12: 3D reconstruction of samples #1 (left), #2 (centre) and #3 (right).
The micro-CT images were segmented using a Gauss-filtered thresholding
method [249]. A 3D reconstruction of the segmented models including the
screws is shown in Fig. 5.12, where growth plates are visible and we assumed
them to be closed. In order to investigate the influence of bone microstructure
on the pull-out strength, a morphometric analysis of the bone surrounding the
screw was performed, estimating the bone volume fraction (BV/TV), mean
trabecular thickness (Tb.Th), mean trabecular separation (Tb.Sp), trabecular
number (Tb.N), bone surface to volume ratio (BS/BV) and the degree of
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anisotropy (DA) based on the estimation of the mean intercept length (MIL3D)
parameter [91]. All parameters were calculated using the SCANCO software
to analyze cancellous bone because it was available at TU/e. Mean tissue
density was also estimated for each vertebra from the scans, calibrated for
that purpose, as the mean gray value of the segmented mask of each vertebra,
see Table 5.2.
Table 5.2: Mean tissue density estimated from the segmented masks for each vertebrae.
Vertebra #1 Vertebra #2 Vertebra #3
Mean density [mg HA/cm3] 715.95 711.18 711.54
5.3.3 Screw insertion
The vertebral bodies were drilled before the insertion of the screw, generating
a 2 mm diameter hole. Then, the screw was inserted manually using the
drilled hole as a guide (see Fig. 5.11), until a depth of around 20 mm, with
no intention of overtaking the cortex at the other side of the vertebral body
and tended to avoid growth plates on the vertebral bodies.
The virtual placement of the screw followed the steps summarized on Fig.
5.13. After the screw insertion, each vertebra was scanned using micro-CT to
receive information about its position. A 3D registration was then performed
between the segmented models pre- and post-screw insertion. It allowed for the
estimation of the transformation matrix that needs to be applied to the post
insertion model to get the best mask overlap to the pre-insertion model. The
algorithm searches for rotations and translations that minimize the difference
between the first and the second models after applying the transformation.
To avoid local minimum results, we used a multiscale approach where the
registration is estimated first in downscaled models (with lower resolution)
and the results are used in the next level till reaching the original resolution
level. This approach permits to save CPU time and improves the convergence
of the estimations [249].
The result of the 3D registration for sample #1 is shown in Fig. 5.14, where
we can distinguish overlapping zones (in blue) and non-overlapping zones after
the transformation of the post-insertion model (in red: bone present in pre-
insertion model, in green: material present in the post-insertion model but
not in the initial one).
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Figure 5.13: Virtual screw insertion scheme. Reconstruction of a) pre-insertion model, b)
post-insertion model, c) 3D registration, d) model transformation, e) screw segmentation
after model transformation and f) screw positioning in the pre-insertion vertebra (in red,
non contact region interface).
In Fig. 5.14 (enlarged view), it can be noted the accuracy of the registra-
tion, as the bone microstructure is maintained (in blue). The differences that
can be noticed (in red), are due to the differences in the segmentation pa-
rameters between the models, whose selection was not considered relevant for
the registration step. The segmentation threshold chosen within this approach
may be slightly different but, as the microstructure morphology is maintained,
the 3D registration is accurately estimated.
The transformation matrix was then applied to the post-insertion model, to
position the screw in the pre-insertion model. Then, the screw was segmented
and overlapped to the pre-insertion model. Full bonded contact is considered
in the simulations and we modeled the bone reaming which resulted from im-
plant insertion (marked in red in Fig. 5.13 f) to disconnect screw and vertebra
in the screw voxels that do not bear load. First, a bone mask erosion was per-
formed moving down the screw mask a certain distance. After reaming the
bone mask, the implant was placed back to its original position, resulting in
a loss of contact in the screw voxels that do not transfer load in the screw
pull-out. Due to the use of a voxel mesh, the bone reaming used to define
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Figure 5.14: 3D registration of the models pre- and post-insertion. In the detail, (in blue)
we can distinguish the overlapping after the model transformation. The differences (in red)
result from the different threshold segmentation.
the contact zone needs to be studied. Through this approach, node to node
contact (between voxel corners) may still occur, so we studied different mask
translations (or bone reaming) in a range of [45–270] µm, corresponding to 1
to 6 pixels distance reaming to control load bearing.
5.3.4 Pull-out test
Pull-out tests were carried out on each sample using an Instron (E3000) testing
machine at Maastricth University (UMC+) facilities. The fixtures used to
position the samples in the experimental tests allow the rotation in different
planes to ensure the alignment during uniaxial testing, see Fig. 5.15. A linear
response is expected in the pull-out test until the progressive damage and
failure occurs. We define the pull-out strength (Fpo) as the peak value of the
force-displacement response while the stiffness K (N/mm) is defined as the
slope of the linear response.
The test fixtures were positioned to perform an uniaxial tension test and a
displacement ratio of 60 mm/min was defined with a data acquisition frequency
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of 10 Hz. A pre-load of 45 N was defined for each test.
Figure 5.15: Pull-out test montage. It can be distinguished the rotative device to ensure
uniaxial test conditions.
The force-displacement response of the experimental tests is used to val-
idate the finite element models for failure strength prediction. The displace-
ment recorded in the pull-out test takes into account the displacement of the
entire assembly and was measured using the load cell displacement, so we hy-
pothesize that the local relative displacement between screw and vertebra is
lower than the recorded one.
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5.3.5 Finite element modeling
Finite element models voxel-based were generated from the segmented micro-
CT images, using the voxel to finite element conversion of SCANCO software.
This approach has been extensively used and validated to model the elastic
response of bone tissue [48].
Due to the size of the samples and the resolution of the images, it was
not feasible to simulate the whole vertebra within an acceptable calculation
time. This motivated us to calculate the dimensions of the volume of interest
to reduce the computational resources needed. Furthermore, the FE models
were also used to analyze the influence of the screw depth insertion and the
pull-out strength.
Regarding the material properties of each component, we defined two dif-
ferent linear elastic isotropic materials: Titanium alloy (ETi = 110 GPa,
νTi = 0.3) and bone (Ebone = 10 GPa, νbone = 0.3) [250].
The boundary conditions consist in the application of a displacement in
the top face nodes of the screw and the constraint of the nodes of bone at the
lateral faces, while the nodes at the bottom face were left free.
5.3.5.1 VOI dimensions estimation
Few works in the literature have addressed explicitly the estimation of the
volume of interest (VOI) dimensions when studying the pull-out strength [199,
201, 251]. In [201], the authors analyze what they call global and local VOIs.
The global VOI is a cylinder of 26.5 mm diameter and 9.3 mm height, while
the local VOIs are cylinders of 7 mm diameter and 9.3 mm height. In [251],
a parallelepiped VOI of 12x12x18 mm is studied, while [199] analyze a cubic
VOI of 17 mm side beam-lattice model. In the case of Gabet et al. [184] the
VOI used to perform morphometric analysis accounted for 0.9 mm from the
implant surface. However, the dimensions considered seem to be arbitrary or
at least the authors did not mention any reason.
We carried out a convergence study to estimate the VOI dimensions from
a morphometric and mechanic perspectives. We consider the VOI to be
parallelepiped-shaped and centered on the screw. Different VOI dimensions
are analyzed, from 8 to 23 mm parallelepiped side, maintaining constant the
5.3. Prediction of the pull-out strength of a screw inserted in a vertebra
using micro-FE 273
VOI height. The morphometric approach consists in the analysis of morphol-
ogy evolution for increasing VOI side size, while the numerical simulation ap-
proach consists in performing linear elastic simulations of different VOI sizes
and evaluate the reaction force from the simulations to assess the distance
limit at which cancellous bone bears loading.
5.3.5.2 Screw depth insertion study
We found few studies dealing with the study of the influence of the depth
insertion on the pull-out reaction force [196, 197]. In these studies, the authors
conducted pull-out tests on synthetic cancellous bone of different apparent
densities, trying to mimic either healthy or osteoporotic cancellous bone. They
analyzed the influence of different factors such as density, insertion angle or
insertion depth both alone and combined, proposing a surrogate model to
estimate the pull-out strength.
In our study, the influence of the screw depth insertion on the pull-out
strength was assessed using finite element models. A range of depth insertion
between 5 to 20 mm is analyzed.
5.3.5.3 Pull-out strength estimation
Our numerical approach to estimate the pull-out strength is based on Pistoia
criterion, that evaluates high strained volumes inside the VOI [125].
Fig. 5.16 shows a scheme of Pistoia criterion. Bone failure is assumed
to happen when a significant volume tissue is overloaded. Specifically, the
overloading is considered as exceeding a critical limit of effective strain, defined
as εc = 0.7% in the literature. However, we analyze critical strain to vary in a
range of values reported in the literature for yield strain [0.6-0.9] % [72, 73, 75].
In the analyses, the effective strain at the tissue level is dependent of the
strain-energy density U and the Young’s modulus E (Eq. 5.1).
εeff =
√
2U
E
(5.1)
Pistoia et al. [125] investigated the critical volume threshold that lead to
best prediction. Similarly, we performed a parametric analysis about critical
volume, varying it between 0.5 and 6 %.
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Figure 5.16: Pistoia criterion scheme: Failure occurs when a percentage of the volume under
analysis reaches a critical strain value (εc).
The calculation method of the pull-out strength may be explained as fol-
lows: for a force-displacement simulation, the effective strain distribution for
the vertebra is represented using an histogram. This histogram can be scaled
for other force magnitudes. The pull-out strength is calculated as the one
that makes the histogram to match Pistoia criterion critical values. Then, we
calculate the percentage differences between the numerical prediction and the
experimental results for each pair of critical parameters, computing the over-
all estimation error, Eq. 5.2, where Ei is the percentage difference between
prediction and estimation and N is the number of samples in our data set.
Eestimation =
√√√√ N∑
i=1
Ei
2 (5.2)
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5.4 Results and discussion
5.4.1 Pull-out test
The force-displacement response recorded in the pull-out tests for the three
samples is shown in Fig. 5.17. The responses show high reproducibility and a
linear behavior followed by a rapid decrease, corresponding to the appearance
of damage prior to complete pull-out failure. In Table 5.3, a summary of
the stiffness and the pull-out strength for each tested sample can be found,
estimated from the force-displacement experimental data.
Table 5.3: Pull-out strength and stiffness of the three porcine vertebrae estimated from the
experimental response data
Sample K [N/mm] Fpo [N]
Vertebra #1 557.55 1550
Vertebra #2 575.54 1600
Vertebra #3 538.76 1390
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Figure 5.17: Force-displacement response of the three porcine vertebrae in the pull-out test
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5.4.1.1 Morphometric analysis
The following morphometric parameters were estimated for different VOI sizes
for vertebra #1: BV/TV, BS/BV, Tb.N, Tb.Th, Tb.Sp and DA. As expected,
it can be noted that the values of the microstructural parameters tend to
converge as we increase the VOI dimensions, Fig. 5.18. If the morphometry
affects the pull-out strength, it is important to know the amount of bone to
be considered around the implant for the analysis. The VOI dimensions for
which convergence is achieved are similar to the obtained in the numerical
convergence analysis of section 5.4.2.3, around 17 mm.
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Figure 5.18: Microstructural parameters estimated varying VOI dimensions. The values
tend to converge for increasing VOI size.
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Table 5.4: Microstructural parameters estimated for each vertebra in a VOI of 17 mm side.
Sample BV/TV [-] BS/BV [mm−1] Tb.N [mm−1] Tb.Th [mm] Tb.Sp [mm] DA [-]
Vertebra #1 0.218 16.56 1.81 0.1208 0.432 1.545
Vertebra #2 0.261 15.32 2.00 0.1306 0.369 1.521
Vertebra #3 0.219 14.80 1.62 0.1351 0.483 1.636
We estimated the microstructural parameters for a VOI of 17 mm side
for each vertebra, Table 5.4. The morphology analysis aims at exploring re-
gressions between the parameters that define the VOI microstructure and the
measured pull-out strength and stiffness. Some of the parameters are similar
between samples so the conclusions extracted from the regressions are limited
and should be confirmed with extended data sets.
The results obtained for the relationships between morphometry and pull-
out strength (Table 5.5) and stiffness (Table 5.6) show that some parameters
have a significant influence on them. For example, anisotropy degree (DA) is
the parameter that better correlates to the pull-out strength (R2 = 0.999) for
the 3 points available. Further, mean trabecular separation and trabecular
number correlate well to the pull-out strength, Table 5.5. Those significant
tendencies are depicted in Fig. 5.19. Nevertheless, we would like to empha-
size that both the correlation and the lack of correlation are limited to only 3
points, so some of them may be spurious while other may be more significant
than reported.
Table 5.5: Parameters defining the regressions between microstructure and the pull-out
strength estimated experimentally. Linear regressions in form Fpullout = Axx + B. The
correlation coefficient (R2) for each case is reported.
Fpullout(param) Ax B R
2
BV/TV 3014.1 811.55 0.462
BS/BV 66.791 474.15 0.3034
Tb.N 546.48 524.6 0.913
Tb.Th -8551 2615 0.325
Tb.Sp -1800.4 2284 0.877
DA -1799.9 4334.3 0.999
On the other hand, we also estimated regressions between microstructural
parameters of each sample and the stiffness from the experimental pull-out
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Figure 5.19: Significant linear relationships calculated between morphometry (DA, Tb.Sp
and Tb.N) and pull-out strength.
tests. The most significant linear relationships were found to trabecular num-
ber (Tb.N), mean trabecular separation (Tb.Sp), degree of anisotropy (DA)
and bone volume fraction (BV/TV), depicted in Fig. 5.20. Moreover, the re-
gression results for all the morphometric parameters are summarized in Table
5.6. It is noteworthy that only three samples (n=3) were used in the study,
so the results obtained need to be confirmed in larger datasets.
Table 5.6: Parameters defining the regressions between microstructure and stiffness, esti-
mated from the force-displacement response in the pull-out tests. Linear regressions in form
K = Axx+B.
K(param) Ax B R
2
BV/TV 636.71 409.04 0.7336
BS/BV 6.0533 463.1 0.0886
Tb.N 95.871 383.83 0.9997
Tb.Th -804.32 660.91 0.1023
Tb.Sp -321.32 694.83 0.9941
DA -287 1007.1 0.9035
In the literature, there is no consensus about which morphometric param-
eters affect at a higher degree to the stiffness and strength on an implant
inserted in a vertebra. Some of the results are contradictory, so deeper analy-
sis are needed to extract more robust conclusions. For example, in [184], it is
claimed that the parameters that better correlate to the pull-out strength are
mean trabecular thickness and bone volume fraction. We also found correla-
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tion between stiffness and BV/TV, but not between strength or stiffness and
Tb.Th. A work from Wirth et al. [201] found some parameters to correlate,
such as BV/TV, Tb.Th, Tb.Sp, and Tb.N, but they did not for every sample
in their study. Therefore, a more accurate strength prediction may depend on
a combination of parameters that define mechanical competence.
0.35 0.4 0.45 0.5
520
540
560
580
Tb.Sp [mm]
K
 [N
/m
m
]
1.4 1.6 1.8 2 2.2
520
540
560
580
Tb.N [mm-1]
K
 [N
/m
m
]
1.5 1.55 1.6 1.65
520
540
560
580
DA [-]
K
 [N
/m
m
]
0.2 0.22 0.24 0.26 0.28
520
540
560
580
BV/TV [-]
K
 [N
/m
m
]
Figure 5.20: Regressions with a significant correlation between bone-screw stiffness and
anisotropy degree (DA), bone volume fraction (BV/TV), mean trabecular separation (Tb.Sp)
and trabecular number (Tb.N).
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5.4.2 Finite element modeling
Finite element models of 45 µm resolution were generated to predict the pull-
out strength of a screw inserted in the vertebral body of three porcine verte-
brae. To achieve the goal, other objectives emerged, like the estimation of the
VOI dimensions, the influence of screw placement configuration or its depth
insertion.
Linear elastic simulations were carried out. In Fig. 5.21, the effective strain
distribution of the screw pull-out simulation for each sample is shown in a cut
containing the screw. It can be noted that the load bearing is produced in
the cortical cortex and in cancellous bone up to a certain distance from the
implant. Depending on the morphometry and the contact regions, the load
bearing changes, see Fig. 5.21.
Figure 5.21: Finite element results of the effective strain contours in the mid-plane of the
screw-bone model.
Load bearing is even more clearly distinguished in Fig. 5.22, where the
strain contours for each VOI are presented without the implant. Vertebrae #1
and #2 show high strained areas in the screw thread contact in the cortical
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and cancellous regions, while the high strained areas are less in case of Verte-
bra #3, and almost appear in the cortex only. This situation correlates to the
pull-out strength measured experimentally and indicates that the amount of
bone in contact to the implant and the trabecular architecture have a major
importance on the load-bearing and thus in the pull-out strength.
On the other hand, as discussed in section 3.2.1, reaming the bone mask to
define contact and considering full bonding on the interface may be realistic
from the point of view that it represents a fully osseointegrated implant and
assuming that screw-bone interlocking dominates other modes like friction
within pull-out [201]. Further, much less computational resources are needed
than when considering the non-linearities associated to this problem.
Figure 5.22: Effective strain contours on the bone model. High strained areas can be distin-
guished as result of the pull-out simulation
5.4.2.1 Screw virtual placement
We inserted the screw virtually in the bone mask in order to avoid image arti-
facts from the post-insertion micro-CT acquisition. To perform more realistic
simulations, we considered bone reaming resulting from implant insertion by
eroding bone mask after the translation over a distance in the insertion direc-
tion. The voxel characteristics of the finite element mesh made necessary to
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analyze the effect of the reaming distance to avoid contact on the screw thread
reaming side, that would lead to less realistic load bearing, Fig. 5.23.
Then, we performed analysis to evaluate bone reaming effect over a range
of [1-6] pixels displacement from its original position, corresponding to between
0.045 and 0.27 mm reaming displacement. Fig. 5.23 shows the image-based
finite element models for reaming between 1 to 4 pixels. It can be noted, in
red, contact regions in the reaming thread side that, as the reaming distance
increases they detach, a loss of contact occurs and load transmission is more
realistic, see areas marked in yellow in Fig. 5.23.
Figure 5.23: Detail of the contact zones after the virtual screw placement modeling bone
reaming due to screw insertion over a number of pixels: a) 1 pixel, b) 2 pixels, c) 3 pixels and
d) 4 pixels. In red, contact zones in the screw reaming side that should be avoided. In yellow,
detachment occurs after reaming bone mask a certain distance, making load transmission
more realistic.
Stress distribution results for bone reaming distances of 1 to 4 pixels are
shown in Fig. 5.24. For some of the configurations, the bone-screw contact
cannot be avoided in the reaming side of the thread, marked in red in Fig. 5.24.
Increasing the reaming distance permits to disconnect those nodes, marked in
yellow. However, as can be seen in Fig. 5.24 d) (in red), this screw placement
approach cannot avoid node to node contact on the screw thread tips.
Moreover, we analyzed the bone reaming influence to place the implant on
the variation of the reaction force from the simulations for a VOI side size of
8 mm, Fig. 5.25. Reaming effect is significant so it influences around a 14%
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Figure 5.24: von Misses stress distribution after the virtual screw placement, considering
bone mask reaming over a distance of a) 1 pixel, b) 2 pixels, c) 3 pixels and d) 4 pixels. In
red, none realistic contact regions. In yellow, contact detachment areas after reaming.
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Figure 5.25: Reaming distance influence on the variation of the reaction force. A maximum
reaming distance of 0.27 mm corresponds to 6 pixels.
for a reaming distance of 0.045 mm and it converges for a distance of 0.27
mm, corresponding to 6 pixels reaming distance. We also quantified this effect
varying the VOI side size dimensions between 8 to 22.4 mm, Table 5.7. As
expected, the influence is greater for lower VOI side sizes and it also tends to
converge to about a 6 % influence on the reaction force for a VOI side size of
around 22 mm, Table 5.7.
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Table 5.7: Influence of the screw virtual placement configurations (corresponding to 1 and
6 pixels down movements) on the numerical estimation of the failure force.
VOI size side [mm] ∆1−6 Failure force [%]
8 -13.9
10 -11.6
12 -10
14 -8.8
17.1 -7.6
19.8 -6.8
20.6 -6.6
21.6 -6.5
22.4 -6.2
5.4.2.2 Screw depth insertion study
In Fig. 5.26, we present the numerical results of the influence of the screw
depth insertion on the reaction force from the simulations. As was expected,
a decreasing load is obtained as the depth insertion decreases. The lower the
screw depth insertion is, the lower is the stress transmission to the cancellous
lattice, while the load bearing to the cortical cortex is equivalent. Therefore,
the results in Fig. 5.26 reflect cancellous bone load-bearing capacity, which
seems to be non-linear. To evaluate it, we explored linear and non-linear re-
gressions.
Different regressions were checked out: linear, quadratic and logarithmic.
All of them lead to high correlations but a quadratic relationship (Fpo =
−1.42d2screw+73.8dscrew+743.3, R2 = 0.9982) was found as the best descriptor
of the screw depth insertion influence, compared to linear (Fpo = 37.9dscrew +
943.4, R2 = 0.9766) and logarithmic (Fpo = 437.6ln(dscrew) + 344.3, R
2 =
0.9941) relationships. However, the high correlation coefficient of the linear
regression makes it a good approximation for studying this effect according to
our data.
Our results about screw depth insertion are in line with others in the
literature [196, 197], where the authors found higher pull-out force as the depth
insertion increased, but they did not estimate regression models. Anyway, the
force evolution in their study is very similar to our numerical estimation with
a quadratic/logarithmic shape.
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Figure 5.26: Effect of the screw depth insertion on the reaction force for Vertebra #1.
5.4.2.3 VOI dimensions estimation
We analyzed how reaction force is affected by the dimensions of the VOI. The
results for the analysis for Vertebra #1 are depicted in Fig. 5.27. Similar
results were obtained for Vertebrae #2 and #3. The results point out that
pull-out has influence not only on the bone in contact to the implant but also
on the bone at a certain distance. The reaction force decreases and converges
to a value as the VOI side dimensions increase. Therefore, based on these re-
sults, we may define a VOI of 22 mm diameter to estimate the pull-out strength
numerically. Our results are in line with other VOI dimensions defined in the
literature for an analogous situation[201, 251]. However, this study is limited
because of the screw insertion location. In the clinical practice, the implant
is inserted in the pedicles and there is not such amount of cancellous bone to
be considered in the models, so the whole pedicles should be included in the
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analyses.
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Figure 5.27: VOI dimensions estimation. The reaction force decreases for increasing VOI
side size, which highlights that load bearing includes bone up to a certain distance.
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5.4.2.4 Pull-out strength estimation
We used Pistoia criterion to predict failure as the load at which a critical vol-
ume exceeds a critical strain. It involves two parameters: critical volume and
critical strain. When it was proposed, the authors considered a critical strain
of 0.007 as the compression yield strain [125], and studied the critical volume
that led to best failure load prediction, which was 2 % of the volume. Simi-
larly, we developed a parametric analysis about those two variables within the
following ranges: in case of critical strain, some works report values between
0.006 and 0.009 (Table. 1.4), while we varied the critical volume from 0.5 to
6 %.
The results of the parametric study about failure criterion are presented as
pullout force prediction error as a function of failure parameters, shown in Fig.
5.28. We can clearly distinguish a part of the surface where the estimation
error is larger. For example, errors from 50% to 200% on the pull-out strength
estimation can be found when considering a critical strain equal or greater
than 0.008 and critical volumes larger than 2 %.
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Figure 5.28: Strain distribution for each sample under study.
On the other hand, the region defined by critical strains between 0.006
and 0.008 and critical volumes between 1 to 3 % presents errors lower than
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20%, Fig. 5.28. Within this area, a minimum estimation error is achieved
considering a critical volume of between 1 and 2% and a critical strain of
between 0.006 and 0.007, leading to around 8% error on the estimation of the
pull out strength for our data set.
Pull-out strength values, estimated through finite element models and ex-
periments are summarized in Table 5.8. We defined a critical volume of 1%,
and a critical strain of 0.007 for the results presented in Table 5.8. A good
level of accuracy is found on the failure strength prediction using those critical
values, Fig. 5.29.
Table 5.8: Pull-out strength of the three porcine vertebrae estimated from experimental tests
(FPO,exp) and on an adaption of Pistoia criterion (FPO,predicted).
Sample FPO,exp [N] FPO,predicted [N]
Vertebra #1 1550 1580.4
Vertebra #2 1600 1514.8
Vertebra #3 1390 1240.2
0 500 1000 1500 2000
0
500
1000
1500
2000
FPO,exp [N]
F P
O
,p
re
di
ct
ed
 [N
]
Figure 5.29: Comparison between pull-out strength prediction using micro-FE and Pistoia
criterion and experimental measurements.
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Figure 5.30: Strain distribution for each sample under study.
The failure criterion considered in this study takes into account the per-
centage of volume suffering from strains greater than the critical strain. Thus,
the selection and definition of the VOI is relevant for the criterion.
In Fig. 5.30, the effective strain distribution for a VOI of 17 mm side
is shown for each vertebra. We can notice how Vertebra #1 shows a higher
stressed area than Vertebrae #2 and #3 in the strain histogram. This leads
to a higher pull-out strength estimation.
Based on our results, we can state that a simple linear criterion that takes
into account a high strained bone volume permits to achieve enough accuracy
to estimate the pull-out strength of a screw inserted in a vertebral body.
This way, a quick first approximation of failure load is performed and less
computational resources are needed than if considering non-linearities.
In the literature, Niebur et al. [72] reported that at the apparent com-
pressive yield point, 2.5 % of cancellous bone tissue had exceeded the tissue
yield strain, which is a similar critical volume threshold than our estimation.
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Other works have addressed the problem in an analogous way [200]. They
performed a parametric study about the critical volume fraction and the VOI
dimensions on the pull-out strength estimation and found that for a VOI of
4.7 mm radius around the implant, a critical volume of 84 % led to the best
correlation. This high strained volume is much higher than the one we consid-
ered and highlights the importance of VOI dimensions estimation. The VOI
dimensions we proposed are larger than those but the failure load prediction
was notably accurate. On the other hand, a work from Wirth et al. [201]
pointed out the importance of microstructural features variability for the eval-
uation of screw-bone constructs stiffness. Furthermore, they claimed that not
all the same morphometric parameters were suitable for failure prediction for
different samples, so it may be a combination of microstructural parameters
which are responsible of an accurate prediction. Nevertheless, parameters like
BV/TV, Tb.Th, Tb.Sp and Tb.N were suitable for failure prediction for some
of the samples [201].
We acknowledge some limitations in this study. First, we analyzed three
samples, so our conclusions are limited to them and should be confirmed in
larger data sets. Secondly, the location of the screw did not follow clinical
guidelines. Spine screw fixation is performed through the pedicles and we
inserted them in the vertebral body. This conditions the conclusions about
the VOI dimensions estimation because there is not much bone around the
screws when inserted in the pedicles, so the whole bone pedicles region may be
needed in the models. The image resolution used for the finite element models
generation is on the limit to properly define cancellous bone microstructure
and it is possible to have few elements along the tissue thickness, so the strain
calculation in some points may be inaccurate. However, the strain distribution
histogram was demonstrated not to be much affected by those errors [125].
Furthermore, the virtual screw placement did not account for the damage
induced during insertion and we also considered perfect bonding in the screw-
bone interface. Full bonding would represent a fully osseointegrated implant,
neglecting friction or peri-implant damage. However, this approximation may
be appropriate as screw-bone interlocking dominates frictional and detachment
phenomena [201]. Moreover, we carried out linear elastic simulations to predict
failure, which is a non-linear event, so more complex models would be needed
to perform more accurate predictions of local failure effects.
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5.5 Conclusions
In this chapter, we have evaluated spine fixation techniques for scoliosis treat-
ment from two different approaches. The first one consists in the development
of density-based finite element models of clinical images resolution of two fix-
ation techniques: pedicle screws and sublaminar tape. The second approach
is based on the generation of micro-FE models of a bone-screw construct to
predict its pull-out strength.
With regards to the first approach, a human vertebra was scanned by
micro-CT at clinical resolution and was used to compare the stress distribu-
tion resulting from each configuration from numerical simulations. The mod-
els reproduce bilateral pull-out bending tests conducted on other specimens,
where pull-out load is applied through a bending moment, which is closer to
the in vivo fixation situation. Material properties were assigned at the tissue
level as a function of density measurements from micro-CT and two meshes
were generated: a coarse voxel mesh and a fine tetrahedral mesh.
The models allowed to estimate the load bearing through the vertebra for
each fixation construct. Pedicle screws induce a bending moment in the test-
ing configuration, that does not occur in the sublaminar tape configuration.
Highly loaded regions in PS were found in the pedicles, where the induced
moment was relevant for the deformation state, in the cortical cortex and in
the trabecular lattice around the screw. The implants affect a large region
of cancellous bone in the vertebral body and are much more invasive than
sublaminar tape configuration.
On the other hand, sublaminar tape induces high strains in the lamina,
due to wires attachment, in the pedicles as reaction from the wires anchor-
age and in the cortical cortex, which bore some of the loading. The highly
loaded regions predicted by the finite element models match the experimental
observations of failure modes and location for the two fixation configurations
analyzed.
Furthermore, failure load was estimated using a simple linear criterion that
considers failure as the load at which the tensile yield stress is exceeded and
similar values were obtained for both configurations, but significantly higher
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for the sublaminar tape (around a 3.5 %). Therefore, sublaminar tape pro-
vides a similar and significantly higher pull-out strength than pedicle screws
and is much less invasive because it requires much less surgical interventions
and permits its use with growth-guidance systems, particularly relevant for
early onset scoliosis treatment.
Regarding the second approach, we analyzed pedicle screw fixation in three
porcine vertebrae using micro-FE to predict pull-out strength. Morphometry
was also studied to relate pull-out strength and stiffness from experiments to
the underlying microstructure. Parameters like anisotropy degree (DA), mean
trabecular separation (Tb.Sp) and trabecular number (Tb.N) correlated to
pull-out strength and stiffness. Also, bone volume fraction (BV/TV) corre-
lated to the pull-out stiffness. However, our regressions were calculated using
only three points, so they need to be confirmed with extended datasets.
The morphometry was also estimated for different VOI side sizes in or-
der to evaluate cancellous bone homogeneity within a vertebral body and we
found that a volume around the implant of about 17 mm was representative
in terms of morphometry. VOI side size was also estimated from numerical
models, analyzing the reaction force variation for increasing VOI side size, and
that force converged for a VOI of around 22 mm. Then, the morphometry and
FE approaches lead to similar VOI side size results.
On the other hand, we explored the bone reaming effect that results from
screw insertion on the variation of the reaction force. Specifically, we aim at
finding more realistic load bearing for full bonding contact simulations, and
we studied bone reaming distances between 0.045 to 0.27 mm. A bone ream-
ing distance of 0.23 permits to avoid load transmission through the reaming
thread side of the screw. Reaming has a different contribution according to
VOI dimensions. It decreases for increasing VOI size until a difference of 7 %
for a VOI side size of about 20 mm compared to a reaming distance of 0.045
mm.
Screw depth insertion was also important for the pull-out strength. The
deeper it is, the larger the force, as it could be expected. The load trans-
mission to the cortical cortex was equivalent between insertion depth, so the
differences could be attributed to cancellous bone load bearing, which obvi-
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ously decreases for a lower insertion depth. The relationship obtained could
be approximated with a second order polynomial or with a linear regression,
with high accuracy for both cases.
Finally, we predicted pull-out failure using a high strained volume criterion,
known as Pistoia criterion. It considers failure to occur when a percentage of
volume exceeds a strain threshold, usually the compression yield strain. It is
a simple criterion that has been used as an approximation in several works
in the literature with pretty good performance. We analyzed the pull-out
strength estimation in a parametric study over the critical strain and the
critical volume. The results show that the best predictions were performed for
a critical strain of between 0.006 and 0.007 and a critical volume between 1
and 2 %. The compressive yield strain values reported in the literature match
those values. The failure criterion values results show that a low percentage
of volume that undergoes strains greater than the yield strain is enough to
produce pull-out failure. Using those parameters, we predicted the pull-out
strength of the three samples tested with a good accuracy and differences less
than 8 %. Therefore, a simple failure criterion that accounts for high strained
regions over the VOI may be enough as an approximation to predict pull-out
failure.

Chapter 6
Thesis conclusions and main
contributions
6.1 Conclusions
In this thesis, we have addressed the problem of mechanical and morphomet-
ric characterization of cancellous bone tissue and surrogates. The mechanical
characterization was conducted from experimental and numerical approaches,
while the morphometry was assessed by analyzing cancellous bone images ac-
quired by micro-computed tomography. Moreover, we studied how microstruc-
ture influences the mechanical performance of cancellous bone-like structures.
Morphometry and segmentation
With regards to morphometry characterization, the following parameters were
estimated: BV/TV, BS/BV, BS/TV, Tb.Th, Tb.Sp, Tb.N, D2D, D3D, DAMIL,2D,
DAMIL,3D and Conn.D. Morphometry estimation depends on image segmen-
tation and we studied its influence for three cancellous bone specimens of
different volume fraction.
A segmentation threshold variation of ± 15 % produced changes in the
microstructure as a function of the BV/TV of the sample. This may result in
the disruption of trabecular microstructure for low BV/TV samples, while for
samples of higher volume fraction is less critic. Then, segmentation threshold
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has a greater importance for the analysis of osteoporotic samples because it
may cause the loss of connectivity and a wrong morphometric characterization.
Some parameters were little influenced by segmentation threshold vari-
ation, such as anisotropy degree, with a maximum effect of 4 % for a 15
% threshold increment. Other parameters were linearly influenced, such as
BV/TV and Tb.Th, presenting variations for the limit segmentation thresh-
old values of -64 % to 55 % for BV/TV and of -20 % to 24 % for Tb.Th.
Other parameters showed a non-linear influence for segmentation varia-
tion, such as BS/BV, BS/TV, Tb.Sp, Tb.N, Conn.D and fractal dimension,
and that non-linear effect was greater for samples of lower BV/TV. For ex-
ample, connectivity density (Conn.D) increased for a greater threshold up to
a point that defined the beginning of trabecular connections disruption.
On the other hand, we also evaluated segmentation influence on the appar-
ent modulus estimated using finite element models developed from segmented
masks. We report variations of between 45 to 120 % for the limits that we
considered for threshold variation, which shows the importance of an accurate
segmentation. Furthermore, this study permitted to obtain a power relation-
ship between apparent modulus and bone volume fraction, in agreement with
the literature.
Mechanical characterization
With regards to the mechanical characterization, we followed experimental
and numerical approaches. The first one includes compression testing and
DIC application to images taken during testing, while the numerical analysis
involves finite element modeling based on images acquired by micro-CT.
Quasi-static compression tests permitted to assess the elastic and failure
behavior at the apparent or macro level. The specimens presented an or-
thotropic behavior with a direction of higher stiffness, aligned to the main
trabecular orientation, while the other two directions showed similar stiffness
but significantly different.
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Furthermore, we estimated tissue elastic properties of cancellous bone from
FE and a phantom-based approach. A tissue Young’s modulus of 11.09 ± 1.69
GPa was assessed through a back calculation approach, while using a modulus-
density relationship from Morgan et al. [130] provided similar estimations,
about 10.45 ± 0.18 GPa.
The stiffness matrix was estimated for 5 of the cancellous bone specimens
tested and the results were compared to the experimental measurements, find-
ing accurate numerical prediction for the main trabecular orientation direction
and numerical overestimation for the transversal directions. We hypothesize
and confirmed for the main direction that the estimation about the transversal
directions were performed under a strain range level lower than the one where
stiffness is approximately constant, prior to failure onset, so the differences
about that directions were explained.
We used digital image correlation to estimate surface displacements and
failure strains on the fractured areas. First, we assessed the influence of DIC
parameters variation on strain estimation at failure. Facet and step sizes have
a relevant effect on the failure strain estimation, and an increment of both
parameters reduce the strain estimation up to 40 %. Besides, several param-
eters combination lead to correct failure pattern detection, so values reported
in the literature should be referred to the parameters used.
Furthermore, shear strain (γ12), equivalent strain (εeq) and principal strain
(ε1) were evaluated as variables for failure pattern description and εeq emerged
as the most accurate one. Finally, using a facet size of 125 pixels, 10 pixels of
step size, normalized sum of squared differences pattern matching criterion,
incremental correlation and a filter strain size of 15 pixels led to the estimation
of a maximum equivalent strain at the apparent yield and ultimate points of
2.42 % and 3.66 %, respectively.
Our numerical approach to estimate cancellous bone failure strain prop-
erties consisted of a combination of elastic properties degradation, under a
damage approach, and the elimination of finite elements at fracture conditions
through the element deletion technique. The damage law used was suitable to
reproduce the experimental force-displacement curve until the ultimate point
and allowed the estimation of a tissue yield strain close to 0.7 %. In case of the
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ultimate strain (εf,c), more scattering was found and values in the range 2.8
to 5.25 % were calculated. The behavior of yield and failure strains estimated
numerically supports observations reported in the literature that state that
yield strain values are relatively constant, while ultimate strain values present
a wider scattering.
Relationship between microstructure and mechanical response
We analyzed the dependence of mechanical parameters (Eapp, σy, εy, σf and
εf) measured in quasi-static compression tests to specimen-specific morphome-
tric parameters. We have estimated single parameter linear regressions that
have permitted to find which morphometric descriptors explain variations of
mechanical properties. Specifically, bone volume fraction (BV/TV), bone sur-
face to volume ratio (BS/BV), mean trabecular thickness (Tb.Th) and fractal
dimension (D) presented the best linear correlations.
On the other hand, both the yield and failure strains did not show correla-
tion to any morphometric parameter, except for the case of anisotropy degree
calculated over the transversal plane (DAMIL2D 3), which we considered as a
spurious correlation because of the nearly isotropic values obtained for this
parameter. Therefore, our observations regarding yield and failure strains
confirm other results from the literature that claim that they are almost in-
dependent from density and microstructure.
A similar analysis was conducted relating the complete stiffness matrix
of cancellous bone specimens and their microstructure. Some morphometric
parameters, like BV/TV, BS/BV, Tb.Th and fractal dimension, presented lin-
ear correlation to the axial and shear stiffnesses, so their assessment may be
used to estimate those properties which are difficult to measure experimen-
tally. Moreover, multiple parameter linear regressions were proved to improve
the correlation for the elastic properties prediction. For example, including
BV/TV, BS/BV and fractal dimension improved the correlation for axial stiff-
ness to R2=0.9.
Both approaches, the experimental and the numerical one match as far as
the parameters that showed influence on the mechanical properties are con-
cerned. This enforces the conclusions obtained.
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Cancellous bone surrogates analysis
Open cell polyurethane foams resemble cancellous bone microstructure. We
characterized foams of three different densities from morphometric and me-
chanical perspectives.
Morphometry was characterized for 6 specimens scanned by micro-CT and
aimed at evaluating each sample to give insight into the inhomogeneities within
them. A different morphometry evolution across the samples according to den-
sity was observed. The inhomogeneities were greater for the high density (HD)
foams, concentrating more material near the top and bottom surfaces. Mor-
phometry varied according to that material distribution: for example, lower
volume fraction, foam surface to volume ratio or mean trabecular thickness
were measured in the central region of HD samples. Other parameters, like
fractal dimension or connectivity density presented little changes within HD
grade. MD foam grade is more homogeneous than HD, but present similar
trends about morphometry variation within a specimen, but of a much lower
degree. In case of LD foam grade, the specimens are the most homogeneous.
These analyses may be used to choose between cancellous bone surrogates ac-
cording to the homogeneity needed for the experiments.
With regards to the mechanical characterization, experiments and numeri-
cal elastic homogenization match regarding predicting an orthotropic, close to
transversely isotropic, material behavior. In case of HD specimens, the lower
material disposition in the central part makes the block thickness (we called
it axial) direction less stiffer than the transversal ones. In case of MD and
LD specimens, the axial direction is stiffer than the transversal ones, but at
a low degree. Therefore, MD and LD specimens are also quite homogeneous
regarding the stiffness about the three main directions.
Yield and ultimate stresses presented a linear relationship to the stiffness.
Furthermore, yield strains were relatively constant over the foam densities
studied, but a slightly decreasing yield strain was registered for increasing
density. HD foams had a mean yield strain εy of 1.5 %, MD 1.6 % and LD
1.8 %. More scattering was found for the ultimate strain εf values but the
trend was analogous to that of yield strain. A mean ultimate strain value of
1.9 %, 2.1 % and 2.5 % was registered for HD, MD and LD specimens. It
indicates that the less dense the foam is, the greater deformations undergo
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prior to failure.
The influence of microstructure on the mechanical response was explored
through linear regressions analysis. Similarly to for cancellous bone, param-
eters like FV/TV, FS/FV, Str.Th, Str.N and D showed correlation to the
elastic modulus, yield and ultimate stresses and yield strain measured in the
experiments. However, the regressions had only 6 points, so the correlations
need to be confirmed in other data sets.
DIC permitted to estimate failure strains in the fractured regions. Similar
yield strain values were measured for each foam grade, which supports the
idea that foams failure is strain-controlled and may be independent of density.
A mean value of 0.078 was estimated for HD, 0.062 for MD and 0.077 for LD
specimens. With regards to the ultimate strain values, the mean value for
each density grade was quite constant: 0.12 for HD, 0.11 for MD and 0.13 for
LD group.
Regarding the numerical characterization of the compression failure be-
havior, we calculated tissue elastic properties using finite element models with
a high level of discretization to define specimens morphology and boundary
conditions that match the experiment ones, combined with the experimental
response curve. A mean tissue Young’s modulus of 3 GPa was estimated for
HD, 2.7 GPa for MD and 1 GPa for the low density foams.
Compression failure was modeled using finite elements, material properties
degradation and the element deletion technique. The models allowed to esti-
mate by inverse analysis yield and ultimate strains for each specimen. Failure
strain properties were relatively constant over the density grades analyzed.
However, HD specimens presented a higher yield strain than MD and LD
specimens, which may be related to the inclusion of more structural fillers
in the high density group. The ultimate strain properties estimated showed
little variation between samples, with a mean value close to 0.07. The model
proposed detected with high accuracy the failure compression experimental
pattern, which matched DIC failure prediction results. Therefore, DIC was
successfully used to validate the numerical approach to model compression
fracture through the detection of fractured regions.
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Evaluation of spine fixation techniques
We have evaluated spine fixation techniques for scoliosis treatment from two
different approaches: density-based finite element models of clinical images
resolution of two fixation techniques, pedicle screws and sublaminar tape, and
micro-FE models of a bone-screw construct to predict its pull-out strength.
A human vertebra was scanned by micro-CT at clinical resolution and was
used to compare the stress distribution resulting from each configuration by
simulating bilateral pull-out bending tests that reproduce the in vivo fixation
situation. The models allowed to estimate the load bearing through the ver-
tebra for each fixation construct. We observed that pedicle screws induce a
bending moment in the screw head that does not occur in the sublaminar
tape configuration. Highly loaded regions in screws group were found in the
pedicles, where the induced moment was relevant for the deformation state,
in the cortical cortex and in the trabecular lattice surrounding the screw. The
implants affect a large region of cancellous bone in the vertebral body and are
much more invasive than sublaminar tape configuration. On the other hand,
sublaminar tape induces high strains in the lamina, due to wires attachment,
in the pedicles as a reaction from the wires anchorage and in the cortical cor-
tex. The highly loaded regions predicted by the finite element models match
the experimental observations of failure locations for the two fixation config-
urations analyzed.
Failure load, predicted from simulation results was similar for both con-
figurations, but about a 3.5 % higher for sublaminar tape construct. Then,
sublaminar tape is much less invasive, because it requires less surgical inter-
ventions, permits its use with growth-guidance systems and has a significantly
higher pull-out strength, so it may be more suitable to treat disorders like
early onset scoliosis.
Regarding the second approach, we analyzed pedicle screw fixation on three
porcine vertebrae using micro-FE to predict pull-out strength. Morphometry
was also studied to relate pull-out strength and stiffness from experiments to
the underlying microstructure. Parameters such as anisotropy degree (DA),
mean trabecular separation (Tb.Sp) and trabecular number (Tb.N) correlated
to pull-out strength and stiffness. Also, bone volume fraction (BV/TV) corre-
lated to the pull-out stiffness. However, our regressions were calculated using
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only three points, and they need to be confirmed with extended datasets.
The morphometry was also estimated for different VOI side sizes in order
to evaluate cancellous bone homogeneity within a vertebral body and we found
that a volume surrounding the implant of about 17 mm was representative in
terms of morphometry. VOI side size was also estimated from numerical mod-
els, analyzing the reaction force variation for increasing VOI side size, and
that force converged for a VOI of around 22 mm. Then the morphometry and
FE approaches lead to similar VOI side size results.
On the other hand, we explored the bone reaming effect that results from
screw insertion on the variation of the reaction force. Specifically, we aim at
finding more realistic load bearing for full bonding simulations, and we studied
bone reaming distances between 0.045 to 0.27 mm. A bone reaming distance
of 0.23 permits to avoid load transmission through the reaming threat side of
the screw. Reaming has a different contribution according to VOI dimensions.
It decreases for increasing VOI side until a difference of 7 % for a VOI side
size of about 20 mm compared to a reaming distance of 0.045 mm.
Finally, we predicted pull-out failure using a high strained volume crite-
rion that considers failure to occur when a percentage of volume exceeds a
strain threshold, usually the compression yield strain. The scattering of the
compression yield strain values in the literature motivated us to analyze the
combination of critical volume and strain that led to the best failure strength
prediction, which were a critical strain between 0.6 and 0.7 % and a critical
volume between 1 and 2 %. Those failure criterion values point out that a low
percentage of volume that suffers from strains greater than the yield strain
is enough to produce pull-out failure. Using those parameters, we predicted
the pull-out strength of the three samples tested with a good accuracy and
differences lower than 8 %. Therefore, a simple failure criterion that accounts
for high strained regions over the VOI may be enough as an approximation to
predict pull-out failure.
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6.2 Main contributions of the thesis
• It has been shown that morphometry is highly dependent on image seg-
mentation. This is of great importance for osteoporotic samples (low
BV/TV) because a slight change of the segmentation threshold can pro-
duce the disruption of the trabecular mask lattice and a wrong morpho-
metric characterization.
• Changes of the segmentation threshold have an important effect on the
estimation of the apparent properties using image-based finite element
models.
• Finite element models and the bone mineral density using image phan-
toms lead to very similar results for the estimation of cancellous bone
Young’s modulus at tissue level.
• DIC permits to characterize strain fields during testing and compres-
sion failure patterns using directly the cancellous bone microstructure
as pattern for correlation (no need of speckle).
• DIC performs a reliable and quick validation of the failure model pro-
posed using FE.
• The equivalent strain was the best descriptor of cancellous bone com-
pression failure using finite elements and DIC.
• A combination of micro-CT scanning, experimental tests and finite ele-
ment modeling is a reliable tool to estimate the tissue and failure prop-
erties of cancellous bone.
• Our FE results of cancellous bone failure strains are consistent with
the hypothesis that yield strains are relatively constant over a range of
densities, while failure strains present a wider range of variation.
• Four morphometric parameters such as bone volume fraction (BV/TV),
bone surface to volume ratio (BS/BV), mean trabecular thickness (Tb.Th)
and fractal dimension (D) presented the best linear correlations to the
apparent stiffness (Eapp) and the yield (σy) and ultimate stresses (σf).
• The estimation of axial and shear stiffnesses through homogenization
was improved when the multiple regression included BV/TV, BS/BV
and D.
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• A linear relationship was found between the apparent stiffness and yield
and ultimate stresses of the open cell polyurethane foams of different
densities analyzed as cancellous bone surrogates.
• A detailed morphometric characterization of the three density groups of
open cell foams is provided, that is not available in the manufacturer’s
data sheets.
• The morphometric parameters that presented the best correlation to the
apparent stiffness (Eapp) and the yield (σy) and ultimate stresses (σf)
for the open cell foams match the ones of cancellous bone.
• Two spine fixation configurations, pedicle screw and sublaminar tape,
have been evaluated using the finite element method. The highly loaded
regions of the models match the failure regions observed experimentally.
• Pull-out strength was predicted with a high accuracy using Pistoia cri-
terion.
• Some morphometric parameters, such as BV/TV, anisotropy degree
(DA), mean trabecular separation (Tb.Sp) and trabecular number (Tb.N),
presented a good correlation to the pull-out strength.
Chapter 7
Future work
Some future work may be derived from the investigations developed in this
thesis.
With regards to cancellous bone morphometric characterization, segmen-
tation is often performed on whole specimens and few works have addressed
the problem of individual trabecular segmentation. We propose to use individ-
ual trabecular segmentation to enable a complete 3D description of trabecular
lattice and estimate the local trabecular orientation. It could be then used
to analyze failure at trabecular level and refer damage and fracture to modes
about the local axis.
It may be interesting to study volumes within a sample and relate their
inhomogeneities in morphology to variations on the mechanical behavior from
a numerical approach. Also, a similar study could be performed a posteriori
in fracture analysis and evaluate the morphometry in the failure regions.
Regarding experimental mechanical characterization, many works in the
literature perform compression tests, but there is a lack of consensus and ho-
mogenization regarding the experimental protocols used in the literature.
On the other hand, it is known the major importance of microstructure
on the mechanical behavior of cancellous bone and many works explore sev-
eral morphometric parameters to be descriptors of the mechanical properties
variation. However, a deeper analysis of large datasets is needed to propose
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accurate descriptors based on bone morphometry to elucidate why some pa-
rameters work for some specimens and not for others.
Machine learning and artificial neural networks (ANN) can be applied to
large data sets of cancellous bone in order to propose models of the influence
of microstructure on cancellous bone mechanical properties. These models can
be used as fracture risk predictors and to find cancellous bone microstructures
of great mechanical performance.
Also, it is unclear the dimensions of a specimen to be considered repre-
sentative as a function of BV/TV and location. The non-repetitive cancellous
structure and its heterogeneity among locations may mean that bone state
and failure may depend more on inhomogeneities than the behavior of a ho-
mogeneous representative volume. Therefore, we propose to investigate the
inhomogeneities to control failure and a representative volume to control the
elastic behavior.
With regards to digital image correlation, there is controversy about proper
settings to estimate local properties of a heterogeneous structure and the ac-
curacy of the method to estimate them. Yield and failure at the tissue level
do not occur at the apparent yield point so, a combination of finite element
models and DIC may be used to determine the strain at failure at a specific
trabeculae using the numerical results to assess the apparent strain at which
failure happened.
Cancellous bone toughening mechanisms have not been completely mod-
eled in the literature and their contribution in bone failure is relevant, so we
propose to develop numerical models that account for some of the toughening
mechanisms like bridging or crack deflection, which would be necessary to per-
form more accurate failure analysis. Those models could be used to analyze
local effects of fatigue behavior in bone.
Regarding open cell polyurethane foams, the influence of microstructure
on the overall behavior could be assessed through the estimation of the stiff-
ness matrix of slices of few millimeters and estimate the contribution to the
whole specimen behavior. Furthermore, DIC could be applied to slices of few
millimeters of foam to distinguish local trabecular failure by imaging and es-
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timate those failure properties at individual struts.
The evaluation of spine fixation techniques for scoliosis treatment aimed
at simplicity and accurate predictions of the failure load. However, many
approximations were considered. Contact modeling could be included in the
models to evaluate the relative importance of screw-bone interlocking, friction
and detachment. Also, the damage induced by implant insertion and its effect
on anchorage and implant performance could be included in the models by
scanning the samples without the implant after its insertion and performing
a registration between the intact bone mask and the damaged one.
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