Two ultrasonic techniques are well established for pipe inspection and monitoring: highly sensitive ultrasonic spot thickness measurements, which can be presented in C-scan form, or low frequency guided waves that rapidly screen large areas for big defects. Recently there has been a growing interest in pipe inspection and monitoring systems exploring the middle ground between these two techniques by using higher frequency guided waves over shorter distances. In this paper the use of an axial transducer array (more suitable for monitoring applications) or a single axially scanned transducer (more suitable for inspections) that sends and receives dispersive circumferential guided waves around a pipe has been studied. The presence of a defect is detected as a result of a change in the wave travel time around the pipe circumference as a result of the thickness reduction. Both measurement modalities have a pitch between adjacent transducers/measurements. By approximating the pipe to a plate, a finite element model assisted method to evaluate the detection capabilities (probability of detection-POD) of this short range guided wave technique as a function of scan or transducer pitch is presented. The performance of three guided wave modes (A0, S0, and SH1) are compared in a 10 mm thick plate. The results help to optimize the pitch and defect sensitivity of the setup. For the parameters investigated in this study, it was found that the S0 mode, at 2 MHz.mm, is the most suitable for detecting wide shallow defects. For the same detection capabilities a much wider pitch can be used for S0 mode transducers as compared to SH1 mode transducers. Whereas the SH1 mode, at 3 MHz.mm, is better suited to detecting narrow and deep defects using a relatively small pitch. The S0 mode is much less sensitive to these defects. The A0 mode was excluded from the POD analysis because it had a much higher variability in average thickness measurements, at comparable SNRs, compared to the other two modes.
Introduction
The use of computer modelling and simulation to inform the design process is ubiquitous across all high-value engineering disciplines. NDE is no exception.
Due to recent advances in the speed of solving ultrasonic finite element models [1] a greater number of simulations can now be performed to model the signal response to a wider range of defects and scenarios. The fidelity of these models is high and has been confirmed in numerous experimental studies, so that one can believe the results with confidence [2, 3] . This enables new systems and techniques to be evaluated much faster and in a more cost effective way than before. It also streamlines the design process and allows for the better allocation of physical resources so that experimentation can be focused on the critical elements that are very hard to simulate.
Specifically this paper presents a method of analysis based on the model-assisted probability of detection (MAPOD) approach [4] [5] [6] , which enables quantitative analysis of the detection ability of a given setup or technique -as opposed to the analysis of the accuracy of defect characterisation. This approach is faster and more flexible than physical POD studies, which require a vast number of samples, take a long time to complete, and are expensive [7] .
The NDE technique of interest in this paper uses the changes in travel time of dispersive guided waves as a method of detecting wall loss (corrosion) around the circumference of a pipe, as shown in Fig. 1a . It is important to note that Fig. 1a shows an idealised setup which can excite a directional wave, and although directional sending has been demonstrated and implemented previously [8] this paper is not concerned with the details of practical implementation. The pipes have been modelled as flat plates. Reflections are not considered in this study. In keeping with the MAPOD spirit the purpose of the paper is to inform without much arduous experimentation which type of guided wave mode and configuration should be chosen to achieve the best sensitivity to defects. The outcomes of this study can then inform the construction of a transducer for experimental validation. This paper will simultaneously evaluate two modalities of the same measurement, which either monitor or scan for pipe corrosion. In monitoring mode (Fig. 1b) the measurement is performed by a permanently installed linear array of circumferential guided wave transducers; whereas in scanning mode (Fig. 1c ) a single transducer is axially scanned along the pipe at a predetermined pitch. Both types of measurement have an associated array or scan pitch, which governs the coverage area and therefore the sensitivity to defects.
High frequency dispersive guided waves are an attractive choice for pipe corrosion detection since they sit between the two established ultrasonic pipe monitoring techniques: a) highly sensitive but localised ultrasonic spot thickness measurements [9] , and b) low frequency guided waves that rapidly screen large areas for big defects [10] .
Over the past decade there has been increasing academic and commercial interest [11] , [12] in the use of high frequency guided waves to evaluate pipe corrosion over a much shorter range than conventional long range guided waves, with the hope of trading area coverage for improved measurement sensitivity. Much of the work has concentrated on the imaging of corroded areas using guided wave tomography [13] [14] [15] [16] or detecting defects using reflections [17] [18] [19] [20] , as opposed to evaluating the sensitivity of dispersive guided waves to various defects.
Hirao et al. [21] analysed a technique that included using the dispersive SH1 mode for pipeline inspection. Instanes et al. [22] and Nagy et al. [23] explored the principle of the dispersion of the A0 mode for the purposes of pipeline monitoring. Volker et. al [24] measured the phase change of dispersive Lamb waves to monitor the remaining wall thicknesses around the circumference of a pipe for use as a rapid quasiquantitative screening method. Andruschak et al. [25] studied the use of the SH1 mode as a fast screening tool to detect corrosion at pipe supports. Other ultrasonic area measurement techniques have been studied, such as multi-skip [26] [27] [28] and CHIME [29] , albeit with varying levels of success [30] .
This paper begins with a description of the general measurement principle that was used and the guided wave mode operating characteristics of interest. The method of average thickness estimation and a finite element model used for simulation studies is presented, and the simulation results of B-scan data along a pipe containing defects are shown. This paper then presents the method that was used to determine the probability of detection (POD) for different defects and transducer pitches. Results from the POD study are shown and discussed, and conclusions are drawn. Fig. 1a illustrates the measurement principle of using a single transducer to send and receive a dispersive guided wave that travels around the circumference of the pipe. In order to simplify the simulations in this paper it was considered that the pipe can be unrolled and turned into a plate, as shown in Fig. 2 . Signals are sent from a transmitter on one end of the plate to a receiver at the other, which is equivalent to sending a directional wave around a pipe circumference from one single transducer to itself, using a directional transducer. If the average thickness of the plate or pipe changes the travel time of the dispersive guided wave will change, and hence a wall thinning defect will be detected. A 500 mm propagation path between two transducers was used, with a plate thickness of 10 mm. These dimensions are typical of pipes with diameter range 150-200 mm (6-8″ pipes). For these large diameter to thickness ratios, the assumption that the dispersion curves are the same for waves travelling around the circumference of a pipe and waves travelling in a plate of equivalent thickness is good to within 1% of the group velocity [31] . All guided wave properties in this paper were determined using the DISPERSE software package [32] .
Measurement principle

Mode selection and operating frequency
In this study the fundamental anti-symmetric and symmetric (A0 and S0) Lamb wave modes as well as the first dispersive shear horizontal (SH) mode, SH1, are considered. Table 1 displays the wave pulse input parameters for each of the guided wave modes that were used in simulations. These were chosen based on a number of considerations as will now be discussed. The guided wave toneburst's centre frequency must be situated on a sloped part of the group velocity dispersion curve in order to maximise sensitivity to thickness changes (Table 1) . Furthermore, it was decided that the toneburst should be as narrowband as possible to limit the distortion of the wavepacket as well as the scattering by different spectral components.
The A0 mode operational centre frequency has been chosen as 50 kHz, as this is considered a good trade-off between mode sensitivity to thickness changes and excessive mode attenuation due to fluid loading (37 dB/m) [33] . The toneburst length was limited to 10 cycles to avoid the overall pulse length exceeding the total length of the propagation path between transmitter and receiver, (i.e. one circumference of the pipe if the plate were rolled up again). A centre frequency of 200 kHz and a window width of 25 cycles was selected for the S0 mode. These parameters are a trade-off between attenuation due to fluid loading (29 dB/m), sensitivity to wall thickness changes, dispersiveness of the wavepacket as well as overall pulse length exceeding the propagation path length in an 8'' pipe. The SH1 mode has a centre frequency of 300 kHz and a window width of 25 cycles. The input pulses for all three modes can be seen in Fig. 3 .
All the guided wave modes that are considered here are dispersive, meaning that the group (and phase) velocity of the wave is dependent on the frequency-thickness of the plate in which they are propagating.
If a dispersive guided wave packet is sent between two transducers and a change in thickness occurs, then that change in the thickness will result in a measureable change of the effective group velocity. The average thickness of a plate between two transducers can then be estimated using the a priori knowledge of the group velocity curves of the Lamb and SH wave modes, shown in Fig. 4a and b.
Pure mode generation, transducer size and beam shape
It has been shown that specially designed transducers can produce pure A0 or S0 modes [8, 34] , whereas it is much more difficult to produce a pure SH1 mode. In reality the non-dispersive SH0 mode is also excited, however, provided the propagation distance is sufficiently large these two modes are distinguishable from one another [35] .
In order to enable a comparison of the capabilities of the different guided wave modes it has been assumed for this study that a perfect transducer for excitation of a pure mode can be built. A transducer width of 50 mm has been chosen as this is a practical size. A simulation of the radiated fields for the three different guided wave modes based on Huygen's principle is shown in Fig. 3 . The shape of the radiated field is highly dependent on wavelength, and the smaller the wavelength the narrower the beam and the smaller the attenuation of the pulse due to beam spread. This study is mainly interested in the straight line between the two transducers, however, the relative width of the main beam may influence the sensitivity to defects of different sizes. 
Estimating the average thickness from the measurement result
The average thickness of the plate, between the sending and receiving transducers, can be estimated from the arrival time of a pulse propagated between them [2] . As this method determines the average thickness it is possible for different corrosion profiles, along the propagation path, to have the same value of average thickness. One corrosion profile could be uniformly thinned by 1 mm over 0.5 m propagation path in a 10 mm plate, compared to another corrosion profile, which has 2 mm of thinning over 0.25 m propagation path. Both would have an average thickness of 9 mm over the total propagation path of 0.5 m. Any timing delays due to transducer design or equipment setup have been assumed to be constant.
Thickness estimation from A-scan data
While there are many more advanced algorithms available [2, 24, 36] a simple thickness inversion method based on the change in measured group velocity was used in order to provide a comparison of the three guided wave modes. The group velocity, c g , of the waves is extracted by simply using:
where, D is the distance between the two transducers and T is the travel time between the input and output signals. The travel time, T, is calculated by first cross correlating the Hilbert envelopes of the input and the output signals each of which have N samples.
The cross correlation function of the two signals, C, is a maximum at T therefore:
where f s is the sampling frequency of the signals and t peak is the time at which C is at a maximum. The maximum of C was interpolated using the quadratic peak interpolation [37] to improve the accuracy of T, ensuring the distortions of even the smallest defects were observed. Once c g has been established the corresponding frequency-thickness value, F Thick , can be determined from the known group velocity curves, shown in Fig. 4 . The thickness, b, can be extracted using the known centre frequency of the input pulse, f centre ,
Expected thickness
The two dimensional model presented in Fig. 2 does not accurately represent realistic measurement setups. In more realistic 3D scenarios both a finite transducer and defect width will need to be accounted for. Nonetheless, it is important to have a simple model that gives an idea of the expected wall thickness measurements, against which the simulation results can be compared. Therefore, a ray based model was used to indicate the expected measured wall thickness variation across the defect. This is illustrated in Fig. 5 . This simplified model assumes that the transducer has a finite width and that straight rays travel from the transmitter to the receiver through the plate (and defect) medium without scattering. Furthermore, it is assumed that the resultant average travel time of all the rays will be the average travel time of the received signal. Therefore at a given transducer and defect position the expected thickness can be estimated and compared against the results calculated using the method in Section 4.1.
Finite element setup
A finite element (FE) model was created to simulate the effect of different defect sizes and shapes on the three guided wave modes, thereby testing the ability of the thickness extraction algorithm to extract a value of the average thickness between two points with different defects. The base model was a structured mesh, to which defects were added. The base model has similar characteristics to the experimentally validated FE model presented in [3] , with much higher elements per wavelength in the case of the A0 and S0 modes. It was solved in the time domain using explicit time steps, performed by the open source POGO software package [1] , which uses a GPU solver taking advantage of the higher processing speeds associated with parallel processing. The model of the plate is 1000×400×10 mm damping factor attenuating any elastic energy within the ALID region [2] . The transmitting and receiving node sets were 50 mm in length. The meshing was performed by a custom C++ code, which generated the node positions and identified the nodes corresponding to each linear brick element. Two defect types were placed in the finite element model: a) a circular Hann profile defect (Fig. 6b ) and b) a circular part thickness hole (Fig. 6c) . In order to create the part thickness hole the appropriate elements within the volume of the hole were removed, thereby approximating a circle (Fig. 6d) . For the Hann profile defect the height (z component) of all the nodes through the thickness were scaled to form the desired profile, therefore for a 5 mm deep defect the element size in the z-direction was 0.5 mm at the defect's deepest point. The width and depth of both defect types were variable. A summary of the eighteen defect dimensions which were modelled is shown in Table 2 . The defects were placed at the centre point between the two transducers, thus modelling a defect at the 6 o′clock position -if the setup of Fig. 1a is taken as a reference.
B-scans, illustrated in Fig. 5 , of all defect sizes were performed to examine the effect of defect location in the x direction on detectability. Simulations were performed at regular intervals (every 5 mm) over a 300 mm range, 150 mm either side of the defect, thereby producing a thickness profile of each mode and defect. The B-scans were modelled by repositioning the defect in the finite element model and only half of the simulations were performed since the scan is symmetric either side of the defect.
Sample of thickness profile results from B-scans
All the defects in Table 2 were modelled. However, for the sake of brevity, only six representative thickness profiles are shown. These illustrate the effect each defect and guided wave mode has on the extracted average thickness profile. The thickness profiles for the 90×2 mm defects are shown for both the Hann profile defects and the part thickness holes in Fig. 7 . To make it easier to compare the results the mean plate thickness of 10 mm has been subtracted from all of the results so that only the measured thickness change is shown.
The results clearly show that for the A0 mode the simple thickness extraction method yields very different results compared to the ray model for both defect types. It is clear that there is significant distortion and scattering of the guided wave as it passes through and around the defect. This leads to large variations in the signal at the receiving transducer and hence large variations in extracted thickness. However, when the axial positions of the transducers lie inside the diameter of the Hann profile defects the extracted thickness profile does approximate to the expected thickness reasonably well. The extracted thickness profiles from S0 signals much more closely resemble the predictions of ray theory. In both the S0 thickness profiles the extracted thickness outside the defect diameter is close to the expected thickness (i.e. zero thickness change). When the transducers are aligned with the defect edges, for both defect types, there are slight increases in the extracted thickness; however, the peak value of this thickness increase is small in comparison to the extracted thickness inside the diameter of the defect. Both defects show a reasonable estimation of the minimum thickness but they underestimated it bỹ 20%. The underestimation is most likely due to the S0 phase velocity tending towards a constant value at low frequency thickness products.
The SH1 mode is unable to track the expected thickness profile of the Hann profile defect for either of the defects shown in Fig. 7 due to the scattering of the mode. The resultant interference led to large thickness changes (increases and decreases) relative to the expected change in thickness in most cases. Also the cut-off frequency must be considered. The SH1 cut-off occurs at approximately 1.7 MHz.mm and below this frequency thickness the mode cannot propagate. Therefore, the 10 mm defect-free plate has a frequency cut-off at 170 kHz. But the frequency cut-off for thickness reductions of 1 mm and 2 mm are 189 kHz, 212.5 kHz, respectively which allow the SH1 to propagate (2 mm case is shown in Fig. 7) , unlike thickness reductions of 5 mm from the nominal 10 mm. which has a cut-off off frequency of 340 kHz. As well as reflection and scattering the SH1 mode, the blocking of the SH1 mode will result in mode conversion of the wave to the SH0 mode at thicknesses below the cut of before mode converting back to SH1 when the thickness increases [38] .
While the measured defect thickness profiles did not all conform to expected profiles as calculated by the ray model, they all showed considerable deviations from the baseline average thickness (i.e. the situation with no defect present). These deviations will have implications on sizing, however, when considering just detection then a substantial difference from the baseline thickness value is an indication that a defect is present.
Model of the probability of detecting a defect incorporating measurement pitch
This section presents a method to quantify the detection capabilities 
Table 2
Summary of the eighteen different defect sizes which were modelled in the finite element model as both Hann profile defects and part thickness holes, totaling 36 simulations for each guided wave mode. 20×1  30×1  60×1  90×1  120×1  10×2  20×2  30×2  60×2  90×2  120×2  10×5  20×5  30×5  60×5  90×5  120×5 R. Howard, F. Cegla
Defect dimensions (diameter x depth in mm)
10×1
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of the different modes with the aim of quantifying the minimum defect size that can be detected for a particular setup and mode. The approach is similar to other methods of extracting probability of detection (POD) and probability of false alarm (PFA) that are reported in the literature [39] [40] [41] . This study is interested in the two setups illustrated in Fig. 1b and c, with the circumferential position of the defect fixed at the 6 o′clock position. The authors also carried out simulations of defects at the 3 o′clock and 9 o′clock positions; however, there was only a small difference between the three positions and for the sake of brevity these results are not shown. A probability distribution can be attributed to measurements of the defect free baseline extracted thickness and the extracted thickness if a defect is present, p(thickness|baseline) and p(thickness|defect) respectively. These distributions can be overlaid as shown in Fig. 8 . In order to call a defect an arbitrary threshold has to be chosen, if the change in average thickness measured by a sensor exceeds this threshold a defect (or wall thinning) is called. The values of the POD and PFA can then be calculated from the areas under the probability distribution curves which are above or below the threshold as follows [39, 42, 43] :
where the true positive (TP), false positive (FP), true negative (TN) and false negative (FN) represent the integrals of the two thickness distributions either side of the threshold, as shown in Fig. 8 . For the purpose of this paper we define a call threshold of 3σ of p(thickness|baseline), this means if the measured thickness change exceeds the mean baseline thickness by 3σ then thinning (i.e. a defect) is detected. Therefore, in this study the PFA has been fixed at 0.0027 (0.27%). In order to calculate the POD and PFA both distributions, p(thickness|defect) and p(thickness|baseline), need to be determined.
Determination of the probability distribution of thickness measurements without defect
The guided wave signals from the FE simulations of a defect free plate of constant baseline thickness (10 mm) were used to extract the probability distribution of baseline thickness measurements due to a particular noise level, p(thickness|baseline). To simulate the different noise levels, filtered noise with the corresponding signal to noise ratio (SNR) was added to the received and transmitted signals. The SNR for both signals was defined relative to the maximum of the baseline received signals, A max , and the noise was scaled to the desired amplitude using:
where, A noise is the maximum amplitude of the filtered noise and the SNR is the desired signal to signal-to-noise ratio (in dB). The baseline average thickness was then extracted using the noisy received and transmitted thickness signals. This process was repeated, building up a distribution of baseline average thickness values. The baseline thickness probability distribution, p(thickness|baseline), can be represented by a normal distribution (of unit area) with a mean of zero and an associated standard deviation. The standard deviations of the extracted average thickness for a range of SNRs (20, 30 , and 40 dB) of the three guided wave modespropagating over 500 mm in a 10 mm thick plate -are displayed in Table 3 . The S0 and SH1 modes have significantly lower standard deviations in comparison to the A0 mode since they are operating at higher frequencies -200 kHz and 300 kHz, compared to 50 kHz. The A0 mode was excluded from further analysis due to the larger variance in extracted average thickness. Extracted average thickness change profiles from finite element B-scans of three centrally located (250 mm propagation from transducer) 90×2 mm Hann profile defects (top row) and three centrally located 90×2 mm part thickness holes (bottom row) using the, A0, S0, and SH1 modes, with operating parameters shown in Table 1 .
Probability Density (mm 
Determination of the probability distribution of thickness measurements with defect
When a defect is present the distribution of the measured thickness does not solely depend on the SNR but also on the type and size of the defect, as well as its position relative to the transducer(s). In this section the method used to derive the probability distribution solely due to a given defect's position, p(thickness|defect position), is presented first. Noise is then incorporated into p(thickness|defect position) to give the probability distribution due to both noise and defect position, p(thickness|defect), for a defect of given dimensions, profile, and transducer pitch. Fig. 7 shows a sample of the thickness profiles extracted from FE simulations. The defects were equidistant between the transmitting and receiving transducer, as the transducers scan the defect -in 5 mm steps between −150 mm and 150 mm. The variability due to defect position is determined from these thickness profiles, which will be represented as a function b(x), where x is the defect position with an associated sample interval q. It was found that upsampling all thickness profiles by factor 100 resulted in a smooth curve that aided subsequent data processing. The upsampling by factor 100 was performed using linear interpolation, therefore q=5 mm/100=0.05 mm.
For defect detection purposes it is assumed that the maximum absolute thickness deviation, |b(x)|, from the baseline is used. Fig. 9a shows an example absolute value of the thickness change profile. An array or scan of pitch X only measures a thickness of the profile every X mm, therefore an array of individual measurements is represented by sampling the thickness profile every X mm. The sampling process can be represented by |b nX ( ) |, where n is an array of integers between -∞ and +∞ (for an infinite array or scan), indicating a discrete array of individual measurements. In practice, however, the sample range has a finite width, therefore the range of n values must ensure that it spans the width of the thickness profile, as shown in Fig. 9a . The maximum value, m, of that sample is then used to determine whether or not a defect was present. That is, a defect is called if m is larger than the threshold. The maximum of the sample can therefore be expressed as:
An array of maximum values, m k , for different positions of the defect relative to the transducer array can be produced by first: adding a value k, which incrementally increases by q from 0 to X-q, to the argument of Eq. (8); and then by taking the maximum of each sample at each value of k. Fig. 9b shows the same sampling process as in Fig. 9a but at a different location. m k -illustrated in Fig. 9c -is represented by:
The m k array extraction process was performed numerically in MATLAB and since the array is composed of discrete variables, a histogram can be created representing the occurrences within each thickness bin, illustrated in Fig. 9d . The histogram divides the m k values into X q /10 bins, between the maximum and minimum values in m k . The probability mass function (PMF) of the variability caused by the defect position can be determined by normalizing the histogram to unit area. The PMF is taken to represent p(thickness|defect position).
The POD depends on both the position of the defect and the noise dependent repeatability of the measurements. Noise is added to the p(thickness|defect position) by convolving it with a normal distribution with a standard deviation of the associated noise level (from Table 3 ) since the variability due to defect position and noise are independent of one another [44] . Fig. 10 shows five p(thickness|defect) distributions for a 60×1 mm Hann profile defect interrogated with a 200 kHz 25 cycle Hanning windowed S0 toneburst with 30 dB SNR for five different transducer Table 3 The standard deviation in the extracted thickness for the three guided wave modes over a propagation distance of 500 mm in a 10 mm thick plate for three different signal to noise ratios (20, 30, 40 dB), using the input characteristics shown in Table 1 . pitches (50, 75, 100, 125, and 150 mm). As the transducer pitch increases a greater range of thickness change values are incorporated into p(thickness|defect). All five distributions have a peak or local maximum near 0.026 mm due to the increased density of points in the thickness profile near the maximum measured average thickness change. As the pitch increases there is a greater density of values with near zero thickness change. The wider pitches (100 mm, 125 mm, and 150 mm) have a further peak at zero thickness change, due to the inclusion of more thickness values with little or no thickness change, which lie either side of the defect. These correspond to measurements where the transducer array or scans are made in such a way that the direct wave propagation path does not pass through the defect and hence no change is detected.
Results and discussion of POD study
In this section the POD results of the Hann profile defects will be compared to the part thickness hole results first, followed by a comparison of the detection capabilities of the S0 and SH1 modes. Fig. 11a-f show the POD curves as a function of array or scan pitch for a circular Hann profile defect with a varying diameter (20, 30, 60, 90 , and 120 mm) and constant depth (1, 2, and 5 mm) for both S0 and SH1. Fig. 11g -l show the POD curves as a function of array or scan pitch for both modes for circular part thickness holes with a varying diameter and constant depth. All the POD curves are displayed even if the defect is not detectable (i.e. POD is zero for all pitches). In order to be able to successfully monitor a defect the sensitivity of an array of transducers must increase as the defect increases in size. If the trend in the POD -with increasing defect diameter or depth -does not increase then as a defect becomes increasingly large in size the chances of detecting it decreases.
In most cases in Fig. 11a-f as the pitch decreases (note the axes have been reversed) the POD increases for both the S0 and SH1 modes. As the diameter of the Hann profile defects increases the POD increases at nearly all pitches, demonstrating the desired increase in POD with increasing defect dimensions. The exception is the 120×5 mm Hann profile defect using the SH1 mode (Fig. 11f) which has a lower POD than the 90×5 mm defect below a pitch of 80 mm.
For the part thickness hole (Fig. 11g-l) results there is generally much less correlation between increasing diameter and increasing POD for both modes. This is believed to be due to scattering at steep edges of the hole which distorts the transmitted field. This effect is less prominent for Hann profile defects as there are no sharp features, therefore the guided wave pulses are scattered less. There are a few part thickness hole results where the desired correlation between increasing defect dimension and POD occurs over an extended range of pitches; such as at pitches greater than 30 mm pitch with 1 mm deep defects using the SH1 mode (Fig. 11j) .
When comparing the two modes, in general the S0 mode is more reliable at detecting both Hann profile defects and part thickness holes with a diameter equal or greater than 60 mm compared to the SH1. For example, at pitches greater than 50 mm the S0 mode has a higher POD over all defect sizes greater than 60 mm except 120×1 mm part thickness hole. The SH1 mode, however, is able to detect a far greater range of narrower defects (20 mm and 30 mm diameter), whereas the S0 is only sensitive to the 30×5 mm part thickness holes at very narrow pitches.
Monitoring array and rapid scanning setup optimisation
The POD curves in Fig. 11 allow for the optimisation of the monitoring setup shown in Fig. 1b and of the rapid scanning setup shown in Fig. 1c . The array or scan pitch can therefore be maximised whilst maintaining a constant and high POD (i.e. > 0.9). In the case of monitoring, the greater the number of sensors, the higher the costs and complexities involved. Whereas in scanning mode the scan time depends heavily on the measurement pitch.
From the results the main conclusion to be drawn is that the choice of guided wave mode depends on the critical defect geometry and size as well as the practical consideration of pitch. The Table 4 summarises the smallest defect dimensions and associated pitch for which both guided modes have a POD > 0.9. The following discussion relates only to Hann profile defects since they are more realistic approximations to wall loss due to corrosion.
In Fig. 11 , for all defects with diameters greater or equal to 60 mm, which are detectable (i.e. excluding the 60×1 mm defect), the S0 mode is better suited to defect detection than the SH1 mode, on account of its higher POD values over a wider range of pitches. The S0 is more sensitive to wider defects and for defects above 90 mm in diameter can detect wall thickness reductions of 1 mm, with pitches < 50 mm. The S0 is therefore suitable for detecting large patches of corrosion.
If the critical defect is narrow and deep then the SH1 mode is more suitable since it has a POD > 0.9 for the 20×5 mm and 30×5 mm Hann profile defects, however, with a relatively narrow pitch of 20 mm. The S0 has little or no sensitivity to those defect sizes. The SH1 is therefore suitable for deep narrow defects, albeit using a high measurement density (i.e. a small pitch). Both modes have high sensitivity to wide deep defects (diameters > 60 mm and depths ≥5 mm). 
Conclusion
In this paper a method to assess and compare the suitability of dispersive circumferential guided waves (A0, S0, and SH1 modes) to monitor, inspect, or screen for finite areas of wall thickness change has been demonstrated. This enables the quantitative performance analysis of a particular monitoring or inspection setup with an associated pitch. Moreover, it facilitates the determination of the most efficient circumferential guided wave monitoring, inspection or screening system by enabling the determination of the maximum allowable scan or transducer pitch at a fixed probability of detection.
Finite element simulations were performed on a range of defects with different depths and diameters. The A0 mode had much larger inherent extracted thickness variability due to noise than the other two modes, this would have resulted in much poorer POD values and therefore this analysis was not attempted. The POD curves for the S0 and SH1 modes showed that as the defect sizes increased the defect detectability generally increased. When considering scan or transducer pitch of a setup the mode suitability depends on the size of the critical defect for which one is monitoring or screening. If the critical defect dimensions are narrow and deep then the SH1 has the highest sensitivity at a scan pitch of less than 20 mm. Alternatively if the operator is monitoring or screening for large areas of wall thickness reduction, which can be characterised as wide and shallow defects, then the S0 mode is better suited using a scan pitch of less than 50 mm. It must be noted that this study only evaluated simulated signals where a pure mode can be excited. The pure SH1 mode generated in this study will be difficult to replicate in reality since the non-dispersive SH0 mode would also be generated. The method highlighted in this paper should be equally applicable to guided wave methods that rely on reflections from defects. By combining the reflection results and the results presented here a combined sensitivity of guided wave modes, under idealised condition, can be presented.
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