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We provide a classification of symmetry-protected topological (SPT) phases of many-body local-
ized (MBL) spin and fermionic systems in one dimension. For spin systems, using tensor networks
we show that all eigenstates of these phases have the same topological index as defined for symmetry-
protected ground states. For unitary on-site symmetries, the MBL phases are thus labeled by the
elements of the second cohomology group of the symmetry group. A similar classification is ob-
tained for anti-unitary on-site symmetries, time-reversal symmetry being a special case with a Z2
classification (cf. [Phys. Rev. B 98, 054204 (2018)]). For the classification of fermionic MBL phases,
we propose a fermionic tensor network diagrammatic formulation. We show that fermionic MBL
systems with an (anti-) unitary symmetry are classified by the elements of the (generalized) second
cohomology group if parity is included into the symmetry group. An important consequence is that
the famous Z8 classification of fermionic ground states with time reversal symmetry breaks down to
a Z4 classification in the MBL case. We explicitly derive the corresponding topological invariants
shared by all eigenstates. Finally, we show that all those phases are stable given the symmetry unless
the system ceases to be fully many-body localized. Conversely, different topological phases must be
separated by a transition marked by delocalized eigenstates. We demonstrate that the classification
is complete in the sense that there cannot be any additional topological indices pertaining to the
properties of individual eigenstates.
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I. INTRODUCTION
Many-body localization (MBL)1–5 is the interacting
analogue of Anderson localization6. It refers to strongly
disordered (isolated) quantum systems, which fail to
thermalize, because all their eigenstates are localized. As
a consequence, such systems retain a memory of their
initial state for arbitrarily long observation times, vio-
lating the eigenstate thermalization hypothesis7–13. In
the case of one-dimensional systems, this phenomenon is
well-established both theoretically14–18 and experimen-
tally19. While strongly disordered higher dimensional
systems might not be strictly many-body localized20,21,
astronomically long relaxation times most likely lead
to MBL-like behavior on all practically relevant time
scales22–25.
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2In MBL systems, all eigenstates fulfill the area law of
entanglement and are thus very much alike ground states
of local gapped Hamiltonians26. The latter can be clas-
sified into different topological phases, where eigenstates
within one topological phase can be connected by short-
depth quantum circuits27. For one-dimensional spin sys-
tems, distinct topological phases only exist if a symme-
try is imposed on the system (and the connecting quan-
tum circuits), known as symmetry-protected topological
(SPT) phases28–30. Much of the interest in topological
systems stems from their ability to protect quantum in-
formation against noise: Topologically non-trivial phases
allow to encode quantum information in a global fashion,
i.e., local perturbations do not affect it. In higher dimen-
sions, certain topological systems even allow to carry
out quantum computations in a fault-tolerant way31.
As a result, there has been huge theoretical interest in
classifying topological phases with and without imposed
symmetries32–38. Much of this classification was carried
out using tensor network states39–41, as they approxi-
mate ground states of local gapped Hamiltonians effi-
ciently42,43.
Since the eigenstates of MBL systems fulfill the area
law of entanglement, they all have the capacity to display
topological features. MBL eigenstates can be efficiently
described by tensor network states: In one dimension,
the corresponding tensor network states (matrix prod-
uct states), have been shown to yield very high accura-
cies for the approximation of individual eigenstates44,45.
The eigenstates to be approximated get in part selected
by the optimization algorithm, and it is unclear to what
extent they represent other eigenstates at the same en-
ergy density. This shortcoming can be circumvented by
approximating the full set of eigenstates by quantum cir-
cuits - a specific type of tensor networks involving only
unitary matrices46,47. Numerical simulations using this
approach have produced high accuracies for strongly dis-
ordered one-dimensional systems and the first quanti-
tative theoretical results on two-dimensional MBL-like
systems48. The one-dimensional calculations in Ref. 47
were carried out using two-layer quantum circuits with
wide gates. Based on numerical evidence and analytical
considerations, the error of the approximation decreases
exponentially with the width of the gates. As the compu-
tational cost is exponential in the width of the gates, the
error decreases polynomially with computational effort.
Hence, quantum circuits approximate MBL systems ef-
ficiently. As a result, they also constitute a valuable
analytical tool for the classification of topological MBL
phases.
For MBL systems it is a priori not clear whether all
eigenstates are in the same topological phase (as defined
for ground states) or not. If they are in the same topolog-
ical phase, quantum information can be protected at all
energy scales, as all eigenstates involved in the dynam-
ics offer the same type of topological protection49–54. For
the one-dimensional disordered cluster model, numerical
simulations have indicated that all eigenstates of that
MBL system are indeed in the same SPT phase55. In
the case of one-dimensional MBL systems with time-
reversal symmetry, this has been shown rigorously to
be the case using two-layer quantum circuits56. How-
ever, the extension to on-site symmetries and fermionic
systems remained open problems.
In this work, we classify SPT MBL phases of one-
dimensional spin and fermionic systems with (anti-) uni-
tary on-site symmetries using quantum circuits. For spin
systems, we show that these phases can be labeled by the
elements of the generalized second cohomology group of
the symmetry group and that the corresponding topo-
logical index is the same for all eigenstates. We show
that those SPT MBL phases are robust to symmetry-
preserving perturbations. Conversely, a system tran-
siting between two different SPT MBL phases (labeled
by different topological indices) must at some point be-
come ergodic. Two possible scenarios of transition are
described in Fig. 1 with either a critical line or an ex-
tended region separating the two phases. Furthermore,
we demonstrate that the classification is complete in the
sense that there cannot be any additional topological la-
bels which affect individual eigenstates.
For fermionic systems, we first introduce a diagram-
matic approach for fermionic tensor networks. We show
that for (anti-)unitary symmetry groups the topological
classes are given by the (generalized) second cohomology
group of the overall symmetry group containing parity
as a subsymmetry. An important example is the case
of time-reversal symmetry (a Z2 anti-unitary symme-
try). We demonstrate that in this case, the well-known
Z8 classification for fermionic ground states57,58 gets re-
duced to a Z4 classification. We explicitly derive the
corresponding topological invariants, which are shared
by all eigenstates.
In Section II, we provide a brief introduction to MBL
in one dimension, the SPT phases it can give rise to, and
the formalism of tensor networks.
In Section III we give an overview over the main re-
sults derived in this article in a non-technical manner. In
Section IV B the formalism for the classification of MBL
systems with unitary on-site symmetries is derived. We
demonstrate that such SPT MBL systems are labeled by
the elements of the second cohomology group. We use
the same approach for anti-unitary on-site symmetries
in Section IV C. A special case thereof is time-reversal
symmetry with a Z2 classification56, which is explic-
itly derived using the above formalism in Section IV D.
In Section V, we propose a diagrammatic approach for
fermionic tensor networks (Sec.V A), obtain the classifi-
cation of fermionic SPT MBL phases (Sec. V B), and ex-
plicitly derive the topological invariants for the Z4 clas-
sification for time-reversal symmetry (Sec. V C). Finally,
we show that SPT MBL phases are robust to symmetry-
preserving perturbations (Section VI) and that the clas-
sifications are complete for individual eigenstates, i.e.,
there cannot be any additional topological indices per-
taining to the properties of individual eigenstates (Sec-
3MBL MBL
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FIG. 1. Two possible scenarios of transitions between two
SPT MBL phases where σ is some parameter of the Hamilto-
nian, α is a topological label, and E = (En −Emin)/(Emax −
Emin) (En correspond to the energies of the eigenstates, Emax
is the highest energy and Emin the ground state energy). Top:
As σ increases, the system traverses from an SPT MBL phase
labeled by α = 0 to another one labelled by α = 1. The tran-
sition is marked by a critical line (indicated in red), where
the majority of eigenstates are volume law-entangled. Bot-
tom: In this scenario, there is an extended region with vol-
ume law-entangled eigenstates separating the two phases in
the thermodynamic limit.
tion VII). Section VIII concludes the paper and points
out open questions for future research.
II. MANY-BODY LOCALIZATION AND
TENSOR NETWORKS
A. MBL and local integrals of motion
The transition from the ergodic (thermal) phase into
the MBL phase as a function of disorder strength cannot
be captured by any theory of conventional phase tran-
sitions59,60. On the thermal side but close to the phase
transition the system displays a mobility edge48,61, which
is the boundary of an energy window in the middle of
the spectrum within which eigenstates are volume-law
entangled, i.e., delocalized. (However, arguments have
been put forward challenging this picture62.) Eigen-
states outside this energy window are area-law entangled
and thus often referred to as many-body localized. Our
analysis here is restricted to the fully many-body localized
(FMBL) regime, which is characterized by a complete set
of local integrals of motion (LIOMs)4,63–72. For spin-1/2
chains these are commonly denoted as τ iz with site index
i = 1, 2, . . . , N , which commute with the Hamiltonian H
and with each other,
[H, τ iz] = [τ
i
z, τ
j
z ] = 0. (1)
They are effective spin degrees of freedom related by
a quasi-local unitary transformation U to the original
spins. Thus, the former are exponentially localized
around site i. The corresponding decay length is referred
to as their localization length ξi. Concretely, we define
the FMBL regime by all ξi being sub-extensive in the
system size N in the thermodynamic limit. The unitary
U also diagonalizes the Hamiltonian,
H = UEU†, (2)
τ iµ = Uσ
i
µU
†, (3)
where E is a diagonal matrix containing the energies and
σiµ are the Pauli operators (µ = x, y, z) acting on site i.
Hence, the Hamiltonian can be written entirely in terms
of the LIOMs,
H = c+
N∑
i=1
ciτ
i
z +
N∑
i>j=1
cijτ
i
zτ
j
z +
N∑
i>j>k=1
cijkτ
i
zτ
j
z τ
k
z
+ . . . (4)
|cijk...| decays exponentially with the largest difference of
its coefficients (site distance), where the decay length is
tightly connected to the localization length. The eigen-
states |ψl1...lN 〉 are thus completely determined by the
expectation values of the τ iz operators known as l-bits li,
τ iz|ψl1...li...lN 〉 = (−1)li |ψl1...li...lN 〉. (5)
A classic example of an MBL system is the disordered
Heisenberg model,
HHeisenberg = J
N−1∑
i=1
Si · Si+1 +
N∑
i=1
hiS
z
i , (6)
where hi is chosen randomly between −W and W , which
is known as the disorder strength. For W ' 3.5, the
system is in the FMBL regime16,61.
B. Symmetry-protected topological MBL phases
Ground states of gapped local Hamiltonians can be
classified into different topological phases. A topologi-
cal phase contains the set of local Hamiltonians (or al-
ternatively, their ground states) which can be adiabati-
cally connected with each other without closing the en-
ergy gap. In one dimension, gapped spin-Hamiltonians
with a unique ground state lie all in the same topologi-
cal phase29. Fermionic one-dimensional systems without
additional symmetries have two topological phases73,74,
where the parity of the ground state (for closed boundary
4a b c
d
FIG. 2. (a-c): Transition from a topologically non-trivial
ground state with topological index −1 to a trivial state.
(a) denotes the initial state; as a parameter in the Hamilto-
nian is changed adiabatically, the gap closes (b) before re-
opening, leaving a topologically trivial ground state behind
(c). Note that the excited states above the gap are vol-
ume law-entangled and thus cannot be assigned a topolog-
ical index. (d) Transition between two topologically distinct
MBL phases as a parameter of the Hamiltonian is adiabat-
ically changed (indicated by dashed lines). In this case, all
eigenstates are area law-entangled and can thus be assigned
a topological index. As the index of all eigenstates has to
be the same, level crossings do not lead to a change of any
topological eigenstate index. Hence, in order to transit into
a topologically distinct phase, the eigenstates must become
delocalized (i.e., volume law-entangled) along the adiabatic
evolution, breaking the FMBL condition.
conditions) defines their topological index. As will fol-
low from our treatment below, the parity can no longer
be a topological index in the MBL case, i.e., there is
only one fermionic MBL phase in one dimension. How-
ever, if symmetries are imposed on the Hamiltonians and
the adiabatic connections between them, depending on
the type of symmetry, there can be distinct SPT phases,
both for spins and fermions. For ground states, in the
case of time-reversal symmetry, there are two (eight)
topologically distinct phases28 for spins (for fermions57).
For on-site symmetries, the SPT phases are in one-to-
one correspondence to the elements of the second co-
homology group (cohomology classes) of the symmetry
group29,30,74.
MBL
Non-top.
Top.
MBL
FIG. 3. A schematic phase diagram of Eq. (8) for fixed non-
zero σλ, adapted from Ref. 75. For σλ  σh, σV , there exists
a topologically non-trivial fully many-body localized phase,
where all eigenstates have four-fold degenerate entanglement
spectra if periodic boundary conditions are imposed.
In the field of MBL, one is interested in features shared
between all eigenstates, as those features lead to con-
straints on the dynamics. Hence, a definition of an MBL
topological phase should refer to the set of all eigenstates.
We propose the following: Two local FMBL Hamiltoni-
ans H0 and H1 with a certain symmetry are said to be
in the same SPT MBL phase if and only if they can
be connected by a symmetry-preserving path H(λ) (also
assumed local), such that
H(0) = H0 and H(1) = H1 (7)
and FMBL is preserved along the path. Thus, the con-
dition of a gapped path for ground states of local Hamil-
tonians has been replaced by the constraint of FMBL
along the path. It is the natural extension to a full set
of area-law entangled eigenstates, because ground states
of local Hamiltonians are area-law entangled unless the
gap closes, which can lead to delocalization, cf. Fig. 2.
According to a numerical study carried out in Ref. 55,
all eigenstates of FMBL systems are in the same ground
state SPT phase. The authors considered the disordered
cluster model given by the Hamiltonian
Hcl =
N∑
i=1
(
λiσ
i−1
x σ
i
zσ
i+1
x + hiσ
i
z + Viσ
i
zσ
i+1
z
)
, (8)
where λi, hi and Vi are chosen randomly according to
a Gaussian probability distribution with mean 0 and
standard deviation σλ, σh and σV , respectively. A
schematic phase diagram of the model for fixed non-
zero σλ is given in Fig. 3. For σλ  σh, σV , all eigen-
states have four-fold degenerate entanglement spectra if
periodic boundary conditions are imposed. Two sym-
metries independently protect this four-fold degeneracy:
on the one hand, Z2 × Z2 symmetry (represented by
{1, (σz⊗12×2)⊗N/2, (12×2⊗σz)⊗N/2, σ⊗Nz })55,76; and on
the other hand, time-reversal symmetry77, for which it
5was proven in Ref. 56 that all FMBL eigenstates neces-
sarily have the same topological label. For open bound-
ary conditions, all eigenstates are four-fold degenerate
up to O(e−N ) corrections in the topological phase. This
is due effective spin-1/2 degrees of freedom, one at each
boundary, which are completely decoupled from the re-
maining system55. Thus, the Hamiltonian written in
terms of LIOMs (4) must have the form
Hcl = c+
N−1∑
i=2
ciτ
i
z +
N−1∑
i>j=2
cijτ
i
zτ
j
z +
N−1∑
i>j>k=2
cijkτ
i
zτ
j
z τ
k
z
+ . . .+ c23...N−1τ2z τ
3
z . . . τ
N−1
z + J1Nτ
1
z τ
N
z . (9)
The last term indicates that there is an exponentially
small coupling between τ1z and τ
N
z . We thus have
‖[Hcl, τ1x ]‖ = O(e−N ), ‖[Hcl, τ1y ]‖ = O(e−N ) (10)
‖[Hcl, τNx ]‖ = O(e−N ), ‖[Hcl, τNy ]‖ = O(e−N ) (11)
and of course [Hcl, τ
1
z ] = [Hcl, τ
N
z ] = 0. Hence, in the
thermodynamic limit N → ∞, the edge degrees of free-
dom τ1µ and τ
N
µ (µ = x, y, z) can be used to encode
qubits. It is challenging to address these boundary de-
grees of freedom in practise, as the τ1,Nµ are generally
not known in actual experiments. For very large σλ,
however, they are close to the pure cluster model case.
Nevertheless, there is a fundamental advantage over non-
topological MBL systems: By acting on several spins at
the boundary, it is possible to retrieve quantum informa-
tion after arbitrarily long times, whereas only the clas-
sical part of information can be recovered in the case of
non-topological MBL systems with this protocol78.
As one approaches the non-topological regime by in-
creasing σh and/or σV , the coupling between τ
1
z and τ
N
z
must become finite even in the thermodynamic limit.
That implies that at least the localization lengths of the
operators τ1z and τ
N
z must diverge (leading to a c1N
of order O(1)), see Fig. 4. Hence, the FMBL condi-
tion must be violated when transiting between the two
topologically distinct MBL phases. However, this is not
sufficient to show that the eigenstates of the MBL sys-
tem become volume law-entangled (delocalized) at the
transition, as a complete set of LIOMs implies area law-
entangled eigenstates26, but not the other way around.
Instead, the volume law-entanglement of an extensive
number of eigenstates follows from the fact that the in-
dividual eigenstates cannot change their topological in-
dex while being area law-entangled. This is depicted in
Fig. 2d (cf. phase diagrams in Fig. 1).
Below, we show that all eigenstates of FMBL systems
with on-site symmetries also have to be in the same
ground state SPT phase. This phase is labeled by an
element of the second cohomology group of the symme-
try group. Note that we only consider abelian symmetry
groups, as FMBL systems with a non-abelian symme-
try are unstable79. We also demonstrate that the clas-
sification is complete in the sense that there cannot be
a
b
FIG. 4. (a) Local integrals of motion in a topologically non-
trivial phase. (b) Integrals of motion at the phase transition
to the topologically trivial phase: At least the boundary l-bits
must completely delocalize, such that they have finite over-
lap in the thermodynamic limit, thus breaking the FMBL
condition. This could be verified in ultracold atomic gas ex-
periments initialized in a narrow domain-wall configuration
near the edge22.
any additional topological indices which affect individ-
ual eigenstates. Together with the case of anti-unitary
on-site symmetries and the fermionic classification, this
constitutes a complete classification of SPT MBL phases
in the above sense. (Note that for non-translationally
invariant systems, inversion symmetry need not be con-
sidered.) The probably most important consequence of
our derivation is that the topological properties of SPT
MBL systems are robust to small symmetry-preserving
perturbations (shown in Sec. VI).
C. Tensor networks
A central obstacle in the study of quantum many-body
systems is the exponential growth of the Hilbert space
as a function of system size. However, many physically
interesting quantum states contain additional structures
and exhibit special properties, like area law entangle-
ment, which allows them to be efficiently represented
by tensor networks. Tensor networks allow these states
to be probed using variational methods numerically80,81,
and provides important analytical framework to under-
stand universal properties of these states29,30. Here we
provide a brief review on the formulation of tensor net-
works, following Refs. 82 and 83.
A tensor is represented diagrammatically with a geo-
6(a)
(b)
(c)
(d)
(e)
FIG. 5. (a) to (d): Diagrammatic representation for tensors
and tensor operations (see Sec. II C). (e): An example of a
matrix product state approximation with periodic boundary
conditions.
metric shape with outgoing legs, each corresponding to
an index. For example, a rank-three tensor Aabc can be
represented as in Fig. 5a. Some important operations
on tensors are represented diagrammatically as follows:
(i) Tensor product of tensors A and B is represented by
placing two tensor diagrams beside each other (Fig. 5b).
(ii) Contraction of two indices of a given tensor is repre-
sented by connecting the two corresponding legs of the
tensor (Fig. 5c). (iii) Grouping and splitting of tensor
indices can be represented by combining and splitting
open legs (Fig. 5d).
A quantum state of a many-body system, consisting
of N q-level degrees of freedom, can be written as
|ψ〉 =
∑
i1,i2,...,iN
Ci1,i2,...,iN |i1i2 . . . iN 〉 , (12)
where in = 1, . . . , q, and C is a rank-N tensor specified
by qN complex numbers. For quantum many-body states
with area law entanglement (e.g. the eigenstates of an
FMBL Hamiltonian, and the ground state of a gapped
local Hamiltonian), the tensor C (containing exponen-
tially many degrees of freedom) can be approximated
efficiently by a tensor network containing polynomially
many degrees of freedom in N26,84. An important ex-
ample is the matrix product state (MPS)
|ψ〉 =
∑
i1,i2,...,iN
Tr
[
A
(1)
i1
A
(2)
i2
. . . A
(N)
iN
]
|i1i2 . . . iN 〉 ,
(13)
where A
(p)
ip
is a χ(p) × χ(p+1) matrix, and its diagram-
matic representation is given in Fig. 5e. maxp χ
(p) is
called the bond dimension of the MPS. For a fixed bond
dimension, the MPS is a computationally efficient repre-
sentation of the original quantum state. In this article,
we will classify the SPT MBL systems, using the fact
that an FMBL Hamiltonian can be diagonalized by an
unitary matrix that is efficiently represented as a quan-
tum circuit – a specific type of tensor network.
III. NON-TECHNICAL SUMMARY OF
RESULTS
A. Classification
1. Underlying assumptions
Before introducing the main technique of this work, we
briefly state the assumptions needed to demonstrate our
claims: We consider only the fully many-body localized
(FMBL) case, which we define as the regime where the
probability of any LIOM τ iz having a localization length
ξi of order O(N) vanishes in the thermodynamic limit
N →∞. That is, there are no thermal puddles of the or-
der of the system size. This is expected to be the case for
all disordered systems whose disorder strength is above
the critical value71, i.e., it coincides with the standard
definition of full many-body localization61. Our central
assumption is that in this regime, the LIOMs can be si-
multaneously efficiently approximated using a two-layer
quantum circuit U˜ with gates of length ` ∝ N (see below,
Eq. (16)). Concretely, that means that ‖τ iz − U˜σizU˜†‖
vanishes sufficiently fast in the thermodynamic limit56
(for details, see next section). We assume that the sym-
metry of the system is abelian, i.e., it does not protect
any exact degeneracies for finite system sizes. Note that
non-abelian symmetries are incompatible with MBL79.
Hence, while only classifying symmetry-protected topo-
logical MBL systems, our classification also applies in
the presence of spontaneous symmetry breaking.
2. Spinful case
In the case of an abelian on-site symmetry, there are
generically no degeneracies in the energy spectrum of
disordered Hamiltonians. (We only consider periodic
boundary conditions henceforth.) The case of acciden-
tal degeneracies can be remedied by adding infinitesimal
symmetry-preserving perturbations to the Hamiltonian.
In the absence of degeneracies and for finite N , eigen-
states must be invariant under the symmetry and thus
fulfill
v⊗Ng |ψl1...lN 〉 = eiϕ
g
l1...lN |ψl1...lN 〉, (14)
where vg is the on-site action of the symmetry and rep-
resents the symmetry group G 3 g. The unitary matrix
7U containing the eigenstates |ψl1...lN 〉 thus fulfills
v⊗Ng U = UΘg, (15)
where Θg is the diagonal matrix with diagonal elements
e
iϕgl1...lN .
As elaborated on above, classifying MBL phases char-
acterized by the unitary U is equivalent to classifying
two-layer quantum circuits U˜ if the range ` of the gates
increases linearly with system size N ,
. (16)
In the diagram, lower legs represent l-bit indices, i.e., by
fixing them, one obtains a matrix product state represen-
tation of the eigenstate |ψ˜l1...lN 〉 corresponding to those
l-bits. Intuitively, the reason behind the efficiency of this
approximation is that in the FMBL phase, for N → ∞
the probability of finding a LIOM of localization length
O(N) goes to zero. Therefore, in the thermodynamic
limit, all of them can be captured exactly by a two-layer
quantum circuit whose gates are of range ` = aN with
a fixed.
Hence, we assume Eq. (15) to be asymptotically true
for U˜ , that is
Θg = U˜
†v⊗Ng U˜ . (17)
We now use the graphical notation to represent this
equation, setting
v⊗`/2g = g . (18)
In the diagrammatic representation, multiplication order
top to bottom corresponds to left to right in algebraic
representation, such that Eq. (17) reads
,
(19)
where each leg represents `2 legs in the previous diagram.
By blocking unitaries together, it is possible to show that
Θg can be written as a two-layer quantum circuit whose
unitaries Θgk are all diagonal,
. (20)
Therefore, v⊗Ng U˜ = U˜Θg is an equality of two two-layer
quantum circuits if one blocks the unitaries of U˜ with
v⊗Ng on the left hand side and the ones of Θg as defined
in Eq. (20) with those of U˜ on the right hand side.
We now use a trick from Ref. 56, but will obtain a
slightly more compact result taking advantage of gauge
degrees of freedom: If two two-layer quantum circuits
are equal,
U1 U2 . . . Un
V1 V2 . . . VnVn
=
U ′1 U
′
2
. . . U ′n
V ′1 V
′
2
. . . V ′nV
′
n
,
(21)
we can multiply both sides from the top by
⊗
k V
†
k and
from the bottom by
⊗
k U
′†
k , which results in
U ′1
†
U ′2
† . . . U ′n
†
U1 U2 . . . Un
=
V ′1 V
′
2
. . . V ′nV
′
n
V †1 V
†
2
. . . V †nV †n
.
(22)
Since the left and the right hand side of this equation
are tensor products with respect to different partitions,
8they must both further subdivide into tensor products of
tensors acting on blocks consistent with both partitions,
Uk
U ′k
†
= W ′2k−1 W ′2k (23)
and
V †k
V ′k
= W ′2k W
′
2k+1
eiφk . (24)
Since the Uk’s and Vk’s are unitaries, the Wj ’s are uni-
taries, too. A priori, the factor eiφk (φk ∈ [0, 2pi)) has to
be included, as decomposing equations of tensor prod-
ucts is unique up to prefactors (which have to be of
magnitude one due to unitarity). However, it can be
absorbed into the definition of Wj by redefining
W ′1 = W1, W
′
2 = W2 (25)
W ′2k−1 = W2k−1, W
′
2k = W2ke
−i∑k−1m=1 φm (26)
for k > 1. This is consistent with the constraint (follow-
ing from Eq. (22))
N∑`
k=1
φk mod 2pi = 0. (27)
Eqs. (28), (29) are a gauge transformation, since they
leave the overall quantum circuit invariant. Therefore,
Uk
U ′k
†
= W2k−1 W2k (28)
and
V †k
V ′k
= W2k W2k+1 . (29)
If one writes the quantum circuit as a matrix product
operator with tensors Ak,
, (30)
they schematically fulfill the symmetry (cf. Eq. (68) be-
low)
(31)
with unitaries wgj . Each thick line represents m = O(1)
thin lines (which each have dimension 2`/2).
Consecutive application of this equation for two group
elements g and h shows that the w-unitaries obey a set of
equations (derived below as Eq. (94) and (95)) schemat-
ically represented as
wgh2k−1 = w
g
2k−1w
h
2k−1e
iβg,h (32)
wgh2k+1 = w
g
2k+1w
h
2k+1e
iβg,h . (33)
Hence, they are projective representations of the group
G and correspond to the same element of the second co-
homology group (cohomology class). Importantly, since
Eq. (32) and (33) have no dependence on the l-bit in-
dices, all eigenstates have the same (ground state) topo-
logical label.
In particular, for time-reversal symmetry, it can be
shown that the corresponding gauge transformation ma-
trices wz2k+1 fulfill (asterisk denoting complex conjuga-
tion)
wz2k+1w
z∗
2k+1 = (−1)κ1 (34)
for all k and for all l-bit labels, i.e. the topological label
κ = 0, 1 is shared by all eigenstates. κ = 1 corresponds
to the topologically non-trivial phase.
3. Fermionic case
The classification of fermionic SPT MBL phases
can be obtained from the bosonic one by introducing
a diagrammatic formulation of fermionic tensor net-
works (Sec. V A), which faithfully represents the anti-
commuting nature of the fermionic degrees of freedom.
This approach allows us to derive the analogues of
Eqs. (32) and (33), and hence conclude that all eigen-
states in a fermionic SPT MBL phase correspond to
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ogy group. An important consequence is that Kitaev’s
Z8 classification57,58 is reduced to a Z4 classification in
fermionic MBL systems. We now review briefly the Z8
classification and sketch the derivation of the topologi-
cal labels of Z4 classification in the MBL case, which are
shared by all eigenstates.
Recall that the Z8 classification for one-dimensional
interacting fermionic systems corresponds to three topo-
logical invariants defined as follows85: (i) An index
κ = 0, 1 which arises from the fact that the time rever-
sal operator on the virtual level of the matrix product
representation of the ground state squares to positive
or negative identity; (ii) An index µ = 0, 1 which indi-
cates how the time reversal operator on the virtual level
commutes with the parity operator on the virtual level;
and (iii) the parity of the ground state. The latter can
no longer be a topological label in the MBL setting, as
there is always an equal number of even and odd par-
ity eigenstates. Nonetheless, below we show that κ and
µ are topological labels for SPT MBL systems and that
they have to take the same value for all eigenstates (both
even and odd parity ones).
For fermionic SPT MBL systems, (i) is derived anal-
ogously to the bosonic case (cf. Eq. (34)). (ii) can be
obtained as follows: By noting that the time-reversal op-
erator and parity operator commute, we arrive at the fol-
lowing equations between the gauge transformation ma-
trices of the time-reversal operator wzi and of the parity
operator wpi
wz†2k−1w
p†
2k−1 = w
p†
2k−1w
z†
2k−1e
−ipiµk (35)
wp2k+1w
z
2k+1 = w
z
2k+1w
p
2k+1e
+ipiµk (36)
where k labels a group of physical sites. After some
simple algebraic manipulations, we show that
wziw
p
i = (−1)µwpiwzi (37)
where µ is a topological label, independent of site labels
and l-bit labels. This implies that this topological label
is shared by all eigenstates. The topological labels (i)
and (ii) give rise to the Z4 classification of fermionic SPT
MBL systems in the presence of time-reversal symmetry.
4. Completeness of classification for individual eigenstates
The classification derived in this article is complete
in the sense that there cannot be any additional topo-
logical indices which affect the properties of individual
eigenstates (such as degeneracies in the entanglement
spectra). This does not rule out the possibility that
there are topological obstructions to connecting different
Hamiltonians with the same topological index. However,
we show that if there are Hamiltonians disconnected by
such a topological obstruction, their topological distinct-
ness cannot be visible on their individual eigenstates.
Furthermore, we show that the topological index of the
SPT MBL phase cannot change along the adiabatic evo-
lution in the thermodynamic limit unless the symmetry
or FMBL condition is broken.
Ref. 79 provided a “no-go theorem” stating that MBL
is not possible for symmetries that protect degeneracies,
and in particular, for non-abelian symmetries. One way
for a non-abelian symmetry and MBL to be compatible
is for the system to spontaneously break the non-abelian
symmetry while preserving an abelian subsymmetry. In
this case, one might use similar tools as the ones in-
troduced here to classify the different SPT MBL phases
with the corresponding abelian subsymmetry.
B. Example: The cluster model
We can use these insights to show that the four-fold
degenerate entanglement spectra of the disordered clus-
ter model (8) are protected both by G = Z2 × Z2 on-
site symmetry and time-reversal symmetry: The Hamil-
tonian is invariant under the unitary transformations55
(σz ⊗ 1)⊗N2 , (1 ⊗ σz)⊗N2 and consequently σ⊗Nz , which
together with 1 represent the group Z2 × Z2. On the
other hand, it is also invariant under time-reversal sym-
metry defined by T = σ⊗Nz K, K carrying out complex
conjugation. The unitary matrix U diagonalizing the
Hamiltonian has an exact representation in terms of a
two-layer quantum circuit56 for σV = σh = 0. We can
use this representation to show that the Hamiltonian for
σV , σh  σλ is topologically non-trivial with respect to
both symmetries. The unitaries act on ` = 2 sites and
are given by
uk = vk =
1
2
 1 −1 −1 −1−1 1 −1 −1−1 −1 1 −1
−1 −1 −1 1
 . (38)
This results in the following properties56 (setting X =
σx, Y = σy, Z = σz)
Z
uk
vk
= X X
Z
uk
vk
,
(39)
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Z
uk
vk
= Z Z
Z
uk
vk
,
(40)
and
ZZ
uk
vk
= Y Y
Z Z
uk
vk
.
(41)
The tensors of the matrix product state representation
of the eigenstate |ψl1...lN 〉 are given by
Akl2k−1l2k =
l2k−1 l2k
uk
vk
. (42)
The corresponding projective representation of Z2 × Z2
(whose elements we label by g = II, ZI, IZ, ZZ) is thus
wII = 1, wZI = σx, wIZ = σz and wZZ = σy. The
Pauli matrices anticommute, which cannot be changed
by modifying their overall phases: They represent a non-
trivial element of the second cohomology group. Hence,
the system is topologically non-trivial with respect to
Z2 × Z2.
Time-reversal symmetry given by T = σ⊗Nz K cor-
responds to the symmetry (41) with wz = Y , i.e.,
wzwz∗ = −1 since uk and vk are real. Note that Z2
symmetry alone (in the absence of complex conjugation)
would not suffice to protect the four-fold degeneracy of
the entanglement spectra.
Hence, the four-fold degenerate entanglement spectra
are also stable with respect to weak perturbations of the
form ∑
i
tiσ
i−1
x σ
i+1
y (43)
with ti ∈ R of small magnitude and chosen from a ran-
dom distribution. In this case, time-reversal symmetry
is broken, but Z2 × Z2 is preserved. On the other hand,
perturbations of the form∑
i
yiσ
i
y (44)
(with small random yi ∈ R), break Z2 × Z2 (and the Z2
subgroups), but preserve time-reversal symmetry. Con-
sequently, those perturbations also do not affect the four-
fold degeneracy of the entanglement spectra.
IV. CLASSIFICATION OF SPINFUL SPT MBL
PHASES
A. Underlying assumptions
Here we state the assumptions underlying our deriva-
tion, which will not take the error bounds into account.
However, we believe that it is possible to include them
into the derivation, making it mathematically rigorous,
similarly to Ref. 56.
We consider a disordered Hamiltonian H invariant un-
der an abelian on-site (anti-)unitary symmetry defined
on a spin or fermionic chain of length N . (The spe-
cific cases are considered in the following subsections.)
The disorder is assumed to be sufficiently strong such
that the system is in the FMBL regime, which we de-
fine as the realm where all LIOMs τ iz have subextensive
localization lengths ξi. That is, in the limit N → ∞,
none of the localization lengths is of order O(N). Fur-
thermore, we assume that for sufficiently large N , there
exists a unitary U exactly diagonalizing the Hamiltonian
and a two-layer quantum circuit U˜ with ` = aN (a > 0
fixed) such that τ iz = Uσ
i
zU
† and τ˜ iz = U˜σ
i
zU˜
† fulfill
‖τ iz − τ˜ iz‖op < c e−
`
ξi with constant c > 0. ‖ · ‖op denotes
the operator norm.
In words, these assumptions mean that the systems we
consider can be described by a complete set of local in-
tegrals of motion (i.e., subextensive in the system size),
which can be efficiently approximated by two-layer quan-
tum circuits with long gates. The error of the approx-
imation vanishes in the thermodynamic limit N → ∞.
For our derivation we will also need the fact that due
to FMBL, such systems remain localized (and approx-
imable in the above sense) under small local perturba-
tions. Note that we use a very weak notion of local-
ity; in practise only eight blocks of unitaries (a = 1/8)
would be sufficient for our classification of phases. Such
quantum circuits allow for basically arbitrary transfor-
mations of 1/8 of the overall system (but not of the
full system). Yet, even under this weak notion of lo-
cality, we will show that there are topologically distinct
phases, which cannot be continuously connected with
our quantum circuits. Note also that this weak notion
of locality allows our approximate eigenstates to have
volume law-entanglement (though with a smaller coeffi-
cient than maximally entangled states whose half-chain
entanglement entropy is S = N2 log(2)): This can be
seen from the fact that the matrix product operator cor-
responding to our quantum circuit has bond dimension
D = 2`/2 = 2N/16 for ` = N/8. The entanglement be-
tween two halves of the chain it is able to represent is
thus S ≤ N16 log(2).
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B. MBL systems with a unitary on-site symmetry
Assume the FMBL Hamiltonian H is invariant under
a local unitary vg, which is a linear representation of the
abelian symmetry group G 3 g. That is,
H = v⊗Ng H(v†g )⊗N . (45)
Following the line of reasoning of Ref. 56, it is easy to
derive the action of the symmetry on the unitary U which
diagonalizes the Hamiltonian: H = UEU† implies
E = U†v⊗Ng UEU†(v†g )⊗NU. (46)
For finite system size N , E cannot have any symmetry-
enforced degeneracies, as the symmetry group is abelian.
For the moment, we remove any other degeneracies by
infinitesimal symmetry-preserving local perturbations,
which does not violate the FMBL condition56. The case
of accidental degeneracies is explicitly treated in Sec-
tion VI, where the stability with respect to symmetry-
preserving perturbations is shown. We hence assume E
to be non-degenerate, such that Eq. (46) implies
Θg = U
†v⊗Ng U (47)
with Θg being a diagonal matrix whose diagonal ele-
ments have magnitude 1.
One can use the same argument as in Ref. 56 in
order to show that Θg can be written as a two-
layer quantum circuit whose unitaries are also diago-
nal, which we repeat here for the sake of completeness:
Let lk denote the l-bit indices (lower legs in Eq. (16))
l(k−1)`+1, l(k−1)`+2, . . . , lk`. Eq. (19) thus implies for the
diagonal elements θg,l1l2...lN/` of Θg that
,
(48)
where we defined the unitaries zgk = v
†
k
(
v⊗`g
)
vk. Hence,
the product θ∗g,l1...lk...lN/`θg,l1...l′k...lN/` can be written as
(49)
where we set Fk = |lk〉〈l′k| (and use cyclic indices). All
unitaries outside the “causal cone” marked by dashed
lines cancel, i.e., θ∗g,l1...lk...lN/`θg,l1...l′k...lN/` depends only
on lk−1, lk, l′k, lk+1. Therefore, we have
θ∗g,l1...lk...lN/`θg,l1...l′k...lN/` = e
−ipgk(lk−1,lk,l′k,lk+1) (50)
with unknown (discrete) functions pgk ∈ R. We similarly
define θg,l1...lk...lN/` = e
ifg(l1,...,lk,...,lN/`), wherefore
fg(l1, . . . , lk−1, lk, lk+1, . . .)− fg(l1, . . . , lk−1, l′k, lk+1, . . .)
= pgk(lk−1, lk, l
′
k, lk+1) mod 2pi (51)
fg(l1, . . . , lk−1, l′k, lk+1, . . .)− fg(l1, . . . , lk−1, l′k, l′k+1, . . .)
= pgk+1(l
′
k, lk+1, l
′
k+1, lk+2) mod 2pi (52)
. . .
fg(l
′
1, . . . , lk−1, l
′
k, l
′
k+1, . . .)− fg(l′1, . . . , l′k−1, l′k, l′k+1, . . .)
= pgk−1(l
′
k−2, lk−1, l
′
k−1, l
′
k) mod 2pi. (53)
In Eqs. (52) to (53) we consecutively flipped l-bits from
lm to l
′
m. Adding Eqs. (51) to (53) together yields
fg(l1, . . . , lk−1, lk, lk+1, . . .)− fg(l′1, . . . , l′k−1, l′k, l′k+1, . . .)
= pgk(lk−1, lk, l
′
k, lk+1)
+
∑
m∈{k+1,...,N` ,1,...,k−2}
pgm(l
′
m−1, lm, l
′
m, lm+1)
+ pgk−1(l
′
k−2, lk−1, l
′
k−1, l
′
k) mod 2pi. (54)
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We set l′1 = l
′
2 = . . . = l
′
N/` = 0, i.e.,
fg(l1, . . . , lN/`)− fg(0, . . . ,0) = pgk(lk−1, lk,0, lk+1)
+
∑
m∈{k+1,...,N` ,1,...,k−2}
pgm(0, lm,0, lm+1)
+ pgk−1(0, lk−1,0,0) mod 2pi. (55)
Since k is arbitrary, it follows that fg(l1, . . . , lN/`) can
be written as a sum of real functions pgm, which depend
only on two consecutive blocked l-bits lm, lm+1 each,
fg(l1, . . . , lN/`) =
N/`∑
m=1
pgm(lm, lm+1). (56)
Therefore, if we define diagonal matrices Θgm whose di-
agonal elements are given by eip
g
m(lm,lm+1), we arrive at
the claimed two-layer quantum circuit representation
. (57)
We now insert this equation into U˜Θg = v⊗Ng U˜ , which
leads to an equality of two two-layer quantum circuits
if unitaries are blocked as indicated by dashed lines (we
assume N to be a multiple of 4`):
(58)
is equivalent to
(59)
if we define
,
(60)
,
(61)
,
(62)
and
.
(63)
The gauge transformations Eqs. (28) and (29) thus re-
13
quire
(64)
and
. (65)
Eqs. (64) and (65) combined yield
.
(66)
As can be seen from this equation, W g2k−1 is diagonal
in the indices corresponding its left two legs, i.e., dia-
grammatically
. (67)
We denote by [wg2k+1]L,L′ the matrix obtained when fix-
ing the indices corresponding to the left two legs to L
and L′ (each corresponding to `2 l-bits). By express-
ing W g2k+1W
g†
2k+1 = 1 diagrammatically, one can eas-
ily check that for all L,L′ [wg2k+1]L,L′ is also a unitary.
Hence, if we fix the ten left lower indices in Eq. (66) to
L1, L2, . . . , L10, we obtain a relation similar to the one
of matrix product states with the same symmetry (cf.
also Eq. (31)),
,
(68)
where the AkL3...L10 correspond to the concatenation of
the unitaries u4k−2, v4k−2, . . . , v4k+1 and thick lines to
eight thin ones, i.e., 4` original legs. The AkL3...L10 are
the tensors constituting the matrix product state repre-
sentation of the eigenstate corresponding to that choice
of l-bits.
We now consider Eq. (66) for the group elements g, h ∈
G and for the element gh: If one employs the fact that
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Θgk is diagonal, one arrives at (using Eq. (67))
.
(69)
In order to unravel this expression, we analyse the rela-
tion between Θgj , Θ
h
j and Θ
gh
j : Since vg is a linear repre-
sentation of the group G, Eq. (47) implies Θgh = ΘgΘh.
If we use the representation of those matrices by two-
layer quantum circuits (57), this implies
.
(70)
If one combines all Θgj and Θ
h
j , this is again an equality of
two two-layer quantum circuits, i.e., Eqs. (28) and (29)
apply,
, (71)
. (72)
Note that the diagonal unitaries Φg,hj depend on g and
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h individually. Eqs. (71) and (72) combined imply
.
(73)
We insert this into Eq. (69) and obtain
.
(74)
Next, we show that one can choose Θgj in such a way
that the Φg,hj are proportional to the identity, i.e., they
give rise only to an overall phase factor: We define Θ˜gj
such that they also fulfill Eq. (57) via
(75)
and
(76)
with diagonal matrices Ωgj (whose diagonal elements are
also of magnitude 1), which can be chosen arbitrarily.
We start by choosing ΩgN/` and Ω
g
1 as follows
, (77)
, (78)
where [Θg1]0,0,0,0 refers to the matrix element for all l-bit
indices set to zero. Those two equations imply
.
(79)
We now proceed by consecutively fixing Ωg2, Ω
g
3, . . . ,
ΩgN/`−1 in such a way that
(80)
for all j = 2, 3, . . . , N` −1. According to Eq. (79), Eq. (71)
yields by setting the indices of the left two or right two
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legs to 0
(81)
and
. (82)
(The Φg,hj here refer to Θ˜
g
j , but we do not decorate them
with tildes for simplicity of notation.) We thus have
Φg,h2 = 1[Φ
g,h
1 ]
∗
0,0 and Φ
g,h
1 = 1[Φ
g,h
2 ]
∗
0,0. Hence,
Φg,h1 = 1e
−iαg,h , (83)
Φg,h2 = 1e
iαg,h (84)
with αg,h ∈ [0, 2pi). Similarly, Eq. (80) implies using
Eqs. (71) and (72) with the indices of the left two legs
set to 0 that
1 = [Φg,h∗2m−1]0,0 Φ
g,h∗
2m , (85)
1 = [Φg,h2m]0,0 Φ
g,h
2m+1 (86)
for m < N2` , i.e.,
Φg,h2m = 1e
iαg,h , (87)
Φg,h2m+1 = 1e
−iαg,h . (88)
Hence, Φg,hN/` is the only such matrix which might not be
proportional to the identity. However, in Eq. (74) we are
only interested in the tensor product
Φg,h∗4k−3 ⊗ Φg,h4k+1 = Φg,h∗N/`−3 ⊗ Φg,h1 = 1 (89)
for 1 ≤ k < N4` . Eq. (89) inserted into Eq. (74) thus
implies for all k
. (90)
If we now fix the indices corresponding to the first two
legs from the left to L1 and L2 and of the fourth and
fifth legs to L4 and L5, this equation reads(
[wh2k−1]
†
L1,L2
[wg2k−1]
†
L1,L2
)
⊗ ([wg2k+1]L4,L5 [wh2k+1]L4,L5)
= [wgh2k−1]
†
L1,L2
⊗ [wgh2k+1]L4,L5 . (91)
This relation implies (using the fact that [wgj ]L,L′ is also
unitary)
[wg2k−1]L1,L2 [w
h
2k−1]L1,L2 = [w
gh
2k−1]L1,L2e
iβg,hk,L1L2L4L5 ,
(92)
[wg2k+1]L4,L5 [w
h
2k+1]L4,L5 = [w
gh
2k+1]L4,L5e
iβg,hk,L1L2L4L5
(93)
with βg,hk,L1L2L4L5 ∈ [0, 2pi). Both equations taken to-
gether show that β must be the same for all L1, L2, L4,
L5. Finally, we arrive at
[wg2k−1]L1,L2 [w
h
2k−1]L1,L2 = [w
gh
2k−1]L1,L2e
iβg,h , (94)
[wg2k+1]L4,L5 [w
h
2k+1]L4,L5 = [w
gh
2k+1]L4,L5e
iβg,h (95)
with βg,h independent of k. Hence [wg2k−1]L1,L2 and
[wg2k+1]L4,L5 are projective representations of the group
G: Projective representations are matrices qg which are
defined up to a phase factor and represent the group G
up to a phase factor,
qgqh = qghe
iω(g,h). (96)
Hence, the equivalent set of matrices defined by q′g =
qge
iχg obeys
q′gq
′
h = q
′
ghe
iω′(g,h) (97)
with ω′(g, h) = ω(g, h) − χgh + χg + χh. The elements
of the second cohomology group of the symmetry group
G are the equivalence classes of phases ω(g, h) under the
above transformation, i.e., ω(g, h)→ ω(g, h)−χgh+χg+
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χh. Since these are discrete (i.e., the second cohomol-
ogy group is finite), continuously changing the unitaries
qg cannot change the element of the second cohomology
group they correspond to. Hence, continuous changes
of the quantum circuit and thus of the unitaries wg2k−1
do not alter the corresponding element of the second co-
homology group. Thus, these elements correspond to
different SPT phases. (For the stability with respect to
adiabatic evolutions of the Hamiltonian, see Sec. VI.)
Eq. (94) thus implies that the projective representa-
tions [wg2k−1]L1,L2 all correspond to the same element
of the second cohomology group. Therefore, according
to Eq. (95), [wg2k+1]L4,L5 all correspond to the same el-
ement of the second cohomology group as [wg2k−1]L1,L2 .
Hence, an FMBL system with a symmetry possesses one
topological label for all eigenstates. We demonstrate in
Section VI that the topological label does not change
under symmetry-preserving perturbations to the Hamil-
tonian unless they violate the FMBL condition.
C. MBL systems with an anti-unitary on-site
symmetry
An anti-unitary on-site symmetry corresponds to the
presence of both time-reversal symmetry and an on-site
symmetry (with symmetry group G). In that case, the
Hamiltonian is invariant under a local unitary vg, up to
complex conjugation, that is, for given group element g,
either Eq. (45) or
H = v⊗Ng H∗(v†g )⊗N . (98)
holds. In the latter case, Eq. (47) reads
Θg = U
†v⊗Ng U∗. (99)
Let us define74 γ(g) = 0 if the corresponding operation
does not involve complex conjugation, γ(g) = 1 if it does
and
bXeγ(g) =
{
X if γ(g) = 0,
X∗ if γ(g) = 1.
(100)
One can now repeat the derivation of Eqs. (58) to (66)
replacing uj by bujeγ(g) and vj by bvjeγ(g) on the sides
of the equations containing g = v⊗
`
2
g . That is, Eq. (66)
now reads
.
(101)
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Eq. (69) now takes the form
. (102)
Now, one can similarly derive Eqs. (70) to (95) if one
replaces Θhj with bΘhj eγ(g) and whj with bwhj eγ(g). Hence,
we have (see Eqs. (94) and (95))
[wg2k−1]L1,L2bwh2k−1eγ(g)L1,L2 = [w
gh
2k−1]L1,L2e
iβg,hk , (103)
[wg2k+1]L4,L5bwh2k+1eγ(g)L4,L5 = [w
gh
2k+1]L4,L5e
iβg,hk+1 (104)
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with βg,hk+1 = β
g,h
k . The phase factors on the right hand
sides are again independent of the l-bit configuration.
Now, the topological label is given by the equivalence
class these phase factors belong to under the equivalence
relation74 βg,hk → βg,hk − χgh + χg + (−1)γ(g)χh, which
corresponds to a generalization of the second cohomology
group. All eigenstates are again in the same topological
phase.
D. Time-reversal symmetry
Time-reversal symmetry is a special case of the anti-
unitary symmetry considered in the previous section if
one chooses G = {e, z}. Then Eq. (103) reads (for g =
h = z)
[wz2k−1]L1,L2 [w
z
2k−1]
∗
L1,L2 = [w
e
2k−1]L1,L2e
iβek
= 1eiβ
z,z
k . (105)
Hence, [wz2k−1]L1,L2 = [w
z
2k−1]
>
L1,L2
eiβ
z,z
k , which implies
inserted into itself28 that eiβ
z,z
k = ±1, i.e., we have a
Z2 classification for the full spectrum of eigenstates, as
shown in Ref. 56. For the sake of completeness, we ex-
plicitly rederive this result using the formalism intro-
duced above: Time-reversal invariant systems fulfill (set-
ting v = vz)
H = v⊗NH∗(v†)⊗N (106)
with vv∗ = ±1. For the unitary U diagonalizing the
Hamiltonian this implies
v⊗NU∗ = UΘ. (107)
The corresponding condition on the quantum circuit U˜
is the same as Eq. (58) if on the right hand side the
unitaries are replaced by their complex conjugates and
g by V = v⊗`/2. The changes in the equations directly
thereafter are similar; note in particular that Eq. (66)
now reads
.
(108)
If we insert this equation into its complex conjugate, we
arrive at
,
(109)
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which implies
. (110)
Fixing the indices of the first two legs from the left again
to L1 and L2 and of the fourth and fifth ones to L4 and
L5 results in
[wz2k−1]L1,L2 [w
z
2k−1]
∗
L1,L2 = 1e
iβz,zk,L1L2L4L5 , (111)
[wz2k+1]L4,L5 [w
z
2k+1]
∗
L4,L5 = 1e
iβz,zk,L1L2L4L5 . (112)
This shows again that βz,zk,L1L2L4L5 must be the same for
all L1, L2, L4, L5 and k. Using the fact that [w
z
2k−1]L1,L2
and [wz2k+1]L4,L5 are unitaries, we multiply Eq. (111)
from the right by [wz2k−1]
>
L1,L2
and insert the obtained
relation into itself28, arriving at e2iβ
z,z
= 1, i.e., βz,z =
0, pi. Since this index is the same for all positions k and l-
bit indices, we again obtain one topological index, which
has to be the same for all eigenstates.
V. CLASSIFICATION OF FERMIONIC SPT
MBL PHASES
In this section, we classify one-dimensional fermionic
SPT MBL phases by extending the bosonic case using
a diagrammatic representation of fermionic tensor net-
works. An important consequence of this classification is
a rigorous way to demonstrate that the Z8 classification
of interacting fermion systems in one dimension57,58 is
reduced to a Z4 classification, whose topological invari-
ants will be explicitly derived. Recall that the Z8 clas-
sification is given by three topological invariants defined
as follows85: (i) An index κ = 0, 1 which arises from the
fact that the time-reversal operator on the virtual level
squares to positive or negative identity; (ii) An index
µ = 0, 1 which indicates whether the time reversal op-
erator on the virtual level commutes or anti-commutes
the parity operator; and (iii) the parity of the ground
state. The derivation below shows that all eigenstates,
both states with odd parity and states with even parity,
must share the same κ and µ.
We will use fermionic tensor networks as defined in
Refs. 85–90. We will review fermionic tensor net-
works in the language of super vector spaces (Sec. V A 1
and V A 2), following closely Ref. 85, propose a diagram-
matic representation (Sec. V A 3), and sketch the exten-
sion of the above derivation in this diagrammatic repre-
sentation (Sec. V B). Lastly, we obtain the Z4 classifica-
tion for fermionic FMBL systems in the presence of time
reversal symmetry (Sec. V C).
One may think that the classification of fermionic SPT
MBL phases can be obtained from the bosonic case using
the Jordan-Wigner transformation. However, this direc-
tion cannot be pursued due to the non-local impact of
the transformation on the interaction term connecting
the periodic boundaries of the system: In the bosonic
case, to demonstrate the robustness of the SPT, one has
to show that the SPT is robust against local perturba-
tions (see Sec. VI), including perturbations that straddle
across site 1 and N . The Jordan-Wigner transforma-
tion of such local perturbations across the boundary are
non-local. (And conversely, non-local perturbations on a
spinful Hamiltonian can become local after the Jordan-
Wigner transformation.)
A. Formalism
1. Super vector spaces
A super vector space V = V 0 ⊕ V 1 is a direct sum of
the vector spaces V 0 and V 1 containing even and odd
parity vectors. The parity of a (super-)vector |i〉 ∈ V
is denoted by |i| ∈ 0, 1 (0 for even and 1 for odd). The
graded tensor product of two vectors |i〉 and |j〉 is |i〉⊗g
|j〉 ∈ V ⊗g V , and its parity is |i| + |j| mod 2. The
reordering of vectors F within a graded tensor product
is the isomorphism
F : V ⊗g W →W ⊗g V
|i〉 ⊗g |j〉 → (−1)|i||j| |j〉 ⊗g |i〉 . (113)
The reordering of graded tensor products in V ∗ ⊗g
W , V ⊗g W ∗ and V ∗ ⊗g W ∗ is similarly defined. The
contraction C is the homomorphism
C : V ∗ ⊗g V → C
〈ψ| ⊗g |φ〉 → 〈ψ|φ〉 (114)
An operator acting on the super vector space V is
M =
∑
i,j
Mi,j |i〉 ⊗g 〈j| ∈ V ⊗g V ∗, (115)
which has parity |M| := |i| + |j| mod 2. Higher rank
operators are similarly defined.
2. Fermionic tensor networks
Consider a rank three tensor in Vj ⊗g Hj ⊗g (Vj+1)∗
A[j] =
∑
i,α,β
A[j]iα,β |α)j−1 ⊗g |i〉j ⊗g (β|j (116)
where the round bras and kets are bases of virtual spaces
Vj and V
∗
j . A fermionic matrix product state (fMPS)
with periodic boundary conditions is obtained by
|ψ〉 = Cv(A[1]⊗g A[2]⊗g . . .⊗g A[N ]) (117)
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where Cv is the contraction over all virtual indices. For
even parity fMPS, one can always choose every A[j] to
have even parity. For odd parity fMPS, it is convenient
to choose only a single tensor to have odd parity, so that
the fermionic reordering of the tensors in the fMPS is
trivial.
3. Diagrammatic representation
The diagrammatic rules of our fermionic tensor net-
work approach are as follows:
• Fermionic ordering of Z2 graded tensor products is
represented by a single directed line in red passing
through all elements of super vector space (repre-
sented as open legs in black below).
• Kets (Bras) of the (dual) super vector space V =
V 0⊕V 1 are represented as open legs in black that
point along (against) the direction of the arrow.
• Fermionic reordering of |i〉 and |j〉 gives rise to
a parity-dependent sign (−1)|i||j| which is repre-
sented as a crossing between two open legs, de-
noted as a black dot.
We use two examples to demonstrate these rules:
• The supertrace of a rank-2 operator is written al-
gebraically as
C(∑
i,j
Mij |i〉 ⊗g 〈j|
)
= C(∑
i,j
Mij(−1)|i||j| 〈j| ⊗g |i〉
)
=
∑
i
(−1)|i|Mii (118)
Diagrammatically, we have,
where the red directed line represents the fermionic
ordering of graded tensor products. The open leg
pointing along (against) the fermionic ordering
represents ket (bra). The black dot represents
the parity-dependent sign upon reordering the
vector in the graded tensor product. Lastly,
Pij = (−1)|i|δij is the parity operator.
• fMPS with even parity. Suppose we have a trans-
lation invariant system which can be represented
by an fMPS with A[1] = A[2] = · · · = A[N ].
where Cv represents the contraction of all virtual
legs, we took advantage of all non-vanishing tensor
contractions fulfilling |i1| + |i2| + . . . + |iN | = 0
mod 2 and P is defined as before. We have used
diagrammatics to recover the even parity fMPS as
described in Ref. 85.
B. Classification of fermionic MBL systems with
an (anti-)unitary on-site symmetry
After the incorporation of the above diagrammatic for-
mulation, the derivation of the classification of fermionic
SPT MBL phases is very similar to the bosonic one. For
clarity’s sake, we will demonstrate two key steps of the
derivation with the fermionic diagrams, (i) the deriva-
tion of Eq. (20), and (ii) the derivation of Eqs. (28) and
(29).
Firstly, as mentioned previously, non-abelian sym-
metries are incompatible with FMBL. Additionally,
Kramers degeneracies arising from time-reversal symme-
try would also ruin the stability of FMBL91. There-
fore, we assume the absence of degeneracies. To derive
Eq. (20), we begin by writing the fermionic analogue of
Eq. (16)
,
(119)
where again, the lower legs represent l-bits indices, and
by fixing them, one obtains a matrix product state repre-
sentation of the eigenstate corresponding to those l-bits.
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Each tensor (u or v) in the two-layer quantum circuit
is required to have even parity. Diagrammatically, this
means
, (120)
where Z = σ
⊗l/2
z and similarly for vk. Consider the
extended symmetry group G˜ = G× Z2, where Z2 corre-
sponds to parity symmetry. vg is now the linear repre-
sentation of g ∈ G˜, and again we denote g ≡ v⊗`/2g in the
diagrams below. So, the fermionic analogue of Eq. (45)
is
(121)
Now contract the left hand side with conjugates of u’s
and v’s from the top and bottom.
where, in the first equality, we have iteratively contracted
pairs of open legs in the middle of the diagram from the
right. Do the same to the right hand side of Eq. (121),
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and this gives us the fermionic analogue of Eq. (47).
(122)
Since E is non-degenerate, Eq. (122) implies
We define the basis vectors of (the k-th set of) ` con-
secutive sites with the following ket and bra labelled by
lk:
Then the diagonal matrix element of Θg with respect to
this basis is
where, again, we have contracted the right-most pairs of
open legs iteratively. Now consider two matrix elements
whose all but one indices coincide.
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This establishes Eqs. (50) and Eq. (20) as before.
Secondly, we derive the fermionic analogue of Eqs. (28)
and (29).
We contract with the adjoint of the layer of V and U ′
from the top and bottom, respectively.
After annihilation of conjugate pairs of unitaries, we
have
Since all involved operators UjU
′
j
†
, V †j V
′
j have even par-
ity, this equation implies that each block of U ’s and V ’s
must subdivide into tensor products of tensors acting on
the corresponding sites.
After removing the fermionic bra’s and ket’s, we recover
Eqs. (28) and (29). This concludes the demonstration
of two key steps in the fermionic classification. Using
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this diagrammatic approach, the derivations in Sec. IV
can be readily repeated for fermionic systems. We thus
arrive at Eqs. (94) and (95) with the symmetry group
elements g taken from the extended group G˜ = G× Z2.
This results in a classification by the elements of the
second cohomology group of G˜. If some of the symmetry
operations are anti-unitary, the classification is given by
a generalization of the second cohomology group of G˜
allowing for complex conjugations, similarly to the result
of Sec. IV C.
C. Time-reversal symmetry and the Z4
classification
Here we discuss how the Z4 classification of fermionic
FMBL systems with time-reversal symmetry arises from
the above classification. The topological index κ can be
derived in an analogous way as in the bosonic case in
Sec. IV D, where κ is related to βz,z via βz,z = κpi and
can take values of 0 and 1. In the following, we will
demonstrate the existence of a second topological index
µ = 0, 1. We define the symmetry group correspond-
ing to parity conservation as Z2 = {e, p} with p2 = e.
Observe that Θz = σ
⊗N
z . This follows because each two-
gate u or v preserves parity as in Eq. (120), so from
Eq. (17), we have92 Θp = U˜
†σ⊗Nz U˜ = U˜
†U˜σ⊗Nz = σ
⊗N
z .
Furthermore, if we cast Θp as the fermionic analogue of
Eq. (57), we can set Θpi = 1 for odd i, while for even i,
we have
Substitute the above into the fermionic analogue of
Eq. (66),
We then see that the following equation holds for all k,
.
(123)
We note in particular that wp2k+1 is real. Now we con-
sider the fermionic analogue of Eq. (69) obtained by
consecutive actions of the time reversal operator v⊗N
(combined with complex conjugation) and parity oper-
ator σ⊗Nz . Since these operators have to commute, we
obtain
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i.e., analogously to Eqs. (69) and (102)
.
(124)
Note that since wp2k+1 is real, the additional complex
conjugation appearing in Eqs. (103) and (104) due to
anti-unitarity can be neglected. Hence, we arrive the
following equation
(125)
Similarly to Eq. (91), we fix the indices corresponding
to the first two legs from the left as L1 and L2, and to
the fourth and fifth legs as L4 and L5. We thus have for
each k
[wz2k−1]
†
L1,L2
[wp2k−1]
†
L1,L2
=
[wp2k−1]
†
L1,L2
[wz2k−1]]
†
L1,L2
e−ipiµk,L1,L2,L4,L5 (126)
[wp2k+1]L4,L5 [w
z
2k+1]L4,L5 =
[wz2k+1]L4,L5 [w
p
2k+1]L4,L5e
+ipiµk,L1,L2,L4,L5 (127)
where µk,L1,L2,L4,L5 = 0, 1. Comparing both equa-
tions, we see that µ is independent of L1, L2, L4, L5, i.e.
µk,L1,L2,L4,L5 = µk. Now, if we compare Eq. (127) for k
and Eq. (126) for k+1, we conclude that µk = µk+1, i.e.
µk = µ does not depend on k.
Using wz2k+1w
z∗
2k+1 = (−1)κ1, Eq. (127) yields
wp2k+1w
z>
2k+1 = w
z>
2k+1w
p
2k+1e
ipiµ. Due to Eq. (123), this
implies wp†2k+1w
z†
2k+1 = w
z†
2k+1w
p†
2k+1e
−ipiµ. Comparison
with Eq. (127) gives 1 = e−2ipiµ. Hence, µ = 0, 1 is the
second topological index. In other words,
wziw
p
i = (−1)µwpiwzi . (128)
Since the index µ is the same for all k and for all l-bit
indices, this index is a topological index shared by all
eigenstates. This topological index µ, together with the
first topological index κ, completes the Z4 classification.
Finally, we note that each eigenstate can either be
parity even or odd. Although the parity is a topologi-
cal label of ground state fermionic SPT phases, ground
state is a topological index for interacting (non-MBL)
fermionic systems, the parity of individual eigenstates in
MBL systems cannot constitute an additional topologi-
cal index, as the system trivially has the same number
of even and odd parity eigenstates.
VI. ROBUSTNESS TO PERTURBATIONS
In Ref. 56 it was pointed out that if the Hamilto-
nian H(λ) is changed adiabatically such that H(0) cor-
responds to the original Hamiltonian and H(1) to the
final one, one can always define a unitary Ucont(λ) which
changes continuously as a function of λ and diagonalizes
the Hamiltonian for all λ ∈ [0, 1]. We assume that the
Hamiltonian stays FMBL along the path and does not
break the symmetry. Hence, there exists a quantum cir-
cuit U˜(λ) which efficiently diagonalizes the Hamiltonian
for all λ ∈ [0, 1]. However, even within small approxima-
tion error56 Ucont(λ) might not be the same unitary (at
least for some λ) as the one given by the quantum circuit:
For almost all λ (those without degeneracies for finite
N), the unitary Ucont(λ) is related to the quantum cir-
cuit by a permutation matrix P (λ) whose non-vanishing
matrix elements may have phases,
U˜(λ) = Ucont(λ)P (λ) (129)
up to an error that vanishes in the thermodynamic
limit56. We want to use this property to show that the
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topological index of U˜(λ) for λ1 and λ2 = λ1 +  is the
same in the limit  → 0. First, note that Eq. (129)
implies up to the above error that
U˜(λ1)P
†(λ1) = Ucont(λ1)U
†
cont(λ2)U˜(λ2)P
†(λ2). (130)
The product Ucont(λ1)U
†
cont(λ2) can be brought arbitrar-
ily close to 1 by taking  sufficiently small. Hence, we
have up to small error
U˜(λ1)P
†(λ1)P (λ2) = U˜(λ2). (131)
The eigenstates encoded in U˜(λ1) and U˜(λ2) are thus up
to phase factors the same just relabeled. Since the topo-
logical index of all eigenstates is the same (and deter-
mines the overall topological index derived above), the
unitaries U˜(λ1) and U˜(λ2) have the same overall topolog-
ical index. (Note the element of the second cohomology
group of [wg2k+1]L4,L5 can be determined from a single
eigenstate using for instance Eq. (69).) Therefore, the
topological index of the SPT MBL phase cannot change
along the adiabatic evolution in the thermodynamic limit
unless the symmetry or FMBL condition is broken.
For a rigorous treatment of error bounds, follow the
approach of Ref. 56.
VII. COMPLETENESS OF CLASSIFICATION
FOR INDIVIDUAL EIGENSTATES
Here we demonstrate that the classification derived in
Secs. IV and V is complete in the sense that there can-
not be any additional topological indices which affect the
properties of individual eigenstates (such as degeneracies
in the entanglement spectra). This does not rule out
the possibility that there are topological obstructions to
connecting different Hamiltonians with the same topo-
logical index as defined above (i.e., that the overall uni-
tary U has additional topological indices). However, we
show that if there are Hamiltonians disconnected by such
a topological obstruction, their topological distinctness
cannot be visible on their individual eigenstates. The
main idea is that the topological indices derived above
are the same as the ones for (non-translationally invari-
ant) ground states of local gapped Hamiltonians28–30,74.
Concretely, we use the result of Ref. 30 that for two
states in the same SPT MBL phase, there must exist a
finite time evolution by a local Hamiltonian Hloc(t) pre-
serving the symmetry, which transforms the two states
into each other. That is, the unitary
Uloc = P
(
e−i
∫ 1
0
dtHloc(t)
)
(132)
applied on one state gives the other. (P denotes path
ordering of the integral.) Suppose there was at least
one topological SPT MBL index that has been missed
so far, i.e., different SPT MBL phases A and B with the
same eigenstate topological index as determined above,
but which are separated from each other by an FMBL-
breaking transition. Since the topological indices found
above are complete when restricting to only one eigen-
state, any eigenstate from phase A can be connected to
an arbitrary eigenstate from phase B via a unitary trans-
formation of the type (132). Let us consider a Hamilto-
nian which continuously implements that
H(λ) = P
(
ei
∫ λ
0
dtHloc(t)
)
HAP
(
e−i
∫ λ
0
dtHloc(t)
)
.
(133)
For λ = 1 it shares at least one eigenstate with Hamilto-
nian HB , even though it is not in phase B itself. Conse-
quently, a single eigenstate cannot be employed to dis-
tinguish the two phases A and B. Note that along the
path FMBL is preserved, as there exist exponentially
localized operators
τ iz(λ) = P
(
ei
∫ λ
0
dtHloc(t)
)
UAσ
i
zU
†
AP
(
e−i
∫ λ
0
dtHloc(t)
)
(134)
for all λ ∈ [0, 1], i.e., H(λ) is in phase A for all λ ∈ [0, 1].
Lastly, for the fermionic case, parity is a topological
label for SPT ground states. In the MBL setting, each
single eigenstate has either even or odd parity. An eigen-
state of HA with even/odd parity can only be connected
to another eigenstate of HB with even/odd parity, re-
spectively. Despite this lack of freedom in connecting
all eigenstates with each other in the fermionic case, the
parity of eigenstates does not constitute an additional
topological index, as each Hamiltonian always trivially
has the same number of even and odd parity states.
VIII. CONCLUSIONS
We used two-layer quantum circuits with long gates in
order to classify spinful and fermionic one-dimensional
MBL phases with an (anti-)unitary on-site symmetry.
For spin systems, we demonstrated that all eigenstates
correspond to the same element of the second cohomol-
ogy group. For anti-unitary on-site symmetries, a similar
classification is obtained in terms of a generalization of
the second cohomology group. This leads to a Z2 clas-
sification for time-reversal invariant systems56. Hence,
bosonic MBL phases in one dimension are character-
ized by a topological index which is the same for all
eigenstates. We showed that all those SPT MBL phases
are stable with respect to arbitrary symmetry-preserving
perturbations as long as they do not drive the system out
of the FMBL phase. As a result, the four-fold degener-
acy of the entanglement spectra of the eigenstates of the
disordered cluster model are protected by both Z2 × Z2
symmetry and time-reversal symmetry. Furthermore,
we demonstrated that the classification is complete in
terms of eigenstate topological indices, i.e., while there
might be topological obstructions to connecting FMBL
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Hamiltonians with the same topological index as identi-
fied above, their topological distinctness cannot be visi-
ble on individual eigenstates. Note that we only classify
symmetry-protected topological MBL systems. We do
not classify local orders, but our classification also ap-
plies in the presence of spontaneous symmetry breaking.
For fermionic systems, we extended the above classifi-
cation by proposing a fermionic tensor network diagram-
matic formulation. We obtained a classification given by
the (generalized) second cohomology group of the overall
(anti-)unitary symmetry group G˜ = G×Z2. We demon-
strated that the Z8 classification for ground states with
time-reversal symmetry is reduced to a Z4 classification
for fermionic MBL systems, and explicitly derived the
topological invariants for this Z4 classification.
Our results give rise to important directions for fu-
ture research: One is the possibility of the mentioned
topological obstructions, which would correspond to a
topological index that is defined only for the diagonal-
izing unitary U as a whole, but cannot be defined for
individual eigenstates.
Finally, the approach presented here can be extended
to two dimensions48. While MBL might not strictly exist
in two dimensions20,21, the relaxation times are likely so
long that strongly disordered systems in two dimensions
can be viewed as MBL for all experimental and tech-
nological purposes. Hence, topological properties such
as the protection of quantum information against local
noise would be present on all practically relevant time
scales. Our procedure enables the classification of such
SPT MBL-like phases in two dimensions. However, the
extension of our classification to topologically ordered
MBL phases, which do not allow for a representation
by short-depth quantum circuits, is not obvious. This
case would be particularly interesting, as it would in-
clude topological MBL phases allowing for fault-tolerant
quantum computations at finite energy density.
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