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Abstract. We survey a number of moment hierarchies and test their performances in computing one-
dimensional shock structures. It is found that for high Mach numbers, the moment hierarchies are either
difficult to implement or hard to converge, making these methods questionable for the simulation of high-
nonequilibrium flows. By examining the convergence issue of Grad’s moment methods, we propose a new
moment hierarchy to bridge the hydrodynamic models and the kinetic equation. Numerical tests show that
the method is capable of predicting shock structures with high Mach numbers accurately, and the results
converge to the solution of the Boltzmann equation as the number of moments increases.
1. Introduction
Rarefied gas dynamics is an important branch of fluid mechanics with wide applications in astronau-
tics and microelectromechanical systems. The Boltzmann equation, devised nearly 150 years ago in [6], is
one of the most basic models for rarefied gases. Due to its high dimensionality and complicated collision
term, the numerical simulation of this equation is highly challenging. Despite the fast development of the
computational infrastructure, solving the Boltzmann equation in the three-dimensional case is still rather
resource-demanding [18]. While researchers are still improving the numerical solver, an alternative is to
consider model reduction to reduce the numerical difficulty. One important technique for kinetic model
reduction is the moment method first introduced by Grad [23]. This methodology is the main topic to be
studied in this paper.
The basic idea of the moment method is to take different moments of the Boltzmann equation, and then
consider only a subset of these equations. To make the subsystem self-contained, moment closure needs
to be applied. By including increasing numbers of moments to the systems, a sequence of models can be
established, which bridges the hydrodynamic models (such as the Euler equations and the Navier-Stokes
equations) and the Boltzmann equation. Due to the nested structure of these models, we call such a model
sequence a moment hierarchy. Different moment closure can result in different moment hierarchies, while all
of them are expected to converge to the Boltzmann equation as the number of moments tends to infinity.
While such convergence holds formally according to the derivation of the moment hierarchies, numerical
experiments sometimes suggest otherwise. The convergence of Grad’s moment method has been demon-
strated in [4] for a shock tube problem. In the linear regime, the convergence has been shown both numeri-
cally and theoretically for boundary value problems [44, 35]. Despite these positive results, some pessimistic
observations have been reported in other references, especially when the number of moments in the system
is large. In [13], it is found that Grad’s moment method fails to work for the shock tube problem with
a large density ratio due to loss of hyperbolicity [33]. Even if the hyperbolicity is fixed by the framework
proposed in [9], the method still fails for the Fourier flow problem due to the convergence issue raised in [16].
Another moment hierarchy, called regularized moment equations [38], is unable to produce shock structure
with large Mach numbers when the number of moments is large [13]. For the moment hierarchy based on the
maximum-entropy closure [31], the equilibrium state turns out to be a singularity [27], making the numerical
validation extremely difficult. It seems that these bridges from hydrodynamic to kinetic turn fragile when
non-equilibrium effect gets strong. It is unpredictable when and where the nonequilibrium will cause them
to collapse.
In this work, we will survey a number of moment hierarchies, and test their performances using the shock
structure problem, which is a frequently-used benchmark problem involving obvious non-equilibrium effects.
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2 ZHENNING CAI
Observing the difficulty in computing high-speed flows, we introduce a novel moment hierarchy, named as
“highest-moment-based moment method”, to realize an efficient and stable connection between the fluid
models and the Boltzmann equation, whose properties are verified by shock structure problems with both
one-dimensional and three-dimensional physics.
The rest of the paper is organized as follows. The Boltzmann equation and some existing moment
hierarchies are reviewed in Section 2. In Section 3, we pick some moment hierarchies with less computational
difficulties to test their capabilities to simulate shock structures. Our novel moment hierarchy is introduced
in Section 4 and 5 for one-dimensional and three-dimensional cases, respectively. Finally, some concluding
remarks are given in Section 6.
2. Review of the Boltzmann equation and some moment hierarchies
The Boltzmann equation gives the time evolution of the distribution function f(x, ξ, t), which is related to
the macroscopic quantities such as the number density of molecules ρ(x, t), velocity v(x, t) and the specific
internal energy e(x, t) by
ρ(x, t) = 〈f(x, ξ, t)〉, v(x, t) = 1
ρ(x, t)
〈ξf(x, ξ, t)〉, e(x, t) = 1
ρ(x, t)
〈
1
2
|ξ − v(x, t)|2f(x, ξ, t)
〉
,
where 〈·〉 denotes the integral of · with respect to ξ. Considering the d-dimensional space and assuming that
x = (x1, · · ·xd)T and ξ = (ξ1, · · · , ξd)T , we can write the d-dimensional Boltzmann equation as
(1)
∂f
∂t
+
d∑
k=1
ξk
∂f
∂xk
= S[f ],
where the right-hand side S[f ] is the collision term describing the interaction between gas molecules. Below
we are going to consider two types of collision terms:
• Quadratic collision operator (only for d > 2):
(2) S[f ](x, ξ, t) =
∫
Rd
∫
Sd−1
B(ξ − ξ∗,ω)[f(x, ξ′, t)f(x, ξ′∗, t)− f(x, ξ, t)f(x, ξ∗, t)] dω dξ∗,
where B(·, ·) is the collision kernel, and
ξ′ =
ξ + ξ∗
2
+
|ξ − ξ∗|
2
ω, ξ′∗ =
ξ + ξ∗
2
− |ξ − ξ∗|
2
ω.
• Bhatnagar-Gross-Krook (BGK) operator:
S[f ](x, ξ, t) = 1
τ(x, t)
[M(x, ξ, t)− f(x, ξ, t)],
where τ(x, t) denotes the mean relaxation time, which depends usually on the density and the
temperature, and M(x, ξ, t) is the local equilibrium defined by
(3) M(x, ξ, t) = ρ(x, t)
(2piθ(x, t))d/2
exp
(
−|ξ − v(x, t)|
2
2θ(x, t)
)
, θ(x, t) =
1
d
e(x, t).
The BGK operator will be used when discussing one-dimensional model problems, while the quadratic
operator will be used in the more realistic three-dimensional cases.
Below we are going to review some existing moment hierarchies in the literature. For simplicity, we will
present these equations only based on the one-dimensional dynamics, for which the spatial and velocity
variables will be written as x and ξ.
2.1. Grad’s moment methods. Grad’s work [23] introduced the moment method to the kinetic theory,
which is based on the following series expansion of the distribution function:
(4) f(x, ξ, t) =
+∞∑
α=0
fα(x, t)[θ(x, t)]
−α/2Heα
(
ξ − v(x, t)√
θ(x, t)
)
M0(x, ξ, t),
where M0(x, ξ, t) =M(x, ξ, t)/ρ(x, t), and Heα(·) is the Hermite polynomial defined by
Heα(ξ) = (−1)α exp
(
ξ2
2
)
dk
dξk
exp
(
−ξ
2
2
)
,
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which are orthogonal polynomials defined on R with weight function ω(ξ) = exp(−ξ2/2). Due to such
orthogonality, each coefficient fα can be viewed as a “moment” since it can be represented by the integral
of the distribution function times a polynomial of ξ. Due to the nonlinearity incorporated into (4) by the
parameters v(x, t) and θ(x, t), the coefficients satisfies f1(x, t) = f2(x, t) ≡ 0, and any Maxwellian can be
exactly expressed by this series, which actually has only one nonzero term with index α = 0, so that the
resulting moment system can be considered as a natural generalization of Euler equations. To derive the
moment system, we plug (4) into the Boltzmann equation with BGK collision term, and obtain
(5)
dfα
dt
+
dv
dt
fα−1 +
1
2
dθ
dt
fα−2 + θFα−1 + (α+ 1)Fα+1 = −1− δα0
τ
fα, ∀α ∈ N,
where Fα = ∂xfα + fα−1∂xv + 12fα−2∂xθ, and
d
dt
= ∂t + v∂x. In the above equations, whenever a negative
subscript appears, the quantity is regarded as zero, e.g. F−1 = 0, F0 = ∂xf0.
Clearly the equations (5) need to be closed if we aim at a finite system. Grad created the moment
hierarchies by the simple closure
(6) fα = 0, ∀α > N,
where N > 3 is the number of equations (or the number of moments) in the finite system, which is usually
called Grad’s N -moment system. By choosing different values of N , a moment hierarchy can be generated.
In particular, when N = 3, the system is identical to the Euler equations. The Navier-Stokes equations
are not directly included in the hierarchy, but it can be derived from the moment system with N = 4 by
Chapman-Enskog expansion. In fact, Grad’s 4-moment system contains one more order than Navier-Stokes,
meaning that the Burnett equations can also be derived by Chapman-Enskog expansion.
The three-dimensional case is more complicated. In general, the 13-moment equations include the Navier-
Stokes limit, but it includes the Burnett limit only in some special cases such as Maxwell molecules. We
refer the readers to [38] for more details. Nevertheless, the moment hierarchy generated by Grad’s moment
system still formally connects the Euler equations and the Boltzmann equation.
However, when nonequilibrium is strong, the computation based on Grad’s moment equations often breaks
down due to the loss of hyperbolicity of Grad’s system, which has been pointed out in a number existing
works [33, 42, 12, 7], and its numerical effect has been observed [43] by a shock tube test. Such a drawback
highly restricts the application of Grad’s moment equations. It is to be shown in Section 3 that Grad’s
method does not work for shock structures with a high Mach number.
2.2. Linearized Grad’s moment equations. Despite the loss of hyperbolicity, Grad’s method is known
to be linearly stable around the global Maxwellian. Therefore when Grad’s equations are linearized, one can
expect that the hyperbolicity can be restored. The linearized moment equations are
∂f0
∂t
+
∂v
∂x
= 0,
∂v
∂t
+
∂f0
∂x
+
∂θ
∂x
= 0,
∂θ
∂t
+
∂v
∂x
+ 3
∂f3
∂x
= 0,
∂f3
∂t
+
1
2
∂θ
∂x
+ 4
∂f4
∂x
= − 1
τ0
f3,
∂fα
∂t
+
∂fα−1
∂x
+ (α+ 1)
∂fα+1
∂x
= − 1
τ0
fα, α > 4.
The moment closure is again given by (6). By increasing N , we again obtain a moment hierarchy. The
convergence of such systems as N approaches infinity has been studied in [44], and it is seen that the limit
equation is the linearized Boltzmann equation about the same global equilibrium state. Manifestly, such a
system is applicable only when the fluid states are close to a global equilibrium state. It cannot be applied
to shock structure computations for a large Mach number. Furthermore, it does not include the nonlinear
Euler equations, let alone the higher-order Navier-Stokes or Burnett equations. Therefore we do not take
these systems into account in this work.
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2.3. Grad’s moment equations with linearized ansatz. A related method is to linearize Grad’s expan-
sion (4) instead of the moment equations:
(7) f(x, ξ, t) =
+∞∑
α=0
fα(x, t)θ
−α/2
Heα
(
ξ − v√
θ
)
· 1√
2piθ
exp
(
−|ξ − v|
2
2θ
)
,
where v and θ are preset constant parameters, which do not vary with x and t. Such linearization essentially
turns Grad’s method to the Hermite spectral method, and the coefficients f1(x, t) and f2(x, t) are no longer
zero. The equations for the coefficients are
(8)
∂fα
∂t
+ θ
∂fα−1
∂x
+ v
∂fα
∂x
+ (α+ 1)
∂fα+1
∂x
=
1
τ
(Mα − fα), α > 0,
where
Mα(x, t) = θ¯
α/2
α!
∫
R
Heα
(
ξ − v√
θ
)
M(x, ξ, t) dξ.
The moment closure is again given by (6). For such a method, the hyperbolicity can be guaranteed since
all the characteristic speeds are constant. For this moment hierarchy, the 3-moment equations do not
correspond to Euler equations; however, when N ≥ 4, Euler equations can be derived by Hilbert expansion.
More concretely, when τ is small in (8), the leading order term of fα is the same as Mα, yielding Euler
equations. The general order of accuracy is yet to be further studied.
This method is numerically studied in [35, 26, 25], and some computation for shock structures has been
carried out in [25], which shows good agreement with the DSMC results. However, there are two parameters
u and θ in the ansatz (8), which have to be chosen appropriately to ensure the convergence of the sequence
(7). These two parameters have to be chosen manually; they cannot be determined by the distribution
function itself or physical experiments. Different choices of these parameters will lead to completely different
models, as is undesired from the modelling point of view.
2.4. Hyperbolic moment equations. To gain hyperbolicity without changing the ansatz used by Grad
(4), another moment hierarchy is introduced in [7, 8]. In these works, the closure (6) is supplemented by
removing the term FN in the system, so that the resulting equations are
(9)
dfα
dt
+
dv
dt
fα−1 +
1
2
dθ
dt
fα−2 + θFα−1 + (1− δN−1,α)(α+ 1)Fα+1 = −1− δα0
τ
fα, ∀α = 0, 1, · · · , N − 1.
The resulting system is hyperbolic if and only if θ > 0, and all the characteristic speeds are determined by v
and θ. When N = 3, the above system is again the same as Euler equations. The convergence test of such
equations on benchmark microflow problems have been carried out in [12, 15]. Despite the hyperbolicity,
for the one-dimensional five-moment system, it is shown to be linearly unstable at nonequilibrium states in
[49]. Therefore these systems are never used in the simulation of high-Mach number flows.
In a recent work [16], it is found that the computation using hyperbolic moment equations may fail when
the maximum temperature ratio is larger than two in the problem, due to the divergence of Grad’s series
expansion (4). The convergence of (4) requires
(10)
∫
R
[f(x, ξ, t)]2
M0(x, ξ, t) dξ < +∞, ∀x, t.
However, it is shown in [16] that for the BGK collision term, if there exists x1 and x2 such that θ(x1) > 2θ(x2)
for the exact solution of a steady-state problem, then the convergence condition (10) will fail, leading to the
divergence of (4). In this case, even if the solution of the moment equations exists, the convergence to the
Boltzmann equation is questionable. Both shock structure and the Fourier flow computation are considered
in [16], where it is observed that when the maximum temperature ratio is larger than 2 in the exact solution,
the computation using hyperbolic moment equations fails when N is sufficiently large. Such a deficiency,
which prohibits the simulation for high-speed flows using many moments, exists in Grad’s moment method,
hyperbolic moment method and any other methods based on Grad’s ansatz such as [28].
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2.5. Regularized moment equations. Another method to overcome the loss of hyperbolicity is to intro-
duce stabilizing diffusive terms, which can be done by mimicking the derivation of Navier-Stokes equations
as extensions of Euler equations. The most well-known model in this category is the regularized 13-moment
equations (“13 moments” refers to the 3D case), which are derived in [39] for Maxwell molecules with the
super-Burnett order. The regularized 26-moment equations are derived in [24]. For the BGK collision model
with one-dimensional physics, the closure is
fN = τ
(
θ
ρ
fN−1
∂ρ
∂x
− θ∂fN−1
∂x
− 1
2
θfN−3
∂θ
∂x
− N − 1
2
fN−1
∂θ
∂x
)
.
When N = 3, the system is identical to the Navier-Stokes equations. The numerical tests in [45, 13, 41]
show that a small number of moments (13 or 20 moments in the three-dimensional case) can well describe
the shock structure for equilibrium variables (density, velocity and temperature) up to Mach number 9.0.
However, a significant underestimate of the heat flux can be observed in these numerical results for Mach
number larger than 3.0.
Despite the stabilization, this moment hierarchy still suffers from the instability of the system when the
number of moments is large, as reported in [13]. As far as we know, the regularized 26-moment equations are
applied only to microflow problems [24]. The numerical experiment will be redone in the one-dimensional
case in Section 3. Moreover, the derivation of the equations in the three-dimensional case is extremely
tedious for non-Maxwell molecules, even for the 13-moment case with locally linearized collision term [17].
The derivation of regularized moment equations may be impracticable for larger moment system.
2.6. Method of maximum entropy. This moment hierarchy takes a different ansatz
(11) f(x, ξ, t) = exp
N−1∑
β=0
kβ(x, t)ξ
β
 ,
where we require that N is odd and kN−1(x, t) 6 0 so that the distribution function is integrable. Using
Mα(x, t) to denote the moment
∫
R ξ
αf(x, ξ, t) dξ, we can write the moment system as
(12)
∂Mα
∂t
+
∂Mα+1
∂x
=
1
τ
(∫
R
ξαM(x, ξ, t) dξ −Mα
)
, α = 0, 1, · · · , N − 1,
where
(13) MN (x, t) =
∫
R
ξN exp
N−1∑
β=0
kβ(x, t)ξ
β
 dξ,
and the coefficients kβ can be determined from Mα by solving the moment inversion problem:
(14) Mα(x, t) =
∫
R
ξα exp
N−1∑
β=0
kβ(x, t)ξ
β
 dξ, α = 0, 1, · · · , N − 1.
Such a method has been studied in [19, 31, 33]. Theoretically, the system is hyperbolic, entropic, and pre-
serves positivity. It preserves at least the Navier-Stokes limit when the Knudsen number is small. However,
the numerical computation of such a system is extremely difficult when N > 3, due to the large character-
istic speed and the lack of explicit formulas for the map between moments and the variables kβ . The first
numerical results are reported in [40], where shock structures with Mach numbers 1.2 and 2.0 for the 3D
14-moment theory is computed. The density and temperature profiles well agree with the DSMC results.
When the Mach number increases to 4.0, the results in [37] shows the inadequacy of 14 moments, while
the 35-moment theory can provide much better results [37, 36]. In these methods, the velocity domain is
truncated to avoid infinite characteristic speed, so that CFL conditions can be imposed more easily.
We believe that such a moment hierarchy is suitable for shock structure computation with larger Mach
numbers. However, current numerical methods seem insufficient to make the system competitive due to the
significant difficulty in solving the moment inversion problem. Research works are still ongoing to improve
the efficiency [34].
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One relevant method is the moment closure based on ϕ-divergences proposed in [2]. It replaces the ansatz
(11) by
(15) f(x, ξ, t) =M(x, ξ, t)
1 + 1
n
N−1∑
β=0
kβ(x, t)ξ
β
n
+
,
where (·)+ means max(·, 0). Such an ansatz can be viewed as an approximation of (11), due to the fact that
exp(x) = lim
n→∞
(
1 +
x
n
)n
+
.
The moment inversion problem again needs to be solved for this ansatz, which has been implemented in
[1, 3]. The shock structure problem with Mach number 1.4 for one-dimensional physics is considered in [3],
but the paper does not show the accuracy of the model by comparing with other methods.
More studies on both the numerical methods and the model verification are needed for these entropy
stable models. Due to the complicated algorithm used for the moment inversion, these methods are not
studied in this paper.
2.7. Quadrature-based moment methods. Another method requiring moment inversion is the quadrature-
based moment methods [21, 22]. In the one-dimensional case, the ansatz of the distribution function for even
N is
(16) f(x, ξ, t) =
N/2∑
n=0
%n(x, t)δ(ξ − ξn(x, t)).
The moment system can again be written as (12), and the last flux MN can be defined similarly to (13)(14),
with the ansatz of f correspondingly replaced. Since both %n and ξn need to be determined, the moment
inversion problem is again highly nontrivial, especially in the high-dimensional case. For one-dimensional
velocity, some efficient algorithms have been developed [46, 47], and in the multi-dimensional case, the
conditional quadrature method of moments [47] is developed to generate quadrature points and weights by
making use of the one-dimensional algorithm. We have not seen the discussion of the asymptotic limits of
such systems to the best of our knowledge.
Problems with shocks with Mach number up to 2.05 have been considered in [22] for three-dimensional
physics. The simulation appears to be quite stable, whereas the accuracy of the shock structure is not
carefully checked. Such a method will also be taken into account in our numerical experiments.
2.8. Other moment hierarchies. Besides the aforementioned moment hierarchies, some other moment
hierarchies have also appeared in a relatively smaller amount of literature, which we do not study in this
work. For example, in [20], the authors proposed a variation of the hyperbolic moment system by replacing
the Maxwellian in Grad’s ansatz with an anisotropic Gaussian. The method is identical to the hyperbolic
moment method in the one-dimensional case, while it makes some difference in the multi-dimensional case.
The extended quadrature-based moment method [48] replaces the Dirac delta functions in (16) by Gaussians,
but it is rarely applied to the gas kinetic theory. Some encouraging results are shown in [30] for one-
dimensional shock structure computation with two Gaussians. However, the generalization to multiple
Gaussians and higher-dimensional cases has intrinsic difficulties. More recently, the entropic quadrature
closure is proposed in [5], which combines the idea of maximum entropy and quadrature-based moment
methods. The numerical examples in [5] also shows its great potential in tackling high-speed flows. We
expect further development of this method.
3. Numerical computation of shock structures for one-dimensional physics
Despite a variety of different moment methods proposed in the history, experiments showing the conver-
gence of the moment hierarchies have hardly been done for high-speed flows. The review of the methods in
the previous section shows three problems in such simulations: numerics, hyperbolicity, and convergence. In
this section, we are going to consider the one-dimensional physics and use numerical tests to demonstrate
such problems. For simplicity, we only pick the methods which are easier to implement in our experiements.
The one-dimensional shock structure problem will be used as the benchmark. Below we first provide the
definition of the problem.
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For the Boltzmann equation (1), the steady shock structure of Mach number Ma can be solved by setting
the initial data to be
(17) f(x, ξ, 0) =
ρ0(x)√
2piθ0(x)
exp
(
−|ξ − v0(x)|
2
2θ0(x)
)
,
where
ρ0(x) =

1, if x < 0,
2Ma2
Ma2 + 1
, if x > 0,
v0(x) =

√
3Ma, if x < 0,√
3
2
Ma2 + 1
Ma
, if x > 0,
θ0(x) =
1, if x < 0,(3Ma2 − 1)(Ma2 + 1)
4Ma2
, if x > 0.
The steady state solution is the structure of the shock wave. For moment equations, the initial condition can
be obtained by computing the moments from the initial distribution function. The five moment methods we
are going to test in our work are Grad’s moment methods, Grad’s moment methods with linearized ansatz,
hyperbolic moment methods, regularized moment methods and quadrature-based moment methods. Two
Mach numbers Ma = 1.4 and Ma = 2.0 will be taken into account. In all the following numerical tests, the
finite volume method with Lax-Friedrichs numerical flux and forward Euler method is used, which is known
to be dissipative but numerically stable. The number of spatial grid cells is 10, 000 unless otherwise specified.
We terminate the simulation at t = 50. When showing the numerical results, we are mainly interested in
the density, velocity and temperature, and their normalized values are to be plotted, which are defined by
ρ̂(x) =
ρ(x)− ρ0(−∞)
ρ0(+∞)− ρ0(−∞) , v̂(x) =
v(x)− v0(+∞)
v0(−∞)− v0(+∞) , θ̂(x) =
θ(x)− θ0(−∞)
θ0(+∞)− θ0(−∞) .
Below the results of the two Mach numbers are to be presented separately in the following subsections.
3.1. Mach number 1.4. In this case, the density ratio is 1.32 and the temperature ratio is 1.84. We
consider this case as the “small Mach number”, and we mainly use this example to show the convergence of
the moment hierarchies and compare the qualities of these models. The computational domain is set to be
[−20, 40]. When we show the numerical results, only a region [−10, 10] is plotted, since the curves outside
this region are nearly flat. The results of the five methods will be presented in the following subsections.
3.1.1. Grad’s moment method with linearized ansatz. Since this method is essentially the spectral method
for the Boltzmann equation, the convergence as N →∞ can be guaranteed if the parameters u and θ in (7)
are chosen properly so that the series (7) converges for the exact solution of the Boltzmann equation. Here
we choose u =
√
3Ma and θ = 1, and the results for N = 5, 7, 9, 21 are shown in Figure 1.
-10 -5 0 5 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 1. Numerical results for Ma = 1.4 using Grad’s moment method with linearized ansatz
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As a spectral method, its fast convergence can be clearly observed. Taking the results of N = 21 as
the reference solution, we find that the profiles computed by N = 7 already have good agreement with the
reference solution quantitatively. However, due to the lack of nonlinearity, the results of the five-moment
system N = 5 shows a significantly underestimated shock thickness. Below, in our experiments for the other
four methods, the results of this method with N = 21 will be used as the references solutions.
3.1.2. Grad’s moment method and hyperbolic moment method. For Mach number 1.4, the temperature ratio
is below 2.0. Therefore convergence of both Grad’s moment method and the hyperbolic moment method
can be expected. The numerical solutions for N = 5, 7, 9 are provided in Figure 2. Two methods provide
results with similar quality, due to the same ansatz (4) for the distribution function. Compared with Figure
1, the results for N = 5 have been greatly improved, showing the superiority of a nonlinear ansatz for
the distribution function. Comparing Figure 2a and Figure 2b, one can find that the hyperbolic moment
method gives slightly better results than Grad’s moment method, as agrees with the observation in [10]. The
underlying reason remains to be further studied. The simulation for the hyperbolic moment method is also
faster than Grad’s moment method, since at each time step, we need to find the roots of a polynomial on
each spatial grid to determine the time step according to the CFL condition.
-10 -5 0 5 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(a) Grad’s moment method
-10 -5 0 5 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(b) Hyperbolic moment method
Figure 2. Numerical results for Ma = 1.4 using Grad’s moment method and the hyperbolic
moment method
3.1.3. Regularized moment method. The results of the regularized moment method with N = 5, 7, 9 are
shown in Figure 3, which also shows convergence as N increases. Compared with Grad’s moment method
and the hyperbolic moment method, the regularized moment method shows better results for N = 5, since
it essentially includes part of the information from the fifth moment. However, due to the second-order
derivatives in the equations, much smaller time steps are required in the simulation, causing significantly
longer computational time. Although this can be improved by using implicit treatment of these second-order
derivatives, it can still be expected that longer computational time is needed than Grad’s moment method.
The advantage of the regularized moment method is clearer in the high-dimensional case, where the number
of moments is proportional to N3, so that the regularized moment method can effectively reduce the degrees
of freedom.
3.1.4. Quadrature-based moment method. For this method, we choose to use even number of moments in our
tests as mentioned in Section 2.7. The cases tested in our simulation include N = 6, 8, 10, 12, and we show
the results in Figure 4. For this method, even if we use the first-order numerical numerical scheme with the
diffusive Lax-Friedrichs numerical flux, which is known to be stable and monotone, the numerical results
for N = 6 still shows strong oscillations, which may indicate some instability of the moment model. The
oscillation does not appear for N = 8, 10 and 12, but the quality of approximation is not as good as previous
BRIDGING HYDRODYNAMICS AND KINETIC THEORY: CHALLENGE FROM SHOCK STRUCTURE PROBLEMS 9
-10 -5 0 5 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 3. Numerical results for Ma = 1.4 using regularized moment method
methods. A small fluctuation is observed near x = 0 for N = 10, whose reason requires further investigation;
when N = 12, we can still observe obvious difference between the QBMM result and the reference solution.
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(b) N = 8, 10, 12
Figure 4. Numerical results for Ma = 1.4 using quadrature-based moment method
3.2. Mach number 2.0. The above numerical experiments show that the moment methods generally work
well for Mach number 1.4, despite the failure in some cases. However, when we increase the Mach number
to 2.0, the situation becomes much less optimistic. In this case, the density ratio is 1.6 and temperature
ratio is 3.44. Since the temperature ratio exceeds 2, the convergence issue of Grad-type methods (see [16])
will surface, resulting breakdown of the computation. The computational domain is set to be [−30, 30] for
this much number. Our numerical results will be detailed in the following subsections.
3.2.1. Grad’s moment method with linearized ansatz. For Mach number 2.0, choosing θ = 1 quickly leads
to breakdown of computation due to the divergence of (7) for fluid states behind the shock wave. This
indicates that the manual selection of different parameters for different problems is essential in this method.
By choosing θ = 2 and v =
√
3Ma, we can get convergent results, and the spectral method still shows its
high efficiency (see Figure 5), and we will again use the result of N = 21 as reference solution in the following
numerical tests.
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Figure 5. Numerical results for Ma = 2.0 using Grad’s moment method with linearized ansatz
3.2.2. Grad’s moment method and hyperbolic moment method. Now Grad’s moment method faces problems
coming from both hyperbolicity and convergence, and the instability of Grad’s moment method emerges.
We tested N = 5, 7, 9, 11, and it turns out that only for N = 5, we can achieve the steady state numerically
from the discontinuous initial data. All other choices of N end up with negative temperature in the compu-
tational process, which forces the simulation to terminate. In the numerical result for N = 5 (Figure 6a), a
discontinuity can be observed near x = −7, although it is smeared due to the dissipative numerical scheme,
as is the notorious subshock phenomenon. Note that here we do not introduce any high-order schemes since
these methods may introduce numerical instability. This discontinuity is known as an unphysical “subshock”,
which is caused by the insufficient characteristic speed of the moment equations [42]. Although using more
moments can increase the characteristic speed, such a strategy is voided by the convergence problem, which
will be detailed in Section 4.1.1.
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(a) Grad’s moment method
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(b) Hyperbolic moment method
Figure 6. Numerical results for Ma = 2.0 using Grad’s moment method and the hyperbolic
moment method
As for the hyperbolic moment method, we can obtain stable numerical results for N = 5, 7, while for
N = 9, 11, the computation breaks down due to the appearance of negative temperature, which agrees
with the observation in [10]. This shows some advantages of the hyperbolic moment method due to the
hyperbolicity fix. However, this does not overcome the convergence issue. The numerical results for N = 5, 7
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are plotted in Figure 6b. Again, we can observe a subshock for N = 5 near x = −5; when N = 7, although the
subshock no longer appears in the solution, the approximation of the shock structure is still unsatisfactory.
In general, the performance of these moment methods is poorer than the case of Ma = 1.4, owing to the
stronger nonequilibrium inside the shock wave. Unfortunately, we are not able to further improve the result
by increasing the number of moments with such an ansatz.
3.2.3. Regularized moment method. The regularized moment method suffers from the same issue as Grad’s
moment method and the hyperbolic moment method. We tested N = 5, 7, 9, 11, and the only case that
works is N = 5, and we plot the results in Figure 7. Due to the regularization, the quality of approximation
is better than Grad’s moment method, but the deviation is still obvious. Unfortunately, the regularization
is not sufficient to stabilize the moment method when N > 7, and the simulation still fails by the ocurrence
of negative temperature during the evolution.
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Figure 7. Numerical results for Ma = 2.0 using regularized moment method
3.2.4. Quadrature-based moment method. The numerical results for the quadrature-based moment method
are plotted in Figure 8, where the curves for N = 12 and 14 are provided. We have also tested N = 8 and
10, whose results contain oscillations similar to Figure 4a, and therefore not shown. Figure 8 shows that the
method shows the trend of convergence, but the efficiency is unsatisfactory, especially when compared with
Figure 5. Even for N = 14, the deviation from the reference solution is still obvious. Note that N = 14
looks like a small number of degrees of freedom in the one-dimensional case, while in the three-dimensional
case, the corresponding number of moments is N(N + 1)(N + 2)/6 = 560, and this number grows in the
cubic manner as N increases.
4. Highest-moment-based moment method: One-dimensional case
The above numerical tests show intrinsic difficulties in computing shock structures using moment methods
even for Mach number 2.0 in the one-dimensional case, which does not look very high. The quadrature-based
moment method looks like a possible solution, but its efficiency is lower than the Grad-type methods, and its
generalization to three-dimensional case is nontrivial. Some untested methods such as the maximum entropy
method may work better for high Mach numbers. Unfortunately, significant numerical difficulties exist in
such computations. Is it possible to find alternative moment hierarchies as simple as Grad’s moment methods
to deal with high-speed flows? We are going to explore such possibilities in this section. For simplicity, we
will only address the one-dimensional case in this section. The more realistic three-dimensional case will be
discussed later in Section 5.
4.1. Derivation of the moment equations. The derivation of the novel moment hierarchy in the one-
dimensional case can be demonstrated in two steps. We will first propose an ansatz for the distribution
function, and then apply the model-reduction technique in [9] to obtain moment systems.
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Figure 8. Numerical results for Ma = 2.0 using quadrature-based moment method
4.1.1. Ansatz for the distribution function. Below writing down our ansatz of the distribution function, we
would like to propose several principles that the ansatz must follow. In order to build reliable moment
models to compute the shock structure for large Mach numbers, the ansatz must satisfy:
C1: Any Maxwellian can be represented exactly by the ansatz.
C2: The system does not require any parameters that cannot be determined by the moments in the
system.
C3: The ansatz converges to any linear combination of any Gaussians as the number of moments tends
to infinity.
The first condition means that the Euler limit must be preserved. The second condition ensures that no
additional parameters are introduced into the ansatz. The third condition takes into account the possible
shapes of the distribution functions appearing in the shock structure. According to the Mott-Smith theory,
[32], the distribution functions inside the shock wave can be well approximated by the linear combination of
two Gaussians representing the fluid state in front of and behind the shock wave. Condition C3 is the one
that Grad’s ansatz violates, especially when the temperature ratio exceeds 2. We refer the readers to [16] for
details on this convergence issue. Here we just briefly mention that given θ1 and θ2 satisfying θ1 > 2θ2 > 0,
for any v1, v2 ∈ R and ρ1, ρ2 ∈ R+, we can always find a sufficiently small κ > 0 such that Grad’s series (4)
for the distribution function
(18) f(ξ) = (1− κ) ρ1√
2piθ1
exp
(
− (ξ − v1)
2
2θ1
)
+ κ
ρ2√
2piθ2
exp
(
− (ξ − v2)
2
2θ2
)
diverges, since when κ is small, the temperature θ of the above distribution function is close to θ2, so that
[f(ξ)]2/M0(ξ) tends to infinity as ξ →∞, which violates the condition (10).
Despite the this drawback of Grad’s method, its simplicity and good approximability inspire us to use a
similar form of the ansatz:
(19) f(x, ξ, t) =
N−1∑
α=0
fα(x, t)Θ(x, t)
−α/2Heα
(
ξ − V (x, t)√
Θ(x, t)
)
· 1√
2piΘ(x, t)
exp
(
−|ξ − V (x, t)|
2
2Θ(x, t)
)
.
The value of V (x, t) will still be chosen as the velocity v(x, t), which describes the center of the distribution
function, so that f1 ≡ 0. However, to get convergence, we need to choose Θ(x, t) which can better reflect the
decay rate in the tail of the distribution function, so that Condition C3 can be respected. By Condition C2,
the quantity Θ(x, t) can only be constructed from the first N moments. While Grad’s moment method only
uses the second moment to find Θ, we would like to consider using the highest moment to define Θ, which
better describes the behavior of the tail. Based on this idea, we can figure out the precise definition of Θ
by Condition C1, meaning that Θ must equal θ for the equilibrium distribution function. For Maxwellians
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defined in (3), the highest moment ((N − 1)th moment) is∫
R
(ξ − v)N−1M(ξ) dξ =
{
(N − 2)!!ρθ(N−1)/2, if N is odd,
0, if N is even.
When N is odd, we see that for Maxwellians,
θ =
(
1
(N − 2)!!ρ
∫
R
(ξ − v)N−1M(ξ) dξ
)2/(N−1)
.
Therefore, for any distribution function f(ξ), we choose to define
(20) Θ =
(
1
(N − 2)!!ρ
∫
R
(ξ − v)N−1f(ξ) dξ
)2/(N−1)
,
so that when f(ξ) happens to be a Maxwellian, the value of Θ coincides with θ, and this Maxwellian can
be exactly represented by the ansatz (19) with f1 = f2 = · · · = fN−1 = 0. When N is even, the highest
moment for Maxwellians equal zero, which does not provide any information for us to define Θ. In this case,
we can take the (N − 2)th moment instead and define Θ by
Θ =
(
1
(N − 3)!!ρ
∫
R
(ξ − v)N−2f(ξ) dξ
)2/(N−2)
,
In this paper, we focus only on the case of odd N .
By choosing (20) in (4), we can get another constraint of the coefficients other than f1 = 0. Taking the
(N − 1)th moment for (4), we have∫
R
(ξ − v)N−1f(ξ) dξ =
N−1∑
α=0
α is even
(N − 1)!
(N − 1− α)!!fαΘ
(N−1−α)/2.
Combining the above equation and (20), one finds that
(21)
N−1∑
α=2
α is even
fαΘ
(N−1−α)/2
(N − 1− α)!! = 0,
where we have used the fact that ρ = f0. This also confirms that Condition C2 holds for this ansatz, since
there are essentially only N parameters in the ansatz (19), which can be fully determined by the N moments.
The verification of Condition C3 is also straightforward. Given the sum of a number of Gaussians
f(ξ) =
K∑
k=1
ρk√
2piθk
exp
(
− (ξ − vk)
2
2θk
)
,
we have ∫
R
(ξ − v)N−1f(ξ) dξ = (N − 2)!!
K∑
k=1
ρkPk(θk),
where Pk(·) are monic polynomials of degree (N − 1)/2:
Pk(x) =
N−1∑
α=0
α is even
(
N − 1
α
)
(vk − v)α (N − 2− α)!!
(N − 2)!! x
(N−1−α)/2.
Without loss of generality, we assume θ1 ≤ θ2 ≤ · · · ≤ θK . Then it can be directly verified that
lim
N→+∞
(
K∑
k=1
ρk
ρ
Pk(θk)
)2/(N−1)
= θK .
This means for sufficiently large N , the slowest decay of the Gaussian can be captured, as ensures the
convergence of the ansatz.
It is worth mentioning that such a choice of Θ can capture the tail of a much wider range of distribution
functions. It can be shown that if the slowest decay of the tail behaves like exp
(
ξ2/(2ϑ)
)
, then when N tends
to infinity, the value of Θ always tends to ϑ. This indicates that such a method is not specially designed for
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the shock structure problem. Rigorous analysis of the convergence and wider applications of the HMBMM
are included in our ongoing works.
Based on this ansatz, we will apply the methodology introduced in [9] to obtain a hyperbolic system. The
details will be introduced in the following section.
4.1.2. System for the coefficients. The reference [9] provides a general framework to derive hyperbolic reduced
models from the kinetic equations. Our ansatz of the distribution function (4) fits this framework perfectly,
so that we can directly follow the steps therein the derive the equations. The details are listed below:
• Compute time and spatial derivatives:
∂f
∂t
=
N+1∑
α=0
(
∂fα
∂t
+
∂u
∂t
fα−1 +
1
2
∂Θ
∂t
fα−2
)
H[Θ(x,t)]α
(
ξ − v(x, t)√
Θ(x, t)
)
,
∂f
∂x
=
N+1∑
α=0
(
∂fα
∂x
+
∂u
∂x
fα−1 +
1
2
∂Θ
∂x
fα−2
)
H[Θ(x,t)]α
(
ξ − v(x, t)√
Θ(x, t)
)
,
where fα is regarded as zero if α < 0 or α > N , and
H[Θ(x,t)]α (c) = Θ(x, t)−α/2Heα(c) ·
1√
2piΘ(x, t)
exp
(
−c
2
2
)
.
• Truncate the series:
∂f
∂t
≈
N−1∑
α=0
(
∂fα
∂t
+
∂v
∂t
fα−1 +
1
2
∂Θ
∂t
fα−2
)
H[Θ(x,t)]α
(
ξ − v(x, t)√
Θ(x, t)
)
,(22)
∂f
∂x
≈
N−1∑
α=0
(
∂fα
∂x
+
∂v
∂x
fα−1 +
1
2
∂Θ
∂x
fα−2
)
H[Θ(x,t)]α
(
ξ − v(x, t)√
Θ(x, t)
)
.(23)
Here the step (23) does not exist in Grad’s moment method, as is the reason for the loss of hyper-
bolicity.
• Approximate the advection term: Define
Fα = ∂fα
∂x
+
∂v
∂x
fα−1 +
1
2
∂Θ
∂x
fα−2.
Then
ξ
∂f
∂x
≈
N−1∑
α=0
FαξH[Θ(x,t)]α
(
ξ − v(x, t)√
Θ(x, t)
)
=
N∑
α=0
[ΘFα−1 + vFα + (α+ 1)Fα+1]H[Θ(x,t)]α
(
ξ − v(x, t)√
Θ(x, t)
)
[F−1 = FN = FN+1 = 0]
≈
N−1∑
α=0
[ΘFα−1 + vFα + (α+ 1)Fα+1]H[Θ(x,t)]α
(
ξ − v(x, t)√
Θ(x, t)
)
[F−1 = FN = 0]
(24)
• Approximate the collision term:
1
τ
(M− f) = 1
τ
+∞∑
α=0
[
1 + (−1)α
2
ρ
α!!
(θ −Θ)α/2 − fα
]
H[Θ(x,t)]α
(
ξ − v(x, t)√
Θ(x, t)
)
≈ 1
τ
N−1∑
α=0
[
1 + (−1)α
2
ρ
α!!
(θ −Θ)α/2 − fα
]
H[Θ(x,t)]α
(
ξ − v(x, t)√
Θ(x, t)
)
,
where the temperature θ can be computed by
(25) θ =
1
ρ
∫
R
|ξ − v|2f(ξ) dξ = Θ + 2f2
ρ
.
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• Assemble all the terms and formulate the equations:
dfα
dt
+
dv
dt
fα−1 +
1
2
dΘ
dt
fα−2 + ΘFα−1 + (1− δN−1,α)(α+ 1)Fα+1
=
1
τ
[
1 + (−1)α
2
ρ
α!!
(θ −Θ)α/2 − fα
]
, ∀α = 0, 1, · · · , N − 1.
(26)
The final moment equations are given in (26), together with the relations f0 = ρ, f1 = 0 and (21)(25). For
simplicity, we will refer to this method as the highest-moment-based moment method (HMBMM). In the
following section, several properties of the HMBMM will be discussed.
4.2. Properties of the moment systems. By the derivation of the moment system, it can be expected
that this moment hierarchy is more promising to get convergence to the Boltzmann equation for a wider
class of problems. Below we will focus on some other properties of the equations, including its hyperbolicity,
asymptotic limit, and the balance laws of the moments.
4.2.1. Hyperbolicity of moment equations. The hyperbolicity of HMBMM can be observed by rewriting the
equations using matrices and vectors. Let w = (f0, v, f2, · · · , fN−2,Θ)T be the vector of unknowns, and
H(ξ) =
(
H[Θ]0
(
ξ − v√
Θ
)
,H[Θ]1
(
ξ − v√
Θ
)
, · · · ,H[Θ]N−1
(
ξ − v√
Θ
))T
be the vector of basis functions. Then (22)(23) can be rewritten as
∂f
∂t
≈H(ξ)TD∂w
∂t
,
∂f
∂x
≈H(ξ)TD∂w
∂x
,
where D is a certain square matrix depending onw. Here the vector D∂xw equals (F0, · · · ,FN−1). Therefore
(24) can be rewritten as
ξ
∂f
∂x
≈H(ξ)TMD∂w
∂x
,
where the matrix M is tridiagonal:
M =

v 1
Θ v 2
Θ v 3
. . .
. . .
. . .
Θ v N − 1
Θ v

.
Such a derivation shows that the moment system can be written as
D
∂w
∂t
+MD
∂w
∂x
= S,
where the right-hand side S represents the collision term, which does not affect the hyperbolicity. This
formula shows that the system is hyperbolic if M is real diagonalizable, which can be easily observed since
the characteristic polynomial of M is
det(λI−M) = HeN
(
λ− v√
Θ
)
,
and all the roots of the Hermite polynomial are real and distinct if Θ is positive, as implies the hyperbolicity
of the moment equations. Compared with the hyperbolic moment equations introduced in Section 2.4,
HMBMM is more nonlinear since the characteristic speeds involve Θ, which is expressed by the highest
moment.
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4.2.2. Asymptotic limits. We would now like to check whether the Euler and Navier-Stokes limits can be
preserved by this moment hierarchy. When N = 3, it is easy to see that the equations are identical to Euler
equations of one-dimensional velocity. Below we only consider the case N = 5. The equations with more
moments can be analyzed using the same technique.
For N = 5, the moment equations (26) can be reformulated as
(27)
df0
dt
+ f0
∂v
∂x
= 0,
f0
dv
dt
+ Θ
∂f0
∂x
+ f0
∂Θ
∂x
+ 2
∂f2
∂x
= 0,
df2
dt
+
1
2
f0
dΘ
dt
+ (3f2 + Θf0)
∂v
∂x
+ 3
∂f3
∂x
= 0,
df3
dt
+ f2
dv
dt
+
1
2
Θf0
∂Θ
∂x
−Θ∂f2
∂x
+ 4f3
∂v
∂x
= −f3
τ
,
1
2
df2
dt
− f3
Θ
dv
dt
− f2 ∂v
∂x
− ∂f3
∂x
= − f2
2τ
(
1 +
f2
Θf0
)
.
Note that we have used the relation (21) to eliminate the variable f4. We would like to first show that the
system preserves Euler and Navier-Stokes limits when τ is small. For any quantity ϕ ∈ {f0, v, f2, f3,Θ}, we
expand it in terms of τ as
ϕ = ϕ(0) + τϕ(1) + τ2ϕ(2) + · · · .
By the fourth equation of (27), it is clear that f
(0)
3 = 0; and it can be seen from the last equation of (27)
that
f
(0)
2
(
1 +
f
(0)
2
Θ(0)f
(0)
0
)
= 0.
If f
(0)
2 = −f (0)0 Θ(0), the equation (25) shows that the leading order of temperature is negative, as is a non-
physical state. Therefore f
(0)
2 = 0. Thus the zeroth-order approximation of the above system can be written
from the first three equations of (27):
(28)
df0
dt
+ f0
∂v
∂x
= 0,
f0
dv
dt
+ Θ
∂f0
∂x
+ f0
∂Θ
∂x
= 0,
dΘ
dt
+ 2Θ
∂v
∂x
= 0,
which is exactly the Euler equations for one-dimensional physics.
To get the first-order limit, we adopt Chapman-Enskog expansion, so that
f
(k)
0 = 0, v
(k) = 0, Θ(k) = 0, for all k > 1.
By the fourth equation of (27), we see that
f
(1)
3 = −
1
2
Θf0
∂Θ
∂x
,
which gives the Fourier law for heat conduction. The last equation in (27) shows that f
(1)
2 = 0. Therefore
the first-order asymptotic limit can be obtained by changing the last equation of (28) to
(29)
dΘ
dt
+ 2Θ
∂v
∂x
=
3
f0
∂
∂x
(
τf0Θ
∂Θ
∂x
)
,
which corresponds to the Navier-Stokes equations for one-dimensional physics.
When we solve Euler equations or Navier-Stokes equations numerically, most of the time, we do not use
the forms of equations like (28) or (29). Instead, we prefer writing the equations in the form of conservation
laws so that one can easily apply conservative numerical schemes. Such a form for this moment hierarchy
will be explored in the next section.
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4.2.3. Balance laws of the moments. For the convenience of numerical computation, we would like to write
the moment systems in the form similar to (12), which requires us to define the moments
(30) Mk = 〈ξkf〉, k = 0, 1, · · · , N − 1.
For simplicity, again we only write down the equations for N = 4. By the ansatz (19), we can establish the
relation between the moments (30) and the variables f0, v, f2, f3,Θ:
M0 = f0, M1 = vf0, M2 = f0(v
2 + Θ) + 2f2,
M3 = vf0(v
2 + 3Θ) + 6(vf2 + f3), M4 = f0(v
4 + 6v2Θ + 3Θ2) + 12v(vf2 + 2f3).
Thus the moment system (27) can be written as
∂M0
∂t
+
∂M1
∂x
= 0,
∂M1
∂t
+
∂M2
∂x
= 0,
∂M2
∂t
+
∂M3
∂x
= 0,
∂M3
∂t
+
∂M4
∂x
= −1
τ
2M31 − 3M0M1M2 +M20M3
M20
,
∂M4
∂t
+
∂M5
∂x
+ 60
(
Θf2
∂v
∂x
− f3 ∂Θ
∂x
)
= −1
τ
2M41 − 3M20M22 +M30M4
M30
,
where
M5 = 〈ξ5f〉 = vf0(v4 + 10v2Θ + 15Θ2) + 20v2(vf2 + 3f3) + 60Θf3.
It is straightforward to verify that this system is equivalent to (27). The first three equations are the
conservation laws of mass, momentum and energy, and the fourth equation is a balance law for the third
moment. These four equations can be considered as “exact” since they can be obtained directly by taking
moments of the Boltzmann-BGK equation. The last equation contains 1) the moment closure given by the
defintion of M5; 2) a non-conservative product Θf2∂xv − f3∂xΘ, which helps maintain the hyperbolicity of
the system. The non-conservative product ruins the form of balance law in the last equation, as can be
considered as the compromise to obtain a hyperbolic structure.
Such a formulation can be generalized to the case of a larger N . The resulting N -moment system always
includes three conservation laws, N − 4 balance laws, and one equation that involves the moment closure
and the hyperbolicity fix. Due to the exactness of the first N − 1 equations, it can also be expect that the
asymptotic limit can be well preserved if the last equation does not spoil the order of magnitude. Also,
such a form is more suitable for numerical simulation. In our numerical method, a standard finite volume
method with Lax-Friedrichs numerical flux is applied, and the non-conservative product in the last equation
is discretized by simple central differences. The results will be reported in the next subsection.
4.3. Numerical results. We are going to show some numerical results for shock structure computations
using HMBMM. Again we consider the Boltzmann-BGK equation with initial condition (17). Numerical
results for Mach numbers 1.4 and 2.0 are plotted in Figure 9. For Ma = 1.4, the quality of the solution is
equally good as the hyperbolic moment method shown in Figure 2b. For Ma = 2.0, the simulations for all
the three cases N = 5, 7, 9 are stable, and the results of N = 9 almost coincide with the reference solution.
More importantly, the convergence of the numerical solution as N gets larger can be clearly observed from
the numerical results.
The numerical results show that HMBMM does not solve the subshock problem, since in front of the shock
wave, when the distribution function is close to the Maxwellian, the value of Θ is close to the temperature
θ. Therefore the characteristic speeds of HMBMM are almost the same as those of Grad’s moment method
or the hyperbolic moment method in this region. Nevertheless, for HMBMM, we can increase the number
of moments to resolve the subshock issue.
To better understand the difference between the hyperbolic moment method and the highest-moment
based moment method, we show the difference between θ and Θ in Figure 10, where Θ̂ is defined by
Θ̂(x) =
Θ(x)− θ0(−∞)
θ0(+∞)− θ0(−∞) .
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Figure 9. Numerical results for Ma = 1.4 and Ma = 2.0
It can be observed that for most part of the shock wave, the value of Θ is greater than the temperature θ,
which better fits the tail of the distribution function. In fact, if the solution of the shock structure takes
the form (18) everywhere, we should expect that Θ tends to θ0(+∞) everywhere as N approaches infinity,
which guarantees the convergence. Such a trend is validated by our numerical results, where Θ increases
as N increases. Figure 10b also explains why the temperature profile of N = 7 shows significant deviation
from the reference solution in the front part of the shock wave with Ma = 2: when N = 7, the parameter
Θ is given by the sixth moment, using which one tends to underestimate the decay rate at the tail of the
distribution function, leading to a relatively poor quality of approximation using (19).
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Figure 10. Comparison between θ and Θ in one-dimensional HMBMM
5. Highest-moment-based moment method: Three-dimensional case
The methodology for the one-dimensional case can be generalized to the three-dimensional case without
much difficulty, although the derivation is expected to be more tedious. Below we will only brief the idea
of the generalization and provide the final moment equations, followed by some numerical tests to verify its
capability in computing the high-speed shock structures.
BRIDGING HYDRODYNAMICS AND KINETIC THEORY: CHALLENGE FROM SHOCK STRUCTURE PROBLEMS 19
5.1. Ansatz and the moment equations. In three-dimensional case, we can again adopt the ansatz of
Grad’s moment method and only change the scaling parameter in the basis functions. Specifically, we assume
f(x, ξ, t) =
L−1∑
l=0
l∑
m=−l
Nl−1∑
n=0
flmn(x, t)[Θ(x, t)]
−(l+2n)/2×
plmn
(
ξ − v(x, t)√
Θ(x, t)
)
· 1
[2piΘ(x, t)]3/2
exp
(
−|ξ − v(x, t)|
2
2Θ(x, t)
)
,
(31)
where the parameters L and (N0, N1, · · · , NL−1) specify the moments included in the moment system, and
plmn are orthogonal polynomials in the three-dimensional space. This choice of orthogonal polynomials
follows [29, 14], which is based on the spherical coordinates in the three-dimensional space. The degree of
the polynomial plmn is l+ 2n, and the expressions are provided in Appendix A. Since v(x, t) is the velocity,
the coefficients satisfy
f1m0 = 0, m = −1, 0, 1.
In [15], the authors suggest choosing N0 > N1 > · · · > NL−1 so that the wall boundary conditions can be
formulated appropriately. Some special choices of the parameters and the corresponding number of moments
are given below:
• L = 2, N0 = 2, N1 = 1: 5 moments.
• L = 3, N0 = 2, N1 = 1, N2 = 1: 10 moments.
• L = 3, N0 = N1 = 2, N2 = 1: 13 moments.
• L = 4, N0 = N1 = 2, N2 = N3 = 1: 20 moments.
• L = 4, N0 = 3, N1 = N2 = 2, N3 = 1: 26 moments.
The key factor in this method is the choice of Θ. The derivation is parallel to the one-dimensional case,
which takes into account the conditions C1–C3. To fulfill Condition C3, we define Θ based on the following
moment:
(32)
∫
R3
|ξ − v|2Kf(ξ) dξ,
where K should be chosen as large as possible to best capture the decay of the tail. According to Condition
C2, we need that the above quantity can be expressed by the moments included in the system. By the
definition of plmn given in (36), we can derive that
p00n(c) =
√
(2n)!!
(2n+ 1)!!
n∑
i=0
(−1)i
(
n+ 1/2
n− i
) |c|2i
(2i)!!
, n = 0, 1, · · · , N0 − 1.
Therefore using the variables flmn appearing in (32), we can construct the moments (32) for all K =
0, 1, · · · , N0 − 1. Thus the greatest choice of K is N0 − 1. The expression of Θ should be formulated
following Condition C1. For Maxwellians, the moment (32) is
(33)
∫
R3
|ξ − v|2(N0−1) ρ
(2piθ)3/2
exp
(
−|ξ − v|
2
2θ
)
dξ = (2N0 − 1)!!ρθ2(N0−1).
This inspires us to define Θ by
(34) Θ =
(
1
(2N0 − 1)!!ρ
∫
R3
|ξ − v|2(N0−1)f(ξ) dξ
)1/(2N0−2)
.
By inserting (31) into (34), we obtain another constraint of the coefficients:
N0−1∑
n=1
InΘ
N0−1−nf00n = 0,
where
In =
∫
R3
|v|2(N0−1)p00n(c) · 1
(2pi)3/2
exp
(
−|c|
2
2
)
dc,
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which satisfies
I0 = (2N0 − 1)!!, In = (n−N0)
√
1
(N0 − 1)(N0 − 1/2)In−1, ∀n > 0.
Similar to the one-dimensional case, one can also prove that for the sum of any number of any Maxwellians,
the ansatz (31) converges as N →∞. Here
N = min{l + 2(Nl − 1) | l = 0, 1, · · · , L− 1},
which is the maximum degree of polynomials fully included in the ansatz. Thus Condition C3 is again
fulfilled.
Based on this ansatz, the derivation of moment equations is similar to the 1D case. The general form of
the final equations is
dflmn
dt
+ Slmn + Tlmn =
Θ
µ
L−1∑
l1=0
Nl1−1∑
n1=0
L−1∑
l2=0
Nl2−1∑
n2=0
∑
m1=−l1,··· ,l1
m2=−l2,··· ,l2
m1+m2=m
Al1m1n1,l2m2n2lmn Θ
(l+l1−l2)/2+(n−n1−n2)fl1m1n1fl2m2n2 .
(35)
Here Slmn includes material derivatives of v and Θ, and Tlmn includes spatial derivatives of the coefficients.
The form of the right-hand side comes from the quadratic form of the Boltzmann collision operator (2), and
the coefficients Al1m1n1,l2m2n2lmn specifies the collision kernel. The precise form of the equations will be given
in Appendix B.
The properties such as hyperbolicity and asymptotic limits can again be derived in the similar way to the
one-dimensional case. Instead of carrying out the derivation with lengthy equations, here we just summarize
the results briefly. The hyperbolicity of the equations can be observed by writing the equations in the
following form:
D
∂w
∂t
+
3∑
j=1
MjD
∂w
∂xj
= S,
and it can be demonstrated that each Mj is symmetric, which implies the hyperbolicity. In fact, the system
is symmetric hyperbolic, which can be observed by multiplying the above equation by DT . The asymptotic
limits can be studied by Chapman-Enskog expansion. Actually, for systems with 5, 10, 13, 20 moments, since
N0 = 2, we can see from (34) that Θ = θ, and thus the ansatz (31) reduces to Grad’s ansatz, so that the
corresponding moment system is identical to the hyperbolic moment equations with the same number of
moments. This also indicates that the Euler limit and the Navier-Stokes limit can be preserved for sufficient
number of moments. However, for the quadratic collision operators, preserving higher-order limits such as
Burnett and super-Burnett is much more non-trivial just like in Grad’s moment methods. The balance-law
form of the equations can also be derived by choosing moments Mlmn = 〈plmn(ξ)f(ξ)〉, which are used in
the numerical simulation.
5.2. Numerical tests. Again we use the problem of shock structure to test HMBMM. For three-dimensional
physics, we set the initial condition to be
f(x, ξ, 0) =
n0(x)
(2piθ0(x))3/2
exp
(
−|ξ − v0(x)|
2
2θ0(x)
)
,
where
n0(x) =

1, if x < 0,
4Ma2
Ma2 + 3
, if x > 0,
v0(x) =

(
√
5/3Ma, 0, 0)T , if x < 0,(√
5
3
Ma2 + 3
4Ma
, 0, 0
)T
, if x > 0,
θ0(x) =
1, if x < 0,(5Ma2 − 1)(Ma2 + 3)
16Ma2
, if x > 0.
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Note that here the spatial variable x remains to be one-dimensional, so that the advection term in the
Boltzmann equation (1) reduces to ξ1∂xf . The collision term is given by the inverse-power-law intermolecular
potential, and we choose the power so that the viscosity index is ω = 0.72, which is often used to simulate
the argon gas. More details about the collision term can be found in Appendix B. Here we consider two
Mach numbers Ma = 3.8 and Ma = 6.5, for which the temperature ratios are 5.375 and 14.07, respectively.
Both are larger than 2 so that methods based on Grad’s ansatz fail to converge.
-10 -5 0 5 10
0
0.2
0.4
0.6
0.8
1
(a) Density, velocity and temperature
-15 -10 -5 0 5
0
0.2
0.4
0.6
0.8
1
1.2
(b) Comparison between θ and Θ
Figure 11. Numerical results for Mach number 3.8
In our simulation, we adopt a second-order method implemented by linear reconstruction with the minmod
limiter, so that the discontinuities (subshock) can be observed more clearly. A uniform grid with 2000 cells
covering the range [−30, 30] is used. The DSMC solution is provided as a reference. In the ansatz (31), we
choose L and Nl such that all polynomials plmn of degree less than N is included. Specifically, we set L = N
and Nl = b(N + 1− l)/2c. For Ma = 3.8, the results are shown in Figure 11. The left panel shows the curves
for normalized density, velocity and temperature, where one can see that when N = 5, 7, the subshock still
exists. When N = 9, all the three curves for density, velocity, and temperature already have good agreement
with the reference solution. However, by looking at Figure 11b, one can still observe the discontinuity around
x = −10, while for N = 11, the subshock is truly removed. In general, as the number of moments increases,
the subshock moves in the direction of the front of the shock wave, and eventually disappears. Meanwhile,
the discontinuity in the conservative quantities becomes smaller as N increases. When the discontinuity is
sufficiently small, we may consider the solution acceptable even if the unphysical subshock still exists.
Similar behavior can be observed for Ma = 6.5, for which we plot the results in Figure 12. For N = 11,
although the subshock still exists, the location of the subshock is quite far from the center of the shock, so
that the jumps in the first few moments are nearly negligible. Again the convergence is clearly seen as N
increases.
6. Concluding remarks
After witnessing that the shock structure problem disproves a number of moment hierarchies in the
gas kinetic theory, we have built a variation of Grad’s moment method to face its challenge. The novel
HMBMM takes into account the tail of the distribution function, as fixes the convergence issue of Grad’s
moment method. Note that although HMBMM is not specially designed for the shock structure problem,
our numerical tests show its capability in predicting the structures of high-speed shock waves. The HMBMM
hierarchy constructs a more reliable bridge between hydrodynamic models and the kinetic equation, and we
are working on more numerical test of this hierarchy, including challenges from microflow problems, which
also fail Grad’s moment method as seen in [16]. Numerical schemes for these models are also included in our
ongoing works.
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Figure 12. Numerical results for Mach number 6.5
Appendix A. Definition of the polynomial plmn
In the ansatz of the three-dimensional distribution functions (31), the polynomials plmn are three-
dimensional orthogonal polynomials based on spherical coordinates. The definition is
(36) plmn(c) =
√
21−lpi3/2n!
Γ(n+ l + 3/2)
L(l+1/2)n
( |c|2
2
)
|c|lY ml
(
c
|c|
)
, l, n = 0, 1, · · · , m = −l, · · · , l,
where L
(α)
n (·) is the Laguerre polynomial
(37) L(α)n (x) =
x−α exp(x)
n!
dn
dxn
[xn+α exp(−x)],
and Y ml (·) is the spherical harmonics defined for n = (sinϑ cosϕ, sinϑ sinϕ, cosϑ)T :
(38) Y ml (n) =
√
2l + 1
4pi
(l −m)!
(l +m)!
Pml (cosϑ) exp(imϕ),
with Pml (·) being the associated Legendre functions:
Pml (x) =
(−1)m
2ll!
(1− x2)m/2 d
l+m
dxl+m
[(x2 − 1)l].
The polynomials plmn(·) satisfy the following orthogonality:∫
R3
plmn(c)pl′m′n′(c) · 1
(2pi)3/2
exp
(
−|c|
2
2
)
dc = δll′δmm′δnn′ .
Note that plmn(·) is a complex-valued function satisfying
plmn(c) = (−1)mpl,−m,n(c).
Therefore in order that the distribution function (31) is real, the coefficients flmn must satisfy
flmn = (−1)mfl,−m,n.
This means that we only need to store about half of the coefficients appearing in (31) during the computation,
but all the coefficients (except the ones with m = 0) should be treated as complex numbers. One option
to avoid complex numbers is to use real spherical harmonics defined using the real and imaginary parts of
the complex spherical harmonics. However, such transformation will significantly complicate the calculation
when deriving moment equations. Here we preserve the complex form as in some previous works of the
author [14, 11], as is convenient for both derivation and numerical implementation.
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Appendix B. Definition of HMBMM equations
Here we provide supplementary clarifications of the three-dimensional equations (35). We will first define
Slmn and Tlmn on the left-hand side. For simplicity, we let v = (v1, v2, v3)
T and introduce the following
complex velocities:
(39) V−1 =
1
2
(v1 − iv2), V0 = v3, V1 = −1
2
(v1 + iv2).
Then we have
Slmn = −
√
n(n+ l + 1/2)
∂Θ
∂t
fl,m,n−1
+
√
2
1∑
µ=−1
∂Vµ
∂t
[
(−1)µ
√
n+ l + 1/2γ−µl,m+µfl−1,m+µ,n −
√
nγ−µ−l−1,m+µfl+1,m+µ,n−1
]
,
(40)
where γµlm are constants defined by
(41) γµlm =
√
[l + (2δ1,µ − 1)m+ δ1,µ][l − (2δ−1,µ − 1)m+ δ−1,µ]
(2l − 1)(2l + 1) , µ = −1, 0, 1.
The definition of Tlmn requires to introduce the following complex differential operators:
∂
∂X−1
=
∂
∂x1
+ i
∂
∂x2
,
∂
∂X0
=
∂
∂x3
,
∂
∂X1
= − ∂
∂x1
+ i
∂
∂x2
,
which can be used to define
Flmnµ =
∂flmn
∂Xµ
+
√
2
1∑
ν=−1
∂Vν
∂Xµ
[
(−1)ν
√
n+ l + 1/2γ−νl,m+νfl−1,m+ν,n −
√
nγ−ν−l−1,m+νfl+1,m+ν,n−1
]
−
√
n(n+ l + 1/2)
dΘ
∂Xµ
fl,m,n−1, l = 0, 1, · · · , L− 1, m = −l, · · · , l, n = 0, 1, · · · , Nl − 1.
If the indices of Flmnµ are not in the range specified in the above equation, we regard its value as zero. Now
we are ready to write down the formulas for Tlmn:
(42)
Tlmn =
1∑
µ=−1
(
1
2|µ|
[√
2(n+ l) + 1γµl,m−µΘFl−1,m−µ,n,µ −
√
2(n+ 1)γµl,m−µFl−1,m−µ,n+1,µ
+ (−1)µγµ−l−1,m−µ(
√
2(n+ l) + 3Fl+1,m−µ,n,µ −
√
2nΘFl+1,m−µ,n−1,µ)
])
.
The derivation of the above equations can be found in [15].
The right-hand side of the equation (35) is determined by the collision kernel B(·, ·) in (2). For inverse-
power-law intermolecular potentials, the coefficients Al1m1n1,l2m2n2lmn are all constants that can be precom-
puted, and µ = µ0Θ
ω with ω being a constant between 1/2 and 1. The computation of the coefficients
Al1m1n1,l2m2n2lmn can be found in [11]. When simulating the shock structure, we choose to scale the coefficients
such that
A200,000200 +A
000,200
200 = −1,
and we set
µ0 =
√
pi
2
15
(5− 2ω)(7− 2ω) ,
so that the mean free path of the particles in the equilibrium state in front of the shock wave equals 1.
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