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1. INTRODUCTION 
Landau [ 1] initiated a study of inequalities of the form 
vk’lln < m k) Ilflrk IlfYk O<k<n (1) 
for some interpretation of the norm. In particular, he proved that 
llf’ II2 < 2 Ml IV” II* (2) 
where llfll = ess su~-~~~~~ If(t 
Kolmogorov [2] suceeded in finding the best possible constants in (1) 
where the norm is as in (2). Except for isolated results, no new progress was 
made until Schoenberg and Cavaretta [3] found the best possible constants 
for llfll = su~~>~ If(f 
We propose to prove inequalities about various clases of monotone 
functions which yield, as special cases, pointwise inequalities of the form (1). 
For example, 
THEOREM A. Let f be a completely monotone function on [0, co). Then 
foreachtE(O.oo)andO<k<n, 
(-l)““[f’“‘(t)]” < (-1)““[f’“‘(t)]“[f(t)]“-“. (3) 
This is the best possible inequality since equality holds forf(t) = e-O’, a > 0. 
2. PRELIMINARIES 
Our main tools for deriving the inequalities are the integral formulas 
available for monotone functions and Muirhead’s Theorem. We recall the 
Hardy-Littlewood-Polya [4] definition of majorization of vectors. 
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DEFINITION. Let x = (x, ,,.., xr) and y = (y ,,..., y,). Then x majorizes y, 
written x > y provided there are rearrangements of x, ,..., x, and y, ,..., y, 
which, however, we still denote by x, ,..., x, and y, ,..., y, such that 
f- xi> 5 y,, k= l,..., r- 1 
j?l j=l 
but 
For example, (2,O) > (1, 1) and 
(k ,..., k) < (n ,..., n, 0 ,..., 0), if n > k. (4) -- 
n k n-k 
Let x = (x, )..., xr) and CI = (ai ,..., a,) be given vectors with all xi > 0 and 
a,>a,> -** > a, > 0. Then we define g(x, a) by 
where the sum is over all permutations r~ on the set { l,..., r}. 
MUIRHEAD’S THEOREM [4, p, 45). A necessary and suflcient condition 
that 
(6) 
for all positive vectors x is that a > p. 
The example (2,O) > (1, 1) is the Cauchy-Schwartz inequality. 
3. COMPLETELY MONOTONE FUNCTIONS 
A function f on (0, 0~)) is completely monotone if it has derivatives of all 
orders and 
(-l)kf’k’(t) > 0, t E (0, a~), k = 0, 1, 2 ,... (7) 
and f is continuous on [0, co). It is known, Widder [5, p. 1601 that if f is 
completely monotone, then 
f(x) = p e --x’ da(t), (8) 
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where a(t) is bounded and nondecreasing and the integral converges for 
0 <x < co. It follows that 
(-1 )‘f”‘(x) = Jam fj emX’ da(t). (9) 
Thus every function of the form (8) is also completely monotone. 
THEOREM 1. The inequality 
(-l)“lf’““(X) ... (-l)“Y’“r’(x)> (-1)4Lf’41’(x) **a (-1)4Y’br’(x) (10) 
holds for all x > 0 and f completely monotone if a >/I. Equality holds for 
f(t) = e-O’, u > 0. 
Prooj Using (9), we can compute 
(-l)*‘f’““(x)(-l)“‘(~z)(x) . . . (-pf’““(X) 
as 
aI 
Sl . . . sFre -Hsl+ ... fSd da@,) . . . &(s,) 
r 
by using the Tonelli theorem. Now it is clear that the value of this integral is 
unchanged if we permute the variables s, ,..., s,. Thus 
(-yf’““(X) . . . (-yp’(x) 
1 =- 
r. I g(s, 4 e 
--x(s~ + “’ +sr’ da,(s) . . . da(s,). 
I 
Thus inequality (10) follows from (6). 
We might make several remarks. The cases a = (2,O) and /3 = (1, 1) lead 
to f”@)f@) > UWY or the log convexity of completely monotone 
functions while choice (4) leads to Theorem A. 
COROLLARY 1. Let f be completely monotone, and [a, b] c (0, 00). Then 
for l<k<nand l<p(o3, 
Equality holds for f (x) = e -.‘.‘, 1 > 0. 
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Proof: Apply Holder’s inequality to the result of Theorem A. 
In the corollary, b may be taken to +co provided the integrals exist. From 
(9) one can see that 
since x’ emX & e-‘? on [0, co). Thusf”, f”‘,..., are integrable on (a, co) for 
any a > 0 and any completely monotone J: The examples e-I and 
l/Q + xl I’* show that integrability at co may vary. 
4. N-ALTERNATING MONOTONE FUNCTIONS 
Suppose now that inequalities (7) hold only for k = O,..., N + 1 and f is 
continuous on (0, co). Then the functions f, f’,...,ftN’ are monotone with 
signs alternating. We shall call these N-alternating monotone functions 
abreviated as AM(N). Such functions may be represented as 
fcx) = & jm ts -x): duts), * 0 (11) 
where &J(X) = (-l)N+‘f’N+” (x) dx and x, = max(O, x), and we assume 
f(co) = 0. Then u is a nonnegative measure. This is the only property of u 
that we shall use so it may be replaced by an arbitrary nonnegative regular 
Bore1 measure for which the integral converges. This extended class will still 
be called AM(N). As such, if N! is replaced by r(N + 1), then (11) has an 
interpretation for any positive real number N > 0. We retain the factorial 
notation. 
Proof of Represent&on (11). First, observe that lim, -oD f’(x) = 0, for 
if f’ < -u* < 0 on (b, XI), then f(x) < -a’(~ - b) + f (6) < 0 for x large. 
Since f II > 0, f’ has a limit at co and that limit must be 0. If we apply this 
argument ,with f’. replaced by f (j’, j = l,..., N, then f”‘(x) + 0 as x -+ co 
j = l,..., N. From 
fU-“(l)--fU-“(x)=~~fDI(S)dE 
we may deduce that 
f +I’(,) = 
J 
.a, (-1)f G)(s) ds = Jrn (s - x)Y(-1)f (‘j(s) ds, 
x 0 
where 0’ = 0 is used. 
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Starting with this formula for j = N - 1 and N 
f’“-*‘(x)= 
1 
Oc (S-x)O+(-l)f’“~‘)(S)dS 
-0 
= l_m (s-x)0,(-1) IX (t -S);(-l)f(Y’(t)df 
.O .o 
= (‘x f’“‘(t)(-1)’ (fl (s - ?s)O,(t -s)“, ds) dt 
-0 -0 
= lx (s -~)+f”~‘(t)(-1)’ dt. 
.o 
Continuing in this manner, we get formula (11). 
THEOREM 2. Letai,/3,beintegerssuchthatO<ai,Pi<Nfor l<i<r 
and suppose a > /I. Then for f E AM(N), and .Y > 0 
(-l)“tf’“i)(x) * *. (-l)“lf’“r’(x) 
> K(a,/?, N)(-l)41f’B”(x) . .. (-l)‘,fBr(x) (12) 
holds with 
(13) 
Equality holds for f (x) = (x - c)“, , c E R ‘. 
Proof: From (1 1 ), for 0 < a, < N, the left-hand side of (12) is given by 
fi (n-a,)!Ie’p a** $ ,fj (si - x)Pi,-ai do@,) ... do@,.). 
Again the value of this r-fold integral is not changed by permuting the si 
variables so this is equal to 
where S=(s,-xx, s2-x ,..., s,-xx) and N-a=(N-a, ,..., N-a,). Thus 
(12) follows from N - a > N -/?. This in turn is equivalent to a >fi. 
When a >/I, K(a, p, N) < 1. This follows from [4, Theorem 1081 and the 
convexity of log T(x + 1) on (0, co). 
409’90’1 I? 
256 A. M. FINK 
Note also that iff is completely monotone andf(co) = 0, thenf E AM(N) 
for all N and hence we may take N arbitrarily large. It is easy to see that 
lim N+a, K(a, /3, N) = 1, recovering Theorem 1 if f( co) = 0. Note that if 
ai > 0; pi > 0 for all i, then the conditionf(co ) = 0 does not need to be used 
in this argument. Again one gets an integral version 
validforfEAM(N)withf(cr,)=O,a>/.?, l<k(n<N,andK(a,p,N)= 
[(N - k!]“/( (N!)“-k[(N - n!lk} but it is probably not best possible. 
5. ABSOLUTELY MONOTONE FUNCTIONS 
A function is absolutely monotone on an interval if it has derivatives of all 
orders and all the derivatives are nonnegative on the interval. It is easy to see 
that if f is absolutely monotonic on (a, b), then f(-x) is completely 
monotonic on (-b, -a). We therefore have immediately a result 
corresponding to Theorem 1. It would seem more natural, however, to retain 
the interval [0, co). To do this we see that for f(x) = I,” eXr da(t), for a 
bounded and nondecreasing on [0, co), the same method of proof as used in 
Theorem 1 yields Theorem 3. 
THEOREM 3. If f is absolutely monotonic on (0, ~0) and a > p, then 
f’““(f) . . . f’-‘(t) af’“qt) . . . f’“r’(t) (14) 
holds on t > 0. Equality holds for f (x) = eaX, a > 0. 
The special cases of this theorem which correspond to (i + 2, i) 
(i + 1, i + 1) lead to known results. For example, 
f ‘“(x)/f ti+ “(X) > f tit “(x)/f (i+yx), i = 0, 1, 2 ,..., (15) 
is in Widder [5, p. 1671. 
The Hankel determinant inequalities seem to be of a different type. The 
3 x 3 case (see [5, p. 1671) is 
while (14) shows that the quantity in each of the three parentheses is non- 
negative. 
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6. N-MONOTONE FUNCTIONS 
The possibility of the integral representation for the three previous classes 
of functions rely on the zeros of the function and its derivatives at *co. If 
one looks at the condition 
f’&‘(X) > 0 on [O, T] k = O,..., N + 1. (16) 
then one must impose the zero conditions. Let MN be the class of functions 
with the representation 
f(x) = + jT(x - t)“, do(t), 0 < x < T, 
* 0 
(17) 
where u is a nonnegative regular Bore1 measure. Then LM~ includes the 
functions f with f”‘(O) = 0, i = O,..., N - 1, f’“‘(O) > 0 andf’N+ “(x) > 0 on 
[0, T). In this case dv(t) = [f’“‘(O) s,(t) +f’“+“(t)] dt, 6, the unit mass at 
0. In particularf,f’,..., f’“’ are monotone and nonnegative on [0, 7). Here T 
may be co. 
THEOREM 4. Let ai, pi be integers such that 0 < ai, pi < N and f E M,,. 
If a > /3 and K(a, p, N) is deJined as in Theorem 2, then 
f’““(t) -.-fear’(t) 2 K(a,/?, n)f”“(t) ... ffDr’(t) (18) 
holds for all t E [0, T]. Equality holds for f (x) = (x - c): , c E R + . 
This theorem has exactly the same proof as Theorem 2. This result 
appears in [6, 71. 
It is not possible to derive Theorem 3 from Theorem 4 since iff E MN for 
all N > 0, then f is analytic by Bernstein’s theorem [5], but the zeros at 0 
would make f = 0. 
7. MOMENTS 
Our methods in general show that moments of nonnegative measures 
satisfy many inequalities, for example, if 
I 
1 
Cl” = x” dv(x), n = 0, l,..., 
0 
then 
i=l i=l 
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This is not unexpected since certain moment problems have a connection 
with completely and absolutely monotonic functioqs (see [5]). 
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