Abstract. We study the family of depolarizations of a squarefree monomial ideal I, i.e. all monomial ideals whose polarization is I. We describe a method to find all depolarizations of I and study some of the properties they share and some they do not share. We then apply polarization and depolarization tools to study the reliability of multi-state coherent systems via binary systems and vice versa.
Introduction
Polarization is an operation that transforms a monomial ideal in a polynomial ring R into a squarefree monomial ideal in another polynomial ideal S that shares several important features of the original ideal. The main idea behind polarization is the possibility of using the combinatorial properties of squarefree monomial ideals when studying problems about general monomial ideals. Polarization is used in a wide variety of applications in the theory of monomial ideals. An important feature of polarization is that distractions can be described as specializations of polarizations of monomial ideals and were used by Hartshorne to prove the connectedness of the Hilbert scheme [9] . A main application is its use to study the Cohen-Macaulay property of monomial ideals by passing to squarefree monomial ideals and applying Reisner's criterion on their associated simplicial complex, cf. [19, 25] . It is also used to study associated primes of monomial ideals and their powers cf. [12, 11, 21] . See [4, 16, 14] for other applications of polarization. The inverse operation, depolarization, has been less investigated and can be used to study squarefree monomial ideals using general monomial ideals [24] . However, depolarization is not unique, in the sense that a given squarefree monomial ideal might have different depolarizations. A main goal of this paper is to find all depolarizations of a given squarefree monomial ideal and describe the structure of this family of depolarizations. Since a squarefree ideal and all its depolarizations share several important features, we can use this property to choose a convenient depolarization in order to study either the squarefree ideal or any of its depolarizations. For example, one immediate corollary is to obtain the Hibert function of these ideals by studying only one of them, as they are closely related. It is also interesting to study the behaviour of other properties and features that are not shared within the family of depolarizations of a squarefree monomial ideal. By doing so, we can identify particular depolarizations that provide information about the rest of the elements in the family.
In applications it is sometimes convenient to work with squarefree monomial ideals, i.e with the polarization of any given monomial ideal, and therefore use all the features of these ideals as combinatorial objects, as seen in [19, 27] . But on other occasions it makes sense to work on the depolarization of a squarefree ideal because depolarization reduces the number of variables of the corresponding ring, see [1] for similar considerations in a different context. We explore this direction in the context of algebraic analysis of system reliability. In previous works [7, 26, 31, 32, 33, 34, 35, 22] the authors have used monomial ideals to study the reliability of coherent systems by using the precise description of the Hilbert series and resolutions of the ideals associated to such systems. Most of the work has been devoted to binary systems, whose associated ideals are squarefree. On the other hand, non-binary systems whose components have multiple possible states are called multi-state systems and their associated monomial ideals are in general not squarefree. In this paper we study the reliability of general multi-state systems using binary systems via their respective associated ideals and the use of polarization.
The outline of this paper is the following: Section 2 gives the necessary preliminaries on polarization and multi-state systems. In Section 3 we study the depolarization poset, giving a method to find all possible depolarizations of a given squarefree monomial ideal. We introduce the support poset as a new tool to study monomial ideals, in particular to study depolarization. The main result of the section is Theorem 3.7 which states that all depolarizations of a given monomial ideal can be obtained as depolarization orders of its support poset. We also define the poset of all depolarizations of a squarefree monomial ideal giving thus a description of the structure of the family of all depolarizations of an ideal. By studying this poset we give in Theorem 3.12 a new bound for the projective dimension of any ideal and provide some families of ideals that contain at least a quasi-stable ideal. Finally, in Section 4 we turn to algebraic reliability describing how to apply polarization and depolarization to study the reliability of coherent multi-state systems. Finally, we give several examples applying the depolarization tools developed in this paper.
Preliminaries
2.1. Polarization and depolarization. Let R = k[x 1 , . . . , x n ] be a polynomial ring in n indeterminates over a field k on which we make no explicit assumptions. Let I ⊆ R be a monomial ideal and let G(I) = m 1 , . . . , m r be the unique minimal monomial generating set of I.
Definition 2.1. Let n ∈ N and let (a 1 , . . . , a n ) ∈ N n . Let µ = (b 1 , . . . , b n ) ∈ N n where b i ≤ a i for all i. The polarization of µ in N a 1 +···+an is the multi-index
. . , x n,1 , . . . , x n,an ] (observe that for ease of notation we used x with two different meanings in this definition).
Let I = m 1 , . . . , m r be a monomial ideal in R = k[x 1 , . . . , x n ]. The polarization of I, denoted by I, is the monomial ideal in S = k[x 1,1 , . . . , x 1,a 1 , . . . , x n,1 , . . . , x n,an ]
given by I = m 1 , . . . , m r , where a i is the maximum exponent to which indeterminate x i appears among the monomials in G(I). Definition 2.2. Lt R, S and T polynomial rings over the same field k. Let I ⊆ R be a squarefree monomial ideal. A depolarization of I is a monomial ideal J ⊆ S such that I is equivalent to J ⊆ T i.e. R and T have the same number of variables and there is a bijective map ϕ from the set of variables of R to the set of variables of T such that ϕ(G(I)) = G(J), where G(J) is the unique minimal monomial generating set of J.
Remark 2.3. Definition 2.1 is a combinatorial expression of the fact that any monomial ring is a deformation by linear forms of a monomial ring with squarefree relations as expressed in the following result of Fröberg [5] as given in [36] : Proposition 2.4. Let I ⊂ R be a monomial ideal. If S = R/I, then there is a polynomial ring R ′ and a squarefree monomial ideal
′ and h is a regular sequence on S ′ of forms of degree one.
The ideal I ′ is the polarization of I.
To check this observe that
and we have an equivalence between I and J via the correspondence a 1 → y, a 2 → x,
Remark 2.6. Depolarization is a combinatorial way to perform identification of variables which correspond to a regular sequence of linear forms. However, observe that not every such identification can be obtained as a depolarization. The following example is from [22] (see Lemma 10.4 in that paper):
Let Both I 1 and I 3 can be obtained from I 2 identifying variables by a regular sequence of linear forms, but none of them is a depolarization of I 1 .
2.2.
Multi-state coherent systems. Let S be a system with n components. Each component c i can be in a discrete number of ordered states S i = {0, . . . , m i }. The system itself has m + 1 possible states. Let us denote by S = {0, . . . , m} the set of possible states of the system. The states of the system are also sorted and they measure the overall performance of the system. In this paper, we assume that the system (resp. component) state j represents better performance than the system (resp. component) state i, whenever j > i. We define a structure function φ that for each n-tuple of component states, outputs the state of the system i.e. φ : S 1 × · · · × S n → S. We say that the system is coherent if φ(x) ≥ φ(y) whenever x > y, which means that the component states given by x are greater or equal than those given by y and there is at least one improvement. Conversely, φ(x) ≤ φ(y) whenever x < y. Examples of coherent systems include electrical and transport networks, pipelines, biological and industrial systems amog many others, cf. [17] . If m 1 = · · · = m n = 1, then we say that the system has binary components. If m = 1, then we say that the system is binary. We have therefore the following types of systems with respect to their number of states:
-If m = 1 and m i = 1 for all i, we have a binary system with binary components. These are usually simply referred to as binary systems. -If m > 1 and m i = 1 for all i, we have a multi-state system with binary components. -If m = 1 and there is at least one i such that m i > 1, we have a binary system with multi-state components. -If m > 1 and there is at least one i such that m i > 1, we have a multi-state system with multi-state components. We basically follow here the notation in [6] and [23] but we allow a more general kind of systems, since we do not restrict to the case that max(S) ≤ max(S i ) ∀i. For other definitions of multi-state system and a review of multi-state reliability analysis, we refer to [18, 37] and the references therein.
3. The Depolarization poset 3.1. The support poset. Let I ⊆ R = k[x 1 , . . . , x n ] be a squarefree monomial ideal. Let G(I) = {m 1 , . . . , m r } be the unique minimal monomial generating set of I. For each x i , 1 ≤ i ≤ n we define the set C i ⊆ {1, . . . , n} given by
i.e. C i is given by the indices of all the variables that appear in every minimal generator of I in which x i is present, including x i itself.
Let C I be the set of the C i 's just defined. The poset on the elements of C I ordered by inclusion is called the support poset of I and is denoted suppPos(I).
We define the support poset of a general monomial ideal as the support poset of its polarization.
Given n subsets C i of {1, . . . , n} with i ∈ C i for all i, we form the poset (C = {C 1 , . . . , C n }, ≺) on the elements of C i ordered by inclusion. For such (C, ≺) we can construct (in principle several) monomial ideals I C such that (C, ≺) is the support poset of I C using the following result.
Proposition 3.1. Let (C = {C 1 , . . . , C n }, ≺) be a poset such that C i ⊆ {1, . . . , n} and i ∈ C i for all i, where the ordering is given by inclusion (some C i can possibly
For any σ ⊆ {1, . . . , n} define m σ = i∈σ m i . Finally, for any collection Σ of subsets of {1, . . . , n}, define the monomial ideal I Σ = m σ |σ ∈ Σ .
If the collection Σ has the properties (1) ∀i ∈ {1, . . . , n} there is some σ ∈ Σ such that x i |m σ (2) if i = j and x j |m σ for all σ such that
We have that D j = {k | x k ∈ x j |mσ,σ∈Σ supp(m σ )}. If x j divides m σ then there is some l ∈ σ such that x j |m l , which implies that m j ⊆ m σ . This implies that m j |m σ for all σ with x j |m σ and then supp(m j ) ⊆ x j |mσ,σ∈Σ supp(m σ ) which means
On the other hand, k ∈ D j implies that x k divides all m σ , where x j |m σ which by condition (2) implies that C k ⊆ C j and then k ∈ C j which means D j ⊆ C j .
In the following examples we show that there are posets which are not the support poset of any monomial ideal, and on the other hand, several ideals can have the same support poset. (1) Let C 1 = {1}, C 2 = {1, 2} and C 3 = {1, 2, 3}, then there is no monomial ideal such that (C, ≺) is its support poset.
is the support poset of the ideals
Remark 3.3. Observe that in a support poset x i ∈ C j and x k ∈ C i imply that x k ∈ C j for all i, j, k. We can use this fact to visualize support posets using their Hasse diagrams, where each node is labelled by those indices that are in that node and not in any of the nodes below it. The support poset of any monomial ideal I ⊆ R = k[x 1 , . . . , x n ], together with a given ordering < on the variables x 1 , . . . , x n induces a partial order ≺ in the set of variables as follows:
We call this poset the <-support poset of I and denote it suppPos < (I). Observe that if C i = C j for all i = j then any <-support poset of I is equal to suppPos(I) for any ordering < of the variables. The Hasse diagram of suppPos < (I) is equivalent to the Hasse diagram of suppPos(I) were any node C labelled with more than one index is substituted by a vertical line of nodes labelled by the elements of the label of C, ordered by <. In fact, any <-support poset of I is a refinement of suppPos(I).
For instance, the following is the Hasse diagram of suppPos < (I) in Example 3.5 for any order ≤ in which x 1 < x 2 . 
Depolarization orders.
Recall that a subset C of a poset (P, ≺) is a chain if any two elements of C are comparable. We say that a chain C of (P, ≺) is a path if there is no element p / ∈ C, min(C) ≺ p ≺ max(C) such that p is comparable to every element in C. In other words, a path is a chain with no gaps i.e. an interval within a chain. An antichain is a set of incomparable elements in (P, ≺).
. . , x n ] be a squarefree monomial ideal, and < a total order on the variables. A depolarization order for I is a partition of suppPos < (I) in disjoint paths.
Example 3.5. Let I be the squarefree monomial ideal
The partition P = {{4, 2, 1, 3}, {6, 5}, {7, 8, 9}, {10}} in which each set is given in increasing order, is a polarization order for I for any ordering in which x 2 < x 1 . Figure 3 shows the partition P in Example 3.5.
Using any depolarization order of a squarefree monomial ideal I, we can construct a depolarization of I. Let (P , <) be a depolarization order for a squarefree monomial ideal I ⊆ R = k[x 1 , . . . , x n ], where P = {σ 1 , . . . , σ k } and each σ i is a path in suppPos(I). We construct a depolarization J of I in a polynomial ring S = k[y 1 , . . . , y k ] as follows: for each m ∈ G(I) consider the monomial m ′ given by the image of m under the correspondence x i → y j for each i ∈ σ j . These monomials m ′ generate a monomial ideal J whose polarization J is clearly equivalent to I with the map sending y j,l → x σ j l where σ j l is the l'th element of σ j under the order <.
Example 3.6. The depolarization order (P, <) in Example 3.5 gives the depolarization J = y We have just seen that every depolarization order of a squarefree monomial ideal I gives a depolarization of I. Now, given any depolarization J of I we will explicitly find the depolarization order from which we can reconstruct J uniquely. Proof. Let J ⊆ S = k[y 1 , . . . , y k ] be a depolarization of the ideal I and let J ⊆ T = k[y 1,1 , . . . , y 1,j 1 , . . . , y k,1 , . . . , y k,j k ] be the polarization of J. Since J is a depolarization of I, we know that R and T have the same number of variables and that I and J are equivalent under a map sending x i to y a,b for some a ∈ {1, . . . , k} and b ∈ {1, . . . , j a }. Now consider in {1, . . . , n} the partition P with k subsets in which σ i contains all j such that x j corresponds to some y i,b with the total order given by j < j ′ if b < b ′ , where y i,b → x j and y i,b ′ → x j ′ . Then (P, <) is a depolarization order for I that produces the depolarization J. 
Then, the corresponding depolarization order is P = {{y, x}, {t, u}, {z}} where the elements in the sets are given in increasing order.
3.3. The set of depolarizations of a squarefree monomial ideal. Let P and P ′ be two path partitions of a given poset. We say that P is a refinement of P ′ if for every path C in P there is a path C ′ in P ′ such that C ⊆ C ′ . The set of all path partitions of a given poset are sorted by refinement and using this ordering they form themselves a poset. Let I be a squarefree monomial ideal and let J and J ′ be two depolarizations of I. We say that J ≤ J ′ if the path partition giving rise to J is a refinement of the one corresponding to J ′ . Using this ordering, the set of ideals that are a depolarization of a given squarefree monomial ideal I forms a poset in which I is the unique minimal element. We call this the poset of depolarizations of I or depolarization poset of I, denoted DP (I). Given any monomial ideal J (non necessarily squarefree), we say that the depolarization poset of J is the depolarization poset of its polarization J ′ , i.e. DP (J) ≡ DP (J ′ ). Every depolarization poset has a unique squarefree element, which is its unique minimal element, hence DP (I) is a meet-semilattice for every monomial ideal I. On the other hand, DP (I) might have several maximal elements and therefore it is not a lattice in general. We say that an ideal I ⊆ k[x 1 , . . . , x n ] is a maximum element in its depolarization poset if there is no other ideal J ⊆ k[x 1 , . . . , x m ] such that m < n, i.e. the ambient ring of I has minimal number of variables among the ambient rings of all the ideals in DP (I).
Definition 3.9. We say that two monomial ideals I and J are copolar if their polarizations are equivalent i.e., if they are in the same depolarization poset.
Copolarity is an equivalence relation in the set of all monomial ideals. We say that a property of an ideal is copolar if it is the same among all the ideals in the same polarity class.The following proposition gives a list of some copolar properties. A reason behind the items in Proposition 3.10 is that the lcm-lattice [8, 20] of copolar ideals are isomorphic under the isomorphism taking lcm(m, m ′ ) to lcm(m, m ′ ).
Lemma 3.11. Let I and J two copolar ideals, then lcm(I) ∼ = lcm(J).
Hence, any property that depends on the lcm-lattice is copolar. The lcm-lattice of a monomial ideal encodes the structure of its minimal free resolution and thus its Betti numbers [8] . Some other important invariants are also fixed under polarization. Two recent remarkable results in this direction are given in [14, 15] where the authors proof that the Stanley conjecture can be reduced to the squarefree case via polarization, and that the Stanley projective dimension is invariant under polarization (in particular, two ideals with isomorphic lcm-lattice have the same Stanley projective dimension).
The number of variables of the ambient ring of maximum elements in the polarization poset allows us to give the following bound for the projective dimension of monomial ideals. Recall that the width of a poset is the maximum size of any antichain.
Theorem 3.12. Let I be a monomial ideal.Then projdim(I) is bounded above by the width of suppPos(I).
Proof. The projective dimension of I is equal to the projective dimension of its polarization I which is in turn the same as that of any of its depolarizations. Let J be a depolarization of I whose ambient ring has the smallest number of variables, say r. By Hilbert's theorem we know that projdim(J) ≤ r. By Theorem 3.7 we know that r is given by the minimal number of paths in which we can partition the support poset of I (observe that this number is the same for any suppPos < (I) and suppPos(I)). Since all paths are chains, then this number is, by Dilworth's Theorem [2] , smaller than the size of the maximal antichain of the support poset of I, i.e. the width of suppPos(I).
The fact that several important properties like Betti numbers or the CohenMacaulay property are copolar is one of the main reasons to study polarization. It is also interesting to study non-copolar properties in order to investigate their behaviour inside polarity classes. A motivation for studying these in the same copolarity class is to find some particular ideal in the class that can provide information about the rest of the ideals in the class. For instance, (see Example 3.15 below) we know that zero-dimensional ideals are in particular quasi-stable and therefore relevant important features can be read off their Pommaret-Seiler resolution. Such other features are copolar and therefore shared by all the ideals in the copolarity class, for details see [29, 30] . The following two results and example demonstrate the usefulness of this new direction. Proposition 3.13. Let (P, ⊆) be a poset of subsets of the set [nm] = {1, . . . , nm} formed by n > 1 disjoint paths each of length m. Then there is at least one squarefree monomial ideal I n such that P is its support poset and there is a zero-dimensional monomial ideal J n copolar to I n .
Proof. We describe the construction of I stepwise as n increases. The base case is n = 2. Let P = A 1 ⊔ A 2 where A 1 = {1, . . . , m} and A 2 = {m + 1, . . . , 2m}. The ideal I 2 ⊂ k[x 1 , . . . , x 2m ] generated by the monomials
satisfies that suppPos(I 2 ) = P . Considering in P the chain partition given by the A i 's we have that the corresponding depolarization is J 2 ⊂ k[y 1 , which is zero-dimensional and J 2 = I 2 . Let now n = 3. Then I 3 ⊆ k[x 1 , . . . x 3m ] is given by the same set of generators of I 2 plus the following ones
The ideal J 3 ⊆ [y 1 , y 2 , y 3 ] is given by . Now, proceeding in the same way adding at each step the new generators
we obtain the ideal I n whose support poset is formed by a disjoint set of n paths of size m. Observe that J n = I n and J n is zero-dimensional for all n, since it contains a pure power of each of the variables. (2) or such that m i > 1 and they did not appear as b j,k for any j, k in point (2) . If there is any such a i,j then put in G the monomials a i,1 a i ′ ,1 for some i ′ such that a i,1 a i ′ ,1 does not divide any of the monomials in points (1) and (2) . For example, let P = {{1, 2, 3, 4, 5, 6}, {7, 8, 9, 10}, {11}, {12}, {13}, {14}}, then the set G is formed by the monomials (1) x 1 x 2 x 3 x 4 x 5 x 6 , x 7 x 8 x 9 x 10 (2) x 1 x 2 x 7 , x 1 x 2 x 3 x 11 , x 1 x 2 x 3 x 4 x 12 , x 1 x 2 x 3 x 4 x 5 x 13 , x 7 x 8 x 11 , x 7 x 8 x 9 x 12 (3) x 1 x 14 , x 13 x 7 , x 13 x 11 , x 13 x 12 , x 13 x 14 , x 14 x 7 , x 14 x 11 , x 14 x 12 This construction of G is always possible because m i ≤ n for all i. It is easy to see that suppP os(I) = P except for the case n = 2, m 1 = 2, m 2 = 1. In this case there is no ideal with this support poset, because in point (3) there is only one possibility for pairing x 3 and therefore 3 is not alone in a path.
Note that using the chain partition given by the disjoint paths themselves, the corresponding depolarization of I is zero-dimensional only if m i > 1 for all i.
. The ideal I is not quasi-stable, i.e. it has no finite Pommaret basis. It is easy to see that a maximum depolarization of I is the monomial ideal J = y [30] we can compute a free resolution of minimal length of J, called the PommaretSeiler resolution, using only its Pommaret basis. In particular, we can immediately read the projective dimension and Castelnuovo-Mumford regularity of J directly from its Pommaret basis. For any quasi-stable monomial ideal I ⊆ k[x 1 , . . . , x n ] whose Pommaret basis is H I , Theorem 8.11 in [30] states that pd(I) = n − d where d is the minimal class of the elements of H I and Theorem 9.2 in [30] states that the Castelnuovo-Mumford regularity of I is the maximum degree of the elements of H I . In our example, the minimal class of the elements in H J is 1 and the maximal degree is 5 (precisely coming from the extra monomial y 3 1 y 2 2 ). Hence pd(J) = 2 and reg(J) = 5. Now, since projective dimension and regularity are copolar properties, we know that pd(I) = 2 and reg(I) = 5 and by polarizing the Pommaret-Seiler resolution of J we obtain a minimal length free resolution of I despite the fact that it is not a quasi-stable ideal.
Multi-state systems via binary systems and vice versa
We now turn to the application of monomial ideals to multi-state system analysis, which is the motivation of this work. The algebraic approach to system reliability developed by the authors for the binary case in previous works gives an insight on the structure of the systems under study besides providing good computational tools to obtain reliability polynomials and bounds. In the next few examples we show how the structure of multi-state systems can be analyzed by algebraic means and that this analysis can be transferred between binary and multi-state systems using polarization and depolarization.
4.1. The algebraic method in reliability analysis. Let S be a coherent system with n components. Let F S,j be the set of tuples of components' states x such that φ(x) ≥ j for some 0 < j ≤ m. The elements of F S,j are called j-working states of S. Let F S,j be the set of minimal j-working states, i.e. states in F S,j such that degradation of the performance of any component provokes that the overall performance of the system is degraded to j ′ < j. Let R = k[x 1 , . . . , x n ] be a polynomial ring over a field k. Each tuple of components' states (s 1 , . . . , s n ) ∈ S 1 × · · · × S n corresponds to the monomial x
The coherence property of the system is equivalent to saying that the elements of F S,j correspond to the monomials in an ideal, denoted by I S,j and called the j-reliability ideal of S. The unique minimal monomial generating set of I S,j is formed by the monomials corresponding to the elements of F S,j (see [31, §2] for more details). Hence, obtaining the set of minimal cuts of S amounts to compute the minimal generating set of I S,j .
In order to compute the j-reliability of S (i.e. the probability that the system is performing at least at level j) we can use the numerator of the Hilbert series of I S,j , denoted by H I S,j . The polynomial H I S,j gives a formula, in terms of x 1 , . . . , x n that enumerates all the monomials in I S,j , i.e. the monomials corresponding to the states in F S,j . Hence, computing the (numerator of) the Hilbert series of I S,j provides a way to compute the j-reliability of S by substituting x a i by p i,a , the probability that the component i is at least performing at level a, as explored in [31, §2] (for the binary case).
Often in practice it is more useful to have bounds on the j-reliability of S rather than the precise formula. In order to have a formula that can be truncated at different summands to obtain bounds for the j-reliability in the same way that we truncate the inclusion-exclusion formula to obtain the so-called Bonferroni bounds, we need a special way to write the numerator of the Hilbert series of I S,j . This convenient form is given by the alternating sum of the ranks in any free resolution of the ideal I S,j . Every monomial ideal has a minimal free resolution, which provides the tightest bounds among the aforementioned ones. The ranks of the free modules in the minimal free resolution are called the Betti numbers of the ideal and are denoted by β i (I), or by β i,j (I) in the graded case. In general, the closer the resolution is to the minimal one, the tighter the bounds obtained, see e.g. [31, §3] .
In summary, the algebraic method for computing the j-reliability of a coherent system S works as follows:
(1) Associate to the system S its j-reliability ideal I S,j . (2) Obtain the minimal generating set of I S,j to get the set F S,j . If the performing probabilities of the different components are independent and identically distributed, then in points (3) and (4) of this procedure we only need the graded version of the Hilbert series and resolution. If it is not the case, then we need the multigraded version. For more details and the proofs of the results described here, we refer to [31, 34] . To see more applications of this method in reliability analysis we refer to [32, 33, 35] .
4.2.
Multi-state systems via binary systems and vice versa. The main idea in this section is to study multi-state systems via binary systems and vice versa by means of polarizations and depolarization of their j-reliability ideals. The main reason behind this approach is that a monomial ideal and its polarization share many properties, in particular those applied in the algebraic method for reliability analysis, namely the numerator of the Hilbert series and the graded Betti numbers, see Proposition 3.10.
For a complete application of the polarization and depolarization operations in the algebraic method, we also need the statement that the ranks of any resolution of a monomial ideal and its polarization are the same. First we need to define the polarization of a resolution. Let
be a multigraded chain complex of R-modules, i.e. F i = r i j=1 R(−µ i,j ) where µ ij ∈ N n and the differentials δ i have multidegree 0. The differentials δ i are given by matrices A i whose entries are monomials in N n . We denote by e i,j the standard generator of the j-th summand of F i whose multidegree is µ i,j . Then the j-th column of A i is given by (a Definition 4.1. We define F, the polarization of F, as the chain complex given by
j=1 R(−µ ij ) and the matrices A i of the differentials δ i are given by
where
Remark 4.2. This definition and the fact that F is a chain complex make F a chain complex, i.e. δ 2 = 0.
Proposition 4.3. Let F be a multigraded free resolution of a monomial ideal I. The polarization F of F is a multigraded free resolution of the polarization of I. Moreover, the ranks and the graded ranks of F are equal to those of F. In the case of multigraded ranks, we have that the (i, µ)-rank of F equals the (i, µ)-rank of F.
Proof. Given the fact that F is a multigraded free resolution of I and the construction of F by polarization, we only need to prove that Im(δ i ) = Ker(δ i−1 ). We know that δ 2 = 0. Explicitly, we have that
This implies that (4.1)
On the other hand, from the definitions of the maps in F we have that for any i, j
Now by polarizing (4.1), we obtain
and hence δ i−1 δ i (e i,j ) = 0 ∀ i, j.
Since polarization induces a multigraded isomorphism, the result follows. Proposition 4.3 is important in our context since it allows us to use polarization in the algebraic analysis of system reliability and obtain formulas and bounds for the reliability of the system corresponding to the polarization of a given ideal. In particular, we can use one of the main tools used in [31, 32] or [33] for instance.
Corollary 4.4. Let F be a cone resolution of a monomial ideal I, then F is a cone resolution of the polarization of I. In particular, if T is a Mayer-Vietoris tree of I, then the polarized tree T is a Mayer-Vietoris tree of the polarization of I (see [28] for the definition and properties of Mayer-Vietoris trees).
When using the polarization of a system reliability ideal to study the system's reliability, we have to carefully adapt the probability associated to the monomials in the new ideal. Under independence assumption, the term x a 1 1 x a 2 2 contributes prob(c 1 ≥ a 1 ) · prob(c 2 ≥ a 2 ). If independence is not assumed then we need to individually study the probability evaluation of each monomial. In general one needs to know the full distribution on the failure set, although the structure of the sets are distribution free. In the case of polarization of a system reliability ideal, we have to take care of monomials that include products of the type x i,1 · · · x i,k which must be evaluated as prob(c i ≥ k).
4.3.
Examples. Our first two examples apply the algebraic method to the analysis of the reliability of multistate coherent systems. We show that our approach, using the algebraic method, can be used to analyze the reliability of such systems in an efficient and clear way. The third example we propose demonstrates in a simple case how we can use polarization and depolarization to study system reliability.
Example 4.5. This example is taken from [13] where the authors define generalized multistate k-out-of-n systems (denoted MS k-out-of-n) as n-component systems such that φ(x) ≥ j (j = 0, . . . , m) if there exists an integer value l (j ≤ l ≤ m) such that at least k l components are in states at least as good as j. In that paper the authors describe ad-hoc methods for computing the reliability of MS k-out-of-n systems. Different computations are proposed for the cases that the system is increasing or decreasing (which means that the sequence of k l is respectively increasing or decreasing) and also different computations need to to be made if the components are identically distributed or not. For instance, example 8 in [13] is a MS k-out-of-3 system with four states (0, 1, 2, 3) such that k 3 = 2, k 2 = 2 and k 1 = 3 i.e. the system is -In state 3 or above if at least 2 components are in state 3 or above.
-In state 2 or above if at least 2 components are in state 2 or above.
-In state 1 or above if all 3 components are in state 1 or above or if at least 2 components are in state 2 or above or if at least 2 components are in state 3 or above. This is called a decreasing MS k-out-of-n system because the sequence of k l is a decreasing one. In this example the probabilities of the different components are the following: p 1,0 = 0.1, p 1,1 = 0.2, p 1,2 = 0.3, p 1,3 = 0.4, p 2,0 = 0.1, p 2,1 = 0.2, p 2,2 = 0.2, p 2,3 = 0.6, p 3,0 = 0.1, p 3,1 = 0.2, p 3,2 = 0.4, p 3,3 = 0.3. We use here {x 1 , y 2 , t 1 }, {y 2 , z 1 } and {y 1 , t 1 }. We can see that the numerator of the Hilbert series of I S is H S = x 1 y 1 + x 1 z 1 + y 1 y 2 + y 1 z 1 + z 1 t 1 −(2x 1 y 1 z 1 + x 1 y 1 y 2 + x 1 z 1 t 1 + y 1 y 2 z 1 + y 1 z 1 t 1 ) +x 1 y 1 y 2 z 1 + x 1 y 1 z 1 t 1 .
Now, we plug the probabilities in, taking into account that y 1 y 2 corresponds to prob(c 2 ≥ 2). We obtain R S = 0.9606.
Studying the depolarization operation on I S we find that we can use the following sets for depolarizing ideal I S
