Abstract. We prove that for an L 2 (R d )-bounded Calderón-Zygmund operator and weight w ∈ A 2 , that we have the inequality below due to Hytönen,
Introduction: Main Theorem
We are interested in estimates for the norms of Calderón-Zygmund operators on weighted L pspaces, a question that has attracted significant interest recently; definitive estimates of this type were first obtained in [Hyt10] , with a range of prior and subsequent contributions. In this paper, we will concentrate on p = 2, and give a new proof, more elementary than some of the preceding proofs.
Let w be a weight on R d with density also written as w. Assume w > 0 a. e. We define σ = w −1 , which is defined a. e. , and set We give a new proof of 1.1. Theorem. [[Hyt10] ] Let T be an L 2 bounded Calderón-Zygmund operator, and w ∈ A 2 . It then holds that
All proofs in this level of generality have used Hytönen's random Haar shift representation from [Hyt10] . So does this proof. After this point, two strategies of prior proofs are (a) fundamental appeal to two-weight inequalities, an approach initiated in [LPR10] and further refined in [Hyt10, HLM + 11, HP11, HPTV10], or (b) constructions of appropriate Bellman functions [Tre11] , extending the works of [Pet07, Bez08] . In our approach, we borrow the distributional inequalities central to the two-weight approach, but then combine them with adapted Haar functions from the Bellman approach. Then, the familiar stopping time considerations of §4 are sufficient to conclude the proof. More detailed histories of this question can be found in the introductions to [HPTV10, Tre11, HP11] .
As we will concentrate on the case of L 2 estimates, we will frequently use the notation f w :=
. At one or two points, an L 1 norm is needed, and this will be clearly indicated.
Haar Shift Operators
In this section, we introduce fundamental dyadic approximations of Calderón-Zygmund operators, the Haar shifts, and state reduction of the Main Theorem 1.1 to a similar statement, Theorem 2.3, in this dyadic model. In so doing, we are following the lead of [Hyt10] .
2.1. Definition. A dyadic grid is a collection D of cubes so that for each Q we have that
(1) The set of cubes
We refer to any subset of a dyadic grid as simply a grid. 
where here and throughout ℓ(Q) = |Q| 1/d , and these properties hold.
(1) s Q , the kernel of the component S Q , is supported on Q × Q and s Q ∞ ≤ 1 |Q|
. It is easy to check that
We say that the complexity of S is κ := 1 + max(m, n).
Note that the last property above is an statement about unconditionality of the sum in the operator norm. This is in fact a standard part of Calderón-Zygmund theory-and one that is automatic, depending upon exactly how the definition is formulated. This property is fundamental to the proofs of this paper, and other results that we merely cite, justifying our inclusion of this property into the definition.
The main results of [HPTV10] In the remainder of this paper, S will denote a Haar shift operator of complexity κ, with scales separated by κ. Namely, we have for a subset D κ ⊂ D,
and D κ consists of all dyadic intervals with log 2 ℓ(Q) = ℓ mod κ, for some fixed integer 0 ≤ ℓ < κ. In particular, if
The dual statement is also true.
The Basic Inequalities
We make a remark here about the formulation of the inequalities that we will consider below. Recalling the dual weight σ = w −1 to an A 2 weight, we will show that
This is formally equivalent to the statement we are proving, namely (2.4), moreover the inequality above is the natural way to phrase the inequality as it dualizes in the natural way: Interchange the roles of w and σ. Accordingly, we will especially in the next section, use the notation f, g w for the natural inner-product on L 2 (w). The arguments initiated in [LPR10] , further refined in [Hyt10, HPTV10, HLM
+ 11], yield the following estimates for Haar shifts on intervals.
3.1. Lemma. Let w ∈ A 2 , S a Haar shift operator of complexity κ as in (2.5). For a cube Q, and let Q ⊂ D κ be a collection of cubes contained in Q. We have
There are two estimates, one of an L 1 (w) norm, with the right hand side being Lebesgue measure. The second is an L 2 (w) norm, with the right hand side being in terms of σ. Indeed, the papers [LPR10, Hyt10, HLM + 11, HPTV10] are argued such that the second estimate (3.3), combined with a general two-weight theorem, imply the linear bound in A 2 . Thus, the point of this paper is that the general two-weight theorems are not needed.
We suppress the proof of the L 2 estimate, which is based upon a corona decomposition, and distributional estimate. The L 1 estimate follows from the same line of attack. 
Proof of the Weighted Estimate for the Haar Shift Operators
We will need the martingale difference operators associated with D κ , and weight σ. For cube Q ∈ D κ consider the martingale difference operator
Here, E which holds under minimal assumptions on σ, satisfied for a weight with density non-negative almost everywhere. Now, complexity shows that for any fixed Q, the components of the Haar shift operator are
Note that the bilinear form S σ f, g w is the linear combination of the three terms below, and their duals.
By dual, we mean that the roles of w and σ are interchanged, which is relevant to U σ and V σ above. We will show that each of these three bilinear forms is bounded by [w] A 2 f σ g w , which estimate also applies to their duals. Recall that we have assumed the separation of scales condition (2.5), hence under this condition we have proved Theorem 2.3 with absolute constant. This proves the Theorem as stated, with κ bound in terms of complexity.
We prove the difficult estimate first, the estimate for U σ .
The bound for U σ . The essential tool is this corona decomposition.
4.3. Definition. We say that F ⊂ D κ is a set of f-stopping cubes if these conditions are met.
(
(3) Let D F be those cubes for which F is the minimal element of F containing Q. For every
It is easy to recursively construct such a collection F , for σ ∈ A 2 , which is the case we are considering.
A basic fact, a consequence of the maximal function estimate for general weights, that we have
The collections D F give a decomposition of U σ via
Note that the products |E σ Q f · ρ(F) −1 | are never more than 4, so by unconditionality of Haar shifts, the integral estimates of the previous section apply to the expressions above.
We abandon duality, expanding
These are the diagonal and off-diagonal terms. The diagonal is immediate from (3.3) and (4.4):
The off-diagonal is as follows. By the separation of scales hypothesis, note that in the definition of II, that U σ,F f is constant on F ′ in the display below. Hence, by (3.2), we have
where φ := F∈F ρ(F)1 F , and using the identity w · σ ≡ 1,
We have however φ σ M σ f σ f σ . Combining estimates, we see that we have proved
which immediately implies our linear bound in A 2 for the term U σ .
The Remaining Estimates.
The bound for V σ,k (f, g). We consider V σ,k (f, g), defined in (4.2). Using the orthogonality property of martingale differences (4.1), we see that
The last line follows from the bound already proved for the operator U σ and the unconditionality. By a standard averaging over random choices of signs, we can deduce the linear in A 2 bound for the square function above.
The bound for W. We insert √ wσ into the integrals below, and use the bound |s Q (x, y)| ≤ |Q| −1 , to see that From this, it is easy to see that
Compare to Section 4 of [RTV11] . But, we do not prefer this proof as it obscures the central role of the operator U σ .
