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ABSTRACT 
Commutative spaces of matrices A = CL=, akJk are studied, where {Jk} is a 
set of (0, 1) matrices with prescribed sum S, and the ok’s are complex parameters. 
The great number of commutative spaces A obeying simple prescriptions on the 
first two rows of S can all be described in terms of two basic algebras of matrices 
denoted by Z, and r,. A relationship between the structure of spaces A and the 
multiplicative complexity of the bilinear forms defined by the Jk’s is discussed. 
1. INTRODUCTION 
In [5, 6, 17, 25, 32, 36-381, some sets of spaces of matrices have been 
considered, including group matrices and other commutative algebras of 
simultaneously diagonalizable matrices. The aim of the cited papers con- 
sisted in enumerating in explicit form all spaces A = c%, akJk, where the 
ok’s are complex parameters, and {Jk} is a set of n x n (0, 1) matrices with 
prescribed sum S = EL=, Jk, which are commutative and/or closed under 
matrix multiplication. We say that A is closed if, for B = )& bkJk, 
the product C = AB has the same structure as A and B, i.e., C can be 
rewritten as cF=, ckJk (this does not imply, obviously, the closure of the 
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set {Jk}). We say that A is commutative if AB = BA, or, what is the 
same, if JkJh = JhJk. Commutative and closed spaces A will be referred 
as commutative algebras. An attempt to include both group matrices and 
other important n-dimensional closed spaces of symmetric matrices in a 
unified study of structure of matrix algebras has been proposed in [5]. 
A basic idea underlying the papers [5, 17, 25, 32, 36-381 is that all spaces 
A = ck, ak Jk which are commutative and/or closed under multiplication 
(with prescription on the sum S = CL=, Jk) can be constructed in terms 
of a few classes of matrices. These classes are essentially (depending on the 
structure of S) the algebra C, of n x n circulant matrices [18], the space Cn,l 
of l-level circulant matrices [17, 25, 32, 36, 371, and two algebras of symmet- 
ric n x n matrices denoted by the symbols I, and r,, [38]. The introduction 
of these algebras Tn and l?,, is forced, in some sense, by weakening the hy- 
potheses on the structure of the Jk’s, that is, by allowing the Jk'S to be 
(instead of permutation matrices with positive sum) general (0, 1) matrices 
obeying a prescription involving only the first two rows of S. Especially 
the class ;m, which is an algebra of commutative centrosymmetric matrices, 
has significant relevance to many problems in numerical linear algebra. For 
example, properties of band matrices belonging to 7, have been exploited 
in the numerical solution of differential problems [30]. Moreover, the class 
7, plays an important role in defining spectral properties of,band symmet- 
ric Toeplitz matrices [8]. The same properties are also useful in stating 
the multiplicative complexity, in R, of a set of bilinear forms defined by 
symmetric Toeplitz matrices [35], and by band Toeplitz matrices [lo]. Ma- 
trices of 7, have been used as preconditioners in multigrid methods for 
Toeplitz matrices [22], and are involved in rank-displacement decomposi- 
tion formulas for the inverses of Toeplitz and Toeplitz-plus-Hankel matrices 
[19]. Finally, the eigenvectors of the matrices of 7n are involved in efficient 
algorithms for solving the biharmonic problem [14]. The algebras 7, and 
r, are reconsidered as most significant examples in [4], where hypergroups 
of matrices are studied with their applications to harmonic analysis. 
The first result of the present paper (Theorem 3.3) states that all com- 
mutative spaces A, with the sole condition that S has one row of all ones, 
are also closed under multiplication. The concluding results deal with the 
consequences of commutativity for the structure of spaces A, extending 
some cases considered in [38]. In that paper a result concerning the struc- 
ture of commutative algebras generated by (0, 1) matrices Jk, Ic = 1, . . , n, 
showed how these algebras were constructed with matrices of 7, and r,. 
In the present paper we impose conditions regarding essentially the first 
two rows of the sum S = C;=, Jk, that is, the first row of S is assumed 
to have all l-valued entries, and the second row of S must have the form 
p,t2,. . . , tn-l, 11, where 1 5 ti 5 2. These prescriptions on the matrix S 
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imply a much larger degree of difficulty (than in previous papers) in enu- 
merating all commutative algebras and spaces of minimal complexity in 
explicit form. Three cases are possible (see Theorems 4.1, 5.1, and 5.2): in 
detail, we will detect a block structure, having square blocks all in 7, [case 
(i)], all in r,,, [case (ii)], or partly in 7, and partly in r,,, [case (iii)], for 
,a suitable integer m. Therefore, even if many cases have to be considered, 
only two algebras are involved in the structure, separately or, possibly, 
together in the mixed case (iii). Obviously, all commutative spaces A con- 
:structed in terms of algebras 7, and r, are also commutative algebras, by 
‘Theorem 3.3. 
These results give implicit information on the structure of spaces A 
of minimal informational content. This concept of informational content, 
(quite informally introduced in [8] and further considered in [38], deals with 
the possibility of finding a split of A in which one distinguishes what is 
:related to the structure of A from what is related to the specific ak (which 
:is properly called informational content of A). The simple reduction to 
Idiagonal form of circulant matrices or of matrices of 7, gives two elemen- 
tary examples of such a split. Other less trivial examples concerning band 
‘Toeplitz matrices and exploiting matrices of 7, are given in [8]. Somr 
techniques for reducing the complexity in the computation of the discrete 
Fourier transform [33, 341 ( using a split of circulant matrices on the rat,ional 
field) seem also tacitly suggested by a similar idea. 
Commutativity and closure are necessary conditions for A = CL=, ak JI; 
to have minimal complexity if I E {Jk}. The term “complexity” of the 
ialgebras generated by the Jk’s mainly refers to the possible values of the> 
irank of the tensor defining the set { Jk}, i.e. rank( { Jk}). In fact rank( { Jk}) 
equals the minimum multiplicative complexity of the bilinear forms aT Jkb 
defined by the Jk’s [l, 16, 20, 21, 27, 381. 
:2. PRELIMINARIES 
The aim of this paper is to find the explicit form of the subalgebras 
of the algebra A&(C), including both group algebras and other algebras 
of symmetric matrices not related to group theory. Besides permutation 
matrices, which are extensively studied in classic algebraic context (group 
theory, representation theory) or in algebraic combinatorics (association 
schemes [3]), sets of nonzero n x n (0, 1) matrices {J~}~=, will be con- 
sidered, where the Jk’s obey the following (weaker) conditions on the sum 
S = x:=1 Jk: 
CONDITION 1. S> 0. 
CONDITION 2. S has all l’s in the first row. 
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CONDITION 3. for n 2 3, the second row of S has the form [l,tz, . . , 
&_I, 11, where 1 < tk 52, k = 2,. . ,n - 1. 
Condition 3 looks less natural than the other conditions. However, in the 
commutative case, when Conditions 1 and 2 are satisfied, it can be easily 
seen that Condition 3 is equivalent to say that the matrix Jk having e; 
as the first row (and necessarily existing by Condition 2; see Lemma 2.1) 
has one or two l’s in each column, and precisely one 1 in the first and the 
last column. It can also be shown that when Condition 1 is verified, then 
Conditions 2 and 3 are necessarily satisfied too, for sets of commutative 
permutation matrices Jk [25]. 
A different and significant instance of these types of sets is the following: 
{+)};=i, where each TJn) - (Tag) has row i of the unit matrix as the first 
1-o; and satisfies the SU&-cross property 
TP-1,s + Tp+l,q = Tp,q-1 + Tp,q+1 
with the boundary conditions ~~0 = ~0~ = T~,~+~ = T,+~,~ = 0. In particular, I 0 1 1 0 1 0 Tin) = '. '. .. . 
0 1 0 1 
1 0 
1 
In a similar way one can define the set {K~“)}~=,, where each K,(“) = (fipq) 
has row i of the unit matrix as the first row and satisfies the sum-cross 
property mentioned above with the conditions npc = ~0~ = 0, fip,++i = npn, 
~.,+i,~ = Knq. In particular, 
The spaces spanned by the two sets introduced above are the algebras 7, 
and r,, generated by the powers of Tin) and Kp), respectively. For more 
details see [38]. 
In [5, 381 and in the successive paper [4] the classes 7, and r, have been 
studied for fair independent purposes, i.e. purposes not directly linked to 
numerical applications but rather concerned with the structure of algebras 
of matrices. However, the very origin of the class 7, is in application 
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problems of linear algebra and numerical mathematics [8-10, 14, 32, 361. 
This double aspect, i.e. applicative as well as theoretical, concerns also the 
space C, of n x n circulant matrices A = (aij) [18]. Recall that C, is the 
space spanned by the matrices (Cp’)j, 0 < j < n - 1, where Cp) is the 
permutation matrix corresponding to the permutation (2,3, . . , n, 1). The 
space of circulant matrices can be defined as well by the sum-cross property 
together with suitable boundary conditions. 
Circulant matrices are linked to both group theory and numerical aspects 
of mathematics. Moreover, 7, and circulant matrices are often exploited 
with similar techniques. For example, the embedding techniques using cir- 
culant matrices [9, 24, 26, 291 correspond, in similar or different contexts, 
to analogous procedures involving matrices of 7, [B, 10, 351. Both circulant 
and 7, matrices have been involved in decomposition theorems, using the 
idea of displacement rank, with applications to the numerical solution of 
Toeplitz systems [7, 11, 12, 15, 19, 231. Also, various techniques of precon- 
ditioning (conjugate gradient [13], multigrid methods [22]) exploit circulant, 
matrices as well as matrices of 7n. One may say that every time that circu- 
lant matrices have a useful application in a numerical context, a similar and 
sometimes more efficient application can be obtained for matrices of 7n. 
In the following we will denote by I ck) the unit matrix of size Ic, and 
by J(“) the k x k permutation matrix corresponding to the permutation 
(k, k - 1,. ,I). 
Now let us introduce some lemmas. The proofs of Lemmas 2.1 and 2.2 
can be found in [38]. 
LEMMA 2.1. Let JkS = SJk, k = 1,2,. . . ,n. If Condition 2 holds, 
then each Jk has exactly one nonzero entry in the first row and the Jk ‘s 
can be renumbered so that Jk has a 1 in position (1, k). Moreover, if we 
assume this renumbering and set S = (oij), then oz3 is equal to the number 
of 1 ‘s in column j of J,. If, in addition, Condition 1 holds, then no Jr; can 
have a row or column of zeros. 
LEMMA 2.2. Let J,Jk = JkJ, for every i and k. If Condition 2 holds, 
then, after renumbering the Jk as in Lemma 2.1, row i of Jk is equal to 
row k of J, and J1 = I(“). 
REMARK 2.1. Lemma 2.1 and Lemma 2.2 can be extended to sets of’ 
nonzero matrices Jk with nonnegative integer entries. 
LEMMA 2.3. Let M be an n x n (0,l) symmetric matrix (n 2 3), having 
ti 1 ‘S in row (and column) i, 1 5 i 2 n. Moreover, let 1 < t, 5 2, and 
ti = 1 for at least three ualues of i. Then M is reducible. 
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Proof. Let row p of M contain only one nonzero entry in position (p, 41). 
If p = 41, exchange rows (and columns) 1 and p, and the result is proved, 
since R = [I] $ H for an (n - 1) x (n - 1) (0, 1) matrix H [this case can 
be excluded if there exists k such that tk = 1 and the (k, k) entry of M is 
zero]. Otherwise, exchange rows (and columns) 1 and p, 2 and ql, so that 
row 1 becomes e;. Now proceed by induction, assuming M to have been 
reduced, by row and column permutation, to the form 
Tii) CD L,_i + ei+ler + e,er+,, (2.1) 
where 1 5 i 5 n - 2, L,_i is a suitable (0,l) square matrix of size n - i, 
and T,(l) = [O]. W e are in one of the following cases: 
(i) Row (and column) i + 1 contains only one 1. In this case M has 
been reduced to TJi+‘) @ H, where H is obtained from L,_i by 
deleting the first row and the first column. 
(ii) i 5 n - 3, and row (and column) i + 1 contains two l’s, one in 
column i and another one in column i + 1. In this case the matrix 
has been reduced to Kt+‘) CD H, where H is obtained as in case (i). 
(iii) i < n - 3, and row (and column) i + 1 contains two l’s, one in 
column i and another one in column qi+l > i + 1. Then exchange 
columns (and rows) i + 2 and qi+l and get again a matrix of the 
form (2.1), with i increased by one unit. ??
LEMMA 2.4. Let M be an n x n (0,l) symmetric irreducible matrix 
(n 2 2), having ti 1 ‘s in row (and column) i, 1 5 i 5 n, 1 5 ti 5 2. Then 
a permutation matrix exists such that 
PTMP E {Tp’, I@), V@), W@)} 7 
where 
and 
V(“) = Tin) + eler + e eT nn 
W(“) = Tin) + eleT + e,eT. 12 
Proof. First of all, we say that ti = 1 for at most two values of i; 
otherwise, by Lemma 2.3, M would be reducible. The following cases can 
be distinguished: 
(i) ti = 1 for two values of i. If so, proceed as in the proof of Lemma 
2.3, i.e., assume M to have been reduced to the form (2.1) for 
i < n - 1. If i = n - 1, then necessarily L1 = [0], and the lemma is 
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proved, because M has been reduced to Tin). Otherwise, row i + 1 
must contain two l’s, one in column i and another one in column 
qz+i > i + 1, since M is not reducible. Thus it suffices to exchange 
columns (and rows) i + 2 and qi+l to get again a matrix of the form 
(2.1), with i increased by one unit. 
(ii) ti = 1 for only one value of i. Proceed as in case (i), and find finally 
that M has been reduced to Kp' . 
(iii) t, = 2 for all i’s, and M has a 1 in some diagonal position, say 
(p,p). Then row p must contain another 1, say in position (p, 41). 
Exchange rows (and columns) 1 and p, 2 and 41, and obtain the 
vector eT + e; as row 1. Now (by induction) assume M to have 
been reduced, by row and column permutations, to the form 
J(i)K$)J(i) @ L,_i + ei+leT + e,eT+l, (2.2) 
where 1 2 i < n - 1, L,_i is a square (0,l) matrix of size n - i, 
and Ki’) = [I]. If i = n - 1, then necessarily L1 = [l], and M has 
been reduced to I’(“). If i < n - 1, then row i + 1 contains another 
1 in position (i + 1, qi+l), qi+l > i + 1, since M is irreducible. Then 
exchange columns (and rows) i + 2 and q2+lr and obtain a matrix 
of the form (2.2), with i increased by one unit. 
(iv) t, = 2 for all i’s, and M has no 1 in diagonal position. Let row 1 
have two l’s in columns p and 41. Exchange columns (and rows) 
1 and p, n and 41. Row 1 is now er + e:. Assume, by induction, 
that M has been reduced to the form 
Tii) $ L,_, + ei+leT + eieT+l + ele: + ener, (2.3) 
where 1 5 i I: n - 2, L,_, is a square (0,l) matrix of size n-i, and 
T(l) = [O]. If i = n - 2, then L2 = Ti2), and M has been reduced to 
G(n), If i < n - 3, then row i + 1 must contain another 1, say in col- _ 
umn qz+lr qi+l > i + 1. Notice that q,+l # n; otherwise the permu- 
tation which exchanges rows (and columns) i + 2 and n would reduce 
M. Now exchange rows (and columns) i + 2 and qi+i, and obtain 
again a matrix of the form (2.3), with i increased by one unit. ??
3. COMMUTATIVITY AND CLOSURE 
Spaces A = Cz=, ai Jk with S = CL=, Jk > 0 have been considered 
in [17, 25, 36, 371, in the particular case when the Jk’s are permutation 
matrices. The structure theorem for finite abelian groups can be used to 
obtain the following result, which involves circulant matrices and circulants 
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of level i. In this regard we recall that a matrix A is a circulant of level 2 if 
A = C;-&$‘)” 8 B IC, where each Bk is a circulant, and Cp) is defined 
in Section 2. A is a circulant of level i, i > 2, if A = ~~=l(C~‘)k @ Bk, 
where each Bk is a circulant of level i - 1. 
THEOREM 3.1 [25]. Let the matrices Jk, k = 1,2, . . , n, be n x n permu- 
tation matrices, and consider a space A = c;=, akJk, where the ak ‘s are 
complex numbers. If Condition 1 holds and the Jk ‘s commute, then there 
exists a permutation matrix Q such that QTAQ is the space of circulant 
matrices, or the space of circulants of level i, for an integer i 2 2. 
When the Jk’s are permutation matrices and n is prime, then closure and 
commutativity are the same concept, and the only commutative algebra, 
apart from a permutation of rows and columns, is the algebra of circulant 
matrices [37]. For n = 2p (p prime), some spaces A exist which are closed 
under multiplication, whereas commutativity is not satisfied by the Jk’s 
[25, 371. 
The aim of this paper is to fix the structure of A when the Jk’S are not 
permutation matrices but only (0, 1) matrices obeying some prescriptions 
on their sum, say Conditions l-3. Our first purpose is to state, in this 
section, a general link between commutativity and closure of spaces A = 
c;=, akJk, with S obeying Conditions 1 and 2. For this we will make use 
of some characterizations of spaces A proposed in [5], which allow us to 
give easy conditions for closure. One of these characterizations is related 
to a bilinear operator, which is substantially the same proposed in [32] by 
Waterhouse. More in detail, the role of the Jk’s in describing the structure 
of A can be played also by: 
(1) the bilinear operator @ : Z” x Zn 4 Zn, related to the Jk’s by the 
following definition: 
ek @ ei = Jrei; 
(2) the set of matrices {P~}~=i, defined as 
In other words the Jk’s are the 3-sections and the Pk’s are the transposes 
of the l-sections of the same tensor T = (tijk), tijk = Jjj”’ [we recall that 
the l-sections of a p x q x r tensor M = (mijk) are the p q X r matrices 
&r(i) = (%jk)j=l,q, k=l,r]. 
Necessary and sufficient conditions for closure involving @ or, alterna- 
tively, the matrices 4, are described in the following theorem: 
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THEOREM 3.2. Let us assume that each Jk has e: as the first row. 
Then the space A = Cz=, akJk is closed under multiplication if and only if: 
(i) @ is associative, or equivalently, 
(ii) all the Pk ‘s commute with all the Jk ‘s. 
Proof. Let us obtain an expression involving @ for the generic row of 
t,he product of two Jk’s: 
e;JkJ, = (ek @ ej)TJs = (ek @ ej)TeeiefJ3 
i=l 
i=l 
T 
Now, if A is closed, then there exists 
and s, cT = [cl,. . . , enI, such that 
e,TJ,& = 
We have also 
a complex n-vector c depending on k 
n 
c c,eT Ji. (3.2) 
i=l 
and, from (3.2), 
e:JkJ, = e:J, = (e, @ ek)T, (3.3) 
(3.4) 
i=l 
since the first row of Ji is ei. From (3.3) and (3.4) we have 
ci = elJ,ei = (e, @ ek)Tei, 
and substituting in (3.2) for ci, we find 
(3.5) 
e;Jk J, = @ ek)TeieTJi = c ey(eS @ ek)(e% @ e,)T 
2=1 2=1 
= [eeie:l+ 0 ek) 0 el]i = [(e, @ ek) @ ejlT. (3.6) 
i=l 
The associativity of @ follows from comparing (3.1) and (3.6). 
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Let us rewrite row j of JkJ, in terms of the pk’s: 
eTJkJs = eTPj J,. (3.7) 
From (3.2) and the first Equation (3.5), 
n ?l 
i=l i=l 
The Equations (3.7) and (3.8) show that Pj and J, commute. ??
THEOREM 3.3. Let the matrices Jk, k = 1,2, . . . , n, be n x n nonzero 
commutative (0, 1) matrices. Moreover assume that Condition 2 holds. 
Then the space A = ciEI akJk is closed under multiplication. 
Proof. By Lemma 2.1, each Jk has e; as the first row. So it is sufficient 
to show that all the Pk’s commute with all the Jk’s, in order to make use of 
Theorem 3.2 and prove the closure of A. In fact, we have, by the definition 
of the Pk’s and by Lemma 2.2, 
ekPj = e.jJI, = ekJj, 
i.e. Pj = Jj, j = 1, n. Thus the commutativity between the 4’s and the 
Jk’s follows from the commutativity of the Jk’s. H 
REMARK 3.1. By Remark 2.1 the above Theorems 3.2 and 3.3 can be 
extended to sets of nonzero matrices Jk with nonnegative integer entries. 
Some previous papers [5, 321 contain other results dealing with general 
connections between commutativity and closure of spaces A, when Condi- 
tion 1, or 2, or both, or similar conditions on the first rows of the Jk’s are 
verified. We can list here below these results, including Theorem 3.3, in 
the following brief summary. 
(1) 
(2) 
(3) 
For a space A, Condition 2 and commutativity imply closure under 
multiplication (Theorem 3). 
There exist noncommutative spaces A which are closed under mul- 
tiplication [25, 371. A n example is given by the space of group 
matrices for the dihedral group [l, p. 2041. Another example is 
given by the “repeated group” matrices considered by Waterhouse 
in [32]. 
If the Jk’s are permutation matrices and n is prime, then multi- 
plicative closure implies commutativity [35]. 
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(4) If A is symmetric and each Jk has eT as the first row, then multi- 
plicative closure implies commutativity [5, Theorem 4.2 and Corol- 
lary 4.61. 
4. THE COMMUTATIVE ALGEBRAS UNDER SOME 
ASSUMPTIONS ON THE SUM S = c;=, J,, 
From now on, we will assume that S satisfies an additional condition 
regarding its second row, i.e. Condition 3, as it was called in Section 2. 
This hypothesis has an immediate consequence when the .jk’s commute 
with each other and Conditions 1 and 2 hold. In this case, by Lemma 2.1, 
Condition 3 is satisfied if and only if .Jz (after renumbering according to the 
Jk’s) has exactly one 1 in the first and the last column, and one or two l’s 
in each other column. This fact generalizes a similar assumption made in 
[38]. If in addition Jz is symmetric, then Lemma 4.1 will show that Jz can 
be expressed, through a row and column permutation, as a block diagonal 
matrix, whose blocks are Tim), K$“‘, or Kim”) for a suitable value of m. 
Under the same assumptions, in Theorem 4.1 we will find that the matrices 
of the commutative algebra generated by the Jk’s are block matrices, with 
blocks in I,,, in l7,, or in rm,z. 
LEMMA 4.1. Let Jk be a set of (0, 1) commutative matrices, 52 sym- 
metric, and let their sum S = cp=, Jk satisfy Conditions 2 and 3. Then 
one of the following three cases must occur: 
(i) PTJ2P = I(p) @ Tern) 
(ii) PT.JzP = @) 8 ;;,,I’, 
(iii) PT JzP = (I(fiL’) 8 Tim)) $ (I(fi2) @ Ki”“‘) (only for m even,), 
where: in all cases P is a permutation mattix; in cases (i) and (ii) n = pm; 
in case (iii) n = (~1 + pz)nz (when m = 2 we set Kil) = [l]). 
Proof. By Lemma 2.1, the first row of 52 can be assumed to be e:, and 
:since the last entry in the second row of S is 1, the last column (and row) 
of 52 contains only one 1. In other words, Jz has at least two rows with 
only one 1. If 52 is irreducible, these are the sole rows with only one 1, by 
Lemma 2.3. Lemma 2.4 says that Jz can be reduced to Tin); thus case (i) 
is proved, with p = 1. 
If J2 is a reducible matrix, let us assume we have reduced it by a per- 
mutation matrix P to the form 
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where the Hi’s are mi x mi nonzero irreducible matrices. Thus, by Con- 
dition 3 and Lemma 2.3, each Hi has at most two rows with only one 1. 
This means, by Lemma 2.4, that if rni > 2, 
Hi E {~~~i),K~mi),V(mi),W(mi)}. 
If mi = 1, then necessarily Hi = [l]. Moreover, since the first row of 52 is 
e;, the first row of PT can be assumed to be eT, so that HI has at least 
one row (the first) with only one 1. Thus 
R = HI E {T~““L),K~ml)}, 
with m = ml 12. 
Now we are going to prove that only a few of the choices listed above 
are possible for Hi; more precisely: 
if R = Tim) and m is odd, then Hi = Tim), i = 1,2,. . . , p; 
ifR=T~m~andmiseven,thenH~~{Tz(m~,K~m’2~},i=1,2,...,~; 
ifR=Ki”), then Hi = Kim’, i = 1,2,. . . , p. 
Let us partition PTJkP in blocks: 
PTJkP = (4.1) 
where J,!,I”’ is square with the same size as Hi. Since the first row of PT can 
be taken as e:, the entries in the first row of PTJkP are the same in the 
first row of Jk, rearranged according to P. From the equation JzJk = JkJz, 
which holds for every k, one has immediately 
PT&P PT&P = PT&P PT.&P, 
and, extracting on both sides the blocks in position (l,j), j = 2,3,. . . , p, 
RJf = J(!)H. 13 3’ (4.2) 
We recognize that a necessary condition, for (4.2) to hold for all lc and j 
is that all the eigenvalues of each Hj are also eigenvalues of R. More in 
detail, let us set 
R = XTDX, D = diag{Xi, AZ,. . . , A,}, 
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and, for a given j, 
Hj = YjTEjYi, Ei = diag{rljl, vi2 7 . , ~,m, 1, 
where X and Yj are unitary, of sizes m and rnj respectively. From (4.2) we 
have immediately 
DBik = BikEj, (4.3) 
where B ‘k = XJ’b’YT. Now, for every integer T, 1 5 r 5 mj, /C can be 
chosen ii such a $ay ihat column T of Bjk is nonzero. This can be done by 
requiring that [J$,“‘Y’]I,. # 0 
jT. 
, and this condition must be verified for one 
k, since column T of Yj 1s nonzero. Therefore the Equation (4.3) says that, 
for every T, an integer k exists such that column r of Bik is an eigenvector 
of D for the eigenvalue nir. Therefore vir = X, for an integer i. Now we 
see that the sets {X,} of eigenvalues of the matrices we are dealing with are 
given by the following formulas: 
n 
Let us write m + 1 as 
m + 1 = 2’(2s + l), 
where the nonnegative integer t is such that m + 1 = cF=‘=, bi2”, with 
b, E (0, l}, bt = 1, and s = cr=‘=,+, bi22-t-1. A direct inspection of the 
above sets of eigenvalues shows that, for a given R, the only possibilities 
for R to have all the eigenvalues of a block Hi are the following: 
if R=Tim), then H3 = Tim’ [cae (aI1 
H = K$“) when s > 1 
if R = Kim), :Len i = K$“) - 
[case @)I; 
[case (c)I. 
Form (i) is obtained for 52 when case (a) occurs for all Hi’s. Analogously, 
form (ii) corresponds to case (c). 
Let us turn to case (b). It will be proved that only one of the values 
of t allowed in (b) can really take place, i.e., t = 0 and consequently 
s = m/2. Set, for brevity, E = Ei, B = Bkj, Y = Yi, and permute 
rows and columns of D in such a way that row (column) r is replaced by 
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row (column) 2t + (r - 1)2ct+‘), T = 1,2,. . , s. Thus we have 
QDQT = ; “D, [ 1 (4.4 
for a permutation matrix Q. Partition Q as 
where Qi is s x n, and derive from (4.3) and (4.4) 
EQlB = QIBE D’Q2B = Q2BE. 
Since all the entries of E and D’ have different values, the two equations 
above imply 
QlB = A = diag{&,&, . . . ,S,}, Q2B = 0. 
From these equations, taking into account the definition of B, we have 
QXJ(!)y* = a 
13 
[I 0 ’ 
and therefore 
~(“1 = XTQT a’ 
13 
[ 1 0 
= XTQTAY = XTQTYZ, (4.5) 
where Z = YTAY. Thus Z E r,, since the columns of YT are the common 
eigenvectors of all the matrices in F,. 
If we set X = (z+j) and Y = (yij), then we have 
ij7r 
Xii = J- -C sin - Yij = d&i sin (2i - 1)jn mS1 mfl’ 2s+l 
Let us calculate the entries of the m x s matrix XTQTY: 
[XTQyYlij = 2Ct_ij,;2s + 1) 2 sin “‘“zk, ii)” sin (‘t,-,“;‘“. 
k=l 
l= i 1 1 2s+l ’ 
and distinguish the following three cases, depending on the value of 
i mod (2s + 1). 
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If 1 < i mod (2s + 1) < s, i.e. i = (2s + 1)(1 - 1) + il, 1 5 il 5 s, then 
since 
. i(2k - 1)7r 
sm 2s + 1 
= (-l)‘-l sin Z1(iri i)“, 
we have 
If s + 1 5 i mod (2s + 1) 2 2s, i.e. i = (2s + 1)1 + il - s - 1, 1 < il < s, 
then since 
sin “~ I :‘” = (_1)1 sin (il - ’ ,l~(~” - l)” 
= (-l)‘-l sin 
(s + 1 - i1)(2k - 1)7r 
2s+l ’ 
we have 
Finally, if i mod (2s + 1) = 0, i.e. i = (2s + 1)1, then since 
sin 
i(2k - 1)7r 
- sinL(2k - 1)7r = 0. 
2s+l - 
we have 
[XTQ:‘Ylij = 0. 
The three cases are summarized by the equation 
- &I - 
axs 
-(p) 
0 
xT~:y = 2-(t+l)/z c;z; . 
0’ IX.9 
-CC”) 
(4.6) 
where 
CC”) = 
I(S) 
[ 1 J(s) 
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If t > 0, then the right-hand side of (4.6) contains both Cc’) and -Cc’). 
By (4.5), this means that, for all k, row 2s + 2 of Jii’ is the opposite of 
the first row; but this is not possible, because Jk is nonnegative, and there 
exists Ic such that the first row of Ji:’ is nonzero. Therefore t = 0, m is 
even, and s = m/2. 
Thus, if R = T,(“) for m even and case (b) is verified for one block Hj, 
then Jz has form (iii). H 
REMARK 4.1. Lemma 4.1 includes, as particular instances: 
(1) the case tz = t3 = ... = t,_l = 2, examinated in [38]; 
(2) the case t2 = t3 = ... = t,_l = 1: in this case only the blocks 
Ti2) and [l] satisfy Condition 3, so PTJzP must have the form 
J(cLl) @ T2’2’ @ J(“2) 7 with pr,pz 2 0, n = 2pi+ ~2. 
In the following the matrix Cc”), introduced in the proof of Lemma 4.1, 
will be often used with s = m/2. Thus we will denote simply by C the 
matrix IW2) ’ = J(42) ’ 
[ 1 
The Equation (4.5), taking into account (4.6) for the only possible values 
t = 0 and s = m/2, gives J$’ = 2- r12CZ, where Z E P,/z. Thus, if k is 
chosen in such a way that the first row of Jlt’ is e-f, we have necessarily 
51:) = C. Therefore the Equation (4.2), in case (iii), can be rephrased as 
More generally the relation 
p(Tim))C = CP(K;~'~)) (4.7) 
holds for any polynomial p. We remark that (4.7) is the key formula for 
obtaining, in the proof of Theorem 5.1, the structure of the Jk’s in the 
mixed case (iii). 
Let A = ~~!, akJk be the space spanned by the Ji’s over the complex 
field. Partition PTAP in blocks, as in (4.3): 
141 42 ... A,,] 
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Since we assumed that the first row of PT is eT, this implies that the entries 
in the first row of PTAP are the same as in the first row of A, rearranged 
according to P. Consequently AQ has no identically zero entries in the 
first row. 
From now on we will omit, for brevity, the permutation matrices PT 
and P which left- and right-multiply all matrices in spaces A. 
THEOREM 4.1. Consider a space A = c;=, ak Jk, with the Jk ‘s obeying 
the assumptions of Lemma 4.1, and let A be partitioned according to (4.1). 
In each one of the cases (i)-(iii) described in Lemma 4.1, the blocks Ai, 
obtained from the partitioning have the following structure, apart from a 
permutation of rows and columns: 
If PT Jz P = I(p) @G Tim) (case (i)), 
If PT 52 P = I(p) @ Kim) (case (ii)), 
Ai, = pij (Ki”“) ) 
If PT Jz P = (I@“‘) @ TJ”‘) @ (I(fi2) @ Kim’2’) (case (iii)), 
Aj = pzj (T;‘“)) for i<pl, _i IPl, 
Aij = pij (Ki”‘“‘) for i>pl, j >Pl, 
Aij = Cpij (Ki”‘“‘) for iIp1, &i >Pl, 
A,j = pij (Ki”““)) CT for i>pl, j I/*1. 
In all cases the pij ‘s are polynomials. 
Proof. Commutativity implies HiA,, = Aij Hi. Then, if Ai, is square 
(having order m or m/2), it is sufficient to use the fact that a matrix 
commuting with Tz or Kz is a polynomial, respectively, in T2 or Kz (as 
both Tz and K2 are nonderogatory). Thus the structure is obtained in 
cases (i) and (ii), and in case (iii) when i, j < ~1 or i, j > ~1. 
Otherwise in case (iii), if Aij is not square, its structure follows from the 
same arguments derived from (4.2) in the proof of Lemma 4.1 [case (b , 
i.e., Ai, must have the same form of Jj:’ when i < ,ul, j > ~1, or of Ji,” 14 
when i > ~1, j < pl. Indeed, in the former case, we have from (4.5), where 
we set t = 0, 
XTQTY = 2-W?, 
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and, substituting for XTQTY in (4.4), where Y{jF’ is replaced by A,j, 
Aij = 2-“2CZ, 
with Z E r,,,. Therefore Aij = cp~(K$~'~)). The latter case can be- 
proved similarly, if we use AijR = HjAij instead of (4.2). 
We remark that, for i > 1, Aij may be a zero block. ??
The significant aspect of Theorem 4.1 is the following: under the given 
prescriptions on the Jk’s and on S, we can construct commutative algebras 
of matrices only by exploiting blocks of Im, F,, or r,,,. The form of 
polynomials pij obeys some prescriptions which depend on the structure of 
the Jk’s, k > 2. This problem will be investigated in the next section. 
Below three possible patterns of the structure of PTAP are depicted, 
according to Theorem 4.1. In these pictures each polynomial pij is replaced 
with the algebra which it belongs to, i.e. Im, r,, or r,,z. In case (i), for 
,LL = 3, and in case (ii), also for p = 3, we have the following two patterns, 
respectively: 
7, 7, 7, 
I I 
I I 
I I 
7, ?;, 7m 
I I 
In case (iii), for ~1 = 2, ~2 = 1, we have 
r ml2 r m,2 J(“/2) 
rm rm rm 
#_ 
rm rm rm . 
rm rm rm 
7, 
I 
r ml2 r J(d2) 42 
r 42 
~(42) r 
7742 
r 42 
r ml2 
L 
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5 f FURTHER RESULTS ON THE STRUCTURE OF THE Jk’S 
More information about the structure of the polynomials pij involved 
in Theorem 4.1 can be deduced through the following Theorem 5.1, which 
takes into account, in detail, the special (0, 1) structure of the Jk’s for 
k > 2, so that one will be able to obtain commutative algebras A in explicit 
terms. For some of these algebras, the corresponding sets {Jk}k are also 
hypergroups of matrices. Recall that a hypergroup of matrices, according 
to the definition of Bapat and Sunder [4], is a collection of n square matrices 
‘(Lk} of dimension n, satisfying the following conditions: 
(a) Lk has nonnegative integer entries, and L1 = Icn); 
(b) the LI,‘s are linearly independent, and the set {Lk} is self-adjoint. 
in the sense of being closed under taking trans oses; 
(c) LkL, = Cz=“=, lL)L, for all k and s, where l,, denotes the (/G, i) 8, 
entry of the matrix L,. 
(j) Notice that LlLj = LjLl and (c) imply that lrl, = Is;‘, i.e. the first > ’ 
row of Lj is e;, so the sum of the Lk’s obeys Condition 1. Condition 
(c) is equivalent to th e s ructure property described in [5, Corollary 3.41 t 
for the multiplication table of matrices Jk involved in the definition of 
the closed spaces A = CL=, akJk. Condition 3 allows us to write in ex- 
plicit terms collections of (0, 1) matrices satisfying (a)? (b), and (c). i.e. 
(0, 1) hypergroups, with a direct reference to the spaces 7, and r,. A 
constructive rule was also indicated in [4], although less oriented to a sys- 
tematic demonstration of the very structure of all possible examples of 
closed spaces. 
Before stating Theorem 5.1, let us introduce a lemma. 
LEMMA 5.1. Let A be a nonzero (0,l) matrix belonging either to the 
algebra I, or to the algebra r,, i.e., A = c;l”=l chflh, where fib = Tim’ 
if A E I,, fib = Kim) if A E r,, ch E (0, I}. 
(i) TWO coeficients at most, say chl, ch2, can be nonzero if We are in, 
?;, (chl odd, ch,even); one coeficient is nonzero if we are in, r,,,. 
(ii) If A& is also a (0,l) matrix, then 
A 
E {Icm), J(“), I(““) + J(“)} 
i= 
if we are in I,, 
I(m) if we are in IYm, 
where, in the former case, the value I cm) + J(lTL) can be assumed only 
.for m even. 
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Proof (i): Obvious, from the structure of the matrices &. 
(ii): We have 
If we consider the multiplication table of the &‘s, then we find that it has 
the sum-cross property, [4; 5, Corollary 3.41, i.e. 
flhfl2 = ah-1 + flh+l, h=2,...,m-1, 
01522 = 02, L?,n, = 
i 
G-1 if we are in I,, 
f&n-l + f&n if we are in r,. 
Since each sum ah-1 $ &+i has some 2-valued entries, only ci or (in the 
case of matrices in irm) c, can be 1 (possibly both, if m is even). But 
Ri = Icrn) and T?‘) = Jcrn), so the proof is concluded. ??
We need also some definitions for the next theorem. By reindexing, 
assume that the first row of Jk is e:, and partition the matrices Jk in 
blocks as in (4.1). Since Jk has only one 1 in its first row, exactly in 
column k, then only one block Jlt’ has the first row different from zero. 
But, assuming one of cases (i)-( iii considered in Lemma 4.1, all the blocks ) 
Ji:‘, by Theorem 4.1, belong to an algebra 7, r, or CT, so only one block 
J(k) is nonzero say for j = r(k) 13 7 , w h ere r(k) can be expressed as follows: 
1 
P/ml in cases (i) and (ii), 
r(k) = and in case (iii) when [k/ml 5 ~1, 
PVml -PI in case (iii) when [k/ml > ~1. 
Moreover. let us set 
k mod m, in cases (i) and (ii), 
h= and in case (iii) when [k/ml 5 ~1, 
k mod m/2 in case (iii) when [k/m] > ~1. 
where the value h = 0 is replaced by the values h = m and h = m/2, 
respectively. Finally, in case (iii), let us define 
if h 5 m/2, 
if h > m/2. 
THEOREM 5.1. Let the assumptions of Lemma 4.1 hold, and let us refer 
to cases (i)-(iii) of that lemma. The blocks JjJ’ of Jk, k > 2, can have 
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only the values displayed here below, apart from a permutation of rows and 
columns, for each one of the cases considered. 
Case (i): 
J$“’ E {0,x,, TiwL’, T;yl+ T;“’ + T;yl_h}, 
where the value TLm’ + TkT’l_h can be assumed only if m is even. 
Case (ii) : 
Case (iii): 
Proof. 
*JCk) 
The first block row of JI, is known, as its only nonzero block, 
l,r(k) is given by 
(m) 
Th in case (i), and in case (iii), when [k/ml 5 ~1, 
$6 _ 
l,r(k) - Kp in case (ii), 
CKLm’“) in case (iii), when [It/ml > ~1. 
For the other block rows of the Jk’s the proof relies on the use of the 
following equation, which is a consequence of commutativity and of the 
structure of the first block rows: 
J(“) J(k) = J(k) Jb) 
1,7(s) dS)>Li l,dk) dk),j’ (5.1) 
When J$’ is investigated in cases (i) and (ii), we will make use of the Equa- 
tion (5.1) for a value of s such that r(s) = i, and Jif’ E {I(m),T2(m)K$m)}. 
Theorem 4.1 gives information on the algebras to which the blocks J:?(k) 
a.nd JjTk,,, belong. Moreover, J!r:ck) depends on the values of [k/ml ‘and 
of h, while JJFij,j depends on the values of r(k) and j. At this point, we 
are able to ascertain the few possible values of Jjf’. The blocks involved 
in the Equation (5.1) are shown in Figure 1, which represents cases (i) and 
(ii), for p = 5. 
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1’(s) j 
1’(s) 
PTJ,P 
r(k) 
PTJkP 
j 
PTJkP PT J, P 
FIG. 1. Blocks involved in the Equation (5.1), represented as darker boxes. White 
boxes represent zero blocks. 
For brevity, let us set 
p = (i - 1)m + 1, 
Assume case (i) . 
q = (i - l)m + 2. 
Let [k/ml = 1. In this case we have k = h, and from (5.1), for s = p, 
we obtain 
since Jk’ = lcrn) and Jr, (k) = Tl”) . But J$’ = lcrn) if i = j; otherwise 
it is the zero matrix. This means P* JkP = l(p) @ Tim). This result can 
also be proved without using 
\ 
by simply observing that there exists 
a polynomial p such that Tim 
5.1), 
= p(Tim)), and thus p(J2) has the same 
first row of Jk; but p(Jz) E A, because A is closed under multiplication by 
Theorem 3.3; therefore p(Jz) = Jk. 
Let [k/ml > 1, h = 1. Set s = q in (5.1) and obtain 
since J$’ = Tim) and Jck) - Tcm) = Icrn). By Lemma 5.1, it is easy i>lklml - 1 
to recognize that if J(k) # 0 
whose product by Tid ’ 
V%XTTX, then the only choices for J(F) in I 23 m 
IS again a (0, 1) matrix, are just lcm), Jcm), and, 
if m is even, lcrn) + Jcrn). 
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Let [k/ml > 1, h > 1. By setting s = p in (5.1) we have 
where the block J~~~mlr3 
J(P) 
[k/ml >j ’ (5.4) 
can assume the values O,,,, I(‘“), J(“), or: 
when m is even, I(m) + Jcm), a 
case, TirrL)J(m) = TLyl_h. 
s we have just shown. Note that, in this 
This concludes the proof in case (i). 
Case (ii) can be treated in almost the same way, simply replacing the 
matrices T,(m) with the matrices K,(“). Thus, for [lc/ml = 1 we have 
J(“) = I(‘“) @ K(m) 
h . When [k/m] > 1 and h = 1, from the equation 
czresponding to (5.3), i.e. 
K;“‘J!k) =~ J(q) 
13 [k/ml .j: 
we have necessarily JJf’ E (O,,,, Icm)} (by Lemma 5.1), and as a conse- 
quence, for h > 1, from the equation corresponding to (5.4), i.e. 
J!“) = K,j”) J(P) 
%.I [k/ml .I ’ 
we find J,‘,“’ E {O,,,, Kim)}. 
Now let us be in case (iii). We could make direct use of (5.1) again, but 
this would require a cumbersome case-by-case analysis, since both square 
and rectangular blocks are present in PTJkP. In order to deal only with 
square blocks, we will introduce a new set {Jk}k of matrices commuting 
with each other and having some of the properties of the matrices PTJk P in 
case (ii). We want to prove that case (iii) for the PTJkP’s can be reduced to 
case (ii) for the Jk’s. This reduction can be performed essentially through 
a transformation defined below and exploiting the Equation (4.7). 
Let 
Q = diagl=l,Pl ($‘) $ P‘z~/~, Q’ = diagi=l,filCT @I /QmP , 
and 
53, = Q(&)Q’r 
so that 53, is a square matrix of size (1~1 + p2)m/2, made of m/2 x m/2 
square blocks 3”’ of the form 23 
for i > pi andj 5 ~1, 
i > pl and j > ,LL~. 
(5.5) 
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We remark that, by Lemma 5.1, J$‘, for i 5 ~1 and j > ~1, is the sum of 
at most two matrices Tim), so we have 
fC”Jj;‘C = $T(clTi;) + c2Ti::"')C. (5.6) 
Now we see that if Tim’ = p(Tim)), then by right-multiplying each side of 
this equation by C and applying (4.7) to the right side, we find TLm’C = 
Cp(Kim’2)), and therefore p(Ki”‘“‘) = K1(“‘2). This easily follows by 
inspecting the first row of TinL)C, which is equal to row 1 of I(m/2). Thus 
we have 
CTTi”)C = CTCp(K;m12)) = #m/2). (5.7) 
Taking into account (5.6) and (5.7), the structure (5.5) takes the form 
1 
(m/z) 
crKll + c~K(2”‘~) for i I ~1 and j I ~1, 
3”) = 
23 
K(m/2) 
13 for j > ~1, (5.8) 
2K1(am’2) for i > ~1 and j < 1-11, 
where the ii’s are integers, li 5 m/2. 
Since Q’Q = Icn)+F, where F = idiagi,r,P,l (J(m/2)-I(m/2))$I(~zm/2), 
and JkF = FJk (as one can easily see), we have 
?jJli = QJkQ’QJsQ = QJ/@) + F)J,Q’ = QJ&@) + F)JkQ’ = Ts&, 
i.e., the &‘s commute. They have (0, 1, 2) blocks belonging to r,,,, as 
one sees from (5.8), but they are not fruitful for our purpose of reducing 
case (iii) to case (ii). Then let us consider the subset of the &‘s obtained 
for the following values of k: 
k = m(s - 1) + h, s = 1, ~1, h = 1, m/2; k = mpl + 1,n. (5.9) 
Rename the matrices of this subset as Jk, and notice that they are exactly 
n’ = (~1 + pz)m/2 (0, 1, 2) square matrices of size n’ with blocks in r,,,, 
all commuting with each other, and having some of the properties of the 
PTJkP’s in case (ii): 
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Thus the same technique used in the proof of case (ii) and based on the 
Equation (5.1) can be exploited to study the structure of the Sk’s. In 
detail: 
If [2/c/m] = 1, we have 71:’ = K, 
r(ml% 
Cm’2’~~‘, and therefore Jk = I(p) @ 
hh This means that Jk is block diagonal and J,‘,“’ E {Tim’, T~~‘l_ h} 
for i 5 pl, J,‘t” = Kkm”) for i > ~1. But for i 5 ~1 we can say that 
J!k’ = Tim), because we know that in this case Jk = p(Jz) for a polynomial 
pItas we have observed in the analysis of case (i). 
If [2k/ml > 1 and h = 1, we have 
KW)J(k) = T(q) 
2 23 Pklml,j. (5.10) 
7::’ cannot have the first form in (5.8) with K1(:“12) # 1(m/2) or K1(:‘“‘“) # 
1crni2) and cl = c2 = 1; if it did, from (5.10), $_,ml,J would have some 
3-- or 4-valued entries. Nor could $$_,,,,j have that form, for the same 
reason. Therefore the choices for $5) and $$_,,, ,j allowed by (5.10), 
apart from the trivial case that they are both the zero matrix; are 
01 
-p) = 2I(742) -(4) 
23 , Jy2k/ml,3 = 2Kim’2) 
p = I(742 -iq) (m/2) 
23 J[2k/ml,j = K2 
(5.11) 
The corresponding choices for J$’ are 
JjJF’ E {@mm, I+), J(m), I(““) + J(m)} for ~<PI, ~<PI, 
Jj3”’ E V&42) x(m/2) 7 I(m’2)) for ~>PI, j>pl, 
Jjj”’ E {0,x (m/2) > C> for ~SPI, .?>PI, 
Jl’i”’ E W~m/2jxmr CT) for i > LL~, j < ~1. 
Notice that if [2k/rnl > ~1 and i 2 ,LL~, j < ~1, then the Equation (5.11) 
holds. thus J(k) E {O,,,,I(“) + J’“‘}. 
If ;2k/ml “i 1 and h > 1, we have 
-j’“’ = K(7d2)-7(P) 
23 2 [2k/nl .j 1 (5.12) 
wllere JftiLjmj,.i E {%/2xm/2, 1(“/2), 21(n/2)}. Therefore 
-_(k) Jij E {Om/2xm/2r K~m’2’I 2K~m’2’}, 
so we have the corresponding choices for J$’ listed in the statement of the 
theorem. Moreover, notice that if [2A~/m] > ~1 and i 5 ,LL~, j 5 ,~i, then we 
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know that $&‘,,,I ,j # 1(m/2), therefore (5.12) gives J$’ E {O,,,, Ti’“) + 
TCrn) } m+1-h . 
The proof of case (iii) can be easily completed by observing that, from 
the structure of 52 and the multiplicative closure of A, J, = diagk=irlL1 Jcrn) 
@1(b2m/2), and that for the leaving Jk, k = m(s - 1) + h, s = l,pi, 
h = m/2 + 1, m, we have 
Jk = Jr(qm+l-hJm, 
where the stucture of Jr(kjm+i_h is known. 
(5.13) 
W 
The following are two examples in which we may see the consequences 
of Theorem 5.1. All commutative spaces considered are also closed as 
consequence of Theorem 3.3. 
EXAMPLE 5.1. The algebra of symmetric matrices of the form 
a1 a2 a3 a4 a.5 a6 
a2 al +a3 a2 +a4 a3 a5 + a6 a5 
a3 a2 + a4 a1+a3 a2 a5 + a6 a5 
a4 a3 a2 al a5 a6 
a5 a5 + a6 a5 fa6 a5 al + a2 + a3 + a4 a2 + a3 
a6 a5 a5 a6 a2 + a3 a1 + a4 
is generated by the following set of Jk’s, apart from exchanging rows and 
columns 5 and 6 [see Theorem 5.1, case (iii), n = 6, m = 4, ~1 = 1, ~2 = l]: 
J1 = I@), J2 = Ti4' 0 
[ 1 0 Kp’ ’ 
J3= [Ti’&]’ J4= [‘;‘;:,l, 
The Jk’s have been reindexed so that the first row of Jk is eT 
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EXAMPLE 5.2. This example consists of the complete display, apart 
from row and column permutations, of all commutative algebras satisfying 
the assumptions of Lemma 4.1, for 72 = 4. In all cases J1 = 1c4). For each 
algebra the matrices 52,53, J4, A are listed, preceded by the case to which 
we are referring: 
6) (b) 
(9 (4 
a1 a2 a3 a4 
a2 a1 +a3 a2 + a4 (13 
a3 a2 + a4 al + ~3 a2 
a4 a3 a2 a1 1; 
0 
0 
1 0 0 0 0 1 
0 0 0 1 0 0 1 0 
1 0 0 0 ’ 0 1 0 0 ’ 
0 1 0 0 II1 0 0 0 I 
1 
al a2 a3 a4 
a2 al a4 a3 1. 
a3 a4 al a2 
a4 a3 a2 al J 
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(9 (f) 
(9 k> 
al a2 a3 a4 
a2 al a4 a3 . 
a4 a3 al a2 11 I 
! 
0 1 0 0 
1 0 0 0 
0 0 0 1 
0 0 1 0 
I- 
a3 a4 a2 a11 
i 
0 0 1 0 
0 0 0 1 
’ 0 1 1 1 
1 0 1 1 
 ’ 
[ 0 1 0 1 0 1 0 1 
I 
al a2 
a2 al 
a4 a3 
a3 a4 
a3 a4 
a4 a3 
al + a3 + a4 a2 + a3 + a4 
a2 + a3 + a4 al + a3 + a4 1; 
0 1 0 0 
1 0 0 0 
0 0 0 1 
0 0 1 0 
i 
a1 
a2 
a4 
a3 
a2 a3 a4 
a1 a4 a3 
a3 a1 +a3 a2 + a4 
I 
; 
a4 a2 + a4 al +a3 
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0 1 0 0 
6) 
(h) 
1 1 0 0 0 
0 0 0 1 
0 0 1 0 
0 0 1 0 0 0 0 1 
0 0 0 1 0 0 1 0 
’ i 
0 0 0 0 1; ’ 0 0 0 0 0 0 0 0 0 0 0 0 
‘al a2 a3 a4 
a2 ~1 a4 a3 1 0 0 al a2 ’ 
(ii)(a) 
69 (b) 
0 0 I 
a1 
a2 
a3 
a4 
a2 a3 a4 1 
a1 a4 a3 
0 a1 +a4 a2 + a3 ; 
0 a2 + a3 a1 + a4 I 
a2 a3 a4 
al+a2 a4 a3 + a4 
a4 al a2 
a3 + a4 a2 a1 +a2 1 
0 1 0 0 0 0 1 0 
1 1 0 0 0 0 0 1 
0 0 0 1 ’ 1 0 1 0 ’ 
1 00 1 II 0 1 0 1 : 
0 
0 
0 1 
0 0 1 1 
0 1 0 1 1 ’ 
11 1 1 11 
a1 a2 a3 a4 
a2 al + a2 a4 a3 + a4 
a3 a4 a1 a2 
a4 a3 + a4 a2 ai + a2 1; 
(iii)(a) 
(iii)(b) 
34 ROBERTO BEVILACQUA AND PAOLO ZELLINI 
(ii)(c) 
1 0 0 1 
0 al a2 
0 a2 al+a2 
(ii)(d) 
al + a2 + a3 + a4 
al + a2 + a3 
al a2 a3 a4 
a2 al a3 a4 
0 0 al + a2 +a3 a4 
0 0 a4 al + a2 + a3 
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1 0 1 0 0 (iii)(c) 1 0 0 0 0 0 1 0 1 ’ 
0 0 0 1 
(iii)(d) 
1 al a2 a3 a4 a2 al a3 a4 
i 
0 0 al + a2 + a3 + a4 a3 + a4 
0 0 a3 + a4 al + a2 + a3 + a4 I 
The algebra of circulant matrices does not appear explicitly in the list, 
since the 4 x 4 circulant 52 is not symmetric, but it can be obtained from 
the algebra (i)(e), by exchanging rows and columns 2 and 3. Most of 
the algebras listed above [all spaces excluding (i)(h), (i)(i), (ii)(c), (ii)(d), 
(iii)(b), (iii)(c), (iii)(d)] are hypergroups in the sense of [4]. 
The following Theorem 5.2 expresses more concisely the results of 
Theorem 5.1. Moreover, in all the cases considered, the block structure 
of commutative algebras A-that is, the possible layout in A of blocks 
belonging to 7 or r-is fully described by sets of commutative (0,l) or 
(0, 1,2) matrices, spanning spaces closed under multiplication. In some 
instances [for example, if m is odd, or in case (ii)], A must have the 
form 
where the Uk’s are commutative /* x /1 (0,l) matrices, and the space 
A = )& akuk is an algebra. 
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THEOREM 5.2. Let the same assumptions of Lemma 4.1 hold. Then, 
apart from a permutation of rows and columns, we have 
where Uk, Vk, XI,, Yk and zk are (0,l) matrices of suitable sizes, and r(k), 
h, 1, C have been defined previously. 
Moreover, the sets of matrices 
(case (i)) uk + vk, k = l,pL, 
(case (ii)) uk, k = 1,~ 
uk + vk xk 
yk 1 zk ’ k = 1, PI+ ~2, 
are commutative and span spaces closed under multiplication. 
Proo . 
f 
The proof of Theorem 5.1 shows that, in all cases, the value 
that Jit’ assumes among the possible ones depends ultimately on r(k). 
For instance, in case (i), one can easily see how to set up the matrices 
uk = (uj;));~;,; and vk = (V$))i=l+, 
zi=b 
according to the following scheme: 
0 mxm, then set u!T(k)) = 0 V.(T(“)) = 0 
if J((i-l)m’l) = I(m), then set (,J??k)) = 
r(k),.i Jcm), then set U??(k)) = 
1’ ;&W = o’ 
o’ &W = 1’ 
Icrn) + Jcm), then set Uij ?W) = 1’ > j&W) = 1’ a3 
(5.14) 
Now the value of Jjt’, which is deduced from (5.2), (5.4), is just expressed 
as 
J(k) = u!T(“))T~m) + V.(~(‘“))T(4 
$3 23 23 m+l-h’ 
An analogous scheme can be followed for defining uk in case (ii). 
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In case (iii), we can-easily describe with the same tool the structure of 
the (0, 1, 2) matrices Jk introduced in the proof of Theorem 5.1, for values 
of k in the set (5.9): 
where xk, Yk, and zk are (0, 1) matrices, and wk is a (0, 1, 2) matrix. The 
structure for the corresponding Jk follows, if we define pairs of matrices u,+ 
and vk, uk f vk = wk, according to the scheme (5.14): this is possible, 
since the Equation (5.1) obviously holds also in case (iii), and the Equations 
(5.2) and (5.4), which d erive from (5.1)) involve only blocks of size m, whose 
layout is described by uk and Vk. The structure for the leaving Jk’s follows 
from (5.13). 
Let us prove the second statement of the theorem. In case (i) we have. 
for every k and s, 
JkJS = (&(,, @ Ti”) + I’&) @ TLm.“’ J’“!) 
(m) x (K,,, @ Tt -t V&) @ Tfn) J(“)) 
= (&-(k)‘%(s) + v,(k)v,(s)) @ (@+,‘““)) 
+ (&(k) q(s) + I/r(k) &-(a)) @ (T:+40) J(")) , (5.15) 
where t = s mod m (t = m if s mod m = 0). By commutativity, 
JkJ, = J,Jk = (&(,)&-(k) + ~r(,)v,(k)) CC (,;(+f’)) 
+ (u,(&.(k) + v&u,(k)) @ ($+jm))J(,IL) (53) 
After equating the right sides of (5.15) and (5.16), let us exploit the com- 
mutativity of the Ti”)‘s and the fact that T~“‘T~m’ and T~m’T,(“)J(“L) 
have zero entries in complementary positions; thus we conclude that 
(‘~-,k) + v,(k))(“~(s) + v,(s)) = (UT-(s) + v,~(,))(u,(,) + v,(k)). 
i.e., the uk + vk are a commutative set of (0, 1, 2) matrices. 
In the same way we obtain in case (ii) the commutativity of the Uk‘s, 
and in case (iii) the commutativity of the (0, 1: 2) matrices 
[ 
uk + vk xk: 
yk Zk 1 
Multiplicative closure follows immediately from Theorem 3.3 and 
Remark 3.1. W 
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6. ALGEBRAS OF MINIMAL COMPLEXITY 
All conclusions dealing with the algebraic structure of the linear n- 
dimensional spaces A (defined by suitable prescriptions on the matrix S) 
refer also to multiplicative complexity. More precisely, the collection of 
spaces A forming a commutative algebra contains all spaces of minimal 
complexity; we say that A has minimal complexity when the bilinear forms 
defined by the Jk’s are computable in exactly n (nonscalar) multiplications. 
More in detail, we recall [l, 16, 20, 21, 27, 281 that the multiplica- 
tive complexity of a set of p bilinear forms fi = aTMib = Cj,k cijkajbk, 
i = l,... ,p, over a field F, where a and b are vectors of indeterminates 
and the Mi’S are q x T matrices over F, is the number of nonscalar mul- 
tiplications to compute {fi}. Th e nonscalar multiplications are defined as 
products l(aj, bk) x l’(aj, bk), where 1(aj, bk) and l’(aj, bk) are nontrivial lin- 
ear combinations, on F, of aj and bk. In the general noncommutative case, 
the number of nonscalar multiplications necessary and sufficient to compute 
{f%}, i.e. the complexity of {f%}, equals the tensor rank of {Mi}, which is 
the rank of the p x q x T tensor cijk defined by the matrices Mi. This number 
is defined as the minimum integer q such that cijk = cz=‘=, ?.&Z)jtWkt, where 
Uit, vjt, ‘Wkt are the components, in F, of 3q vectors u, v, z of dimensions 
p, r and s, respectively. It is usually denoted as rank({Mi}) or rank(M), 
where M is the space spanned by the Mi’s. Obviously rank(M) > dim M. 
A number of previous papers [l, 21, 331 were concerned with the mul- 
tiplicative complexity of finite-dimensional associative algebras, includ- 
ing, within the most important cases, the n-dimensional quotient algebra 
F[t]/4(t), where F is a field and $(t) is a polynomial. For 4(t) = t” - 1 
this algebra is isomorphic to the algebra of n x n circulant matrices, so 
the problem of defining its multiplicative complexity is especially relevant 
to computing the DFT (discrete Fourier transform) [34]. We recalled in 
Section 1 many properties which the matrices of ‘& share with the circu- 
lant matrices, and we mentioned the opportunity of studying both group 
matrices and I, in a unitary context. 
Now it can be easily seen [38] that every set of n linearly independent 
n x n matrices over the complex field C including the unit matrix has min- 
imum rank n if and only if they are simultaneously diagonalizable. Thus 
commutativity is a necessary condition for having minimal complexity: the 
group matrices for the dihedral group [l] constitute an example of a non- 
commutative space A = Cz, aiJi having rank greater than n. From this 
point of view, Theorem 5.2 can be rephrased as follows: 
THEOREM 6.1. Let rank(A) = n, A = xtylakJk. If Jz is symmetric 
and S = cz=, Jk satisfies Conditions 2 and 3, then the Jk ‘s have one of 
the forms described in Theorem 5.2. 
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FIG. 2. Closed, commutative, and minimal-rank spaces. 
It must be underlined that commutative spaces A exist which do not 
have minimal rank. For example, the space (ii)(c) in the example of the 
previous section is an algebra of 4 x 4 matrices, and has tensor rank 6 (see 
[38, p. 3711). 
To resume the conclusions about rank minimality, commutativity, clo- 
sure, and their links, we can say that all minimal-rank spaces obeying the 
assumptions of Lemma 4.1 are, by Theorem 6.1, commutative spaces of the 
form showed in Sections 3 and 4, and therefore, by Theorem 3.3, are also 
closed spaces. This is illustrated as set inclusions in Figure 2. 
If symmetry holds, then the three sets are the same. 
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