All raw data files are available from the figshare database (DOI: [10.6084/m9.figshare.5939080](https://doi.org/10.6084/m9.figshare.5939080)).

Introduction {#sec005}
============

Possibly the most fundamental way of characterising a perceptual system is to measure the detection threshold: the minimum signal strength which can be detected. In principle, this can be measured by asking the subject to report whether or not a signal was present in a given stimulus, and defining a threshold as the point where the signal is detected on a specified fraction of trials. However, performance on such yes/no tasks is influenced not only by the detection threshold, but also by the subject's decision criterion for reporting a signal. In forced-choice tasks a subject is instead asked to report which of several alternative stimuli contained the signal. This produces an estimate of detection threshold unbiased by a decision criterion \[[@pone.0201366.ref001],[@pone.0201366.ref002]\]. Accordingly, forced-choice tasks are among the most widely-used psychophysical procedures.

Despite being unbiased by a decision criterion, forced-choice tasks still suffer from other problems. For example, thresholds can be contaminated by response bias \[[@pone.0201366.ref003]\] (temporal or position bias), although the effect of this bias on threshold estimation is negligible \[[@pone.0201366.ref004]\]. Notably, a high number of trials is necessary to obtain reliable threshold estimates, resulting in long experiment durations (up to several hours if several thresholds are required) and requiring strong motivation and commitment from the subject. This makes it difficult to obtain reliable thresholds in young children. However, a reduction in the number of trials decreases the precision of the threshold estimate \[[@pone.0201366.ref001],[@pone.0201366.ref004],[@pone.0201366.ref005]\].

An alternative way to increase precision is to increase the number of alternatives in forced-choice tasks. Although a forced-choice task with 2 alternatives (2-AFC) is probably the most commonly used in the vision research community \[[@pone.0201366.ref001]\], increasing the number of alternatives reduces the guessing rate and therefore makes every trial more informative. A smaller guessing rate also increases the slope of the psychometric function and improves efficiency of the threshold estimates \[[@pone.0201366.ref006]\]. These theoretical advantages increase monotonically with the number of alternatives *m*. However, in reality, there must be a point at which *m* becomes too large to be practical.

A few studies have looked into directly comparing *m*-AFC tasks. Shelton and Scarrow compared two and three alternatives in an auditory detection task \[[@pone.0201366.ref007]\]. Although similar threshold estimates were obtained, stability of the threshold estimates was better in the 3-AFC compared to the 2-AFC task. The 3-AFC task also minimized between-subject variability. Leek, Hanna, and Marshall compared two, three, and four interval forced-choice tasks in a simulation study \[[@pone.0201366.ref008]\]. The authors concluded four alternatives gave the most accurate results with the least variability. The procedure was also the most efficient. Jäkel and Wichmann also observed that for contrast sensitivity, a 4-AFC task was 3.5 times more efficient (time needed to get smaller confidence intervals) than 2-IFC task, and is the recommended task for naïve observers. Also, in food flavour discrimination, a 4-AFC task was found to be more powerful than a 2-AFC or 3-AFC task \[[@pone.0201366.ref009]\]. A quick contrast sensitivity function method also seems to benefit from increasing the number of alternatives: in simulations and in a behavioural experiment Hou et al. showed that a 10-AFC task has the highest efficiency compared to 2, 4, 8 and 16 alternatives \[[@pone.0201366.ref006]\].

In the previous studies, the subjects were all adults and even the naive observers completed a large number of trials over the course of the experiment (20,000 in \[[@pone.0201366.ref009]\]; 300 in \[[@pone.0201366.ref007]\]). Therefore conclusions cannot be generalized to a child population with whom fewer than 100 trials can be obtained. Furthermore, young children (under the age of 11 years or so) have a shorter attention span than adults, especially on tasks with a high cognitive load \[[@pone.0201366.ref010]\]. Trials with more alternatives are inherently more complex and may require more time to inspect the possible alternatives, resulting in longer experiment duration than the same number of 2-AFC trials. In children, with limited cognitive and attentional resources, the increased complexity of 4- or higher *m*-AFC trials could outweigh the other known advantages.

To address this question, in the current study, we use simulations and data from psychophysical experiments with children. We examine whether previous conclusions in adults, that 4-AFC tasks yield more precise threshold estimates than 2-AFC, also hold in young children. In addition, we will investigate time-efficiency of both paradigms, by comparing the total duration of a 2-AFC experiment and a 4-AFC experiment that achieve the same levels of precision of threshold estimates.

Materials and methods {#sec006}
=====================

The task used in our experiments, and modelled in our simulations, was a disparity detection task suitable for assessing stereoacuity. Subjects are asked to find a "target" stimulus amongst either 1 or 3 "distractor" stimuli (2-AFC or 4-AFC), presented simultaneously in different spatial locations. The distractor stimuli have uniform binocular disparity, depicting a flat surface, whereas the target stimulus has a disparate square patch which appears to be sticking out in depth.

Simulations {#sec007}
-----------

We simulated a staircase procedure for a 2-AFC and a 4-AFC task with a range of model thresholds, and for a variety of trial numbers. Model thresholds (θ) ranged from 10 to 500 arcsec, i.e. 1 to 2.7 log~10~ arcsec in steps of 0.1 log~10~ arcsec, covering most of the range of stereoacuity in normal observers including children \[[@pone.0201366.ref011]\]. Trial numbers ranged from 10 to 80 trials in steps of 5 trials. For each combination, 10000 simulated experiments were run following the staircase procedure described below ([Fig 1](#pone.0201366.g001){ref-type="fig"}), which was the same procedure as in the behavioural experiments. The first trial started at a disparity of 3 log~10~ arcsec, then the disparity decreased by 0.15 log~10~ arcsec after a correct answer and increased by 0.45 log~10~ arcsec after an incorrect answer. In each simulated experiment the psychometric function used as a model was a logistic function adapted from \[[@pone.0201366.ref012]\]: $$\mathit{\Psi}\left( x \right) = \gamma + \frac{1 - \lambda - \gamma}{1 + exp\left\lbrack {\beta\left( {\alpha - x} \right)} \right\rbrack}$$ with x is the disparity in log~10~ arcsec. We used a model guessing rate (γ) of 0.25 for 4-AFC and 0.5 for 2-AFC task. The model lapse rate (λ) was fixed at λ = 0.05\*(1-γ) \[[@pone.0201366.ref001]\], where 0.05 is the probability of making a lapse, so λ = 0.025 for 2-AFC and λ = 0.0375 for 4-AFC. In previous work, we have found the average probability of children making a lapse to be in the range of 1% to 2.25% for both 2-AFC and 4-AFC \[[@pone.0201366.ref013]\], and simulations show that lapse rates within +-1% of the true value do not bias results \[[@pone.0201366.ref014]\]. The location and slope parameters α and β are defined as follows: $$\alpha = \theta + \frac{1}{\beta}ln\left\lbrack \frac{1 - \lambda - \pi}{\pi - \gamma} \right\rbrack$$ $$\beta = \frac{2}{\sigma}ln\left\lbrack \frac{1 - \lambda - \gamma - \delta}{\delta} \right\rbrack$$ where *π* is the probability of correct responses associated with the threshold *θ* (in log units). We used *π* = 0.75 for both, 2AFC and 4AFC tasks; and *σ* is the spread value defined as: $$\sigma = \mathit{\Psi}^{- 1}\left( {1 - \lambda - \delta} \right) - \mathit{\Psi}^{- 1}\left( {\gamma + \delta} \right)$$ where *δ* is used to calculate *σ* with a desired central range of the psychometric function: $$\delta = \frac{100 - CR}{200}*\left( {1 - \lambda - \gamma} \right)$$ where *CR* is the width of the central range of the psychometric function. Thus, for *CR* = 95% (we used this range in all fittings and simulations), we can express the relationship between beta and sigma as follows: $$\beta = 7.327/\sigma$$

![Illustration of simulation procedure for a 4-AFC paradigm.\
A) Model function used in this example (model threshold *θ* = 1.6 log~10~ arcsec). Each staircase (B) follows the rules described in the main text: starting at 3 log~10~ arcsec, decreasing the disparity by 0.15 log~10~ arcsec after a correct answer and increasing disparity by 0.45 log~10~ arcsec after an incorrect answer. Each row in (B) shows an example of one simulation with 80 trials. The left plots in (B) show the staircases: the 'presented' disparities for each simulation of the 80 trials. The right plots show the probability correct as a function of disparity, with the dots being the simulated data and the line the fitted psychometric function to the simulated data. From this fitted psychometric function the threshold value was estimated. After 10000 repeats, the estimated thresholds can be presented in an histogram (C) to show the distribution of likely thresholds that can result from the 4-AFC staircase procedure with this model psychometric function (A). The average of this ditribution can be compared with the model threshold as an indication of bias and precision of the 4-AFC staircase procedure.](pone.0201366.g001){#pone.0201366.g001}

Based on previous research showing similar values for adults and children, the spread value *σ* used for the model function (for both 2AFC and 4AFC) was set at 1.8 log~10~ arcsec. This is slightly higher than average, so simulates a participant with poor discrimination \[[@pone.0201366.ref013]\]. Finally, for each simulated experiment we fitted to the data the same [Eq 1](#pone.0201366.e001){ref-type="disp-formula"} used as a model with two free parameters, the threshold *θ* and the spread value *σ* (see [Fig 1B](#pone.0201366.g001){ref-type="fig"}). The fitted threshold *θ* was constrained to lie between 1 and 1000 arcsec (0 and 3 log~10~ arcsec) and the fitted *σ* between 0 and 5. The lapse rate and guessing rate of each fit were fixed at the same values as the model function. The average and standard deviation of the thresholds fitted to 10000 sets of simulated data were calculated for each combination of model threshold, number of trials and task (see [Fig 1C](#pone.0201366.g001){ref-type="fig"}). Subsequently, we calculated bias by subtracting the model threshold from the average of the fitted thresholds. The standard deviation of the fitted thresholds gives a lower bound on the precision of such procedures in humans.

Experiments {#sec008}
-----------

### Design {#sec009}

Subjects performed a disparity detection task in which they indicated which stimulus showed a square that was standing out in depth. In a between-subjects design, subjects were either given 2 alternatives (2-AFC) or 4 alternatives (4-AFC) to choose from.

### Subjects {#sec010}

A total of 92 children participated in the experiments. 49 children completed the 2-AFC task and 43 different children completed the 4-AFC task. All subjects completed 80 trials. Ages were similarly distributed in both experiments with an average age of 11 years in the 2-AFC task and 10.58 years in the 4-AFC task (see [Fig 2](#pone.0201366.g002){ref-type="fig"}, Kolmogorov-Smirnov test, D = 0.21, p = .28). Because we aimed to study measurement of stereovision in the general population, no children were excluded based on eye pathology, but children were asked to wear their habitual correction. Parents or guardians provided written consent for the child. The study protocol was compliant with the Declaration of Helsinki and was approved by the Ethics Committee of the Newcastle University Faculty of Medical Sciences (approval number 00625).

![Age distributions of participants in both experiments.\
The age distribution for the2-AFC task are presented on the left and for the 4-AFC on the right.](pone.0201366.g002){#pone.0201366.g002}

### Apparatus and set-up {#sec011}

Stimuli were presented on a 23-inch passive 3D monitor (D2367PH, AOC) with a refresh rate of 60 Hz and a spatial resolution of 1920 x 1080 pixels (52 x 29 cm). The 3D stimuli were presented using the line-interleaved stereo mode of Psychotoolbox's Psychimaging function \[[@pone.0201366.ref015]--[@pone.0201366.ref017]\]. Left and right images are separated by circular polarized 3D glasses (distributed by Sky 3D, [www.sky.com](http://www.sky.com/)). Children were seated at 90 cm from the monitor (so a pixel subtended 60.4 arcsec on average) with their head in a forehead and chin rest (UHCOTech HeadSpot, Houston, USA, <https://www.opt.uh.edu/research/uhcotech/headspot/>). In the 2-AFC task, subjects indicated their response by pressing the left or right button of a standard computer mouse. In the 4-AFC task, subjects responded via a ResponsePixx Handheld (VPixx Technologies Inc. Montreal, Canada, <https://vpixx.com/>). This has five buttons positioned in a quincunx (the number five on a dice). The four corner buttons corresponded with the four spatial locations of the stimuli (where the target could appear); the centre button was not used in the experiment. Data were collected on a DELL workstation (Intel(R) Core(TM) i3 CPU 540 \@3.07GHz, 4GB RAM, 64- bit Operating System, Windows 7), with a GeForce GTX 460 graphics card (NVIDIA), running MATLAB R2012a, 64-bit (Mathworks, <https://uk.mathworks.com/>) and Psychophysics Toolbox extensions \[[@pone.0201366.ref015]--[@pone.0201366.ref017]\] in a dimmed area at a local science museum (Centre for Life: <http://www.life.org.uk/>).

### Stimuli {#sec012}

We presented dynamic random-dot stereograms that consisted of brightly-coloured dots on a black background ([Fig 3](#pone.0201366.g003){ref-type="fig"}). Dot colour was generated by selecting the R, G and B values independently from a uniform distribution between minimum and maximum luminance with Psychtoolbox's "Screen('DrawDots')" function. The dots were generated as circles of 10 pixels in diameter with high-quality anti-aliasing to allow sub-pixel disparities. On the screen the dots appeared as ellipses because of the line interleaving. Dots had a width of 10 pixels and a height of 20 physical pixels (10.6 × 20.12 arcmin). The position and colour of dots was random and updated every frame at 60 Hz.

![Full screen examples of the stimuli in the 2-AFC and the 4-AFC task.\
Panel (A) shows a practice trial of the 2-AFC task with line-interleaved elliptic dots. Right side shows the target stimulus: a squared patch standing out in depth from the background. Left side shows the distractor stimulus with only one depth plane. In addition to the disparity difference the target area is also presented in red. This colour/luminance cue is removed after the practice trials. (B) Example of the 4-AFC task with the target stimulus in the right upper quadrant. See dimensions in the main text.](pone.0201366.g003){#pone.0201366.g003}

In the 2-AFC task, the target was a random dot stereogram of 8.4 **×** 8.4 deg with crossed disparities presented on top of a surround composed of random dots with uncrossed disparities. The stimulus was presented on the left or right side of the centre of the screen at 9.3 degrees eccentricity (see [Fig 3A](#pone.0201366.g003){ref-type="fig"}). In the 4-AFC task, the target was a random dot stereogram of 4.3 **×** 4.3 deg with crossed disparities presented in one of the four corners of the screen at an eccentricity of 6.5 deg (see [Fig 3B](#pone.0201366.g003){ref-type="fig"}). The target was located in the centre of the background, a rectangle of random dots with uncrossed disparities (9.3 **×** 7.4 deg, W **×** H). Thus, target and background had equal and opposite disparity relative to the screen. This procedure reduces monocular cues that could be present for high disparities \[[@pone.0201366.ref018]\]. The stimulus disparity was defined as the relative disparity between the target and background. Presentation time was unlimited and each stimulus was displayed until the child made a response.

### Staircase procedure {#sec013}

We manipulated disparity following an adaptive weighted one-up one-down staircase (see a simulation study about adaptive weighted one-up one-down staircases in \[[@pone.0201366.ref005]\]). The staircase started with a practice trial at a disparity of 3 log~10~ arcsec (or 1000 arcsec). In the first trial, in addition to the disparity, all target dots were presented in red at maximum luminance (see [Fig 3](#pone.0201366.g003){ref-type="fig"}). This non-stereo colour/luminance cue was added to the practice trial to ease understanding of the task. In the subsequent trials no additional colour/luminance cue was presented and the stimuli could only be discriminated based on disparity. Following each correct answer disparity was decreased by 0.15 log~10~ arcsec. Following each incorrect answer disparity was increased with three times this value or 0.45 log~10~ arcsec. This procedure resulted in a targeted probability correct of 0.75. No feedback was provided during the experiment.

### Fitting and calculating dependent variables {#sec014}

First we calculated the proportion of correct responses for each value of the disparities presented to the subject. Then, we fitted psychometric functions to subsets of trials: the first 15, 20, 25 ... 75, 80 trials of each subject. The combination of 92 subjects and 14 levels of number of trials resulted in 1288 fits. For each of these fits we estimated the disparity threshold (the disparity that corresponds to the probability of correct responses of *π* = 0.75 for both, 2AFC and 4AFC tasks), threshold uncertainty, bias, precision, average trial duration, and total experiment duration.

We estimated the threshold values by fitting to the data the logistic function specified in Eq ([1](#pone.0201366.e001){ref-type="disp-formula"}) \[[@pone.0201366.ref011]\]. The maximum likelihood criterion was used to determine the best fitting psychometric function with two free parameters *θ* and *σ*. Pilot experiments informed us about appropriate starting values for these parameters that were set 1.59 log~10~ arc for *θ* and 1.8 log~10~ arcsec for *σ* \[[@pone.0201366.ref013]\]. Fitted parameters were constrained to stay within the 0 to 3 log~10~ arcsec limits for *θ* and 0 to 5 log~10~ arcsec for *σ*.

The standard deviation of threshold estimates for each subject, was determined by simulating the same experiment but using the psychometric function fitted to the subject's data (of 15--80 trials) as the model function. An experiment was simulated in which probabilities for correct or incorrect answer were derived from that model function. Stimulus levels were chosen according to the staircase rules described above. A logistic function was then fitted to the simulated data to determine a simulated threshold estimate. This process was repeated 10000 times ([Fig 1](#pone.0201366.g001){ref-type="fig"}). The observed threshold was compared to the distribution of the 10000 simulated thresholds to obtain a standard deviation of threshold estimate. Following Jäkel and Wichmann threshold uncertainty was calculated as the ratio between the simulated standard deviation and the observed threshold (SD/threshold) \[[@pone.0201366.ref004]\].

In simulation studies the bias is defined as the difference between the simulated threshold and the true model threshold. In our experimental data, the subject's true threshold is unknown but our best approximation is the estimated threshold after the maximum number of trials. Therefore, bias and precision of empirical thresholds were estimated by comparing the estimated thresholds after a subset of trials with the estimated threshold after the maximum number of trials (80). Bias is defined as the difference between both and precision is defined as the absolute value of the bias.

Last, for each subset of trials the average trial duration and the total experiment duration was calculated.

Fitting of psychometric functions in simulations and real data was done in MATLAB R2014a (Mathworks) using the fminsearch function, and statistical analyses were performed in R \[[@pone.0201366.ref019]\].

Results {#sec015}
=======

Simulations {#sec016}
-----------

[Fig 4](#pone.0201366.g004){ref-type="fig"} shows the difference between the estimated threshold by fitting and the true model threshold as a function of the model threshold. Results are plotted for three example trial numbers. Similar results were obtained for the other trial numbers tested. On average, estimated thresholds were very similar to the model thresholds, indicating no bias (open circle symbols in [Fig 4](#pone.0201366.g004){ref-type="fig"}). This was true for all tested model thresholds, trial numbers, and tasks. Precision is reflected in the standard deviation of the bias distribution (filled triangle symbols in [Fig 4](#pone.0201366.g004){ref-type="fig"}). The standard deviation decreased with an increasing number of trials, indicating better precision (compare panels from left to right in [Fig 4](#pone.0201366.g004){ref-type="fig"}). Precision was lower with fewer trials (≤ 20 trials) in combination with low model thresholds (left lower panel in [Fig 4](#pone.0201366.g004){ref-type="fig"}). This is a result of the staircase procedure. The staircase starts at a disparity of 3 log~10~ arcsec and comes down in only small steps of 0.15 log~10~ arcsec. This means only few trials around the low model threshold are included in staircases of 20 trials or less. This reduces the precision of the estimate thresholds in these simulations. For any combination of number of trials and model thresholds, precision was always higher in the 4-AFC task than in the 2-AFC task with equal number of trials (compare top left panel with bottom right panel in [Fig 4](#pone.0201366.g004){ref-type="fig"}). Similar levels of bias and precision between 2-AFC and 4-AFC tasks are obtained with double the number of trials in the 2-AFC task than in the 4-AFC task (e.g., compare middle top panel with middle bottom panel in [Fig 4](#pone.0201366.g004){ref-type="fig"}, also see [Fig 5](#pone.0201366.g005){ref-type="fig"}).

![Simulation results for 2-AFC (top) and 4-AFC (bottom).\
Each panel depicts the difference between the estimated thresholds and the model thresholds as a function of the model threshold (all in log~10~ arcsec). The average difference, plotted with open circles, is centred on zero, indicating no bias. Filled triangle symbols represent one standard deviation below and above the average difference. The asterisks show the median (around zero) and the 16^th^ and 84^th^ percentile. That the median and 16^th^ and 84^th^ percentiles respectively overlap with the mean and one SD below and above the mean indicate that the differences follow a normal distribution. The top row shows results for the 2-AFC task for a selection of number of trials (40, 60, and 80 trials). The bottom row shows results for the 4-AFC task for half the number of trials as the 2-AFC task (20, 30, and 40 trials).](pone.0201366.g004){#pone.0201366.g004}

![Simulation results.\
Results for 2-AFC (in red) and 4-AFC (in blue) with half the number of trials as the 2-AFC task are superimposed in the same graph. Each panel depicts the difference between the estimated threshold and the model threshold as a function of number of trials. The model threshold increases from the left to the right panel. The average difference, plotted with open circles, is centred on zero, indicating no bias. Filled triangle symbols represent one standard deviation below and above the average difference.](pone.0201366.g005){#pone.0201366.g005}

In summary, our simulations indicate that overall, bias is close to zero on both tasks independent of number of trials. However, the precision depends strongly both on the number of trials and the true threshold. Precision increases with increasing trial numbers. For all but the lowest thresholds (i.e. good stereoacuity), a 4-AFC task achieves a given precision with half the number of trials as a 2-AFC task. For low thresholds, a 4-AFC task has poorer precision with half the number of trials as a 2-AFC task.

Empirical data {#sec017}
--------------

The empirical data are available at figshare with doi: [10.6084/m9.figshare.5939080](https://doi.org/10.6084/m9.figshare.5939080). For the maximum number of trials (80), multiple linear regression with Task and Age as predictors indicated no significant effect of Task (t(82) = -1.78, *p* = .08) or Age (t(82) = -1.25, *p* = .21) on stereothreshold. It is well documented that stereoacuity depends on age \[[@pone.0201366.ref020]--[@pone.0201366.ref023]\], but presumably our sample had too small a size and age-range to pick this up. The average stereothreshold was 1.68 log~10~ arcsec in the 2-AFC and 1.69 log~10~ arcsec in the 4-AFC task ([Fig 6](#pone.0201366.g006){ref-type="fig"}). The overall regression model explained 3% of the variance in the data (F(2,82) = 2.16, *p* = 0.12, adjusted R^2^ = .03). To meet the assumptions of linear regression, outliers with a stereothreshold at or above 500 arcsec were excluded.

![Boxplot of stereothresholds (log~10~ arcsec) in 2-AFC and 4-AFC task (thresholds below 500 arcsec only).](pone.0201366.g006){#pone.0201366.g006}

[Fig 7](#pone.0201366.g007){ref-type="fig"} shows the threshold, bias, uncertainty, and precision for different numbers of trials. [Fig 7A](#pone.0201366.g007){ref-type="fig"} shows the mean of the stereothresholds in log units, across participants, as a function of the number of trials completed. Although we are using the same proportion of correct responses (0.75) to obtain the corresponding stereothreshold, we have not found a threshold difference between 2-AFC and 4-AFC tasks. There is also no trend for threshold estimates to increase or decrease with number of trials. This is as expected given that, as we showed in the Simulation study, the average bias should be near zero regardless of the number of trials. [Fig 7B](#pone.0201366.g007){ref-type="fig"} shows the estimated bias, based on comparing each subject's threshold estimate after n trials with their threshold estimate after all 80 trials.

![Average threshold estimates, uncertainty, precision and bias for the 2-AFC task (red full line) and the 4-AFC task (blue dotted line).\
Error bars indicate 1 standard error above and below the average. Threshold uncertainty was calculated as the ratio between the simulated standard deviation and the threshold estimate. Bias and precision of threshold estimates were estimated by comparing the estimated thresholds after a subset of trials with the estimated threshold after the maximum number of trials (80). Bias is defined as the difference between both and precision as the absolute value of the bias.](pone.0201366.g007){#pone.0201366.g007}

[Fig 7C and 7D](#pone.0201366.g007){ref-type="fig"} show the uncertainty of the threshold estimates (defined at the ratio between the standard deviation and the estimated threshold after 80 trials, also known as the relative standard deviation or coefficient of variation, \[[@pone.0201366.ref004]\] and the precision of the threshold estimate (defined as the absolute value of the difference between the estimated threshold after n trials and after 80 trials). Both decrease with an increasing number of trials, similar to an improvement in precision with increasing number of trials in the Simulation study.

Because for each subject we estimated thresholds for the first 15, 20, 25, etc. number of trials, the thresholds are not independent of each other and can therefore not be included in the same statistical analysis. We can however compare thresholds resulting from different number of trials collected with different tasks. In the statistical analyses, we focused on comparing 30 trials in the 4-AFC task with 60 trials in the 2-AFC task. Descriptive statistics for all trial numbers can be found in Figs [7](#pone.0201366.g007){ref-type="fig"} and [8](#pone.0201366.g008){ref-type="fig"}. Limiting ourselves to these trial numbers reduces the chances of a Type I error. The choice of 30 and 60 trials was informed by our simulation results that indicated that (1) trial numbers below 25 have reduced precision with low threshold estimates, (2) bias and precision are similar with double the number of trials in the 2-AFC than in the 4-AFC task, and (3) we needed to minimize the number of trials in working with children. Because test assumptions were met, no subjects were excluded for the subsequent analyses. We did not observe a significant difference between the estimated threshold after controlling for age (ANCOVA: F(2,89) = 0.6289, *p* = .54, mean 2-AFC = 1.69, mean 4-AFC = 1.67), nor its uncertainty (ANCOVA: F(2,89) = 0.0497, *p* = .95, mean 2-AFC = 0.085, mean 4-AFC = 0.086), bias (ANCOVA: F(2,89) = 0.5434, *p* = .58, mean 2-AFC = -0.009, mean 4-AFC = 0.022), or precision (ANCOVA: F(2,89) = 0.5345, *p* = .59, mean 2-AFC = 0.07, mean 4-AFC = 0.09). This suggests that a 4-AFC task with half the number of trials as a 2-AFC task results in similar thresholds, threshold uncertainty, bias, and precision.

![Experiment duration for different trial numbers, for the 2-AFC task (red solid line) and the 4-AFC task (blue dotted line).](pone.0201366.g008){#pone.0201366.g008}

However, we observed a highly significant difference in the duration of the experiment after controlling for age (ANCOVA: F(2,89) = 9.489, *p* \< .001, mean 2-AFC = 206.20 sec, mean 4-AFC = 135.37 sec, [Fig 8](#pone.0201366.g008){ref-type="fig"}), indicating completing 30 trials in a 4-AFC task takes considerably less time than completing 60 trials in a 2-AFC task even though the average trial duration in the 4-AFC was significantly longer than in the 2-AFC experiment (mean 2-AFC = 3.44 sec, mean 4-AFC = 4.51 sec, ANCOVA: F(2,89) = 4.682, *p* = .01).

Discussion {#sec018}
==========

In the current study, we showed that for children aged around 10 years completing a small number of trials (\<100), estimated stereothresholds, uncertainty, bias, and precision are similar in a 4-AFC task compared to a 2-AFC task with double the number of trials. Individual trials on a 4-AFC task do take around 30% longer than trials on a 2-AFC task, but this increase is not enough to offset the advantage of halving the number of trials required. Accordingly, a 4-AFC task is more time efficient and is therefore recommended.

We did not observe any significant difference in the 75% thresholds measured with the 2- vs 4-AFC tasks after 80 trials. This is perhaps surprising, given that standard signal detection theory would predict a difference \[[@pone.0201366.ref003]\]. A stronger signal--i.e. larger disparity---would be expected to be required for performance of 75% correct on a 4-AFC where chance is 25%, than on a 2-AFC task, where chance is already 50%. Since in our study the two tasks were performed by different subjects, inter-individual differences may have obscured a difference in thresholds. A d' value of 0.954 corresponds to 75% correct in a 2-AFC task and 54% correct in a 4-AFC task, meaning that the 75%-threshold in a 2-AFC task should be the same as a 54%-threshold in a 4-AFC task if the model by Green and Swets is correct \[[@pone.0201366.ref003]\]. In fact, Jäkel and Wichmann \[[@pone.0201366.ref004]\] actually observed lower instead of higher 62.5% thresholds in a 4-AFC contrast detection task than 75% thresholds on a 2-AFC task, indicating that the theoretical predictions may not be correct. The lack of a difference in thresholds between the 2-AFC and 4-AFC tasks does not affect our conclusions, since our study was designed to make within-task, within-subject comparisons of thresholds, bias, uncertainty, and precision.

Our study adds to the research on efficiency of alternative forced-choice paradigms in psychophysical research. Our results with children are in accordance with simulation studies comparing a 4-AFC task with a 2-AFC task. Leek, Hanna, and Marchal \[[@pone.0201366.ref008]\] found better accuracy, less variability and highest efficiency with 4-AFC task. Bi, Lee, and O'Mahony \[[@pone.0201366.ref009]\] showed 4-AFC is more powerful than 2-AFC. Like Jäkel and Wichmann \[[@pone.0201366.ref004]\] we found a 4-AFC task to be most efficient in naive observers. With respect to efficiency, both studies point in the same direction, in favour of a 4-AFC task.

In the domain of stereoacuity, Schmidt, Maguire, Moore, and Cyert \[[@pone.0201366.ref024]\] showed a higher testability in 3 to 3.6 year olds with the 2-AFC Stereo Smile Test than with the 4-AFC Preschool Randot. These children are far younger than those tested in the current study, raising the possibility that 2-AFC may have particular advantages in preschool children. Additionally, the nature of the both tasks is rather different: in the Stereo Smile Test, children detect a smiley face, while in the Preschool Randot children need to identify shapes. So, the higher testability of the Stereo Smile could easily be due to factors other than the lower number of alternatives.

Our findings have implications for clinical practice too. They suggest that 4-AFC paradigms like used in Frisby (Frisby Stereotests, Fulwood, United Kingdom) or TNO (Lameris, Ede, Netherlands) stereotests are more efficient than a 2-AFC task like Frisby Screener (Frisby Stereotests, Fulwood, United Kingdom). We are currently adapting our experimental 4-AFC task to a new clinical stereotest in the form of a game that is presented on a parallax-barrier autostereoscopic tablet that monitors viewing distance. Our task has the additional advantage of using an efficient adaptive staircase to achieve an accurate threshold with the minimum number of trials. For details, please visit <https://research.ncl.ac.uk/asteroid/> \[[@pone.0201366.ref025]\].

Conclusions {#sec019}
===========

In this study, we compared a 2-AFC and a 4-AFC task for measuring stereoacuity in children with a limited number of trials. Simulations were run and experimental data were collected. We observed that a 4-AFC task with half the number of trials as a 2-AFC task results in the same estimated stereothresholds, uncertainty, precision, and bias, while takes less time to complete. We conclude that 4-AFC is recommended over 2-AFC when measuring stereoacuity in children.
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