ABSTRACT MTTool is a novel model-based test tool. It is developed for modeling complex software behavior and generating test cases from the model. Different from existing model-based test tools, the proposed tool realizes the ERE-based testing, where the model is an extended regular expression (ERE). In ERE-based testing, test cases are generated from some decomposed subexpressions, thus alleviating the state-spaceexplosion problem in model-based testing. This paper introduces the modeling theory of the tool and two modeling ways: constructing regular finite state machine and writing R language. Additionally, three key algorithms in the tool are presented to construct the ERE model, decompose the ERE model, and generate test cases from submodels on the basis of test coverage criteria. Through an example, we demonstrate the application of the three algorithms. MTTool is found to well support the ERE-based test method and can be helpful in popularizing the application of this test method.
I. INTRODUCTION
Software behavioral models can be applied not only to describe software requirement specifications but also to automatically generate test cases [1] - [3] . Thus, several methods have been proposed to model software behavior, such as control flow diagram [4] , finite state machine (FSM) [5] , label transition system [6] , and Petri nets [7] , [8] . As test cases are derived from behavioral models, and not from program codes, software development and software testing can be done simultaneously, thereby saving costs associated with software testing. This test method is known as model-based testing.
In the past, finite state machine (FSM) has been widely applied to model-based test methods [1] , [9] , [10] . In addition, many related support tools have been developed [9] , [11] - [13] . However, because of the lack of modeling capability for concurrent systems [14] , the FSM cannot stimulate concurrent and synchronous behaviors in the system. Although UML state diagram can describe concurrent behavior of software, the process of traversing the UML state diagram easily cause the state-spaceexplosion problem [15] , [16] . As another graphical modeling method, Petri nets have been employed to construct system models [17] , [18] . However, with the increase in system complexity, traversing a Petri net to generate test cases is more likely to cause the state-space-explosion problem compared to traversing an FSM [19] , [20] .
Thus, we employed the extended regular expression (ERE) to model the software behavior and proposed an ERE-based test method [14] , [20] , [21] . The ERE is an extension of the conventional regular expression, with the addition of some special operations that help describe more types of software behaviors. Compared to the graphical models such as the FSM and Petri nets, the ERE model is stored in the form of a string, rather than an adjacency list or an adjacency matrix. Thus, the algorithms designed for the string can also be used to deal with the ERE model. For instance, the KnuthMorris-Pratt algorithm can be used to match a submodel of the ERE model. Additionally, the ERE model can be used to generate a set of submodels on the basis of some operational properties [14] , [21] designed for the ERE. Thus, in EREbased testing, the test cases are obtained from the decomposed submodels, and not from the original model, thereby effectively avoiding the state-space-explosion problem.
In this paper, we introduce a tool for modeling the ERE model of software behavior and generating test cases.
The tool, named as MTTool, integrates the ERE-based test method. By using user interface we can construct a Regular Finite Sate Machine (RFSM) to describe software behavior in the tool. At the same time, a set of R language codes are automatically constructed for RFSM. The change of those scripts using R language can also reconstruct RFSM. By parsing RFSM the tool can automatically produce an ERE. Then, a set of sub-models are obtained from the ERE based on some algebraic operations in [14] and [21] . Finally, the tool can generate a set of executable test cases from these submodels to satisfy a specific test coverage criterion. In the paper, we also present the designs of three key algorithms that were adopted to construct the ERE model, decompose the ERE model, and obtain test cases. An example is given to illustrate the application of the three algorithms.
The main objective of this study was to design a visual tool to realize the ERE-based test method. The constructed RFSM model in the tool can be used as a part of the software specification to describe and define software behavior. Moreover, the tool is capable of converting the ERE model to a set of sub-models and constructing test cases from the sub-models to meet the test coverage criteria. Thus, this study serves as a basis for ERE-based testing.
This study is a continuation of our earlier work. In the past, we designed the theory of test modeling based on the expression model [14] , developed an early prototype tool [22] , and discussed the implementation of the ERE-based test method [21] in unit testing. In comparison with the previous prototype tool, MTTool is improved in the following aspects: 1) We added the handling of two translators and the transition sequence loop to the parsing algorithm so that the tool can build and parse some complexity models of describing software behaviors.
2) We redesigned the syntax of the R language in MTTool. The detailed implementation of R language is introduced in the paper.
3) A new feature for test generation is added to MTTool. The rest of this paper is organized as follows. Section II discusses studies related to this field. Section III introduces two modeling methods, including the construction of the RFSM model and writing of the R statements. An example is used to illustrate the process of constructing the ERE model from the RFSM model. Section IV presents the model decomposition process, wherein the ERE model is converted to a set of submodels using an algorithm. Section V proposes the test generation algorithm to generate the test cases from the submodels and presents an example to apply this algorithm. Section VI describes the system architecture of the proposed tool and compares our tool with some existing model-based tools. The conclusions of this study and future prospects are given in Section VII.
II. RELATED WORK
The model-based testing idea stemmed from Moore's elaboration of automata in 1956 [23] . In the following decades, people conducted some theoretical researches on this software testing method. In 1978, Chow [24] proposed the classical W method and applied it to the test of telecommunications switching systems. This method not only tests whether the software has achieved its proper behavior, but also tests whether the software has achieved unwarranted behavior.
In the 1980s, many new modeling theories [25] - [28] were successively proposed, such as constrained logic programming, migration systems, and Petri nets. In the late 1980s, many model-based test methods and test coverage criteria were proposed and first applied in protocol testing. In the experiment [29] , Sidhu and Leung applied four classical model-based test methods to the test of an actual protocol and evaluated the test efficiency of these methods.
In the mid-1990s, with the rise of object-oriented software development methods, researchers used FSM to model and test object-oriented software. For example, Kung et al. [30] proposed using FSM to test object-oriented programs and designs. By extending the state model, Gao et al. [31] constructed a concurrent communicating state machine to test object oriented programs. To consolidate the mathematical foundation of the model-based test method, Murray et al. [32] used Object-Z specification to generate state machines for class testing.
Since 2000, with the popularity of the Internet, testing for Web applications and Web services combination has become a new direction in the field of software testing. In the initial study, a set of test cases was generated from UML models, and the methods for generating test cases from use case diagrams, state diagrams, and sequence diagrams were widely studied [33] - [35] . In 2005, Andrews et al. [36] proposed the idea of hierarchical modeling and testing of Web applications. This method divides a Web application into different layers and generates a test case to test the Web application from the FSM in the lowers hierarchy. In the same year, Pretschner [37] reviewed the model-based testing methods in ICSE 2005. Then, some model-based test support tools or tool prototypes have also been developed [38] - [40] . Utting et al. [41] reviewed the classification of model-based test methods and discussed several key issues of this test method. Hemmati et al. [42] presented scalability of modelbased testing in terms of time, resource constraints, and the fault detection capability of test cases.
Another important development of model-based testing is the improvement of the model. In 2003, Zhang et al. [43] extended the FSM model to the EFSM model and proposed R-Wp method for generating test cases from the EFSM model. Some researchers [44] - [46] focused on the conversion from automata to regular expressions, which are usually constructed using input conditions in automata. Then, test cases can be generated from regular expressions. Hopcroft [44] introduced the method of constructing regular expressions from automata using an acceptable language. Nakahara et al. [46] designed a method of matching loops in automata with regular expressions. Similarly, we previously developed an algorithm to obtain the regular expression VOLUME 6, 2018 model of software behavior [47] . Using the model decomposition method, we then obtained some high-quality test cases from the regular expression model. In other studies, some other models have been converted to regular expressions. For example, Li and Moon [48] proposed an algorithm for constructing regular expressions in XML, thereby improving the search efficiency of XML files. Garg and Ragunath [49] discussed the relationship between Petri nets and regular expressions. They added several operations to the regular expression model to describe the concurrent behavior of a software. Sen and Roşu [50] designed a non-operation (¬) for the conventional regular expression and optimized the monitoring technique of the regular expression. Milner [51] used regular expressions to model the behavior of communicating systems. Hoare [52] proposed a unified modeling theory on the basis of a regular expression.
However, similar to the modeling capability of automata, the regular expression approach cannot be used to model concurrent systems [53] . To improve the modeling capability of the regular expression, we designed new operations to describe different types of software behaviors [14] . For example, we considered the symbol + as the position closure and the symbols || and o as the concurrent and synchronous operations, respectively. Moreover, we developed a prototyping tool [22] to construct the ERE model. However, this tool has limitations in that it does not support modeling of the transition loops, model decomposition, and test generation. To construct the ERE model of the program, we studied six modeling rules and discussed the method of generating test cases from the ERE model [21] . In this study, on the basis of our previous work, we developed a tool with more advanced features to realize the ERE-based test method.
The core idea of the ERE-based test method is to use transition sequences to simulate software events and construct the ERE model of software behavior. Then, the ERE model can be processed based on some algebraic operations to produce test cases. Different from the existing modelbased test methods, the ERE-based test method included in MTTool has three main advantages: 1) More operators for the ERE model are designed to describe more types of software behaviors; 2) An ERE model can be stored as a string instead of a graph that is used in model-based testing. So we can use those operations designed for processing strings to deal with the ERE model; 3) Based on some algebraic operations in [14] and [22] , the ERE model can be decomposed into a set of submodels. Test cases are generated from these submodels instead of the ERE model. The ''divide and conquer'' thought can effectively alleviate the state-space-explosion problem in model-based test methods.
III. MODELING
This section introduce the modeling theory of the RFSM and the syntax of R language. An example is provided to demonstrate the process of constructing the ERE model from the RFSM model. In the tool, we use the symbol ε to represent an empty transition. In a regular expression, a is assumed the input to the pre-state. Accordingly, a 0 indicates that the input condition on the pre-state is empty. Similarly, in the ERE, the empty transition ε = t 0 indicates that the transition t has not been executed.
Definition 3 (Transition Sequence):
The transition sequence (ts) is defined as follows.
where t, t 1 , and t 2 denote three arbitrary transitions, the symbol | denotes the choice relationship, and the symbol . is a concatenation operator. For any transition sequence ts, there exists ts 0 = ε, which indicates that ts has not been implemented in the system.
Definition 4 (Translator):
The symbols and are defined for the two translators, where represents the concurrent translator; which is used to convert a choice operation to a concurrent operation; and represents the synchronous translator, which is used to convert a choice operation to a synchronous operation. For example, (a|b) = a||b and (a|b) = aob, where a||b and aob denote the concurrent and synchronous relationships between a and b, respectively.
Definition 5 (Closure): The symbols * , +, α, and {i ∼ j} are respectively defined as four types of closures, respectively. For example, there is a transition t in the system. Then, t * denotes that the transition t need to be executed for zero or more times; t + denotes that the transition t need to be executed one times at least; t α denotes that the transition t is executed at most α times; and t {i∼j} denotes the execution number of t is from i to j. Definition 6 (Limited Output) The symbol ! indicates that a transition may or may not be executed when the system is executed.
Definition 7 (RFSM):
The RFSM is defined in the form of three triplets <TS, OP, TR>, where TS is a set of transition sequences, OP = {., |, * , +, α, {i ∼ j}, ||, o, !} is a set of operations that describe the relationship between the transition sequences, and TR = { , } is a set of translators.
The following are the descriptions of the elements in the set OP:
. is the concatenation operator between two transition sequences, | is the choice operator between two transition sequences, 56224 VOLUME 6, 2018 * is the Kleene closure, which indicates that an iteration occurs zero or more times, + is the positive closure, which indicates that an iteration occurs one or more times, α is the alpha closure, which indicates that the maximum iteration of a transition sequence is α, {i ∼ j} is the range closure, where i and j are two nonnegative integers, and 0 ≤ i ≤ j, || is the concurrent operator, o is the synchronous operator, and ! denotes the limited output. In the set OP, the three operators ., |, and * were derived from the regular expression, whereas the remaining six operators +, ?, {i ∼ j}, ||, o, and ! were designed in this study to describe more types of software behaviors. Note that the detailed definitions and the uses of the operations in the OP can be found in our previous studies [14] , [20] , [21] .
Note that if we use a transition sequence to describe an event in a software system, the system can be considered as combination of all transition sequences. Then, the system sys satisfies sys⊂TS×OP×TR. Therefore, we can use RFSM to model software behavior.
Definition 8 (Transition Sequence Loop):
For a transition sequence ts comprising two or more different transitions, if ts occurs in the system repeatedly, ts is called the transition sequence loop.
Definition 9 (Loop Start State):
The loop start state is the pre-state of the transition, i.e., the first transition in the transition loop.
For example, the loop start state is the pre-state of the transition t 1 in (t 1 .t 2 ) * .
1) STATE
The tool is capable of constructing six states of the RFSM. The symbol_ as the loop start state mark is retained in the tool. When we use our tool to build RFSM, we can't define a state similar to s_ except s is a loop start state. The function of the loop start state is to help our tool to parse transition sequence loops in the system. denotes the concurrent state s 2 of the RFSM. If some transition sequences start from the concurrent state, they are concurrent.
denotes the synchronous state s 3 of the RFSM. If some transition sequences start from the synchronous state, they are synchronous.
Note that the concurrent and synchronous states can be constructed only if the concurrent and synchronous transitions are created in the tool. If we want to construct two concurrent or synchronous transitions starting from the different states, we need to use translators that will be introduced in the following section. 
3) TRANSLATOR
The function of the translator is to convert a choice operation to a concurrent or a synchronous operation. Unlike the concurrent and synchronous states, the translator can construct concurrent or synchronous relationships between the transitions without starting from the same concurrent or synchronous state.
We assume that the system has a transition t 0 from s 0 and s 2 and a transition t 1 from s 1 and s 3 , where t 0 and t 1 have a concurrent or a synchronous relationship. Figure 2 shows two models of the system. According to the properties of concatenation in [14] , (ε.t 1 ||ε.t 2 ).ε = t 1 ||t 2 and (ε.t 1 oε.t 2 ).ε = t 1 ot 2 . Thus, the system models, shown in Figures 2(a) and 2(b), represent t 1 ||t 2 and t 1 ot 2 , respectively.
4) CLOSURE AND LIMITED OUTPUT
Our tool supports four types of closures to model the software behavior. Figures 3(a) , (b), (c), and (d) show four models t * , t + , t {3} , and t {3∼5} with four different closures * , +, {3}, and {3∼5}, respectively. Figure 3 (e) shows the model t 1 ! and a limited output, which indicates that the transition t 1 may or may not have an output in the subsequent state of the transition t 1 . Therefore, the symbol ! is retained in the tool, indicating the limited output.
B. R LANGUAGE
In our tool, we design the R language corresponding to the RFSM model. The functions of the R language are to (1) construct states and transitions of the RFSM model, and (2) provide a parsing file for the tool to convert the RFSM model to the ERE model. The R language used in the tool has six properties:
a) The running result of the R language is independent of the order of the R statements. Therefore, the software can be modeled locally without the knowledge of the overall structure of the system; this is consistent with our cognitive laws.
b) Each line in the R language comprises only a single R statement because the R language does not provide a delimiter.
c) In a raw, the start position of the R statement does not affect its running result.
d) The states in the R language are implicit, i.e., the states can be created automatically after inputting the transition statements.
e) The R language is case sensitive. f) States in the R language are implicit, that is, we can only define transitions when constructing the RFSM model because any state must be included in a transition. In our tool, the R language is used to construct the RFSM model. The basic syntax of the R language is defined as follows: 
2) TRANSITION STATEMENT
The tool supports three types of transition statements. The normal transition syntax is transition normal <transition name><pre-state name>#<input>#<output>#<post-state>. For example, in the R-language area of the tool, if we input transition normal t s1#a>1#b==2#s2, the tool will construct the model, as shown in Figure 1(b) . The syntax of the empty transition ε is transition empty <pre-state name><post-state name>. For example, in the R-language area of the tool, if we input transition empty start s1, the model, shown in Figure 1 (a), will be constructed by the tool. The transition syntax for a transition loop is transition <normal><transition name>^<closure name> <pre-state name>#<input>#<output>#<post-state>, where <closure name> represents the type of closure, such as * , +, α, and {i ∼ j}. For example, in the R-language area of the tool, if we input the following statements transition normal h^ * s4_#a#b#s2 transition normal i^ * s8#c#d#s9 transition normal j^ * s9#e#f#s4_, the model, shown in Figure 1 (f), will be built by the tool. 
4) TRANSLATOR STATEMENTS
The syntax of the concurrent translator statement is translator <concurrent|synchronous><pre-state> <translator name><post-state><transition name> #<input>#<output>.
For example, in the R-language area of the tool, we can construct the model shown in Figure 2 
C. PARSING ALGORITHM
To get the ERE model of the system from the RFSM model, we designed eight parsing rules, shown in Figure 5 .
Based on the eight parsing rules, shown in Figure 5 , the pseudocode of the parsing algorithm is given as follows:
Assume that the number of transitions in the RFSM model is n, the complexity of the algorithm ParseRFSM is O(n 3 ).
Note that unlike traditional those algorithms in [54] and [55] for constructing regular expression from an automata, the parsing algorithm in our tool not only can deal with closure operations, but also has the capability of parsing concurrent and synchronous operations, complex transition sequence loops, and translators' operations. In MTTool, the designed RFSM model is an extension of FSM. The RFSM model consists of transitions and some graphic symbols representing the relationships between transitions. According to eight parsing rules shown in Figure 5 , MTTool can parse these graphic symbols in the RFSM model and then convert both transitions and these graphic symbols to a new subexpression. Next, MTTool takes the new subexpression as a new transition to replace those visited states (except for two virtual states) and transitions. Finally, we can obtain an expression (as a ERE model) between the start state and the terminal state. Therefore, the RFSM model must be converted to the ERE model in our tool.
To describe the parsing algorithm in our tool, we use the online trading and query system of JD.com [56] , a Chinese ecommerce Website, as an example to simulate the implementation of the algorithm. Assume that five customers are using the system, including a mother and her two kids, a girl, and a customer. Two kids want to buy some toys and the mother will pay the bills. The girl wants to buy some cosmetics. The customer wants to query his shopping list and print some electronic receipts. Figure 6 shows the RFSM model and the related transitions of the system, where
• s 0 , s 1 , . . . , s 11 are twelve states of the system, • a denotes that the older kid adds a storybook into shopping cart A,
• b denotes that the younger kid adds a toy into shopping cart A, and there is a concurrent relationship between a and b,
• t 0 denotes that the mother pays a bill for two selected goods in shopping cart A using a credit card,
• t 1 denotes that the mother inputs a wrong password of her credit card. Then, t {0∼3} 1 denotes that the wrong password is entered by the mother at most three times,
• c denotes that a girl adds a set of cosmetics into shopping cart B,
• d denotes that the girl adds a handbag to shopping cart B, and there is a synchronous relationship between c and din the system,
• t 2 denotes that the girl pays the fee of selected goods in shopping card B using her account,
• e denotes that a customer reviews the list of the purchased goods,
• i denotes that the customer reviews the detail information of an order once it has been placed,
• j denotes that the customer returns to his personal homepage on JD.com, and there is a transition sequence loop (e.i.j) * in the system,
• t 3 denotes that the customer prints an electronic receipt of goods on JD.com. In this example, behaviors of all users are independent in the system. So, the system can be launched at four states s 0 , s 1 , s 2 , and s 3 of the RFSM model, as shown in Figure 6 (a).
Note that traditional FSM model has no ability to simulate the system in the example because FSM has only an initial state. For the RFSM model, because it includes two virtual states, our tool can construct four empty transitions from the initial virtual state to the states s 0 , s 1 , s 2 , and s 3 to model the system.
According to the parsing algorithm, we can obtain the six intermediate processes of the RFSM model in Figure 6 (a), as shown in Figure 7 .
The core of the parsing algorithm in our tool is to constantly reduce the states in the RFSM model and construct new transitions on the basis of seven parsing rules until only the start and terminal states remain. Finally, the ERE model is obtained on the edge of the new RFSM model, as shown in Figure 7 (f). In this example, the ERE model constructed by the tool is (a||b).t 0 .t 
IV. MODEL DECOMPOSITION
After obtaining the ERE model, our tool will decompose it into a set of submodels. To realize model decomposition, our tool will search the rule repository and select an appropriate decomposition rule for automatic decomposition of the ERE model. In our previous studies [14] , [22] , we designed some VOLUME 6, 2018 operational properties for the ERE model. Our tool integrates these operational properties to build the rule repository. The purpose of model decomposition is to generate submodels. As a result, the process of test case generation from submodels will alleviate the state-space-explosion problem when test cases are generated from the whole model.
A. DECOMPOSITION RULE FOR CONCATENATION
We designed some properties for the concatenation operation in the tool. For example, for any transition sequence a, a.ε = ε.a = a. Thus, we designed decomposition rule 1.
Decomposition Rule 1: The empty transition ε in the transition sequences can be deleted.
In addition, for any three transition sequences a, b, and c, there exists a property a.b.c = a.(b.c) = (a.b) .c, which indicates that the concatenation operation satisfies associativity. Hence, we can obtain another decomposition rule.
Decomposition Rule 2: In a transition sequence, the parenthesis that does not serve the closure can be deleted.
For example, we can remove the parenthesis in (a.b).c but not from (a.b) * .c because of the rule (a.b) * .c = a.b * .c.
B. DECOMPOSITION RULE FOR CHOICE
As a|b indicates a or b, a|b can be decomposed into a and b.
Decomposition Rule 3: Any expression a 1 |a 2 | . . . |a n can be decomposed into a set of subexpression models a 1 , a 2 , . . . , a n .
For any three transition sequences a, b, and c, there exists a property a|b|c = (a|b)|c = a|(b|c). According to this property, we can design a new decomposition rule.
Decomposition Rule 4:
In the expressions such as (a|b)|c and a|(b|c), the parentheses can be deleted.
For the expression (a|b).c, we cannot use decomposition rule 4 to delete the parentheses. According to the properties of the choice operation, given elsewhere [14] 
C. DECOMPOSITION RULE FOR CLOSURES
The ERE contains four closure operations, the properties of which are as follows.
These properties are based on the definitions of four closures, including Kleene closure * , positive closure +, range closure {i ∼ j}, and Alpha closure {α} in [14] . However, an expression regular with Kleene closure and positive closure are decomposed into innumerable subexpressions because both * and + can represent infinity value in the expression regular. This will not allow our tool to decompose the model with Kleene closure and positive closure in polynomial time. To solve the problem, we improved the previous theory in [14] and designed two new properties for both Kleene closure and positive closure as follows.
• (a|b) * = a * .b * |b * .a * • (a|b) + = a + .b + |b + .a + In the above two properties, the value range of * is from 0 to infinity and that of + is from 1 to infinity. Now, we need to prove these two properties.
Proof The following are the three properties of a synchronous operation: 
bod).
Based on the above three properties, we can define a recursion to construct a new decomposition rule.
Decomposition Rule 7:
In decomposition rule 7, #a and #b indicate that both a and b are two transitions; otherwise, a = a 1 .a 2 and b = b 1 .b 2 .
E. DECOMPOSITION RULE FOR CONCURRENCY
A concurrent operation has the basic property a||b = a|b|(aob). Based on this property, we obtain a decomposition rule for concurrent operations.
Decomposition Rule 8: For the expression a||b, we first determine a and b. The decomposition result of the expression (aob) can then be obtained according to decomposition rule 7.
F. DECOMPOSITION ALGORITHM
To construct the algorithm for decomposing the ERE model, we need to prioritize the model decomposition process.
Decomposition Rule 9: The decomposition process of the ERE model is from inside to outside, and from left to right.
To realize decomposition rule 8, we referred to our previous study [47] for the definition of a layer in the ERE model. On the basis of definitions 5.1 and 5.2, we constructed Table 1 to show the layer value of the expression (a||b).t 0 .t 3 , which is obtained in the modeling phase, given in Section III. From Table 1 , the substrings (a||b), (c o d), and (e.i.j) with a maximum value of 1 are found to be the innermost layers of the expression (a||b).t 0 .t 3 . Thus, we need to first decompose these substrings. According to decomposition rules 7 and 8, the expressions (a||b) and (c od) can be converted to the expression a|b|a.b|b.a and c.d|d.c, respectively.
According to the nine decomposition rules, we design the algorithm of decomposing the ERE model as follows:
Assume that the number of the inner layers is m and the number of operators ''|'', ''||'', ''o'' is p in these inner layers. The complexity of the algorithm DecomposeERE can be expressed by O(m × p).
Using the model decomposition algorithm, we decomposed (a||b).t 0 .t 3 . However, not all of these subexpressions can be used directly as test cases. For example, (e.i.j) * .e.i.t 3 contains an infinite loop (e.i.j) * , resulting in the test case (e.i.j) * .e.i.t 3 can't be executed. Therefore, we need a method to design test cases from those decomposed subexpressions.
To evaluate the usefulness and robustness of the decomposition algorithm, we compared the number of states, the number of transitions, and the number of operators between the original ERE model (a||b).t 0 .t Table 2 .
From Table 2 , the number of states in those submodels is 3 or 4, which is 1/4 or 1/3 of the number of states in the original model. The number of transitions in the original model is 13, while the number of transitions in those submodels is 3, 4, or 6. The number of operators in the original model is 13, while the number of operators in those submodels Note that in our algorithm of model decomposition, instead of using recursion to achieve model decomposition, we use the layer value of the ERE model to obtain each part that needs to be decomposed. The reason for not using recursion is that the recursive method is extremely inefficient. Especially, when there are multiple nested layers in the extended regular expression (or the model is very complex), the recursive method for decomposing the model has led to unbearable time consumption in our previous prototype tool [22] .
V. TEST GENERATION
In our tool, we use the ERE-based test method [14] , [22] to generate test cases. Although this method was derived from model-based testing [9] , [57] , two methods are different in the test generation process. First, in the ERE-based test method, we added another step to decompose the ERE model into a set of submodels according to the designed decomposition rules. The tool is then used to construct test cases from the submodels on the basis of the different test coverage criteria. Unlike the ERE-based test method, the conventional modelbased test method does not include the model decomposition process.
The test coverage criteria consider software models, test requirements, and a test suite. This solves the problem of exporting the test cases from the software models to satisfy the test requirements.
Definition 12 (Test Requirement): Test requirements are one of the components of a software product that must be met or covered by test cases.
In this paper, TR denotes the set of test requirements, and T represents the set of test cases.
Definition 13 (Test Coverage Criterion):
A test coverage criterion is a rule or a set of rules based on which a set of test cases meet each test requirement. We assume that C is a test coverage criterion that satisfies TR.
Definition 14 (Cover): For each requirement in the TR, if there is at least one test case t in T that meets this requirement, T is said to meet the TR.
The tool integrates three common test coverage criteria: state coverage, transition coverage (branch coverage), and transition-pair coverage [58] , [59] . As the start and terminal states are virtual in the RFSM model, we can neglect them when designing the algorithm to generate the test cases in order to satisfy a test coverage criterion. Before starting the proposed test generation algorithm, we assume that TR has been obtained. For example, TR is the set of all states in the RFSM model for the state coverage; is the set of all transitions for the transition coverage; and is the set of all transition pairs for the transition-pair coverage. The test generation algorithm of the tool is as follows:
Algorithm 3 TestGeneration
Input: a set of submodels and a set TR of test requirements; Output: a set T of test cases. Assume that the number of submodes is k. Then, the complexity of the algorithm TestGeneration is O(k).
On the basis of the test generation algorithm, we demonstrate the method of generating test cases from the submodels a.t 0 .t
and (e.i.j) * .e.i.t 3 , which were obtained using the decomposition algorithm, given in Section VI.
The RFSM model, shown in Figure 6 (a), has the set {s i |0≤ i ≤11} of states except for the two virtual states, the set {a, To meet the transition-pair coverage criterion, the tool can generate test cases as follows:
Note that the test cases generated by our tool to satisfy a coverage criterion are not unique because different test cases maybe have the same test coverage capability. Besides, test requirements can be automatically constructed in the tool by searching R statements. If the system is developed based on the design of the RFSM model, the software development and software testing processes can be synchronized, thereby changing the development philosophy of conventional software: ''code first, then test programs.'' Table 3 shows the difference between model decomposition and test generation in the paper. In Table 3 , the purpose of model decomposition is to get subexpressions from the ERE model of the system, while the objective of test generation is to construct a set of executable subexpressions to satisfy a test coverage criterion. The subexpressions generated by the model decomposition algorithm may not always be executed, while the subexpressions obtained by the test generation algorithm can be executed. For example, the subexpression (e.i.j) * .e.i.t 3 in Table 2 can't be executed, and the subexpression e.i.j.e.i.t 3 generated by the test generation algorithm can be executed. In addition, to satisfy a special test coverage criterion, the test generation algorithm in MTTool will delete some redundant subexpressions generated by the model decomposition algorithm. Thus, the number of those subexpressions obtained by the model decomposition method is greater than that of subexpressions constructed by the test generation method.
VI. TOOL IMPLEMENTATION AND EVALUATION
This section introduces the basic architecture of MTTool, some underlying techniques and features, a system interface, and a quantitative evaluation. The preliminary version of MTTool can be downloaded from the website: https://pan.baidu.com/s/1d8uIDTUwCGZHGJmNaoO5Wg.
The proposed tool was developed using Java language. Figure 8 shows the system architecture of the tool. The tool includes a visual editor, an R language editor, a translator, a parser, and a test generator. The function of the visual editor is to create the RFSM model for describing software behavior. The R language editor is used to write and modify R statements directly associated with the RFSM model. If one of both R statements and the RFSM model is modified, the other will be automatically updated in the tool. The translator is used to convert the R statements and the RFSM to the ERE. The function of the parser is to decompose the ERE model into submodels on the basis of a rule repository, which comprises operational properties of the ERE [14] , [22] . Finally, the test cases can be constructed using the test generator to satisfy the test coverage criteria. Figure 9 shows the relationship between RFSM and R codes in MTTool. Users can enter some information in the visual editor of the tool. Then, a set of R codes are generated automatically. Certainly, users can also write these R codes directly. Whereafter, a R code parsing class in the tool is called to deal with these R codes and output a corresponding RFSM model via a third party component Graphviz. 1 Therefore, the tool has two modeling ways: writing R statements and using the visual editor in the tool. Figure 10 shows the system interface of MTTool. The tool has three main operational areas: an R-language area, an RFSM area, and a test generation area, as shown in Figure 10 . The user can write R statements in the R-language area or construct an RFSM model in the RFSM area to construct the ERE model, which will be shown in the test generation area. In addition, the tool contains graphics and import and export functions using R language. Figure 10 shows the system interface of MTTool. The tool has three main operational areas: an R-language area, an RFSM area, and a test generation area, as shown in Figure 10 . The user can write R statements in the R-language area or construct an RFSM model in the RFSM area to construct the ERE model, which will be shown in the test generation area. In addition, the tool contains graphics and import and export functions using R language.
Discussion: We compared our tool with six existing modelbased test tools. The comparison result is shown in Table 4 . In Table 4 , modeling languages, modeling methods, and the advantages of tools Lutess, AutoFocus, and Phact can be found in [38] . A description of VERA can be obtained from [39] , while an introduction to Andrews's Tool can be got in [36] . The details of AGT4W can be found in [11] . From Table 4 , three tools Lutess, AGT4W, and MTTool support the modeling of synchronous behaviors in software. Outperforming the modeling capability of both Lutess and AutoFocus, MTTool can support modeling more kinds of software behaviors using range closure, concurrency operation, and translators. Two tools Phact and VERA use EFSM to model software behaviors. In fact, their modeling theory is still FSM. Different from both Phact and VERA, the modeling theory of MTTool is RFSM and the test generation method of MTTool is based on algebraic operations. In addition, two tools AutoFocus and Andrews's tool support to build the hierarchical model of the software. The high hierarchical model doesn't need to contain all detailed information that will be shown in some low hierarchical models. Because the space of any one low hierarchical model is less than that of the whole model, the hierarchical modeling method that is similar to the method of model decomposition also relieves the state-space-explosion problem. However, building hierarchical models requires manual processing. In MTTool, model decomposition is automatically realized according to algebraic operations. Besides, the modeling theory of five tools VERA, Phact, Andrews's tool, AGT4W, and MTTool is related to FSM. Unlike these four tools VERA, Phact, Andrews's tool, and AGT4W, MTTool is to construct the RFSM model, which is different from FSM. A FSM corresponds to a regular expression, while a RFSM corresponds to an extending regular expression. FSM only supports modeling for the connection, selection, and loop operations in software. RFSM has more powerful modeling capability than FSM because RFSM contains some special graphic symbols to support the range closure operation, synchronization, concurrency, and translators' operations in software. VOLUME 6, 2018 Evaluation: To evaluate these seven tools, we compare their test modeling capability [60] on three systems, including Producer and Consumer System (PCS) [49] , Student Course Management System (SCMS) [60] , and Online Trading and Query System (OTQS) [56] . The comparison result is shown in Table 5 , where
• Y: the tool can fully model the system, and • N: the tool doesn't fully model the system. The test modeling capability (TMC) of the tool is defined as follow:
where
• S i = 1 denotes that the tool can model the system S i ; otherwise S i is 0, and
• n is the number of all systems. By Equation (1) and Table 5 , we obtained the test modeling capability of these seven tools. In this comparison, the test modeling capability of our tool (MTTool) reaches 100%, which is better than that of both Lutess and AutoFocus at 66.6%, and that of the following four tools Phact, VERA, Andrews's tool, and AGT4W at 33.3%. Therefore, our tool has the best powerful test modeling capability among these seven test tools.
VII. CONCLUSIONS AND FUTURE WORK
This paper introduces a tool for test modeling and test generation. Using the tool, we can construct the ERE model of a software in two ways. The first one involves drawing an RFSM model in the graphics editing area of the tool, and subsequently, converting this model to an ERE model. The other approach involves writing R statements in the R-language area of the tool to construct the ERE model. The modeling theory of the RFSM and the syntax of the R language are discussed in detail. An example is provided to illustrate the parsing algorithm, the model decomposition algorithm, and the test generation algorithm of the tool. The main contributions of this study are as follows: (1) Software behavior can be modeled and test cases can be generated using the tool. (2) The ERE-based test method integrated into the tool can not only generate effective test cases, but also avoid the state-space-explosion problem. In the future, we plan to incorporate a model checking function into the tool to determine the correctness of the model, thus ensuring that test cases generated from the model are executable. In addition, we will also research the scalability issues of the tool with the large-industrial case studies.
