Y. Manoussakis (J. Graph Theory 16, 1992, 51-59) proposed the following conjecture.
Introduction
In this paper, we consider finite digraphs (directed graphs) without loops and multiple arcs. Every cycle and path are assumed simple and directed; its length is the number of its arcs. A digraph D is Hamiltonian if it contains a cycle passing through all the vertices of D. There are many conditions that guarantee that a digraph is Hamiltonian (see, e.g., [1] , [3] , [17] , [19] , [20] ). In [19] , the following theorem was proved. Hamiltonian.
1. Conjecture 1.6.7 (Thomassen, see [3] ): Every 3-strong digraph of order n and with minimum degree at least n + 1 is strongly Hamiltonian-connected.
2. Conjecture 1.6.8 (Thomassen, see [3] ): Let D be a 4-strong digraph of order n such that the sum of the degrees of any pair of non-adjacent vertices at least 2n + 1. Then D is strongly Hamiltonian-connected.
Investigating these conjectures, the author [9] disproved the first conjecture (proving that for every integer n ≥ 9 there exists a 3-strong non-strongly Hamiltonian-connected digraph of order n with the minimum degree at least n + 1) and for the second proved the following two theorems. It is easy to see that if a digraph D satisfies the condition (M), then it contains at most one pair of non-adjacent vertices x, y such that d(x) + d(y) ≤ 2n − 2. From this and Theorem 1.5 immediately follows the following corollary.
Corollary 1.6: Let D be a strong digraph of order n satisfying condition (M). Then D contains a cycle of length at least n − 1 (in particular, D contains a Hamiltonian path).
Corollary 1.6 was also later proved by Ning [21] . It is worth to note that in [10] , [11] and [12] the authors studied some properties in digraphs with the conditions of Theorem 1.1 and obtained the following results (in all three results D is a digraph of order n satisfying the degree condition of Theorem 1.1).
(i) ( [12] ). If D is strong, then it contains a cycle of length n − 1 or D is isomorphic to the complete bibartite digraph K * n/2,n/2 .
(ii) ([11]). If D is strong, then it contains a Hamiltonian bypass or D is isomorphic to one tournament of order 5. (A Hamiltonian bypass in a digraph D is a subdigraph obtained from a Hamiltonian cycle of D.
(iii) ( [10] ). Let Y be a non-empty subset of V (D). Suppose that for every triple of the vertices x, y, z ∈ Y such that x and y are non-adjacent: If there is no arc from x to z, then d( The last result is best possible in some situations and gives an answer to a question of Li, Flandrin and Shu [18] .
In this paper we confirm Conjecture 1.3.
Theorem 1.7. Let D be a 2-strong digraph of order n ≥ 3 satisfying condition (M). Then D is Hamiltonian.
We also prove the following theorem. Theorem 1.7 also has the following immediate corollaries. Corolary 1.9 (Woodall [23] ). A digraph of order n is Hamiltonian if, for any two vertices x and y, either x → y or d
Corolary 1.10. Let D be a digraph of order n. If the minimum semi-degree at least n/2, then D is Hamiltonian.
Corolary 1.12 (Ore [22] ). Let G be a simple graph of order n ≥ 3, in which the degree sum of any two non-adjacent vertices at least n. Then G is Hamiltonian.
As noted the above, Theorem 1.7 is best possible in the sense that they become false if the degree condition is relaxed.
The proof of Theorem 1.8 based on Theorem 3.8 and the Moser theorem for a strong tournament to be pancyclic [16] .
In view of Theorem 1.8, it is natural to set the following problem.
Problem: Let D be a 2-strongly connected digraph of order n satisfying condition (M). Suppose that {x, y} is a pair of non-adjacent vertices in D such that 2n−3 ≤ d(x)+d(y) ≤ 2n − 2. Whether D contains cycles of all lengths 3, 4, . . . , n − 1?
Terminology and Notation
In this paper we consider finite digraphs without loops and multiple arcs. We shall assume that the reader is familiar with the standard terminology on digraphs and refer to [1] for terminology and notations not discussed here. The vertex set and the arc set of a digraph D are denoted by V (D) and A(D), respectively. The order of D is the number of its vertices. For any x, y ∈ V (D), we also write x → y if xy ∈ A(D). If xy ∈ A(D), y is an out-neighbour of x and x is an in-neighbour of y. If x → y and y → z, we write x → y → z. Two distinct vertices x and y are adjacent if xy ∈ A(D) or yx ∈ A(D) (or both). If there is no arc from x to y, we shall use the notation xy / ∈ A(D). We let N + (x), N − (x) denote the set of out-neighbours, respectively the set of in-
For integers a and b, a ≤ b, let [a, b] denote the set of all integers, which are not less than a and are not greater than b.
The path (respectively, the cycle) consisting of the distinct vertices x 1 , x 2 , . . . , x m (m ≥ 2) and the arcs
. We say that x 1 x 2 · · · x m is a path from x 1 to x m or is an (x 1 , x m )-path. Let x and y be two distinct vertices of a digraph D. Cycle that passing through x and y in D, we denote by C(x, y).
A cycle (respectively, a path) that contains all the vertices of D, is a Hamiltonian cycle (respectively, is a Hamiltonian path). A digraph is Hamiltonian if it contains a Hamiltonian cycle. A digraph D is strongly Hamiltonian-connected if, for every ordered pair {x, y} of distinct vertices of D there is a Hamiltonian path from x to y. A digraph D of order n ≥ 3 is pancyclic if it contains cycles of all lengths m, 3 ≤ m ≤ n. For a cycle C = x 1 x 2 · · · x k x 1 of length k, the subscripts considered modulo k, i.e., x i = x s for every s and i such that i ≡ s (mod k). If P is a path containing a subpath from x to y, we let P [x, y] denote that subpath. Similarly, if C is a cycle containing vertices x and y, C[x, y] denotes the subpath of C from x to y. If j < i, then {x i , . . . ,
A digraph D is strongly connected (or just strong), if there exists a path from x to y and a path from y to x for every pair of distinct vertices
Let H be a non-trivial proper subdigraph of a digraph D. For the subdigraph H, a H-bypass is a path of length at least two with both end-vertices in H and no other vertices in H. If C is a non-Hamiltonian cycle in D and (x, y)-path P is a C-bypass with V (P ) ∩ V (C) = {x, y}, then we call the length of the path C[x, y] the gap of P with respect to C. The following lemma is a modification of a lemma by Bondy and Thomassen [4] , its proof is almost the same. It is not difficult to prove the following lemma. In the proof of Theorem 1.8 we will use a result from [7] . Before stating the main result of [7] , we need to define a family of digraphs. 
and (v) the sum of degrees for any two distinct non-adjacent vertices at least 2n − 1.
Theorem 3.8 (Darbinyan [6] , [7] ). Let D be a strong digraph of order n ≥ 3. Suppose that Later on, Theorem 3.8 was also proved by Benhocine [2] .
Preliminaries
A preliminary version of some results of this section were presented at Emil Artin International Conference [13] and recently published in [14] . We provide its proofs for completeness.
From the definition of condition (M) the following lemma follows. Proof: If D is Hamiltonian, then obviously it contain a cycle through x and y. Suppose that D contains a cycle passing through the vertices x and y but D is not Hamiltonian. Let C be a longest cycle, say of length m, passing through x and y. Since D is not Hamiltonian, we have that 2 ≤ m ≤ n − 1. From 2-connectednees of D and Bypass-Lemma it follows that there is a C-bypass, say P = uy 1 y 2 . . . y k v, where u, v ∈ V (C) and y 1 , y 2 , . . . , y k ∈ V (D) \ V (C). Without loss of generality, assume that the gap |V (C[u, v])| − 1 of P is the minimum among the gaps of all C-bypasses. Then
(1)
Since C is a longest cycle through x and y, it follows that f ≥ 1. Now we extend the path C[v, u] with the vertices of V (C[u, v]) \ {u, v} as mach as possible. We obtain a (v, u)-path, say R. Then, since C is a longest cycle through x and y, R does not contain some vertices
Using (1) and Lemmas 3.2(i), for all y j and u i we obtain
By the minimality of the gap f + 1 we also have that D contains no path of the form y j zu i and u i zy j , where
Now by a simple calculation we obtain
a contradiction with Lemma 4.1 since u i and y j are not adjacent and {u i , y j } = {x, y}. Theorem 4.2 is proved.
Theorem 4.3: Let D be a 2-strong digraph of order n ≥ 3. Suppose that D contains at most one pair of non-adjacent vertices. Then D is Hamiltonian.
Proof: Suppose, on the contrary, that D is not Hamiltonian. Therefore, D is not semicomplete and contains exactly one pair, say {x, y}, of non-adjacent vertices. Then n ≥ 4,
Since D is 2-strong, it follows that the subdigraphs D − x and D − y both are strong semicomplete digraphs. Therefore, D −x and D −y both are Hamiltonian.
In particular, x n−2 → x → x 1 . By a similar argument, we obtain that if
By symmetry between x and y, we may assume that k ≥ l. Then using (2) and (3), it is not difficult to see that
From (4) and 2-connectedness of D it follows that there exist
. We choose j maximal with these properties. Using (2) and (3), it is easy to see that if
. . x j−1 xx 1 is a Hamiltonian cycle, which contradicts our supposition. We may therefore assume that x j−1 x / ∈ A(D). Therefore, x → x j−1 and
From (4) and the maximality of j it follows that
. . , x n−2 }) = ∅. This together with the first equality of (4) and 2-connectedness of D implies that there is an integer
Remark: There is a strong non-Hamiltonian digraph of order n ≥ 5, which is not 2-strong and has exactly one pair of non-adjacent vertices.
To see this, consider a digraph D defined as follows:
where k ∈ [2, n − 3], D also contains all the arcs x j x i whenever 1 ≤ i < j ≤ n − 2 and it contain no other arcs. It is not difficult to check that D is neither 2-strong (D − x k is not strong) nor Hamiltonian.
Using Lemma 3.3, it is not difficult to prove the following lemma. 
Therefore, since D − u and D − v both are strong, by Meyniel's theorem D − u and D − v both are Hamiltonian, i.e., D contains a cycle of length n − 1 passing through v and avoiding u (passing through u and avoiding v). Theorem 4.5 is proved.
As an immediate corollary of Theorems 4.2 and 4.5 (respectively, Theorem 4.5 and Lemma 3.1), we obtain Corollary 4.6 (respectively, Corollary 4.7). 
Corollary 4.6: Let D be a 2-strong non-Hamiltonian digraph of order n ≥ 3 satisfying condition (M). Suppose that {u, v} is a pair of non-adjacent vertices in
V (D) such that d(u) + d(v) ≤ 2n − 2. Then D contains
at most one cycle of length two passing through u (v).

Corollary 4.7: Let D be a 2-strong non-Hamiltonian digraph of order n ≥ 3 satisfying condition (M). Suppose that {u, v} is a pair of non-adjacent vertices in
By Theorem 4.2 we have that D contains no cycle through y and z. Therefore, for each pair of integers i and j, where
(here, y 0 = y s and x n−k+1 = x 1 ). This implies that for every j ∈ [1, s] we have
Hence,
Since there is at most one cycle of length two through z (y) (Corollary 4.6), it follows that for A := V (D) \ V (C) and for every y j ∈ {y 1 , . . . , y s } \ {z, y 1 } (we may assume that y 1 = z) the following holds:
Therefore,
Combining this and (5), we obtain
The last inequality together with d(y) ≤ n − k implies that
Notice that {y, y 1 }, . . . , {y, y s } are s distinct pairs of non-adjacent vertices. We well consider the cases s is even and s is odd separately. Assume first that s is even. Using condition (M) and (6), we obtain
Therefore, 2ns − 1.5s ≤ 2ns − 3s − k + 4, i.e., 1.5s + k ≤ 4. The last inequality impossible, since k ≥ s ≥ 2. Assume next that s is odd. Then s ≥ 3. Since d(y) ≤ n − k, and d(z) ≤ n − 1 by Corollary 4.7 (we may assume that z = y s ), from condition (M) it follows that d(y) + d(y s ) ≥ 2n + k − 2. Now, by condition (M) and (6) we have,
This means that 1.5s + 2k ≤ 4.5, which is a contradiction. This contradiction completes the proof of Lemma 4.8.
The following two lemmas will be very useful in the remaining proof. 
Proof
is a cycle through y and z, a contradiction). Let x r → y → x p , 1 ≤ p < r ≤ n − 2, and p, r are chosen so that p is minimal and r is maximal with these properties. Then
If p = 1 and r = n − 2, then by a similar argument as above, we conclude that if
Observe that Q := yx p . . . x r y is a cycle through y which does not contain z, and d(y, V (D) \ V (Q)) = 0 because of (7). Therefore by Lemma 4.8, the subdigraph
From the last equalities it follows that if there are i, j such that x i → z and z → x j with i < j, then i ≥ p, j ≤ r and yx p . . . x i zx j . . . x r y is a cycle passing through y and z, a contradiction. Thus, we may assume that for every pair of integers i and j,
Now suppose that the theorem is not true. Then D is not Hamiltonian and there is an integer k ∈ [2, n − 3] such that
It is easy to see that there are vertices x m and x l such that y → x m , z → x l and
Then by (8) ,
Assume first that m ≤ l. Since D is 2-strong, (8) and (11) imply that 2 ≤ m ≤ l ≤ n − 3. Now from (9), (10) and (11) it follows that:
Thus, in each case we have that D − x k is not strong, which contradicts the condition that D is 2-strongly connected. Assume next that m > l. This case is similar to the first case and we omit the details. Lemma 4.9 is proved. 
Proof: Suppose, on the contrary, that D is not Hamiltonian. By Theorem 4.2, D contains no cycle through y and z. Therefore, there are no integers i and j, 1 ≤ i < j ≤ n − 2, such that x i → y → x j (for otherwise, x 1 . . . x i yx j . . . x n−2 zx 1 is a cycle through y and z). Since the arcs yx l , yx s , x f y, x t y are in D and l ≤ a < s ≤ f < b ≤ t, it is easy to check that:
. . x j zx 1 . Thus, in both cases we have a contradiction. Therefore,
in particular, d(z, {x s , . . . , x f }) = 0 and the vertices z and x s are not adjacent. The last equality together with the fact that D contains at most one cycle of length two passing through z (Corollary 4.6) implies that
Now we consider the vertex x s . It is not difficult to check that:
. . x n−2 zx 1 . In both cases we have a contradiction. Therefore, we may assume that
This implies that
Without loss of generality, we may assume that l, f are chosen as maximal as possible and s, t are chosen as minimal as possible, i.e.,
This, since D contains at most one cycle of length two passing through y, implies that
Since {y, z} and {x s , z} are two distinct pairs of non-adjacent vertices, from (12), (13), the last inequality and condition (M) it follows that
which is a contradiction. Lemma 4.10 is proved.
Proof of Theorem 1.7 Theorem 1.7: Let D be a 2-strong digraph of order n ≥ 3 satisfying condition (M).
Then D is Hamiltonian.
Proof: By Theorem 4.3, the theorem is true if D contains at most one pair of nonadjacent vertices. We may therefore assume that D contains at least two distinct pairs of non-adjacent vertices. If the degrees sum of any two non-adjacent vertices at least 2n − 1, then by Meyniel's theorem, the theorem is true. We may therefore assume that D contains a pair of non-adjacent vertices, say y, z, such that Suppose that D is not Hamiltonian, i.e., D contains no cycle through y and z. Let C := x 1 x 2 . . . x n−2 zx 1 be a cycle of length n − 1 in D, which does not contain y. Then, since D is 2-strongly connected, there are some integers p, q, k, r, 1 ≤ p < q ≤ k < r ≤ n − 2 such that {x k , x r } → y → {x p , x q } and
In order to prove the theorem, it is convenient for the digraph D and the cycle C to prove the following claims and lemma below.
Proof: Notice that Q := yx p . . . x r y is a cycle passing through y and avoiding z. By The first equality together with 2-connectedness of D implies that there is an integer t ∈ [p, n − 3] such that x t → z. The last equality means that if r ≤ n − 3, then d − (x n−2 , {z, x 1 , . . . , x p−1 }) = 0. Assume that r = n − 2, i.e., x n−2 → y. In this case, we have that if x i → x n−2 with i ∈ [1, p − 1] (respectively, z → x n−2 ), then C(y, z) = x 1 . . . x i x n−2 yx p . . . x t zx 1 (respectively, C(y, z) = yx p . . . x t zx n−2 y), which is a contradiction. This proves that d
Proof: Assume that the Claim 5.2 is not true. Then for some i ∈ [1, q − 1], x i → x k . Then, since the arcs yx q , x k y, x h x l are in D and i < q ≤ h < k < l, we have a cycle C(y, z) = x 1 . . . x i x k yx q . . . x h x l . . . x n−2 zx 1 , which contradicts our initial supposition.
Since l ≤ r and x r → y, obviously there is an integer f ≥ 0 such that l + f ≤ r,
Now suppose that the claim is not true. Then
The second equality of (18) This together with (17) , (14) and the fact that there is at most one cycle of length two through z (Corollary 4.6) implies that
Now consider the vertex x k . Using (16) and the first equality of (18), we obtain
Combining the last two inequalities, d(z) ≤ n − 1 (Corollary 4.8) and r ≤ n − 2, we obtain
which contradicts condition (M), since {y, z}, {z, x k } are two distinct pairs of nonadjacent vertices. This contradiction completes the proof of Claim 5.3.
Proof: Suppose, on the contrary, that p ≥ 2 and x a → x b with a ∈ [1, p − 1] and b ∈ [k + 1, n − 2]. Let b be the maximum with these properties, i.e.,
Notice that Q := yx p . . . x r y is a cycle in D and d(y, V (D) \ V (Q)) = 0 by (14) . Therefore by Lemma 4.8, the subdigraph D V (D) \ V (Q) does not contain a cycle through z. In particular,
and if r ≤ n − 3, then
From (21) and (22) 
Applying Lemma 4.9 on the vertex x b , we obtain that
. Choose t maximal with these properties, i.e.,
From (19) it follows that s ≥ p, i.e., s
In particular, the vertices x b and y are not adjacent, t ≤ r and b ≤ r − 1 since x r → y (i.e., A({x p , . . . , x b−1 } → {x r+1 , . . . , x n−2 }) = ∅). Using Lemma 4.10, we obtain
Then, since t ≤ r and (24), we have that A({x p , . . . , x q−1 } → {x b+1 , . . . , x n−2 }) = ∅. This together with (19) implies that
, there is an integer f ≥ 0 such that d − (y, {x b , . . . , x b+f }) = 0 and x b+f +1 → y. Then, since (25) and d + (y, {x b , . . . , x b+f }) = 0 we have that t ≤ b + f + 1 and
This together with (14) implies that
From (23), d + (y, {x k , . . . , x b−1 }) ≤ 1 and the fact that there is no path of length two between y and z (Lemma 4.4) it follows that
This together with (14), (27) and the fact that there is at most one cycle of length two through z (Corollary 4.6) implies that
Since t ≤ b + f + 1 and (24), it follows that
In particular, from b ≥ k + 1 and (30) it follows that
We will consider the cases b ≥ k + 2, b = k + 1 separately.
Then by the first equality of (26) we have
Using the fact that there is no path of length two between y and z (Lemma 4.4) and (23), we obtain that d(x b−1 , {y, z}) ≤ 1. This together with (30), (d + (x b−1 , {x b+f +2 , . . . , x n−2 }) = 0) and (32) implies that
Now we divide this case into the following subcases.
Subcase 1.1. The vertices x b−1 and y are not adjacent. Then {y, x b−1 } and {y, z} are two distinct pairs of non-adjacent vertices. Since p ≥ 2, r ≤ n − 2, f ≥ 0 and k ≥ q, combining (29), (28) and (33), we obtain
which contradicts condition (M). 
which contradicts condition (M). The discussion of Case 1 is completed.
We divide this case into the following subcases. 
This together with (28) and d(z) ≤ n − 2, we obtain
which is a contradiction since {y, z} and {x k , z} are two distinct pairs of non-adjacent vertices.
in particular, the vertices y and x k+1 are not adjacent. Observe that R := yx p . . . x k x t . . . 
Subcase 2.2.1. There is an integer l ∈ [b + f + 2, n − 2] such that x k+1 → x l and
Then b + f + 2 ≤ n − 2, and l ≤ r because of the first equality of (35). Recall that
. . x i zx 1 , a contradiction. We may therefore assume that d − (z, {x t , . . . , x l−1 }) = 0. This together with d + (y, {x t , . . . , x l−1 }) = 0 and the fact that there is no path of length two between y and z implies that
Combining this, (14) and (34), we obtain
For the vertex x k+1 , using (36) and the second equality of (26), we obtain
This together with (37), (28), r ≤ n − 2, k ≥ q and p ≥ 2 implies that
which contradicts condition (M) since {y, z} and {y, x k+1 } are two distinct pairs of nonadjacent vertices.
. . , x n−2 }) = 0. This together with the second equality of (26) implies that
Combining this, b = k + 1 (28) and d(z) ≤ n − 2, we obtain
which contradicts condition (M). In each case we obtain a contradiction and hence the discussion of Case 2 is completed. Lemma 5.4 is proved.
Now we are ready to complete the proof of the main result. By Lemma 5.4, A({x 1 , . . . , x p−1 } → {x k+1 , . . . , x n−2 }) = ∅. Similarly, if r ≤ n − 3, then A({x 1 , . . . , x q−1 } → {x r+1 , . . . , x n−2 }) = ∅.
Using Lemma 4.10, we obtain A({x p , . . . , x q−1 } → {x k+1 , . . . , x r }) = ∅. From the last three equalities it follows that
From (38) and Lemma 4.9 it follows that k ≥ q + 1. Applying Lemma 4.9 on the vertices x q and x k , we obtain A({x 1 , . . . , x q−1 } → {x q+1 , . . . , x n−2 }) = ∅ and A({x 1 , . . . ,
. Choose b maximal and h minimal with these properties, i.e., A({x 1 , . . . , x q−1 } → {x b+1 , . . . , x n−2 }) = A({x 1 , . . . , x h−1 } → {x k+1 , . . . , x n−2 }) = ∅.
(39) From (38) it follows that b ≤ k and h ≥ q, i.e., b
. . x n−2 zx 1 , a contradiction. We may therefore assume that h ≥ b. By Lemma 4.9, A({x 1 , . . . ,
. Choose t maximal with this property, i.e.,
From (39) it follows that s ≥ q and t ≤ k, i.e., s ∈ [q, b − 1] and t ∈ [b + 1, k]. We may assume that l chosen so that
We consider the cases l ≤ r and l ≥ r + 1 separately.
For this case, it is not difficult to check that the conditions of Claim 5.3 hold. Therefore, there is an integer f ≥ 0 such that l + f ≤ r, x l+f → y and either there is a vertex
. . x n−2 zx 1 when x t ′ → z or when x k → x g respectively. In each case we have a contradiction.
Assume next that t ≤ h. By Lemma 4.9, A({x 1 , . . . , x t−1 } → {x t+1 , . . . , x n−2 }) = ∅. Let x s 1 → x t 1 , where s 1 ∈ [1, t − 1] and t 1 ∈ [t + 1, n − 2]. Choose t 1 maximal with this property, i. e., A({x 1 , . . . , x t−1 } → {x t 1 +1 , . . . , x n−2 }) = ∅.
From (40) (respectively, from (39)) it follows that
We may therefore assume that t 1 ≤ h. By Lemma 4.9,
This together with (15) and d(z) ≤ n − 1 implies that
which contradicts condition (M).
Assume that b = h, i.,e., x a → x h . We may assume that a chosen so that
This and (41) imply that
It is not difficult to check that if
. . x k y, which is a contradiction. We may therefore assume that d + (z, {x a+1 , . . . , x s }) = 0. This together with d − (y, {x a+1 , . . . , x s }) = 0 and the fact that there is no path of length two between y and z implies that
Using this and (14), we obtain
Combining this, (15) and (43), we obtain
which contradicts condition (M) and hence the discussion of Subcase 2.1 is completed.
Assume first that t = h. Then x s → x h → x l . By Lemma 4.9, A({x 1 , . . . , x h−1 } → {x h+1 , . . . , x n−2 }) = ∅. Therefore, by (45), d(x, {u, v}) ≥ 3. This, since m ≥ 3, in turn, implies that every partite set of H contains at least two vertices such that each of them together with x forms a 2-cycle. Therefore, there exist two vertices z, w ∈ V (H) such that z ↔ w, z ↔ x and w ↔ x Then, since for every k, k ∈ [1, m] there is a cycle of length 2k passing through the arc z → w, it follows that D contains cycles of all lengths 2, 3, . . . , n. The claim is proved.
We now return to the proof of Theorem 1.8. This together with (44) implies that d(x, {x 1 , x n−k , x k , x n−1 ) = 8. If k = n − 3, then x 1 → x n−3 and x 1 x n−3 x n−4 . . . x n−k xx 1 is a cycle of length k (notice that k ≥ 4). Assume that k = n − 3. Then {x 1 , x n−3 }, {x 3 , x n−1 } are two pairs of non-adjacent vertices other than {x, y}. We have that d(x, {x 1 , x 3 , x n−3 , x n−1 ) = 8, x 1 → x n−4 and x 4 → x n−1 . If x 2 → x, then x 1 x n−4 x n−5 . . . x 2 xx 1 is a cycle of length n − 3. Therefore, x 2 x / ∈ A(D). Then, since the vertices x 2 and x n−2 are not adjacent and d(x 2 ) + d(x n−2 ) ≥ 2n + 1, it is not difficult to see that x 2 → x n−3 and x → x 2 . Therefore, xx 2 x n−3 x n−4 . . . x 3 x is a cycle of length n − 3. This completes the proof of the theorem.
