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Nelson’s stochastic mechanics is studied for a system with zero potential. It 
is shown that, with probability one, the sample paths of this process behave 
asymptotically like paths in classical mechanics in the limit t - -t 00. 
In 1952, Imre F&yes discussed a stochastic process that is capable of ex- 
plaining non-relativistic quantum phenomena [3]. This process was rediscovered 
in 1966 by Edward Nelson, who also introduced the notion of the “mean 
acceleration” of the process, and showed that the mean acceleration of the process 
is equal to the acceleration of a classical (i.e., non-quantum) system with the 
same potential [4, 51. The theory was generalized by Thadeus George Dankel, 
Jr., in 1970 to include a non-relativistic treatment of spin [I]. 
In this paper, we consider the case of a system with zero potential (i.e., no 
forces) and examine the asymptotic behavior of the sample paths of the stochastic 
process as t -+ -+a. We consider only the case of spinless particles. 
Specifically, we consider the stochastic process corresponding to a solution 
Z/(X; t) of the free Schr6dinger equation under the additional assumption that 
j 1 x 1 j $I(%; 0): d.v c m, and show that for almost every sample path OL of the 
corresponding stochastic process, the limit lim,, &a(t)/t] exists. Furthermore, 
the probability density of this limit is given by the square of the absolute value 
of the Fourier transform of $(x; 0). 
This result shows that the system behaves asymptotically like a classical 
(i.e., Newtonian) system. Indeed, since there is no potential and hence no 
acceleration, classical behavior would require that [m(t) - m(O)]/t be independent 
of t, and that the limit lim,, , X [a(t),it] mm lim,, 7e[a(t) - a(O) exist. Further- 
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more, this limit is the velocity or, with multiplicative constants to represent 
the masses of the particles, the momentum of the classical system. Thus the 
theorem also shows that the probability density of this momentum is precisely 
the probability density that quantum mechanics predicts for a measurement of 
the momentum of the quantum mechanical state defined by li,. 
It should be noted that the correspondence that exists between solutions of 
the Schrodinger equation and stochastic processes does not depend on a choice 
of direction for the time axis, and it follows that the limit lim,+,[a(t)/t] also 
exists and has the same probability density as limt,+,[a(t)/t] in the case under 
consideration. However, it is not true that lim,,,,[or(t)/t] =-- lim,+,[a(t)/l]. 
This remainder of this paper is divided into two sections. The first section 
is a brief account of the correspondence between stochastic mechanics and 
quantum mechanics. The last section contains a precise statement and the proof 
of the result on asymptotic behavior of sample paths as t + +CO. 
THE CORRESPONDENCE BETWEEN STOCHASTIC 
IV~ECHANICS AND QUANTUM MECHANICS 
The starting point of the non-relativistic wave mechanics of Erwin Schrodinger 
is the wave equation 
Here $ = #(x1 ,..., X, ; t) is a complex valued function on llP,l, and V(t) 
is the operation of multiplication by the real valued function V(X, ,..., X, ; t), 
which represents potential energy. 0 is the vector operator (a/&, ,..., a/&,). 
We have, with no real loss in generality, taken all masses to be equal to one in 
equation (1). We have also set fi =: 1. 
The function 1 4(x; t)12 is interpreted as the probability density of the result 
of measuring the position of the system at time t. In order for this interpretation 
to make sense. we must have at all times t 
i / 4(x; t)12 dx =_ 1. -R” (2) 
It is well known that under suitable restrictions on l/(/(t) the equation (1) has 
a unique solution and the integral in (2) is independent of time. 
To construct the corresponding stochastic theory, let us write 
t/(.x; t) 7~ exp(R(.v; t) T- iS(s; I)) (3) 
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and define the vector valued function 
h!(s; t) -= CR(x; t) + cqx; t). (4) 
We ignore here the general question of when the above definitions make 
sense. (In the specific case of interest in this paper, it will be seen later that this 
definition does make sense.) It should be noted, however, that 0 could also 
have been defined as the sum of the real part and the imaginary part (without 
the d-1) of F’#/c/J. 
With the above definition of h , the solution of the stochastic difiercntial 
equation 
dx(t) -- b’@(f); t) dt ~! &c(f) (5) 
with initial probability density ~(2; 0) =~ 1 #(x; O)i2 has probability densit\ 
(6) 
at all times t. Here zc is the n-dimensional Wiener process, normal&d so that 
the variance of z~‘(sJ ZC(S~) is 11 s2 ~- s, 1; i.c., the probability density of 
zc(s,J - w(sl) is (2n sp sI I)-” 3 esp(--x*/2 , sq - s1 I). 
The above statement really says nothing more than that p satisfies 
ip 
(7) 
The term b+(x(t); t) dt in (5) corresponds to the term -div(b+p) in (7), and the 
Wiener process term in (5) corresponds to the Laplacean in (7). 
Thus, in stochastic mechanics, we consider the motion of the quantum 
mechanical system to be goverened not by the SchrGdinger equation (I), but by 
the stochastic differential equation (5). Th e initial position of the system is 
unknown but has probability density p(x; 0) = ; $J(x; O),“. 
While we will not use these results, for the sake of completeness wc mention 
two more facts about the stochastic theory. First, the correspondence between 
stochastic mechanics and quantum mechanics does not depend on a preferred 
direction of time. Indeed, if the time axis is reversed, a different stochastic 
differential equation is obtained, but the new equation for time reversed has the 
same solution as the old equation. Second, Edward Nelson has defined a quantit! 
called the “mean acceleration” of a stochastic process, and with the use of this 
concept has found an intrinsic stochastic mechanical equation that governs the 
term b+-, without resorting to the definition in terms of a wave function. The 
interested reader is referred to [4] or [5] for a fuller account of these topics. 
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ASYMPTOTIC BEHAVIOR OF SAMPLE PATHS IN ZERO POTENTIAL 
The main result of this paper is the following: 
THEOREM. Let $J(x; t) be a solution of the free Schriidinger equation (equation 
(1) with V(t) L- 0) such that 
- 
I 
1$(x; O)l” dx = 1 (8) 
I 1 x j / #(x; 0) d,z: < co. (9) 
Then fog almost every path 01 in the stochastic process determined by $J(x; t), the 
limit 
lim E@l 
t-*+-m t (10) 
exists. Furthermore, the probability density of this limit is given by 
I &PY (11) 
where 4 is the Fourier transform of #(x; 0) : 
t&p) = j (27r-,‘2 exp(-ip . x) 4(x; 0) dx. (12) 
As a preliminary, we prove the following lemma [2] : 
LEMMA. Let 4(x; t) be a solution of the free SchrGdinger equation such that 
J 1 #(x; O)i2 dx = 1 and s j #(x; O)[ dx < CO. Then the following limits exist 
uniformly in p : 
’ lim exp y t+b ( 1 
Pi2 exp (9) #(pt; t) = G(p) (13) 
Furthermore, even without the assumption J” 1 4(x; O)l dx < CO, the limits in (13) 
and (14) always exist in the sense of L2 and L1 functions of p, respectively: 
,‘i,m, J i exp (+) Pia exp (q) #(pt; t) - $(p)i2 dp = 0 (13’) 
tliE 1 I tn I #(pt; t)12 - I $(P)121 dP = 0. (14’) -9 
150 DAVID S. SHUCKER 
Proof of Lemma. When s / 4(x; O)l dx < oz, we have the following explicit 
formula for 4(x; t) when t > 0 : 
4(x; t) = 1 exp (+I (25rt)-YL’2 exp ( ’ XL “1 I,&,; 0) dy. (15) 
Note that this formula gives a well defined value of #(x; t) for each X, and thus 
it makes sense to talk about pointwise and uniform convergence; ordinarily, 
we consider #(x; t) to be defined only up to L2 equivalence. Using this formula 
to evaluate #(pt ; t), and expanding I pt - y i2 := p2t2 - 2tp t y $- y2, we find 
exp (?I tTLp‘ exp (-1 #(pt; t) 
= 
.r 
(2n)+‘* exp -ip . y + s] +(y; 0) dy 
( 
= py2 
s exp(-iP . Y) 40; 0) exp (s) dy (16) 
and using (12) 
J(p) - exp (q) PI2 exp (-1 #(pt; t) 
= (2qL!2 
f 
exp(-ip_v) 4(y; 0) (1 - exp (-$$-]j dy. (17) 
Now (2~)~~~‘~ exp(-$ y) $(y; 0) is, for arbitrary p, bounded in absolute 
value by the L1 function (27r-11i2 j +(y; O)l, and 1 - exp(iy”/2t) has absolute 
value at most 2 and approaches 0 uniformly on compact sets as t ---f 1 cr,. It 
follows that the limit as t ---f +as of (17) is 0 uniformly in p. This establishes 
(13). Because / q(p), is uniformly bounded by the constant (27rm~‘~/~ j ; $(y; 
O)] dy, we may take the squares of the absolute values of both sides of (13) to 
obtain (14). 
We proceed to the proofs of (13’) and (14’). Let us at first continue to assume 
s j $(x; O)l dx < a. For arbitrary F > 0, choose F compact so that 
c i ~~(PY 4 ( E (18) . FC 
s F I &P)I” 4’ > 1 - E. (18’) 
By the uniform convergence of (13) and (14) and since F has finite measure, 
for all sufficiently large t we have 
JF 1 exp (?I Pi2 exp (IF] #(pt; t) - $(p)l’dp < E (19) 
s I tn I #(PC t)12 - I $(P)I”I 4’ < 6. W) F 
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By (18’) and (20), we have 
(21’) 
1 jFc tn I#(PC 0" 4 / -c 2~. (21) 
By virtue of (18) and (21) the contribution of Fe to the integral in(14’) is less 
than 3~. By (20), the contribution of F is less than E. Thus the integral in (14’) 
is less than 4~ for all sufficiently large t. As E was arbitrary, this establishes the 
limit. Similarly, as 1 01 - /I I2 < 2 ! a Is + 2 j /3 12, (18) and (21) show that the 
contribution from Fc to the integral in (13’) is less than 6~. By (I 9), the contribu- 
from F is less than E. Thus (13’) is established. 
Lr n L2 is dense in L2, so that when s j #(x; 0); dx = a3 we may, for arbitrary 
E ;- 0, choose @(x; 0) such that 
s 
) #(x; 0) - @(x; 0)” dx < E (22) 
.c 
1 qx; 0)(2 dx = 1 (23) 
s 
J @(x; 0) dx < co. (24) 
Define @(x; t) in the obvious way for t :# 0 as the solution of the free Schrodinger 
equation. The square root of the integral in (13’) is bounded by the sum of the 
square roots of the following three integrals: 
j / exp (T) PI2 exp (-F) #(pt; t) 
Wb) 
i I @P> - $(P)I” 4’. (25E) 
Now (25a) is less than l by (22) and because the operator sending $(x; 0) to 
I&X; t) is unitary on L2. (25~) is similarly less than E because the Fourier transform 
is unitary.And (25b) is less than E for all sufficiently large t by the case already 
proved. Thus (13’) is established in the general case. 
We next substitute exp(nG/4) tnf2 exp(-@t/2) $(pt; t) for a: and $((p) for p 
in the inequality 
I Ia I2 - I P I2 I < I a -B i2 + 2 I P I I a -P 1. (26) 
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We integrate the resulting expression with respect to p and use the Schwarz 
inequality to bound the integral arising from 2 ~ /I 1 i 01 - /3 I to see that (14’) 
follows from (13’). QED. 
We now proceed to the proof of the main theorem. As a preliminary, note 
that under the hypotheses (8) and (9), we have l(1 $ 1 x 1) ) #J(x; O)i dx < cc. 
In fact, the integral is bounded on a neighborhood of the origin by (8) and on 
the complement of this neighborhood by (9). 
The Lebesgue Dominated Convergence theorem now justifies the change in 
the order of gradient and integral in the following calculation: 
W(x; t) 
= V 1 exp (9) (2rt)-v1!2 exp ( ’ ’ X G ’ ‘a ) $J( y; 0) dy 
-~V,~exp~~)(2nl)-~~2exp(E’X~Y’Z)~(y;O))~~ 
= i(x -Y> 
s 
-exp (CF) (2&)n!2 exp !%*] $(y;O)dy 
t 
= T #(x; t) + j $ exp (zlz) (2~rt)-“/~ exp (II ’ G y ‘a ) t/~(y; O)dy. 
(27) 
The mean forward velocity by-(x; t) of the associated stochastic process is 
the sum of the real and imaginary of V$/$, thus ~T(x; t) - x/t is the sum of the 
real and imaginary parts of the product of (z&x; t))-l with the integral in the 
bottom line of (27). By virtue of assumption (9) we therefore have 
b+(x; t) - 4 = q-‘-n’2 ) 4(x; q-1) (28) 
where this notation means there exists a constant k such that ) b+(x; t) - x/t ( < 
k(t-l-“/2 1 q!J(x; t)‘-1. 
The stochastic process for the position of the system thus obeys 
da(t) := F(a(t); t) dt + &L(t) 
= F dt + O(t-I-“‘” 1 #(a(t); t)]-1) dt + dw(t) (29) 
where a(t) is the position of the path (Y. at time t. We define 
(30) 
STOCHASTIC MECHANICS 153 
and thus when t # 0, we find 
= O(t-“-72’” 1 @/3(t); t)l-‘) dt + ; dzu(t). 
We define the sets: 
A,, = {x: I Jc4 > 811 
A 61,s2 = (x: /T - x ) < 6, implies y E A6J. 
(31) 
(32) 
(33) 
For arbitrary E > 0, 6, can be chosen sufficiently small so that 
s A~ I6W dx <;. (34b) 1 
Now 6 is continuous since it is the Fourier transform of an L1 function. Thus 
Aa is open and for 6, sufficiently small 
/- 
- A~,,F, 
j $(x)l’dx > I - $ 
By the lem,ma, we may choose T such that, for all t > T, 
I w2 I $w; t)l - I &(P,l I < 4 - (36) 
For t > T and /3(r) E A481 we then have 
P’2 1 $(@(t); t)! > + 
and hence from (31), when ,8(t) E A481 
dp(t) := O(tF) dt + f dzu(t). 
(37) 
(38) 
Now choose 6 such that 0 < S < 28, . We can increase T, if necessary, so 
that in addition to (37) and (38) for t > T, we also have: 
r m *T ) O(t-“)I dt < $ 
580/38!2-2 
(39) 
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where O(tF) is the function in (38) 
Note that (39) is satisfied for all sufficiently large 1’ because s; t-m2 dt : - TV 1 
converges. Also, (40) is satisfied for all sufficiently large T for the same reason; 
renormalizing with dt’ := t-2 dt, we have j-4. t ’ dw(t) = j-t:; dw(t’), and thus 
this reduces to the fact that the Wiener process is continuous on the left at 0. 
In fact, the Wiener process is continuous. (A proof of this fact can be found in 
[6].) And (41) is satisfied for T sufficiently large because the integrals approach 
those in (35) as T -+ -1 co. (This is a consequence of the lemma.) 
An immediate consequence of (38) (39), and (40) is that, in the domain of 
validity of these estimates 
Prob sup //3(s) - P(T)1 I> i/ < :. 
! S>T 
(42) 
In particular, when p( T) E AS1,Sn , then ) /3(s) -- p(T), < S/2 implies p(s) E As1 . 
Thus the conditional probability, given P(T) E A,1,,z , that SU~,~,~. j P(S) - 
P(T)i > S/2, is less than c/2. Recall that ; +(p; T)iZ is the probability density of 
a(T), so that Tfi j #(pT; T)12 is the probability density of a( T)/T = P(T). 
Thus inequality (41b) states that Prob{fl(T) $ A,l,,zj < c/2. Combining these 
two facts, there exists a set A,,, of sample paths such that 
A,,, has measure less than E (43) 
Now E was completely arbitrary, and 6 was arbitrary except for the restriction 
that 6 < 26,. Since increasing 6 dimishes the sets on the left hand sides of (44) 
and (44’), this restriction may be removed. If a sample path /3 does not have a 
limit at +CO, then for all sufficiently large n we have 
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and thus /3 is in ~l~-~,~-~ for all large enough n. Thus j3 is in nyS, uzzi A, n,y- II 
which has measure 0. Thus almost every path ,B has a limit as t ---f -I x. The 
probability density of /3(t) = t-la(t) is, by the equivalence of wave mechanics 
and stochastic mechanics, t” / $(pl; t)12. It is an immediate consequence of equa- 
tion (13’) of the lemma that the limit of this density as t - -+ x is i $(p)~“. 
QED. 
Remark: It should be noted that the hypothesis f ) .v : #(x; O)i & -.: YJ 
is unnatural in that this property is not conserved with time. Indeed, if 
J .-II #J(s; s)] dx < co, then 4(x; t) is differentiable for all I 7. S. ‘Thus if 
J s : #(x; O)i dx <. cc, but z/(x; 0) is not differentiable (i.e., not L” equivalent 
to a differentiable function), then s ( x j / 4(x; t)l dx is intinite for all i f- 0. 
-4 more natural hypothesis might be the assumption that $(.x; 0) is a Schwartz 
function; this property is conserved with time and implies that 
s j x / / +(x; 0) dx < 03. 
_Vote: The referee has pointed out that a result similar to the lemma in this 
paper appears in a preprint entitled “The stochastic interpretation of quantum 
mechanics: -4 critical review” by G. C. Ghirard; C. Omero, A. Rimini, and 
‘I. Weber of Istituto di Fisica Teorica dell ‘Universita, Trieste, Italy. 
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