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Résumé
Détection de structures ﬁnes par traitement d'images et apprentissage
statistique : application au contrôle non destructif
Résumé : Dans cette thèse, nous présentons de nouvelles méthodes de traitement d'images pour
extraire ou rehausser les éléments ﬁns d'une image. Pour ces opérateurs, issus de la morphologie
mathématique, l'accent a été mis principalement sur la précision de détection et sur le temps de calcul,
qui doivent être optimisés pour pouvoir répondre aux contraintes de temps imposées par diﬀérentes
applications industrielles. La première partie de ce mémoire présente ces méthodes, organisées en
fonction de la tortuosité des objets à détecter. Nous commençons par proposer un algorithme rapide
pour le calcul des ouvertures 1-D aﬁn d'extraire des structures rectilignes des images. Puis, nous
étudions une nouvelle classe d'opérateurs rapides avec les ouvertures parcimonieuses par chemins,
permettant d'analyser des structures ayant une tortuosité modérée. Enﬁn, nous proposons de nouveaux
éléments structurants adaptatifs et des ﬁltres connexes construits avec des attributs géodésiques et
géométriques pour extraire des structures ﬁliformes ayant une tortuosité quelconque.
Dans un second temps, nous avons développé une méthode d'analyse statistique en introduisant une
nouvelle pénalisation adaptative. L'objectif consiste à créer un modèle prédictif précis, qui minimise en
même temps une fonction de coût, indépendante des données. Lorsque cette fonction de coût est liée
au temps de calcul de chaque descripteur, il est alors possible de créer un modèle parcimonieux précis
et qui minimise les temps de calcul. Cette méthode est une généralisation des régressions linéaires et
logistiques Ridge, Forward stagewise, Lar, ou Lasso.
Les algorithmes développés dans cette thèse ont été utilisés pour trois applications industrielles,
très diﬀérentes les unes des autres, mais toutes faisant intervenir une approche multidisciplinaire :
le traitement d'images et l'analyse statistique. L'association de ces deux disciplines permet d'amé-
liorer la généricité des stratégies proposées puisque les opérateurs de traitement d'images alliés à un
apprentissage supervisé ou non supervisé, permettent d'adapter le traitement à chaque application.
Mots clés : Traitement d'images, morphologie mathématique, analyse statistique, caractérisation
de formes, contrôles non destructifs, ouvertures parcimonieuses par chemins, region growing structuring
elements (REGSE), amincissements par attributs géodésiques et géométriques, Adaptive coeﬃcient
shrinkage (AdaCOS).
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Abstract
Thin structures detection by means of image processing and statistical learning :
application to non-destructive testing
Abstract : This PhD is dedicated to new image processing methods to extract or enhance thin
objects from an image. These methods stem from mathematical morphology, and they mainly focus
on the accuracy of the detection and on the computation time. This second constraint is imposed by
the fact that we are dealing with high-throughput applications. The ﬁrst part of this thesis presents
these methods, organized according to the tortuosity of the objects to detect. We ﬁrst propose a fast
algorithm for the computation of 1-D openings, used to extract thin and straight structures in the
images. Then, we study a new class of fast operators, parsimonious path openings, which can extract
thin structures with moderate tortuosities. Finally, we propose new adaptive structuring elements
and new thinnings with geodesic and geometric attributes to ﬁlter out the noise and to enhance thin
structures of any tortuosity.
Besides, we have developed a machine learning method by introducing a new adaptive penaliza-
tion. We aim at creating a predictive model that minimizes a cost function (independent of the data)
while preserving a good accuracy. When this cost function is linked to the computation time of each
feature, the resulting models will optimize the timings, while preserving a good accuracy. This me-
thod is a generalization of linear and logistic regressions with Ridge, Forward stagewise, Lar or Lasso
penalization.
The algorithms developed in this thesis have been used for three industrial applications. While their
objectives are very diﬀerent, the framework is the same (non-destructive testing) and they all involve a
multidisciplinary approach (images processing and statistical analysis). The combination of these two
ﬁelds yields a higher ﬂexibility in comparison with classical methods. Generic strategies are used, since
image processing operators are associated to statistical learning (supervised or unsupervised) to make
a speciﬁc treatment for each application.
Keywords : Image processing, mathematical morphology, statistical analysis, pattern recognition,
non destructive testing, parsimonious path openings, region growing structuring elements (REGSE),
geodesic and geometric attributes thinnings, Adaptive coeﬃcient shrinkage (AdaCOS).
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Introduction
 The current state of knowledge can be summarised thus : in
the beginning there was nothing, which exploded. 
Terry Pratchett, Théorie du Big Bang
Le traitement d'images est un domaine vaste où les limites sont constamment repoussées pour
apporter des solutions innovantes et adaptées aux besoins de la science et des industriels. Avec l'avè-
nement des ordinateurs et des techniques d'imagerie, les champs applicatifs des méthodes d'analyse
d'images ont explosé, allant de l'imagerie médicale et biomédicale aux contrôles non destructifs, en
passant par la quantiﬁcation de matériaux ou l'imagerie spatiale.
Les déﬁs actuels en analyse d'images portent principalement sur la création de nouveaux traitements
plus performants et plus rapides pour répondre à la fois à la complexiﬁcation des problèmes et à
l'évolution toujours croissante de la quantité de données à traiter. Aussi, l'association avec une discipline
connexe et complémentaire, l'analyse statistique, émerge et devient indispensable pour de nombreuses
applications.
Le travail présenté dans ce document de thèse est motivé par des besoins industriels pour la concep-
tion de nouveaux traitements permettant d'extraire et de rehausser les éléments ﬁns d'une image
d'une manière eﬃcace et rapide. Ces outils seront couplés à des méthodes statistiques pour proposer
des solutions originales aux industriels, partenaires du Centre de Morphologie Mathématique (CMM) :
Safran, Dassault Aviation, Areva et d'autres petites et moyennes entreprises dans le cadre du projet
TOCATA, L'Oréal pour une étude sur les ﬁbres du derme de la peau et Colas pour un projet sur le
contrôle non destructif des routes.
Cadre des projets industriels
Cette thèse s'inscrit dans un contexte industriel fort : le projet TOCATA, d'une part, et deux
projets réalisés pour le compte des sociétés L'Oréal et Colas, d'autre part. Ces trois projets sont très
diﬀérents l'un de l'autre mais possèdent un ﬁl conducteur commun : le contrôle par l'image et plus
précisément, les contrôles non destructifs.
Vincent Morard
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INTRODUCTION
Projet TOCATA
Le projet TOCATA 1 a pour objectif de remplacer une technologie de contrôle non destructif très
polluante, le ressuage, par un contrôle optique complètement automatisé et propre. Un robot, portant
un système optique, réalise une trajectoire précise autour de la pièce à inspecter. Le ﬂot d'images
provenant du capteur doit être analysé aﬁn de vériﬁer la conformité de la pièce avec le cahier des
charges.
Par conséquent, l'objectif consiste à développer une méthodologie adaptée, associant le traitement
d'images et l'analyse statistique, aﬁn de localiser tous les défauts de surface des pièces métalliques.
Une stratégie générique sera alors utilisée aﬁn de permettre la détection de diﬀérents types de défauts
sur diﬀérents types de pièces. Les données fournies par la caméra représentent plusieurs giga pixels
de données par pièce et concevoir des algorithmes optimisés et rapides constitue un enjeux primordial
dans la réussite de ce projet. La précision de la détection des défauts est un autre facteur tout aussi
indispensable. Il faudra donc limiter l'apparition de faux positifs tout en s'assurant que tous les défauts
soient bien détectés.
L'accent a été mis sur les défauts de types ﬁssures présents sur les pièces métalliques, et sur la
vitesse de calcul, qui reste un leitmotif dans l'ensemble de ce document.
Projet L'Oréal
Le partenariat avec l'entreprise L'Oréal porte sur la caractérisation de la peau grâce à un système
optique innovant et non invasif : la microscopie multiphoton. Des images 3-D de la peau humaine sont
acquises sur 60 volontaires répartis en deux catégories, les personnes ayant moins de 25 ans et celles
ayant plus de 60 ans.
L'objectif de ce projet est la caractérisation des ﬁbres du derme grâce à des techniques d'analyse
d'images. La forme, la taille, l'orientation et l'organisation spatiale des ﬁbres sont des paramètres
mesurés et quantiﬁés. Dans un second temps, une interprétation possible est proposée en s'aidant de
méthodes statistiques. Nous verrons ainsi quels sont les paramètres qui évoluent avec le temps. Suivre
l'évolution des ﬁbres du derme fournit des informations précieuses pour la compréhension globale des
modiﬁcations de la peau et pour visualiser l'eﬀet anti-âge des molécules actives mises au point par
L'Oréal.
Projet Colas
Dans le cadre des contrôles non destructifs, l'entreprise Colas souhaite étudier l'évolution des routes
avec le temps aﬁn d'obtenir des informations essentielles sur le vieillissement des voies de circulation.
Obtenir automatiquement un taux de dégradation des routes facilitera les prises de décisions aﬁn de
remplacer ou non les sections endommagées. Un système optique est donc ﬁxé à un véhicule adapté,
permettant d'acquérir des images avec une résolution de 1 mm par pixel.
L'objectif consiste à développer et utiliser des outils de traitement d'images permettant d'analyser
les diﬀérentes textures des routes. Une analyse statistique complètera cette étude pour détecter et
extraire les portions de routes arrachées.
1. TOCATA : Technologie Optique Couplée à l'Analyse Topologique Automatisée
2 Vincent Morard
Thèse de doctorat, MINES ParisTech, 2012
Besoins et contraintes industriels
Besoins et contraintes industriels
On peut dégager des besoins communs de ces trois projets industriels : (i) la détection et l'extraction
des éléments ﬁns d'une image, (ii) des outils statistiques pour la classiﬁcation ou le classement et (iii)
des interfaces hommes machines adaptées. Cependant, ces besoins, ﬁxés par ces projets industriels,
sont liés à des contraintes qu'il faut prendre en compte : (i) les temps de calcul des opérateurs de
traitement d'images doivent être optimisés, (ii) les stratégies proposées doivent être génériques et (iii)
les problématiques soulevées par les diﬀérentes applications doivent être solutionnées.
Détection des structures ﬁliformes
Euclide, mathématicien de la Grèce antique, a déﬁni géométriquement la notion de courbe et de ligne
comme un élément qui a une longueur sans largeur . Cette phrase illustre parfaitement la principale
caractéristique des structures ﬁliformes ; une dimension de l'objet est très largement supérieure à l'autre.
La détection de telles structures est de ce fait diﬃcile, malgré tous les progrès réalisés par les systèmes
optiques en termes de précision et de résolution.
L'objectif est d'extraire ces structures des images en réduisant le bruit et en supprimant les objets
qui ne rentrent pas dans les spéciﬁcations. Il faut donc faire du ﬁltrage et du rehaussement des objets
ﬁliformes pour aboutir à une partition (segmentation) de l'image en deux catégories distinctes : les
objets d'intérêt et le fond de l'image.
En traitement d'images, de nombreuses méthodes existent pour extraire les éléments ﬁliformes des
images, cependant, toutes ne répondent pas aux contraintes soulevées par les projets industriels. Par
conséquent, de nouvelles méthodes doivent être conçues pour améliorer soit la vitesse de calcul, soit
la précision des opérateurs ou soit la généricité de la détection en proposant des méthodes pouvant
extraire des structures ﬁliformes ayant une tortuosité quelconque.
Outils d'analyse statistiques
L'analyse statistique (ou la fouille de données) est une discipline transversale très utilisée et souvent
indispensable de nos jours ; les systèmes étant de plus en plus complexes et de plus en plus gros : We
are drowning in information and starving for knowledge - Roger Rutherford. Les méthodes d'ana-
lyse statistique permettent d'extraire l'information pertinente, de regrouper les éléments semblables,
d'établir des règles et des liens entre les éléments, tout ceci dans le but d'apprendre des données.
L'analyse statistique a une place centrale dans ce document de thèse et l'associer au traitement
d'images permettra de proposer des solutions à la fois précises et génériques. L'utilisateur pourra ainsi
utiliser ces méthodes pour diﬀérents types de données moyennant une étape d'apprentissage statistique.
On voit ici l'importance de proposer des interfaces graphiques simples, intuitives et adaptées pour qu'un
utilisateur, sans connaissances particulières en traitement d'images ou en analyse statistique, puisse
utiliser le logiciel.
Plan de cette thèse
Ce document de thèse est décomposé en deux parties majeures : la première regroupe les apports
méthodologiques axés sur la théorie de la morphologie mathématique, avec l'introduction de nou-
veaux opérateurs de traitement d'images pour la détection des éléments ﬁns et d'une nouvelle méthode
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d'analyse statistique. Enﬁn, la seconde partie présentera le travail réalisé spéciﬁquement pour chaque
partenaire industriel dont les besoins ont été introduits brièvement dans la section précédente.
Première partie : apports méthodologiques
Le chapitre 1 présente un état de l'art des diﬀérentes méthodes existantes permettant de rehausser
ou de ﬁltrer les structures ﬁliformes. Suivent l'introduction et la description d'un nouvel algorithme
permettant de calculer rapidement des ouvertures avec des éléments structurants rectilignes orientés
dans toutes les directions de l'espace (chapitre 2). Une extension de cet algorithme permet aussi de
construire des granulométries, des ouvertures par reconstruction et l'arbre de composantes connexes.
Cet algorithme constitue le socle du chapitre 3, où est déﬁni un nouvel opérateur : les ouvertures
parcimonieuses par chemins. Ce ﬁltre permet de supprimer les chemins ayant une longueur inférieure à
un paramètre. Les résultats sont sensiblement les mêmes que les ouvertures par chemins de Heijmans
et al. [90] mais seulement un sous ensemble de chemins de l'image est analysé, permettant d'obtenir
des gains considérables sur les temps de calcul et sur la précision de ces opérateurs.
Les chapitres 4 et 5 proposent des méthodes originales permettant d'extraire des structures ﬁli-
formes très tortueuses de l'image. Le chapitre 4 est dédié à un opérateur supplémentaire relevant de la
morphologie mathématique adaptative, les region growing structuring elements. Les éléments structu-
rants créés ont une taille ﬁxe mais une forme variable aﬁn de s'adapter aux structures de l'image. De
nouveaux opérateurs analysant la forme des éléments structurants adaptatifs sont présentés, permet-
tant de rehausser les structures ﬁliformes de l'image.
Quant au chapitre 5, il présente un opérateur connexe qui analyse la longueur des objets avec des
mesures géodésiques ou géométriques. Ce ﬁltre permet de supprimer les objets des images avec des
critères de taille, d'élongation, de tortuosité ou de circularité. Une implémentation rapide est présentée,
basée sur le calcul d'un nouvel attribut : le diamètre barycentrique.
Enﬁn, le chapitre 6 propose une nouvelle méthode d'analyse statistique appelée AdaCOS. Cette
méthode est destinée au projet TOCATA et a pour objectif premier de réduire les temps de calcul.
La méthode AdaCOS construit une régression linéaire pénalisée aﬁn de réaliser un compromis entre
la précision du modèle et la minimisation d'une fonction de coût. La généralisation de cette méthode
permet d'obtenir des modèles parcimonieux et des régressions logistiques pénalisées.
Seconde partie : applications industrielles
Les outils méthodologiques développés dans la première partie de ce document seront tous utilisés
dans le cadre du projet TOCATA (chapitre 7). Ce chapitre présente les problématiques de ce projet et
les solutions apportées pour la détection des défauts de surface de pièces métalliques.
Le chapitre 8 propose une application associée à la détection des éléments ﬁliformes dans une image
3-D (projet L'Oréal). Les ﬁbres de la peau sont caractérisées par des méthodes de traitement d'images
suivies d'une analyse statistique pour extraire les paramètres importants.
Enﬁn, le chapitre 9 regroupe les travaux eﬀectués pour l'entreprise Colas. Des outils pour analyser
la texture des routes sont développés et des analyses statistiques non supervisées, puis supervisées,
permettent de détecter et de quantiﬁer les défauts de surface des routes.
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Outils eﬃcaces et rapides pour la
détection de structures ﬁnes dans une
image
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CHAPITRE 1
État de l'art : Détection des structures ﬁnes
 On ne connaît pas complètement une science tant qu'on n'en
sait pas l'histoire. 
Auguste Comte, Cours de philosophie positive, 1830-1842
En traitement d'images, la détection des structures ﬁliformes se révèle être un problème épineux
mais néanmoins indispensable dans un nombre important d'applications, que l'on peut répartir en
plusieurs domaines d'étude :
1. En imagerie médicale, de telles structures peuvent être trouvées dans les vaisseaux sanguins ,
les vaisseaux du fond de l'÷il, les molécules d'ADN, les os, les neurones, les empreintes digitales,
les rides et les ﬁbres de la peau, ou les ﬁbres musculaires.
2. Pour les contrôles non destructifs, on trouve ces structures dans les défauts de surface de type
ﬁssure sur les routes ou sur des pièces métalliques, mais aussi pour le contrôle de la distribution
de taille des ﬁbres d'un matériau ou pour la détection des craquelures des tableaux anciens.
3. Pour les images satellites ou aériennes, on peut être amené à extraire la position des routes,
des rails, des rivières ou des ﬂeuves.
En observant les objets à détecter de ces applications, on peut dégager une caractéristique com-
mune ; ils ont une forme ﬁne spatialement tout en étant très allongés, rendant diﬃcile leur détection.
De plus, de telles structures ont une sensibilité accrue aux bruits, du fait de leur ﬁnesse et de leur
longueur. Ces objets ﬁliformes apparaissent donc souvent plus courts qu'ils ne le sont en réalité, biai-
sant la distribution de taille mesurée. Ainsi, les opérateurs de traitement d'images doivent détecter
uniquement les objets ﬁliformes tout en étant robustes aux bruits. De là vient la principale diﬃculté de
ces méthodes : comment rehausser les structures ﬁnes de l'image sans augmenter le bruit ? Comment
ﬁltrer le bruit sans détruire l'information utile ?
Définition 1.1
Filtre : le principe du ﬁltrage consiste à modiﬁer l'image pour en retenir exclusivement l'information
pertinente.
On recense, dans ce chapitre, quelques méthodes utilisées dans la littérature pour détecter les
structures ﬁnes d'une image. Ce chapitre n'a pas vocation à lister exhaustivement tous les opérateurs
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Figure 1.1  Image initiale de taille 768 par 576 pixels, pour la détection des éléments ﬁns de type
ﬁssures.
existants mais plutôt à extraire certains d'entre eux, qui présentent des caractéristiques intéressantes
par rapport aux applications visées et à montrer leurs résultats en images. Voir la thèse de Tankyevych
[225] pour un état de l'art plus complet dans ce domaine.
Nous étudierons tout d'abord les méthodes basées sur les bancs de ﬁltres directionnels avec des
ﬁltres linéaires ou morphologiques. Puis, nous verrons d'autres méthodes basées sur la transformée de
Hough, sur les lignes de crêtes ou sur la dérivée seconde. Nous introduirons ces opérateurs d'une manière
succincte et non formelle aﬁn de visualiser leur intérêt à travers un exemple concret d'utilisation :
l'extraction d'une ﬁssure provenant d'une image d'une pièce métallique. Ces défauts sont localement
rectilignes et déconnectés par endroit (voir la ﬁgure 1.1).
1.1 Banc de ﬁltres directionnels
Les méthodes utilisant un banc de ﬁltres directionnels utilisent généralement un élément de base,
appelé noyau pour les ﬁltres linéaires ou élément structurant (ES) pour les ﬁltres morphologiques (non
linéaires), qui pourra subir des transformations aﬃnes comme des rotations ou des mises à l'échelle. Il
s'agit donc de créer un noyau ou un ES de forme et d'orientation telle que la réponse soit maximale
pour les objets que l'on souhaite détecter. Concrètement, ce noyau ou cet ES est convolué avec l'image
et les résultats de ces ﬁltres directionnels sont combinés ensemble en prenant le supremum des réponses.
On obtient donc un ﬁltre isotrope que l'on peut décliner en plusieurs catégories, les ﬁltres construits
avec des segments de droites, les ﬁltres linéaires et les ﬁltres avec des chemins.
1.1.1 Segment de droite
Si les éléments à détecter dans l'image sont localement linéaires, alors utiliser un segment de droite
comme noyau ou comme ES, orienté parallèlement à ces structures, permettra de les rehausser. On
va alors déplacer ce segment de droite sur tous les pixels de l'image pour réaliser une convolution. Le
pixel central aura une nouvelle valeur qui pourra être calculée de plusieurs façons diﬀérentes :
 Si on calcule la valeur moyenne des pixels du noyau et que l'on remplace la valeur du pixel central
par cette nouvelle valeur, on obtient un ﬁltre moyen directionnel.
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 En classant les pixels par ordre croissant et en sélectionnant la valeur médiane, on déﬁnit un
ﬁltre médian directionnel [236, 102].
 En attribuant au pixel central une combinaison linéaire entre un noyau de proﬁl gaussien et
l'image, on a un ﬁltre gaussien directionnel.
 Pour préserver les contours de l'image, on peut pondérer le noyau de convolution non seule-
ment par la distance spatiale mais aussi par la distance tonale. Cet opérateur, introduit par
Tomasi et Manduchi [234], correspond à la généralisation du ﬁltre gaussien, appelé ﬁltre bilatéral
directionnel.
 En calculant la succession d'une érosion et d'une dilatation, on a une ouverture morphologique
directionnelle, [202, 215], opérateur qui sera déﬁni formellement dans le chapitre 2.
 Enﬁn, pour rendre la détection moins sensible aux bruits poivre et sel de l'image, on peut utiliser
des ﬁltres de rang pour construire des opérateurs morphologiques (voir [209] pour une étude
présentant l'état de l'art de ces méthodes). Plus précisément, Ronse [191, 192] puis Heijmans
[88] présentèrent des ouvertures basées sur les ﬁltres de rang (rank-max openings) qui permirent
d'analyser rapidement toutes les combinaisons possibles en prenant exactement k pixels de cet
élément structurant. Une ouverture de rang maximum est donc la composition d'un ﬁltre de
rang suivi d'une dilatation. On prendra ensuite l'inﬁmum avec l'image initiale aﬁn de conserver
la propriété d'anti-extensivité de ce ﬁltre.
On illustre le fonctionnement de ces six opérateurs sur le défaut de la ﬁgure 1.1. Les segments de
droites sont créés avec des lignes de Bresenham [30], orientées suivant 180 directions dans l'espace. La
ﬁgure 1.2 présente les résultats obtenus en calculant le supremum des ﬁltres directionnels pour chaque
opérateur. Pour un ﬁltre moyen, on constate que l'on préserve et rehausse correctement les structures
ﬁliformes de l'image même si elles sont déconnectées par du bruit. Néanmoins, ce ﬁltrage introduit une
sorte de halo autour de toutes les structures. Cet eﬀet est quelque peut réduit lorsque l'on utilise un
ﬁltre gaussien puis fortement atténué pour un ﬁltre bilatéral ou un ﬁltre médian. En eﬀet, la qualité
de détection de ces deux opérateurs est bonne, tout en limitant les artéfacts dans le fond de l'image.
Enﬁn, les opérateurs morphologiques n'introduisent pas d'artéfacts, mais les ﬁssures ne sont pas pontées
contrairement aux ﬁltres linéaires. On note que le supremum des ouvertures directionnelles avec un
ﬁltre de rang est moins sensible aux bruits qu'une ouverture morphologique classique et il préserve par
conséquent plus de structures dans l'image.
D'autres auteurs comme Sun et Vallotton, dans [222] proposèrent d'analyser le proﬁl des éléments
ﬁns avec des segments de droites orientés dans toutes les directions de l'espace. Ils détectent alors le
lobe principal ainsi que tous les lobes secondaires de ce proﬁl 1-D, puis ils les préservent ou non suivant
un critère de contraste.
1.1.2 Les ﬁltres linéaires
Mis à part le ﬁltre bilatéral, ces ﬁltres réalisent un traitement uniquement spatial. Cependant,
l'information fréquentielle est tout aussi importante. Pour la prendre en compte, nous pouvons passer
dans le domaine de Fourier, qui fournit une représentation purement fréquentielle de l'information [25].
A mi-chemin, les ondelettes permettent de réaliser une analyse à la fois spatiale et fréquentielle. Cette
notion a été introduite pour la première fois au début des années 1900 dans le document de thèse de
Haar [84] puis elle a été reprise en 1986 par Mallat [130] qui uniﬁa les ondelettes dans le contexte du
traitement du signal et de l'image. Enﬁn, Daubechies [47] utilisa le travail de Mallat pour construire
un ensemble d'ondelettes ayant une base de fonctions orthogonales.
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(a) Supremum des ﬁltres moyens sur des segments
de taille 31 pixels
(b) Supremum des ﬁltres gaussiens sur des seg-
ments de taille 31 pixels
(c) Supremum des ﬁltres bilatéraux sur des seg-
ments de taille 31 pixels
(d) Supremum des ﬁltres médians sur des seg-
ments de taille 31 pixels
(e) Supremum des ouvertures par des segments
de taille 31 pixels
(f) Supremum des ouvertures de rang maximal
par des segments de taille 31 pixels avec un pour-
centage de 80% pour le ﬁltre de rang
Figure 1.2  Illustration des ﬁltres utilisant des segments de lignes comme éléments structurants ou
comme noyaux. Chaque opérateur correspond au supremum des réponses de 180 ﬁltres directionnels.
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(a) Noyau 2-D isotrope d'un ﬁltre de Gabor (b) Noyau 2-D anisotrope d'un ﬁltre de Gabor
Figure 1.3  Noyaux de convolution des ﬁltres de Gabor : (a) dans sa version de base, (b) en supprimant
l'isotropie de l'enveloppe gaussienne.
Ces opérateurs sont intrinsèquement multi-échelles et parmi toutes les méthodes existantes dans la
famille des ondelettes, on en extrait deux, largement utilisées dans la littérature : les ﬁltres de Gabor
et les ﬁltres Diﬀerence of Gaussians (DoG).
Filtres de Gabor
Déﬁni par Gabor en 1946 [70], ce ﬁltre fait partie de la famille des ondelettes. Sa réponse impul-
sionnelle est constituée d'une enveloppe gaussienne, modulée par une sinusoïde plane. En modiﬁant
l'orientation, la fréquence et la phase de la sinusoïde, on peut réaliser alors une analyse multi-échelle
de l'image. Pour la détection des éléments ﬁliformes d'une image, on rend l'enveloppe gaussienne ani-
sotrope suivant la direction transverse à l'orientation de la sinusoïde. On obtient ainsi des noyaux
de forme allongée qui s'adaptent bien aux objets ﬁliformes. La ﬁgure 1.3 propose des représentations
en trois dimensions de tels noyaux (isotropes et anisotropes) et la ﬁgure 1.5(a) présente un exemple
d'utilisation de ce ﬁltre. La détection des ﬁssures est très bonne et la réduction du bruit eﬃcace. On
note néanmoins que l'on peut améliorer le traitement si on supprime les oscillations introduites par les
lobes secondaires [232].
Filtres Diﬀerence Of Gaussians (DoG)
Ce ﬁltre déﬁnit par Marr et Hildreth dans [132] permet d'obtenir une approximation de la dé-
rivée d'une gaussienne : un Lapacien. Ce ﬁltre passe bande, intrinsèquement multi-échelles, réalise
une convolution de l'image avec un noyau ayant une section qui correspond à la diﬀérence de deux
gaussiennes avec deux écarts types diﬀérents. On peut modiﬁer quelque peu la forme du noyau 2-D
pour qu'il ait un proﬁl Laplacien uniquement dans une direction, associée à un proﬁl gaussien dans la
direction transverse. On transforme ainsi cet opérateur en ﬁltre directionnel. La ﬁgure 1.4(b) montre
la construction d'un noyau DoG pour un signal 1-D ainsi qu'une représentation de ce noyau en trois
dimensions.
La ﬁgure 1.5(b) présente le supremum des réponses avec un banc de ﬁltres DoG directionnels pour
la détection des éléments ﬁns des images.
1.1.3 Filtres avec des chemins
Ces noyaux de convolution permettent de détecter des structures ﬁnes mais linéaires. Travailler sur
des chemins améliore la ﬂexibilité pour pouvoir extraire des structures plus tortueuses.
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Figure 1.4  Illustration du noyau de convolution utilisé pour la détection des structures ﬁnes et
linéaires.
Ouvertures par chemins
Vincent proposa dans [245] de trouver le chemin globalement minimal entre deux bordures de
l'image. Cet opérateur fonctionne dans des environnements très bruités mais nécessite d'introduire de
l'information à priori, pas toujours réalisable en pratique. Dans le même esprit, Heijmans et al. ont
introduit en 2005 un opérateur morphologique très performant pour extraire les structures qui ne sont
pas parfaitement linéaires. Cet opérateur, appelé ouverture par chemins [90], sera décrit précisément
dans le chapitre 3, où l'on présente les ouvertures parcimonieuses par chemins, opérateur qui permet
de réduire les temps de calcul tout en préservant la qualité de détection. On illustre par la ﬁgure 1.5(c),
les résultats du supremum des ouvertures avec des chemins incomplets.
Free form anisotropy
Nguyen et al. [169] proposent eux aussi une méthode utilisant des chemins, free-form anisotropy.
Cet opérateur est dérivé des travaux de Roli [189] et analyse quatre chemins de taille ﬁxe, construit
d'une manière optimale autour du pixel central. Si un des chemins se situe sur une ﬁssure, alors il sera
statistiquement diﬀérent des autres, permettant ainsi de l'extraire. La ﬁgure 1.5(d) présente le résultat
de ce ﬁltre et on note que les structures ﬁnes sont correctement détectées ; cependant des artéfacts
apparaissent dans le fond de l'image.
On peut citer d'autres algorithmes utilisant des bancs de ﬁltres directionnels : des méthodes basées
sur des modèles de vaisseaux sanguins : [67, 205, 235] ou des ﬁltres pour la détection des routes à partir
d'images satellites : [73] et [218].
1.2 Autres méthodes
Il existe d'autres ﬁltres et d'autres méthodes permettant de détecter les structures ﬁliformes d'une
image. On regroupe dans cette section quelques exemples d'opérateurs.
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(a) Supremum des ﬁltres de Gabor directionnels (b) Supremum des ﬁltres DoG directionnels
(c) Supremum des ouvertures par chemins incomplets (d) Free form anisotropy
Figure 1.5  Illustration des ﬁltres de Gabor (a) et DoG (b) ainsi que les ouvertures par chemins (c)
et les free form anisotropy (d).
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1.2.1 La transformée de Hough et la transformée de Radon
Hough proposa en 1962, une transformation qui porte aujourd'hui son nom, permettant de détecter
les lignes droites d'une image binaire [96, 56]. Il s'agit d'un changement d'espace de représentation où
chaque point de l'image correspond à une sinusoïde dans l'espace des paramètres. Ainsi, la recherche
de droites dans l'image se transforme en une recherche d'accumulation de points dans l'espace des
paramètres. La transformée de Radon [186], propose une formalisation quelque peu diﬀérente mais il
a été montré que ces deux transformations sont très proches. En eﬀet, la transformée de Hough peut
être vue comme une discrétisation de la transformée de Radon [220].
1.2.2 Lignes de crêtes, squelettes et lignes de partage des eaux
Les objets ﬁliformes à détecter peuvent être vus comme des lignes de crêtes d'un relief topo-
graphique. L'opérateur de la ligne de partage des eaux [18, 247, 17] (LPE) permet de réaliser cette
détection. Si on calcule une LPE sur l'image de la ﬁgure 1.5(a), en partant de tous ses h-minima 1, on
obtient alors une ligne de partage des eaux ﬁne, qui colle parfaitement aux lignes de crêtes de l'image.
On peut aussi calculer un squelette homotopique d'une image en niveaux de gris aﬁn de correctement
positionner le squelette sur les lignes de crête de l'image [55]. Dans [190], Ronse proposa d'utiliser des
noyaux de convolution adaptés pour détecter les lignes de crêtes aﬁn de positionner un squelette.
1.2.3 Méthodes basées sur la dérivée
La détection des contours [132, 32, 51, 123] regroupe de nombreuses méthodes permettant de
détecter les bords des structures ﬁliformes. Le ﬁltre de Canny [32] utilise l'information générée par la
dérivée seconde d'un noyau gaussien aﬁn de détecter la géométrie locale des structures. C'est un ﬁltre
optimal au sens des trois critères suivants : les contours sont bien détectés, bien localisés et ﬁns.
Dans [223], Talbot travailla sur la recherche de segment de droite en combinant des informations
locales et non locales. La recherche des lignes est réalisée depuis les maxima locaux de l'image en liant
ces points par des méthodes de propagations et de reconnections.
En 2008, Jeulin et Moreaud [100] estimèrent l'orientation locale de ﬁbres par l'analyse de la matrice
de covariance du gradient de l'image. L'implémentation de cette méthode peut être réalisée dans le
domaine de Fourier pour diminuer les temps de calcul.
Altendorf et Jeulin, [3, 1], utilisèrent des cartes de distances directionnelles associées à l'analyse
de l'inertie pour déﬁnir les caractéristiques locales d'un réseau de ﬁbres (orientation et rayon). En
dimension 2, quatre directions sont nécessaires pour estimer les paramètres locaux aﬁn d'obtenir une
implémentation rapide.
L'analyse de la matrice Hessienne peut donner de l'information sur l'orientation locale des structures
de l'image. Cette stratégie a été utilisée par Tankyevych et al. dans [226] pour ﬁltrer les structures en
fonction de leur orientations locales.
1.3 Bilan de l'état de l'art
Les méthodes présentées dans ce chapitre permettent d'extraire ou de rehausser les structures ﬁli-
formes d'une image. Cependant, pour quantiﬁer la qualité de la détection proposée par ces opérateurs,
plusieurs facteurs entrent en jeux :
1. Un ﬁltre h-minima supprime tous les maxima locaux de l'image qui ont une hauteur inférieure à h.
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1. Un des principaux facteurs réside dans la précision des opérateurs puisqu'il est nécessaire d'ex-
traire uniquement les structures ﬁliformes de l'image. Dans une sous catégorie, un opérateur sera
encore plus précis lorsqu'il pourra trier ces structures par rapport à leur longueur, à leur largeur
ou à leur élongation.
2. Un opérateur doit être robuste au bruit pour ne pas sous-estimer la taille des structures ﬁliformes
qui sont déconnectées par du bruit.
3. Un opérateur doit pouvoir détecter des structures qui ont une tortuosité quelconque.
4. Enﬁn, un dernier facteur, essentiel pour notre étude, consiste à avoir une détection très rapide
pour répondre aux fortes contraintes temporelles des applications industrielles.
Il est évident qu'un unique opérateur ne peut pas avoir toutes ces qualités en même temps. Certaines
méthodes permettent d'extraire uniquement les structures rectilignes, d'autres travaillent avec des
chemins et peuvent extraire des structures plus tortueuses. De plus, la précision de ces méthodes n'est
pas équivalente, tout comme les temps de calcul qui peuvent varier de plusieurs ordres de grandeur.
Pour de nombreux opérateurs, il faut faire un compromis entre temps de calcul et précision.
Parmi l'ensemble des méthodes disponibles dans la littérature, on remarque que peu d'entres elles
ont des temps de calcul satisfaisants pour nos applications industrielles. Ceci constituera notre premier
axe de travail. Nous proposerons donc des algorithmes rapides, permettant d'accélérer des opérateurs
existants (chapitre 2) ou des nouveaux opérateurs précis et rapides : les ouvertures parcimonieuses par
chemins, chapitre 3.
Le deuxième axe de recherche consiste à créer des ﬁltres permettant d'extraire des structures
ﬁliformes qui ont une forte tortuosité (chapitre 4 et 5). En eﬀet, la majorité des méthodes est conçue
pour la détection des structures plus ou moins rectilignes.
Enﬁn, on propose un troisième axe de recherche original qui associe l'analyse statistique et le
traitement d'images pour extraire les éléments ﬁliformes d'une manière rapide et eﬃcace (le projet
TOCATA, chapitre 7, utilise la méthode d'analyse statistique développée dans le chapitre 6).
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CHAPITRE 2
Élément structurant invariant par translation : nouvel algorithme mono dimensionnel
pour calculer rapidement des ouvertures, des granulométries et des arbres de
composantes connexes en temps constant par pixel
Dans un contexte industriel, le temps de calcul est souvent un facteur déterminant. Élaborer des
algorithmes rapides permet d'appréhender des problèmes qui ont des fortes contraintes temps réel.
Dans ce chapitre nous présentons un nouvel algorithme permettant de calculer des ouvertures morpho-
logiques, des ouvertures par reconstruction, des granulométries ainsi que des arbres de composantes
connexes le long de signaux mono dimensionnels (1-D). Il s'agit d'un algorithme simple, rapide et
ﬂexible qui ne nécessite en tout et pour tout, qu'un unique balayage du signal. La complexité théorique
est linéaire par rapport au nombre d'éléments du signal et constante par pixel. De plus, cet algorithme
peut travailler in situ 1 et gérer n'importe quel type de données du moment que les valeurs appar-
tiennent à un groupe ordonné. En pratique, nous utilisons des entiers sur 8-bits, 16-bits ou 32-bits et
des ﬂottants simples ou doubles précision. De plus, la ﬂexibilité de cet algorithme permet d'adapter la
gestion des bords aux diﬀérentes applications.
Pour étendre ces opérateurs à des images à deux dimensions (2-D) ou plus, deux extensions sont
proposées : (i) on extrait des droites 1-D avec des orientations arbitraires. On peut donc déﬁnir et
utiliser des granulométries orientées pour caractériser ﬁnement les textures, ainsi que des ouvertures
directionnelles pour conserver les structures ﬁnes et rectilignes dans une image. (ii) En déﬁnissant un
balayage original sur des chemins, on réalise un ﬁltrage des structures ﬁnes mais qui ne sont pas néces-
sairement droites. Un nouvel opérateur sera proposé dans le chapitre 3, les ouvertures parcimonieuses
par chemins.
On montrera, à travers de nombreux benchmarks (tests de performance) que les temps de calcul
de cet algorithme sont :
1. presque indépendants de la taille de l'élément structurant (les temps de calcul diminuent avec la
taille de l'ES) ;
2. les plus rapides pour des ouvertures 1-D avec des données d'entrée ayant une précision supérieure
à 8-bits ;
1. In situ : l'image d'entrée peut être la même que l'image de sortie
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3. compétitifs pour des données d'entrée 8 bits, par rapport à un algorithme introduit par Van
Droogenbroeck et Buckley [239] ;
4. les plus rapides pour le calcul des granulométries.
Enﬁn, on notera que le nombre de pixels par seconde que l'on pourra traiter augmente avec la taille
de l'image.
Mots clés : Morphologie mathématique, ouvertures linéaires, ouvertures linéaires par reconstruc-
tion, granulométries 1-D, arbre de composantes connexes 1-D, temps constant par pixel.
Ce travail a donné lieu à trois publications :
1. Dans [156], l'algorithme pour le calcul des ouvertures 1-D rapides est présenté pour la
première fois à la conférence internationale ICASSP en 2011 :
V. Morard, P. Dokládal, and E. Decencière, Linear openings in arbitrary orienta-
tion in O(1) per pixel, IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), 2011
2. Dans Karas et al. [104], le calcul des ouvertures 1-D est déporté sur une carte gra-
phique. Il s'agit d'un travail conjoint entre l'ESIEE Paris a et le Centre de Morphologie
Mathématique, publié dans le Journal of Real-Time Image Processing :
P. Karas, V. Morard, J. Bartovsky, T. Grandpierre, E. Dokládalová, P. Matula,
and P. Dokládal, GPU implementation of linear morphological openings with
arbitrary angle, Journal of Real-Time Image Processing, 2012
3. Dans Morard et al. [155], cet algorithme est étendu au calcul des granulométries et
de l'arbre de composantes connexes et publié dans une édition spéciale consacrée aux
ﬁltres morphologiques dans le journal Selected Topics in Signal Processing (STSP) :
V. Morard, P. Dokládal, and E. Decencière, One-dimensional openings, granulo-
metries and component trees in O(1) per pixel, IEEE Journal of Selected Topics
in Images Processing, 2012
a. ESIEE Paris est un centre de formation supérieure scientiﬁque et technique de la Chambre de Commerce
et d'Industrie de Paris : http://www.esiee.fr/
2.1 État de l'art
Parmi l'ensemble des méthodes permettant d'extraire les éléments ﬁns d'une image, le supremum
des ouvertures par segments orientés dans toutes les directions est une méthode largement utilisée dans
la littérature, qui répond en partie aux contraintes soulevées par nos applications. Il est cependant
nécessaire de réduire au maximum les temps de calcul de cet opérateur pour pouvoir l'utiliser dans des
applications qui ont de fortes contraintes temporelles (voir le chapitre 7).
Pour rappel, la morphologie mathématique (MM) est historiquement la première théorie non-
linéaire dans le domaine du traitement des images. Inventée en 1964 par deux chercheurs français
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de l'école des Mines de Paris : Matheron et Serra, la morphologie mathématique est basée sur une
approche ensembliste. L'idée de base est de comparer un ensemble inconnu à un élément structurant
(ES), qui lui, sera parfaitement caractérisé par sa forme et par sa taille. Cette comparaison donnera
des informations sur la géométrie des objets que l'on souhaite analyser. Une introduction à la MM est
donnée dans les ouvrages suivants : [137, 202, 203, 88, 210].
Historiquement, le calcul d'une ouverture nécessite la composition des deux opérateurs de base de
la morphologie mathématique, l'érosion suivie de la dilatation [202]. La complexité d'un tel algorithme
suivant rigoureusement cette déﬁnition est en O(NL), avec L le nombre de pixels de l'élément structu-
rant et N le nombre de pixels de l'image. Par conséquent, les temps de calcul sont longs et dépendent
de la taille de l'élément structurant. De nombreux chercheurs se sont penchés sur cette problématique
et ont proposé des algorithmes ayant une complexité plus faible.
En 1985, Petch [180] remarqua la grande redondance des données entre deux éléments structurants
de pixels voisins. Il proposa donc une décomposition logarithmique de cet ES ce qui permit de réduire
considérablement les répétitions superﬂues. Cet algorithme a été repris puis amélioré par Coltuc et Pitas
[40] pour réduire la complexité algorithmique à O(Nlog(L)). Plus tard, Van Herk en 1992 [241] ainsi
que Gil et Werman en 1993 [77] proposèrent indépendamment un algorithme en O(N), indépendant
de la taille de l'élément structurant. Cet algorithme calcule des érosions ou des dilatations en deux
balayages du signal 1-D (un balayage avant et un arrière) et permet d'obtenir le résultat désiré avec
seulement trois comparaisons par pixel en moyenne, quelque soit la taille de l'ES. Cet algorithme
constitue un avancement majeur et il est toujours largement utilisé de nos jours. Depuis, de nombreux
chercheurs reprirent et améliorèrent cet algorithme dans le but d'obtenir moins de comparaisons par
pixel [147, 74, 76, 39]. Cependant les temps de calcul de ces algorithmes une fois implémentés, restent
proches de ceux de l'algorithme original. Parmi eux, l'algorithme déﬁni par Clienti et al. [39] en 2008,
a permis de réduire la latence en supprimant le balayage arrière.
Enﬁn, une nouvelle classe d'algorithmes a été introduite récemment, permettant de calculer directe-
ment des ouvertures 1-D sans passer par le calcul de l'érosion puis de la dilatation. Van Droogenbroeck
et Buckley [239] introduisirent un algorithme utilisant un histogramme et des ancres, permettant de
calculer très rapidement des ouvertures 1-D pour des images 8-bits. Enﬁn, en 2011 Bartovsky et al.
[13] proposèrent un algorithme adapté à des architectures type FPGA fonctionnant en stream 1, pour
calculer des ouvertures 1-D avec des orientations quelconques sur un support 2-D.
Une famille d'ouvertures peut être utilisée pour calculer des granulométries. Une granulométrie est
un outil introduit initialement par Matheron [136] en 1967 pour analyser la distribution de tailles d'un
matériau poreux. Pour comprendre son fonctionnement, on peut comparer cet outil à un processus
de tamisage. Pour connaitre la distribution de taille d'un échantillon granulaire, des tamis à mailles
rectangulaires (ou d'une autre forme) et de tailles croissantes sont utilisés. L'analyse de la quantité de
grains passant par chaque tamis, fournit la distribution de la taille des grains. Dans cette analogie,
chaque tamis correspond à une ouverture, la forme des mailles correspond à la forme de l'élément
structurant et calculer une granulométrie complète revient à ﬁltrer l'image initiale avec des ouvertures
de tailles croissantes. Un algorithme suivant strictement la déﬁnition de cet opérateur, donne des
temps de calcul souvent prohibitifs pour de nombreuses applications. Pour des signaux 1-D, Vincent
[246] développa un algorithme rapide analysant récursivement l'ensemble des maxima régionaux du
signal. L'accélération obtenue est de plusieurs ordres de grandeur. Pour des signaux 2-D, Breen et
Jones [29] proposèrent un algorithme connexe rapide facilitant l'utilisation intensive des granulométries
1. En stream : l'algorithme reçoit un ﬂot continu de données qui doit être traité en une seule passe sur l'image avec
peu de mémoire disponible
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dans de nombreuses applications : distribution de taille, segmentation ou caractérisation de texture
[173, 131, 229].
Une granulométrie est un opérateur multi-échelle qui analyse l'image pour diﬀérentes tailles. Dans
[197], Salembier et Garrido introduisirent une structure de données synthétisant l'ensemble des données
multi-échelles appelée arbre de composantes connexes ou max tree. Cette structure est utilisée dans la
segmentation d'images ou de vidéos [197, 200, 101] dans la compression d'images [199] ou même dans
la ligne de partage des eaux topologique [17, 44]. La construction de l'arbre de composantes connexes
est coûteuse en temps mais des implémentations rapides existent : Najman et Couprie [163] décrivirent
un algorithme en temps quasi constant et Menotti et al. [142] en temps constant pour des signaux 1-D.
L'algorithme présenté dans ce chapitre permet de calculer d'une manière rapide et eﬃcace des ou-
vertures, des granulométries ou des arbres de composantes connexes. Nous ferons tout d'abord quelques
rappels sur les notions de base de la morphologie mathématique, section 2.2, puis nous décrirons ce
nouvel algorithme pour des signaux 1-D, section 2.3, puis pour des images 2-D, section 2.4. Enﬁn, nous
étudierons la complexité (section 2.5) et les temps de calcul de cet algorithme en le comparant avec
l'état de l'art, section 2.6.
2.2 Notions de bases sur la morphologie mathématique
On rappelle dans cette section, les déﬁnitions des ouvertures par attributs et des granulométries
pour des signaux 1-D et nous montrons comment les utiliser pour des images 2-D. Par convention, les
opérateurs binaires (resp. en niveaux de gris) sont notés avec des majuscules (resp. en minuscules).
2.2.1 Ouvertures par attributs
Soit X : E → {0,1} un signal binaire 1-D avec E un intervalle de Z. On déﬁnit {Xi} comme
l'ensemble de toutes les composantes connexes (CC) du signal, avec Xi, l'élément numéro i de cet
ensemble. On remarque qu'en dimension 1 les CCs sont des intervalles de E. Ainsi, on souhaite ﬁltrer
les CCs en utilisant un critère associé à un attribut. Par exemple, si on prend comme attribut leur
longueur, alors un critère possible sera la composante connexe sera supprimée si sa longueur est
inférieure à un seuil donné. Formellement, ce critère, noté χ, est une application de {X} dans {faux,
vrai} et permet de déﬁnir la fonction Ψ pour toutes les CCs du signal :
Ψχ(Xi) =
{
Xi si χ(Xi) est vrai
∅ sinon, (2.1)
Définition 2.1
L'ouverture par attribut du signal X, avec le critère χ est donnée par l'équation suivante :
Γχ(X) =
⋃
i
Ψχ(Xi). (2.2)
Dans ce chapitre, trois attributs seront retenus. Le premier sera la longueur de la composante
connexe associée au critère supérieure au égale à L. On notera γL, l'ouverture 1-D linéaire de taille L
qui en découle. Le second attribut sera la CC contient un point d'un autre ensemble, ce qui permettra
de déﬁnir la reconstruction d'un signal marqueur sous le signal original. Enﬁn, le troisième attribut
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utilisé sera la composition des deux précédents, supérieure ou égale à L et contient un point d'un autre
ensemble. Ce critère nous permettra d'obtenir des ouvertures par reconstruction γrecL .
Soit g une application de E dans V , avec V l'ensemble des niveaux de gris du signal 1-D, V = R ou
Z. On déﬁnit Xh = {x|g(x) ≥ h} comme l'image binaire obtenue après la binarisation de g au niveau
h. On rappelle qu'une ouverture est anti-extensive, idempotente et croissante [202] et que, grâce à
la propriété de croissance, l'ouverture commute avec l'opérateur binarisation. Ainsi, l'extension d'une
ouverture binaire à des signaux en niveaux de gris est donnée par l'équation suivante :
γχ(g)(x) = ∨{h ∈ V | x ∈ Γχ(Xh(g))}, (2.3)
avec le symbole ∨, le supremum.
Calculer des ouvertures sur des lignes prend tout son sens lorsque l'on étend cet opérateur à des
images 2-D. Soit f : D → V une image 2-D avec D ∈ Z2. On introduit un paramètre α qui correspond
à l'orientation des lignes que l'on va extraire à partir d'une image 2-D. La variable α est orientée dans
le sens trigonométrique et appartient à l'intervalle de valeurs [0,180[. On obtient donc un opérateur
directionnel noté γαχ , qui nous permet de déﬁnir le supremum des ouvertures 1-D :
∨ γχ(f) =
∨
α∈[0,180[
γαχ (f). (2.4)
∨
correspond au supremum de fonctions et cet opérateur est calculé en prenant le supremum des
ouvertures orientées dans l'ensemble des directions de l'espace. Parallèlement au calcul du supremum
des ouvertures 1-D, on peut déﬁnir en chaque pixel, l'angle de l'ouverture qui a donné la réponse
maximale. On obtient ainsi l'opérateur ζχ(f), permettant de déﬁnir l'orientation locale des structures
de l'image :
ζχ(f) ∈ argsup
α∈[0,180[
γαχ (f). (2.5)
On note que plusieurs angles peuvent donner la même valeur pour l'ouverture. On choisira en pratique
la première valeur de l'angle permettant d'obtenir la réponse maximale. La ﬁgure 2.1 regroupe les trois
opérateurs, γαχ , ∨γχ et ζχ, calculés sur une image 2-D d'empreintes digitales.
2.2.2 Distribution de tailles
Calculer une distribution de tailles des éléments présents dans une image, c'est analyser cette même
image avec un ensemble d'ouvertures de tailles croissantes. Ce processus est aussi appelé granulométrie
et il est déﬁni par Matheron [137] de la manière suivante :
Définition 2.2
Une famille d'ouvertures (γυ)υ≥0, forme une granulométrie si et seulement si :
∀υ ≥ 0,∀µ ≥ 0, υ ≥ µ⇒ γυ ≤ γµ. (2.6)
Plus tard, Maragos [131] ﬁt l'analogie des granulométries avec le spectre de la transformée de
Fourier et proposa une formulation de la distribution de tailles dans le domaine continu, notée PS
(comme Pattern Spectrum en anglais) :
(PS(g))(υ) =
−d(Meas(γυ(g)))
dυ
, υ > 0, (2.7)
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(a) Image initiale (b) γαχ (c) ∨γχ
0
90
180
45
135
(d) ζχ
Figure 2.1  Illustration des ouvertures 1-D utilisant le critère suivant : les structures d'une longueur
inférieure à 21 pixels sont supprimées. (a) image initiale, une empreinte digitale. (b) ouverture di-
rectionnelle avec un angle α = 70. Toutes les structures qui ont une longueur inférieure à 21 pixels
et qui ne sont pas orientées suivant α sont supprimées. (c) supremum des ouvertures dans toutes les
directions. On préserve toutes les structures linéaires qui ont une taille suﬃsante. (d) détection de
l'orientation locale en fausses couleurs.
ouMeas correspond à une mesure additive que l'on substituera par le volume dans le reste de ce chapitre.
Dans le domaine discret, la diﬀérentielle d'ordre 1 est remplacée par la soustraction des résultats de
deux ouvertures de tailles successives. Ainsi, l'analyse des résidus obtenus permet de connaitre les
éléments supprimés à cette échelle :
(PS(g))(υ) = Meas(γυ(g)− γυ−1(g)), υ > 0. (2.8)
On remarque que la variable PS est maintenant un histogramme où chaque classe correspond à une
taille précise. La ﬁgure 2.2 présente un signal 1-D ainsi que sa contribution au PS associé. On prendra
pour cet exemple, une famille d'ouvertures avec un attribut de longueur et comme mesure le volume.
Par conséquent, le bloc c3, ayant une longueur de 5 pixels et un volume égale à 15, ajoute 15 à la 5ième
classe de l'histogramme. Les éléments c4 et c6 ont, quant à eux une longueur unitaire et contribuent
donc à la première classe. Le même processus est appliqué à l'ensemble des blocs du signal.
1
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
24
12
15
30 Pattern spectrumSignal 1-D
c1c2
c3 c5c6
c4
c5c3 c2
c1
Figure 2.2  Contribution d'un signal 1-D aux PS (distribution de taille)
La section suivante propose de calculer eﬃcacement les ouvertures et les granulométries pour des
signaux 1-D.
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2.3 Nouvel algorithme pour des signaux 1-D
Cette section introduit un algorithme permettant de calculer un arbre de composantes connexes, une
granulométrie ou une ouverture par attribut de longueur à partir d'un signal 1-D. Outre la ﬂexibilité,
la vitesse d'exécution de cet algorithme est un élément crucial qui sera précisément décrit et commenté
dans cette section. À la base de cet algorithme rapide, on retrouve une décomposition compacte et
eﬃcace du signal 1-D en une structure appelée cordes.
2.3.1 Décomposition du signal en cordes maximales
On considère un signal 1-D, g : E → V , avec V = R ou Z. On rappelle que Xh décrit la binarisation
de g au niveau h et que {Xhi } est l'ensemble des CCs à ce niveau h (on réindexe {Xhi } en {Xj}).
On remarque qu'une même composante connexe peut être déﬁnie pour plusieurs seuils successifs.
Néanmoins, on souhaite avoir une représentation de g la plus compacte possible et la réduction des
doublons passe par trouver h le plus haut possible, permettant de déﬁnir et d'extraire une CC.
Définition 2.3
On appelle corde tous les couples c = (Xj ,k) appartenant à {Xj} × V , tel que :
k = min
x∈Xj
g(x), (2.9)
où k correspond à l'altitude de la corde. Comme Xj est un intervalle de Z, on peut l'écrire [sp,fp]
avec sp et fp respectivement la position initiale et ﬁnale de la corde. Ainsi, la longueur d'une corde
est égale à Length(c) = fp− sp+ 1. La ﬁgure 2.3 (a) illustre la décomposition d'un signal 1-D en un
ensemble de cordes :
c4 c3rp76
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2
1
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c2 c
c5
c6
1
(a)
c1
c2
c3
(b) (c)
c1
c2
c4c3
c5
c6
Figure 2.3  (a) signal 1-D et les cordes associées. La lecture du signal se fait séquentiellement de la
gauche vers la droite et la position de la tête de lecture est représentée par rp (les lignes continues (resp.
en pointillées) représentent les éléments connus (resp. inconnus)) ; (b) arbre de composantes connexes ;
(c) état courant de la pile (en fonction de rp).
La longueur des cordes respecte la propriété d'inclusion. En eﬀet, pour deux cordes ci = {Xi,ki}
et cj = {Xj ,kj} telles que Xi ⊂ Xj , alors on aura ki > kj . On dit alors que cj est l'ancêtre de ci et
réciproquement, ci est le descendant de cj . Si on admet que ci est le plus grand descendant de cj au
sens de la longueur de la corde, alors on dit que ci est le ﬁls de cj ou que cj est le père de ci. Cette
relation père-ﬁls permet de déﬁnir l'arbre de composantes connexes ou max-tree ainsi que le volume
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d'une corde ci :
V (ci) = (ki − kj)Length(ci). (2.10)
Définition 2.4
L'ensemble des cordes d'un signal, noté C = {(Xj ,kj)}, est une représentation strictement équi-
valente au signal g et la reconstruction de ce signal au point x, est calculée en prenant l'altitude
maximale de toutes les cordes de C contenant x :
g(x) = max
(Xj ,kj)∈C, x∈Xj
kj . (2.11)
À partir de cet ensemble de cordes C, le calcul des ouvertures et des granulométries est réalisé d'une
manière très eﬃcace :
γL(C) = {cj |Length(cj) ≥ L}, (2.12)
(PS(C))(L) =
∑
Length(cj)=L
V (cj). (2.13)
Grâce à l'équation 2.11, γL(C) et PS(C) sont deux opérateurs strictement équivalents à γL(g) et à
PS(g). On verra par la suite, que cette décomposition du signal en cordes peut être faite d'une manière
eﬃcace et rapide, en temps constant par pixel.
L'eﬃcacité de l'algorithme vient de plusieurs caractéristiques : le signal est lu séquentiellement
de gauche à droite, chaque corde est analysée une unique fois, et toutes les opérations peuvent être
réalisées en O(1) par pixel en moyenne y compris la reconstruction du signal 1-D à partir de l'ensemble
des cordes (équation 2.11). Le principe de l'algorithme est présenté dans la section suivante.
2.3.2 Principe de l'algorithme
En analysant le signal de la ﬁgure 2.3, ainsi que son ensemble de cordes C, on remarque plusieurs
phénomènes que l'on décrit ci dessous :
1. Chaque front montant du signal est le point de départ d'au moins une corde.
2. Chaque front descendant du signal représente la ﬁn d'au moins une corde.
3. La longueur d'une corde n'est connue que lorsque l'on arrive à sa ﬁn. Dans la ﬁgure 2.3, les
portions connues de chaque cordes sont représentées par un trait continu jusqu'à la position de
lecture rp. Les cordes (ou partie de corde) non connues pour l'instant sont en pointillées.
4. Une corde ne pourra être traitée que lorsque la position de lecture rp arrivera à sa ﬁn.
5. Les cordes naissantes, attendant d'être traitées, peuvent être stockées dans une pile (LIFO :
last in, ﬁrst out). Une pile est une structure ordonnée qui s'adapte parfaitement à nos données
puisque les cordes sont elles-mêmes ordonnées en fonction de leurs tailles et seront donc visitées
dans l'ordre d'inclusion.
L'utilisation d'une pile est donc nécessaire pour obtenir un algorithme rapide et la section suivante
présente son pseudo code.
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2.3.3 Pseudo code de l'algorithme
L'algorithme 1 prend pour entrée un signal 1-D ainsi que les paramètres du traitement. op corres-
pond à l'opérateur que l'on souhaite calculer, il peut prendre comme valeurs {Ouverture, Granulomé-
trie, Arbre de composantes connexes}. Pour le calcul des ouvertures, un paramètre supplémentaire est
nécessaire : le paramètre de longueur L.
En sortie, on aura le résultat de l'opérateur sélectionné : soit γL(g), soit le PS soit CompTree pour
l'ouverture, la distribution de tailles et l'arbre de composantes connexes respectivement.
rp correspond à la position de la tête de lecture et le signal est lu séquentiellement de gauche à
droite, lignes 4 et 5.
Algorithme 1: (gout or PS or CompTree) ← ProcessSignal1D (g, L, op)
Input : g : [1 . . . N ]→ R - signal d'entrée ;
op, opérateur sélectionné
L, paramètre de l'ouverture
Result : gout = γL(g) or CompTree or PS
1 Stack ← ∅
2 CompTree← ∅
3 PS[1..N ] ← 0
4 for rp = 1..N do
5 (gout or PS or CompTree)← ProcessPixel(g(rp), rp, L, Stack, op)
6 (gout or PS or CompTree)← ProcessPixel(−∞, N + 1, L, Stack, op)
Chaque corde est codée par un couple de deux variables (sp,k) : la position de départ sp et l'altitude
k de la corde. Les cordes naissantes dont on ne connaît pas encore la taille sont stockées dans une pile
appelée Stack et qui supporte les opérations suivantes :
 push(sp,k) ajout d'une nouvelle corde dans la pile avec une position de départ sp et une altitude
k,
 pop() pour supprimer de la pile la dernière corde insérée,
 empty() pour tester si la pile est vide,
 top().att pour lire l'état d'une variable de la dernière corde insérée dans la pile (att = sp ou
att = k).
Au début du traitement, la pile est vide et la variable PS est initialisée à zéro (lignes 1 à 3).
Tous les pixels à la position rp sont traités par l'algorithme 2 et à chaque nouveau pixel, trois
situations peuvent se produire : le pixel introduit un front montant, un front descendant ou une zone
plate :
 Même altitude : si le pixel courant est à la même altitude que la dernière corde ajoutée dans
la pile, alors ce pixel fait partie de cette corde et n'apporte aucune information complémentaire.
On passe au pixel suivant.
 Front montant, ligne 1 : un front montant signiﬁe que l'on débute une nouvelle corde. On
l'ajoute dans la pile en stockant son altitude et sa position de départ, ligne 2.
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Algorithme 2: (gout or PS or CompTree) ← ProcessPixel (k, L, rp, Stack, op)
Input : k = g(rp)
rp, position de la tête de lecture
L, paramètre de l'ouverture
op, opérateur sélectionné
Stack, pile stockant les cordes (LIFO)
Result : gout or PS or CompTree en fonction de op
1 if Stack.empty() or k > Stack.top().k then
2 Stack.push(k,rp,FALSE)
3 else
4 while k < Stack.top().k do
5 cordOut = Stack.pop()
6 if op == Granulometrie then
7 Length = rp− cordOut.sp
8 PS[Length]+ = Length× (cordOut.k −max(k,Stack.top().k))
9 if op ==Ouverture then
10 if cordOut.Passed or rp− cordOut.sp ≥ L then
11 gout ←WriteCords(cordOut,Stack,rp)
12 Stack.push(k,rp,TRUE)
13 break
14 if op ==Arbre de composantes connexes then
15 if Stack.empty() or Stack.top().k < k then
16 currentCord.k = k
17 currentCord.Children.push(cordOut)
18 Stack.push(currentCord)
19 break
20 else
21 Stack.top().Children.push(cordOut)
22 if Stack.empty() or k > Stack.top().k then
23 Stack.push(k,cordOut.sp,FALSE)
24 break
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Algorithme 3: gout ←WriteCords(cordOut, Stack, rp)
Input : cordOut, Dernière corde sortie de la pile
Stack, pile stockant les cordes (LIFO)
rp, position de la tête de lecture
Result : gout = γL(g)
1 gout[cordOut.sp : rp] = cordOut.k
2 while not Stack.empty() do
3 end = cordOut.sp
4 cordOut = Stack.pop()
5 gout[cordOut.sp : end] = cordOut.k
 Front descendant : un front descendant signiﬁe qu'au moins une corde se termine. Ainsi, la
boucle while (lignes 4 à 24) dépile toutes les cordes insérées qui viennent de se terminer et les
analyse une par une (cordOut). À ce niveau, le traitement dépend de l'opérateur sélectionné op :
• Granulométrie : pour la corde qui vient d'être dépilée, on calcule sa longueur, ligne 7 puis
on ajoute son volume dans l'histogramme indexé par sa longueur, ligne 8. On remarque que si
la pile est vide, alors un front() sur la pile retourne −∞.
• Ouverture : on teste la longueur de la corde avec l'équation 2.12 qui correspond à la ligne
10 de l'algorithme. Dès qu'une corde est plus grande que L, on reconstruit immédiatement le
signal gout = γL(g) jusqu'à la position de lecture (avec l'équation 2.11). En eﬀet, la pile est
ordonnée grâce à la relation d'inclusion et dès que la longueur d'une corde satisfait le critère
de longueur, alors l'ensemble des cordes présent dans la pile satisfait aussi le critère. Il n'est
donc pas utile d'attendre leurs ﬁns pour les écrire dans le signal de sortie. D'un point de vue
algorithmique, il est même obligatoire d'écrire ces cordes dans gout à ce moment, si on souhaite
que chaque pixel ne soit écrit qu'une seule et unique fois dans le signal de sortie. La fonction
WriteCords fait ce travail : la ligne 1 de l'algorithme 3, écrit la fraction de corde qui vient
d'être dépilée dans gout, puis, la boucle while (lignes 2 à 5) va vider la pile. Pour chaque corde,
l'écriture se fera au niveau k, entre le point de départ de cette corde et le point de départ de la
corde précédente (ligne 5). L'algorithme 3 vidant la pile et écrivant le signal, il est nécessaire
d'ajouter à la structure corde un drapeau 1 que l'on nommera Passed et qui permettra de se
souvenir si la corde courante satisfait le critère de longueur. Enﬁn, cette corde courante sera
placée dans la pile avec une position de départ volontairement erronée (rp) aﬁn de ne par
réécrire deux fois la même partie du signal. On voit ici tout l'intérêt de ce drapeau puisque la
modiﬁcation de la position de départ d'une corde entrainera la sous-estimation du calcul de sa
longueur. On rappelle que pour des ouvertures, on ne souhaite pas connaitre la taille exacte
des cordes, mais on souhaite seulement savoir si celles-ci sont plus grande que L.
• Arbre de composantes connexes : on enrichit la structure corde en ajoutant une nouvelle
variable appelée Children qui correspond à une liste de pointeurs sur la structure corde. Le
rôle de cette nouvelle variable est de représenter la relation parents/enfants de l'arbre. La corde
qui se termine, cordOut, est une corde enfant qui doit être liée à son parent. Elle peut être
liée à deux cordes diﬀérentes, la corde courante currentCord ou la dernière corde de la pile :
1. De l'anglais ﬂag. Bit supplémentaire permettant de stocker une information binaire.
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 Si la pile est vide ou si l'altitude de la dernière corde de la pile est inférieure à l'altitude de
la corde courante, alors on lie cordOut avec currentCord (lignes 16, 17 et 18).
 Sinon, on lie cordOut avec la dernière corde de la pile (ligne 21).
Que ce soit pour le calcul des ouvertures, des granulométries ou des arbres de composantes connexes,
au moins une corde est présente dans la pile à la ﬁn du signal 1-D. Il est donc nécessaire de traiter ces
cordes en fonction de l'opérateur op et de la gestion des bords désirée. Nous verrons plus précisément,
dans la section 2.4.3, cette gestion des bords. On notera ici que pour construire l'arbre de composantes
connexes, il faut dépiler les cordes en les liants à la précédente. La dernière corde restante dans la pile
sera appelée la racine 1 de l'arbre. Cette gestion des bords peut être gérée très facilement en ajoutant
artiﬁciellement un pixel à −∞ à la ﬁn du signal (voir la ligne 6 de l'algorithme 1) ce qui permettra de
dépiler toutes les cordes restantes dans la pile.
Remarque : Cet algorithme ne réalise que des opérations de comparaison et de soustraction
permettant de l'appliquer sur des données de diﬀérentes précisions : 8-bits, 16-bits, 32-bits ou même
des ﬂottants simples et doubles précision. Plus généralement en algèbre, cet algorithme peut donc gérer
n'importe quel type de données à partir du moment où les valeurs font partie d'un groupe ordonné
(pour les trois opérateurs) et muni de la soustraction (seulement pour le calcul des granulométries).
La ﬂexibilité de cet algorithme permet de calculer avec le même pseudo code, des ouvertures avec
un attribut de longueur, des granulométries ou l'arbre de composantes connexes. La section suivante
présente l'extension de cet algorithme à d'autres opérateurs morphologiques : la reconstruction et
l'ouverture par reconstruction. Ces opérateurs nécessitent tous deux, une image marqueur comme
entrée, rendant diﬃcile l'intégration des modiﬁcations dans le pseudo code 2.
2.3.4 Extension à l'opérateur de reconstruction
Choisir des attributs diﬀérents permet de déﬁnir d'autres opérations morphologiques de base telles
que la reconstruction morphologique ou l'ouverture par reconstruction. Avant de présenter les modiﬁ-
cations apportées à l'algorithme précédent, nous déﬁnissions ces deux opérateurs.
Soit deux signaux mono dimensionnels g et h ayant le même support D ⊆ Z et le même ensemble
de valeurs V = Z ou R avec ∀x ∈ D, g(x) ≥ h(x). La reconstruction morphologique du signal h sous g
revient en pratique à dilater le signal h, prendre l'intersection avec le signal g et à itérer ce processus
jusqu'à stabilisation. On note cet opérateur Rech :
Rech(g) = (δh ∧ g)(∞). (2.14)
La notation (.)(∞) signiﬁe que l'on répète le processus jusqu'à idempotence, le symbole ∧ correspond
à l'inﬁmum et le symbole δ à une dilatation de taille unitaire.
Avec des cordes maximales, l'équation 2.14 revient à conserver l'ensemble des cordes de g tels que,
pour une corde c, il existe au moins un élément de h dans le support de cette corde, dont le niveau de
gris est supérieur ou égale à l'altitude de c.
L'ouverture par reconstruction ajoute un critère de taille à la contrainte précédente. La corde c
doit avoir une longueur supérieure à L pour survivre et il doit exister au moins un élément de h dans
le support de cette corde, dont le niveau de gris est supérieur ou égale à l'altitude de c.
Ces deux opérateurs sont notés Rech et γrech,L et la ﬁgure 2.4 illustre leurs résultats sur des signaux
g et h quelconques.
1. La racine d'un arbre, de l'anglais root est le seul élément de l'arbre qui n'a pas d'ancêtre.
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g
h Rech
g
h
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recL
Figure 2.4  Illustration des opérateurs Rech et γrech,L sur des signaux 1-D g et h quelconques (recons-
truction de h sous g et l'ouverture par reconstruction)
D'un point de vue algorithmique, Rech est strictement équivalent à γrech,L avec L = 1 et le pseudo
code 4 présente les modiﬁcations nécessaires pour déﬁnir γrech,L.
La structure corde est maintenant composée de 4 attributs : l'altitude de la corde kg, l'altitude du
marqueur kh, la position de départ sp et le drapeau Passed. Lors d'un front montant, on stocke, en plus
des attributs usuels, la valeur du marqueur pour ce pixel (lignes 1 et 2). Si le nouveau pixel correspond
à la même corde, alors on met à jour la valeur du marqueur en prenant la valeur maximale (lignes 3
et 4). Enﬁn, pour un front descendant, les cordes se terminant sont dépilées et traitées successivement
(lignes 6 à 16). On teste donc si la longueur de la corde est supérieure à L et si la valeur de son
marqueur est supérieure ou égale à l'altitude de la corde père. Si oui, il faut écrire cette corde à une
altitude égale à la valeur du marqueur. De la même manière que pour les ouvertures par attributs
de longueur, si une corde satisfait le critère, alors il en est de même pour toutes les cordes présentes
dans la pile et elles sont écrites dans le signal de sortie avec la fonction WriteCordReconstruction
(algorithme 5). Enﬁn, si la corde ne satisfait pas le critère, la valeur du marqueur est mise à jour avec
des opérations de min et de max aﬁn de s'assurer que cette valeur sera toujours la plus haute possible
tout en restant inférieure au signal original g (lignes 10 à 16).
2.4 Extension aux signaux 2-D
Cette section présente l'extension des algorithmes 1-D précédemment développés, à des images 2-D.
Nous verrons comment le support de l'image sera partitionné en lignes droites mono dimensionnelles,
suivant une orientation quelconque. Nous utiliserons la même stratégies pour calculer des granulomé-
tries orientées [131]. Enﬁn, nous aborderons la gestion des bords de l'image puis la construction de
l'arbre de composantes connexes 2-D.
Dans cette section, f : D → V est une image 2-D avec D ⊆ Z2, un support rectangulaire.
2.4.1 Stratégies de balayage pour des images 2-D
Prenant en entrée un pixel, l'algorithme 2 est indépendant de l'orientation de la ligne. Il peut
donc être étendu sans diﬃculté à des images 2-D, en utilisant un balayage adapté. Formellement, dans
la théorie de la géométrie quasi aﬃne [165], l'image f est décomposée en k signaux 1-D, {fα,k}k∈K ,
suivant la direction α. Soille et al. [213] ont déﬁni un parcours astucieux de l'image avec des lignes
de Bresenham [30], qui a pour but de supprimer tous les chevauchements de pixels entre deux lignes
successives. Ainsi, chaque pixel de l'image n'est utilisé qu'une unique fois, laissant la possibilité d'avoir
un traitement in place. L'extraction des lignes avec une orientation arbitraire demande du temps de
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Algorithme 4: grecout ← ProcessPixelReconstruction (kg,kh, L, rp, Stack)
Input : kg = g(rp)
kh = h(rp)
rp, position de la tête de lecture
L, paramètre de l'ouverture
Stack, pile stockant les cordes (LIFO)
Result : grecout
1 if Stack.empty() or kg > Stack.top().kg then
2 Stack.push(kg, kh, rp, FALSE)
3 else if kg == Stack.top().kg then
4 Stack.top().kh = max(Stack.top().kh,kh)
5 else
6 cordOut = Stack.pop()
7 if cordOut.Passed or
(rp− cordOut.sp ≥ L and cordOut.front().kh ≥ max(Stack().front().kg, kg)) then
8 grecout ←WriteCordsReconstruction(cordOut,Stack,rp,cordOut.top().kh)
9 Stack.push(kg, kh, rp, TRUE)
10 else if Stack.empty() or kg > Stack.top().kg then
11 Stack.push(k, min(kg,max(kh,cordOut.top().kh)), cordOut.sp, FALSE)
12 else if kg == Stack.top().kg then
13 Stack.top().kh = min(Stack.top().kg,max(cordOut.top().kh,Stack.top().kh,kh))
14 else
15 Stack.top().kh = min(Stack.top().kg,max(cordOut.top().kh,Stack.top().kh))
16 Goto Line 6
Algorithme 5: grecout←WriteCordsReconstruction(cordOut, Stack, rp)
Input : cordOut, dernière corde sortie de la pile
Stack, pile stockant les cordes (LIFO)
rp, position de la tête de lecture
kh, niveau maximal du marqueur
Result : grecout = γL(g)
1 grecout[cordOut.sp : rp] = min(cordOut.top().kg,kh)
2 while not Stack.empty() do
3 end = cordOut.sp
4 cordOut = Stack.pop()
5 grecout[cordOut.sp : end] = min(cordOut.top().kg,kh)
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Figure 2.5  Stratégie mise en place pour prendre en compte la discrétisation du support 2-D.
calcul. On ajoute donc une ligne mémoire stockant les coordonnées de chaque pixel appartenant au
signal 1-D. Ce buﬀer servira uniquement pour les ouvertures, pour écrire dans l'image de sortie sans
avoir à recalculer la position des diﬀérents pixels de la ligne.
Sur une trame discrète, la précision de cet opérateur est détériorée si on ne prend pas en compte
l'orientation de la ligne. En eﬀet, pour des lignes orientées suivant 45, la distance parcourue entre
chaque pixel est égale à
√
2 contre 1 pour des lignes horizontales. Pour améliorer la précision de
cet opérateur, Hendriks propose de tordre l'image [127] aﬁn de toujours calculer des ouvertures
horizontales tandis que Soille et Talbot [215] proposent des ouvertures 1-D invariantes par translation.
Nous proposons de rendre ces opérateurs invariants par rotation en utilisant une méthode un peu
diﬀérente. La ﬁgure 2.5(a) présente un segment de longueur L et d'orientation α et nous cherchons à
déterminer le pas d'incrément optimal noté ∆. D'après le théorème de Thalès, on obtient :
∆(α) =
{
1
cos(α) , 0≤ α < 45,
[
pi
2
]
1
sin(α) , 45≤ α < 90,
[
pi
2
]
,
(2.15)
si la résolution spatiale est la même en x et en y. La ﬁgure 2.5(b) propose de tracer ∆ en fonction de
l'angle α. Utiliser ∆(α) comme pas d'incrément pour chaque pixel permet de correctement mesurer la
longueur des chemins diagonaux. Pour montrer l'intérêt de cette méthode, on propose une expérience
dans la section 3.6.1 (ﬁgure 3.12(a)) qui conﬁrme la propriété d'invariance par rotation de cet opérateur.
2.4.2 Granulométries orientées
Nous avons vu précédemment que l'orientation locale d'un pixel d'une image 2-D peut être mesurée
grâce au supremum des ouvertures par segments. Pour compléter cette mesure, on peut calculer des
granulométries pour chaque orientation α des lignes, permettant d'obtenir un opérateur introduit par
Maragos [131] : Oriented Pattern Spectrum (OPS) :
OPS(f)(λ,α) =
∑
k∈K
(PS(fα,k))(λ). (2.16)
Le calcul de l'OPS peut être très long et utiliser l'algorithme rapide présenté dans ce chapitre permet
de réduire le temps de calcul. Pour avoir un outil visuel, le résultat de l'OPS est un histogramme 2-D,
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Figure 2.6  Granulométries orientées pour des alliages de titane α et β. Voir le texte pour les
explications.
qui sera présenté comme une image 2-D où chaque colonne correspond à une orientation α et où le
niveau de gris correspond au logarithme du volume cumulé, normalisé entre 0 et 255. La ﬁgure 2.6
présente deux images d'alliage de titane, type α et β (Fig. 2.6(a) et 2.6(c)) et les résultats de leurs
OPS respectifs (Fig. 2.6(b) et 2.6(d)). Dans l'OPS de la ﬁgure (b), on remarque la présence de deux
pics montrant que les structures sont orientées suivant deux axes principaux à 140et 40. La taille des
structures, largeur et longueur, peut aussi être déduite de cet histogramme 2-D : jusqu'à 180 pixels
de longueur et 15 pixels de largeur pour les ﬁbres orientées à 140. Pour le titane β, l'orientation est
plutôt isotrope avec cependant, un léger alignement pour les orientations à 90.
2.4.3 Eﬀets de bord
Pour discuter de l'eﬀet de bord, on considère un processus aléatoire et stationnaire, ξ, de distribution
spatiale uniforme de segments de droites d'une longueur l pixels, orientés dans une direction ϑ. Le
placement est aléatoire dans l'espace cependant, on ajoute une contrainte aux segments de droites
qui ne doivent pas se chevaucher. Ainsi, le pattern spectrum PS(ξ) dans la direction ϑ est d(l), la
distribution de Dirac à une longueur l. On considère maintenant le même processus ξ avec un domaine
de l'image ﬁni D ⊂ Z2, ﬁgure 2.7. L'intersection du processus ξ avec un support ﬁni introduit un biais
dans le PS (eﬀet de bord) puisque quelques structures apparaissent coupées dans D et contribuent
pour des longueurs inférieures (voir la courbe de la ﬁgure 2.7).
L'eﬀet de bords est un problème récurrent en traitement de l'image qui est géré diﬀéremment
suivant les applications. Van Droogenbroeck [239] propose une discussion intéressante sur ce problème
et recommande d'ajouter la valeur maximale de V à l'extérieur du support de l'image. On note cette
valeur +∞ par commodité. Cependant, dans le domaine des ﬁltres connexes, la valeur minimale de V
est souvent retenue comme extension du domaine D (notée −∞). On détaille ici les conséquences de
ces deux extensions :
 Ajouter des valeurs +∞ en dehors du support revient à considérer que les structures touchant
le bord de l'image ont une longueur inﬁnie. Ainsi, elles résisteront à toutes les ouvertures avec
L < ∞. Pour les granulométries, du fait que ces structures ne sont jamais supprimées, elles
n'interviendront pas dans la distribution de taille (courbe bleue de la ﬁgure 2.7). Cela est justiﬁée
puisque l'on ne connait pas la longueur des structures touchant le bord de l'image. Néanmoins,
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Figure 2.7  Illustration de l'eﬀet de bord. (a) on place aléatoirement des lignes droites de longueur
100 pixels avec une orientation de 45puis on calcule l'intersection avec un support ﬁni. (b) la courbe
en rouge permet de visualiser l'eﬀet de bords et le biais introduit sur le PS. (c) le pattern spectrum
théorique est un dirac centré sur 100 et le PS expérimental utilisant l'extension +∞ (en bleu).
un biais est introduit puisque les grandes structures ont une probabilité plus grande de toucher
un bord.
 Ajouter des valeurs −∞ en dehors du support revient à considérer que les structures que l'on
observe sont complètes (même celles qui sont tronquées par un des bords de l'image). Aussi, elles
peuvent être supprimées avec des ouvertures et elles contribueront dans la distribution de taille
(courbe rouge dans la ﬁgure 2.7(b)). Cette extension du support introduit aussi un biais puisque
les structures touchant le bord de l'image ont une longueur plus longue que celle retenue.
Aucune de ces deux méthodes ne permet de s'aﬀranchir des biais dans les mesures, aussi, l'algo-
rithme de ce chapitre propose de gérer ces deux extensions du support. Pour l'extension −∞, on utilise
le pseudo code 2. Pour l'extension +∞, des légères modiﬁcations sont nécessaires. Pour les ouvertures,
le drapeau Passed est mis à vrai pour toutes les cordes touchant le support du signal. Pour des granu-
lométries, il faut supprimer la ligne 6 de l'algorithme 1 et faire un test supplémentaire sur la position
de départ de la corde, pour savoir si celle-ci contribue ou non au PS.
En stéréologie, d'autres méthodes sont utilisées et on redirige le lecteur vers [159]. On note néan-
moins que la correction de Miles-Lantuéjoul [146, 114] permet d'obtenir une mesure non biaisée en
supprimant toutes les particules incomplètes, touchant le bord de l'image, (extension +∞) et en pon-
dérant chaque particule par un poids proportionnel à la probabilité que cette dernière soit entièrement
incluse dans le champ observé.
2.5 Complexité
Nous étudions dans cette section la complexité de cet algorithme en focalisant notre attention tout
d'abord sur la complexité du signal 1-D, puis sur celle de l'algorithme 2-D.
2.5.1 Signal 1-D
On considère le même signal 1-D de taille N que dans la section 2.3, g : [1...N ]→ V , avec V = R
ou Z. On rappelle que le signal est lu séquentiellement de la gauche vers la droite (lignes 4 et 5 de
l'algorithme 1) et que l'algorithme 2 est appelé une fois par échantillon du signal.
En analysant l'algorithme 2, on remarque que chaque corde est empilée une unique fois lorsqu'elle
débute (ligne 2), puis dépilé lorsque celle ci se termine (ligne 5). Lors d'un front descendant, plusieurs
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cordes peuvent se terminer en même temps. Elles seront néanmoins traitées séquentiellement dans
la boucle while. On note que cette boucle ne sera exécutée qu'une fois par corde. Comme toutes les
autres opérations de l'algorithme 2 (tests, arithmétique, opérations sur la pile) sont calculées en temps
constant, une corde est donc traitée en O(1) par pixel en moyenne. On en déduit aussi que la complexité
dépend du nombre de cordes de l'image.
En ce qui concerne la consommation mémoire, une corde est stockée sur 3 à 10 octets (pour des
lignes ayant au maximum 65536 pixels et pour des données d'entrée de 1 à 8 octets) et le cas le plus
défavorable est un signal strictement croissant. Dans ce cas précis, on insèrera dans la pile N cordes.
Néanmoins, la quantité de mémoire requise par cet algorithme reste très faible et peut être bornée
plus précisément. Au maximum, le nombre d'éléments que l'on peut insérer dans la pile correspond au
minimum entre la taille du signal et le nombre de niveaux de gris : min(N,card(V )).
2.5.2 Signal 2-D
On eﬀectue un balayage complet de l'image rectangulaire 2-D avec un ensemble de lignes de Bre-
senham, parallèles et orientées suivant une direction α. Avec l'algorithme proposé par Soille [213],
l'extraction des lignes 1-D est réalisée en O(1) par pixel.
On note que chaque ligne est indépendante des autres, ce qui permet d'introduire du parallélisme
dans ces opérateurs. La section 2.7 décrit le fonctionnement de tels algorithmes.
Ainsi la complexité n'augmente pas en prenant une image 2-D et par conséquent, une ouverture,
une granulométrie ou un arbre de composantes connexes auront une complexité constante par pixel,
ou linéaire par rapport au nombre de pixels de l'image. La section suivante propose de vériﬁer expéri-
mentalement la complexité de cet algorithme et regroupe l'ensemble des benchmarks réalisés.
2.6 Temps d'exécution et comparaison avec l'état de l'art
Outre le grande ﬂexibilité de cet algorithme, sa vitesse d'exécution est un facteur déterminant. On
propose donc dans cette section, de quantiﬁer sa vitesse en eﬀectuant des benchmarks complets avec
les algorithmes de référence de l'état de l'art.
Tous les tests de cette section ont été réalisés en utilisant uniquement un thread d'un ordinateur
portable : Intel Core 2 Duo T7700 CPU @2.4GHz. La parallélisation de cet algorithme est expliquée
dans la section 2.7.
2.6.1 Temps d'exécution pour les ouvertures
On propose 6 benchmarks pour tester la vitesse des ouvertures sur des images 2-D. Tout d'abord,
nous verrons l'inﬂuence du contenu de l'image sur les temps de calcul en proposant deux tests : le
premier utilisera des images quelconques, et le second des images bruitées puis simpliﬁées par un ﬁltre
gaussien. Enﬁn, nous situerons notre algorithme par rapport à d'autres implémentations rapides des
ouvertures en testant plusieurs facteurs, la taille L, l'orientation, la taille de l'image et le type de
données d'entrée.
Benchmarks avec le contenu de l'image
Après avoir étudié la complexité de l'algorithme dans la section 2.5, nous avons vu que les temps
d'exécution dépendent du contenu de l'image. Pour s'en assurer, nous mesurons les temps moyens pour
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Figure 2.8  Images utilisées pour le calcul du
graphique 2.9
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Figure 2.9  Temps de calcul pour une ouverture
horizontale de taille L pour diﬀérentes images 512
par 512 pixels
calculer 1000 ouvertures horizontales en fonction de la taille des ouvertures L et sur diﬀérentes images
512 par 512 pixels : une image naturelle Goldhill, deux autres versions de Goldhill (où le nombre de
niveaux de gris a été réduit à 2 et à 9), une image constante, une image de bruit uniformément distribué
et une image d'une rampe en niveaux de gris. Ces images sont regroupées dans la ﬁgure 2.8.
La ﬁgure 2.9 regroupe l'ensemble des résultats pour le test décrit précédemment. On remarque tout
d'abord que les temps de calcul ne sont pas complètement indépendants de L. En eﬀet, ils sont réduits
lorsque L augmente ce qui peut paraitre contre intuitif à première vue. Cependant, l'explication vient
du fait que des ouvertures de grandes tailles suppriment un nombre important de cordes dans le signal
ce qui permet d'avoir des écritures dans l'image de sortie qui sont moins fréquentes. Un nombre réduit
de phases d'écritures a pour conséquence d'accélérer l'algorithme. Ceci est conﬁrmé par le signal de
la rampe montante. Dans cette image, de nombreuses cordes sont empilées dans la pile, mais il y a
une unique phase d'écriture expliquant les temps de calcul relativement faibles par rapport aux autres
images.
Ce test prouve clairement que la complexité de l'algorithme dépend du contenu de l'image. Comme
attendu, une image constante déﬁnit la borne inférieure de cet algorithme. De plus, il semble que plus
il y ait de cordes dans une image (et de phases d'écriture) et plus les temps de calcul sont élevés. Pour
s'en convaincre, nous proposons un test permettant de tracer le temps d'exécution d'une ouverture
horizontale en fonction du nombre ou de leurs longueurs moyennes des cordes de l'image. Pour cela,
une image bruitée (bruit blanc uniforme sur l'intervalle [0,255]) va être simpliﬁée grâce à un ﬁltre
gaussien pour diﬀérentes valeurs d'écart type de (0, 1, ..., 19). Plus le ﬁltrage sera important et plus le
nombre de cordes diminuera et plus leur longueur moyenne sera grande.
Quelques images utilisées sont regroupées dans la ﬁgure 2.10 et les résultats sont présentés sous
forme de deux graphiques (ﬁgures 2.11(a) et 2.11(b)). On remarque que les courbes semblent forte-
ment corrélées. Néanmoins, pour connaitre le paramètre qui a la plus grande inﬂuence sur le temps
d'exécution des ouvertures, on calcule le coeﬃcient de corrélation entre la longueur moyenne des cordes
et les temps de calcul (0,965), puis entre le nombre de cordes et les temps de calcul (−0,933). Même
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(a) Image initiale,
σ = 0
(b) σ = 1 (c) σ = 3 (d) σ = 5 (e) σ = 7
(f) σ = 9 (g) σ = 11 (h) σ = 13 (i) σ = 16 (j) σ = 19
Figure 2.10  Exemple d'images 512 par 512 utilisées pour générer les graphiques de la ﬁgure 2.11
(Pour faciliter l'aﬃchage, leurs tailles sont réduites à 100 par 100 pixels). Suivant la valeur de l'écart
type du ﬁltre gaussien, l'image est plus ou moins lissée.
si ces courbes sont très corrélées, c'est toutefois le nombre de cordes qui inﬂuence le plus les temps
d'exécution de cet algorithme, ce qui corrobore les conclusions tirées de l'analyse de la ﬁgure 2.9 :
moins il y a de cordes, moins il y a d'interruptions pour écrire le résultat de l'ouverture
et plus les temps d'exécution sont rapides.
Benchmark avec d'autres algorithmes
Pour situer notre algorithme et le comparer avec l'état de l'art, nous utilisons 5 autres algorithmes
pour calculer des ouvertures 1-D :
1. L'algorithme en O(L) suivant la déﬁnition de Serra [202] appelé Naïf dans la suite de ce chapitre
(Calcul de l'érosion suivie de la dilatation).
2. L'algorithme en O(1) de Van Herk[241], Gil et Werman [77] appelé HGW (Calcul de l'érosion
suivie de la dilatation).
3. L'algorithme en O(1) de Clienti et al. [39] appelé Clienti (Calcul de l'érosion suivie de la dilata-
tion).
4. L'algorithme en O(1) de Bartovsky et al. [13] appelé Bartovsky (Calcul de l'ouverture directe-
ment).
5. L'algorithme en O(1) de Van Droogenbroeck et Buckley [239, 46] appelé V an Droogenbroeck
(Calcul de l'ouverture directement).
Tous ces algorithmes de ce benchmark ont été, soit fournis par l'auteur de l'algorithme, soit reim-
plémentés tout en restant ﬁdèle au papier original. Ils sont écrits en C/C++ et intégrés dans la même
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Figure 2.11  Evolution du temps de calcul moyen pour des ouvertures horizontales de longueur
L = {1, ..., 100} pixels en fonction du contenu de l'image.
plateforme de traitement d'images avec exactement la même interface. Pour chaque algorithme, on
mesure les temps d'exécution moyens pour calculer 1000 ouvertures avec des orientations quelconques
pour diﬀérents L. Les résultats reportés sur la ﬁgure 2.12 ont été calculés sur l'image Goldhill 8-bits,
mais on note que les conclusions sont les mêmes avec d'autres images 8-bits.
On constate que suivre à la lettre la déﬁnition d'une ouverture ne permet pas d'obtenir des per-
formances satisfaisantes. En eﬀet, la complexité n'est pas la même entre l'implémentation naïve et
les autres algorithmes et par conséquent, les écarts deviennent vite abyssaux lorsque l'on augmente la
taille de l'ouverture.
On constate aussi que la vitesse d'exécution de notre algorithme est très bonne cependant, l'algo-
rithme de Van Droogenbroeck reste le plus rapide de tous, lorsque la taille de l'ouverture est supérieure
à 10 pixels. On peut avancer une raison principale pour expliquer cette vitesse. Avant d'analyser la
ligne 1-D, le programme recopie cette ligne dans l'image de sortie en utilisant la fonction C memcpy,
puis travaille in place. Enﬁn, il n'écrira que les pixels qui doivent être modiﬁés. On a vu précédemment
que ce sont les phases d'écritures qui ralentissent l'algorithme, et ceci explique les diﬀérences de temps
de calcul.
On note cependant, que l'algorithme de Van Droogenbroeck est basé sur un histogramme. Or, cette
structure est ineﬃcace pour des données d'entrée ayant une précision supérieure à 8 bits. Il sera alors
préférable d'utiliser une ﬁle de priorité (priority queue) pour éviter de scanner entièrement un très gros
histogramme. Par conséquent, cet algorithme sera beaucoup moins rapide pour des données 16-bits,
32-bits ou des réels.
Benchmark avec l'orientation des lignes 1-D
Les ouvertures linéaires avec des orientations quelconques nécessitent d'extraire un ensemble de
lignes des images 2-D. Nous verrons dans ce paragraphe quelle est l'inﬂuence de l'orientation des lignes
dans le calcul des ouvertures directionnelles. Nous utilisons la même méthode pour extraire les lignes
pour tous les algorithmes, exceptés l'algorithme Bartovsky, qui utilise une méthode propre. On mesure
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Figure 2.12  Temps de calcul moyen pour une
ouverture avec une orientation quelconque en fonc-
tion de la taille L, pour diﬀérents algorithmes.
L'image utilisée est Goldhill (8-bits, 512 par 512
pixels).
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Figure 2.13  Temps de calcul moyen pour une
ouverture de taille L = 41 pixels en fonction
de l'orientation des lignes, pour diﬀérents algo-
rithmes. L'image utilisée est Goldhill (8-bits, 512
par 512 pixels).
le temps pour calculer 1000 ouvertures que l'on moyenne pour tous les angles α = [0,90]. La taille de
l'ouverture L est ﬁxée à 41 pixels et on utilisera l'image Goldhill 8-bits.
La ﬁgure 2.13 regroupe les courbes pour les diﬀérents algorithmes considérés et on remarque que
les temps de calcul sont presque indépendants de l'orientation des lignes. Cependant, pour α = 0
ou α = 90, les ouvertures sont plus rapides puisque l'extraction des lignes ne nécessite aucun calcul.
La conﬁguration la plus favorable pour l'ensemble des algorithmes considérés, est une orientation de
0. Ceci est dû à l'organisation des données en mémoire. Chaque ligne est stockée l'une après l'autre
et deux pixels voisins d'une ligne horizontale sont contigües en mémoire. Une ouverture horizontale
minimise donc les défauts de caches (cache miss).
Benchmark avec la taille de l'image
Pour voir l'inﬂuence de la taille de l'image sur les temps de calcul des ouvertures, on réalise un
autre test. On choisit l'image Goldhill, que l'on réplique aﬁn d'obtenir des images de diﬀérentes tailles
(512x512, 1024x1024, 2048x2048 et 4096x4096) mais avec les mêmes structures dans l'image. Enﬁn,
nous mesurons le nombre de pixels moyen que nous pouvons traiter en une seconde (1000 réalisations)
pour des ouvertures horizontales de tailles comprises entre 1 et 200 pixels. L'unité de cette mesure est
en Pixels.s−1.
On cherche à visualiser l'évolution de la performance des ouvertures lorsque la taille de l'image
augmente. Ainsi, la ﬁgure 2.14 regroupe les évolutions relatives du nombre de pixels par seconde
traités par les diﬀérents algorithmes. L'image référence est l'image Goldhill de base (512x512). On
constate que l'algorithme proposé évolue positivement lorsque l'on augmente la taille de l'image. Plus
l'image est grande et plus on pourra traiter de pixels en une seconde. De tous les algorithmes testés,
cette évolution des performances est la meilleure.
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Figure 2.15  Temps de calcul pour des ouver-
tures arbitraires en fonction du type de données
d'entrée (Image 512 x 512 pixels de bruit uni-
forme).
Benchmark avec la précision des données d'entrée
Tous les tests précédents ont été réalisés avec des images 8-bits. Ce benchmark propose de visua-
liser l'inﬂuence de la précision du type d'entrée sur les temps de calcul. On calculera des ouvertures
horizontales sur des images 8-bits, 16-bits, 32-bits et des ﬂottants (simples et doubles précisions). Pour
s'aﬀranchir du contenu de l'image, nous utilisons une image de bruit uniformément distribué de taille
512x512 pixels. Les temps de calcul de 1000 ouvertures sont moyennés pour chaque type d'entrée et
les résultats sont présentés dans la ﬁgure 2.15. On note que l'algorithme de Van Droogenbroeck, bien
que plus rapide pour des images 8-bits, ne supporte pas d'autres types d'entrée. On remarque que
l'algorithme proposé est le plus rapide pour des ouvertures 1-D avec des données d'entrée ayant une
précision supérieure à 8-bits.
2.6.2 Temps d'exécution pour les granulométries
Comparé à une implémentation naïve, l'algorithme de Vincent pour des granulométries réduit les
temps de calcul par plusieurs ordres de grandeur [246]. Cet algorithme a été introduit en 2000 et il est
toujours le plus rapide pour le calcul des granulométries 1-D. Dans ce test, nous avons comparé trois
algorithmes (celui de Vincent, Bartovsky et le notre) en mesurant le temps moyen pour calculer 1000
granulométries horizontales pour des images de bruit de tailles diﬀérentes. Les résultats sont présentés
dans la ﬁgure 2.16 et on observe que notre algorithme est le plus rapide. Les temps de calcul ont
été réduit de plus de 26% par rapport à l'algorithme de Vincent et de plus de 245% par rapport à
l'algorithme de Bartovsky.
Pour information, les temps de calcul pour le pattern spectrum orienté des images 2.6(a) (322x322)
et 2.6(c) (625x625) sont respectivement de 0,37 et 1,06 secondes pour 180 orientations.
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Figure 2.16  Temps de calcul pour des granulométries horizontales en fonction de la taille de l'image.
L'algorithme proposé est plus rapide que celui de Vincent ou celui de Bartovsky (Image de bruit
uniforme).
2.7 Parallélisation de l'algorithme
L'algorithme présenté dans ce chapitre travaille exclusivement sur des signaux 1-D. Par conséquent,
chaque ligne est indépendante des autres et on peut facilement envisager un calcul parallèle. Cette sec-
tion montre les méthodes utilisées pour paralléliser cet algorithme sur (i) l'unité centrale de traitement
(CPU) puis sur (ii), la carte graphique (GPU).
2.7.1 Parallélisation sur CPU
Les ordinateurs récents possèdent plusieurs c÷urs qui peuvent à leur tour, exécuter plusieurs
threads 1. Un processeur intel core i7 2860-QM CPU @2.50GHz possède 4 c÷urs pouvant chacun
exécuter 2 threads. Ainsi, nous utiliserons un ordinateur portable muni de ce processeur pour réaliser
des benchmarks sur les gains de la parallélisation, puisqu'il peut exécuter simultanément jusqu'à 8
threads.
On restreint l'orientation des lignes en imposant α = 0 et α = 90. Pour obtenir un opérateur
parallèle eﬃcace, on divise le domaine de l'image en bandes de tailles égales, horizontales ou verticales
en fonction de l'angle α, puis chaque thread calculera indépendamment le résultat des ouvertures,
des granulométries ou des arbres de composantes connexes sur ce sous domaine. La ﬁgure 2.17(a)
présente les temps de calcul moyen d'une ouverture horizontale en fonction de la taille L et en fonction
du nombre de threads utilisés (de 1 à 8). L'image Goldhill 512x512 8-bits sera l'image test et on
note, comme attendu, que les temps de calcul diminuent avec l'augmentation de la parallélisation de
l'algorithme.
On applique le même processus à l'ensemble des algorithmes permettant de calculer les ouvertures
1-D et on trace l'évolution du facteur d'accélération en fonction du nombre de threads utilisé (ﬁgure
2.17(b)). On constate tout d'abord que l'accélération obtenue n'est pas linéaire par rapport au nombre
de threads mais on note que l'augmentation maximale de 433% est obtenue avec notre algorithme.
1. Un thread est une unité de traitement d'un processus, ou processus léger. Utiliser des threads fournit un parallélisme
ﬁn et permet de détailler l'exécution d'un processus lourd.
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Figure 2.17  Parallélisation de l'algorithme sur le CPU pour une ouverture horizontale.
La parallélisation de cet algorithme avec des orientations arbitraires est plus diﬃcile mais possible
puisque l'algorithme d'extraction des lignes de Soille et al. [213] assure que chaque pixel ne sera traité
qu'une seule fois.
Cependant, de meilleures performances peuvent être obtenues si l'on déporte le calcul des ouvertures
vers la carte graphique.
2.7.2 Parallélisation sur GPU
Utiliser une carte graphique pour des ouvertures ou des granulométries permet de bénéﬁcier de sa
capacité de traitement massivement parallèle pour réduire les temps de calcul. Initialement, les cartes
graphiques était uniquement conçues pour assurer les fonctions de calcul liées à l'aﬃchage. Puis les
cartes graphiques devinrent programmable et commencèrent à être utilisées à d'autres ﬁns (GPGPU) 1,
vers les années 2000. Des plateformes de développement en C, tels que CUDA par nVidia [43, 42] et
OpenCL par Khronos groupe [82], facilitent leur programmation et donc contribuent à leur utilisation
croissantes.
Karas et al. [104] proposent d'utiliser l'algorithme développé dans ce chapitre pour calculer des
ouvertures et des granulométries sur une carte graphique avec des orientations quelconques. Chaque
ligne 1-D est aﬀectée à un thread de la carte graphique et plus il y a de lignes à calculer et plus les gains
seront importants : de ×5 jusqu'à ×20 pour de grandes images avec une carte graphique de dernière
génération.
2.8 Bilan et perspectives
Ce chapitre présente un nouvel algorithme 1-D ﬂexible et rapide permettant de calculer des ouver-
tures, des ouvertures par reconstruction, des granulométries ou des arbres de composantes connexes
dont voici les caractéristiques principales :
1. General-Purpose Processing on Graphics Processing Units
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2. ÉLÉMENT STRUCTURANT INVARIANT PAR TRANSLATION
 la complexité théorique est constante par pixel,
 la gestion des bords peut être réalisée de deux façons diﬀérentes,
 n'importe quel type d'entrée peut être utilisé ; des entiers, des ﬂottants de toutes précisions ou
plus généralement, des valeurs qui forment un groupe ordonné,
 l'application à des images 2-D, ..., n-D est facile puisque il est toujours possible d'extraire des
lignes 1-D de ce volume,
 cet algorithme est le plus rapide pour le calcul des ouvertures 1-D (à l'exception des données
8-bits où l'algorithme de Van Droogenbroeck reste devant),
 aucun algorithme de l'état de l'art ne rivalise avec celui proposé pour le calcul des granulométries,
 la parallélisation de l'algorithme sur le CPU est triviale et permet d'obtenir des accélérations de
l'ordre de 433% pour un processeur i7 pour des ouvertures horizontales,
 la parallélisation sur la carte graphique permet d'atteindre des accélérations de l'ordre de 500%
à 2000% pour des images de très grandes tailles.
Pour étendre l'utilisation de cet algorithme, on s'intéresse au calcul des granulométries locales ; en
chaque élément du signal 1-D, on peut déﬁnir un histogramme qui stockera le volume de toutes les
cordes auxquelles l'élément courant appartient. Cela nous permettra d'obtenir des descripteurs en vue
de réaliser une analyse statistique et un classement point à point. Enﬁn, en introduisant un nouveau
balayage de l'image, plus nécessairement linéaire, on peut déﬁnir un nouvel opérateur permettant de
calculer eﬃcacement des ouvertures par chemins. Cet opérateur est introduit dans le chapitre suivant
(chapitre 3).
Pour les arbres de composantes connexes, une extension consisterait à construire un arbre pour
chaque signal 1-D que l'on a extrait à partir de l'image initiale, {fα,k}k∈K pour obtenir un ensemble
d'arbres. Cette forêt permettrait de reconstituer l'arbre de composantes connexes 2-D associé à cette
image, en utilisant l'algorithme de Wilkinson et al. [252] ou de Matas et al. [135, 134] pour fusionner
plusieurs arbres ensemble. L'algorithme développé dans ce chapitre serait alors une étape d'un nouveau
processus permettant de construire l'arbre de composantes connexes 2-D d'une image.
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CHAPITRE 3
Filtre par chemins : nouvel opérateur permettant de calculer des ouvertures
parcimonieuses par chemins
Il semble que la perfection soit atteinte non quand il n'y a
plus rien à ajouter, mais quand il n'y a plus rien à retrancher.
Antoine de Saint-Exupéry, Terre des hommes ch.III, 1939
Les ouvertures par chemins maximaux (PO 1) sont des opérateurs morphologiques permettant de
préserver les structures longues et ﬁnes d'une image en niveaux de gris. Ces opérateurs parcourent
l'ensemble des chemins d'une image et les ﬁltrent avec un critère de taille. Le nombre de chemins à
explorer et la grande redondance de l'information expliquent la relative lenteur de ces méthodes.
On introduit dans ce chapitre un nouvel opérateur morphologique, les ouvertures parcimonieuses par
chemins (PPO 2) qui permettent de résoudre le problème des temps de calcul. Cet opérateur n'explore
qu'un nombre restreint de chemins parmi ceux considérés par les ouvertures par chemins classiques.
En sélectionnant astucieusement ce sous ensemble, les résultats obtenus sont similaires à ceux des
ouvertures par chemins cependant, les temps de calcul sont considérablement réduits. L'algorithme
présenté dans le chapitre précédent (chapitre 2) constitue le socle de cet opérateur et est utilisé pour
analyser tous les chemins 1-D. Il permet donc de construire des PPOs pour n'importe quel type de
données d'entrée, indépendamment de la longueur de l'ouverture considérée.
La précision de cet opérateur est étudiée puis améliorée pour résoudre un problème classique des
ouvertures par chemins, l'invariance par rotation et la surestimation des chemins diagonaux.
Les ouvertures parcimonieuses par chemins sont aussi étendues aux chemins incomplets ; chemin
discontinu, corrompu par du bruit. Cet opérateur propose des temps de calcul qui restent insensibles
à la taille de l'ouverture et à la tolérance considérée, tout en étant robuste aux bruits.
Ces opérateurs parcimonieux atteignent une accélération de plusieurs ordres de grandeur par rap-
port aux ouvertures par chemins classiques. On donne l'exemple des PPOs pour des chemins incomplets
où les temps de calcul sont passés de plusieurs minutes à quelques millisecondes, tout en préservant la
qualité du ﬁltrage.
1. PO : Path Opening en anglais
2. PPO : Parsimonious Path Opening en anglais
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Mots clés : Ouvertures parcimonieuses par chemins, morphologie mathématique, chemins complets,
chemins incomplets, ouvertures par chemins, chemins localement maximaux, invariance par rotation.
3.1 État de l'art
Les ouvertures par chemins sont des opérateurs récents en morphologie mathématique. Ils ont été
introduits en 2004 par Heijmans et al. [89, 90], pour détecter les structures ﬁliformes qui ne sont pas
nécessairement rectilignes. Ces opérateurs utilisent un graphe sous-jacent qui est orienté et sans cycle
aﬁn de déﬁnir un ensemble de chemins qui seront analysées et comparées à un paramètre de longueur.
Tous les chemins ayant une taille inférieure à ce seuil seront supprimés. Cela permet d'obtenir un
ﬁltrage eﬃcace avec un critère de taille, aﬁn de détecter les structures ﬁnes de l'image.
Cet opérateur est utilisé dans la détection des routes à partir d'images de satellites [238, 107], dans
le ﬁltrage des vaisseaux sanguins [226], mais aussi dans la caractérisation de milieux ﬁbreux [38] ou
dans la détection des défauts de surfaces de pièces métalliques, chapitre 7.
Les temps de calcul de l'implémentation de base des ouvertures par chemins sont importants. Aussi,
Appleton et Talbot [5] ont déﬁni un algorithme permettant de réduire considérablement les temps de
calcul pour des images en niveaux de gris. Dans le même but, Luengo Hendriks [126] a déﬁni en 2010,
un algorithme rapide permettant d'étendre les ouvertures par chemins à des images à n dimensions.
Néanmoins, même si les temps ont été considérablement améliorés, ces implémentations restent encore
trop lentes pour un nombre important d'applications.
Outre les temps de calcul qui restent parfois prohibitifs pour certaines applications, le manque
de robustesse par rapport au bruit est aussi un inconvénient majeur. Du fait de la nature ﬁliforme
des structures que l'on souhaite préserver, le bruit a un impact majeur et peut déconnecter certaines
structures. Pour répondre à cette problématique, Talbot et Appleton [224] développèrent un algorithme
pour les chemins incomplets. Une tolérance est insérée permettant de s'abstraire des pixels corrompus
par le bruit. Cependant, les temps de calculs augmentent d'une manière considérable limitant ainsi
l'utilisation de cet opérateur en pratique.
Enﬁn, le dernier inconvénient des ouvertures par chemins est le manque de précision. En eﬀet,
cet opérateur n'est pas invariant par rotation et suivant certaines orientations, on observe une grande
variabilité sur la mesure de la taille des structures.
La motivation première de ce travail est de proposer un algorithme très rapide, robuste aux bruits
et permettant d'extraire avec précision les structures ﬁnes de l'image. Les ouvertures parcimonieuses
par chemins permettent de répondre en tous points à ces besoins. L'organisation de ce chapitre est la
suivante : la section 3.2 résume le fonctionnement des ouvertures par chemins classiques. Les sections
3.3, puis 3.4, introduisent les ouvertures parcimonieuses par chemins, pour des chemins complets et
incomplets. Enﬁn, nous verrons quelques considérations pratiques pour obtenir un algorithme rapide,
(section 3.5), puis nous étudierons la précision, la complexité, les temps de calcul (sections 3.6 et 3.8).
Ce chapitre est illustré par deux exemples d'applications : la détection des défauts de surface de pièces
métalliques et la mesure des ﬁbres d'élastine du derme de la peau (section 3.7).
3.2 Notions de base sur les ouvertures par chemins
Les ouvertures par chemins ont été introduites pour oﬀrir une plus grande ﬂexibilité par rapport au
supremum des ouvertures par des segments (chapitre 2), puisqu'elles peuvent analyser des structures
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(a) (b) (c) (d)
Figure 3.1  Exemple de graphes communément utilisés pour les ouvertures par chemins. Ils déﬁnissent
une orientation principale : (a) chemins sud nord (S-N), (b) SO-NE, (c) O-E et (d) NO-SE. Les
graphes (b) (c) et (d) sont des rotations du graphe (a).
ﬁliformes qui ne sont pas parfaitement linéaires. Cette section fournit quelques rappels sur les déﬁnitions
et les caractéristiques de cet opérateur.
3.2.1 Graphe orienté acyclique
Soit I une image binaire, une application de D dans {0,1} avec D un sous domaine rectangulaire de
Z2. On déﬁnit X comme le sous ensemble de D où l'image binaire vaut 1. On équipe D avec un graphe
G permettant de déﬁnir un ensemble de chemins. Dans la suite, nous considérons des graphes acycliques
orientés aussi appelés hiérarchies ou DAG (de l'Anglais directed acyclic graph). Un tel graphe peut
être décrit comme une fonction d'un ensemble D (les n÷uds) dans P(D). Pour tous les couples de
points x et y appartenant à D, on dit que x est lié à y si et seulement si y ∈ G(x). On déﬁnit le graphe
inverse, noté G− : D → P(D) et pour tout x appartenant à D, y ∈ G−(x) (x est lié à y par le G−) si
et seulement si x ∈ G(y) (y est lié à x par G). On note GX , le graphe restreint à X et la ﬁgure 3.1
regroupe les graphes communément utilisés pour les ouvertures par chemins.
Un chemin est introduit de la manière suivante :
Définition 3.1
Une séquence pi = (x1, x2, . . . , xn), n > 0, de points dans X est un chemin de GX si et seulement
si ∀i, 1 ≤ i ≤ n−1, xi+1 ∈ GX(xi) (xi est lié à xi+1 par GX). Sa longueur est déﬁnie par le nombre
de points de cette séquence. x1 est appelé point de départ du chemin.
Soit λ : D → N, une carte de distance qui stocke la longueur maximale du plus grand chemin
passant par chaque point. Pour un graphe acyclique, orienté et ﬁni GX , on notera Π(GX) l'ensemble
ﬁni de tous les chemins de GX .
3.2.2 Ouvertures par chemins binaires
Calculer la longueur maximale des chemins nécessite uniquement deux parcours avec les graphes
GX et G
−
X . Ces deux graphes sont représentés en noir sur les ﬁgures 3.2b et 3.2c, pour une image binaire
donnée (ﬁgure 3.2a). On associe à chacun des deux graphes une carte de distance λ+ et λ− : D → N,
pour calculer la longueur des chemins à travers ces graphes ∀x ∈ X :
λ+(x) = max
y∈G(x)
λ+(y) + 1, (3.1)
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Figure 3.2  Exemple de calcul des ouvertures par chemins : (a) image binaire initiale, (b) λ+ distances
montantes grâce au graphe GX (représenté en noir), (c) λ− distances descendantes grâce au graphe
G−X et (d) la carte des distances λ que l'on peut binariser pour obtenir une ouverture par chemins.
λ−(x) = max
y∈G−(x)
λ−(y) + 1. (3.2)
Les valeurs de λ+ et de λ− sont représentées sur les ﬁgures 3.2b et 3.2c.
Enﬁn, λ est calculée simplement en sommant les deux cartes de distances et en soustrayant 1 :
λ(x) = λ+(x) + λ−(x)− 1. (3.3)
Pour un pixel donné x, la valeur de λ(x) est égale à la longueur du plus grand chemin (vertical) passant
par lui. Binariser λ avec un seuil égal à L permet de conserver uniquement les chemins plus grands
que L. Cette opération correspond à une ouverture, notée ΓPOL (X) :
ΓPOL (X) = {x ∈ D|λ(x) ≥ L} (3.4)
Une ouverture par chemins, utilisant un graphe et son inverse, permet de ﬁltrer les chemins dans une
unique orientation. Il s'agit donc d'un ﬁltre directionnel. On rappelle que le supremum des ouvertures
est une ouverture. Ainsi, un traitement 2-D isotrope est obtenu en calculant le supremum des ouvertures
par chemins en utilisant des rotations du graphe original (la ﬁgure 3.1 permet de visualiser l'ensemble
des graphes pour caractériser les structures dans les 4 directions principales : verticale, horizontale et
les deux diagonales). On appelle Πf , l'ensemble de tous les chemins de l'image, associés aux diﬀérents
graphes utilisés et restreint au domaine D de f .
3.2.3 Ouvertures par chemins en niveaux de gris
Soit f : D → V une image en niveaux de gris avec V = Z ou R, l'ensemble des valeurs et soit
Xh = {x|f(x) ≥ h} la binarisation de f au niveau h. L'ouverture par chemins γPOL est idempotente,
anti-extensive et croissante et, de la même manière que dans la section 2.2.1, l'ouverture commute avec
l'opérateur de binarisation, permettant d'étendre cet algorithme à des images en niveaux de gris :
γPOL (f) = ∨{h ∈ V | x ∈ ΓPOL (Xh(f))}. (3.5)
L'utilisation de l'équation 3.5 pour étendre cet algorithme est facile mais n'est pas utilisée en pratique.
En eﬀet, Appleton et Talbot proposèrent une mise à jour rapide et eﬃcace des cartes de distance λ+
et λ− aﬁn d'accélérer les temps de calcul de cet opérateur. Nous ne décrirons pas les optimisations
utilisées et nous dirigeons le lecteur soit vers [5], soit vers [126].
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Même si les temps de calcul ont été considérablement accélérés, les ouvertures par chemins restent
des opérateurs relativement lents, et nous allons voir comment résoudre ce problème dans la section
suivante.
Dans le reste de ce chapitre, nous présenterons et illustrerons ce travail uniquement avec la détection
de structures claires dans l'image. En eﬀet, les fermetures par chemins (les fermetures parcimonieuses
par chemins) sont calculées exactement de la même manière, en prenant des POs (des PPOs) sur
l'inverse de l'image initiale.
3.3 Ouvertures parcimonieuses par chemins
L'idée principale des ouvertures parcimonieuses par chemins est d'analyser un ensemble restreint de
chemins au lieu de tous les explorer. En eﬀet, le nombre de chemins augmente exponentiellement avec
la taille de l'image et parmi eux, seulement quelques-uns apportent une information utile. L'objectif
clé des ouvertures parcimonieuses par chemins est donc de déterminer ce sous ensemble en déﬁnissant
un balayage adapté et rapide.
On donne tout d'abord quelques propriétés sur ces opérateurs puis on déﬁnit la stratégie d'extrac-
tion d'un bon sous-ensemble de chemins pour calculer des ouvertures parcimonieuses.
3.3.1 Filtrage des chemins
On rappelle que Πf est l'ensemble des chemins d'une image en niveaux de gris, associé à plusieurs
graphes G orientés dans plusieurs directions de l'espace et restreint au support D de l'image.
Définition 3.2
Soit f : D → V une image en niveaux de gris.
Soir G un graphe acyclique, orienté, sur D.
Soit pi un chemin de G appartenant à l'ensemble Πf .
γpiL(f) correspond alors à une ouverture 1-D de f , de taille L, le long du chemin pi.
Cet opérateur travaille sur un signal 1-D et possède les trois propriétés fondamentales d'une ouverture :
il est anti-extensif, croissant et idempotent. Lorsque l'on considère tous les chemins possibles de l'image,
le supremum des ouvertures reste une ouverture et l'équation 3.5 est équivalente à :
Eq.(3.5)⇔ γPOL (f) =
∨
pi∈Πf
γpiL(f). (3.6)
Pour des ouvertures parcimonieuses par chemins, on considère maintenant Π, le sous-ensemble de
chemins, tel que Π ⊂ Πf et Card(Π) << Card(Πf ). La déﬁnition 3.2 propose de ﬁltrer un chemin avec
une ouverture mono-dimensionnelle. Néanmoins, lorsque l'on considère uniquement un sous ensemble
de chemins de l'image, le supremum des ouvertures peut ne pas être une ouverture. En eﬀet, la propriété
d'idempotence n'est vériﬁé que si l'ensemble des chemins est ﬁxé ou indépendant de l'image f . Aussi,
lorsque l'on combinera plusieurs ﬁltres parcimonieux sur une même image, on utilisera toujours le
même sous ensemble de chemins Π. Les ouvertures parcimonieuses par chemins sont donc déﬁnies de
la manière suivante :
γPPOL (f) =
{∨
pi∈Π γ
pi
L(f) si x ∈ pi,
0 sinon.
(3.7)
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(a) Image initiale (b) Ligne de partage des eaux sur l'image initiale
(c) Ligne de partage des eaux, h = 10 (d) Ligne de partage des eaux, h = 20
Figure 3.3  Extraction d'un sous ensemble de chemins avec la méthode LPE : (a) image initiale, (b)
LPE sur l'image initiale, (c) LPE sur une image simpliﬁée avec les h-minima (h = 10) et (d) h = 20.
Les PPO sont donc bien des ouvertures, où tous les pixels de f qui ne font pas partie d'un chemin pi ∈ Π
sont initialisés à 0. La section suivante montre plusieurs méthodes pour extraire ce sous-ensemble de
chemins.
3.3.2 Extraction des chemins
Obtenir des informations sur une structure nécessite que cette dernière soit au moins parcourue
par un chemin. Ainsi, diﬀérentes stratégies sont développées dans cette section pour extraire le sous
ensemble de chemins le plus représentatif des structures de l'image. Une PPO sera calculée de deux
manières diﬀérentes, soit en réduisant le support de l'image à un sous domaine judicieusement choisi
sur lequel on calculera des ouvertures par chemins classiques, soit en analysant directement chaque
chemin de ce sous ensemble avec l'équation 3.7.
Stratégie utilisant la ligne de partage des eaux (LPE)
Les structures claires qui doivent être détectées peuvent être vues comme des lignes de crêtes. Pour
obtenir des chemins sur ces lignes de crêtes, on peut calculer la ligne de partage des eaux [18, 247]
directement sur l'image initiale.
Soit w : D → {0,1}, une image binaire correspondant à la ligne de partage des eaux relative à f . On
déﬁnit f ′ : D′ → V, D′ ⊂ D, comme la restriction de f à D′ = {x|w(x) = 1, x ∈ D} et f ′(x) = f(x)
pour tout x appartenant à D′. Une ouverture parcimonieuse par chemins de taille L utilisant la ligne
de partage des eaux est alors déﬁnie par l'équation suivante :
γPPO-LPEL (f) =
{
γPOL (f
′) si x ∈ D′
0 sinon
(3.8)
Les chemins inclus dans le support D′, sont obtenus en utilisant la déﬁnition 3.1 avec un graphe
restreint à D′. La ﬁgure 3.3(b) présente la ligne de partage des eaux w associée à la ﬁgure 3.3(a), une
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image d'ADN observée au microscope électronique à balayage. Le sous ensemble de chemins obtenu
est parcimonieux et nous avons généralement card(D′) << card(D), 3.3(b). Ici, la ligne de partage
des eaux est calculée directement sur f , à partir de tous ses minima. Néanmoins, la sur-segmentation
peut être contrôlée avec des marqueurs, aﬁn d'obtenir une ligne de partage des eaux moins dense. On
montre les résultats de cette transformation sur la même image initiale, cette fois ci simpliﬁée par un
ﬁltre h-minima [244], ﬁgure 3.3(c) et 3.3(d).
Le nombre de chemins et par conséquent les temps de calcul, sont liés au contenu de l'image. Limiter
la sur-segmentation accélère les PPOs puisque f ′ possèdera un domaine très restreint. Néanmoins, avant
de calculer une ouverture par chemins sur f ′, il est nécessaire d'utiliser au préalable un opérateur de
ligne de partage des eaux. Bien que ce soit un opérateur relativement rapide, cette étape demande un
temps de calcul important qui, au ﬁnal, ne permet pas de réduire les temps de calcul des ouvertures
parcimonieuses par chemins par rapport aux ouvertures par chemins classiques.
À cet inconvénient majeur vient s'ajouter un nouveau : il n'est pas possible d'individualiser chaque
chemin. De plus, comme le résultat de la LPE n'est pas contraint par la connectivité des graphes de la
ﬁgure 3.1, le ﬁltre PO peut déconnecter certains chemins lorsque ceux-ci sont trop tortueux (la ﬁgure
3.6 présente le résultat des PPOs avec la ligne de partage des eaux).
On propose donc d'autres stratégies pour extraire le sous ensemble de chemins.
Stratégie utilisant les chemins globalement maximaux (Glo)
Dans cette section, chaque chemin sera extrait et ﬁltré individuellement. On sélectionne donc un
graphe sous-jacent orienté et sans cycle (le graphe de la ﬁgure 3.1). Puis, on recherche un chemin
optimal entre deux points de l'image. Si on visualise une image comme un relief topographique, un
chemin optimal revient à trouver un chemin dans le graphe entre ces deux points, qui soit le plus haut
possible en moyenne. L'algorithme de Dijkstra [52] permet de faire de telles recherches. Néanmoins, le
graphe est acyclique et orienté ce qui permet d'utiliser des algorithmes spéciﬁques plus rapides, basés
sur des approches liées à la programmation dynamique [14]. Ces algorithmes sont connus sous le nom
d'algorithmes de plus long chemin [71, 31]. Nous pouvons donc déﬁnir un chemin optimal à partir de
n'importe quel point de départ et pour tous les graphes de la ﬁgure 3.1. Pour avoir un sous ensemble
parcimonieux de chemins dans une image, on utilisera par la suite, tous les pixels appartenant aux
bords de l'image comme point de départ de trois chemins optimaux avec trois graphes diﬀérents tel
que :
Définition 3.3
Soit f : D → V une image en niveaux de gris.
Soit Πf un ensemble de chemins associés à tous les graphes G utilisés et restreint à D.
Un chemin piGlo est un chemin globalement optimal si et seulement si son point de départ appartient
à un des bords de D et si on a :
piGlo ∈ argmax
pi∈Πf
∑
xj∈pi
f(xj)
 (3.9)
Pour un même point x du bord de D, on peut avoir plusieurs chemins globalement optimaux démarrant
de ce point. En pratique, le premier chemin sera sélectionné mais la probabilité qu'un tel cas de ﬁgure
se présente est faible. Cela nous permet d'introduire l'ensemble ΠGlo :
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(a) Image initiale (b) Chemins globalement maximaux
Figure 3.4  Extraction du sous ensemble de chemins ΠGlo : (a) image initiale, (b) chemins globalement
maximaux.
Définition 3.4
Un ensemble ΠGlo =
(
piGlo1 , pi
Glo
2 , . . . , pi
Glo
n
) ⊂ Πf est l'ensemble des chemins globalement optimaux
de l'image f .
À partir du moment où chaque chemin est individualisé, les ouvertures parcimonieuses par che-
mins de taille L, utilisant des chemins globalement maximaux sont déﬁnis simplement par l'équation
suivante :
γPPO-GloL (f) =
∨
pi∈ΠGlo
γpiL(f). (3.10)
La ﬁgure 3.4(b) est une représentation ΠGlof . On remarque que le nombre de chemins de cet ensemble
est faible, si on le compare à l'ensemble des chemins d'une image. Ils passent par les structures les plus
brillantes et les plus longues de l'image et certaines zones n'ont aucun chemin les traversant. On qualiﬁe
ces régions d'aveugles, puisque qu'aucune information ne peut en être déduite. Avec cette stratégie
d'extraction des chemins, la taille moyenne des régions aveugles est importante et potentiellement, des
structures localisées dans ces zones et plus grandes que L, peuvent être supprimées à tort. Cependant,
on remarque que les structures principales que l'on cherche à quantiﬁer sont bien analysées.
Utiliser des chemins globalement optimaux pour extraire le meilleur sous ensemble permet d'indi-
vidualiser les chemins et d'analyser des structures ﬁliformes parmi les plus longues et les plus brillantes
de l'image. Néanmoins, la recherche des chemins optimaux est très coûteuse en temps de calcul et la
taille importante des régions aveugles engendre trop de faux négatifs. Pour corriger ces inconvénients,
on développe une stratégie intermédiaire : les chemins localement maximaux.
Stratégie utilisant les chemins localement maximaux (Loc)
Cette stratégie combine les avantages des deux méthodes précédentes tout en limitant leurs incon-
vénients. On veut individualiser les chemins comme pour la méthode Glo, tout en limitant la taille des
régions aveugles comme pour la méthode LPE.
Une fois de plus, on étend la déﬁnition 3.1 pour déﬁnir des chemins localement maximaux :
Définition 3.5
Soit D un domaine rectangulaire de Z2 d'une image f .
Soit G un graphe acyclique et orienté sur D.
pi = (x1, . . . , xn) est un chemin localement maximal si et seulement si le point de départ appartient
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(a) Image initiale (b) Chemins localement maximaux
Figure 3.5  Extraction d'un sous ensemble de chemins : (a) image initiale, (b) chemins localement
maximaux.
aux bords de D et si ∀xi, 0 ≤ i < n, on a :
xi+1 ∈ argmax
xj∈G(xi)
{f(xj)}. (3.11)
L'équation 3.11 est utilisée pour construire un chemin itérativement à partir d'un point de départ x1.
Lorsqu'il n'y a plus de successeur à xi, le chemin se termine. Enﬁn, si deux successeurs (ou plus) ont
le même niveau de gris, alors l'orientation principale du chemin sera préservée en sélectionnant le pixel
central.
De la même manière que pour la méthode Glo, chaque pixel touchant le bord de l'image est un point
de départ de trois chemins. Cette stratégie permet de déﬁnir ΠLoc. Ce sous ensemble est représenté
dans la ﬁgure 3.5(b) et on observe que la taille des régions aveugles est considérablement réduite par
rapport à ΠGlo. Par conséquent, la probabilité d'analyser toutes les structures d'une taille supérieure
à L augmente. De plus, la construction de ces chemins est très rapide puisque l'on ne fait que des
recherches locales.
Les ouvertures parcimonieuses par chemins de taille L, utilisant des chemins localement maximaux,
sont déﬁnies par l'équation 3.12 :
γPPO-LocL (f) =
∨
pi∈ΠLoc
γpiL(f). (3.12)
Utiliser des chemins localement maximaux pour calculer des PPOs permet de réduire considéra-
blement les temps de calcul tout en conservant une bonne précision. La ﬁgure 3.6 illustre l'extraction
d'une molécule d'ADN à partir d'une image bruitée, en utilisant les ouvertures parcimonieuses par
chemins pour les diﬀérentes méthodes d'extraction des chemins, LPE, Glo et Loc. On remarque tout
d'abord que les détections sont minces et parcimonieuses par rapport aux ouvertures par chemins. De
plus, on note que les résultats de ces ﬁltres sont très similaires mais pas identiques : la détection avec
γPPO−LPEL est moins bonne que pour les autres méthodes. En eﬀet, les chemins ne sont pas indivi-
dualisés et peuvent être déconnectés en utilisant les graphes de la ﬁgure 3.1. On sous-estime donc la
longueur réelle des structures.
La section suivante présente les ouvertures parcimonieuses sur des chemins incomplets.
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(a) Image initale (b) γPPO−LPEL
(c) γPPO−GloL (d) γ
PPO−Loc
L
Figure 3.6  Ouvertures parcimonieuses par chemins complets avec L = 40, pour les diﬀérentes
stratégies d'extraction des chemins.
3.4 Ouvertures parcimonieuses pour des chemins incomplets
Talbot et Appleton, dans [224], ﬁrent une judicieuse remarque : Paths openings with increasing
L are also increasingly sensitive to noise, as long paths are more likely to contain noisy pixels.. Le
bruit peut déconnecter des longues structures ﬁliformes avec comme conséquence, une sous-estimation
de leurs longueurs réelles. Si on considère un signal 1-D d'une structure claire corrompue par du bruit
(comme pour le signal de la ﬁgure 3.7(a)), alors les PPOs complets sous-estiment sa longueur en
extrayant uniquement une partie du signal. À partir de cette observation, travailler avec des chemins
incomplets semble indispensable lorsque les images sont bruitées. On introduit tout d'abord la notion
de ﬁltres alternés parcimonieux, puis les ﬁltres alternés séquentiels parcimonieux, enﬁn les ouvertures
parcimonieuses pour des chemins incomplets.
3.4.1 Filtres parcimonieux alternés par chemins
Soit une image f avec une famille de chemins Π. D'après la déﬁnition 3.2, ∀pi ∈ Π, γpiL(f) est
une ouverture de f de taille L le long du chemin pi. En inversant ce signal, on déﬁnit l'opérateur
complémentaire, une fermeture :
ϕpiL(f) = −γpiL(−f). (3.13)
Dans la déﬁnition originale des ouvertures par chemins de Heijman et al. [90], inverser l'image et
calculer des ouvertures revient à calculer des fermetures par chemins : ϕPOL (f) = −γPOL (−f). Ce ﬁltre
modiﬁe donc l'ensemble des chemins analysés et permet de ﬁltrer des structures foncées sur fond clair.
L'équation 3.13 agit diﬀéremment puisque le chemin pi est positionné sur un chemin clair et calculer
une fermeture le long de ce chemin permet de boucher les trous générés par le bruit. Les fermetures
sur les chemins (équation 3.13) possèdent toutes les propriétés d'une fermeture (croissance, extensivité
et idempotence) et du moment où ces opérateurs sont appliqués sur les mêmes chemins Π, on peut
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composer les ouvertures et fermetures aﬁn d'obtenir des ﬁltres alternés par chemins :
γϕPPOL (f) =
∨
pi∈Π
γpiL
(∧
pi∈Π
ϕpiL(f)
)
, (3.14)
ϕγPPOL (f) =
∧
pi∈Π
ϕpiL
(∨
pi∈Π
γpiL(f)
)
. (3.15)
3.4.2 Filtres parcimonieux alternés séquentiels par chemins
Un ﬁltre alterné séquentiel est un opérateur qui ﬁltre l'image successivement avec des ouvertures
et des fermetures de tailles croissantes. Aussi, on peut utiliser les ﬁltres alternés déﬁnis dans la section
précédente pour construire deux compositions de ﬁltres alternés séquentiels (FAS) :
γϕPPO−FASL = γϕ
PPO
L . . . γϕ
PPO
2 γϕ
PPO
1 , (3.16)
ϕγPPO−FASL = ϕγ
PPO
L . . . ϕγ
PPO
2 ϕγ
PPO
1 . (3.17)
La ﬁgures 3.8(c) et 3.8(d) présentent les résultats des ﬁltres parcimonieux alternés et alternés séquentiels
par chemins sur l'image de la ﬁgure 3.5(a). On remarque que les ﬁltres FAS proposent un ﬁltrage moins
brutal que les ﬁltres alternés. Ainsi, la détection de la structure ﬁliforme est considérablement amélioré
avec les FAS par chemins parcimonieux. On note, néanmoins, que le bruit est aussi plus rehaussé
avec des FAS. La ﬁgure 3.20 présente un deuxième exemple de ﬁltrage pour l'extraction de structures
ﬁliformes. Enﬁn, ces opérateurs sont illustrés sur des défauts de surface de type ﬁssure (voir l'annexe
III).
3.4.3 Ouvertures parcimonieuses pour des chemins incomplets
Outre les ﬁltres alternés et les ﬁltres alternés séquentiels par chemins parcimonieux, on peut dé-
ﬁnir un nouvel opérateur permettant de réaliser des ouvertures par chemins incomplets. Il faut donc
reconnecter les chemins avec une fermeture de petite taille, avant de les ﬁltrer avec une ouverture de
taille L. On déﬁnit alors une PPOs pour des chemins incomplets (notée γPPOL,tol (f)) qui est donnée par
l'équation suivante :
γPPOL,tol (f) =
∧(
f,
∨
pi∈Π
γpiL
(
ϕpitol+1(f)
))
, (3.18)
avec tol une tolérance représentant la taille maximale des trous à combler et ϕpitol+1 est déﬁni suivant
l'équation 3.13. On remarque que l'inﬁmum entre l'image originale et le résultat du ﬁltrage est nécessaire
pour préserver la propriété d'anti-extensivité de ce ﬁltre.
La ﬁgure 3.7 illustre une ouverture, une fermeture et un PPO incomplet sur un signal 1D. La
détection de la structure claire corrompue par du bruit a été rendue possible par l'utilisation de
l'opérateur développé dans cette section. Un exemple 2-D est donné dans la ﬁgure 3.8, où l'on calcule
des ouvertures parcimonieuses par chemins complets et incomplets (tol = 2) sur l'image d'ADN avec des
chemins localement maximaux. On constate ainsi que la détection de cette molécule est bien meilleure
puisqu'elle est mieux préservée par ce ﬁltre. Néanmoins, le bruit est aussi reconnecté et des structures
longues sont trouvées dans le fond de l'image.
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(a) Signal initial (b) Fermeture d'une taille 3 (en bleu), fermeture de
taille 3, suivie d'une ouverture de taille 9 (en rouge).
(c) Ouvertures parcimonieuses par chemins incomplets
(en bleu) et complets (en rouge) : L=9 et tol = 3
Figure 3.7  Exemple du fonctionnement des ouvertures parcimonieuses par chemins complets et
incomplets.
Remarque : la stratégie d'extraction des chemins Glo est plus robuste au bruit que la méthode
Loc. En eﬀet, la poursuite d'une structure claire, discontinue dans un environnement bruité peut
échouer avec des chemins qui sont localement maximaux. Le choix du paramètre tol doit prendre en
compte la quantité de bruit ainsi que le nombre de pixels à reconnecter. Choisir une grande valeur pour
ce paramètre augmente le risque de reconnecter le bruit et ainsi de préserver des structures non désirées
dans l'image. Il faut trouver le bon compromis entre la préservation des structures et la reconnexion
du bruit. En pratique, tol dépasse rarement 10 pixels mais cette valeur dépend de l'image ainsi que de
l'application.
En conclusion, les ouvertures parcimonieuses par chemins complets ou incomplets sont des nouveaux
opérateurs permettant d'extraire un sous ensemble de chemins représentatifs des structures de l'images
en utilisant trois stratégies diﬀérentes, section 3.3. La méthode basée sur la ligne de partage des eaux
ne permet pas d'individualiser les chemins ni de réduire les temps de calcul, notre objectif premier.
Les deux autres méthodes individualisent les chemins et simpliﬁent le problème de ﬁltrage en calculant
des ouvertures et des fermetures sur des signaux 1-D. Cependant, seule la méthode sur les chemins
localement maximaux permet d'extraire les chemins d'une manière rapide et eﬃcace tout en limitant la
taille des régions aveugles. On focalise donc notre attention sur les PPOs utilisant les chemins Loc, et
l'on note alors γPPOL,tol = γ
PPO−loc
L,tol . L'individualisation des chemins permet aussi d'améliorer la précision
de la mesure de longueur de ces opérateurs. En eﬀet, à cause de la discrétisation de la grille, la longueur
de chaque liaison diagonale entre deux pixels voisins du chemin sera égale à
√
2 ou plus généralement
à
√
dx2 + dy2 avec dx et dy le pas d'échantillonnage sur l'axe x et y respectivement. La section 3.6
étudie la précision de ces opérateurs et la section suivante donne des informations complémentaires.
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(a) γPPO−Loc40,0 (b) γ
PPO−Loc
40,2
(c) γϕPPO−AS−Loc15 (d) γϕ
PPO−FAS−Loc
15
Figure 3.8  Illustration des ouvertures parcimonieuses par chemins complets (a) et incomplets (b)
avec des chemins localement maximaux ainsi que des ﬁltres alternés (c) et alternés séquentiels (d).
3.5 Considérations pratiques
La vitesse de calcul est un élément important pour ces opérateurs. Aussi, cette section fournit des
informations sur leur implémentation ainsi que sur une méthode pour réduire considérablement leur
temps de calcul.
3.5.1 Ouverture 1D en temps constant par pixel
Un chemin est une séquence de pixels qui est assimilé à un signal 1-D. Nous utilisons donc l'algo-
rithme développé dans le chapitre 2 sur les ouvertures 1-D en temps constant par pixel, pour calculer
γpiL. Le paramètre de taille des PPOs n'a donc plus d'inﬂuence dans la complexité algorithmique de
cet opérateur et ceci constitue un avantage certain par rapport à la meilleure implémentation des
ouvertures par chemins classiques.
La complexité est étudiée dans la section 3.8.1 et on introduit dans la section suivante, un paramètre
k, contrôlant la parcimonie de cet opérateur aﬁn de réduire plus encore les temps de calcul.
3.5.2 Paramètre de parcimonie k
En observant la ﬁgure 3.5(b), on remarque que beaucoup de chemins fusionnent très rapidement
pour suivre les mêmes structures et ce, même s'ils n'ont pas le même point de départ. Ces chemins
redondants n'apportent pas d'informations complémentaires. On peut donc aller plus loin dans la
réduction du nombre de chemins en introduisant le paramètre k, contrôlant de parcimonie de cet
opérateur (γL,tol,k). Comme les chemins ayant des points de départ proches, ont une forte probabilité
d'être attirés par la même structure, k est la distance en pixels entre deux points de départ. En
utilisant ce paramètre, on divise par k le nombre total de chemins et on divise par la même occasion la
complexité par k. Néanmoins, supprimer trop de chemins peut détériorer la qualité de la détection de
cet opérateur. On étudiera dans la section 3.6, quelle est l'inﬂuence de ce paramètre sur les résultats.
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(a) Image initale (b) γPOL
(c) γPPO−RECL,0,k (d) γ
PPO−REC
L,1,k
Figure 3.9  Comparaison des ouvertures par chemins et des ouvertures parcimonieuses par chemins
complets et incomplets avec L = 40 et k = 1, avec une étape de reconstruction.
3.5.3 Reconstruction morphologique
Les opérateurs déﬁnis précédemment sont des opérateurs parcimonieux. Les objets sont donc re-
présentés par des structures ﬁliformes. Néanmoins, si on souhaite avoir un résultat non parcimonieux,
on peut reconstruire le résultat des PPOs sous l'image originale aﬁn d'avoir une réponse en chaque
pixel. Des implémentations rapides existent pour l'opérateur de reconstruction morphologique. Leur
complexité est linéaire [244, 188] et par conséquent, même si l'application nécessite une étape de re-
construction, la complexité globale de cet algorithme ne change pas.
La ﬁgure 3.9 propose une comparaison entre les ouvertures par chemins, les PPOs complets et
les PPOs incomplets. On constate que la détection est meilleure en utilisant des chemins incomplets,
puisque l'on est capable de reconnecter les structures bruitées. Par rapport aux ouvertures par chemins
classiques, la précision est très bonne et on propose de l'étudier dans la section suivante.
Remarque : Le choix des paramètres à utiliser pour les ouvertures parcimonieuses par chemins
dépend des applications. Le paramètre de longueur L doit être choisit en fonction de la longueur des
structures à préserver et le paramètre de tolérance tol par la taille des brèches le long des chemins.
Enﬁn, pour choisir la valeur du paramètre de parcimonie k, il est nécessaire d'étudier la précision de
cet opérateur.
3.6 Précision des ouvertures parcimonieuses par chemins
Utiliser uniquement un sous ensemble restreint de chemins peut avoir un impact sur la précision
de ces opérateurs. Des régions aveugles apparaissent et des structures plus grandes que L peuvent être
supprimées à tort. On propose dans cette section, de quantiﬁer ces imprécisions et de comparer cette
méthode avec des ouvertures par chemins classiques.
On verra que les ouvertures par chemins classiques sont elles aussi soumises à des imprécisions
importantes en fonction de l'orientation des structures à analyser. L'invariance par rotation est une
propriété essentielle pour un ﬁltre, spécialement lorsque l'on calcule la distribution de taille des struc-
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tures d'une image. On propose tout d'abord, d'analyser cette invariance par rotation pour les POs et
les PPOs puis, on propose une méthode simple permettant d'améliorer la précision des ﬁltres parcimo-
nieux.
On étudiera par la suite, la précision des PPOs en fonction de la densité des structures dans l'image
et du paramètre de parcimonie k. Enﬁn, nous comparerons les courbes granulométriques obtenues
avec diﬀérents opérateurs. En eﬀet, on peut déﬁnir des courbes granulométriques avec des ouvertures
parcimonieuses par chemins aﬁn d'obtenir une estimation de la longueur des structures de l'image. La
déﬁnition de la distribution de taille est rappelée dans la section 2.2.2 et est résumée par l'équation
suivante :
(PS(f))(l) = Meas(γPPO−RECl (f)− γPPO−RECl−1 (f)), l > 0, (3.19)
avec Meas une mesure qui sera le volume. L'intégrale de la fonction PS donne la distribution de
taille cumulée ou courbe granulométrique que l'on normalisera entre 0 et 1. Un exemple de courbe
granulométrique est donné dans la ﬁgure 3.12.
Dans un souci de clarté et de simplicité, on prendra un pas d'échantillonnage identique sur l'axe x
et sur l'axe y égale à 1. Cependant, il est facile d'étendre les éléments présentés ci-dessous à des images
anisotropes.
3.6.1 Invariance par rotation
L'invariance par rotation est une propriété importante pour les ﬁltres et on montre dans cette
section comment s'en approcher le plus possible avec des ouvertures parcimonieuses par chemins.
Description du problème
Une ouverture par chemins classique avec le graphe présenté dans la ﬁgure 3.1 surestime la longueur
des chemins diagonaux. En eﬀet, on cherche le chemin de longueur maximale et, avec un graphe
diagonal, celui-ci peut zigzaguer dans la structure analysée. Une illustration de ce phénomène est
proposée dans la ﬁgure 3.10a. Ce phénomène de zigzag est un problème bien connu des ouvertures
par chemins maximaux que Luengo Hendriks [126] corrigea en partie. Il utilisa une idée initialement
proposée par Buckley et Yang [31], qui consiste à ajouter une contrainte aux ouvertures par chemins.
Deux graphes sont donc utilisés alternativement aﬁn de déﬁnir la connectivité : un graphe de la ﬁgure
3.1 est associé à un graphe uniquement orienté dans sa direction principale. Dans l'exemple de la ﬁgure
3.10b, la longueur de la structure est mieux estimée pour un graphe diagonal. Néanmoins, il a été
montré dans [126] que cet opérateur sous-estime quelque peu la longueur des chemins et que cette
amélioration de la précision se fait au détriment des temps de calcul qui passent du simple au double.
On appelle cette méthode les ouvertures par chemins contraints dans la suite de ce chapitre. Enﬁn,
les PPOs pénalisent les liaisons diagonales par
√
2, ce qui permet d'avoir une bonne estimation de la
longueur du chemin (ﬁgure 3.10c).
Expérience
Pour tester rigoureusement l'invariance par rotation de ces opérateurs, on génère un segment de
droite horizontal de longueur et de largeur ﬁxées à 40 et à 3 pixels respectivement. Avant de réaliser
une rotation d'angle α, on applique un ﬁltre gaussien d'écart-type 2 à ce segment. Ce ﬁltre gaussien est
important puisqu'il limite les erreurs dûes à la discrétisation de l'espace lors de la rotation [127]. On
obtient donc une collection de ﬁbres de même longueur mais avec des orientations diﬀérentes (ﬁgure
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(a) (b) (c)
Figure 3.10  Longueur du chemin avec un graphe diagonal orienté SO-NE. (a) PO classique (lon-
gueur du chemin : 7), (b) PO contraint (longueur du chemin : 5), (c) PPO (longueur du chemin :
1 + 3
√
2 = 5,24).
(a) 0 (b) 10 (c) 20 (d) 30 (e) 40
Figure 3.11  Génération de ﬁbres de longueur 40 pixels et de proﬁl gaussien pour diﬀérentes orien-
tations.
3.11). Idéalement, la courbe granulométrique cumulée est égale à 0 pour des longueurs inférieures à 40
pixels et à 1 pour des longueurs supérieures. Néanmoins, à cause du proﬁl gaussien, de la largeur non
unitaire des ﬁbres et des imprécisions dans les mesures, des ﬂuctuations vont apparaître. On calcule
alors les courbes granulométriques pour les trois méthodes décrites (les POs, les POs contraints et les
PPOs) ainsi que pour une quatrième méthode : le supremum des ouvertures par des segments (chapitre
2).
On constate que pour des orientations horizontales, les quatre méthodes fournissent la même esti-
mation de la longueur de la ﬁbre. Cependant, lorsque les ﬁbres sont orientées suivant d'autres directions,
des diﬀérences apparaissent (voir la ﬁgure 3.12). On constate, comme attendu, que les ouvertures par
chemins classiques surestiment fortement la longueur des chemins diagonaux, et que les ouvertures par
chemins contraints les sous-estiment. Ces deux opérateurs ne sont donc pas invariants par rotation
comme peut l'être le supremum des ouvertures 1-D. La même conclusion peut être tirée des PPOs,
puisqu'elles surestiment légèrement la taille des chemins pour certaines orientations. Ainsi, on propose
dans la section suivante, d'améliorer la précision de cet opérateur.
Amélioration de la précision des PPO
Individualiser les chemins permet de mieux prendre en compte et de corriger l'eﬀet introduit par
la discrétisation du domaine. Pondérer les liaisons diagonales par
√
2, est une première étape dans
l'amélioration de la précision des ouvertures par chemins parcimonieux. Cependant, l'expérience de la
section 3.6.1 a montré que ce n'est pas suﬃsant. En eﬀet, les PPOs surestiment la longueur des chemins
diagonaux.
Pour améliorer la précision des PPOs et corriger l'eﬀet de la discrétisation, on élargit le voisinage
et on pondère les diﬀérentes liaisons en se servant des trois derniers pixels du chemin en cours de
construction, au lieu des deux derniers. Pour rappel, le tableau 3.1 résume les deux conﬁgurations
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(c) Ouvertures par chemins contraints
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(d) Ouvertures parcimonieuses par chemins
Figure 3.12  Test de l'invariance par rotation. Les granulométries sont calculées avec diﬀérents types
d'ouvertures.
possibles à deux points ainsi que leur pondération associée. Avec trois pixels, on dénombre au total
5 conﬁgurations diﬀérentes. Elles sont regroupées avec leur pondération, dans le même tableau 3.1 et
on note que toutes les autres conﬁgurations peuvent être déduites des 5 premières avec de simples
rotations.
En utilisant trois pixels au lieu de deux, l'estimation de la longueur des chemins diagonaux est
meilleure. Cependant, d'un point de vue algorithmique, il est nécessaire de dissocier certaines conﬁ-
gurations puisque l'on souhaite toujours parcourir et traiter le chemin séquentiellement. Ainsi, on
ne connait pas l'orientation future (et par conséquent, la conﬁguration à utiliser) du chemin avant de
traiter le pixel suivant. Ainsi, un paramètre est introduit permettant de stocker la dernière conﬁgura-
tion utilisée (Pour l'initialisation du chemin ou sa réinitialisation, la dernière conﬁguration est égale à
0 pour signiﬁer qu'il faut utiliser l'une des deux conﬁgurations à deux points pour le prochain pixel).
En fonction de la dernière conﬁguration utilisée et de l'orientation du pixel suivant, on peut déduire
la longueur de la liaison en pointillés dans les conﬁgurations du tableau 3.2.
 Pour les conﬁgurations 1 et 4, les longueurs des liaisons en pointillés doivent être respectivement
égale à 1 et
√
2 pour obtenir les distances totales de 2 et de 2
√
2.
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Tableau 3.1  Présentation des conﬁgurations possibles et de leur longueur associée en utilisant deux
pixels ou trois pixels.
Configurations
Pondérations 22 5 2 221 2
2 points 3 points
Tableau 3.2  Présentation des diﬀérentes conﬁgurations ainsi que les longueurs associées. Les liaisons
en pointillés (resp. en trais plein) correspondent à la conﬁguration courante (resp. passée).
ConfigurationNuméro Longueur du segment en pointillé Changement de configuration du passé
1 -
0
0
-
1 ou 2
1
2
3
4
5
6
5-1
5-  2
2
2 - 1
2-  2
3 ou 4
 Pour les conﬁgurations 2 et 3, les distances totales doivent être égales à
√
5. Pour atteindre cette
valeur, les longueurs des chemins en pointillés doivent respectivement être égales à
√
5 − 1 et à√
5−√2. Une fois que l'on a obtenu cette conﬁguration, on réinitialise le processus en changeant
pour la conﬁguration 0. Ainsi, le prochain pixel utilisera à nouveau l'une des deux conﬁgurations
à 2 pixels.
 De la même manière, les longueurs des liaisons en pointillés doivent être égale à
√
2 − 1 et à
2−√2 pour les conﬁgurations 5 et 6. Une fois cette combinaison terminée, on change la valeur
de la dernière combinaison à 2 ou 3 pour qu'il constitue le début d'une autre conﬁguration.
En utilisant une table de correspondance des longueurs en fonction des conﬁgurations, on peut faci-
lement et sans surcoût, améliorer l'évaluation de la longueur d'un élément. Pour vériﬁer le résultat,
on répète l'expérience de la section 3.6.1 et on constate que l'invariance par rotation est bien meilleur
(ﬁgure 3.13).
3.6.2 Précision des PPOs en fonction de la densité et du paramètre de parcimonie
Le contenu de l'image a une inﬂuence sur les résultats des PPOs puisque l'on n'utilise qu'un sous
ensemble de chemins. Des régions aveugles apparaissent et engendrent des erreurs de mesure. On
propose dans cette section, de mesurer l'impact de la densité et du paramètre de parcimonie k sur les
résultats.
Génération d'un modèle aléatoire
Pour tester l'inﬂuence de la densité des images, il faut connaitre exactement le contenu d'une
image. Or nous ne pouvons pas utiliser les POs classiques ni les POs contraints comme références,
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Figure 3.13  L'invariance par rotation est testée en calculant des granulométries sur des ﬁbres de
même longueur mais avec des orientations diﬀérentes. Les ouvertures parcimonieuses par chemins sont
des opérateurs invariants par rotation.
puisqu'ils sont eux aussi biaisés. Pour connaitre exactement le contenu d'une image, pour faire plusieurs
réalisations du même processus et pour modiﬁer à volonté la densité des données, on utilisera une
stratégie utilisant des modèles aléatoires [98, 99]. On prendra tout d'abord une ﬁbre rectiligne, de
taille comprise entre 3 et 80 pixels avec une orientation aléatoire, comme grain primaire. Le support
de l'image aura une taille de 500 par 500 pixels et, pour connaitre exactement le résultat de la courbe
granulométrique, on ne tolère aucune intersection entre ﬁbres ainsi qu'entre les ﬁbres et le bord de
l'image. Voici la méthodologie utilisée pour générer une réalisation de ce processus :
1. Pour une fraction volumique donnée, on estime le nombre de ﬁbres à placer dans le modèle en
utilisant une distribution de Poisson. La fraction volumique (VV ∈ [0,1]) est déﬁnie comme le
rapport entre la surface occupée par les ﬁbres et la surface de l'image.
2. On génère une ﬁbre de longueur et d'orientation choisies aléatoirement (l'écart type du ﬁltre
gaussien est ﬁxé à 2).
3. On insère cette ﬁbre aléatoirement dans le modèle. Néanmoins, si aucune place respectant les
contraintes de non intersection n'est trouvée, on choisira une autre ﬁbre (retour à l'étape 2). Par
conséquent, la densité demandée est sous-estimée puisque les petites ﬁbres ont une probabilité
plus grande de trouver une place dans le modèle. Cependant, ce phénomène n'a aucune impor-
tance puisque l'on calculera la densité réelle des ﬁbres lorsqu'elles seront toutes insérées dans le
modèle.
4. Une fois la ﬁbre placée, on ajoute sa contribution à la courbe granulométrique théorique et on
répète les étapes de 2 à 4 jusqu'à ce que toutes les ﬁbres soient placées.
La ﬁgure 3.14 présente 4 réalisations diﬀérentes de ce processus pour des densités allant de 10% à 40%.
Inﬂuence de la densité des structures
Pour mesurer l'inﬂuence de la fraction volumique sur le calcul de la courbe granulométrique, on
génère 100 modèles aléatoires (100 réalisations du même processus). Ainsi, on moyenne les courbes
granulométriques expérimentales obtenues que l'on compare avec la courbe granulométrique moyenne
théorique. En mesurant l'erreur relative entre ces deux courbes et en itérant ce calcul pour chaque
densité retenue, on déﬁnit la courbe présentée dans la ﬁgure 3.15. Comme attendu, la corrélation
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(a) Fraction volumique
VV = 10%
(b) Fraction volumique
VV = 20%
(c) Fraction volumique
VV = 30%
(d) Fraction volumique
VV = 40%
Figure 3.14  Quatre réalisations du processus de génération de modèles aléatoires avec des fractions
volumiques diﬀérentes.
entre l'erreur relative commise et la densité de l'image est positive. Plus la densité est forte et plus
la probabilité de sous estimer la longueur d'une structure est importante. Pour une densité de 50%,
l'erreur reste néanmoins faible et se situe au alentour des 11%. On observe principalement deux sources
d'erreurs : les structures les plus longues n'ont pas toutes des chemins les traversant de part en part
(leur longueur est sous-estimée) et, les petites structures localisées dans des régions aveugles ne sont
pas prises en compte.
Inﬂuence du paramètre de parcimonie k
k contrôle le nombre de chemins dans l'image. Plus k est élevé, plus le nombre de chemins est faible
et plus la probabilité de commettre des erreurs augmente. Les temps de calcul sont donc fortement
réduits mais en contrepartie, la qualité de la détection diminue. Pour tester l'inﬂuence de ce paramètre
sur la précision des ouvertures parcimonieuses par chemins, on utilise le même procédé que pour la
section précédente et on ajoute le calcul des courbes granulométriques moyennes avec diﬀérents k. La
ﬁgure 3.15 présente les résultats et on observe que l'erreur relative commise augmente avec k.
La ﬁgure 3.16 illustre les chemins obtenus, sur une réalisation d'un modèle avec VV = 40%. Plus
on augmente k et moins il y a de chemins parcourus. Le choix de ce paramètre de parcimonie dépend
donc de l'application, s'il est nécessaire de faire un compromis entre vitesse et précision.
3.6.3 Comparaison avec d'autres méthodes
On propose dans cette section, de comparer les courbes granulométriques obtenues avec diﬀérentes
méthodes : le supremum des ouvertures 1-D, les POs, les POs contraints et les PPOs. On utilisera tout
d'abord des images provenant de modèles aléatoires puis nous testerons les opérateurs sur une image
réelle.
Modèles aléatoires : ﬁbres linéaires, ﬁbres tortueuses
L'élément de base des modèles aléatoires sont des ﬁbres linéaires de tailles et d'orientations quel-
conques. Pour compléter cette étude, nous introduisons un modèle aléatoire utilisant un autre grain
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Figure 3.15  Evolution de l'erreur relative entre les courbes granulométriques théorique et expéri-
mentale en fonction de la densité des structures dans l'image et pour diﬀérents k = {1,2,5,10,20}.
primaire : une ﬁbre qui ne sera plus nécessairement droite. Pour générer une ﬁbre tortueuse, nous
utilisons un algorithme des marches aléatoires [148] quelque peu modiﬁé ; on ne tolère pas deux chan-
gements d'orientation successifs +45, −45ou l'inverse. Le pseudo code est présenté dans l'algorithme
6 et les lignes 5 à 10 mettent en ÷uvre cette contrainte. Les images de la ﬁgure 3.17 présentent quelques
réalisations de ce processus avec des densités égales à 10%, 20%, 30% et 40%.
Algorithme 6: fibre← MarcheAléatoireContraint (l)
Input : l : longueur de la ﬁbre ;
W,H : taille de l'image de sortie ;
Result : fibre : ﬁbre binaire de longueur l
1 lastDir ← 0
2 x←W/2− l/2
3 y ← H/2
4 for rp = x...x+ l do
5 if lastDir == 0 then
6 dir = rand(−1,0,1)
7 else if lastDir == −1 then
8 dir = rand(−1,0)
9 else
10 dir = rand(0,1)
11 lastDir = dir
12 y ← y + dir
13 fibre(rp,y − 1) = 255
14 fibre(rp,y) = 255
15 fibre(rp,y + 1) = 255
On génère 10 réalisations de modèles aléatoires avec des ﬁbres linéaires comme grain primaire pour
un premier test puis, avec des ﬁbres tortueuses générées avec un algorithme des marches aléatoires
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(a) Fraction volumique VV = 40% (b) Chemins loc avec k = 1
(c) Chemins loc avec k = 2 (d) Chemins loc avec k = 5
(e) Chemins loc avec k = 10 (f) Chemins loc avec k = 20
Figure 3.16  Illustration des chemins localement maximaux sur un modèle de ﬁbre avec une fraction
volumique de 40%
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(a) Fraction volumique VV =
10%
(b) Fraction volumique
VV = 20%
(c) Fraction volumique VV =
30%
(d) Fraction volumique
VV = 40%
Figure 3.17  4 réalisations du processus de génération de modèles aléatoires avec des fractions
volumiques diﬀérentes. Les grains primaires sont des ﬁbres générées avec les marches aléatoires (pseudo
code 6) de tailles 10 et 80 pixels
pour le second. On calcule la distribution de taille moyenne associée (pattern spectrum) pour toutes
les méthodes décrites : PO, PO contraint, le supremum des ouvertures 1-D, les PPOs avec k=1, 2, 5,
10 et 20. La ﬁgure 3.18(a) regroupe l'ensemble des résultats obtenus avec le modèle utilisant une ﬁbre
linéaire comme grain primaire (la densité est de 30%, l'orientation est aléatoire et la valeur de l'écart
type du ﬁltre gaussien est ﬁxée à 2. La taille des ﬁbres peut prendre aléatoirement 2 valeurs, soit 10
pixels, soit 80 pixels).
Remarque : La tortuosité des ﬁbres du modèle a été choisie en fonction des capacités de la
méthode.
Les ouvertures par chemins classiques surestiment très largement la distribution de taille puisque
de nombreuses ﬁbres ont été mesurées avec des longueurs supérieures à 100 pixels. Les PPOs, les
POs contraints ou le supremum des ouvertures linéaires ont des pattern spectra semblables même si
les POs contraints semblent sous-estimer la longueur des plus grandes structures. Lorsque les ﬁbres
sont tortueuses (ﬁgure 3.18(b)), le supremum des ouvertures par des segments de droite sous-estime
largement la taille des structures des images. En eﬀet, il mesure la taille des segments de droite et par
conséquent, cet opérateur est inadapté pour mesurer des objets non linéaires. En utilisant des PPOs,
les distributions de taille entre les deux modèles sont très stables et on note peu de modiﬁcations. Ceci
est une bonne chose puisque la tortuosité des ﬁbres est le seul paramètre du modèle qui change et ce
paramètre n'a aucune inﬂuence sur la distribution de taille.
De plus, on observe la même tendance que dans la section 3.6.2, la taille des ﬁbres est légèrement
sous estimée lorsque k est grand. Néanmoins, on remarque que le paramètre de parcimonie n'a que peu
d'inﬂuence sur les résultats des PPOs.
Remarque : D'autres mesures donnent des résultats similaires à ceux des ouvertures parcimo-
nieuses par chemins pour des ﬁbres tortueuses : le diamètre géodésique et des mesures basées sur l'axe
médian (voir le chapitre 5).
Pour conclure cette section, l'amélioration la précision des ouvertures parcimonieuses par chemins a
rendu cet opérateur invariant par rotation. On a visualisé l'inﬂuence du paramètre de parcimonie ainsi
que celle des zones aveugles. Ce ﬁltre, bien que dépendant du contenu de l'image, permet de réaliser
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Figure 3.18  Analyse de la distribution de taille de deux modèles aléatoires (moyenne sur 10 réalisa-
tions). La taille des ﬁbres est aléatoirement choisie entre deux valeurs 10 pixels ou 80 pixels. On note
qu'un ﬁltre gaussien d'écart type 2 est appliqué à ces ﬁbres ce qui augmente leur longueur.
des analyses granulométriques précises des structures. Cet opérateur est même le plus précis de tous
ceux testés, pour mesurer des structures ﬁliformes et tortueuses dans une image. La section 3.7 étudie
la complexité, les temps de calcul et présente quelques résultats pour des applications industrielles.
3.7 Résultats : applications industrielles
On regroupe dans cette section les résultats de deux applications diﬀérentes, l'analyse de la distri-
bution de taille des ﬁbres de la peau, le contrôle de la cornée et la détection des défauts de surface de
pièces métalliques (annexe III).
3.7.1 Projet L'Oréal : Analyse de la distribution de taille des ﬁbres de la peau
Dans le cadre d'une collaboration avec L'Oréal, nous disposons d'images 3-D de ﬁbres d'élastine du
derme de la peau. Ces ﬁbres ont été préalablement rehaussées par un ﬁltre type Diﬀerence of Gaussians
(voir l'étude L'Oréal du chapitre 8), puis un chapeau haut de forme (Top Hat) de rayon 3 est appliqué,
suivi de la suppression des valeurs inférieures à un niveau de gris égal à 15 pixels. La ﬁgure 3.19 montre
quelques exemples de coupes d'une image 3-D.
Nous cherchons donc à calculer la distribution de taille des ﬁbres de la peau pour ainsi déterminer
les diﬀérences qui existent entre une peau jeune et une peau âgée. Les études que l'on a menées pré-
cédemment dans la section 3.6 nous permettent d'avoir plus de recul par rapport aux résultats donnés
par les PPOs. On calcule donc des granulométries sur des images 2-D (coupe par coupe dans l'axe oxy)
avec des ouvertures parcimonieuses par chemins. La ﬁgure 3.19 regroupe les courbes granulométriques
normalisées ainsi que les densités relatives pour deux types de peau : une peau d'une personne âgée
et une peau d'une personne jeune. Des études histologiques [61] ont montré que les ﬁbres d'élastine
deviennent plus courtes avec l'âge et on observe cette même tendance sur les courbes granulométriques.
Dans le chapitre 8, on étendra cette méthode pour des images 3-D.
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(a) Coupes de 28 à 48 d'une images 3-D (peau jeune)
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Figure 3.19  Analyse de la distribution de taille des ﬁbres élastines de du derme en fonction de
deux types de peau : une peau d'une personne âgée (rouge) et une peau d'une personne jeune (bleu).
(La densité relative correspond aux histogrammes, associée à l'axe droit du graphique. La courbe
granulométrique correspond aux courbes et à l'axe gauche.)
3.7.2 Contrôle de la cornée
On illustre les ouvertures parcimonieuses par chemins en utilisant une image de la cornée [178] ob-
tenue avec un microscope confocal. On cherche ici à détecter les nerfs (long ﬁlaments clairs corrompus
par du bruit) et à réduire le bruit de l'image. On remarque que les PPOs avec des chemins complets
permettent d'obtenir le même niveau de détection que les ouvertures par chemins classiques. De plus,
utiliser des ouvertures parcimonieuses pour des chemins incomplets (tol = 15) permet de mieux pré-
server les nerfs de la cornée, même s'ils ont été déconnectées à cause du bruit. Néanmoins, les temps
de calcul sont largement à l'avantage des ouvertures parcimonieuses par chemins puisqu'ils sont res-
pectivement égaux à 990 ms, 17 ms et 27 ms pour les POs, les PPOs complets (sans reconstruction)
et les PPOs incomplets (sans reconstruction), pour cette image 605 x 504 x 8 bits.
3.8 Complexité algorithmique et temps de calcul
On donne dans cette section, la complexité algorithmique de ces opérateurs parcimonieux. Dans un
second temps, des benchmarks montrent l'amélioration apportée par les PPOs sur les temps de calcul
ainsi que l'inﬂuence de k, tol et de la taille de l'image.
3.8.1 Complexité algorithmique
Les chemins localement maximaux sont initialisés à partir des bords de l'image (tous les k pixels).
Avec les graphes utilisés (ﬁgure 3.1) et la stratégie développée dans la section 3.3.2, on compte au total
6(Width+Height)
k chemins avec Width et Height, respectivement la largeur et la hauteur de l'image.
Pour connaitre la complexité algorithmique des PPOs, il faut connaitre le nombre de pixels par che-
min, or ce nombre n'est pas une constante. En eﬀet, lorsque l'on utilise un graphe diagonal, le nombre
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(a) Image initiale (b) γPOL
(c) γPPO−RECL,k (d) γ
PPO−REC
L,k,tol
(e) γϕPPOL,k (f) γϕ
PPO−FAS
L,k
Figure 3.20  Détection nerf de la cornée de l'÷il : (a) image initiale, (b) ouverture par chemins de
taille L = 100 pixels, (c) ouvertures parcimonieuses par chemins de taille L = 100 pixels avec k = 10,
(d) ouvertures parcimonieuses pour des chemins incomplets L = 100, k = 10 avec une tolérance tol de
15 pixels et (e), (f) un ﬁltre alterné et un ﬁltre alterné séquentiel de taille 100.
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de pixels par chemin dépend du contenu de l'image (avec un graphe NO/SE et le premier pixel comme
point de départ, le chemin peut être composé de Width+Height pixels). Au pire des cas, on compte
Width(Width+1)
2 pixels analysés pour le bord nord de l'image avec un graphe diagonal. Pour les 4 di-
rections de l'espace, un total de 2×Width×Height(Width+Height+4)k pixels seront analysés. Néanmoins, le
résultat de chaque pixel est calculé avec l'algorithme déﬁni dans le chapitre 2, qui a une complexité
constante par pixel. Ainsi, les ouvertures parcimonieuses par chemins ne dépendent pas du paramètre
de taille L et la complexité théorique est égale à O
(
Width×Height(Width+Height)
k
)
. La complexité de cet
opérateur est donc quadratique mais si on utilise uniquement les graphes horizontaux et verticaux,
alors la complexité devient linéaire en fonction du nombre de pixels de l'image : O
(
Width×Height
k
)
.
Pour les ouvertures parcimonieuses pour des chemins incomplets, il est nécessaire de calculer une
fermeture avant de calculer son ouverture sur un signal 1-D. Néanmoins, une fermeture sur un signal
1-D est calculée en utilisant l'équation 3.18 et par conséquent, la complexité reste identique.
On montre expérimentalement à travers les diﬀérents benchmarks de la section 3.8.2, que les para-
mètres de taille L et tol n'ont aucune inﬂuence sur les temps d'exécution.
3.8.2 Temps de calcul
Les ouvertures parcimonieuses par chemins ont été principalement conçues pour répondre aux
contraintes temporelles des POs classiques. Pour illustrer les temps d'exécution et comparer les PPOs
avec d'autres opérateurs, on réalise le test suivant : on mesure les temps de calcul pour 100 ouvertures
par chemins pour diﬀérents L, pour diﬀérents k et pour diﬀérents tol puis, on compare ces résultats avec
les temps de calcul des ouvertures par chemins complets et incomplets ainsi qu'avec les ouvertures par
chemins contraints. La ﬁgure 3.21 donne l'ensemble des temps moyens pour chacune de ces méthodes
en fonction de L. On note que les temps d'exécution sont reportés sur une échelle logarithmique faisant
intervenir 4 ordres de grandeurs. Ce benchmark a été réalisé sur un ordinateur portable, Intel Core 2
Duo T7700 CPU @2.4GHz, sur l'image 8 bits présentée dans la ﬁgure 1.1 (768× 576 pixels.)
Les temps de calcul constituent l'atout majeur des ouvertures parcimonieuses par chemins. En eﬀet,
les PPOs sont indépendants de L et pour des chemins complets, les temps de calcul ont été divisés par
8, 39 et 77 entre une PO et une PPO avec k = {1, 5, 10} respectivement. L'écart est encore plus grand
pour des chemins incomplets, puisque les temps moyens ont été divisés par un facteur proche de 3000.
Un deuxième benchmark est proposé pour visualiser l'impact sur les temps de calcul, du paramètre
de parcimonie k ainsi que de tol, la tolérance pour des chemins discontinus. On trace donc les temps
d'exécution moyens d'une ouverture parcimonieuse par chemins en fonction de k puis de tol. Les
résultats de ces tests sont reportés dans les ﬁgures 3.22(a) et 3.22(b). On note tout d'abord, que
les temps de calcul décroissent en 1k avec le paramètre de parcimonie. En eﬀet, la décroissance des
temps est linéaire avec une échelle log/log. Ceci est conforme à nos attentes puisque le nombre de
chemins analysés est divisé par k et que chaque chemin est analysé en temps constant par pixel. Pour
le paramètre tol, son augmentation engendre une diminution des temps de calcul. L'explication de ce
phénomène est décrite dans le chapitre 2 et vient du fait que plus la taille de la fermeture est grande
et moins il y a de phase d'écritures sur le signal de sortie. Ceci accélère sensiblement l'algorithme.
Enﬁn un troisième benchmark propose de visualiser l'impact de la taille de l'image sur les temps
de calcul. Pour cela, on déﬁnit des images de taille croissantes que l'on remplit aléatoirement avec du
bruit uniforme. Les résultats des temps d'exécutions moyens d'une PPO sont tracés dans la ﬁgure 3.23.
Comme déﬁni dans la section traitant de la complexité (section 3.8.1), les temps de calcul sont quadra-
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Figure 3.21  Benchmark entre les ouvertures par chemins classiques et les ouvertures parcimonieuses
avec des chemins complets ou incomplets. Les temps de calcul sont reportés en ms et sur une échelle
logarithmique en fonction de la taille de l'ouverture (taille de l'image 768× 576 pixels).
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Figure 3.22  Temps de calcul moyen d'une ouverture parcimonieuse par chemins (100 itérations) en
fonction de k et de tol. L'image test est présentée dans la ﬁgure 3.20(a) (768× 576 pixels.)
70 Vincent Morard
Thèse de doctorat, MINES ParisTech, 2012
3.9 Bilan et perspectives
0
100
200
300
400
500
0 0.5 1 1.5 2
T e
m
p
s  
( m
s )
Horizontale + verticale + deux diagonales
Horizontale + verticale
Nombre de pixels dans l'image (en MPixel)
Figure 3.23  Temps de calcul moyen d'une ouverture parcimonieuse par chemins (L = 100, k = 1,
tol = 0) en fonction de la taille de l'image (bruit uniforme). On trace en bleu les PPOs avec les 4
directions et en rouge, les PPOs avec seulement 2 directions (horizontale et verticale).
tiques si on utilise les graphes diagonaux et linéaires si on utilise uniquement les graphes horizontaux
et verticaux.
3.9 Bilan et perspectives
Ce chapitre présente un nouvel opérateur morphologique : les ouvertures parcimonieuses par che-
mins. Ces outils sont utilisés pour extraire les structures claires d'une image, qui ont une longueur
supérieure à un seuil donné.
Trois stratégies d'extraction d'un sous ensemble de chemins représentatif ont été étudiées et ana-
lysées. Nous avons retenu la méthode d'extraction Loc, qui construit un chemin localement maximal
à partir de tous les pixels du bord de l'image comme point de départ. Cette stratégie présente plu-
sieurs avantages : la taille des régions aveugles est faible, l'extraction des chemins est facile et rapide
et chaque chemin est individualisé. Cette dernière caractéristique permet d'utiliser l'algorithme rapide
déﬁni dans le chapitre 2, pour calculer une ouverture 1-D sur un chemin. Les PPOs bénéﬁcient alors
des avantages de cet algorithme : les temps de calculs sont faibles, des données de toutes précisions
peuvent être utilisées et la complexité algorithmique est constante par pixel. La taille de l'ouverture
n'a donc plus un impact majeur sur les temps de calcul et la complexité globale est quadratique dans
la version avec toutes les orientations et linéaire si on ne sélectionne que les directions verticales et
horizontales.
De plus, les PPOs sont étendues aux chemins incomplets. À cause du bruit d'acquisition, des
chemins peuvent être discontinus et cet opérateur permet d'insérer une tolérance pour reconnecter
ces chemins. Il fournit des résultats similaires aux ouvertures par chemins incomplets en quelques
millisecondes.
Les temps de calcul constituent l'atout majeur des ouvertures parcimonieuses par chemins. Les
PPOs sont plus rapides de plusieurs ordres de grandeurs par rapport aux ouvertures par chemins
classiques et pour des chemins complets et incomplets, les temps de calculs peuvent être respectivement
divisés par 77 ou par 3000. Ces opérateurs peuvent donc être utilisées dans des applications où les temps
de calcul sont primordiaux, comme le contrôle non destructif de pièces industrielles (chapitre 7).
Cet opérateur n'extrait qu'un sous ensemble de chemins et des erreurs peuvent apparaitre dans
le résultat du ﬁltrage. Ce chapitre propose de nombreux tests pour étudier et améliorer la précision
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(a) Trame rectangulaire (b) Trame hexagonale
Figure 3.24  Exemple de graphe à 2 voisins pour une trame rectangulaire et une grille hexagonale.
de cet opérateur. Les PPOs sont donc invariants par rotation, une propriété que les ouvertures par
chemins classiques ne possèdent pas. Lorsque la densité de l'image augmente tout comme le paramètre
de parcimonie, les erreurs commises par les PPOs augmentent. Néanmoins, les PPOs sont plus précis
pour estimer la distribution de taille d'une image, car les ouvertures par chemins classiques surestiment
fortement la taille des structures et les ouvertures par chemins contraints, les sous-estiment.
On pourrait utiliser d'autres graphes pour construire les ouvertures parcimonieuses par chemins.
On s'est intéressé à des graphes ayant seulement deux successeurs et deux prédécesseurs pour construire
aussi bien des PPOs que des POs. Ces graphes sont présentés dans la ﬁgure 3.24 pour une trame rec-
tangulaire et une trame hexagonale. Ils ne surestiment pas les chemins diagonaux et sont invariants par
rotation. Cependant, même s'ils paraissent séduisant en théorie, la détection des structures tortueuses
est beaucoup moins bonne. En eﬀet, les ﬁbres se retrouvent souvent morcelées avec ce type de graphe et
donc, leur longueur réelle est sous-estimée. On peut donc déﬁnir une sorte de hiérarchie des opérateurs
à utiliser en fonction des structures à détecter :
 Pour des structures droites, il est préférable d'utiliser le supremum des ouvertures linéaires (cha-
pitre 2).
 Pour des structures très faiblement tortueuses, on utilisera des PPOs avec un graphe à 2 succes-
seurs sur une trame hexagonale.
 Pour des structures raisonnablement tortueuses, on utilisera des PPOs avec un graphe à 3 suc-
cesseurs avec une trame rectangulaire.
 Pour des structures fortement tortueuses, l'algorithme développé dans le chapitre 5 sera utilisé
puisque les ouvertures par chemins couperont les structures tortueuses en plusieurs morceaux.
Pour étendre l'utilisation des opérateurs parcimonieux, nous pouvons déﬁnir d'autres ﬁltres comme
les Diﬀerence Of Gaussian parcimonieux. Les ﬁltres DoG, introduits dans le chapitre 1 nécessitent
d'utiliser une banque de ﬁltres directionnels. Utiliser des chemins localement maximaux permet d'avoir
un ﬁltre parcimonieux ayant une complexité beaucoup moins importante. En eﬀet, l'orientation du
chemin est connue, il n'est donc pas nécessaire de calculer le résultat du ﬁltre pour chaque orientation.
Les temps de calcul seront donc fortement réduits.
L'extraction des chemins est pour le moment réalisée en utilisant une recherche locale du prochain
pixel à insérer au chemin en cours de construction. Cette recherche locale peut rendre cet opérateur
sensible au bruit et cette sensibilité peut être améliorée en faisant des recherches moins locales. On
déﬁnira des chemins semi optimaux qui seront une généralisation des chemins localement et globalement
optimaux, permettant de dicter un comportement intermédiaire entre ces deux méthodes d'extraction
de chemins. Les PPOs seront donc plus robustes au bruit mais plus lent.
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CHAPITRE 4
Éléments structurants adaptatifs : nouveaux éléments structurants adaptatifs basés
sur un processus de croissance de région et nouveaux opérateurs qui analysent leurs
formes
Les ouvertures parcimonieuses par chemins, développées dans le chapitre précédent (chapitre 3),
permettent de ﬁltrer les structures de l'image plus petites qu'un seuil donné. Néanmoins, le graphe
sous-jacent à l'image a une inﬂuence, ﬁxant l'ensemble des structures que ce ﬁltre est capable de
détecter. Pour des ﬁbres tortueuses ne contenant aucun chemin du graphe, les ouvertures par chemins
sous-estiment leur taille réelle. Dans ce contexte et pour supprimer cette contrainte, on propose dans
ce chapitre et le suivant (chapitre 5), deux nouveaux opérateurs permettant d'extraire des structures
ﬁnes ayant une tortuosité quelconque.
Ce chapitre introduit des nouveaux éléments structurants adaptatifs, qui ont une taille ﬁxe mais une
forme variable. Ainsi, la forme de l'élément structurant s'adapte au contenu de l'image en choisissant ré-
cursivement, les pixels les plus proches en intensité à l'origine de l'ES. On appelle cette méthode, region
growing structuring element (REGSE), que l'on peut traduire en français comme élément structurant
par croissance de région.
Avec les REGSEs, on peut non seulement calculer les opérateurs morphologiques classiques utilisant
un élément structurant, ainsi que des opérateurs linéaires utilisant un noyau, mais en plus, on introduit
une méthode originale qui analyse la forme des éléments structurants adaptatifs pour obtenir des
informations complémentaires sur le contenu de l'image. On obtient un nouvel ensemble d'opérateurs,
capables de rehausser eﬃcacement les structures ﬁnes de l'image.
On illustre les performances des nouveaux opérateurs proposés en prenant des images associées aux
projets TOCATA (chapitre 7) et L'Oréal (chapitre 8).
On comparera cette méthode avec d'autres opérateurs adaptatifs, comme les amibes morphologiques
et les general adaptive neighborhood structuring elements (GANSE). On constatera que les opérateurs
basés sur les REGSEs proposent une meilleure détection pour nos applications.
Mots clés : Morphologie mathématique, ﬁltrage, réduction du bruit, rehaussement, détection des
structures ﬁnes, region growing structuring element, inertie, élongation, excentricité.
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Ce travail a donné lieu à une publication :
1. Dans Morard et al. [151], les nouveaux éléments structurants sont introduits ainsi
que la description des opérateurs utilisant la forme des REGSEs pour obtenir de
l'information sur le contenu de l'image.
V. Morard, E. Decencière, and P. Dokládal, Region Growing Structuring Ele-
ments and New Operators based on their Shape, International conference on
Signal and Image Processing (SIP), Dallas, USA, 2011
4.1 État de l'art
Réaliser un ﬁltrage adaptatif permet de mieux prendre en compte le contenu de l'image. L'objectif
principal consiste généralement, à ﬁltrer les régions homogènes tout en conservant les régions de fort
gradient. De nombreux opérateurs adaptatifs existent dans la littérature et ils sont divisés en deux
catégories principales : les ﬁltres linéaires et les ﬁltres non linéaires.
Pour les ﬁltres linéaires, Kuwahara et al. [113] ainsi que Nagao [161] ont divisé le noyau en quatre
régions autour du pixel central. Après avoir calculé l'écart type pour chaque région, le pixel central
prendra la valeur moyenne de la région la plus homogène. Ce ﬁltre permet de préserver les contours tout
comme d'autres ﬁltres adaptatifs tels que la diﬀusion anisotrope de Perona et Malick [183] ou le ﬁltre
bilatéral de Tomasi et al. [234]. Le ﬁltre bilatéral est un ﬁltre dont le noyau est pondéré non seulement
par une distance spatiale mais aussi par une distance tonale. Ce ﬁltre, utilisé dans de nombreuses
applications [157, 158, 184], préserve les contours de l'image. Enﬁn, le ﬁltre mean shift [41] utilise des
méthodes de classiﬁcation pour prendre la valeur moyenne d'une région homogène.
Pour les ﬁltres morphologiques (opérateurs non linéaires), remplacer les éléments structurants ﬁxes
par des éléments structurants variant dans l'espace, constitue une solution élégante pour prendre en
compte plus ﬁnement le contenu de l'image. Ces ESs sont appelés des fonctions structurantes par Serra
[203] et cette adaptabilité peut être réalisée de plusieurs façons diﬀérentes. Dans une application de
contrôle routier, Beucher et al. [20] ajustèrent la taille de l'ES à sa position dans l'image pour corriger
l'eﬀet de la perspective. La taille des ESs augmente donc linéairement avec la position verticale dans
l'image du véhicule considéré. La forme de l'élément structurant peut aussi être ajustée avec le contenu
de l'image. Ainsi, Gordon et Rangayyan [78], introduisirent la notion de voisinage adaptatif. La taille
de l'ES est choisie pour maximiser une fonction de contraste. Cela a amené Braga-Neto [26], puis
Debayle et Pinoli [48], à introduire la notion de General Adaptive Neighborhood Structuring Elements
(GANSE). Les éléments structurants sont déﬁnis en termes de connectivité d'ordre m et n'ont pas
de contraintes de taille. Une autre approche a été suivie par Lerallut et al. [118, 119]. Ils proposèrent
les amibes morphologiques, qui sont des ESs dont la forme est pilotée par une distance géodésique
spéciﬁque. Grazzini et Soille reprirent ce principe et introduisirent la notion de temps géodésique [81].
Dans [227], Tankyevych et al. ont travaillé sur des éléments structurants rectilignes dont l'orientation
s'adapte à l'orientation locale des structures ﬁnes à détecter. D'autres approches ont été introduites
par Salembier [194, 196], Chen et Venetsanopoulos [37] et d'autres auteurs [149, 45, 16, 242]. Tous les
aspects théoriques des éléments structurants variant dans l'espace ont été étudiés par Bouaynaya et
al. pour des images binaires [23] et pour des images en niveaux de gris [24].
À partir des diﬀérentes approches proposées dans la littérature, les amibes morphologiques appa-
raissent comme une solution prometteuse. Les amibes tendent à avoir une forme circulaire mais elles
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peuvent s'adapter au contenu de l'image. Leurs formes sont guidées par une distance géodésique géné-
ralisée. Soit pi = {x0, . . . , xi, . . . , xn} un chemin entre deux points x0 et xn. La longueur de ce chemin
est déﬁnie par L(pi) =
∑
1≤i≤n(1 + λdpixel(xi−1,xi)), où dpixel est la diﬀérence absolue en niveaux de
gris entre deux pixels et λ un paramètre tempérant l'inﬂuence des gradients. Cela permet d'introduire
la distance morphologique des amibes entre deux points x et y :
dλ(x,y) = min
pi∈P (x,y)
L(pi), (4.1)
où P (x,y) est l'ensemble des chemins reliant x à y. Pour la détection des éléments ﬁns, il est nécessaire
d'aller plus loin, en supprimant toute contrainte de forme ou de taille aux éléments structurants pour
s'adapter pleinement au contenu de l'image. Debayle et Pinoli ont suivi cette idée et proposèrent des
éléments structurants sans aucune contrainte. Le seul paramètre de l'opérateur, m ∈ Z+, contrôle
l'homogénéité de l'ES. Soit f : D → V une image et x le pixel central, xi est connecté à x avec un
chemin autorisé pi (xi appartient à l'ES de x ) si et seulement si ∀xi ∈ pi, |f(xi) − f(x)| ≤ m. Ainsi,
l'ES est une composante connexe d'ordre m, composée de pixels xi reliés par un chemin autorisé à x.
La complexité de cet algorithme dépend du paramètre m ainsi que du contenu de l'image. Elle peut
être arbitrairement grande puisque les ESs peuvent potentiellement se propager sur toute l'image. Au
contraire, si le pixel central se situe sur un pixel aﬀecté par un bruit poivre et sel, l'élément structurant
ne pourra pas grandir et le pixel bruité sera conservé.
Pour obtenir un opérateur eﬃcace aussi bien pour la réduction du bruit que pour la détection des
structures ﬁnes des images, il faut prendre en compte les avantages de chaque méthode. Les nouveaux
éléments structurants, appelés REGSE, auront donc une forme quelconque mais avec une contrainte de
taille. Si l'ES est positionné sur une structure ﬁliforme très tortueuse de l'image, alors il pourra la suivre
et la préserver. De plus, l'analyse de la forme de l'élément structurant permettra de discriminer les
structures ﬁliformes des autres. À notre connaissance, c'est la première fois que la forme d'un élément
structurant adaptatif est analysée pour extraire de l'information sur le contenu de l'image.
On propose tout d'abord d'introduire dans la section 4.2, le concept, les déﬁnitions et les propriétés
des REGSEs. Puis la section 4.3 présente le nouvel ensemble d'opérateurs qui analysent la forme de
l'ES en utilisant les REGSEs, puis d'autres éléments structurants adaptatifs. Enﬁn, les sections 4.4
et 4.5 présentent quelques résultats ainsi que les aspects pratiques (pseudo code et optimisation de
l'algorithme, la complexité et les temps de calcul).
4.2 Region growing structuring elements
Cette section introduit la déﬁnition de ces éléments structurants qui seront utilisés pour calculer
les opérateurs classiques de la morphologie mathématique.
4.2.1 Déﬁnition
Soit f une image en niveaux de gris, une application de D dans V . D ⊂ Z2 est le domaine
(rectangulaire) de l'image et V l'ensemble des valeurs, V = [0, . . . ,M − 1].
Définition 4.1
Pour tout x ∈ D, Ax est l'ensemble des éléments structurants tels que Ax ∈ Ax si et seulement si :
Ax ⊆ D,
x ∈Ax,
Ax est connexe.
(4.2)
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On note ALx , un élément structurant appartenant à Ax, qui a exactement L pixels (Card(A
L
x )= L). La
construction de cet élément structurant est réalisée récursivement et utilise un processus de croissance
de région d'où l'opérateur tire son nom. x, est le point initial ou l'origine de l'ES, il correspond au
germe du processus de croissance de région et Card(ALx ) = L est le critère d'arrêt. Il reste donc à
déﬁnir le critère d'agrégation d'un pixel à l'ES et les équations 4.3, 4.4 et 4.5 montrent les diﬀérentes
étapes pour y parvenir :
A1x = {x}
A2x = A
1
x ∪ {y2}
...
ALx = A
L−1
x ∪ {yL} ,
(4.3)
où yi est un des voisins de Ai−1x , sélectionné en minimisant une fonction d'homogénéisation, ρ, qui est
décrite par l'équation suivante :
∀a,b ∈ D, ρ(a,b) = |f(a)− f(b)| . (4.4)
Enﬁn, muni de cette fonction d'homogénéisation, yi est un pixel sélectionné parmi l'ensemble des pixels
voisins de Ai−1x (noté N(A
j−1
x ) avec une 8 connexité écrit N(x) = {y,||x− y||L∞}) et qui minimise ρ :
Y = argmin
yj∈N(Aj−1x )
ρ(x,yj), (4.5)
et qui minimise aussi la distance par rapport au pixel initial de l'élément structurant x :
yi ∈ argmin
yj∈Y
‖x,yj‖L . (4.6)
L∞ correspond à la norme inﬁnie et L à une des normes. La ﬁgure 4.1 présente quatre éléments struc-
turants adaptatifs REGSEs sur une image test. La position de l'origine de chaque ES est représentée
par une croix rouge et les pixels appartenant à cet ES apparaissent en blanc. On observe une grande
variabilité dans la forme des REGSEs, hormis la taille de l'ES. En eﬀet, il n'y a pas de contrainte sur
la distance d'un pixel au point initial de l'ES du moment que la fonction d'homogénéisation donne
un résultat plus faible. Des éléments structurants peuvent donc s'étendre sur l'image (l'ES numéro
3 suit une ligne de niveau du signal initial). On voit ici l'avantage principal des REGSEs, puisqu'ils
sont capables de suivre des structures ﬁnes, même si ces dernières ne mesurent qu'un ou deux pixels
de large. On remarque aussi que sur des zones plates, la forme des éléments structurants est un carré
(ES numéro 1). Cette forme est dictée par le choix de la norme dans l'équation 4.6 et l'utilisation les
normes L1, L2 ou L∞ donne respectivement un losange, un cercle ou un carré.
Dans le reste de ce chapitre, on utilise exclusivement la norme L∞ dans l'équation 4.6. On note
que la contrainte de distance, introduite par l'équation 4.6, permet d'obtenir une forme régulière sur
des zones plates. Cette propriété importante sera exploitée dans la section 4.3, lorsque l'on analysera
la forme des éléments structurants adaptatifs.
4.2.2 Morphologie mathématique
Les opérateurs de base de la morphologie mathématique utilisent ces éléments structurants adap-
tatifs. En prenant, pour chaque pixel de l'image f , la valeur minimale de tous les pixels de l'ES, on
obtient l'érosion de f :
Lf(x) =
∧
xi∈ALx
f(xi). (4.7)
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1
2
3 4
Figure 4.1  Visualisation de la forme de quatre REGSEs avec L = 506 pixels. Les pixels centraux
sont représentés par une croix rouge.
La dilatation adjointe est donnée par :
δLf(x) =
∨
xi|x∈ALxi
f(xi). (4.8)
Utiliser l'adjonction permet de composer ces deux opérateurs de base pour former des ouvertures
et des fermetures, respectivement notées γL et ϕL. Le pseudo code 7 présente algorithmiquement, le
fonctionnement des ouvertures avec des éléments structurants variant dans l'espace. On note que la
forme de l'élément structurant, qui est calculé avec la fonction ComputeREGSE (algorithme 9 décrit
dans la section 4.5 de ce chapitre), utilise la même image, f , pour l'érosion et la dilatation adjointe.
Algorithme 7: Ouverture avec des REGSE : fout = γL(f)
Input : f : image initiale
L : nombre de pixels de l'élément structurant REGSE
Result : fout = γL(f)
1 for x ∈ D do
/* Calcul de la forme de l'ES (algorithme 9) */
2 ALx ← ComputeREGSE(f, x, L)
3 fout(x)← min(ALx )
4 for x ∈ D do
/* Calcul de la forme de l'ES avec la même image f */
5 ALx ← ComputeREGSE(f, x, L)
6 for y ∈ ALx do
7 fout(y)← max(fout(x),fout(y))
Les éléments structurants par croissance de région adaptent leurs formes aux structures ﬁnes et très
tortueuses de l'image. C'est un avantage cependant, de telles structures peuvent aussi être trouvées
dans le fond de l'image à cause du bruit. Lerallut et al. [117] proposèrent d'utiliser une image pilote
pour calculer la forme des amibes. La plus simple image pilote est l'image initiale mais, pour limiter
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l'inﬂuence du bruit, on peut utiliser une image simpliﬁée par un ﬁltre gaussien ou un ﬁltre bilatéral.
Cette image pilote intervient uniquement dans le calcul de la forme du REGSE et il suﬃt de remplacer
dans l'algorithme 7, l'image f (en rouge) par une autre image. L'utilisation d'une image pilote améliore
les capacités de réduction du bruit de ce ﬁltre.
Remarque importante: En utilisant une image pilote avec des éléments structurants adapta-
tifs, appeler ces opérateurs ouvertures ou fermetures est incorrecte d'un point de vue formel. En eﬀet,
la propriété de croissance peut ne pas être respectée. On rappelle que pour qu'un opérateur Ψ soit
croissant, on doit avoir la relation suivante pour tous les pixels du domaine et pour deux images f et
g :
f ≤ g ⇔ Ψ(f) ≤ Ψ(g). (4.9)
Cependant, cette relation peut ne pas être respectée si on prend des images pilotes quelconques comme
le montre la ﬁgure 4.2. Les deux signaux f et g avec f ≤ g associés aux images pilotes de la ﬁgure
4.2(b). Les ouvertures avec des REGSEs de taille L = 3 implique que l'ouverture de f par des REGSEs
de taille 3 n'est pas inférieure à l'ouverture de g. À notre connaissance, c'est la première fois que ce
point est relevé pour la morphologie adaptative or cette propriété aﬀecte tous les éléments structurants
adaptatifs. Par abus de langage, on appellera tout de même ces opérateurs des ouvertures et des
fermetures, même si l'équation 4.9 n'est pas vériﬁée.
x   x   x   x   x   x   x   x   x   x   x
 g
 f
1      2      3      4      5      6      7      8      9     10     11
(a) f ≤ g
x   x   x   x   x   x   x   x   x   x   x
 Pilote du signal g
 Pilote du signal f
1      2      3      4      5      6      7      8      9     10     11
(b) Signaux pilotes de f et g
x   x   x   x   x   x   x   x   x   x   x
 Ouverture de g (L=3)
 Ouverture de f (L=3)
1      2      3      4      5      6      7      8      9     10     11
(c) Ouvertures avec des REGSEs de
taille L = 3 avec le signal pilote
Figure 4.2  Les opérateurs associés aux éléments structurants adaptatifs ne sont pas croissants. Pour
les signaux f et g de (a), on a f ≤ g. Or en utilisant des signaux pilotes quelconques pour f et pour
g (b), le résultats des ouvertures avec des REGSEs de taille L = 3 ne donne pas γ3(f) ≤ γ3(g) pour
tous les pixels (cf pixel x3).
Les résultats d'une ouverture et d'une fermeture avec des éléments structurants adaptatifs REGSEs
sont présentés dans les ﬁgures 4.6(b) et 4.6(c). L'image pilote utilisée est l'image initiale ﬁltrée par
une gaussienne d'écart type 1. Les REGSEs s'étendent prioritairement sur les régions homogènes par
rapport à l'origine de l'ES et ces deux ﬁltres préservent donc les frontières des objets, sauf lorsque la
structure analysée est plus petite que la taille de l'ES. En ce sens, le comportement des REGSEs se
rapproche des ouvertures et fermetures aréolaires [243].
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4.2.3 Propriétés des REGSEs
Il est intéressant de noter que pour des images binaires, les ouvertures par REGSEs donnent
exactement les mêmes résultats que des ouvertures aréolaires. En eﬀet, les REGSEs ont une taille ﬁxe
et toutes les structures ayant une taille inférieure à ce paramètre seront supprimées lors de la phase
d'érosion. Par dualité, les fermetures REGSEs sont équivalentes aux fermetures aréolaires.
Suppression des marches lors des transitions entre deux régions
L'équivalence entre ces deux opérateurs n'est plus vraie pour des images en niveaux de gris. La
ﬁgure 4.3 présente un exemple de situation où les deux opérateurs donnent des résultats diﬀérents.
Pour ce signal 1-D, une ouverture aréolaire de taille 3 ne modiﬁe pas le signal initial, alors qu'une
ouverture avec des REGSEs de même taille permet de ﬁltrer la petite marche du signal (pixel x6).
Par construction, l'élément structurant adaptatif du pixel x6 est A3x6 = {x6, x7, x8}. Lors de la phase
d'érosion, ce pixel est supprimé puisqu'il prend la valeur du pixel x7 (c'est le seul changement lors de
cette phase). Enﬁn, la dilatation adjointe ne modiﬁe pas la valeur du pixel x6 puisqu'il ne fait partie
d'aucun autre REGSE. Avec cet exemple, on montre qu'utiliser cet opérateur avec de petites valeurs
pour L, améliore le contraste de l'image en supprimant les marches lors des transitions entre deux
régions.
x   x   x   x   x   x   x   x   x   x   x
Signal initial
Ouverture aréolaire
Ouverture REGSE
1      2      3      4      5      6      7      8      9     10     11
Figure 4.3  Signal 1-D ﬁltré par une ouverture aréolaire et une ouverture par REGSE, L = 3 pixels.
Opérateur non connexe
À première vue, les ouvertures et les fermetures basées sur les REGSEs semblent être des opérateurs
connexes 1. Néanmoins, la ﬁgure 4.4 présente un contre exemple simple où une nouvelle frontière est
générée lors d'une ouverture avec des REGSEs de taille 4. Les pixels x1, x2 et x3 ont le même élément
structurant adaptatif : A4x1 =A
4
x2 =A
4
x3 = {x1,x2,x3,x4}, ainsi que les pixels x6, x7 et x8 : A4x =
{x5,x6,x7,x8}. Lors de la phase d'érosion, les pixels x1, x2 et x3 sont abaissés à la valeur du pixel x4
tandis que les pixels x4 et x5 sont abaissés d'un cran. Pendant la dilatation adjointe, la zone plate
formée par les pixels x1 à x3, relève le pixel x4 créant ainsi une nouvelle frontière.
1. Un opérateur connexe est un opérateur qui ne crée pas de nouveaux contours dans l'image.
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x   x   x   x   x   x   x   x   x   x   x
Signal initial
Ouverture L=4
1      2      3      4      5      6      7      8      9     10     11
Figure 4.4  Signal 1-D ﬁltré par une ouverture par REGSE de taille 4 pixels
La famille d'ouvertures REGSEs ne forme pas une granulométrie
On introduit une autre propriété, illustrée dans la ﬁgure 4.5. Une ouverture par REGSE de taille 6
peut être localement inférieure à une ouverture de taille 5. En eﬀet, la zone plate formée par les pixels
x1 à x5 possède le pixel x6 dans leurs éléments structurants adaptatifs. Lors de la phase d'érosion,
cette zone plate est abaissée à la valeur de x6. Cette propriété non intuitive signiﬁe que la famille
d'ouvertures avec des REGSEs ne forme pas une granulométrie, comme l'a déﬁni Matheron dans [137].
x x x x x x x x x x x
Signal initial
Ouverture N=5
Ouverture N=6
1 2 3 4 5 6 7 8 9 10 11
Figure 4.5  Signal 1-D ﬁltré par des ouvertures REGSEs de tailles 5 et 6 pixels
Invariance par rotation
Les opérateurs basés sur les REGSEs ne sont pas invariants par rotation. En eﬀet, la construction
d'un REGSE dépend d'un processus de croissance de régions qui sera stoppé lorsque L pixels seront
insérés dans AL. Ainsi, si les équations 4.5 et 4.6 ne permettent pas d'avoir un unique résultat, alors
la forme du REGSE peut varier en fonction du sens de parcours de tous les pixels voisins de l'ES.
Un élément structurant basé sur la méthode REGSE permet de suivre des structures ﬁliformes de
l'image même si leur largeur est très faible. Cependant, la forme de l'élément structurant sera un carré
(avec la norme L∞ dans l'équation 4.6) sur les zones plates de l'image, préservant ainsi sa régularité.
Analyser la forme des éléments structurants variant dans l'espace permet d'obtenir de l'information
sur les structures sous-jacentes de l'image et la section 4.3 décrit les nouveaux opérateurs obtenus à
partir de cette méthode.
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(a) Image initiale (b) Ouverture avec des REGSEs de
taille L = 35 pixels
(c) Fermeture avec des REGSEs de
taille L = 35 pixels
(d) Filtre moyenne avec des REGSEs
de taille L = 35 pixels
(e) Filtre médian avec des REGSEs de
taille L = 35 pixels
(f) Filtre alterné séquentiel avec des
REGSEs ayant une taille maximale de
35 pixels
Figure 4.6  Utilisation des REGSEs pour la réduction du bruit sur l'image caméraman. L'image
pilote est l'image initiale ﬁltrée par une gaussienne d'écart type 1.
4.3 Analyse de la forme des REGSEs
Un nouvel ensemble d'opérateurs peut être créé à partir de l'analyse de la forme des REGSEs.
En eﬀet, les éléments structurants adaptent leurs formes aux structures sous-jacentes contenues dans
l'image et par conséquent, des informations supplémentaires peuvent être extraites de cette analyse.
Notre objectif principal est de distinguer les structures ﬁnes des autres et nous développons un opérateur
qui utilise l'inertie.
4.3.1 Opérateur utilisant le moment d'inertie
Si un REGSE se trouve sur une zone plate d'une image, sa forme sera proche de celle d'un carré.
Au contraire, si le pixel initial du REGSE est sur une structure ﬁne et longue, sa forme sera allongée.
Pour quantiﬁer ce changement d'aspect, on calcule pour chaque REGSE son moment d'inertie. On
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introduit alors l'opérateur IneLREGSE , que l'on déﬁnit de la manière suivante, ∀x ∈ D :
IneLREGSE(x) =
1
L
∑
xi∈ALx
‖xi − x¯‖2L2 , (4.10)
avec x¯ = 1L
∑
xi∈ALx xi, le barycentre de l'élément structurant et ‖xi − x¯‖L2 la distance euclidienne
du point xi au barycentre. Plus l'élément structurant est allongée, plus son moment d'inertie sera
important et plus la réponse de cet opérateur sera importante, permettant de rehausser toutes les
structures ﬁnes de l'image. On peut décliner cet opérateur en remplaçant la norme L2 par d'autres
normes pour obtenir des résultats diﬀérents.
Les résultats de cet opérateur sont expliqués et illustrés dans la section 4.4.
4.3.2 Opérateur d'extension maximale
Un autre opérateur, ayant un comportement similaire au ﬁltre précédemment proposé, peut être
construit. Au lieu de calculer le moment d'inertie de l'élément structurant, on mesure la distance entre
le barycentre du REGSE et son point le plus éloigné. De fait, plus la forme de l'ES est allongée et plus
l'extension maximale est importante, ce qui permet de déﬁnir l'opérateur ExtLREGSE , ∀x ∈ D :
ExtLREGSE(x) = max∀xi∈ALx
‖xi − x¯‖L2 . (4.11)
4.3.3 Opérateur d'excentricité
En comparant la distance entre le barycentre et l'origine du REGSE, on peut réaliser une mesure
d'excentricité notée ExcLREGSE . Les ESs, dont le pixel initial se situent à une extrémité d'une ﬁbre se
retrouvent rehaussés. Cet opérateur permet donc de détecter les extrémités des structures ﬁliformes. :
ExcLREGSE(x) = ‖x− x¯‖L2 , (4.12)
x dénotant l'origine de l'élément structurant et x¯, son barycentre. Un exemple d'utilisation de cet
opérateur est donné dans la section 4.4.
4.3.4 Rehaussement des structures claires, des structures sombres
Tous ces opérateurs analysent la forme des éléments structurants sans se soucier des niveaux de gris
des diﬀérentes structures. Cependant, on est souvent amené à travailler uniquement sur des structures
claires ou des structures foncées d'une image. Ainsi, pour prendre en compte le niveau de gris dans le
résultat des diﬀérents opérateurs précédemment présentés, nous introduisons un paramètre p, dont la
valeur est comprise entre 0 et 1, qui pénalise les structures sombres au proﬁt des structures claires :
p(x) =
1
M × L
∑
xi∈ALx
f(xi), (4.13)
avec M = Card(V ) le nombre d'éléments dans l'ensemble des valeurs de V . Cette équation calcule
donc la valeur moyenne des niveaux de gris du REGSE que l'on normalise par M , aﬁn d'avoir une
pénalisation comprise entre 0 et 1. Ainsi, on multiplie les valeurs des diﬀérents opérateurs par p, pour
chaque pixel de l'image aﬁn d'accorder plus d'importance aux structures claires.
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Enﬁn, on rehausse les structures foncées de l'image en multipliant les valeurs des diﬀérents opéra-
teurs par q :
q(x) = 1− p(x). (4.14)
On prend donc l'exemple de l'opérateur basé sur l'inertie qui est maintenant écrit de deux façons
diﬀérentes :
IneLREGSE(x) =
{
p(x)
L
∑
xi∈ALx ‖xi − x¯‖
2
L2
, pour détecter les structures claires
q(x)
L
∑
xi∈ALx ‖xi − x¯‖
2
L2
, pour détecter les structures foncées
(4.15)
Les résultats en images de ces opérateurs sont donnés dans la section suivante.
4.4 Résultats
Les REGSEs sont des éléments structurants mais ils ne sont pas seulement limités au domaine
de la morphologie mathématique. Ils peuvent servir de noyaux de convolution pour créer des ﬁltres
linéaires. On prend l'exemple du ﬁltre moyenne, qui attribue au pixel initial la valeur moyenne de
l'élément structurant. On présente dans cette section des exemples de ﬁltrages médians, moyens et
alternés séquentiels pour la réduction du bruit, puis nous compareront les REGSEs avec les GANSEs
et les amibes. Enﬁn, nous présenterons quelques résultats pour la détection d'éléments ﬁns, pour le
contrôle non destructif ou le rehaussement de ﬁbres.
4.4.1 Exemple de ﬁltres utilisant les REGSEs
On présente dans cette section, les résultats des ﬁltres moyens, des ﬁltres de rang et des ﬁltres
alternés séquentiels.
Filtres moyens
Par construction, les REGSEs ne franchiront pas les zones de fort gradient de l'image (à part si
la contrainte de taille les y oblige) et seront constitués de pixels ayant une grande homogénéité par
rapport au pixel initial. En calculant un ﬁltre moyen avec des REGSEs, le rapport signal sur bruit va
augmenter sans déplacer les zones de fort gradient de l'image. La ﬁgure 4.6(d) présente le résultat d'un
ﬁltre moyen avec des REGSEs (image pilote : ﬁltre gaussien de taille 1) avec un zoom sur des détails
de l'image cameraman. On remarque que le bruit, aussi bien dans le fond de l'image que dans l'avant
plan, est considérablement réduit. De plus, les frontières ne sont pas déplacées et les petits détails
inférieurs à 35 pixels (la taille des REGSEs) sont supprimés.
Filtres de rang et ﬁltre médian
On peut aussi déﬁnir un ﬁltre de rang, qui trie les valeurs du REGSE par ordre croissant et qui
sélectionne une des valeurs de cette liste pour l'attribuer au pixel initial. Prendre la valeur minimale
revient à calculer une érosion, prendre la valeur maximale est une dilatation et choisir une valeur
intermédiaire comme la médiane, permet de construire un ﬁltre médian. Le résultat de ce ﬁltre est
présenté dans la ﬁgure 4.6(e) et on remarque que la réduction du bruit est très bonne tout en conservant
parfaitement les frontières, qui sont plus nettes que pour un ﬁltre utilisant la moyenne.
Vincent Morard
Thèse de doctorat, MINES ParisTech, 2012
83
4. REGSE
(a) ϕ169FAS , (6 itér.) (b) ϕ
1089
FAS , (16 itér.) (c) ϕ
2809
FAS , (26 itér.) (d) ϕ
5329
FAS , (36 itér.) (e) ϕ
8649
FAS , (46 itér.)
(f) Frontières ϕ169FAS (g) Frontières ϕ
1089
FAS (h) Frontières ϕ
2809
FAS (i) Frontières ϕ
5329
FAS (j) Frontières ϕ
8649
FAS
Figure 4.7  Création de zones plates dans l'image avec des ﬁltres alternés séquentiels ϕLFAS de
diﬀérentes tailles sans images pilotes. Le pas d'incrément de la taille de l'ES est de (2i + 1)2 (avec
i l'itération numéro i) entre chaque couple fermeture/ouverture. La première ligne (resp. la seconde)
correspond aux résultats du ﬁltrage (resp. aux frontières des zones plates).
Filtres alternés séquentiels (FAS)
À partir des ouvertures et des fermetures par REGSE que nous avons développées dans la section
4.2.2, nous pouvons construire des ﬁltres alternés séquentiels. C'est une notion introduite par Sternberg
[219], puis reprise et intensivement étudiée par Serra dans [203]. Deux familles de ﬁltres de tailles
croissantes sont considérées et alternativement associées. On dénombre donc deux compositions de
ﬁltres à partir des ouvertures et des fermetures avec des REGSEs, γLFAS et ϕ
L
FAS :
γLFAS = γ
LϕL . . . γ2ϕ2γ1ϕ1, (4.16)
ϕLFAS = ϕ
LγL . . . ϕ2γ2ϕ1γ1. (4.17)
Les FAS permettent de simpliﬁer l'image en créant des zones plates, en arasant successivement les
pics et les vallées de tailles croissantes. La ﬁgure 4.6(f) le montre et permet de simpliﬁer l'image tout
en préservant correctement les frontières des régions plus grandes que le paramètre de taille. Les FAS
permettent de réaliser une analyse multi-échelles et peuvent être utilisés pour segmenter l'image. La
ﬁgure 4.7 présente une succession de FAS de tailles croissantes avec les frontières des zones plates ainsi
générées.
4.4.2 Comparaison avec d'autres méthodes
Dans cette section, nous comparons les opérateurs morphologiques basés sur les REGSEs avec les
amibes morphologiques et les GANSEs respectivement introduits par Lerallut et al. et par Debayle et
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(a) Image initiale (b) Amibes (r = 5, λ = 0.08) (c) GANSE (m = 35) (d) REGSE (L = 25)
Figure 4.8  Comparaison des ouvertures morphologiques avec diﬀérents éléments structurants.
Pinoli. Des explications sur le fonctionnement de ces deux méthodes sont données dans la section 4.1
tout comme la signiﬁcation de leurs paramètres. Pour illustrer et comparer ces trois opérateurs, on
utilise une image test (ﬁgure 4.8(a)) dont on souhaite ﬁltrer les artefacts clairs au centre des cellules.
Le premier paramètre des amibes morphologiques est son rayon qui est ﬁxé à 5 pixels. Le second
paramètre λ permet de pondérer l'inﬂuence du gradient sur la forme. Ce n'est pas un paramètre facile
à choisir puisqu'une trop faible pénalisation des gradients transforme ce ﬁltre en un simple opérateur
invariant par translation (le contenu de l'image n'est alors plus pris en compte). Au contraire, une
trop forte valeur pour λ ne permettra pas à l'élément structurant de grandir laissant ainsi l'image
initiale inchangée. Empiriquement, nous choisissons λ = 0,08. La ﬁgure 4.8(b) fournit le résultat pour
des ouvertures avec des amibes morphologiques et on remarque que le bruit est considérablement
supprimé. Néanmoins, les frontières sont ﬂoutées et les artefacts ne sont pas supprimés.
La méthode utilisant les GANSEs nécessite l'utilisation d'un unique paramètre m. Si m est égal à
0, alors le GANSE est incapable de franchir le moindre gradient et l'ES sera uniquement constitué de
pixels connexes de même niveau de gris que le pixel initial. Ainsi, une trop faible valeur de m empêche
la croissance de l'ES. Néanmoins, on note que la force du gradient est la même entre les artefacts et
le fond de l'image qu'entre les frontières des cellules et le fond de l'image. Cela ne nous permet pas
d'ajuster correctement la valeur de m et par conséquent une ouverture par GANSE est relativement
ineﬃcace pour supprimer ce genre d'artefacts (ﬁgure 4.8(c)).
Pour une ouverture utilisant les REGSEs, la paramétrisation est facile puisque l'unique paramètre
contrôle le nombre de pixels de l'ES. Il faut donc ﬁxer L en analysant la taille de la plus grande structure
à supprimer. Dans notre exemple, on ﬁxe L à 25 pixels pour correspondre à la taille maximale d'une
amibe pour pouvoir plus facilement comparer ces deux opérateurs. On remarque sur la ﬁgure 4.8(d)
que les frontières sont préservées tout en supprimant les artefacts.
Remarque : Une ouverture aréolaire aurait produit des résultats similaires.
D'un point de vue réduction du bruit, les amibes morphologiques ont un eﬀet plus important que
notre opérateur néanmoins, la contrainte de taille des REGSEs est un élément clé pour rehausser
certaines caractéristiques de l'image, là où notre opérateur surpasse les GANSEs et les amibes.
4.4.3 Application à la détection de ﬁssures
Le projet TOCATA (cf. chapitre 7) a pour but la détection des défauts de surface de pièces métal-
liques. Les ﬁssures sont des éléments diﬃciles à détecter du fait de leur faible largeur et l'idée première
Vincent Morard
Thèse de doctorat, MINES ParisTech, 2012
85
4. REGSE
de ce ﬁltre vient de l'image de la ﬁgure 4.9(a). L'extraction de cette très ﬁne ﬁssure est possible si
l'élément structurant adapte sa forme au contenu de l'image. Relâcher la contrainte de taille ajoute de
la ﬂexibilité aux ESs, qui peuvent suivre toutes les ﬁssures sans restriction sur leur tortuosité. Ainsi,
utiliser une ouverture par REGSE d'une taille correspondant approximativement à la longueur de la
ﬁssure à détecter permet de la rehausser. La ﬁgure 4.9 présente les résultats de la détection utilisant
les opérateurs précédemment décrits : les amibes morphologiques, le supremum des ouvertures avec
des segments, une ouverture avec des REGSEs et deux opérateurs analysant la forme des REGSEs.
Le supremum des ouvertures avec des segments orientés dans toutes les directions de l'espace,
permet de ﬁltrer toutes les structures qui ne sont pas rectilignes dans l'image. Ce ﬁltre supprime le
bruit mais il supprime aussi des éléments de la ﬁssure lorsque ceux ci deviennent trop tortueux. Quant
aux amibes morphologiques, elles ne sont pas adaptées à ce type de structures ﬁliformes et proposent
une détection beaucoup moins bonne que pour les ouvertures avec des REGSEs. En eﬀet, pour une
taille L = 150 pixels, le bruit est supprimé tout en préservant parfaitement la ﬁssure.
Plus intéressant, les nouveaux opérateurs basés sur l'analyse de la forme des REGSEs proposent
une détection eﬃcace des éléments ﬁns correspondant à la ﬁssure. Les opérateurs utilisant le moment
d'inertie et l'opérateur d'extension maximale (en pénalisant les structures sombres, voir section 4.3)
proposent des résultats directement exploitables puisqu'un simple seuillage permet d'isoler les ﬁssures.
On note que la structure circulaire qui était préservée par les ouvertures avec des REGSEs est main-
tenant supprimée par ces opérateurs.
4.4.4 Application au rehaussement de ﬁbres
Le projet L'Oréal, chapitre 8, propose une caractérisation des ﬁbres du derme de la peau humaine,
qui sont donc des éléments ﬁliformes et de proﬁl gaussien. Ainsi, lorsque le point initial se situe sur une
de ces ﬁbres, l'élément structurant va se déformer aﬁn d'adapter sa forme. Premièrement, on présente
les résultats des opérateurs qui analysent la forme des REGSEs, sur des ﬁbres synthétiques puis sur
des ﬁbres de collagène.
Fibres d'un modèle aléatoire
On génère un modèle aléatoire, avec comme grain primaire une ﬁbre tortueuse de taille comprise
entre 3 et 80 pixels, en suivant le protocole décrit dans la section 3.6.2. Nous obtenons une image
de ﬁbres qui ont toutes un proﬁl gaussien et une longueur variable. Nous appliquons à cette image
les trois opérateurs développés dans la section 4.3 : les opérateurs d'inertie, d'extension maximale et
d'excentricité. Les résultats sont regroupés dans la ﬁgure 4.10 et voici quelques remarques :
 Pour les résultats des opérateurs basés sur l'inertie et sur l'extension maximale, on remarque que
le niveau de gris est fortement corrélé à la taille de la structure. En eﬀet, on peut trier les ﬁbres
selon leur taille en seuillant l'image (sous réserve que les ﬁbres aient un niveau de gris identique
dans l'image initiale).
 La diﬀérence entre IneLREGSE et Ext
L
REGSE est relativement grande puisque l'inertie du REGSE
augmente plus rapidement avec la taille de l'ES (la distance est élevée au carré dans l'équation
4.10). On a donc tendance à rehausser en priorité les très grandes ﬁbres de l'image avec l'opérateur
inertiel.
 Lorsque l'origine est sur une extrémité d'une ﬁbre, l'ES va se propager à l'intérieur et son bary-
centre sera éloigné du point initial. Par conséquent, l'opérateur d'excentricité permet de rehausser
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4.4 Résultats
(a) Image Initiale (b) Ouverture avec des REGSEs (L = 150 pixels)
(c) Amibes morphologiques (rayon de 5 pixels, λ =
0.025)
(d) Ouverture avec des éléments structurants linéaires
de longueur 21 pixels. Les lignes sont orientées tous les
degrés.
(e) Opérateur inertiel avec des REGSEs, pénalisant
les structures sombres (L = 80 pixels)
(f) Opérateur d'extension maximale avec des
REGSEs, pénalisant les structures sombres, (L = 80
pixels)
Figure 4.9  Résultats de l'extraction des défauts de surface avec diﬀérentes méthodes.
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(a) Image Initiale (b) Ine200REGSE (c) Ext
200
REGSE (d) Exc
200
REGSE
Figure 4.10  Résultats des opérateurs basés sur la forme des REGSEs sur une réalisation d'un modèle
aléatoire, avec comme grain primaire une ﬁbre tortueuse.
(a) Image Initiale (b) Ine200REGSE (c) Ext
200
REGSE (d) Exc
200
REGSE
Figure 4.11  Résultats des opérateurs basés sur la forme des REGSEs sur une image d'une coupe
d'un volume 3-D, d'un échantillon de la peau.
les points terminaux des ﬁbres et, si on applique par la suite un opérateur de type h-maxima, on
pourra localiser l'ensemble des points terminaux.
Fibres de collagène du derme
Les ﬁbres du derme de la peau ont été préalablement rehaussées par un ﬁltre Diﬀerence of Gaus-
sians. Le chapitre 8 donne plus d'explications sur ce ﬁltre et on remarque le proﬁl gaussien des ﬁbres.
On applique donc les trois mêmes opérateurs sur une coupe du volume 3-D et la ﬁgure 4.11 regroupe les
résultats obtenus. Avec ces opérateurs, on rehausse diﬀérentes ﬁbres en fonction de leur longueur et de
leur forme. De plus, avec un opérateur d'extension maximale ou d'inertie, on obtient des informations
sur la distribution de taille des ﬁbres présentes dans l'image.
4.5 Considérations pratiques
La construction d'un REGSE utilise un procédé de croissance de régions cependant, lorsqu'il faut
calculer un REGSE pour chaque pixel de l'image, il est nécessaire d'écrire une implémentation rapide.
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L'équation 4.3 décrit une construction récursive de l'élément structurant mais il ne s'agit pas sim-
plement d'utiliser un algorithme récursif d'un point de vue informatique. En eﬀet, il faut utiliser une
structure de données adaptée pour simuler la récursivité. Dans cette section, on décrit l'implémentation
utilisée, sa complexité et ses temps d'exécution.
4.5.1 Implémentation de l'algorithme
Structure de données
La structure de données utilisée est une ﬁle d'attente hiérarchique (FAH). Cette FAH est composée
de M ﬁles (une pour chaque niveau de gris) classées par priorité décroissante. Ainsi, FAH(0) (resp.
FAH(M)) signiﬁe la ﬁle d'attente de plus haute priorité (resp. de plus basse priorité). L'insertion d'un
pixel xi dans la FAH va se faire avec une priorité ρ(x,xi) qui dépend de x, le pixel initial. Par conséquent,
l'opération insérer un pixel xi dans la ﬁle d'attente hiérarchique est écrite FAH(ρ(x,xi)).push(xi) et
l'opération inverse, retirer de la ﬁle d'attente hiérarchique l'élément de plus haute priorité est réalisée
avec un pop, décrit dans l'algorithme 8. Cette structure de données s'adapte bien à notre problématique
et nous évite les opérations de tris des données qui se révèlent être très couteuses en temps de calcul.
Algorithme 8: Extraction d'un élément de la FAH : y = Pop(FAH)
Input : FAH : la ﬁle d'attente hiérarchique
Result : y, l'élément de priorité maximale
1 Prérequis : la FAH n'est pas vide
2 for i = 0→M do
3 if FAH(i) n'est pas vide then
4 return FAH(i).pop()
Implémentation
Le calcul d'un REGSE est réalisé avec un procédé classique de croissance de région. L'algorithme 9
montre comment on extrait les L pixels formant AL. On commence par insérer le pixel initial dans la
pile à la priorité maximale (ligne 4) et on marque ce pixel comme traité (ligne 5). Puis, dans la boucle
(lignes 6 à 15), on dépile le pixel ayant la plus grande priorité puis on insère ses pixels voisins avec une
priorité ρ(p,x), s'ils n'ont pas déjà été empilés. Ainsi, on considère les L premiers pixels qui sont dépilés
par la ﬁle d'attente hiérarchique (ligne 8) comme élément structurant. Lorsque le nombre d'éléments
à insérer dans AL est atteint, le processus se termine et AL est renvoyé à la fonction appelante (ligne
10).
Optimisation de l'algorithme
L'optimisation de cet algorithme est possible et permet d'améliorer les performances en termes
de temps de calcul. On note premièrement que l'ES n'est pas séparable comme pourrait l'être le
noyau d'un ﬁltre gaussien ou les ESs rectangulaires d'une érosion. Aussi, on détaille ici les astuces de
programmation utilisées :
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Algorithme 9: Calcul d'un REGSE : AL = computeREGSE(f, x, L)
Input : f : l'image pilote
x : pixel initial
L : taille de l'élément structurant
Result : AL : l'élément structurant REGSE
1 Prérequis : L ≥ 1, x ∈ D, Card(D) ≥ L
2 State← NOT_PROCESS
3 AL ← ∅
4 FAH(0).push(x)
5 State(x)← PROCESS
6 repeat
7 y ← Pop(FAH)
8 AL ←AL ∪ y
9 if card(AL) == L then
10 return AL
11 foreach p ∈ N(y) do
12 if State(p) == NOT_PROCESS then
13 State(p)← PROCESS
14 FAH(ρ(p,x)).push(p)
15 until 1 \\ Boucle inﬁnie
 Optimisation de la FAH : à partir de la taille de l'élément structurant, on peut déduire la
taille maximale nécessaire pour la ﬁle d'attente hiérarchique. En eﬀet, il ne peut y avoir au
maximum que 4L pixels dans chaque ﬁle d'attente (À chaque itération, un pixel est dépilé et au
maximum, 5 pixels voisins peuvent être insérés dans la même ﬁle). L'allocation de la mémoire de
la FAH est donc réalisée une unique fois au début de l'opérateur supprimant les allocations et les
désallocations superﬂues. La FAH est donc composée de 4LM places qui sont stockées dans un
tableau 1-D. Pour obtenir le même comportement qu'une pile classique, on stocke, pour chaque
pile, la position du premier pixel sp et la position du dernier pixel ep dans ce buﬀer circulaire. La
taille de cette ﬁle est donnée par la soustraction de ep et de sp, et supprimer tous les éléments
de la pile revient simplement à réinitialiser sp et ep à zéro. sp et ep sont donc des tableaux de
M valeurs.
 Optimisation d'un Pop : pour connaitre rapidement la ﬁle d'attente de priorité maximale qui
n'est pas vide, on stocke le numéro de cette ﬁle et on le met à jour à chaque fois l'on insère un
nouveau pixel ou que l'on fait un Pop(). Cela permet d'éviter des balayages superﬂus de toutes
les piles comme le fait l'algorithme 8.
 Optimisation de State : on étend la variable State, qui est maintenant une représentation
de D dans N. Pour ne pas réinitialiser cette variable à zéro avant le calcul de chaque REGSE
(ligne 1 de l'algorithme 9), chaque REGSE sera représenté par une clef unique, sa position
dans l'image. Ainsi, pour le pixel initial xi, les lignes State(xi) ← PROCESS et State(p) ==
NOT_PROCESS seront remplacées par State(xi)← i et par State(p)! = i.
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Approximation de l'algorithme
L'accélération de cet algorithme passe aussi par la création d'une approximation de ces opérateurs.
On considère alors que deux pixels voisins dans l'image, ayant le même niveau de gris, auront le même
résultat. Il n'est donc pas nécessaire d'extraire un REGSE pour chaque pixel de l'image, accélérant
ainsi cet algorithme. Pour des images binaires, les gains en temps de calcul sont très grands et cette
approximation fournit des résultats très similaires. Les résultats seront même identiques pour des
ouvertures ou des fermetures. En eﬀet, on a vu que les REGSEs agrègent prioritairement les pixels des
régions plates, puis débordent si la taille de cette composante connexe est plus petite que L. Ainsi tous
les pixels de cette CC auront le même minimum et le même maximum. Pour des images en niveaux
de gris, l'accélération obtenue dépend du contenu de l'image mais on note que cette approximation
fournit des résultats où les diﬀérences sont imperceptibles à l'÷il.
Avec tous les éléments présentés dans cette section, les temps de calcul sont considérablement
réduits. La parallélisation de ces opérateurs est simple et permet de proﬁter pleinement de la puissance
des ordinateurs récents. Les temps de calcul seront présentés dans la section 4.5.3. Néanmoins, seules
des images 8 bits peuvent être traitées eﬃcacement avec l'algorithme présenté. En eﬀet, il utilise une
ﬁle d'attente hiérarchique qui est ineﬃcace avec des précisions supérieures à 8 bits. Il faudrait donc
utiliser des ﬁles d'attentes à priorité : priority queue.
4.5.2 Complexité algorithmique
La complexité algorithmique des opérateurs basés sur des REGSEs peut se décomposer en deux
analyses : la complexité de l'extraction du REGSE et la complexité de l'opération (recherche de la
valeur minimum, maximum, moyenne, médiane, calcul de l'inertie...).
La construction d'un élément structurant par un processus de croissance de régions (algorithme 9)
nécessite au total L itérations, correspondant à l'agrégation des L pixels de l'ES adaptatif. Lors de
chaque itération, on insère au maximum 5 pixels et chaque insertion d'un élément dans la FAH est
réalisée en temps constant. La fonction Pop est utilisée exactement L fois et à une complexité égale à
O(L× log(M)) avec M = card(V ). Par conséquent, la complexité algorithmique pour la construction
d'un REGSE est de O(L× log(M)).
Une fois la forme de l'élément structurant obtenue, il reste à calculer les diﬀérentes opérations
spéciﬁques à un opérateur donné. Pour une érosion, on cherche la valeur minimale de l'ES et cette
opération est réalisée simultanément à la construction du REGSE. Ainsi, la complexité est de O(L)
pour une érosion, pour une dilatation ou pour un ﬁltre moyen. Pour les ﬁltres de rang, on utilise un
histogramme pour accéder plus facilement au classement des diﬀérentes valeurs et la complexité passe
en O(L ×M). Enﬁn, pour les opérateurs qui analysent la forme de l'élément structurant, le calcul
du barycentre est indispensable avant de calculer la valeur d'un attribut. Ainsi, il faut parcourir une
seconde fois les pixels de l'ES, que auront été préalablement stockés dans un tableau. Cependant, ce
parcours supplémentaire ne modiﬁe pas la complexité de cette opération, O(L).
Ainsi, la complexité globale pour une érosion avec des REGSEs est de :
O(Width×Height× L× log(M)), (4.18)
avec Width et Height, la largeur et la hauteur de l'image.
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Figure 4.12  Temps de calcul pour une érosion avec des REGSEs en fonction de, (a) la taille de
l'élément structurant (image goldhill 512x512 pixels), (b) la taille de l'image (L = 5 pixels, image
goldhill répliquée pour ne pas modiﬁer les structures de l'image).
4.5.3 Temps de calcul
On développe dans cette section des benchmarks testant diﬀérents paramètres de ces opérateurs
basés sur des REGSEs. Le premier test propose de montrer que les temps de calcul sont linéaires avec
la taille de l'image ainsi qu'avec la taille de l'ES. Puis nous verrons l'intérêt de paralléliser l'algorithme
ou d'utiliser l'approximation déﬁnie dans la section 4.5.1. Enﬁn, nous comparerons les temps d'exécu-
tion entre les diﬀérents opérateurs basés sur les REGSEs puis nous les comparerons avec les amibes
morphologiques et les GANSEs. Tous ces tests sont réalisés sur un ordinateur portable intel core (TM)
i7-2860QM CPU @ 2.50GHz.
Temps de calcul en fonction de L et de la taille de l'image
La section 4.5.2 illustre que la complexité d'une érosion avec des REGSEs est, à la fois linéaire en
fonction de L et en fonction de la taille de l'image (à une constante log(M) près). On calcule donc les
temps moyens pour 10 érosions avec des REGSEs sur l'image goldhill et sur des versions répliquées
de goldhill (pour former des images de diﬀérentes tailles). Les ﬁgures 4.12(a) et 4.12(b) présentent les
résultats des deux expérimentations et on constate une correspondance entre les temps de calcul et la
complexité théorique.
Parallélisation de l'algorithme et inﬂuence de l'approximation
De la même manière que l'on peut paralléliser une érosion classique, on peut diviser l'image en
bandes de tailles identiques et donner à chaque thread du processeur un pointeur sur l'image entière
et un ensemble de pixels à traiter. La ﬁgure 4.13(a) donne le facteur d'accélération obtenu en fonction
du nombre de threads utilisés pour l'érosion avec des REGSEs de l'image goldhill, 512 par 512 pixels.
Les temps de calcul sont donc divisés par 1,96, si on utilise deux threads ou par 4,26 avec 8 threads.
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Figure 4.13  Gain apporté par : (a) la parallélisation de l'algorithme (image Goldhill) et (b) l'ap-
proximation déﬁnie dans la section 4.5.1.
Pour mesurer l'apport de l'approximation déﬁnie dans la section 4.5.1, on calcule le facteur d'ac-
célération entre les temps d'exécution avec et sans approximation, pour des images ayant un contenu
diﬀérent. La ﬁgure 4.13(b) regroupe les résultats et on remarque que les temps de calcul ont été divisé
par ≈ 90 pour des images binaires (metal et grains). On note de plus, que cette approximation permet
de réduire les temps de calcul de 20 à 30% pour des images en niveaux de gris.
Temps de calcul et comparaison des méthodes
Pour compléter nos tests sur les temps d'exécution, nous comparons dans un premier temps, les dif-
férents opérateurs basés sur les REGSEs que nous avons développés dans ce chapitre. La ﬁgure 4.14(a)
présente les temps d'exécution moyens pour diﬀérents opérateurs : une érosion, une dilatation, les ﬁltres
moyen et médian ainsi que les trois opérateurs analysant la forme de l'élément structurant, l'inertie,
l'extension maximale et l'excentricité. Les temps de calcul des diﬀérents opérateurs sont conformes à
nos attentes puisque les opérateurs d'inertie et d'extension maximale sont plus lents. En eﬀet, une fois
que l'on a obtenu la forme de l'ES, il est nécessaire de le balayer une fois de plus, pour calculer son
inertie ou son extension maximale. Pour l'opérateur d'excentricité, ce parcours supplémentaire n'est
pas réalisé puisque l'on compare uniquement le barycentre au point initial.
Enﬁn, nous analysons les diﬀérences des temps d'exécution pour le calcul d'une érosion avec des
REGSEs, des amibes morphologiques ou des GANSEs. Néanmoins, cette comparaison n'est pas aisée
puisque les paramètres des algorithmes n'ont pas la même signiﬁcation ni la même inﬂuence sur les
temps de calcul. Nous ﬁxons donc la taille maximale de l'amibe à la taille de l'élément structurant
REGSE, L = (2r + 1)2, avec r le rayon de l'amibe, puis nous choisissons des valeurs de m allant de
1 à 8 niveaux de gris pour les GANSEs. Enﬁn, les amibes morphologiques ont besoin d'un second
paramètre, la pénalité des gradients (λ), qui a une inﬂuence forte sur les temps de calcul. Pour λ = 0,
aucune pénalité n'est associée aux gradients et les ESs ont une forme ﬁxe (le calcul est lent puisque la
propagation doit toujours atteindre la taille maximale de l'amibe). Pour λ > 0, la taille de l'élément
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Figure 4.14  Comparaison des temps de calcul entre (a) les diﬀérents opérateurs basés sur les
REGSEs, (b) les érosions de diﬀérentes méthodes. Image Goldhill 512x512 pixels
structurant diminue jusqu'à ce que l'ES soit réduit à son pixel central (le calcul est alors très rapide
puisque la propagation est stoppée dès que le pixel initial est inséré dans l'élément structurant).
La ﬁgure 4.14(b) résume tous les résultats des 3 opérateurs précédemment décrits. Pour les amibes,
on obtient un large intervalle de valeurs où les valeurs maximales des temps (respectivement valeurs
minimales) correspondent à λ = 0 (respectivement λ = 2). Comme point de repère, nous avons ajouté
les temps de calcul d'une érosion avec un élément structurant ﬁxe (carré). Ce dernier algorithme est très
optimisé puisqu'il est décomposé en deux ESs linéaires qui sont eux mêmes calculés en temps constant
par pixel (voir chapitre 2). Pour des éléments structurants ayant une forme ﬁxe mais arbitraire, une
implémentation rapide consiste à utiliser des histogrammes [240]. On remarque que les temps de calcul
d'une érosion avec des éléments structurants adaptatifs sont plus lents de deux ordres de grandeurs.
De plus, les amibes et les REGSEs ont la même complexité et sensiblement les mêmes temps de calcul.
Les GANSEs sont des opérateurs très lents puisque les ESs n'ont pas de contrainte de taille et peuvent
recouvrir toute l'image.
4.6 Bilan et perspectives
Ce chapitre présente un nouvel élément structurant qui s'adapte au contenu de l'image pour
construire des opérateurs linéaires ou non linéaires. Ces REGSEs ont une taille ﬁxe mais une forme
libre. L'unique contrainte sur la forme de l'ES porte sur sa connexité : les REGSEs doivent former un
élément structurant connexe. Avec les REGSEs, on peut utiliser un nombre important d'opérateurs
de morphologie mathématique, dès lors qu'ils utilisent un élément structurant. Les ouvertures et fer-
metures avec des REGSEs oﬀrent des possibilités de ﬁltrage ﬁn, puisqu'ils préservent les frontières de
l'image si la structure analysée est plus grande que le paramètre de ce ﬁltre. Cet unique paramètre
contrôle le nombre de pixels de l'ES, oﬀrant une paramétrisation simple et intuitive.
Les REGSEs utilisent un processus de croissance de régions pour leur construction et par consé-
quent, l'extension de ces opérateurs à des images 3-D ou plus est directe et nécessite uniquement un
changement de connectivité.
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Cette souplesse dans la forme leur permet de suivre toutes les structures ﬁliformes de l'image,
quelle que soit leur tortuosité. C'est l'attrait principal de ce ﬁltre puisque l'on pourra alors analyser
la forme de l'élément structurant pour rehausser les structures ﬁnes de l'image. À notre connaissance,
c'est la première fois que la forme des éléments structurants adaptatifs est analysée pour obtenir de
l'information. Les opérateurs d'inertie et d'extension maximale ont permis de rehausser les ﬁssures de
l'image pour réaliser un contrôle non destructif de pièces métalliques.
On peut généraliser l'analyse de la forme de l'élément structurant à d'autres méthodes ; tous les
éléments structurants adaptatifs peuvent donc utiliser ces opérateurs (GANSE, amibes,...). On propose
d'utiliser les éléments structurants basés sur les zones quasi plates de l'image. On appelle une zone
plate 1, toute région connexe de l'image composée de pixels ayant le même niveau de gris et n'étant
pas contenue dans une autre zone plate. Calculer toutes les zones plates permet d'obtenir une unique
partition de l'image. Les λ-zones plates ont été introduites en 1979 par Nagao et al. [162] et sont aussi
appelés zones quasi plates [144, 145, 143] ou zones α-plates [208, 212]. Toutes ces notions font référence
à la même déﬁnition : deux pixels d'une image en niveaux de gris sont connectés s'il existe un chemin
entre ces deux pixels tel que, la valeur absolue de la diﬀérence des niveaux de gris entre les pixels
adjacents du chemin n'excède pas un seuil donné : λ. Les λ-zones plates permettent d'obtenir une
unique partition de l'image et sont largement utilisées pour des tâches de segmentation [141, 214, 249].
On utilise les λ-zones plates comme éléments structurants, appelés λ-FZSE.
La ﬁgure 4.15 montre sur un signal 1-D, la diﬀérence entre un élément structurant GANSE et un
λ-FZSE. Les éléments structurants, basés sur les λ-zones plates sont réﬂexifs (le pixel initial appartient
à l'ES), symétriques (si x est connecté à y, alors y est connecté à x) et transitifs (si x est connecté à y et
y est connecté à z, alors x est connecté à z). Ces trois propriétés sont intéressantes puisque cela signiﬁe
que l'élément structurant sera le même pour tous les pixels appartenant à une λ-zones plates. Il n'est
donc pas nécessaire de calculer la forme de l'élément structurant pour tous les pixels de l'image, ce qui
accélère considérablement cet algorithme (la complexité d'un tel algorithme est linéaire par rapport au
nombre de pixels de l'image). Pour l'image goldhill que l'on a utilisée pour nos benchmarks (section
4.5.3), 13 ms sont nécessaires pour le calcul d'une érosion avec des λ-FZSE et on note que les temps
de calcul sont constants avec l'unique paramètre de ce ﬁltre, λ.
x
mm
(a) Construction d'un GANSE
x
(b) Construction d'un λ-FZSE
Figure 4.15  Construction d'un élément structurant adaptatif à partir du point initial x sur un signal
1-D. (a) GANSE, (b) λ-FZSE.
Pour des images en niveaux de gris, les éléments structurants vont se propager dans les objets ﬁns
et ils vont pouvoir les suivre sans restriction sur leur tortuosité. L'analyse de la forme de l'élément
1. zone plate : ﬂat zone en anglais
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structurant ainsi obtenu permettra de faire la distinction entre une structure ﬁliforme et les autres. La
ﬁgure 4.16 présente les résultats obtenus sur une image possédant une ﬁssure à détecter. On remarque
que les résultats obtenus avec des λ-FZSEs sont très bon avec des temps de calcul bien plus rapides
qu'avec des GANSEs. Cet opérateur sera donc utilisé dans le projet TOCATA (chapitre 7), puisqu'il
allie vitesse et pouvoir de détection.
(a) Image initiale (b) Ine2GANSE (c) Ext
2
GANSE (d) Ine
2
λ−FZSE (e) Ext
2
λ−FZSE
Figure 4.16  Illustration des opérateurs d'inertie et d'extension maximale avec des GANSEs et des
λ-FZSEs.
Un parallèle peut être mené entre l'analyse de la forme des éléments structurants et l'analyse
des composantes connexes des opérateurs par attributs. Cependant, les objets analysés par ces deux
méthodes sont très diﬀérents et fournissent des informations complémentaires. Aussi, dans le chapitre
suivant, nous introduisons un ﬁltre connexe utilisant de nouveaux attributs géodésiques et topologiques
aﬁn d'obtenir une bonne représentation de la longueur des structures.
Enﬁn, pour étendre l'utilisation des opérateurs avec des REGSEs, nous souhaitons le rendre plus
robuste au bruit. En eﬀet, le bruit présent dans l'image peut déconnecter certaines structures ﬁliformes
et altérer leur détection. Nous modiﬁerons donc la fonction d'homogénéisation ρ en ajoutant un second
terme dans cette équation qui augmentera fortement la priorité d'un pixel bruité, si ce dernier possède
un voisin très homogène par rapport au pixel initial et pas encore traité.
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CHAPITRE 5
Filtres connexes : nouveaux ﬁltres permettant de calculer des amincissements par
attributs géodésiques et géométriques
Détecter des structures ﬁliformes et les extraire d'une image peut être réalisés en analysant des
longueurs de segments de droites (chapitre 2) ou des longueurs de chemins (chapitre 3). Ces opérateurs
sont moins précis si la tortuosité des structures à détecter est trop importante. Les REGSEs sont des
éléments structurants adaptatifs qui peuvent suivre toutes les structures ﬁnes de l'image. Ces opérateurs
proposent une détection eﬃcace qui peut cependant être améliorée si on travaille composante connexe
par composante connexe. On propose donc, dans ce chapitre, d'associer un opérateur connexe qui
préserve les contours de l'image, avec des nouveaux attributs pour former des amincissements par
attributs géodésiques et géométriques.
Une ouverture par attribut est un opérateur anti-extensif, croissant et idempotent. Il supprime de
l'image toutes les composantes connexes qui ne respectent pas un critère donné. Si un ﬁltre n'est pas
croissant, alors on utilise le terme plus général d'amincissement à la place d'ouverture. Ce chapitre
propose donc d'utiliser des critères géodésiques et géométriques non croissants pour construire des
amincissements pour des images en niveaux de gris.
Le diamètre géodésique permet d'avoir une bonne représentation de la longueur d'une structure
mais son calcul est relativement lent. Ainsi, on développe un nouvel attribut géodésique : le diamètre
barycentrique. Ces deux attributs ont un objectif commun, mesurer la longueur d'un objet. Cependant,
le calcul du diamètre barycentrique est réalisé d'une manière eﬃcace, en temps constant par pixel. On
donnera alors l'erreur moyenne et l'erreur maximale théorique entre ces deux mesures et on remarquera
que dans la pratique, les résultats sont très similaires. D'autres optimisations algorithmiques sont
présentées de ce chapitre aﬁn d'obtenir des accélérations de plusieurs ordres de grandeur par rapport
à une implémentation naïve.
La taille des structures peut aussi être mesurée en calculant la longueur de l'axe médian. On obtient
donc des amincissements par attributs géométriques.
On illustre l'utilisation de ces ﬁltres sur des images du projet TOCATA (chapitre 7), pour la
détection des défauts de surface de type ﬁssure. On discutera des avantages et des inconvénients de ces
ﬁltres en les comparant avec les autres méthodes développées dans les chapitres précédents.
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Mots clés : Morphologie mathématique, attributs géodésiques, attributs géométriques, diamètre
géodésique, diamètre barycentrique, axe médian, détection des structures ﬁnes, élongation, tortuosité,
amincissement, épaississement.
Ce travail a en partie donné lieu à deux publications :
1. Dans Morard et al. [150], on introduit les amincissements par attributs géodésiques
dans une conférence internationale :
V. Morard, E. Decencière, and P. Dokládal, Geodesic attributes thinnings and
thickenings, Proceedings of the 10th International Conference on Mathematical
Morphology and its Applications to Image and Signal Processing (ISMM),
Verbania, Italy, 2011
2. Ce travail a été par la suite, étendu et publié dans le Journal of mathematics, imaging
and vision (JMIV). Dans [152], l'accent a été mis sur les temps de calcul puisque l'on
introduit le diamètre barycentrique et des optimisations diverses sur l'algorithme :
V. Morard, E. Decencière, and P. Dokládal, Eﬃcient geodesic attributes thinnings
based on the barycentric diameter, Journal of Mathematics Imaging and Vision,
JMIV, 2012
5.1 État de l'art
Les techniques de contrôle non destructif ont pour objectif d'inspecter des pièces, des tissus, des
÷uvres d'art ou d'autres objets à la recherche d'éventuels défauts et ce, sans les détériorer. La recherche
de ﬁssures sur des pièces métalliques industrielles avec un système de vision (chapitre 7) nécessite des
opérateurs de traitement d'images puissants, rapides et adaptés à l'extraction des structures ﬁnes et
tortueuses de l'image.
Plus généralement, ﬁltrer les objets non désirés est une étape classique en traitement d'images. La
morphologie mathématique est basée sur une approche ensembliste et utilise des éléments structurants
pour obtenir de l'information sur la morphologie des objets. Dans [204], Serra et Vincent ont remarqué
que souvent, de simples ouvertures et fermetures sont suﬃsantes pour la majorité des applications.
Néanmoins, lorsque les structures à préserver sont des objets ﬁns, les capacités de ﬁltrage sont plus
grandes si l'élément structurant s'adapte au contenu de l'image (chapitre 4). Analyser chaque compo-
sante connexe permet donc de créer des ﬁltres eﬃcaces, puisqu'ils simpliﬁent l'image sans modiﬁer ses
contours. Cela a amené Klein en 1976 [106] a déﬁnir les ouvertures binaires par reconstructions qui ont
été étendues à des images en niveaux de gris par Vincent [244] en 1993. Dans la même année, Vincent
[243] proposa des ouvertures aréolaires, qui préservent ou suppriment les composantes connexes en
fonction de leur surface. En 1995, Salembier et Serra [200] ﬁltrèrent les régions plates de l'image et en
1996, Breen et Jones [29] généralisèrent la notion d'ouverture par attributs et proposèrent d'utiliser
des critères non croissants pour créer de nouveaux ﬁltres. Seules les propriétés d'anti-extensivité et
d'idempotence sont préservées ce qui permet de qualiﬁer ces opérateurs d'amincissements [203, 29].
Ainsi, Wilkinson et Urbach exploitèrent les amincissements en utilisant un critère basé sur l'inertie
pour détecter les structures allongées dans l'image [254, 237]. Enﬁn, Salembier proposa récemment une
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5.2 Rappel : amincissement par attributs
règle de ﬁltrage basée sur une méthode d'optimisation globale sous contraintes aﬁn de minimiser le
nombre ou le périmètre des zones plates [195].
On reprendra ainsi le travail de Breen and Jones et de Wilkinson et Urbach aﬁn de créer de
nouveaux ﬁltres à partir de critères basés sur le diamètre barycentrique et sur l'axe médian de l'objet.
Ce chapitre est organisé de la manière suivante : la section 5.2 rappelle les notions de base sur les
ouvertures par attributs. Les sections 5.3, 5.4 et 5.5 présentent les nouveaux attributs, puis la section
5.6 associe ces attributs à des amincissements. Enﬁn, nous donnerons quelques aspects pratiques en
étudiant l'algorithme, les diﬀérentes optimisations possibles, la complexité ainsi que les temps de calcul
en les comparant avec diﬀérents opérateurs destinés aux mêmes applications (sections 5.7 et 5.8).
5.2 Rappel : amincissement par attributs
Soit I : D → {0,1} une image binaire avec D un sous-ensemble ﬁni, généralement rectangulaire,
de Z2. Un opérateur binaire est une fonction qui transforme une image binaire en une autre image
binaire. Soit X = {x ∈ D|I(x) = 1} et Xc l'ensemble complémentaire dans D. On associe à D un
voisinage permettant de décrire les liaisons entre les pixels adjacents : on utilise ici une 8-connectivité.
Avec cette connectivité, on obtient un ensemble de composantes connexes, écrit {Xi}. Dans le reste de
ce chapitre, par objet nous comprenons une composante connexe Xi de l'ensemble {Xi}.
5.2.1 Composantes connexes et attributs
Nous souhaitons conserver ou supprimer les objets d'une image avec des attributs intuitifs comme
la longueur, la tortuosité, l'élongation ou la circularité. Pour une composante connexe Xi, ces attributs
seront respectivement notés Lg(Xi), T (Xi), E(Xi) ou C(Xi) et leurs déﬁnitions seront données plus
tard. Ces attributs permettent de déﬁnir des critères comme plus grand ou égal à (Lg(.) ≥ L), ou
moins tortueux que (T (.) < L), avec un paramètre L ∈ R+. Formellement, un critère χ est une
fonction qui lie l'ensemble des composantes connexes à vrai ou faux.
Un opérateur binaire, basé sur un critère χ est déﬁni par l'équation suivante :
Ψχ(Xi) =
{
Xi si χ(Xi) est vrai
∅ sinon, (5.1)
pour toutes les composantes connexes Xi inclues dans {Xi}.
5.2.2 Amincissements binaires par attributs
À partir de l'opérateur binaire Ψχ, l'amincissement binaire par attribut est donnée, pour tout
ensemble X, par :
Φχ(X) =
⋃
i
Ψχ(Xi). (5.2)
Ce ﬁltre est donc équivalent à scanner toutes les CCs de l'image puis à les conserver ou à les supprimer
entièrement en fonction du critère χ.
La transformation duale des amincissements est appelée épaississement et elle est simplement
déﬁnie en calculant un amincissement sur le complémentaire de l'image :
Θχ(X) = [Φχ(X
c)]c . (5.3)
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Dans le reste de ce chapitre, on ne proposera que des amincissements pour la détection de structures
claires, puisque les épaississements peuvent être déduits de ce premier opérateur avec l'équation 5.3.
5.2.3 Amincissements en niveaux de gris par attributs
Une image en niveaux de gris f est une application de D dans V = {0, . . . ,M − 1}, avec M ∈ N
le nombre de niveaux de gris. L'image f peut être décomposée en M images binaires, obtenues par
seuillages successifs de f . On note Xh(f), l'image binaire obtenue en seuillant f avec un seuil h ∈ V :
Xh(f) = {x | x ∈ D, f(x) ≥ h} et Xhi (f), la iième composante connexe de Xh(f).
Tout opérateur binaire et croissant,φ, comme les ouvertures, peut être généralisé à des images en
niveaux gris en appliquant ce même opérateur à toutes les images binaires extraites de f , Xh(f), et
en recomposant les résultats obtenus pour former à nouveau une image en niveaux de gris :
φdirectef(x) = ∨{h ∈ V | x ∈ Φ(Xh(f))}. (5.4)
Néanmoins, les attributs que l'on utilise ne sont pas croissants et l'extension à des images en niveaux
de gris n'est pas unique. On décrit dans ce document, quatre règles de ﬁltrage tirées de la littérature
pour construire cette extension [29, 199, 237] :
1. Règle Min : une composante connexe notée Xi est supprimée si χ(Xi) = 0 ou s'il existe une
composante connexe Xj telle que Xi ⊂ Xj , qui est supprimée.
2. Règle Max : une composante connexe,Xi est supprimée si χ(Xi) = 0 et si toutes les composantes
connexes Xj telles que Xj ⊂ Xi, sont supprimées.
3. Règle directe : une composante connexe Xi est supprimée si χ(Xi) = 0. Les autres composantes
connexes ne sont pas modiﬁées. Cette règle est la plus simple de toutes puisqu'elle respecte
l'équation 5.4 des ouvertures.
4. Règle soustractive : une composante connexe Xi est supprimée si χ(Xi) = 0, cependant, toutes
les autres composantes connexes Xj telles que Xj ⊂ Xi sont abaissées par la valeur du contraste
de Xi.
D'autres règles ont été introduites pour réaliser des traitements plus spéciﬁques qui ne seront pas
étudiées dans ce document : la règle médiane [198] réalise un pré-ﬁltrage aﬁn d'améliorer la robustesse
de la décision, la règle Viterbi [199] résout un problème d'optimisation pour les mêmes raisons, enﬁn
les règles k-subtractive et k-absorption [175] fonctionnent avec des ﬁltres hyperconnectés. On remarque
que toutes ces extensions fournissent le même résultat si on les appliques à des opérateurs croissants
comme les ouvertures.
La ﬁgure 5.1 présente des amincissements avec un attribut non croissant sur un signal 1-D en niveaux
de gris avec diﬀérentes règles de ﬁltrage. Les résultats obtenus sont très diﬀérents et le choix de cette
règle dépend de l'application. Néanmoins, il a été montré dans [237] que seule la règle soustractive
(avec les règles k-subtractive et k-absorption lorsque k = 0) satisfait deux propriétés très intuitives :
(i) après ﬁltrage, l'image doit être uniquement composée de structures qui respectent le critère χ. Et
(ii), l'image des diﬀérences, (f − φχ(f)) ne doit contenir que des structures qui ne respectent pas χ.
Ces deux propriétés sont très intéressantes puisque l'on obtient, avec un unique ﬁltrage, toutes
les structures qui respectent le critère ainsi que celles que ne le respectent pas. De plus, cette règle
soustractive permet d'extraire les objets du fond de l'image et facilite donc les tâches de segmentation.
Pour ces deux raisons, on utilisera la règle soustractive pour nos applications.
Les deux sections suivantes introduisent les attributs géodésiques et géométriques qui seront utilisés
dans la suite de ce chapitre pour construire de nouveaux ﬁltres par attributs.
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Signal Min Max Directe Soustractive
=1
Figure 5.1  Résultat des amincissements par at-
tributs géodésiques avec diﬀérentes règles de ﬁl-
trages. Avec respectivement de gauche à droite :
le signal initial, avec deux composantes connexes
respectant le critère (CC en gris), la règle min, la
règle max, la règle directe et la règle soustractive.
(a) (b) (c) (d)
Figure 5.2  Illustration des diﬀérentes déﬁni-
tions possibles pour mesurer la longueur d'un ob-
jet. (a) et (b) : la longueur du segment entre ses
points terminaux. (c) et (d), nombre de points du
squelette de l'objet.
5.3 Attributs géodésiques
Les attributs géodésiques peuvent être déﬁnis dans les domaines discret ou continu. Cependant, on
rappelle que les calculs sont réalisés dans Z2, avec une 8-connectivité.
5.3.1 Diamètre géodésique
Lantuéjoul, Beucher et Maisonneuve [115, 116] posèrent une question : Comment déﬁnir la lon-
gueur d'un objet ?  La première idée consiste à mesurer la longueur du segment connectant ses points
terminaux comme le montre les ﬁgures 5.2 a et 5.2 b. Néanmoins, cette déﬁnition n'est pas satisfai-
sante puisque ce segment n'est pas toujours inclus dans l'objet. De plus, la notion d'extrémités n'est
pas intuitive pour des objets ayant une forme quelconque. Une autre possibilité consiste à calculer des
mesures topologiques, comme le cardinal de points du squelette homotopique de l'objet (ﬁgures 5.2 c
et d). Ces mesures sont bien meilleures puisque le squelette est toujours inclus dans l'objet, néanmoins,
de petites modiﬁcations sur le contour de l'objet engendrent des variations importantes sur le squelette
et donc sur la mesure de longueur qui en découle. Par conséquent, cette mesure de longueur, basée sur
le squelette, ne fournit pas de bons résultats et on préfèrera utiliser les axes médians robustes au bruit
comme mesure géométrique (section 5.5). Enﬁn, on peut utiliser le diamètre géodésique pour obtenir
une estimation satisfaisante de la longueur d'un objet.
On résume ici le travail de Lantuéjoul et Maisonneuve [116] puis nous décrivons la généralisation
apportée par Soille dans [206]. Soit X un objet et x, y deux points appartenant à X. Il existe une
multitude de chemins liant y à x qui sont inclus dans X. Parmi tous ces chemins, ceux qui ont une
longueur géodésique minimale sont appelés des arcs géodésiques. On écrit leur longueur dX(x,y) et on
visualise ces chemins dans la ﬁgure 5.3. Pour un x donné appartenant à X, on peut mesurer la longueur
des plus grands arcs géodésiques partant de ce point :
lx(X) = sup
y∈X
dX(x,y). (5.5)
lx(X) correspond à la distance du point le plus éloigné de x, avec une distance géodésique. Dans
l'illustration de la ﬁgure 5.3 d, on attribue à tous les pixels x ∈ X de l'objet, la valeur de la distance
lx(X). Les points où lx(X) atteint un minimum global sont appelés des centres géodésiques de X. Au
contraire, les points de X où lx(X) est maximal, sont des extrémités géodésiques de X.
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Figure 5.3  Illustration de la distance géodésique. (a) deux chemins arbitraires entre x et y. (b)
arc géodésique entre ces deux points. (c) le plus grand arc géodésique entre tous les couples de points
de X, sa longueur est appelée diamètre géodésique. (d) pour tout x ∈ X, illustration de la valeur de
la distance lx(X) en fausses couleurs (du bleu au rouge, de la plus faible valeur à la plus forte). (e)
diamètre géodésique utilisant une distance géodésique généralisée [206].
Le diamètre géodésique de X est déﬁni comme la longueur du plus grand arc géodésique (voir la
ﬁgure 5.3c) :
Lg(X) = sup
x∈X
lx(X), (5.6)
ce qui correspond à la plus grande distance géodésique entre deux points appartenant à X :
Lg(X) = sup
x,y∈X
dX(x,y). (5.7)
Le diamètre géodésique est de notre point de vue, une bonne estimation de la longueur d'un objet.
Il a, de plus, trois avantages [116] :
1. C'est une déﬁnition générale, valide pour tous les objets quelles que soient leur forme et tortuosité.
2. Le diamètre géodésique est robuste au bruit, puisque des petits changements dans la forme de
l'objet (en excluant tout changement de topologie) vont causer, tout au plus, un petit changement
dans cette mesure.
3. Le calcul de Lg(X) fournit par la même occasion d'autres attributs comme l'élongation, la tor-
tuosité et la circularité.
Soille proposa dans [206], une généralisation de la distance géodésique. Cette extension consiste à
calculer une carte de distance Euclidienne dans l'objet, à l'inverser puis à réaliser une propagation avec
la notion de temps géodésique [207]. Ainsi, le diamètre géodésique obtenu suit l'axe médian de l'objet,
comme le montre la ﬁgure 5.3(e). Ceci augmente la précision et la robustesse de la mesure du diamètre
géodésique puisque une ﬁbre aura la même mesure avant et après un changement de tortuosité. On
notera, dans la suite de ce chapitre, tous les attributs basés sur cette distance géodésique généralisée
par une étoile ∗. On remarque que dans la pratique, les résultats sont très similaires pour la détection de
structures ﬁnes. Cependant, les temps sont au minimum doublés par rapport aux distances géodésiques
classiques. On utilisera alors cette distance géodésique généralisée que lorsque la précision de l'opérateur
doit être importante (on prend l'exemple du calcul des chemins d'écoulement [211] ou l'interpolation
des données de contour [80]). Pour obtenir un opérateur le plus rapide possible, on utilisera la distance
géodésique classique.
On remarque aussi que la distance géodésique et sa généralisation, sont déﬁnies de la même manière
dans un espace à n-dimensions. Ainsi, la généralisation de ces opérateurs à des espaces de dimension
supérieure est directe.
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5.3.2 Elongation géodésique
Le diamètre géodésique fournit une déﬁnition satisfaisante pour mesurer la longueur d'un objet.
Cependant, il ne donne que peu d'information sur sa forme. En combinant le diamètre géodésique
avec la surface occupée par X (notée S(X)), on obtient des informations sur l'élongation de l'objet.
L'élongation géodésique est une notion introduite par Lantuéjoul et Maisonneuve dans [116] que l'on
calcule par la relation suivante :
E(X) =
piLg2(X)
4S(X)
. (5.8)
Plus un objet est long et ﬁn, et plus son élongation sera importante. La borne minimale est atteinte
avec un disque puisque le facteur de normalisation est réglé pour obtenir un allongement de 1 pour cet
objet.
En dimension trois, Parra-Denis [177] a étendu cet opérateur pour que le paramètre de normalisation
soit égal à 1 pour une sphère :
E(X) =
piLg3(X)
6V (X)
, (5.9)
avec V (X) le volume de la composante connexe.
5.3.3 Un nouvel attribut : la tortuosité géodésique
On propose un nouvel attribut, dérivé du diamètre géodésique, la tortuosité géodésique. Toute
paire de points {x,y} est une paire d'extrémités géodésiques de X, si et seulement si dX(x,y) = Lg(X).
Cependant, on remarque qu'un objet peut avoir plusieurs paires d'extrémités géodésiques (un disque
par exemple) et cet ensemble est noté Ξ(X) = {{x0,y0} , {x1,y1} , . . .}. On déﬁnit alors LEucl(X),
comme la distance euclidienne minimale entre les extrémités géodésiques :
LEucl(X) = min{x,y}∈Ξ(X)
‖x,y‖ . (5.10)
Ainsi, la tortuosité géodésique correspond au ratio entre le diamètre géodésique et LEucl(X) :
T (X) =
Lg(X)
LEucl(X)
. (5.11)
Par conséquent, ce paramètre prend des valeurs supérieures à 1 et tous les objets convexes auront une
tortuosité de 1.
5.3.4 Circularité géodésique
Calculer la circularité d'un objet, revient à simplement calculer l'inverse de l'élongation :
C(X) =
1
E(X)
. (5.12)
Cet attribut prend donc des valeurs comprises entre ]0, 1] et permet de visualiser si la forme d'un objet
est proche d'un cercle ou non. Un exemple d'utilisation de cet attribut est présenté dans la ﬁgure 5.11.
Dans l'espace Euclidien, tous ces attributs sont invariants par rotation et, pour les attributs d'élon-
gation, de circularité et de tortuosité, ils sont de plus invariants par changement d'échelle. Néanmoins,
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si l'objectif de cette détection est par exemple de discriminer les structures longues et allongées des
structures courtes et allongées, on peut combiner plusieurs attributs entre eux pour être plus restrictif :
LgT (X) = Lg(X)× T (X),
LgE(X) = Lg(X)× E(X),
LgC(X) = Lg(X)× C(X),
. . .
(5.13)
Tous ces attributs sont basés sur le diamètre géodésique et le calcul de cette mesure nécessite un
temps considérable. Ainsi, pour obtenir des algorithmes rapides, on déﬁnit un nouvel attribut que l'on
appelle le diamètre barycentrique. Il a pour objectif d'oﬀrir une approximation très rapide du diamètre
géodésique. On présente cet attribut dans la section suivante 5.4, en étudiant précisément l'erreur
commise par cette approximation.
5.4 Un nouvel attribut géodésique : le diamètre barycentrique
L'objectif de cet attribut est de remplacer le diamètre géodésique par une mesure similaire et ayant
une complexité algorithmique plus faible. Nous décrivons premièrement les algorithmes permettant de
calculer le diamètre géodésique présent dans la littérature, puis nous introduirons ce nouvel attribut.
5.4.1 Description des algorithmes pour le calcul du diamètre géodésique
L'approche directe, pour le calcul du diamètre géodésique d'un objet X, consiste à réaliser des
propagations. Une propagation consiste à calculer, à partir d'un pixel x de l'objet, lx(X). En réalisant
une propagation à partir de tous les pixels du bord de l'objet, on pourra alors obtenir la valeur du
diamètre géodésique. La complexité de cet algorithme est élevée et dépend à la fois de la surface
ainsi que du nombre de pixels du bord de l'objet. On remarque qu'il y a de nombreuses propagations
inutiles amenant à une implémentation ineﬃcace. Schmitt [201] prouva qu'il était suﬃsant de considérer
seulement un sous ensemble des pixels du bord comme point de départ pour une propagation. Malgré
l'apport considérable de cet algorithme, il reste néanmoins trop de propagations superﬂues.
Lantuéjoul et Maisonneuve ont créé un algorithme parallèle pour le calcul du diamètre géodésique
sur une grille hexagonale [116]. Soit X une composante simplement connexe et Y l'ensemble des points
du bord de l'objet. En utilisant une propagation particulière dans la grille hexagonale et à partir des
points de Y , l'algorithme fournit le résultat en une unique propagation. Cependant, cet algorithme
ne peut traiter que des composantes connexes simplement connectés, puisque le front de propagation
tournera inﬁniment autours de ses trous. Cette caractéristique rend cet algorithme inadéquat pour
notre application.
Parra-Denis, dans [177], commence par calculer la fonction distance dans l'objet, puis réalise des
dilatations conditionnelles à X aﬁn de repérer les points maxima qui sont des extrémités de l'objet.
Enﬁn, à partir de chacune de ces extrémités, une propagation géodésique est réalisée pour obtenir le
diamètre géodésique. Avec cet algorithme, la complexité est élevé : O(n2) avec n le nombre de pixels
de la composante connexe. L'analyse de la complexité sera donnée plus en détail dans la section 5.8.2.
Ces méthodes ne nous permettent pas de calculer rapidement le diamètre géodésique et nous pro-
posons une méthode très eﬃcace pour réaliser un calcul approché de cet attribut : le diamètre bary-
centrique.
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5.4.2 Distance géodésique itérée
Pour tous les points de x ∈ X, pouvons nous calculer la longueur lx(X) du plus grand arc géodésique
en une seule propagation en partant de x ? Est ce que cette valeur peut remplacer Lg(X) ? Est-ce une
bonne approximation ? Comment choisir le point de départ x ?
Considérons l'arc géodésique maximal de X. Soient y1 et y2 ses extrémités. La distance géodésique
entre ces deux points est égale à Lg(X) = dX(y1,y2). Etant donné que la distance géodésique est une
distance [116], l'inégalité triangulaire s'applique et on a pour tout x ∈ X :
dX(y1, y2) ≤ dX(y1, x) + dX(x, y2). (5.14)
De plus, par déﬁnition, lx(X) est à la fois plus grand ou égal à dX(y1, x) et à dX(x, y2) tout en étant
plus petit que Lg(X). On obtient :
Lg(X) ≥ lx(X) ≥ Lg(X)
2
. (5.15)
Aussi, l'erreur relative (Lg(X) − lx(X))/L(X) que l'on commet lorsque l'on approxime Lg(X) par
lx(X) est toujours inférieure à 50%. Pour améliorer cette approximation, nous pouvons réaliser d'autres
propagations en partant cette fois ci d'un des points les plus éloignés de x avec la distance géodésique.
Soit Y ⊂ X, cet ensemble de points :
Y = {y | y ∈ X, dX(x,y) = lx(X)}. (5.16)
On peut donc introduire la distance géodésique maximale itérée partant du point initial x :
l2x(X) = sup
y∈Y
ly(X). (5.17)
On peut montrer facilement que :
Lg(X) ≥ l2x(X) ≥ lx(X) ≥
Lg(X)
2
, (5.18)
et que plus généralement lnx(X) converge, ∀n ∈ Z+ (avec n est le nombre d'itérations) :
Lg(X) ≥ lnx(X) ≥ ln−1x (X) ≥
Lg(X)
2
. (5.19)
Néanmoins, la limite de cette suite n'est pas forcément égale à Lg(X) mais on note qu'en pratique,
la convergence est très rapide et qu'aller au delà de l2x(X) n'est pas intéressant. Sur ce point précis,
une analyse plus précise est donnée à la ﬁn de cette section. La ﬁgure 5.4 fournit un exemple où l2x(X)
est une approximation bien plus précise du diamètre géodésique que lx(X) et où d'autres itérations
n'augmentent pas la précision de cette approximation.
Dans les tests qui suivent, on utilisera l2x(X) comme approximation du diamètre géodésique. Il reste
cependant à choisir x, le point initial de la première propagation.
5.4.3 Choix du point de départ
Le choix du point x ∈ X a une inﬂuence sur la qualité de l'approximation obtenue. Pour le montrer,
nous avons mis en place une série de tests, et plusieurs stratégies ont été testées.
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B
(a) Image initiale
l c
y
c
(b) Première propa-
gation
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(c) Seconde propaga-
tion
Figure 5.4  Illustration de l'apport de l2x(X) par rapport à l
1
x(X) sur un objet X quelconque. Le
point B de l'image (a) est le barycentre de la composante connexe et le point de départ, x, correspond
au point le plus éloigné de B avec une distance euclidienne. La première propagation donne lx, suivie
de la seconde propagation en partant de y, qui fournit une bien meilleure approximation du diamètre
géodésique : l2x.
Description des diﬀérentes stratégies
Le choix de x peut être réalisé de plusieurs façons diﬀérentes :
 Lorsque x est choisit comme le point le plus éloigné du barycentre de l'objet X, on obtient ce que
l'on appelle le diamètre barycentrique, noté LgBarFar(X). On remarque que le barycentre de cet
objet n'appartient pas forcément à X et par conséquent, on utilise la distance euclidienne pour
trouver les points les plus éloignés du barycentre. En partant d'un de ces points, on suppose qu'il
sera placé près de l'une des extrémités de X (ce ne sera pas forcement le cas pour des objets non
convexes).
 De la même manière, au lieu de choisir le point le plus éloigné du barycentre, on peut choisir le
point le plus proche (avec toujours une distance euclidienne). On obtient une autre approximation
de L(X) : LgBarNear(X).
 Le barycentre n'est pas forcément inclus dans l'objet et pour remédier à cela, on peut utiliser
un des points correspondant au centre géodésique. Cependant, trouver cet ensemble de points
est tout aussi complexe que la recherche du diamètre géodésique. Par conséquent, on calcule une
carte de distance à l'intérieur de l'objet pour prendre le pixel le plus éloigné d'un des bords.
On obtient respectivement deux mesures associées à ce point LgCentreNear et LgCentreFar (en
choisissant le point le plus proche ou le plus éloigné).
 Enﬁn, le point de départ x sera le premier pixel de l'objet trouvé avec un balayage ligne par ligne
de l'image. On note la mesure associée LgRandom.
Ces cinq mesures peuvent donc être utilisées pour calculer une approximation du diamètre géodé-
sique avec seulement deux propagations. Pour ces stratégies, on calcule les erreurs relatives moyennes
sur de nombreux objets binaires répartis en six bases de données.
Description des bases de données
Pour avoir une bonne estimation des erreurs moyennes pour chaque méthode, il est nécessaire d'avoir
un nombre important d'objets à notre disposition. On utilise donc six bases de données diﬀérentes dont
cinq sont constituées d'objets générés aléatoirement :
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(a) Objets convexes (b) Agrégation de pixels
(c) Agrégation de disques (d) Marches aléatoires
(e) Bruit de Perlin (e) Base de donnée MPEG7
Figure 5.5  Illustration de cinq objets binaires pour chaque méthode.
 Objets convexes : Un nombre aléatoire de points est généré (entre 10 et 100) puis ils sont
placés aléatoirement dans l'espace. L'enveloppe convexe de ces points forme un objet convexe.
 Agrégation de pixels : Cette méthode est utilisée pour générer des objets denses et irréguliers
sur les bords. L'ensemble est initialisé à un unique point et à chaque itération, on ajoute aléatoi-
rement un des pixels appartenant au voisinage de cette forme. On répète ce processus un nombre
aléatoire de fois.
 Agrégation de disques : Cette méthode fonctionne comme la méthode Agrégation de pixels
sauf qu'à chaque itération, on ajoute un disque ayant un rayon aléatoire (compris entre 5 et 40
pixels) au lieu d'un unique pixel. On obtient des objets complexes.
 Marches aléatoires : on commence par choisir la taille d'un disque que l'on place dans l'image.
Puis nous utilisons un algorithme des marches aléatoires pour simuler un mouvement Brownien
et un objet complexe.
 Bruit de Perlin : Le bruit de Perlin [182] permet de construire une texture procédurale dont
l'apparence est facilement contrôlable et multi-échelles. En seuillant cette texture et en conservant
la plus grande composante connexe de l'image, on obtient des objets très tortueux.
 Base de données MPEG7 1 : cette base de données classique regroupe 1400 objets binaires.
Nous générons 10000 objets binaires par méthode, pour obtenir un total de 51400 objets. Pour illustrer
la forme et la variabilité de ces objets, cinq réalisations sont présentées et regroupées dans la ﬁgure
5.5.
Résultats
Sur l'ensemble de ces objets binaires, nous mesurons le diamètre géodésique ainsi que toutes les
approximations aﬁn de calculer l'erreur relative moyenne pour chaque méthode, l'erreur maximale
ainsi que l'écart type. Le tableau 5.1 regroupe tous les résultats de cette étude et on remarque tout
d'abord que les erreurs relatives moyennes sont, en pratique, très éloignées de la limite théorique des
50%. En eﬀet, les erreurs moyennes sont toutes inférieures à 2% et les erreurs maximales à 30%. De
plus, on constate que le diamètre barycentique propose les meilleurs résultats en réduisant de 20% (au
1. Base de données disponible sur www.imageprocessingplace.com/rootfilesV3/imagedatabases.htm
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Tableau 5.1  Tableau récapitulatif des erreurs relatives entre la mesure du diamètre géodésique et
les diﬀérentes approximations.
Méthodes LgBarFar LgBarNear LgCentreFar LgCentreNear LgRandom
Mean (%) 0,24 0,24 0,47 0,56 1,92
Objets convexes Std (%) 0,85 0,84 1,41 1,53 3,36
Max (%) 10,04 11,20 15,9 17,24 22,59
Mean (%) 0,43 0,40 0,74 0,85 2,68
Agrégation de pixels Std (%) 1,09 1,03 1,58 1,71 3,59
Max (%) 10,76 9,27 12,87 12,87 24,59
Mean (%) 0,22 0,22 0,23 0,59 1,21
Agrégation de disques Std (%) 0,72 1,26 1,52 2,31 4,53
Max (%) 7,17 12,75 13,84 16,85 28,83
Mean (%) 0,13 0,28 0,24 0,53 1,31
Marches aléatoires Std (%) 0,66 1,03 1,08 1,61 3,27
Max (%) 9,97 21,7 21,48 21,48 29,96
Mean (%) 0,12 0,16 0,21 0,40 0,76
Bruit de Perlin Std (%) 0,74 0,80 1,21 1,50 2,61
Max (%) 10,87 10,14 16,55 13,61 31,90
Mean (%) 0,25 0,43 0,34 0,58 0,66
Données MPEG7 Std (%) 1,12 1,93 1,44 1,91 2,38
Max (%) 20,36 22,31 19,16 19,21 30,11
Mean (%) 0,23 0,29 0,37 0,58 1,42
Tous les objets Std (%) 0,86 1,49 1,37 1,76 3,29
Max (%) 20,36 22,31 21,48 21,48 31,90
minimum) l'erreur relative moyenne par rapport aux autres approximations. Par conséquent, on
choisira LgBarFar comme approximation du diamètre géodésique.
Pour cette mesure, l'erreur maximale n'est que de 20% sur ces 51400 objets, loin de la limite
théorique. Il est donc légitime de se demander si cette limite peut être atteinte. La ﬁgure 5.6 présente
un exemple où LgBarFar(X) est très proche de
Lg(X)
2 et où l
n
x ne converge pas vers Lg(X). En eﬀet,
LgBarFar(X) est atteint après une unique propagation et itérer le processus n'améliore pas cette mesure.
Pour identiﬁer la vitesse de convergence lnx des diﬀérentes approximations en fonction du nombre
de propagations n, on utilise tous les objets de la base de données MPEG7 et on calcule l'erreur
relative moyenne entre le diamètre géodésique et les diﬀérentes approximations en itérant jusqu'à l6x.
Les résultats sont présentés dans la ﬁgure 5.7 et une fois de plus, le diamètre barycentrique fournit les
meilleurs résultats puisque l'erreur commise est la plus faible pour tous les n. De plus, si on souhaite
avoir une approximation encore plus rapide, réaliser une unique propagation ne pénalise pas trop le
résultat qui reste inférieur à 3%. Enﬁn, on remarque que le passage d'une à deux propagations améliore
considérablement les mesures mais au delà de n = 2, l'apport est minime.
D'un point de vue vitesse de calcul, Lgrandom est la mesure la plus rapide mais c'est aussi la plus
imprécise. Ensuite viennent les méthodes basées sur le barycentre de l'objet LgBarFar et LgBarNear et
enﬁn, celles basées sur les maxima de la fonction distance LgCentreFar et LgCentreNear. Pour conclure
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Figure 5.6  Exemple d'un objet X où le diamètre barycentrique ne converge pas vers le diamètre
géodésique. On a ici Lg(X) = dX(E,B) + dX(B,C) + dX(C,D) + dX(D,F ) = 4r − 2, et LgBarFar =
dX(A,B) + dX(B,C) = 2r. L'erreur relative est donc égale à
Lg−LgBar
L =
r−
2r− et peut donc être
arbitrairement proche de 0,5.
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Figure 5.7  Erreur relative en pourcentage et en échelle logarithmique entre la valeur du diamètre
barycentrique et celle du diamètre géodésique en fonction du nombre de propagations.
cette section, le diamètre barycentrique LgBar = LgBarFar est une approximation rapide et précise du
diamètre géodésique. Pour la suite de ce document, nous utiliserons LgBar pour calculer la longueur,
l'élongation, la tortuosité ou la circularité d'un objet. Nous pouvons aussi déﬁnir son pendant en
utilisant la distance géodésique généralisée : Lg∗Bar. Dans la section suivante, nous introduisons des
attributs basés sur des mesures géométriques.
5.5 Attributs géométriques
Le diamètre géodésique et, par conséquent, le diamètre barycentrique fournissent une bonne re-
présentation de la longueur d'un objet. Cependant, lorsque plusieurs structures ﬁliformes se croisent
pour former un réseau, le diamètre géodésique ne réalisera qu'une mesure partielle de ce réseau. Pour
pallier à ce problème, nous proposons dans la suite une mesure de la longueur d'un objet basée sur
l'axe médian.
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(a) IMA inversé sur
l'image initiale
(b) Squelette avec λ =
1
(c) Squelette avec λ =
5
(d) Squelette avec λ =
10
(e) Squelette avec λ =
20
Figure 5.8  Illustration de la méthode Integer medial axis. Les branches générées par les discontinuités
des frontières sont supprimées en ﬁltrant l'axe médian.
5.5.1 Axe médian
En 1967, Blum [22] a introduit les notions d'axe médian et de squelette d'une forme binaire.
L'axe médian a été illustré initialement par une propagation d'un feu de forêt à partir de tous les
points frontières de l'objet. L'axe médian est donc constitué de points où les fronts de propagations se
rejoignent. D'un point de vue géométrique, l'axe médian correspond aux points de l'objet équidistants
d'au moins deux points situés sur la frontière de cet objet.
On dénombre deux diﬃcultés principales pour le calcul de cette mesure : (i) le calcul de l'axe
médian sur une trame discrète n'est pas aisé, et (ii) il présente une forte sensibilité à des petites
perturbations sur le contour de l'objet. Aussi, pour limiter l'impact du bruit sur les frontières de
l'objet, de nombreuses méthodes proposent de réaliser une étape de ﬁltrage (voir [7] pour un état de
l'art récent). À partir de ces méthodes, on extrait les λ-medial axis [35] qui permettent d'obtenir un
axe médian stable et robuste au bruit. D'autres chercheurs reprirent cette notion [129, 93, 34] et on
utilisera le travail de Hesselink et Roerdink [93] dénommé Integer Medial Axis qui permet de calculer
un axe médian précisément (distance euclidienne) et rapidement (en temps constant par pixel). Ainsi,
toutes les branches de l'axe médian seront pondérées par la distance entre les deux points frontières qui
l'ont généré. Si ces deux points sont très proches, ce qui est généralement le cas lorsque les frontières
de l'objet ne sont pas lisses, les branches auront un niveau de gris faible et l'on pourra facilement les
ﬁltrer avec un simple seuillage au niveau λ. Cette transformation est notée IMA(X) et la ﬁgure 5.8
présente le résultat de cette transformation sur une forme binaire pour diﬀérentes valeurs de λ pour le
ﬁltrage.
5.5.2 Attributs basés sur l'axe médian
À partir de l'axe médian en niveaux de gris, il est important de trouver un indicateur de la longueur
d'un objet qui permet d'avoir une bonne estimation de sa longueur. Si on utilise le nombre de points du
squelette après le ﬁltrage de l'axe médian avec un seuil λ ﬁxe, Card {IMA(X) > λ}, alors ce ﬁltrage
n'est pas invariant par échelle. En eﬀet, le ﬁltrage sera plus ou moins important selon la taille de
l'objet. La première ligne de la ﬁgure 5.9 permet de visualiser ce phénomène sur trois objets identiques
de taille diﬀérentes (images 128× 128, 256× 256, 512× 512 et 1024× 1024 pixels).
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(a) 128× 128 (b) 256× 256 (c) 512× 512 (d) 1024× 1024
(e) 128× 128 (f) 256× 256 (g) 512× 512 (h) 1024× 1024
Figure 5.9  Filtrage de l'axe médian : la première ligne présente des résultats des axes médians avec
un seuil global ﬁxe (λ = 20). La seconde ligne présente les résultats avec un seuil adaptatif λ′ = 3.
Au lieu d'un seuillage global de l'axe médian, on propose un ﬁltrage adaptatif qui prend en compte
la valeur maximale de l'axe médian :
LIMA(X) = Card
{
IMA(X) >
max(IMA(X))
λ′
}
. (5.20)
Ainsi le ﬁltrage est complètement indépendant de la taille de la structure et permet d'avoir une
mesure plus précise de la longueur de l'objet. La seconde ligne de la ﬁgure 5.9 illustre cette mesure
adaptative avec λ′ = 3. Dans le reste de ce chapitre, on ﬁxe la valeur de ce paramètre à 3.
Cette mesure représente uniquement la mesure de la longueur d'un objet. Néanmoins, lorsque X
est un disque, alors l'axe médian correspond au seul centre de l'objet et tous les disques auront une
longueur unitaire. Ceci constitue un problème pour calculer l'indice d'élongation et de circularité. Ce
problème est résolu en prenant pour l'élongation, le maximum entre 1 et le rapport LIMA(X)2/S(X) :
EIMA(X) = max
{
1,
LIMA(X)
2
S(X)
}
, (5.21)
et pour l'indice de circularité :
CIMA(X) =
1
EIMA(X)
. (5.22)
Ces attributs formés à partir de l'axe médian permettent de mesurer plus précisément la forme des
réseaux de ﬁbres tout en étant robuste aux déformations des contours de l'objet (voir la ﬁgure 5.9).
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(a) (b)
Figure 5.10  Sensibilité aux changements de topologie. Dans (b), un pixel noir a été ajouté au
centre de l'objet entrainant une sur-estimation de la longueur de cet objet par rapport à (a), la version
originale.
Bien que cet opérateur soit robuste aux déformations des frontières, il reste cependant sensible aux
bruits induisant un changement de topologie. En eﬀet, la ﬁgure 5.10 présente deux objets identiques
où un pixel bruité a été ajouté au centre de l'objet. Puisque la topologie de l'objet a été modiﬁée, on
remarque que l'on obtient deux estimations de longueur très diﬀérentes. Pour limiter ce problème, on
pourrait supprimer de l'image, tous les trous de taille inférieure à seuil donnée avant de calculer l'axe
médian.
Au ﬁnal, nous disposons de 11 attributs géodésiques ou géométriques répartis en trois catégories.
Chaque méthode à des avantages et des inconvénients que l'on résume succinctement ici :
 Quatre attributs sont formés à partir du diamètre barycentrique en utilisant une distance géodé-
sique classique (LgBar, EBar, TBar et CBar). Les temps de calcul sont très rapides et la précision
de leur mesure est bonne.
 Quatre autres attributs utilisent une distance géodésique généralisée avec le diamètre barycen-
trique (Lg∗Bar, E
∗
Bar, T
∗
Bar et C
∗
Bar). Leur précision est très bonne cependant, les temps de calcul
restent élevés.
 Enﬁn, trois attributs sont formés à partir de l'axe médian d'un objet (LIMA, EIMA et TIMA).
Ces mesures permettent de mesurer plus précisément la longueur totale des réseaux de ﬁbres
mais les temps de calcul sont élevés et cette mesure est sensible aux bruits qui introduisent un
changement de topologie.
Dans la section suivante, on déﬁnit des nouveaux amincissements avec ces attributs géodésiques et
géométriques.
5.6 Amincissement par attributs géodésiques et géométriques
À notre connaissance, c'est la première fois que les attributs géodésiques et géométriques, déﬁnis
dans les sections 5.3, 5.4 et 5.5, sont utilisés pour construire des amincissements par attributs.
On présente ainsi les résultats de ces amincissements, premièrement sur des images binaires puis
sur des images en niveaux de gris.
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Image initiale
Lg   >80 E   >5 T   >1,4 C   >0,4
Lg   >120 E   >8 T   >2 C   >0,6
bar
bar bar bar bar
barbarbar
Figure 5.11  Résultat des amincissements avec des attributs géodésiques sur une image binaire. De
gauche à droite, l'image initiale, puis l'utilisation de critères de taille, d'allongement, de tortuosité et
de circularité.
5.6.1 Résultats sur des images binaires
La ﬁgure 5.11 présente les résultats des amincissements par attributs géodésiques sur une image
test. Cette image regroupe des structures qui sont plus au moins longues, plus ou moins allongées
et plus ou moins tortueuses. On souhaite discriminer ces diﬀérentes structures en utilisant diﬀérents
critères géodésiques :
 Suppression de tous les objets dont le diamètre barycentrique est plus petit que 80 pixels ou plus
petit que 120 pixels (seconde colonne de la ﬁgure 5.11).
 Suppression des objets qui ont un indice d'allongement inférieur à 5 et à 8 (troisième colonne).
 Suppression des objets non tortueux, qui ont un indice de tortuosité inférieur à 1,4 puis à 1,8
(quatrième colonne).
 Enﬁn, suppression des objets ayant un indice de circularité inférieur à 0,4 puis à 0,6 (cinquième
colonne).
On peut observer, à travers cet exemple simple, que les attributs géodésiques permettent de faci-
lement faire la distinction entre les diﬀérents objets de l'image. De plus, le choix du critère reste très
intuitif et il est ainsi facile de paramétrer ces ﬁltres.
5.6.2 Résultats sur des images en niveaux de gris
Dans la section 5.2.3, nous avons choisi la règle soustractive pour étendre ces opérateurs à des
images en niveaux de gris. Nous présentons donc quelques exemples de fonctionnement de ces ﬁltres
par attributs sur une image d'empreintes digitales avec cette règle soustractive. Les structures sont
longues et tortueuses et ces ﬁltres rehaussent certaines structures de l'image.
La ﬁgure 5.12 regroupe les 11 attributs que nous avons précédemment déﬁnis et nous comparons
les résultats obtenus. Avec un critère de longueur et pour un seuil donné de L = 600 pixels, LgBar
supprime davantage de structures dans l'image. En eﬀet, le diamètre barycentrique ne suit pas l'axe
médian des structures mais il minimise le chemin parcouru en suivant les frontières de l'objet (avec une
distance géodésique classique). Cet attribut fournit donc des mesures de longueurs plus courtes pour
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Lg*  > 600 
Lg   > 600bar bar
E* > 25 T* > 3,5 C* > 0,6
E   > 25 T   > 3,5 C   > 0,6
Image initiale
bar bar
bar bar bar bar
L     > 600 IMA E     > 25  C     > 0,2 IMAIMA
Figure 5.12  Résultat des amincissements avec des attributs géodésiques basés sur la règle sous-
tractive sur une image en niveaux de gris. De gauche à droite, l'image initiale, puis l'utilisation de
critères de taille, d'allongement, de tortuosité et de circularité. Les lignes regroupent respectivement
les attributs utilisant la distance géodésique, la distance géodésique généralisée et l'axe médian, ﬁltré
avec seuil adaptatif.
une même structure en comparaison avec L∗Bar. L'apport de la mesure de longueur sur l'axe médian est
montré pour la structure pointée par la ﬂèche. Cette structure est l'union de deux ﬁbres et la mesure
LIMA permet de le prendre en compte, préservant ainsi cette structure dans l'image. Néanmoins, le
principal inconvénient de la méthode basée sur l'axe médian est son manque de précision pour mesurer
les petites structures. En eﬀet, on observe une sur-estimation de leur longueur limitant l'intérêt du
ﬁltre de circularité aux grandes structures.
5.7 Résultats
Pour visualiser les avantages des amincissements par attributs géodésiques, nous proposons tout
d'abord une application dans le domaine bio-médical. La ﬁgure 5.13(a) montre une image d'ADN
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acquise au microscope électronique 1. Cette structure est longue et tortueuse et entre parfaitement
dans le domaine de compétence des ﬁltres présentés dans ce chapitre. La comparaison de la détection
obtenue sera réalisée visuellement en comparant les amincissements par attributs géodésiques avec
d'autres méthodes utilisées pour extraire le même type de structures :
1. Le supremum des ouvertures avec des segments orientés tout les 2 degrés (ﬁgure 5.13(b)).
Comme on l'a vu dans le chapitre 2, seules les structures rectilignes de la molécule d'ADN sont
extraites de l'image. La tortuosité est pour cette application, une donnée importante et ce ﬁltre
sous-estime très largement la longueur totale de cette structure. On note de plus que la taille
du segment L est très faible en comparaison avec les autres méthodes. Une ouverture avec des
segments de taille 100 pixels aurait complètement supprimé la molécule.
2. Une ouverture par chemins de taille 160 pixels (ﬁgure 5.13(c)). Une ouverture par chemins
est un opérateur introduit dans le chapitre 3. Il permet d'extraire les structures dans l'image
qui ne sont pas parfaitement rectilignes. Le graphe sous-jacent à l'image utilisé est celui présenté
par Heijmans et al. dans [90] et repris dans ce document (3 prédécesseurs et 3 successeurs). La
détection obtenue est bien meilleure que pour les ouvertures linéaires. Le bruit est considérable-
ment réduit cependant, une partie de la molécule est supprimée. À cause de la tortuosité de la
structure à détecter, cet opérateur ne peut pas la suivre complètement et sous-estime sa longueur
réelle.
3. Un amincissement avec le diamètre barycentrique (LgBar) de taille 600 pixels. Ce ﬁltre
donne de très bon résultats (ﬁgure 5.13(d)). En eﬀet, la molécule est extraite de l'image et plus
généralement la longueur des structures très tortueuses est correctement estimée. Ainsi, ce ﬁltre
oﬀre une détection plus ﬂexible par rapport aux ouvertures par chemins puisque la contrainte
sur la tortuosité est relâchée.
4. Un amincissement avec l'élongation (EBar) de taille 50 (ﬁgure 5.13(e)). Cette méthode ﬁltre
le bruit et propose une très bonne détection. Toutes les structures de l'image qui ne sont pas
allongées sont supprimées.
5. Un amincissement avec la tortuosité (TBar) de taille 2,5 (ﬁgure 5.13(f)). Ce ﬁltre supprime
toutes les structures non tortueuses de l'image et préserve correctement la molécule.
Ces ﬁltres sont maintenant utilisés pour la détection des ﬁssures pour le contrôle non destructifs
de pièces industrielles (chapitre 7). Les structures a détecter sont longues, ﬁnes et possèdent une
tortuosité aléatoire. L'utilisation des outils développés dans ce chapitre est donc très adaptée. La
ﬁgure 5.14 propose des résultats de détection des ces structures avec le même groupe d'opérateurs
que pour l'extraction de la molécule d'ADN, en ajoutant trois autres attributs Lg∗Bar, LIMA et CBar.
Les mêmes conclusions peuvent être tirées : les ﬁltres par attributs géodésiques proposent une bonne
estimation de la longueur d'un objet même s'il est très tortueux. De plus, l'amincissement avec un
attribut géométrique préserve d'avantage de structures dans l'image puisqu'il est capable de mesurer
plus eﬃcacement les structures qui forment un réseau.
1. Image provenant de l' Institute for Molecular Virology. University of Wisconsin - Madison http://www.biochem.
wisc.edu/faculty/inman/empics/dna-prot.htm
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(a) Image initiale (b) Ouverture linéaire avec des seg-
ments de droite de taille 60 pixels
(c) Ouverture par chemins de taille 160
pixels
(d) Amincissement par longueur
LgBar avec LgBar ≥ 600
(e) Amincissement par allongement
EBar avec EBar ≥ 50
(f) Amincissement par tortuosité TBar
avec TBar > 2,5
Figure 5.13  Extraction d'une molécule d'ADN. Les résultats de détection de cinq méthodes sont
comparés et on remarque que seuls les amincissements avec des attributs géodésiques ne sous-estiment
pas la longueur de cette molécule.
5.8 Algorithme et considérations pratiques
Le temps de calcul est un élément central dans de nombreuses applications et particulièrement
pour le contrôle non destructif avec un système de vision (cf. chapitre 7). Par conséquent, nous avons
développé un nouvel attribut géodésique uniquement dans le but d'accélérer ces opérateurs (voir la
section 5.4 et la description du diamètre barycentrique) et nous présentons dans cette section un
algorithme rapide pour calculer les amincissements par attributs géodésiques. On comparera les temps
d'exécution de cet algorithme avec ceux d'une implémentation naïve (utilisation du diamètre géodésique
à partir de tous les points de contour) puis avec ceux des ouvertures par chemins.
5.8.1 Algorithme des amincissements par attributs géodésiques
Les ﬁltres connexes sont souvent implémentés en utilisant une structure d'arbre appelée max-tree
ou arbre de composantes connexes (voir Salembier et al. [199]). La création du max-tree repose sur des
inondations récursives en partant du point le plus bas de l'image. Pour une image, f : D → V , la plus
défavorable, la complexité de cet algorithme est en O(N ×M), avec M = card(V ) et N = card(D),
voir [163]. Néanmoins, le pire des cas est rare en pratique et l'algorithme de Salembier et al. est plus
rapide que celui de Najman et Couprie [163] pour des images 8 bits, pourtant conçu pour avoir une
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(a) Image initiale (b) Ouverture linéaire avec des seg-
ments de droite de taille 21 pixels
(c) Ouverture par chemins de taille 220
pixels
(d) Amincissement par longueur
LgBar avec “LgBar ≥ 220′′
(e) Amincissement par longueur Lg∗Bar
avec “Lg∗Bar ≥ 220′′
(f) Amincissement par longueur LIMA
avec “LIMA ≥ 220′′
(g) Amincissement par élongation
EBar avec “EBar ≥ 4′′
(h) Amincissement par tortuosité TBar
avec “TBar ≥ 1,1′′
(i) Amincissement par circularité CBar
avec “CBar > 0,5
′′
Figure 5.14  Détection des ﬁssures. 8 méthodes sont utilisées pour extraire les ﬁssures de l'image.
Les amincissements par attributs géodésiques fournissent la meilleure détection.
h
1
2 3
Figure 5.15  Illustration sur un signal 1-D du principe d'extraction des composantes connexes. Les
composantes en gris clair sont traitées en premier, puis celles en gris puis, dans un troisième temps,
celles en gris foncé.
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complexité inférieure, en temps quasi constant par pixel avec une approche union ﬁnd ([228, 253, 92]).
D'autres implémentations rapides existent, voir par exemple Ngan et al. [167] et Lesage et al. [120].
Ces structures de données avec des arbres ou des approches par union ﬁnd sont adaptées lorsque
les attributs peuvent être mis à jour à chaque fois qu'un nouveau pixel est ajouté à la composante
connexe. Ce n'est pas le cas avec le diamètre barycentrique ou l'axe médian, qui doivent être recalculés
et avoir accès à tous les pixels de la composante connexe. Aussi, cela interdit la récursivité ainsi que
les approches de type union ﬁnd, puisque l'accès à tous les pixels d'une même CC n'est pas facile.
À la place, on considère l'image 2-D comme un relief topographique où les hautes (resp. basses)
valeurs de niveaux de gris correspondent aux montagnes (resp. vallées). On simule le processus d'inon-
dation. On démarre avec le relief complètement submergé d'eau, et nous laissons progressivement le
niveau de l'eau baisser, laissant apparaitre le premier maximum (global). Sa composante connexe est
progressivement reconstruite et testée avec χ. Lorsque d'autres maxima régionaux apparaissent, ils ne
sont pas traités tout de suite et nous reconstruisons toutes les composantes connexes à des niveaux
de gris inférieurs (voir les composantes du bloc 1 de la ﬁgure 5.15). Enﬁn, les autres maxima locaux
sont traités de la même façon mais l'agrégation s'arrête lorsqu'une composante connexe est déjà traitée
(blocs 2 et 3 de la ﬁgure 5.15).
L'algorithme 10 simule ce processus. Il utilise une ﬁle à priorités HQueue, qui supporte les opé-
rations suivantes : Push(x,p) (insertion du pixel x dans la ﬁle avec une priorité p) et (x,p) = Pop()
(suppression de l'élément de plus haute priorité de la ﬁle) ainsi que les fonctions accesseurs p=Prio()
et Empty() qui retournent respectivement la priorité du prochain élément à dépiler et une variable
binaire indiquant si HQueue est vide.
On commence par initialiser l'image de sortie avec l'image d'entrée (ligne 4) puis on extrait, avec
la fonction FindLocalMax (ligne 5), un pixel par maximum régional, classé par ordre décroissant en
fonction du niveau de gris.
Le cycle For des lignes 8 à 28 analyse successivement tous les maxima régionaux de l'image et
la ligne 9 lit la position p du prochain maximum à traiter à partir de la liste LocalMax. Finalement,
la boucle Repeat-Until (lignes 14 à 28) simule la descente du niveau de l'eau et teste chaque CC de
l'image avec χ (ligne 26).
L'extraction de la composante connexe nécessite deux tableaux temporaires, State : D → Z et
Level : D → B (lignes 2 et 3), initialisés à 0 pour tous les pixels de l'image (lignes 6 et 7). State
reçoit −1 à chaque fois qu'un pixel est inséré dans HQueue (ligne 11) puis, plus tard, il reçoit l'index
du maximum local auquel il appartient (ligne 18), lorsqu'il est dépilé. On initialise le processus de
croissance de région en insérant le pixel p dans HQueue avec une priorité égale à f(p) (ligne 10),
en marquant ce pixel (lignes 11 et 12) et en initialisant CC à l'ensemble vide. Ainsi, le processus de
croissance de région (ligne 15 à 25) permet l'extraction de la CC au niveau h, auquel p appartient.
Le critère χ a besoin d'avoir accès à tous les pixels de la composante connexe analysée et, lorsque
le processus de croissance de région est ﬁni, la variable CC contient l'ensemble des pixels tels que
f(x) ≥ h,∀x ∈ CC. On teste alors cette composante connexe avec χ et on applique la règle soustractive
en supprimant le contraste de cette CC à tous ses pixels. La fonction contrast(CC) retourne la diﬀérence
entre le niveau h et le plus haut niveau de gris des pixels voisins de CC.
Le même processus est répété jusqu'à ce que tous les maxima régionaux soient traités.
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Figure 5.16  Illustration de la décomposition du pire signal 1-D possible avec l'algorithme développé
dans la section 5.8. On parcourt en moyenne N2/4 fois chaque pixel.
La fonction LgBar calcule la valeur du diamètre barycentrique. Il identiﬁe tout d'abord le barycentre
de CC, écrit b (ligne 1), trouve le point le plus éloigné de b avec une distance euclidienne, ligne 2, puis
il réalise deux propagations dans la composante connexe (voir l'équation 5.5 et les lignes 3 et 4) aﬁn
de retourner la valeur du diamètre barycentrique.
5.8.2 Complexité de l'algorithme
L'analyse de la complexité peut être décomposée en deux parties : (i) la complexité de l'extrac-
tion des composantes connexes (algorithme 10) et la complexité du calcul du diamètre barycentrique
(algorithme 11).
Nous détaillons tout d'abord la complexité de l'algorithme 10. La fonction FindLocalMax remplit
le tableau LocalMax en utilisant un processus de croissance de régions, associé à un algorithme de tri
en temps constant (radix sort [170]). Cette fonction a donc une complexité linéaire par rapport au
nombre de pixels de l'image, O(N) (avec N = card(D)). Enﬁn, à partir de tous les maxima locaux,
on utilise un processus d'émersion du relief avec une ﬁle d'attente hiérarchique, qui ajoute un facteur
log(M) (avec M = card(V )) dans la complexité totale de l'algorithme. Au pire des cas, pour le signal
fortement imbriqué représenté dans la ﬁgure 5.16, chaque pixel est traité en moyenne N/4 fois donnant
une complexité en O(N2log(M)). Il s'agit de la même complexité que celle de l'algorithme de Breen
et Jones [29], mais on note que les temps d'exécution observés sont loin de cette borne supérieure.
En pratique, on observe une évolution linéaire des temps de calcul avec la taille de l'image et une
expérience montre, sur une centaine d'images en niveaux de gris, que chaque pixel n'est traité que 2
fois en moyenne, très loin des N/4 fois de la borne maximale.
Tous les attributs basés sur la distance géodésique ont besoins du calcul du diamètre barycentrique.
Ainsi, la complexité de ces attributs est la même que celle de l'algorithme 11.
Si on considère une composante connexe ayant n pixels, le calcul du diamètre barycentrique est
mené en 4 étapes : le calcul du barycentre nécessite un balayage de tous les pixels de la CC. La
complexité est donc en O(n), tout comme la recherche du point le plus éloigné de ce barycentre.
Enﬁn, deux propagations sont réalisées pour obtenir la valeur du diamètre barycentrique. Pour une
propagation, suivant la distance choisie, L∞ ou L2, on utilise une ﬁle d'attente (ou une ﬁle d'attente
prioritaire), donnant une complexité en O(1) (ou en O(log(m))) par pixel, avec m, la valeur moyenne
des éléments dans la ﬁle.
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Algorithme 10: g ← GeoAttrThinning (f , χ)
Input : f : D → V - image initiale
χ - critère
Result : g : D → V - image de sortie
/* Déclaration des variables auxiliaires */
1 HQueue = {} /* Initialiser HQueue à zéro */
2 State : D → Z
3 Level : D → V
/* Initialisation */
4 g = f
5 LocalMax = FindLocalMax(f) /* Obtenir la liste triée des maxima locaux */
6 State(:) = 0
7 Level(:) = 0
/* Pour tous les maxima loxaux */
8 for i = 1 . . .Card(LocalMax) do
9 p = LocalMax(i)
10 HQueue.Push(p,f(p))
11 State(p) = −1 /* pixel empilé */
12 Level(p) = f(p)
13 CC = {}
/* Simulation de la descente des eaux */
14 repeat
/* Extraction de CC qu'il faut tester avec χ */
15 repeat
16 (q,h) = HQueue.Pop()
17 CC = CC ∪ {q}
18 State(q) = i
19 foreach n ∈ Neighbour(q) do
20 if f(n)>Level(n) and State(n) 6=i then
21 hmin = min(h,f(n))
22 HQueue.Push(n, hmin)
23 State(n) = −1 /* pixel empilé */
24 Level(n) = hmin
25 until h < HQueue.Prio()
26 if not χ(CC) then
27 g(CC) = g(CC)− contrast(CC)
28 until HQueue.Empty()
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Algorithme 11: l2x ← LgBar(CC)
Input : CC - une composante connexe
Result : l2x : Diamètre barycentrique de CC
1 b = p, p ∈ CC
2 x = argmaxy∈CC ||y, b||
3 x1 = argmaxy∈CC dCC(x,y)
4 x2 = argmaxy∈CC dCC(x1,y)
5 l2x = dCC(x
1, x2)
6 return l2x
Ceci constitue une amélioration majeure en comparaison avec la complexité du calcul du diamètre
géodésique. Avec une propagation à partir de tous les points du bord de l'objet, la complexité est O(n2)
(l'objet le plus défavorable est une ligne qui nécessite n propagations). Avec la méthode de Schmitt, le
nombre de propagations est réduit et est égal, au pire des cas, à
√
n pour un disque.
5.8.3 Optimisations
La première optimisation et probablement la plus importante en termes de gain de temps est l'arrêt
de la propagation lorsque le critère est atteint. Cette optimisation est disponible uniquement pour les
attributs basés sur la longueur et sur l'élongation.
L'accélération de cet algorithme provient aussi d'autres optimisations qui sont plus des astuces
informatiques :
 Le barycentre et l'aire de la composante connexe sont des éléments qui sont calculés pendant
le processus de croissance de régions aﬁn de supprimer les balayages inutiles de la composante
connexe dans l'algorithme 11.
 Dans cette même fonction, on n'utilise pas de carte de distance pour la phase de propagation. À
la place, un pixel sera inséré dans une ﬁle avec sa valeur de distance.
 On déﬁnit des ﬁles d'attente spécialisées à notre algorithme. Ainsi, supprimer tous les éléments
de la pile est une opération réalisée avec une unique assignation.
 Pour des images 8 bits, on fusionne les deux images temporaires State et Level. Le premier octet
stocke la valeur de la variable Level et la variable State utilise les autres octets. Ainsi, nous
obtenons la valeur des deux variables en un unique accès mémoire.
Utiliser l'algorithme 10 ainsi que le diamètre barycentrique et les optimisations présentés ci-dessus,
accélèrent considérablement le calcul des amincissements par attributs géodésiques. La section suivante
mesure ce gain.
5.8.4 Temps de calcul
On compare dans cette section, les temps de calcul des opérateurs introduits dans ce chapitre. Le
calcul des amincissements utilisant le diamètre barycentrique avec une distance géodésique classique,
sont plus simples si on les compare avec les attributs utilisant une distance géodésique généralisée ou
l'axe médian. Ainsi, on propose tout d'abord, de mesurer cette diﬀérence pour 6 images arbitrairement
choisies (images de la ﬁgures 5.17), enﬁn, on comparera les temps d'exécution avec les ouvertures par
chemins.
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Le tableau 5.17 regroupe les temps d'exécution des amincissements utilisant 5 attributs diﬀérents :
le diamètre géodésique Lg (calculé à partir de tous les points du contour de l'objet), le diamètre
barycentrique LgBar, le diamètre barycentrique avec une distance géodésique généralisée Lg∗Bar et
l'axe médian LIMA.
(a) Eutectic (b) Coﬀee (c) Grains
(d) Macula (e) Relief (f) Retina
Temps (ms) Lg LBar L∗Bar LIMA−Bar
Coﬀee 79 2,97 5,94 6,72
Eutectic 15 2,97 6,72 7,81
Grains 5400 42,34 334,07 515,78
Macula 2700 34,22 221,72 303,91
Relief 990 21,72 137,18 185,94
Retina 1560 24,69 134,53 197,34
Figure 5.17  Temps de calcul des amincissements par attributs de longueur, pour diﬀérentes images
de taille 256x256 pixels (L = 20 pixels). Les temps sont en millisecondes, calculés avec un ordinateur
portable Intel Core2 Duo T7700 @ 2.40GHz.
Comme attendu, les amincissements avec LgBar présentent les meilleures temps de calcul et ceux-ci
sont en moyenne, sur ces 6 images, 60 fois, 5 fois et 7 fois plus rapides que, respectivement, Lg, Lg∗Bar
et LIMA.
Les ouvertures par chemins sont des opérateurs développés pour répondre à des applications simi-
laires à celles des amincissements par attributs géodésiques. La section 5.7 et le chapitre 3 montrent
que la détection avec des ouvertures par chemins est bonne même si des structures plus tortueuses
peuvent être détectées avec des ﬁltres connexes. On compare ici leur temps d'exécution et la ﬁgure
5.18 mesure les temps moyens sur 100 itérations entre une implémentation rapide des ouvertures par
chemins [224, 126] et des amincissements avec LgBar. On utilise l'image des ﬁssures de la ﬁgure 5.14
pour réaliser ce test (768x576 pixels) et on note que les amincissements par attributs géodésiques sont
plus rapides que les ouvertures par chemins. On observe la même tendance pour d'autres images.
5.9 Bilan et perspectives
Ce chapitre présente trois nouveaux attributs : (i) l'indice de tortuosité géodésique, qui quantiﬁe
la tortuosité d'une structure, (ii) le diamètre barycentrique, qui mesure rapidement la longueur d'une
structure. Ce dernier attribut est une approximation du diamètre géodésique, on donne donc l'erreur
maximale théorique et on montre, sur plus de 50000 formes binaires, que l'erreur relative commise est
négligeable (inférieure à 0,3%) et (iii) les attributs géométriques.
Ces attributs ainsi que d'autres tels que la longueur, l'élongation, la tortuosité ou la circularité,
sont combinés aux amincissements par attributs aﬁn de créer une nouvelle famille d'opérateurs. Ils
permettent de facilement discriminer les structures longues, ﬁnes et/ou tortueuses et on montre la
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Figure 5.18  Temps de calcul entre les ouvertures par chemins classiques et les amincissements par
attributs géodésique LgBar avec la règle de ﬁltrage soustractive.
supériorité de ces opérateurs pour la détection des structures ﬁnes et très tortueuses, en les comparant
aux ouvertures linéaires et aux ouvertures par chemins.
D'autres attributs basés sur la distance géodésique généralisée et sur l'axe médian ont été dévelop-
pés. Ils permettent d'améliorer la précision de ces opérateurs et de mesurer la longueur des réseaux de
ﬁbres. Ils sont cependant 5 à 7 fois plus lents que les amincissements avec des attributs géodésiques.
Nous utilisons la règle soustractive pour tous nos amincissements et nous donnons un algorithme
eﬃcace pour les calculer. On note que les temps de calcul sont compétitifs par rapport aux ouvertures
par chemins et ces opérateurs peuvent donc être utilisés dans des applications industrielles où les
contraintes temporelles sont importantes.
Pour le moment, les amincissements par attributs géodésiques sous-estiment la longueur des struc-
tures déconnectées par du bruit. On pourra résoudre ce problème en utilisant une connectivité de
seconde génération, méthode déﬁnie par Braga-Neto et Goutsias [27] ou par Ouzounis et Wilkinson
dans [174]. Enﬁn, pour étendre ce travail, on peut généraliser ces outils pour créer des ouvertures
ultimes [19, 91] ou des courbes granulométriques en une seule immersion de l'image.
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CHAPITRE 6
Analyse statistique parcimonieuse : AdaCOS, nouvelle méthode de classiﬁcation qui
minimise une fonction de coût lors de la génération d'un modèle.
 La simplicité est la sophistication suprême 
Léonard de Vinci
En statistique, la fouille ou l'exploration des données 1 permet d'extraire automatiquement une
connaissance à partir d'une grande quantité de données. Ces méthodes sont divisées en deux groupes :
1. Les méthodes descriptives sont aussi appelées méthodes de classiﬁcation 2. Elles permettent
d'organiser, de simpliﬁer et de regrouper des données hétérogènes en sous groupes homogènes.
En voici quelques exemples : analyse en composantes principales, analyse factorielle, moyennes
mobiles, regroupement hiérarchique... (voir le projet Colas, chapitre 9). Ces méthodes descriptives
réalisent un apprentissage dit non supervisé, puisqu'elles ne nécessitent aucune information a
priori de la part de l'utilisateur.
2. Les méthodes prédictives sont des méthodes de classement 3. Elles réalisent un apprentissage
dit supervisé, puisqu'elles établissent des règles et des modèles à partir d'exemples déjà traités et
validés par des experts (régression linéaire, régression logistique, machine à noyaux (SVM), forêt
aléatoire...)
En classement, la régression linéaire est la plus simple et la plus répandue des méthodes. Elle
minimise une fonction erreur aﬁn d'avoir un estimateur non biaisé. Il est cependant bien connu que l'on
peut améliorer le pouvoir de prédiction de cette méthode en pénalisant les coeﬃcients de l'estimation.
Dans ce document, on introduit un modèle de classement linéaire avec une nouvelle pénalisation,
permettant de répondre à un nouveau type de problème : comment créer un modèle prédictif précis,
qui minimise en même temps une fonction de coût indépendante des données. Cette fonction de coût
sera par exemple le temps nécessaire pour calculer tel ou tel descripteur, aﬁn de choisir celui qui sera
le plus rapide, à performance égale (projet TOCATA, chapitre 7). AdaCOS (Adaptive Coeﬃcient
Shrinkage) adapte la pénalisation pour chaque descripteur et correspond à une généralisation de la
régression Ridge.
1. Exploration des données : data mining en Anglais
2. Classiﬁcation : clustering en Anglais
3. Classement : classiﬁcation en Anglais
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Enﬁn, nous étendons la procédure forward stagewise (méthode utilisée pour résoudre les régressions
pénalisées) pour obtenir un modèle parcimonieux (où seuls quelques descripteurs seront utilisés dans la
régression). On obtient le Forward AdaCOS qui pourra être utilisé dans des problèmes de minimisation
de temps, de coût ou d'autres problèmes d'optimisation. De plus, la méthode AdaCOS peut être utilisée
astucieusement avec les méthodes de régression parcimonieuses LARS et GLMNET aﬁn d'obtenir une
implémentation rapide et généralisable.
Mots clés : Analyse statistique, AdaCOS, pénalisation, pénalisation adaptative, régression ridge,
forward selection, optimisation, sélection de variables, LARS, GLMNET.
6.1 Introduction et motivations
En analyse statistique, les modèles linéaires ont été largement étudiés depuis plus de 50 ans et sont
utilisés avec succès dans de nombreuses applications dans des domaines très variés. On décrit ici la
régression linéaire, puis l'apport des pénalisations sur la régression.
6.1.1 Notations
On utilise les notations classiques des méthodes d'analyse statistique [87]. Soit N et p, respective-
ment le nombre d'instances et le nombre de descripteurs dans la base de données. Une variable d'entrée
sera notée par le symbole X, une variable de sortie quantitative par Y et catégorielle par G. Si X est
un vecteur, alors on accède au jième élément de X par l'indice xj . On utilise les majuscules lorsque
l'on parle des aspects généraux d'une variable puis les minuscules pour les observations. Une matrice
sera toujours notée en majuscule et en gras, et les vecteurs de taille N seront aussi en gras pour faire
la distinction entre un vecteur xi et une observation xi.
Enﬁn, Yˆ prend des valeurs dans R et correspond aux prédictions liées aux données X. De même,
Gˆ prend ses valeurs dans le même ensemble que G et lorsque que celui-ci n'aura que deux classes, on
le traitera comme une variable quantitative. En eﬀet, les prédictions prendront des valeurs comprises
entre 0 et 1 et on retrouve la catégorie Gˆ en posant Yˆ ≥ 0,5.
6.1.2 Régression linéaire
Soit X = {x1,x2, . . . ,xp}, une matrice de taille N par p, avec xj, ∀j ∈ (1, . . . ,p) un vecteur de
taille N . Dans la suite de ce document, on normalise 1 cette matrice aﬁn de pouvoir comparer plus
facilement les variations des descripteurs entre eux, même s'ils n'ont pas les mêmes unités. Un modèle
linéaire est alors déﬁni de la manière suivante :
yˆ = XBˆ, (6.1)
avec Bˆ, un vecteur de taille p correspondant aux coeﬃcients du modèle. La méthode la plus simple pour
caler un modèle utilise la méthode des moindres carrés (Ordinary Least Square OLS). Cette méthode
revient à trouver les coeﬃcients B qui minimisent l'erreur quadratique du modèle entre les observations
réelles et les observations prédites, soit :
BˆOLS = argmin
B
n∑
i=1
(yi − yˆi)2. (6.2)
1. Une matrice est normalisée ou standardisée si elle est centrée et réduite. La valeur moyenne et l'écart type de
chaque colonne sont égaux respectivement à 0 et 1.
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En notation matricielle, l'équation 6.2 s'écrit de la manière suivante :
BˆOLS = argmin
B
(y −XB)T (y −XB), (6.3)
avec (.)T la matrice transposée. Cette équation est une fonction quadratique en p paramètres que nous
pouvons dériver par rapport à B pour en trouver le minimum :
d((y −XB)T (y −XB))
dB
= −2XT(y −XB). (6.4)
Les paramètres qui minimisent l'erreur quadratique, BOLS , seront déterminés en annulant la dérivée
première, donnant analytiquement une unique solution :
Eq. 6.4 = 0 ⇔ BˆOLS = (XTX)−1XTy, (6.5)
si et seulement si la matrice XTX est inversible. Cela signiﬁe que le rang de XTX doit être maximal
(que les colonnes soient toutes linéairement indépendantes).
6.1.3 Régression linéaire pénalisée
La régression linéaire OLS construit un modèle non biaisé. Cependant, il est connu dans la littéra-
ture que l'on peut augmenter le taux de prédiction si on accepte d'introduire un biais dans l'estimateur.
Régression Ridge
Hoerl et Kennard [95] ont introduit une pénalisation pour la régression, appelée Ridge. La régression
Ridge minimise la somme des erreurs quadratiques, comme pour la régression linéaire, tout en s'assurant
que la somme des (Bj)2 soit inférieure à un paramètre donné :
∑
i(Bj)
2 ≤ s avec s ∈ R+. Ce paramètre
s contrôle la pénalisation du système. Plus s est faible, plus la pénalisation est forte. Au contraire,
s ≥∑j(BOLSj )2 signiﬁe qu'aucune pénalisation n'est insérée sur les Bj et on obtient les mêmes résultats
qu'avec la régression linéaire non pénalisée. Ce problème est formulé de la manière suivante rendant
explicite la contrainte de taille :
BˆRidge = argmin
B
n∑
i=1
(yi − yˆi)2
avec
p∑
j=1
(Bj)
2 ≤ s,
(6.6)
ou avec une notation matricielle équivalente :
BˆRidge = argmin
B
(y −XB)T (y −XB) + λBTB, (6.7)
avec λ ≥ 0, une variable ayant un rôle symétrique à s. Cette pénalisation L2 applique un rétrécissement
continu des valeurs des paramètres Bj vers zéro. Quand de nombreuses variables sont très corrélées,
les coeﬃcients du modèle peuvent devenir instables avec de fortes variances. Une très grande valeur
d'un coeﬃcient peut voir son eﬀet annulé par une très forte valeur négative d'une variable corrélée. En
imposant une contrainte de taille, ce phénomène ne se produira plus, contribuant à l'amélioration des
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performances de prédiction du modèle à travers un compromis entre la variance et le biais (voir [87]
chapitre 7). L'équation 6.7 est dérivable et possède la solution analytique suivante :
BˆRidge = (XTX+ λI)−1XT y. (6.8)
La matrice I de taille p × p correspond à la matrice identité. La méthode Ridge ajoute alors λ sur la
diagonale de la matrice XTX avant de l'inverser. Ceci améliore la stabilité de la régression linéaire,
puisque l'inversion de cette matrice est toujours possible si λ > 0. Ce fut la motivation principale de
Hoerl et Kennard.
Cet estimateur est facile à calculer puisqu'il possède une solution analytique, améliore le taux de
prédiction et utilise généralement tous les descripteurs de la matrice X
Définition 6.1
Le chemin de régularisation est l'ensemble des valeurs des coeﬃcients Bj obtenues en faisant varier
le paramètre de la régression : λ. Pour des régressions linéaires, le chemin de régularisation de
chaque variable est linéaire par morceau [193].
Pour la régression Ridge, les chemins de régularisation des coeﬃcients (ﬁgure 6.1(a)) est tracé en
fonction de
∑
j |Bj |/
∑
j |BOLSj | pour normaliser le graphique entre 0 et 1.
Régression Lasso
Outre l'amélioration du taux de prédiction, d'autres critères peuvent être utilisés pour évaluer la
qualité d'un modèle. La simplicité et l'interprétabilité sont des notions clés pour certains chercheurs.
La parcimonie met en relief d'une manière claire les liens existant entre les réponses et les variables,
spécialement lorsque le nombre de descripteurs est important. Voir [83] et [94] pour un état de l'art
des diﬀérentes techniques permettant de faire de la sélection de variables.
La régression Lasso 1, introduite par Tibshirani en 1996 [233], est une méthode très similaire à la
régression Ridge avec une diﬀérence subtile mais fondamentale, la norme L2 a été remplacée par la
norme L1 :
BˆLasso = argmin
B
n∑
i=1
(yi − yˆi)2
avec
p∑
j=1
|Bj | ≤ s.
(6.9)
Cette contrainte rend les solutions non linéaires avec les yi et des algorithmes d'optimisation convexe
doivent être utilisés pour calculer les Bj . Cette norme L1 contraint certains coeﬃcients à être exac-
tement égaux à 0 et réalise une sélection de variables continue. Lorsque s ≥ ∑j |Bj |, alors aucune
contrainte n'est appliquée sur les paramètres et on obtient BLasso = BOLS . Le chemin de régularisa-
tion de la régression LASSO est présenté dans la ﬁgure 6.1(b).
Régression Forward stepwise, forward stagewise
D'autres méthodes peuvent être utilisées pour obtenir un modèle parcimonieux. Forward stepwize
est une méthode gloutonne qui incorpore successivement la variable la plus corrélée avec les résidus et
1. La régression LASSO est aussi appelée basis pursuit par Chen et al [36], dans la communauté du traitement du
signal
128 Vincent Morard
Thèse de doctorat, MINES ParisTech, 2012
6.1 Introduction et motivations
l'ajoute dans le modèle (voir [87], section 3.2.2). La méthode Forward Stagewise propose une procédure
moins brutale (voir [87] section 3.3.3) : au lieu d'ajouter à chaque itération la solution OLS de la variable
la plus corrélée, on lui ajoute uniquement une petite valeur. Ainsi, une variable peut être sélectionnée
un nombre important de fois tant qu'elle a une corrélation plus importante que les autres descripteurs.
Cette procédure ne s'arrête que lorsque les corrélations de toutes les variables sont nulles (ﬁgure 6.1(d)).
Cette méthode gloutonne est particulièrement adaptée et robuste au sur-apprentissage [83, 187].
Régression LAR
Avec le même objectif, LAR (Least Angle Regression), introduit par Efron et al. [57], permet de
tracer entièrement le chemin de régularisation d'une manière analytique. La complexité algorithmique
de cette méthode est équivalente à celle de la régression linéaire classique et de plus, Efron et al. ﬁrent
le lien direct entre les méthodes LAR, LASSO et Forward stagewise, qui produisent des chemins de
régularisation très similaires (voir la ﬁgure 6.1). Aucune de ces trois méthodes ne semble avoir un
clair avantage sur les autres, aussi, ils élaborèrent un algorithme générique permettant de les calculer
eﬃcacement d'une manière analytique.
Autres pénalisations
D'autres approches peuvent être utilisées introduisant des comportements diﬀérents. Zou et Hastie
proposent l'Elastic Net [258] aﬁn de dicter un eﬀet intermédiaire entre la régression Ridge et la régres-
sion Lasso. Frank et Friedman ont introduit la régression Bridge [68], Meinshausen le relaxed LASSO
[140], Zou l'adaptive LASSO [257] et beaucoup d'autres (group LASSO [255], bolasso [8], SCAD, [59],
l'adaptive elastic net [75], l'adaptive Ridge [6], FLASH [185]).
La majorité des pénalisations rencontrées dans la littérature ont été introduites pour améliorer le
pouvoir de prédiction, la convergence ou la parcimonie des régressions linéaires. Dans ce chapitre, la
pénalisation introduite est tout autre et dépend d'éléments extérieurs (une fonction coût) que nous
cherchons à minimiser. Il est important de noter que la minimisation de cette fonction se fera au
détriment de la précision du modèle. Il s'agira donc de trouver un compromis entre la précision du
modèle et la minimisation de cette fonction coût.
6.1.4 Fonction de coût avec les régressions linéaires pénalisées
Nous avons vu que pour évaluer la qualité d'un modèle, on peut travailler sur la précision des
prédictions et/ou la parcimonie du modèle. Pour notre application, nous introduisons un troisième
critère, qui est en quelque sorte une extension du deuxième : le modèle généré sera parcimonieux
mais il minimisera une fonction de coût, qui dépend d'une information donnée a priori sur chaque
descripteur.
Ainsi, chaque variable va être pénalisée par une valeur qui peut être le coût en temps, le coût en
argent, le coût en diﬃculté, ..., aﬁn d'obtenir ce descripteur. Lorsqu'un descripteur est utilisé dans un
modèle, cette valeur sera ajoutée à une coût global que l'on cherche à minimiser. Ainsi, nous cherchons
à réaliser un compromis entre la précision du modèle et la minimisation de cette fonction.
Pour le projet TOCATA, décrit dans le chapitre 7, nous disposons d'un ensemble de descripteurs
visant à extraire les défauts de surface d'une pièce métallique. Un modèle statistique sera utilisé pour
obtenir un modèle précis. Cependant, de fortes contraintes de temps nous obligent à faire de la sélection
de variables : sélectionner les descripteurs les plus pertinents, et si possible, les plus rapides à être
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(a) Régression Ridge
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(b) Régression LASSO
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(c) Régression LAR
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Figure 6.1  Chemin de régularisation : régression Ridge, LASSO, LAR et Forward stagewise sur
la base de données Diabète. Seules les méthodes LASSO, LAR et Forward stagewise proposent une
solution parcimonieuse.
calculés. Nous utiliserons donc la méthode développée dans ce chapitre, couplée à une fonction de coût
qui correspondra au temps nécessaire pour calculer les descripteurs.
Pour illustrer l'intérêt de cette méthode, nous choisissons une base de données standard en analyse
statistique : la base de données Diabète [57], puis nous décrirons l'utilisation de cette méthode dans
un contexte industriel avec le projet TOCATA.
La base de données Diabète est composée de 10 descripteurs : l'âge, le sexe, l'indice de masse
corporelle (BMI), la pression sanguine (BP) et six sérums sanguins (S1 à S6). Tous ces descripteurs
sont utilisés pour prédire l'évolution de la maladie une année après une première mesure. Cette étude
a été menée auprès de 442 patients américains souﬀrant de diabète. Les chemins de régularisation de
diﬀérentes méthodes sont présentés dans la ﬁgure 6.1.
6.2 Nouvelle méthode de classiﬁcation : AdaCOS
Dans la formulation de la régression Ridge, le coeﬃcient de chaque descripteur est pénalisé par le
même paramètre λ. L'idée de la méthode AdaCOS est de pénaliser diﬀéremment chaque descripteur
avec un coût que l'on note α1, . . . , αp. On obtient donc une nouvelle formulation de la régression linéaire
pénalisée :
BˆAdaCOS = argmin
B
n∑
i=1
(yi − yˆi)2
avec
p∑
j=1
wj(Bj)
2 ≤ s,
(6.10)
avec wj les poids normalisés, puisque nous somme uniquement intéressé par la diﬀérence relative entre
deux descripteurs :
wj =
(
1 +
αj∑p
k=0 αk
)γ
, (6.11)
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avec γ un paramètre permettant d'accroitre ou de réduire l'impact des coûts αj sur la régression. On
écrit W la matrice diagonale de taille p × p où Wjj est égale à wj . Ainsi, l'équation 6.10 s'écrit en
notation matricielle :
BˆAdaCOS = argmin
B
(y −XB)T (y −XB) + λBTWB, (6.12)
avec λ le paramètre de pénalisation. De la même manière que la méthode Ridge, l'équation 6.12 est
linéaire et peut donc être dérivée :
d(y −XB)T (y −XB) + λBTWB
dB
= −2XT (y −XB) + λ(W +WT)B. (6.13)
W est une matrice diagonale donc W + WT = 2W et la solution analytique de l'équation 6.12 est
donnée en annulant la dérivée première :
Eq. 6.13 = 0 ⇔ BˆAdaCOS = (XTX+ λW)−1XT y. (6.14)
On remarque que la solution analytique de la méthode AdaCOS est très proche de celle de la
méthode Ridge. Il s'agit donc d'une généralisation de la méthode OLS ainsi que de la méthode Ridge.
En eﬀet, si W = 0 on obtient BˆAdaCOS = BˆOLS et si W = I alors BˆAdaCOS = BˆRidge.
Le nouveau paramètre introduit dans l'équation 6.11, γ, contrôle la diﬀérence relative entre les
diﬀérents coûts de chaque descripteur. Lorsque γ > 1, les diﬀérences sont accrues et pour γ < 1,
les diﬀérences sont réduites. Enﬁn, lorsque γ = 0, la fonction de coût n'a plus d'impact et on a
exactement la même formulation que la méthode Ridge. Ce paramètre contrôle, d'une manière continue,
l'importance de la fonction de coût dans la régression.
La ﬁgure 6.2 présente quatre chemins de régularisation de la méthode AdaCOS pour quatre valeurs
diﬀérentes de γ. Pour visualiser l'impact de cette fonction de coût dans la régression, seule la variable
ayant la plus haute corrélation avec les y est pénalisée : BMI. Ce cas est hypothétique mais instructif
puisque l'on remarque que l'inﬂuence de cette variable diminue lorsque γ augmente. Néanmoins, de
la même manière que la régression Ridge, cette méthode n'est pas parcimonieuse et ne permet pas
de réduire la fonction de coût globale, tous les descripteurs étant utilisés dans le modèle ﬁnal. Aussi,
on propose dans la section suivante de produire des modèles parcimonieux en utilisant un modèle
AdaCOS.
6.3 Nouvelle méthode de classiﬁcation parcimonieuse : Forward Ada-
COS
Dans la littérature, une des méthodes communément utilisées pour créer un modèle parcimonieux
et faire de la sélection de variables consiste à utiliser des méthodes gloutonnes.
La méthode Forward Stepwise débute avec un modèle vide. À partir de tous les descripteurs, celui
qui aura la plus grande corrélation avec la sortie y en valeur absolue, sera sélectionné (on note xj
ce descripteur). On calcule alors une régression linéaire produisant un vecteur résiduel, orthogonal à
xj, qui est considéré comme notre nouvelle réponse. Ce processus est répété jusqu'à ce que tous les
descripteurs soient insérés dans le modèle. La méthode forward stepwise réalise le meilleur mouvement
à chaque itération et il est qualiﬁé, pour cela, d'ajustement agressif.
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(a) Chemin de régularisation de la régression AdaCOS
avec γ = 0
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(b) Chemin de régularisation de la régression AdaCOS
avec γ = 2
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(c) Chemin de régularisation de la régression AdaCOS
avec γ = 4
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(d) Chemin de régularisation de la régression AdaCOS
avec γ = 6
Figure 6.2  Chemins de régularisation de la méthode AdaCOS sur l'étude Diabète avec 4 valeurs de
γ diﬀérentes : γ = {0,2,4,6}. Pour visualiser le fonctionnement de cette méthode, seule la variable BMI
est pénalisée : α = {0,0,1,0,0,0,0,0,0,0}.
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La régression forward stagewise agit avec plus de précautions. Au lieu de réaliser le meilleur mou-
vement à chaque itération, on ajoute au descripteur sélectionné une petite valeur. Une même variable
peut donc être sélectionnée plusieurs fois consécutivement et cette procédure nécessite des centaines
d'itérations avant de pouvoir construire le chemin de régularisation complet. Cette méthode est une
approximation de la régression LASSO [87] et surpasse la régression Forward Stepwise.
Ainsi, nous considérons une version modiﬁée de la régression Forward Stagewise que nous appelons
Forward AdaCOS. L'algorithme 12 résume le processus entier : le modèle est vide (ligne 1), et nous
ajustons un modèle AdaCOS à chaque descripteur individuellement (lignes 4 et 5). Nous retenons
le descripteur qui a la plus grande corrélation avec r en prenant en compte la fonction de coût de
chaque descripteur. Les lignes 2 à 7 sont répétées tant que les corrélations avec r ne sont pas nulles.
En pratique, les corrélations ne seront jamais strictement nulles, le pas step ayant une valeur ﬁxe.
Le processus s'arrête donc lorsque les coeﬃcients de la régression sont égaux, à step près, à ceux de
la régression linéaire non pénalisée. On note que si γ est égal à 0, alors le chemin de régularisation
construit est identique à celui de la régression Forward Stagewise. Par conséquent, Forward AdaCOS
généralise la méthode Forward Stagewise.
La ﬁgure 6.3 propose quatre chemins de régularisation pour des modèles Forward AdaCOS pour
quatre valeurs diﬀérentes de γ. Pour γ = 0, on montre que l'on obtient le même résultat que la méthode
Forward stagewise. Cependant, lorsque γ augmente, l'entrée dans le modèle de la variable BMI (la seule
variable pénalisée) est retardée. Même si ce descripteur est le plus corrélé avec y, la fonction de coût
réduit son impact d'une manière continue, grâce au paramètre γ.
Algorithme 12: BˆFAdaCOS ←ForwardAdaCOS(X, y, step, α)
Input : X : matrice N × p, descripteurs
y : vecteur de taille N , vérité terrain
α : vecteur de taille p, pénalisation de chaque descripteur
step : pas d'incrémentation
Result : BˆFAdaCOS
/* Initialisation */
1 BˆFAdaCOS ← 0
/* Construction du chemin de régularisation */
2 while BFAdaCOS 6= BOLS [step] do
3 r ← (y −XBˆFAdaCOS)
4 for j = 1 to p do
5 Bj ← AdaCOS(r ∼ xj , α)
/* ∼ syntaxe du langage R (http://www.r-project.org/) qui signifie que
l'on explique r par la variable explicative xj */
6 j = argmaxj∈1,p |Bj |
7 BˆFAdaCOSj ← BˆFAdaCOSj + sign(Bj)× step
Le choix de la taille de la variable step est très simple puisque plus step est faible et plus le chemin
de régularisation est précis. Cependant, le choix ﬁnal de ce paramètre doit être un compromis entre la
précision et les temps pour le calcul de ce modèle. On pourra déterminer automatiquement la valeur
Vincent Morard
Thèse de doctorat, MINES ParisTech, 2012
133
6. ADACOS
0.0 0.2 0.4 0.6 0.8 1.0
−
50
0
0
50
0
sum|B| /sum|B^OLS|
Co
ef
fic
ie
nt
s
AGE
SEX
BMI
BP
S1
S2
S3
S4
S5
S6
(a) Chemin de régularisation de la régression Forward
AdaCOS avec γ = 0
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(b) Chemin de régularisation de la régression Forward
AdaCOS avec γ = 1
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(c) Chemin de régularisation de la régression Forward
AdaCOS avec γ = 2
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(d) Chemin de régularisation de la régression Forward
AdaCOS avec γ = 6
Figure 6.3  Chemins de régularisation de la méthode Forward AdaCOS sur l'étude Diabète avec 4
valeurs de γ diﬀérentes : γ = {0,1,2,6}. Pour visualiser le fonctionnement de cette méthode, seule la
variable BMI est pénalisée : α = {0,0,1,0,0,0,0,0,0,0}.
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de ce paramètre si on ajuste un modèle OLS pour en déduire
∑
j |BOLSj |, l'amplitude maximale des
coeﬃcients sans pénalisation. De cette valeur sera déduite la taille optimale du paramètre step.
La section 6.4 propose une procédure qui permettra de généraliser cette méthode à toutes sortes
de méthodes de classement.
6.4 Considérations pratiques et généralisation
Le calcul d'un modèle Forward AdaCOS est ineﬃcace avec l'algorithme proposé dans la section 6.3.
En eﬀet, il est nécessaire de réaliser des centaines d'itérations aﬁn de calculer le chemin de régularisation
complet. On peut améliorer considérablement les temps de calcul en utilisant la méthode forward
stagewise de l'algorithme LARS 1 d'Efron et al. [57].
6.4.1 La régression Forward AdaCOS avec LARS
Si nous reprenons la déﬁnition de base de la méthode AdaCOS : BˆAdaCOS = argminB(y−XB)T (y−
XB)+λBTWB, nous pouvons reformuler ce problème en normalisant la matriceX diﬀéremment [257] :
Bˆ∗AdaCOS = argmin
B
(y −X∗B)T (y −X∗B) + λBTB, (6.15)
en posant X∗ = X/w et B∗AdaCOS = BAdaCOS ×w. On obtient ainsi exactement la même formulation
Ridge (voir l'équation 6.7) et par conséquent, les mêmes solutions. On peut donc utiliser le même
procédé pour généraliser cette approche. En pondérantX avec les poids du vecteur w, on pourra utiliser
toutes les méthodes statistiques existantes. En utilisant l'algorithme LARS, nous obtenons donc une
implémentation très rapide de la méthode Forward AdaCOS décrite dans la section précédente. Nous
déﬁnissons par la même occasion les régressions LAR AdaCOS et LASSO AdaCOS qui fournissent
sensiblement les mêmes résultats.
6.4.2 La régression logistique AdaCOS
Il est aussi possible d'étendre la méthode AdaCOS pour la régression logistique. La régression
logistique [15, 138] fait partie des modèles linéaires multi-variables qui permettent de calculer sous
forme de probabilités la relation existante entre les deux classes cibles et les variables prédictives
correspondant à nos descripteurs. Cette méthode binomiale présente deux modalités 0 et 1. On note
P (Y = 1) (resp. P (Y = 0)), la probabilité à priori pour que Y = 1 (resp. (Y = 0)) et P (Y = 1|X)
(resp. P (Y = 0|X)), les probabilités à posteriori.
Le modèle Logit est déﬁni de la manière suivante :
ln
P (Y = 1|X)
1− P (Y = 1|X) = XB, (6.16)
on en déduit :
P (Y = 1|X) = e
XB
1 + eXB
. (6.17)
Pour calculer cette probabilité, on utilise la méthode de descente de gradient de Friedman et al. [69] à
travers le package R glmnet 2.
1. R package Lars : http://cran.r-project.org/web/packages/lars/
2. R package glmnet : http://cran.r-project.org/web/packages/glmnet/index.html
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Nous pouvons donc calculer des régressions logistiques Lasso AdaCOS, Ridge AdaCOS et Elastic
net AdaCOS.
6.5 Résultats de classement
Nous proposons de montrer l'intérêt de la méthode AdaCOS à travers deux exemples d'applications :
une sur la base de données Diabète, l'autre sur l'apprentissage statistique du projet TOCATA (voir
l'annexe III).
6.5.1 Base de données Diabète
On considère la problématique ﬁctive suivante : pour maîtriser les coûts du contrôle de l'évolution
du diabète, le prix maximal autorisé sera ﬁxé et ne devra pas excéder une valeur donnée. On cherche
donc un modèle précis et parcimonieux qui respecte cette contrainte de coût. Chaque descripteur aura
donc un prix qui sera assigné arbitrairement : αAGE = 0, αSEX = 0, αBP = 30, αBMI = 30, αS1 = 100,
αS2 = 100, αS3 = 100, αS4 = 100, αS5 = 100 et αS6 = 100.
Le prix maximal pour réaliser un test est donc égal à 660e, si tous les descripteurs sont utilisés
dans le modèle. On déﬁnit par A, le sous ensemble de descripteurs utilisés dans le modèle et par PA le
prix du test associé à ce sous ensemble (PA =
∑
j∈A αj). On impose la contrainte suivante PA < 200e
et on utilise une régression linéaire LAR AdaCOS.
6.5.2 Résultats pour la base de données Diabète
Utiliser un modèle basé sur AdaCOS impose l'utilisation d'un second paramètre en plus de λ : γ.
Ce paramètre contrôle l'inﬂuence de la fonction de coût à minimiser et il faut le déterminer automati-
quement.
Pour mesurer la performance du classiﬁeur et pour trouver les meilleurs valeurs pour λ et γ, on
utilise une méthode de validation 2-D classique : la validation croisée K-fold [221]. Les individus sont
divisés en K groupes de taille identique. L'apprentissage est réalisé sur K − 1 groupes et ce modèle
est validé sur le groupe écarté. Ce processus est répété K fois aﬁn que chaque groupe serve d'ensemble
de validation. On en déduit l'erreur quadratique moyenne (EQM) et son écart type (STD). Pour
cette étude, K = 10 et l'erreur quadratique est normalisée : (rT r)/(yTy). La ﬁgure 6.4(a) présente
les résultats associés à cette validation croisée 2-D. On constate que l'erreur quadratique moyenne
a tendance à augmenter lorsque γ augmente ce qui est conforme à nos attentes, puisque l'on biaise
l'estimateur pour optimiser le prix global du test.
La ﬁgure 6.4(c) illustre l'écart type de l'EQM, qui ne semble pas être corrélé avec le paramètre
γ. La grandeur qui nous intéresse plus particulièrement, le prix, est illustrée dans la ﬁgure 6.4(b). On
observe l'eﬀet recherché initialement, le prix global d'un test diminue lorsque γ augmente.
Pour γ = 0, on obtient exactement le chemin de régularisation de la régression LAR et on observe
un phénomène intéressant : la régression LAR AdaCOS permet de prendre en compte le prix des
descripteurs et propose, dans ce cas précis, un meilleur estimateur que la régression LAR puisque
l'erreur quadratique passe de 0,519 à 0,499 soit un gain de 3,7%.
Lorsque l'on impose une contrainte de prix : PA < 200e, (illustré par la ﬁgure 6.4(d) où la partie
blanche de l'image ne respecte pas la contrainte de temps) alors ce gain est encore plus important et
passe de 0,613 à 0,567 (gain de 7,5%). Le tableau 6.1 résume les paramètres sélectionnés et montre les
descripteurs retenus. Pour cette base de données, il est possible de faire une recherche exhaustive du
meilleur sous-ensemble de descripteurs. Avec 10 descripteurs (p = 10), on compte 1023 sous-ensembles
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Tableau 6.1  Résultats pour la base de données Diabète avec une validation croisée 10-fold (EQM,
l'erreur quadratique moyenne, STD écart type de l'EQM, PA prix global du test, γ et s les paramètres
du modèle AdaCOS LAR).
Méthode EQM STD PA γ s Descripteurs
LAR AdaCOS (PA < 200) 0,567 0,111 160 20 0,37 AGE SEX BMI BP S5
LAR (PA < 200) 0,613 0,068 160 0 0,25 AGE BMI BP S5
Exhaustive (PA < 200) 0,520 0,088 160 - - AGE SEX BMI BP S5
LAR AdaCOS 0,499 0,087 660 28 0,80 AGE SEX BMI BP S1 S2 S3 S4 S5 S6
LAR 0,519 0,092 660 0 0,88 AGE SEX BMI BP S1 S2 S3 S4 S5 S6
Exhaustive 0,499 0,102 460 - - SEX BMI BP S1 S2 S4 S5
distincts et sur chacun d'entre eux, une régression linéaire non pénalisée est calculée. On intègre
ces résultats aux précédents (tableau 6.1). On note que les résultats de la méthode exhaustive, bien
que meilleurs, ne sont pas très éloignés de ceux des modèles LAR AdaCOS. Néanmoins, la recherche
exhaustive du meilleur sous ensemble n'est possible que lorsque p < 20, rendant nécessaire les méthodes
basées sur AdaCOS.
Un exemple concret d'utilisation de la méthode AdaCOS est donnée dans l'annexe III dans le cadre
du projet TOCATA.
6.6 Bilan et perspectives
Nous avons introduit dans ce chapitre, une pénalisation diﬀérente pour répondre à de nouveaux
types de problèmes : obtenir un modèle précis qui minimise en même temps une fonction de coût.
Il s'agit donc de faire un compromis entre le biais introduit par les pénalisations adaptatives et la
minimisation de la fonction de coût.
La régression AdaCOS pénalise diﬀéremment chaque descripteur et généralise par conséquent la
régression Ridge, grâce au paramètre γ. Ce paramètre permet de changer d'une manière continue
l'inﬂuence de la fonction de coût (un compromis est à trouver entre cette fonction et la précision de la
régression).
La méthode AdaCOS prend tout son sens lorsque l'on construit des modèles parcimonieux. Ainsi,
une sélection de variables peut être réalisée et le coût global d'un modèle peut être réduit. On propose un
algorithme glouton pour étendre la fonction forward stagewise puis on développe une méthodologie pour
utiliser tous les modèles existants avec la méthode AdaCOS. Les temps de calcul sont donc fortement
réduits par rapport à une approche gloutonne, puisque les chemins de régularisation sont calculés
analytiquement avec l'algorithme LARS. On pourra donc aussi calculer des régressions logistiques
parcimonieuses AdaCOS.
On présente les résultats (annexe III) pour le classement pixel à pixel de défauts de surface et on
montre qu'un modèle AdaCOS permet de réduire l'erreur quadratique moyenne.
Comme travail futur, nous souhaitons faire une étude spéciﬁque sur l'inﬂuence du bruit dans un
modèle AdaCOS. La preuve d'un bon rapport signal sur bruit facilitera l'adoption de cette méthode
par la communauté statistique. De plus, nous travaillons sur une méthode axée sur la méthodologie
AdaCOS pour obtenir un modèle parcimonieux par groupe [139] qui prend en compte une fonction de
coût.
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(a) Erreur quadratique normalisée. Le cercle représente
la solution retenue par validation croisée 10-fold.
(b) Coût du test
(c) Ecart type de l'erreur quadratique normalisée (d) Erreur quadratique normalisée corrigée par la
contrainte de coût PA < 200e. Le cercle représente la
solution retenue par validation croisée 10-fold.
Figure 6.4  Résultats de la validation croisée 10-fold pour l'étude diabète. (a) L'erreur quadratique
moyenne normalisée, (b) le coût du test en fonction des descripteurs sélectionnés dans le modèle, (c)
l'écart type de l'erreur quadratique normalisée et (d) l'erreur quadratique normalisée avec la contrainte
PA < 200e. Les pénalisations utilisées sont αAGE = 0, αSEX = 0, αBP = 30, αBMI = 30, αS1 = 100,
αS2 = 100, αS3 = 100, αS4 = 100, αS5 = 100 et αS6 = 100.
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Applications industrielles
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CHAPITRE 7
Projet TOCATA : Extraction automatique des défauts de surface de pièces
métalliques par traitement d'images et analyse statistique
Chapitre
 confide
ntiel
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CHAPITRE 8
Projet L'Oréal : Caractérisation 3-D in vivo du milieu ﬁbreux du derme de la peau
humaine par traitement d'images
La microscopie multiphoton permet d'obtenir des images en trois dimensions (3-D) particulièrement
adaptées à l'analyse de la peau humaine. Les acquisitions sont réalisées in vivo pour quantiﬁer les
structures de la peau sans avoir besoin de faire une biopsie (prélèvement d'un échantillon de peau
du patient). Il s'agit donc de faire un contrôle non invasif et non destructif. Les images obtenues ont
une résolution spatiale d'une centaine de micromètres permettant de visualiser l'épiderme ainsi que la
partie supérieure du derme avec les ﬁbres de collagène et d'élastine. Ces réseaux de ﬁbres procurent le
tonus et l'élasticité à la peau et comprendre leur évolution dans le temps est un élément essentiel dans
un contexte médical et cosmétique.
Dans ce chapitre, on propose diﬀérents descripteurs morphologiques pour caractériser la forme,
l'organisation et la distribution de tailles des réseaux de ﬁbres de la partie supérieure du derme de la
peau. Les outils de détections des éléments ﬁns développés dans ce document sont utilisés dans cette
application pour mieux comprendre leur évolution avec le temps.
Une analyse statistique complète cette étude aﬁn de déﬁnir quels sont les descripteurs les plus
pertinents pour faire la distinction entre une peau jeune et une peau âgée. Á notre connaissance,
cette étude est la première pour la caractérisation en trois dimension du réseau de ﬁbres de la partie
supérieure du derme de la peau humaine.
Ce projet est réalisé en partenariat entre le CMM et le groupe industriel français de produits
cosmétiques L'Oréal 1.
Mots clés : Caractérisation de la peau, traitement d'images 3-D, morphologie mathématique, ima-
gerie multiphoton, caractérisation des ﬁbres du derme, analyse statistique, test d'hypothèses.
1. L'Oréal R&D - Aulnay, France : www.loreal.fr
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8. PROJET L'ORÉAL
Plusieurs publications, communications et brevets ont été réalisés pour présenter et protéger
les résultats obtenus dans le cadre du partenariat entre L'Oréal et le Centre de Morphologie
Mathématique.
1. Dans Morard et al. [154], quelques descripteurs pour caractériser le réseaux de ﬁbres
sont présentés à la conférence nationale de stéréologie ISS France, puis au workshop
international 3DMM [153].
V. Morard, E. Decencière, P. Dokládal, Méthodes géodésiques pour la caractéri-
sation des milieux ﬁbreux, 34ème journée ISS France, Paris, France, 2011
V. Morard, E. Decencière, P. Dokládal, Characterization of 3-D ﬁbrous media
with geodesic methods, 3-D Microstructure Meeting (3DMM), Saarbrücken,
Germany, 2011
2. Des résultats plus généraux ont été présentés dans Baldeweck et al. [12] à la conférence
internationale Photonics West puis dans [11].
T. Baldeweck, E. Tancrède-Bohin, P. Dokládal, S. Koudoro, V. Morard, F. Meyer,
E. Decencière, A.M. Pena, In vivo multiphoton microscopy associated to 3-D
image processing for humain skin characterization, Multiphoton Microscopy in
the Biomedical Sciences, Photonics West, San Francisco, USA, 2012
T. Baldeweck, E. Tancrède-Bohin, P. Dokládal, S. Koudoro, V. Morard, F.
Meyer, E. Decencière, A.M. Pena, Imagerie multiphoton de la peau humaine in
vivo, Diagnostic et imagerie optique en médecine (OPTDIAG), Paris, France,
2012
3. Enﬁn, un brevet a été déposé dans le cadre de cette collaboration [9] :
T. Baldeweck, A.M. Pena, E. Tancrède-Bohin, E. Decencière, P. Dokládal, S.
Koudoro, V. Morard, F. Meyer, Procédé pour caractériser l'épiderme et le derme
à partir d'images muliphoton tridimensionnelles in vivo de la peau, numéro
1161616, 14 décembre 2011
8.1 Présentation du projet L'Oréal
Le vieillissement de la peau est sans doute un des éléments les plus visibles des eﬀets de l'âge. Il
fait intervenir des processus complexes qui reposent sur des facteurs intrinsèques (génétiques, hormo-
naux, maladies) et extrinsèques (l'environnement). L'un des facteurs externes principaux favorisant
le vieillissement de la peau est l'exposition répétée au soleil ; on parle alors de photovieillissement
ou d'héliodermie. Ce phénomène ne sera pas étudié dans ce document puisque les acquisitions seront
réalisées sur des zones de la peau peu exposées au soleil : la partie ventrale de l'avant bras.
Le vieillissement de la peau se traduit par l'atrophie du derme et de l'épiderme, par la sécheresse,
par la réduction de l'élasticité et de la force de la peau, par l'apparition de ridules ou par la fragilisation
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des vaisseaux sanguins. D'un point de vue histologique, on mesure une diminution de l'épaisseur de
l'épiderme [28] et un aplatissement de la jonction dermo-épidermique (JDE) [112].
8.1.1 Acquisition des images
Figure 8.1 
Système optique
La microscopie multiphoton est une technique d'imagerie qui utilise une exci-
tation des ﬂuorophores d'un échantillon, avec deux ou trois photons. Ce système
optique est devenu au cours des dix dernières années reconnu pour ses nom-
breuses qualités : c'est une technique non invasive, qui génère des informations
en trois dimensions, possédant une résolution inférieure au micromètre et avec
plusieurs modalités complémentaires : l'auto-ﬂuorescence (AF) et la génération
de second harmonique (SHG). Ce système a depuis été utilisé pour des études sur
des peaux normales [109], sur l'eﬀet de l'âge et du soleil [110], sur les mélanomes
[53, 176], sur les ﬁbres de collagène [2] et pour des recherches pharmaceutiques
[111].
Le signal AF est émis par certaines structures de la peau comme la mélanine,
la kératine ou l'élastine alors que le signal SHG est fort pour des structures denses
macromoléculaires comme les ﬁbres de collagène [133, 256, 181].
Le système optique permettant de réaliser l'acquisition des signaux AF et SHG est composé du
DermaInspect R© (JenLab) avec le système FLIM décrit dans [58, 10] et avec un laser femtoseconde
Titanium-Sapphire (MaiTai Spectra-Physics) de longueur d'onde 760 nm.
8.1.2 Base de données expérimentale
L'Oréal a mis au point une campagne d'acquisition à l'hôpital Saint Louis 1, Paris [12], pour visua-
liser les peaux (avant bras, position ventrale) de 15 personnes jeunes (18-25 ans) et de 15 personnes
âgées (70-75 ans). Deux échantillons ont été réalisés sur chaque volontaire, portant à 60 le nombre
d'images labellisées en deux classes : jeune et âgée. Tous les volontaires sont des femmes ayant un
phototype de Fitzpatrick compris entre I et IV (peau claire) pour éviter les variabilités introduites par
le sexe ou des peaux plus mattes.
8.1.3 Objectifs de l'étude
L'objectif de cette étude consiste à concevoir une méthodologie et un cadre de travail adaptés pour
caractériser les réseaux de ﬁbres de la partie supérieure du derme de la peau humaine aﬁn de mieux
connaitre leurs caractéristiques morphologiques. Savoir comment ils évoluent avec le temps permet de
comprendre les modiﬁcations structurelles des ﬁbres de la peau, élément indispensable pour mesurer
scientiﬁquement l'apport de crèmes anti-âge.
Les ﬁbres de collagène et d'élastine jouent un rôle important sur le tonus et l'élasticité de la peau.
Réaliser une biopsie d'un échantillon de peau a pour conséquence de modiﬁer sa tension surfacique, et
ainsi, de modiﬁer les caractéristiques morphologiques des ﬁbres. Il est donc indispensable d'utiliser un
système d'imagerie in-vivo tel que la microscopie multiphoton.
Avoir des images en trois dimensions apporte des informations essentielles sur les structures de la
peau. Les ﬁbres sont elles aussi en trois dimensions. Par conséquent, la caractérisation du réseau de
ﬁbres sera réalisée exclusivement en trois dimensions.
1. http://ghparis10.aphp.fr/
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On rappelle que la peau est composée de deux couches distinctes : l'épiderme en surface et le derme
en profondeur. Dans un premier temps, une segmentation 3-D est indispensable pour isoler toutes les
structures du derme de la peau. Or, la forme de la jonction entre le derme et l'épiderme est complexe
et cette segmentation devra utiliser des méthodes de segmentation complexes. Dans un second temps,
un ﬁltre linéaire sera appliqué pour atténuer le bruit et pour supprimer les structures des images
qui ne sont pas des ﬁbres.
Une étude sera menée sur l'orientation, la forme, la distribution de tailles et sur l'organisation du
réseau de ﬁbres, suivie d'un test de signiﬁcativité.
8.1.4 Organisation du chapitre
La section 8.2 présente les prétraitements nécessaires pour isoler et rehausser les ﬁbres des images
3-D. Suit l'introduction des diﬀérentes régions d'intérêt du derme (section 8.2.3). La section 8.3 propose
diﬀérents descripteurs morphologiques pour caractériser la forme, la taille, l'orientation ou l'organisa-
tion spatiale des ﬁbres. Enﬁn, une analyse statistique (section 8.4) permet de visualiser les paramètres
qui évoluent avec le temps aﬁn de soumettre une interprétation possible des résultats (section 8.5).
8.2 Prétraitements
L'image d'entrée f possède deux modalités appelées AF et SHG, f = (fAF ,fSHG). Chaque canal
est une image 3-D telle que fAF : D → V et fSHG : D → V . Le support de l'image D ⊂ Z3 est une
grille cubique de taille 511× 511× 70 dans les directions x,y, et z respectivement et V est l'ensemble
des valeurs entières et non négatives avec une précision de 12 bits. Le plan formé par les axes x-y est
coplanaire à la surface de la peau et des valeurs croissantes sur l'axe z signiﬁent que la profondeur
dans la peau augmente. Les images sont acquises avec une forte anisotropie dans l'axe z puisque la
résolution spatiale est de 0,255 µm pour les axes x et y et de 2,346 µm pour l'axe z. On observe donc
un volume de 130,4× 130,4× 164,2 µm3 ce qui permet d'observer les structures dans l'épiderme mais
aussi dans le derme. Dans cette étude, seules les structures ﬁbreuses du derme nous intéressent et pour
les isoler, il est nécessaire de segmenter les images.
8.2.1 Segmentation 3-D : air/épiderme/derme
Pour identiﬁer la région d'intérêt et pour caractériser uniquement les structures ﬁbreuses, une seg-
mentation est nécessaire pour trouver les séparations entre la surface et l'épiderme puis entre l'épiderme
et le derme. Dans [49], Decencière et al. proposent une méthode 3-D, automatique, basée sur la ligne de
partage des eaux [21] suivie d'une approche par coupes de graphes [121, 217, 79]. Cette segmentation
nous donne les masques de l'air, du derme et de l'épiderme pour chaque image 3-D et la ﬁgure 8.2
illustre les résultats obtenus. Une fois la segmentation calculée, on peut donc facilement isoler toutes
les structures de l'image appartenant au derme.
8.2.2 Rehaussement des ﬁbres en 3-D
On cherche à quantiﬁer le réseau ﬁbreux du derme de la peau, aussi, il faut supprimer les structures
du derme qui ne présentent pas d'intérêt. Nous concevons un ﬁltre linéaire pour réaliser un rehaussement
3-D des ﬁbres de l'image, basé sur la diﬀérence de deux gaussiennes (DoG). Soit h : Z3 → R la réponse
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(a) Image brute en 3-D (b) Segmentation Air/Epiderme/Derme
Figure 8.2  Illustration des résultats de la segmentation entre trois phases sur une image 3-D : en
gris foncé est représenté l'air, en gris l'épiderme et en gris clair le derme de la peau (sujet jeune).
impulsionnelle du ﬁltre et H : Z3 → C sa réponse fréquentielle avec H = F(h), F étant la transformée
de Fourier [65, 25].
Création du ﬁltre
La forme du noyau sera déterminée à partir de la forme géométrique des structures à rehausser.
Pour des ﬁbres, h est un noyau 3-D qui aura un axe principal z et deux axes secondaires notés x et y.
Soit hx, hy et hz des sections centrées de h le long des axes x, y et z respectivement. Le noyau
est symétrique autour de l'axe principal z donnant hx = hy. De plus, les sections perpendiculaires à
l'axe z (hx et hy) ont un proﬁl laplacien, obtenu par la soustraction de deux gaussiennes (Diﬀerence of
Gaussians) Gσ−G2σ. Cet écart type σ est un paramètre déduit de la largeur des ﬁbres à rehausser, soit
0,765 µm (correspondant à des ﬁbres de 3 pixels de largeur). Enﬁn, la section hz a un proﬁl gaussien Gσ
avec σ ﬁxé à 2,5 µm. Cela permet de détecter des ﬁbres de courbure faible et pouvant être considérées
comme localement rectiligne sur 5 µm.
Le gain de la réponse fréquentielle de ce noyau est normalisé à 1 en posant H ′ = H/max|H|.
La moyenne de h′ est donc égale à 0 et par conséquent, ce ﬁltre atténuera les zones plates puisque
H ′(0) = 0.
Filtrage
Pour rehausser les ﬁbres orientées suivant ψ, avec ψ une orientation 3-D comprenant l'élévation
et l'azimut (ψ = (θ, φ)), on prend h′ψ, une copie de h
′ ayant subi une rotation suivant ψ. Ainsi, le
ﬁltre h′ψi donne une réponse maximale pour des objets qui ont une géométrie proche de celle de h et
orientés suivant une des directions ψi ∈ Ψ. On discrétise ce noyau dans D en prenant en compte les pas
d'échantillonnage dx, dy et dz de l'image. Enﬁn, pour détecter les ﬁbres dans toutes les orientations
de l'espace, on fait un échantillonnage angulaire sur les directions Ψ = {ψi} et on génère un banc
de ﬁltres directionnels hΨ. On rappelle qu'une convolution dans le domaine spatial correspond à une
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(a) Fibres de collagène
(SHG)
(b) Fibres rehaussées de (a) (c) Fibres élastiques (AF) (d) Fibres rehaussées de (c)
Figure 8.3  Rehaussement des ﬁbres du derme de la peau d'un sujet jeune sur les modalités AF et
SHG.
multiplication point à point dans le domaine fréquentiel, d'où le ﬁltrage de f par HΨ :
fRF3D =
∨
ψi∈Ψ
F−1(H ′ψiF(f)), (8.1)
avec F−1 la transformée de Fourier inverse. L'image fRF3D contient les ﬁbres rehaussées (les ﬁbres cor-
rompues par du bruit ont été reconnectées). De plus, le rapport signal sur bruit a été considérablement
augmenté, comme l'atteste les images de la ﬁgure 8.3.
8.2.3 Les régions d'intérêt
Nous disposons des ﬁbres rehaussées de la peau mais elles n'occupent pas tout le volume du derme.
On déﬁnit dans cette section le masque binaire des ﬁbres permettant de savoir où elles sont situées,
ainsi que les diﬀérentes régions d'intérêt appelées tranches, aﬁn d'aﬃner la quantiﬁcation.
Le masque des ﬁbres (MF)
Les ﬁbres sont interconnectées et tortueuses, formant un réseau dense. Leur extraction individuelle
est une tâche diﬃcile qui ne sera pas entreprise dans cette étude. Par conséquent, on extrait un masque
binaire du réseau ﬁbreux en réalisant une segmentation de l'image ﬁltrée fRF3D. L'intensité du signal,
provenant du microscope, décroit exponentiellement avec la profondeur du signal dans la peau (dans
la direction z). Aussi, on utilise un seuillage adaptatif avec la profondeur de l'image pour compenser
cette décroissance du signal.
Le masque du réseau ﬁbreux est noté fMF :
fMF = {(x,y,z) | fRF3D(x,y,z) ≥ mean
∀i,j
(fRF3D(i,j,z)) + 2 std
∀i,j
(fRF3D(i,j,z))}, (8.2)
avec les fonctionsmean() et std() respectivement la valeur moyenne et l'écart type. Cette segmentation
adaptative fournit un masque des ﬁbres restrictif puisque seules les ﬁbres les plus contrastées sont
marquées.
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Les tranches : des régions d'intérêt adaptées
Il peut être intéressant de déﬁnir des régions d'intérêt plus petites et localisées dans certaines zones
de l'image. Les zones intéressant particulièrement les biologistes se situent sous la jonction dermo-
épidermique. À partir de la segmentation obtenue (section 8.2.1), la forme de la JDE est connue et il
est alors possible de calculer une carte de distances pour qu'en chaque point du derme, on obtienne la
distance minimale à la JDE. Les lignes de niveaux de cette carte de distances permettent de déﬁnir 3
tranches dans le derme plus ou moins éloignées de cette jonction.
Ainsi, le derme total (DT ) est la première région d'intérêt et elle englobe tout le derme présent dans
l'image. Les tranches Tr1 et Tr2 sont des tranches de 20 µm d'épaisseur qui sont situées respectivement
à 0 et 20 µm de la JDE. La dernière tranche (Tr3) occupe le reste de la partie supérieure du derme :
DT\{Tr1 ∪ Tr2}. On rappelle que le derme peut atteindre 1 mm d'épaisseur et qu'une grande partie
du derme reste invisible avec cette technique d'acquisition in vivo. L'utilisation de ces régions d'intérêt
nécessite de considérer uniquement les structures présentes dans ces régions et d'ignorer celles qui sont
à l'extérieur.
8.3 Caractérisation du réseau de ﬁbres
L'objectif de cette section est de trouver des mesures pour la caractérisation du réseau de ﬁbres de
la partie supérieure du derme de la peau humaine. Chaque mesure sera globale, représentée par une
valeur scalaire calculée sur une image 3-D. On utilise ainsi des méthodes de traitement d'images pour
décrire l'orientation, la forme (longueur, allongement, tortuosité) ou l'organisation spatiale des ﬁbres.
Chaque descripteur caractérisant ce réseau sera calculé indépendamment sur toutes les régions
d'intérêt de l'image et sur les deux modalités AF et SHG. Ainsi, un descripteur est noté : Nom-du-
descripteur(mod,roi) avec mod ∈ {AF,SHG} et roi ∈ {DT,Tr1,T r2,T r3}.
8.3.1 Orientation du réseau de ﬁbres
L'orientation locale voxel à voxel des ﬁbres est déduite des ouvertures directionnelles déﬁnies par
l'équation 2.5 dans le chapitre 2. On déﬁnit la transformation ζ : D → Ψ, où l'on assigne à chaque
voxel, la valeur de l'angle préférentiel parmi l'ensemble Ψ :
ζ(fRF3D) = argmax
ψi∈Ψ
γψiL (f
RF3D), (8.3)
avec L, la longueur du segment de droite ﬁxé à 5 µm. On considère une région d'intérêt E ⊂ D.
L'estimation de l'orientation préférentielle des ﬁbres dans E ainsi que l'isotropie A passe par l'analyse
de la carte d'orientations ζ. On note ζx, ζy et ζz les composantes du vecteur d'orientation le long des
axes x, y et z respectivement. On construit alors le tenseur d'orientation de second ordre :
J =
 ζ2x ζxζy ζxζzζyζx ζ2y ζyζz
ζzζx ζzζy ζ
2
z

avec ζiζj , les moments de second ordre :
ζiζj =
∑
x∈E
ζi(x)ζj(x)f
RF3D(x) (8.4)
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(a) 26-connectivité
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(b) Pondération des liaisons
Figure 8.4  Illustrations de la connectivité 3-D et de la pondération utilisées dans cette étude (voir
la section 8.2 pour les valeurs de dx, dy et dz).
On réalise la décomposition en valeurs singulières de la matrice J puis on trie les vecteurs propres
par ordre décroissant des valeurs propres associées λi , i = {1, 2, 3}, λ1 ≥ λ2 ≥ λ3 pour déterminer le
vecteur propre qui a le plus d'importance, u1. Ainsi, ce vecteur propre u1 est orienté suivant l'orientation
préférentielle des ﬁbres dans E.
Pour un milieu isotrope (sans orientation privilégiée) et anisotrope (orienté), les valeurs propres λi
prennent les valeurs données dans le tableau 8.1.
Tableau 8.1  Valeurs propres pour des distributions isotropes et anisotropes.
λi 1 2 3
isotrope 1 1 1
anisotrope 1 0 0
On peut donc déﬁnir une mesure d'anisotropie pour une distribution de ﬁbres que l'on note A avec
A ∈ [0,1] :
A = 1− λ2 + λ3
2λ1
(8.5)
Si A = 1, le milieu est anisotrope et les ﬁbres sont orientées suivant u1 et si A = 0, alors il n'y a
pas d'orientation préférentielle (milieu est isotrope) et le vecteur propre u1 n'est pas signiﬁcatif. A
et u1 sont donc deux descripteurs que l'on notera AnisXY Z(mod,roi) (resp. AnisJDE(mod,roi))
et PhiXY Z(mod,roi) (resp. PhiJDE(mod,roi)) pour l'anisotropie et l'orientation principale dans le
référentiel xyz (resp. par rapport à la JDE).
8.3.2 Longueur apparente des ﬁbres
La caractérisation de la longueur du réseau de ﬁbres peut être réalisée avec les méthodes géodésiques
(introduites dans le chapitre 5). Ainsi, le diamètre barycentrique est utilisé pour mesurer la longueur
d'un objet et caractériser globalement la longueur moyenne des objets de l'image 3-D.
On utilise le masque des ﬁbres, associé à une 26-connectivité (voir la ﬁgure 8.4(a)). Pour prendre
en compte l'anisotropie du signal 3-D, chaque liaison sera pondérée par sa distance au voxel central et
la ﬁgure 8.4(b) résume les poids utilisés pour cette connectivité.
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Figure 8.5  Illustration des résultats des opérateurs (a) ζ length, (b) ζelongation et (c) ζtortuosity sur
deux coupes 2-D extraites de deux images 3-D diﬀérentes.
Le descripteur associé à cette mesure calcule la longueur moyenne des objets pondérée par leur
taille. Par objet, on entend une composante connexe du réseau de ﬁbres. Si l'image est composée
de 3 objets ayant un volume (v1,v2,v3) et une longueur (l1,l2,l3), alors la valeur du descripteur sera
égale à v1l1+v2l2+v3l3v1+v2+v3 . Pour déﬁnir ce descripteur noté Length(mod,roi), on déﬁnit tout d'abord la
transformation ξlength : D → N :
ξlength(f)(x) = Lg(X), x ∈ X, (8.6)
un opérateur transformant une image binaire en une image en niveaux de gris, où chaque voxel est
valué par le diamètre barycentrique de l'objet auquel il appartient. Le descripteur Length(mod,roi) est
alors noté formellement :
Length(mod,roi) =
∑
x∈roi(ξ
length(fMF,mod))(x)∑
x∈roi fMF,mod(x)
, (8.7)
avec fMF,mod le masque des ﬁbres binaire associé au canal AF ou SHG. Ce descripteur permet de
calculer la longueur moyenne pondérée des objets de l'image.
8.3.3 Allongement apparent des ﬁbres
Avec le diamètre barycentrique, seule la longueur des structures est analysée. L'indice d'allongement
d'un objet quantiﬁe son élongation. Pour une sphère, son indice d'allongement est égal à 1 et plus une
structure est ﬁne et longue et plus cet indice est important (voir [116] ou voir la section 5.3.2, équation
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Figure 8.6  Graphe d'adjacence 3-D utilisé pour construire des ouvertures parcimonieuses par chemins
pour la direction N-S. Pour d'autres orientations, on applique des rotations à ce graphe.
5.9). De la même manière que le descripteur de longueur, on mesure l'indice d'allongement moyen
pondéré sur une image :
Elong(mod,roi) =
∑
x∈roi(ζ
elongation(fMF,mod))(x)∑
x∈roi fMF,mod(x)
, (8.8)
avec ζelongation, un opérateur valuant les voxels d'un objet par la valeur de l'indice d'allongement de
objet auquel il appartient.
8.3.4 Tortuosité apparente des ﬁbres
De la même manière que pour la longueur et l'allongement des ﬁbres, on peut utiliser l'indice de
tortuosité déﬁni dans le chapitre 5.3.3 pour caractériser les ﬁbres d'une image. Le descripteur associé
à la tortuosité moyenne pondérée est écrit :
Tort(mod,roi) =
∑
x∈roi(ζ
tortuosity(fMF,mod))(x)∑
x∈roi fMF,mod(x)
, (8.9)
avec ζtortuosity, un opérateur valuant les voxels d'un objet par la valeur de l'indice de tortuosité d'un
objet auquel il appartient.
La ﬁgure 8.5 présente les résultats des opérateurs ζ length, ζelongation et ζtortuosity sur des coupes 2-D
de ﬁbres pour une peau jeune (première ligne) ou pour une peau âgée (seconde ligne). On remarque
que toutes les structures longues sont rehaussées pour un indice de longueur (image 8.5(a)), cependant,
seules les structures ﬁliformes le sont avec un indice d'allongement (ﬁgure 8.5(b)).
8.3.5 Distribution de tailles apparente des ﬁbres
Les trois précédents descripteurs sont basés sur des méthodes géodésiques. Ils utilisent une 26-
connexité et analysent le masque des ﬁbres, une image binaire. On propose ici de restreindre la connexité
des structures en utilisant des ouvertures parcimonieuses par chemins (PPO) en 3-D sur les ﬁbres en
niveaux de gris.
Extension des PPO aux images 3-D
Une ouverture parcimonieuse par chemins est un nouvel opérateur qui a été présenté dans le chapitre
3 de cette thèse pour des images 2-D. L'extension de cet opérateur à des images 3-D est simple et
152 Vincent Morard
Thèse de doctorat, MINES ParisTech, 2012
8.3 Caractérisation du réseau de ﬁbres
20090212_ROEL_G_V_J1_af
0.0
0
0.0
5
0.1
0
0.1
5
0.2
0
0.2
5
0
0.2
0.4
0.6
0.8
1
0 100 200 300 400 500 600
Co
urb
e g
ran
ulo
mé
triq
ue
De
ns
ité
 re
lat
ive
Longueur des fibres (enµm)
(a) Peau jeune
20090205_TISY_G_V_J1_af
0.0
0.1
0.2
0.3
0
0.2
0.4
0.6
0.8
1
0 100 200 300 400 500 600
Co
urb
e g
ran
ulo
mé
triq
ue
De
ns
ité
 re
lat
ive
Longueur des fibres (en µm)
(b) Peau âgée
Figure 8.7  Analyse de la distribution de tailles d'une peau jeune (a) et d'une peau âgée (b) avec
des ouvertures parcimonieuses par chemins 3-D. Les courbes rouges et bleus foncées correspondent aux
courbes granulométriques normalisées entre 0 et 1.
consiste à généraliser la sélection des chemins. Le graphe est alors adapté à des images 3-D (voir la
ﬁgure 8.6 pour un graphe orienté suivant l'axe z) et chaque voxel appartenant aux bords de l'image
est un point de départ d'un chemin.
Le ﬁltrage des chemins reste identique à celui des images 2-D en calculant des ouvertures linéaires
le long des chemins avec l'algorithme développé dans le chapitre 2).
Courbes granulométriques avec des PPO
Pour analyser la distribution de tailles des structures ﬁbreuses du derme, on calcule des granu-
lométries avec des ouvertures parcimonieuses par chemins 3-D. On applique un top hat sur l'image
rehaussée, suivi par la suppression des valeurs inférieures à un niveau de gris égal à 18.
Pour une population d'objets X et une mesure de longueur length(x), x ∈ X, on déﬁnit la courbe
granulométrique ou le patten spectrum cumulé comme la probabilité que la longueur soit inférieure
à L : G(L) = P (length ≤ L). Le pattern spectrum (ps) correspond à la diﬀérentielle de G, (déﬁni
par Maragos [131], voir l'équation 2.7). Avec des ouvertures parcimonieuses par chemins, le pattern
spectrum est calculé avec une mesure de volume et en utilisant le même ensemble de chemins sans
procéder à une étape de reconstruction.
La ﬁgure 8.7 montre les pattern spectrums et les courbes granulométriques d'une peau jeune et âgée
pour deux patients ayant des structures ﬁbreuses extrêmes (présence (resp. absence) de ﬁbres longues
pour la peau jeune (resp. âgée)).
Dans le cas discret, on a ps : N+ → R+, la distribution de longueur des ﬁbres. À partir de ce
tableau, deux descripteurs scalaires sont déﬁnis pour décrire les distributions. Le premier paramètre,
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appelé LengthPPO(mod,roi), calcule la longueur moyenne des ﬁbres :
LengthPPO =
1∑lMax
l=1 ps(l)
lMax∑
l=1
l × ps(l), (8.10)
avec lMax, leur longueur maximale. Le second paramètre se focalise sur les longues ﬁbres en calculant
le pourcentage des ﬁbres ayant une longueur supérieure à 200 µm :
PourcLongPPO =
∑lMax
l=200 ps(l)∑lMax
l=1 ps(l)
× 100. (8.11)
Ces deux descripteurs seront calculés sur toutes les régions d'intérêt du derme. Pour les deux distribu-
tions associées à la ﬁgure 8.7, les valeurs des descripteurs sont respectivement égales à LengthPPO =
92,7 µm, PourcLongPPO = 11,5% et à LengthPPO = 52,0 µm, PourcLongPPO = 0% pour les
sujets jeune et âgé sur le derme total.
Les granulométries basées sur les ouvertures parcimonieuses par chemins sont très diﬀérentes des
granulométries classiques avec des éléments structurants ayant une forme de sphère, qui permettraient
de mesurer la largeur moyenne des ﬁbres.
8.3.6 Organisation spatiale des ﬁbres
Après avoir quantiﬁé l'orientation, la forme ou la distribution de tailles des ﬁbres, on s'intéresse
à leur organisation spatiale. Ainsi, on squelettise les ﬁbres et on analyse l'ensemble des branches du
squelette.
Algorithme de squelettisation
On utilise un algorithme d'amincissement homotopique 3-D, fonctionnant avec des images en ni-
veaux de gris [54]. Le squelette obtenu est donc topologiquement correct et suit le centre des ﬁbres. En
eﬀet, on applique ce ﬁltre sur des ﬁbres ayant un proﬁl gaussien, puisqu'elles ont été rehaussées par le
ﬁltre déﬁni dans la section 8.2.2.
Une fois le squelette obtenu, on supprime les barbules de faible longueur (typiquement inférieure
à la largeur moyenne des ﬁbres) puis on supprime tous les points triples du squelette. On obtient un
ensemble de branches noté {Bi}. Cette dernière étape est indispensable pour quantiﬁer l'organisation
spatiale des ﬁbres, puisque nous n'avons plus une représentation de la longueur du réseau de ﬁbres
mais de leur agencement spatial les unes par rapport aux autres.
Extraction de descripteurs
À partir de l'ensemble des branches de squelette, on calcule plusieurs statistiques pour caractériser
l'organisation des ﬁbres : le nombre de branches (équation 8.12), la longueur moyenne des branches
(équation 8.13) et le nombre de branches longues (équation 8.14) :
SkelNbBr = Card({Bi}), (8.12)
SkelLongMoyBr =
∑
bi∈{Bi} length(bi)
Card({Bi}) , (8.13)
SkelNbBrLong = Card(bi ∈ {Bi}|length(bi) > 15 µm). (8.14)
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Les descripteurs déﬁnis dans cette section sont répartis en 4 catégories : les descripteurs caracté-
risant (i) l'orientation, (ii) la forme, (iii) la distribution de tailles et (iv) l'organisation des ﬁbres. Cet
ensemble de descripteurs sera utilisé pour améliorer la compréhension de l'évolution du réseau de ﬁbres
avec le temps.
8.4 Analyse statistique
Parmi l'ensemble des descripteurs obtenus, nous cherchons à extraire ceux qui évoluent au cours du
temps. Des méthodes statistiques existent aﬁn de déﬁnir ce sous ensemble de descripteurs dit signiﬁca-
tifs. Néanmoins, ces méthodes partent toutes de l'hypothèse que les descripteurs ont une distribution
normale (gaussienne). On propose donc de le vériﬁer dans la section suivante.
8.4.1 Test de normalité
En statistique, tester la normalité d'une variable revient à vériﬁer si les données réelles suivent
une distribution gaussienne. Ces tests sont divisés en deux groupes : les méthodes graphiques (histo-
grammes, les boites à moustaches, QQ plot [251]) et les approches probabilistes (test de Cramer-Von
Mises [4], Kolmogorov-Smirnov [122], Jarque-Bera [97] et beaucoup d'autres).
On s'intéresse à cette dernière catégorie. Pour visualiser l'inﬂuence du nombre d'échantillons sur les
résultats ainsi que pour comprendre le fonctionnement de tels tests, nous simulons les données d'entrée
suivant deux distributions : une loi normale et une loi uniforme. Les tests de normalité sont des tests
d'hypothèse [62, 166] basés sur l'hypothèse nulle, H0 et sur l'hypothèse alternative Ha :
Définition 8.1
Hypothèse nulle, notée H0, correspond au point de vue de base à la position par défaut concernant
un phénomène donné.
Dans la plupart des tests d'hypothèse, H0 est formulée aﬁn d'être rejetée. Cependant, ce n'est pas le
cas avec les tests de normalité où l'on souhaite au contraire, que l'hypothèse nulle ne soit pas rejetée
lorsque nos données d'entrée suivent une distribution gaussienne :{
H0 : les données suivent une loi normale,
Ha : les données ne suivent par une loi normale.
(8.15)
On utilise le test de Jarque et Bera [97] : JB = n6
(
S2 + (K−3)
2
4
)
, avec S le coeﬃcient d'asymétrie
(moment d'ordre 3) et K le kurtosis (moment d'ordre 4). Formellement, cette statistique ne teste pas
si la distribution suit une loi normale mais si le coeﬃcient d'asymétrie et le kurtosis des données sont
les mêmes que ceux d'une loi normale. Les hypothèses H0 et Ha deviennent :{
H0 : S = 0 et K = 3,
Ha : S 6= 0 ou K 6= 3.
(8.16)
Voici le procédé mis en place : on ﬁxe un nombre d'échantillons, n, puis on tire aléatoirement n
échantillons suivant une loi normale N(0,1). On calcule la p-value 1 associée au test de Jarque et Bera 2
1. On montrera dans la section suivante comment on calcule une p-value et comment l'interpréter
2. On utilise le package R tseries : http://cran.r-project.org/web/packages/tseries/index.html
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Figure 8.8  Test de normalité de Jarque et Bera : p-value.
que l'on moyenne sur une centaine d'itérations. Enﬁn on applique le même processus pour diﬀérentes
valeurs de n. Pour une loi normale, l'hypothèse nulle ne doit pas être rejetée (p-value > 0,05).
On réalise le même procédé avec une loi uniforme. On s'attend donc à rejeter l'hypothèse nulle pour
tous les n. La ﬁgure 8.8 regroupe les résultats de cette étude. La courbe et l'aire en bleu correspondent
respectivement à la valeur moyenne des p-values et à la valeur moyenne plus ou moins l'écart type,
pour une loi uniforme. En rouge, on a les résultats pour une loi normale.
On remarque deux phénomènes à partir de ce graphique. (i) l'hypothèse nulle n'est rejetée (p-values
inférieures à 0,05) pour une loi uniforme que si le nombre d'échantillons est supérieur à 100. On ne
peut donc pas faire de distinction entre une distribution normale et une distribution uniforme lorsque
n = 30 (le nombre d'échantillons par classe de notre base de données). (ii) l'écart type pour la loi
normale est très important et certains tests rejettent l'hypothèse nulle à tort, même pour de grandes
valeurs de n.
On note que les résultats sont similaires avec d'autres méthodes décrites dans la littérature. La
multiplication des méthodes pour tester la normalité d'une distribution témoigne de la diﬃculté d'un
tel test. n = 30 est insuﬃsant pour rejeter l'hypothèse nulle et par conséquent, nous supposons que les
distributions de nos variables suivent une loi normale. Les tests de signiﬁcativité que l'on va introduire
dans la section suivante nécessitent la normalité des distributions. Cependant, il a été montré que
certains d'entre eux sont suﬃsamment robustes pour être utilisable même si les distributions s'écartent
de la loi normale [179].
8.4.2 Test de signiﬁcativité
Un descripteur est dit signiﬁcatif au sens statistique du terme s'il est fortement improbable que
l'on obtienne les mêmes résultats par chance. Fisher [63] en 1929, introduisit les notions de test de
signiﬁcativité qui ne sont rien d'autre que des tests d'hypothèses. Pour savoir si un paramètre de notre
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étude a été modiﬁé entre la population jeune et âgée, on met en place l'hypothèse nulle suivante :{
H0 : mean(XY oung) = mean(XOld)
Ha : mean(XY oung) 6= mean(XOld),
(8.17)
avec XY oung et XOld des vecteurs de dimension 30, résultats d'un descripteur pour les 30 échantillons
jeunes et les 30 échantillons âgés.
Le test de signiﬁcativité est illustré en choisissant un descripteur aléatoirement parmi ceux dispo-
nibles : AnisXY Z. La ﬁgure 8.9(a) présente sa valeur moyenne et son intervalle de conﬁance à 95%.
Ce descripteur est-il signiﬁcatif ? Pour le savoir, on vériﬁe s'il rejette l'hypothèse nulle en utilisant le
test-t de Welch [250].
Le test-t de Welch est une adaptation du test-t de Student [179], pour deux populations qui ont
potentiellement des variances diﬀérentes :
ts =
mean(XY oung)−mean(XOld)√
std(XY oung)2
nY oung
+ std(XOld)
2
nOld
, (8.18)
avec les fonctions mean(.) et std(.) donnant respectivement la valeur moyenne et l'écart type des
données et nOld = nY oung = n/2 le nombre d'échantillons par classe. Plus les distributions sont
séparées et plus cette valeur augmente. Ce test a ν degrés de liberté :
ν =
(
std(XY oung)
2
nY oung
+ std(XOld)
2
nOld
)2
std(XOld)4
n2Old(nOld−1)
+ std(XOld)
4
n2Old(nOld−1)
. (8.19)
Pour le descripteur sélectionné, ts = 0,76 et ν = 41,84. La probabilité d'obtenir la valeur ts en
considérant l'hypothèse nulle est calculée en prenant la distribution t qui a la densité de probabilité
suivante :
g(t) =
Γ(ν+12 )√
νpiΓ(ν2 )
(
1 +
t2
ν
)(− ν+12 )
, (8.20)
avec Γ(.), la fonction gamma. La ﬁgure 8.9(b) présente la forme de la distribution t associée à ce
descripteur.
Enﬁn, si nous supposons que l'hypothèse nulle est vraie, alors la p-value correspond à la probabi-
lité d'obtenir par chance, un résultat au moins aussi extrême que celui que l'on observe. La p-value
correspond donc à l'aire en bleu dans la ﬁgure 8.9(b) :
p-value =
∫ ∞
ts
g(t)dt. (8.21)
Au ﬁnal, on peut trier l'impact les descripteurs en fonction des p-values (plus la p-value est faible et
plus les distributions sont séparées) et déterminer ceux qui sont pertinents pour notre étude en ﬁxant
un niveau à 5%. Pour ce descripteur la p-value est de 12,5% et par conséquent, l'hypothèse nulle n'est
pas rejetée, cette variable n'est donc pas signiﬁcative.
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Figure 8.9  Test de signiﬁcativité avec un test-t de Welch sur le descripteur AnisXYZ. Avec un risque
de première espèce de 5%, ce descripteur n'est pas signiﬁcatif. Un risque de première espèce consiste à
rejeter à tort l'hypothèse nulle alors qu'elle est vraie.
8.4.3 L'eﬀet de taille
On complète cette analyse en calculant l'eﬀet de taille (eﬀect size en anglais) [164]. Cette mesure
est calculée très simplement en prenant la diﬀérence entre les deux valeurs moyennes d'une variable
et en divisant par l'écart type de l'une des deux populations. Cet eﬀet mesure la force de la relation
entre deux variables. L'eﬀet de taille est un paramètre descriptif propre à une population et ne fait
donc pas intervenir la taille de l'échantillon.
Aﬁn d'être pertinent et signiﬁcatif biologiquement entre deux groupes d'âge aussi extrêmes, l'es-
timation de l'importance de l'eﬀet de taille de ces nouveaux paramètres a été établie en fonction de
paramètres connus, tels l'épaisseur de l'épiderme, l'aplatissement de la JDE ou de l'élastose. L'eﬀet
de taille des paramètres précédemment cités étant respectivement de 0,91, 1,17 et de 1,37 (voir [49]),
l'échelle suivante a été mise en place (tableau 8.2).
Tableau 8.2  Importance de l'eﬀet de taille ﬁxé par les biologistes
Intervalles pour l'eﬀet de taille (en valeur absolue)
Très fort > 1,3
Fort ]0,8; 1,3]
Modéré ]0,5; 0,8]
Faible ]0,3; 0,5]
Très faible ]0; 0,3]
Pas d'eﬀet 0
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8.5 Interprétation des résultats
Le vieillissement de la peau est un phénomène complexe cumulant plusieurs manifestations aux ni-
veaux des cellules et des ﬁbres. Cette transformation se manifeste notamment par une perte d'élasticité
de la peau. Ainsi, comprendre comment les ﬁbres évoluent avec le temps est important et on apporte,
dans cette section, des éléments de réponses grâces aux descripteurs déﬁnis dans la section 8.3 de ce
chapitre.
8.5.1 Orientation du réseau de ﬁbres
Les mesures d'anisotropie sur le derme total (voir les ﬁgures 8.10(a) et 8.10(b)) révèlent une informa-
tion intéressante : pour le canal SHG (ﬁbres de collagène), le facteur d'anisotropie est plus important
lorsque l'on prend comme référentiel la jonction dermo-épidermique par rapport au reférentiel xyz.
Cela signiﬁe que les ﬁbres de collagène sont orientées suivant une direction principale qui est fortement
corrélée à la forme de la JDE.
Le tableau 8.3 donne les p-values ainsi que les eﬀets de taille pour l'angle Φ par rapport à la JDE. Le
descripteur PhiJDE pour le canal SHG est signiﬁcatif et, par conséquent, évoluent avec le temps. Pour
des peaux âgées, les valeurs moyennes des angles passent de 24à 27pour le canal SHG. Cependant,
pour des mesures d'angles, un eﬀet de taille de 0,75 est considéré, par les biologistes, comme une
évolution très modérée.
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Figure 8.10  Intervalles de conﬁance à 95% des descripteurs représentant l'anisotopie des ﬁbres par
rapport au repère xyz et par rapport à la JDE.
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Tableau 8.3  Test de signiﬁcativité sur les descripteurs mesurant l'anisotropie des ﬁbres et les angles
φ par rapport à la JDE. Ces descripteurs sont classés par p-value croissante.
Descripteurs Eﬀet de taille ts ν p-value (%)
AnisJDE(SHG,DT ) -0,75 -2,87 46,13 0,3112
PhiJDE(SHG,DT ) 0,71 2,7 55,14 0,4574
AnisXY Z(AF,DT ) 0,56 2,14 55,22 1,833
PhiJDE(AF,DT ) 0,3 1,15 56,63 12,6549
AnisXY Z(SHG,DT ) -0,22 -0,84 57,21 20,202
AnisJDE(AF,DT ) 0,08 0,3 51,36 38,0896
8.5.2 Morphologie du réseau de ﬁbres
Les mesures géodésiques permettent de caractériser la longueur, l'élongation ou la tortuosité moyenne
des réseaux de ﬁbres. En prenant le derme total comme région d'intérêt, ces trois descripteurs ne sont
pas signiﬁcatifs. Cela signiﬁe qu'il n'y aurait donc pas de modiﬁcations notables de la morphologie
du réseau de ﬁbres entre une peau jeune et âgée, en moyenne dans le derme. On a donc entrepris de
réaliser une étude plus précise en regardant l'évolution de ces paramètres dans les régions d'intérêt
localisées sous la JDE.
La ﬁgure 8.11(b et c) présente l'intervalle de conﬁance à 95% de la longueur géodésique dans les
tranches de 20 µm, numéros 1 et 2, sous la JDE. On note que si la longueur moyenne des structures
de l'image 3-D a un eﬀet de taille faible dans le derme total, cet eﬀet augmente fortement dans les
tranches sous la JDE pour le canal AF. Dans la tranche la plus proche de la JDE (Tr1), la p-value est
très faible (< 1e−5) et on constate que la longueur moyenne du réseau ﬁbreux diminue avec l'âge. C'est
un phénomène déjà constaté pour les ﬁbres d'élastines (canal AF) [61]. Dans la littérature, aucune
information n'est disponible sur les ﬁbres de collagène (SHG), et pour ces ﬁbres, la longueur ne devient
pas un paramètre signiﬁcatif : la longueur des ﬁbres de collagènes n'évoluerait que peu avec le temps
(eﬀet de taille de 0,28 dans la tranche 2). De plus, on remarque que dans la tranche la plus éloignée
de la JDE, les longeurs des ﬁbres est plus importante pour des peaux agées. Enﬁn, on note que la
longueur géodésique moyenne du réseau de ﬁbres de collagène est plus importante que celle des ﬁbres
élastines. Le tableau 8.4 regroupe les résultats de ces descripteurs.
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Figure 8.11  Intervalle de conﬁance à 95% de trois descripteurs basés sur la longueur géodésique
dans le derme total et dans les tranches sous la JDE.
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Tableau 8.4  Test de signiﬁcativité des descripteurs basés sur la longueur géodésique, classés par
p-value croissante.
Descripteurs Eﬀet de taille ts ν p-value (%)
Length(AF,Tr3) -1,57 -6 35,24 1e-5
Length(AF,Tr1) 1,05 4,01 40,93 0,0129
Length(SHG,Tr3) -0,73 -2,77 56,54 0,3804
Length(SHG,Tr2) 0,28 1,08 55,17 14,2772
Length(AF,Tr2) 0,25 0,95 57,21 17,3492
Length(SHG,DT ) 0,08 0,31 57,96 37,8968
Length(AF,DT ) 0,06 0,22 57,26 41,2408
Length(SHG,Tr1) 0 0 57,57 49,9027
8.5.3 Distribution de taille du réseau de ﬁbres
Les descripteurs basés sur les ouvertures parcimonieuses par chemins en 3-D permettent de ca-
ractériser d'une manière diﬀérente le réseau de ﬁbres du derme. En eﬀet, le graphe utilisé restreint
leur tortuosité et ces opérateurs analysent l'image en niveau de gris. Pour ces deux mesures (voir ﬁ-
gure 8.12), les résultats sont en accord avec les mesures de longueur avec le diamètre géodésique : en
moyenne, les ﬁbres de collagène sont plus longues que les ﬁbres d'élastine (110 µm pour les ﬁbres de
collagène contre 65 µm pour les ﬁbres d'élastine). On note cependant que les valeurs numériques sont
très diﬀérentes, ce qui est normal. De plus, on remarque que la proportion de ﬁbres longues est plus
importante pour le canal SHG (collagène). De ces mesures, on peut en déduire que le réseau de ﬁbres
de collagène est plus dense que le réseau de ﬁbres d'élastine.
Pour le canal AF, des diﬀérences notables apparaissent entre le réseau de ﬁbres d'une peau jeune
et celui d'une peau âgée. Les ﬁbres d'élastine ont tendance à se raccourcir avec l'âge. Ce phénomène
est ampliﬁé plus on restreint la région d'intérêt aux tranches proches de la JDE, Tr1 et Tr2 (voir
la ﬁgure 8.13). Enﬁn, dans la dernière tranche du derme (Tr3 ), on observe le phénomène inverse, ce
qui dénote une réorganisation complète du réseau de ﬁbres. Le tableau 8.5 résume les p-values des
diﬀérents descripteurs associés aux ouvertures parcimonieuses par chemins.
8.5.4 Organisation du réseau de ﬁbres
Les statistiques basées sur les branches du squelette du réseau de ﬁbres fournissent des informations
sur leur organisation spatiale. Des phénomènes intéressants apparaissent sur le derme total aussi bien
pour les ﬁbres de collagène que pour les ﬁbres d'élastine (l'eﬀet de taille, illustré dans le tableau 8.6,
montre que ce phénomène est sensiblement plus marqué sur le canal SHG) : la longueur moyenne des
branches du squelette, ainsi que le nombre de longues branches sont plus importants pour des peaux
âgées (ﬁgure 8.14). L'ensemble des branches du squelette traduit l'imbrication des ﬁbres et on peut
émettre l'hypothèse que le réseau de ﬁbres est plus lâche et moins imbriqué pour des peaux âgées. Ceci
est une observation nouvelle qui permet de mieux comprendre l'évolution des ﬁbres avec le temps.
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(a) Longueur moyenne du réseau
de ﬁbres sur le derme total (DT)
(b) Pourcentage des structures
supérieures à 100 µm sur le derme
total
Figure 8.12  Intervalle de conﬁance à 95% des deux descripteurs basés sur la distribution de longueur
du réseau de ﬁbres.
(a) Longueur moyenne dans la
tranche 1 sous la JDE (Tr1)
(b) Longueur moyenne dans la
tranche 2 sous la JDE (Tr2)
(c) Longueur moyenne dans la
tranche 3 sous la JDE (Tr3)
Figure 8.13  Intervalle de conﬁance à 95% des descripteurs basés sur la distribution de tailles du
réseau de ﬁbres dans les tranches sous la JDE.
Tableau 8.5  Récapitulatif des tests de signiﬁcativité.
Descripteurs Eﬀet de taille ts ν p-value (%)
LengthPPO(AF,Tr3) -1,1 -3,52 26,79 0,0803
PourcLongPPO(AF,Tr3) -1,02 -3,27 21,05 0,1907
LengthPPO(SHG,Tr3) -0,88 -2,81 32,89 0,4167
LengthPPO(AF,Tr2) 0,6 2,3 53,47 1,267
LengthPPO(AF,Tr1) 0,6 2,29 45,33 1,3357
PourcLongPPO(AF,Tr1) 0,55 2,08 36,91 2,2266
PourcLongPPO(SHG,Tr2) -0,52 -1,99 56,87 2,5744
LengthPPO(SHG,Tr2) -0,5 -1,89 57,29 3,1641
LengthPPO(AF,DT ) 0,49 1,85 40,55 3,5803
PourcLongPPO(AF,DT ) 0,48 1,82 35,85 3,8707
PourcLongPPO(AF,Tr2) 0,47 1,78 44,43 4,1194
PourcLongPPO(SHG,Tr3) -0,38 -1,22 40,74 11,4544
PourcLongPPO(SHG,DT ) -0,09 -0,33 58 37,313
PourcLongPPO(SHG,Tr1) -0,06 -0,24 57,66 40,4554
LengthPPO(SHG,DT ) -0,06 -0,24 57,74 40,6947
LengthPPO(SHG,Tr1) -0,01 -0,03 57,73 48,8172
162 Vincent Morard
Thèse de doctorat, MINES ParisTech, 2012
8.6 Bilan et perspectives
l
l
l
l
1600
1800
2000
2200
AF SHG
In
te
rv
a
lle
 d
e 
co
nf
ia
nc
e 
à 
95
%
 : 
 S
ke
lN
bB
r 
Classe
l
l
Agée
Jeune
(a) Nombre de branches du squelette
l
l
l
l
2.6
3.0
3.4
AF SHG
In
te
rv
a
lle
 d
e 
co
nf
ia
nc
e 
à 
95
%
 : 
 S
ke
lL
on
gM
oy
Br
 (m
icr
o)
Classe
l
l
Agée
Jeune
(b) Longueur moyenne des branches
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(c) Nombre de longues branches
Figure 8.14  Intervalle de conﬁance à 95% de trois descripteurs basés sur les branches du squelette
des ﬁbres sur le derme total.
Tableau 8.6  Test de signiﬁcativité sur les descripteurs mesurant l'organisation spatiale des ﬁbres,
classés par p-value croissante.
Descripteurs Eﬀet de taille ts ν p-value (%)
SkelNbBrLong(AF,DT ) -0.96 -3.65 53.87 0.03
SkelLongMoyBr(AF,DT ) -0.86 -3.28 58 0.0891
SkelNbBrLong(SHG,DT ) -0.5 -1.9 56.74 3.1166
SkelLongMoyBr(SHG,DT ) -0.33 -1.25 56.17 10.8383
SkelNbBr(SHG,DT ) -0.16 -0.61 58 27.0926
SkelNbBr(AF,DT ) -0.15 -0.59 56.63 28.0122
8.6 Bilan et perspectives
Ce chapitre applicatif présente le travail réalisé dans le cadre du projet L'Oréal. Des descripteurs
morphologiques, tous 3-D, ont été introduits dans cette thèse pour caractériser la forme, l'orientation,
la distribution de tailles et l'organisation des réseaux de ﬁbres présents dans la partie supérieure du
derme de la peau humaine.
Une application au vieillissement de la peau est proposée pour comprendre l'évolution des structures
ﬁbreuses avec le temps. Aussi, une base de données d'images est disponible, composée pour moitié
d'images provenant de peaux jeunes et pour autre moitié, de peaux âgées. Les descripteurs sont calculés
sur chaque modalité (AF ou SHG) et dans plusieurs régions d'intérêt : le derme tout d'abord, puis des
régions d'intérêt plus ﬁnes, localisées sous la JDE, pour aﬃner l'analyse dans les cas où les mesures
sur le derme total ne montrent pas de modiﬁcations majeures.
Une analyse statistique complète cette étude. Plusieurs méthodes de la littérature sont utilisées pour
tester la normalité d'une variable. Cependant, aucune d'entre elles ne permet de tirer des conclusions sur
la normalité d'une distribution lorsque le nombre d'échantillons est très faible. Il serait donc intéressant
de refaire cette étude pour un nombre d'échantillons plus important, proche de 100. De plus, ceci,
permettra d'avoir une plus grande précision sur les mesures de l'eﬀet de taille et des p-values. Ces
deux outils statistiques mis en place permettent de connaitre les paramètres qui évoluent entre une
peau jeune et une peau âgée et dans quelle mesure. Cette analyse statistique permet de faciliter
l'interprétation des résultats en classant ces paramètres par p-values croissantes.
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Grâce aux descripteurs déﬁnis dans ce chapitre et à l'analyse statistique réalisée, une interprétation
des résultats est proposée. On observe que l'orientation principale des ﬁbres est fortement corrélée à la
forme de la jonction dermo-épidermique pour le canal SHG. De plus, la morphologie de ce réseau est
modiﬁée dans les tranches sous cette jonction. La longueur du réseau de ﬁbres de collagène et d'élastine
diminue avec l'âge. Enﬁn, il semble que le réseau de ﬁbres devienne plus lâche, moins imbriqué, pour
des peaux âgées.
En microscopie multiphoton, il s'agit de la première étude réalisée en trois dimensions dans sa
totalité pour caractériser les réseaux de ﬁbres du derme de la peau humaine.
De futures études prendront en compte d'autres bases de données, notamment la base de données
relative aux facteurs environnementaux et en particulier le soleil. Des images sont acquises sur la partie
dorsale de l'avant bras, une zone plus exposée aux rayons UV que la partie ventrale. En comparant
l'évolution des paramètres déﬁnis dans ce chapitre, nous pouvons observer l'impact du soleil sur les
structures ﬁbreuses de la peau.
Associer l'imagerie multiphoton à des outils de traitement d'images tridimensionnelles permet de
visualiser et de quantiﬁer les structures de la peau. C'est donc une aide majeure pour évaluer l'eﬀet
des traitements dermatologiques ou les produits cosmétiques.
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CHAPITRE 9
Projet Colas : Contrôle non destructif des arrachements des routes par le traitement
d'images et analyse statistique
 Clearly, I reject the view that there is one way
that is right for everyone and for every problem. 
Bjarne Stroustrup
Dans le cadre des contrôles non destructifs, étudier l'évolution des routes avec le temps fournit des
informations essentielles sur le vieillissement des voies de circulation. Leur contrôle est donc indispen-
sable pour concevoir des routes plus résistantes ou pour rénover les tronçons trop abimés. Pour réaliser
ce contrôle d'une manière non invasive et automatique, une caméra mobile est associée à des outils de
traitements d'images pour extraire les défauts de la chaussée.
Dans ce contexte, l'étude présentée dans ce chapitre propose une méthode originale pour localiser
les défauts de surface des routes et plus précisément, les zones du bitume qui sont arrachées. Une
étape de quantiﬁcation permet de connaitre la surface représentée par ces zones et donc le taux de
dégradation. Ce problème est assimilé à de la caractérisation de textures des images. On va donc extraire
des imagettes représentatives des textures à analyser (des patchs de 10 cm par 10 cm), on calculera
des descripteurs morphologiques puis, on réalisera deux analyses statistiques, une non supervisée pour
obtenir la vérité terrain et l'autre supervisée aﬁn de réaliser un classement des zones suspectes dans
l'image.
De la même manière que dans le projet TOCATA (chapitre 7) pour l'extraction de défauts de surface
de pièces métalliques, la stratégie globale inclue une étape de recherche de descripteurs pertinents puis
une étape d'apprentissage statistique supervisée pour adapter le traitement aux diﬀérentes routes
existantes.
Un livrable logiciel doit être fourni aux demandeurs de ce projet et on propose un logiciel simple
d'utilisation, fonctionnel et intuitif permettant de choisir les descripteurs voulus et de facilement créer
la vérité terrain en vue de réaliser une analyse statistique supervisée.
Ce projet est réalisé en partenariat avec le groupe Colas 1, qui est une entreprise française leader
mondial de la construction et de l'entretien de routes.
1. Colas : http://www.colas.com
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Mots clés : Contrôle non destructif, routes, analyse de la texture, traitement d'images, analyse
statistique, ACP, régression logistique, classement par patchs.
9.1 État de l'art
La recherche de défauts de surface des routes en utilisant à un système optique est une probléma-
tique cruciale pour le contrôle automatique des voies de circulation. Les premières caméras embarquées
apparaissent en 1991 avec les systèmes ADDA 1, ACM 2 ou SIRANO 3. Cependant, ils n'utilisent pas
d'outils de traitement d'images et sont surpassés par les systèmes REAL 4 en 1992, ARAN 5 en 1993,
ADVantage en 2003, RoadCrack 6 [60] en 2003, AMAC 7 en 2004 ou le système LRIS 8 de l'Institut
National de l'Optique. Chaque système optique a des caractéristiques propres et le lecteur est invité à
lire [216, 160] pour un comparatif détaillé.
D'un point de vue traitement d'images, de nombreuses méthodes ont été mises au point pour la
détection de défauts de surface de type ﬁssures dans l'image : des méthodes basées sur l'histogramme,
les ondelettes, les réseaux de neurones, le ﬁltrage, la morphologie mathématique... Chambon et Moliard
[33] proposent un état de l'art complet de ces méthodes tout en les comparant les unes aux autres. Pour
l'extraction des défauts de type ﬁssures des routes, toutes les méthodes d'analyse d'images développées
dans ce document peuvent être utilisées. En eﬀet, les ﬁssures sur les routes et les ﬁssures des pièces
métalliques sont relativement similaires. De plus, utiliser la stratégie mise en ÷uvre dans le projet
TOCATA (chapitre 7) peut permettre d'apprendre la signature des défauts et des images.
Dans cette étude, les défauts à rechercher ne sont pas des ﬁssures mais des irrégularités de surface
traduites par des modiﬁcations de texture. Par conséquent, hormis l'analyse statistique AdaCOS qui
pourra être adaptée pour cette application, les nouveaux opérateurs développés dans la partie 1 de ce
document de thèse ne seront pas utilisés pour ce projet. À notre connaissance, c'est la première fois
qu'une méthode automatique est utilisée pour extraire les défauts de surface de type arrachement de
la chaussée.
9.2 Présentation du projet Colas
Ce projet propose un contrôle non destructif et automatique des voies de circulation aﬁn de
connaitre précisément l'état de surface des routes. Une phase de quantiﬁcation est nécessaire aﬁn
de créer des indicateurs permettant de remplacer les tronçons de route trop endommagés. Ce contrôle
nécessite un système optique que l'on présentera dans la section suivante. Puis, nous visualiserons des
images des défauts surfaciques à détecter. Enﬁn, nous présenterons la stratégie générale mise en place
pour répondre à cette problématique. Dans cette étude, nous cherchons à analyser les diﬀérentes tex-
tures des images pour localiser diﬀérents défauts de surface : les reprises, les nids de poule, les pelades,
les arrachements ou le ressuage.
1. ADDA : Automated Distress Data Acquisition
2. ACM : Automated Crack Monitor
3. SIRANO : Système d'Inspection des Routes et Autoroutes par Analyses Numériques et Optiques
4. REAL : Road Excellent Automatic Logging (http://www.pasco.co.jp/eng/products/real/)
5. ARAN : Automatic Road Analyser (http://www.maine.gov/mdot/systems_management/aran.php)
6. RoadCrack : http://www.csiro.au/Outcomes/ICT-and-Services/People-and-businesses/RoadCrack.aspx
7. AMAC : Appareil Multifonction d'Auscultation des Chaussées (http://www.vectra.fr/sites/fr/
materiels-et-solutions/auscultations-des-chaussees/amac.html)
8. LRIS : Laser Road Imaging System (http://www.ino.ca/en-ca/achievements/description/project-p/
laser-road-imaging.html)
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Figure 9.2  Acquisition d'une série d'images de route par le système de vision de Colas dénommé :
Road Eagle Colas. Le défaut de surface de type arrachement est entouré de jaune et cette section
est composée de 4 images juxtaposées dont les dimensions sont de 11294 par 2048 pixels par image,
correspondant au rectangle rouge.
9.2.1 Système de vision : acquisition des images
Figure 9.1  Système de vision
Le système de vision provient de l'Institut National d'Op-
tique (INO 1), qui propose d'inspecter les routes à une résolu-
tion de 1 mm par pixel. Deux capteurs linéaires sont montés
sur un véhicule adapté pour faire l'acquisition des images. La
ﬁgure en tête de paragraphe présente la disposition des caméras
et de l'éclairage laser qui permet de s'aﬀranchir des ombres et
d'uniformiser l'éclairage des lignes. Le camion roulant à vitesse
variable, une synchronisation de la fréquence d'acquisition des
caméras est nécessaire pour obtenir deux images 2-D, une pour chaque capteur. Chaque image est
constituée de 2048 par 11294 pixels et la reconstitution de la route est aisée en plaçant côte à côte les
images des deux caméras, puis bout à bout la succession des images. La ﬁgure 9.2 présente une portion
de route acquise par ce système de vision.
9.2.2 Zones en arrachement
L'usure de la route se traduit par plusieurs phénomènes. On peut voir l'apparition de ﬁssures ou de
craquelures, néanmoins, cette étude ne porte pas sur la détection de ce type de défaut de surface. On
peut voir aussi des arrachements de morceaux de route qui se traduisent par un changement de texture.
La ﬁgure 9.2 présente un tel défaut, entouré de jaune sur cette image. On note que la texture saine
est moins rugueuse que la texture de la route en arrachement mais ce phénomène ne se traduit pas
toujours de la même manière et pour certains tronçons de routes, les arrachements sont moins rugueux
que la texture saine. Il est donc très diﬃcile de trouver des constantes dans les textures en arrachement
puisque chaque route est diﬀérente en fonction du type d'enrobé ou d'enduit superﬁciel, des reprises
ou du vieillissement. Par conséquent, on utilisera une stratégie générique qui s'adapte à chaque route
grâce à un apprentissage supervisé. La stratégie utilisée est décrite dans la section suivante.
1. Institut National d'Optique : http://www.ino.ca
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9.2.3 Stratégie générale
L'observation des images montre qu'il y a peu de constantes dans les textures à analyser. Aussi, leur
caractérisation sera réalisée en utilisant une méthode générique couplée à des méthodes d'apprentissage
statistique, pour obtenir un traitement spécialisé pour chaque type de défaut. La signature de la texture
recherchée sera apprise et un modèle statistique généré aﬁn de rechercher dans l'image les zones ayant
cette même signature. Pour réaliser cet apprentissage statistique supervisé, il est nécessaire d'avoir
la vérité terrain, élément qui doit être fourni manuellement. Pour réaliser cette tâche, l'utilisateur
sera aidé d'une première segmentation obtenue avec des méthodes non supervisées. On résume ici les
diﬀérentes étapes nécessaires pour la caractérisation des zones en arrachement :
1. Détection de la région d'intérêt : on réalise tout d'abord la détection automatique des lignes
blanches puis on délimite toutes les régions de l'image qui ne correspondent pas à la chaussée :
les caniveaux, les plaques d'égout, la terre, l'herbe...
2. Découpage de l'image : on découpe les images initiales en imagettes de taille 100 par 100 pixels.
Avec la résolution utilisée, cela correspond à des patchs de 10 cm par 10 cm sur la route. On
note qu'il est obligatoire de travailler en pleine résolution pour ne pas détériorer les détails des
textures. Un classement par patch nécessite la création de la vérité terrain, aﬁn d'assigner une
classe à chaque patch.
3. Calcul d'un ensemble de descripteurs sur chaque patch pour former un vecteur caractéristique,
la signature du patch.
4. Détermination de la vérité terrain par un apprentissage statistique non supervisé. Suit une étape
de correction manuelle pour aﬃner cette classiﬁcation.
5. Génération d'un modèle statistique : des régressions logistiques multivariées sont utilisées pour
construire un modèle statistique. Cet apprentissage supervisé permet de classer les patchs des
diﬀérentes images et ainsi de détecter les zones en arrachements.
6. Quantiﬁcation : une fois la segmentation obtenue on peut donc calculer les caractéristiques des
zones en arrachement : la surface totale et la surface localisée sur les bandes de roulement.
Dans un premier temps, nous présentons tous les éléments de cette étude. Enﬁn, nous discute-
rons du logiciel créé pour montrer la simplicité de mise en ÷uvre des diﬀérentes étapes et le degré
d'automatisation du processus.
9.3 Détection de la région d'intérêt
Nous cherchons à construire un modèle de la texture de la route. Aussi, tous les éléments qui ne
font pas partie de la chaussée ne doivent pas être pris en compte lors de la création de ce modèle.
Le masquage de ces éléments est réalisé en deux étapes. La première étape consiste à supprimer
automatiquement les lignes blanches des images, la seconde étape est manuelle et permet de masquer
les éléments perturbateurs restant.
9.3.1 Détection automatique des lignes
Une succession de ﬁltres morphologiques est utilisée pour ﬁltrer le bruit et détecter les lignes
blanches de l'image. Tous les ﬁltres sont appliqués sur une image sous échantillonnée par 20, aﬁn
d'accélérer le traitement sans détériorer la détection :
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 Tout d'abord, on ﬁltre l'image par une ouverture morphologique par un carré de taille 3x3 pixels.
Ceci supprimera les pixels blancs isolés.
 On applique une fermeture avec un élément structurant carré de taille 5 par 5 pixels pour combler
les trous éventuels dans les lignes.
 Puis on calcule une ouverture par reconstruction sur l'image fermée. L'élément structurant à
une forme carrée de 29 par 29 pixels pour supprimer toutes les lignes blanches. Ces structures
supprimées se retrouvent dans les résidus : soustraction de l'image initiale avec l'image ﬁltrée.
 La détection des lignes est combinée par un ET logique entre deux détections primaires : le
seuillage des résidus et le seuillage des intensités.
 Enﬁn, on nettoie le résultat de la détection avec une petite ouverture.
Avec cette méthode, toutes les lignes blanches sont détectées, permettant de déﬁnir automatique-
ment une première région d'intérêt des images.
9.3.2 Masquage des autres éléments
Dans une image de la route, d'autres structures peuvent être présentes comme les plaques d'égouts
ou les caniveaux. Ce sont des éléments que l'on ne souhaite pas détecter et qui doivent être masqués
avant de réaliser un apprentissage statistique. Aussi, on propose une interface simple permettant de
tracer des rectangles sur une image aﬁn de masquer ces zones.
Lors de la division de l'image en patchs, ceux qui ne seront pas entièrement dans la région d'intérêt
ne seront pas pris en compte. L'image est alors découpée en patchs de taille 100 par 100 pixels.
9.4 Descripteurs de texture
On met à disposition de l'utilisateur un nombre important de descripteurs que l'on va déﬁnir dans
cette section. Chaque descripteur sera utilisé pour caractériser et introduire des signatures diﬀérentes
entre les textures. On souhaite ainsi créer plusieurs frontières distinctes dans l'espace augmenté des des-
cripteurs entre une texture saine et des textures en arrachement (hyperplans). On part de l'hypothèse
suivante :
Hypothèse : chaque patch n'est constitué que d'une seule et unique texture.
En pratique, cette hypothèse n'est jamais respectée sur tous les patchs puisque certain d'entre eux
peuvent être à cheval sur deux textures diﬀérentes. Cependant, en partant de cette hypothèse, chaque
patch n'appartiendra qu'à une seule classe rendant possible l'utilisation de méthodes statistiques.
Plusieurs techniques de caractérisation des textures sont utilisées et présentées dans cette section.
Elles analysent l'image en pleine résolution puisque l'analyse des textures revient à caractériser les
hautes fréquences de l'image. On découpe l'image en patchs que l'on analysera un à un. Soit f une
image D → V avec D une grille carrée de taille 100 par 100 pixels et V l'ensemble des valeurs sur 8
bits.
9.4.1 Analyse de l'histogramme
L'analyse de l'histogramme des niveaux de gris d'un patch, fournit des informations sur les sta-
tistiques du premier ordre : la moyenne, l'écart type, la médiane, le coeﬃcient d'aplatissement et le
coeﬃcient d'asymétrie. Ces 5 mesures sont donc utilisées comme descripteurs pour caractériser la
texture.
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Ces descripteurs sont très faciles et rapides à calculer mais ils n'ont pas un pouvoir discriminant
très important.
9.4.2 Local Binary Pattern
Les local binary patterns (LBP) sont des descripteurs locaux très populaire dans l'analyse des
textures et la reconnaissance d'objet. Cette méthode, déﬁnie par Ojala et al. [171], compare les niveaux
de gris du pixel central à ses pixels voisins pour former un motif binaire. Pour analyser une texture,
il faut compter les répétitions de certains motifs qui apparaîtront fréquemment. La méthodologie que
l'on a mise en place pour le projet Colas suit exactement la déﬁnition de Nguyen et al. [168] : des LBP
uniformes et multi-échelles. [172].
Invariance par niveaux de gris
Une texture T est déﬁnie dans un voisinage local composé de 8 pixels (voisinage V8) comme la
distribution jointe :
T = t(fc,f1,f2, . . . ,f8), (9.1)
avec fc le niveau de gris du pixel central et fi, ∀1 ≤ i ≤ 8 les niveaux de gris des pixels voisins. Cette
texture peut être représentée sans perte d'information, comme la diﬀérence de niveaux de gris avec le
pixel central :
T = t(fc,f1 − fc,f2 − fc, . . . ,f8 − fc). (9.2)
On peut donc émettre l'hypothèse que les diﬀérences fi − fc sont indépendantes de fc et factoriser :
T ≈ t(fc)t(f1 − fc,f2 − fc, . . . ,f8 − fc) ≈ t(f1 − fc,f2 − fc, . . . ,f8 − fc). (9.3)
En pratique, cette hypothèse d'indépendance n'est pas exacte mais permet d'obtenir un opérateur
invariant par changement de niveaux de gris. t(fc) décrit la luminance globale de la texture et n'est
pas corrélée à cette dernière. On peut donc supprimer ce terme (voir équation 9.3).
Le signe des diﬀérences de niveaux de gris s(fi − fc) n'est pas aﬀectée par des changements de la
luminance moyenne, aussi, on considère uniquement le signe des diﬀérences :
T ≈ t(s(f1 − fc),s(f2 − fc), . . . ,s(f8 − fc)). (9.4)
où
s(x) =
{
1 si x ≥ 0
0 sinon.
(9.5)
En pondérant par un facteur 2i chaque signe s(fi− fc), on obtient un code unique pour chaque motif :
LBP8 =
8∑
i=1
s(fi − fc)2i. (9.6)
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Invariance par rotation
Avec 8 pixels, on obtient 256 motifs diﬀérents. Néanmoins, certains motifs sont identiques si on
souhaite obtenir la propriété d'invariance par rotation. Avec une rotation de l'image originale, le pixel
central sera toujours le même et seuls ses voisins auront subi cette rotation. Il est donc facile d'obtenir
un code unique par motif invariant par rotation, en réalisant des rotations circulaires du code (fonction
ROR) et en prenant la valeur minimale. On obtient LBP ri8 :
LBP ri8 = min {ROR(LBP8,i) | i = 0, . . . , 7} . (9.7)
LBP uniforme
On obtient donc 36 codes qui sont invariants par rotation. Néanmoins, certaines conﬁgurations n'ont
pas la même fréquence et sont plus importantes que d'autres. Les motifs dits uniformes (LBP riu28 ) sont
donc déﬁnis en prenant les 9 motifs qui possèdent au plus deux transitions 0−1 ou 1−0 dans leur code.
Tous les autres motifs sont regroupés dans une dernière catégorie. On obtient donc 10 descripteurs pour
caractériser une texture.
LBP multi-échelles
Dans [168], une analyse multi-échelles est réalisée en sous échantillonnant l'image par 2 (tout
en appliquant un ﬁltrage moyen). On calcule donc les LBP riu28 pour chaque pixel de l'image sous
échantillonnée puis nous concaténons les histogrammes obtenus. Dans cette étude, nous analysons
trois échelles de mesures et nous obtenons au ﬁnal 30 descripteurs. Utiliser cette méthode permet
de réduire les temps de calcul puisque il est inutile d'inspecter des voisinages plus grands que 3 × 3.
De plus, le nombre de pixels à analyser est divisé par 4 à chaque échelle.
9.4.3 Matrice de co-occurrence et caractéristiques de Haralick
L'utilisation de la matrice de co-occurrence (ou matrice de dépendance spatiale) est une méthode
largement utilisée pour caractériser une texture. Cette méthode permet de calculer les statistiques du
second ordre par l'étude des relations spatiales entre des couples de pixels [85].
Matrice de co-occurrence
On s'intéresse ici aux relations existantes entre les niveaux de gris d'une image pour un bipoint
séparé par un vecteur ~d. Il s'agit donc de mesurer la covariance d'un signal. Le résultat est ici présenté
sous la forme d'une matrice M par M avec M le nombre de niveaux de gris de l'image. Ceci permet
d'obtenir une représentation compacte de l'information de l'image. Formellement, cette matrice (notée
C) s'écrit ainsi :
C(i,j) = Card
{
r ∈ D, r + ~d ∈ D | f(r) = i, f(r + ~d) = j
}
. (9.8)
En pratique, les niveaux de gris d'une image sont souvent codés avec 8 bits donnant une matrice de
co-occurrence, de taille 256× 256, très sensible au changement d'intensité. En eﬀet, une modiﬁcation
même minime des niveaux de gris d'une image, génèrera une matrice complètement diﬀérente. Pour
augmenter la robustesse, on réduira l'information présente dans l'image en conservant uniquement 12
niveaux de gris. Un exemple de calcul de cette matrice est proposé dans la ﬁgure 9.3.
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Figure 9.3  Illustration de la création de la matrice de co-occurrence avec deux vecteurs ~d diﬀérents.
Matrice de co-occurrence invariante par rotation
Chaque matrice de co-occurrences dépend fortement du vecteur ~d et créer une matrice invariante
par rotation revient à fusionner diﬀérentes matrices obtenues avec des vecteurs unitaires orientés dans
les 8 directions principales de l'espace. Pour cette étude, le voisinage est donc ﬁxé à 3 × 3 pour la
création de cette matrice.
L'analyse de la matrice de co-occurrence fournit 12 descripteurs de texture. Leur déﬁnition est
donnée dans Haralick et al. [85].
Matrice de co-occurrences multi-échelles
De la même manière que pour les LBP, une analyse multi-échelles est menée en sous-échantillonnant
l'image initiale et en appliquant la même procédure sur cette image. Trois échelles sont analysées
fournissant au total 36 descripteurs.
9.4.4 Grey level size zone matrix
La méthode Grey level size zone matrix (GLSZM) est une méthode développée par Thibault et al.
[231, 230] pour caractériser la texture des noyaux de cellules. Cette méthode est une modiﬁcation des
matrices appelées grey level run length matrix [72] et des matrices de co-occurrence (voir la section
précédente).
Une texture peut aussi être caractérisée par la taille de ses régions homogènes. C'est ce que mesure
cet opérateur. La matrice associée à la mesure de la taille des régions homogènes est composée de
M lignes (avec M le nombre de niveaux de gris 1) et d'un nombre variable de colonnes (ce nombre
correspond à la taille de la plus grande région homogène). La ﬁgure 9.4 présente un exemple d'une
matrice GLSZ sur la même texture que dans la section 9.4.3.
On utilise le même ensemble de descripteurs que pour la caractérisation des matrices de co-
occurrence, cette fois ci pour la caractérisation des matrices GLSZ. On obtient donc 12 descripteurs,
intrinsèquement invariants par rotation, pour décrire la texture d'une image.
9.4.5 Auto-corrélation
On peut aller plus loin dans l'analyse de la texture par des bi-points. Le calcul de l'auto-corrélation
d'une image (mesure de la corrélation d'une image par cette même image) est une généralisation de
la matrice de co-occurrence et permet d'obtenir des informations sur les statistiques de second ordre
1. De la même manière que les matrices de co-occurrences, le nombre de niveaux de gris est ﬁxé à 12 pour limiter
l'impact du bruit
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Figure 9.4  Illustration de la création de la matrice GLSZ
(a) Image initiale (b) Transformée de Fourier
inverse du module carré de la
transformée de Fourier de (a)
(c) Transfor-
mation radiale
de (b)
(d) Covariance moyenne
Figure 9.5  Etapes pour générer l'auto-correlation moyenne centrée dans toutes les directions de
l'espace.
[158] de la texture. La covariance centrée est calculée en prenant le module carré de l'image dans le
domaine fréquentiel puis en repassant dans le domaine spatial [108, 158].
Cette image (ﬁgure 9.5(b)) contient donc les corrélations pour tous les angles et pour toutes les
distances entre les bi-points. On calcule donc la covariance moyenne en moyennant les valeurs de chaque
colonne après avoir réalisé une transformation radiale (voir la ﬁgure 9.5(d)). De cette courbe, on extrait
10 descripteurs qui permettent de caractériser la texture.
9.4.6 Granulométries
La caractérisation d'une texture passe aussi par le calcul d'une granulométrie morphologique. Les
granulométries ont été déﬁnies à plusieurs reprises dans ce document de thèse (chapitres 2 et 3) et
consistent à ﬁltrer l'image avec une série d'ouvertures de tailles diﬀérentes. Le pattern spectrum mesure
le volume des structures qui ont été supprimées de l'image entre deux ouvertures de tailles successives.
On choisira un élément structurant ayant une forme carrée pour réaliser cette étude. On extrait de ce
pattern spectrum 4 classes de tailles : de 0 à 5 mm, de 5 mm à 9 mm, de 9 mm à 15 mm et de 15
mm à 19 mm. D'une manière duale, le calcul des anti-granulométries permet de mesurer la taille des
structures sombres de l'image. La famille de ﬁltres utilisée est constituée de fermetures morphologiques
de diﬀérentes tailles. Les mêmes classes sont utilisées que pour les granulométries fournissant au total
8 descripteurs.
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9.5 Apprentissage non supervisé
Pour caractériser une texture particulière, un ensemble important de descripteurs doit être utilisé :
nous obtenons 50 voir 60 descripteurs de texture. Or si on reprend la stratégie générale que nous
souhaitons mettre en place, une analyse statistique non supervisée sera utilisée pour créer une première
segmentation des textures présentes dans les images : le masque des textures. Ce masque des textures
sera corrigé par l'utilisateur pour obtenir la vérité terrain, utilisée lors de l'apprentissage supervisé.
Nous proposons deux méthodes de classiﬁcation pour séparer automatiquement nos données en K
groupes homogènes.
9.5.1 Les K moyennes mobiles
Les K moyennes mobiles ou K-means en anglais est une méthode de classiﬁcation qui permet
de séparer le nuage de points dans l'espace des descripteurs en K partitions. Soit (x1, x2,. . ., xn) n
vecteurs de taille p, des points dans l'espace des descripteurs, et soit une partition S = {S1,S2, . . . , SK}
composée de K classes, on cherche alors à minimiser la somme des carrés des distances avec le centoïde,
à l'intérieur de chaque partition :
Sˆ = argmin
S
K∑
k=1
∑
xi∈Sk
||xi − µk||2 (9.9)
avec µk, la valeur moyenne des points de la partition Sk que l'on appelle le centroïde numéro k.
La recherche de la solution optimale de l'équation 9.9 est NP-diﬃcile mais des algorithmes heu-
ristiques sont couramment utilisés pour trouver une solution qui converge souvent vers un optimum
local.
Des variantes de cet algorithme peuvent être utilisées pour initialiser diﬀéremment les moyennes
mobiles initiales : Forgy [64], Hartigan et Wong [86], Lloyd [124] ou MacQueen [128]. Toutes ces
méthodes ont néanmoins un inconvénient majeur, elles ont tendances à équilibrer les populations des
classes, donnant des résultats peu concluants pour nos applications (voir les résultats sur une base
de données synthétique mouse, ﬁgure 9.6(b)). Pour remédier à ce problème, on utilise une seconde
méthode, le mélange de gaussiennes entrainée avec un algorithme Expectation-Maximization (EM).
9.5.2 Mélange de gaussiennes avec un algorithme EM
Généralement, on maximise (ou minimise) une fonction pour résoudre des problèmes d'optimi-
sation. Il existe de nombreuses techniques, toutes avec des caractéristiques propres, et l'une d'entre
elle, le maximum de vraisemblance (likelihood en anglais), consiste à ajuster les variables d'un modèle
statistique à partir d'une base de données. Ainsi, le modèle décrit les données et estime les autres.
Cette méthode de classiﬁcation est basée sur des modèles de probabilité pour estimer les valeurs
manquantes avec un algorithme EM, pour maximiser la vraisemblance des variables non observées dans
un mélange de gaussiennes.
Un algorithme EM est une méthode non supervisée, itérative et sous optimale, qui essaie de trouver
les paramètres de la distribution de probabilité qui maximise la vraisemblance de ces attributs [50].
L'initialisation de cet algorithme est réalisée en utilisant une classiﬁcation hiérarchique 1. A chaque
1. Classiﬁcation hiérarchique : à l'initialisation, chaque point représente un groupe et à chaque itération, les deux
groupes qui maximise un critère d'homogénéité seront fusionnés [248].
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(c) Classiﬁcation EM
Figure 9.6  Base de données mouse synthétique (a) avec les résultats de classiﬁcation en trois classes
avec les méthodes K-means (b) et EM (c).
itération, l'étape E consiste à estimer les probabilités d'appartenance des points à chaque groupe, puis
l'étape M estime le vecteur des paramètres pour chaque groupe. On utilise la méthode de Fraley et
Raftery [66] à travers le package R appelé MClust 1.
La ﬁgure 9.6(c) présente les améliorations des résultats de classiﬁcation sur la même base de données
mouse de la section 9.5.1.
9.6 Apprentissage supervisé
L'étape de correction de la segmentation est présentée dans la section 9.7.3 et on considère dans
cette section, que la vérité terrain a été validée par un opérateur. On note qu'il peut y avoir au
maximum cinq textures diﬀérentes à détecter, la texture saine et 4 niveaux de dégradation diﬀérents
de la texture en arrachement (m correspond au nombre de textures). Ainsi, on choisit de mettre en
place m apprentissages supervisés pour créer m modèles statistiques avec une stratégie un contre tous.
On utilisera donc des régressions logistiques pour obtenir un ensemble de probabilités pour chaque
patch. Enﬁn, l'assignation ﬁnale se fera en sélectionnant la classe donnant la plus grande probabilité.
9.6.1 Création des bases de données
Dans ce processus, la création des diﬀérentes bases de données est une étape importante. Grâce à
la vérité terrain, nous connaissons parfaitement le nombre de patchs dans chaque classe que l'on note
n1, . . . ,ni, . . . , nm. La méthodologie un contre tous consiste à créer une base de données avec deux
catégories : la classe i d'une part avec le label 1 et les classes j ∈ {1,m}, j 6= i, d'autre part avec le
label 0. Il faut donc équilibrer nos bases de données et deux situations peuvent se produire :
1. Si ni <
∑
j∈{1,m},j 6=i nj , alors on réplique aléatoirement des instances de la classe i jusqu'à obtenir
exactement le même nombre d'instances dans chaque classe.
1. Package R MClust http://cran.r-project.org/web/packages/mclust
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Figure 9.7  Classement d'un secteur de route, superposé aux images originales. L'apprentissage
statistique utilise 2 des 6 images (en bas à gauche et en haut à droite) avec les descripteurs basés sur
l'histogramme, les LBP et les caractéristiques de Haralick.
Tableau 9.1  Tableau récapitulatif des résultats de classement.
Texture saine (m2) Texture arrachement (m2)
Image globale 105 13
Bandes de roulement 40 6
2. Si ni >
∑
j∈{1,m},j 6=i nj , alors on choisit aléatoirement des instances de la classe minoritaire à
répliquer.
Nous obtenons m bases de données équilibrées pour générer nos modèles statistiques.
9.6.2 Création des modèles
La régression logistique est une méthode d'apprentissage statistique supervisée que nous avons
décrite dans le chapitre 6 et utilisée pour l'application TOCATA du chapitre 7. Cette méthode fournit
une probabilité d'appartenir à la classe ayant le label 1 dans la base de données. On calcule donc m
régressions logistiques et pour tous les patchs, il suﬃt de générer les diﬀérentes probabilités et d'assigner
les patchs aux classes ayant données les réponses maximales.
9.6.3 Résultats de classement
Chaque nouvelle image est décomposée en une série d'imagettes de taille 100 par 100 pixels et une
fois les descripteurs calculés, il est possible d'assigner ces imagettes à des classes précises. La ﬁgure 9.7
montre les résultats obtenus et on note deux caractéristiques : les caniveaux ont été classés dans l'une
des deux catégories puisqu'ils n'ont pas été détectés automatiquement lors des prétraitements, comme
c'est le cas pour les lignes blanches. Tous les éléments externes à la chaussée introduisent des biais
dans les résultats. Enﬁn, on remarque que les patchs placés sur une zone qui n'est pas complètement
uniforme sont classés en tant qu'arrachement.
Une fois la segmentation obtenue, il est alors aisé de calculer la surface occupée pour chaque type
de texture dans les images. Une mesure de la texture en arrachement sera donnée sur l'image entière
et sur les bandes de roulement pour générer un indice de dégradation des voies.
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9.7 Solution logicielle
La ﬁgure 9.8 présente d'autres résultats obtenus avec la même méthodologie. On montre à travers
ces diﬀérents exemples la généricité de cette approche.
9.7 Solution logicielle
Le développement d'une interface homme/machine a permis de faciliter la réalisation de toutes les
étapes décrites précédemment dans ce chapitre et rend ce traitement accessible à des personnes non
au fait des méthodes d'analyse d'images et d'analyse statistiques. Cette interface graphique propose 4
étapes distinctes.
9.7.1 Chargement des images et sélection des régions d'intérêt
Après avoir choisi les images à charger à travers la boite de dialogue classique de choix
multiples de ﬁchiers, des miniatures sont créées avec un facteur 20 de sous-échantillonnage,
pour l'aﬃchage et la détection des lignes blanches. Le nom de chaque image est analysé pour
reconstituer correctement la route en sa totalité. La détection des lignes blanches est automatique
lancée pour masquer ces zones. L'image 9.9 illustre l'interface graphique générale du logiciel après
avoir chargé les images.
On note néanmoins la présence d'éléments sur la route non pertinents pour l'analyse des textures :
les caniveaux, les bouches d'égout, de l'herbe... Tous ces éléments sont mêmes gênant puisqu'ils pos-
sèdent des signatures statistiques très diﬀérentes des textures de la route. Il faut donc masquer ces
outliers manuellement. En cliquant sur une des images initiales, cette dernière est isolée et les régions
non pertinentes sont masquées avec un cliquer-déplacer sur l'image.
9.7.2 Sélection des descripteurs et analyse statistique non supervisée
Les sélections des images et des régions d'intérêt terminées, on choisit les descripteurs à
calculer sur les images. Une boite de dialogue permet de cocher et de décocher les méthodes
décrites dans la section 9.4 de ce chapitre. Les images sont automatiquement décomposées en
patchs de taille 100 par 100 pixels, les diﬀérents descripteurs sont calculés et une méthode d'analyse
statistique non supervisée est lancée pour avoir une première segmentation, qui apparaît dans la partie
basse de l'interface graphique (voir la ﬁgure 9.10).
Cette première segmentation est en générale jamais parfaite et il faut que l'utilisateur puisque
corriger facilement cette segmentation depuis l'interface graphique.
9.7.3 Correction de la segmentation
On a imaginé deux moyens diﬀérents et complémentaires pour corriger la segmentation. La première
méthode consiste à réaliser un cliquer-déplacer sur la segmentation pour changer le label des patchs
qui ont été classés dans la mauvaise catégorie. Le seconde méthode est tout aussi indispensable que la
première puisque l'on va pouvoir modiﬁer les labels des points dans l'espace des descripteurs.
Après avoir calculé p descripteurs, nous obtenons un nuage de points ayant p dimensions. Ce nuage
de points est dans l'état, impossible à aﬃcher sur un écran 2-D. Par conséquent, on réalise une analyse
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(a) Défaut de type reprise.
(b) Défaut de type pelade.
(c) Défaut de type nids de poules comblés.
(d) Début d'arrachement.
(e) Défaut de type ressuage.
Figure 9.8  Résultats corrects pour la détection de diﬀérents types de défauts de surface.
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Figure 9.9  L'interface graphique générale est composée de 3 parties distinctes : la barre d'outils
pour lancer les traitements, la partie haute de la fenêtre pour aﬃcher l'image initiale et la partie basse
pour aﬃcher la vérité terrain.
en composantes principales (ACP) [103, 105, 125] pour déterminer les deux premiers vecteurs propres
du nuage aﬁn de réduire l'information et de le projeter dans cette nouvelle base.
La ﬁgure 9.10 propose le résultat de l'ACP sur un nuage de points ayant une dimension supérieure
à 50. Chaque point correspond à un patch et sa couleur correspond au label attribuée par une méthode
de classiﬁcation non supervisée. Il est alors possible de sélectionner des points dans cette représentation
graphique par un cliquer-déplacer pour changer la classe d'aﬀectation de ces patchs.
Cette segmentation est corrigée manuellement par deux méthodes très complémentaires en prenant
en compte la distance spatiale (corrections sur l'image) et la distance dans l'espace des descripteurs
(correction sur l'ACP). On peut donc facilement obtenir la vérité terrain de l'image qui nous servira
pour l'étape de classement (apprentissage supervisé).
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Figure 9.10  Illustration de l'interface graphique principale et de l'analyse en composantes principales
pour la correction manuelle de la vérité terrain. La sélection de points sur l'ACP (le rectangle noir)
revient à sélectionner des patchs sur l'image. Deux méthodes de corrections sont proposées : sur l'ACP
et sur la vérité terrain.
9.7.4 Analyse statistique supervisée et classement
Un apprentissage statistique est réalisé en suivant la méthodologie un contre tous déﬁnie
dans la section 9.6. Ce logiciel est interfacé avec le logiciel d'analyse statistique R 1 pour générer
autant de régressions logistiques que de classes dans la vérité terrain.
Une fois l'apprentissage statistique réalisé, on choisit un répertoire contenant toutes les
images à traiter puis nous classons tous les patchs issus de ces images. Pour visualiser les
résultats, nous superposons les labels aux images initiales donnant la ﬁgure 9.7.
Enﬁn, en même temps que le classement, la surface totale des classes en arrachements est calculée
donnant un indicateur sur la dégradation de la route analysée.
1. Le projet R : http://www.r-project.org/
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9.8 Bilan et perspectives
Des capteurs linéaires ﬁxées sur un camion constituent le premier maillon pour réaliser un contrôle
non destructif des voies de circulation. Le ﬂot d'images est alors analysé automatiquement aﬁn de
détecter les défauts de surface des routes pour quantiﬁer leur dégradation et suivre leur évolution
dans le temps. Dans cette étude, on s'intéresse à la détection des arrachements par l'analyse de la
texture des images. Il faut donc faire la distinction entre une texture saine et les diﬀérentes textures
en arrachement. L'existence de nombreux revêtements de surface rend indispensable l'utilisation d'une
stratégie générique : descripteurs morphologiques couplés à une étape d'apprentissage statistique.
On propose de nombreux descripteurs aﬁn d'analyser la texture des images : des méthodes basées
sur l'histogramme, sur les local binary patterns, sur la covariance, sur les matrices de co-occurrence,
sur les matrices GLSZM ou sur les granulométries. Cet ensemble de variables décrivent la texture et
une analyse statistique sera utilisée pour extraire la signature de chaque classe.
Pour réaliser une analyse statistique supervisée, il faut connaitre la vérité terrain de quelques
images pour construire une base d'apprentissage. Aussi, on utilise une méthode d'apprentissage non
supervisée pour générer une première segmentation : les K means. Cette méthode permet de rapidement
classer les patchs dans les diﬀérentes catégories. Cependant, cette méthode a tendance à équilibrer le
cardinal de chaque groupe, ce qui peut s'avérer gênant. Ainsi, une seconde méthode de classiﬁcation
est proposée pour résoudre ce problème : les mélanges de gaussiennes avec un algorithme Expectation-
Maximization. Cette segmentation sera, par la suite, corrigée par l'utilisateur. On construit alors des
régressions logistiques, une pour chaque texture à détecter, avec une méthode un contre tous, puis nous
classons les images des routes pour extraire les zones en arrachement.
Pour aider l'utilisateur dans la réalisation de toutes ces étapes, un logiciel intuitif est proposé.
L'étape de correction de la segmentation, qui aurait pu être fastidieuse sans aide logicielle, est mainte-
nant facilitée. L'utilisateur peut désormais sélectionner les patchs à modiﬁer soit dans l'espace spatial,
soit dans l'espace des descripteurs, après avoir réalisé une analyse en composantes principales.
Les premiers résultats utilisant cette stratégie sont très prometteurs, puisque diﬀérents types de
défauts de surface peuvent être détectés sur des routes très diﬀérentes les unes des autres. Ainsi, la
principale qualité de la stratégie mise en place pour cette étude est sa grande adaptabilité, aussi bien au
niveau des défauts que des routes. À notre connaissance, c'est la première fois qu'un système automatisé
permet de détecter les défauts de types arrachements, reprises ou pelades.
Une limitation de cette stratégie apparait lorsque les défauts à détecter sont très petits. En eﬀet,
le découpage de l'image peut alors morceler le défaut et le noyer dans la texture de la route. Pour
résoudre ce problème, Il faudrait adapter la taille du patch à la taille du défaut à détecter.
Les perspectives de cette étude sont au nombre de trois : des tests plus poussés doivent être réalisés
pour ﬁnir la validation de cette stratégie, de nouveaux descripteurs peuvent être imaginés pour rendre
plus discriminant l'analyse de la texture pour ces images et des régressions logistiques type AdaCOS,
chapitre 6, peuvent être utilisées pour sélectionner un ensemble parcimonieux de descripteurs (par
groupe) et accélérer les temps de calcul du classement.
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Conclusions et perspectives
L'objectif principal de ce travail consistait à concevoir des méthodes automatiques pour extraire
les défauts de surface de pièces métalliques à travers le projet TOCATA. Cependant, les approches
classiques en analyse d'images (succession de ﬁltres suivit d'une segmentation) sont inutilisables pour
cette application puisqu'il faudrait alors reprendre tout le travail eﬀectué lorsqu'une nouvelle pièce
ou un nouveau type de défaut doit être traité. Concevoir une stratégie globale et générique nécessite
d'utiliser des méthodes plus complexes associant le traitement d'images et l'analyse statistique. Ainsi,
répondre aux contraintes industrielles nous a amené à travailler sur deux axes de recherche principaux,
véritables ﬁls conducteurs de cette thèse : la détection et l'extraction des éléments ﬁliformes d'une
part et l'optimisation des temps de calcul d'autre part. Aussi, tout au long de ce mémoire, nous avons
présenté et développé de nouvelles méthodes dans le cadre de la morphologie mathématique mais aussi
dans le cadre de l'apprentissage statistique supervisé. Enﬁn, des solutions adaptées aux besoins des
industriels ont été développées dans le cadre de partenariats avec le CMM (L'Oréal, Colas et le projet
TOCATA).
Contributions de cette thèse
Contributions en morphologie mathématique
Dans un souci d'optimisation des temps de calcul des opérateurs de base de la morphologie ma-
thématique pour la détection des éléments ﬁns, nous avons introduit un nouvel algorithme permettant
de construire des ouvertures linéaires en temps constant par pixel. Cet algorithme est extrêmement
ﬂexible puisqu'il permet de calculer des ouvertures 1-D mais aussi des granulométries 1-D, des arbres
de composantes connexes 1-D ou des ouvertures par reconstruction 1-D pour des données d'entrée
ayant une précision quelconque (entier ou ﬂottant), tout en étant plus rapide que d'autres algorithmes
de l'état de l'art (seul celui de Van Droogenbroeck reste le plus rapide pour des ouvertures 1-D sur des
images 8-bits).
Cet algorithme 1-D est la base d'un opérateur très prometteur, les ouvertures parcimonieuses par
chemins. En comparaison avec les ouvertures par chemins classiques, les PPOs analysent uniquement
le sous ensemble de chemins qui porte le plus d'information possible. Diﬀérentes stratégies d'extraction
de ce sous ensemble sont proposées et fournissent une détection ﬁne des structures ﬁliformes de l'image.
On a montré que la précision de ces opérateurs est très bonne et que les temps de calcul sont réduits
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de plusieurs ordres de grandeur, surtout lorsque l'on analyse des chemins incomplets. Ces opérateurs
sont parcimonieux de deux points de vue : du point de vue des chemins, car seul un sous-ensemble est
pris en compte et du point de vue des pixels, car certains ne sont jamais visités.
Pour la détection de structures plus tortueuses dans l'image, on peut utiliser les éléments structu-
rants par croissance de régions REGSEs. Ils font partie de la morphologie mathématique adaptative
et ajustent leur forme pour suivre les structures ﬁliformes de l'image à préserver. Des nouveaux opéra-
teurs qui analysent la forme des éléments structurants adaptatifs sont déﬁnis pour extraire des éléments
structurants, une information diﬀérente que le minimum ou le supremum. On peut ainsi extraire les
structures ﬁliformes de l'image en calculant l'inertie de chaque REGSE.
Une nouvelle famille d'opérateurs connexes est proposée dans ce document. Les amincissements
par attributs géodésiques permettent d'analyser toutes les composantes connexes de l'image et de les
ﬁltrer avec diﬀérents critères. On a introduit un nouvel attribut géodésique : le diamètre barycen-
trique, qui donne une mesure de longueur de l'objet. En utilisant cet attribut, les temps de calcul sont
considérablement réduits pour devenir plus rapides que ceux des ouvertures par chemins classiques.
Pour compléter cette mesure de la longueur d'un objet, on propose aussi des attributs géométriques
basés sur l'axe médian de l'image pour mesurer plus précisément la longueur des structures ﬁliformes
interconnectées.
Contribution en analyse statistique
Dans de nombreuses applications, l'analyse statistique devient une discipline indispensable pour
compléter l'analyse d'images classique. Dans ce document de thèse, nous avons utilisé de nombreuses
méthodes d'analyse statistique : analyse en composantes principales, apprentissage non supervisé,
test de normalité, test de signiﬁcativité et des méthodes d'apprentissage supervisées. C'est dans cette
dernière catégorie que l'on retrouve la contribution en analyse statistique. La méthode AdaCOS réalise
des régressions linéaires ou logistiques pénalisées et parcimonieuses aﬁn de prendre en compte une
fonction de coût que l'on cherche à minimiser. Pour nos applications, on cherche à contraindre les
temps de calcul et cette méthode permet de faire un compromis entre la qualité du modèle généré et
les temps de calcul.
Contributions aux projets industriels
Les contributions méthodologiques de ce document de thèse sont intimement liées aux applications
industrielles. Le projet TOCATA reprend toutes les nouveautés méthodologiques apportées dans ce
document. Les éléments ﬁliformes a détecter sont des défauts de surface de type ﬁssure et on propose
une stratégie générique permettant d'extraire diﬀérents types de défauts sur diﬀérents types de pièces.
De plus, un logiciel complet avec une interface graphique spéciﬁque, reprend toutes les étapes du
processus pour qu'un utilisateur, sans connaissance approfondie en traitement d'images ou en analyse
statistique, puisse utiliser ce logiciel.
Les contributions pour le projet L'Oréal sont au nombre de deux. Premièrement, les descripteurs
morphologiques ont été introduits pour caractériser les réseaux ﬁbreux du derme de la peau (analyse
de la forme des ﬁbres, de la distribution de taille, de l'orientation et de l'organisation spatiale). Enﬁn,
des méthodes statistiques sont utilisées pour faciliter l'analyse des données obtenues. Un test de signi-
ﬁcativité sélectif est proposé pour classer et pour visualiser les paramètres qui évoluent le plus avec le
temps.
Pour le projet Colas, des opérateurs de traitement d'images ont été utilisés pour réaliser un contrôle
non destructif des routes. Ainsi, les défauts de type arrachement sont détectés en analysant la texture
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des images. Un logiciel complet a été fourni, permettant de réaliser toutes les étapes de la stratégie
mise en place : sélection des images et des régions d'intérêt, choix des descripteurs, apprentissage non
supervisé sur des patchs de taille 100 par 100 pixels, analyse en composantes principales et correction
de la segmentation et enﬁn, analyse supervisée et quantiﬁcation des défauts des routes.
Contributions pour le CMM
Tous les algorithmes développés au cours de cette thèse ont été intégrés à la librairie de traitement
d'images du CMM, la librairie Morph-M. Voici quelques exemples de méthodes intégrées :
 ThinStructures avec les ouvertures par chemins, les ouvertures parcimonieuses par chemins, les
amincissements géodésiques et topologiques, les ouvertures 1-D, les λ zones plates, les REGSEs. . .
 FreeFFT, une implémentation de transformée de Fourier rapide libre de droit.
 NoiseReduction avec des implémentations rapides du ﬁltre gaussien, du ﬁltre bilatéral, du ﬁltre
meanshift, des ﬁltres de rang...
 OptimalEdgeDetection avec les ﬁltres de détection optimale des contours : algorithmes de
Canny et de Deriche.
 Filtres de Gabor, Haralick, les ouvertures aréolaires rapides, les opérateurs de re-
construction rapides, des squelettes...
Perspectives
Cette thèse apporte de nouveaux outils méthodologiques pour la détection des objets ﬁns de l'image
et de nombreuses perspectives sont envisageables pour chacune des méthodes développées.
De plus, l'association réussie entre le traitement d'images et les outils statistiques est très promet-
teur. Ces deux disciplines complémentaires apportent des solutions robustes et génériques d'un point
de vue applicatif.
Perspectives méthodologiques
Les ouvertures parcimonieuses par chemins explorent uniquement un sous ensemble de chemins
de l'image, elles sont par conséquent très rapides et présentent de nombreux avantages par rapport
aux ouvertures par chemins classiques. Plusieurs extensions de ces opérateurs sont possibles, tant au
niveau de la rapidité qu'au niveau de la fonctionnalité. Pour construire des ﬁltres alternés séquentiels
parcimonieux sur des chemins (chapitre 3, équations 3.14 et 3.15) d'une manière eﬃcace, il semble
possible de construire un algorithme semblable à celui du chapitre 2. Calculer des ﬁltres alternés
séquentiels en une unique passe sur le signal permettrait d'accélérer cet opérateur. De la même manière,
trouver un algorithme permettant de calculer des ouvertures de rang maximal sur un signal 1-D en
temps constant permettra d'obtenir des ouvertures parcimonieuses par chemins robustes aux bruits.
Enﬁn, des pistes très prometteuses consistent à créer d'autres ﬁltres parcimonieux, comme un ﬁltre DoG
parcimonieux ou un ﬁltre de Gabor parcimonieux. Il reste aussi à déﬁnir une méthode pour calculer
le pattern spectrum de l'image sans avoir à calculer toutes les ouvertures parcimonieuses par chemins
de tailles successives. Enﬁn, l'extraction des chemins peut être étendue en utilisant une méthode ayant
un comportement intermédiaire entre les chemins localement maximaux et les chemins globalement
optimaux.
Les REGSEs sont des éléments structurants adaptatifs et leur forme fournit une information impor-
tante sur les structures sous jacentes. Il est néanmoins possible d'adapter les opérateurs qui analysent
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la forme des REGSEs à d'autres éléments structurants adaptatifs. Avec cette méthodologie, on ana-
lyse la forme des λ−zones plates pour extraire d'une manière très eﬃcace, les structures ﬁliformes de
l'image.
L'extraction des structures ﬁnes ayant une tortuosité quelconque est rendue possible grâce à l'uti-
lisation des ﬁltres connexes. Cependant, les structures longues et ﬁliformes sont très sensibles au bruit
et si elles sont déconnectées, alors leur longueur est sous estimée. Étendre la connectivité de ces ﬁltres
avec la connectivité de seconde génération [174] permet d'améliorer leur robustesse.
Perspectives applicatives
D'un point de vue applicatif, des études complémentaires peuvent être eﬀectuées pour ajouter de
nouvelles contributions aux diﬀérents projets réalisés au cours de cette thèse.
Pour le projet TOCATA, les descripteurs ont été principalement adaptés aux défauts de type ﬁssure.
Il faut donc ajouter des opérateurs plus adaptés à la recherche d'autres défauts de surface, comme les
piqûres ou les brûlures. Il est aussi nécessaire de travailler sur les prétraitements des images aﬁn de
les uniformiser. C'est un point très important qui n'a pas pu être abordé au cours de cette étude. En
eﬀet, le démonstrateur et le système optique ont été mis au point dans les derniers mois du projet
et, par conséquent, l'étape de validation doit être largement approfondie pour déﬁnir les performances
globales du système. Enﬁn, on pourra travailler sur l'analyse statistique pour proposer des frontières
de séparation qui ne sont plus linéaires.
Pour la quantiﬁcation des ﬁbres de collagène et des ﬁbres d'élastine du derme de la peau, des outils
d'analyse d'images ont été mis en place. Ils pourront donc être utilisés dans de nouvelles études pour
visualiser l'impact du soleil sur la peau.
Enﬁn, la collaboration avec Colas pour le contrôle non destructif des routes a abouti à l'élaboration
d'un logiciel complet d'analyse de textures. Ce logiciel peut être amélioré en ajoutant de nouveaux
descripteurs qui analysent la texture des images et en utilisant des modèles statistiques plus élaborés
(parcimonieux par groupe) pour accélérer les temps de calcul.
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Détection de structures fines par traitement d’images et apprentissage
statistique : application au contrôle non destructif
Résumé : Dans cette thèse, nous présentons de nouvelles méthodes de traitement d’images pour
extraire ou rehausser les éléments fins d’une image. Pour ces opérateurs, issus de la morphologie ma-
thématique, l’accent a été mis principalement sur la précision de détection et sur le temps de calcul,
qui doivent être optimisés pour pouvoir répondre aux contraintes de temps imposées par différentes
applications industrielles. La première partie de ce mémoire présente ces méthodes, organisées en
fonction de la tortuosité des objets à détecter. Nous commençons par proposer un algorithme rapide
pour le calcul des ouvertures 1-D afin d’extraire des structures rectilignes des images. Puis, nous étu-
dions une nouvelle classe d’opérateurs rapides avec les ouvertures parcimonieuses par chemins, per-
mettant d’analyser des structures ayant une tortuosité modérée. Enfin, nous proposons de nouveaux
éléments structurants adaptatifs et des filtres connexes construits avec des attributs géodésiques et
géométriques pour extraire des structures filiformes ayant une tortuosité quelconque.
Dans un second temps, nous avons développé une méthode d’analyse statistique en introdui-
sant une nouvelle pénalisation adaptative. L’objectif consiste à créer un modèle prédictif précis, qui
minimise en même temps une fonction de coût, indépendante des données. Lorsque cette fonction
de coût est liée au temps de calcul de chaque descripteur, il est alors possible de créer un modèle
parcimonieux précis et qui minimise les temps de calcul. Cette méthode est une généralisation des
régressions linéaires et logistiques Ridge, Forward stagewise, Lar, ou Lasso.
Les algorithmes développés dans cette thèse ont été utilisés pour trois applications industrielles,
très différentes les unes des autres, mais toutes faisant intervenir une approche multidisciplinaire : le
traitement d’images et l’analyse statistique. L’association de ces deux disciplines permet d’améliorer
la généricité des stratégies proposées puisque les opérateurs de traitement d’images alliés à un ap-
prentissage supervisé ou non supervisé, permettent d’adapter le traitement à chaque application.
Mots clés : Traitement d’images, morphologie mathématique, analyse statistique, caractérisation de
formes, contrôles non destructifs, ouvertures parcimonieuses par chemins, region growing structuring
elements, amincissements par attributs géodésiques et topologiques, adaptive coefficient shrinkage.
Thin structures detection by means of image processing and statistical
learning: application to non-destructive testing
Abstract: This PhD is dedicated to new image processing methods to extract or enhance thin
objects from an image. These methods stem from mathematical morphology, and they mainly focus
on the accuracy of the detection and on the computation time. This second constraint is imposed by
the fact that we are dealing with high-throughput applications. The first part of this thesis presents
these methods, organized according to the tortuosity of the objects to detect. We first propose a
fast algorithm for the computation of 1-D openings, used to extract thin and straight structures in the
images. Then, we study a new class of fast operators, parsimonious path openings, which can extract
thin structures with moderate tortuosities. Finally, we propose new adaptive structuring elements
and new thinnings with geodesic and geometric attributes to filter out the noise and to enhance thin
structures of any tortuosity.
Besides, we have developed a machine learning method by introducing a new adaptive penaliza-
tion. We aim at creating a predictive model that minimizes a cost function (independent of the data)
while preserving a good accuracy. When this cost function is linked to the computation time of each
feature, the resulting models will optimize the timings, while preserving a good accuracy. This method
is a generalization of linear and logistic regressions with Ridge, Forward stagewise, Lar or Lasso
penalization.
The algorithms developed in this thesis have been used for three industrial applications. While their
objectives are very different, the framework is the same (non-destructive testing) and they all involve
a multidisciplinary approach (images processing and statistical analysis). The combination of these
two fields yields a higher flexibility in comparison with classical methods. Generic strategies are used,
since image processing operators are associated to statistical learning (supervised or unsupervised)
to make a specific treatment for each application.
Keywords: Image processing, mathematical morphology, statistical analysis, pattern recognition,
non destructive testing, parsimonious path openings, region growing structuring elements, geodesic
and topologic attributes thinnings, adaptive coefficient shrinkage.
