We define a statistic a n (w), the size of the atmosphere of a self-avoiding walk, w, of length n, with the property that a n (w) → µ as n → ∞, where µ is the growth constant of lattice self-avoiding walks. Both µ and the entropic exponent γ may be estimated to high precision from a(w) using canonical Monte Carlo simulations of self-avoiding walks. Previous Monte Carlo measurements of µ and γ have used grand canonical Monte Carlo simulations. Our simulations indicate that µ = 2.638 16 ± 0.000 06 and γ = 1.345 ± 0.002. These results, based on a modest computer run, are comparable to the best estimates for µ and γ from (grand canonical) Monte Carlo simulations, and are at most two digits of the best series estimates of µ for self-avoiding walks available in the literature.
PACS number: 05.50.+q
The lattice self-avoiding walk is a hard combinatorial model of polymers with self-excluded volume [3, 4, 19] . The most important quantity in this model is c n , which is the number of distinct self-avoiding walks of length n steps, starting from the origin in (say) the square lattice. There is overwhelming analytic and numerical evidence that
where A is an amplitude, µ = e κ is the growth constant of self-avoiding walks while κ is called the connective constant [2] , and γ is the entropic exponent 3 . The exponential growth of c n with n was established decades ago in [2, 7, 8] but the power law correction to the exponential growth is a conjecture in low dimensions (see, for example, [19] and references therein). This asymptotic expression for c n has been proven for dimensions d 5 [11] , but remains a conjecture if d < 4. In d = 4 dimensions the conjecture is modified by a logarithmic correction (see [17] ). In this letter we focus on d = 2 dimensions, and we show that µ and γ can be estimated using a canonical Monte Carlo algorithm. The motivation for this is to verify the digits of µ determined by exact enumeration studies independently, using a completely different method, which will also provide statistical confidence intervals on our estimates.
It is known that the connective constant can be defined via the limit [10] 
and one would ideally like to strengthen this result to
but this remains an open question [8] and no one has proven the existence or non-existence of this limit in the square lattice (however, the limit exists in non-bipartite lattices such as the triangular lattice (see [19] ). It is known that
a result due to Kesten [15, 16] (and also see [18] ). Showing that c n+2 c n is not difficult, but the monotonicity of c n (i.e. c n+1 c n for all n) is far more challenging-this result has been proven by O'Brien [23] .
The numerical value of µ has been estimated for the square lattice using a variety of techniques, including series analysis and grand canonical Monte Carlo simulations. However, the best estimates for µ have been obtained from series analysis of lattice polygons (rather than self-avoiding walks), which are known to have the same connective constant [9] . Using series analysis, µ for polygons (together with their entropic exponent, α) has been determined [13, 14] to an amazing number of digits: µ = 2.638 158 529 27 ± 0.000 000 000 01 (lattice polygons) (5) α = 0.500 000 5 ± 0.000 001 0.
Determining µ from self-avoiding walk data is not nearly this successful. The best estimate for µ and the entropic exponent γ obtained from self-avoiding walk data are µ = 2.638 158 7 ± 0.000 000 7 (self-avoiding walks) (7) γ = 1.343 72 ± 0.000 10 (8) as determined, for example, in [6] . In two dimensions, Monte Carlo determination of the connective constant of self-avoiding walks does not even approach the precision obtained in the series enumeration above. In higher dimensions, where the finite lattice method [14] is less efficient, the precision of Monte Carlo estimates is more competitive [24] . Nevertheless, Monte Carlo simulations have the added benefit that statistical error bars can be obtained, and provide an independent means of confirming the digits found by series analysis. It is therefore of interest that the numerical determination of connective constants and critical exponents be pursued by Monte Carlo techniques, and that more efficient algorithms be developed for estimating these quantities. Traditionally, estimates for µ and γ have been made using grand canonical Monte Carlo algorithms which sample self-avoiding walks from a distribution over their lengths. The most well known among such algorithms is the Beretti-Sokal algorithm [1] . This algorithm has produced estimates of the connective constant as follows [21] : µ = 2.638 164 ± 0.000 014 (9) with error bars a combined 95% statistical confidence interval and an estimated systematic error due to uncertainties in the model. More recently, the PERM algorithm has been used to find precise estimates of µ and γ in three dimensions and higher [5, 24] . In this letter we show that estimates for µ and γ can also be obtained from canonical algorithms (such as the pivot algorithm for self-avoiding walks) which sample walks of fixed length from the uniform distribution [20] . The basic idea is to measure the number of ways that an edge may be added to a walk of length n to create a walk of length n + 1. We call this statistic the atmosphere of the walk. Below we show how this can give estimates of µ and γ and we analyse numerical data to determine µ and γ .
The atmosphere of an (oriented) self-avoiding walk is the collection of edges which may be appended onto its last vertex to extend the walk by one step while maintaining self-avoidance. We shall denote the size of the atmosphere of a walk w by a(w). It is not difficult to show that the mean atmosphere of walks of length n is given by
Examining equation (3) suggests that a(w) n can be interpreted as a local estimate of µ. If we assume that equation (3) is true, and that c n has an asymptotic form given by equation (1), then
Consequently, by obtaining precise estimates of the mean atmosphere at various fixed lengths, we are able to estimate both µ and γ . In figure 1 the mean size of the atmosphere is plotted against n and against 1/n; the near-linearity of the second plot strongly supports the scaling form in equation (11) and furthermore suggests that the o(1/n) corrections are not large. The exponent γ in equation (1) is thought to have exact value γ = 43/32 [22] and series analysis strongly supports the scaling form
The second term has odd-even parity, and if this form is used instead of equation (1) to find an asymptotic form for the mean size of the atmosphere, then a n = µ 1 + 11 32n
This suggests that there should be odd-even corrections to the mean size of the atmosphere of walks (which we did observe); we compensate for this by only considering walks of even length in our analysis. Since 59/32 ≈ 2, it is very difficult to numerically distinguish between the n −59/32 and n −2 terms. In other words, it would be acceptable to assume that a n ≈ µ(1 +(γ − 1)/n +const/n 2 ) in the statistical analyses of numerical data, to determine µ and γ . Self-avoiding walks of fixed length n can be efficiently and uniformly sampled along a Markov Chain by the pivot algorithm [20] . This algorithm is a linear time algorithm, with autocorrelations which grows as a small power of n. Doubling n essentially requires only slightly more than doubling in CPU time to maintain datasets of the same size. In order to reduce the effects of corrections to scaling identified above, one should attempt to sample longer walks; but this should also be balanced against the increase in statistical error bars with increasing n. In order to measure γ from the atmosphere data we need to measure the 1/n corrections, and consequently we require that the error bars in our data are considerably smaller than this. In light of this we decided that it would be a more efficient use of computer time to obtain a large number of high-quality estimates at low and intermediate values of n, rather than a small number of low-quality estimates at large n.
We sampled walks of length 2m for 2 m 50 and length 4m for 26 m 50. At each value of m, we sampled 8 × 10 7 walks and computed autocorrelation times along the resulting time series. This allowed us to compute statistical confidence intervals in the estimated means of the atmosphere. We note that since each walk may be rooted at either end point, an atmosphere may be measured at both ends of the walk, and that the average of these two statistics was taken to further reduce error bars. The estimates at each walk of length between 4 and 50 were also checked against exact values using Guttmann and Conway's 51 term series for c n [6] . The simulations took approximately 10 days of CPU time on a desktop Intel Pentium III. We obtained estimates of µ and γ by making weighted least-squares linear fits of the atmosphere data against four different scaling forms model 1:
model 2: a
model 3: log a n = log µ
model 4: log a n = log µ + (γ − 1) log
Attempts to fit the data to scaling forms without the 1/n 2 correction gave poor quality results, as measured by tracking the statistical acceptability of the weighted least-squares error. The quality of the fits can be improved by discarding data points at low values of n where corrections to scaling are stronger. Hence we performed the regressions on a subset of the data points {n|n n min } for n min = 6, 8, 10, 16, 20, 26, 50. The quality-of-fit statistic is the χ 2 statistic for the given number of degrees of freedom. We chose the best fits for each model on the basis of this statistic and whether subsequent fits lie within their 95% confidence intervals. We then used the difference between the best fit and the previous fit (in n min ) to estimate a 
These results are all consistent, and the error bars are the sums of the statistical and systematic errors. Rounding up the error and taking the average of these four estimates give our best estimate µ = 2.638 16 ± 0.000 06.
Taking the logarithm of µ shows that κ = 0.970 082 ± 0.000 023 (20) is our best estimate for the connective constant of self-avoiding walks in the square lattice.
In table 1 we also listed best estimates for 32(γ − 1)/11. The exact value of this is expected to be 1, and the estimates are close to that value. Of the best estimates, the value of n min is the highest for model 3 at n min = 16, and this fit is by our criteria the least reliable. The remaining three regressions all have n min 10, and we cannot really distinguish them from one another. Thus, the best estimates are 
Taking the average of these estimates and rounding up the errors then give our best estimate
a result that includes the exact value 43/32 within its error bars:
The best series results for µ and γ are in equation (8) [6] . The error bar in the estimate of γ above is roughly a factor of 20 larger as compared to the series result; that is a factor of 400 in computer time. Our result was obtained in about a week's CPU time on a desk-top computer; and this indicates that a comparable estimate to the series result can be obtained if the Monte Carlo determination is performed, say, on a large cluster of computers. The error bar in µ is a factor of ±100 in favour of the best series results, and much more when compared to the best series results obtained by enumerating lattice polygons, as in equation (6). We confirm the digits 2.6381 as the first five digits for µ independently, but more sophisticated simulations on more powerful processors will be needed to confirm the digits in µ following these, and obtained by series analysis. Moreover, our estimate is only a factor of 3 larger than that of Nidras in equation (9) and we can easily outperform that result on a more powerful computer and with somewhat longer simulations. In this letter we have estimated µ from canonical Monte Carlo simulations to four decimal places. Our confidence intervals on µ are somewhat conservative; to see this, take the average of the four estimates from the even numbered models in equation (18) , which gives µ ≈ 2.638 157.
This gives agreement with series results to five decimal places, with some uncertainty in the sixth decimal place. This deviation is 60 times smaller than the error bar stated on µ in the abstract. The best estimate of γ can similarly be compared to its exact value. Taking averages of the estimates in equation (21) gives
while the exact value has digits 1.343 75. In other words, it deviates from the expected exact value by 2 × 10 −3 . This is comparable to the error bar stated in the abstract. The atmosphere statistic for walks can be generalized to other models, such as lattice trees [12] and related models. In that case its definition is more complicated, but simulations suggest that it will be effective in computing growth constants in any number of dimensions. Further generalizations would include the calculation of extended atmospheres, where instead of just a single edge, two or even more edges are appended to the walk, producing an enumeration process on the MC process that counts walks extended by adding more than one edge. Such statistics should improve the estimates in this letter, and further investigations along these lines are in progress.
