Abstract. In this paper, we consider dynamic optimization of thermal and isothermal oil recovery processes which involve multicomponent three-phase flow in porous media. We present thermodynamically rigorous models of these processes based on 1) conservation of mass and energy, and 2) phase equilibrium. The conservation equations are partial differential equations. The phase equilibrium problems that are relevant to thermal and isothermal models are called the UV and the VT flash, and they are based on the second law of thermodynamics. We formulate these phase equilibrium problems as optimization problems and the phase equilibrium conditions as the corresponding first order optimality conditions. We demonstrate that the thermal and isothermal flow models are in a semi-explicit differential-algebraic form, and we solve the dynamic optimization problems with a previously developed gradient-based algorithm implemented in C/C++. We present numerical examples of optimized thermal and isothermal oil recovery strategies and discuss the computational performance of the dynamic optimization algorithm in these examples.
1. Introduction. Dynamic optimization is concerned with the computation of an optimal open-loop control strategy for a dynamical process. The objective of the optimization is either to 1) minimize the distance to predefined setpoints or 2) optimize the economics of the process. Dynamic optimization of multiphase flow processes in porous media is relevant to numerous engineering applications, e.g. production of oil from subsurface reservoirs [17, 29, 41, 49, 50, 59 ], geothermal energy systems [54] , groundwater contamination and remediation [23] , trickle bed reactors [20] , fuel cells [4, 27] , food processing [26] , and several others [40] .
In this work, we consider dynamic optimization of thermal (varying temperature) and isothermal (constant temperature) oil recovery processes which involve multicomponent multiphase flow in porous rock. Oil recovery processes are described as primary, secondary, or tertiary [10, 11] . In primary recovery processes, the oil is recovered by means of the initial pressure in the reservoir. In secondary recovery processes, water is injected into the reservoir in order to maintain a high pressure. Tertiary recovery involves chemical, biological, or thermal injection with the purpose of mobilizing and recovering the oil that remains after the primary and secondary recovery processes. We are concerned with dynamic optimization of the secondary recovery process (also called waterflooding). However, dynamic optimization is equally applicable to the tertiary recovery processes (also called enhanced oil recovery processes). The objective of the dynamic optimization is to compute a field-wide production strategy that optimizes a long-term financial measure of the oil production, e.g. the total recovery or the net present value over the life-time of the oil reservoir.
Models of thermal and isothermal reservoir flow are based on two main principles: 1) conservation of mass and energy and 2) phase equilibrium. The conservation of energy is related to the first law of thermodynamics, while the equilibrium between phases is related to the second law of thermodynamics. The conservation equations are partial differential equations, and we formulate the phase equilibrium problems as inner optimization problems [35] . Consequently, the dynamic optimization problem that we consider belongs to the class of bilevel optimization problems [13] as well as the closely related class of mathematical programs with equilibrium constraints [34, 38] . We use the method of lines and discretize the conservation equations with a finite volume method in which the reservoir is represented by a discrete grid. The result of the discretization is a set of differential equations for each cell in the grid. Furthermore, we enforce the condition of phase equilibrium in each grid cell. The phase equilibrium conditions in the thermal model are different from the phase equilibrium conditions in the isothermal model. However, both sets of conditions are derived from the second law of thermodynamics which states that the entropy of a closed system in equilibrium is maximal [8, 28, 52] . The phase equilibrium optimization problem in the thermal model is the UV (or UVn) flash which is a direct statement of the second law of thermodynamics. The objective of the UV flash optimization problem is to maximize entropy subject to constraints on the internal energy, U , the volume, V , and the total composition, n, i.e. total amount of moles of each component. The internal energy and the total composition are determined by the conservation equations while the volume is the size of the grid cell. The solution to the UV flash is the equilibrium temperature, pressure, and phase compositions. Isothermal systems are not closed. Consequently, the condition of maximal entropy does not apply directly. Instead, the Helmholtz energy is minimal for isothermal systems in equilibrium [8] . The phase equilibrium optimization problem in the isothermal model is the VT (or VTn) flash which involves minimization of the Helmholtz energy subject to constraints on the volume, V , the temperature, T , and the total composition, n. The solution to the VT flash is the equilibrium pressure and phase compositions. In the reservoir simulation and optimization literature, it is common to formulate the phase equilibrium conditions as the isofugacity condition [10, 11, 17, 29, 59 ] which is derived from the PT (or PTn) flash [47, 48] . The PT flash is relevant to isothermal and isobaric (constant pressure) systems. For such systems, the Gibbs energy is minimal at equilibrium. Consequently, the PT flash involves minimization of the Gibbs energy subject to constraints on the temperature, T , pressure, P , and total composition, n. The solution to the PT flash is the equilibrium phase compositions. The UV and the VT flash are related to the PT flash [42, 50] , and the condition of isofugacity in thermal and isothermal compositional reservoir flow models is derived from the UV and the VT flash.
Dynamic optimization of reservoir flow models most often involves models of immiscible two-phase flow [7, 9, 12, 21] , partially miscible two-phase flow [51] , or polymer flooding [31, 58] . Garipov et al. [17] and Zaydullin et al. [59] consider the simulation of thermal and compositional reservoir flow models, and Kourounis et al. [29] present a gradient-based algorithm for dynamic optimization of isothermal and compositional reservoir flow models. However, none of the above models involve thermodynamically rigorous phase equilibrium conditions based on the UV or the VT flash. Polívka and Mikyška [41] consider simulation of an isothermal and compositional model that involves the VT flash. Dynamic optimization of UV flash processes was first addressed by Ritschel et al. [42, 43, 44] . Furthermore, dynamic optimization of thermal and isothermal compositional reservoir flow models based on the UV and the VT flash was first considered by Ritschel and Jørgensen [49, 50] .
There exists a number of algorithms for dynamic optimization of nonlinear sys-tems [5] . Single-shooting algorithms involve the solution of numerical optimization problems in which the number of decision variables is independent of the number of state variables in the model. Therefore, single-shooting algorithms are often used for dynamic optimization of reservoir flow models [7, 9, 16] which typically involve a large number of state variables, i.e. on the order of 10 4 -10 7 state variables. Alternative algorithms include multiple-shooting and simultaneous collocation which both require the solution of numerical optimization problems in which the number of decision variables does depend on the number of state variables. For reservoir models, the solution of such optimization problems can be intractable due to both high computation time and excessive memory requirements. However, both multiple-shooting [12] and simultaneous collocation [21] have been used for dynamic optimization of reservoir flow models. Efficient algorithms for the solution of numerical optimization problems require the gradients of the objective function. For single-and multiple-shooting algorithms, such gradients can be computed efficiently with either an adjoint method [9, 24, 55] or a forward method [30] . Alternatives to gradient-based optimization algorithms include stochastic approximation methods [60] and metaheuristic methods [37] .
In this work, we present thermodynamically rigorous models of thermal and isothermal waterflooding processes. We use the method of lines and discretize the conservation equations with a finite volume method. We demonstrate that the resulting equations are in a semi-explicit index-1 differential-algebraic form. Ritschel et al. [42] describe a gradient-based dynamic optimization algorithm for such systems. The algorithm uses a single-shooting method together with an adjoint method for the computation of gradients. We implement the algorithm in C/C++ based on the open-source software DUNE [2, 3, 6] , the open-source software ThermoLib [45, 46] , and the commercial software KNITRO (IPOPT [57] is an open-source alternative to KNITRO). We use the thermodynamic software ThermoLib to evaluate thermodynamic properties based on the Peng-Robinson equation of state. The ThermoLib routines also evaluate the first and second order derivatives of the thermodynamic functions which are necessary in the gradient-based dynamic optimization algorithm. Finally, we present numerical examples of optimized thermal and isothermal waterflooding strategies, and we discuss the computational performance of the C/C++ implementation.
The remainder of this paper is organized as follows. We present the thermal and compositional model in Section 2, and we present the isothermal and compositional model in Section 3. We formulate the dynamic optimization problem and discuss the C/C++ implementation in Section 4. In Section 5, we present the numerical examples, and we present conclusions in Section 6.
2. Thermal and compositional reservoir flow model. In this section, we describe the thermal and compositional model. The waterflooding process is illustrated in Fig. 1 for a rectangular (and discretized) reservoir. The model consists of a set of mass conservation equations, one energy balance equation, and a set of phase equilibrium conditions. The flow of mass in the reservoir is due to advection while the flow of energy is due to both advection and conduction. The phase equilibrium problem is the UV flash, and we assume that the fluid and the rock reach thermal, mechanical, and chemical equilibrium instantaneously, i.e. that they are in equilibrium at all times. We use a finite volume method to discretize the conservation equations, and we enforce the phase equilibrium in each cell of the discretized reservoir. Finally, we demonstrate that the thermal and compositional model is in
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2.1. Phase equilibrium. Each grid cell in the discretized reservoir contains a water phase (w), an oil phase (o), a gas phase (g), and a (solid) rock phase (r) as illustrated in Fig. 2 . The water phase is immiscible with the oil and the gas phase. The water phase contains only water while the oil and the gas phase contain N C chemical components. The fluid phases and the rock are in thermal and mechanical equilibrium, i.e. T α = T and P α = P for α ∈ {w, o, g, r}. Furthermore, the oil and the gas phase are in chemical equilibrium. The UV flash optimization problem describing the isoenergetic-isochoric chemical equilibrium is
, and V α = V α (T, P, n α ) are the entropy, internal energy, and volume of phase α ∈ {w, o, g, r}, respectively. U and V are the specified internal energy and volume. n w and n k are the specified total amount of moles of water and of component k. n w , n k , and U are determined by the mass and energy conservation equations, and V is the size of the grid cell in the discretized reservoir. The solution to (2.1) is the equilibrium temperature, T , pressure, P , and phase compositions, n α for α ∈ {w, o, g}.
Conservation of mass.
Each mass conservation equation contains 1) a flux term related to the flow in the reservoir and 2) a source term related to the injection of water and the production of the reservoir fluid:
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Mole fractions: C w and C k are the molar concentrations of water and component k. N w is the molar flux of the water phase, and the molar flux of the k'th component is
α is the molar flux of phase α ∈ {o, g}. x k and y k are the oil and gas mole fractions of component k, i.e the moles of component k in the oil and the gas phase divided by the total amount of moles in the respective phase. The source terms describe the molar well flow rates:
In Section 2.4, we provide expressions for the molar injection rate of the water phase, Q w,inj , and the molar production rate of phase α ∈ {w, o, g}, Q α,prod .
Conservation of energy.
First, we describe the conservation of energy of the fluid (f ) and the rock (r) separately, i.e. without assuming thermal equilibrium between the fluid and the rock. Consequently, we distinguish between the temperature of the fluid phases, T f , and the temperature of the rock, T r . Next, we incorporate the assumption of thermal equilibrium and present the energy conservation equation for the combined rock-fluid system. The energy conservation equations for the fluid and the rock are
f and u r are the internal energies per unit volume of the fluid and the rock. The heat flux of the fluid is due to the advective flow of the three fluid phases:
is the molar enthalpy of phase α ∈ {w, o, g}. The heat flux of the rock is due to conduction, and we describe it using Fourier's law of thermal conduction [22, Chap. 1] :
T is the thermal conductivity of the rock. The source term in the fluid energy balance (2.5a) describes 1) the transfer of energy through the wells and 2) the transfer of energy through the rock-fluid interface:
w,inj is the molar enthalpy of the injected water. We describe the thermal conduction through the rock-fluid interface using Newton's law of cooling [22, Chap. 1]:
T is the thermal conductivity of the rock-fluid interface. The source term in the energy balance for the rock contains terms describing 1) the transfer of energy through the rock-fluid interface and 2) the transfer of energy to the surroundings (s) of the reservoir:
We describe the thermal conduction through the interface between the rock and the surroundings of the reservoir using Newton's law of cooling:
s is the temperature of the surroundings, and k rs T is the thermal conductivity of the interface between the rock and surroundings. Now, we assume that energy is transferred instantaneously between the fluid and the rock, i.e. that the thermal conductivity of the rock-fluid interface, k rf T , is infinite. Consequently, the temperature of the fluid and the rock are equal, i.e. T f = T r = T . In order to obtain a conservation equation for the internal energy of the combined rock-fluid system, u = u f + u r , we add (2.5a) and (2.5b):
The heat flux, N u , and the source term, Q u , are
2.4. Well equations. The injection and the production wells are perforated in certain places in the reservoir, i.e. the injection and production source terms will only be nonzero in a few locations. The model of the well flow depends on the discretization of the reservoir. For a given grid cell, the molar injection and production phase flow rates are
V is the volume of the perforated grid cell, and WI is the well index which is a scalar quantity that describes the ability of the perforation to transmit fluid.
, and µ α = µ α (T, P, n α ) are the molar density, the relative permeability, and the viscosity of phase α ∈ {w, o, g}. P bhp is the bottomhole pressure (BHP) in the well.
2.5. Darcy's law. The molar phase flux is the product of the molar density and the volumetric phase flux:
We describe the volumetric phase flux with Darcy's law:
K is a permeability tensor, g is the gravity acceleration, and z is the depth.
2.6. Relative permeability. We use Stone's model II to describe the relative permeabilities [14] . The relative permeabilities depend on the phase saturations,
Consequently, the relative permeability of phase α ∈ {w, o, g} depends on the temperature, pressure, and the compositions of all phases:
In Appendix A, we present the expressions for the relative permeabilities in detail.
2.7. Viscosity. We describe the viscosities of the oil and the gas phase with the model by Lohrenz et al. [33] , and we model the water viscosity by (1/µ w )(∂µ w /∂P ) = c w µ where c w µ is the viscosibility of the water phase. Consequently, the viscosities are functions of temperature, pressure, and the phase compositions:
In Appendix B, we describe the viscosity of the oil and gas phases in detail.
2.8. Thermodynamics. The phase equilibrium optimization problem (2.1), the fluid heat flux (2.6), and the fluid heat source (2.8) involve thermodynamical functions.
We use the open-source thermodynamic software ThermoLib [45, 46] to evaluate the enthalpy, entropy, and volume of the fluid phases:
The thermodynamic model in ThermoLib is based on data and correlations from the DIPPR database [53] as well as cubic equations of state [18, 28, 52] . We use the PengRobinson equation of state [39] . The first order optimality conditions of the phase equilibrium problem (2.1) are algebraic equations. The gradient-based dynamic optimization algorithm described by Ritschel et al. [42] requires the Jacobian matrices of these algebraic equations. Consequently, the algorithm requires both the first and second order derivatives of the thermodynamic functions with respect to temperature, pressure, and mole numbers. The ThermoLib routines evaluate such derivatives based on the analytical expressions described by Ritschel et al. [45] . The thermodynamic properties of the rock, H r = H r (T, P ), S r = S r (T, P ), and V r = V r (T, P ) are also computed from an equation of state. We use a temperature-independent equation of state, (1/V r )(∂V r /∂P ) = c r , and we assume that the rock compressibility, c r , is constant. We compute other thermodynamic functions with the fundamental thermodynamic relations
2.9. Finite volume discretization. The mass conservation equations (2.2) and the energy conservation equation (2.12) are in the form
In this section, we describe the finite volume discretization of (2.20) and use it to discretize the mass and energy conservation equations. We consider a discretized reservoir that consists of a set of grid cells, {Ω i } i∈N , where N is a set of grid cell indices. We assume that each grid cell is a polyhedron and that each face of the polyhedron is shared by exactly two cells. We integrate (2.20) over each of the grid cells and interchange integration and differentiation on the left-hand side:
We apply Gauss' divergence theorem to the first integral on the right-hand side:
∂Ω i is the boundary of the i'th grid cell, and n is the outward normal vector. We split up the boundary integral over each of the faces of the cell:
is the set of cells that share a face with the i'th grid cell, and γ ij is the face that is shared by the i'th and the j'th grid cell. We use quadrature to approximate the integral of the source term in (2.21) and the integral over γ ij in (2.23):
The subscript i indicates that a quantity is related to the i'th grid cell while the subscript ij indicates that it is related to the face γ ij . V i is the volume of Ω i , and A ij is the area of γ ij . We now apply the finite volume discretization to the mass and energy conservation equations. The integrals of the internal energy per unit volume and the concentrations are evaluated exactly:
The right-hand side of (2.24b) involves the flux evaluated at the center of the face which we approximate with a two-point flux approximation [32] . The resulting approximation of the right-hand side of (2.24b) for the heat and mass fluxes are
The difference in temperature is ∆T ij = T j − T i . Γ ij is the geometric part of the transmissibilities:
c ij is the center of γ ij , c i is the center of Ω i , andΓ ij is the one-sided transmissibility. The expression for Γ T,ij is analogous to (2.27). However, the thermal conductivity of the rock replaces the permeability tensor:
The difference in potential and the fluid part of the transmissibilities are
The differences in pressure and depth are ∆P ij = P j − P i and ∆z ij = z j − z i . We approximate the density on the face center by ρ α ij ≈ (ρ α i + ρ α j )/2. In (2.29b), we have upwinded the fluid part of the transmissibilities to ensure numerical stability. Similarly, we upwind h α in (2.26a) as well as x k and y k in (2.26c). The differential equations that result from the finite volume discretization of the mass and energy conservation equations arė
The internal energy and the total amounts of moles on the left-hand side of (2.30) appear as specified quantities in the phase equilibrium problem described in Section 2.1. x i = U ; n w ; n i ∈ R 2+N C is the state vector, and y i = T ; P ; n w ; n o ; n
is a vector of algebraic variables. The phase equilibrium conditions are the first order optimality conditions (also called Karush-Kuhn-Tucker or KKT conditions) of (2.31).
The first order optimality conditions are a set of algebraic equations, G i (x i , y i , z i ) = 0, because (2.31) does not contain inequality constraints [36] . z i ∈ R 3+N C are Lagrange multipliers.
The left-hand sides of the differential equations (2.30) are the time derivatives of the state variables while the quantities on the right-hand sides depend exclusively on the algebraic variables in the i'th cell, y i , and in neighbouring cells, {y j } j∈N (i) , as well as the manipulated inputs, u i = P bhp i ∈ R, and the disturbance variables,
The temperature of the injected water, T inj , is used to evaluate the enthalpy of the injected water, h w,inj . The manipulated inputs and the disturbance variables are only nonempty for cells that are perforated by a well. The differential equations (2.30) are thus in the formẋ i (t) = F i (y i (t), {y j (t)} j∈N (i) , u i (t), d i (t)). Consequently, the collection of the differential equations and phase equilibrium conditions for all grid cells is in the semi-explicit differential-algebraic form,
Furthermore, the algebraic equations are of index 1, i.e. G i (x i , y i , z i ) = 0 can be solved for y i and z i when x i is specified.
3. Isothermal and compositional reservoir flow model. In this section, we adapt the thermal and compositional model presented in Section 2 to isothermal systems. In isothermal systems, all involved thermal conductivities are infinite such that energy is transferred instantaneously between 1) the fluid and the rock, and 2) the rock and the surroundings, until thermal equilibrium is reached. Furthermore, the heat capacity of the surroundings is infinite such that their temperature is constant despite the supply or removal of energy. The key difference between the thermal and the isothermal model is the phase equilibrium problem which, for isothermal systems, is the VT flash. Furthermore, the isothermal model does not involve an energy conservation equation. However, the mass conservation equations in the two models are identical. Therefore, we only discuss 1) the phase equilibrium problem and 2) the semi-explicit differential-algebraic form of the model.
Phase equilibrium.
The VT flash optimization problem describing the isochoric-isothermal chemical equilibrium is
is the Helmholtz energy of phase α ∈ {w, o, g, r}. The main differences between the VT flash (3.1) and the UV flash (2.1) are that in the VT flash 1) the Helmholtz energy is minimized, 2) there is no constraint on the internal energy, and 3) temperature is not an optimization variable.
3.2. The semi-explicit differential-algebraic form. The VT flash optimization problem is in the same form as the UV flash optimization problem, i.e. (2.31) . The state variables are x i = n w ; n i ∈ R 1+N C , and the algebraic variables are y i = P ; n w ; n o ; n g i ∈ R 2+2N C . The VT flash contains one less equality constraint than the UV flash. Consequently, there is also one less Lagrange multiplier, i.e. z i ∈ R 2+N C . The manipulated inputs remain unchanged. However, there are no disturbance variables in the isothermal model because the temperature of the injected water, T inj , is constant. Consequently, the isothermal and compositional model is also in the semi-explicit differential-algebraic form (2.32).
4. Dynamic optimization. We consider the dynamic optimization problem
subject to 4.1. The dynamic optimization algorithm. We solve the dynamic optimization problem (4.1) with the gradient-based algorithm described by Ritschel et al. [42] . The algorithm is based on the single-shooting method which exploits that the initial value problem (4.1b)-(4.1d), subject to the ZOH parametrizations (4.1e)-(4.1f), determines the dependent decision variables, [x(t); y(t); z(t)]
k=0 ,x 0 , and {d k } N −1 k=0 are specified. Consequently, the single-shooting method transcribes the infinite-dimensional dynamic optimization problem (4.1) to a finite-dimensional numerical optimization problem in which the objective function requires the solution of the initial value problem (also referred to as a simulation). Efficient algorithms for solving numerical optimization problems require the gradients of the objective function. The dynamic optimization algorithm computes these gradients with the adjoint method. Furthermore, it uses Euler's implicit method to discretize the differential equations (4.1d), and it solves the discretized differential equations and the algebraic equations in a simultaneous manner. The algorithm implements a simplified version of the time step selection scheme described by Völcker et al. [56] , and it solves the involved linear systems with a block ILU(1) preconditioned GMRES method.
4.2. Implementation. We implement the dynamic optimization algorithm in C/C++. The implementation uses the open-source software DUNE for 1) grid management [2, 3] and 2) solution of linear systems with the preconditioned GMRES method [6] . The involved thermodynamic functions (and their first and second order derivatives) are computed with C routines from ThermoLib. We use an SQLP algorithm [36, Chap. 18] , from the commercial optimization software KNITRO 10.2, to solve the involved numerical optimization problem. Furthermore, we use C/C++ compilers from GCC. In Section 5, we present performance tests which are carried out on a 64-bit workstation with 15.6 GB memory and four Intel Core i7 3.60 GHz cores. The workstation uses the Ubuntu 16.04 operating system. Furthermore, it has a shared level 3 cache of 8192 KB, and each core has a 256 KB level 2 cache and a 64 KB level 1 cache.
Numerical examples.
In this section, we present numerical examples of optimized thermal and isothermal waterflooding strategies computed with the dynamic optimization algorithm described in Section 4. Furthermore, we discuss the computational performance of the algorithm in terms of various key performance indicators (KPIs).
Optimized waterflooding strategies.
We consider a 110 × 110 × 10 m reservoir which is initially at 50
• C. The oil and the gas phases consist of methane, ethane, propane, n-heptane, and hydrogen sulfide. We discretize the reservoir with an 11 × 11 × 1 grid. The objective in the dynamic optimization of the thermal and isothermal waterflooding strategies is to maximize the total oil production over a three-year period. The decision variables are the BHPs of four injection wells and a single production well. There are 12 control intervals per year which results in a total of 36 control intervals, i.e. 36 decision variables per well. The locations of the wells are shown in Fig. 3 together with the heterogeneous (and isotropic) permeability field. For simplicity, we assume that there is no heat loss to the surroundings, that the rock is incompressible, and that the porosity field is homogeneous. The porosity is 0.25. The thermal heat capacity of the rock is 0.92 kJ/(kg · K), and the thermal conductivity is 2.5 W/(m·K) which resemble the properties of sandstone [15, Chap. 2] . The BHPs of the injectors are constrained to the interval [10 MPa, 12 MPa] , and the BHP of the producer is constrained to the interval [9 MPa, 10 MPa] . The injected water is at 90
• C in the thermal strategy and at 50
• C in the isothermal strategy. Fig. 4 shows the injector and producer BHPs of the optimized thermal and isothermal strategies together with the cumulative volumetric injection of water, production of oil, and production of gas. Both strategies operate the producer close to the minimum BHP. Furthermore, they operate injector 3 and 4 close to the maximum BHP because they are located in very impermeable areas. The most significant differences between the two strategies are the BHPs of injector 1 and 2 which they both vary significantly. Compared to the isothermal strategy, the thermal strategy 1) injects slightly less water, 2) produces slightly less oil, and 3) produces slightly more gas. Fig. 5 and 6 illustrate the thermal and isothermal waterflooding processes in terms of the pressure and the oil and gas saturations in the reservoir. 
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Thermal Isothermal Fig. 4 . Optimized BHPs of the injectors and the cumulative volumetric water injection, oil production, and gas production.
shows the temperature in the reservoir. The two figures suggest that it is challenging for the dynamic optimization algorithm to compute strategies that completely deplete the upper half of the reservoir during the three years of production.
In this example, we have considered an optimized thermal waterflooding strategy. However, thermal oil recovery strategies most often involve the injection of steam, e.g. steam-assisted gravity drainage (SAGD) is used to produce heavy oil in Canada and Venezuela [1] . In such cases, the temperature of the injected steam would be a manipulated input together with the well BHP, and the objective function should include the cost of heating the steam. Table 1 shows a number of key problem characteristics and KPIs for the dynamic optimization of the thermal and isothermal waterflooding strategies. The number of manipulated inputs, i.e. independent decision variables, is the same for both strategies. However, the thermal model contains more differential equations and algebraic equations. The optimization of the thermal strategy involves 15 iterations in the SQLP optimization algorithm, whereas the optimization of the isothermal strategy only requires 6. However, the computation time per iteration is slightly higher for the isothermal strategy because each iteration, on average, involves more simulations. The number of gradient evaluations per iteration is close to 1 for both strategies. The average number of time steps in the thermal and isothermal simulations are close to each other. However, the simulations of the thermal waterflooding strategies require, on average, close to one more Newton iteration. Consequently, the number of evaluations of the functions F and G in the semi-explicit differential-algebraic equations (4.1c)-(4.1d), and their Jacobians, is also approximately one higher. Furthermore, the GMRES algorithm requires close to 0.8 more iterations, on average, to solve the linear systems in the simulations of the thermal strategy. In conclusion, it is more computationally demanding to simulate, and therefore also optimize, the thermal waterflooding strategy than the isothermal strategy.
Key performance indicators.
6. Conclusions. In this work, we consider dynamic optimization of thermal and isothermal oil recovery processes. Therefore, we present thermodynamically rigorous models of thermal and isothermal multicomponent three-phase flow in subsurface oil reservoirs. The involved phase equilibrium problems, i.e. the UV and the VT flash, are based on the second law of thermodynamics. Furthermore, we formulate the UV and VT flash problems as optimization problems. We demonstrate that the thermal and the isothermal reservoir flow models are in a semi-explicit index-1 differential-algebraic form, and we use a gradient-based algorithm to solve the dynamic optimization problems. We implement the algorithm in C/C++ using the software libraries DUNE, ThermoLib, and KNITRO. Finally, we present numerical examples of optimized thermal and isothermal oil recovery strategies, and we discuss the computational performance of the dynamic optimization algorithm. Appendix B. Viscosity of oil and gas. In this appendix, we describe the model of the viscosity of reservoir fluids by Lohrenz et al. [33] . We use the expressions for the liquid phase viscosity to describe the viscosity of both the oil and the gas phase. The viscosity of phase α ∈ {o, g}, µ α = µ α (T, P, n α ), is a function of temperature, T , pressure, P , and phase composition (in moles), n α : 
