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Abstract
Predicting the transport of scalar species in aquatic canopies is important for understanding the
physical and biological processes occuring in many aquatic environments. However, the flow
and transport in canopies is quite complex and governed by a wide range of processes. This
study attempts to identify the important mechanisms contributing to longitudinal dispersion
in canopies. First current knowlege is synthesized into a coherent mathematical framework.
Then two new processes contributing to dispersion are introduced: wake trapping and spatial
heterogeneity in the velocity field. These concepts are given a mathematical treatment and
expressions for Fickian dispersion constants, D, and D, are derived.
The second part describes an experimental study of a model canopy, consisting of an array
of cylinders in a laboratory flume. Detailed velocity measurements were made to characterize
the flow and tracer studies were conducted with the goal of measuring longitudinal dispersion.
The results showed a number of interesting relationships, and the theory was able to reproduce
the data remarkably well, predicting all important trends. The results show that dispersion
within the model canopy was primarily governed by both D, and D,, but dispersion from
the random velocity field dominates dispersion for low cylinder density, while wake trapping
dominates for high density.
Thesis Supervisor: Heidi M. Nepf
Title: Associate Professor
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Chapter 1
Introduction
Aquatic environments with dense emergent vegetation include salt marshes, freshwater wet-
lands, and coastal mangrove forests. Vegetation in these diverse environments significantly
affects a number of biological and physical processes. For instance, it can have effects on
the dispersal of seeds and larvae, potentially influencing reproduction and genetic diversity [1].
Freshwater and saltwater wetlands, often characterized by emergent vegetation can greatly in-
fluence the exchange of sediments and nutrients between land and sea [29]. Further, constructed
wetlands often employ emergent vegetation to improve water quality by removing sediments,
nutrients, or industrial waste [18].
The transport of scalars such as mass and temperature within an emergent plant canopy
is governed by numerous processes due to the diverse conditions that characterize such en-
vironments. Canopy conditions range from very low Reynolds number marshes where typi-
cal velocities are of the order of cm/day, to tidally inundated salt marshes, which experience
temporally-oscillating velocities upwards of 10 cm/s. As a result of the wide range of condi-
tions, the dominant transport processes vary considerable and are quite specific to the nature
of the wetland environment.
The goal of this study was to obtain a description of the processes leading to transport within
emergent canopies. Specifically, the goal was to understand the processes that contribute to
longitudinal dispersion, and thus effect the spatial distribution of passive scalars through the
canopy. Beginning with the detailed transport equation, describing the spatial and temporal
10
evolution of scalar within the canopy, the important transport pathways will be addressed and
several important dispersive fluxes will be introduced. Many have already been identified and
are well-known. However, they are synthesized here with other fluxes in a coherent framework.
Two new dispersive fluxes are introduced: a flux due to the spatial randomness of the
velocity within the canopy and a flux due to the trapping of passive particles in stem wakes.
An experimental study is conducted to examine transport in more detail and to provide a
comparison with theory.
11
Part I
Flow and T ransport Within an
Emergent Canopy: Theoretical
Description
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Chapter 2
Physical Features and Flow in
Aquatic Canopies
The following analysis is aimed at determining transport within emergent aquatic canopies;
that is with vegetation extending through the entire water column, piercing the surface. Often,
such plants are semi-rigid and characterized by long stalk-like structures that can be modeled
as circular cylinders (see Nepf [29], Nepf et. al. [30]). Specifically, the marsh grasses Juncus
roemerianus (needle rush) and Spartina alterniflora (smooth cordgrass) lend themselves well
to this type of model (Leonard and Luther [24]). In this analysis, following previous work
[31], the canopy is treated as an array of circular cylinders in random formation. In order
to apply such a model to the canopy, a number of assumptions will be made, which limit the
applicability of the model to certain canopy conditions. The next section will outline these
assumptions and illustrate the conditions for which the model will be appropriate. In general,
there will be many cases of canopy flow for which these assumptions will not be too restrictive.
2.1 Physical Features of the Canopy
The model for emergent canopies is a random array of circular cylinders that extend vertically
through the water column. The use of a cylinder model to describe aquatic canopies has
precedent in the work of Nepf et. al. [30], Roig [37], and Lopez and Garcia [26] among
others. In advancing this model, it is assumed that all features and parameters describing
13
cylinder array will also serve to describe an aquatic canopy wherein the plants are nearly
rigid with cylindrical morphology, and which otherwise satisfies the restrictions imposed on
the model. Thus the parameters described in this section refer to aquatic canopies if the
term "cylinder" is replaced by the term "stem", referring to an aquatic plant stem. In fact,
throughout this thesis the terms "stem" and "cylinder" will be used interchangeably. It is
understood that if the word "stem" is used, it refers to either a cylinder in the model array or
a plant in a canopy that satisfies all criteria of the model array.
In the model, it is assumed that cylinders are distributed with a uniform density, a [l.
This parameter, with units of inverse length gives the total frontal cylinder area (area exposed
to the flow) along the axis of primary flow per unit array volume,
Frontal Area
a = (2.1)Volume
The density, along with the drag coefficient of each cylinder, determines the drag exerted
on the flow by the array and therefore is a significant parameter in determining flow conditions
within the array. The average density, a, is determined by choosing a horizontal area within
the array that contains many cylinders, counting the number of cylinders in the area, repeating
for many such areas, and then computing the average over all the sample areas (see for example
Nepf [29] for a method of measuring a in an aquatic canopy). The assumption of constant a
stipulated for the model requires that this average density hold throughout the model canopy.
In a real canopy, the density is dependent upon the physiology of the plants, and in most
cases, is not constant through the water depth. Many aquatic canopies tend to have less
biomass near the water surface than near the bed, due to the existence of a litter layer at the
bed, and thus a increases with depth from the surface [19]. However this is not universally
true, as many plants have leafy structures with large frontal area, a, near the surface, and thin
stalks near the bed, with lower a (see the model in Nepf et. al. [30]). The vertical variation
in density cannot be described by the present formulation of the model. However, it will be
shown that the requirement of constant a can be relaxed under certain conditions, to account
for vertical variations in density.
It should be noted that variations in plant density across the canopy can contribute signif-
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icantly to transport. When heterogeneities in plant density exist on scales much larger than
the plant spacings, i.e. the canopy scale, the velocity field within the canopy exhibits corre-
sponding large-scale heterogeneities. Such variations in the velocity field will lead to significant
large-scale transport.
In addition to the cylinder density, the cylinder, or stem diameter is also necessary to
establish the physical description of the model cylinder array. It is given that not all plants
within a real canopy will have stems of the same diameter. Rather, there will be a statistical
distribution of different stem diameters. This distribution will have some mean value, which
will be taken to be the representative stem. diameter, d. It is assumed for the model canopy,
that d is spatially-independent.
With the density, a and the stem diameter, d, the physical domain of the model canopy, is
for our purposes, completely described. A schematic illustration of the model canopy is shown
in Figure 2-1. The significant assumptions that have been made in adopting the model are
that a and d are spatially-independent. Several physical features of the model canopy can now
be described in terms of a and d. The volume fraction of cylinders is given by the product
ad, and it follows that the void space (porosity) is 1 - ad. Typical stem densities for aquatic
canopies are in the range ad = 0.01 to 0.1 ([14],[12],[19]), but may be significantly higher in
constructed wetlands.
The mean center to center spacing between cylinders is given by
S = V-.
This is the mean distance to the nearest cylinder (regardless of direction), or the "nearest
neighbor" distance. The number of cylinders per unit area is
n = a. (2.2)
d'
Using 2.2, one can define a control volume of width d and arbitrary length, 1, in the direction
parallel to the mean flow. The number of cylinders within the control volume is then given by
N = ndl.
15
yV
ater surface
'bed
. w ater depth
Figure 2-1: Illustration of the model canopy. The cylinder spacing is s and the stem diameter
is d. The canopy has width B, and there may or may not exist solid lateral boundaries. If
there are, there will be a mean lateral velocity profile, u(y) due to the constraint of zero velocity
at the boundaries.
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It then follows that the number of cylinders per unit length in the direction parallel to the flow
is
N
ni - - nd = a.
Thus the mean distance to the nearest downstream cylinder, or the mean distance to the nearest
cylinder in a direction parallel to the flow, is given by
1
s= -.
a
Provided the emergent canopy is characterized by semi-rigid vegetation with spatially uni-
form mean density, a, and mean stem diameter, d, an array of circular cylinders of diameter, d,
in random arrangement, with density, a, should provide a good model. The salt marsh grass,
Spartina Alterniflora, for instance, has such a cylindrical morphology and is subject to only
limited bending under normal tidal flow ([29]).
The model canopy will have, by construction, a width, B and a water depth, h (refer to
2-1). The canopy may or may not be bounded by solid surfaces on either side. For instance
in the experiments described later in this thesis, the model canopy was in a laboratory flume
with side walls. Alternatively, one may be interested in a particular canopy section of a large
marshland region, in which case, the canopy sides may not be bounded. If however, there are
solid boundaries, the flow structure within the canopy will be affected due to the constraint of
zero velocity at solid surfaces. This will be discussed in more detail in the next section.
2.2 Hydrodynamics
The hydrodynamics within emergent canopies span a wide range of conditions. Freshwater
wetlands may see typical velocities of the order of m/day, while tidally-inundated salt marshes
may experience temporally-oscillating velocities upwards of 10 cm/s ([24], [29]). If the Reynolds
number based on stem diameter is defined by
Ud
Re =- (2.3)
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where U is the mean velocity within the canopy and v is the kinematic viscosity of the fluid,
then these flow conditions correspond to a range of Re from 0(1) to O(103). This range spans
inertia-dominated Stokes flow through fully turbulent conditions.
2.2.1 Drag
The flow through emergent vegetation is significantly influenced by the drag exerted on the fluid
by the stems. Even for relatively small stem density, the drag force constitutes the dominant
resistance to flow. Thus it is important to characterize this drag force.
For open channel flow, without vegetation, flow resistance is often characterized by a bed
friction parameter, which treats the drag as though it were due only to the bed. Since in
emergent canopies the drag is exerted throughout the depth, it is problematic to treat vegetation
as bed roughness. More appropriate is to treat the vegetation as an array of objects exerting
drag on the flow. This has been done by Nepf [29] who presented a model for drag in an array
of cylinders. It is advantageous to apply this model since the drag exerted by circular cylinders
is a well-documented problem. The drag force (per cylinder area normal to the flow) exerted
on the flow by an isolated cylinder is given by
_P
0 D U2FD 2 (2.4)
where p is the fluid density, U is the fluid velocity upstream of the cylinder, and CD is the
drag coefficient, which is dependent upon Re. The Re-dependence of CD has been studied
extensively and is readily available in tabulated form (see Munson et. al. [28]).
However, the tabulated data applies only for single isolated cylinders in an infinite flow
domain. As addressed by [29], in arrays of cylinders the average drag per cylinder is less than
that of an isolated cylinder in the flow for sufficiently large Re. The decrease in drag for
high Re is due to an effect known as "sheltering" [4], which describes the phenomena by which
downstream stems exert less drag than those directly upstream. This is mainly due to the fact
that (from 2.4) drag is proportional to the square of the impact velocity, which is diminished
for downstream stems due to the wakes of those directly upstream. The sheltering effect was
accounted for in the work of Nepf [29], wherein CD, average drag coefficient over all stems
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in the array, is given as a decreasing function of density based on a model for multiple-wake
interactions. With the density- and Re-dependent drag coefficient determined, the drag force
(per unit volume) due to an array of cylinders is given by
PCD aU2
FD = 2 (2.5)
[29]. Note that the drag is thus parameterized as a constant body force on the fluid, i.e.,
the drag force based on U, a, and CD applies uniformly throughout the region of the canopy
wherein these parameters are constant.
2.2.2 Momentum Equations
With the description of the drag, the equations of motion describing the hydrodynamics within
the canopy can be written. Following Burke and Stolzenbach [4], the full Navier-Stokes equa-
tions for fluid flow can be simplified to obtain a set of equations describing flow in the canopy.
For a definition of the coordinate system and the velocity components, see Figure 2-1.
The Navier Stokes equations are first Reynolds-averaged, to remove turbulent fluctuations,
and then averaged horizontally over a scale much greater than the stem spacing, Li > s, to
remove spatial velocity fluctuations due to wakes and other inter-stem velocity fluctuations. In
addition, the vertical component of the velocity is assumed small compared with the horizontal
components since h << B, L. The flow is assumed to be nearly fully-developed, so that normal
viscous and Reynolds stresses are considered small compared with shear stresses (streamwise
velocity gradients are much smaller than transverse gradients). This results in the horizontal
momentum equations with Reynolds turbulent stresses and drag force
( 9U U 9U 1Cp 1 9 (au +1 9 ( u --. CDa
-+U--+V- + W-= - + -p u + p--pu' T [L -P&28 x 9 y Z p x ± Zp z p Y y 2
_V V (V (V 1 p 1 ( 8V 1 I 9 v CDa2
-+U-+V-+w-- -- + p-Tw + A- - ' - v2
-5t ax By 8Z p-y +~ - z A -p 5x ax 2v
(2.6)
In the momentum equation, the terms on the left are the acceleration terms, and the terms
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on the right are, from left to right: the pressure gradient, vertical viscous and turbulent
shear stresses, lateral viscous and turbulent shear stresses, and drag force. Since the canopy
will be unconfined, with a free surface, the pressure gradient will be given by the hydrostatic
distribution
p = pg(; - z) (2.7)
where g is the gravitational acceleration due to gravity, and 7 is the local water surface elevation
(above datum, e.g., mean sea level). The coordinate system can be aligned with the direction of
mean flow so that the x-direction can be taken to be the direction of the mean surface gradient,
d (see Figure 2-2 for a schematic illustration). Burke and Stolzenbach [4 conducted a thorough
scaling analysis to determine which of the terms in 2.6 could be neglected for typical marsh
canopy conditions. They determined that the acceleration terms can be neglected compared
with the pressure, drag, and shear stress terms, for the range of conditions expected in tidal
marsh canopies [4]. With these simplifications, one obtains
dra 18 ( u 1 a ( u -7-\ CDa 2
-g±77- - p-- -Puw + - Y- p -puv) -yn =0 (2.8)dx p z (Y z p P;y ) PY y 2
for the momentum equation in the direction of flow. The Reynolds stresses are unknown, and
must be related to mean flow properties, an issue known as the turbulence closure problem. One
of the most common methods of closure is the Boussinesq eddy viscosity analogy, which relates
the turbulent stresses to the mean velocity gradient by an effective viscosity. This analogy
treats the turbulent momentum flux as being the result of eddies that transport momentum
between high and low velocity regions in the vicinity of a velocity gradient. The analogy is
effective in describing the turbulent flux if the scale of the characteristic eddy is small compared
with the velocity gradient (see Figure 2-3 for an illustration). Within a turbulent canopy, the
characteristic eddy size is on the scale of the diameter, d, or the spacing, s, which will be small
compared with the scale over which a varies. This is true by construction, since the local value
of a is computed by an average over the scale of many spacings, and so it cannot vary on the
spacing scale.
With the eddy scale much smaller than velocity gradients due to a, the eddy viscosity
analogy is applicable. Thus, the turbulent stresses become exactly analogous to the viscous
20
dx
h
U
1
zo
-- ---------------- 
-- ------- z=O
z
1 x
Figure 2.2. Illustration of the surface slope, d , and mean velocity, u. The x-axis is
dx
aligned in the direction of mean surface slope. 7) is the height of the free surface above
datum, z, is the elevation of the bed above datum, and h= 77 - z, is the water depth.
21
zzzz
u (y)
x
u (z)
z
x
Figure 2-3: The Boussinesq eddy viscosity analogy. The turbulent flux can be described by
an eddy viscosity, vt, that describes the momentum transfer by turbulent eddies. Thus the
turbulent flux is proportional to the velocity gradient if the size of the characteristic energy-
transferring eddy is small compared with the gradient.
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stresses. Making this approximation, (2.8) becomes
d77 C u '\ CDa(v:)- +- =0 (2.9)d97 +z Tz ( y y 2
where v, (y, z) and vy (y, z) are the turbulent eddy diffusion constants in the vertical and lateral
directions respectively. They are spatially dependent variables, derived from the properties of
the turbulent flow. For high Re flow (0(102 - 103)), turbulent stresses are much greater than
viscous stresses,
so that the later can be neglected. Otherwise viscous stresses must be considered, and for
laminar flow conditions, will constitute the only source of shear stress.
2.2.3 Comparison of Drag and Vertical Shear Terms
In order to simplify 2.9 further, the relative importance of the shear terms and the drag term
can be compared. Before doing so, one can make a simple physical argument. It can be argued
that in the limit where the stem density approaches zero (unvegetated open channel flow), the
stem drag will vanish and the shear stress terms will provide the sole balance for the pressure
forcing. On the other hand, when the density is significant (large a), as is often the case for
emergent canopies [4], the shear will be negligible compared with the drag term if a is constant,
and possibly even in the presence of gradients in a; this will be determined next. .
If the density is spatially uniform, shear on scales much larger than the spacing, results
only through interactions with solid boundaries, by virtue of the no slip condition requiring
velocity to vanish at the boundaries. Thus, vegetation of any significant density provides drag
throughout the depth of the water, while shear stress is only felt near the solid boundaries.
As a result, stem drag often dominates the shear stress in all regions of the flow except near a
small boundary layer near the bed [4].
If, however, there exists spatial variation in the stem density, then the velocity will likewise
vary, due its a-dependence. This will create a sheared velocity profile, with corresponding
shear stress whose magnitude is dependent on the magnitude of the density gradient. One
can attempt to estimate the shear caused by such gradients, and determine if the stress is
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significant compared with the drag term. Considering first vertical gradients in density, the
ratio of vertical shear and drag is
1 z) Cal) (2.10)
2
where molecular viscosity and the turbulent eddy viscosity are grouped into one parameter, v2.
On a strictly order-of-magnitude basis, the shear term scales like
shear ~ h2
where vz is taken to be the average value of the eddy viscosity over depth and Au is the
approximate change in velocity over depth due to a-gradients. Substitution into 2.10 gives
shear vz Au 1
~ --- (2.11)drag hu u ah
Then, in order for the shear stress to be negligible, it is required that
v AU < 1. (2.12)hu u ah
This relation can be simplified by making the assumption, subject to confirmation, that drag
and pressure are approximately in balance. The expression 2.9 then becomes
CDaU2 = - (2.13)
2 dx
and one finds, after expressing u as a function of a,
Au au Aa I^Aa (.4-- - -- -(2.14)
U ^a u a
where the result is found by carrying out the differentiation of the function u(a) obtained from
2.13. The term 1/ah, which can be rewritten as si/h, or the ratio of the streamwise stem
spacing to water depth, is also 0(1) or less for most canopies with significant plant density (see
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Nepf et. al. [30] and Burke and Stolzenbach [4]). This leaves the inequality
l <Z Aa (2.15)
hu a
as the criterion for neglecting shear stresses. For emergent canopies, an order of rnagnitude
variation in density over depth is common ([4], [19]). But the factor z is very small even for
turbulent open channel flows, such as rivers (see for example [10]). As will be seen in the next
chapter, the turbulent viscosity is significantly reduced in emergent canopies since the scale of
turbulence is reduced by the vegetation, thus making ' even smaller. Within an emergent
canopy, it is typically true that v, , ud, and thus from 2.15, the criterion could be written
«< 1 (2.16)h a
This will hold if the water depth in the canopy is sufficient. For now, we will conclude that the
inequality, 2.15, will hold in many cases of interest, and we neglect the vertical shear stress term
in 2.9, with the caveat that in order to apply this approximation, either 2.15 or 2.16 must be
met. However, Burke and Stolzenbach [4] found that the vertical shear was negligible compared
with drag throughout an emergent marsh grass canopy except in the very thin bottom boundary
layer.
By inspecting the criterion 2.12, one can see that in the limit where a approaches zero, the
inequality cannot be met. This shows that for conditions of very sparse vegetation (a -+ 0),
shear will become significant. Also, when there exist adjacent vegetated and non-vegetated
regions, e.g. submerged vegetation for which the top of the canopy is below the water surface,
there will be intense shear stress at the interface between the regions. In this case, the shear
cannot be neglected. This also was found by Burke and Stolzenbach [4] for submerged canopies,
for which a strong shear layer developed at the top of the canopy.
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2.2.4 Comparison of Drag and Lateral Shear Terms
Similar arguments can be made to compare the lateral shear stress and the drag terms. From
2.9, the ratio of lateral shear stress to drag is
C Va "u(2.17)
2
Based on orders of magnitude, the lateral shear scales like
shear 
~ L2
where L is a lateral length scale over which the density changes and Au is the velocity difference
due to the variation in a. Comparing the shear to the drag then gives
shear vy Au 1
~"J -- (2.18)
drag Lu u aL
In order to neglect shear, it is required that
VY Au 1
- < 1.
Lu u aL
An upper bound for the turbulent eddy viscosity, vy, can be found by applying the Prandtl
mixing length hypothesis. This expresses vt as a product of a turbulent velocity scale and a
turbulent length scale. The length scale for turbulence within the canopy can be taken to be
s which is the largest eddy that can exist-larger eddies are broken apart by the stems. The
velocity scale can be taken to be the product of the velocity gradient and the eddy scale, so
that
Using this value for vy leads to the ratio of shear stress to drag given by
shear s2 (+)2 =!2 (A) 2
drag 'L2 u La - V ' 2.9
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The criterion for neglecting shear stress then becomes
For typical canopy densities, s and sl are of the same order of magnitude. By construction,
both A < 1, since a is determined by averaging over a length scale much larger than the
spacing, and variations in density can only occur over scales much larger than the averaging
scale. Thus ! is a very small number, and, provided, (A)2 is not extraordinarily large,
the shear stress will be negligible compared with drag. Assuming a balance between pressure
forcing and drag, 2.13, writing Au = '9 , and differentiating, one obtains (A)2 = 2
Thus, one should compare the magnitudes 8j2 and (A)2 to determine if transverse shear may
be neglected. Burke and Stolzenbach argued that lateral shear was negligible compared with
vertical shear for typical emergent marsh grass canopies, since u varies over a much longer
length scale in the lateral direction, thus velocity gradients are smaller [4]. As with vertical
shear, one can see from 2.19 that when the density approaches zero, lateral shear will become
significant compared with drag. In this case, as might be exemplified by adjacent vegetated
and non-vegetated regions, the shear stress cannot be neglected compared with drag.
By neglecting both vertical and lateral shear stresses, one obtains a simplified momentum
equation that is simply a balance between pressure forcing and stem drag:
d77 CDa
- -= 2. (2.20)dx 2
The momentum balance gives the average velocity, U, on spatial scales much greater than the
stem spacing and on time scales much greater than the time scale for turbulent fluctuations.
In 2.20, a, and thus also U, is a function of position, since the density has been allowed to
vary spatially. So now given the mean surface gradient, L, and the spatially-varying density,
a(y, z), the velocity profile, U(y, z) can be determined.
Note that allowing a to vary relaxes the initial assumption of spatially uniform density. It
has been justified by the preceding arguments that in most cases of interest, the mean velocity
may be found based on a balance of pressure forcing and drag even if a is spatially-varying.
Thus, for prediction of the mean velocity profile, a canopy with spatially varying density may be
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considered. However, as will be discussed in the next chapter, the turbulence characteristics in
the presence of a-gradients may not be so easily predicted, making dispersive processes difficult
to characterize.
2.2.5 Stem-Scale Hydrodynamics: Vortex Shedding, Turbulence
The previous section introduced the governing equations of fluid motion at the canopy scale,
specifically at scales much larger than the plant spacing and time scales much greater than
the time scale for turbulent fluctuations. In this section, important hydrodynamic processes
occurring on smaller scales, namely stem scale, will be discussed. These processes are essential
to the accurate prediction of scalar transport within the canopy.
As previously stated, typical canopy flow conditions may range from creeping flow (Re < 1)
to turbulent flow (Re > 0(100 - 1000)). In between these ranges, the model array of circular
cylinders exhibits important hydrodynamic features that are difficult to describe mathemati-
cally. However, these processes have been studied extensively, mainly for isolated cylinders,
and many qualitative features are understood.
Above Re = 1, the wake behind an individual isolated circular cylinder exhibits flow sep-
aration and a pair of recirculating eddies form. The wake consists of two stationary bubbles
behind the cylinder. The length of this recirculation zone grows approximately linearly with
increasing Re (Paranthoen et. al. [33]). Finally, at a critical Re of about 40, first found exper-
imentally by Kovasnay [22], the wake becomes unsteady, and begins to oscillate sinusoidally in
time at a fixed frequency. Above the critical Re, the frequency of oscillation, f, varies with Re
and is given in terms of the dimensionless Strouhal number
St(Re) fd (2.21)
where d is the cylinder diameter and U, the time mean velocity. The Strouhal number
increases with Re before attaining an approximately constant value of St ~ 0.2 near Re = 300
[22]. For random cylinder arrays, however, St may be slightly higher than for an isolated
cylinder, since closely spaced cylinders have been found experimentally to exhibit increased St
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[29].
At approximately Re = 50 the initial wake instability begins to develop alternating vortices
to either side of the cylinder, which form at the frequency of oscillation f and, starting at
Re ~ 85, are shed from behind the cylinder and carried downstream forming the famous
von Karman vortex street [23]. These vortices create significant mixing and entrainment
of surrounding fluid. They constitute the dominant contribution to turbulence within the
canopy, though scales may range up to the cylinder spacing, s, establishing the scale of eddies,
and controlling turbulent mixing [29]. It has been found that for arrays of circular cylinders,
vortex shedding is delayed and begins at higher Re than for an isolated cylinder, as high as
Re ~ 200 [42].
The primary mechanism for turbulence production within an emergent canopy is the pro-
duction due to stem drag. Energy is extracted from the system due to the drag exerted by the
stems on the fluid. For conditions of fully developed turbulence, Re ; 200 [23], the majority of
the extracted energy is converted to turbulent kinetic energy [29]. In addition, the dominant
length scale for turbulence is established by the stem geometry, showing a strong correlation
with the stem diameter [29], though scales as large as the cylinder spacing may exist. This
situation is in strong contrast to unvegetated conditions, for which shear stress caused by the
velocity proffle is the dominant contributor to turbulence, so that much larger turbulent length
scales are present.
In work by [29], it was found that in cylinder arrays, turbulence increases with density up
to a point, after which it begins to decline due to the large drag exerted by the dense array,
effectively decreasing the flow velocity if the forcing remains constant. In addition, it was found
that the turbulent eddy viscosity within the array was consistently less than in unvegetated
channels due to the decrease in turbulent length scale [29]. As will be discussed in the next
chapter, the turbulence characteristics within the canopy have a significant effect on scalar
transport.
2.2.6 Summary of the Model Canopy
In summary, an array of circular cylinders in random arrangement and having a constant
diameter will be used as a model for simple emergent canopies. The density, a, of stems in the
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array will, in the strictest form of the model, be assumed to be spatially uniform. For certain
analyses, this assumption will be relaxed to allow for variable density, in accordance with the
assumptions leading to 2.20.
In general a constant pressure forcing will be assumed to apply over the entire model cylinder
array, so that the left side of 2.20 is a constant. In addition, shear stress at the fluid free surface,
such as wind stress, will be neglected, as it is assumed that the emergent canopy effectively
shelters the surface from this shear. The validity of this assumption is confirmed by all results
of Burke and Stolzenbach.
Only moderate Reynolds number flows, Re = 0(10 - 103) will be considered, so that for all
model flow conditions, inertia will be important.
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Chapter 3
Scalar Transport Within the Canopy
In this chapter an equation describing the transport of scalar species in terms of canopy-scale
quantities will be presented. Beginning with the general mass conservation equation, which
requires the detailed instantaneous velocity field, we will arrive, by a series of averages and
parameterizations, at a transport equation requiring only the canopy-averaged velocity. That is,
the analysis begins with a microscopic description and derives a much more useful macroscopic
description. The averaging process follows a well-established technique, and it will simply be
adapted to aquatic canopies.
We will begin by averaging the transport equation over three different scales: a short time
scale, a short streamwise length scale, and the cross-sectional width of the canopy. These
averages will introduce flux terms that will then be parameterized in terms of dispersive fluxes
related to averaged quantities. Specifically we introduce a turbulent flux, a wake trapping flux,
a flux due to mechanical dispersion, a flux due to the random spatial velocity field, and a flux
due to mean shear dispersion. Of these dispersive fluxes, wake trapping and dispersion due
to the random velocity field are new topics for aquatic canopies. Section 1 will describe the
different averages and the flux terms to which they give rise. The second section will describe
the parameterization of each of the fluxes in terms of effective dispersion constants.
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3.1 Decomposition of the Transport Equation and Description
of Dispersive Fluxes
The equation that describes the evolution of local scalar concentration over time and space
is the familiar mass conservation, or advection-diffusion equation
80
-- + V (uC) = DV2 C (3.1)at
where C(r, t) is the scalar concentration and u(r, t) the instantaneous velocity vector with po-
sition r = xi+yj + zk; D is the molecular diffusion constant unique to the scalar species. This
equation completely describes transport within the canopy. However, it requires complete
knowledge of the time- and space-dependent velocity field in order to predict the scalar con-
centration field, an insurmountable task given the complexity of the flow. To draw conclusions
about canopy-scale processes, the local transport equation is subjected to a series of averages,
over time and space, to derive a more useful canopy-scale transport equation.
The instantaneous velocity and concentration fields can be written as the sum of their mean
values and fluctuations from those means. The fluctuating components, when substituted into
the transport equation, (3.1), produce scalar flux terms. Since averaging will be over a range
of scales, the fluxes also will encompass a range of scales. They will be recast in terms of the
canopy-scale velocity and scalar concentration field by assigning effective diffusion coefficients.
This analysis, which will be referred to as a decomposition of the velocity and concentration
field, has a long history. It is analogous to Reynolds-averaging of the Navier Stokes equations,
from which the Reynolds stresses emerge to represent the momentum fluxes due to turbulent
fluctuations [36]. A similar procedure was employed by Taylor [43] to derive his famous result
for the dispersion of tracer in a steady shear flow. Further, the method resembles Fischer's
analysis of estuary dispersion, for which a series of averages of the flow and concentration field
led to the identification of a number of separate contributing dispersion processes [11].
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3.1.1 Time-Averaging of the Velocity and Concentration Fields
To begin, the instantaneous concentration and velocity fields, u(r, t) and C(r, t), are subjected
to an average over a time scale, T, that is sufficiently long to to remove turbulent fluctuations
and oscillations associated with vortex shedding behind plant stems. The resulting time-mean
quantities are:
(y, z, t) = - 2 u(y, z, t)dt (3.2a)
T t_ Tf
7(x, y, z,t) = C(x, y, z, t)dt (3.2b)
The fluctuations from these time averages are defined as:
u' (t) = u (t) -u (3.3a)
C (t) = C ( - - (3.3b)
The averaging time scale, Tt, cannot be arbitrary. It must be chosen to be much longer than
the time scales for turbulence and unsteady wake oscillations:
T > rt
T~ d
T > TS = StUo
where rt is the integral time scale of the turbulent fluctuations. A choice of Tt satisfying
these constraints will ensure that short-term unsteadiness in the velocity proffile is removed.
However, care must be taken to preserve any long-term periodicity in the flow. For example,
if the flow oscillates on diurnal or semi-diurnal time scales, To, then T must be very small in
comparison to these time scales,
T<To.
The instantaneous velocity and concentration fields, written as a sum of the mean and
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fluctuating components, are now substituted into the transport equation, 3.1,
8 U (3.4a 4 + C V [ (9 + u') (C+ Ct)] DV2 (-C+ CtI) .(3.4)
If we then apply the time-average operator, f ' dt, to equation 3.4, we obtain
2
+ V (iiC) = DV2 C - v (utC). (3.5)
The time-average of any fluctuating quantity is zero by definition, but the time-average of the
cross product of any two fluctuating components is nonzero, so there appears an additional flux
term on the left hand side of 3.5 due to the cross product. This term is the dispersive scalar
flux that results from the cross-correlation between velocity and concentration fluctuations. Its
magnitude is almost always much greater than the molecular diffusion term.
As is well-established, beginning with Taylor's (1921) analysis, the cross-correlation term is
typically parameterized by an eddy-diffusion constant, describing the scalar mixing due to tur-
bulent eddies. Within the canopy, however, an additional flux term results from an unsteady
effect by which tracer may become engulfed by a von Karman vortex behind the cylinder and
trapped there for some length of time. The trapping gives rise to a net dispersion of tracer,
as it holds tracer particles back from the rest of the ensemble. However, it is a separate
and independent process from turbulent diffusion because turbulence acts to diffuse a particle
everywhere along its trajectory, though it may spend portions of its trajectory trapped. Tur-
bulence (for a high Re flow) is constantly acting to diffuse the scalar, independent of whether
portions of the scalar are trapped in a wake region. Thus the two fluxes, both due to temporal
fluctuations, are additive to give the total temporal flux:
with Jw denoting the flux due to wake effects and Jt the flux due to turbulent mixing. The
eddy flux, Jt is superimposed upon the wake trapping flux, i.e. it acts throughout the array
simultaneously with and independent of the trapping (for a further discussion of the indepen-
dence of the trapping and turbulent diffusion, see Section 2.2.2). The turbulent flux may be
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described by a turbulent diffusion constant, Dt, provided the scale over which the scalar is
distributed is much greater than the turbulent length scale of the flow, which is of the order d
or s within the array. Each of these fluxes will be discussed in more detail in the next section.
' To summarize the procedure: the transport equation has been averaged over a short time
scale to remove temporal fluctuations. In so doing, the equation has been simplified to one
requiring only the time-averaged velocity field. A flux term has been added that is due to cross
correlations in fluctuating quantities. The time-averaged equation now gives the evolution of
the time-averaged concentration. This means that the equation allows one to determine the
evolution of concentration only over time scales greater than that of averaging, T.
3.1.2 Streamwise-Averaging of the Velocity and Concentration Fields
The same type of procedure can be followed to cast the transport equation in terms of spatially
averaged quantities. Complex stem arrangements create significant spatial heterogeneities in
the velocity field. Velocities are significantly suppressed in stem wakes, while high velocity,
jet-like regions may occur between stems. Thus the time-averaged transport equation, (3.5)
is averaged over an along-current length scale, L1 , that is sufficiently long to remove these
fluctuations. One can define the streamwise-averaged quantities
(ii) (y,z,t) = 2 ii(y, z, t)dX (3.6a)LX 
_I
2
( X)(,y, z, t) = -j- J1  C(x, y, z, t)dx (3.6b)
Note that it is the time-averaged quantities and not the instantaneous quantities that are
subjected to the spatial average. Each decomposition and averaging procedure builds upon
the previous one, so that ultimately, the transport equation will be expressed only in "macro-
scale" quantities. An illustration of the scale of averaging, L1, is shown in Figure 3-1. Note
that the x-, y-, z-, and t- dependence of still remain; however, the dependencies are only
over longer scales- the time scale of long-term periodicity, and the scale of the mean canopy
velocity proffles (lateral and vertical). All stem scale spatial dependence is removed by the
spatial averaging.
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Also note that the averaging over the region encompassed by the length, L1, is not restricted
to fluid space, but is over the entire canopy domain, including solid cylinders. Thus, the average
velocity, (ii) is a proportion (1 - ad) of the average velocity within the fluid.
The respective deviations from the means may be written as
U' = ff- (Oi) (3.7a)
C1 = (3.7b)
U'tC' = ui't C;-Ki ) (3.7c)
where (3.7c) gives the spatial fluctuations in the temporal flux. Writing i! and C as the sum of
the mean and fluctuating components and substituting into 3.5, one obtains
( t + V[((ii) + u') (() + C')] = Dy 2 ((U) ±c') -v [t C$) + i'1. (3.8)
Averaging 3.8 by applying the operator f d yields
2
+ V ((ii) (U)) = DV2 () - V ((Jt) + (Jw) + (u/Cl')) (3.9)
where the streamwise-average of any quantity is denoted by angular brackets and the average
temporal flux (uC) is replaced by the spatial averages of the wake trapping and turbulent
fluxes. The term representing the spatial fluctuations of the temporal fluxes, (3.7c) is zero
under spatial averaging, since the stem density of the model canopy is spatially uniform. If it
is not uniform, then (Jt) + (Jw) in 3.9 above is spatially-varying.
Equation 3.9 expresses the evolution of the concentration in terms of the time-averaged,
streamwise-averaged velocity, (ii) (y, z), which now varies in a deterministic way with spatial
coordinate. The stem scale spatial variations have been removed and in their place, an addi-
tional flux term appear on the RHS of 3.9. This term is denoted by
Js= -V (u' Cl') (3.10)
and expresses the average scalar flux due to the spatially random velocity field. This term will
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Figure 3-1: Scale for averaging over the spatially-varying velocity. The velocity and concen-
tration fields are averaged over a longitudinal length scale, LI, that is long compared with the
scale of the spatial fluctuations, but short compared with the canopy dimensions. Note the
spatial heterogeneity of the velocity field, as local stem placement dictates velocity fluctuations.
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be parameterized in terms of an effective diffusion constant in the next section.
It should be apparent that the process of longitudinal averaging is exactly analogous to that
of time-averaging. As with the averaging time scale, the averaging length scale, L1 , cannot be
arbitrary. It must be long enough to remove spatial fluctuations, so it must be much greater
than the scale of the stem spacing, L, > s. However, Ll must be much less than the canopy
length scale to retain the capability of predicting the evolution of C, since equation 3.9 cannot
predict the details of the concentration field on scales smaller than L1 . Thus details on the
scale of the cylinder spacing, s, are not resolved. While this caveat must be noted, it does
not really impose much of a limitation, since for typical applications we are concerned only
with scalar transport on larger (macro) scales. If one needed detailed information about the
spatial structure of the concentration field on the stem scale, it would be necessary to employ
the time-averaged transport equation, (3.5).
3.1.3 Cross-Sectional-Averaging of the Velocity and Concentration Fields
Even after the spatial averaging, there may exist a mean velocity profile. This is necessitated
by the requirement that the velocity vanish at solid boundaries. Thus, if the canopy has side
banks, then there will be a mean lateral profile. Persistent spatial variations in stem density
will also contribute to a velocity profile. For example, the vertical variations in density that are
common to emergent vegetation, will create a vertical velocity profile that persists throughout
the length of the canopy.
The streamwise-averaged transport equation can thus be averaged over the cross-sectional
area, Bh, introducing the cross-sectionally-averaged velocity and concentration, U and C, as
follows:
1 p B,'
UO = -(W) (y, z, t)dydx (3.11a)
Bh ( b
co(x, t) = h(C ) (X, y,z, t)dydx. (3. 11b)
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The fluctuations from the means are given by
u'A = (U) - UO (3.12a)
CA = (C) - Co. (3.12b)
where the subscript A denotes that the fluctuating quantities vary over the cross-sectional area,
A = Bh. When introducing these into the streamwise-averaged equation (3.9), and averaging
by applying the operator ' Jf fo' dydx to the whole equation, one obtains
8C 80 82C a
.- Uo '-C-" = D [ (J)* + POO + (4 0 + (u'C)] (3.13)
where ()0 denotes the cross-sectional average of any quantity. The flux that arises,
Jasear = (u'C')
is due to lateral and vertical gradients in the velocity profile which act to disperse scalar
particles. This dispersive flux is simply Taylor's dispersion due to a sheared velocity profile.
Dispersion will result from both vertical and lateral velocity gradients. Thus, Jsea, can be
divided into a flux from vertical gradients and a flux from lateral gradients:
Jshear = Jz + Jy.
A shear dispersion coefficient, K, due to Taylor [43], will describe Jahear (see, for instance
[10] Chapter 4). Shear dispersion results from differential advection created by lateral and
vertical velocity gradients. When these gradients are coupled with transverse diffusion, which
facilitates lateral exchange of scalar, a random process ensues, whereby scalar is significantly
stretched in the longitudinal direction, leading to dispersion.
The result of the complete averaging procedure has simplified the scalar transport equation
considerably. In summary, the original transport equation (3.1) has been averaged over a short
time scale, T, a longitudinal length scale L1 , and the canopy cross-sectional area, Bh. Five flux
terms have been added that account for deviations from the respective averages: the wake flux,
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Jwske, the turbulent flux, Jt, the flux due to stem-scale spatial randomness, J,, and the flux
due to vertical variations in the mean velocity profile, Jz, and the flux due to lateral variations
in the mean velocity profile, JY.
If certain conditions hold, as will be discussed in the next section, these fluxes can be modeled
as diffusive fluxes obeying Ficke's law, and can thus be related to the mean concentration
gradient, a", by a constant of proportionality. In this way, these fluxes are exactly analogous
to the diffusive flux due to molecular diffusion of the scalar species. In this Fickian limit, the
averaged transport equation simply becomes
"+UO = (D+Dt+Dw+ Ds +Dy+ Dz) a2 (3.14)& ax aX2
All that remains is to find the effective diffusion constants representing each of the respective
fluxes. This will be done in the next section.
3.1.4 A Note on the Independence of D, and D.
Both the flux from wake trapping and the flux from the spatial fluctuations of the stem-scale
velocity field are controlled by the properties of the flow on the scale of a single cylinder.
It is important to establish that the processes are indeed independent, and therefore make
an additive contribution to the total dispersive scalar flux. As will be shown in Section 2.2.3,
spatial fluctuations in the velocity field, and the corresponding flux, are due primarily to reduced
velocity regions in cylinder wakes. The spatial correlations of the diminished velocity regions
give rise to the flux.
Similarly, the dispersive flux due to trapping of particles in unsteady cylinder wakes arises
from the region directly behind the cylinder. The two processes thus occur in similar regions.
However, they are separate and independent processes. This is true because the wake region
considered in the analysis leading to D, in Section 2.2.3 does not include the recirculation region
directly behind the cylinder, where the trapping and release of particles occurs. Figure 2.2
shows a schematic of the wake to demonstrate the distinction between the recirculation region,
with length 1,., and the intermediate wake, wherein correlations of reduced velocity lead to D,.
As illustrated in Figure 3-2, a Lagrangian particle approaching the cylinder from upstream
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first encounters the near-wake recirculation region. Depending upon the instantaneous flowfield
at the instant the particle passes, it may or may not be trapped. If it is trapped, it resides in
the wake for some time, T, and then moves on, into the intermediate wake region. If it is not
trapped, it passes directly to the intermediate wake. In either case, the particle experiences the
slow velocity correlations of the intermediate wake independent of whether or not it is trapped
in the recirculation zone. This fact, in addition to the fact that the theory leading to D, does
not consider velocity correlations within the recirculation zone, but only those outside it, ensure
the independence of the theoretical treatment of the two processes.
From an Eulerian point of view, the boundary between the recirculation zone and the
intermediate wake can be seen in velocity measurements in cylinder wakes. For instance,
Paranthoen et. al. [33], give representative lateral velocity profiles for increasing distances
from the rear cylinder surface, and they also give the location of the recirculation zone. It is
apparent that within the recirculation zone, the time-average of the streamwise velocity along
the cylinder center-line is negative, since in this region, the net flow is toward the cylinder as the
von Karman vortices roll up. The theory for D, does not account for this region, but begins at
the point downstream of the cylinder at which the mean velocity first becomes nonzero positive.
Just to the upstream side of this point, the end of the recirculation zone, the flux into and out
of the near-wake trapping region is described by the theory for D", developed in Section 2.2.2.
Thus, together, D, and D, describe the fluxes in the cylinder wake, and do so independently
of one another.
3.2 Parameterizing Fluxes: Determining the Effective Diffu-
sion Constants
In this section, each of the fluxes arising from the averages of the transport equation will be
described and effective diffusion constants will be derived that relate the flux to the mean
concentration gradient.
41
Lagrangian particle
u
I trapped: t
turbulent eddies
von Karman vortices
intermediate wake
surrounding.cylinder
Figure 2.1. Separation of the dispersive fluxes in the cylinder wake. Arrow directions show the
path and magnitudes show the velocity of a Lagrangian particle. Turbulence leading to J, is shown
by circular eddies, and acts throughout the path of the particle. Thus the turbulent flux is
independent of all other dispersive fluxes.
The particle approaching the cylinder from upstream with a velocity, u, first encounters
the near-wake recirculation region (shown by the dark gray region), with length 'r . Depending on
the instantaneous velocity field when the particle passes the cylinder, it may or may not be
trapped.
If trapped, as shown in the illustration, it resides in the wake, for some time, t, during
which its velocity correlation is described by the theory leading to D, . After time, t, has elapsed,
the particle then moves on, into the intermediate wake region (shown by lighter gray region
extending downstream of the cylinder).
If it is not trapped, it passes directly to the intermediate wake; in either case, the
intermediate wake is eventually reached. Once there, the particle's velocity correlation is given by
the theory leading to D,. This theory does not consider the velocity field within ir, but begins
directly outside this region, where the mean velocity approaches a nonzero positive value. D, and
D,~ consider separate regions, and the path through the intermediate wake is independent of
whether or not trapping occurs. Thus the resulting dispersive fluxes, J, and J, are independent
and additive.
After leaving the low-velocity intermediate wake, the particle depicted in the illustration
travels again at an elevated velocity; other particles may take different paths. The flux, J,,, is
completely determined by velocity correlations within the intermediate wake--at greater lengths,
as illustrated, the flow is effectively random, and so to are particle trajectories.
42
3.2.1 Turbulent Flux
Turbulence is highly efficient at mixing, and is able to transport mass over much larger distances
than can molecular diffusion. The turbulent flux, Jt, can be described by a turbulent diffusion
constant, Dt, expressing the mixing due to turbulent motion within the canopy. However,
Dt, is highly dependent upon the nature of the turbulent flow, and thus must be determined
uniquely for the flow conditions. Fortunately, the features of turbulent flow within emergent
canopies have been studied and accurate methods for predicting Dt have been established. This
section will give a review of such findings.
As discussed in Section 1.2.5, the unsteady oscillating wake behind an isolated cylinder
becomes turbulent at a Reynolds number of about Re e 200. However, the onset of turbulence
can be delayed within canopies due to strong lateral shear [42]. Thus, turbulent flow conditions
will exist in canopies for Re > 0(100). For this Re range, Nepf (1990) [29] investigated
the relationship between Dt and the canopy flow conditions, relating Dt to the stem density.
This was accomplished by arguing that the primary mechanism of turbulence production was
from stem wakes. Provided the stem density, a, is sufficient, wake turbulence production
will significantly overshadow production due to shear in the velocity profile, except in a very
small region near solid boundaries, where drag from the boundary is felt. Thus through
the vast majority of the water column, turbulent mixing in determined solely by extraction
of momentum from the flow by stem drag and subsequent production of turbulence from the
extracted energy. This was verified by [29] in experiments with model canopies, composed of
random cylinder arrays. It was also verified in numerical models of marsh grass canopies by
Burke and Stolzenbach [4].
With the turbulence determined solely by stem drag, the turbulent diffusion constant was
found by [29] to be a function of the stem density only. The turbulent kinetic energy within
the canopy is given by
S= aU (CDad)1/3  (3.15)
where k is the turbulent kinetic energy of the flow, a is a constant of proportionality, and U, is
the time-averaged velocity. The turbulent diffusion constant is the product of a velocity scale
and a turbulent length scale. The former is taken to be V1 k, while the length scale is taken to
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be d, the stem diameter. This gives the scaling expression
D, = 3vd (3.16)
where /3 is a constant of proportionality. That the appropriate length scale is d, was verified
experimentally by Nepf [29]. This phenomena was explained by the physical argument that the
strong drag exerted by the stems dominates any eddy production by shear, scaling the charac-
teristic eddy size down to the scale of the stems. The constant, 8, was found experimentally
to be 0.9, so that the final expression for the turbulent diffusion constant is given by
Dt = 0.9/Td. (3.17)
This expression was found for the effective diffusion constant in the lateral direction; it is
less in the vertical by about 1/4, due to the strongly two-dimensional nature of the oscillating
cylinder wake. The oscillatory nature persists until a Re = 0(104), at which point the wake
becomes fully (3 - D) turbulent [23].
Nepf (1990) found that the expression 3.16 showed excellent agreement with both laboratory
and field data for Re in the range 400-2000 and stem density in the range ad - 0(102 -10-1).
As stated, this theory assumes fully developed turbulence (Re > 300) which is required in
order for all energy extracted from the flow by stem drag to be converted to turbulent kinetic
energy [29]. At lower Re, viscous stresses will act as an additional energy sink, reducing the
amount of turbulence produced. In addition, the stem density must be sufficient to negate
production of turbulence from velocity shear. An appropriate criterion is the same as that
used to neglect shear stresses in the derivation of the canopy-scale momentum equation, (2.12).
With the preceding, the flux due to turbulent fluctuations from the time-averaged velocity
and concentration fields has been parameterized in terms of an effective diffusion constant,
which appears in the bulk-averaged transport equation, (3.14).
3.2.2 A Note on the Lagrangian vs. Eulerian Descriptions of Transport
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In order to derive the diffusion constants for wake trapping, it will be advantageous to change
to a Lagrangian reference frame. The transport equation describes the scalar concentration
from an Eulerian frame of reference: that of observing variables at fixed points in the canopy.
By changing to a Lagrangian frame, the scalar concentration field will be treated as the en-
semble of many discrete scalar particles that one can follow as each respective particle traces
its own unique path through the canopy. Often, diffusive fluxes are most easily described
from the Lagrangian perspective. The equivalence of the Lagrangian approach, based on the
theory of random walks, and the Eulerian diffusion-type equation (3.14), can be derived in a
straightforward way by treating the ensemble of Lagrangian particles as a concentration field
(see Csanady Section 2.9 for a good description [5]). Incidentally, this approach was first devel-
oped by Einstein in 1905, who used it to derive the diffusion constant for a particle undergoing
Brownian motion, thereby providing the impetus for Perrin's (Nobel Prize 1926) measurement
of Avogadro's number, which helped verify the molecular nature of matter [8].
3.2.3 Wake Trapping Flux
In addition to the turbulent flux, Jt, the flux due to wake trapping, J,, is also derived from
temporal fluctuations in the velocity field. This flux is due to the oscillating near-wake region
behind stems. Vortices, which are alternatively shed in the wake of a stem, entrain mass, and
hold it back relative to the main flow. Because the unsteady flow in the wake is so complex
and indeed chaotic [51], tracer particles may trace very complicated patterns behind the stems,
which can result in a potentially significant hold up.
This problem was studied by [51], who found a wide range of possible particle trajectories
behind the cylinder. They explain the trajectories of trapped particles as follows
In time-independent velocity fields, the particle trajectories coincide with the stream-
lines. Then it would be impossible for a particle ever to enter a vortex from outside
or to leave it from inside. However, when the velocity field is time-dependent,
the position of the vortices changes relative to the particle and the particle can be
overrun by a vortex and come inside of it. After awhile, the particle may be left
behind the vortex again. If it leaves the vortex just at the appropriate time and
place, then it may be overrun by the next vortex and be trapped by it for awhile,
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etc. So a particle can be handed over from one vortex to the next one and stay in
the region behind the cylinder for a long time, even though each individual vortex
leaves this region quite soon [51].
It is in this way that the temporal velocity fluctuations give rise to a flux due to hold-up
of tracer particles in the near-wakes of stems. The trapping causes dispersion at the canopy
scale, since each particle will experience a varying number of traps as it moves through the
canopy, and at each trap, there will be a distribution of possible trapping times. Thus both
the number of traps and the trapping times are random variables that cause spreading of tracer
particles as they move through the canopy.
This problem is a specific example of a wide class of problems in which particles performing
a random walk are trapped with some frequency, and experience a trap time from a statistical
distribution. A full discussion of these problems is given by Young [49]. The dispersion due to
such processes can be described completely if one can identify both the statistical distribution
of trapping, or residence, times, r(r), and the volume fraction of the total flow domain that is
occupied by traps, c.
Depending upon the mathematical behavior of r(r), different macroscopic diffusion processes
result. For some forms of r(r), the trapping times may be so long that the dispersion cannot
be described by the Fickian model, and thus, no effective diffusion constant exists [17], [41].
In many cases, however, r(r) may be such that there exists an average trapping time, so that
after many traps are experienced, the central limit theorem is approached, with the spreading
of tracer particles obeying a Gaussian distribution. In this case, an effective diffusion constant
is appropriate.
It is therefore relevant to examine just what mathematical form r(r) will take in a canopy,
and what the parameters are that determine it. Since r(r) is a pdf, it has the property of
normalization
r(r)dr = 1 (3.18)
-00
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and provided they exist, has a mean and variance given respectively by
[W (r) = f rr(T)dT (3.19)
-oo
22_(T2 jr2r(r)dr(r)2 (3.20)
The flux due to the traps can be obtained by considering a passive tracer moving through
the canopy. The tracer experiences alternating periods of movement with the bulk flow and
arrest by wakes. Both the frequency of wake encounter and the distribution of arrest times
will determine the dispersive flux. These parameters will be addressed next.
Young's Analysis of Dispersion Processes with Traps
Young [49] developed a theoretical prediction for transport in a system with advection, dis-
persion, and randomly-distributed traps that exist throughout the flow domain. As tracer
particles move through the system, they have constant probabilities of encountering a trap.
Once trapped, they reside there for a time given by a statistical distribution.
Outside the traps, the tracer ensemble evolves according to the advection-diffusion equation,
being both advected by the main flow, and diffused by all dispersive fluxes (except the trapping
flux). Within the traps, the tracer particles are stationary-the traps are static. Thus the total
tracer concentration, C(x, t), is divided into two parts: the concentration in the main flow,
f(X, t), and the concentration in the traps, g(x, t) so that
C(x, t) = f(x, t) + g(X, t) (3.21)
The evolution of concentration is then given by
- + - +U4-- = D-4, g = jK(t - r) f (T) dr. (3.22)(9t 49t 9X 49X2
At any point in the flow, x, the concentration of trapped tracer, g(x, t), is determined by the
time history of f (x, t) and the function K(r) according to the convolution integral above. Thus
the process has memory, in that one needs to know not just the current value of f(x, t), but all
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previous values in order to calculate g(x, t). The function K(r) in the convolution integral, as
expected, must contain all of the information about the frequency and duration of traps. In
fact, K(r) must be is related to the trapping time distribution, r(7), according to the following
argument made by Young. The arrival of tracer particles at the trap at time, -r, is proportional
to the concentration in the flow, f(x, T). Of those particles arriving precisely in the period of
time dr around t = r, the proportion that remains in the trap at a later time, t is given by
k(t - r) = 1 - j r(')dt'.
This expresses the fraction of particles that will have a trapping time greater than t - T, and
thus contribute to g (t). By this reasoning, it can be seen that g is given by the convolution
integral which integrates over all r, the proportion of particles entering traps at r that still
remain in the traps at t. Clearly, then K(r) must equal to the proportion of f(t) that enters
traps multiplied by k(r):
K(r) = Ak(r) (3.23)
where A is the proportion of f(t) that enters the traps.
Young argues that if f(t) becomes everywhere constant, so that the traps become "satu-
rated", then conservation of mass requires that
g = Ef (3.24)
where E is simply the volume fraction of the total flow domain occupied by traps. Introducing
this result, along with 3.23 into the expression for g in (3.22) (with the understanding that g
and f are now constant by construction) gives
g=Ef =Af k()dr. (3.25)
The integral in (3.25) is simply equal to the mean trapping time, (-r), and so A is given by
A =-.
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The constant A expresses the rate at which a single particle in the flow encounters traps. Specif-
ically, if the trap volume is viewed as a control volume, then the rate of change of concentration
in the trap, 0, is determined by the difference of the flux of tracer into the trap and the flux
out of the trap. The rate of increase in concentration due to the flux into the trap is simply
Af(r), the number of particles per volume multiplied by the rate at which particles enter the
trap. Thus, within a given volume, V, the rate at which tracer particles are entering traps
(number of particles per time) is Af V. It then follows that the rate at which a single particle
encounters a trap is simply A.
This now gives an important quantity for the wake trapping model: the rate at which
wakes are encountered, denoted d = A = ' (number of traps per time). This then yieldsdtT7
the effective time scale of the random wake-trapping process,
I'= A-' = ) (3.26)
E
If wake trapping is viewed as a random walk, then is the time scale for a single step in the
walk.
It has not been explicitly stated, but it has been assumed that the wake trapping flux is a
Fickian dispersion process, as assumed in Section 3.1. In order for an effective wake trapping
dispersion constant to exist, (r) must be finite; otherwise the time scale for the random walk is
infinite. As discussed by Young, it is possible that trapping time distributions, r(7) may exist
for which (r) is infinite. This is due to a long tail in r(r) which causes the integral for the first
moment to diverge. The result is that diffusion is not Fickian, but is anomalous, characterized
by different scaling of the tracer variance with time. This is an enormous field of research,
which will only be mentioned here. One examples of anomalous diffusion is are the "Texas"
experiments of Solomon, Weeks, and Swinney of particle transport in alternating jet/vortex
Taylor-Couette flow [41].
However, for the wake, it is expected that r(r) will be exponential in form. This was
verified in numerical experiments by [51], who found that when tracer particles entered wakes
from nearly any point, the density of wake residence times was exponential. The one exception
was that when particles were injected directly on the front stagnation point of the cylinder,
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the density had a power law decay, characterized by an infinite mean and variance. However,
this is a pathological case, true only for an infinitesimally small proportion of particles, and
therefore should contribute only very little to particle trapping, and so the large-scale behavior
should be an exponentially-decaying r(r).
A mechanism for Wake Trapping
MacLennan and Vincent [27] studied the residence time of particles in the wakes behind flat
plates. The Reynolds number was sufficiently high that vortex shedding occurred. Thus, their
system closely resembles the case of a cylinder wake, since the behavior of the oscillatory wakes
and the von Karman vortex street behind bluff bodies is nearly universal [15]. MacLennan and
Vincent [27] proposed a mechanism by which particles become trapped and are released by the
wake.
They argue that the von Karmaii vortices that form in the near-wake, entrain a certain
amount of ambient fluid during each shedding cycle, thereby entraining passive particles from
the ambient flow. Once in the wake, the particles are mixed by turbulent diffusion, so that the
wake itself is completely mixed. The mass that is trapped in the wake then leaves the same
way it entered: as the vortices entrain ambient fluid from outside the wake, the fluid within
the wake must leave, by conservation of mass. Thus, the residence time, (r) will be inversely
proportional to the frequency of vortex shedding, f,.
MacLennan and Vincent [27] conducted measurements of the dimensionless residence time
parameter, defined HSt = (r) f = f for a range of Re behind the flat plate. They found
that the distribution of wake residence times, r (r) was indeed exponential, with a dimensionless
mean, HSt, that varied with Re.
The Dead Zone Model
Based on these findings, it can be concluded that the distribution of residence times in the
cylinder wake will follow an exponential distribution. Making the assumption that r(r) is an
exponential density of the form,
r(r) = e-() (3.27)
(r)
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then Young's [49] trapping model becomes equivalent to the common Dead Zone Model often
used to describe tracer dispersion in rivers. The dead zone model is given by [32]
Of Of 02 f
+U- = D + 5 (g-f) (3.28)t ax 1Ox 2  r
Og 1
-- = -(f-g) (3.29)(9t 7
C(x, t) = f + g (3.30)
where all the parameters are the same as that in Young's model, except that (T) is simply
denoted r for simplicity. Young [48] notes that the two models are equivalent, which can be
easily verified by taking the Laplace transform of both systems of equations. An analytic
expression for C(x, t) has proved elusive, but the solution is available in terms of the Laplace
transform, C(x, s), from which the moments of the concentration distribution can be obtained.
The dead zone model assumes a constant rate of exchange, I , between the dead zones and
the ambient flow. Further, mass residing in the dead zones is assumed to be completely mixed.
The model has not always succeeded in describing the complexities of dispersion in rivers, for
which it is most often applied, since the assumption of uniformly distributed dead zones with a
constant rate of exchange is in conflict with the heterogeneous nature of riverine systems [48].
However, the cylinder array provides an excellent match for the model. The cylinders
are uniformly-distributed and nearly identical traps. Further, the assumption of a well-mixed
wake is a good one. If the wake area ~ d2 , then the mixing time scale within the wake is
i ~ d2 ~ = while the time scale for exchange is 7 ~ = d Thus the mixing timet~x, U U whl excang f LThu h iigtm
scale is of the order of the exchange time scale, so the wake will be mixed. Furthermore, since
it has been verified by two separate studies that the residence time distribution is exponential,
which suggests the wake is indeed well mixed, it can be concluded that the dead zone model
should provide an excellent description of the dispersion due to wake trapping.
The effective dispersion constant, Dw, due to wake trapping can be derived from Nordin and
Troutman's [32] analysis of the moments of the concentration distribution for a point release of
tracer under the conditions of the model. The moments are obtained from the coefficients of
the Taylor expansion of C(s), the Laplace transform of the concentration distribution, whose
solution is found by Laplace transforming the governing PDE (3.28), (3.29), and (3.30). For
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the dispersion of a tracer cloud released as a point source at time zero, under a uniform constant
current, U, and with a Fickian longitudinal dispersion constant D, the variance in the temporal
distribution of times at which the tracer passes a fixed measurement point a distance X from
the release is given by
2 D X 2 XS=2 DX(I+E)2+2V (3.31)U 2 U U
This temporal variance can be converted to the spatial variance of the cloud by applying the
frozen cloud assumption, which assumes the tracer does not disperse substantially as it passes
the measurement station, so that the temporal distribution is a good representation of the
spatial distribution. This is a good assumption if the Peclet number, 9 is large (P > O(100))
[25].
Making this approximation yields the spatial variance,
0' = 2Dt (1 + 6)2 + 2rEU2 t (3.32)
Then the effective dispersion can be obtained from the rate of growth of variance,
1 do 2
Deff = = D(l ±6)2 EU2TE (3.33)
2 dt
In (3.33) above, the term rEU2 expresses the effective dispersion constant due to trapping,
DW, while D expresses the combined effects from all other dispersive fluxes. Thus the result is
an important one, since it demonstrates that wake trapping is independent of, and thus additive
with all other dispersive fluxes. This was argued in Section 3.1.1, but the result (3.33) gives
affirmation.
Thus, with (r) denoting the mean wake residence time, the coefficient of dispersion due to
wake trapping is given by
Dw = U 2 (T) E (3.34)
While an expression has been given for D,, the wake trapping dispersion coefficient, it is
relevant to examine the time scale necessary to achieve the Fickian diffusive regime. For any
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random walk process to approach the diffusive limit, it is necessary that particles have taken
many steps. This implies that for the wake trapping to be diffusive, each particle must sample
many traps, or (n) (t) > 1. Since d() = , the number of wakes experienced in a time, t, isdt 7
(n) (t) = -t. Thus, for the asymptotic limit, it is required that
-t > 1 (3.35a)
(T)
or
t > (3.36)
This time scale can be significant, and for prior times, there will be a transient period during
which the wake trapping will result in decidedly non-Gaussian tracer distributions, characterized
by extended tails. This is reflected in the dispersion data for rivers to which the dead zone
model has been applied [32]. In many cases, the asymptotic time scale was so great that the
diffusive regime was never achieved, and concentration profiles in rivers exhibited persistent
skewness. This is addressed in detail by Young and Jones [48].
3.2.4 Flux Associated with the Spatially Random Velocity Field
In this section it will be shown that local spatial fluctuations in the velocity field create a disper-
sive flux that can be characterized by an effective dispersion constant. The fluctuations exist
in the time-averaged velocity field occurring at the scale of individual cylinders. Specifically,
the region considered is the region on the scale of the stems which is outside of the recirculation
zone directly behind cylinders (refer to Figure 2.1).
Tracer particles moving through the spatially varying velocity field have trajectories that
alternate between fast and slow moving zones. The local velocity is dependent upon the
locations of the nearest cylinders: slow zones occur in the wake of a cylinder, fast zones in
areas with no nearby cylinders. Thus the spatial distribution of slow/fast zones is random due
to the random arrangement of cylinders. Each tracer particle trajectory is unique, having a
unique time history of fast/slow zones. The variance among individual time histories creates
a net dispersion of tracer. The most effective way to analyze the flux is from the Lagrangian
frame of reference of an ensemble of tracer particles moving through the effectively random
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velocity field.
To predict the tracer motion, the statistics of the random velocity field must first be ob-
tained. This will be accomplished by examining the typical velocity disturbance behind a single
cylinder within the array. An analytical expression will be derived for the velocity "deficit"
in the wake behind a single cylinder in the array that will be valid when the volume fraction
of cylinders in the array, ad, is small. Given the disturbance behind a single cylinder, the
statistics of the velocity field will be determined by the method of wake superposition, first
introduced by Bradshaw[3]. At any point in the flow, the velocity is determined by adding
the contributions from all upstream wakes. Since the location of upstream cylinders, and thus
the wake contributions, are random variables, the velocity is also a random variable, whose
statistics can be determined.
The Velocity Disturbance in the Wake of a Stem
To evaluate the disturbance behind a single stem, begin with the stem-scale momentmn equation
in the streamwise direction
C9 U u 9 u au dn a 9Ui
-t+UT-+VT-+ W-= -g-+- v- +-- v+ v,)- . (3.37)t ax ay x z 9Z ay y
where all quantities are the same as in Section 1.2.2. We are interested only in the time-mean
velocity disturbance (the unsteady profile would be prohibitively complex). Since the flow is
taken to be uniform vertically (a good assumption for canopies-[50]), the wake can be treated as
two-dimensional and the z-dependency can be dropped. With these simplifications, equation
2.20 becomes
8u &u dq / au(
U- +T -= -g- + - (v + vY) -- (3.38)
This gives the momentum equation at the scale of the stem. The velocity disturbance created
by a single stem is unaffected by surrounding cylinders at scales less than the spacing, and thus
an array drag term like 2.5 is absent from equation 3.38. However, at the spacing scale, the drag
from surrounding cylinders becomes important, and the velocity disturbance is more rapidly
attenuated. The spacing scale is the scale of particular interest for describing the dispersive
flux due to spatial velocity fluctuations. Transport at shorter distances from the cylinder is
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described by the wake trapping flux.
At the scale of the cylinder spacing, with the array drag significant, equation 3.38 becomes:
49U au dr (9 CU (CD) au2u- + V- = -A2-+ - (v+v - (3.39)ax y dx Y ( cy )y 2
where (CD) is the mean drag coefficient over all cylinders in the array and, since the time-
dependence has been neglected, u is the time-mean velocity, Uf, from 3.38. This equation
is highly nonlinear and would be insoluble without further simplification. However, in the
cylinder wake, u, can be written as the sum of a spatial mean velocity and a deviation from
the mean. Specifically, the mean is the spatially-averaged velocity, (ii) from 3.6a (without z-
dependency), which, for simplicity, will be denoted, as U for the remainder of this section. The
disturbance behind the stem is thus written as the sum of U and the disturbance, u' = u'i + v'j,
induced in the wake, according to
u = U+u' (3.40)
v = v' (3.41)
Substituting this expression into 3.39 yields
, 8(U+u') , u' dr7 9 8(U+ u') (CD)a(U+u') 2(U+U) +V - -g-+ (V+VY) . (3.42)z (9y dx oBy ( y 2
The 2-dimensional equation of continuity that must be satisfied by the velocity disturbance is
8u' &v'
-l + -- = 0. (3.43)
Since the velocity disturbance decays quickly behind the stem, U' will be small compared with U
at distances from the stem of interest (outside the near wake region). As such, terms containing
' ,and ' can be neglected with small errors of order
error = ( .- (O -
These simplifications are very similar to those made in the calculation of the turbulent wake
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behind an isolated cylinder given in Schlichting [38] (section XXIV.3) as well as those that
underlie Oseen's improvement upon the Stokes equations for flow past a sphere [38] (section
VI.b). The simplified momentum equation is thus
U '=-g-+- (V+vY) -u') (CD) aU - CDaUut. (3.44)
5x dx ay 7y± 2
Note that the spatial derivatives of U are zero and so they do not appear. Additionally,
according to 2.20, the pressure forcing balances the mean drag term and so the final momentum
equation for the velocity disturbance behind a cylinder is
On' _ uU- = 9 (v + vy) - - (CD) aUn'. (3.45)
ax C9y ay
Inspection of 3.45 shows that it is of the form of a diffusion equation with a first order decay
term. Downstream of the cylinder, the velocity disturbance undergoes transverse diffusion due
to the sum of molecular and turbulent diffusion, and decays due to the drag exerted on it by
the cylinder array. The boundary conditions are that the disturbance must decay to zero at
large distance in either transverse direction:
' = 0 y = ±oo. (3.46)
The cylinder is a sink for momentum, introducing an initial momentum deficit ("mass") which
exchanges momentum with surrounding fluid (diffuses) and decays downstream of the stem due
to the drag force. Note that since in the wake, u' < 0, the drag term in 3.45 (- (CD) aUu') is
positive and so is a restoring force. The solution to 3.45 with these boundary conditions is the
usual Gaussian solution to the diffusion equation multiplied by an exponential decay factor:
C4, e( (Cx - xx.)U (X, y) e (3.47)
where C is a constant to be determined, (x, yc) are the coordinates of the cylinder center,
and vt is the sum of molecular viscosity and the turbulent eddy viscosity, Vt = v + vy. It
is important to note that 3.45 is valid for laminar wakes as well, in which the turbulent eddy
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viscosity, VY, vanishes and vt = v, the molecular viscosity of the fluid. The equation is valid
in general if vt = v + vy is independent of position within the wake, vt = f (x, y).
Equation 3.45 is similar to the momentum equation for laminar flow in the wake of a flat
plate, given by Schlichting [38] (section IX.e.), but with the additional drag term.
The constant, C, is simply the initial momentum deficit and can be determined by a balance
between the drag force and the momentum flux in the wake. The drag force exerted by a single
stem (per unit depth) is taken, as the mean value over all cylinders, to be
p (CD) U2 d(D)= 2 (3.48)
The drag must balance the total flux of momentum directly behind the cylinder (the initial
momentum deficit),
zM = pU j u'(x, y)dy = pU j-7- e(-(cDa(xc))dy
X=O f-00 /4,7r (x -x,)
(3.49)
The integral must be evaluated carefully by letting x -+ 0 (call x an arbitrary nonzero value, c)
in order to avoid a discontinuity. However, one finds that the small parameter, E, will cancel
out so that x can be taken to approach zero in the limit. The momentum flux is thus given by
AM = pUC (3.50)
so that a balance between 3.48 and 3.49 yields the constant
C = (CD)Ud (3.51)2
The final expression for the velocity disturbance in the wake of a cylinder is thus
u'(x, y) = (CD) Ud ek( "X c)I e(-(cD)a(x-Xc)). (3.52)
Before proceeding further, a note regarding the mean drag should be made. The average
drag exerted by a single cylinder, given by 3.48, is an approximation, that is valid only at
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leading order. To see this, consider that the average drag exerted by a stem is given by
(D) = p ( 2D T, (3.53)
where CD,i is the drag coefficient on the it stem of N and ui is the velocity approaching the
N
stem and the brackets () represent an average over all cylinders, () = 1. Clearly both
j=1
CD,i and ui are random variables within the array. One can write these values in terms of
fluctuations from the mean values:
CD,i = (CD) + CD (3.54)
Ui = U + U' (3.55)
so that 3.53 becomes
((CD) + CI) (U + U')2) d(D) = 2
Carrying out the average over the entire array yields
p ((CD) U2 + 2U (u'C') + (CD) (u'2) + (u'2C')) d (3.56)(D) =2
where the extra terms inside the () are correlations between the fluctuations from the mean
values. Within the range of Re of interest, (CD) is a slowly varying function, so that C' is at
most 0(1), and typically much less (see plot of (CD) vs. Re). Thus the order of magnitude of
the correlation terms are
2U (u'C') = O(2U (CD) (u'))
(U' 2C) = O((CD) (u'2)), (3.57)
and since (u') = 0 by definition, and (u';2 ) (the velocity variance) is much less than U2 , the
correlation terms can be dropped to yield the leading order approximation given by 3.48.
Let us now turn back to the expression obtained for the velocity disturbance behind a
cylinder (3.52). The only difference between 3.52 and the solution for an isolated cylinder
in an infinite flow (see [381 section XXIV.3) is the exponential decay factor due to the array
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drag. This fast decay of the velocity disturbance ensures that the disturbance from any single
stem does not persist for long distances downstream. Without it, as for the case of an isolated
cylinder, the wake would decay much more slowly ), implying that the effect from a single
stem would still be felt many stem spacings downstream.
This contrast is nearly identical to that between the Stokes flow solution for the velocity
disturbance in the wake of an isolated sphere and Brinkman's equation for viscous flow in a
porous medium [20]. The Stokes solution decays very slowly, like 1/x. The Brinkman equation,
however, takes into account the drag exerted on the velocity disturbance by the surrounding
media, and thus the solution decays much more rapidly (1/x 3 ) at large distance from the
particle. This attenuation of the velocity disturbance by the surrounding medial is known as
"Brinkman screening" [21], and is very similar to the attenuation of the cylinder wake by the
surrounding array. Without the rapid decay, an effective diffusion constant due to the random
velocity field in the medium would not exist, since an integral over the velocity disturbance
diverges [20]. However, the rapid decay due to the surrounding media ensures that such an
integral does converge and thus an effective diffusion constant can be computed, as was done
by Koch and Brady for fixed bed of random spheres [20]. The same description applies to the
random cylinder array. Because of the exponential decay of u', an effective diffusion constant
will exist and we can be ensured that the diffusive flux we wish to parameterize will exhibit
Fickian behavior.
The Method of Superposition
The distinction between slow and exponential decay of the wake profile also sheds light on
previous attempts to model an array of circular cylinders. These attempts are mentioned to
introduce the method of superposition, which the present analysis employs. The theory of
superposition began with Bradshaw (1973) [3] who proposed that when two simple shear layers
merged to form a complex shear layer, the structure of the latter could be obtained by a linear
superposition of the two former. The superposition would be valid if there were no strong
turbulence interactions between the two. This method proved effective for predicting the mean
velocity profile of the complex shear layer as well as its low order turbulence statistics. Several
other authors have applied this theory to complex wakes with good results. Notably, the mean
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velocity proffles agree very well with superposition in most cases (see for example [52]).
Zhou et. al. applied the theory of superposition to multiple cylinder wakes and found
that the theory was able to accurately predict the mean velocity of the complex wake[52].
Specifically, the theory says that the velocity disturbance at a point in the flow, defined by
U' = U - U (3.58)
is determined by linear superposition of the velocity disturbances associated with all upstream
wakes according to
n
'= Zu (3.59)
i=1
where i denotes the ith upstream stem of the n contributing cylinders.
However, there are some cases for which the theory, as it has been applied, seems to break
down. Petryk [35] found that the linear superposition theory failed for in-line cylinders with
close spacings of 10 diameters or less. In this case, an alternative method, developed by
Yano [46], of superimposing the square of the velocity disturbance behind stems, proved more
effective at matching experimental results. In Yano's method, the total velocity disturbance,
U', is determined by superposition of all upstream disturbances according to
n
U'2 = Zu (3.60)
i=1
The reason for the improvement made by Yano's method will quickly become clear. For both
the model used by Zhou et. al. [52] and Yano's superposition model, the velocity disturbance,
U', for a single wake is the solution for an isolated cylinder in an infinite flow. This is the
solution given by Schlichting ([38] section XXIV.3). As discussed, for an isolated cylinder, the
velocity disturbance decays downstream with the quite slow behavior. When multiple wakes
are added by linear superposition, according to 3.59, this slow decay results in an overprediction
of the effects from cylinders far upstream according to the arguments made previously. The
method of Yano is an improvement because ' decays more quickly, like -. Thus, the effects
from cylinders far upstream are diminished in the calculation of u' and effects from the nearest
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upstream cylinders are weighted most heavily.
This is reasonable given the results obtained in this chapter for the exponential decay of
the velocity disturbance behind a cylinder in an array. This fast attenuation in (3.52) ensures
that wakes from cylinders fr upstream of a sampling point have a negligible contribution.
The difference between (3.52) and the previous superposition methods is that the latter have
neglected to consider the attenuation of wakes by drag from downstream cylinders. This is
true even for Yano's model, which, though an improvement, is still not physically accurate. By
considering drag, the current expression is physically accurate, and fixes the previous problems.
Thus the superposition method is accurate if u' is given by (3.52). The analysis in the rest of
this section, ultimately leading to an expression for D., will take advantage of this method.
Statistical Analysis of the Spatially-Varying Velocity Field
Given the analytical framework for predicting the wake behind a single stem in the array,
and the velocity at any point in the array by the method of superposition, the statistics of
the velocity within the array can be examined. According to the methods developed in the
above sections, the (time-averaged) velocity at any point in the array would be deterministic if
the locations of all upstream stems were known. However, because the locations are random
variables, the best one can hope for are the velocity statistics obtained from the statistics of
the cylinder locations.
To begin, define an arbitrary point within the array with coordinates (x, y), at which the
statistics of the velocity, u(x, y), are to be determined. Also define an area, A, that is long in
extent both upstream and to either side of (x, y), and which contains N cylinders. The area will
be sufficiently large that the velocity, u(x, y), will be completely determined by superposition of
the wakes from all upstream cylinders in A whose centers are located at (XC,i, yCi), respectively,
where i denotes the ith stem. Furthermore, the total velocity disturbance at (x, y) is given by
u'(x, y) = u(x, y) - U (3.61)
61
If there are N upstream stems, then the velocity disturbance, u'(x, y) is given by
N
U'(x, y) = u'(x, y) (3.62)
i=1
where u'(x, y) is the contribution made to the velocity disturbance at (x, y) by the wake of the
ith upstream cylinder. According to the wake evolution expression, 3.52, u'(x, y) is given by
U'(x,y) = (CD) Ud )&-(C2)a(x-xci. (3.63)
4/rgj (xr - xe~)
Clearly u'(x, y) would be deterministic if all (x,,i, yc,i) were deterministic, since all u'(x, y)
and thus the sum could be explicitly obtained. However, within the randomly distributed
array, (X,,i, Yc,i) are random variables with some statistical distribution, so that u'(x, y) are
also random variables.
The cylinder locations (xc,i, yc,i) can be taken to be independent of one another, which
is justified for relatively low volume fraction ad (for very large ad, there will be correlations
between cylinder locations due to the constraint that no two cylinders may be co-located). In
addition, the cylinder locations will be assumed to have an equivalent statistical distribution,
i.e., the probability distribution for (x,,i, y,,i) is equivalent for all n cylinders, which is obviously
reasonable since all cylinders are treated equally. Then in the common terminology (see for
example Feller [9] or Hughes [171), (,,i, y,,i) are termed iid random variables ("independent,
identically distributed random variables"). It follows then that u'(x, y) also are iid random
variables and that the sum leading to u'(x, y) (3.62) is a sum of n iid random variables. The
sum of iid random variables is equivalent to a random walk, one of the most common problems
encountered in statistics [17].
In this case, U'(x, y), play the role of the single step displacement in the random walk, and
the sum of n such velocity disturbances is like the total displacement of a random walker after
n steps. Thus, determining the statistical distribution of u'(x, y) is equivalent to determining
the statistical distribution of the location of a random walker after n steps.
To solve the random walk problem, one begins with the'transition probability- the proba-
bility density for the displacement in a single step. For the present case, this is the probability
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density of u'(x, y), which will be denoted pu (u';). With more explanation shortly, it is em-
phasized that the goal will be to find the mean and variance of u'(x, y). This is equivalent to
finding the first two moments of the density function for u'(x, y), which will be denoted P,(u').
When adding random variables, the means and variances are additive. Thus for a sum of
random variables, the mean and variance of the sum are simply equal to the sum of the means
and variances, respectively, of the random variables. With this in mind, to find the first two
moments of Pui (u'), it will be sufficient to seek only the first two moments of the transition
probability, pu (u'). Since u' are iid random variables, the mean and variance of Pu,(u') will
be given by
Ku') = N (u') (3.64a)
0- = (U/2) ) 2 = NO-21 = N [(U'2) - (u')2] (3.64b)
where (u'), (u'), and U2 are the mean, second moment, and variance, respectively, of pu, (u')
and (u'2 ) is the second moment of Pi(u'). They are defined by
U ui u(u's) du' (3.65a)
(u'2) ju , P (u')du'. (3.65b)
(u' f u'Pui(u')du' (3.65c)
(u/2 = u/2P(u')du' (3.65d)
To find (u') and o, the integrals in 3.65a and 3.65b can be evaluated by an indirect method.
Before proceeding let us first define the coordinates of the point (X, y) relative to a stem located
at (Yc,i, YC'i)
Xi = X - Xc i (3.66)
Yi = Y - Yc,i (3.67)
so that xi, yi become the random variables of interest. Thus, u '(xi, yj), the velocity disturbance
63
at (x, y) due to the ith stem, is a function of the random variables xi, yj and thus itself a random
variable. The expression for the velocity disturbance 3.63 then becomes
U '(Xi, yi) = (CD) Ude -r -(C i) (3.68)
4V-razi
Define the probability, P {u' = U}, that u' takes some arbitrary value, U. Then P {u' = U}
is the total probability of all combinations (xi,yi) such that u' = U by equation 3.68. Further,
define P {u' = U}I(X,3), the probability that u' = U by the specific combination (xi,yi) =
(X, Y) such that
P{u = U}I(xy) = P{=X, = Y} (3.69)
where X and Y are dummy variables. The sum over all X, Y of P {u' = U}I(XY) will yield
P {u' = U}. The notation I(X,Y) denotes that other combinations of xi,yi exist such that
's = U. The statement 3.69 can be rewritten in terms of the density functions for u', xi,
and yi. The probability density that there is any stem is located at (Xe,;, yC,) is simply the
two-dimensional uniform stem density . (the number of cylinders per unit area). However,
we seek the probability that specifically the ith stem of N is located at (XciyCi), which is
equivalent to P {xi = X, yi = Y} and is given by ', the probability density of location at
(X, y) per cylinder per area. That this density is correct can be verified by considering that if
one multiplies ' by the area A and the number of stems, N, the result is 1, and so the density
is properly normalized. Rewriting P {u' = U}(Xy) =p(u')du' , 3.69 becomes
i t % (X,Y)'
pu (u') du'X = dxdy. (3.70)S I(x, Y) - Nd
It then follows that the total probability, P {u' = U}, is given by
pU (u')du' = dxdy (3.71)
where A' is the domain of all (xi,yj) such that u' = U, or the domain of all (X, Y).
The integral of pu (u')du', which gives the 0 th moment of the density, p, (u'), can be written
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as the sum of all such domains A' (the sum over the entire area A):
P u')du' = dxdy (3.72)
where the sum is over the entire domain A containing the N stems. In other words, the
integrals over individual domains, A', can be added to obtain the total integral. Now it can
simply be recognized that since all such A' regions are separate and when taken together, sum
to A, it is necessarily true that
Pu (u';)du'; = ddy. (3.73)
where the integral is over the entire domain A. Since a, d, and N are all constants, an evaluation
of the integral on the right gives
Pa (=)du' = = 1 (3.74)fPUWOO % Z d N
which shows that the density, pu (u') is properly normalized.
Following the same reasoning, the first and second moments are obtained:
(u' ) =u = u'dxdy (3.75)
(u2) u 2p (u')du' = f U'2dxdy. (3.76)
Further, from 3.64a and 3.64b, the mean and variance of the total velocity disturbance, u'(x, y),
are given simply by multiplying by N:
(u') = N (u ) = - ';dxdy (3.77)
'2 = N [(u?') - (U )2] = a u22dxdy - I (u')2. (3.78)
Note that the N-dependence is eliminated by multiplication by N, except in the second term
in the expression for (u'2 ), where it does not vanish. However, this term approaches zero in
the limit N -+ oo, which we may choose since A, and thus N, is arbitrary.
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To evaluate the integrals in 3.75 and 3.76, substitute 3.68, and note that A, by definition,
extends far upstream and to either side of (x, y), so that these extents can be taken to infinity.
Thus, N -+ oo, and the second term in the expression for (u'2) vanishes. One thus obtains
a fofo(C,) Ud Y - - (CD) ax)(u') = dyidi (3.79)
22 -=
Otf a] ][ f u 4 (CD)ax dyi di. (3.80)
d f o 4,V/r a, 4
The integrals are fairly straightforward to evaluate, provided the y integration is carried out
first, and they yield for the mean and variance of u'(x, y)
(u') = U (3.81)
U2  UdCu = - (CD) ad-. (3.82)16Vt
Dimensionless Peclet Number
At this point, it will be useful to define a dimensionless number expressing details about trans-
port in the wake. Define a dimensionless Peclet number, P, which expresses the relative
importance of advection and diffusion of momentum in the wake:
8 2 /Vt (d/a) /vt Ud
- = -. (3.83)
sj/U (1/a) /U vt
The numerator, 82 /Vt, is the time scale for the diffusion of mass or momentum by turbulent
exchange over a transverse distance equal to the spacing, s. It is the time scale necessary for
the wake to reach a width s. The denominator, sj/U, is the time scale for mass or momentum
to advect over distance equal to the e-folding length scale of the wake, s, = 1. Thus P is a
measure of the degree to which the wake spreads laterally before it decays downstream. If
P > 1, the advective time scale is faster, and the wake will not be wider than the mean spacing
by the time it has decayed.
A simple scaling analysis can show the maximum expected wake width in terms of P. Since
the wake growth is a diffusive process, the width, b, can be defined as the standard deviation
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of the diffusive growth, b = a - V 1, where D = vt is the diffusion constant, and t is the
advective time scale. Thus, in the distance necessary for the wake to decay, sl = 1/a, it will
grow to a width b which scales like
b Vt 1 1 is
- ~s-== 
- (3.84)d Ud ad Pad i'd
so that the ratio of the maximum width to the spacing scales like
b/s ~ 1/v' (3.85)
Thus P provides a measure of how "diffuse" the wakes are within the canopy. The turbulent
eddy viscosity, Vt, which is necessary to compute P, is unknown and must be measured or
predicted for each flow scenario. For turbulent canopy conditions, Re 2 200, P will be low
since turbulence exchanges momentum, smoothing the wake profile. At low Re, P is higher
since the wake profile is only diffused by viscosity.
It should be noted that for low Re laminar flows, the definition of P must be adjusted
slightly, as mass and momentum will no longer exchange at the same rate. For momentum
exchange, the turbulent viscosity, Vt, will be replaced with the molecular viscosity of water,
V, so that P = Re. However, the physical meaning of the dimensionless number remains the
same. To describe the transverse diffusion of mass, vt must be replaced by Din, the molecular
diffusivity of the diffusing species in 3.83. with D, replacing vt for laminar flow, P >> Re,
since mass diffuses more slowly than momentum at the molecular level.
With the definition of P, a brief note regarding the velocity variance, o,, will now be
instructive. Utilizing the definition of the Peclet number, the variance can be written,
21 U C) ad-P. (3.86)
The P-dependence can be explained by the following argument. The higher P, the less
momentum is exchanged laterally, so that wakes are less diffuse, with sharper boundaries.
Conversely, for lower P, wakes exchange momentum significantly in the transverse direction, so
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that the momentum deficit is more diffuse, or smoothed out. Thus for high ', the variations
in velocity will be more pronounced, leading to a higher value of o,.
The Effect of Inter-Cylinder Jets and Pressure Rise
Given the definition of 3.61, it seems a contradiction that the mean velocity disturbance due
to wakes, (u'), is the nonzero value, L (3.81). This leads to the following contradiction would
result since
U - (3.87)
The definition 3.61 must be modified to correct this contradiction. Since (u') = U implies
that the net effect of wakes is to diminish the mean velocity by half, there must be a positive
velocity disturbance, with mean L, to counterbalance this negative effect. This positive veloc-
ity perturbation results from the constraints of continuity, which have thus far been ignored.
Continuity requires a local positive perturbation to the flow in the vicinity of a cylinder to
counterbalance the defect in mass flow caused by the cylinder drag. In addition, this positive
flow perturbation is accompanied by a pressure rise necessary to drive the flow.
To see how this arises, consider again the local, stem-scale momentum equation, 3.45. To
solve for the wake velocity disturbance, this equation was solved with boundary conditions
corresponding to a point momentum sink at the cylinder center. The drag creates a sink for
mass flow (per unit depth) equivalent to
q'= p u'(x, y)dy (CD) Ud (3.88)
where the integral is the same as in 3.49 and q' plays the role of the total "mass" in the Gaussian
velocity disturbance profile, u'(x, y). In order to satisfy continuity, this mass flow deficit must
be balanced by an efflux of mass flow equivalent in magnitude. Such efflux is essentially a
jet whose width is the transverse distance between transversely adjacent cylinder boundaries,
w = .1 - d. Thus the positive velocity perturbation, denoted u', can be determined by dividinga 3'
q'/p by the jet width,
_ q' (CD) Uad
u p (-d) 2(1 - ad)
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where
w/d (1-ad) (3.90)
ad
is the non-dimensional jet width.
In addition to the extra mass flux associated with the jet, there is also a momentum flux
given by
2 1(CD Uad 2
M- = p- = -. (3.91)2 8 1(1 - ad)I'
To balance the efflux of momentum, there results a local pressure rise in the vicinity of the jet,
which if viscous effects are ignored, can be found by an application of the Bernoulli equation:
,U? p (CD)Uad (2
P /=P-- = -. (3.92)2 8 (1 - ad)
It is more than justified to apply the Bernoulli equation for small ad (large w/d) since viscous
dissipation at cylinder boundaries persists only over a distance d (the length of contact), which
is too small to develop significant viscous forces. In other words, provided w/d is large, a
significant boundary layer will not develop while the fluid is in contact with the solid surface
(only a streamwise distance d). This large gap width regime is the opposite of the lubrication
limit (small w), and so the Bernoulli equation is applicable.
If the pressure rise occurs over a length scale O(d), which is the scale over which cylinder
drag extracts momentum from the flow, the corresponding rise in pressure gradient is
1 dp' p' 1 (CD) Uad 2
p dx pd 8d (1 - ad) 1 (3.93)
This pressure perturbation is a stem-scale force, and as such, should be included in the
local momentum equation, 3.45, unless it is small compared with the mean pressure gradient.
Since it was neglected in the analysis leading to 3.52, we should determine if the approximation
was justified. Comparing the relative magnitude of the mean pressure gradient (2.20) and the
perturbation (3.93) gives
(dp'\ 1 CCD)Uad |2(x) '8 (1-a ) = (CD) ad
(CD aU 2  4 (1-ad)2 9)
(dx) 2
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which is small for small volume fraction, ad. Thus it was justified to neglect the pressure
perturbation in the local momentum equation.
The downstream evolution of a jet can be determined from the local momentum balance
3.45. An approximate solution for the jet, that ignores any transverse-dependence, can be
obtained by neglecting viscous and turbulent shear stresses so that the momentum balance is
6u'.
U = - (CD) aUu' (3.95)
The solution to this equation with the initial condition
, U (CD) ad
U3 1= 0  2(1-ad)
is
u (x) = U (CD) ad (cD)a (3.97)2 (1 -ad)
This solution assumes that the jet width remains constant downstream of its origin, since
transverse exchange of momentum has been ignored. This is an obvious simplification, but it
will serve to illustrate the relative importance of jets compared with wakes. The effect of the
approximation will be to overestimate the effect of jets, since the smoothing effect of transverse
diffusion is ignored. It is however, a reasonable approximation since, in contrast to a wake,
which is a point deficit of momentum, the jet (for w/d large) is a line source of momentum
spanning between adjacent cylinders. Thus, the maximum velocity perturbation (the jet center-
line velocity) will be unaffected by transverse diffusion if the time scale for jet decay (-)is
faster than the time scale for diffusion across the width of the jet . Comparing time
scales, this criterion is
a ~ v/5 < w (3.98)
or (3.99)
< d (3.100)Ud ad d
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which after substitution of 3.90 and rearranging becomes
d 1  (3.101)
which is satisfied in the range of validity of the present analysis. Thus, transverse dependence
of jets can be neglected, with the understanding that their effects will be slightly overestimated
by this analysis.
Similar to wakes, the moments of the velocity disturbance due to jets at a point (x, y) in the
array can be determined. Further, the effects from all upstream jets can be added according
to the superposition principle, so that the total contribution at (x, y) from all jets is
N
';, = (U (x, y) (3.102)
i=1
where u'; is the velocity disturbance from the ith upstream jet. Following identical arguments
as those that lead to 3.75 and 3.76, the mean and variance of the jet contribution become
(u) - a (1 - ad) [0 U (CD) ad(CD)ax (3.103)d a J0 2(1 - ad)
1 _ a(1 - ad) [ U (CD) ad 2 2(CD)ax (.10)
d a _ 2 (1 - ad)
where the factor i is the number of jets per area and (1-ad) is the width of a single jet. Thed a
integrals are easily evaluated to give
_' U (3.105a)
2 U2 (CD) adUi = 8 - ) (3.105b)8 (1 -ad)
Thus, the mean contribution from jets given by (3.105a) resolves the contradiction posed
by (3.87). If the velocity at an arbitrary point in the array, u(x, y), is now written as the sum
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of the mean velocity, U, and the fluctuations from the mean due to both wakes and jets
u(x, y) = U - u'(x, y) ± u (x, y) (3.106)
The mean velocity is thus given by
U U
2 2
so that, with the addition of jets to the description of the velocity field, the contradiction in
3.87 is resolved. The velocity field thus has three components:
" a mean current, U, due to the mean pressure forcing according to 2.20
* a negative velocity perturbation, u'(x, y), due to wake effects 3.62 which arise from the
drag exerted by cylinders
" a positive velocity perturbation, u (x, y), due to jets 3.102 which arises from the con-
straints of continuity.
Since transverse mixing was neglected in calculating the jet profile, o-j in 3.105b is slightly3
overestimated. Diffusion will smooth the signal from a jet, resulting in a lower o- than predicted3
by 3.105b. Despite the simplification, o- is still small compared with (u'2 ), the variance due
to wakes, by
O2 U2'(CD)ad)
___ - 8(1-ad) J 2 ad
12 9T-adT F~d(3.108)(u (CD)3 ad? (CD) (1 - ad)
The factor d is small, at most 0(0.1) for the range of ad considered by the present theory.
Thus the effect of jets on the velocity variance and consequently the effective diffusion constant
will be small. Neglecting the contribution of jets to the velocity field, the variance is due only
to wakes:
a u )~~ (U = - (CD)3 adP (3.109)
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The Effective Diffusion Constant Due to the Spatially Random Velocity
With the mean and variance of the velocity field known, we can proceed to determine the
effective diffusion constant, D,. Consider a two-dimensional control volume in the x - y plane
which contains a single cylinder, and whose volume (per unit depth) is equivalent to the mean
volume containing one cylinder, s 2 . The cylinder is located on the far upstream boundary of
the control volume, and is centered with respect to the y- dimension. This choice of cylinder
location is made so that the entire control volume is downstream of the cylinder, which will
be referred to as the primary cylinder, and thus the velocity within the control volume is
determined primarily by its wake. The control volume is a square with sides of length s
perpendicular and transverse, respectively, to the primary direction of flow. This control
volume is the representative elementary volume (REV) for the array, whereby it is implicit
that the analysis for this control volume applies to all such control volumes in the array, thus
yielding array-averaged results.
For simplicity, and without any loss of generality, assume the fluid contains tracer particles
whose concentration is everywhere uniform and equal to C. Since the tracer advects with the
mean velocity, there is a constant flux of particles into the control volume equal to
J =CUs (3.110)
To find the effective diffusion constant, the spatial velocity autocorrelation function for the
Lagrangian particles will be computed. This will follow a similar analysis as that employed
in [47] to compute the effective dispersion from slow zones in the boundary layer around the
surface of a sphere. To find the correlation function, the goal is to follow the motion of a
discrete "packet" of particles as they move through the wake, and average over all particle
trajectories. To this end, we follow a "packet" of particles, moving with the mean velocity,
that crosses the interface into the control volume in a time dt. The number of particles in the
packet will thus be
N = Jdt = CUsdt (3.111)
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If a transformation from time to space is made using the mean velocity, dt = , then
N = Csdx. (3.112)
We will thus follow these N particles, contained in a thin slice dx, as they advect through
the wake, and we will average over all particle trajectories. The averaged spatial velocity
autocorrelation function, expressing the length over which particle velocities are correlated, is
defined by
N
k(x) = (u'(O)u'(x)) = n'u(0)u '(x) (3.113)
i=1
(analogous to the time correlation function in Young and Jones [47]) where x = 0 is the
upstream boundary of the control volume (also the center of the primary cylinder). This sum
is equivalent to the integral expression
k(X) = - u'(0,y)u'(x,y)Cdxdy (3.114)
N. _s/2
where Cdx is the number of particles per unit width in the transverse direction and the limits
are measured from the center of the control volume to either transverse boundary. Substituting
3.112 into 3.114 yields
1 fs/2
k(x) = - u'(0, y)u'(x, y)dy (3.115)
s -8/2
If the Peclet number is large, P > 1, transverse interactions between adjacent wakes will be
negligible, since the wake will never exceed the control volume in lateral extent (see earlier
arguments). In this case, the limits of the integral in 3.115 can be extended to infinity, and s
can be rewritten to give
k(x) = U'(0, y)u'(x, y)dy (3.116)
where a is expressed in terms of a and d. For a more detailed discussion of wake interaction
effects see the error analysis at the end of this section.
A primary assumption of this analysis should be mentioned at this point. The value of
P is important to the trajectory of the Lagrangian particles being followed through the wake.
In addition to advection, particles also experience transverse motion by turbulent or molecular
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diffusion. If diffusive motion were strong enough, particles could be carried out of the wake
before advecting through it. Thus the dispersion due to the wake would be short-circuited,
resulting in a lower value of D, than that predicted by the present model. One can perform
a calculation to assess the likelihood of this diffusive short-circuiting. Assuming transverse
diffusion of tracer is by turbulent mixing, the turbulent eddy viscosity can be used for the
transverse diffusion constant. An order of magnitude ratio of time scales for diffusion out of
the wake and advection through the wake can be given by
diffusion b2 /vt (3.117)
advection x/U
where x is any point along the wake, measured from the cylinder center, and b ~ , vtx/U is
the wake width. This expression reduces to
b2 /vt 
-(V'x/U) = 1 (3.118)
x/U x i-'
which shows that the time scales for diffusion and advection are equivalent. This result should
be expected since the the diffusion of mass and momentum in the wake by turbulent exchange
should be approximately the same the turbulent Prandtl number is around Pr = 1 (see Hinze
[16]. This means that the wake itself is an envelope for particle diffusion, and that on average,
diffusion will not carry particles out of the wake, but will exactly confine them to it. As a result,
the present analysis, which assumes that velocity correlations are determined by advection
through the wake, is justified.
The assumption that correlations are dominated by advection implies that particles are
entering the wake only by advection. This is a good assumption given that the time scale for
diffusion into a wake is as long as it takes to advect the length of the wake.
Note that for laminar flow, vt in 3.118 should be replaced with Dm in 3.118 where Dm
is the molecular diffusion constant of the particles. Since for most species, Dm < v, (mass
diffuses more slowly than momentum at the molecular scale), transverse diffusion will be even
less significant relative to advection.
Returning to 3.116, upon substitution of the velocity disturbance 3.68 into (3.116) and
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evaluation of the integral, one obtains
k(x) = U2 (CD) 2 /d'P d e-(CD)a (3.119)
It can be seen that the autocorrelation function, like the wake, decays spatially like e-(CD)a
A normalized autocorrelation function can be defined by dividing k(x) by the velocity variance
to obtain
'R(X)=k(x) _ 2 (CD) 1 -(CD)ax (3.120)
2f 7r ~/
According to Taylor's theorem, the diffusion constant, will be obtained by an integral of the
velocity autocorrelation function, so the fast exponential decay of R(x) will ensure that such
integral converges. However, by Taylor's theorem [44] (also see, for example, Csanady [5]), the
diffusion constant is given by
D = 1o R'()d (3.121)
where R'(r) is the time autocorrelation function, or the average velocity correlation with time
over the flight of the ensemble of particles, whereas R(x) gives the correlation of particle
velocities over space. This can be resolved by noting that, at leading order, 7Z(x) can be related
to R' (r) through the mean velocity. By making the assumption that the velocity disturbance
is small compared with the mean velocity except very close to the stem, u'(X, y) < U then
dx
R'(r)dr ~~ R(x) dx (3.122)
Note that this is precisely the same assumption that was made in order to obtain the expression
for u'(x, y) from 3.39. The error associated with this approximation will be addressed at the
end of this section. With this simplification, the effective diffusion constant is obtained:
D8  = 2 (CD 1 -D) a .dx (3.123a)V r fo 7Id U
22s
= CUT (3.123b)
Ul
Substitution of the variance, given by 3.86, yields the effective diffusion constant in terms of
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the array parameters:
Ud
D, = -- (CD) 3 P. (3.124)8
Note that D, is independent of he cylinder density, ad, and is dependent on P only through
the P-dependence of oe. Since 0 U oc v'a and F cx ,7 , the product, D, is independent of ad.
The variance, Cu, increases with Na since a larger portion of the flow domain thus consists
of sharp wake profiles, or greater values of u' when ad is high, whereas for low Va-d, more of
the flow domain consists of far wakes, with smoother velocity profiles, and lower values of u'.
However, since the length scale of the velocity correlation is O(s) = O( 1 ), and D, increases
with both o and the correlation scale, the effects cancel one another, so that D8 is independent
of ad.
The integral of the time autocorrelation function is known as the integral time scale
rj= W (X dx = 2s (3.125)
fo U U
and expresses the average time over which the velocity of a single particle in the ensemble
is correlated (see, for example, Hinze [16] for a discussion of F in the context of turbulent
diffusion). Equivalently, if the ensemble of particles is thought of as undergoing a random
walk, then F is the duration of a single step in the walk.
The diffusion constant, also by Taylor's theorem [44] is simply the product of the velocity
variance and the integral time scale
D, = oaF (3.126)
Analogously, the integral of the spatial autocorrelation is known as the integral length scale,
L = R (x)dx = 2s = FU (3.127)
0
and is a measure of the length of a single step in the random walk.
It is interesting that the integral time scale for the diffusion process is 11. This dependence
suggests a mechanically diffusive process, or one dependent upon advection only. The time
scale over which the velocity of a particle is correlated is thus set by advection through the
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spatially random velocity field. As particles advect through the random field, their velocity is
correlated over the scale of a single wake, which is, by 3.127, O(s). This is the same kind of
diffusion process found by Koch and Brady [20], for high Peclet number flow through a random
array of spheres in a Stokes flow regime. Additionally, it is the same dependence found in
porous media flow, where, according to Dagan [6], the mechanical dispersion constant is given
by D = UIur , where I is the correlation length scale and o, is the variance of the log-normally
distributed hydraulic conductivity field.
An interesting note is that an expression similar to 3.124 was found by Koch and Brady for
the dispersion constant in Stokes flow through a fixed bed of random spheres. They found the
dispersion constant to be
3
Dpheres = 3Ua (3.128)
where here a is the sphere diameter and U is the mean velocity [20]. Their expression reflects the
dispersion due to the random velocity field in the bed of spheres, and like 3.124, is independent
of the solid volume fraction, and is proportional to both the mean velocity and the characteristic
scale of the solid obstructions. The expression 3.128 does not depend on P, since in the Stokes
flow regime, both the magnitude of the velocity disturbance in the sphere wake and the drag
exerted on the disturbance by the surrounding media are proportional to the fluid viscosity,
and so the effects cancel. In our case, the wake profiles, and thus o depend on P, but, as
with Stokes flow in the bed of spheres, the time scale for particle trajectories to be correlated
in the random field is independent of 7 and so the dispersion is purely mechanical. Thus the
similarity between the scaling of the two respective results is notable.
A mechanically dispersive process differs from processes, such as Taylor shear dispersion,
that depend on transverse diffusion. In these processes, the spatial-dependence of the ve-
locity field is both deterministic and persistent, and thus transverse diffusion is necessary for
lagrangian particles to sample different regions of the velocity field. In this case, the trajec-
tory of a particle is correlated as long as it remains in one portion of the velocity field, before
transverse diffusion moves it to a new velocity region. Thus for these diffusive processes, F is
established by the time scale for diffusion across the velocity field. Conversely, for mechanical
diffusion, F is independent of diffusion, since a tracer particle experiences different velocity
regions simply by advecting through the random velocity field.
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It should be noted, however, that some laterally diffusive process must initially separate
particles in order that they may independently sample the random field. In the absence of any
diffusion, a point injection of particles would follow the same trajectory, however tortuous it
may be. However, only a small amount of diffusion is necessary for the particles to diverge, and
molecular diffusion would be sufficient, though the time scale for divergence would be long. For
a laterally distributed source of tracer, no amount of transverse diffusion would be necessary for
the particles to sample the random field, mechanical dispersion would begin acting immediately
after the release.
It is important to call attention to the time scale necessary for mechanical diffusion to
asymptotically become a Fickian diffusion processes. This will occur only after several different
wakes have been experienced by each tracer particle. Thus, it is necessary that tracer must
have advected through the cylinder array for a time t > , or
t > (3.129)
before D, applies.
Evaluation of Errors
The analysis beginning with the momentum equation for the velocity disturbance in the wake
of a cylinder and leading to an expression for D, was dependent upon a number of assumptions.
Here, an analysis will be performed to estimate, at leading order, the magnitude of the errors
resulting from these assumptions.
In the analysis, there were three primary assumptions, with corresponding errors:
(i) Surrounding wakes have a negligible effect on the velocity correlation function
(ii) The velocity disturbance in the wake is small compared with the mean velocity, u' < U,
at distances from the cylinder that are of interest
(iii) Velocity perturbations associated with jets make a negligible contribution to the ve-
locity variance, oa < (u').
79
By neglecting contributions from adjacent wakes in the derivation of the velocity autocorre-
lation function, it is assumed that the spatial correlation from wake within the control volume
(REV) makes the dominant contribution to k(x) and thus to D,. To evaluate the error associ-
ated with this assumption, let us rewrite the expression for k(x) (3.113) to include correlation
effects from secondary cylinders:
k(x) - ((u'(0) + u"(0)) (u'(x) + u"(x))) (3.130)
where the angular brackets () denote the same averaging procedure, but now u"(x) has been
included to represent the total contribution from secondary cylinders. This extra contribution
is simply the sum of all secondary wake and jet effects,
u"(x) = u" (X) + u'!(x) (3.131)
where u" (x, y) and u'!(x, y) are given by 3.62 and 3.102, respectively, with the summations over
all secondary cylinders. Substitution of 3.131 into 3.130 yields
k(x) ((u'(0) +u" (0) + '!(0)) (u'(x) +u" (x) + u'(x)))
= (u'(0)u'(x) + u"(0)u" (x) + u'f(0)u'(x) + U'(0)u"(X) + u'(0)u',(x) ± u',(0)u'(x)
+u" (0)u' (x) + u'!(0)u'(x) + u'f(0)u" (x)) (3.132)
Thus six specific types of correlation terms are introduced: the autocorrelation terms, of the
form (u'u'), (u''s), and Ku~,'u'"); and the cross correlation terms of the form (two each) (u'u'),
n'U'U!, and Ku'/u' X. The term (u'(0)u'(x)) is the leading approximation for k(x) given by
equation 3.113. Now the other terms will be evaluated to compare their magnitude with the
magnitude of (u'(0)u'(x)).
In the terms of the form (u'u') and Ku'u4 U' can be taken outside of the averaging, since,
with the cylinder center fixed, it is a deterministic function. Thus, these terms become u' (u'/)
and u' Kuj) and since (u'/) + u = 0 (the mean velocity perturbations due to wakes and jets
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balance) they are eliminated:
(u'(O)u" (X) + u'(O)u'f (x) + u" (O)u'(X) + ul'(O)u'(x))
= u'(0) ((u"(x)) + (u'(x))) + u'(X) ((u" (0)) ± (u',(O))) = 0 (3.133)
Turning now to 'u'j), it can be seen that the maximum value it can attain is Kuf(0)u'(0))
which, since the locations of the jets contributing to the velocity at x = 0 are random variables,
is simply (u'j2, the velocity variance due to jets, o-j. Note that o- is the maximum value
of Ku(0)u(x), after which it will quickly decline to zero with increasing x. This can be
compared with the maximum value of (u'u"), which by the same argument, is (u' (O)u' (0)) =
(U,,), the velocity variance due to wakes. Again, (u' (0)u' (x)) will also decay for x > 0,
eventually becoming zero. Since o< (24), it follows that (u'§u') >> Ku'u'),Ku'n').
Thus, these terms can be eliminated from 3.132.
This leaves (u,(0)u' (x)) as the highest order correction term that must be evaluated. This
term represents the contribution to the velocity correlation function from secondary cylinder
wakes. It can be estimated by considering that its magnitude will come primarily from the
nearest upstream cylinders to the primary cylinder in the REV. There will of course be higher
order contributions from cylinders even further away, but these will be third order contributions,
etc. Considering the secondary stems, or second order contributions, if the nearest upstream
cylinder is located a distance 1 upstream and a distance b to either transverse side of the primary
stem, then (u' (0)u' (x)) can be rewritten as (u' (0)u' (x)) = (u'(l)u'(l + x)). Since the location
of the secondary cylinder has been specified, the correlation function becomes deterministic,
and can be written in terms of u'(x, y), the velocity disturbance behind a single stem. In order
to estimate this term, the expected values of b, and 1 can be determined and then substituted
into the expression for u'(x, y) (3.68).
A good approximation is that the x- component of the center to center distance between
the nearest upstream cylinder and the primary cylinder is one mean spacing, s, so that 1 = S. If
the we choose a scale of interest from the primary cylinder, say d, since that is the scale closest
to the nearest upstream cylinder, the velocity disturbance due a secondary cylinder located a
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distance s directly upstream of the primary cylinder (3.68) is
U t 1 --(CD)a(s-d)
- 2 e- (CD) /Z (3.134)U 1±_-(D)a7' e-(T: ad:+
This gives the approximate error in neglecting the velocity disturbances from secondary up-
stream cylinders when computing the autocorrelation function, l(x).
Turning now to the assumption that the velocity disturbance behind a cylinder is small
compared with the mean velocity, u' < U. Since the correlation length scale and thus the
largest contribution to dispersion is O(s), this is the length scale of interest for comparing u'
and U. Utilizing (3.68), at O(s),
r%., (ad)1/ 4 e-(CD) V'd (3.135)
This is the leading order estimate of the magnitude of the error incurred by making the as-
sumption u' < U. It can be see that for small ad, the factor (ad)1/ 4 will be smaller, but the
exponential factor approaches one. Conversely, for high ad, the exponential factor becomes
smaller, partially offsetting the increase in the first factor. Thus it is hard to explicitly state
the appropriate range of ad for which the assumption u' < U is a good approximation.
The third source of error in the preceding analysis was the assumption that the velocity
variance due to jets 3.105b makes a negligible contribution to the overall velocity variance
compared with the contribution from wakes, o- < (u/2 ). The approximation for the error
associated with this assumption was given by equation (3.108) to be N/$. This gives a reliable
criterion for the range of ad for which jets will begin to be significant, and the approximation
a-? < (U' 2 ) breaks down.
Transition Between Wake-Dominated and Jet-Dominated Flow Regimes
The analysis in this section was valid for large P (the criterion for neglecting interaction effects
between wakes) and low ad, which is necessary to neglect the pressure perturbations from jets
that arise when flow is forced between transversely adjacent cylinders. This latter constraint
is instructive since it provides an idea of the kind of flow regime that will be approached as
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ad becomes large. In this regime, the flow will be characterized by regions of significantly
elevated pressure, as fluid is forced between closely-spaced stems. The flow structure and
consequently dispersion will then begin to be dominated by these high velocity jet regions.
Particle trajectories will be characterized by excursions in jet regions, with particle velocities
being correlated while they reside within a jet.
Conversely, for large ad, s becomes small, and there will be insufficient distance between
cylinders for wake profiles to fully develop. Thus, the wake will consist only of the near-wake
region, and the wake-based analysis of this section will no longer describe the velocity behind
a cylinder. Instead, the flow will consist of trapping zones (near wakes) where flow will be
very slow and the exchange of particles with the surrounding jets will be by transverse diffusion
only. Additionally, as cylinders are packed more closely together and the array approaches
a dense porous medium, the streamlines will follow complicated paths of least resistance (high
permeability), and significant short-circuiting will occur, whereby large clusters of cylinders may
experience slow flow conditions as streamlines circumvent the cluster. Such large clusters will
exist as single effective trapping, or dead zones, and exchange with the main flow will be very
slow. Thus the flow regime will resemble that described by Young[49] consisting of alternating
regions of closed streamlines with no net flow, and regions of high flow threaded between them,
and for which the only way mass is exchanged between the zone is by diffusion. This type of
regime is similar to flow in the open ocean, where there exist closed persistent eddies created
by bottom topography and large scale meandering jets that thread between them.
Thus two distinct regimes can be identified within the cylinder array based on the magnitude
of ad: a wake-dominated regime, and a jet-dominated regime. The criterion for the significance
of jets compared with wakes is given by 3.108. Thus the transition between the two regimes
will begin when 0 ( ) becomes significant. In the transition regime, both wakes and jets
must be considered.
The jet regime will not be further discussed in this thesis. However, the plant density of
most aquatic canopies (see stem density references-cite) will place them in the wake-dominated
regime.
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Summary
In this section, the effective diffusion constant, D,, due to the random velocity field was de-
termined by obtaining a theoretical prediction for the velocity disturbance in the wake of a
cylinder. The variance, o, of the velocity field was also obtained and it was found that D,
is determined solely by o-2, and the time scale, '= is, necessary for tracer particles to advect
through a single wake in the random field. It was found that D, is independent of the solid
fraction of cylinders, ad, and is weakly dependent on the wake Peclet number, P, which deter-
mines the characteristic width of a wake and the extent of transverse exchange of momentum
within the array. Theoretically, by measuring the spatial variance of the velocity field, , one
can predict both 'P, as well as D,.
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Part II
Experimental Study
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Chapter 4
Experimental Setup and Methods
In order to study velocity characteristics and dispersion mechanisms within a cylinder array
more thoroughly, an experimental study was devised using a model cylinder array in a laboratory
flume. The array consisted of rigid hardwood dowels inserted into a Plexiglas base with
varying densities (ad) and then placed at the bed of a 20 m long laboratory flume for which
the velocity could be readily varied. Numerous velocity measurements were made within
the array at varying Reynolds number and cylinder densities in order to examine a range of
important velocity characteristics. In addition, tracer experiments were conducted by releasing
a fluorescent dye into the array and measuring the spreading of the dye patch with a fluorometer,
in order to study dispersion processes in the array.
4.1 Description of Flume and Model Array
The experiments were conducted in a 24 m long by 38 cm wide by 58 cm deep glass-walled
recirculating flume in the Parsons Laboratory for Water Resources and Hydrodynamics at
M.I.T. An illustration of the flume is shown in Figure 4-1. The recirculating current was
controlled by a Weinman 3G-181 pump with variable flow rate from 10 to 240 gpm using a
diaphragm valve. To roughly estimate flow rates, a Signet flow gauge, with error of t3 gpm
was used.
In order to provide uniform inlet conditions, an attempt was made to mix momentum
uniformly through the cross section, thus avoiding any momentum signatures that would persist
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downstream. This was done with the following measures:
" In order to dissipate turbulence, 2 mats of rubberized coconut fiber ("horsehair") were
placed in the flume cross-section, so that they extended through the entire fluid cross-
sectional area.
* In order to break up large scale turbulence or jets, a 0.5 m array of 100 surface-piercing
wooden dowels was placed immediately after the horsehair.
" A set of 0.45 m long flow straighteners composed of a honeycomb-like arrangement of
extruded plastic cylinders, aligned parallel to the flow, was placed directly downstream
of the inlet. They served to produce longitudinal, unidirectional flow through the cross
section.
In addition, a distance of 3 m was preserved between the flow straighteners and the beginning
of the cylinder array test section, over which the bed was simply the glass-bottom of the flume.
This allowed extra distance for the flow to become unidirectional and more fully-developed.
4.1.1 Experimental Cylinder Array
For the model cylinder array, 1/4" (6.35 mm) hardwood dowels were inserted in random arrange-
ment into holes drilled in Plexiglas boards. The dowels were cut to lengths ranging from 20 - 30
cm, long enough so that they extended through the water depth. Each Plexiglas board had
dimensions of 127 cm in length, 37.5 cm in width, and 1.27 cm in thickness. The boards were
laid flat on the flume bottom and connected together with straight pins so that adjacent boards
lay flush against one another, ensuring a smooth bottom. Once the boards were in the flume
and all connected, a tapered "toe" was placed at the edge of the furthest upstream board in
order to provide a smooth transition from the natural flume bottom to the elevated (1/2") false
bottom created by the boards. In addition, a distance of 67 cm (with dowels) separated the
beginning of the first board and the beginning of the experimental section of the array.
The holes were drilled in the boards in random arrangement following a template created
using a random algorithm. According to the algorithm, holes were placed randomly on the
template with the stipulations that a minimum distance 'of d/2 must separate a dowel edge
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Figure 4-1: Schematic illustration of the flume used in the experimental study.
from any board edge, and a minimum distance d must separate any two dowels. The template
covered an area of one board and was simply repeated for each of the five boards used in the
array section. A total of 951 holes were drilled in each board, which, when all holes are filled
with dowels, corresponds to a cylinder density of ad = 0.082.
The dowel densities used in the experiments, ad = 0.013, ad = 0.025, and ad = 0.082,
were chosen to resemble typical stem densities in marshgrass canopies, and are similar to those
studies by [14], [12], and [40]. For the highest density, ad = 0.082, all holes in the boards
were filled. For lower densities, ad = 0.013 and ad = 0.025, dowels were placed into holes
at random. Prior to inserting dowels into a board, each board was completely covered with
a layer of clear packing tape. Thus, the unfilled holes remained covered with tape when the
boards were submerged in the flume, creating smooth, uniform bottom conditions. After the
holes were filled with dowels and the boards were placed in the flume, additional dowels were
duct-taped vertically to the flume walls in order to eliminate channeling between the flume
walls and the board edges. By breaking up these channels, the dowel array effectively covered
the entire fluidized volume of the flume.
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4.2 Velocity Measurements with Acoustic Doppler Velocimetry
(ADV)
Velocity measurements within the array were made predominantly with a SonTek Acoustic
Doppler Velocimeter (ADV). The ADV is capable of operating under a wide range of condi-
tions with excellent accuracy and is widely used in studies of flow through aquatic vegetation
([26]; [13]). For this study, two different SonTek ADV instruments were used: a standard
ADV and a MicroADV, with smaller sampling volume and higher sampling rate.
The principles of operation are the same for each ADV instrument. The ADV probe is
composed of a 10 MHz (standard ADV) or 16 MHz (MicroADV) transmitter surrounded, in a
horizontal circle, by three receivers. The probe, submerged in the water, transmits acoustic
pulses, which travel through the water and are reflected back (backscattered) by small particles.
Since the particles move with the flow, the frequency of the reflected signal is shifted from the
frequency of the transmitted signal, a phenomenon known as the Doppler shift. The three
receivers then detect the backscattered signal and the frequency shift is proportional to the
velocity of the moving particles. In order to provide the particles for acoustic scattering, the
flume was regularly seeded with a slurry of water and 10 pm hollow glass Sphericel particles,
manufactured by Potters Industries, Valley Forge, PA. This particle size is optimized to make
the assumption that particles move with the flow a reasonable one.
The ADV is connected to a processing module that calculates the velocity from the frequency
shift, using the Doppler equation:
V c d (4.1)4 ?rfT dt
where V is the velocity along the axis of the beam emanating from the sample volume towards
each receiver, c is the speed of sound in water, fT is the transmitter frequency, and #, is the
phase of the backscattered signal (radians). The sample volume is located 5 cm below the
transmitter, and is cylindrical in shape. The sample volume of the standard ADV has vertical
dimension of 9 mm and horizontal dimension of about 6 mm, while that of the MicroADV has
vertical and horizontal dimensions, respectively, of 5.6 mm and 4.5 mm.
SonTek gives the following performance specifications for the ADV: a velocity resolution of
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0.1 mm/s, a velocity accuracy of i1% of measured velocity, and no discernible drift, making
routine calibration of the probe unnecessary. The sample volume can be placed to within 0.5
mm of a solid boundary. Thus, the center of the sampling volume can be placed to within 5
mm of the boundary for the standard ADV and to within 3.3 mm for the MicroADV. The
maximum sampling frequency is 25 Hz for the standard and 50 Hz for the MicroADV.
A wide range of tests was carried by Vivoni [13] to assess the optimal operating conditions
for the ADV. He found that the running average of the mean velocity and turbulence intensity
converged to within 5% of the long-term mean within one minute, while the velocity cross-
correlations required about seven minutes to converge. Since the current study is primarily
concerned with the mean velocity and statistics of the turbulence intensity and autocorrelations,
a time of six minutes was chosen as the length for all velocity records of a single measurement
location.
4.3 Velocity Measurements with Laser Doppler Velocimetry
For a very small number of velocity measurements, a Laser Doppler Velocimeter (LDV) system
was used. This technology is noninvasive, and allowed measurements to be made very close to
the flume walls, thus resolving the velocity in the wall boundary layer. However, due to system
malfunction, these measurements could only be made for one experimental case. Because so
few measurements were made, a full description of the system will not be given here. However,
one can refer to Vivoni [13] for a complete description of the system that was used.
4.4 Experimental Scenarios and Measurements
Experiments were conducted for a range of different cylinder density and Reynolds number
scenarios. For each of the three densities, ad = 0.013, ad = 0.025, and ad = 0.082, detailed
velocity measurements were made for a high and a low Re. The low Re, for each density, was
approximately Re a 65, which corresponds to the first appearance of the Von Karman vortex
street behind an isolated cylinder (see p. 18, Figure 1.6 in Schlichting [38]). The higher Re
was chosen to be Re ~ 600, at which the flow lies in the fully turbulent regime. Both the low
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and high Re are within the range of commonly-observed flow conditions in aquatic canopies
[24]. In addition, to those for low and high Re, less detailed velocity measurements were made
for intermediate flow conditions of Re - 90 and Re a 130. The water depth in the flume for
all scenarios was 15 cm.
For each ad - Re scenario, detailed measurements were made of both the vertical (z) and
the lateral (y) dependence of the in-array velocity. For each scenario, a vertical traverse was
made at each of two randomly chosen horizontal (x, y) locations within the array. For each
traverse, detailed ADV measurements were made beginning at a point very near the bed and
moving in increments up to the maximum depth attainable with the ADV, about z = 8 cm, or
slightly greater than mid-depth.
Lateral Traverses were made at each ad - Re scenario by choosing two longitudinal (x)
locations within the canopy separated by a specific distance. The distance was chosen in order
to ensure that the lateral velocity, u(y), would be uncorrelated between the two traverses. The
distance between traverses was 75 ± 1 cm for the low ad scenarios and 50 ± 1 cm for the middle
and high ad scenarios. Also, for the low ad, high Re case, three lateral traverses were made
rather than two. For each traverse, the ADV was moved in constant increments across the
width of the flume. Occasionally, it was necessary to remove a dowel in order to make room
for the probe, though attempts were made to minimize this necessity. Dowel removal was also
necessary for Zavistoski [50], who concluded that the removal had little effect on the velocity
characteristics.
4.5 Experimental Methods for Tracer Studies
Tracer studies were conducted by releasing a small pulse of Rhodamine WT dye into the flume
near the beginning of the dowel array and then measuring profiles of concentration with time
at various downstream locations using Chelsea Instruments Aquatracka III fluorometer. By
measuring the rate at which the tracer cloud spread, the effective dispersion coefficient could
be computed.
The tracer dye consisted of a mixture of Rhodamine WT dye and isopropyl alcohol, mixed
in proportion to achieve a mixture that was neutrally buoyant in water. It was important
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that the dye cloud not sink to the bottom of the flume during its motion, since the goal was
to isolate the dual process of dispersion due to wake trapping and dispersion from the random
velocity field, and so it was undesirable that the tracer should reach the boundary layers near
the flume walls and bottom the velocity approaches zero. Thus the dye was released at mid-
depth and mid-width. When released in this location, the dye never diffused to the bottom or
side boundary layers over the length of the experimental dowl array.
The dye was released from a longitudinal location a distance 0.63 m from the beginning of
the dowel array, and centered laterally between the side walls of the flume (see Figure 4-2). This
distance was sufficiently far into the array to ensure that the velocity conditions had completely
adjusted to the array, and that no velocity signatures persisted from the open channel region
of the flume. This was verified by two separate lateral traverses of flume velocity separated a
distance 0.5 m, which showed no velocity correlation between them.
The dye was released from thin micro-tubing (1 mm dia) oriented parallel to the flow,
and fitted, through a line of tubing, to a syringe. To inject the dye, the syringe was simply
depressed, allowing a pulse of dye into the flume. Care was taken to limit pulses to one second
or less. This corresponded to an initial tracer cloud length of at most 10 cm.
Concentration profiles were taken at each of three measurement location for each of 12
Re -ad scenarios: Re P 600, 65, 140, and 90 for each of the three ad configurations. The
measurement stations were located 1.5, 2.5, and 3.5 m from the release location. For each
station at each scenario, multiple identical dye releases were made - a minimum of ten. The
releases were made by injecting pulses in succession into the flume, taking care that the signals
from any two pulses did not overlap. The run was finished when the first injection recirculated
around the flume and began to interfere with the signals from new injections. At least ten
injections could be made before this occurred, and in some cases more.
Rhodamine concentration was measured using a Chelsea Instruments Aquatracka III flu-
orometer, a small cylindrical-shaped submersible fluorometer, with diameter 8.65 cm. The
instrument has a pulsed xenon light source, and measures the concentration of dye by exciting
the molecules with a pulse of light of certain wavelength (about 500 nm for Rhodamine). Once
excited, the molecules re-emit light at a different wavelength (about 590 nm for Rhodamine).
The intensity of the returned light is proportional to the number of molecules present, or the
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Figure 4-2: Schematic illustration of the experimental dowel array. Stations are locations
where tracer concentration profiles were taken with the Chelsea fluorometer. The fluorometer
is placed on a riser to make the sample volume level with the dye release at mid-depth.
concentration of dye. The instrument measures the concentration by comparing the intensity
of the re-emitted light with a reference beam generated from the original light source used to
excite the molecules. The fluorometer was calibrated specifically for the Rhodamine WT dye.
The fluorometer has a sampling rate of 7.5 Hz, and a sample volume that is located 3.5 cm
from the bottom of the instrument. Thus, to align the sample volume with the dye release at
mid-depth, the fluorometer was placed on a small riser. The instrument was submersed into
the flume after a minimal number of dowels were removed to clear a small space for it.
Concentration data were sampled from the fluorometer to a laptop computer, and later
transferred to a PC for data processing.
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Chapter 5
Results of Velocity Measurements
5.1 Vertical Velocity Profiles
The results from all vertical velocity profiles are given in Figure 5-1. Two profiles were taken
for each Re -ad scenario, and the horizontal (x, y) coordinates of each vertical traverse were
arbitrarily chosen to yield a representative in-array sample. Thus no biases were introduced
by the choice of measurement location. For the vertical profiles, only the vertical dependence
- u(z) - of the velocity at a fixed horizontal point was desired. Thus all velocity measurements
for a particular profile in Figure 5-1 are normalized by the mean velocity of that profile, (u),.
This removes the variation in velocity between the two profiles for each Re -ad scenario, since
this variation will be addressed by the lateral velocity proffies, and is not of interest in the
examination of u(z).
The vertical profiles taken at Re ~ 600 show very little variation between profiles, as the
error bars are often not larger than the size of the plotted points. Additionally, very little
vertical variation in velocity is observed. A boundary layer near the bed can be observed for
both ad = 0.013 (a) and ad = 0.025 (b), but it is confined to a small region inside of about 1
cm from the bed. Above this point, the velocity is nearly constant over depth. For the high
density configuration, ad = 0.082 (c), no boundary layer can be observed, suggesting that the
boundary layer, which must exist due to the no-slip condition at the bed, is confined to a region
below (z = 3.5mm), which is the depth of the closest measurement to the bed.
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The vertical profiles for Re a 65 exhibit slightly more variability between the two profiles
for each ad. The range of data, as shown by vertical bars, is greater, particularly for the middle
density (b). Nonetheless, the profiles suggest a similar trend to that observed for Re a 600.
The normalized velocity, u* is close to unity through most of the depth. A slightly different
boundary layer structure than that for Re a 700 is observed at the low density (a). The
averaged velocity, u* first decreases as z decreases, but then rises again near z = 2 cm, before
finally exhibiting a typical boundary layer of diminished velocity inside z - 1. This near bed
rise in velocity was observed in other vertical profiles, and will be addressed in Section 4.4.
Observe, however, that within the range of the vertical bars, u* - 1 over depth greater than
z e 1, at which depth a persistent boundary layer seems to have developed.
The middle density (b) for Re e 65 shows the greatest variation, both between profiles
and over depth. It is difficult to identify a unique boundary layer profile here, though within
the range of the error bars, u* f 1 above z e 1. The high density (c) exhibits the greatest
uniformity in u* both between profiles and over depth. As with the Re a 600 profile for this
density, no boundary layer profile is discernible at the closest measurement location to the bed
(z = 3.5mm). In fact, the data measured nearest the bed, show the highest values of u* of the
entire vertical profile. This phenomena is characteristic of the near-bed rise in velocity.
The near-uniformity of velocity over depth for all Re -ad scenarios is essential to the success
of the experimental dispersion study, the results of which will be discussed in the next chapter.
Since the objective of the dispersion study is to measure only the diffusive fluxes associated with
turbulent mixing, wake trapping, and the spatial fluctuations in the velocity field (Dt, D., D,
in equation 3.14), it is necessary to minimize dispersive fluxes due to shear dispersion (D. and
D, in 3.14). As vertical shear dispersion arises from persistent vertical velocity gradients, the
near uniformity of velocity through depth, as suggested by Figure 5-1 ensures that this process
will not be significant. There will be no net flux due to vertical velocity gradients until tracer
particles have migrated into the thin bottom boundary layer and complete mixing of tracer
vertically through the water column has occurred. As discussed in Sectionn 4.5, this did not
occur over the time scale of the dispersion experiments.
The turbulence intensity, Urms = (Ut271/ 2 is shown in Figure 5-1 (b, d, f). For Re ~~ 600, as
with the velocity profiles, Urms shows little variation either between the two profiles at a given
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ad or over depth. An increase in the mean value of urms with increasing ad is observed, as
expected given that the wake production of turbulence increases with cylinder density. The
notable feature of the arms profiles is the uniformity over depth, thus suggesting that for high
Re at each density scenario, turbulent fluxes, which roughly scale with urms (see section on
turbulent mixing), are approximately constant over depth.
Like the velocity profiles, the urms profiles for Re = 65 exhibit more variability across
individual profiles for a given density. This is particularly true of the middle density (d). The
middle density profile also exhibits some variability over depth, with a slight decrease in the
mean Urms value below about z = 3 cm. However, it should be noted that each vertical profile is
an average of only two representative profiles, which is not a large enough sample size to obtain
a reliable mean, and thus the mean profile is susceptible to being highly influenced by one
anomalous profile. This seems to be the case for the middle density, Re ~ 65. This particular
profile was taken in a region of the array with a strong influence from an upstream wake, since
for this proffile, ( = 0.5. Thus, while this profile is representative of a profile within a wake,U.
it influences the mean vertical profile to a greater degree than if a larger number of vertical
profiles at random locations within the array had been averaged. With this understanding, the
variability in Urms over depth at this middle density is still relatively modest.
Detailed velocity profiles within an array of cylinders, similar to the ones discussed here,
were made by Zavistoski [50], who also found little vertical variation in Urms or u. Those
profiles serve to reinforce the results of the ones discussed here.
The profiles of urms at both low and high density (b, f) show very little vertical variation.
The high density profile is nearly constant over depth. The low density profile shows a slight
decrease within the thin boundary layer around z = 1.5 cm. Thus based on the profiles of
Urms, for low Re, as for high Re, the turbulent fluxes should be approximately constant through
the water depth.
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Figure 5-1: Vertical dependence of streamwise velocity (u) and turbulence intensity(Urms = (u/2)1 12) for Re a 700 (red *) and Re a 65 (black -) and ad = 0.013 (a - b),
ad = 0.025 (c - d), ad = 0.082 (e - f). u and u,m, are normalized by the vertically-averaged
velocity, (u) : u* = , = u. Abcissa is distance (z) from the bottom boundary.
Each profile shown is the average of two separate profiles at arbitrary (x, y) coordinate within
the array; vertical bars show the full range of data.
5.2 Lateral Velocity Profiles
Lateral velocity proffles were measured at both high and low Re for each of the three cylinder
densities. For the low density, high Re scenario, three separate lateral profiles were measured,
while two profiles were measured for all other scenarios. For each scenario, the longitudinal
location (x- coordinate) of one of the traverses was chosen arbitrarily within the canopy, and the
other traverse(s) was then measured at a fixed longitudinal distance from the first. The distance
was chosen to be sufficiently great that the two profiles would be completely uncorrelated. Thus
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Table 5.1. Summary of velocity measurements for high and low ad.
ad Re U Urmx f, St 3
0.013 673 10.61±0.23 0.19±0.06 0.17±0.02 2.75±0.7 0.16±0.01 0.041±0.007
High Re 0.025 606 9.55±0.23 0.28±0.07 0.19±0.02 2.43±0.5 0.16±0.01 0.046±0.009
0.08 550 8.66±0.26 0.32±0.05 0.24±0.02 2.79±0.8 0.20±0.01 0.044±0.008
0.013 68 1.08±0.03 0.25±0.02 0.22±0.02 0.27i0.08 0.16±0.01 0.50±0.17
Low Re 0.025 61 0.96±0.03 0.28±0.04 0.22±0.02 0.22±0.07 0.15±0.01 0.55±0.23
0.08 60 0.95±0.04 0.34±0.05 0.36±0.03 0.27±0.09 0.18i0.01 0.60±0.29
the spatial (horizontal) fluctuations in the velocity field could be determined by sampling at
various lateral and longitudinal locations. Due to the random locations of the cylinders in
the vicinity of a traverse line, each lateral velocity profile represents a random realization from
the ensemble of all possible profiles; each proffle is a random sample of the velocity within the
array. Additionally, since the two profiles for each experimental scenario were chosen to avoid
velocity correlations, the set of all data points for each flow scenario should represent a spatially
random sample of the velocity within the array.
A representative lateral profile is shown in Figure 5-3 for low ad, high Re. The lateral
variation in mean velocity and turbulence intensity are shown adjacent to a plot of the locations
of the adjacent cylinders. The velocity data are normalized by the mean velocity, U, for this
particular scenario. Note first the lateral variation in the velocity. The fluctuations are largely
influenced by the locations of adjacent cylinders, which are arranged in a random pattern. For
instance, the minimum velocity, around y = 13 cm, occurs in a region closely surrounded by
three cylinders (two upstream and one downstream). It is thus clear that the fluctuations in
velocity are largely random. The proffile of turbulence intensity is nearly exactly opposite to that
of velocity. In regions with nearby cylinders, where the velocity is low, the turbulence intensity
is high. This is expected, since the turbulence in the array is predominantly contributed by
the cylinders, and is thus greatest in cylinder wakes.
A second representative profile at low ad, high Re is shown in Figure 5-4. The same trends
can be observed in-this profile. The random arrangement of cylinders leads to the appearance
of random fluctuations in the velocity profile, with velocity minima occurring behind clusters
of cylinders and maxima occurring in regions with no nearby upstream cylinders. Again the
velocity and turbulence intensity are oppositely correlated due to the suppression of velocity
and the increase in turbulence production in cylinder wakes.
Figure 5-5 shows all data from the three measured profiles for the low ad, high Re scenario.
This was the only scenario for which velocity measurements were taken near the side walls of the
flume. The scatter of the velocity data show the spatial variability in velocity between lateral
and longitudinal position in the array. The normalized velocity data are distributed around
u* = 1 almost throughout the entire width of the flume. A very thin boundary layer, in which
the velocity is diminished for all profiles, is observable within a distance of about 1 cm from
99
each flume side wall. Thus, like vertical gradients, the lateral velocity gradients exist only very
close to the wall. It follows that the lateral velocity profiles within the flume, after horizontal
averaging (equation 3.6a) are constant across the flume cross section except very close to the
wall. It can therefore be concluded with confidence that, as with vertical gradients, the lateral
velocity gradients will result in very little shear dispersion (Dy in 3.14).
Even though this ad - Re scenario is the only one for which the near-wall velocity measure-
ments were made, it can be concluded with confidence that for all other scenarios, the boundary
layer width is likely to be less than or equal to that shown in Figure 5-5. At higher density,
the velocity is more evenly distributed laterally, due to the constraints of continuity imposed
by the kinematics of flow through the cylinder array. As fluid parcels encounter cylinders,
they are moved laterally as they traverse around the cylinder, thus leading to a more uniform
lateral distribution of momentum. This is the same phenomena as mechanical diffusion of
tracer ([29]). Additionally, at higher cylinder density, the turbulence production is greater,
leading to greater turbulent mixing, which smooths velocity gradients and erodes the boundary
layer. Thus it can be concluded, even without direct measurement of the boundary layer for all
scenarios, that lateral velocity gradients will be small for all experimental scenarios, and thus
shear dispersion will in turn be negligible for the tracer dispersion experiments.
From Figure 5-5 (b), observe that the turbulence intensity, like the velocity, is also dis-
tributed randomly around a mean which is approximately constant over the entire width of
the flume. Thus we would expect turbulent fluxes to be approximately constant with lateral
position within the array.
The results from the lateral profiles for low Re for all ad scenarios are given by Figure
5-6. The upper plots (a, c, d) show the spatial fluctuations of the velocity data, by plotting the
mean profile with vertical bars showing the range of the data. The lower plots are histograms
showing the distribution of the data. The random nature of the velocity data is clear from
the scatter of the data. The spatial velocity fluctuations, obtained by subtracting the mean
(U = 1) are given by u*' = - 1, are direct measurements of the normalized fluctuations due
to wkesandjet, u(X,y)+uj'to wakes and jets, u , as given by equation 3.106. Then the variance of the data, which
is given in the histogram plots and which can be seen by observing the spread in the data, is a
direct measure of o-, as given by 3.82. As predicted by 3.82, the standard deviation, out which
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has been normalized by the mean velocity Uo to give -*, is observed to increase between the
low and high density scenarios. No increase in the mean value of U* is observed between the
low and middle density, but 3.82 predicts only a weak dependence of o-,, on ad (u,,l oc ad'/4 ),
so that the expected change in o-* from low to middle density based on theory would not be
much larger than the range of uncertainty.
Similarly, as shown in Figure 5-7, the data for Re r 600 exhibit an increase in a-* with
increasing ad. Also for each density, o* for high Re is slightly lower than the corresponding
value at low Re as given in Figure 5-6. This can be explained in light of the. theoretical
prediction given by 3.82. The theory predicts that o' 0c C3/4 , and CD for an isolated cylinder
at Re = 65 is larger than at Re = 600 (see Munson et. al.p. 599 [28]). Thus the variance for
low Re would be expected to be greater than for high Re, as the data confirms.
In order to compare the measured values of -,/ with the theoretical prediction, the measured
values of u* were plotted as a function of ad"/4 in Figure (5 - 8). The theory, (3.82), predicts
a linear relationship between a-* and adl/4 which passes through the origin. The data are thus
plotted with the best fit line that passes through the origin. For the high Re plot (b), a straight
line provides a good fit, passing directly through the uncertainty range of the data. For the low
Re, the best fit line passes through the low and high ad points within the range of uncertainty.
The middle density point falls below the best fit line. However, the fit suggests that the theory
provides a reasonably good estimate of a, for the experimental conditions.
A plot of all data for turbulence intensity for each ad-Re scenario is given in Figure (5 - 9).
As with the velocity, the urm, values show considerable spatial scatter, but the distribution of
data is uniform with lateral position. Thus the turbulent flux within the array, while varying
randomly with horizontal position, seems to have a statistical distribution that is spatially
uniform, thus suggesting that the turbulent mixing of tracer occurs uniformly throughout the
array.
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Finally, the velocity correlation between the two lateral traverses was calculated for each
Re -ad scenario. This was done in order to examine the correlation of the velocity over
longitudinal distance within the array and to compare it with the theoretical prediction, 3.120.
The autocorrelation was obtained from the lateral traverse data by applying the equation
N
r = Z l= 2 (5.1)UU
where ul and U2 are the velocity measurements at traverse 1 and traverse 2, respectively, i
represents the ith lateral measurement point along the traverse (point of equal y coordinate for
both traverses), N is the total number of measurement points along the traverses, and o, is
the measured velocity variance for the particular scenario under consideration. The computed
values of r for all cases are shown in Table (5.1). For most scenarios, r < 0.05, suggesting
very little correlation between the two traverses, as expected. Each scenario for the middle
density exhibited a negative value of r in the neighborhood of -0.2, still relatively small. The
spacing between traverses was 118d for the low ad cases and 79d for the middle and high ad
cases. For these spacings, the theoretical prediction for the velocity autocorrelation function,
equation (3.120), gives values in the neighborhood of r ; 0.02. Thus the theory is in good
agreement with the measurements.
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Figure 5-3: Lateral profiles of streamwise velocity (a) and turbulence intensity (b) shown with
coordinates of surrounding cylinders (c). Re is 670 and ad = 0.013. Velocity (u) and turbulence
intensity (Urms = (u12 )1/2) are normalized by the vertically-averaged velocity, (u),. y is the
lateral coordinate measured from one wall of the flume. The longitudinal cylinder coordinate,
(x - xO) /d is the normalized upstream distance relative to the traverse line at y = xo (solid
black line).
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Figure 5-4: Lateral profiles of streamwise velocity (a) and turbulence intensity (b) shown with
coordinates of surrounding cylinders (c). Re is 640 and ad = 0.013.
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Fig-ure 5-9: Lateral profiles of turbulence intensity. Normalized turbulence intensity, u*ms =
12)M2, where (u)y is the mean velocity, is shown as a function of transverse flume coordinate
for Re = 68, ad = 0.013 (a); Re = 61, ad = 0.025 (b); Re = 60, ad = 0.082 (c); Re = 673,
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are distinguished by. either red squares, blue diamonds, or black circles. Note, for the low Re
case, Urms is due primarily to the oscillatory two-dimensional wake, since turbulence has not
yet set in.
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5.3 Vortex Shedding and Turbulent Scales
Information about the turbulence scales within the array can be obtained from the temporal
autocorrelation function of the velocity data. The autocorrelation function, for the time record
of point velocity, is a measure of the time over which fluctuations from the mean persist. At
a given instant, the temporal fluctuation from the mean velocity, 3.3a, is perfectly correlated
with itself. After a given time, however, the velocity fluctuation, which is random according
to the nature of turbulence, is no longer observed, and it is replaced by a new random fluc-
tuation. The turbulent fluctuations are considered to be associated with individual eddies in
the turbulent flow which pass by the measurement location. Thus the time scale over which a
turbulent fluctuation in the velocity record persists is related to the size of the passing eddies.
The autocorrelation function, R (r) expresses the average correlation between the turbulent
fluctuation at any time, t, and the fluctuation at a previous time t - r.
The Eulerian integral time scale, !, is the considered to be the characteristic correlation
time, and is given by fO R (r) dr, which converges since R (-r) must decay to zero after some
time. If Taylor's "frozen turbulence" hypothesis is invoked, the time scale Q can be related to
the characteristic eddy length scale by arguing that eddies pass by the measurement location
with the mean velocity, so that the length scale is approximated by le-~ U02. .
The autocorrelation function was measured for each velocity record, and then averaged for
each Re -ad scenario. The results are plotted in Figure (5 - 10) which shows the mean R (r)
for each scenario as well as the range of the data within one standard deviation from the mean.
The variation represents the spatial variation in R (T) over the array. In addition, the integral
time scale, s was computed for each velocity record by integrating R (r) between zero and the
value of r at which R (r) first became zero (first zero crossing). The average value of ! over all
velocity measurements for a single scenario are shown with the plots. For each Re, the value
of Q is approximately constant with density. This suggests that the turbulent length scales are
for the most part independent of density. This is in accord with the fact that the turbulence
associated with the vortex shedding in the wake of cylinders sets the scale of the turbulence.
This shift of turbulent length scales to the scale of the cylinders occurs for relatively low density,
and seems to be apparent even at the lowest experimental density, ad = 0.013.
In addition to the autocorrelation function, plots of the spectral density of the velocity
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yield important information about the turbulence within the canopy. The power spectral
density (PSD) is the Fourier transform of the autocorrelation function, and yields a plot of the
distribution of the magnitude of velocity fluctuations as a function of frequency. Specifically,
it is the density plot of the velocity variance with frequency. Thus, by examining the PSD, we
can obtain a picture of the prevailing frequencies of the turbulent fluctuations.
The PSD plot of the longitudinal velocity component, u, for each Re -ad scenario is given
in Figure (5 - 11). The plots show, for each scenario, the PSD obtained by averaging the
individual PSD for each velocity measurement. For the high Re scenarios (b, d, f), the dominant
frequency in the spectrum is the frequency of vortex shedding. This is exhibited by a discernible
peak in the spectrum around 2.5 Hz. This frequency corresponds to the vortex shedding
frequency defined in equation 2.21. These frequency peaks imply Strouhal numbers, St, of
0.16 ± 0.01, 0.16 1 0.01, and 0.20 ± 0.01, for the low, medium, and high densities, respectively.
These values for St correspond with typical values for an isolated cylinder at this Re, so it is
reasonable to conclude that this frequency peak does indeed correspond to f,.
The frequency peak at f, is even more marked in the PSD of the lateral velocity component,
V, which are shown in Figures (5 - 12, 5 - 13, and 5 - 14) (e) for high Re. These figures show
the PSD for each of the three velocity components (u, v, w), for each Re -ad scenario. In each
case, the shedding frequency is most discernible in the PSD of the v component, and secondarily
in the streamwise (u) component. This is due to the transverse nature of the vortex shedding
process, as the unsteady wake oscillates laterally with shedding cycles.
The vertical velocity component (w) exhibits a PSD that lies significantly below that of
both the u and v components (Figures 5 -12, 5 - 13, and 5 -14 (c, f)). This suggests that the
total energy, or the magnitude of the temporal fluctuations, associated with this component
are markedly less than the horizontal components. This phenomena is consistent with the
two-dimensional nature of a cylinder wake, for which the significant temporal oscillations occur
in the horizontal plane.
From the PSD of the u component at each density (Figures 5-12, 5-13, and 5-14 (b, d, f)),
secondary frequency peaks can also be identified that suggest input of turbulent energy at larger
length scales. For low Re, (b), the shedding frequency peak appears to lie in the inertial range
of the spectrum, whereas the energy-containing range occurs over lower frequencies from about
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0.3 , 0.7 Hz. Applying Taylor's frozen turbulence hypothesis, this corresponds to a range of
eddy scales from about 16 - 40 cm, which is the range from the water depth, h, to the channel
width, B. This uggests that some turbulence energy exists at the scales of the channel
dimensions in the low ad scenario.
For the medium ad scenario (d), the shedding frequency is shifted from the inertial range to
the energy-containing range, suggesting that the input of turbulence energy is now exclusively
at smaller scales. Further, by examining the energy-containing range of the PSD, one notices
that the there is more energy contained in the frequency range 0.7 - 2 Hz, which corresponds
to a range of turbulent scale from 5 ~ 15 cm, which spans the spacing, s, to the depth, h.
However, there is still a small peak at 0.25 Hz, which corresponds to a length scale of the order
of 40 cm.
For the high ad, there is an energy-containing range between the frequencies 0.4 - 2.8,
which culminates in the vortex shedding frequency, f, = 2.79. By Taylor's hypothesis, this
range spans turbulent length scales from 3 - 20 cm, or in the range of the cylinder spacing, s,
to the flume dimensions. Within this range, there are discernible peaks at f ~ 0.4 and f ~~ 1.0,
which correspond to length scales of 1e ~ 21 cm and 1e 9 cm.
From the spectral plots, it is apparent from the range of frequencies that turbulence energy is
shifted to smaller scales as density increases. However, from the dominant peaks corresponding
to vortex shedding at all densities, it is clear that the significant sources of turbulence generation
are the cylinders.
5.4 Vertical Profiles and Elevated Near-Bed Velocities
Now we return to the vertical velocity profiles in order to examine the observation that, for some
profiles, velocity seems to be elevated near the bed as compared with the rest of the profiles. In
an attempt to understand this phenomenon, all vertical velocity profiles, each normalized by the
mean velocity for the respective scenario, are plotted in Figures (5 - 15) - (5 - 20) along with
the PSD of the lateral velocity component (v). This is done in an attempt to determine if there
exists a correlation between elevated near-bed velocity and the occurrence of the measurement
location within a near-wake, as would be suggested by a strong peak in the PSD at f,.
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Figure 5-10: Autocorrelation function, R (r) for streamwise turbulent fluctuations (u' - U).
R (-r) is plotted as a function of the time lag, r for each Re -ad scenario: Re = 68, ad = 0.013
(a); Re = 673, ad = 0.013 (b); Re = 61, ad = 0.025 (c); Re = 606, ad = 0.025 (d); Re = 60,
ad = 0.082 (e); Re = 550, ad = 0.082 (f). The integral time scale, Z is also given for each
plots.
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Figure 5-11: Power spectral density (PSD) plots for the longitudinal velocity component (u)
for each Re -ad scenario. The vortex shedding frequency, f8 is marked on each plot where a
shedding peak is discernable. The plots correspond to Re = 68, ad = 0.013 (a); Re = 673,
ad = 0.013 (b); Re = 61, ad = 0.025 (c); Re = 606, ad = 0.025 (d); Re = 60, ad = 0.082 (e);
Re = 550, ad = 0.082 (f).
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Occurrence of an elevated near-bed velocity can be seen in Figures (5 - 16) , (5 - 17),
(5 - 19) , and (5 - 20). In Figure (5 - 16), the velocity rises near the bed before finally drop-
ping. The location at which this profile was taken does coincide with a wake, since the
vertically-averaged velocity is significantly lower than the average flume velocity, (u). = 0.59U.
Also, the energy peak in the spectrum (b) for this profile is greater than the average peak for
all velocity measurements for this Re -ad scenario, showing that the measurement point is in
a near-wake, with a high vortex shedding frequency signal.
In contrast, however, Figure (5 - 17) shows a case of elevated near-bed velocity for which the
measurement location is not in a near wake. In fact, the vertical profile exhibiting an increase
in velocity is in a free stream, suggested by the higher-than-average velocity, (u)_ = 1.06U,.
Further, the peak in the PSD for this profile is near the average value, suggesting that the
measurement location is not in a region of strong wake oscillation.
In both Figure (5 - 19) and (5 - 20), profiles exhibit an increase in velocity near the bed.
However, for all cases, the velocity lies either near (5 - 19) or above (5 - 20) the mean flume
velocity, U0 . Also, the peaks in the PSD for all cases are near the array-average value. Thus
the point at which these proffiles were taken were not in regions of strong wake influence.
It is thus hard to attribute the occurrence of elevated near-bed velocity to any feature of
the measurement point, since it has been shown that this phenomena can occur both within
a wake as well as in free-stream regions of the flow. However, the fact that three of the four
vertical profiles at ad = 0.082 demonstrate the phenomena suggests it is more pronounced for
high density.
5.5 Conclusions
In this chapter, the experimental results of numerous velocity measurements within the array
were discussed. Specifically, it was found that little variation in velocity occurred over the
depth or width of the array for all Re -ad scenarios studied. This suggests that the shear
dispersion will not be an important factor in the dispersion studies to be discussed in the next
chapter.
It was also found that the dominant turbulence contribution for all density scenarios is from
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Figure 5-15: Vertical velocity profiles for ad =0.013, Re =673. In plot (a), for each profile,
the normalized velocity, u/U,, is shown as a function of distance from the bed, z, in cm. In (b),
the spectral density plot for the transverse (v) velocity component is shown for each profile,
along with the average PSD (sold black) over all data taken for this scenario (same as Figure
5-12 (e)).
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Figure 5-16: Vertical velocity profiles for ad = 0.013, Re = 68. In plot (a), for each profile, the
normalized velocity, u/U is shown as a function of distance from the bed, z, in cm. In (b), the
spectral density plot for the transverse (v) velocity component is shown for each profile, along
with the average PSD (sold black) over all data taken for this scenario (same as Figure 5-12
(b)).
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Figure 5-17: Vertical velocity profiles for ad = 0.025, Re = 606. In plot (a), for each profile,
the normalized velocity, u/U is shown as a function of distance from the bed, z, in cm. In (b),
the spectral density plot for the transverse (v) velocity component is shown for each profile,
along with the average PSD (sold black) over all data taken for this scenario (same as Figure
5-13 (e)).
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Figure 5-18: Vertical velocity profiles for ad =0.025, Re =61. In plot (a), for each profile, the
normalized velocity, u/U, is shown as a function of distance from the bed, z, in cmn. In (b), the
spectral density plot for the transverse (v) velocity component is shown for each profile, along
with the average PSD (sold black) over all data taken for this scenario (same as Figure 5-13
(b)).
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Figure 5-19: Vertical velocity profiles for ad = 0.082, Re = 550. In plot (a), for each profile,
the normalized velocity, u/U is shown as a function of distance from the bed, z, in cm. In (b),
the spectral density plot for the transverse (v) velocity component is shown for each profile,
along with the average PSD (sold black) over all data taken for this scenario (same as Figure
5-14 (e)).
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Figure 5-20: Vertical velocity profiles for ad = 0.082, Re =60. In plot (a), for each profile, the
normalized velocity, u/U, is shown as a function of distance from the bed, Z, in cm. In (b), the
spectral density plot for the transverse (v) velocity component is shown for each profle, along
with the average PSD (sold black) over all data taken for this scenario (same as Figure 5-14
(b)).
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the cylinders, and specifically the process of vortex shedding. This suggests that the dominant
turbulent length scale, as expected, is at the scale of the cylinders. In addition, the turbulence
intensity and turbulent length scale show very little variation either vertically or laterally, so
that the turbulent fluxes will be nearly constant throughout the array.
Finally, it was discovered that the theoretical prediction for the spatial variance of the
velocity within the array, 3.82, shows good agreement with the measured values.
125
Chapter 6
Results of Tracer Experiments
6.1 reatment of Data
For each Re -ad scenario, several independent tracer releases, or realizations, were conducted
under identical conditions. In general, there were at least 10 realizations of each experiment,
though sometimes more (see Tables 6.1 -6.4 for the precise number for each experiment). For
each realization, a record of concentration as a function of time was obtained for a specific
downstream station. However, these concentration-time records varied appreciably across
realizations because the amount of tracer released was not constant, due to lack of precision in
the release. This does not impact the characterization of dispersion, but it made it necessary
to normalize the concentration data in order to make comparison across realizations. The data
were normalized by converting the concentration-time plot to a probability density function for
tracer passage time. This is the same method used to obtain a residence time distribution for a
basin from concentration-time data at the outlet (see Kadlec and Knight chapter 9 [18]). The
time-dependent concentration, C(t) is normalized by the total area under the C(t) curve,
C(t)* 0(t (6.1)f_. C(t)dt
thus making the area under the C(t)* unity and the normalized concentration becomes a pdf
for the tracer passage time. Thus curves from different realizations will align if the dispersion
process is identical, even if the amount of tracer mass varies.
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Because the dye was released as a point source, the dye cloud was not only affected by
longitudinal dispersion, but also by vertical and transverse turbulent diffusion, so that dye
concentration varied spatially in all three directions. Thus, realizations of the same tracer
experiment which pass by the fluorometer on lines of trajectory that are shifted on their y- or
z- axes from their longitudinal center line will result in a different concentration record, due to
the y- and z- dependence of concentration. However, the normalization record will erase this
difference, thus isolating only the longitudinal dispersion processes in which we are interested.
To see how normalization can remove the vertical and transverse dependencies, consider the
well-known Gaussian solution for a passive tracer undergoing three-dimensional diffusion under
the influence of a steady, spatially uniform current,
M F(XUt)2 V2 .21
C(x,y, z,t) = e 4Dt 4Dt 4 (6.2)(47rt)3 /2 (DxDyDz)
where M is the mass of tracer released, D, and Dy, and Dz are the longitudinal, transverse, and
vertical diffusion constants, U is the steady current, and the tracer release is assumed to have
occurred at x = 0, y = 0, z = 0. This equation will satisfy the present experimental conditions
if Dx is the sum of all longitudinal dispersion processes, and if enough time has passed for the
diffisive process to reach the Gaussian asymptotic limit. At prior times, however, 6.2 will
provide a good approximation.
An intrinsic quality of diffusion is that diffusion in each of the three directions is independent
of the diffusion in any other direction, and thus the independent contributions of D., DY, and
Dz are multiplicative:
13/2 4DXt 4D t 4DztJ 4D, t 1 4DytJ. e 4Dz t
(47rt)/ (DxDyD2) V47rtDo V47rtD, 4rD
(6.3)
If one then pictures the cloud of dye, when its center of mass passes the measurement loca-
tion, and in effect "freezes" the cloud, then a normalization procedure in space, similar to the
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normalization in time 6.1, can be carried out:
[ ( -Ut) 2
C(X)* 0(x) - e Dt (6.4)
fC(x)dx r. -Uo 1
-of ( e 4Dt Idx
The constant terms (including t since we have in effect "frozen" the moving tracer cloud) will
cancel, and the exponential terms containing y and z are independent of x and can be taken
outside of the integral so that they cancel with the like terms in the numerator. The result
is thus an expression for C(x)* that contains no transverse or vertical dependence. This
implies that tracer clouds from two different realizations, that appear different only because of
differences in transverse and vertical processes, will appear identical under the normalization
procedure. Therefore in the experiments, the longitudinal dispersion process can be isolated
without regard to what is happening in the z- or y- directions.
Once the concentration data were normalized, the concentration profiles across realizations
for a given experimental scenario showed excellent agreement, and were sometimes nearly in-
distinguishable from one another. However, due to slight differences in the Lagrangian velocity
of the diffusing tracer cloud, the curves from different realizations did not perfectly align on the
time axis. To facilitate comparison across realizations, the curves were shifted slightly so they
aligned. This was done by first determining the ensemble-averaged center of mass, the mean
tracer arrival time,
= ((6.5)
i=1
where N is the total number of realizations in the ensemble, i denotes the ith realization and
(C) is the center-of-mass (first moment of the concentration profile) of the ith realization given
by
(C) = tC(t)*dt) (6.6)
Once 7 was obtained, the C(t)* profiles of all realizations were shifted on the time axis by a
distance, tahift, necessary to align them with T. This shifting value was then retained. In
addition, the Lagrangian velocity of the tracer cloud was computed for each realization from
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()i and the distance, X, of the measurement station from the release
X
Ui = (6.7)
The ensemble mean velocity is then simply
1N
U Ui (6.8)
i=1
Once the individual realizations were aligned, an additional normalization was performed
for all ensembles in order to facilitate comparisons of profiles across Re -ad scenarios. The
concentration profiles were normalized to the scale of a standard normal curve in order to both
make comparisons across experimental conditions, and to examine the extent to which the
profiles deviated from a Gaussian curve. This was done by making the following transformation
of the time and concentration axes:
t* = (6.9a)
C** = C*- (6.9b)
and where o is the standard deviation of the ensemble mean profile, computed from the variance,
.2, which is the ensemble-averaged second moment
22 -1c
2=f= N L t2*(t)) (6.10)
This transformation of variables makes the concentration curve a properly normalized pdf
with mean zero and standard deviation unity. Thus, a Gaussian concentration profile will
match a standard normal curve under this transformation. Note that in 6.9a and 6.9b the
concentration profiles form all realizations in the ensemble are shifted on the time axis and
multiplied on the concentration axis by the same factors. Thus this normalization does not
alter the appearance of the proffles of individual realizations relative to one another, but simply
normalizes the profiles across Re -ad scenarios. Thus, the appearance relative to one another
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of all realizations in a particular ensemble is identical when plotted as C* vs. t (6.1) or as
C** vs. t* (6.9b and 6.9a). Since no information is lost by applying both the normalization
(6.1) and the transformation (6.9b and 6.9a), all data will be treated in this manner. Also,
henceforth, the notation C* will refer to the concentration profiles after both procedures have
been performed, so that C** is simply denoted C*.
6.2 Individual Concentration Profiles
The normalized and transformed concentriation profiles are shown in Figures 6 - 1, 6 - 2,
and 6 - 3 for various Re -ad scenarios. Each figure compares the ensemble of concentration
proffles measured at stations 1, 2 and 3 across various Re regimes. It is apparent that the
concentration profiles for a single ensemble match up very well. They collapse onto a curve
whose shape is consistent across the ensemble. However, some Re -ad scenarios show greater
fluctuations from the ensemble-averaged profile. Most notably, the low ad, low Re ensemble
(Figure 6 - 1 (a))shows marked fluctuations, whereas for the high Re case, individual realiza-
tions are practically indistinguishable from one another.
From the figures it is clear that the variability both between individual realizations, and the
concentration fluctuations in a single time record, depend upon the Reynolds number, the array
density, and the distance from the tracer release point. In order to quantify the fluctuations,
the root mean square of the concentration fluctuations, Crms, was computed as
Crms = Kct -7(t) 2 1/2  (6.11)
where C(t) is the instantaneous measured concentration, C (t) is the ensemble-averaged con-
centration, and the averaging, (), is over the entire concentration time series. The value of
Crm, for each data set was normalized by the peak concentration, Cpeak, in order to compare
across different Re -ad scenarios. The value of Crms for each ensemble is given in the plot.
It is apparent that the magnitude of the fluctuations is Re -dependent. Consider, for
instance, the low ad plot (Figure 6 - 1). One can see that the degree of fluctuation, apparent
in the plot and quantified by Crms decreases with increasing Re. This trend was universally
observed over the range of experiments (see also Figures 6 - 2, and 6 - 3).
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Figure 6-4, which shows the concentration profiles for single realizations plotted with the
ensemble averages for both the high and low Re regimes. For the low Re profiles, the individual
realizations show significant fluctuations, to such a degree that the ensemble mean is not smooth,
even after 13 realizations (for this case) are averaged. Conversely, the high Re profiles are very
smooth, and almost completely indistinguishable from the ensemble mean.
This difference in appearance between the high and low Re regimes is not unexpected.
The flow regime, and thus the behavior of the diffusing tracer cloud, is qualitatively different
between the low (Re ~ 65) and high (Re ~ 650) Reynolds number regimes. The von Karman
vortex street first begins around Re ~ 65. At this Re, and generally for Re < 200, the vortices
behind the cylinder are laminar (see Kundu Section 10.8 [23]). The flow is unsteady and there
is significant vorticity associated with the wake, but the flow is not yet turbulent. Thus tracer
forms rolls and is stretched and distorted creating complex, filamentous patterns. However,
because the flow is not turbulent, no small scale mixing exists to smooth concentration gradients,
so the filamentous patterns persist until they are smoothed by molecular diffusion. The spatially
complex and inhomogeneous pattern of tracer gives rise to the fluctuations in the measured
concentration record; the spatial nonuniformity manifests itself as temporal fluctuations in the
time record.
The kinematics of motion around cylinder surfaces also distort the dye patch. Imagine a line
of dye oriented perpendicular to the flow direction that is advected directly into the cylinder.
The line is distorted and stretched as dye near the stagnation point remains stationary for
an instant before circumventing the cylinder, while dye to either side accelerates around the
cylinder. In this way, the physical constraints of moving through the cylinder array distort
and stretch the material lines of the dye (see [7)).
Distortion and stretching of tracer lines arises also from the spatially heterogenous velocity
field. Dye in a cylinder wake is held back relative to dye in high velocity regions, thus stretching
the filaments. This is a process of differential advection, and specifically is the dispersion due
to the spatially random velocity field (3.124). This differential advection is the mechanism by
which spatial gradients in the velocity on the scale of the cylinder spacing, which are random
when averaged over much larger scales, give rise to a net dispersion of tracer. Thus the observed
concentration fluctuations in the time record are the manifestations of the dispersion due to
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the spatially random velocity field.
The strong fluctuations in the concentration record are present, and in fact most extreme,
in the lowest Re regime for which data was taken, Re e 15, as shown in Figure 6-18. It is
clear that the concentration fluctuations are not due to any temporal oscillations, since at this
low Re, the flow is completely steady, with no wake instability. Thus, the fluctuations are a
spatial feature, as described.
At high Reynolds number, Re a 600, the shedding vortices behind the cylinder have become
turbulent. As a result, a range of turbulent length scales is present, as turbulence created pre-
dominantly by vortices at the scale of the cylinders due to von Karman's vortices, passes energy
down through progressively smaller scales according to the energy cascade of Kolmogorov, until
finally the smallest eddies are dissipated by viscosity.
This behavior illustrates the efficiency of a turbulent flow in scalar mixing. The scalar is
distorted, folded, And rolled up by the largest turbulent scales present in the flow, thus creating
a complex pattern of filaments of dyed fluid interlaced with undyed fluid, effectively increasing
concentration gradients. These large gradients can then be smoothed out by the smaller length
scales present in the flow. This process of stretching, folding and smoothing out by smaller
scales occurs on progressively smaller scales until finally the rate at which gradients are created
becomes equivalent to the rate at which they can be smoothed out by molecular diffusion. This
length scale is known as the Batchelor scale after G.K. Batchelor's famous paper [2] (see [39]
for a full discussion of these concepts).
It is relevant to address the scales associated with the large fluctuations in the low Re regime.
Since the fluctuations are clearly visible, it should be possible to infer their scale. This is done
by plotting the autocorrelation function, R(-r), for the concentration fluctuations, where r is
the lag time in seconds, and this is shown in Figure 6-5. By looking at the autocorrelation
function of several concentration profiles for low Re, it was inferred that the time scale of the
fluctuations is in the neighborhood of 5 - 10 s. This can be seen from Figure 6-5 by counting
the peaks in the autocorrelation function. If this time scale is converted to a length scale using
the mean velocity, which assumes that time signatures in the concentration record correspond
to spatial structures in the concentration field, then this range implies a range of length scales
between 5 and 10 cm. This is in the range of the cylinder spacing, s, which suggests that the
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fluctuations in concentration do indeed arise from distortions of the tracer cloud at the scale of
the cylinder spacing, predominantly by differential advection from local velocity gradients.
The distortion of the tracer by the cylinders is shown in Figures 6-6 and 6-8 which are
snapshot photographs of the tracer cloud during a realization of a low Re experiment. A
banded structure in the tracer patch is evident. These longitudinally oriented lines show the
longitudinal stretching caused by differential advection.
The photograph suggests a conceptual picture of the way distortion by cylinders coupled
with differential advection leads to the banding of the dye and thus the observed concentration
fluctuations. Imagine again a small line of dye oriented perpendicular to the flow and advecting
into the cylinder. The cylinder distorts the dye, forcing it to bifurcate and move to either
direction in order to navigate around the obstruction. Thus two separate lines are formed from
one. This is seen in the photograph of 6-6 as the two trailing lines from the cylinder in the
middle left. Each line is then stretched longitudinally by differential advection arising from
local streamwise velocity gradients. It continues to be stretched until it encounters another
cylinder, at which point it bifurcates again. Thus the longitudinal length of a single line will
be of the order of the length to which it grows before bifurcating, presumably the spacing, s.
Thus many small longitudinal bands are present in the array at once, and a fluctuation in the
concentration record corresponds to the passage of one of them. Thus the time scale of the
fluctuations are of the order of the advective time scale for a longitudinal line of dye with length
s to pass the measurement station.
The appearance of a tracer cloud at high Re is shown in Figure 6-7. The tracer cloud
can be seen (or in fact not seen) as a uniform cloud of dark color through the entire field of
view. This photograph was taken under the same lighting conditions as 6-6 and 6-8. The
fact that variations in tracer concentration are not visible suggests that the distortions in the
concentration field by cylinder-scale velocity gradients are being smoothed out as quickly as they
are created by the small-scale turbulence present in the flow. Needless to say, this qualitative
difference with Re in the way a scalar is mixed has significant implications for the physical and
biological processes occurring in aquatic canopies.
In addition to the strong dependence on Re, the fluctuations in the concentration field
also decrease with increasing ad and increasing distance downstream of the tracer release.
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By comparing Figures 6-1 (a), 6-2 (a), and 6-3 (a), it is apparent that the concentration
fluctuations, most strongly evident in the low Re case at ad = 0.013, decrease with increasing ad,
as quantified by the decrease in Crms. When the cylinder density is increased, s decreases, and
distortions in the tracer occur over smaller scales. In addition, the length scale over which the
randomness in the velocity field is correlated diminishes, and thus differential advection stretches
tracer over smaller scales. The result is that the tracer patch becomes more homogenous, and
concentration fluctuations are diminished.
This reduction in scale illustrates the dependence of dispersion due to the random velocity
field (3.124). As ad increases, the length, L, over which velocity is correlated, and thus the
length scale over which tracer is distorted, diminishes, which is in accord with the theory,
predicting L oc s cx 1 (3.127). However, as ad increases, the randomness in the velocity
occurs over a smaller scale, thereby increasing velocity gradients, and leading to a higher velocity
variance, o, c ad, as predicted by theory 3.82 and supported by experiment (Figure 5-8).
The result is that the increase in L and the increase in o2 offset one another, and the net
longitudinal dispersion, D, cc a ,L does not depend on ad. However, while the net longitudinal
dispersion due to D, may be independent of ad, the degree of homogeneity within the dye patch
increases substantially with ad, as the concentration profiles illustrate.
By comparing (a) and (b) for each of the three figures (6-1, 6-2, and 6-3), it is evident that
the fluctuations are diminished substantially between the first measurement station, X ~ 1.5,
and the third station, X ~ 3.5, as quantified by the decrease in Crms. The mixing and
homogenization of tracer over scales the sub-patch scale occurs progressively with distance
downstream of the release. The dye is continuously distorted as it encounters cylinders and
eventually will near homogeneity after enough encounters. However, there will be minimum
scale to which the distortions by cylinders can homogenize the dye; below this scale, only
molecular diffusion will be able to smooth the concentration gradients.
The middle Reynolds number tracer releases, at Re _ 130, also exhibit a small degree of
fluctuation, most evident in the low and middle density scenarios (Figures 6-1, 6-2, and 6-3
(c - d)). At this Re, the von Karman vortices are not yet fully turbulent, and so there is
still an insufficient amount of small scale mixing to smooth out all cylinder-scale gradients.
However, the fluctuations are significantly less than for the low Re tracer releases.
134
(a)
C rm* 0.07
_rm
-2 0 2 4
(b)
. .0.04
rms
-2 0 2 4
I
0.8
0.6
0.4
0.2
0'
1
(c)
K
-2 0 2 4
(d)
0.81
0.6
0.4
0.2
0
-2 0 2 4
I
0.8 t
0.6 -
0.4
0.2
0
1
0.8
0.6
0.4
0.2
0
(e)
C *=0.01rms
-2 0 2 4
(f)
-Crs = .0
-2 0 2 4
Figure 6-1: Concentration profiles for all realizations of the tracer release for ad = 0.013 and
Re = 65 (a - b); Re = 140 (c - d); Re = 650 (e - f). Upper plots are profiles measured at
station 1 (X r 1.5); Lower plots are at station 3 (X e 3.5). Fluctuations in C are quantified
by Crms, the root mean square of the deviations from the ensemble mean; C,*m, = Crm,/Ceak.
Note the significant fluctuations for the low Re case (a - b), whereas none are observed for high
Re (e - f). Note also that fluctuations diminish with downstream distance, (a - b). The
middle Re case shows some fluctuations, though markedly less than Re d 65 since the wake is
approaching turbulence (Re a 200).
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Figure 6-2: Concentration profiles for all realizations of the tracer release for ad = 0.025 and
Re = 65 (a - b); Re = 140 (c - d); Re = 650 (e - f). Upper plots are profiles measured at
station 1 (X ~~ 1.5); Lower plots are at station 3 (X ::: 3.5). The trends are the same as in
Figure 6-1, though C,.m is less for all profiles. The increase in cylinder density is distorting
the tracer more, creating more homogeneity.
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Figure 6-3: Concentration profiles for all realizations of the tracer release for ad = 0.082 and
Re = 65 (a - b); Re = 140 (c - d); Re = 650 (e - f). Upper plots are profiles measured at
station 1 (X = 1.5); Lower plots are at station 3 (X ~ 3.5). There is much greater homogeneity
in the tracer cloud, thus lower C,m, for this density, though the small scale fluctuations cannot
be smoothed in the low Re case, since there is no turbulence (only molecular diffusion can erase
the fluctuations completely).
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Figure 6-4: Comparison of concentration profiles for individual realizations with the ensemble
mean proffile for Re e 65, ad = 0.013 (a - b) and Re ~ 600, ad = 0.013 (c - d). Two
representative realizations are shown for each scenario. Concentration fluctuations from the
mean are significant for low Re and nearly non-existent at high Re. In the latter case, turbulence
smooths concentration gradients created by cylinder-scale distortions of the tracer cloud; low
Re is non-turbulent, and the gradients persist.
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Figure 6-5: Concentration fluctuations at low Re. The concentration deviations from the mean
(a) are shown with the autocorrelation function of the fluctuations (b) for a single realization of
Re ~ 65, ad = 0.013. Concentration fluctuations are normalized by the peak concentration of
the mean proffle, Cvak. The time scale of the fluctuations is 5-10 s, corresponding to spatial
length scales of 5 - 10 cm, or of the order of the cylinder spacing, s. Fluctuations correspond
to longitudinal lines of tracer stretched by differential advection on the scale of the spacing.
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Figure 6-6: Close-up photograph of the dye patch at Re ~ 15. Flow is from top to bottom.
Ruler is shown in the left hand side of the frame for scale. ad is 0.082, thus s = 2.2 cm.
Evident are distinct longitudinal bands formed from differential advection by the inter-stem
velocity gradients. When a cylinder is encountered, the bands bifurcate. This is apparent in
the nearly-parallel lines trailing behind the two cylinders in the middle of the frame. Thus the
bands stretch only to a length ~ s before bifurcating.
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Figure 6-7: Photograph of the diffusing dye patch at Re 600. Flow is top to bottom. Same
lighting conditions as Figure 6-6. The flow is turbulent, and surface distortions are evident
by the lighting. The cloud is indistinct, appearing as a uniform blob of red dye without
distinguishing features. Any large scale concentration gradients formed by velocity gradients
are quickly being erased by turbulent diffusion.
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Figure 6-8: Photograph of the cylinder array with diffusing tracer patch for Re ~ 15. Flow is
top to bottom. Though the patch is small, the distortions created by cylinder spacing-scale
velocity gradients are evident. The dye is stretched by differential advection, and distorted by
encounters with cylinders.
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Table 6.1. Experimental Results for the low density case, ad = 0.013.
X N t U Re U, Gr Sk k C D D*= r 2
[cms-1] C peak 1 d&- DIUd
[in][s] [t] [cm] 2 d2 dt
[cm2 s-1]
St.1 1.40 11 15.3 9.59 609 1.45 13.9 1.0 1.7 0.010
+ 0.01 ± 0.3 ± 0.21 ±0.05 ± 0.5 0.4 ± 2.0
St. 2 2.44 10 25.3 9.84 625 1.73 17.1 0.9 1.5 0.009 4.45 0.77 0.96
V1 ± 0.02 ± 0.6 ± 0.23 _ 0.05 ± 0.5 ± 0.3 ± 1.4 _ 0.17 ± 0.03
St.3 3.55 10 45.6 7.91 502 2.53 20.1 0.7 0.9 0.014
+ 0.04 ± 0.3 ±0.05 i 0.08 ±0.6 ±0.2 10.7
Avg. 9.11 579 0.9 1.4 0.011
0.10 ±0.3 ±1.4
St. 1 1.40 13 174.1 0.80 51 20.6 17.6 1.4 3.2 0.072
+ 0.01 ±1.3 +5e-3 ± 4.3 ±6.5 ±1.5 ±9.4
St. 2 2.44 10 260.2 0.96 61 21.7 20.8 1.2 2.5 0.045 0.75 1.31 0.82
V2 +0.02 ± 2.7 0.01 ± 2.2 ± 2.1 ±0.8 ±3.4 _ 0.09 ±0.15
St.3 3.50 10 383.8 0.94 60 28.3 26.7 1.1 2.0 0.036
0.04 ±5.6 0.01 _ 3.4 ±2.0 ± 1.0 ±4.2
Avg. 0.9 57 1.2 2.6 0.051
0.01 1 1.1 ±5.7
St. 1 1.50 13 67.4 2.27 144 5.4 12.3 0.9 1.5 0.031
0.01 + 1.0 0.03 _ 0.2 ± 0.8 ±0.3 ± 1.4
St.2 2.44 11 113.7 2.16 137 7.4 15.9 0.7 0.7 0.029 1.70 1.22 0.94
V3 0.02 ± 1.6 0.03 ±0.3 ± 1.0 ±0.3 ±0.9 ±0.08 ±0.06
St. 3 3.50 10 163.7 2.17 138 10.0 21.6 0.9 1.7 0.036
0.04 ± 1.03 0.01 ± 0.5 ± 1.4 ± 0.4 ± 1.6
Avg. 2.20 57 1.23 2.6 0.019
I 0.02 140 + 1.09 ±5.7
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Table 6.2. Experimental results for middle density case, ad=0.025
X N t U Re a, ( Sk k CM D D* = 2
m s CMS] Cpeak I da 2  DIUd[in][s][t] [cm] 2-d
2 dt
I [cm 2s'] ]
St. 1 1.50 10 20.3 7.62 484 1.70 13.0 0.8 0.9 0.012
0.01 ± 0.3 0.11 ±0.09 ± 3.3 0.4 ± 1.9
St.2 2.50 12 31.3 8.12 516 1.95 15.9 0.5 0.0 0.012 3.70 0.73 0.89
Vi 0.02 ± 0.3 0.08 ± 0.12 ± 5.1 0.3 ± 2.0 ± 0.25 ± 0.05
St. 3 3.50 10 43.3 8.20 520 2.30 18.8 0.6 0.8 0.009
0.04 + 0.4 0.07 ± 0.09 ± 3.9 0.3 ± 1.4
Avg. 7.98 579 0.6 0.6 0.011
I I I ± 0.09 +03 ±1.8
St.1 1.50 13 146.9 1.08 69 16.7 18.0 1.1 2.2 0.049
0.01 ± 1.6 0.01 ± 2.2 ± 1.7 0.8 ±4.0
St. 2 2.50 14 205.6 1.26 80 17.1 21.5 1.2 2.8 0.024 1.07 1.40 0.82
V2 0.02 ± 7 ±0.05 + 1.0 ± 1.0 0.4 ±2.2 _ 0.08 ±0.11
St. 3 3.50 10 283.7 1.27 80 20.7 26.2 0.9 1.4 0.017
+0.04 ±2.1 0.00 ±0.8 0.8 0.1 ±0.7
Avg. 1.20 76 1.1 2.1 0.030
0.02 1.1 ±2.3
St. 1 1.50 11 84.7 1.84 117 7.6 13.9 1.1 2.8 0.027
±0.01 ±1.4 0.03 ±0.3 ± 0.6 0.2 ±2.5
St. 2 2.50 10 135.8 1.88 119 9.5 17.9 0.9 1.7 0.012 1.36 1.08 0.98
V3 ±0.02 ±1.2 0.02 ±0.2 ± 0.5 0.2 ± 1.0 _ 0.04 ±0.03
St.3 3.50 10 157.9 2.26 143 9.6 21.7 0.7 0.8 0.017
0.04 ±0.7 0.01 ±0.2 ±0.7 0.1 ±0.5
Avg. 1.99 126 0.9 1.8 0.019
I _ 1 ±0.02 1 0.2 ±1.3
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Table 6.3. Summary of Experimental Results for High Density, ad = 0.082.
X N ~ Re a, (, Sk k C D D* 2
[m] .,M1 [ ]Cpeak 1 du 2  D IUd[in] [cms'] [t] [cm] 2 d
Is] 2 dt
_________ _________[cm
2
s-'] ___
St.1 1.50 10 16.6 9.45 600 1.95 18.5 1.1 3.8 0.004
+ 0.01 ± 0.2 ± 0.10 i 0.05 ± 3.0 0.4 2.6
St. 2 2.50 12 28.0 9.14 580 2.35 21.5 0.6 0.9 0.004 7.13 1.21 0.99
V1 + 0.02 ±0.2 ±0.06 ±0.4 2.0 ±0.1 ±0.6 ±0.12 ±0.02
St. 3 3.50 10 38.3 9.27 589 2.65 24.5 0.5 0.4 0.003
+0.04 ±0.2 0.05 ±0.01 ±0.8 ±0.0 ±0.1
Avg. 9.28 590 0.7 1.7 0.004
0.07 _ 0.2 ±1.1
St. 1 1.50 10 137.3 1.19 76 21.9 26.1 1.3 2.9 0.030
+ 0.01 ±2.3 ±0.02 ±0.7 ± 0.7 ±0.2 ± 1.2
St. 2 2.50 10 217.9 1.19 76 25.7 30.6 0.9 1.2 0.018 2.04 2.68 0.96
V2 + 0.02 ±2.7 0.02 ±0.8 0.8 ±0.2 ±0.9 0.12 ±0.07
St. 3 3.50 10 301.0 1.22 78 29.2 35.7 0.8 0.9 0.019
0.04 ± 1.9 0.01 ± 1.7 ± 1.7 ±0.4 ± 1.9
Avg. 1.20 77 1.0 1.7 0.022
0.02 ±0.3 ±1.3
St. 1 1.50 11 57.7 2.74 174 7.3 19.9 1.2 3.3 0.011
0.01 ±0.5 0.03 ±0.4 ± 1.7 ±0.5 ±2.8
St.2 2.50 10 100.6 2.55 162 9.8 25.0 0.8 1.2 0.009 3.09 1.87 0.98
V3 0.02 ±0.4 ±0.01 ±0.2 ±0.8 ±0.1 ±0.7 ±0.08 ±0.05
St. 3 3.50 10 142.7 2.51 159 11.8 29.5 0.6 0.8 0.008
0.04 ±0.4 ±0.01 _ 0.2 ±0.7 ±0.1 ±0.4
Avg. 2.60 165 0.9 1.8 0.009
± 0.02 ±0.2 ±1.3
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6.3 Ensemble-Averaged Profiles
Despite the variation between individual realizations and the strong temporal fluctuations at
low Re, the appearance of the ensemble-averaged concentration profiles show several general
trends. The ensemble-averaged profiles are shown in Figure 6-12 for both high and low Re
across ad scenarios. Each plot shows the averaged-profiles for that particular Re -ad scenario
as measured at stations 1, 2, and 3 (X f 1.5, X f 2.5, and X r 3.5). For each scenario, the
averaged profiles match up quite well across the various downstream distances from release,
the forms of the distributions nearly identical for a given scenario. This suggests that for
downstream distances within the experimental array, there exists a nearly self-similar form of
the concentration distribution for each Re -ad scenario.
For each scenario, however, the profile taken at the first station shows a slightly higher peak
concentration than those taken further downstream. This is shown most clearly in Figure 6-13,
which compares the mean profiles for all scenarios at station 1 with those at station 3. It can
be seen, after close study, that the profiles measured at station 1 have concentration peaks that
are slightly higher than those of station 3. In addition, in comparing each of the two cases with
the standard normal curve shown on each plot for reference, it can be seen that profiles taken
at the first station show greater deviation from Gaussianity than those taken at the third.
Note that even perfect Gaussian distributions in space are not precisely Gaussian in time as
they pass a fixed point. This is because dispersion occurs as the cloud passes, yielding a tail if
the dispersion is large enough. The important parameter that expresses the deviation of the C
vs. t profile from the perfect Gaussian is the inverse Peclet number, P-1 = D where D is the
dispersion constant, U is the mean velocity, and L is the distance of the measurement location
downstream of tracer release. If the inverse Peclet number is small P-1 < 0(0.01), then the
cloud will not disperse substantially as it passes the measurement location and therefore the
time record of C will not deviate substantially from Gaussian [25]. The Peclet number was
checked for all measurement stations and for all values of D obtained (next section). It was
found that P- 1 never exceeded P-1 = 0.01, and in most cases was much less. Thus the
standard normal curves shown for reference in the figures are nearly perfectly Gaussian C vs.
t curves.
Returning now to the deviation from Gaussianity of the experimental profiles, this deviation
146
can be measured by the third and fourth normalized cumulants of a probability density, known
as the skewness and kurtosis of a distribution. The Gaussian distribution has zero skew and
kurtosis. The cumulants can be computed for the concentration profiles (density functions for
tracer passage time), and are given by
M3=1ME(M ) 1 N ( t3C*(t) (6.12)
2 i=1 =
and
3/2 N F0 0
A 4  M N t 4 C * ( t ) ( 6 .1 3 )
where in both cases the denominator is unity because the variance of the normalized profiles is
unity by construction. The skewness and kurtosis for all Re -ad scenarios are given in Tables
(6.1-6.3).
In general, the skewness and kurtosis both decrease between the first and last measurement
station, as suggested by Figure 6-13. The figure suggests that the Gaussian distribution
is slowly being approached with increasing distance downstream of tracer release point, and
therefore that longitudinal dispersion is a normally-diffusive process, obeying Ficke's law. Thus,
it is expected that the concentration profiles, by the central limit theorem, will reach the
Gaussian distribution in the asymptotic time limit, after the tracer cloud has randomly sampled
a sufficient portion of the velocity field within the array, or after each tracer molecule has
experienced a sufficient number of trapping experiences within a wake, whichever of the two
requires more time.
It was deduced in Section 2.2.2 (Equation 3.36) that the asymptotic time scale necessary for
wake trapping to become diffusive is t > (-r) /e. If, as discussed in Section 2.2.2, the fraction
of traps in the array scales with cylinder density, e ~ ad, and the mean residence time within
a wake scales with the period of vortex shedding, (r) ~ -, then the asymptotic time scale is
of the order t > 1 = d, or a distance downstream of release of x/d > ad ~ 5/ad.f~ad StUad 7a~
Plugging in numbers relevant for this experiment, ad = 0.013 and ad = 0.082 gives x > 2.4
m and x > 0.4 m, respectively. Interpreting the signifier > to mean at least one order of
magnitude, suggests that it is unlikely that the asymptotic time limit was reached within the
3.5 m array used in the tracer experiments, though the high density case may have been close.
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Clearly a significant distance is necessary for wake trapping dispersion to reach the Gaussian
limit, seemingly of the order 10 - 100 m for the cylinder densities of this experiment.
The time scale necessary for dispersion from the random velocity field, D8 , to reach the
asymptotic Fickian limit was deduced theoretically in Section 2.2.3 (Equation 3.129) to be
2 > -, or a downstream distance of x/d > 2/Va- = 2/s. This criterion is less stringent
than that for wake trapping and, for the conditions of this experiment, will be met if x > 11
cm for ad = 0.013 and x > 4 cm for ad = 0.082. Again if > is interpreted to mean at least
one order of magnitude, then the tracer must be at least 1 - 2 m downstream of the release
if ad = 0.013 and 0.5 - 1 m downstream if ad = 0.082. Thus the asymptotic Gaussian limit
for D, should have been reached about midway through the experimental array. This suggests
that non-Gaussian effects observed in the concentration profiles are due primarily to the process
of wake trapping, which was still in the transient regime throughout the experimental array.
The increased skewness at early times, as shown in Figure 6-13 is characteristic of the
transient, pre-asymptotic regime that precedes the Fickian limit. For very early times in a
dispersion process, before the randomness of the process causes a divergence of tracer particles,
the tracer trajectories are strongly correlated. During this time, the rate of tracer spread
is more convective than diffusive, and dominated by the velocity correlations. This leads to
pronounced skewness in the concentration profile, as the front of the profile becomes steep due
to fast velocity correlations, while the tail is longer due to very slow velocity correlations (see
Fischer chapter 4 for a good discussion as it pertains to Taylor shear dispersion). In the long
time limit, all tracer particles will equally experience the fast and slow regions, and the profile
will assume a Gaussian shape.
As shown, the non-Gaussian effects for these experiments seem to be dominated by the
process of wake trapping. Thus, in terms of the conceptual picture of the pre-asymptotic
regime discussed above, the observed tails in the concentration profiles are due to the small
number of dye molecules that have been trapped and held back from the flow most often,
while the sharp fronts are due to the molecules that have eluded traps, and thus have high
velocity correlations. This can only be true in the transient regime, because after each particle
has experienced enough traps for the central limit theorem to apply, the profile will become
Gaussian.
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The extended period of non-Gaussian behavior, characterized by concentration profiles with
tails and large skewness, is typical of a process whereby tracer is temporarily trapped. As
discussed in Section 2.2.2, for the dead zone model, there is a long period of transient behavior,
during which tracer distributions have long tails. Nordin and Troutman [32] found that for
the dead zone model, the skewness of the tracer distribution, characterizing the tails, decayed
with downstream distance like 1//fx. This is a slow algebraic decay and thus it will require
a considerable downstream distance to converge to a Fickian process. The wake trapping
dispersion, which is well-described by the dead zone model, should exhibit a similarly slow
decay. This is affirmed by experimental observations and it can be concluded that this is
the mechanism behind the skewness observed in the tracer distributions that persists at all
measurement stations.
The shape of the concentration profiles also varies with Re, as shown in Figure 6-14. The
profiles for low Re have higher peaks and greater skewness and kurtosis than do the low Re
profiles. This can be explained in light of the dependence of wake trapping dispersion on Re.
In Section 2.2.2 a mechanism, introduced by [27] for the trap and release of tracer in the wake
of a bluff body was discussed. They argued that the mechanism responsible for entrainment
of tracer into the wake and the subsequent release was the formation and shedding of vortices.
Thus, the residence time of tracer in the wake, (T) should be inversely proportional to both the
shedding frequency as well as a parameter, a, that describes the proportion of the wake that
exchanges during each shedding cycle, (r) Oc -a.fa
This exchange parameter is directly related to the size of the recirculation zone, 1, , wherein
the trapped tracer resides; the larger this zone, the less percentage of mass is released by each
shedding vortex since the proportion of the zone encompassed by the vortex diminishes [27].
The length of this recirculation zone, defined as the distance downstream of the cylinder at
which the vortices roll up, declines with Re for Re > 40, when the wake instability begins (plot
shown in [33]). Thus, the residence time (-r) will increase with decreasing Re in proportion to
1r.
Since the time necessary to reach the asymptotic Fickian limit is proportional to (r) (3.36),
the skewness in the tracer profiles will persist longer for low Re than for high, as observed. This
also explains the more marked departure of the low Re tracer distributions from Gaussianity (see
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Tables 6.1 - 6.3). An increase in residence time results in longer tails in the tracer distribution,
as trapped particles are held back from the flow for a longer duration.
6.4 Dispersion Results
6.4.1 Determining D* From the Data
For each Re -ad experimental case, the spatial variance, o2 of each concentration profile in the
ensemble was plotted as a function of time following tracer release. The temporal variance, o
(Equation 6.10), is converted to spatial variance utilizing the mean Lagrangian velocity:
0' = c4?U2 (6.14)
which assumes that the tracer cloud does not disperse as it passes the measurement station, a
good assumption since, as discussed in the previous section, the inverse Peclet number is low,
P < 0.01. The time from release is simply the temporal center of mass of the concentration
profile at each measurement location, 7 = ( as given by equation 6.7. The variance was
normalized by o.2* = o0-/d 2 and the time axis was normalized by multiplying by the Lagrangian
velocity of that particular realization, Ui, according to t* = tU. Since tUi = X, this makes t*
the distance in d between the measurement station and the tracer release point.
For a Fickian diffusion process, the variance of the tracer cloud should grow linearly with
time, a.2* cx t*, for which the slope of the line gives the effective dispersion constant according to
D 1 ldu2 *
Ud = * . The plots showing the growth of tracer variance with time are shown in Figures
6-16 , 6-17, and 6-18 (c) for each Re -ad scenario. The results for all scenarios show linear
growth of variance with time, as correlation coefficients, r 2 , for the best-fit lines are above 0.9
for most plots (see Tables (6.1 - 6.3) for values). With about 30 data points for each plot
(10 realizations x 3 stations), this corresponds to well over a 99.5% confidence that the data
are correlated (see Taylor [45] Appendix C). Thus there is strong evidence that the dispersion
process within the array is a Fickian process, also suggested by the apparent approach of the
concentration profiles to Gaussianity, discussed in the previous section.
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Figure 6-12: Ensemble mean concentration profiles for Re
Plots from left to right are for increasing density: ad =
ad =0.082 (c, f). For each scenario, the profiles for all three
600 (a - c) and Re ~~ 65 (d - f).
0.013 (a, d); ad = 0.025 (b, e);
stations are shown on single plot:
station 1 (solid); station 2 (broken); station 3 (dotted). Each profile is the ensemble average
of at least 10 realizations an identical tracer release. Note that for a single scenario, all curves
appear approximately self-similar, though the peak is slightly higher at station 1 for all profiles.
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Figure 6-13: Comparison of the normalized mean concentration profiles at station 1, X 1.5 (a)
and station 3, X ~ 3.5 (b). A standard normal Gaussian curve is shown for reference (dotted
line). Solid lines are profiles taken at Re ~~ 600; broken lines are profiles taken at Re ~ 65.
Different density scenarios are denoted by color - black: ad = 0.013; blue: ad = 0.025; red:
ad = 0.082. Station 1 profiles show greater deviation from Gaussianity than station 3 profiles,
as quantified by mean values of Sk and k over all profiles: Sk = 1.1, 0.8 at st. 1 and 3
respectively; k = 2.45, 1.1 at st. 1 and 3. The approach to Gaussian (k, Sk = 0) demonstrates
that the central limit theorem is being approached as the tracer moves through the array.
However, Sk (tail in the distribution) is decreasing slowly, in accordance with the trapping and
slow release of tracer in wakes. The dead zone model predicts a slow 1/VI decay in Sk with
distance.
152
)
(a) (b)
0.5- 0.5-
0.4- 0.4 -
b 0.3 0.3
0.2 . . 0.2
0.1 0.1
0 0 --
-2 0 2 4 -2 0 2 4
* t*
Figure 6-14: Comparison of the normalized mean concentration profiles at Re . 600 (a) and
Re - 65 (b). A standard normal Gaussian curve is shown for reference (dotted line). Solid
lines are profiles taken at the first measurement station (X f 1.5); broken lines are profiles
taken at the last station (X - 3.5). Different density scenarios are denoted by color - black:
ad = 0.013; blue: ad = 0.025; red: ad = 0.082. Low Re profiles show greater deviation
from Gaussianity than high Re profiles: Sk = 1.1, 0.7 and k = 2.1, 1.2 for low and high Re,
respectively. The limiting process in the approach to the Gaussian is wake trapping, and the
mean wake residence time, (-r) is longer for low Re wakes due to the longer recirculation zone
(zone of von Karman vortex formation). Sk and k increase for low Re as dye is trapped in the
wake longer, creating a longer-tailed concentration distribution.
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6.4.2 Relationship Between D* and Reynolds Number
An effective dispersion constant, D* = D was obtained for each scenario from the o2* vs.
t* plots and values are plotted in Figure 6-19 as a function of Re for all three ad scenarios.
The behavior of D* with Re is quite notable, and seems to follow the same trend throughout
the range of ad: D* is largest at low Re, drops off steeply as Re is increased, and seems to
level off for high Re. The behavior seems to suggest that the drop in D* is most dramatic in
the Re range between the onset of vortex shedding, Re - 65, and Re a 200, at which the von
Karman vortices become fully turbulent. This is the region over which the characteristics of
the cylinder wake change most dramatically, as the drag coefficient drops by a factor of two
over this range (see Munson et. al. Figure 9.23 [28]). Also, as mentioned, the length of the
recirculation zone, 1,, shows a decline with increasing Re [33] with a trend very similar to that
of D* vs. Re in Figure 6-19.
That both the drag and recirculation length decline with increasing Re is not coincidence,
as the two processes are intimately related to one another and to the approach of the von
Karman vortices to turbulence. The drag is greater for greater recirculation length, since 4, is
in effect a region of zero net momentum. As the Re increases and the von Karman vortices
turn turbulent, greater turbulent exchange of momentum occurs and the vortices shed closer to
the cylinder, thus eroding the recirculation zone and decreasing the drag (see MacLennan and
Vincent [27] and Park and Gharib [34] for discussions of these relationships).
6.4.3 Relationship Between D,, Velocity Variance, and Reynolds Number
A plot showing the Re -dependence of the root mean square of the velocity variance, o-,,
(measured with ADV lateral traverses) is shown for the high ad scenario in Figure 6-20. There
is a striking similarity between the o-, - Re relationship in this plot and the D* -Re relationship
in Figure 6-19. In fact, the dependence of o-u vs. Re is very similar to the dependence of 1,
vs. Re and CD vs. Re. This supports the theory 3.82, which predicts that o-., should increase
with CD and further, supports the theory for D, 3.123b, which predicts that D, u o,.
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6.4.4 Relationship Between D. and Reynolds Number
The dependence of the wake trapping dispersion on Re must now be examined to determine its
relevance compared with D,. As derived in 3.34, the effective dispersion constant due to wake
trapping, D, is
D, = U' (i) E (6.15)
We will follow the notation of [27] who defined a dimensionless parameter HSt = (r) f, to
relate the mean residence time in wake to the frequency of vortex shedding behind a flat plate.
With H, the wake dispersion 6.15 becomes
HSt d 2
D. t UOEU,
D.HSt
.- = -c (6.16)
Uod St
Thus HSt is equal to the exchange constant a that describes the proportion of tracer in the
wake that is emptied in one vortex shedding cycle. MacLennan and Vincent [27] found a
strong dependence of the parameter H on Re, with a trend resembling the Re -CD relationship
for a flat plate. As Re increased above about Re = 1000, CD drops sharply due to the
decrease in the recirculation length (as discussed in the previous section), and thus H (and
thereby (-r)) dropped sharply before leveling off. This is the same trend as demonstrated by
the characteristics of the cylinder wake and thereby o. Thus the wake trapping dispersion
follows the same trend as random velocity dispersion: both decrease with increasing Re due
to the characteristics of the near wake.
Although MacLennan and Vincent studied a flat plate rather than a cylinder, their results
can be utilized to make rough estimates for the residence time, (r) for the cylinder. They found
that at high Re, HSt reached a constant value of about 0.7, while for the lowest measured Re,
it rose sharply to a value of about 2.1. Due to the similarity between the near-wakes of all
bluff bodies with vortex shedding [15], the values of H for flat plates should provide reasonable
estimates for a cylinder.
The proportion of the flow consisting of near-wake traps, E, can be estimated from the
relative size of the near wake associated with each cylinder. Since the size of the recirculation
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zone grows with decreasing Re, so too will E. Based on the data given by [33], a reasonable
range of values for 1r is about 1.5d ~, d in the Re range 65 - 600 of these experiments. This
range is also reasonable for the width of the recirculation zone [15]. Thus a reasonable range
for c is (1 - 2) ad between high and low Re respectively. Utilizing these values for 6, the
experimental values of HSt from [27], and taking St = 0.2, true for a circular cylinder over a
wide Re range (see measured values in Table 5.1), gives a prediction of D = HE (6.16) that
ranges between 6 2ad ~ 21ad for low Re and 7ad 3.5ad for high Re.
The dependence of D. on ad is important, since it is quite different from the dependence
of D. As discussed, the latter is independent of ad, while D, cc ad. Thus for a given Re, and
sufficiently small ad, D, will be negligible, while D, will retain a constant value, and will thus
make the dominate contribution to dispersion. However, for the same Re, as ad rises, D, will
remain constant, while D, significantly increases, and thus D. will dominate. This difference
in behavior between the two primary dispersion processes allows us to separate their effects,
and determine which process is contributing most for a given ad. This will be done next in
light of the experimental data, as the theoretical predictions are compared with experimental
observations.
6.4.5 Comparison of Theoretical Predictions and Experimental Observations
Now, with an estimate of D., and the ability to prediction D, from theory based on mea-
surements of the variance, 6 = (3.123b), we may also estimate the contribution from
turbulent diffusion, discussed below, from Figure 10 in [29] (note Dt will only contribute for
high Re). We are now in a position to compare the theoretical predictions for D,, D,, and
Dt with the experimental measurements of D*. These comparisons are shown in Table (6.4)
for the low (~ 65) and high (~ 600) Re for all three ad configurations. The agreement is
remarkable; indeed even much closer than expected given the extension of the experimental
results of [27] for flat plates to the case of cylinders. It should be noted that the comparison
is in fact a zero-parameter fit in the strict sense, in that the theoretical predictions, although
utilizing previous experimentally-obtained values, are independent of the data set for D*.
All characteristics of the data set are captured by the theory. The sharp decrease in D*
with Re is explained by the the ry in two ways: first, by the decrease in a2, as the drag is
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Table 6.4. Comparison of Theoretical Prediction for Dispersion with Experimental Results.
ad c9* Dt* Ds* Dw* Dtheory* = D* Difference
Dt* +Ds*+Dw* (Observed) (%)
0.013 0.047i0.009 - 0.82 0.27 1.09 1.31i0.15 17%
Re 65 0.025 0.049±0.009 -- 0.62 0.52 1.14 1.40±0.11 19%
0.08 0.127±0.022 -- 0.89 1.72 2.61 2.68i0.07 3%
0.013 0.029i0.007 0.15 0.51 0.05 0.71 0.77±0.07 8%
Re 600 0.025 0.037±0.008 0.2 0.47 0.09 0.76 0.73±0.07 4%
0.08 0.056±0.010 0.25 0.39 0.29 0.93 1.21i0.07 23%
Turbulent diffusion, Dt*, is estimated from Figure 10 in Nepf (1990). Measurements of the spatial velocity variance, oC* , are
* 2* 2
used to predict dispersion due to the random velocity field through the theoretical prediction, D, = a 2a . Dispersion due
to wake trapping are predicted from the theory, D, * = ac , where a characterizes wake exchange. The experimental results of
HSt
MacLennan and Vincent for residence time in wakes behind flat plates were used as an estimator for a: a = where resultsSt
showed that HSt varied from 2.1 to 0.7 between high and low Re. After e was estimated by 1-2ad, the total recirculation zone
behind cylinders, the estimate for wake trapping dispersion was D,* = 2lad - 7ad between low and high Re, respectively. The
theoretical predictions capture the data for D* very well. The relative independence of D* on ad between low and middle ad is
accounted for by the dominance in this region of D,*, which is independent of ad. The significant jump in D* between middle
and high ad is explained by the rise in D,* which is directly proportional to ad.
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diminished (by the theory (3.82) and experiment - Figure 5-8) which leads to lower values of
D, with increasing Re; secondly, by the decrease D, with increasing Re due to the decrease
in recirculation length and thereby the wake residence time, (r), as found by the experiments
of [27].
In addition, the dependence of D* on ad for a constant Re is also captured by the theory.
For low ad, the wake trapping dispersion is small, since D. oc ad. In this range, D, , which
is independent of ad, dominates. This is the reason why little change is observed for D* in
Figure 6-19 between ad = 0.013 and ad = 0.025, but a large jump in the data occurs between
ad = 0.025 and ad = 0.082. In the low ad range (see Table (6.4)), dispersion due to the random
field is dominant, especially at high Re. Thus, since D, is constant with ad, little change is
observed. However, when the density is increased to ad = 0.082, the wake dispersion, which
grows in proportion to ad becomes the dominant process, and overshadows the constant value
of D8 , thus leading to the pronounced increase in D* observed in Figure 6-19 .
Thus the observed data can be completely understood in terms of both the range of char-
acteristics of the near wake in the Re range observed in the experiment, and the dependencies
of each significant process - wake trapping and random field dispersion - on cylinder density.
While the comparison between theory and experiment is excellent, one should bear in mind
that the predictor for the wake residence time, (r), does come from experiments for flat plates
rather than cylinders, though the characteristics for each are very similar. Having said this,
the high Re, low ad scenarios, shown in Table 6.4, provide an assessment of the theory for D,
largely independent of the predictor for D,, since at these ad, wake trapping dispersion is small
in comparison. Here, D, is the largest contributor, and the theory accurately accounts for the
significant portion of the experimental value.
6.4.6 Relative Importance of D, and D, Over the Full Range of Densities
As mentioned, since the dispersion contribution from the random velocity field is independent
of ad, it will dominate the contribution from wake trapping at low cylinder densities. However,
since D, is directly proportional to ad, it will quickly become the more significant process as ad
is increased. This is significant for the predictive capabilities of the theory. As discussed at the
end of Section 2.2.3, the theory for the random velocity field dispersion will break down at high
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ad, as high velocity regions form between cylinders, and streamlines circumvent large clusters
of cylinders, leaving large stagnant regions. When this transition begins, and presumably the
first step will be when wakes from multiple cylinders begin coalescing, the contribution from
D, will already be small compared with D,, and so the breakdown of the theory will not be
significant.
In addition, the physical framework of trapping dispersion will likely be accurate for de-
scribing dispersion in the new regime, since the dead regions act as traps. However, it will
be necessary to modify the parameters of the trapping model, since 6 and (r) are based on
isolated cylinder wakes. As larger trapping regions form, both parameters will likely increase,
especially since for high ad, vortex shedding can be suppressed [29], and thus the residence time
in stagnant zones will increase, thus leading to greater dispersion.
6.4.7 The Contribution of Turbulent Diffusion
A detailed study of transverse diffusion within a cylinder array was conducted by Nepf and
Sullivan [30] for a variety of ad and Re. Their data for diffusion can be viewed as a measure
of turbulent diffusion constant, and thus the inverse Peclet number, P-1 = D* = -g where Dt
is the diffusion constant obtained from the experiment. Figure 6-21 shows a plot of D* vs. Re
for the case ad = 0.035. It is apparent from the plot that the behavior of turbulent diffusion is
opposite that of longitudinal dispersion, D*. The turbulent diffusion constant increases with
increasing Re, and is nearly zero for the low Re range.
The diffusion constant appears to increase steeply near Re = 200, which is expected since
this is the onset of turbulence in the wakes. This plot then verifies that P is much larger (small
D*) at low Re, and does not attain a significant value until after turbulence sets in around
Re = 200. The fact that D* increases, and thus P decreases with increasing Re corroborates
the theory for D, (3.124), which predicts that D, c v. The decrease in P, and through it,
D,, occurs because as the von Karman vortices in the wake approach turbulence, the mixing
of momentum increases, thereby smoothing the velocity deficit in the wake to a greater degree,
and thus diminishing the velocity variance, o-,.
It is important to note that D, only diminishes with increased turbulent mixing (decreased
P) because the wakes become more smooth, leading to a diminished o-,. As discussed in
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Section 2.2.3, the change in P does not affect the time scale, F' (3.125) for Lagrangian particles
to be correlated in the random velocity field - this is determined only by the cylinder spacing,
s and the mean velocity (thus D, a mechanical dispersion process). As discussed, this is in
contrast to Taylor shear dispersion for which transverse mixing sets the time scale for velocity
correlation, by diffusing particles into and out of correlated velocity regions. In the case
of Taylor dispersion, transverse diffusion is necessary because the velocity field is fixed and
deterministic, whereas it is random in the cylinder array.
For high Re, low density conditions, turbulent diffusion, Dt, still plays a role, accounting for
about 25% of D*, for both ad = 0.013 and ad = 0.025 according to the theory of Nepf [29]. At
the high density, turbulent diffusion is overshadowed by wake-trapping dispersion since wake
dispersion is directly proportional to ad, while turbulent diffusion, is only weakly dependent
on ad, Dt oc ad1 / 3 , as predicted by [29]. Below Re ::: 200, turbulent diffusion is not a factor,
since wake turbulence has not set in. Further, since D, is independent of ad, and is dominant
to turbulent diffusion for the low ad, high Re conditions, turbulent diffusion will never be the
dominant source of dispersion.
However, while turbulent diffusion contributes little to the mean dispersion of the tracer
cloud under most conditions, it does significantly affect the characteristics of the tracer on
scales smaller than the cloud scale. As discussed in Section 5.2, at low Re, in the absence of
turbulent diffusion, the tracer cloud is highly heterogenous, with large spatial fluctuations in
concentration, whereas at high Re, turbulent diffusion smooths concentration gradients at the
sub-cloud scale, leading to a smooth tracer distribution. Thus the importance of turbulent
diffusion depends upon the scale of interest. For biological processes occurring at small scales,
it is highly important, whereas for processes like pollutant dispersion that depend upon the
overall rate of cloud spreading, it is less significant.
6.5 Conclusions
From tracer experiments conducted in a model array of cylinders, several observations were
made which lead to a better understanding of the processes controlling dispersion within random
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Figure 6-16: Growth of tracer variance with time for Re = 600 (a - c) and Re - 65 (d - f)
shown for ad = 0.013 (a, d), ad = 0.025 (b, e), and ad = 0.082 (c, f). The normalized spatial
variance, o* = , for each individual realization, is plotted on the y-axis, while the normalized
time, t* = Y) is plotted on the x-axis. For a Fickian process, the variance grows linearly with
time, and thus the best fit regression line gives the effective dispersion: D = d. Theti reatn thufens te r h-r
correlation coefficients for the regression fits are given in Tables 6.1 - 6.3.
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Figure 6-17: Growth of tracer variance with time for Re ~ 130 (a - c) and Re ~ 90 (d - f)
shown for ad = 0.013 (a, d), ad = 0.025 (b, e), and ad = 0.082 (c, f). The correlation
coeffiecients for the linear regression fits are shown in Tables 6.1 - 6.3.
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Figure 6-18: Results from tracer experiments for the lowest Re scenario (Re ~~ 15) and ad =
0.082. Representative concentration profiles are shown for individual realizations at stations
1 (a) and 3 (b) (C-m values are shown for refrerence). Note that the fluctuations are greater
for this Re case than any other. Ensemble mean profiles are shown for each measurement
station in (c): station 1: solid line; station 2: broken line; station 3: dotted line. The peak
concentration is greater for this low Re case than any other scenario. At this Re, the wake is
completely steady, so trapping due to the unsteady wake does not occur. However, dye may
be trapped in the boundary layer on the solid cylinder surface, where the velocity vanishes (see
[20] for a discussion of this kind of "hold-up" dispersion). The growth of tracer variance with
time and the best linear fit is given in (d).
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Figure 6-19: Dependence of effective dispersion constant, D*, on Re for ad = 0.013 (diamonds),
ad = 0.025 (circles), ad = 0.082 (squares). Vertical bars give uncertainty in D* obtained from
linear regression analysis of O.2* vs. t* data. Note that inverse relationship between Re and
D* that is consistent across all ad scenarios. This is due to the dependence of D, and D,
on Re. For low Re, 1, is longer, CD is larger, thus o, is greater, leading to a higher value
of D8 . The wake residence time, (-r) increases also with increasing 1., and so D, is greater
for low Re. Together, the theoretical predictions for D, and D, describe the data remarkably
well (Table 6.4). According to theory, D* remains approximately constant between ad = 0.013
and ad = 0.025 because D, is dominant in this range, and it is independent of ad. As ad is
increased, D, becomes more significant, eventually overshadowing D,, since D. cx ad. This
explains the sharp rise in D* between the middle and high density.
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Figure 6-20: Dependence on Re of the spatial standard deviation of the velocity field, o-.
Data were measured measured by lateral ADV traverses and ad = 0.082. Uncertainty due to
the finite number of measurements (samples of the underlying velocity distribution) are shown
by vertical bars.. a., is inversely related to Re, showing a steep change near the transition to
turbulence, Re ~ 200. The decreae in uot with Re follows the same dependence as CD with
Re, lending support to the theoretical relationship (3.86) which predicts that a, oc C. The
decrease in u 2, with Re shows the same relationship as D* vs. Re, since D, 0c o,.
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Figure 6-21: Dependence of transverse (predominantly turbulent) diffusion on Re taken from
data measured by Nepf and Sullivan [30]. Their experiment was conducted under identical
conditions to the present study, and for this case ad = 0.035. D* is small at low Re when
the von Karman vortices are laminar, but quickly rises when turbulence sets in at Re ~ 200.
D* thus shows a dependence on Re opposite to that of D*. The increase in Dt* (decrease in
') has an inhibiting effect of D, since the increased transverse diffusion smooths wake profiles,
decreasing o-, and thus diminishing D,.
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arrays. The qualitative appearance of tracer concentration distributions is highly dependent
on Reynolds number. Distortions created in the tracer cloud by encounters with cylinders
and stretching by local velocity gradients give the cloud a highly heterogenous character at
low Re, with large spatial fluctuations in concentration. At high Re, the distortions and
corresponding local concentration gradients can be smoothed out by turbulence as quickly as
they are produced, leading to a tracer cloud that is smooth in character.
While turbulence greatly controls the appearance of the tracer cloud on the sub-cloud scale,
the dual processes of wake-trapping dispersion and dispersion due to spatial velocity variance,
control the mean rate of longitudinal spreading of the cloud. The wake trapping dispersion
process creates significant tails in tracer distributions for times prior to the asymptotic Fickian
limit, which takes a substantial time to be met, as the skewness may decay with downstream
distance as slowly as 1/,/f [32]. Prior to the asymptotic limit, tails are created because not
all tracer molecules have experienced sufficient traps, and the few that have been trapped most
often lag significantly behind the rest of the cloud.
The relationship between the measured values of the total effective dispersion constant, D*,
and Re shows significant correlations with a number of parameters describing the behavior of
the cylinder near-wake with Re. The normalized effective dispersion constant, D*, is largest
at low Re (Re ~~ 650), after which it drops steeply and then levels off at high Re. This is the
same qualitative behavior demonstrated by the wake recirculation zone, 1., the drag coefficient,
CD, and the velocity variance, o,. This is explained by the fact that as Re increases above
Re :: 65, the recirculation length declines, thus diminishing drag, CD. As a result, o,, in
its dependence on CD declines, thereby decreasing the dispersion due to the random velocity
field, D,. In addition, as the recirculation length decreases, the mean residence time, (T), of
particles trapped in the near wake diminishes, thus decreasing the wake trapping dispersion,
Dw.
As a result, both dispersion processes decline with increasing Re, accounting for the appear-
ance of the D* - Re plot observed in the experiments. However, the two dispersion processes
have a different dependence on ad, which allows their effects to be separated. Dispersion due
to the random velocity field is independent of ad, since with increasing density, the disorder
in the velocity field increases, but the correlation length scale declines proportionally. Wake
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trapping conversely, grows in proportion to ad since the number of trapping sites grows with
number of cylinders. As a result, for low ad, wake trapping is insignificant, but D, is still
substantial, while for high ad, D, remains constant and is overshadowed by D".
The experimental results of [27] for the residence time in the wake of a flat plate were
adopted as an estimator for (r), giving a prediction for D., which is appropriate due to the
similarity of the vortex shedding mechanism for all bluff bodies. With a predictor for (r),
the theoretical predictions for D, and D, provide an excellent match to the data, with a zero-
parameter fit. All qualitative trends of the data are matched by the predictions: the decline in
D* with Re as well as the sudden rise in D* between ad = 0.025 and ad = 0.082. The latter is
explained by the fact that at low ad, the constant D, dominates, while for large ad, D, which
grows proportionally to ad, becomes dominant. Not only the trends, but also the magnitude
of the data for D*, were predicted by the theory. However, one should exercise caution in
placing undue emphasis on the actual numbers, without certainty that the magnitude of the
residence time data for fiat plates will precisely correspond to cylinder wakes. However, the
close agreement and the ability of the theory to predict the general trends observed in the data
seems promising.
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Chapter 7
Directions for Further Research
The success of the theoretical descriptions of dispersion in predicting experimental observations
suggest several directions for further inquiry. As a first step, the residence time parameters for
circular cylinders, c and (r) should be measured experimentally for comparison with the results
for flat plates obtained by [27]. In fact, the results of this study have motivated an experiment
to measure the wake residence time, (r) over a range of Re for an isolated cylinder using Laser
Induce Fluorescence (LIF). Since the dimensionless wake parameter, HSt in the notation of
[27] should only be a function of Re, it should be sufficient to simply measure the residence
time for different Re by simply injecting dye into the cylinder wake and observing the decay of
concentration in the wake with time.
It would also be advantageous to have a better understanding of the average drag coefficient,
CD for the array, and the Peclet number, P expressing the degree of mixing in the wake. Both
are necessary in order to predict o-, and thus to predict D, without measuring o-,, as was done
in this study. Though the experimental measurements confirmed the theoretical prediction
o , Oc \/ad, the proportionality involves both CD and P, and as yet, no method exists for
predicting their values for the canopy over a full range of Re and ad conditions. However, [29]
developed a method for predicting the dependence of CD on ad for turbulent flow conditions.
The theory for wake trapping dispersion developed in this study is valid for the range of Re
over which vortex shedding occurs, since the mechanism leading to D. is specific to the von
Karman vortices. For lower Re, when the wake is steady, a different mechanism will cause
trapping near the rear cylinder surface. Koch and Brady [20] describe a mechanism for Stokes
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flow in a bed of fixed spheres whereby tracer is trapped in the boundary layer at the sphere
surface, where the velocity approaches zero, and can only escape by molecular diffusion. This
trapping makes a contribution to longitudinal dispersion that they term hold-up dispersion,
and a similar mechanism will occur around cylinders at low Re. Thus it may be possible to
adopt their theory to describe the dispersion process for low Re, before wake instability sets in.
As discussed, it will be desirable to understand the dispersion process as ad becomes so
significant that wakes begin to coalesce, and larger stagnant regions of closed streamlines are
formed. The theory used to develop a prediction for the wake trapping dispersion, namely the
theory behind processes with static traps, will likely describe this regime as well, but it will be
necessary to investigate the dependence of the parameters E and (T).
Finally, it is desirable to scale-up the results of this study to larger aquatic canopy envi-
ror-nents. Since a random cylinder array was used as the model for aquatic canopies, a direct
application of the results of this model should be for canopies with plants having cylindrical
morphology, and several examples of such plants were given in Chapter 1. However, it is easy
to see how the model could be extended to plants having slightly different morphologies, for
example, those with leafy stalks. The basic concept of wake trapping will still hold for such
plants, though the parameters E and (7) may vary. Also, the concept of dispersion due to the
random velocity field will hold as well, though the wake structure behind the plants may change,
leading to a slightly different value for D8 , though likely with the same scaling, D,, ~ adC3 p
since the physical principles will be the same.
Within the model canopy, the disorder in the velocity field is at the scale of the cylinder
spacing, as this is the scale for the velocity correlations, which led to the prediction of D,.
Over large aquatic canopies, there may exist heterogeneities over larger scales, for instance if
there are regions with significantly varying depth where velocity is elevated or diminished, or
if there are large-scale heterogeneities in plant density. The model canopy was intentionally
limited to constant depth and constant stem density to avoid these larger-scale heterogeneities,
since a description of the dispersion mechanisms on the plant-spacing scale should be the first
step in characterizing transport. To scale up, and account for these larger heterogeneities
would involve an analysis nearly equivalent to that used to obtain D,. One would first need to
determine the scale of the heterogeneities, i.e. the length scale of velocity correlations. Then
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one would need to average over the disorder in the velocity field, by obtaining a prediction of the
velocity variance. The large-scale dispersion would then scale with the product of the velocity
variance and the length scale of correlation. This is the same stochastic approach used in porous
media flow [6]. Note that this approach will only be applicable for heterogeneities on a scale
much less than the canopy dimensions, since for the resulting dispersion to be Fickian, a tracer
moving through the canopy must traverse many characteristic regions of velocity disorder.
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