ABSTRACT An efficient parallel direct solver with a new pivoting scheme is presented for solving impedance matrix equations generated by the higher-order method of moments in high-frequency electromagnetic computation. Given the diagonal dominance characteristic of the dense complex impedance matrices, a local-block pivoted parallel LU decomposition algorithm is developed in the solver, which requires less communication time than the Intel math kernel library and the communication avoiding LU solver, because the pivoting operations execute in local blocks of the processes. To demonstrate the stability and performance of the algorithm, electromagnetic radiation and scattering from complex models containing metallic and dielectric structures are computed. When up to 1200 CPU cores are used, numerical results show that the solving time of the proposed LU solver is significantly reduced.
I. INTRODUCTION
As one of the most accurate numerical methods in the field of computational electromagnetics (CEM), the method of moments (MoM) [1] can provide highly accurate radiating and scattering numerical results for a wide variety of complex electromagnetic (EM) problems [2] . However, the advantages of the MoM are spoiled by its expensive demands for memory and computing time, when solving extremely large EM problems by using a direct solver, such as the lower/upper (LU) decomposition solver [3] , [4] . Because the memory requirement and the computing complexity of the LU solver grow rapidly with O(N 2 ) and O(N 3 ) [5] , respectively, where N is the number of unknowns.
To break this restriction, several types of approaches have been adopted: hybrid algorithms, such as the hybridization of MoM with high frequency methods [6] , [7] or fast algorithms such as the fast multipole method [8] , [9] . These approaches can reduce the memory requirement and the computation complexity. However, hybrid algorithms pay the price of losing accuracy, and fast algorithms may be confronted with slow convergence or even divergence issues in applications involving complex structures and various materials.
Along with the developments on computer technology, High Performance Computing (HPC) provides a promising approach to improve the capability of MoM in solution of extremely complicated EM problems [10] , [11] . Supercomputers, configured with a large number of processors and a tremendous amount of memory, play an important role in the field of HPC. It is worth noting that the approach does not result in loss of numerical accuracy of MoM.
In our previous works [2] , [11] , [12] , we principally utilized the LU solvers in the commercial math library Intel MKL [13] and the open source library ScaLapack [14] . However, these libraries fail or their performance deteriorates on supercomputers with special architectures, such as Tianhe-2 system [15] from Guangzhou and Sunway Taihu Light system [16] from Wuxi in China. Therefore, a direct solver using the CALU algorithm [17] , [18] with a novel pivoting scheme was developed to improve the performance of the panel factorization in parallel LU decomposition [11] , [19] . Due to reduced communication of CALU, it has better scalability than Intel MKL and ScaLapack. It is worth pointing out the MoM matrix equations with more than one million unknowns have been solved by the CALU solver using 200,000 CPU cores on Tianhe-2 system [11] . However, those parallel LU solvers are general-purpose solvers for solving matrix equations, without considering the specific features of the MoM impedance matrices.
Under this scenario, based on our previous studies, we implement a new pivoting scheme based on diagonally dominant matrices of MoM in this paper. Compared to the previous LU solvers, the use of the new scheme is able to reduce the number and volume of communications between the processes, and thus enhance the performance of the LU solvers.
The paper is organized as follows: the theoretical basis of the new pivoting scheme is discussed in Section II, the new LU solver is given in Section III and the numerical results are presented in Section IV followed by the conclusions.
II. IMPENDENCE MATRIX ANALYSIS OF HIGHER-ORDER METHOD OF MOMENTS
For the analysis of electromagnetic radiation and scattering from arbitrary structures composed of wires and plates, a set of the Poggio-Miller-Chang-Harrington-Wu (PMCHW) formulations and the electric field integral equation (EFIE) for the unknown electric and magnetic currents [2] , [20] were applied to model inhomogeneous dielectrics categorized by a combination of various homogeneous dielectrics. The set of integral equations obtained is solved by using MoM and specifically using the Galerkin's method. Flexible geometric modeling is achieved by using bilinear quadrilateral patches to characterize surfaces, as shown in Fig. 1 . Efficient approximation for the unknown currents is obtained by using the higher-order basis functions consisting of combinations of polynomials, which can be written as follows,
where, p and s are the local coordinates, i and j are the orders of basis functions, and a p and a s are covariant unitary vectors. The polynomials can also be used as the basis functions for wire structures. In this thin-wire model, the circumferential variation of the currents on the wires is neglected, and in addition the length of the wire should be at least ten times larger than its radius. The expressions for the elements of the impedance matrix generated by the bilinear quadrilateral patch using higherorder basis functions are:
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× dp k ds k dp l ds l
where L and K are linear operators [2] , F ikjk is the k-th basis function and F iljl is the l-th testing function; p k and s k (p l and s l ) are the local p and s coordinates of the k-th (l-th) element, a pk and a sk (a pl and a sl ) are the corresponding unitary vectors, and g(R) is Green's function, which is given by
with β = ω √ µε · R = |r − r | is the distance between the source and the field point. According to Eqs. (2) and (3), the impedance matrix element values are closely related to Green's function g (R) . Although the integrals have highly oscillatory kernel because of e −jβR , the magnitudes (complex moduli) of matrix elements decrease to this general trend, as the distance R increases. From the physical concept, the diagonal elements represent self-action, while the non-diagonal elements represent interactions between basis functions. It is reasonable that the self-action greater than the interaction. Therefore, the dense complex matrices generated by HoMoM are diagonally dominant. As an example, the impedance matrices of a metallic cube and a dielectric cube are illustrated in Fig. 2 . It can be seen that larger values of the impedance matrices generated by HoMoM are mainly distributed around the diagonal. Moreover, the procedure of the LU decomposition does not require that the pivot element be the largest matrix element.
III. PARALLEL LU DECOMPOSITION SOLVER
The performance of the parallel LU decomposition solver can be further improved, with the diagonal dominance characteristic of impedance matrices taken into account. Compared with the traditional LU solver and the CALU solver [8] , the communication and computation time of the new pivoting scheme is analyzed.
A. LU DECOMPOSITION ALGORITHM
The solution of LU decomposition solver mainly includes panel factorization, row exchange, panel row update and trailing update, as shown in Fig. 3 . Let us consider an N × N dense complex matrix divided in blocks of size n b × n b and distributed across a P r ×P c process grid. After distributing the matrix on the processes grid, the LU decomposition algorithm starts with k=1 in Fig. 3(a) , where k is the number of the block of columns that are involved in the factorization step. This block of columns is called column panel, which is marked in green. The size of this panel is [N −(k−1)×n b ] rows by n b columns, where the row size decreases when the factorization process advances. Fig. 3(b) shows the row exchange where the element of maximum magnitude is permuted to the diagonal position in the panel factorization, and this process requires a large volume of communication. Fig. 3(c) shows the row panel update, which is marked in green. Once the unknown U (k) is obtained, the original row panel U (k) is overwritten saving computational resources as the previous case. Then the update of the trailing submatrix Z (k) will be performed, which requires the results of both panel factorization and row panel update, as shown in Fig. 3(d) . Once the new Z (k) submatrix is obtained, k is incremented and a new block of columns will be factorized until the original matrix is decomposed completely. To improve the performance of the traditional LU solver, the CALU algorithm, which uses a binary tree for pivoting to reduce the amount of communication, was developed. Fig. 4 shows the pivoting scheme of the CALU algorithm. The kth panel column in green in Fig. 3(a) is denoted as A in Fig. 4 Assuming that P r = 4, the four submatrices, A 0 , A 1 , A 2 and A 3 , are distributed in processes P 0 , P 1 , P 2 , and P 3 , respectively. Firstly, each Message Passing Interface (MPI) process performs partial pivoting independently in its local submatrix without any communication, which is called local decomposition. Then, we need combine the local pivoting rows pair to pair using a hierarchical scheme. Both local decomposition and combination are implemented repeatedly until only one block of pivoting rows is obtained. Then, the final local decomposition is performed, and the pivoting rows are obtained. Actually this procedure can be easily extended to a situation with P r = 8, 16 and so on.
B. COMPLEXITY ANALYSIS OF PIVOTING SCHEMES
Compared to the traditional LU solver and previous CALU solver, the main difference of the new LU solver, namely the Local-block Pivoting LU (LPLU) solver, resides on the way that the column panel is decomposed. The LPLU solver adopts a novel pivoting strategy, which reduces the number and amount of communication. Once the decomposition of the panel column factorization is finished, the solvers follow the same steps of the row update and the trailing update.
Let us take thek-th step of LU decomposition shown in Fig. 3 as an example. Assuming that the size of L (k) is m × n b and the size of L kk is n b × n b , the amount of multiplication and addition operations can be calculated as it is shown later. The division operations will be ignored because there are only few of those during the algorithms [21] .
Assume that the communication latency is α and the communication bandwidth is 1/β. Thus, the communication time T taken to send a message of size L is
FIGURE 5. Local-block pivoting LU scheme.
The process of pivoting in the LPLU solver is given in Fig. 5 and the pivoting operation is performed in the diagonal blocks of the kth panel column. There is no internodes communication in the process of pivoting. Note that the LPLU solver is applicable to MoM, because the matrix generated by MoM is diagonally dominant, as already discussed.
For every column in the panel, a binary-exchange of size n b data items is performed, with n b denoting the number of columns in the panel. The communication complexity of this binary-exchange is log 2 P r , which gives a total communication time of
In order to calculate the computation time taken by the LPLU, we taken the panel factorization as a LU decomposition of a non-square matrix. Because the difference between the traditional LU solver and LPLU solvers is the pivoting, the computation time can be evaluated according to the standard LU decomposition time as following
where γ is the time for each multiplication or addition operation, m is the number of row in the column panel and n b is the number of columns. In order to perform a complete analysis, comparisons with the computation complexities of traditional LU solver and the CALU solver are also given, which were analyzed in [11] . A total communication time of the traditional LU solver and the CALU solver is:
In addition, their computation time is:
Comparing the communication time given by (8), (10) and (11) , it can be concluded that the LPLU solver requires less communication time than the traditional LU and CALU solvers. On the other hand, comparing the computation time given by (9), (12) and (13) , it can be concluded that the LPLU pay same price during the calculation, and the CALU pays a double price. Note that the time γ employed by the computer to perform a multiplication or addition is much smaller than the latency time α and the inverse of the communication bandwidth β. Therefore, the CALU provides a shorter global time for matrix factorization than the traditional LU solver [11] . To demonstrate this affirmation, the next section presents the numerical results where the computational time of different simulations is compared.
It is worth noting that the two parameters, n b and P r , which used in the above equations, affect the performance of the three LU solvers. They should be tuned firstly, when using different computing platforms. However, on the same platform, the criteria for setting the two parameters are unchanged. Therefore, the two parameters are the same for the three LU solvers. In all the simulations in next section, the n b is equal to 128. The process grid P r × P c should approach to a square, and it is better to set P c slightly larger than P r [2] , [10] .
IV. NUMERICAL RESULTS
The computing platform used in the section is the HPC cluster from Xidian University (XD-HPC), which is equipped with 140 compute nodes connected by 56 Gbps InfiniBand network, and Each node has two 12-core Intel Xeon 2690-v2 VOLUME 6, 2018 2.2GHz CPUs and 64 GB memory. The performance of the LU solvers are analyzed through practical applications.
A. VALIDATION
The proposed LPLU solver of the HoMoM is validated through comparison with measurement and the MKL version. A waveguide antenna with 93 narrow-wall slots is simulated with all the coupling effects included. The model of the antenna is given in Fig. 6 . The dimensions of the antenna are 7.112mm×3.556mm×499.2mm and the wall thickness is 1.0 mm. the operation frequency is 35.0 GHz. The normalized radiation pattern of the array is given in Fig. 7 . One can see from figure that the results of radiation patterns agree with each other in the main-lobe, and the results of LPLU solver agrees with the MKL version. Note that θ coordinate is measured from xoy plane to z-axis and ϕ coordinate is measured from +x-axis to +y-axis in this paper. 
B. PERFORMANCE ANALYSIS FOR A METALLIC AIRPLANE
Two sets of simulations for the scattering of an airplane are considered to demonstrate the performance of the new LU solver using different number of CPU cores. The airplane model is denoted by Airplane-I, as shown in Fig. 8 . The dimensions of Airplane-I are 11.6 m×7.0 m×2.93 m. The excitation is a y-axis polarized plane wave propagating along the negative x-axis direction. The bistatic radar cross section (RCS) of Airplane-I is simulated at frequencies from 500 MHz to 3000 MHz. The first test is simulated with 480 CPU cores in a process grid of 20×24, while the second test with 960 CPU cores in a process grid of 24×40. The solving time obtained using the Intel MKL, CALU and LPLU are listed in Table 1 . The improvement in percentage regarding the solving time using LPLU and CALU solvers versus MKL are listed in the last two columns of the table. In addition, the percentages corresponding with the improvement against MKL were calculated by using the following expression: (T MKL −T LPLU(orCALU) ) /T MKL ×100%. According to Table 1 , it is seen that both LPLU and CALU require less solving time than MKL, and LPLU outperforms the other two in all the cases. Statistics show that the performance of the LPLU is at least 10% higher than Intel MKL. Moreover, the speedup of three LU solvers is evaluated and shown in Fig. 9 . It can be seen that the speedup of the LPLU solver is the closest to the ideal value, and then is the CALU solver, the last is the MKL solver. In all simulations, if the speedup of the LPLU (or CALU) solver is better than the Intel MKL, its performance improvement depends on the speedup difference between the LPLU (or CALU) solver and the Intel MKL. The greater the difference, the better the performance improvement. For example, when the simulation in 2500 MHz, the difference of speedup is the minimal in this case, and thus the performance improvement of LPLU (or CALU) solver is the least. 
C. PERFORMANCE ANALYSIS FOR ANOTHER METALLIC AIRPLANE
We present the performance of the LPLU solver for another airplane using parallel HoMoM. The airplane model is denoted by Airplane-II, as shown in Fig. 10 , and the dimensions of the airplane are 18.92 m×13.56 m× 5.05 m. For this simulation, a 1.5 GHz horizontal polarization plane wave is incident along the x-axis, and the total number of unknowns is 273,808. The three-dimensional (3D) and twodimensional (2D) bistatic results of the airplane are given in Fig. 11 , where a very good agreement is appreciated. The computing parameters are listed in Table 2 . In the simulation, different number of CPU cores are used to demonstrate the performance of the LPLU solver, and the solving time of the CALU and MKL version are given for comparison. The meaning of each column is the same to Table 1 . The comparisons show that the LPLU solver can abstain above 10% performance improving than the MKL version, when using 720, 960 and 1200 CPU cores, respectively. Moreover, its performance is better than the CALU solver. In addition, the speedup of three LU solvers is evaluated and shown in Fig. 12 . It can be seen that the speedup of the CALU solver is worse than the Intel MKL, and the difference is getting lager from 720 to 1200 CPU cores, which causes the performance improvement getting smaller. For the LPLU solver, the speedup is worse than the Intel MKL only in 960 CPU cores, thus the performance improvement of this case is smaller than that in 720 and 1200 CPU cores.
D. PERFORMANCE ANALYSIS FOR A MICROSTRIP ARRAY WITH COMPOSITE METALLIC AND DIELECTRIC STRUCTURES
We present the performance of the LPLU solver for a microstrip patch phased array using the parallel HoMoM. The model of a 16×18 microstrip patch phased array is considered, as shown in Fig. 13 . The dimensions of the array are 1.17 m×0.736 m and the parameter of substrate is ε r = 2.2. The operation frequency of the array is 3.0 GHz, and the total number of unknowns generated by HoMoM is 221,856. The 2D radiation patterns are given in Fig. 14 . The computing parameters are listed in Table 3 and the meaning of each column is the same to Table 1 . The comparisons show that the LPLU solver can abstain about 15% performance improving than the MKL version, when using 720, 960 and 1200 CPU cores, respectively. Moreover, it is better than the CALU solver. The speedup of three LU solvers is evaluated and shown in Fig. 15 . The performance improvement of the LPLU solver is getting better form 720 to 1200 CPU cores, because of its speedup is closer to the ideal than the Intel MKL and the difference is getting lager. The speedup of the CALU solver is better than the Intel MKL in 960 CPU cores, thus the performance improvement of this case is better than that in 720 and 1200 CPU cores.
E. PERFORMANCE ANALYSIS FOR AN AIRBORNE ARRAY WITH COMPOSITE METALLIC AND DIELECTRIC STRUCTURES
Here, the simulation of the radiation pattern of a rectangular microstrip patch antenna array formed by 37×9 elements mounted on an airplane is considered to show the performance of the LPLU solver for the complex problem using parallel HoMoM. The model of the array and the airborne array are shown in Fig. 16 The 3D and 2D radiation patterns are given in Fig. 17 . The 2D results computed by the HoMoM using LU solver of the Intel MKL are given for comparison. The computing parameters are listed in Table 4 , in the simulation, the LPLU solver can abstain 14∼20% performance improving than the MKL version, when using 720 and 1200 CPU cores, respectively. Fig. 17 shows the simulation results for this benchmark, where a -30dB side lobe level in both yoz and xoy planes are appreciated fitting in the design specifications. The speedup of three LU solvers is also evaluated and shown in Fig. 18 . It is seen from the figure that the speedup of the LPLU and CALU solver is better than the Intel MKL, thus their performance improvement getting better form 720 to 1200 CPU cores.
V. CONCLUSION
An efficient parallel direct LU solver of the HoMoM with a new pivoting scheme has been presented. Details about the LPLU solver have been given demonstrating its improvements in the solving time in comparison with the commercial Intel MKL and the CALU solver. Compared with the commercial Intel MKL on InfiniBand interconnected platform, the LPLU solver has above 10% percent advantage in performance in all the simulation cases, which includes metallic structures, composite metallic and dielectric hybrid structures, respectively. Moreover, the matrices generated by MoM are diagonally dominant, because the matrices are closely related to Green's function. Thus, the LPLU solver is suitable for the MoM with other types of basis functions, such as RWG basis functions. Furthermore, the new LU solver can greatly improve the performance of the parallel HoMoM and present a new powerful tool for solving very challenging electromagnetic problems in reasonable time.
