We present a simultaneous Buffer Insertion and Non-Hanan Optimization (BINO) algorithm to improve the performance of VLSI interconnect.
INTRODUCTION
AS the VLSI technology develops rapidly into deep submicron era, interconnect performance becomes one of the key points for the overall performance of a VLSI system. In the early stages, most research was focused on optimizing the interconnect topology under geometric criteria such as minimizing the total wire length or the tree radius. Ever since it was noticed that geometric criteria may have large discrepancies from actual timing criteria, Elmore delay [l] based routing algorithms, such as SERT and P-tree [7, 9] , have constituted the mainstream. Recently, the drawbacks of Elmore model have been addressed and higher order delay models have been applied to interconnect routing and optimization [8,10, ll] to improve the accuracy of timing evaluation.
Additional efforts have been made to enhance in the formulation of the optimization problem and the solution search space. Minimizing cost subject to timing constraints is an appealing objective that is widely used [8] [9] [10] 12, 13] . One important advancement related to the solution search space is the extension to non-Hanan points in MVERT algorithm [13] . This extension brings significant benefit that is coherent with the objective. We will show that more cost permission to m&e digital or hard copies of all or Part of this work for personal or classroom use is granted without fee provided that Copies are not made or distr&utcd for profit or commercial advantage and that copies bear this notice and the full citation on the first Page. To coPY otherwise, to republish, to post on servers or to redistribute to lists, requires prior speciiic permission andlor a fee. ISPD '99 Monterey CA USA ('opyright ACM 1999 l-581 13-089-9~99~04...$~.~~ reduction can be achieved than [13] if higher order delay models are employed.
Under deep sub-micron technology, usually topology optimization itself is not sufficient to meet the requirement to the interconnect performance. Buffer insertion is a powerful tool that can be used to augment topology optimization in interconnect routing and optimization algorithms . Most previous buffer insertion approaches have been implemented through dynamic programming in a bottom-up fashion and have provided remarkable improvements. However, all of these methods have been restricted to only Hanan routing.
The BIN0 algorithm introduced in this work combines buffer insertion with non-Hanan optimization under the fourth order AWE [3] delay model. Our algorithm is especially aimed toward the realistic situation where both the interconnect resource and timing constraint are stringent while there are still available spaces for buffers after cell placement. The positions of these spaces are fixed relative to the changing routing tree during optimization.
This and the non-Hanan property distinguish the environment of our algorithm from previous works.
Since the routing tree is subject to change during nonHanan optimization, there is no clear bottom-up structure to be exploited by dynamic programming.
In addition, some candidate buffer positions on the routing tree paths may move away from the paths while some formerly offpath spaces may be traversed by a path and become candidate buffer positions. To deal with the increased complexity caused by this fact and the non-Hanan property, we guide each move in the optimization in a greedy fashion with the objective of minimizing the weighted sum of wire cost and buffer cost subject to timing constraints. The non-Hanan optimization and buffer insertion are conducted simultaneously and iteratively until the improvements are exhausted.
Our algorithm was tested and compared with SART and MVART (AWE versions of SERT [7] and MVERT [13] ) on both .18pm IC and MCM technology. Significant wire cost reduction is obtained as expected.
PRELIMINARIES

The problem environment
Our algorithm is applied in a post-placement scenario where buffer insertion is possible, but it is preferable to do so in regions that are left unoccupied by any cells, SO shown in Figure l (a). The critical zone of a buffer space is a region such that if a buffer is centered within it, the area the buffer occupied will not exceed the border of the buffer space. Only when the critical zone is traversed by a routing path, can a buffer be inserted in the space; and this buffer should be centered within the critical zone. Therefore, the critical zone is of more interest than bufEer space itself. Note that when we say that a path passes through a buffer space, it means that the path passes through the critical zone of this buffer space. For simplicity, we use spaces of equal size and only one buffer is allowed to be inserted in a space. Larger spaces can be easily expressed as a union of small spaces. Each buffer size is same as that of the source driver. During the optimization, the positions of buffer spaces are fixed while the r@&ng tree keeps changing. The relationship between a l&!&r space and the routing tree is also changed accordingly and the only allowable buffer insertions correspond to buffer spaces through which the routing tree passes. The philosophy behind this is that when interconnect resources are scarce, it is undesirable to introduce large detours to reach a buffer location. In the example of Figure  1 , there are four fixed buffer spaces and the routing tree is changed from (a) to (b). Space 4 was not on any routing path in (a) and it is passed through by a routing path after the update,, then it will be referred as a candidate buffer position in (b). On the other hand, space 1 was a caudidate buifer position in (a), but is not on any routing path after the update and is therefore no longer a candidate in (b). Space 3 was also a candidate buffer position in (a) and a buffer is inserted there during the optimization.
2.2.
The motivation for combining buffer insertion with non-Hanan optimization
As observed in [13] , the non-Hanan points can be used to reduce the wire cost while the timing constraints are satisfied. This is illustrated in Figure 2 (a). We define a segment to be a contiguous set of straight edges that are either all horizontal or all vertical and without any buffers. Note that thii definition is slightly different from that in [7, 13] as it incorporates the presence of buffers. A maximal segment is a segment that is not properly contained in any other segment. In Figure 2 , ptu is a maximal segment and p is the root of this maximal segment. Consider the connection from sink v to pw. Let x denote the distance from the connection point to p and let CC to express the closest connection [7] from v to pw. The work in [7] proved that under the Elmore model the delay of any sink in the routing tree is a concave function with respect to x. A straightforward extension to this conclusion is that the delay violation at any sink is also a concave function of x. Figure 4 shows an example of such a function curve. Though the Elmore delay may have large errors for specific points, its qualitative fidelity is still true and serves as good strategic guide. Our experimental results also support this assertion. The objective of minimizing wire cost subject to timing constraints can be translated to a set of local optimizations that search for a connection point as close to CC as possible while keeping the maximum delay violation to be non-positive. Sometimes, thii optimal connection is a nonHanan point, as in the case of x* in Figure 2 (a) or the AWE curve in Figure 4 .
In order to reduce wire cost, it is desired to move the connection point as close to CC as possible, i.e., to maximize x. However, the value of x may becapped by the constraint of non-positive delay violation. The utility of buffer insertion is to relax this timing constraint, if possible, SO as to achieve further wire cost reduction as illustrated in Figure  2 (b).
As in [20] , a buffer may be inserted to achieve delay reduction in one of two ways: (1) by providing improved drive strength on a critical path, or (2) isolating paths to noncritical sinks by inserting a buffer at a multifanout point to reduce the load on the critical path.
2.3.
The motivation for using fourth order AWE in non-Hanan optimization
As interconnect wires become increasingly thinner and longer, the interconnect resistance may overshadow the driver resistance. Conseouentlv, the net capacitance of sinks and downstream capacitance &e shielded-to the driver resistance by the interconnect resistance. This effect is called resistive shielding [5] . The Elmore delay does not correctly take the resistive shielding effect into account and tends to overestimate the delay. This error can be remarkably large, especially for the stub situation (i.e., when a sink that is close to the source co-exists with a much longer wire), where the Elmore delay can be several times larger than the actual delay. Table 1 shows an example of a net with five sinks to illustrate the inaccuracy of the Elmore delay. Its routing topology is illustrated in Figure 3 . The load capacitance is the same for each sink. The delays on all sinks are computed using the Elmore formula, fourth order AWE and a SPICE transmission line model, and the percentage errors relative to SPICE are calculated.
The Manhattan distance from each sink to the source are also listed for reference. We can see that the error of Elmore delay can be over 300% and the delay from fourth AWE is clearly superior. In fact, as the wire size shriis, this trend will be more and more severe. To see how this will affect the non-Hanan routing, consider the graph in Figure 4 . The graph plots the delay violation function against the location of the connection point, x, as pictured in Figure 2 . The dotted curve indicates the Elmore delay while the solid curve represents the fourth order AWE result. The solution corresponds to the point closest to CC where the delay violation function is negative or zero. For the Elmore delay, which overestimates the delay near the source, no solution is found, whereas an actual solution exists and corresponds to x*.
On the other hand, we have observed that the Elmore model tends to under-estimate delay at sinks far from the source1 . This may lead to the opposite error, as can be seen in the last row of Table 1 . This under-estimation may result in over-reduction of cost while the timing constraints have not been satisfied yet. On the whole, a higher order model is greatly superior to the Elmore model in handling non-Hanan points.
The reason that we choose fourth order instead of a second or third order model is that second order gives less accuracy and for many examples that we tried, we found that the third order model induces positive poles more often.
In the computation of fourth order AWE delay, we first use the RICE algorithm [4] to obtain the moments. We solve the denominator of Pad6 approximation result, which is a fourth order polynomial, using a closed form formula to obtain the poles. After an inverse Laplace transformation, the time domain exponential functions are expanded about the Elmore delay to fourth order Taylor series polynomials. A closed form solution to a fourth order polynomial exist and may be used to calculate the delay value. The additional computation cost of fourth order AWE as compared to a second order model is minor. This process is iterated until convergence, and we found that we always converged within 3 iterations.
This method is related to the Newton-Raphson root-finding method: the NewtonRaphson method uses a first order Taylor series in each iteration, and our method uses a fourth order expansion instead.
2.4.
Problem formulation A list of notational terms used in this work is as follows:
l Qi: required arrival time for sink i.
l Tdi: the calculated delay for sink i in the routing tree.
l Tvi: delay violation of sink i, given by T,,i = Tdi -Qi. l W: total wire length for a routing tree.
l Cl: load capacitance for a sink or a buffer.
l Aj: an available buffer space that can be a candidate buffer position, j is the index. We state the problem formulation as follows:
Given a source 80, a set of sinks S = {al, sz...s,,}, timing specijications Q = (01, Q2, . . . . Q,,} for all sinks and a set of available buffer spaces A = {Al, AZ, . . . . Am}, construct a 'The Elmore delay is theoretically proven to be an upper bound on the delay of an RC network in [6] . However, in practice, greater accuracies are obtainable by multiplying the Elmore delav formula of 121 bv a factor of ln2, and we refer this quantity . 1
as the "Elmore delay;' in our discussion, and this may be either optimistic or pessimistic.
Steiner routing tree and choose a subset from A on which buffers are inserted such that the following problem is solved: minimize (1 -a)cW + aC$k subject to: maxies(Zi) I 0
(1)
OIa<l
Here the weighting factor for the wire cost is 1 -a. The purpose of including c and Cl in the objective function is to normalize the wire and the buffer cost into comparable quantities.
3. ALGORITHM The algorithm consists of two phases. Phase I, called SART (Steiner AWE Routing Tree), is similar to SERT except that the Elmore model is replaced by fourth order AWE. The output is a routing tree T'. The Phase II is the simultaneous buffer insertion and non-Hanan optimization.
In SART, starting with a single source, a partial routing tree grows in a greedy fashion. In each growing step, a previously unconnected sink is selected aud connected to a certain node in the partial tree such that the maximum delay is minimized.
Algorithm:
Buffer-candidate-update.
InputzA routing tree f. After each move in Phase II, each initial buffer space may result with one of the three possibilities: (i) a buffer is inserted in it, (ii) it is still on a path in the routing tree as a candidate buffer position, (iii) it is not on any path of the routing tree. Corresponding to these three results, we maintain three sets: set I for buffer nodes, set B for candidate buffer positions and set A for all the off-path spaces. Once it is decided that a buffer will be inserted in a space, this space becomes a buffer node and is assigned into set I. The function Buffer-candidate-update maintains the sets A and B to be updated accordingly. 11. 12.
13.
for each candidate Bi in B insert a buffer at Bi tentatively; Non-Hanau-optimization(~):
for each sink 8j in descending order of dist to SO disconnect Sj and its downstream subtree T,i; for each max segment El in T\T.i find optimal connection between Sj and El; connect aj to optimal location in T\T.i; if B; is the buffer that causes the largest improvement B=B-Bi; Z=ZuBi; Buffer-candidate-update@, B, A);
The above is the algorithm of Phase II. The input routing tree T' is the default global optimal solution. During Phase II, each candidate position is inserted a buffer tentatively and then the non-Hanan optimization is conducted. The non-Hanau optimization algorithm (MVART) here is similar to MVERT [13] , but fourth order AWE is used for delay evaluation instead of the Elmore delay metric. Sometimes a buffer space may cover a multifauout node of the routing tree, as shown in Figure 5 , rather than a single wire segment. The choice of the branch that the buffer will be inserted in is according to the criticalities of sinks on each branch. This approach is similar to the work in [18, 20] . The sink with higher delay violation value has a higher criticality.
If the sink criticalities for these branches are close to each other, the candidate buffer will be inserted to drive all of these branches simultaneously like the insertion in Figure 5(a) . Otherwise, the buffer will be inserted in the branch of non-critical sinks so that the load from the non-critical sink and path are isolated to the path to the critical sink, which is illustrated in Figure 5 (b). At each non-Hanan optimization, in the descending order of distance to source, each sink is reconnected to the routing tree to meet the objective. In reconnection for any sink si, this sink and its downstream subtree T,i is disconnected fist. It is then connected to each maximal segment on the routing tree T\T,i tentatively to find the optimal solution.
The best connection on a maximal segment is obtained by binary search.
There are three abstract layers of 'the optimal solution search procedure. The top layer is related to buffer inser-tion, which will give the so-called global optimum solution. The middle layer refers to the non-Hanan optimal solution search under a certain tentative buffer insertion configuration. The bottom layer is conducted for reconnection of a specific sink to a maximal segment through the binary search. The best of the optimal solutions in bottom layer is chosen as the optimal for the middle layer. In the same fashion, the global optimum is selected from the solutions in the middle layer.
At the beginning of each reconnection, the initial connection configuration is stored as default middle layer optimal solution. During the process of search, each bottom layer optimal obtained will be compared with the current middle layer solution. If it is better according to the objective of (l), it will be saved and the current middle layer optimal solution will be updated accordingly.
After all the candidate positions are tested, the solution that can make largest cost improvement subject to timing constraints is chosen as the final decision. Then all the three sets A, B and I are updated. This process is repeated iteratively till there is no cost improvement or no candidate position left.
COMPUTATION COMPLEXITY
From the estimation in [14] , the computation cost for MVERT is O(n4 + n4 e L). The first term comes from the Phase I in MVERT, which is a variation of SERT. The parameter L is the maximum length over all maximal segments and e represents the resolution for the binary search in the Phase II of MVERT.
Although we use the fourth order AWE instead of Elmore in BINO, as the number of traversals or iterations is fixed, the complexity for each delay calculation is still O(n). Thus the cost for Phase I (SART) in BIN0 is O(n4). In Phase II of BINO, there are two layers of iterations outside of each MVART, each of which is upper-bounded by the number of buffer spaces. The combination of the total cost is O(m* . n4 . $), Practically, the multiplier is much less than m*, since the number of candidate buffer spaces that the net passes through is often much smaller than the total number of available spaces.
EXPERIMENTAL RESULTS
The experimental results are shown in Table 2 and Table 3 for IC and MCM technology, respectively. The parameters for MCM are from [7] and the IC parameters are for 0.18 pm technology which are also scaled from [7] . The sink and buffer space locations for each test are generated randomly, and the number of sinks for each net varies from 4 to 12.
Since we consider the situation that the interconnect resource is more stringent than that of buffer, the weighting factor for wire cost is chosen to be 0.8 and the weighting factor for buffer cost cy is 0.2. The area of each critical zone is chosen to be 200pm x 200,om for IC and 400pm x 400pm for MCM. There are approximately 50 buffer spaces for each test, thus the total area of the critical zones accounts for about 2% of the area of a routing region. According to our experiments, the variations of delay from the change of a buffer position within a critical zone is small and can be neglected.
The 6W in Table 2 An actual set of results for a four sinks net is depicted in Figure 6 according to real scale. Thii clearly shows the expected cost improvement.
The cost reduction from only non-Hanan optimization is ll%, while the reduction from BIN0 is 34%. In this example, the timing constraint is stringent.
As a result, few shortest distance connections are made, and no non-Hanan points can be found to reduce the wire cost in the pure non-Hanan optimization. The BIN0 can relax the constraints and take the advantage of non-Hanan point to reduce more cost.
From Table 2 and 3, we can see that BIN0 can reduce significantly more cost than pure non-Hanan optimization under these somewhat harsh conditions. The average wire cost improvement is 31% for .18 pm IC technology. For MCM, BIN0 provides an average wire cost improvement of 33%. The BIN0 algorithm can also satisfy the timing constraints that is impossible for SART and MVART.
In our experiments, the time cost of the computation is usually within one minute for nets of up to 12 sinks. In the worst case the run time can be a couple of minutes. On the whole, the computational cost of our algorithm is reasonable, since these optimizations are carried out only for global timing-critical nets.
CONCLUSION
In this paper, we present a post-placement simultaneous buffer insertion and non-Hanan optimization algorithm to improve the VLSI interconnect performance.
This algorithm is especially effective when both the timing con- 
