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ABSTRACT
This thesis explores the possible uses of dynamical 
fluctuations in protein structure for ligand binding and 
catalysis. Particular emphasis is placed on the dynamic
interpretation of allosteric interactions and a statistical 
mechanical model of dynamic allostery is presented. This model 
shows that changes in either low frequency collective motions or 
random uncorrelated atomic fluctuations of the protein induced by 
the binding of a ligand can alter the binding properties of other 
remote ligand binding sites giving rise to allostery. Increases 
in the frequency of vibrational modes and reductions in 
uncorrelated motions gives rise to positive cooperativity and is 
equivalent to a stiffening of the protein structure. Small 
changes in the dynamics can be treated classically with many 
changes being required to give observed cooperative free
energies. Large shifts in low frequency vibrational modes give 
much larger contributions to the cooperativity and the use of 
quantum mechanics is required. The dynamic allostery model 
predicts that cooperativity arising from dynamic changes is 
predominantly entropic in origin and complements the more
conventional models of allostery which invoke changes in the
static conformation of the protein involving domain movement, 
bond rearrangements and electrostatic effects with consequent 
effects on the enthalpy.
The predictions of this model are tested using laser Raman 
spectroscopy of solid samples to study low frequency modes in 
proteins and an allosteric model compound. The small organic
molecule which displays positive cooperativity between its two 
binding sites, shows sizeable shifts to higher frequencies in the 
low frequency spectrum in agreement with the model. The
vibrational shifts seen require only the classical version of the 
model which when combined with changes in the uncorrelated 
motions of the atoms in the molecule can account for the observed 
cooperative free energy. The cooperativity is solely entropic in 
origin in agreement with published results. High frequency 
spectra of the molecule in various states of ligation are
presented and analysed in terms of localised vibrations of atoms 
and groups of atoms.
The low frequency Raman spectra of lysozyme and its complex
with the small inhibitor tri-N-acetyl glucosamine, and of trypsin
and its complex with pancreatic trypsin inhibitor all displayed a
-1
broad band at 20cm . This band is a superposition of a large 
number of low frequency modes of the protein and the expected 
shift in frequency of some modes on inhibitor binding is not
visible within such a broad band. The allosteric enzyme
glyceraldehyde 3-phosphate dehydrogenase and its complex with 
the cofactor NAD also shows no changes in its low frequency 
spectrum. These results and their implications are discussed. 
High frequency Raman spectra of these enzymes are also presented 
and analysed.
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CHAPTER 1
Introduction to protein dynamics
The importance of protein dynamics covering a large range of 
times and magnitudes to the proper functioning of proteins is now 
widely recognised. Haemoglobin and myoglobin for instance would 
be unable to bind oxygen if the structure revealed by 
crystallography could not open up slightly to allow the oxygen to 
reach the heme group. The structural changes caused by ligand 
binding are transmitted to other binding sites in a dynamic way 
giving rise to cooperativity not just in haemoglobin but also in 
dehydrogenases for example. Binding of the substrate and the 
cofactor causes large domain movements which close off the active 
site from the solvent and give rise to cooperative effects in the 
other subunits of the protein. Muscle contraction also requires 
great flexibility in the myosin proteins and the flexible arms of 
the Y shaped immunoglobulins may assist in antibody binding. 
Motions on a smaller scale of amino acid residues in the active 
sites of enzymes allow favourable configurations for the 
catalytic reactions to be achieved. The opening and closing of
channels in transmembrane proteins to allow the directed passage 
of ions through the membranes will require numerous 
conformational changes in the protein.
This thesis is concerned with the dynamics of proteins with 
particular attention being given to the possibility that changes 
in dynamics may be a source of allosteric interactions vital to 
so many physiological processes.
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Protein dynamics studies a whole range of movements within a 
protein or enzyme with a wide variety of experimental and 
theoretical techniques. The time scales involved have been 
reviewed by Careri et al., (1975,1979), range from seconds or
longer for gross conformational changes to picoseconds for small 
individual atomic motions. Figure 1.1 summarises the motions 
involved.
The motions can be harmonic or anharmonic vibrations, random 
diffusional motions, infrequent but fast highly correlated 
motions, or rigid body movements changing the gross structure. 
Examples of these motions would be accordion-like vibrations of 
a-helices, motion of loops of protein causing openings in the 
structure, aromatic ring flips occurring within the protein 
structure, and motion of whole domains or subunits, respectively.
The movements of small segments and loops of the protein
structure required to explain early H exchange experiments
performed either by I.R. (Linderstrom-Lang et al., 1959) or nmr
(Wagner, G. 1983) and by 0 fluorescence quenching of buried
2
tryptophan residues (Lakowicz et al., 1973; Eftink & Ghiron, 
1976), led to the proposal of the mobile defect model (Lumry & 
Rosenberg, 1975), penetration model (Woodward & Hilton, 1979) and 
the local unfolding model (Englander & Kallenbach, 1984) which 
allowed the solvent molecules to move into the protein matrix by 
the transient appearance of holes or the localised unfolding of 
the structure. This picture of dynamics was initially at odds 
with the well defined structures of proteins revealed by X-ray 
crystallography which could, for example, show changes in the 
time averaged structure due to ligand binding (Blake et ad., 1967),
2
I n t e r n a l  M o t i o n s  i n  G l o b u l a r  P r o t e i n s
Types of motions
Spatial extent 
(nm)
Amplitude
(nm)
Logarithm of 
characteristic 
time scale
Relative vibration of bonded
atoms 0.2-0.5 0.001-0.01 - 1 4  to —12
Elastic vibration of globular
regions 1-2 0.005-0.05 - 1 2  to -1 1
Rotation of side chains of
surface 0.5-1 0.5-1 - 1 1  to - 1 0
Torsional vibration of buried
groups 0.5-1 0.05 - 1 1  to - 9
Relative motion of different
globular regions (“hinge
bending") 1-2 0.1-0.5 - 1 1  to - 7
Rotation of medium-sized side
chains in interior 0.5 0.5 —4 to 0
Allosteric transitions 0.5 -4 0.1-0.5 - 5  to 0
Local denaturation 0.5-1 0.5-1 - 5  to +1
Fig. 1.1 Time scales and amplitudes of motions in 
protein dynamics.(from McCammon, 1934)
3
or surface regions of high mobility which could be inferred by
a lack of electron density in the X-ray data. The H exchange
experiments are observing motions taking microseconds or longer
and the 0 fluorescent quenching observes nanoseconds motions 
2
which are rare from the view point of x-ray crystallography 
resulting in a lack of electron density.
Nuclear magnetic resonance (nmr) has revealed several sorts 
of motion in proteins:-
i. flipping of aromatic side chains of amino acids
seemingly buried in tightly packed regions of structure
-1
at a rate of 350 sec (Wagner, 1983), with the 
motion being rare but occuring rapidly.
ii. the differing rates of hydrogen exchange for individual 
proteins in the protein can be measured from the 
proton nmr spectra on the microsecond to second scale 
(Wagner & Wuthrich, 1979a,b )
iii. saturation transfer measuring the rate of exchange of 
proton in the solvent with those of the protein 
revealing differences in the rates for different parts 
of the protein (Wemmer et al., 1981)
iv. magnetisation transfer measures gross conformational
changes of the structure. Saturation of a particular 
resonance in one state of the protein can effect the 
corresponding Resonance the other states of the
protein revealing for example partially unfolded states 
in equilibrium with the "native" state (Fox et al., 
1986) .
13
Nmr studies on other nuclei such as C also reveal dynamic
4
information particularly about the rotation of the protein in
solution (Richarz et al., 1980).
The rest of this introduction surveys various theories and
models of protein dynamics and their experimental basis.
e
The most general model indfcendent information about protein
dynamics comes from statistical thermodynamics. The
thermodynamic properties of macroscopic systems such as a bulk
protein solution, are well defined, however when small systems,
such as a single protein are considered, the fluctuations of
these properties around their average values becomes very large.
Cooper (1976) has shown that the root mean square fluctuations in
o
energy and volume for a 25,000 dalton protein at 25 C are 2.7 x 
-19 -23 3
10 Joules and 5 x 10 cm per molecule. If all the
molecules in one mole of this protein fluctuated in synchrony
-1 3 -1
the fluctuations would amount to ~ 159 kJmol and 30 cm mol
The calculation of higher fluctuation moments of proteins is
possible using the detailed calorimetric measurements of heat
capacities made by Privalov (1979) from which the energy
distribution function for the protein can be calculated (Cooper,
1984). This is shown in Figure 1.2 as a function of temperature.
This function shows the broad range of energy states easily
accessible to any protein molecule and is slightly skewed to
higher energies when compared with a Gausssian distribution. It
spends 1/3 of its timet more than 160 kJ away from its average
energy at room temperature. As the temperature is increased the
distribution becomes bimodal as the molecule denatures indicating
that the unfolding is not a simple 2 state process. A two state
denaturation process would show two separate distributions, one
Fig. 1.2 Temperature variation of the energy probability 
distribution for proteins undergoing cooperative thermal 
unfolding. (A) for a hypothetical 25000 dalton molecule 
with Tm = tO°C, AHm = 150 kcal mol--*- and ACp = 0.1 cal 
K-1g“l. (B) for a real protein (ribonuclease, 1400 dalton)
in solution under conditions where it undergoes a 2-state 
transition at Tm = 50°C with AHm = 58 kcal mol--*-. 
(Experimental data estimated from Privalov, 1979.) Probabili 
curves are plotted for 10° intervals. In both cases the 
energy origin is arbitrary, but the relative positions of 
the mean and the shapes of each distribution are to scale, 
(from Cooper, 1984)
25000 mw  
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0.8
70
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200 400 600 800 1 000
E
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representing the folded state, the other the denatured state
(Ikegami, 1977). Multi-domain proteins which have more complex 
heat capacity curves for temperature denaturation will have more 
complex energy distributions (Privalov,1982). Fluctuations in 
volume calculated from compressibility data (Gekko & Hasegawa, 1'986; 
Gavish et ad.., 1983) are found to be highly correlated with
energy fluctuations. Energy increases are usually accompanied by 
volume increases and decreases in energy by volume decreases, 
which implies that the protein is not at a potential energy
minimum were any volume change would increase the energy. These
fluctuations in volume only apply to the solvent excluded volume 
of the protein and not to cavities which fill up with solvent 
molecules when a particular fluctuation occurs.
This correlation can be understood if the solvent around the 
protein acts as a restrictive cage. Lee (1983) developed a model 
indicating that volume fluctuations were affected by the solvent 
surroundings. The time dependence of protein energy fluctuations 
can be calculated if the energy distribution is assumed to be 
Gaussian (Cooper, 1984). The Langevin equation for a damped 
harmonic oscillator subject to a random force (see Chandrasekhar 
1943 for a review of stochastic processes) can be applied to this 
distribution and indicates that an ensemble of protein molecules 
all at some energy away from the mean would relax to a final 
Gaussian distribution about the mean via a succession of Gaussian 
distributions as shown in Figure 1.3.
A similar result for a simple harmonic oscillator in a heat 
bath was obtained, in which a Boltzmann distribution was 
maintained as the system relaxed to equilibrium (Montroll &
7
Fig. 1.3 Time-dependent probability distributions for 
the decay of systems initially at energy 8E0.
(A) E0 = 0, i.e. a system initially at the thermodynamic 
mean energy. (B) for a large positive initial fluctuation 
6eq (the time dependance of low energy fluctuations, with 
negative 6Eq, is the mirror-image of this). Note that 
in both cases after a sufficient length of time (t = 00) 
the distributions become time-independant Gaussians 
centred about the thermodynamic mean. (from Cooper, 1984)
CM CO
UJ
CL
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Shuler, 1957). The rate of both fluctuations away from the mean 
energy and towards it depend on phenomenological linear 
dissipation rates which will depend on the scale of the
fluctuation involved. The smallest fluctuations will occur 
rapidly (picoseconds) and most frequently, while large changes
will take longer and be rarer (minutes). Since the protein
energy distribution is not quite Gaussian not all of these energy
dissipation mechanisms will be linear, implying that some energy 
states accessible to the protein would be more difficult to 
"leave" for instance than to "enter". Barriers and bottlenecks 
in the relaxation pathways could possibly give rise to hysteretic 
effects such as the pressure induced dissociation of oligomeric 
proteins (Silva et al., 1986), which showed different rates for
the recovery of structure and affinity, and the dependence of 
oligomer association rates on the extent of ligand binding (Xu & 
Weber, 1982). Membrane proteins involved in the pumping of ions 
across the membrane can also show similar large fluctuations and 
stochastic behaviour of a thermodynamically small system (Lauger, 
1984; Hill & Chen, 1985; Westerhoff & Chen, 1985). During 
thermal denaturation of the protein the relaxation rates will be 
even more non-linear giving rise to the concerted cooperative 
effects leading to unfolding.
The phenomenological rates for the variety of motions which 
occur in proteins are sensitive to experimental variables such as 
temperature, solvent viscosity and pressure which if varied 
carefully can reveal the different scales of motion in proteins.
The work of Frauenfelder and his associates over the past 
few years has particularly exemplified this approach. They have
studied the rebinding kinetics of 0 and CO to haemoglobin and
2
myoglobin after flash photolysis using Kramer's equation 
(Kramers, 1940) which takes into account the solvent viscosity 
and the shape of the energy barriers to be surmounted on 
rebinding. Their results obtained by varying temperature from l'K 
to 300K (Austin et al. , 1975), pressure from atmospheric to 2k 
bar (Frauenfelder, 1984) and viscosity from liquids to glass like 
solids (Beece et aJL, 1980), have shown that rebinding 
occurs by several consecutive steps each of which can be 
studied by varying the experimental conditions. To rebind, the 
ligand has to surmount several barriers which decrease in size as 
the ligand approaches the heme iron. As the temperature was 
raised it was found that the ligand could move further from the 
heme group crossing more barriers before rebinding. Some of the 
rebinding steps were nonexponential in character indicating that 
a distribution of barrier heights was required. These barriers 
were also found to be dynamic rather than static because of their 
viscosity dependence. These results combined with those obtained 
by Mossbauer spectroscopy (Krupyanskii et al.,1982; Parak & Knapp 
, 1984), low temperature heat capacity measurements on heme 
proteins (Singh et al., 1984), and viscosity dependent studies of 
kinetics using Kramers equation on other enzyme systems (Gavish & 
Werber, 1979) have led to the concept of protein conformational 
substates and the hierarchical model, derived from glass theories 
(Mezard et al., 1984), describing the range of substates
available to a protein (Ansari et al., 1985; Frauenfelder, 1984; 
Stein, 1985). The protein is assumed to be able to exist in many 
different states, each slightly different, around its average
10
structure. The barriers between substates depend on how much 
change is required to go from one state to another. For instance 
movement of an amino acid side chain from one position to another 
is easier than moving a whole loop of protein. Further evidence 
for the h '<rarchical model in myoglobin has recently been 
obtained by following changes in several infra-red vibrational 
bands (Ansari et al, 1987). The bands change on rebinding at 
different, non-exponential rates representing different substates
Four tiers of substates have been postulated for myoglobin
(Figure 1.4). Each substate of a particular level contains many
substates of the lower levels. At the lowest temperatures
motion is only possible between substates on the lowest level
corresponding to small atomic motions and quantum mechanical
tunnelling (Alben et al., 1980 ; Alberding et al., 1978). The
-1
barriers between substates are less than 1 kJmol and, in the 
flash photolysis experiment, the barrier seen is due to the 
breaking of the iron-ligand bond.
At about 20K the second level substates corresponding to 
motions of larger groups of atoms can interchange. The 
activation energies for this process are between 1 and 5 kJ/mol 
and for the photo dissociation of CO are postulated to represent 
relaxation of the heme group. Between 30K and 200K a 
distribution of energy barriers from 10 to 40kJ/mol define the 
motion in the third tier of whole amino acid residues around the 
heme group. Finally above 200K, motion of the whole protein and 
its hydration shell occurs with barriers between states of 
~70kJ/mol. Relaxation of the protein after photodissociation to 
the deoxy structure involves the dissipation of energy by
11
Fig. 1.4 Hierarchical arrangement of the conformational 
substates (CS) in myoglobin. (A) schematic energy 
surfaces showing equilibrium fluctuations (EF) .
(B) tree diagram. G denotes Gibbs energy of the 
protein, CC denotes conformational coordinate.
(from Ansari et al, 1985)
cc
A r
rt EFI
t\
(a)
n
u v
il cs
EF2
CC 2
A
CS'
c s
CC3
CS'
CC4
12 (b)
progressively larger fluctuations radiating out from the heme 
group through the tiers of substates.
The model of protein conformational substates for heme
proteins which is based on information from many different
experimental techniques is most likely applicable to many other
proteins and enzymes and serves as a useful framework on which to
place experimental observations. The proposed link between
r
protein substates and the stucture of glasses has been 
investigated by using photochemical and photophysical hole
burning low temperature experiments (Avarmace & Rebane, 1985;
Boxer et al., 1986; Cartier & Small, 1985; Friedrich et al. , 
1981a; Friedrich et al., 1981b; Friedrich & Haarer, 1984; Meech 
et al.,1985) where a chromophore with an inhomogenously broadened 
absorption band, which implies a distribution of chromophore 
states each with slightly different absorption characteristics, 
is trapped in a glass and forced into a non-equilibrium 
distribution of its substates by a laser pulse. The term photo
chemical indicates that the chromophore is chemically changed by 
the hole burning while photophysical implies that the chromophore 
has moved to another part of the equilibrium distribution with no 
chemical change. This non-equilibrium distribution can be seen 
as "holes" in the absorption band which then disappear as the 
temperature is raised and equilibrium is re-established. If 
holes could be burnt in the chromophore absorption bands of 
proteins this would be evidence for glass like properties. This 
hole burning mechanism has also been proposed (Cooper, 1983) as 
an explanation of the excitation wavelength dependence of the 
photochemical reaction of rhodopsin at very low temperatures
where unusual shifted absorption spectra of photoproducts are 
obtained by exciting the rhodopsin at the red, low energy side of 
its absorption band. Hole burning of biological pigments such as 
bile pigments and chlorophyll embedded in low temperature glasses 
and in their protein bound environments has been clearly observed 
indicating an inhomogeneous environment around the chromophores.
The inhomogeneity of the protein structure can also be seen 
directly by red edge excitation of fluorescence of tryptophan 
residues (Demchenko, 1986). Only those tryptophan residues in 
low energy substates can absorb the excitation light. If 
relaxation of the excited tryptophan environment occurs before it 
emits then normal fluorescence is observed but if relaxation is 
slow then the fluorescence is shifted to longer wavelengths than 
normal. This effect increases as the temperature is lowered and 
relaxation of the conformational substates slows down, until 
presumably the relaxation process responsible is frozen out and 
the protein distribution on the relevant tier of the substate 
heirachy becomes fixed.
The lowest tier of protein substates involving atomic
-15 -11
motions of less than lX on the 10 sec to 10 sec time scale 
is the only region at present amenable to computer simulations of 
protein dynamics by molecular mechanics or normal mode 
calculations. This means that most dynamic processes in proteins 
are missed or only hinted at by the simulations (Ansari et al., 
1985; Parak & Knapp, 1984) and that the magnitudes of 
fluctuations are too small (Cooper, 1984) because the energy of 
the system is constrained to a constant value in these 
calculations. However if interpreted correctly they can be very
useful and as computer technology improves longer time scales may 
become accessible.
Molecular mechanics applies Newton's equations of motion to 
the atoms of a protein molecule which can move within the
constraints of an arbitrary potential. The atomic motions are
-15
inte. grated over very short time periods (typically ~ 10 sec) 
so that the simulation does not become unstable. The initial x- 
ray structure is subject to energy minimisation to relieve any 
strain in the structure before the simulation is started. 
Typical simulations are around 100 picoseconds long. Levitt 
(1983a,b) describes the method in considerable detail. Detailed 
simulations of bovine pancreatic trypsin inhibitor (Levitt 1983a; 
Levitt 1983b; McCammon et al., 1977; McCammon & Karplus, 1983), 
cytochrome C (Northrup et ad. , 1980; Mao et aJ.. , 1982; Morgan et 
al., 1983), myoglobin (Levy et al., 1985) and lysozyme (Post et 
al., 1986) have been performed. The structures remain close 
(usually < 2&) to the x-ray structure though hydrophilic residue 
side-chains, which project into the solvent in the x-ray 
structure, are often drawn closer to the surface of the protein 
while exposed hydrophobic residues project further out from the 
protein (Levitt, 1983b; Post et al.,1986) because the simulations 
are of a protein molecule in vacuo. The inclusion of water 
molecules or an approximate solvent potential around the protein 
can counteract this effect (van Gunsteren & Berendsen, 1984). 
Despite the short time scales studied, some simulations show 
fairly large correlated changes. Levitt's simulation of BPTI 
(1983b) shows a cooperative breaking of 6 H bonds at the two ends
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of the hairpin involving nearby water molecules which lasts
about 40 picoseconds and which would allow H exchange to occur
-1
quite easily. Collective low frequency (3 -30cm ) damped
oscillations have also been seen in another BPTI simulation 
(Swaminathan et al., 1982).
Most large correlated motions of proteins will be missed by 
molecular mechanics simulations but if the simulations are long
enough the most common ones (given the assumptions involved) 
become visible. These motions will represent only a fraction of 
the substates of an intermediate tier in Frauenfelder's 
hitrarchical model, whilst most of the small fast atomic motions 
will be equivalent to substates on the lowest tier with the 
smallest energy barriers (Elber & Karplus, 1987).
These small atomic motions correlate very closely with the 
temperature factors representing thermal motion determined by x- 
ray crystallography, though it should be noted that the x-ray 
data contains a general background contribution due to lattice 
disorder making comparison of the magnitudes of motion difficult 
(see Figure 1.5).
An approximate measure of the lattice disorder term in 
myoglobin crystals can be obtained by comparing the extent of 
motion of the iron atom as measured by Mossbauer spectroscopy 
which is not dependent on the crystal structure, with the x-ray 
temperature factor (Frauenfelder et al., 1979). This correction 
is then assumed to be applicable to the rest of the structure 
and brings the magnitudes of the motions as determined by 
molecular mechanics and crystallography into good agreement. 
Ringe & Petsko (1985) give an excellent review of all aspects of
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Fig. 1.5 The residue variation in the r.m.s. positional 
fluctuations calculated from crystallographic temperature 
factors (upper curve to scale) and from the 101 picosecond 
dynamic simulation (lower curve, displaced by -0.25A) for 
lysozyme main chain atoms. (from Post et al, 1986)
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protein -.dynamics as determined by x-ray crystallography. The
relationship between molecular mechanics simulations and x-ray
crystallography, to a certain extent due to shared methodology,
is certain to become closer as molecular modelling of, for
instance, drug binding to proteins becomes more sophisticated.
Another computer simulation method which correlates with
spectroscopic, H exchange, and thermodynamic measurements rather
than with crystallography is normal mode calculations for
12
proteins. The calculation of high frequency (>10 Hz) normal
modes for small molecules is a standard technique in spectroscopy
(Wilson, Decius & Cross, 1955), but is much more difficult for
proteins and other macromolecules because of the much larger
number of degrees of freedom required. Assumptions which
restrict this number such as fixing bond lengths simplify the
problem with no noticeable loss of information. Three
calculations for BPTI have been performed, one of which has all
(1740) degrees of freedom and two which fix all bond lengths
(Brooks & Karplus, 1983; Go et al., 1983; Levitt et al., 1983;
Levitt et al., 1985). The histograms of frequencies below about 
-1
3 00cm are very similar showing a broad band of modes with the
-1 -1
lowest at about 3cm , a maximum density of modes at about 3 0cm
and a gradual decay of the density of modes to approximately zero
-1 -1 
at 200cm . Modes with frequencies above 200cm are increasingly
localised and can be identified with group modes similar to those
found in small molecules. All the simulations found that the
magnitudes of the atomic motions were dominated by the highly
-1
delocalised modes below 30cm and are very close to those found 
by molecular mechanics simulations. These modes contribute
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significa-ntly to the entropy of the system and changes in their
frequency, by for instance ligand binding can cause large 
thermodynamic stability changes (Brooks & Karplus, 1983). See 
Chapter 2 for a further discussion of this. It is also now 
possible to calculate the form of any low frequency mode bf
interest as has been done for the hinge bending mode of lysozyme
(Brooks & Karplus, 1985) though this has the disadvantage that a 
preconceived notion of what an important mode may be is required. 
The calculated density of low frequency modes can, if
transformed to the correct experimental observables, be compared 
with low frequency infra-red ( Ataka & Tanaka, 1979), Raman 
(Brown et al., 1972,Genzel et ad., 1976; Painter & Mosher, 1979; 
Painter et ad., 1981; Painter et al., 1982) and inelastic neutron 
scattering spectra (Cusack, 1984; Jacrot et al., 1982;
Middendorf, 1984; Cusack et al., 1986; Smith et al., 1986).
Reasonable agreement is found for the I.R. and Raman spectra but 
not for the inelastic neutron scattering spectra.
Low frequency collective motions of proteins have been 
postulated as having important biological functions on numerous 
occasions (e.g. Chou, 1984; Sturtevant, 1977; Cooper, 1980; 
Peticolas, 1979) even if they are severely damped in solution. 
Peticolas (1979) showed that even overdamped vibrations subject 
to random forces from the solvent are still constrained to follow 
the trajectories of the normal modes, though in a diffusive 
manner.
If the low frequency modes are changed by ligand binding, 
subunit association, partial unfolding etc., then the stability 
of the protein can be affected (Sturtevant, 1977). For the case
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of ligand -binding one can imagine the protein being stiffened and 
the low frequency normal modes increasing in frequency. This can 
explain the large negative heat capacity changes seen in many 
ligand binding reactions. The possibility of allosteric 
communication between remote binding sites on proteins could also 
be affected by low frequency fluctuations and a theory for this 
is given in Chapter 2 (Cooper, 1980; Cooper & Dryden, 1984). 
Chou (1984,1985) has developed a simple classical ■ model of a
helix and (5 sheet vibrations giving vibrational frequencies of
-1
these structures around 3 0cm . A change in frequency of
vibration of the a helix connected to the iron atom of the haem 
group in haemoglobin could be an important step in the
cooperativity of this protein.
Low frequency vibrations of a helices and sheets will only 
form a fraction of the low frequency normal mode spectrum, and 
they cannot at present, be isolated from the broad spectrum of
modes seen by Raman spectroscopy due to less structured regions
of the protein.
The harmonic approximation necessary for a discussion of 
normal modes of proteins has been shown to be fairly accurate in 
many instances. For instance the size of atomic fluctuations if 
summed over all the modes agrees closely with those calculated by 
molecular mechanics and those found by x-ray crystallography. 
The general density of the low frequency modes agrees fairly well 
with the Raman spectra. However some studies have shown that 
motion of some parts of enzymes can be better described using 
nonparabolic potentials such as a square well potential. 
Metmyoglobin crystals studied by x-ray diffraction and Mossbauer
2 0
spectroscopy (Frauenfelder et al, 1979; Krupyanskii et al, 1982) 
showed that many interior residues moved in very narrow deep 
wells with limits determined by the structure packed around the 
residue, while surface residues moved in broad square wells 
within the limits determined by bond lengths. Molecular 
mechanics simulations of ferrocytochrome C (Northrup et al., 
1980) have also shown that buried residues are nearly as rigid as 
the molecules in a solid while surface residues move more like 
molecules in an organic liquid. Asymmetric wells indicating a 
substantial spread of the distribution of atomic positions from 
the average (Mao et al., 1982) have also been found. The harmonic 
approximation would give misleading results in this case. However 
as a method for simplifying large protein dynamics problems to 
obtain qualitative results, the harmonic approximation is 
invaluable and is used in chapter 2.
A recently proposed model of protein dynamics (Bialek & 
Goldstein, 1985) which uses a quasiharmonic potential for 
vibrational "modes" of a protein provides a reasonable 
vibrational alternative to Fraunfelders conformational substate 
model discussed earlier. This fits the CO rebinding myoglobin 
data very well using a few parameters derived solely from 
spectroscopic data. The use of a quasi-harmonic potential has 
many advantages over the harmonic potential since it allows 
energy relaxation of stress in the protein structure by 
multiphonon decay paths between high frequency localised modes 
and low frequency global modes. Energy can also be easily 
exchanged between the solvent and the protein interior by these 
modes.
2 1
A combined model using harmonic or quasi-harmonic vibrations 
and conformational substates is probably required to describe
protein dynamics. The relative importance of the two models
would depend on the motions being considered and different 
experimental techniques would be biased towards one or the other. 
The simplest route to combining the two models would perhaps be 
to consider the barriers between substates to be dynamic (Beece 
et al., 1980) with a harmonic or quasi-harmonic time dependence.
The barriers between substates would then be more like gates 
which opened and closed at rates related to the vibrational 
frequencies of the protein structure forming the barrier between 
states. Gated reactions for the binding of ligands to proteins 
(Szabo et al., 1982; Northrup & McCammon, 1984), though concerned 
with transitions between gross conformational states rather than 
between closely related substates, implies that such a 
relationship between dynamic barriers and global vibrations is 
feasible. A computer simulation of tyrosine ring flipping in 
BPTI (McCammon et al, 1983), showed that the flip, a transition 
from one substate to another, occurred only after an adjacent
section of backbone structure had moved. The motion of this
backbone could be described by the harmonic or quasi-harmonic 
model.
This survey of protein dynamics has, I hope, mentioned most 
of the quantifiable models and their experimental basis. The 
dynamics of lysozyme, trypsin and glyceraldehyde 3-phosphate 
dehydrogenase studied in this thesis are reviewed in Chapter 3.
The amount of dynamic information available on biological 
systems has grown enormously in the past few years. Some reviews
2 2
of protein dynamics and related subjects are Cooper (1980,1984, 
Welch et al., (1982), McCammon (1984), Karplus & McCammon (1983), 
Debrunner & Frauenfelder (1982), Lauger (1984), Gurd & Rothgeb 
(1979), Careri et al., (1975, 1979), and Vergoten et al. , ( 1978).
This introduction has also demonstrated that protein
dynamics plays a significant part in protein functions
particularly those involved in ligand binding. Changes in the
protein dynamics, since they are virtually inevitable, are almost
certainly utilised by the protein to help its function. If the
binding of one ligand, such as 0 to myoglobin, causes many
2
changes in the dynamics then the binding of further ligands or 
the performance of some other function will be affected. This 
thesis is primarily concerned with the effect of protein dynamics 
on allosteric proteins. In Chapter 2 a statistical mechanical 
theory is given, which accounts for allosteric interactions using 
only the changes in dynamics induced by ligand binding, rather 
than the more commonly postulated "conformational change". An 
experimental study of the possible uses of low frequency Raman 
spectroscopy of several proteins and an organic allosteric model 
compound to verify the theoretical model is then given in Chapter 
5.
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CHAPTER 2
Allostery without Conformational Change
2.1 Introduction to Allosteric Effects
An allosteric protein is one which binds more than one
ligand at different binding sites with binding constants that
depend on whether other ligands are already bound or not. In 
other words there is an interaction between binding sites which 
communicates the state, bound or unbound, of a site to the other 
sites, so modifying their affinities for binding a ligand. The 
cooperativity between sites is said to be positive if the 
affinity of a site for a ligand is increased by binding at
another site and negative if the affinity is decreased. An
extreme case of negative cooperativity is "half of the sites"
cooperativity where binding of the first ligand prevents binding 
at other sites. Several excellent reviews of allostery have been 
published including Koshland (1970), Weber (1975) and Perlmutter- 
Hayman (1984) which, between them, cover all aspects of 
equilibrium allosteric interactions.
Positive cooperativity is most easily recognised because it 
changes a graph of binding site saturation versus ligand
concentration, showing a hyperbolic curve obeying Michaelis- 
Menten kinetics for independant binding sites, to a sigmoidal 
curve characteristic of positive cooperativity. A sketch of this 
for an arbitrary system with two sites is shown in Figure 2.1.
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Fig. 2.1 Comparison of binding curves for non-cooperative 
(upper curve) and cooperative binding in an enzyme system 
wiuh two binding sites. In the upper curve the 
dissociation constants are equal to 1. In the lower curvt 
the first dissociation constant is ten times the second 
dissociation constant of 0.1.
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Nega-tive cooperativity gives a hyperbolic graph so other 
representations of binding data are required to spot this form of 
allostery. Koshland (1970) covers a wide variety of graphical
representations including the widely used Hill and Scatchard
y yplots which display log ( — ) versus log S and ( 
1 / EL-p Xp
versus — ^ —  respectively, where Y is the fraction of sites 
t-r
occupied, S is the total ligand concentration, X and X are the
B ' F
concentrations of bound and free ligands and E is the total
T
enzyme concentration. The slope of the linear Hill plot
determines the type of cooperativity, this slope being greater 
than 1 for positive cooperativity, less than 1 for negative and 
equal to 1 for non-cooperative, independent, sites. The 
Scatchard plot is linear for non-cooperative systems, concave 
downward for positive systems and concave upwards for systems 
displaying negative cooperativity.
Experimental data plotted in these ways can be fitted to
theoretical curves, allowing the association constant for binding
to the various liganded states of the protein to be calculated.
The association constants for multiple ligand binding can be 
defined either as macroscopic binding constants or as intrinsic 
binding constants and it is very important to state what form is 
being used as large errors can result.
The macroscopic (stoichiometric) association constants for 
binding ligand X to protein P are defined as
K, = - EPX]  for binding the first ligand
Lp DLx ]
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rpv i
K_ = -- '=^-— ^—  for binding the second
Lp x][x ]
K. = L P binding the nth
n [PX.JLX]
where the concentrations are equilibrium concentrations, so tha't
[P] and [X] are the amounts of free protein and ligand at
equilibrium, not the initial conditions and [PX ] is the
n
concentration of protein with n ligands bound.
The intrinsic association constants which take into account 
the number of ways the protein-ligand complexes can associate or
dissociate using a statistical factor, can be written, if the
total number of binding sites, N, is known, as
' = J +1 L P X t-mI
3+1 N - T  [PXj][x]
- ^  K-IM _ J T^-rl
= intrinsic association constant for the J + 1 th ligand 
where the subscript J runs from 0 to N-l.
Cooperativity results when the intrinsic association constants 
are not equal (Perlmutter-Hayman, 1986).
I.e. ^ K' or J ^ 1 j= 1
J
and this implies for the macroscopic association constants that
X+-1
N - T
J
N - J - l
K.
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Kr-i 4 J (.N-J)
K  x Cm -iX n -T-i)
Positive cooperativity results when the inequality is "greater 
than" and negative cooperativity when the inequality is "less 
than" .
A most useful quantity to calculate is the fractional 
saturation of the ligand binding sites or in other words the 
average number of ligands bound to each protein, ri, at 
equilibrium.
- = [PX] 4 3 [PX,1 +  -t J [PXj-l +---- * Nfpxj
[p ]  + [ p x ) + LP X J  +  + [P X T] + ____+ [ p x J
= (total concentration of liganded protein)(weighting factor)
It is this quantity, which is plotted against free ligand 
concentration in Figure 2.1. Substitution of the macroscopic 
association constants gives:
The denominator is called the binding polynomial, a term first 
used by Wyman (1968), and the numerator is the derivative of this 
polynomial with respect to In ([X]). This expression can also be 
written using the intrinsic association constants which after a 
little manipulation can be written as:
total protein concentration
- _ Ki [X] -f 2. KiKgD<f>---- + J  KjKj.._KtLxfi-___i- Kl• Ky • K.M LX]N
1+ KJV] + *<i-Kx-...-K7[X]t4____+ K l-._.-K n[X]n
with K_ = 1o
and
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The fraction of protein with J ligands bound can be calculated by
writing n
rT -  YL -f Cl) J  
1=0
where f (J) = - 1 11 1K° ~ ~  ^
J'-O
is the required fraction. This is the fraction of protein 
molecules which have J ligands bound in any distribution among 
the binding sites. The fraction of protein with J ligands bound 
in a particular configuration among the sites is a much more 
complicated parameter to calculate and the quality of 
experimental results can rarely justify this more detailed 
treatment. The calculation of these binding site dependent 
functions is discussed in Klotz & Hunston (1979).
The curve defined by n or some function of n can be fitted 
to experimental data by a computer and the association constants 
calculated. Most experimental data, however, is not good enough 
to give unambiguous results when fitted with the N variable 
parameters in the function n if N >4, therefore assumptions are 
usually made about the nature of the ligand binding, which reduce 
the number of variable parameters to more manageable numbers.
The two most widely used models of allostery are the 
"concerted, all or nothing" model proposed by Monod, Wyman & 
Changeux (1966) and the "sequential" model proposed by Koshland, 
Nemethy & Filmer (1966). The "concerted" model assumes that the
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protein is oligomeric with the subunits arranged symmetrically
about at least one axis of symmetry. The protein can exist in
only two states, T (tense) and R (relaxed), which bind the
ligands with low and high affinity respectively. The major
assumption is that all the subunits with or without ligand bourtd
are in either the T or R state and that there are no states with
a mixture of T and R subunits, hence the term ’’all-or-nothing" is
sometimes used to describe this model. This cuts down the number
of states required to describe ligand binding, which can be
described by only 3 parameters; the allosteric constant, L, which
is the equilibrium constant for interconversion of the unliganded
R and T states, and K and K the dissociation constants for each
T R
site in the T and R states respectively. This model can only 
give rise to positive cooperativity, the extent of which is 
controlled by the position of the R to T equilibrium. This 
equilibrium can be shifted by the binding of allosteric 
inhibitors and effectors. An inhibitor increases the amount of 
the low affinity T state present by preferentially stabilising 
this form and making the transition to the R state more 
difficult. An allosteric effector has the opposite effect and in 
some cases is so effective that cooperativity is abolished as the 
concentration of the T state tends to zero. The ligands then 
bind to the R state subunits in a normal sequential manner 
obeying Michaelis-Menten kinetics. Fersht (1977) gives several 
examples of this process.
The sequential model assumes binding of a ligand to a
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subunit o-hanges the interactions between that subunit and one or 
more of the other subunits changing the equilibrium binding 
constants of the affected subunits to give either positive or 
negative cooperativity. It is also assumed for simplicity that 
the number of different kinds of interactions are limited'. 
Koshland et al (1966) gave several examples of the way four 
kinetically identical, as opposed to structurally identical 
subunits could interact with each other giving varying numbers of 
intermediate states. They derived the binding equations for the 
average number of ligands bound, IT, as a function of ligand 
concentration, for each of their models using only four 
"equilibrium constants", two for defining the interactions 
between subunits and two for their binding affinities. These 
equations gave rise to positive, negative and half of the sites 
reactivity and it was also shown how the binding equations for 
non-idential subunits could be derived using more parameters.
The haemoglobin oxygen binding data used by Monod, Wyman & 
Changeaux (1966) could be fitted equally well by the sequential 
model of Koshland et al., (1966) indicating that experimental
binding data for allosteric systems needs to be very accurate if 
a choice between the two models is to be made (see for example 
Niekamp et al., 1977), and that other information, such as x-ray
structure changes on binding, is also required to understand 
allosteric proteins.
A general thermodynamic model covering ligand binding and 
temperature and pressure effects using multiple conformational
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states of proteins has been given by Gill et al. , (1985).
Allosteric effects as well as thermodynamic effects were regarded 
as generalised binding phenomena and this allowed data from 
various calorimetric and ligand binding experiments to be 
analysed.
It should also be noted that the above models apply to 
systems at or near equilibrium which may be an unlikely state for 
an allosteric system to be in. The fact that haemoglobin 
functions at equilibrium and is the most well studied system has 
probably led to nonequilibrium effects being neglected. 
Catalytic allosteric systems must, on the other hand, operate 
away from equilibrium to produce a net chemical flow. One such 
model system due to Go & Anan (1977) which may be particularly 
applicable to enzyme systems in vivo placed an enzyme obeying the 
concerted model inside a semi permeable membrane which maintained 
the substrate and product at concentrations far from equilibrium 
due to their slow diffusion rates through the membrane. Their 
results showed that under certain conditions several stationery 
states of the system could exist allowing the enzyme to be 
switched sharply between catalytically reactive and non-reactive 
states; an extreme case of cooperativity. In fact, a similar 
model applied to a Michaelis-Menten system also showed multiple 
states (Bunow, 1974). Experimental evidence for this kinetic 
cooperativity as opposed to equilibrium cooperativity has 
accumulated over the years and recently a review covering this 
and the methods of analysis has been published (Ricard & Cornish-
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Bowden, 1-987). The unusual steady state kinetics of some enzymes 
has led to the proposal of the mnemonical enzyme and hysteresis 
effects, where certain of the reaction steps are controlled by 
relaxation of the enzyme structure. The enzyme is considered to 
exist in two or more conformations which interact with substrates 
at different rates. The different conformations of the enzyme 
interconvert at rates which are slow compared to other steps in 
the reaction mechanism. This hysteresis effect becomes 
particularly simple if only the free enzyme undergoes these slow 
transitions where on release of the product from the reaction 
site the enzyme retains the conformation stabilised by the 
product for sometime before relaxing to another conformation. 
Such an enzyme is termed "mnemonical" and it can be recognised by 
the presence of transient phases in the kinetics before the 
steady state is reached. These transients have been studied 
extensively in the reactions of hexokinases. Structural studies 
of hexokinase, a bi-lobed enzyme, have indicated the importance 
of the hinge bending motion closing the two domains around the 
active site. This sort of motion may be involved in the slow 
relaxations postulated for mnemonical enzymes.
The importance of protein dynamics in these systems is 
obvious. The postulate that only the free enzyme undergoes slow 
relaxations for instance, would imply that the probability 
distribution function for the protein energy is broader allowing 
many large fluctuations while substrate binding would narrow the 
distribution allowing only one predominant conformation.
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In -the next section the importance of protein dynamics even 
in equilibrium cooperative behavior is demonstrated with a 
statistical mechanical theory and a simple visual model.
2.2 Protein Dynamics and Equilibrium Allosteric Interactions:
A General Theory
All the standard models of equilibrium allosteric effects 
postulate that the protein exists in different "states" which 
reflect the liganded state of the protein. It is almost 
invariably assumed that these states are different conformational 
states where the protein has a different 3-dimensional 
equilibrium conformation depending on the presence or absence of 
different ligands at different sites. This assumption is not 
necessary and neither of the mathematically simple MWC or KNF 
models, which describe experimental observations so successfully, 
are dependent upon any assumptions regarding the nature of the 
"states" involved.
The concept of ligand induced conformational change is well 
established and, in some cases, has strong experimental support. 
However, there are several other ligand induced physical changes 
which could play a role in allosteric and other properties of 
proteins.
Allostery is concerned with the transfer of information 
about the occupancy of binding sites from one part of the protein 
to another. This could be accomplished in a trivial way without
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any change in the protein conformation by long range
electrostatic interactions between charged ligands. The effect 
is likely to be small because of the inverse sguare distance 
dependence and is not considered further here. A much more 
interesting possibility involves changes in the protein dynamicfs 
promoting the allosteric interaction. These changes could affect 
the equilibrium positions of atoms or groups of the protein but 
importantly, they will change the freguency and amplitudes of the 
dynamic motions about these positions. As will be shown below, 
such changes can be responsible for changes in ligand binding
affinities in a calculable way, with magnitudes in reasonable 
agreement with observed effects. These dynamic changes can also 
control the nonequilibrium kinetics of ligand binding and 
release.
This section developes a statistical mechanical theory of 
cooperative interactions which explicitly considers the role of 
protein dynamics which is the main aim of this thesis. The 
simplest example of allostery would be the binding of two
identical ligands to identical binding sites on a monomeric
protein. Each binding step must have a negative free energy 
change to be favourable and can be represented as (Figure 2.2).
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Fig. 2.2*. Typical free energy changes involved in positive 
cooperativity.
AGr.AGr,
E L
EL
EL-
where the protein E binds ligand L with a standard amount of free
energy to form EL, which then binds the second ligand with a
different free energy change. The difference between the free
energy of binding both ligands independently 2AG and that of
1
binding them cooperatively -AG + A G  is the cooperative free
1 2
energy A AG  which measures the coupling strength between the two
sites. If A AG is negative then binding of the second ligand is
nore favourable than binding the first, which is termed positive
cooperativity, while if AAG is positive then binding of the
second ligand is unfavourable leading to negative cooperativity.
-1
Typical values of AAG vary from + 2.5Kcal mol to -2.5Kcal
36
- 1 - 1
mol , wh-ile typical A.G values range from ~ -25kcal mol to
^ Okcal mol (see Weber, 1975). The free energy change is the sum 
of various contributions such as bond formation, electrostatic, 
vibrational, translational, and rotational enthalpy and entropy 
changes and conformational changes whether static or dynamic’. 
These terms are not always separable. For binding to be 
favourable the free energy change must be negative. This is 
often the case when bond formation occurs since this term is 
large and negative. These free energy changes can be written in 
terms of the equilibrium constants of the two binding reactions, 
and then standard statistical mechanical expressions can be used 
to calculate the magnitudes of the various contributions to M G .  
It should be noted that the published version of this work 
(Cooper & Dryden, 1984) contains several trivial algebraic 
mistakes which are corrected here. A copy of the published work 
is given in appendix 3. The binding reactions and their 
association constants can be written as
-1
AGr.
EL
EL+ L t:—  El
K-
where Kx and are the association constants and
= —  k T In
=  - k T l u K ^
where k is the gas constant and T the temperature.
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This- gives for the cooperative free energy:- 
AAG- = kT l*. ■+ kT Lk K,
« borvJL , bor\<A
= -kTIn ( e ^  ^  ) + kTln( e . ' ^  . Q i
Q , Q t ' v Q. Q L
bowcL bor\JL .— .
=  A G r ,  -  A A  -  k T  L k  . Q o - G A  
* 1 CT
bond
where AG- is the free energy change due to bond formation as
ligand i binds, where i = 1 or 2 and Q , Q and Q are the
1 2
molecular partition functions of E, EL and EL enzyme complexes.
bond bond 2
A G -AG can be set equal to zero since we are
2 1
considering identical ligands binding to well separated identical 
binding sites.
AAG- = -kT In — Q<? ^
The molecular canonical partition function Q = ^ Z e. K1~ ,
where the summation is over all states i, with energy E ,can be
i
written as the product of partition functions of the various 
contributions to the free energy (Hill, 1960)
Q ~ c j  . a  . a  - a  • q
tv-on^, ► 'otn ^ vUo ’'c .o n f
q and q are the partition functions for translation
trans rotn
and rotation of the whole molecule and are given by the following 
expressions.
where M = mass of molecule, I , I and I are the moments of
A B C
inertia of the molecule about its 3 principle axes and cr is a 
symmetry number to account for repeated counting of 
indistinguishable states.
The translational and rotational contributions to the 
cooperative free energy are therefore:
These contributions to A A G will usually be very small and 
positive since typical ligands are usually small compared to the 
enzyme thus binding will produce negligible changes in mass and 
moments of inertia. The individual free energy changes A  G
the restrictions placed on the small mobile ligand molecule by 
binding, and small and positive respectively, so that for binding 
to be favourable, the free energy of binding must be more 
negative than their sum.
The contribution to the free energy of the electronic 
partition functions will be negligible since only the ground 
electronic state is significantly populated at physiological
and A G
1,2
will typically be large and positive, because of
1,2rotn
temperatures.
2.2.1 The Vibrational Contribution to Dynamic Allostery
The partition function for a harmonic oscillator of 
frequency with quantised energy levels (r\ - o, is
  kV;
ZLk T
i  (T  = -— ------
vib 1 —  C  k T
which in the classical limit kT >>h.Ve becomes
«? ( V i ' i  =  |^ T
vit n V;
The complete vibrational partition function for each molecular 
species is the product of all the q (vO for each normalVlIo
mode:
~rr
%  -  M
v lb  I
where g( v L ) is the degeneracy of modes of frequency v L
Substituting this into the equation for A  A g gives
A A Gr . “kT Z_ n^f—  T a ^  \
^  V \ J
‘"l
= - k T  21 ( —2_ <3 CvO -t Q Cv) In. a + a (v) Ik. q \
v Ji JQ Jx > z ^  '
=  ^  + Z V v> w v° ^ i V v/)KvA
— I'W'i -  h  V p i -  k
+- kT 51 £ -T^v)U(l- e 1^ ) -f %(v)Lkv (l- e ^  ) + 3(v)k(l-t ^
= ground vibrational states term + excited states term
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If ligand binding does not change the vibrational density of 
states of the protein, g(v))
then A A Gvl^  = 0. Similarly 4-jE only 
high frequency modes with W v »  kT are affected then A A G v(-b will 
be essentially zero since any frequency change caused by ligahd 
binding will only be a small fraction of the actual frequency 
resulting in a negligible contribution from the ground states 
term while the contribution from the excited states tends to zero 
as exponential terms become negligible.
Low frequency protein modes with K v  4  kT will give 
sizeable contributions to A A G .  Ligand binding to enzymes often 
changes their conformation to some extent; associated with this, 
though rarely considered explicitly, will be a change in the 
dynamics of the enzyme. High frequency vibrations of amino acid 
groups may be affected but their contribution to the energetics 
will be negligible as shown above, but low frequency vibrations
involving large parts or even the whole of the enzyme are very
likely to be changed by ligand binding. For example 
glyceraldehyde-3-phosphate dehydrogenase, an allosteric enzyme, 
has shown heat capacity changes on ligand binding which are 
consistent with a stiffening of the enzyme structure as a large 
number of low frequency modes are converted to higher 
frequencies (Velick et al., 1977; Sturtevant, 1977).
If ligand binding were to convert a single low frequency
mode to slightly higher frequencies, V Q — > "Vi — > Vj_ ,
as each ligand binds then
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for this one mode. If the frequency shifts are small then the 
classical partition function can be used, giving:
A A G r ^  ^  - k T  k  
as the contribution of this mode to the cooperative free energy. 
Positive cooperativity will be obtained when V* > -v0 H  
and negative cooperativity when . Increases in the
frequency of say 10% at each binding step, which would be of the
-1 o
order 10 to 20 cm at 25 C, would give A A  G vC^  of the order
— O.OlkT per mode. Proteins, being large molecules, posses
hundreds of low frequency modes (Go et al. , 1983; Brooks &
Karplus, 1983; Levitt et al., 1985) which, if they were all
-1
affected by ligand binding, could contribute several kJmol to 
AAG. Typical AAG values measured (Weber, 1975, gives examples) 
are of this order.
Larger frequency shifts may also be possible which require a 
quantum mechanical treatment. One can imagine situations where a 
low frequency large collective motion of an enzyme could be
"frozen" on ligand binding and converted to a much higher 
frequency. An example might be the proposed hinge bending mode 
of lysozyme involving relative motions of the enzyme's two lobes 
(Brooks et al. , 1985; McCammon et al., 1976). A ligand binding
in the active site between the lobes could "jam" the hinge and 
convert the vibration from a low frequency "soft" mode to a 
higher frequency "hard" mode. This picture is supported by
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neutron inelastic scattering experiments on lysozyme (Bartunik et
al., 1980; Middlendorf, 1984) and on hexokinase (Jacrot et al. ,
1982) where a loss of low frequency modes is seen on ligand
binding. A computer normal mode simulation of hexokinase with
and without ligand bound also shows a loss of low frequency modes
on ligand binding (Harrison, 1984). If a mode such as this
connects two ligand binding sites then binding of one ligand
could affect the other binding site by restricting it to low
amplitude high frequency motions around the optimal binding
configuration. This would give positive cooperativity while the
reverse situation of negative cooperativity is also possible.
Considering such a mode; the frequencies would be ^ ^  »"v0
-1
If Vc was a typical low frequency mode of 50cm which converted
-1
to higher frequencies (>500 cm say) on binding then using the 
quantum mechanical expression for A A G vi^  one obtains ^  -lkT and 
-1.4kT for the contributions to A A G vCb from the ground state 
term and the excited state term respectively, though the ground 
state term is perhaps better absorbed into the bond formation and
ground electronic state terms discussed earlier.
-1
-1.4kT corresponds to about 2.1kJ mol of cooperative 
interaction energy at room temperature, so one or two such modes 
could easily account for the interaction energies typically found 
in proteins. The free energy for a single mode can also be 
separated into enthalpy and entropy contributors using the 
following formulae and considering the excited states contribution 
only.
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A AGrvlv = a i H ^ - T A A S ^
A A H vlW = - T
_ hVo _ kv, _ kv^
—  k-v0 e, KT -+- h v T e, kT" —  i h V i  e. k_r
- k^c
where =• (  ^ ^  k )
and A A S  ., - -
vlw - p  -p
=■ k  Ivn. f Ml \  +  AAHv-,1 
^ Uo U J  T
-1
Calculating the enthalpy contribution for the 50cm mode
described above one finds that H is positive and is rv_.0.6kT 
which implies that the entropy effect is larger and also 
positive. Binding of the first ligand is therefore more 
exothermic than the favourably bound second ligand. In the
classical limit, a a  H vUowill tend to zero because the classical 
equipartion of energy theorem does not depend on frequency, and 
the vibrational cooperative effect will be entirely entropic
These changes can also be explained by the "freezing" of the low 
frequency mode.
Binding of the first ligand, which converts the highly
thermally excited low frequency enzyme mode into a higher
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frequency mode which is much less excited, results in a large 
decrease of vibrational entropy which more than compensates for 
the exothermic contribution to binding of the ligand. The second 
ligand produces a much smaller change in the vibrational energy 
level population of the enzyme mode because of the Boltzmann 
factor resulting in a small entropy change which still, however, 
compensates for the enthalpy of binding of the second ligand. 
This enthalpy change will be less exothermic than the first 
because the enzyme with one ligand bound already, will be more 
stable.
These arguments are applicable to all the low frequency 
modes in the enzyme. Sturtevant (1977) shows that a decrease in 
the number of low frequency modes leads to a negative change in 
the entropy, which is in agreement with the above example where 
both A.st and A S a are negative. A S t is more negative than 
resulting in a positive AAS, since there is a smaller loss of 
low frequency modes on binding the second ligand. The effects of 
anharmonicity and damping on the low frequency modes of enzymes 
should also be considered.
Anharmonicity of the low frequency vibrations of proteins 
does not affect the general conclusions that ligand binding which 
leads to a stiffening of the enzyme structure can give 
significant contributions to cooperative ligand binding. Normal 
mode calculations for proteins which can only give harmonic modes 
compare favourably with more complex molecular mechanics 
simulations which calculate anharmonic effects explicitly
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(Brooks & Karplus, 1983; Levitt et al. , 1985).
Damping of the global vibrations of the protein by viscous 
drag of the solvent also does not change the conclusions reached 
above. The solvent as well as damping the motion of the protein, 
continually excites the vibrations of the protein by molecular 
collisions so that at equlibrium the rate of damping is equal to 
the rate of excitation. The motion then consists of continuous 
random motion of the protein. Peticolas (1979) has shown that 
this random motion, if described by a Langevin equation for a 
damped harmonic oscillator with a random term added, still 
follows the trajectories of the motion that would be mapped out 
by the harmonic normal modes in the absence of damping. In this 
way, the protein maintains its structure and function and does 
not move in a completely random manner. It will be shown later 
that dynamic allosteric effects are not restricted to harmonic 
or quasi-harmonic motions within the protein (see next section).
The theory presented here is based on semi-classical 
harmonic oscillator theory, in which quantum mechanics is 
introduced only to quantise the energy levels. The rigorous 
quantum mechanical treatment of damped harmonic oscillators is 
complicated and not fully developed but Greenberger, (1979a,b) 
has shown that the energy of an initially excited harmonic 
oscillator decays exponentially until the oscillator reaches 
equilibrium with its surroundings. It is then subject to the 
fluctuations of its surroundings continually changing its energy 
in a similar manner to the classical damped oscillator
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discussed by Peticolas. Consequently the semi-classical approach 
used here is unlikely to involve any serious approximations.
2.2.2 The Dynamic Conformational Contribution
The thermally induced motion of atoms and groups in a 
protein will rarely be completely harmonic because of the
frictional and anharmonic effects discussed above. The 
resolution of many x-ray structures of proteins is improved on 
ligand binding. As well as gross conformational changes, many 
atoms show a reduction in their thermal motion equivalent to a 
narrowing of the atom's positional distribution function (see
Ringe & Petsko, 1985 for review). The sort of motion reflected 
by these structural studies is likely to be random, stochastic 
motion about the equilibrium position rather than correlated
harmonic motions. It is the purpose of this section to show that 
changes induced in the statistical distributions of atoms about 
their equilibrium position can still give rise to long range 
allosteric interactions. These ligand induced changes are 
usually "stiffening" effects and, once again, can occur in the 
absence of any conventional "conformational change" in the mean 
atomic coordinates.
The contribution of this stiffening of the structure on 
ligand binding to the cooperativity of the enzyme was first 
calculated by Alan Cooper using classical statistical mechanics. 
= - k T l n / i . )
\ 1-! / COk\.f
The partition functions are defined as
q - / e 
l <*.11R
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where E(R) is the potential energy of the protein as a function 
of the conformation R of the protein. R has 3n components which 
represent the positions of all n atoms of the protein. This 
function E(R) is too complicated to be calculated exactly, but by 
assuming that each partition function is a product of 3n 
individual atomic coordinate partition functions, one can write
The summation is over all atomic coordinates of the different 
liganded forms and the partition functions are for each atomic 
coordinate. This assumption implies that all the atomic motions 
are uncorrelated with their neighbours and is the exact opposite 
to the assumption in the previous section that the vibrations of 
the protein are harmonic implying correlated motions of the 
atoms. This assumption, while being unrealistic, has the 
advantage that anharmonic motions, transitions between 
conformational substates and random events can be more easily 
studied. Molecular mechanics simulations of protein dynamics 
(Levitt, 1983a,b) show that proteins move in a non-periodic 
fashion between the various slightly different conformational 
substrates, which are caused by multiple minima on the 
multidimensional potential energy surface.
For the case of ligand binding at two identical sites the 
coc rdinates of which are related by molecular symmetry (e.g. a 
dimer of two identical monomers) one can write that for each atom 
i on one monomer and its equivalent atom i' on the other monomer,
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that A A C , L =  - k T  Uv ^ to %  j ^ 1° ^  |
For cooperativity to occur, binding at site i which changes q(i)
O
-> q(i) must also change q(i') * q(i'), similarly binding of the1 o J_
second ligand which changes q(i') * q(i') must also change q(i) ->1 1 JL
q_^ i). If this does not occur then binding occurs independently 
and A A G ^  is zero, in other words binding of the first ligand 
has to be communicated in some way to the other binding site.
To calculate the magnitude of this effect when ligand 
binding changes the extent of fluctuations of the atom about its 
mean position without changing the mean position (i.e. no 
conventional conformational change), one assumes that the atomic 
fluctuations of atom i fit a Gaussian distribution function with 
width <71. The partition function for a Gaussian distribution is 
proportional to its width, which can be shown in the following 
approximate way:
_  x2
Let p(x) = e z<rl , an unnormalised Gaussian function 
symmetrical about the origin x = o, then the partition 
function is
o
o
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2Making the substitution a = and using a standard
CO
integral ( e, cLx = JjX- one obtains
o ~^cl
3 - X  • SnL
u SLcL
cr. / r 7X
partition function q ot width a"
conf
Substituting this result into AAG leads to
AA Gr. = —  X  k T T, • crz
o;c0 • oia')
where <ro and cr^_ are the root mean square fluctuations of 
coordinate i in the unliganded and fully liganded enzyme, while 
o^d) and CTl (i ' ) are the fluctuations when only one binding site 
is occupied. The most extreme case of cooperativity imaginable 
is the case where all the dynamic conformational changes occur 
when the first ligand binds forcing the empty binding site into 
the optimal configuration for accepting the second ligand. If 
the changes in the fluctuations are small then they can be 
written in terms of fractional changes from the unliganded 
Gaussian width.
i.e. cr[(i) zz o~a (1 - and i 1 ) ~  ct;(1 - ) , but if the
protein is symmetrical and there is full cooperativity then & = ^ .1 l
Full cooperativity also implies that there is no further change on
binding the second ligand so that ct ~  crQ{l - % ) as well.
il
This gives a a G^ -2kT^.
for each atomic coordinate affected. This contribution could
-1
amount to 1 or 2 kJmol , even for shifts of the order of 1%, if
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a large part of the enzyme is affected. The contribution is 
entropic only, because of the use of classical mechanics.
2.2.3 Discussion of the Theory
The preceding two sections have demonstrated that 
cooperative effects observed in proteins can be explained in 
terms of changes in the protein dynamics whether or not a gross 
change in the protein structure is also involved in the 
cooperativity. The two different approaches involving correlated 
global low frequency vibrations and uncorrelated changes in 
atomic positional fluctuations can give cooperative interaction 
free energies of the same order as those found experimentally,
and they can also be studied experimentally.
-1
Low frequency motions ( < 200cm ) of proteins can be studied
directly by Raman, far infra-red and inelastic neutron scattering 
spectroscopy, and indirectly by thermodynamic measurements of 
heat capacity changes (Sturtevant, 1977) and possibly by low 
temperature spin relaxation of heavy atoms in proteins (Wagner et 
al., 1985). Computer normal mode simulations of protein ligand
complexes may also support the model (see Brooks & Karplus, 
1983 for possible effects of trypsin binding on the low 
frequency modes of a large polypeptide inhibitor).
Uncorrelated atomic fluctuations can be studied using the 
atomic temperature factors derived from protein structures with 
and without ligands bound (Ringe & Petsko, 1985) which usually 
show a decrease in atomic motion on ligand binding in agreement
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with the model. Molecular mechanics simulations also study these 
uncorrelated motions and a recent simulation of lysozyme with and 
without substrate bound showed significant changes in the size of 
fluctuations (Post et al., 1986).
Both sorts of motion contribute to the cooperative free 
energy mainly via entropy changes with binding of the second 
ligand being more favourable because of a less negative A S  
These thermodynamic changes are in agreement with experimental 
results for ligand binding to the allosteric protein, 
glyceraldehyde 3-phosphate dehydrogenase, (Niekamp et al., 1977) 
and for binding to an allosteric organic model compound (Onan et 
al. , 1983). The cooperativity displayed by these two molecules
is investigated in terms of the above model for dynamic allostery 
in Chapters 3 and 5.
Finally, one should say that the above model, which was 
presented in terms of one species of ligand and two identical
binding sites, to simplify the algebra, could be generalised 
to more complicated systems and with suitable choices of 
parameters the effects of activation, inhibition, positive and 
negative cooperativity could be simulated.
2.2.4 A Simple Model of Allostery using Low Frequency
Vibrations of Proteins
In this section a simple mechanical model of an allosteric
protein which possesses 2 well separated identical ligand binding
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sites is developed. The model is not intended to be a realistic 
picture of an enzyme, but rather to illustrate clearly the 
general features of the dynamic allostery theory. Despite this, 
it bears considerable resemblence to a class of synthetic organic 
allosteric model compounds discussed in Chapters 3 and 5. The 
normal modes of the system are calculated and the effect of 
binding on a particular low frequency mode which connects the 2 
binding sites is studied using the thermodynamic expressions 
developed in the last section.
The enzyme model is considered to be four point masses 
placed at the ends of 2 massless rods which are joined together 
at their centre by a torsional bond about which they vibrate 
harmonically. The two binding sites are between the two opposite 
pairs of point masses. The ligands are considered to be point 
masses which bind to the enzyme with two springs which connect 
to the enzyme masses on either side of the binding site. A 
sketch of the model, which was dubbed the "scissors model" is 
shown in Figure 2.3.
Figure 2.3 The "scissors model".
bcyvtlAjCj j
tor^i_or\cxL
borvdL
r  ■S c L S S o r  -  Luke,  
v /  L 'o < r< x £ L o r \
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The assumptions used for this model are rather drastic but 
using bulk masses which would give the model more shape and using 
more realistic interactions would greatly increase the complexity 
of the calculations while hardly effecting the results.
This model could perhaps be thought of as only modelling 
that part of the enzyme which is responsible for allosteric 
communication, with the rest of the enzyme surrounding the model 
but playing no part in the binding reactions. It is also 
not important what sort of protein secondary structural features 
are involved in the normal modes of the system be they ol helices, 
/8 sheets or whole domains.
The mass of the enzyme is M E making each point mass of 
weight 1/4 M £. The light rods are of length L, bisect at angle & 
and vibrate about the torsional bond which obeys Hookes law and 
has a spring constant k. The ligand of mass M L binds by forming 
two bonds with force constant kL to give a total system mass of 
when one ligand is bound and MEL^  when two are bound. Motion 
of the enzyme masses or of the ligands in the y or z directions 
is assumed to be negligible.
All the normal modes of the liganded and unliganded models 
were calculated by solving simultaneous differential equations 
derived using Lagrange's equation.
for all q
where q is a normal coordinate of the system, q is its time
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derivative and L = Lagrangian = kinetic energy of the system 
potential energy.
The solution of this eguation for all the normal coordinates 
is long and tedious and is therefore relegated to Appendix 1.
The most important normal mode in the 3 systems is the
scissors mode of the enzyme. This can be visualised as a global 
low frequency vibration of the enzyme which is responsible for
cooperativity between the two binding sites. The expressions for
the scissors normal mode frequency found for the model enzyme E
and its two complexes EL and EL^ are.
which can be rewritten if k L, the natural ligand bond force
constant is substituted for a
and k is substituted by to give
 ^ so. _j  / I 6 1<
V£ -  j s k  J
(  I - f  C o S
A
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where it is assumed that there is no gross conformational change 
of the enzyme caused by ligand binding, in other words ©- remains 
constant.
Using these frequencies, the other normal mode frequencies 
and the standard statistical mechanical expressions for partition 
functions, the thermodynamic parameters can also be calculated. 
AGr, = -kT LfvK, = -kT U-
- A cJT""1- - kT O  f ^ - k T L a /   ilUefe--
1 U b  tu W  1 Z.7T kT Mg. M L j
—  kT -  kT U  I \ -t- W  v f )
U t l . I j J  v V Z u i r * )  J
= translational + rotational + vibrational terms ignoring the 
first two terms.
Similarly
A O  = kTU,/' J^2_\ - k T U  (— I'-’T ' W  \4_ [<T O  fi2»IiLW
^ 1 K L%J^i ' l,X7rkT UUTJo)
- kT u  ( u t  t f r  \ + K_ f v'“ ■+T|h*f+Vx - \ t
a  ELi £l ££ e
£L
—  h v:
where UL = 1 - e kT
The vibrational enthalpy and entropy changes only are of interest 
in this discussion. The enthalpy changes are given below from 
which the entropy changes can be calculated.
+  K/ (1- u£) , vtr (1- vr-d - UP
I l £  u t
a  h, = h. c ^  - < 7 + -  v £  - v ^ r )
+ hf v£. (i-qS) , vtra-utrt + vAci- uU 
u i  u t r  ul.
_ v t a - u n  -imi-iir) \
u i u Er  1
It can be seen that the enthalpies consist of a ground state term 
plus an excited state term and that calculating the ground state 
entropy changes from AG - AH gives zero as one would expect.
Magnitudes of the translational, rotational and vibrational 
contributions can be calculated by defining the following 
parameters
Temperature = 298K
Enzyme mass M E = 25000 daltons typical of a small globular
protein
Ligand mass M L = 250 daltons typical of a small organic
substrate
Length of rods L = 30X giving the enzyme a reasonable size
Scissor angle © = 1 radian. This has little effect on the 
calculations
-1
The free enzyme scissor frequency was varied from 3cm to 
-1
1000cm and the ligand to enzyme bond strength was defined to
-1
give a frequency typical of a C-H stretch i.e. 3000cm though
a lower frequency only reduces the magnitude of the effect but
does not change the conclusions.
The magnitudes of the translational and rotational
contributions to the cooperativity will be calculated first to
show that they have a negligible effect.
Translational component
-1
- 63 09cm
-1
AG. , = 6308.5cm
This shows that although binding causes an unfavourable free
energy change as the small mobile ligand's freedom is restricted,
the contribution to the cooperative free energy interaction of 
-1
-0.5cm is negligible.
Rotational component
The moments of inertia of the enzyme model about the x, y
and z axes are easily calculated using the formula
2
I • = m- d. where <^is the moment axis<*_L L- l
and subscript i runs over all the point masses m L at a
perpendicular distance d L from the axis.
It is then found that
-1
AG,. . = 2 . 06cm
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-1
^ G o^WL. = 2.04cm
-1
=—0 . 02cm
where one can see that binding of the small ligand has a 
negligible effect on the rotational energy of the large enzyme 
and hence a negligible effect on the cooperativity.
Vibrational component
The thermodynamic changes, A.G, A. H and A.S for both the 
ground and excited vibrational state terms were calculated using 
a short BASIC programme on an Apple microcomputer. A listing of 
the programme is given in Appendix 1.
«Sc-
Very large changes occur on binding the first ligand if vj;
is low enough, while changes on binding the second ligand are
much smaller and not as dependent on Shown in Table 2.4 is
-1
a set of results for a free enzyme scissor frequency of 25cm
The large number of numerical results obtained are shown on
the following set of graphs. These show
i. Enzyme scissor frequency of EL and EL^ complexes versus free 
enzyme scissor frequency Figure 2.5).
ii. Ground state free energy changes versus (Figure 2.6).
iii. Excited state free energy changes versus V * (Figure 2.7).
iv. Excited state, enthalpy changes versus V£lc(Figure 2.8).
v. Excited state, entropy changes versus (Figure 2.9):
remembering that the ground state free energy changes equal the 
ground state enthalpy changes and that there are no ground state 
entropy changes.
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Table 2.4 A typical set of results for the scissors 
model using a free enzyme scissor frequency of 25 cm-1
7 E M P E R A T U P E =  2 9 S
E N Z  Y M E  A N G E E ' ;  R D  N  S ; =  1
3 I T E  S E P A R A T I O N ( A N G S T R O M S ) =  3 0
E N Z Y M E  M A S S ( A . M . U ) =  2 5 0 0 0  
L I G A N D  M A S S ( A . M . U ) =  2 5 0
E N Z Y M E  S C I S S O R  F R E Q . ( H Z ) =  7 . 4 9 5 E + 1 1  
L I G A N D - E N Z Y M E  B O N D  F R E Q .  < H Z ) =  9 E + 1 3
E L  S C I S S O R  F R E Q . = 7 . 9 3 3 7 2 5 Q 8 E +  1 2  
E L  D A M P . F R E Q . = 9 . 0 3 4 5 9 0 3 3 E + 1 3
E L 2  S C I S S O R  F R E Q . = 1 .  1 1 9 4 9 2 0 2 E + 1 3  
E L _ 2  D A M P .  F R E Q . = 9 . 0 6 9 0 4 8 7 3 E + 1 3  
E L 2  U N D A M P .  F R E Q . = 9 E + 1 3
G R O U N D  S T A T E  E N T H A L P Y  C H A N G E S  
Y . Z  M O T I O N  O F  L I G A N D S  I G N O R E D
G R N D . S T A T E  V I B R A T I O N  F R E E  E N E R G I E S
D G 1 =  D H 1 = 1 6 2 6 . 6 5 6 2 5  
D G 2 = D H 2 =  . 1 5 6 1  . 2 0 3 9 9  
D  D b  =  D  L> H  =  — 6  5 .  4  5 2 2 6
Z E R O  E N T R O P Y  C H A N G E  I N  G R N D  S T A T E
V I B E .  E N E R G Y  C H A N G E S
F R E E  E N E R G I E S
D G 1 = 3 8 2 . 6 2 5 5 0 4  
D G 2 = 3 0 . 3 5 2 0 3 1 3  
D D G = —3 5 2 . 2 7 3 4 7 3
E N T H A L P I E S
D H 1 =  — 9  2 . 6 2 9 9 9 3 7  
D H 2 - - 2 S . 5 4 5 S 5 7 5  
D D H = o 4  . O S 4  1 O 'c C
E N T R O P I E S
D S  1 =  — 1 . 5 9 4 8 1 7  1 1 
D s c  =  — . 1 9  7  o  4  9  2  2  
D D S  = 1  . 3 9 7 1 7 3 1 9
E N T R O F  Y * - T E M P .
7 ^ D S 1 =  — 4 7 5 . 2 5 5 4 9 8  
i ^ - D S l  =  - 5 8  . 8 9 7 8 8 8 8  
T - * D D S  =  4 l 6 .  3 5 7 6 0 9 60
SCISSOR
FREQUENCY
4E + 13
3 E + 13
FREQUENCY S -e . c
Fig. 2.5 A graph of the scissors frequency of the enzyme- 
ligand complexes versus unliganded scissor frequency.
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Fig. 2.6 Free energy changes in ground vibrational 
states on binding ligands against unliganded s ssor 
frequency.
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Fig. 2.7 Free energy cnanges in excited vibrational 
states against unliganded scissor frequency.
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Fig. 2.8 Enthalpy changes in excited vibrational states 
against unliganaeb scissor frequency.
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. 2.9 Entropy changes in excited vibrational states 
inst unliganded scissor frequency.
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From these graphs it can be seen that the largest
cooperative effects occur for free enzyme scissor frequencies of
-1
less than 200cm , in other words only for thermally excited
vibrations.
The first graph (Figure 2.5) shows the scissor frequency of 
the liganded enzymes, EL and EL^, versus the free enzyme scissor 
frequency. On binding the first ligand, the frequency of the 
thermally excited low frequency scissor mode increases 
dramatically in frequency with a collapse of the excited states 
population into the ground state and a release of thermal energy. 
The binding of the second ligand produces a much smaller increase 
in the scissor frequency. One can imagine the free enzyme 
vibrating at low frequency with a large amplitude due to the 
highly excited states, encountering the ligand which binds 
without changing the mean conformation, as measured by the angle 
O', but which restricts the amplitude of the scissor motion 
severely.
This also reduces the scale of motion in the other binding site 
which is now held closer to the structure to which the second 
ligand prefers to bond. This ligand then finds it easier to bind 
with a consequent reduction in the thermodynamic parameters AG, 
A  H and A  S .
The free energy, enthalpy and entropy changes for the 
binding of each ligand shown in Figures 2.6 to 2.9, are positive, 
negative and negative respectively, but these apparently 
unfavourable changes will be more than compensated by the energy
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released by formation of the enzyme - ligand bonds and hence the 
two binding reactions can be made to be favourable. The 
quantities AAG, A A  H and AAS however, are independent of this 
bond formation energy, which will be the same for each ligand 
because the two binding sites are identical, and are of the 
correct size.
A A G  is increasingly negative for lower scissor frequencies 
and shows that this simple model exhibits positive cooperatively 
between its two binding sites. The magnitude of the effect is 
such that one or two of these modes in a real enzyme could 
account for the interaction free energies observed in allosteric 
proteins. Comparison of the A A G  values for the ground 
vibrational state and for the excited states shows that the 
excited vibrational states are responsible for the major part of 
the cooperative interaction energy.
The change in enthalpies, AAH, is much smaller and positive 
indicating that binding of the first ligand is more exothermic 
than binding of the second due to the conversion of the highly 
excited low frequency scissor mode into a non-excited high 
frequency mode with a consequent release of heat.
The entropy change, AAS, more than compensates for the 
effect of enthalpy and is responsible for the higher binding 
affinity of the second ligand despite the fact that the first 
ligand binds more exothermically. The change is positive because 
A S 1 is much more negative than AS^. These unfavourable negative 
entropy changes caused by the depopulation of excited vibrational
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energy levels can be assumed to be compensated by other entropy 
changes, having approximately equal magnitude for binding each 
ligand, which would occur in a real enzyme - ligand system.
This very simple system therefore supports the predictions 
of the general dynamic allostery model presented in the previous 
sections. The nature of the low frequency mode which connects 
the two binding sites could be a global mode such as a hinge 
bending mode which would bear the closest similarity to the 
scissor mode discussed, the stretching of an oc helix or, the 
twisting of a|9 sheet, the frequency of which could change if the 
ligand became bound to the secondary structure.
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CHAPTER 3
3.1 The Structure and Dynamics of an Allosteric Model Organic 
Compound
Recently an organic molecule of small molecular weight (590
a.m.u.) has been synthesised by Prof. J. Rebek Jr. and co-workers
which possesses positive cooperativity between its two identical
ligand binding sites. Two recent summaries of this and related
work have been published (Rebek,1984, Rebek et al., 1985).
The molecule is a macrobicyclic polyether of the structure
shown in Figure 3.1 which binds the mercury atom of mercuric
cyanide, Hg (CN) , in the centre of each ether ring.
2
Figure 3.1. Molecular structure of Rebek's compound
o
o
Prof. Rebek kindly supplied samples of the unliganded and fully
liganded compound for this study.
Rebek's studies initially showed that the first ligand binds
-1 -1 
with an association constant of 10M close to the 13M found
with a monocylic counterpart and that binding of the second
ligand was enhanced, once statistical factors were taken into
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-1
account, by an order of magnitude to 100M (Rebek et al., 1981). 
The ligand binding rates were sufficiently slow for a n.m.r. 
lineshape analysis of the populations of unliganded, singly 
liganded and fully liganded molecules present under varying 
ligand concentrations to be performed. These populations could 
also be calculated by using the equations given by Weber (1975) 
and the association constants. The results are shown in Figure
3.2 which indicate that the maximum percentage of singly liganded 
complex obtainable is 37% occurring at a free ligand concentration 
of 31.6mM (Rebek et al., 1985). It was suggested that
the cooperativity was caused by a restriction of the possible 
conformations of the unliganded ether ring on binding of a ligand 
to the other ring. This restriction would be communicated through 
the biphenyl group. This was recently confirmed when the x-ray 
structure of the fully liganded complex was published, see Figure
3.3 (Onan et al., 1983).
The mercury atom formed bonds with all five oxygen atoms in 
the ring which fixed the orientation of the two phenyl rings 
relative to each other thereby restricting the possible 
conformations of the other ether ring. This also explained the 
lack of cooperativity found with a similar macrobicyclic 
polyether possessing an extra ether group in each ring (Rebek et 
al. , 1980). It was found that an oxygen atom adjacent to the
biphenyl group in a monocylic counterpart with six ether groups 
did not form a bond with the ligand with the result that the 
flexibility of the biphenyl group was not restricted, see Figure 
3.4.
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Fig. 3.2 The fraction of the ether with 0,1 or 2 ligands 
bound as a function of ligand concentration using the 
experimental association constants.
Fig. 3.3 The X-ray structure of the macrobicyclic 
ether with two ligands bound. Hydrogen atoms are 
omitted. (from Onan et al, 1983)
Fig. 3.4 The X-ray structure of a monocyclic ether 
with a larger ether ring showing the unliganded 
oxygen atom, number 16. (from Onan et al, 1983)
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The resemblance of the macrobicylic ether to the theoretical
scissors model discussed earlier can be seen if the biphenyl
group is considered to be the torsional hinge of the scissors.
The thermodynamic behaviour of the molecule was determined by
studying the temperature behaviour of the ratio of the two
association constants. This led to the conclusion that the
cooperativity was entropic in origin with AS - A S  =
2 1
AAS - -18.5 4- 16.5 = + 2 e.u. and that the enthalpies of binding
-1
the two ligands were identical with AH = AH = -7.3 k cal mol1 2.
-1
This gives a value of A  A  G at 290K of -0.580 kcalmol
tot
This behaviour is exactly that expected in the dynamic allostery 
model from a classical mechanics viewpoint where vibrational 
modes increase slightly in frequency and the range of atomic 
thermal motion decreases upon ligand binding.
There will be a favourable contribution to the cooperativity 
from the conformational restrictions imposed by ligand binding 
where the width of the probability distribution of the atomic 
positions in the ether rings will be reduced, with or without a 
shift in the mean positions. This could be most easily verified 
by a comparison of the Debye & Waller thermal parameters of the 
unliganded and liganded x-ray crystal structures, unfortunately 
this data exists only for the liganded form but this still shows 
smaller uncertainty in the position of the oxygen atoms and the 
biphenyl group than in the ether carbon atoms. The stiffer 
structure of the liganded form could also be hinted at by the 
different physical forms of the unliganded and liganded 
compounds. The first of which is a waxy solid while the second 
is a crystalline, hard solid. Thermal paramenters do exist,
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however, “for the monocylic ether ring containing 6 ether groups
which bind Hg(CF ) with the x-ray cystal structure shown in
3 2
Figure 3.4.
One of the benzylic oxygen atoms does not bond to the 
mercury atom with the result that it and the adjacent carbon 
atoms have a much larger range of movement perhaps similar to 
that of the unliganded bicylic polyether rings.
Plots of the isotropic temperature factors in the two x-ray 
structures are shown in Figure 3.5. The isotropic temperature 
factors are the averages of the three anisotropic temperature 
factors for each atom obtained from Onan et al. , (1983).
It can be seen that the smaller compound has larger 
temperature factors than the bicylic compound which may be due to 
different crystal structures and static disorder, however, the 
general trends are the same with the biphenyl groups having 
smaller thermal motions and the oxygen atoms bound to the ligand 
having small temperature factors than the adjacent carbon atoms. 
The unbound oxygen atom and its two adjacent carbon atoms shown 
starred in the graph of the monocylic compound, have much larger 
thermal motions than the equivalent atoms on the opposite side of 
the ether ring. These larger motions may be typical of those 
found in the unliganded bicylic compound, which would confirm 
that ligand binding causes a stiffening of the bicylic structure.
It is difficult to make a quantitative estimate of the 
conformational contribution but if the changes in the thermal 
parameters shown in Figure 3.5 between the unbound carbons and 
oxygen of the monocylic ether and the fully liganded compound are 
meaningful, then decreases of 5% to 10% in the thermal motion, if
74
x o m S
02-5
Xo15
A T O M  MwnBEP,
2.0
015
02
o-i5 3o2£? as
ATor^ l (Mur-^ &ER
Fig. 3.5 The X-ray temperature factors for the molecules 
in figures 3.3 and 3.4. The numbering of the atoms is 
as in the earlier figures. (from Onan et al, 1983)
7 5
summed over all the oxygen atoms in the ether rings (5 atoms)
would give a sizeable contribution to the cooperative free energy
A A G
Total
-1
Since A a  G =-2.427 kJmol at 290K for the bicylic
Total
compound and from Chapter 2 A a G = 2kT & , where 5b is the
i i i
fractional change in the thermal motion, in the singly liganded
molecule, of atom i and its equivalent atom i' in the other
binding site, then for a fractional change of 0.05 in all the
oxygen atoms one finds that
A A G  = 5 x -2 x 8.314 x 290 x 0.05
oxygen atoms -1
= 1205 J mol
= 49% of A A G
tot
This shows that the dynamic conformational contribution could 
play a substantial part in the cooperativity of this molecule.
The vibrational contribution to the cooperativity of the
bicylic ether where global low frequency modes of vibration
spanning both binding sites would be converted into higher 
frequency vibrations was studied by Raman and infra red 
spectroscopy of the unliganded and fully liganded compounds.
Several complexes were also prepared with intermediate ligand
concentrations for Raman spectroscopy to see if any singly 
liganded complex could be detected. These results are given in 
Chapter 5.
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3.2 Introduction to the Structure and Dynamics of Lysozyme
Hen white lysozyme is a small globular enzyme of molecular 
weight 14600 a.m.u. composed of a single chain of known sequence 
consisting of 129 amino acid residues. Its function is to break 
up polysaccharides consisting of /9 ( 1-4) linked alternating 
N-acetyl-glucosamine (NAG) monomers and N-acetyl-muramic acid (NAM) 
monomers typically found in bacterial cell walls by hydrolysis of 
thej8( 1-4) linkage as shown in Figure 3.6.
Figure 3.6. The structure of the polysaccharide typically found 
in bacterial cell walls and hydrolysed by lysozyme.
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The crystal structure was first solved in 1965 by Blake et al., 
for a crystal with tetragonal unit cell. The structure of 
lysozyme with the specific inhibitor tri-N-acetyl glucosamine 
(tri NAG) bound was solved by the same group, Blake et al., in 
1967 again for a crystal with tetragonal symmetry. It was found 
that the tri NAG bound along one half of a cleft which ran across 
the lysozyme effectively creating a bilobed enzyme. This cleft 
was lined with non polar side chains of residues which bound with 
non polar regions of the substrates, and hydrogen bonding sites 
for the acylamino and hydroxyl groups. This cleft can be divided 
into 6 binding sites A-F each of which is associated with a 
particular monosaccharide of the polymer. Site A is near the
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disordered loop of residues 69 to 74 along the top of one domain.
NAM can only bind in sites, B, D and F whilst NAG can bind in any
site. The hydrolysis reaction occurs between sites D and E by
formation of a carboxonium ion followed by general acid catalysed
expulsion of the alchohol involving the carboxyl group of Glu3 5.
The ionised carboxyl group of Asp52 stabilises the carboxonium
ion. The initial x-ray studies suggested that the glucopyranose
ring in site D was distorted into a sofa configuration; however
it is now believed that the strain in this site is electrostatic
in nature and not conformational. Controversy still exists
over the correct mechanism for catalysis with a recent computer
simulation by Post and Karplus (1986) suggesting an alternative
route. The cleft was found to close slightly (<l£) when the
inhibitor was bound and a loop consisting of residues 69 to 74
along the top of one domain, hardly visible in the free enzyme,
became ordered when the ligand bound.
This loop has been found to have various conformations which
it can take up depending on the symmetry of the crystal. In the
triclinic crystal a different conformation is found (Moult et
al., 1976). There are also significant changes in the main chain
and side chain structure of residues on the surface of enzyme due
to the more compact triclinic packing of the protein in the
crystal lattice. This affects the temperature factors and the
ability to form crystals with inhibitor bound. Kurachi et al.,
(1976) found that oligomers larger than (NAG) could not form
2
crystals with the enzyme. Lysozyme crystals of all symmetries so
far discovered (the above two plus monoclinic) convert to an
o
orthorhombic form at physiological temperatures ( 40 C) (Berthou
78
et al., 1983) where several groups become better ordered due to
crystal packing effects. Substrate binding is still hindered in
this structure. The temperature factors which describe thermal
motion of the atoms change considerably at the transition
temperature from one structure to another, and this has bedn
ascribed to either a crystal packing effect or as "a change in a
major vibrational mode of the lysozyme molecule" causing the
crystal packing to change to accommodate it.
The residues which become ordered in the orthorhombic
crystal Trp62 and Pro70, and indeed the whole disordered loop
residues 67 to 94 have been found in several computer
simulations, to be heavily involved in a large low frequency
vibration of the two domains about the active site cleft termed
"hinge bending". This hinge bending motion could account for the
closing of the cleft on binding of tri NAG and the obstruction of
this mode by the crystal packing would explain the difficulty in
binding tri NAG in this crystal. The first simulation of the
hinge bending mode (McCammon et al., 1976) treated the enzyme as
two lobes which moved according to the Langevin damped oscillator
equation. The motion was found to be overdamped with a frequency 
-1
of 4.2cm when relaxation of the structure was taken into 
account, and it was suggested that the motion might become 
under-damped in the presence of a substrate. A more sophisticated 
calculation of all the torsional normal modes has recently been 
performed (Levitt, 1985) which shows that;
-1
i. 60 normal modes out of the 471 calculated occur below 20cm ,
ii. the lowest 8 modes account for 70% of the total enzyme motion and
-1
iii. the lowest frequency 2.98cm shows clearly the hinge
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bending motion, Figure 3.7.
Another calculation of this hinge bending mode by a
different method (Brooks & Karplus, 1985) gives an almost
-1
identical motion at a frequency of 3.6cm . These calculations
both show particularly large motions for residues on the surface 
of the enzyme, such as numbers 67 - 94, and also for residues 101 
- 105 which lie in the other domain along the lip of the cleft. 
Molecular mechanics calculations (Post et al., 1986) on lysozyme
with and without hexa-NAG bound, show that the possible motions 
of enzyme atoms change on ligand binding, particularly along the 
active site where they are smaller, and in the loop of residues 
67-88 which move significantly more in the presence of hexa-NAG. 
The effect of binding then is to reduce motion of atoms in the 
active site while those on the surface move more so as to close 
the hinge on the substrate.
What experimental evidence is there for a, low frequency 
(undamped) or slow (overdamped) large motion in lysozyme and b, 
for their involvement in enzyme catalysis?
-1
Raman spectroscopy shows two low frequency bands at 25cm 
-1
and 75cm in crystalline lysozyme, the lower of which disappears
in solution due to overdamping (Genzel et al., 1976;
Peticolas, 1979). These bands will be a superposition of a large
-1
number of protein normal modes. The 75cm band may still be
visible in solution because it is composed of more localised
vibrations, such as stretches of helices, which would not be
damped as much by the solvent. Inelastic neutron scattering has
-1 -1 -1 -1 
also shown modes at 25cm , 75cm , 112cm and 140cm in a poly-
-1
crystalline sample (Bart unik et al., 1982) with the 75cm band
80
70
Fig. j.7 The backbone structure of lysozyme and the 
hinge bending mode calculated by normal mode analysis, 
(from Levitt et al, 1985)
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being particularly broad. This band was assigned to longitudinal
-1
accordian-like motions of oc-helices. Below 50cm it is also 
stated that there is a "clear dependence on whether the enzyme is 
in solution or in the polycrystalline form, and on binding of the 
NAG inhibitor". Unfortunately no spectra or further details of 
this phenomenon are given in the paper.
Several non-spectroscopic techniques have shown a stiffening 
of the lysozyme structure with a consequent change in its dynamic 
properties when a ligand is bound. Proton exchange rates of 
tryptophan residues near the active sites are slowed by binding of 
NAG (Cassels et al. , 1978). Studies of the compressibility of
lysozyme crystals with and without tri-NAG bound (Morozova & 
Moroyou, 1982) show a 40% reduction in compressibility when the 
ligand is bound, most of which is attributed to a more compact, 
stiffer structure. Finally the closure of the active site cleft 
on ligand binding seen by x-ray crystallography implies changes 
in the dynamics and their involvement in catalysis.
As well as structural and dynamic studies of ligand binding 
by lysozyme, there have been many experiments on the energetics 
of binding of tri NAG which have yielded approximate binding 
energies of NAG and NAM to each of the sites A to F. The most 
favourable sites for tri-NAG to bind in are sites A, B and C as 
found in the crystal structure. Kuhara et ad.., ( 1982) showed that 
theoretically 98% of the bound NAG will be in these 3 sites. 
Dahlquist et al., (1966) found that there was very little
hydrolysis of tri-NAG by lysozyme but that larger oligomers were 
extensively hydrolysed because they overlapped site D. The 
thermodynamics of binding of tri-NAG to lysozyme have been well
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studied over the years. The following table summarises the data 
(Figure 3.8).
assoc 5 -1
The high value of K of approximately 1.2 x 10 M
makes tri-NAG a suitable molecule for binding to lysozyme to 
ascertain if there are any dynamic changes caused by binding. 
Bjurulf & Wadso (1972) found that the change in heat capacity on 
binding was approximately zero. Any decrease in the low 
frequency vibrations of the lysozyme would be revealed by a 
negative ACp (Sturtevant, 1977), however this could be offset by 
the decrease in exposure of hydrophobic groups and charged groups 
along the active cleft when the ligand shields them from the 
solvent, which would give a positive contribution to Acp.
Thermal and chemical denaturation of lysozyme is more 
difficult in the presence of tri-NAG (Pace & McGrath, 198°) . 
Binding of the inhibitor stabilises the structure reducing the 
size of fluctuations, and shields many groups from the chemical 
denaturant guanidine hydrochloride slowing the denaturation.
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TABLE 3.8 Thermodynamics of Lysozyme-TriNAG Binding
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3.3 Introduction to the Structure and Dynamics of Trypsin
Trypsin is an enzyme consisting of 223 amino acid residues 
with a molecular weight of approximately 24,000, and is a member 
of a family of enzymes, including chymotrypsin and elastase, 
called the serine proteases, because of the presence of -a 
catalytically important serine residue in the active site. These 
proteases all have two domains which surround the hydrophobic 
pocket containing the active serine residue. The other residues 
in the pocket determine the specificity of the enzyme and in the 
case of trypsin only peptides and esters of lysine and arginine 
will bind.
These substrates are hydrolysed by the formation of a 
noncovalent intermediate in the active site followed by attack of 
the ser 195 hydroxyl group to give a tetrahedral intermediate. 
This then collapses to give an acylenzyme with release of the 
amine or alcohol. The acylenzyme then hydrolyses to give the 
enzyme product complex (Fersht, 1977). The mechanism is 
summarised in Figure 3.9 below.
Figure 3.9. The reaction catalysed by trypsin.
E— OH + RCONHR'^E— OH.RCONHR':
O"
E— O— C— R^E— OCOR^E— OH.RCO:H (1.5)
NHR' NH,R' I
E— OH +RCO.H
Normally the CH OH part of the serine residue is rather
2
unreactive, indeed no other serine residue in trypsin is 
reactive, but the presence of a "charge relay" hydrogen bonding
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system increases the nucleophilic strength of this group by a 
3
factor of 10 . This involves the ionised carboxylate group of
Aspl02 being hydrogen bonded to the imadazole ring of His57 which
is in turn hydrogen bonded to the hydroxyl group of Ser 195.
This has the effect of drawing the hydroxyl proton away from Ser
195, through His 57 causing the hydroxyl group of Ser 195 to be a
stronger nucleophile. The hydroxyl proton is then lost to the
imidazole nitrogen as the hydroxyl group attacks the carbonyl
carbon of the substrate to form the tetrahedral intermediate.
The x-ray crystallographic structure shown in Figure 3.10 has the
residues involved in the charge relay system marked.
Trypsin is exceptionally strongly inhibited by a small
polypeptide first isolated by Kunitz called basic pancreatic
trypsin inhibitor (BPT1), consisting of 56 residues, with a
molecular weight of 5,600. This inhibitor binds to trypsin with
one of the largest association constants ever found. Several
experimental results are given in Figure 3.12. The association
constant and the enthalpy of formation are strongly pH dependent 
assoc form
K and A H  both decreasing. It has also been found that
100% inhibition of the active trypsin in a solution occurs at a
mole ratio of 1.07 moles inhibitor for 1 mole of active trypsin,
indicating almost complete association to form the 1 :1 complex
(Keil-Dlouha et al. , 1971).
The x-ray crystal structures of trypsin, BPTI and trypsin -
BPTI complex have all been solved to high resolution (Rigbi,
1971; Ruhlmann et al., 1973) and the results help explain the
very high association constant. The structure of BPTI is shown
in Figure 3.11. The narrow end of the pear shaped inhibitor
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Fig. 3.10 The backbone X-ray structure of trypsin, 
(from Fersht, 1977)
Fig. 3.11 The backbone X-ray structure of BPTI. 
(from Karplus & McCaranon, 1977)
2 45
147
195
214
229
174
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TABLE 3.12
Association Constants for Trypsin and BPTI
Association 
Constant (M ) PH Temperature Ionic Strength Reference
1.667 x 1013 8 2 5°C Vincent and Lazdunski (1972)
1.04 x 1010 8 2 1°C OTM Antonini et al • (1983)
1.6 x 1012 7 . 6 2 5°C Golikov et al (1975)
88
molecule -fits exactly into the hydrophobic pocket of the 
active site in essentially the same conformation as 
a bound substrate. The enzyme inhibitor complex is 
bound together by a covalent bond between the carbonyl
carbon of Lys 15 in the inhibitor and the Xoxygen of Ser 195
to form the tetrahedral complex seen in the third step of the
reaction mechanism Figure 3.9. Numerous hydrogen bonds are
formed throughout the interface area between the trypsin and the
inhibitor further stabilising the complex. Even if hydrolysis of 
Lys 15 does occur the released amine cannot escape from the 
active site because of the bulk of the inhibitor. Hydrolysis of
the inhibitor can only occur if its stability is reduced by 
cleaving a disulphide bond in its structure. This removes the 
conformational constraints in the active site and’hydrolysis
occurs (Wilson & Laskowski Sr., 1971).
The dynamics of trypsin, BPTI and trypsin-BPTI complex have 
been extensively studied by hydrogen exchange techniques while 
BPTI has also been the subject of numerous molecular mechanics
and normal mode simulations primarily due to its small size.
A review covering the early molecular mechanics simulations 
of BPTI which showed small high frequency vibrations about the x- 
ray structure with the appearance of slower collective motions as 
the simulations increased in length, is given by McCammon & 
Karplus (1983). The 132psec simulation by Levitt (1983a,b) 
showed the existence of multiple conformational minima on the
potential energy surface of BPTI in which the molecule would 
perform localised high frequency vibrations as found in the 
shorter simulations, before jumping over some energy barrier to a
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different - minima and conformation were it vibrated about a
slightly different conformation. This behaviour would be
expected in Frauenfelders conformational substates model of
protein dynamics. Swaminathan et al., (1982) analyse the motions
of atoms, residues and groups of residues with the damped
Langevin harmonic oscillator equation (Chandrasekhar, 1943), and
find collective motions of large amplitude occurring with periods
-1
of 1 to 10 psec (3-30cm ). The clearest picture of motions in
BPTI from the computational viewpoint comes from the recent 
normal mode simulations where it is assumed that all atoms are 
moving in a harmonic potential (Brooks & Karplus, 1983; Go et 
al. , 1983 ; Levitt et ad.., 1983 ; Levitt et al. , 1985).
It was found that ignoring anharmonicities in the atomic potental 
had little affect on the atomic motions (Brooks & Karplus, 1983; 
Go et al., 1983). The lowest frequency mode found by Levitt et_ 
al. , ( 1985 ) is shown in Figure 3.13. No simulations of trypsin- 
BPTI complex have been performed but one would expect that the 
low frequency motions of BPTI and presumably those of trypsin to 
be drastically affected.
The hydrogen exchange experiments on BPTI and on the 
inhibitor complex are supported by the computer simulations 
despite the fact that the H exchange experiments are studying 
processes on a much longer time scale than the simulations. This 
is because although the overall exchange rate itself may be 
small, the actual exchange and any motions required for it to 
take place can be very fast. BPTI H exchange has been studied by 
n.m.r. spectroscopy which allows individual hydrogen/deuterium 
exchange rates to be found for all exchangeable amide (N-H)
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Fig. 3.13 One of the low frequency normal modes of 
BPTI. (from Levitt et al, 1935)
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protons. “ It is found that amide protons in the central stretch 
of the ^sheet are very slow to exchange while those at each end 
of the sheet are much faster, though not as fast as those protons 
in other parts of the molecule. Attempts to explain this data 
have used either a global unfolding model where the protein 
structure opens up considerably allowing the solvent free access 
to the amide protons (Wagner & Wuthrich, 1979a,b) with the slowest 
exchange rates being correlated with the most infreguent 
fluctuations, or by a diffusion or "mobile defect" model whereby 
solvent molecules diffuse into the protein at rates which depend 
on the occurrence of small localised fluctuations of the protein 
structure (Matthew & Richards, 1983), the slowest rates then 
being found for "buried" protons.
These two models have both been used in a recent study of 
BPTI (Roder et al., 1985) under a wide range of pfe and
temperature. They conclude that solvent diffusion and global 
fluctuations both occur but their relative importance changes 
with experimental conditions. The /Q sheet core protons which 
exchange very slowly have a high activation energy and require 
large unfoldings, while protons with a low activation energy 
exchange quickly from positions which deviate little from the 
native structure. Solvent diffusion and small fluctuations of 
the protein structure account for the exchange rate of these 
protons. Different sections of the distribution of internal 
motions of the protein, as determined by the proton exchange 
rates, are sampled as the time window studied by the experiment 
changes. Salemne (1982) proposed that secondary structure features 
of BPTI can explain the very slow rate of exchange of the fZ sheet
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core protons. A model of the ft sheet in BPTI is shown to be able 
to undergo very large twisting and stretching motions without 
breaking any of the hydrogen bonds in the sheet, with the result 
that the amide protons are unable to react with solvent molecules 
unless an exceptionally large fluctuation occurs which overcomes 
the activation energy barrier for breaking the hydrogen bonds. 
Conformational restrictions at the ends of the /3 sheet in BPTI 
can explain why the amide protons in these regions exchange more 
quickly than those in the central portion. One could say that 
the sheet can "soak up" a large amount of thermal energy in the 
form of collective motions before any hydrogen bonds have to 
break. These cooperative oscillations would correspond to 
thermally excited low frequency modes which contribute favourably 
to the entropy component of the molecule's stabilisation free 
energy (Sturtevant, 1977). The computer simulation by Levitt 
(1983b) supports this model, even though the time scales are so 
very different, by showing that hydrogen bonds in the helices 
and the ends of the (3 sheet break far more frequently than bonds 
in the central portion of the sheet. Collective motions of the/S 
sheet are also apparent in the simulation.
The importance of secondary structure in determining the
exchange rates is also apparent in a neutron diffraction study of
the extent of hydrogen exchange in a crystal of trypsin which had
been soaked in D 0 for a year (Kossiakoff, 1982). Almost all the
2
unexchanged amide protons were in ft sheet structures implying 
that their activation energy for exchange is much larger than 
typical fluctuations in energy. The depth to which an 
exchangeable proton was buried inside the protein was found to be
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not as important as expected, with 27% of exchanged protons being
more than 4& from the protein surface. Interior cavities in the
protein which exchanged solvent with the exterior solution
freely, were largely responsible for this effect. More
importantly than this depth effect is the effect of secondary
structure, ft sheet structures are so resistant to exchange that
in one instance a well defined D 0 molecule was found to be
2
hydrogen bonded to peptide oxygens adjacent to two unexchanged 
amide hydrogens. For protons most resistant to exchange it is 
clear that the effect of solvent diffusion and small atomic 
fluctuations are negligible when compared to structural effects 
and larger collective fluctuations.
The x-ray temperature factors which are related to small 
atomic fluctuations show no correlation with the extent of proton 
exchange with most exchanged and unexchanged groups having low 
temperature factors. This implies that these factors can give no 
information on large collective motions of the protein, which 
would be infrequent occurrences giving negligible x-ray 
scattering, and which could be crucial to the function of the 
enzyme. Similarly a study by Sternberg et al., (1979) of the
temperature factors of lysozyme gave no indication of any hinge 
bending motions which are presumably present, though rare, since 
the hinge closes when a ligand binds.
The effect of trypsin binding to BPTI on hydrogen exchange 
rates of the inhibitor's /3 sheet amide protons was investigated 
by Simon et al., (1984). It was found that the core protons of
the £H> sheet were only slightly slower to exchange but that the 
exchange of the amide proton of Tyr 35 at the end of the sheet,
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which binds in the trypsin active site, was slowed by a factor of 
3
more than 10 . This implies that the accessibility of this
proton to the solvent is drastically reduced, and that the scale
of fluctuations felt by Tyr 35 is reduced. It is suggested that
this selective slowing is due to the damping out of one or a few
low frequency collective modes of the (3 sheet of the type
considered by Salemme (1982), which would reduce the size of
fluctuations around Tyr 3 5 and remove a lot of the strain of the
hydrogen bonded structure, thus making it more stable and
resistant to hydrogen exchange.
This loss of low frequency modes may possibly be observed by
Raman spectroscopy if the large number of other low frequency
modes do not conceal them. The only low frequency Raman spectrum
published so far of a serine protease is that of oc-chymotrypsin
which is structurally very similar to trypsin (Brown et al.,
-1
1972). This showed a well resolved low frequency band at 30cm
whose shape depended on the method of sample preparation and
which disappeared in the denatured protein. One would expect the 
spectrum of trypsin to be very similar.
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3.4 Introduction to the Structure and Dynamics of Glyceraldehyde 
3-Phosphate Dehydrogenase
Glyceraldehyde-3-phosphate dehydrogenase (GAPDH) is a much 
larger enzyme than lysozyme or trypsin, composed of 4 identical 
pseudo-symmetrically arranged subunits each containing 331 amino 
acid residues giving a total molecule weight of 146,000 (for a 
review see Harris & Waters, 1976). The enzyme catalyses the 
oxidation and phosphorylation of D-glyceraldehyde 3-phosphate to 
1,3 diphosphoglycerate once the coenzyme nicotinamide adenine 
dinucleotide (NADH) is bound, by the following reaction:
Figure 3.14. The reaction catalysed by GAPDH and the structure of 
the cofactor NAD.
H\  <\ / 0P0’
I I
H— C— OH + NAD" + HPO; =  H— C— OH + NADH + H
CH.OPOr CH20P03- (12.11)
NH.
H N -C-C'' ^ HC I lu
c - o - p - 0 - P - o ~ o u
0“ o~
OH OH OH
Each subunit is composed of two domains, one which binds
+
NAD and the other which binds the substrate, and all four
+
subunits are catalytically active. It has been found that NAD
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binding shows positive cooperativity in the yeast enzyme whereas 
the enzyme isolated from rabbit or pig muscle exhibits negative 
cooperativity.
The residue sequence of the domains in the rabbit muscle, 
pig muscle and yeast enzymes have been compared by Jones & Harris 
(1976) who found that 60% of the residues occur in identical 
positions in the three species. Similarly, over 50% of the
sequence is conserved between lobster muscle enzyme and GAPDH 
from the bacterium Th_ aquaticus (Hocking & Harris, 1976).
The three dimensional structure of yeast GAPDH has not yet
been solved, however considering the major similarity in sequence
and physical properties between the yeast and muscle enzymes, it
is reasonable to assume that the crystallographic structures are
almost identical. The highest resolution structures of GAPDH so
far obtained are those of lobster muscle (see Harris & Waters,
1976 for references) and of the bacterium stearothermophilus
(Biesecker et al., 1977; Leslie & Wonacott, 1984). These show
that NAD binds in an extended conformation, to one of the
domains (residues 1-149) in each subunit. This domain consists
mainly of a 6 stranded parallel /S sheet with several helices
+
arranged around the sheet as shown in Figure 3.15. The NAD when 
bound can interact with adjacent subunits via a section of 
antiparallel sheet (residues 179-200) in the catalytic domain.
The catalytic domain consists of residues 149-334, 
lobster muscle GAPDH having 3 more residues per subunit than the 
yeast enzyme, is shown in Figure 3.16. This consists of a 9 
stranded antiparallel /5sheet which forms the main inter-subunit 
contact region and 3 helices, the last of which (residues 313-
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Fig. 3. I d  A sketch of the structure of the NAD binding 
domain of one of the monomers of GAPDH showing the NAD 
bouna. (from Harris & Waters, 1976)
Fig. 3.16 A sketch of the structure of the catalytic 
domain of one of the monomers of GAPDH. (from Harris 
& Waters, 19 76)
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+
334) projects back into the NAD binding domain. The lobster
+
enzyme has been crystallised in the apo enzyme form (no NAD
bound) as well as the holo form shown above, while the B .
stearothermophilus has been crystallised in the holo, apo and 
+
single NAD bound forms. In the lobster enzyme, little
difference between the two forms has been found, except for some
+
minor changes in the NAD binding site and in the antiparallel
sheet in the catalytic domain which is in contact with adjacent
subunits. Movements of up to 1.7 X in this region could be
important factors in the cooperativity (Murthy et al., 1980).
The bacterial enzyme shows rather larger motions with the
o
coenzyme domain rotating by about 4 relative to the catalytic
+
domain, shielding the NAD from the solvent (Leslie & Wonacott, 
1984).
Comparison of the 3 structures of the bacterial enzyme, apo, 
+
single NAD and holo provide evidence for ligand induced
+
sequential conformational changes, since the enzyme with one NAD
bound shows 3 subunits with approximately the apo structure and
the subunit with NAD bound shows the holo structure. The
lobster enzyme may show smaller, similar changes if the single
bound NAD structure could be crystallised, since there is a large
amount of chemical evidence (see Harris & Waters, 1986; Grau,
+
1982 for example) for negative cooperativity of NAD binding
occurring via a sequential mechanism (Koshland et al., 1966) in
both the lobster and bacterial enzymes. In this model the fully
+
symmetric apo enzyme changes conformation as successive NAD
molecules bind, with a consequent change in the affinity for
+
binding the next NAD molecule.
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The *• yeast enzyme on the other hand, shows positive
•f
cooperativity between all four NAD binding sites. This
cooperativity has been analysed with both the sequential model
and the concerted model of Monod et al., (1965). In the
concerted model, two symmetric forms of the enzyme exist, one of
low binding affinity, the other of high affinity which
interconvert at a slow rate. Each tetramer in this model would
have 4 equivalent binding sites unlike the sequential model. The
concerted model for the yeast enzyme is supported by most
experiments that have been done (Harris & Waters, 1976). In all
o
experiments, no cooperativity is seen at 20 or at approximately
pH 7.5 or below. Positive cooperativity appears as either the
o
temperature or pH are raised becoming particularly obvious at 40 
and pH 8.5 .
Small angle x-ray scattering from solutions of GAPDH
-t-
containing varying amounts of NAD (Durchschlag et al., 1971;
Simon, 1971) show that the enzyme volume contracts by 7% on going
from the apo to the holo enzyme and that the radius of gyration
also decreases from 32. lX (Durchschlag et ad.,) 32. 5X (Simon) to
31. 7X (Durchschlag et ad., & Simon). Durchschlag et al., (1971)
show that the volume contraction with increasing saturation of
NAD binding sites is not linear which would be indicative of a
sequential model. The concerted model is the simplest model
which can fit this data.
Jaenicke and Gratzer (1969) used hydrodynamic and spectro
+
scopic techniques to study NAD binding at pH 8.5 and found that
° o
this was non-cooperative at 20 but, at 40 C it was cooperative 
and fitted the concerted model. A plot of concentration of the
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high affinity form of the enzyme versus saturation of NAD binding
sites was non linear which again cannot be due to a sequential
mechanism. The temperature behaviour of the cooperativity could
be explained if the activation barrier between the inactive and
active forms is high or if the relative affinities of the two
+
forms for NAD binding change with temperature.
Sloan and Velick (1973) showed that the protein volume
decreased by 6.3% on going from the apo to the holo enzyme, by
using buoyant density measurements. They also found a
corresponding decrease in the extent of hydration of the protein
+
on coenzyme binding. In other words NAD binding expels a large
number of water molecules from within the enzyme. They found
o
essentially the same contraction whether at 25 C, pH 7.4 where
o
binding is noncooperative or at 25 C, pH 8.5 where binding is
cooperative. They state that this pH affect is due to a change
+
in the affinity of the active form of the enzyme for NAD rather 
than being associated with the allosteric transition from inactive 
active form.
This is also consistent with two detailed studies of the
+
thermodynamics of NAD binding to yeast GAPDH (Velick et al.,
1971; Neikamp et al., 1977). Velick et al., found that binding
o
at pH 7.3 remained noncooperative even at 40 which implies that 
the activation energy for the allosteric transition in the 
concerted model is not responsible for the appearance of 
cooperativity at high temperature. The appearance of 
cooperativity is therefore due to a strong dependence of the 
association constants on pH. Niekamp et al., (1977) show that
cooperativity does not appear at pH 6.5 either, while they
analyse -their binding data at pH 8.5 where cooperativity is 
clear, in terms of both a sequential model and a concerted model. 
The two models fit their results equally well. They find that 
saturation of the enzyme with NAD causes a large negative heat 
capacity change as the temperature increases at all pH's studied 
which implies a strong temperature dependence of AH and AS. The 
negative changes in ZiCp are attributed to a general stiffening 
of the structure, with the expulsion of water molecules, a 
decrease in exposure of hydrophobic groups to the solvent and a 
large decrease in the number of thermally excitable vibrational 
modes. The first two contributions give positive entropy charges 
while the third one gives a negative entropy contribution. Since 
the experimental entropy changes are negative, the third 
vibrational contribution must be the most important. These 
changes in heat capacity and entropy are analysed further in 
Sturtevant (1977).
+
Equilibrium dialysis results for NAD binding, due to Cook
and Koshland (1970) w ere found to fit a sequential model of the
o
cooperativity at pH 8.5 and 40 C rather than a concerted model.
Whether or not the positive cooperativity displayed by yeast
GAPDH at high pH can be explained by a sequential model where 
+
NAD binding induces consecutive conformational and dynamic
changes or by a concerted model where the enzyme exists in high
and low affinity forms is still an open question, though most of
the experimental results are in favour of a concerted model.
+
If the NAD binding does cause a loss of low frequency 
vibrational modes of the protein as well as the gross 
conformational change, then this may be observable with Raman
102
spectroscopy. As far as I am aware no Raman spectroscopic
studies of GAPDH have been reported in the literature.
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CHAPTER 4
EXPERIMENTAL METHODS
4.1 Introduction
-1
Vibrational modes of low frequency ( <. 200cm ) are most
easily studied by Raman spectroscopy of solids. Infra-red
spectra and inelastic neutron scattering spectra in this
region are difficult to obtain, whereas Raman spectra of low
and high frequency regions can be obtained easily on one
spectrometer. Solutions are difficult to study at low
frequency with Raman spectroscopy because of the broad intense
Rayleigh wing extending out from the laser excitation line at 
-1 -1 
0cm to more than 100cm . This scattering is mainly' due to the
random rotational motion of the solvent molecules, which is
absent in solid samples allowing spectra to be recorded to within 
-1
10cm of the exciting line.
Four molecules, one organic allosteric model compound, two 
enzymes which bind one ligand each and an enzyme which binds up 
to four ligands cooperatively, were studied in various states of 
ligation to determine if there were any changes in the low 
frequency spectra which would indicate a protein dynamics 
contribution to binding and allostery. The three enzymes studied 
were lysozyme, a small bi-lobed globular enzyme which binds an 
inhibitor tri-N-acetyl glucosamine between the two lobes possibly 
affecting the relative motion of the lobes; trypsin, a small 
globular protein which binds a large natural polypeptide 
inhibitor with one of the largest association constants known;
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and glyceraldehyde-3-phosphate dehydrogenase, a large enzyme 
composed of four subunits which shows positive cooperativity 
under some conditions when binding the coenzyme nicotinamide 
adenine dinucleotide.
4.2 Theory of the Raman Effect
Raman spectroscopy is the study of light inelastically 
scattered by the electronic distribution of molecules. The 
scattering process changes the frequency of the light and the 
shift in frequency corresponds to the frequency of an electronic, 
vibrational or rotational energy level of the molecule. The 
effect was first seen by Raman and Krishnan (1928) and 
independently by Landsberg and Mandelstam (1928). This study is 
only concerned with vibrational energy levels. Using a 
monochromatic light source and measuring the changes in the 
frequency caused by the scattering process a vibrational spectrum 
showing the frequencies of all Raman active normal modes of the 
molecule can be obtained.
When the incident light wave interacts with the electrons of 
the molecule, the electromagnetic field of the light exerts a 
force on the electrons and displaces them. The Raman effect is 
only observed when these displacements result in a change in the 
electronic y U , in the molecule. Under most
conditions it is reasonable to assume that /*. is proportional to 
the electric field strength
where go is the electric polarizability tensor. Writing in all 
the x, y and z components of yiA- , * anc^  ^ Uives 3
equations
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If the light is monochromatic of frequency co, and plane polarised
in say the Z direction, then only E is not zero
0 z
E-2. ~ 00<>Lot
By using the normal coordinates of the molecule to define the 
displacements of electrons involved in a particular molecular 
vibration, tj^ i, , which can be written as
Ar(t) -
and expressing the time dependent polarisability of the electrons 
involved in this vibration in the form of a Taylor series
= C>C2.'Z. ^
where the 0 subscript indicates the equilibrium position, it is 
easy to show that M ^ { t ) has three components
(t) - + j- ( E°
-H ^  ( i W ^ A r ^  E* (w- c^vJo)t 
V /„
The first component is the Rayleigh scattering component where 
the induced dipole radiates energy at the same frequency as the 
incident light. In other words the light has been scattered 
elastically.
The second component shows that some scattered light has a 
frequency higher than the incident light by an amount 
corresponding to a vibration of the molecule while the third 
component shows that light is also scattered at a frequency lower 
than the incident light. These are termed Anti-Stokes and Stokes
scattering- respectively.
From a quantum mechanical viewpoint these three components 
correspond to vibrational transitions from within the ground 
electronic state. Rayleigh scattering corresponds to a 
transition from the ground vibrational level to itself via a very 
short lived high energy intermediate state, while Stokes 
scattering corresponds to a transition from the ground 
vibrational level to the 1st excited vibrational level with the 
emission of a photon with lower frequency than the incident 
photon. Anti-Stokes scattering is the reverse of Stokes 
scattering and one can see that the intensity of Anti Stokes 
scattering will be lower than the Stokes scattering because of 
the lower population of the excited states as determined by the 
Boltzmann distribution. The classical theory given above does 
not predict this intensity difference.
The quantum mechanical theory of Raman scattering starts
with the definition of a real transition electric dipole moment
-Lt>oh
between two molecular states m and n with wave functions T^e. 
u/
-f C m ' l / x . c J r V )
\ ' mn
where * means complex conjugate and | and I r\')> are the 
molecular wavefunctions perturbed by the radiation field. See 
Barron (1982) for a full detailed discussion of the theory of 
Raman scattering. These wavefunctions are written as the sum of 
the original unperturbed wavefunction and a weighted sum of all 
other molecular wavefunctions.
Using the- time dependent Schrodinger equation, with the perturbed
o o iwt -iwt o
Hamiltonian H 1 = H "yyUgEje + e ) where H is the
Hamiltonian in the absence of the radiation field (E* = E* 
iwt -iwt fi
(e + e the coefficients and b ^  can be calculated to
give
■0 = |n> + A  L  ^  E°, . O k y O d j ;  j> -tLJ te,
where
|m') and the complex conjugates are calculated in a similar 
fashion.
%■
lA-O and <1 laO can then be calculated in a
2,
straightforward fashion and if terms in E^ are ignored then one 
obtains:
( )  - < /v\ lyou*. I n)>
z f c T
+- 1
^  it*
<m|/^PC| j>C j c° „
AL “ 0-2 ^
< m|/A.4l j>< j ^  + Ot
0'-2jt^. 0-2
' f 'x+ complex conjugate terms calculated from <Cw\ y
The first term and its complex conjugate describes spontaneous 
radiation of frequency to^from an excited state n to a lower 
state m. Terms with a frequency dependance ( o ; + u ; ^  ) describe 
induced emission of two photons, of frequency and o_? from
an excited state n to a lower state m and are not discussed
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further.- The terras with frequence dependence ( u; - give 
rise to Rayleigh scattering when m = n, Stokes Raman scattering 
when m > n and anti-Stokes Raman scattering when m < n.
Therefore the transition dipole moment giving Raman 
scattering can be written as:
( aa- \ — . I - y  | j’X.iI/A4I vy\\ / ^ / j \ r \ > C jr0
2."K L— [_ U A - — UA Uj ■ £
+ complex conjugate 
By rearranging this expression, using the properties of complex 
numbers, into real and imaginary parts and an identity due to 
Barron (1982) one can then write
of t
where £3 { C- +■ ^
/  1___________
and ~ 2^K 2—
Re_ (.< vvvi/'O iXJ j Xi!./'tJnv>
4- (2. oot (< m  1/^ *1
1
wvtrv Z . K  X  ( C O -  4 - ^ )
J J
X j"( UO-K4-OOj^lKvx i X j  I r ^ s K ^ - t - ^ ^ X /s 'J X  jl>ocK>)
iXiX/slXX^I/A^UXj X X  X>) 
The first terms in and are symmetric with respect
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V
/
to interchange of subscripts while the second terms are 
antisymmetric. The symmetric parts give normal Rayleigh and 
Raman scattering while the antisymmetric parts, which are usually 
zero, can give rise to anomalous intensity ratios between 
polarised and depolarised bands.
The intensity of light of frequency scattered
from a molecule which is much smaller than the wavelength of the 
light is proportional to as determined by the Rutherford
scattering formula for the scattering of small particles.
The Raman intensity can therefore be written
Scattered Intensity = C( uj + f t ]>_ j (
where C is a constant and I is the incident light intensity.
o
The use of the above theory and the analysis of Raman
spectra of biochemical compounds is fully described by Carey
(1982) .
Raman Spectrometer
A sketch of the main experimental components used for 
recording Raman spectra is shown in Figure 4.1.
The Spectra Physics 171 argon ion laser emits an intense 
monochromatic, plane polarised lightAat several useful visible 
wavelengths with considerable power. The two strongest lines at 
488nm and 514.5nm were used throughout. The laser beam is guided
through a plasma line filter which removes the large number of
weaker laser emissions which are present alongside the main laser 
beam. The filter consists of a sandwich of several different 
quartz filters and a different filter is required for each laser 
line. The 488nm filter successfully removed all but the 2 lowest
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Fig. 4.1 A block diagram of the apparatus used for 
recording Raman spectra.
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-1
frequency- Stokes plasma lines at 37 and 103cm , while the
514.5nm filter suppressed all the Stokes plasma lines. Neither
filter removed the anti-Stokes plasma lines, however the lines at 
-1
-60 and -136cm in the 488nm spectra did not interfere with the
-1
anti-Stokes protein spectra. The line at -17cm in the 514.5hm
spectra made recording of anti-Stokes protein spectra impossible.
The laser beam is then focussed onto the solid sample by a short
focal length lens. The power of the laser beam at this point
could be measured with a Spectra-Physics power meter and was
usually between 30 to 50m watts.
The most convenient way of mounting the samples, which were
all powders, was found to be packing them into the ends of small
Allen bolts. The bolts were then attached to a rod mounted on a
o
moveable platform with the surface of the powder at a' 45 angle 
to the laser beam and to the collecting lens. The samples could 
then be changed easily and positioned consistently. The moveable 
platform was adjusted until the maximum signal as shown on the 
photon counter was obtained.
In many systems the scattered light passes through a 
Polaroid sheet before going through the collecting lens. This 
allows depolarisation studies to be performed. However, powder 
samples usually destroy the polarisation of the beam and in this 
case the polariser would only reduce the amount of Raman signal 
reaching the detector. The polaroid was removed to increase the 
amount of light going through the collecting lens into the
spectrometer and hence most of the spectrum shown later are
unpolarised. The lens focuses the scattered light onto the
narrow entrance slit of the Coderg T800 triple monochromator.
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The path- followed by the light inside the spectrometer is shown 
in Figure 4.2.
The three monochromators are arranged so that the dispersion of
the light from each diffraction grating adds together, while the
four adjustable slits cut down the amount of stray light in the
spectrometer that can reach the detector. The diffraction
gratings can rotate at various set rates such that the dispersed
light is scanned over the slits and the detector at a rate which
is linear in wavenumbers. The width of the slits controls the
"bandpass" and resolution of the instrument. The spectral
-1
resolution in cm is the full width at half height of an 
infinitely sharp line as recorded by the spectrometer and gives 
the minimum separation between Raman bands necessary for them to 
be resolved individually. The resolution can be determined from 
a chart showing scanning rate, slitwidth and laser line supplied 
with the instrument.
The dispersed light then passes out of the Coderg onto the
photosensitive front of an EMI 9594B photomultiplier enclosed in
a Products for Research thermoelectric cooled chamber. When a
photon strikes the photosensitive cathode an electron is emitted
inside the tube which is accelerated by a strong electric field
down the tube towards the anode. The electron stikes a number of
positively charged anodes made of CsSb which then emit secondary
electrons. In a very short time a cascade of electrons is
produced which when it reaches the anode at the end of the tube
produces a measurable electric pulse. The cooler operating at 
o
"40 c is necessary to reduce the thermal noise of the PM tube to 
negligible levels which normally prevents weak signals from being
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4.2 A diagram of the lightpath through the Coderg 
spectrometer.
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detected. - The noise level in the tube used in this work was 
reduced by 3 orders of magnitude by the cooler. The electric 
pulse is then amplified by a SSR Instrument Co. Model 1120 
preamplifier discriminator before reaching the SSR Instr. Co. 
Model 1110 Digital Synchronous photon counter. This small
computer integrates the amplified pulses received in a preset
time to give a measure of the intensity of the scattered light. 
The preset time is chosen so as to obtain a good signal to noise 
ratio taking into account the scanning rate and resolution of the 
Coderg. A simple empirical formula for choosing this time is
given in Carey (1982).
-1
preset time (sec) x scan speed (cm /sec) ^  0*2.5'
spectral resolution (cm )
The signal from the photon counter is then recorded on an
Oxford Instruments 3000 series chart recorder and on an Apple II
Europlus 8 bit microcomputer. The Apple computer stored the 16
bit signal from the photon counter as two 8 bit numbers by using
a circuit board built by Dr. K. Tyler, which was then analysed
and stored later using software written by Dr. A. Cooper.
Due to the excellent resolution and high stray light
rejection characteristics of the Coderg, Stokes Raman spectra
-1
should have been obtainable as close as 10 cm from the exciting
-1
line, however, a broad spurious band was found at 'v'25cm , in the
same region as the expected low frequency protein bands. This 
band did not appear on the anti Stokes side of the exciting line 
and was visible in several unrelated compounds such as lysozyme, 
magnesium oxide and n~acetyl-glucosamine. It seems most likely 
that this ghost band is due to small errors on the diffraction
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gratings -(Richardson, 1969). The position of the band and the
fact that it appears on one side of the exciting line only
suggests that it is due to random changes in the spacing of the
diffraction grating. These errors produce extra, sharp lines
called "satellites" which, if they are numerous, can merge
together to form the broad low frequency ghost found in this
spectrometer. The ghost did not interfere with the spectra of
the allosteric model compound which was much more intense and had
no bands in the same region as the ghost, but it made recording
of low frequency Stokes spectra of proteins impossible, so the
anti-Stokes low frequency spectra of the proteins were recorded
instead. The intensity differences at low frequencies between
Stokes and anti-Stokes bands due to the Boltzmann factor are
-1
small up to ~ + 100cm , but any Raman bands 'at higher
-1
frequencies up to + 200cm might not be visible in the anti
-1
Stokes spectrum. Stokes spectra of the proteins between +100cm 
-1
and + 200cm however showed no features that were not also seen 
in the anti Stokes spectra.
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4.3 Protein Sample Preparation
Hen egg white lysozyme, bovine trypsin, yeast
glyceraldehyde-3-phosphate dehydrogenase (GAPDH), bovine
pancreatic trypsin inhibitor (BPTI), tri-N-acetylglucosamine
(tri-NAG), micrococcus Lysodiekticus dried cells, p-nitrophenol-
p' -guanidinobenzoate, (NPGB) sodium barbital (veronal) and
nicotinamide adenine dinucleotide (NAD) were all purchased from
the Sigma Chemical Company and were stored, with the exception of
o
veronal, dessicated below 0 C. All reagents used were analytical 
grade and distilled water was used throughout.
UV spectra and assays were recorded on a Pye-Unicam SP1800 
spectrophotometer. Protein solutions were frozen with liquid 
nitrogen and then freeze dried for 6 to 8 hours on a vacuum line 
connected to an Edwards rotary pump.
4.3.1 Lysozyme and Lysozyme-Tri-NAG preparation
50mg of lysozyme was dialysed to remove the sodium salts by 
dissolving it in 5ml of 0.1M ammonium acetate buffer, pH 5 -
5.25, contained in a length of presoaked dialysis tubing which 
was then immersed in a large stirred volume of the buffer for 
approximately 4 hours. If left for too long, the lysozyme, being 
fairly small, would start to diffuse through the tube and be lost 
in the large buffer volume. The dialysed solution was recovered 
and freeze dried.
The 1:1 lysozyme-tri-NAG complex was prepared by taking lmg 
of tri-NAG and 20mg of the dialysed freeze dried lysozyme, thus 
ensuring a slight excess of inhibitor, and dissolving them in 
0. 3ml of the acetate buffsr. The sample was freeze dried for 8
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hours giving a dry white power which was stored below 0 C in 
a dessicator.
The enzymatic activity of the dialysed, freeze dried 
lysozyme, the lysozyme-tri-NAG complex and of the lysozyme as 
supplied was determined by measuring the initial rate of change 
of absorbance at 450nm when an aliquot of the enzyme was added to 
a suspension of Micrococcus Leisodeikticus cells. The assay was 
performed by dissolving the enzyme or enzyme complex in 0.066M 
phosphate buffer pH 6.24 to obtain a concentration of about
0.2mg/ml. 0 .1ml of this solution was then mixed rapidly with
2.5.ml of the lysodiekticus suspension, having an optical density 
at 450nm of between 0.6 and 0.7, in a 1 cm path length cuvette. 
The absorption change was then measured for several minutes 
against a reference cell containing phosphate buffer only. The 
initial rate of change was estimated by drawing a line through 
the first part of the curve and extrapolating it to find the 
change in absorbance in 1 minute. This figure was multiplied by 
1000 to give the number of units of enzyme activity in the 0 . 1  
ml sample. To determine the activity in units per mg of protein, 
the exact concentration of the 0 .2mg/ml solution was found by 
measuring the absorbance of the enzyme solution at 280nm where 
the absorption coefficient is 26.5 per mmole (Cooper, 1974) and 
calculating the concentration using the Beer-Lambert Law. The 
absorption spectra of the lysozyme samples are shown in Figure 4.3 
Results
The uv absorption spectra at 450nm used for the assays are 
shown in Figure 4.4 and the results are tabulated in Figure 4.5.
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Fig. 4.3 U.V. absorption spectra of dilute lysozyme 
solutions in 0.1M ammonium acetate buffer pH5.
a. lysozyme as supplied
b. lysozyme after freeze drying
c. lysozyme-tri-NAG complex after freeze drying.
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Fig. 4.4 Absorption changes in a dilute suspension of 
Micrococcus Lysodeikticus cells on addition of lysozyme 
as described in the text,
a. lysozyme as supplied
b. lysozyme after freeze drying
c. lysozyme-tri-NAG complex after freeze drying.
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TABLE 4.5
Lysozyme and .Lysozyme-TriNAG Assays
Absorption 
at 28o nm
Lysozyme 
Cone.(mM)
Change in Absorption 
per minute at 450nm Activity *
Lysozyme 
(as supplied) 0 .399 0 .015 0.424 19000
Lysozyme 
(freeze dried) 0.371 0 .0143 0.390 19000
Lysozyme-TriNAG 
(freeze dried) 0 .379 0.0140 0.435 20000
^Activity = AA^^ x 10000-1 limn__________________
Lys.conc. x Lys.molec.wt
The accuracy of these activity values are very low because 
of the rather arbitrary way in which the O.D. at 450nm is
measured. However it can be seen from the shape of the complete 
absorption curves that rates of reaction are similar' for all 3 
samples, showing that the dialysis and freeze drying of the 
lysozyme has not affected its properties. The high activity 
obtained for the lysozyme tri-NAG complex and the lack of
inhibition by the tri-NAG is due to the very low concentrations
of inhibitor present in the reaction cuvette. This leads to
neglible formation of the enzyme-inhibitor complex under the 
assay conditions leaving the enzyme almost fully available for 
hydrolysing the lysodeikticus. However, the lysozyme-tri - NAG 
complex will form under the conditions of higher concentration 
used for making the Raman samples. Freeze drying will not remove 
the tri-NAG because of its high molecular weight.
1-
4.3.2 - Trypsin and Trypsin-BPTl Preparation
10 mg of trypsin was dissolved in 0 .2ml of 0 . 1M ammonium
acetate, pH 8.09 and freeze dried. It was not thought to be
necessary to add a small amount of CaCl to the solution to limit
2
the extent of auto digestion of the trypsin which reduces the
solutions activity because the solution was frozen immediately
after its preparation. The CaCl would not have been removed in
2
the freeze drying process and may have interfered with the Raman 
spectra. The results of the activity assay (see later) show only 
a small loss of activity on freeze drying.
1. 7mg of BPT1 and 7. 7mg of trypsin, which gives 
approximately a 1 : 1 molar ratio, were dissolved in 0 .2ml of 
ammonium acetate solution as described for trypsin. The very 
large association constant for trypsin-BPTI binding assures 
almost complete association with the high protein concentrations 
used.
The method of Chase, Jnr. and Shaw (1967) was used to measure
the activity of the freeze dried trypsin and trypsin-BPTI
preparations in solution relative to the activity of a sample of
trypsin as supplied by Sigma. This method measures the amount of
p-nitrophenol released by the hydrolysis of NPGB by trypsin which
is directly related to the concentration of active trypsin. A
solution of veronal buffer was prepared by making a 0 .1M solution
°f veronal which was then adjusted to pH 8.3 by addition of
concentrated HCL. A solution of 0.001M HCL and 0.02M CaCl and a
2
solution of 0.01M NPGB in dimethyl formamide were also prepared,.
The assay was performed by taking enough trypsin or trypsin BPTl
-5
complex to make a 5 x 10 M solution when dissolved in 0.98ml
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buffer and lOul of the HCL/CaCl solution. This required 1 2mg
2
of trypsin and 1.5mg of the trypsin-BPTI complex. This solution 
was placed in a 1 ml cuvette of 1 cm pathlength. The reference 
cell in the spectrometer contained 0.98ml buffer, lOul HCL/CaCl
2
and lOul NPBG in dimethyl formamide. A reference base line ‘at 
410nm was recorded using the protein solution and the reference 
solution. lOul of the NPBG solution was then added to the cuvette 
holding the protein solution, mixed rapidly and placed in the 
spectrometer. The absorbance at 410nm which measures the amount 
of the red p-nitrophenol molecule released on hydrolysis of the 
colourless NPBG ester, was recorded for several minutes. 
Essentially all the p-nitrophenol is released in a fast initial 
burst during the mixing to give a jump in the absorbance followed 
by a further slow increase in absorbance due to other slow 
hydrolysis processes which can be ignored. No extrapolation of 
absorbance to zero time was felt to be necessary due to the very 
small change in absorbance after the initial burst.
Results for Trypsin and Trypsin BPT1
The UV absorption changes at 410nm found when NPBG was added
to solutions of trypsin as supplied, freeze dried trypsin and
freeze dried trypsin-BPTI are shown in Figure 4.6. The
concentration (molar) of active trypsin in the 50uM protein
solutions is calculated by measuring the optical density from the
baseline to initial point after the burst of nitrophenol
-5
production and multiplying this figure by 6.025 x 10 . The
results are summarised in Table 4.7.
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Fig. 4.6 Absorption changes caused by the addition of 
NPGB to trypsin solutions.
. trypsin as supplied 
. trypsin after freeze drying
c. trypsin-BPTI complex after freeze drying.
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TABLE 4 . 7
T r y p s i n  and Txypsin-Inhibitor Complex Assays
Absorption Active Trypsin Cone, mol 1 1 % activity
Trypsin
(as supplied)
0.38 2.29 x 10"5 100
Trypsin
(freeze dried)
0.32 1.93 x 10 ^ 84
Trypsin-BPTI 
(freeze dried)
0 .232 1.40 x 10~D 61
From these results one can see that the trypsin is being 
inhibited by BPT1 and that the activity of the freeze dried 
complex is approximately 70% of that of the freeze dried trypsin 
in solution. This indicates that perhaps not quite enought BPT1 
was added to the trypsin to produce a 1 : 1 mixture when freeze 
dried or that it has partially dissociated under the assay 
conditions. However the results do show that the inhibitor is 
bound to, rather than just mixed with, the trypsin in the freeze 
dried sample.
4.3.3 GAPDH and GAPDH-NAD Preparation
lOmg of the enzyme was dissolved in 2ml of 0.1M ammonium 
, acetate, pH 6.95, and placed in dialysis tubing which had been 
softened in distilled water. This solution was dialysed against 
a large volume of ammonium acetate solution for approximately 4 
hours, in order to remove the citrate salts. The enzyme solution 
was then recovered and placed in a flask. The solution was
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frozen, attached, to the vacuum line and freeze dried for 7 hours. 
The white solid recovered was used immediately for Raman 
spectroscopy.
The dehydrogenase -(NAD) complex was formed by dissolving
4 +
5mg of undialysed dehydrogenase and lmg of NAD in 0.3ml of 0.174
ammonium acetate, pH 6.94. The amount of NAD added was
sufficient to give a ten fold excess for each binding site on the
enzyme, which should ensure that essentially all the enzyme
+
molecules have at least one NAD molecule bound if the
5 -1
association constant is of the order of 2 x 10 M (Velick et
al., 1971). If the concerted model of allostery is appropriate
for this enzyme then the largest conformational and dynamic
+
changes should be seen when the first NAD molecule binds. This
solution was then frozen and freeze dried for 9 hours to give an
"off-white" solid.
UV absorption spectra of 2.6mg of undialysed dehydrogenase
+
and 1.6mg of GAPDH-NAD complex, each dissolved in 0.5ml of 0.1M
ammonium acetate, pH 6.95, were recorded on the Pye Unicam SP-
1800 spectrophotometer. Figure 4.8 shows the uv absorption
spectra of GAPDH as supplied by Sigma, and of the freeze dried 
+
GAPDH-NAD complex, each dissolved in 0.5ml 0.1M ammonium
acetate, pH 6.95.
GAPDH shows a large peak at 280nm typical of tryptophan and
tyrosine absorptions. The ratio of absorbance at 280nm to that
+
st 260nm should be 2:1 if there is no residual NAD bound to the
enzyme. In this case the ratio measured from the baseline is
+
1*78 to 1 indicating that some NAD is present in the preparation 
supplied by Sigma. This ratio could have been improved by
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Fig. 4.8 U.V. Absorption spectra of GAPDH as supplied and 
after the addition of NAD.
1 2 7
chromatographic separation if more sample had been available.
Cook and Koshland (1970), however used a sample of GAPDH with a
ratio of only 1 . 8 to 1 and still obtained satisfactory results.
+
Binding of NAD to GAPDH produces a characteristic shift in
the absorbance maximum to 260nm, which is unique among the family
of dehydrogenases. This shows clearly in the spectrum and
indicates that the sample used for the Raman study is GAPDH with 
+
NAD bound.
4.3.4 Preparation of Partially Ligand Allosteric Bicyclic
Crown Ethers
Small amounts of the unliganded and fully liganded samples
supplied by Prof. Rebek were prepared in KBr discs and their
infra red spectra recorded on a Perkin-Elmer I.R'. spectro-
-1
photometer between 200 and 4000 cm . Raman spectra of samples
ground to a fine powder and packed in glass capillaries
-1
or Allan bolts were recorded from 10 to 1700 cm . These spectra
were recorded before the photomultiplier cooling unit was fitted
- 1
and only the 200 to 1700 cm spectrum of the unliganded compound 
was of a better quality than those recorded with the cooled PM 
tube.
The remaining unliganded sample was used to make several 
partially liganded samples to see if a spectrum of the singly 
liganded complex could be obtained. Ligand to macrobicycle 
ratios of 0 .5 :1 , 1 :1 , 1 .5 : 1 were prepared, as well as a fully
liganded 2 : 1 sample and an unliganded 0 : 1 control sample.
42.8mg of Hg(CN), was dissolved in 5ml of Aldrich Gold Label 
spectroscopic methanol. 0.5ml of this solution contained enough
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ligand t© fill 25% of the binding sites of a 20mg sample of the 
unliganded polyether. The various ligand to polyether ratios 
were obtained by adding the appropriate amount of the ligand 
solution to 20mg of the unliganded ether and making up to 2ml 
total volume with more methanol. These solutions were left for 
approximately 10 minutes to allow equilibrium to be reached then 
they were frozen by immersing the flask in liquid nitrogen and 
attached to a vacuum line with a liquid nitrogen cold trap and a 
Gene-Vac rotary vacuum pump. The pressure in the line could be 
checked with a Pirani gauge. If the sample was not frozen before 
exposing it to a vacuum, very rapid boiling would occur with a 
possible loss of sample in the vacuum line, as the liquid to 
vapour equilibrium was reached. The methanol and any other 
volatile impurities evaporated in about one hour leaving a thick 
oil for the 0 : 1 and0 .5 :l samples and a white solid for the other 
samples. The thick oil would solidify to give a waxy solid if it 
was scraped with a spatula. A small amount of ( 1ml) of Analar 
Ethyl Acetate (Aldrich) was then added to the samples. When this 
was vacuumed off and then repeated a white, slightly waxy, solid 
was recovered for the 0:1 and 0.5:1 samples and a white 
crystalline powder for the other samples.
When the samples were ground up and placed in an Allen nut
sample holder in the spectrometer it was found that they all
fluoresced strongly,. This decreased with time to a neglible
level with the 1 :1 , 1 .5 : 1 and 2 : 1 samples but persisted with the
0'1 and 0.5:1 samples, Raman spectra of these last two samples
- 1
were of poor quality above 200cm particularly the 0 : 1 spectrum 
hence the spectrum of the original unliganded compound is shown.
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CHAPTER 5
Raman and Infra-Red Spectroscopy of the Allosteric Model 
Compound
5.1 General notes on the Spectra of the Unliganded and Fully
Liganded Compound
The macrobicylic ethers will be referred to by their state
of ligation i.e. 0 / 1 for the unliganded molecule and 2 / 1 for the
fully liganded molecule with two mercury cyanide ligands bound.
The intermediate ligand/ether molecules prepared will be referred
to as 0.5/1, 1/1 and 1.5/1.
Figure 5.1 shows the low frequency Stokes Raman spectra of
all the bicylic ethers supplied or prepared as described in
section 4.4. Figure 5.2 shows the high frequency Raman spectra 
- 1
(>200 cm ) of the 0/1 compound as supplied by Prof. Rebek and of 
the 2/1 compound prepared in section 4.4 Figure 5.3 gives the 
high frequency Raman spectra of the 0.5/1, 1/1 and 1.5/1 samples
and Figure 5.4 the infra-red spectra of the 0/1 and 2/1 
compounds. The vibrational frequencies of all the Raman and 
infra-red bands of the 0/1 and 2/1 samples are given in Figure
5.5.
The bands seen are approximately assigned by comparing them 
with spectra of biphenyl, 18-crown-6 with and without a ligand 
coordinated in the centre of the crown ring and with general
information on vibrations of organic molecules (Dollish et ul.,
1974 ; Bree et al. , 1971; Takeuchi et al. , 1981; Pouchert, Dale, 
1957; Fouassier & Lassegues, 1978; McLachlan, 1974; Wulfsberg & 
weiss, 1977; Nyquist & Kogel, 1971; Jones, 1957; Melson, 1979).
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Accurate assignments would only be possible if a series of 
macrobicyclie compounds or the isotopically substituted compound 
were available for study or if a computer normal mode calculation 
was available.
The Raman spectra of the 2 molecules are completely
-1
different below about 450cm which is the region where
vibrations are thermally excited and involve large parts of the
molecule thus allowing the possibility of communication between
the two binding sites by frequency changes on ligand binding. At
higher frequencies the normal modes will involve motions of
smaller groups of atoms and one might expect ligand binding to
simplify the high frequency spectra, particularly of vibrations
of the two crown rings, by restricting the modes of coupling
between groups. Modes involving the biphenyl group should be
relatively insensitive to ligand binding as no bonds are formed
between the ligand and the biphenyl, whereas modes due to the
crown CH groups coupling to each other through the intervening 
2
oxygen atoms will become decoupled. This causes the two coupled
modes to move closer together in frequency towards their natural
frequencies. If these natural frequencies are the same then the
two peaks in the 0/1 compound will merge to become one. This is
particularly evident in the I.R. spectra where several doublets
- 1
and the multiple bands around 1120cm in the 0 / 1 molecule become 
single bands in the 2/1 complex. The Raman spectra show changes 
in the relative intensities of several groups of bands. The bands 
are tentatively assigned to group modes predominantly of the
crown ring CH and COC groups.
2
131
l A
1JJX
s
i / i
\
lyv
\
0-5/1
0/1
-1______1______I______I______1------L. _____I_____L.
lo 3 o S O 70 <30 I lo 13 0  ISO
F R E Q U E N C Y  c m'1
170  1^0
Fig. 5.1 Low frequency (1Q-20Q cm"M Raman spectra of the 
0/1, 0.5/1, 1.5/1 and 2 / 1 macrobicyclic ether compounds. 
Recorded with 20-45 mW of 514.5 nm radiation, 250 micron 
slitwidths at 10cm_1/min with time constants of 1 . 2 or 
3 seconds.
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Fig. o.i High frequency (200-1650 cm ) Raman spectra of 
the 0/1 and 2/1 compounds. Recorded with 330 and 200 mW 
of ol4.o nm radiation, oOO micron slitwidths at 50 cm- /min 
and 2o cm“1/min with time constants of 1 and 2 seconds.
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Fig. 5.3 High frequency (200-1650 cm" ) Raman spectra 
of the 0.5/1, l/'l and 1.5/1 compounds. Recorded with 
200,200 and 30 mW of ol4.5 nm radiation, 500 micron 
slitwidths at 2 d ,50 and 25 cm-^/min with 2,1 and 3 
second time constants.
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Table 5.5 Vibrational frequencies of Raman and infra-red bands for the 
unliganded and fully liganded macrobicyclic ether
3nlisanded (cm ) Liganded Unliganded Liganded
— 1722- I.R. 1722 I.R. 889
1690 I.R. 880 I.R. 880 1.1
1627 I.R. ^ 1627 I.R. 878
1599 1598 I.R. 874 I.R.
1595 I.R. 1592 842 847
1586 839 I.R. 840 I.]
1573 I.R. 1574 824 825 I.
1482 I.R. 820 I.R. 824
1474 1478 817
1469 I.R. 1468 i .r . 812 I.R.
1466 804 801
1450 I.R. 800 I.R.
1445 1447 793 790 I.
1442 I.R. 785 I.R. 785 I.
1432 784
1410 I.R. 779 I.R.
1390 1390 768 I.R. 768
1385 I.R. 1390 I.R. 763 765 i:
1373 I.R. 1370 I.R. 760 I.R. 760 1.
1360 1355 750 I.R
1355 I.R. 1353 I.R. 710 I.R. 718
1347 I.R. 1346 I.R. 708
1291 1292 641
1290 I.R. 1288 I.R. 629 I.R.
1275 1269 605 609
1253 1250 604 I.R. 601
1248 I.R. 1245 I.R. 597 I.
1243 1234 574 I.R. 580
1218 1220 565 565 I.R.
1215 I.R. 548
1167 1174 545 I.R.
1165 I.R. 1160 I.R. 531 535
: 1149 521 I.R. 523 I.R.
1137 I.R. 518 518
1134 1135 508 I.R. 511
1120 I.R. 467
1110 I.R. 1110 I'.R. 452 451
1100 450 I.R.
1100 I.R. 432 I.R.
1094 I.R. 1092 427 430
1086 1088 I.R. 408 406
1070 I.il. 400 I.R.
1060 392
1048 I.R. 383
1042 1040 357 354
1 1032 I.R. 1035 I.R. 345 I.R. 342 I.R.
1028 338
1015 I.R. 1008 I.R. 319 316
1004 1006 289 287
996 991 277
995 i.r . 987 I.R. 258
973 i .r . 244
970 i.r . 235 234
949 946 173
943 I.r . 945 I.R. 137
929 925 93 100
•9l7 I.R. 925 I.R. 62 70
908 52
9°8 I.R. ^ 30-50? 36
5.2 Assignments of Raman and I.R. Bands for the 0/1 and 2/1 
compounds 
- 1
0-450cm
Both the 0/1 and 2/1 compounds possess two intense, very
-1 -1 -1 -1 
broad bands at 62cm and 93cm and at 70cm and 100cm
respectively. These bands may be composed of several vibrational
modes as well as rotational and translational vibrations of the
whole molecule in the crystal lattice. The broad sloping shoulder
in the 0 / 1  molecule may be converted to the more well defined
- 1
shoulder at 52cm in the 2 / 1  molecule and the long shallow
- 1
tail of the 93cm band may mask a band which becomes the 
- 1
137cm band in the 2/1 compound. This band becoming visible 
when the structure is stiffened on ligand binding. These bands 
of the 0 / 1  and 2 / 1  molecules are impossible to assign to any 
particular inter or intramolecular mode. They will mainly 
be intramolecular vibrations spanning the whole molecule as 
seen in other large organic molecules (Vergoten et al., 1978).
There are various rigid body motions of the molecules within 
the crystal lattice unit cell which may also contribute. There 
are 3m rotations about the axes of inertia and 3(m-l) 
translational modes where m is the number of molecules per unit 
cell, which is 4 in the 2/1 complex. Assuming that m=4 for the 
0/1 unit cell as well then there will be 12 rotations and 9 
translations. Rotations about two of the axes of inertia will be 
hindered because of a large moment of inertia and consequently be 
of very low frequency, while rotation about the axis joining the 
two binding sites may well be easier and give rise to a visible
137
band. There will be 4 rotational modes in the unit cell about
this molecular axis but they will probably be degenerate giving
only one band. These rotations will shift in frequency only a
negligible amount on ligand binding because the heavy mercury
atoms bind along the axis of inertia thus not contributing
anything to the moment of inertia. Since all the bands seen in
this region do shift on ligand binding one concludes that these
rotational modes are too weak to be seen. The 9 translational
modes are likely to be of very low frequency or weak because of
the large mass of the molecule and the weak nature of
intermolecular interactions in organic molecules. This implies
- 1
that the low frequency modes, except the 36cm in the 2 / 1
complex to be discussed next are intramolecular long range global
vibrations of the molecular skeleton which are the soft of modes
-1
required for dynamic allostery. The shifts of 8cm on ligand
binding will contribute favourably to the cooperative free energy
-1
Aa G. The sharp intense peak at 36cm in the 2/1 complex is
assigned to a vibration of the ligand perpendicular to and
through the plane of the crown rings. That this mode is due to
the ligand is supported by the low frequency spectra of the
h
partially liganded complexes were this mode increases in 
intensity as the ligand concentration increases. The nature of 
the mode is suggested by several studies of ion and ligand 
binding in the centre of 18-crown-6, (Fouassier et al., 1978; 
Melson et al., 1979) where the frequency of this sort of mode 
was found to depend on the weight of the ligand but not on the
solvent. If it is assumed that the vibrations are harmonic, that
the bond strengths are equal and that the different number of
138
bonds involved (6 for the 18-crown-6, 5 for the Rebek molecule),
does not influence the result, than a plot of wavenumber versus 
- 1/2
(ligand mass) should be a straight line. Such a plot shown
in Figure 5.6 is in fact remarkably good considering the crudity 
of the assumptions and supports the assignment of this mode in' 
the 2 / 1 complex.
- 1
Above 150cm the 0/1 molecule shows strong bands at 173, 
- 1
258 and 357cm with other less intense bands at 235, 289, 319,
-1
383, 408, 427 and 452 cm . These are all assigned to
deformation modes of the crown rings with the modes becoming more
localised as their frequency increases. The lower frequency
modes particularly may be involved in the allosteric effect.
These modes are assigned to the crown rings because 18-crown-6
and its complexes show several modes in this region while
biphenyl only has two weak bands in this region.
The 2/1 complex shows strong bands at 234, 244, 277, 287 and 
-1 -1 
406 cm in the Raman spectrum and a strong I.R band at 432 cm
There are medium to weak bands at 316, 338, 354, 392, 430, 451 
-1 -1 
and 467 cm . The especially sharp bands at 277 and 287 cm and
-1
the I.R. band at 432 cm are probably ligand bends and a stretch
respectively since Hg(CN) alone shows strong I.R. bands at 276
-1 2
and 442 cm while 18 crown 6 and biphenyl show nothing. The
other bands are again probably crown ring deformations with
vibrations of the ligand now mixed in. The doublet like
-1
appearance of the 234, 244 and 277, 287 cm bands may be due to 
an increase in the coupling of the vibrations involved in one 
crown ring with the similar vibrations in the other ring, as 
discussed in the general notes. The more localised the modes
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Fig. s . 6 Ligand-crown ether low frequency vibrations 
for various sizes of ligand.
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become the more likely is a decrease in the coupling on ligand 
binding.
-1
450-650cm
The 0/1 spectra show several medium to weak bands at 518,
-1
531, 548, 565 and 605 cm in the Raman and 508, 521, 545, 560',
-1
574 and 604 cm in the I.R spectrum. These bands may involve
bending of C-OC and O-C-C groups of the crown rings coupled to C-
C in-plane deformations of the biphenyl group. 18-crown-6 shows
-1
no bands in this region but biphenyl shows a sharp band at 610cm
and biphenyl substituted with a methyl group next to the bridge
bond, shows this mode as well as several others between 450 and 
-1
600cm . These bands are therefore likely to arise from the
biphenyl group and the nearest ether groups.
Ligand binding broadens the I.R. bands so that only 3 remain
-1
at 523, 565 and 597cm but gives rise to more modes in the Raman
-1
spectrum at 511, 518, 535, 554 and 580 cm which decrease in
-1
intensity from the medium strength 511cm peak to the weak 
-1 -1 
580cm peak. The 605cm peak in the 0/1 spectrum becomes a
-1
weaker doublet at 601 and 609 cm . This splitting may be due to
the ligands increasing the coupling between modes on either side
of the biphenyl groups as discussed earlier.
-1
650-750cm
The only band present in either the 0/1 or 2/1 spectra is a
-1 -1 
medium strength sharp Raman band at 708cm in the 0/1 and 718cm
in the 2/1 molecules. 18-crown-6 shows nothing in this region
-1
but biphenyl shows a band of similar shape at about 73 0cm 
This band is likely to be a benzene ring vibration affected by
the substitution pattern of groups on the ring.
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-1
750-900cm-
The Raman spectrum of the 0/1 sample shows a succession of
" 1
bands of increasing intensity starting from a weak band at 753cm ,
-1
through 784, 793, 804, 817 and 824cm to a medium strength band
-1 -1 
at 842cm . At 878cm there is another medium strength band.
-1
The 2/1 complex shows a weak band at 768cm , a medium band at
-1 -1 -1 
801cm , followed by two weaker bands at 824cm and 847cm and
-1
a strong band at 889cm
There are similar large changes in the I.R. spectra, where
-1 -1 
the two strong doublets at 760, 768cm and 779, 785cm become
-1 -1 
the weaker pair at 760, 765cm and 785, 790cm on binding. The
-1 -1 
weak bands at 800, 812, 820 and 83 9cm become the 825 and 840cm
-1
bands and the strong doublet at 874, 880cm becomes the weak
-1
singlet at 880cm
-1
The bands below 800cm in the I.R. are likely to be
biphenyl C-C deformation modes due to the ring substitution
pattern and hence one would not expect ligand binding to change
the coupling pattern by much.
-1
Above about 800cm , biphenyl shows no I.R. or Raman modes,
but 18-crown-6 shows 3 strong Raman bands at about 810, 850 and
-1 -1 
870cm and a broad I.R. band around 850cm . These have been
approximately assigned to CH rock in the crown ring for the
-i 2-1
inodes between 800cm and 850cm while the large band(s) between 
-1
850 and 900cm are C-O-C symmetric stretches in the crown rings. 
These stretches would be little affected by ligand binding 
because of their symmetry.
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-1
900-950cm -
The Raman spectrum of the 0/1 compound shows 3 weak bands at 
-i _ -1
908, 929 and 949cm which become 914, 925 and 946cm on ligand
-1
binding. The 914 and 925cm bands become stronger and sharper.
The 0/1 I.R. spectrum shows well defined medium strength bands at
-1
908, 917, 929 and 943 cm which change dramatically on binding
-1
to give a medium strength band at 945cm and a weak shoulder at 
-1
925cm . 18 - crown-6 shows a very weak Raman band and a strong
I.R. band in this region while biphenyl shows no bands. These
bands are therefore assigned to methylene rocks of the crown
rings, the effect of ligand binding being to reduce coupling
between CH groups and reduce the number of bands.
2
-1
950-1200cm
The 0/1 I.R. spectrum shows a large number of medium to strong
bands in this region most of which disappear in the 2/1 spectrum.
-1
The 0/1 spectrum shows peaks at 970, 973 and 995cm which become
-1
a weak shoulder at about 987cm in the 2/1. Similarly in the
-1
Raman spectrum where the 978cm band disappears. The I.R.
spectrum of the 0/1 molecule then shows a strong broad band made
up of many components at 1015, 1032, 1048, 1070, 1094, 1110,
-1 -1 
1120, 1137 and 1165cm with the maximum absorbance at 1120cm
Binding simplifies this dramatically leaving two medium strength
-1
peaks of 1008, and 1035cm and a very strong peak consisting of
-1
poorly resolved components at 1088, 1100 and 1110cm and a weak
-1
shoulder at 1160cm . The Raman spectrum on the other hand,
becomes more complicated on binding with the medium strength
-1 -1 
doublet at 996, 1004cm becoming better resolved at 991, 1006cm
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-1
and the- weak 1042cm band becoming a well resolved doublet of
-1 -1 
medium strength at 1028, 1040cm . A weak band at 1160cm also
-1
appears on binding. The strong sharp 1086cm band weakens and
-1 _ -1 
shifts to 1092 cm with a shoulder at 1100cm while the weak
-1 -1
broad bands at 1134cm and 1149cm become a medium strength 
-1 -1 
band at 1135cm . The medium strength 1167cm band shifts to
-1
1174cm and remains as strong.
The Raman spectrum of biphenyl shows 3 strong bands at 1000, 
-1
1040 and 1170cm , the first two of which split into doublets in
the methyl substituted biphenyl. 18-crown-6 however only shows
-1
two medium strength peaks around 1050cm . The I.R. of biphenyl
-1 -1
shows two bands at 1010cm and 1040cm . These biphenyl modes
are all ring breathing modes and the Raman bands at 991, 1006,
-1
1028, 1040 and 1174cm in the 2/1 and 996, 1004,' 1042 and
-1
1167cm in the 0/1 molecule are assigned to these modes. The
-1
I.R. bands at 1008, 1035 and 1160cm in the 2/1 and 1015, 1032
-1
and 1165cm in the 0/1 molecule are probably the infra red
equivalents of these Raman bands. All the other I.R. and Raman
bands in this region are assigned to C-O-C antisymmetric
stretches of the crown rings since the very strong I.R. peak 
-1
around 1100cm is characteristic of crown ethers and the Raman 
spectrum of 18-crown-6 shows some stong bands here as well. The 
antisymmetric stretch, unlike the symmetric C-O-C stretch, will 
be affected by the presence of the ligand because the ligand-
oxygen bond will restrict the oxygen movement and decouple 
vibrations of neighbouring groups resulting in a simpler I.R. 
spectrum and reducing the intensity of the Raman antisymmetric 
stretch relative to the symmetric stretch.
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-1
1200-1310em
-1
The 0/1 Raman spectrum shows shoulders to the strong 1253cm 
-1 -1
band at 1218cm and 1243cm . There is a shoulder of equal
-1 -1 
strength to the 1253cm band at 1291cm on the very strong
-1
sharp Raman band at 1275cm . In the 2/1 complex, there are
-1 -1 -1 
shoulders at 1220cm and 1234cm to the strong 1250cm band
which maintains its intensity relative to the very strong band at 
-1 -1 
1269cm while the shoulder at 1292cm loses intensity.
-1
The 0/1 I.R. spectrum shows a weak band at 1215cm and two
-1 -1
strong bands at 1248cm and 1290cm , the higher frequency band
-1
being stronger. On binding the 1288cm band loses intensity and
-1
becomes weaker than the 1245cm bands as in the Raman spectra.
-1
These bands are the I.R. equivalent to the 1253, 1291cm bands
-1
in the 0/1 Raman spectrum and the 1250, 1291cm bands'in the 2/1 
Raman spectrum.
Biphenyl shows no I.R. bands and one very strong Raman band 
-1
at 1275cm , while 18-crown-6 shows two characteristic I.R. bands
-1 -1
at 1250cm and 1300cm and 4 medium strength Raman bands from 
-1 -1 
about 1220cm to 1300cm
-1 -1 
Consequently the 1275cm band in the 0/1 and the 1269cm
band in the 2/1 complex are assigned to the C-C stretch between
the two benzene rings of the biphenyl while all the other bands
are assigned to CH twists of the crown rings.
-1 2
1310-1400cm
The Raman spectra of both compounds show weak Raman bands at 
-1 -1 -1 -1 
1360cm and 1390cm and at 1355cm and 1390cm in the 0/1
and 2/1 compounds respectively. These bands are associated with 
much stronger I.R. bands.
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-1
The 0/1 I.R. spectrum shows a weak band at 13 28cm , and a
-1
strong doublet at 1347, 1355cm with two medium strength
-1 -1
shoulders at 1371cm and 1385cm . The 2/1 complex shows only a
-1
strong band at 1346cm with a strong poorly resolved band at
-1
1351cm . Ligand binding has again decoupled the modes and
simplified the 2/1 molecule's spectrum.
-1
The I.R. of biphenyl shows weak bands at 1325cm and
-1
1380cm which will probably correspond to the weak band at
-1 -1 -1 
1328cm and the shoulders at 1373cm and 1385cm in the 0/1
-1
compound and the 1370cm shoulder in the 2/1 complex and no
Raman bands.
18 crown 6 shows some weak Raman bands and a strong I.R. 
-1
band at 1350cm , assigned to CH ways. Therefore the strong
2 -1 
I.R. doublets at 1347, in the 0/1 and 1346, 1355cm in the 2/1
molecules are CH wagging modes of the crown rings.
-1 2
1400-1500cm
-1
The 0/1 compound shows two strong Raman bands at 1445cm
-1
and 1477cm , the higher frequency peak being the stronger. The
I.R. also show strong peaks of approximately equal intensity at 
-1 -1 -1 -1
1442cm and 1460cm with shoulders at 1469cm and 1482cm
-1
The 2/1 complex shows a strong Raman band at 1466cm with poorly
-1 -1
resolved shoulders at 1432, 1447cm and 1478cm and two broad
-1 -1
medium strength I.R. bands at 1450cm and 1468cm
Biphenyl shows no Raman bands but two strong I.R. bands at 
-1 -1
1430cm and 1490cm while 18— crown-6 shows strong Raman bands
-1
at 1435, 1460 and 1475cm and strong I.R. bands at 1450 and
-1
1470cm
The Raman bands are assigned to CH in-plane deformation
2
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inodes of t-he crown rings while the I.R. bands will probably be a 
superposition of these modes with C-C stretches of the biphenyl 
group.
-1
1500-1750cm
-1
The 0/1 compound shows strong Raman bands at 158 6cm and 
-1
1599cm and very weak broad I.R. bands at 1573, 1595, 1625, 1690 
-1
and 1722cm , while the 2/1 complex shows a strong Raman band at
-1 -1 
1592cm with a shoulder at 1571cm and weak, broad I.R. bands
-1
at 1598, 1627 and 1722cm .
Biphenyl shows a strong Raman doublet with bands of equal 
-1 -1
intensity at 1590cm and 1670cm while the methyl substituted
-1
biphenyl shows a strong peak at 1600cm with a weaker band at 
-1
1580cm , which is more similar to those bands seen in the Rebek
compounds. There are no I.R. bands visible above' a broad 
background in this region. 18-crown-6 shows no Raman or I.R. 
bands in this region so the bands seen in the 0/1 and 2/1 
compounds are assigned to C-C stretches of the aromatic rings 
in the biphenyl group.
5.3 Raman spectra of Partially Liganded Macrobicylic Compounds
Raman spectra of several partially liganded samples and of 
the liganded and fully liganded samples are shown in Figures 5.1 
and 5.3. The low frequency spectra have been scaled by the 
computer to have approximately the same intensity and then 
superimposed while the high frequency spectra have been traced 
from the chart recorder output.
It can be seen from the high frequency spectra that the 
0.5/1 spectrum is most like the 0/1 spectrum showing all the 0/1
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-1
bands above 500cm with the same relative intensities except
-1 -1
those at 1445cm and 1291cm which are less well defined
possibly because of the poor quality of this spectrum. From 
-1 -1
200cm to 500cm , there are both 0/1 and 2/1 bands present.
-1
The sharp doublet due to the ligand at 277, 287cm is present
-1
while the bands at 234, 244cm are not, instead the 0/1 band at
-1 -1 
258cm is present. The 406cm of the 2/1 molecule is clearly
-1
visible while the 357cm band of the 0/1 molecule has weakened. 
-1 -1
The 319cm and 289cm weak bands in the 0/1 molecule are
not visible, possibly due to the large amount of noise.
The 1/1 sample on the other hands shows bands mostly seen in
the 2/1 molecule though with some differences in relative
-1
intensity. The 200-500cm region shows only bands also seen in
-1 -1 -1 
the 2/1 complex but bands at 511cm , 801cm , 1028cm and
-1
1040cm are weaker relative to neighbouring bands than in the
2/1 spectrum.
The addition of more ligand to form the 1.5/1 compound gives
a Raman spectrum identical to the 2/1 spectrum.
The low frequency spectra clearly show an increase in the
-1
intensity of the 36cm band with increasing ligand concentration
supporting its assignment as a vibration of the whole ligand
-1
within the crown ring. The 2 broad bands between 60-70cm and 
-1
90-100cm gradually shift from the 0/1 positions to the 2/1
positions. The 0.5/1 spectrum shows particularly broad bands
probably indicating a mixture of the 0/1 and 2/1 molecules while
by the time the ligand/ether ratio is 1/1 the bands are
virtually identical to the fully liganded bands. The shoulders 
-1 -1
at 52cm and 137cm in the 2/1 molecule become increasingly
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visible as the ligand concentration increases from 1/1 and 0.5/1
-1
respectively while the 173cm band of the 0/1 molecule
disappears as the ligand/ether ratio reaches 1/1.
From all these spectra one can see that the transition from
the 0/1 spectrum to the 2/1 spectrum is practically complete
when the ligand to ether ratio reaches 1/1 and that no new bands
due to a molecule with only one ligand bound can be seen. This
implies that the 2/1 molecule gives a more intense spectrum that
the 0/1 molecule, and either that there is so little singly
liganded compound present that it is not visible or that the
conformational restrictions placed on the molecule by the single
ligand cause it to vibrate at the same frequencies as the fully
liganded molecule and thereby only add some intensity to the 2/1
bands already present.
To clarify the situation the relative intensities of the low
frequency bands were compared as a function of ligand
concentration. To do this, it was assumed that the intensity of 
-1
the 3 6cm ligand band was proportional to the concentration.
-1
The height of the band was measured at 3 6cm from an estimated 
background taking into account the Rayleigh wing and the broad 
bands to higher frequency. The distance from the baseline of the 
spectrum (taken to be the lowest point) to this background was 
also measured.
These distances were then scaled to match the distance from
-1
the baseline of the 0/1 spectrum to the point at 36cm . Once
-1
this was done the peak heights of the 36cm band and of all the 
other bands could be multiplied by the scale factor and plotted 
against ligand to ether ratio. The heights and scale factors
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used are “Shown in the following table (5.7) and Figure 5.8 shows 
the relative intensities of all low frequency bands as a function 
of ligand to ether ratio.
-1
It can be seen that the intensity of the 36cm peak is
approximately proportional to the ligand concentration. The
-1
intensity at 62cm decreases initially as the amount of
unliganded molecule decreases but then climbs again because of
-1 -1 
the broad tail of the 70cm band of the 2/1 molecule. The 70cm
band increases steadily as ligand is added in a similar fashion 
-1
to the 100cm band also typical of the 2/1 molecule. The
-1
relative intensity of the unliganded molecule's band at 93cm
-1
falls with respect to the 100cm band as the amount of ligand 
increases.
This graph indicates that the fully liganded compound does
-1
give a more intense Raman spectrum particularly of the 70cm
-1
band when compared to the 62cm band in the unliganded compound.
The fairly linear increase in intensity of the bands due to the
2/1 complex indicates that there is a neglible amount of singly
liganded ether present even if it has the same spectrum as the
2/1 complex as one would expect from an a molecule showing
positive cooperativity. If there was a lot of the 1/1 complex
with the same spectrum as the 2/1 complex then the intensity of 
-1 -1
the 70cm and 100cm bands would level off after the 1/1 ratio
was reached since the addition of more ligand would not create
more of these global vibrations. If there was a lot of the 1/1
complex with a different spectrum from either the 0/1 or 2/1 
compounds then the approximately linear increase in intensity of 
the 2/1 bands would not be seen, instead their intensity would
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Table 5.7 Scaling factors for low frequency Raman spectra
Sample Liquid: 
ether ratio
Intensity from Baseline to 
Background scatter at 
3 6 cm-1
Conversion factor to 
scale the background 
level
0:1 42.5 1
0.5:1 43.2 0.984
1:1 37.8 1.124
1.5:1 36.5 1.164
2:1 32.4 1.312
Scaling of measured Raman intensities using conversion 
factors above
S amp1e Raman
Intensities
(mm)
Peak cm ^
36 52 62 70 94 99 137 173
0:1 measured
scaled
42.5
42.5
51.7
51.7
56.4
56.4
51.7
51.7
43.7
43.7
40.7
40.7
7.2
7.2
3.2
3.2
0.5:1 measuredscaled
52.0
51.2
50.2
49.4
53.7
52.8
56.2
55.3
46.9
46.2
45.7
45.0
11.7
11.5
3.7
3.6
1:1 measured
scaled
54.1
60.8
42.6
47.9
48.8
54.8
56.1
63.0
49.8
56.0
50.8
57.1
13.6
15.3
3.5
3.93
1.5:1 measuredscaled
55.5
64.6
41
47.7
47.8
55.6
53.9
62.7
48.3
56.2
49
57.0
15.8
18.4
2.5
2.9
2:1 measuredscales
55.9
73.5
40.6
53.4
45.9
60.3
53.2
69.9
48.5
63.7
49.7
65.3
14.5
19.0
2.5
3.3
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Fig. 5.3 Change in scaled low frequency Raman bands 
as a function of ligand concentration.
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only start to increase once the 1/1 ratio had been exceeded and
more fully liganded molecules were formed. If one assumes that
the low frequency modes of the singly liganded complex are
intermediate between those of the 0/1 and 2/1 compounds and are
nearer in frequency to those of the 2/1 complex since it is
unlikely that binding of the second ligand will lower the
frequency of a mode, then small positive contributions to the
allosteric effect in this molecule are possible if > V G/l'l/yi
the maximum amount being obtained if V t/l - V w ,  . For
-1 -1 
example the 8cm shift of the 52cm band in the 0/1 molecule to 
-1
70cm in the 2/1 would contribute a maximum of 12% of the
cooperative free energy if V l7l ~70c.rrfl.
From section 2.3 the cooperative free energy for one 
vibrational mode is
a a Gt .l-  -  k T  Ln ■
vt" X/- V*,
-  -<8-3.1^  xZ10 * l h ^
— ~~ 2.9Z • 6 J  mol
-1 -1 
Also for the 94cm band which shifts to 100cm on ligand
binding AAGr-i —  —  *2.^0* Lnv«-b *7 L|_
IT - IU_9-Z '
which contribute 12% and 6% respectively to the total A A  G 
calculated earlier in section 3.1
Further contributions to AAG may arise from low frequency 
modes not visible by Raman spectroscopy or the Raman bands 
observed may be a superposition of several overlapping 
vibrations.
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These and other positive contributions will be partially
offset by the contributions to the vibrational free energy of the
-1 -1
new low frequency modes at 36cm and 54cm in the fully 
liganded molecule.
Summary of Dynamic Conformational and Vibrational 
Contributions to the Positive Cooperativity
The analysis of the x-ray temperature factors has shown 
that a substantial part of the cooperativity observed in this 
molecule can be explained by a stiffening of the structure on 
ligand binding. The binding of the first ligand restricts the 
possible torsion angles of the biphenyl group and of, at least, 
the nearest groups of the second crown ring to values optimal for 
binding of the next ligand.
The Raman spectra of the macrobicyclic ether in various 
states of ligation have shown that as well as the dynamic 
conformational mechanism, a vibrational mechanism contributes to 
the allosteric effect in the molecule. Long range, low frequency 
modes connecting both binding sites are increased in frequency 
when the first ligand is bound thereby affecting all the motion 
of the other binding site without producing a conformational 
change.
In the following chapter several enzymes with and without 
ligands bound will be studied with Raman spectrocopy to 
determine if any vibrational changes occur at low frequency, on 
ligand binding, which may be involved in the function of the 
enzyme.
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CHAPTER 6
Raman Spectroscopy of Lysozyme, Trypsin and Glyceraldehyde 
3-Phosphate Dehydrogenase
6.1 High freguency Raman spectra
Figure 6.1 shows the high frequency Raman spectra of
lysozyme as supplied, after dialysis and freeze drying to remove
salts and of the freeze dried lysozyme-tri-NAG complex.
Comparison of the lysozyme spectra shows no changes caused by the
dialysis and freeze drying and both compare favourably with the
published spectrum of solid lysozyme (Lord & Yu, 1970). Their
assignments of the vibrational bands are shown on the figure.
Binding of the tri-NAG produces no noticeable changes in the
high frequency region as would be expected since tri-NAG is
bound noncovalently so that the vibrations of residues in the
binding site will be little affected. No bands due to tri-NAG
itself are seen because the inhibitor is only a small fraction
of the total sample.
The Raman spectra of the trypsin as supplied and after
further freeze drying are shown in Figure 6.2. The signal to
noise ratio of these spectra is slightly poorer than that of the
published spectrum of solid trypsin (Chen & Lord, 1980) but all
except the weakest bands are clearly visible. Binding of the
trypsin inhibitor produces several small changes which are marked
-1 -1
on the figure. Two bands at 409,cm and 434cm are better
resolved in the complex though their origin is not clear. The
-1 -1
"tyrosine doublet” bands, 832cm and 854cm , change intensity
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Fig. 6.1 Hign frequency (200-1750 cm ) Raman spectra 
of, from top to bottom, lysozyme as supplied, lysozyme 
after freeze drying and lysozyme tri-NAG complex after 
freeze drying. Recorded with 50 mW of 483 nm radiation, 
500 or 1 d 0 micron slitwidths at 25 cm-1/min with 2 second 
time constants.
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Fig. 6.2 High frequency (200-1750 cm ) Raman spectra 
of, from top to bottom, trypsin as supplied, after 
freeze drying and trypsin-BPTI complex after freeze 
drying. Recorded with 45 mW of 488 nm radiation, 
d00 or 7t0 micron slitwidths at 25 cm"Vmin with time 
constants of 2 seconds.
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Fig. 6.8 High frequency (200-1750 cm- ) Raman spectra 
of GAPDH as supplied. Recorded with 50 mW of 488 nm 
radiation, 750 micron slitwidths at 25 cm /min with a 
o second time constant.
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relative -to each other which indicates that some tyrosines are
being shielded from the external environment by inhibitor binding
(Chen & Lord, 1980). None of the ten tyrosines in trypsin are in
the binding site though long range effects such as a stiffening
of the structure might restrict their accessibility. A more
likely source of the change in intensity could be Tyr35 in BPT1
which will be trapped in the trypsin binding site. Simon et ad
(1984) in their hydrogen exchange experiment showed that Tyr35 is
much less accessible when bound to trypsin which would lead to a
-1
weakening of the 854cm band relative to the lower frequency
-1
band. The 976cm band is most probably due to sulphate ions
bound to the protein, the concentration of which may vary from
-1
sample to sample. The partially resolved bands at 1318cm and
-1 -1 
1338cm are due to C-H deformations while the band at 1358cm
has been assigned to tryptophan residues. The small changes in
this region may be due to changes in the relative numbers of
these groups when the inhibitor is bound.
Glyceraldehyde-3-phosphate dehydrogenase as supplied gave
the Raman spectrum shown in Figure 6.3. The freeze dried sample
possessed such a strongly sloping fluorescence background that it
is not shown, though all the major bands were visible. This
background was even stronger in the GAPDH-NAD complex and no high
frequency spectrum could be obtained. The assignments of the
bands were estimated by comparison with the known bands in
lysozyme (Lord & Yu, 1970) and trypsin (Chen & Lord, 1980) and
-1
are shown on the figure. The strong peak at 8 3 9cm with a
-1
possible shoulder at 825cm should be the tyrosine Fermi
resonance doublet. The unusual appearance of this band may be
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due to the large number of tyrosines in GAPDH. Also of note is
-1 -1 
the very strong band at 1433cm with a shoulder at 1454cm
which are usually assigned to tryptophans and CH deformations
2
respectively. The tryptophan band is usually weaker than the
higher frequency band. Trpl93 which is in a section of
antiparallel beta sheet contacting the adjacent subunit and which
moves considerably on NAD binding, may have a larger then normal
polarisability. The amide III band is broad and consists of
three poorly resolved components of approximately equal intensity
-1
at 1221, 1238 and 1257cm which implies roughly equal
proporations of $  -sheet, random coil and oc-helical secondary 
structure in GAPDH in agreement with the structure by x-ray 
crystallography (Harris & Waters, 1976).
The Raman spectrum of GAPDH in this region clearly deserves 
a more extensive study.
6.2 Low frequency Raman spectra
Of the three proteins studied with and without ligands bound,
-1
lysozyme gave the best resolved low frequency band at -25m in
both the free enzyme and the enzyme inhibitor complex (Figure
6.4). Trypsin and its complex with BPTI shown in Figure 6.6.
-1
gave a less well resolved band at -25cm , while GAPDH and its
coenzyme complex (Figure 6.7) only showed a broad shoulder on the 
side of the Rayleigh line.
No changes in the low frequency spectra of the proteins on 
ligand binding could be detected with the given experimental 
conditions
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The ‘-lysozyme spectra show that there was a loss of intensity
when the samples were freeze dried. This may be due to the
sample being less densely packed into the sample holder or being
slightly out of alignment. In all the proteins studied, the
alignment of the sample had a large effect on the band intensity.
Differences in intensity between samples could be compensated by
using different scanning rates and integration times. As well
-1
as a broad band at -25cm in lysozyme and its complex with tri-
-1
NAG there was also a very broad shoulder centred around -75cm
-1
band which may be equivalent to the 75cm seen in the inelastic
neutron scattering study (Bartunick et al. , 1982) which was
assigned to longitudinal motions of oc-helices. They also
-1
suggested that the 25cm band could be due to /9-sheet motions.
The low frequency Raman results of Genzel et al (1976) on an
orthorhombic crystal of lysozyme agree with those presented here
-1
though their 25cm band is not fully resolved from the Rayleigh
line. The density of vibrational normal modes calculated for
lysozyme by Levitt et al (1985) shown in Figure 6.5 bears some
resemblance to the overall shape of the Raman band though not
all these modes would be equally Raman active.
The trypsin and trypsin-BPTl samples which gave the high
frequency spectra shown earlier also gave the low frequency spectra
shown in Figure 6.6. They all show a well resolved broad band at 
-1 -1 
-25cm with a very broad shoulder around -75cm similar to that
seen in lysozyme. The spectra of the freeze dried trypsin and
trypsin-BPTl complex are virtually identical. This is rather
unexpected as BPT1 has many low frequency modes being a large
molecule itself, which one might have expected to add onto the
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Fig. 6.4 Low frequency (-10 to -200 cm ^) anti-Stokes 
Raman spectra of, from top to bottom, lysozyme as supplied, 
lysozyme after freeze drying and lysozyme-tri-NAG complex 
after freeze drying. Recorded with 50 mW of 438 radiation, 
200 micron slitwidths at 5 cm /min with 3 or 6 second 
time constants.
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Fig. b.6 Low frequency (-10 to -200 cm-'*') anti-Stokes 
Raman spectra of, from top to bottom, trypsin as 
supplied, trypsin after freeze drying and freeze dried 
trypsin-BPTI complex. Recorded with 45 mW of 468 nm 
radiation, 200 micron slitwidths at o cm- /min with 
3 second time constants.
f r e q u e n c y
trypsin spectrum changing the shape of the band. Brown et al
(1972) have presented a spectrum of freeze dried chymotrypsin
which is very similar to the ones shown.
Low frequency anti-Stokes Raman spectra are shown in Figure
6.7 of GADPH as supplied with a large amount of citrate buffer
salt present, GADPH after dialysis and freeze drying and of the
GADPH-NAD complex. Comparison of the two GAPDH spectra shows
that dialysis has removed the spurious bands (marked with a *)
which can therefore be attributed to the residual buffer salts.
A spectrum of crystalline sodium citrate also shows particularly
strong Raman bands at the same frequencies. This leaves a broad
-1
shoulder on the Rayleigh line at about -22 to -24cm and a broad
-1
weak shoulder around -75cm . The spectrum of the GAPDH-NAD
complex does not show the spurious lines even though it was not
-1
dialysed. This sample shows a broad shoulder around -24cm and
-1
a broad weak band around -75cm . No differences between this
sample and GAPDH alone can be seen but the poor quality of the
GAPDH-NAD sample may obscure any differences. Since GAPDH is
such a large enzyme it will have many more low frequency modes
than lysozyme or trypsin and the conversion of several hundred of
these modes to higher frequency, as postulated by Sturtevant
(1977) to account for the large negative heat capacity and
+
entropy changes on NAD binding, may not be noticeable. 
Sturtevant estimated that there would be approximately 50 normal 
inodes for every 100 daltons of enzyme, which would give over 
70,000 normal modes for GAPDH many of which would have low 
frequencies. One should also note that under the conditions used 
for preparing the complex the proportion of GAPDH with more than
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one NAD molecule bound is low though almost all have one NAD 
molecule bound. It is possible that the changes produced by 
binding a single NAD molecule are not sufficently large to be 
visible. If this were the case then the effect of binding 
further NAD molecules would not be noticeable either if the 
enzyme followed the concerted model of cooperativity since most
of the vibrational changes would occur on binding the first
ligand (cf dynamic conformational allostery). If NAD binding
follows a sequential model in which the vibrational changes would
be cumulative, then preparation of a fully liganded complex 
might show differences in the low frequency Raman spectra.
6.3 Summary of low frequency results
If one assumes that the low frequency Raman spectra obtained 
were not dependent on the sample preparation and that the enzyme 
- ligand complexes are fully formed then the lack of change seen 
in the spectra on ligand binding may be explained in various 
ways.
i. There are no changes in the vibrations of the enzyme when 
the complex is formed.
ii. Any modes affected are not Raman active.
iii. The bands seen are intermolecular lattice vibrations 
involving rigid body motions of the whole protein and will be 
intrinsic in any solid protein sample.
iv. The bands are due to localised vibrations of the protein 
which do not involve the ligand binding site.
v. Too few normal modes are affected to be noticed amongst the 
large number of other low frequency modes.
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vi. The shifts in frequency are small and not visible at the 
spectral resolution used.
vii. The modes affected by binding are overdamped or at too low 
a frequency to be seen by the spectrometer or by this technique 
in general.
i. is unlikely to hold because there is a large amount of 
experimental evidence, particularly thermodynamic (Sturtevant, 
1977) that there are considerable vibrational changes on ligand 
binding.
If the number of modes affected by ligand binding is large 
then ii is unlikely to be true. Also, since proteins are large 
and unsymmetric, Raman exclusion rules are unlikely to apply.
Peticolas (1979) has argued convincingly against the low 
frequency bands arising from intermolecular vibrations. The 
results of Painter and colleagues (Painter & Mosher, 1979; 
Painter et al, 1981; Painter et al, 1982) and those 
obtained here show no systematic variation of the position of the 
band with protein molecular weight which might be expected if 
these bands were due to lattice movements.
If the low frequency bands are due to localised vibrations
of the protein structure, for instance of helices and sheets,
then ligand binding is unlikely to cause any changes in these
vibrations unless it binds closely to these structures. The
modes of vibration of the ol helix have been extensively studied
(Peticolas 1979 for example) and calculated frequencies are in 
-1
the 0-100cm region. However the Raman spectra of cx helices 
look very different from those of proteins with strong well
1 6 8
-1
defined -bands appearing around 100cm . Tipping et al (1984)
show low frequency spectra of oc helical poly-L-alanine which has 
several well defined bands. The protein spectra are therefore 
not entirely due to localised vibrations of secondary structural 
features but must contain many contributions from the whole protein 
to account for the broadness of the spectra. The number of modes 
affected by ligand binding may be low for some proteins though 
Sturtevant (1977) has predicted that a large number of modes are 
affected by ligand binding when large negative heat capacity 
changes are seen on binding as in the case of GAPDH. He has also 
discussed positive changes which could offset any vibrational 
contribution detected via thermodynamic changes. This may be the 
case for tri-NAG binding by lysozyme were Bjurulf and Wadso 
(1972) found essentialy no heat capacity change on ligand binding 
even though binding causes global stiffening of the lysozyme 
structure which would surely affect many low frequency modes.
This leaves the last two explanations which are perhaps the
best supported by various published observations and
calculations. Normal mode calculations on lysozyme (Levitt et
al. , 1985 ; Go et al., 1983; Brooks & Karplus, 1983) indicate that
the hinge bending motion if not damped by solvent is of very low
-1
frequency, around 3cm , and that a small number (^10) of the 
lowest frequency modes with frequencies of less than 10cm 
account for about 70% of the global protein motion. If these 
results are generally applicable to other proteins then this very 
low frequency range is just outside the range accessible under 
the experimental conditions used. More recent calculations 
(Bruccoleri et al., 1986) for the hinge bending mode of
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lysozyme indicate that tri-NAG binding causes only a very
-1
small increase of approximately 1cm in the hinge bending
mode's frequency. Such small increases, even if many modes were
affected, would be very difficult to see because of the
relatively low resolution of the broad protein band. If these
small frequency changes are typical of ligand binding by proteins
then they would support the use of classical statistical
mechanics of harmonic oscillators as given in Chapter 2.
There is also evidence that some of the global motions of
proteins may be overdamped even in the solid state which would
cause them to tend to zero frequency as the damping increased
(Swaminathan et al., 1982; James, 1985). These overdamped modes
would not be visible with Raman spectroscopy though if ligand
binding stiffened the structure sufficiently the mode could
become visible as the damping would be reduced.
The low frequency Raman spectra of the three proteins
studied here are therefore composed of vibrations that involve
-1
large sections of the protein giving rise to the band at 25cm
with increasingly localised vibrations of structural features
such as j8 sheets and oc helices contributing to the broad
r -1 
scattering up to 150cm . The lowest frequency motions
involving the whole protein which would be most affected by
ligand binding are at too low a frequency, possibly being damped
out, and shift in frequency by too small an amount to be observed
with the methods used. A most important extension to these
experiments would be to repeat them at liquid N or He
2
temperatures where the damping would be frozen out leading to
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more harmonic vibrations. Cooling of samples for low frequency 
Raman spectroscopy also usually increases the frequency of low 
frequency bands and narrows the Rayleigh wing significantly, 
which would both lead to an improvement in resolution possibly 
allowing ligand induced changes to be visible. This effect of 
cooling is demonstrated in Appendix 2 for an organic compound. 
The liquid nitrogen cryostat used was unfortunately not available 
during the protein work.
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CHAPTER 7
CONCLUSIONS
The theory presented earlier for allostery via changes in
low frequency motions of proteins has recently been generalised
to study the effects of specific interactions on the dynamics
and stability against unfolding of proteins (Jackson, 1987). The
addition or subtraction of hydrogen bonds, disulphide bridges,
charged groups and amino acid residues by chemical modification
or site directed mutagenesis will change some of the normal modes
of the protein. Removal of interactions will soften the modes
while additional interactions, as considered in the allostery
model, will increase the vibrational frequencies. Jackson gives
-1 ' -1 
free energy changes of about 0.2kcal mol to 2kcal mol for
single site perturbations, similar in magnitude to the changes
found for ligand binding in the simple scissors model. Mutant
forms of lysozyme have shown even larger effects caused by single
amino acids changes (Hawkes et al., 1984), implying that the
replacement has affected several vibrations of the protein.
Mutations of residues some distance away from the catalytic sites
of enzymes may produce changes in the reaction by affecting the
dynamics of the active site, in contrast to mutations of the
active site, to form extra bonds for example, where the reaction
mechanism is changed directly (Ackers & Smith, 1985;
Leatherbarrow & Fersht, 1986).
Even larger changes in the normal modes of the protein might 
be expected in systems where ligand binding produces large
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conformational changes, such as the hinge bending in hexokinase or 
domain movement in dehydrogenases, but because of the large 
number of normal modes the vibrational density of states may not 
change noticeably. Protein-antibody binding such as for lysozyme 
(Amit et al., 1986) may not change the crystal structure of 
either the protein or the antibody but the pattern of normal 
modes will certainly be affected by the binding.
Experimental studies on the low frequency modes of proteins 
are few and far between. No Raman or far infra-red spectroscopic 
studies have compared liganded and unliganded states of the 
protein and only two inelastic neutron scattering studies on 
lysozyme and hexokinase with and without ligands have been 
published, (Middendorf, 1984; Jacrot et al., 1982). Both neutron 
scattering studies, though not entirely conclusive, showed that 
ligand binding decreased the intensity of scattering and shifted 
the vibrational density of states slightly to higher frequencies 
as expected from the theory.
The results obtained in this thesis on the changes in the 
low frequency Raman spectrum of Rebek's macrobicyclic allosteric 
crown ether due to ligand binding provide support for the theory 
as well, though further studies at low temperature are necessary 
to study the contribution of intermolecular crystal lattice modes 
to the observed spectral shifts. The shifts seen are sufficient 
to provide at least 20% of the cooperative free energy of 
binding, which combined with a sizeable contribution due to a 
reduction in magnitude of the uncorrelated thermal motions of the 
atoms as determined by the dynamic conformational allostery 
theory, can account for the major part of the cooperativity of
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ligand binding seen in this molecule.
If similar changes in some of the low frequency modes of 
proteins on ligand binding contributed a similar proportion of 
the cooperative free energy then the attribution of allostery to 
conformational changes as seen by crystallography would have to 
be re-examined.
The low frequency Raman spectra presented here of lysozyme, 
trypsin and glyceraldehyde-3-phosphate dehydrogenase show no 
changes, within the resolution of the spectrometer, on the 
binding of ligands, most likely because the modes affected are 
two few in number or at too low a frequency to be seen as 
discussed in Section 6.3. The binding of ligands introducing 
additional constraints on the structure must, however change some 
of the normal modes of the protein and various experimental 
changes might allow them to be seen by Raman spectroscopy.
Cooling the solid samples to liquid nitrogen or helium 
temperatures would reduce any damping of the modes increasing 
their frequency giving better resolution from the Rayleigh wing. 
The bandwidth of Raman lines also decrease at lower temperatures 
which would allow finer details on the broad low frequency band 
to be observed. The use of protein crystals instead of freeze 
dried powders might also enhance the quality of the spectrum.
The use of difference spectra for the protein in the 
presence and absence of ligand in either solid form or in 
solution may also be useful. A sample holder has recently been 
described for the recording of low temperature difference spectra 
of solid samples, (Eng et al., 1985). Although the low frequency
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spectra of protein solutions show only a broad, featureless 
Rayleigh wing, difference spectroscopy could reveal any changes 
caused by ligand binding. The distortion of low frequency 
solution spectra by the laser line itself can be suppressed by 
using a scaling factor, R(v) which takes into account the thermal 
population of the vibrational energy levels and also transforms 
the spectra so that it is directly comparable to far infra-red 
spectra
-}yv
R(v) — I(v)'-v-(l- e kT ) ^  I(vVvX
where R(V) = scaled spectrum at wavenumber V  and I(x>) = Raman
intensity at wavenumber v  (Lund et a^. , 1978; Perrott et al.,
1981; Brooker & Perrot, 1981; James, 1985). This scaling factor 
would allow any changes produced by ligand binding in solution to 
be studied more easily.
Changes in vibrational modes which are overdamped in
-1
solution and hence appear on the Rayleigh line at Ocm or modes
at very low frequencies could perhaps be seen by carefully
scanning over the Rayleigh line and looking for changes in its 
width.
Surface enhanced Raman spectroscopy of proteins adsorbed 
onto silver surfaces or colloids which allows very low
concentrations to be studied may also be useful (Moskovits,
1985). However, numerous experiments in this lab using silver
colloids have failed to give any reproducible or recognisable 
protein spectra, though the technique has worked well on small
molecules.
Finally, the use of resonance Raman and time resolved
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resonance Raman spectroscopy should become increasingly useful in
studying ligand induced changes in vibrations of the polypeptide
backbone of the protein and their functional consequences, as
I
ultra-violet lasers become more availabe. Time resolved
resonance Raman spectroscopy of the porphyrin chromophore of heme
proteins has already shown many transient changes in the
vibrational spectra caused by photodissociation, (Friedman et
al., 1982). The iron-histidine stretching vibration at
-1
approximately 200cm increases by several wavenumbers upon
photolysis and the shifts correlate with changes in other higher 
frequency bands.
These Raman experiments, combined with further far infra-red 
and inelastic neutron scattering experiments, should define the 
role of low frequency motions of protein in catalysis, folding, 
cooperativity and all other protein functions.
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Appendix !_ Details of the scissors dynamic allostery model
The system considered consists of two massless rods of length
L with point masses 1/4 M at each end giving a total mass
E
M . The rods bisect each other at an angle ©-. There are two 
E
binding sites between the pairs of masses subtended by the angle
©- in which massless springs of force constant k with masses m
L L
at their midpoints, representing the ligand, can be placed. The 
rods can twist about angle ©- in the x,y plane in a harmonic 
potential with torsional spring constant k. Lagrange's equation 
is used to calculate the normal modes of the model with 0, 1 and
2 springs attached.
Oscillations in the y and z directions are assumed to be 
negligible. No "c o n formational change" as represented by a 
change in the angle ©- is allowed on binding of the springs, so 
that dynamic effects only are considered. The angular
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displacements A©-, and A©-^ are assumed to be small allowing the 
approximations cosA© = 1 and sinAS- = A ©- to be used.
1. Free MenzymeM
Variables A , A(9^
Potential energy = V = — ■ k (A <9, —
Kinetic energy = T = ^
= - A A
where I = moment of inertia about the Z axis
A©- = angular velocity
The Lagrangian L = T-V and Lagranges equation says
—  ( -  i t  = O
2>-t Vc)<£ J 5*^ 
where q represents each variable in turn.
This gives A©- and A©-
— A +  k(-A&| _
—  - k Ca(©(~ A(©i
o
iwt iwt
Letting A©~ = Ae and A ©- = Be gives two solutions for the 
1 2 
normal mode frequencies of the system, namely 
2
i. w = 0 and A = B which represents only a translation of the 
system
ii. w — /Jit- , A = -B
V MtL2-
The normal mode here represents the basic scissor like motion of 
the enzyme model. The scissor fluency which shifts to
higher frequencies on ligand binding is:
_L_ / — !£JC_
£ Z7T J M c Lr
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2 . One ligand bound
Variables 11(3, ; A A x  (motion of mass m  )
. 3. L
Kinetic energy + A(9^ ) +4: "'Y^X2’
I
Potential energy - A  k Ca <9-( - A © ^
+ z kL(-^(si^cf+ ^ -sivvs')-ax)
where the second and third terms of the potential energy 
represent the extension of the spring on either side of the mass
m .
L
Lagranges equation for the 3 variables gives:- 
2 m LA X  +  4-KL A X - k LLci>sJ|. (&©, + A © J  - O
Mglj'k©, + (*?k+Zk^Cos-^)6©, -?k A©l - 4 k LU ^ & ) A X  =£>
+ - ?k/VS,-U-kJ-oo^fi^AX -o
Substituting
t\ 'L  w tAx - A  e_
A © ( - B e
A S i ; C e a
gives the three normal modes:-
i. B = C = 1, A = -------   and — —  /  Z-\r + JLki-cos*-?.
2.^Lc ^ f  el z^ y
\f | / n |y
since M »  m then the f r e q u e n c y ^  ^
E L 2. H  J hv
which is simply a high frequency vibration of the ligand in the 
jaws of the binding site rather than the low frequency scissor 
mode.
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ii. w A -  o , B - C - l  j A  -
This is a translation of the whole system. The unusual 
amplitude for A is due to the coordinate system.
iii. w z - J£,k -f-Z-kuL^c^f A — O  ,
M £ L2- ;
This represents the scissor like motion of the enzyme with 
one ligand bound. The frequency can be re-written as
This scissor mode can be seen to increase on ligand binding.
3. Two ligands bound
Variables A 0 ,  ; A C ^  , A X ,  } A X L
Kinetic energy = M ELr ^( 9 ^  + A©^) ^ l ( A X ^ +  A
Potential energy =. k ( A 0 , —
Lagrange’s equation for the 4 variables gives
2 m LAX, + AkuAX, - kLLcos-^ (A<S>, r A 0 ^  - 0  
Z m LAx2 A AkLAXx- kLLcoc,<| + &G-^ ) ^ O
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1“Ie l7 a <S>, + A©, (? k ■<- - kkuLo=s^(&x, +Ax2) n o
k'l^AS^ + A©a(Sk + VkLL W | )  - - U- k.L^oiS (AX, + AXZ^ 0
Substituting
/\ L '—/t 
A X t - A t
A X l = Bei"-* 
A®, ^ C & L^  
A  ©j_ = D < 2 ^
gives the following normal modes:-
i. A = B = 1, c = D = ■ ~~4-
M eL
w x = zku, 1 _x _ _J_ X K  , ^ k Lc<7?2-%
*^ L M £ 27\ sj m L H e
This solution represents the two ligands vibrating in phase
with each other and the enzyme moving out of phase. The enzyme
motion will be damped out in solution and the vibrational
frequency, if M » m  , will be high representing a local vibration 
E
of the ligand. This mode is similar to the first solution for
the case of one ligand bound.
ii. A = -B, C = D = 0, V *  - / —  ^ L-
w \ u ^  £Li 271 J  m L
This mode represents a stationary enzyme with the ligands 
vibrating out of phase with each other at the natural frequency 
of the spring binding the ligand to the enzyme. This mode will 
be a high frequency local mode.
iii. A = B = L_ cos©:, C = D = 1, w ^ - O
X  x
This mode represents a translation of the whole system.
iv. A = B = 0, C = -D, w 2-= -L6K.+ ^-Lcosgr-----
This represents the scissor like mode of the system with
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both ligands stationary. The frequency can be re-written as:-
V "  =  - 1 —  /  16k  -v U - k L L W - g  
E4  271 v m£L2'
= / 1 + k u L W #
J  1 + s k
It can be seen that binding of the second ligand causes a further 
increase in the scissor frequency.
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Appendix 2 Raman spectroscopy at room temperature and 77K of
urethane prepared from eyeloundecanone and 4-phenylsemicarbazide
Professor George Sim of this department supplied a
crystalline compound formula between eyeloundecanone and
4-phenylsemicarbazide which possess different structures at room 
and liquid nitrogen temperatures as shown in Figures A2.1 and 
A2.2
The part of the alkane ring furthest from the phenyl-
semicarbazide group shows very large anisotropic thermal
ellipsoids at room temperature indicating a high degree of
flexibility which is abolished at low temperature where there is 
only one well defined structure. At room temperature this part 
of the ring can probably take up several different conformations 
which interchange rapidly using thermal energy to cross various 
potential energy barriers. One of these conformations may be the 
low temperature structure which becomes more energetically
favourable and hence more populated as the temperature is lowered 
until it is the only structure present.
Depolarised Raman spectra of powdered samples in a sealed 
glass capillary were recorded at the two temperatures by fixing 
the capillary to a copper block on the end of the cold finger in 
a home made glass cryostat. The laser beam and the scattered 
radiation passed through optical windows set into the sides of 
the glass outer casing. Insulation of the liquid nitrogen filled 
cold finger and sample block was provided by evacuating the space 
between the cold finger and the outer casing. Laser heating of
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Fig. A2.1 X-ray structure of the cycloundecanone- 
phenylsemicarbazide compound at room temperature showing 
thermal motion ellipsoids for each atom. Unlabelled 
atoms are carbon.
Fig. A2.2 X-ray structure of the compound at 77K 
showing mucn reduced thermal motion and a different 
conformation.

the sample would cause the sample temperature to be somewhat 
higher than 77K though this would be minimised by the large 
copper block conducting heat away efficiently with the result 
that the sample temperature should be within 10K of the liquid 
nitrogen temperature.
The assignment of the very large number of Raman bands in
the high frequency region shown in Figure A2.3 was simplified by 
recording a room temperature spectrum of 4-phenylsemicarbazide as 
a powdered solid also shown in Figure A2 .3, and using published 
data on cycloundecane (Sterin et al) . The bands were then
assigned using information in Dollish, Fateley & Bentley (1974).
The room temperature spectrum of the compound was compared
to that of phenylsemicarbazide. Many bands matched up closely
indicating that the rest are due to vibrations of the 
cycloundecane ring and the C=N bond which joins the ligand to the 
ring.
There are 3 bands in the compound's spectrum which do not 
match the semicarbazide spectrum but which are very probably due 
to the semicarbazide:-
-1
i. The intense band at 495cm which increases in strength on
cooling and becomes much sharper. This is similar behaviour to
-1
that of the other bands at 365, 612, 748 and 854cm which do
match up with semicarbazide bands. This band may be the
-1
equivalent of the ligand band at about 600cm which is sharp and 
of similar intensity.
-1
ii. The 2 broad strong bands at 1232 and 1290cm appear in both 
the semicarbazide spectrum and in the cycloundecane spectrum
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although -the lower of the cycloundecane bands is much weaker. 
These peaks become resolved into several sharper bands on 
cooling. Two, or possible three of these bands will be due to 
the semicarbazide and the rest to the cycloundecane ring. There 
may be coupling between these various modes so determining which 
bands are due to the semicarbazide and which to the cycloundecane 
is difficult.
Apart from the usual line narrowing at low temperature, it
can be seen that in all cases, except those noted above, that
only bands due to the cycloundecane ring change on cooling the
complex. By ignoring bands due to the semicarbazide, the
cycloundecane bands can be assigned using information on alkanes
in Dollish et al. (1974), and the data on cycloundecane.
-1
Bands below about 550cm are CCC skeletal deformation
-1 -1
modes. Between 1000cm and 500cm there are numerous CH
2
rocking and twisting modes. C-C stretches occur between 1000 and 
-1 -1 -1 
1130cm and from 1150cm to 1360cm there are methylene twists
-1
and rocks. Above 1300cm these methylene modes are in-phase
twists and below this they are out-of-phase rocks, The group of
-1 -1
bands between 1400cm and 1450cm are methylene in plane,
-1
'scissor' like deformations. The modes between 1475cm and 
-1 -1 
1490cm and the band at 1667cm are unassigned.
Figure A2.4 shows the low frequency Stokes and anti-
Stokes spectra of the compound.
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Fig. A2.4 Low frequency (-200 to +200 cm” )^ Raman spectra 
of the compound at room temperature (upper spectrum) and 
77K (lower spectrum). Recorded with 100 mW of 433 nm 
radiation, 250 micron slitwiaths at 25 cm-^/min w7ith 
1.2 second time constants.
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Results
On going from low temperature where there is one unique 
molecular conformation and spectrum, to room temperature where 
the average conformation of part of the cycloundecane ring is 
different and very mobile there are several major changes in the 
compounds Raman spectrum shown in detail in Figures A 2 .4,
A2.5,A2.6 and A2.7.
i. The very complex low frequency spectrum showing a large
number of lattice modes, librations and other low frequency 
intramolecular vibrations at 77K is lost at room temperature
where only a few poorly resolved bands are visible.
ii. Several sharp bands of medium intensity at 459, 662, 793,
-1
874, 889 and 908cm become much weaker, some almost
disappearing.
-1 -1
iii. Two sharp medium strength bands at 570cm and 1180cm
become weak doublets at room temperature.
iv. Several doublets of approximately equal intesity at 208- 
-1 -1 -1
220cm , 506-514cm and 623-631cm , become doublets where the
lower frequency band increases in intensity at the expense of the
higher frequency band.
v. There are large relative intensity changes of bands in the
-1
CH scissors region, 1380-1470cm , coupled with a broadening of
2
the bands. The most intense peaks at room and low temperature
are at different frequencies.
vi. Large relative intensity changes in the CH rocks and twists
2
with such large broadening that the individual peaks are
I
unresolved.
vii. In the C-C stretch region there is a large broadening of
192
peaks with the lower frequency bands increasing in intensity at
the expense of the most intense highest frequency band. The most
-1 -1 
intense peak moves from 1100cm at 77K to 1093cm at room
temperature.
Conclusions
The Raman spectra show clearly that as the temperature is
raised the average conformation of the molecule changes. This is
particularly noticeably in the C-C strength and CH scissors
2
regions where the relative intensities of bands change 
considerably.
The increase in resolution at low temperature could be 
useful for studying the low frequency modes of proteins. Any low 
frequency bands would be better resolved from the Rayleigh wing 
as well as being sharper and shifted to higher frequency due to 
respectively, a decrease in the anharmonicity of the vibration 
and a decrease in the damping of the motion.
I
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Fig. A2 . 5 Expanded portion of Fig. A 2 .3 showing the 
C-C-C skeletal deformations and CH2 rocks and twists. 
The 77K spectrum is the upper one.
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Fig. A 2 .6 Expanded portion of Fig. A 2 .3 showing the 
in-phase CH2 rocks, out-of-phase twists and C-C stretches. 
The 7 7K spectrum is the upper one.
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Fig. A2 . 7 Expanded portion of Fig. A2 . 3 showing the 
CH > out-of-phase rocks, in-phase twists and scissor-like 
deformations. The 77K spectrum is the upper one.
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Abstract. A general model is presented whereby 
ligand-induced changes in protein dynamics could 
produce allosteric communication between distinct 
binding sites, even in the absence of a macromole- 
cular conformational change. Theoretical analysis, 
based on the statistical thermodynamics of ligand 
binding, shows that cooperative interaction free 
energies amounting to several kJ • mol-1 may be 
generated by this means. The effect arises out of the 
possible changes in frequencies and amplitudes of 
macromolecular thermal fluctuations in response to 
ligand attachment, and can involve all forms of 
dynamic behaviour, ranging from highly correlated, 
low-frequency normal mode vibrations to random 
local anharmonic motions of individual atoms or 
groups. Dynamic allostery of this form is primarily an 
entropy effect, and we derive approximate expres­
sions which might allow the magnitude of the 
interaction in real systems to be calculated directly 
from experimental observations such as changes in 
normal mode frequencies and mean-square atomic 
displacements. Long-range influence of kinetic pro­
cesses at different sites might also be mediated by a 
similar mechanism. We suggest that proteins and 
other biological macromolecules may have evolved to 
take functional advantage not only of mean confor­
mational states but also of the inevitable thermal 
fluctuations about the mean.
Key words: Protein dynamics, fluctuations, allostery. 
cooperativity
Introduction
Allosteric effects, involving communication between 
distant ligand-binding sites on biological macromo­
lecules, are central to many physiological control and
To w hom  o ffp r in t requests should be sent
receptor processes. Conventionally, these effects are 
ascribed to ligand-induced conformational changes 
transmitted through the macromolecule and across 
subunit boundaries. Monod et al. (1965) graphically 
demonstrated how this concept could explain quan­
titatively many of the observed cooperative and 
linkage phenomena in proteins — and yet even in this 
seminal paper it was emphasized that the concept of 
“conformational transition . . . should be understood 
in its widest connotation”, and not solely in the strict 
stereochemical sense that we usually use today. 
Accordingly, we wish to develop here one of the 
alternative mechanisms for long-range site-site inter­
action (Cooper 1980; Salemme 1978) based on 
current thinking about the dynamic properties of 
proteins. We will show that it is possible to explain 
cooperative ligand binding in terms of the frequency 
and amplitude of atomic motions about fixed mean 
positions, i.e., without a conformational change in 
any sense that could be determined structurally.
The conformation of a macromolecule, as 
defined, for example, by X-ray crystallography, gives 
the mean atomic positions averaged over a large 
number of, supposedly, identical molecules and over 
times which are long compared to typical molecular 
motions. We now know, however, from fundamental 
theoretical considerations and from a wide variety of 
experiments, that individual macromolecules are 
dynamic objects undergoing various forms of intra­
molecular motion (for recent reviews, see: Cooper 
1980: Gurd and Rothgeb 1979; McCammon and 
Karplus, 1983; Careri et al. 1979). These fluctuations 
have been variously described in terms of vibration, 
libration, or rotation of individual chemical groups, 
global oscillations of protein domains, “hinge bend­
ing”, “breathing”, “local unfolding”, and so on. and 
can involve relative motion over several angstroms 
covering the entire time spectrum. Thermally excit­
able low-frequency vibrations (< 200 cm”1) in glob­
ular proteins have been detected experimentally
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(Peticolas 1979; Jacrot et al. 1982; Middenclorf 1984) 
and demonstrated by theoretical normal mode anal­
ysis to involve cooperative motions spanning entire 
molecules (Gcr 1980, Go et al. 1983; Brooks and 
Karplus 1983). Anharmonic and aperiodic motions 
are predicted by molecular dynamics simulations 
(McCammon and Karplus 1983; Levitt 1983a, b) and 
are also indicated by various experimental observa­
tions (Cooper 1980; Gurd and Rothgeb 1979). Such 
dynamic phenomena are not unique to biological 
macromolecules, being simply a manifestation of heat 
energy (Cooper 1976), but the thermodynamic fluc­
tuations involved are quite large in these relatively 
small systems, and we might expect that, during 
evolution, any useful dynamic phenomena might 
become part of the repertoire of these systems. For 
example, in the present context of allostery, since the 
information content of a macromolecule consists not 
only of its average conformation but also of the 
frequencies and amplitudes of fluctuation about this 
conformation, communication across the molecule 
could go via changes in these dynamic frequencies 
and amplitudes, independently or even in the absence 
of conformation change.
We should emphasize from the start that it is not 
our intention to deny the existence or significance of 
conformational changes in protein receptor and 
control functions - but. rather, to illustrate that 
equally plausible, quantifiable alternatives do 
exist.
Statistical thermodynamics 
of multiple ligand binding
Sturtevant (1977) has discussed the various factors 
which contribute to the thermodynamics of protein 
interactions, emphasizing the significance of dynamic 
(vibrational) contributions. In reviewing the available 
data, he notes the almost universal decrease in heat 
capacity (i.e., negative AC p) associated with pro- 
tein-ligand binding and points out how this could 
arise from the loss of many internal, vibrational 
degrees of freedom. Similar conclusions may be 
reached by more general treatment of thermody­
namic fluctuations (Cooper 1976), which shows that a 
decrease in heat capacity of a system inevitably 
implies that the thermal energy fluctuations in the 
system are reduced. Thus, we can picture the usual 
effects of ligand-binding to be a “stiffening” of the 
protein structure, although cases may be imagined in 
which the reverse is true. We wish to analyse in more 
detail the thermodynamic consequences of this.
Textbook statistical thermodynamics (e.g.. Hill 
1960; McOuarrie 1976; Davidson 1962) gives the free 
ener<zv of molecular association in terms of the
canonical partition functions of the molecular species 
involved. Thus, for the ligand-binding equilibrium at 
constant volume;
K i
E + L EL
the dissociation constant is given by:
Q»Qi.K
where As, + £l 'EL l is the difference in
ground state energies corresponding to the (hypo­
thetical) energy of ligand binding at 0 K in the 
absence of thermal motion, and 0 {). Q : , and 0 L are 
the partition functions for the free enzyme (E). the 
binary complex (E L t) and the free ligand (L), 
respectively. In the absence of significant volume 
changes, the Gibbs free energy of reaction is
AG,  = -kT In K,
= As, - kT • In QoQi
~o7
Subsequent binding steps (at different sites) can be 
treated similarlv. thus:
E L i -t- L ^  EL- , etc.
AG -  =  As- - kT ■ In QxQi
Q:
where As- = ?el\ +  el ~ £e i Qz refers to the 
ternary complex (E L -); and so on.
The difference A A G = JG; - AG, in binding 
free energies is a measure of the cooperativitv 
(allostery) and may be written:
A A G = As- — As, — kT • In C?T
(GO-
If we restrict our attention to the binding of 
identical ligands to (formally) identical and phvsicallv 
distant binding sites then A s : = Jr;. since the same 
molecular contacts are invoked in each -ate. and
A A G  = -  kT
O
(GO-
The canonical partition function of a svstem is 
defined as O = E lc~hi k I . where the summation is 
taken over all possible states. /, of the svstem with 
energies E,. These will include all allowed transla­
tional, rotational, vibrational, electronic, and con­
formational states of the protein, or complex, as 
appropriate. As is conventional, we may assume 
separability and write
Q —  <7 Trans ' <"/Rot ' </\'ih ' I-Jcct ' <7Conl
and examine each contribution in turn. (For simplic­
ity, we will ignore other possible internal modes of 
motion, such as free rotation of chemical groups, and 
assume that, at least formally, they may be treated as 
internal vibrational modes or different conformation­
al substates.) The electronic energy level contribu­
tions may be eliminated from the start since they are 
not significantly excited at normal temperatures, and 
any changes in ground-state levels due to bond 
formation in the E E complex have already been 
assumed in the As terms.
The partition functions representing global trans­
lation and rotation of the entire protein molecule, 
<?Trans and <?r0o are given by standard expressions 
which depend on the mass and moments of inertia of 
the molecule, respectively (Hill 1960; Davidson 1962; 
McQuarrie 1976). If we assume that the ligands are 
small compared to the enzyme, then these terms are 
numerically very similar for the different ligated 
states and effectively cancel in the expression for 
AAG.
This leaves:
A A G = — kT • (in (— ) + In ) )
[ V/()<7:/vih VM:/coniJ
which identifies two possible sources of cooperativity 
between the two binding sites. The first term gives 
rise to a finite A A G if there are changes induced in 
the vibrational spectrum of the system by ligand 
binding. The second term in the equation expresses 
any effects of conformational change in the conven­
tional sense, plus more subtle dynamic effects which 
we shall examine later.
The vibrational contribution
The vibrational partition function of the ith. normal 
mode of a system, with frequency vr taking quantized 
energy levels nhr, (n = 0, 1. 2 . . .) and incorporating 
the zeropoint energv ( xAhv,) into the ground state 
energy term, is given by
</xlh(i’f) = (i -e-/M- k,r' 
winch, in the classical limit kT hv,. becomes 
kT
7 ( b ) ( l ; „ v  =  —hv
(Hill I960; Davidson 1 962: McQuarrie 1976).
For the complete spectrum of normal modes in the 
system the total vibrational partition function is given 
bv the product
,/ = nqiv.f'-'
I
where g(v;) is the spectral density of normal modes 
and represents the degeneracy (multiplicity) at each 
frequency.
Thus, in our simple case of sequential binding of 
two ligands, the vibrational contribution to any 
differences in site-binding affinity is
JJGVlb = - kT £ [g„(v) + g: (v) - 2g,(r)] In q(v) ,
I'
where, as before, the subscripts refer to the different 
states of ligation of the enzyme and the term [go(i') + 
g2(v) — 2gj(v)] represents any ligand-induced changes 
in the normal mode spectrum.
In the simplest case where binding of ligands has 
no effect on normal mode spectra, g0 = g\ =  gi at a^  
frequencies, and there is no difference in binding free 
energies at each site. Similarly, if only high frequency 
modes are affected (hv > kT) the (quantum) partition 
function is essentially unity (i.e., high frequency 
modes are not thermally excited) and again JJGVib 
=  0.
More interesting, however, is the case of low- 
frequency modes. Imagine the situation in which a 
single thermally excited mode of the free enzyme. r(), 
undergoes frequency shifts vQ —» tq —» v2 during the 
sequential binding process E  —» E L X —» E L 2. In this 
case
JJGVlh = - kT (In q(vn) -I- In q(v2) - 2 In q( v,)} .
If the frequency shifts are small, such that they may 
all be treated classicially, then substitution of the 
appropriate partition functions give
so that if. as we anticipate, ligand binding induces a 
"stiffening"' in the protein to give higher normal 
mode frequencies. then JJG will indeed be finite and 
negative — indicating positive cooperativity in ligand 
binding. (Strictly speaking, the condition for negative 
A A G in this classical limit is r,- > rnr:. It is also 
feasible that the reverse is true and that JJG is 
positive, i.e.. negative cooperativity.) The magnitude 
of the effect can only be guessed at in the absence of 
detailed normal mode analysis of an appropriate 
system, but even a modest 10G increase in frequency 
at each binding step would give JJG of order —0.01 
kT per mode. Bearing in mind that there are several 
hundred low-frequency modes in any protein of
loti
reasonable size (Sturtevant 1977; Go et al. 1983; 
Brooks and Karplus 1983), which might all be 
affected, it is not difficult to arrive at cooperative free 
energies of the order of a few kJ • mol-1 in this 
classical limit. (kT — 2.5 kJ • mol-1 at room temper­
ature.)
But, in addition to small frequency shifts resulting 
from an overall stiffening of the protein structure, 
there are likely to be much larger ligand-induced 
effects on specific modes of vibration. For example, a 
soft “hinge-bending” mode involving collective 
motions of lobes or domains of polypeptide about an 
active site, such as has been described for lysozyme 
(McCammon et al. 1976), might well become “fro­
zen” or converted to higher frequency modes by 
ligand binding at the hinge region. This intuitive 
picture is supported by the inelastic neutron scat­
tering analysis of lysozyme (Middendorf 1984) and 
hexokinase (Jacrot et al. 1982) - both of which show 
an apparent loss of low-frequency modes on ligand 
binding (though details of the hexokinase experiment 
are proving difficult to reproduce: S. Cusack, per­
sonal communication).
Analysis of simple molecular models (unpub­
lished work) also indicates that thermally excited 
collective modes strongly coupled to ligand binding 
sites can be effectively suppressed and converted to 
non-excited high frequency vibrations by the attach­
ment of small ligands to the equilibrium conforma­
tion.
Thermodynamic analysis of this case requires the 
use of the fully quantized partition function, and 
sives
/ U
A A G y ]h = - kT ■ In
L’nL-
where
U, =  I -
-hv k T
A typical low-frequency global mode, with 
i'() — 50 cm-1, converted to higher frequencies (iq, m 
> 500 cm"1) on ligation, would provide zlzlGvib ~ 
-1.4 kT, for each such mode affected. This corre­
sponds to cooperative interactions of about 2.1 
kJ • mol-1 at room temperature. One or two such 
modes would amply describe the magnitudes of 
typical cooperative interactions.
Separating the interaction free energy into its 
enthalpy and entropy components
A A G = A A H  -  T ■ A AS
we obtain:
m hv„ , , T hm
P A A H = —  • e“/M,"kr 4- —
Un LS
2 hv
U] \  A A H  
A AS = k ■ In ( I 4-
showing that the cooperative interaction is primarily 
an entropy effect. A A H is normally positive (~ 0.6 kT 
with the parameters used above), but is offset by the 
larger, positive entropy contribution. This implies, 
interestingly, that binding of the first ligand is more 
exothermic, despite the stronger binding of the 
second ligand. (Note that in the classical limit 
A A H = 0. and the cooperative effect is entirely 
entropic. This is a consequence of the equipartition 
theorem in which, without quantization, all oscilla­
tors have the same mean internal energy, kT, 
regardless of frequency.) The origin of this vibra­
tional contribution to cooperative ligand binding can 
thus be seen as follows: the free enzyme has a 
multiplicity of thermally excited, low-frequency 
vibrational modes, many of which involve motions 
spanning the entire macromolecule and coupling 
distant ligand binding sites. On introduction of the 
first ligand to one of the sites, enzyme-ligand contacts 
are formed which stabilize the complex and may, or 
may not. induce a change in conformation of the 
polypeptide. Concomitantly, the protein structure is 
stiffened so that some vibrational modes are shifted 
to higher frequencies where they are less thermally 
excited. The consequent release of thermal energy is. 
however, more than cancelled by the loss of vibra­
tional entropy in these modes, and the net effect is to 
reduce the overall ligand binding free energy. 
Because of the non-linear nature of the thermody­
namics (i.e., the exponential Boltzmann factor) these 
effects are significantly less for the binding of the 
second ligand which, therefore, has a higher ther­
modynamic affinity for its site.
In concluding this section, we should make some 
mention of the effect of damping since, it might be 
argued, in the presence of solvent and internal 
viscosity a protein does not vibrate perpetually like a 
tuning fork. This is true. But the solvent, as well as 
acting as a damper on motion, also acts as a source of 
fluctuations which excite motion by molecular colli­
sions. Brownian motion, and the like. Thus, viewed 
classically, although harmonic oscillations may be 
rapidly damped out. they are equally rapidly being 
excited by solvent collisions, and the actual motion 
consists of perpetual random excitation and decay of 
different levels of the different vibrational modes 
(McCammon et al. 1976). It is precisely the average 
of this motion which is calculated by statistical 
thermodynamics. The quantum mechanical treat­
ment of damped harmonic oscillators (Greenberger 
1979a, b) leads to essentially the same picture.
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The dynamic conformational contribution
Harmonic oscillations are not. of course, the only 
form that fluctuations in protein structure might take. 
The more general view, supported by molecular 
dynamics simulations (Levitt 1983a, b) is of the 
protein wandering in a haphazard and non-periodic 
fashion amongst a multitude of possible conforma­
tional states, with any harmonic motions superim­
posed. The width of the probability distribution of 
these conformational substates, and the associated 
partition function, can be viewed as a measure of the 
“flexibility” of the protein and will determine its 
average observed properties. The response to ligand 
binding might be two-fold: firstly, the presence of a 
ligand may stabilise certain of the conformational 
substates over others and result in a shift in the mean 
of the probability distribution, i.e., a conformational 
change in the conventional sense. Secondly, the shape 
of the distribution might be affected — a narrower 
distribution representing a “stiffening” of the protein 
structure due to ligand binding. Both of these effects 
would be reflected in the thermodynamics of ligand 
attachment, and the second, due to the change in 
conformational dynamics, could occur even in the 
absence of a gross conformational change.
To estimate the magnitude of such effects and to 
relate them to observable properties of the protein 
structure, we need to consider the contribution
A A G C o n f -kT - In
(/<)(/2)  1 1 >n f
where each partition function is of the form of a 
summation
</= I
e  -  / . ( / \ ) k T
and E(R) represents the generalized potential energy 
of the protein (n atoms) as a function of the 
3/?-dimensionul conformation R = .v^yi.rp
.......~/i • GVe shall assume classical
dynamics so that the kinetic energy contributions are 
identical for each state of ligation and cancel in the 
expression for JJG). An exact calculation would 
require evaluation of the partition function 
q0G \ G 2 • • • for each liganded state, which is beyond 
our present capabilities. However, we may proceed 
with the aid of two simplifying assumptions.
Firstly, we will assume that each q may be written 
as a product of the 3n individual atomic coordinate 
partition functions.
q =  n  q, .
i = i
This is equivalent to assuming that the motion of 
individual atoms, or groups, is uncorrelated, with 
each moving in a mean field generated by all the 
others. Although this is unrealistic, it has the virtue of 
being at the opposite extreme to the highly correlated 
motions assumed in the analysis of the normal mode 
vibrational contributions, and allows us to write
JJGConl = -kT^ln q~\
q <></:
where the summation is over all coordinates and the 
term in brackets now represents the contribution 
from each atomic coordinate.
Many of these terms in the summation might 
cancel because of molecular symmetry. For example, 
in the case of a system with two identical ligand 
binding sites (i.e., usually a dimer of symmetry-re­
lated monomers), for each atom i there will be an 
equivalent atom i ' in an identical molecular environ­
ment. (e.g., on the opposite subunit). We must 
consider the combined effect of symmetry-related 
pairs of coordinates
AAG,  = - kT In q T
qoq2/ > \<M:
q i
From symmetry:
qo(i) =  qn(i ' )
and
q2(i) = q2( i') •
If the conformational effects of ligand binding are 
onlv short range, then no cooperativity occurs, i.e.. 
binding of the first ligand might affect atom i [r/n(/) —> 
<7i(0], t>ut not i ' M O  = <71(f')]- Similarly, binding of 
the second ligand would affect /'[<7i(/') —» <7:(F)] but 
not i [q2(i) = <7i(0]i all the terms cancel and JJG, = 
0. This is merely a mathematical statement of what is 
intuitively expected: that in order to mediate com­
munication between distant ligand sites, any atom 
must in some way “feel” the presence of ligand at 
each of the sites. But this effect depends on the 
thermodynamic partition functions and may result 
not only from a conformational change in the position 
of the atom but also from a change in the dynamic 
fluctuations about its mean position.
To see this, we make our second simplifying 
assumption: that the fluctuations in atomic coordi­
nates are approximately Gaussian, of width a (which 
will be different for each atom). For a Gaussian 
probability distribution about a fixed mean position 
(i.e.. without conformational change) the atomic
1 OS
partition function is proportional to the width, o (see 
Hill 1960, for^ example). Thus, using the symmetry 
arguments for two identical sites:
AAG, = -2kT • In Q\(i) '
On ■ O:
where a(), o2 are the root-mean-square fluctuations of 
coordinate i in the unliganded and fully liganded 
states, respectively; a {(i) and a,(i') represent the rms 
fluctuations at / and /' when only one ligand site is 
occupied. This gives the purely dynamic contribution 
to the interaction between the ligand sites in terms of 
quantities that may be visualized and. in principle, 
measured experimentally.
In practice, ligand-induced changes in conforma­
tional fluctuations may be small, e.g.,
O\{l) = On{ 1 - (5 |)
0 \ ( i ' )  -  On( 1 -  d \ )
o z = 0{)(1 - d, - (5;)
so that, to approximate first order in the fractional 
shifts, b,
A A G - -2 kT <3,<3i
for each atomic coordinate affected.
Even rms shifts of the order of 1% per atom, 
scarcely observable with current techniques, if sum­
med over much of the molecule would give cooper­
ative free energies of the order of kT. Again, in this 
classical treatment, the effect is entirely entropic.
Discussion
We have shown how long-range interactions between 
ligand binding sites on a macromolecule might be 
produced by purely dynamic processes, over and 
above any additional effects due to conformational 
change. With plausible and experimentally verifiable 
assumptions about the magnitudes of ligand-induced 
changes in vibrational frequencies or thermal fluc­
tuation amplitudes, allosteric interaction free energies 
amounting to several kJ • moE1 can be estimated. 
Moreover, the effect can arise both from highly 
correlated global oscillations in the protein and from 
uncorrelated random motion of individual atoms or 
groups. Although we have concentrated on the 
simplest case of cooperative interactions between two 
identical sites in order to simplify the algebra, it is 
clear that similar arguments apply in the more general 
cases of allosteric communication and. by appro­
priate adjustment of dynamic amplitudes and fre­
quencies, all the familiar phenomena of activation, 
inhibition, positive and negative cooperativity might 
be reproduced.
Furthermore, the effects might not be limited 
solely to equilibrium binding parameters. Rate 
processes such as enzymic catalysis or ligand attach­
ment and dissociation rates, which depend on 
relatively rare thermal fluctuations (‘"activation 
steps-’), might also be subject to control via the 
dynamic processes we have been describing.. Such 
rare fluctuations would not contribute significantly to 
the thermodynamic ligand-binding affinities, but 
could give rise to the sort of kinetic allosteric effects 
seen in some systems (Dixon and Webb. 1979). For 
example, the rates of attachment or release of a 
ligand requiring the transient opening of the jaws of 
the active site (or a “gate" or “channel") might well 
be increased, or suppressed, if that particular mode of 
motion were coupled to similarly transient events at 
other ligand sites. The ramifications in such areas as 
transmembrane communication and translocation 
remain to be explored.
Although the concept of dynamically mediated 
allosteric interaction might appear unfamiliar and 
hard to visualize, at first, the molecular mechanism is 
fundamentally the same as in the more familiar 
process of conformational change. The basic require­
ment for long-range inter-site communication is the 
existence of atoms or structural groups dispersed 
throughout the protein molecule which, directly or 
indirectly, experience the presence of ligands at each 
of the sites concerned, and these effects could be 
either static or dynamic.
In practice ligand-induced changes in both the 
mean conformation and dynamics are to be expected, 
and even in cases where a gross conformational 
change can be demonstrated the associated dynamic 
changes may in fact be the real source of allosteric 
effects. Experimentally, the situation will be difficult 
to resolve especially as, given the finite resolution of 
structural methods, it will always be difficult to rule 
out “small” (i.e., not observed) conformational 
changes. But. one advantage of our dynamic for­
malism is that the interactive free energies are. within 
the approximations, expressed in terms of quantities 
which are. in principle, measurable - i.e.. changes in 
normal mode frequencies and/or mean square ampli­
tudes of coordinate fluctuations. Thus quantitative 
estimates might be made independent of any model 
of the molecular potential energy surface and the 
attendant problems of solvation, etc., which would be 
required to analyse the conformational contribu­
tion.
We have shown that dynamically mediated co­
operativity should be entropv driven: that is. binding 
of a second liaand is made thermodvnamicallv more
KM
favourable because of a less negative AS°. Similarly, 
with the failure of equipartition due to quantum 
effects, the enthalpy changes are in the opposite 
direction, i.e., more exothermic for binding the first 
ligand. It is also straightforward to show that heat 
capacity changes (Acp) on ligand binding are expected 
to be negative (Sturtevant 1977), and more so in this 
case for the first ligand. Reliable experimental data 
on relevant systems are, unfortunately, scarce and we 
are aware of only one detailed study, involving 
calorimetric measurements of cooperative binding of 
NAD to glyceraldehyde phosphate dehydrogenase 
(Niekamp et al. 1977). It is gratifying that the results 
are in accord with our expectations. But, even with 
such painstaking experiments, estimation of individ­
ual site binding parameters is not trivial and can be 
influenced by the choice of binding model (Niekamp 
et al. 1977), and data on other systems are sorely 
needed.
In conclusion, it is worth drawing attention to 
recent experiments on the appearance of allosteric 
effects in non-biological systems, for which dynamic 
conformational interpretations similar to those pre­
sented here are now receiving some consideration 
(Onan et al. 1983).
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