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1. De´partement Commande des Syste`mes et Dynamique du vol
vRE´SUME´
Satisfaire les qualite´s de manœuvrabilite´ demeure toujours une contrainte essentielle lors de la
conception des commandes de vol. Ces crite`res de diﬀe´rentes natures sont le fruit d’une longue ex-
pe´rience d’essais en vol et d’analyse de donne´es et il convient de les conside´rer pour espe´rer un bon
comportement de l’appareil en vol. Dans ce cadre, l’enjeu de cette the`se est d’e´laborer des me´hodes
de synthe`se capables de satisfaire au mieux ces crite`res en respectant d’une part des architectures
classiques impose´es par le constructeur et, d’autre part, en adoptant une nouvelle architecture de
controˆle. Le travail est eﬀectue´ sur le vol longitudinal d’un avion d’aﬀaire de Bombardier Inc., le
Challenger 604.
Une premie`re e´tape consiste a` rassembler les qualite´s de manœuvrabilite´ les plus souvent utili-
se´es et de les confronter. Nous e´tudions plus particulie`rement le crite`re du dropback pour lequel une
analyse the´orique permet d’e´tablir une formulation pratique utilisable lors d’une synthe`se. De plus,
la confrontation de ces crite`res sur un mode`le standard met en e´vidence des crite`res dominants, qui,
une fois satisfaits, impliquent que d’autres crite`res le sont aussi.
Nous pouvons de`s lors conside´rer le proble`me de satisfaction de ces crite`res dominants dans le
cadre d’une loi de controˆle dont l’architecture est impose´e. Nous nous tournons alors du coˆte´ des
applications gardiennes (Saydy et al., 1990). Initialement destine´es a` l’e´tude de la robustesse, elles
sont inte´gre´es dans diﬀe´rents algorithmes pour la synthe`se de correcteur. Ce proble`me s’inscrit dans
le cadre plus ge´ne´ral de stabilisation par retour de sortie et de synthe`se de correcteurs d’ordre re´duit.
Il en ressort des algorithmes permettant la stabilisation de syste`me et le placement de poˆles dans
une re´gion du plan complexe. Ceux-ci sont e´tendus dans le cadre du se´quencement du controˆleur
sur toute l’enveloppe de vol en fonction de certains parame`tres.
Nous faisons ensuite fi de la structure du correcteur en conservant seulement les meˆmes sorties.
L’ide´e est a` pre´sent d’utiliser une synthe`se H∞ pour obtenir un correcteur satisfaisant les qualite´s de
manœuvrabilite´ graˆce a` l’appariement avec un mode`le de re´fe´rence ; ce correcteur est aussi robuste
a` des variations de masse et de centrage de l’avion. Graˆce aux travaux sur la commande modale
robuste (Magni, 2002), nous pouvons re´duire substantiellement l’ordre de ce correcteur ainsi que le
structurer afin de nous rapprocher d’une architecture classique. Une me´thode d’auto-se´quencement
de correcteurs, nous permet finalement de se´quencer ce correcteur a` travers toute l’enveloppe de vol.
Deux voies diﬀe´rentes sont donc emprunte´es pour la re´solution du meˆme proble`me ; chacune
montre ses avantages et ses inconve´nients.
vi
ABSTRACT
Fulfilling handling qualities still remains a challenging problem during flight control design.
These criteria of diﬀerent nature are derived from a wide experience based upon flight tests and
data analysis, and they have to be considered if one expects a good behaviour of the aircraft. The
goal of this thesis is to develop synthesis methods able to satisfy these criteria with fixed classical
architectures imposed by the manufacturer or with a new flight control architecture. This is applied
to the longitudinal flight model of a Bombardier Inc. business jet aircraft, namely the Challenger
604.
A first step of our work consists in compiling the most commonly used handling qualities in order
to compare them. A special attention is devoted to the dropback criterion for which theoretical
analysis leads us to establish a practical formulation for synthesis purpose. Moreover, the com-
parison of the criteria through a reference model highlighted dominant criteria that, once satisfied,
ensure that other ones are satisfied too.
Consequently, we are able to consider the fulfillment of these criteria in the fixed control archi-
tecture framework. Guardian maps (Saydy et al., 1990) are then considered to handle the problem.
Initially for robustness study, they are integrated in various algorithms for controller synthesis. Inci-
dently, this fixed architecture problem is similar to the static output feedback stabilization problem
and reduced-order controller synthesis. Algorithms performing stabilization and pole assignment in
a specific region of the complex plane are then proposed. Afterwards, they are extended to handle
the gain-scheduling problem. The controller is then scheduled through the entire flight envelope
with respect to scheduling parameters.
Thereafter, the fixed architecture is put aside while only conserving the same output signals.
The main idea is to use H∞ synthesis to obtain an initial controller satisfying handling qualities
thanks to reference model pairing and robust versus mass and center of gravity variations. Using
robust modal control (Magni, 2002), we are able to reduce substantially the controller order and to
structure it in order to come close to a classical architecture. An auto-scheduling method finally
allows us to schedule the controller with respect to scheduling parameters.
Two diﬀerent paths are used to solve the same problem; each one exhibits its own advantages
and disadvantages.
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1INTRODUCTION
Contexte
Les commandes de vol e´lectriques (ou fly-by-wire dans le monde anglo-saxon) de´signent les sys-
te`mes d’aide au pilotage ou` les commandes du pilote sont traite´es de fac¸on automatique et envoye´es
sous la forme de signaux e´lectriques aux surfaces de commande. Lors de son vol inaugural en 1969,
le Concorde fut le premier avion civil a` inte´grer des commandes de vol e´lectriques sous forme ana-
logique. Ce n’est qu’en 1987, presque 20 ans plus tard, que le premier avion avec des commandes
de vol e´lectriques nume´riques prenait son envol : l’Airbus A320 (Farineau, 1989; Farineau et Le-
tron, 1990; Favre, 1994). Initie´ en 1977, le projet A320 du consortium europe´en Airbus re´volutionne
l’aviation civile de l’e´poque. S’il permet a` l’avionneur europe´en de devenir un incontournable de la
sce`ne mondiale, il ouvre surtout une nouvelle e`re pour l’aviation commerciale et pour des projets
de plus en plus ambitieux ; outre un cockpit entie`rement nume´rise´, il est en eﬀet le premier avion a`
inte´grer comple`tement des commandes de vol e´lectriques. La re´ponse de Boeing Inc. ne se fait pas
attendre et en 1994, le B-777 est le premier avion de la firme utilisant entie`rement cette technologie.
Les commandes de vol e´lectriques ont amene´ un plus inde´niable au monde de l’ae´ronautique,
aussi bien dans l’aviation civile que militaire. Elles permettent de substantielles re´ductions de masse
(caˆblages me´caniques, poulies) et de couˆt. Du point de vue du pilote, elles assurent une meilleure
manœuvrabilite´ de l’appareil sur tout le domaine de vol et une se´curite´ accrue avec la protection
de l’enveloppe de vol ; le syste`me assure en fait que le pilote ne va pas voler dans des configurations
a` risque (vitesse trop faible, angle d’incidence trop grand, altitude trop e´leve´e...) (Pallett et Coyle,
1993). Elles permettent aussi de manœuvrer dans des configurations ou` les marges de stabilite´ na-
turelles de l’avion sont faibles voire meˆme des configurations ae´rodynamiquement instables sur une
partie de l’enveloppe de vol. De telles configurations instables en boucle ouverte ont leur avantage
dans le domaine de l’aviation militaire ou` elles sont synonymes de meilleure eﬃcacite´ ae´rodynamique
(Avanzini et Galeani, 2005; Suresh et al., 2005).
Ne´anmoins, du fait des retards nume´riques engendre´s par les ordinateurs de bord, les commandes
de vol e´lectriques ont donne´ naissance a` de nouveaux phe´nome`mes dont il faut tenir compte lors
de l’e´laboration du controˆleur de vol, comme par exemple les PIO ou Pilot-Induced Oscillations.
De plus, dans un souci d’ame´liorer les qualite´s de vol et le confort, l’inge´nieur est maintenant
confronte´ a` un imposant cahier des charges compose´ de plusieurs contraintes appele´es qualite´s de
manœuvrabilite´ et/ou qualite´s de vol (Gibson, 1997, 1999; Hodgkinson, 1999; US Department of
Defense, 1990). Ces contraintes portant aussi bien sur l’amortissement de certains modes que sur les
re´ponses fre´quentielles de certains transferts de boucles, de´finissent plusieurs niveaux de satisfaction
et traduisent la facilite´ qu’a un pilote a` manœuvrer l’appareil. Les qualite´s de manœuvrabilite´
2constituent un aspect tre`s important de la synthe`se d’un controˆleur de vol et il est primordial de
bien de´finir les contraintes afin d’obtenir le comportement de´sire´ de l’avion.
Enjeux
L’expe´rience acquise au fil des anne´es par les avionneurs a de´gage´ certaines lois de commande qui
se sont montre´es particulie`rement eﬃcaces. Elles sont le fruit d’une vaste expe´rience, de beaucoup
d’expe´rimentations et reposent sur le sens physique de l’inge´nieur. Balas (2003) recense la plupart
des techniques de synthe`se utilise´es actuellement en commande de vol a` travers le monde ; il constate
que les capacite´s requises pour synthe´tiser un controˆleur de vol avance´ ne sont pas transmises aise´-
ment d’une ge´ne´ration d’inge´nieurs a` une autre et il existe peu de mate´riel dans la litte´rature qui
puisse eˆtre utilise´ comme re´fe´rence par les inge´nieurs afin de synthe´tiser un controˆleur de vol complet.
Si la plupart des avions actuels ont encore des commandes de vol e´labore´es sur des techniques
dites ”classiques” (diagramme de Bode, lieu des racines), les techniques modernes ouvrent de nou-
velles voies dans la synthe`se des controˆleurs de vol. Elles ont l’avantage de pouvoir conside´rer plu-
sieurs types de contraintes et d’assurer le rebouclage de plusieurs boucles en meˆme temps, contrai-
rement aux me´thodes classiques qui ne synthe´tisent qu’une seule boucle a` la fois. (Tischler, 1996)
rassemble une se´rie d’articles sur la synthe`se de commandes de vol par des me´thodes modernes et
on doit constater que les controˆleurs e´tablis sont toujours simplifie´s afin de les implanter sur l’ap-
pareil ; en eﬀet, bien qu’eﬃcaces, les me´thodes modernes ge´ne`rent des controˆleurs de trop grande
complexite´, qu’il faut donc re´duire par la suite. De plus, avec l’ave`nement des gros porteurs comme
l’A380 et les de´fis e´conomiques pour re´duire les couˆts des transports (prix du baril), les structures
deviennent de plus en plus flexibles et il faut souvent tenir compte de cet aspect dans l’e´laboration
du controˆleur des avions souples 2 (Kubica, 1995; Dardenne, 1998; Puyou, 2005).
Enfin les qualite´s de manœuvrabilite´ suscitent toujours un certain questionnement. Lors de la
confe´rence AIAA GNC 3 Hawaii 2008, une des sessions portant sur les qualite´s de manœuvrabilite´
fut d’ailleurs intitule´e On the utter futility of modern control theory to meet handling qualities re-
quirements 4. A` lui seul, ce titre re´sume le conflit qui peut encore subsister entre les partisans de
me´thodes classiques pour concevoir des controˆleurs en vol et les partisans de me´thodes modernes qui
souhaitent imposer leurs nouvelles me´thodes aupre`s des industriels. Il faut ne´anmoins nuancer cela
puisque plusieurs me´thodes modernes comme le placement de structures propres (Farineau, 1989)
ou le controˆle optimal (Blight et al., 1994) ont e´te´ utilise´es dans la conception des commandes de
vol de l’A320 ou du B-767 et sont maintenant monnaie courante dans l’industrie.
Pour faire un raccourci, le but recherche´ est d’obtenir un controˆleur de structure la plus simple
2. L’aspect controˆle de l’avion souple sera laisse´ de coˆte´.
3. Guidance, Navigation and Control
4. Que l’on pourrait traduire par “ Sur la totale futilite´ des me´thodes de controˆle moderne a` satisfaire les exigences
des qualite´s de manœuvrabilite´”
3possible, ayant un sens physique 5 pour un inge´nieur, qui soit performant sur toute l’enveloppe de
vol, robuste a` certaines variations de parame`tres, se´quence´s par rapport a` d’autres et qui remplisse
un cahier des charges constitue´ de plusieurs qualite´s de manœuvrabilite´.
Axes de recherche
Notre travail s’inscrit dans la suite de (Akhrif et al., 1998), projet de recherche mene´ a` la demande
de Bombardier Inc., ou` les auteurs s’inte´ressent a` l’optimisation d’un controˆleur de vol longitudinal
dont la structure est fixe´e a priori. Les parame`tres du controˆleur sont optimise´s afin de satisfaire
toutes les contraintes de maœuvrabilite´ sur toute l’enveloppe de vol. C’est ne´anmoins un processus
long et tre`s couˆteux en temps de calcul. Les re´sultats ne sont d’ailleurs pas garantis. Une de´marche
similaire est propose´e dans (Tischler et al., 2002) ou` l’auteur avec son logiciel CONDUIT￿ ame´liore
les performances d’un controˆleur par optimisation des gains.
Le premier proble`me d’inte´reˆt est la constitution du cahier des charges et en particulier les qua-
lite´s de manœuvrabilite´ que l’on cherche a` satisfaire. Une e´tude sera faite pour e´tablir les qualite´s de
manœuvrabilite´ que l’on pourrait qualifier de pre´ponde´rantes et celles plus secondaires. De plus on
cherchera pour certaines d’entre elles a` les exprimer de fac¸on analytique en fonction des parame`tres
du syste`me et/ou du controˆleur. E´tant de diﬀe´rentes natures (modales, temporelles, fre´quentielles),
on cherchera aussi par le biais de mode`les de re´fe´rence a` les rassembler sous une meˆme forme.
Un second proble`me se pose alors : l’architure fixe impose´e par l’avionneur est-elle capable de
satisfaire toutes les contraintes que l’on cherche a` satisfaire ? Si tel n’est pas le cas, quelles sont alors
les performances atteignables par cette architecture ? De plus, doit-on s’astreindre a` une architecture
fixe et en choisir les gains pour garder une structure connue et significative pour des inge´nieurs, ou
peut-on s’aﬀranchir de cette architecture pour en trouver une plus performante quitte a` complexi-
fier la loi de commande ? Du fait de la cotutelle, deux voies seront aborde´es : une premie`re voie ou`
nous gardons l’architecture impose´e et tentons d’en tirer le maximum et une seconde voie ou` nous
cherchons une nouvelle forme de controˆleur en conservant seulement les meˆmes entre´es et les meˆmes
mesures.
La premie`re voie s’inscrit dans les domaines de la stabilisation par retour de sorties (Kimura,
1978; Syrmos et al., 1997) et du placement de poˆles dans une re´gion du plan complexe (Gutman
et Jury, 1981; Ackermann, 1993; Barmish, 1994). En nous basant sur les travaux de Saydy et al.
(1990), nous utilisons les applications gardiennes pour apporter une nouvelle approche dans ces
deux domaines. Elles seront applique´es par la suite a` notre proble´matique de choix de gains d’un
controˆleur a` architecture fixe. De plus, dans l’optique d’un se´quencement des controˆleurs, nous intro-
duisons une nouvelle fac¸on d’obtenir des correcteurs se´quence´s, ce qui viendra e´tendre les me´thodes
5. i.e. utilisation de controˆleurs classiques de type PID, de filtres, etc...
4re´pertorie´es dans (Leith et Leithead, 2000) et (Rugh et Shamma, 2000).
Pour la seconde voie, nous nous dirigeons vers une synthe`se H∞ (Zames, 1981; Doyle et al.,
1989) ou` la satisfaction des qualite´s de manœuvrabilite´ sera assure´e entre autre graˆce a` un mode`le
de re´fe´rence. Comme le correcteur obtenu sera d’ordre e´leve´ 6, il faudra proce´der a` une re´duction
en cherchant a` simplifier et a` structurer le correcteur autant que possible. Nous nous baserons pour
cela sur les travaux de Chable (2003) eux-meˆme base´s sur le controˆle modal robuste de´veloppe´
dans (Magni, 2002). Le se´quencement du correcteur sera assure´ dans la droite ligne des the`ses de
Le Gorrec (1998) et Do¨ll (2001).
Plan de la the`se
Le chapitre 1 est consacre´ a` la revue de la litte´rature sur les diﬀe´rents the`mes aborde´s dans la
the`se, soit les qualite´s de manœuvrabilite´, les proble`mes de stabilisation par retour de sorties, les
me´thodes de synthe`se commune´ment utilise´es en commande de vol et le se´quencement de controˆleur.
Le chapitre se conclut sur les diﬀe´rents objectifs de la the`se ainsi que les contributions qui y sont
rapporte´es.
La suite du me´moire est divise´e en 3 parties, chacune subdivise´e en chapitres. La partie 1 est
consacre´e a` la mode´lisation de l’avion et aux qualite´s de manœuvrabilite´. Nous nous attardons dans
le chapitre 2 a` la description et a` l’analyse comple`te de notre mode`le d’avion, soit le Challenger 604
de Bombardier Inc. Y sont pre´sente´es les e´quations de la me´canique du vol et leur line´arisation dans
le cas du vol longitudinal, ainsi que les diﬀe´rents e´le´ments intervenant dans la boucle de controˆle :
actionneur, capteurs, manche et pilote. On analyse ensuite l’e´volution de la dynamique de l’avion
au travers de l’enveloppe de vol pour diﬀe´rentes valeurs de masse et de centrage. Le chapitre est
acheve´ sur la re´duction d’ordre de nos mode`les ainsi que de l’obtention de mode`les interpole´s/LFT
qui nous serviront dans la suite du travail. Les qualite´s de manœuvrabilite´ sont aborde´es de fac¸on
plus spe´cifique dans le chapitre 3. Apre`s une analyse de diﬀe´rents crite`res, nous de´taillons plus
particulie`rement le dropback de Gibson pour lequel une e´tude comple`te est faite. Nous terminons
en confrontant les diﬀe´rentes qualite´s de manœuvrabilite´ sur un mode`le standard et e´tablissons une
hie´rarchie des contraintes pour mettre en avant celles qui sont pre´ponde´rantes.
Les partie 2 et partie 3 constituent la pierre d’angle de cette the`se et l’illustration-meˆme de
sa dualite´ franco-canadienne. On aborde dans la partie 2 le travail traite´ a` l’E´cole Polytechnique
de Montre´al et base´ sur l’utilisation des applications gardiennes. Cette partie est compose´e de 3
chapitres dont 2 pre´sentant des articles e´crits sur diﬀe´rents sujets en lien avec notre proble`me. Le
chapitre 4 pre´sente la base the´orique des applications gardiennes. Le premier article (chapitre 5)
traite du placement automatique de poˆles dans une re´gion donne´e du plan complexe ainsi qu’une ap-
6. C’est un des inconve´nients majeurs de la synthe`se H∞
5plication a` notre proble`me de commande de vol avec architecture fixe. Le deuxie`me article (chapitre
6) est l’aboutissement de notre travail sur le se´quencement de controˆleur. La partie 3 est consacre´e
au travail eﬀectue´ a` l’ISAE 7 de Toulouse ; outre divers articles pre´paratoires publie´s dans diverses
confe´rences, on y trouve une pre´sentation du controˆle modal robuste ainsi que son application a` la
re´duction et au se´quencement de correcteurs (chapitre 7). L’article pre´sente´ dans le chapitre 8
montre alors une application comple`te de ces techniques sur notre proble`me. Libe´re´s de la contrainte
d’architecture fixe, nous y pre´sentons un nouveau controˆleur d’ordre re´duit se´quence´ sur l’enveloppe
de vol et robuste a` des variations de masse et de centrage dans la mesure du possible.
Nous eﬀectuons enfin une synthe`se afin de comparer les re´sultats obtenus par les deux approches,
notamment les avantages/de´savantages ainsi que les performances respectives des controˆleurs ob-
tenus. On y fait ensuite un re´sume´ des contributions ainsi que les diﬀe´rents axes de recherche a`
privile´gier pour la suite.
7. Institut Supe´rieur de l’Ae´ronautique et de l’Espace
6CHAPITRE 1
REVUE DE LITTE´RATURE & OBJECTIFS
Nous de´butons cette the`se par une revue de litte´rature sur diﬀe´rents the`mes e´voque´s dans l’in-
troduction et qui motiveront notre travail.
Nous porterons d’abord notre attention sur les qualite´s de manœuvrabilite´ qui sont le point de
de´part et la premie`re motivation de notre recherche. Il s’agit ici d’e´voquer la litte´rature consacre´e
au sujet, notamment les grandes tendances et les me´thodes d’obtention de ces qualite´s de manœu-
vrabilite´ ; elles seront reprises plus en de´tail dans la troisie`me partie.
Nous souhaitons ensuite emprunter deux voies diﬀe´rentes pour la conception de notre controˆleur
du vol longitudinal : une premie`re voie ou` la structure de controˆle est impose´e et une seconde voie
ou` cette contrainte est relaˆche´e avec ne´anmoins l’objectif d’obtenir un controˆleur aussi simple que
possible. La synthe`se d’un controˆleur d’architecture fixe s’inscrit en fait dans la ligne´e des proble`mes
de stabilisation par retour de sortie et de synthe`se d’ordre fixe. Nous consacrerons donc une partie
de la revue de litte´rature a` ce vaste sujet qui reste au premier plan de l’automatique. Afin d’aborder
le proble`me de synthe`se sans contrainte d’architecture, nous verrons ensuite les diﬀe´rentes me´thodes
commune´ment utilise´es pour la synthe`se de controˆleur de vol. Ne´amoins, la plupart de ces me´thodes
s’appliquent en ge´ne´ral en un point de fonctionnement donne´ de l’enveloppe de vol et il nous faut
par la suite se´quencer le controˆleur en fonction de parame`tres repre´sentatifs de la condition de vol ;
on parle alors de gain-scheduling ou encore de se´quencement de gains. Ce point constituera notre
dernier sujet d’e´tude.
Forts de cette revue de litte´rature, nous de´finirons les objectifs que nous nous sommes fixe´s ainsi
que les contributions obtenues.
71.1 Revue de litte´rature
La synthe`se d’un controˆleur de vol fait intervenir plusieurs aspects. Il s’agit d’abord de de´finir un
certain nombre de contraintes a` satisfaire, se pre´sentant sous la forme de qualite´s de manœuvrabilite´
et de vol. S’ensuit le choix d’une architecture : on peut partir d’une architecture classique dont les
inge´nieurs ont une bonne connaissance, ou e´ventuellement en proposer une nouvelle. L’architecture
reste intimement lie´e a` la me´thode retenue pour la synthe`se du controˆleur de vol puisque souvent la
me´thode choisie va imposer la structure du controˆleur. De plus, les performances de ce controˆleur
doivent s’e´tendre a` l’ensemble de l’enveloppe de vol ne´cessitant ainsi le se´quencement du controˆleur
(gain-scheduling).
Dans le cas d’une architecture dite classique, on doit ajuster les gains et les filtres variables afin
de satisfaire le cahier des charges. Ceci s’inscrit donc dans le cadre ge´ne´ral de la stabilisation par re-
tour statique de sorties et des proble`mes subse´quents dont la minimisation de l’abscisse spectrale, le
confinement de poˆles dans une re´gion du plan complexe et la satisfaction de crite`res de type H2/H∞.
Nous passerons donc en revue ces diﬀe´rents aspects. Dans un premier temps, nous aborderons les
qualite´s de manœuvrabilite´ qui seront reprises plus en de´tail dans le chapitre 3. Nous pre´senterons
le proble`me ge´ne´ral de stabilisation par retour de sorties ainsi que les me´thodes actuelles pour
le re´soudre. Nous traiterons ensuite diﬀe´rentes me´thodes de synthe`se qui ont e´te´ utilise´es dans la
conception de controˆleur en vol pour terminer sur l’aspect se´quencement de ces controˆleurs.
1.1.1 Les qualite´s de maœuvrabilite´
Depuis les fre`res Wright et le de´but de l’aviation, les qualite´s de manœuvrabilite´ ont toujours
e´te´ un vaste sujet de recherche et ce n’est pas en vain que les deux pe`res de l’aviation conside´raient
que “e´quilibrer et diriger” un avion, e´tait un des enjeux les plus importants. Avec l’ave`nement des
commandes de vol e´lectriques et des avions controˆle´s e´lectroniquement, il a fallu repousser encore
plus loin les limites du domaine et comprendre les nouveaux phe´nome`nes dus aux retards introduits
par les e´le´ments e´lectroniques.
C’est au prix d’innombrables essais en vol qu’ont pu eˆtre de´gage´s ce que l’on nomme les qualite´s
de manœuvrabilite´. Cooper et Harper (1969) les de´finissent comme“ ces qualite´s ou caracte´ristiques
d’un avion qui re´gissent la facilite´ et la pre´cision avec lesquelles le pilote est capable d’eﬀectuer les
taˆches requises ”. A` partir de crite`res qualitatifs comme l’opinion du pilote, on en a de´duit des cri-
te`res quantitatifs afin de guider les inge´nieurs dans la conception de lois de commande remplissant
ces qualite´s de manœuvrabilite´. Loin d’eˆtre une science exacte, la traduction de crite`res qualitatifs
en crite`res quantitatifs demeure un proble`me tre`s actuel qui propose encore de nombreux de´fis.
Dans l’ae´ronautique militaire, la plupart des qualite´s de manœuvrabilite´ sont rassemble´es dans
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par de nombreuses me´triques alors que dans le domaine civil, les normes oﬃciels (JAR 25 pour
l’Europe (JAR, 1974) et FAR 25 pour les E´tats-Unis (FAR, 1974)) de´finissent tre`s peu de me´triques
et de performances a` remplir. De`s lors, les avionneurs civils baˆtissent un cahier des charges qui leur
est propre en s’inspirant des qualite´s de manœuvrabilite´ du monde militaire.
Les livres de Gibson (1997, 1999) et Hodgkinson (1999) servent de re´fe´rences en matie`re de
qualite´s de manœuvrabilite´ ; les auteurs y pre´sentent essentiellement les qualite´s de manœuvrabilite´
militaires, en pre´cisant qu’un avionneur civil devrait facilement pouvoir les adapter. Gautrey (1998)
adapte ainsi dans sa the`se les qualite´s de manœuvrabilite´ militaires a` un avion re´gional et constitue
un cahier des charges qu’il cherche a` satisfaire a` travers divers types de lois de commande ; certains
crite`res sont alors rendus moins contraignants pour le cas d’un avion civil.
Comme le montrent (Ashkenas, 1984) et (Mitchell et al., 2004), le monde des qualite´s de manœu-
vrabilite´ est en constante e´volution et doit faire face a` de nouveaux proble`mes au fur et a` mesure
que les technologies e´voluent. Depuis l’ave`nement des commandes de vol e´lectriques (fly-by-wire) de
nouveaux proble`mes se sont pose´s aux inge´nieurs du fait des retards nume´riques engendre´s par les
calculateurs et notamment les PIOs (Pilot-Induced Oscillations) (Mitchell et Hoh, 2000).
En voulant eˆtre exhaustif, on peut recenser de nombreuses qualite´s de manœuvrabilite´ et les
conside´rer toutes lors de la synthe`se d’un controˆleur peut re´sulter en une de´marche tre`s lourde. De
plus, certains crite`res sont “comple´te´s” au fur et a` mesure, voir modifie´s. C’est le cas par exemple de
(Gautrey et Cook, 1998) qui de´veloppe un nouveau crite`re GCAP 1 (a` partir d’anciennes donne´es
portant sur le CAP 2) pour tenir compte des dynamiques des capteurs et des actionneurs. Tokutake
et al. (2005) eﬀectue une de´marche similaire en de´finissant une autre variante du CAP.
Lors de la confe´rence AIAA GNC 2009 a` Chicago, une des sessions e´tait intitule´e Control Me-
thods to Meet Handling Quality Requirements 3 de´montrant ainsi qu’il y a encore un manque a`
combler dans le domaine. Le proble`me n’est donc plus simplement de traduire des crite`res qualita-
tifs en crite`res quantitatifs mais de les inclure explicitement dans une me´thode de synthe`se afin de
les satisfaire a priori. Malgre´ un tel titre, aucun des articles pre´sente´s ne re´pondait ve´ritablement
au sujet et il s’agissait essentiellement de ve´rification a posteriori des crite`res. Ne´anmoins d’inte´-
ressantes questions furent pose´es quant aux mode`les de re´fe´rence cense´s satisfaire les qualite´s de
manœuvrabilite´. Il en ressort aussi que la mode´lisation du comportement du pilote demeure plus
que jamais a` l’ordre du jour lors de la conception de lois de controˆle (Hess, 2009).
Les qualite´s de manœuvrabilite´ sont de diﬀe´rentes natures : modale, fre´quentielle et temporelle.
1. Generic Control Anticipation Parameter
2. Control Anticipation Parameter
3. Que l’on peut traduire par Me´thodes de controˆle pour satisfaire les qualite´s de manœuvrabilite´
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eﬀet, un crite`re de temps de re´ponse dans le domaine temporel peut sensiblement correspondre a`
une largeur de bande passante dans le domaine fre´quentiel, ou un certain placement de poˆles dans
le plan complexe. Ainsi il se peut qu’en remplissant une qualite´ de manœuvrabilite´ en particulier,
d’autres soient automatiquement satisfaites (Saussie´, 2004). Ceci fait l’objet d’une analyse particu-
lie`re dans la the`se afin de mettre en e´vidence cette redondance.
Comme le chapitre 3 est entie`rement de´volu aux qualite´s de manœuvrabilite´, nous y de´velop-
perons le sujet avec notamment les de´finitions des e´chelles qualitatives, les classements des appareils
et des taˆches et la description des qualite´s de manœuvrabilite´ en jeu.
1.1.2 Stabilisation par retour de sortie
La stabilisation par retour de sortie est identifie´e comme un proble`me ouvert majeur de la com-
mande, comme en te´moignent (Bernstein, 1992) et (Blondel et al., 1995). La plupart des approches
utilise´es pour tenter de re´soudre ce proble`me sont rassemble´es dans (Syrmos et al., 1997).
On conside`rera dans la pre´sente section la stabilisation du syste`me :￿
x˙ = Ax+Bu
y = Cx
(1.1)
ou` x ∈ Rn, u ∈ Rm et y ∈ Rp.
La stabilisation d’un syste`me LTI par retour statique de sortie (SOF pour Static Output Feed-
back) consiste a` chercher, si elle existe, une matrice de retour K ∈ Rm×p qui stabilise le syste`me de
manie`re interne, soit :
Λ(A+BKC) ⊂ C˚−. (1.2)
ou` Λ(·) de´signe l’ensemble des valeurs propres. On de´finit pour toute matrice M ∈ Rn×n, l’abscisse
spectrale α, note´e α(M), comme la plus grande partie re´elle des valeurs propres de M :
α(M) ￿ max
λ∈Λ(M)
Re(λ). (1.3)
En utilisant l’abscisse spectrale α, le proble`me de stabilisation par retour de sortie revient donc a`
trouver K ∈ Rm×p tel que :
α(A+BKC) < 0. (1.4)
Dans le cas d’un retour dynamique de sortie (DOF pour Dynamic Output Feedback), nous
cherchons un correcteur dynamique d’ordre nK ≥ 1 de´fini par :￿
x˙K = AKxK +BKy
u = CKxK +DKy
(1.5)
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On parlera de correcteur d’ordre re´duit si nK < n et de correcteur d’ordre plein si nK = n.
Lorsque le retour est dynamique, il s’agit donc de de´terminer (AK , BK , CK , DK) telles que :
Λ(Acl(Kˆ)) ⊂ C˚− avec Acl(Kˆ) =
￿
A+BDKC BCK
BKC AK
￿
(1.6)
Le proble`me de retour dynamique peut se ramener a` un proble`me de retour statique de la fac¸on
suivante. Si l’on pose :
xˆ =
￿
x
xK
￿
, yˆ =
￿
xK
y
￿
, uˆ =
￿
x˙K
u
￿
(1.7)
on peut formuler le mode`le d’e´tat augmente´ :￿
˙ˆx = Aˆxˆ+ Bˆuˆ
yˆ = Cˆxˆ+ Dˆuˆ
(1.8)
avec
Aˆ =
￿
A 0
0 0nK
￿
, Bˆ =
￿
0 B
InK 0
￿
, Cˆ =
￿
0 InK
C 0
￿
, Dˆ =
￿
0
￿
(1.9)
Le retour de sortie statique :
uˆ =
￿
AK BK
CK DK
￿
￿ ￿￿ ￿
Kˆ
yˆ (1.10)
est alors e´quivalent a` la commande en boucle ferme´e par le retour dynamique.
De´pendamment du proble`me conside´re´ (retour d’e´tat ou de sortie, correcteur statique, dyna-
mique d’ordre plein ou re´duit), on peut, dans certains cas particuliers, confirmer (ou infirmer)
l’existence d’un correcteur K :
• Si l’on conside`re un retour d’e´tat statique (C = I), il est ne´cessaire et suﬃsant que le couple
(A,B) soit stabilisable, ce qui revient a` ve´rifier que les modes instables de A sont comman-
dables.
• Si nK = n (retour de sortie d’ordre plein), il est ne´cessaire et suﬃsant que le couple (A,B)
soit stabilisable et (C,A) de´tectable, ou dit autrement que les modes instables de A soient
commandables et observables.
• Si nK < n (retour de sortie d’ordre re´duit), la condition pre´ce´dente n’est que ne´cessaire et non
plus suﬃsante. La condition PIP (Parity-Interlacing-Property) vient re´gler la question dans
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le cas de la recherche d’un correcteur dynamique stable (Youla et al., 1974).
• Dans le cas d’un retour statique, il est ne´cessaire que le syste`me ve´rifie la condition PIP paire
(Wei, 1990).
Ces contraintes d’existence ne s’appliquent qu’a` un nombre limite´ de proble`mes de stabilisabilite´.
De plus, la complexite´ du proble`me de stabilisation par retour de sortie statique n’est pas ve´rita-
blement e´tablie (on suppose que le proble`me est NP-diﬃcile) et est toujours source d’interrogations
(Blondel et Tsitsiklis, 1997).
￿ Crite`re de positivite´
Parmi les me´thodes constructives simples on peut citer dans le cas des syste`mes SISO, pour
lesquels K est un scalaire, le lieu d’Evans (ou lieu des racines) ou le crite`re de Routh Hurwitz.
Que ce soit graphiquement ou par des ine´galite´s, on peut trouver rapidement une e´ventuelle
valeur de K qui stabiliserait le syste`me. Dans le cas des syste`mes MIMO, le proble`me devient
plus complexe et ne´cessite des me´thodes plus e´labore´es.
On peut ainsi ramener le proble`me de stabilite´ a` un proble`me de positivite´. En se basant
sur les crite`res de stabilite´ de Routh-Hurwitz ou de Lie´nard-Chipart (Lie´nard et Chipart,
1914), les gains du controˆleur K doivent en eﬀet ve´rifier un ensemble d’ine´galite´s scalaires
polynomiales. Anderson et al. (1975) conside`rent alors cet ensemble d’ine´galite´s, munies de
quantificateurs, comme une proposition logique et utilisent une me´thode de de´cision (algo-
rithme de Tarski et de Seidenberg) afin de re´duire le nombre de quantificateurs et de´cider, au
bout d’un nombre fini d’e´tapes, si le syste`me est stabilisable ou pas. Ne´anmoins, comme le
montre l’exemple traite´ dans (Anderson et al., 1975), la mise en oeuvre de l’algorithme ne´ces-
site un grand nombre d’e´tapes meˆme pour un syste`me d’ordre faible. Ainsi l’augmentation de
l’ordre du syste`me et du nombre d’entre´es/sorties ge´ne`re un nombre d’e´tapes d’autant plus
grand du fait de la complexite´ exponentielle de l’algorithme de Traski (Basu et al., 1994), ce
qui rend la me´thode peu pratique.
￿ The´orie de Lyapunov
La the´orie de Lyapunov permet quant a` elle d’exprimer le proble`me de stabilisation par retour
statique de sortie sous la forme d’une ine´galite´ matricielle. Ainsi, le syste`me est stable en boucle
ferme´e de manie`re interne si et seulement si il existe K ∈ Rm×p et P ￿ 0,
(A+BKC)TP + P (A+BKC) ≺ 0 (1.11)
Une telle ine´galite´ matricielle est en ge´ne´ral diﬃcile a` re´soudre, parce que les inconnues (P,K)
n’interviennent pas de fac¸on line´aire. L’ine´galite´ est appele´e ine´galite´ biline´aire matricielle (ou
en anglais BMI, Bilinear Matrix Inequality). En revanche, dans le cas d’un retour d’e´tat
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(C = In), le changement de variable Q = P−1 et Y = KQ permet de retrouver la LMI :
QAT +AQ+ Y TBT +BY ≺ 0 (1.12)
qui est line´aire en (Q,Y ) avec Q ￿ 0. Le correcteur est reconstruit avec K = Y Q−1. Les
proble`mes LMI sont de complexite´ polynomiale et sont relativement bien re´solus avec des
me´thodes nume´riquement performantes telles que les me´thodes de point inte´rieur, algorithme
de l’ellipso¨ıde ou par optimisation non lisse. Ne´anmoins dans le cas du retour de sortie et
des BMIs qu’il entraˆıne, le proble`me ne peut plus eˆtre re´solu aussi eﬃcacement. (Iwasaki et
Skelton, 1995) propose alors un the´ore`me qui transforme la BMI (Eq. 1.11) en deux LMIs
couple´es ; Le proble`me est alors connu pour eˆtre NP-diﬃcile (Fu et Luo, 1997). Diverses me´-
thodes de re´solution ayant plus ou moins de succe`s ont e´te´ e´tablies. Certaines n’ont pas de
garantie de convergence (min/max (Geromel et al., 1998), projections alterne´es (Grigoriadis
et Skelton, 1996)). D’autres, comme les me´thodes de type Lagrangien augmente´ partiel (Fares
et Apkarian, 2001; Apkarian et al., 2003) avec contraintes LMI explicites, prennent en compte
la contrainte de couplage ; leur convergence vers une solution locale est prouve´e (Noll et al.,
2004) mais leur mise en place est tre`s gourmande en temps de calcul. Une alternative propose´e
dans (Henrion et al., 2005) utilise le crite`re de stabilite´ d’Hermite. Dans le cas de syste`mes
SIMO ou MISO, les auteurs formulent le proble`me de stabilite´ directement sous forme de
BMI en fonction des gains du controˆleur mais sans avoir recours a` des variables de Lyapunov
additionnelles. Les re´sultats demeurent mitige´s.
￿ Optimisation non lisse
En conside´rant l’abscisse spectrale α(A+BKC), la stabilisation par retour statique peut eˆtre
assimile´e a` un proble`me d’optimisation :
min
K∈Rm×p
α(A+BKC) (1.13)
Bien e´videmment l’application K ￿→ A + BKC est aﬃne mais α(·), bien que continue, n’a
pas de bonnes proprie´te´s pour l’optimisation : la fonction est non convexe, non lisse et en
ge´ne´ral non lipschitzienne (Burke et Overton, 1994, 2001). On doit alors se tourner du coˆte´ de
l’optimisation non lisse pour tenter de re´soudre ce proble`me. Ceci a donne´ lieu a` de nombreux
algorithmes pour tenter d’optimiser localement l’abscisse spectrale.
La solution la plus simple demeure les me´thodes de recherche directe (Direct search method)
ou` l’on e´value la fonction a` minimiser autour d’un point donne´ selon une configuration et un
maillage de´finis au de´part (directions de recherche et taille des pas) et qui peut e´voluer tout
au long du processus (Higham, 1993; Kolda et al., 2003). Henrion (2007) propose l’application
au proble`me SOF de trois algorithmes de recherche directe disponibles sous Matlab. Leur
application sur la banque de proble`mes rassemble´s sous le nom de COMPleib (Leibfritz, 2003)
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donne des re´sultats satisfaisants.
Burke et al. (2002b) introduisent une me´thode nume´rique inspire´e des me´thodes de faisceaux
(gradient bundle methods). Elle repose, a` chaque ite´ration, sur une e´tape d’e´chantillonnage
autour du correcteur courant, pour de´terminer la prochaine direction de descente. Du fait de
son caracte`re ale´atoire lors de l’e´tape d’e´chantillonnage, les re´sultats diﬀe`rent d’une optimisa-
tion a` une autre. Des re´sultats de convergence sont rapporte´s dans (Burke et al., 2002a, 2005),
et l’algorithme est implante´ dans un module appele´ HIFOO (Burke et al., 2006) qui, outre
des proble`mes de stabilisation, permet aussi de faire de la synthe`se H∞ d’ordre fixe´ a priori.
Enfin, Apkarian et Noll (2006) proposent une combinaison de recherche directe et de strate´-
gie non lisse pour la direction de descente et le crite`re d’arreˆt. La me´thode est e´tendue dans
(Bompart et al., 2007) ; les auteurs laissent la recherche directe de coˆte´ pour se contenter d’une
e´valuation du sous-gradient de l’abscisse spectrale afin de de´terminer la direction de descente.
Une version plus ge´ne´rale de ce proble`me est le placement de poˆles dans une re´gion du plan
complexe (Gutman et Jury, 1981; Saydy et al., 1990; Ackermann, 1993; Barmish, 1994). On de´finit
ainsi des re´gions de stabilite´ ge´ne´ralise´e dans le plan complexe dans lesquelles on cherche a` placer
les poˆles de notre syste`me.
1.1.3 Me´thodes de synthe`se de commande de vol
Balas (2003) brosse un tableau tre`s repre´sentatif des me´thodes de synthe`se utilise´es a` travers
le monde. Il de´bute son article en citant un rapport du AGARD (Advisory Group for Aerospace
Research and Development) (Fielding et Moorhouse, 1998) qui constate que l’expe´rience concernant
la synthe`se des controˆleurs de vol n’est pas transmise aise´ment et que tre`s peu de mate´riel existe
dans la litte´rature courante qui pourrait servir de livre de re´fe´rence pour la synthe`se comple`te d’un
controˆleur de vol. D’un autre coˆte´, le rapport du groupe GARTEUR a re´pondu en partie a` cette at-
tente puisque des chercheurs europe´ens ont applique´ une douzaine de techniques modernes sur deux
bancs d’essai d’avion civil RCAM et militaire HIRM (Magni et al., 1997). Un cahier des charges
e´tait impose´ aux chercheurs qui devaient tirer le maximum de la me´thode qui leur e´tait attribue´e.
Une approche classique a aussi e´te´ incluse a` fin de comparaison. Tischler (1996) rassemble lui aussi
plusieurs articles ou` diﬀe´rentes me´thodes sont propose´es, tout comme Pratt (2000).
Les me´thodes de synthe`se alors recense´es sont les suivantes :
• Me´thodes classiques par fermetures successives de boucles (voir paragraphe de´die´)
• Controˆle Optimal (LQR/LQG/LTR) (Anderson et Moore, 1990; Blight et al., 1994; Kienitz et
Gru¨bel, 1998; Mukherjee et Pieper, Paper 2000-3944, 2000; Amato et al., 2000; Crider, 2004)
• Re´troaction quantitative (Quantitative Feedback) (Houpis, 1999; Houpis et al., 1994; Reynolds
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et al., 1996)
• Inversion Dynamique (Isidori, 1995; Enns et al., 1994; Reiner et al., 1995, 1996; Ito et al.,
2002; Patel et Smith, 1998; Papageorgiou et Glover, 2005; Tantale, 2006; Lee et al., 2007)
• Synthe`se H∞ (voir paragraphe de´die´)
• µ-synthe`se (voir paragraphe de´die´)
• Placement de structures propres (Eigenstructure Assignment) (voir paragraphe de´die´)
• Controˆle par logique floue (Mengali, 2000; Barkana, 2005)
• Controˆle par re´seaux de neurones (Sharma et Calise, 2005)
• Commande adaptative (Aseltine et al., 1958; Whitaker et al., 1958; Kalman, 1958; A˚stro¨m,
1983)
On peut classer ces me´thodes en diﬀe´rentes cate´gories selon qu’elles produisent des correcteurs
statiques ou dynamiques, et selon qu’elles se basent sur un retour d’e´tat ou sur un retour de sortie.
Ne´anmoins une me´thode n’appartient pas force´ment a` une seule cate´gorie. Par exemple, le place-
ment de valeurs/vecteurs propres peut s’eﬀectuer sur un retour d’e´tat ou un retour de sortie, et
avec un correcteur statique ou dynamique. Nous allons brie`vement passer en revue celles, parmi les
me´thodes, qui sont les plus pertinentes pour notre travail.
￿ Approche classique
Bien que la majorite´ des syste`mes soit des syste`mes MIMO (Multi-Input, Multi-Ouput), la
commande classique repose essentiellement sur la synthe`se d’une seule boucle a` la fois. Les
techniques alors utilise´es sont alors variables, et peuvent eˆtre l’utilisation du lieu des racines
pour placer les poˆles, ou l’ajustement direct sur le diagramme de Bode. Ces techniques re-
posent essentiellement sur l’utilisation de controˆleurs de type PID ou de re´seaux a` avance ou
retard de phase. La plupart des livres de commande de vol ont tous un chapitre consacre´ aux
lois de controˆles classiques. Elles sont le fruit de ce que l’expe´rimentation des inge´nieurs a
de´gage´. Les livres de Etkin (1972), McRuer et al. (1973), McLean (1990), Nelson (1998) et
Stevens et Lewis (2003) sont parmi les re´fe´rences les plus cite´es.
Conduisant ge´ne´ralement a` des controˆleurs bien connus et relativement simples, l’inconve´nient
majeur re´side pre´cise´ment dans la fermeture d’une seule boucle a` la fois. Ne´anmoins, cette
fac¸on de proce´der me`ne a` des controˆleurs satisfaisants. Citons a` ce propos le controˆleur de
vol de l’avion LAVI (Shmul et al., 1994), celui de l’Eurofighter 2000 (McCuish, 1994) et enfin
celui du VAAC Harrier (Shanks et al., 1994). Dans chacun des articles, les auteurs mettent
de l’avant la simplicite´ des controˆleurs obtenus, leur lisibilite´ 4, leur portabilite´ et leur facilite´
a` eˆtre retouche´s. Ils reconnaissent cependant que cette fac¸on de proce´der est tre`s gourmande
en temps et que leurs connaissances des me´thodes modernes les ont aide´ dans la synthe`se.
Gautrey (1998) souligne aussi qu’une tre`s bonne connaissance du mode`le est ne´cessaire.
4. On entend par ce terme la facilite´ a` interpre´ter physiquement chaque e´le´ment du controˆleur.
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￿ Synthe`se H∞
La synthe`se H∞, initie´e par Zames (1981) au de´but des anne´es 80 et de´veloppe´e par la suite
par Doyle (1982), se pre´sente comme un proble`me de stabilisation et de rejet de perturbations
ou` l’on cherche principalement a` diminuer l’impact d’une perturbation sur le syste`me tout
en le stabilisant. Elle se re´ve`le particulie`rement inte´ressante puisqu’elle permet de prendre en
compte, a priori et explicitement, des spe´cifications fre´quentielles et temporelles du cahier des
charges sous la forme de filtres de ponde´ration. On peut se reporter a` (Zhou et Doyle, 1998)
et (Alazard et al., 1999) pour une pre´sentation comple`te de la the´orie.
Bien qu’il y ait plusieurs fac¸ons de re´soudre le proble`me, on retiendra la me´thode de (Doyle
et al., 1989) base´e sur une approche par variable d’e´tat. Bien que le concept soit assez simple,
la synthe`se H∞ souﬀre de plusieurs maux dont le premier est que le correcteur obtenu peut
eˆtre d’ordre tre`s e´leve´ (au moins du meˆme ordre que le syste`me). Il faut donc ensuite re´duire
ce correcteur afin de le simplifier et le rendre implantable sur un syste`me re´el.
Les re´fe´rences (Hyde, 1996; Amato et al., 2003; Kannan et Seettharama, 2005; Luo et al., 2005)
rendent compte de synthe`ses H∞ dans le domaine ae´ronautique. L’appariement de mode`le par
synthe`se H∞ de (Hentabli et al., 2003) demeure aussi une ide´e qui sera poursuivie dans la
suite. A` noter que dans (Buschek et Calise, 1997), les auteurs synthe´tisent des correcteurs H∞
d’ordre fixe´ a priori.
￿ µ-analyse et µ-synthe`se
La valeur singulie`re structure´e (VSS) µ permet de mesurer la performance robuste d’un sys-
te`me. Elle est intensivement utilise´e quand on dispose d’un mode`le incertain du syste`me a`
l’e´tude.
Le pre´-requis pour l’utilisation de la µ-analyse et la µ-synthe`se est de reformuler le proble`me
sous forme LFT en rassemblant dans une matrice ∆ unique toutes les incertitudes. La µ-
analyse permet d’e´tudier la stabilite´ du syste`me malgre´ la matrice incertaine ∆. La µ-synthe`se
cherche a` fournir un controˆleur qui assurera la stabilite´ du syste`me malgre´ les incertitudes sur
∆.
Il n’y pas de me´thode directe pour re´soudre ce proble`me d’optimisation. On utilise alors une
proce´dure appele´e D-K ite´ration dont on ne de´taillera pas l’algorithme (Zhou et Doyle, 1998;
Alazard et al., 1999). C’est une proce´dure ite´rative ou` l’on alterne re´solution du proble`me H∞
standard de´fini dans le paragraphe pre´ce´dent et calcul de matrices de scalings optimales D. La
proce´dure est ne´anmoins plutoˆt longue et ne´cessite la re´solution d’un proble`me d’optimisation
complexe. Il n’y a de plus aucune garantie de convergence. Comme dans la synthe`se H∞, le
controˆleur obtenu est d’ordre e´leve´ et il faut eﬀectuer une re´duction du correcteur pour rendre
le syste`me implantable.
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Pour les applications de µ-analyse et µ-synthe`se dans le domaine ae´ronautique et spatial, on
pourra se re´fe´rer a` (Zhu et al., 2000; Boulet et al., 2001; Mannchen et al., 2002).
￿ Placement de structures propres
Le placement de structures propres est une me´thode du domaine temporel qui consiste a` placer
la structure propre (valeurs propres et vecteurs propres) du syste`me afin d’assurer certaines
proprie´te´s dont les performances temporelles et le de´couplage entre´es/sorties. Un livre de re´-
fe´rence en la matie`re est (Liu et Patton, 1998).
Airbus fut un des pre´curseurs dans l’utilisation du placement de structure propre, notamment
dans son application au vol late´ral de l’A320 (Farineau et Letron, 1990). Le de´couplage des
entre´es vis-a`-vis de certaines sorties est bien tenu en compte lors du placement des vecteurs
propres. Ceci est aussi illustre´ dans (Sobel et Shapiro, 1985) et (Piou et Sobel, 1995).
La the`se de Faleiro (1998) pre´sente l’application de ces techniques au cas spe´cifique du controˆ-
leur de vol. Comme le placement de structures propres n’assure a priori aucune proprie´te´ de
robustesse en terme de stabilite´ ou de performance, des me´thodes sont alors de´veloppe´es dans
sa the`se pour augmenter les proprie´te´s de robustesse, notamment en choisissant judicieusement
les vecteurs propres de la boucle ferme´e. Il en est de meˆme dans la the`se de Le Gorrec (1998)
ou` est de´veloppe´e une approche robuste pour le controˆle modal. Les multiples applications de
sa me´thode sont rapporte´es dans (Magni et al., 1998; Magni, 1999). Nous y reviendrons dans
la partie 3 pour pre´senter plus en de´tails cette approche.
En ge´ne´ral, le controˆleur fourni est un correcteur statique, bien que la me´thode puisse eˆtre uti-
lise´e pour des correcteurs dynamiques (Magni, 1999). On peut utiliser aussi un pre´-correcteur
pour modeler la re´ponse du syste`me a` certaines entre´es. Le placement de structure propre
donne des correcteurs simples, tre`s facilement implantables mais la lisibilite´ tend a` eˆtre re´-
duite si des structures plus complexes sont exige´es. Pour cette raison, on utilise souvent ces
correcteurs pour des proble`mes de re´gulation et pour la conception de controˆleurs de bas ni-
veau, alors que les boucles externes sont synthe´tise´es de fac¸on classique pour le controˆle de
haut niveau.
1.1.4 Se´quencement de controˆleurs
Dans la section pre´ce´dente, nous avons conside´re´ des me´thodes qui permettent de synthe´tiser
des correcteurs en un point de vol donne´. Ces correcteurs sont obtenus sur des mode`les line´arise´s
dont la validite´ est limite´e au voisinage du point d’e´quilibre choisi. De`s lors, le correcteur ne sera
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eﬃcace que localement, le terme localement e´tant lui-meˆme qualitatif et de´pendant du syste`me et
du point d’e´quilibre choisi. Le proble`me est alors de trouver un correcteur qui sera performant sur
toute l’enveloppe de vol : ou bien, on cherche un correcteur unique a` parame`tres fixes et robuste
aux changements de condition de vol, ou bien on cherche un correcteur se´quence´ en fonction de va-
riables de se´quencement repre´sentatives des conditions de vol. L’enveloppe de vol e´tant particulie`re
vaste, la dynamique de l’avion change de fac¸on significative entre deux points de fonctionnement
extreˆmes de l’enveloppe. Il est donc utopique de chercher un correcteur a` parame`tres fixes qui serait
performant en tout point.
Le se´quencement de gains (ou de controˆleurs), plutoˆt connu sous sa de´nomination anglaise gain
scheduling est un terme qui regroupe diﬀe´rentes techniques pour synthe´tiser un correcteur se´quence´,
c’est-a`-dire dont les gains varient avec les valeurs courantes des signaux choisis pour le se´quence-
ment. On ne conside`re que le se´quencement des gains selon des variables continues de se´quencement,
en e´cartant ainsi les techniques dites de switching entre controˆleurs (Leonessa et al., 1988). Avant
les anne´es 90, peu de choses ont e´te´ publie´es sur le sujet mais en 2000, Rugh et Shamma (2000)
ainsi que Leith et Leithead (2000) donnent une vue d’ensemble sur le se´quencement de gains. Selon
le recensement de (Rugh et Shamma, 2000), 25 articles sur le sujet ont e´te´ publie´s dans les anne´es
80 comparativement a` 101 et 185 dans la premie`re et seconde moitie´ des anne´es 90. Le se´quence-
ment de gains e´tait alors surtout un proble`me applique´ et les techniques de se´quencement e´taient
tenues secre`tes par les industriels et les militaires. Le domaine ae´ronautique a d’ailleurs e´te´ l’un des
premiers domaines d’application. Ne´anmoins, il demeurait surtout un manque flagrant de the´orie
vis-a`-vis de ce sujet (Fromion et Scorletti, 2003). La proce´dure d’obtention d’un correcteur se´quence´
se fait au travers de 4 e´tapes :
1. E´laboration d’un mode`le LPV (Linear Parameter Varying) du syste`me
2. Utilisation de me´thodes de synthe`se line´aires
3. Implantation des correcteurs dont les coeﬃcients varient de fac¸on continue en fonction des
variables de se´quencement
4. E´valuation de la performance.
￿ Mode`le LPV
La premie`re e´tape consiste a` obtenir un mode`le du syste`me sous la forme suivante :
x˙ = A(θ)x+B(θ)u
y = C(θ)x+D(θ)u
θ(t) ∈ P
(1.14)
ou` les matrices du mode`le d’e´tat de´pendent explicitement du parame`tre variant θ(t), dont
l’e´volution appartient au domaine borne´ P. Le vecteur θ peut eˆtre constitue´ de signaux exo-
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ge`nes ou de variables internes. La fac¸on classique d’obtenir ce genre de syste`me demeure la
line´arisation jacobienne. A` partir d’une famille de points d’e´quilibre d’un syste`me, parame´tre´e
par θ, on line´arise le syste`me autour de cette famille pour obtenir un syste`me line´aire dont
les matrices de´pendent explicitement de θ. Pour chaque valeur fixe´e de θ, le syste`me line´arise´
de´crit le comportement local du syste`me non line´aire autour d’un point d’e´quilibre. On pourra
se re´fe´rer a` (Bruzelius et al., 2004) pour une discussion sur les incidences d’un choix judicieux
pour les formes LPV et a` (Casella et Lovera, 2008) pour un survol re´cent des diﬀe´rentes tech-
niques pour obtenir un syste`me LPV.
Dans le domaine ae´ronautique, ce sont les conditions de vol qui de´finissent l’e´quilibre et donc
le vecteur θ. On peut y trouver commune´ment les variables suivantes : le Mach, l’altitude,
la vitesse, la pression dynamique, etc. Ces meˆmes variables peuvent e´ventuellement servir de
variables de se´quencement quand vient le temps de construire le controˆleur se´quence´.
C’est au niveau des e´tapes 2 et 3 que se distinguent essentiellement les deux grands courants
des techniques de se´quencement de gain. On peut distinguer une approche classique base´e sur
la line´arisation du syste`me dans laquelle les e´tapes 2 et 3 sont distinctes et une approche plus
moderne base´e sur des me´thodes de synthe`se LPV ou LFT dans lesquelles les e´tapes 2 et 3
sont re´solues en meˆme temps.
￿ Se´quencement : approche classique
Cette approche est aussi surnomme´e Divide and Conquer (“Diviser et Conque´rir”), ce qui en
re´fle`te plutoˆt bien la philosophie. Le principe ge´ne´ral est relativement simple :
- a` partir d’un mode`le non line´aire que l’on a mis sous forme LPV par line´arisation jacobienne
(voir ci-haut), on choisit plusieurs valeurs du vecteur parame`tre θ (donc plusieurs positions
d’e´quilibre) et on obtient donc autant de mode`les line´arise´s autour de diﬀe´rentes positions
d’e´quilibre,
- pour chacun des mode`les line´arise´s obtenus, on synthe´tise un controˆleur LTI ; la technique
de synthe`se est laisse´e libre a` l’utilisateur (voir les me´thodes pre´sente´es dans la section
1.1.3),
- on interpole ensuite chacun des controˆleurs par rapport a` une ou des variables de se´quence-
ment. Ge´ne´ralement ces variables de se´quencement sont choisies parmi les composantes du
vecteur θ, repre´sentatives de la position d’e´quilibre,
- et enfin on implante un controˆleur non line´aire base´ sur cette famille de controˆleurs line´aires.
Chacune de ces e´tapes a son lot de“proble`mes”associe´s. Le premier est e´videmment le choix du
nombre de points d’e´quilibre. Si l’on prend peu de points, on risque de ne pas recouvrir tout le
domaine eﬃcacement, et si l’on prend beaucoup de points, cela implique la synthe`se d’autant
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de controˆleurs line´aires et leur se´quencement. Cela est e´videmment lie´ au fait que les correc-
teurs LTI synthe´tise´s autour des positions d’e´quilibre ne sont performants que localement.
Il faut donc prendre un nombre suﬃsant de points. Ensuite l’interpolation des correcteurs
demeure un proble`me d’actualite´. De´pendamment de la structure et de l’ordre du controˆleur,
l’interpolation peut eˆtre plus ou moins fastidieuse. On peut distinguer plusieurs approches
suivant la structure du controˆleur :
– Interpolation line´aire des poˆles, des gains et des ze´ros des fonctions de transfert du correcteur
(Nichols et al., 1993). Dans cet article, les auteurs ont synthe´tise´ des controˆleurs H∞ en
diﬀe´rents points d’e´quilibre de l’enveloppe de vol d’un missile. Ils re´duisent d’abord les
fonctions de transfert des diﬀe´rents correcteurs obtenus, leur donnent une structure similaire
(meˆme nombre de poˆles et de ze´ros ainsi qu’appariemment de poˆles et ze´ros compatibles
en terme de dynamiques) et enfin interpolation line´aire des poˆles, gains et ze´ros. Aucune
garantie n’est oﬀerte pour assurer la stabilite´ et la performance hors points de synthe`se.
– Interpolation line´aire des solutions des e´quations de Riccatti dans le cadre de la synthe`se
H∞. Dans (Reichert, 1992), les auteurs interpolent line´airement les solutions, mais doivent
ne´anmoins faire attention a` ce que les structures des e´quations de Ricatti soient similaires ;
par exemple, les vecteurs d’e´tat doivent eˆtre identiques d’un point d’e´quilibre a` un autre.
L’article (Aouf et al., 2002) reprend le meˆme principe mais sur un mode`le d’avion flexible.
– Interpolation line´aire des coeﬃcients des repre´sentations d’e´tat balance´es. Cette approche
est utilise´e dans (Kellett, 1991) ou` les diﬀe´rents controˆleurs line´aires sont e´quilibre´s et
ensuite interpole´s line´airement. L’inconve´nient de cette approche demeure que les vecteurs
d’e´tat des re´alisations e´quilibre´es ne sont pas force´ment consistants d’un controˆleur a` un
autre.
– Interpolation des gains d’e´tat et d’observation de la forme LQG. Dans (Hyde et Glover,
1993) et (Hyde, 1996), les auteurs mettent leurs controˆleurs H∞ sous la forme observa-
teur+retour d’e´tat, et interpolent line´airement les matrices d’observation et de retour d’e´tat.
Plusieurs suppositions sont faites comme par exemple une variation sans a`-coup (smooth)
des matrices (A(θ), B(θ), C(θ), D(θ)) et donc e´ventuellement des solutions pre´sentant des
proprie´te´s similaires aux diﬀe´rents points d’e´quilibre choisis. Outre un proble`me de cohe´-
rence de structure d’un controˆleur a` l’autre, il faut stocker les matrices de l’observateur
parame´tre´es par θ, d’ou` une certaine me´moire requise. Les articles (Stilwell et Rugh, 1999;
Stilwell, 2001) abordent le meˆme proble`me mais contrairement a` (Hyde et Glover, 1993), la
stabilite´ est garantie entre les points de synthe`se.
Parmi les techniques d’interpolation pre´sente´es ci-dessus, seuls (Stilwell et Rugh, 1999; Stil-
well, 2001) garantissent la stabilite´ entre les points de synthe`se (pour θ scalaire re´el dans
(Stilwell et Rugh, 1999) et θ ∈ Γ ⊂ R2 dans (Stilwell, 2001)) alors que pour les autres, la
stabilite´ hors point de synthe`se est ve´rife´e a posteriori par des simulations sur une grille de
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valeurs du vecteur θ. Puyou (2005) e´tend d’ailleurs ce re´sultat pour un vecteur θ de dimen-
sion quelconque. Dans les cas d’interpolation de fonctions de transfert et de mode`les d’e´tat,
les articles (Stilwell et Rugh, 1998, 2000) proposent des solutions garantissant la stabilite´ sur
le mode`le line´arise´ quand le vecteur θ est fixe. De plus, dans le cas scalaire, ils parviennent
a` garantir la stabilite´ quand θ(t) varie dans le temps, avec cependant une limitation sur le
taux de variation |θ˙(t)| < θmax. La stabilite´ n’est en ge´ne´ral garantie que localement et les
simulations sur le syste`me non line´aire viennent donc montrer si le correcteur semble assurer
la stabilite´ globale.
Un dernier proble`me survient lorsqu’il s’agit d’implanter le correcteur se´quence´ sur le mo-
de`le non line´aire (Rugh et Shamma, 2000; Leith et Leithead, 2000). Certaines pre´cautions
doivent eˆtre prises pour reme´dier a` des termes couple´s cache´s (hidden coupling terms) qui
apparaissent quand on implante le correcteur se´quence´ sur le syste`me non line´aire (Lawrence
et Rugh, 1995). Typiquement l’incidence de ces termes de couplage est plus grande quand
les variables de se´quencement sont des variables internes du syste`me, par opposition a` des
signaux exoge`nes. Kaminer et al. (1995) proposent une autre forme d’implantation en faisant
intervenir la de´rive´e de la sortie du processus qui doit eˆtre alors mesure´e ou e´value´e. Il faut
de toute fac¸on proce´der a` une analyse a posteriori (Shamma et Athans, 1990, 1991) pour
s’assurer de la stabilite´ globale.
￿ Se´quencement LPV et LFT
Cette section rassemble les me´thodes LPV et LFT qui combinent les e´tapes 2 et 3, c’est-a`-dire
qui permettent d’obtenir un controˆleur automatiquement se´quence´.
La synthe`se LPV e´tant assez lourde, on se contentera ici d’en pre´senter les grandes lignes. Elle
consiste en une ge´ne´ralisation aux syste`mes LPV du Lemme Borne´ Re´el (voir par exemple
(Boyd et al., 1994)), et revient a` chercher des fonctions/matrices de Lyapunov X(θ), solutions
de LMIs de´pendant de θ et θ˙, donc finalement des solutions dans l’espace infini des fonctions
de θ d’une infinite´ de LMIs (pour chaque valeur admissible de θ et θ˙). On se reportera a` (Rugh
et Shamma, 2000) pour l’expression de ces LMIs.
La loi de commande recherche´e est sous la forme d’un correcteur global, ayant la meˆme
de´pendance parame´trique que le syste`me a` controˆler. Le correcteur LPV s’e´crit sous la forme :￿
x˙K = AK(θ(t))xK +BK(θ(t))y
u = CK(θ(t))xK +DK(θ(t))y
(1.15)
Le proble`me de l’infinite´ du nombre de LMIs peut eˆtre contourne´ de 2 fac¸ons (Apkarian et
Tuan, 2000) : soit par discre´tisation du domaine d’e´volution de θ et θ˙, soit en choisissant une
structure aﬃne du mode`le LPV et/ou une structure a priori pour les solutions, ou e´ventuel-
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lement les deux me´thodes a` la fois. On en vient dans les deux cas a` transformer une infinite´
de contraintes en un nombre fini de contraintes, avec comme inconve´nient pour la technique
de discre´tisation de manquer des valeurs critiques (et donc ne´cessite´ de faire une analyse sur
une grille raﬃne´e) et pour la technique d’imposition de structure de trop limiter l’espace de
recherche des solutions et donc d’avoir un proble`me infaisable. Cette approche est aussi la
seule a` conside´rer le taux de variation θ˙ et a` oﬀrir des garanties de stabilite´ et de perfor-
mance en conside´rant θ˙. On peut citer (Becker et al., 1993) et (Sharuz et Behtash, 1992) qui
cherchent une matrice de Lyapunov solution constante et (Wu et al., 1996; Bruzelius et Brei-
tholtz, 2001; Pellande, 2001) qui cherchent plusieurs matrices de Lyapunov sur un maillage de
l’espace des parame`tres. La synthe`se LPV souﬀre ne´anmoins d’un certain conservatisme du
fait par exemple que l’on cherche des fonctions de Lyapunov avec des structures particulie`res ;
elle devient aussi tre`s rapidement gourmande en calculs. Ne´anmoins, cette fac¸on de proce´der
a e´te´ applique´e avec succe`s dans le domaine ae´ronautique dans (Biannic et al., 1997; Biannic
et Apkarian, 1999; Spillman, 2000; Sza´szi et al., 2005; Lu et al., 2005).
Les me´thodes de synthe`se base´es sur une forme LFT du syste`me s’appliquent dans le cas par-
ticulier ou` les matrices du syste`me LPV sont des polynoˆmes ou des fractions rationnelles du
vecteur θ. On se reportera a` (Zhou et al., 1996) pour une pre´sentation the´orique plus comple`te
et (Magni, 2005) pour un ensemble de fonctions Matlab permettant d’obtenir des formes LFT.
Trois approches exploitant cette forme LFT ont pu eˆtre identifie´es :
– la premie`re approche se base sur le the´ore`me du petit gain pour fournir une condition suf-
fisante d’existence d’un correcteur auto-se´quence´. Le syste`me LFT peut eˆtre vu comme un
syste`me LTI perturbe´ par ∆. Dans ce cas-la`, le vecteur θ retranscrit sous la forme ∆ est
conside´re´ comme un parame`tre incertain envers lequel le correcteur auto-se´quence´ doit eˆtre
robuste. Par exemple, Apkarian et Gahinet (1995) conside`rent un correcteur lui-meˆme sous
forme LFT et dont la de´pendance parame´trique est la meˆme que celle du syste`me LFT.
Packard (1994) va dans le meˆme sens.
– la deuxie`me approche est de´rive´e du controˆle modal robuste (Magni, 2002) ou` l’on cherche
une forme a priori du controˆleur se´quence´, et on proce`de a` un placement de structures
propres sur les mode`les extreˆmes du domaine de variation de θ (Magni et al., 1998; Magni
et Chable, 2002; Do¨ll et al., 2001; Constant et al., 2002). La proce´dure sera explique´e en
de´tail au chapitre 5 et fera l’objet d’une application.
– la troisie`me approche est, elle aussi, de´rive´e du controˆle modal robuste ; le controˆleur auto-
se´quence´ est en revanche directement obtenu par inversion de formes LFT (Chable, 2003;
Magni, 2005; Gaulocher et al., 2007). La structure du controˆleur (ordre et forme) est de´cide´e
22
a` l’avance et les poˆles doivent eˆtre e´ventuellement fixe´s. De´pendamment de la forme LFT
choisie, cela peut conduire a` un correcteur LFT dont la dimension du bloc d’incertitude
explose litte´ralement. Des solutions ont alors e´te´ de´veloppe´es pour contourner cet inconve´-
nient par l’utilisation de forme LFT de synthe`se (Magni, 2005) mais leur implantation en
est plus de´licate et ne´cessite un eﬀort de calcul supple´mentaire sur le syste`me embarque´
(Magni et al., 2006). Les re´sultats sont ne´anmoins prometteurs.
Pour ces trois approches exploitant la forme LFT, le taux de variation θ˙ n’est pas conside´re´.
￿ Conclusion sur les me´thodes de se´quencement
Nous retiendrons de cette e´tude le grand nombre de fac¸ons d’aborder le se´quencement de
controˆleur et aussi les proble`mes associe´s a` chaque approche. Bien que synthe´tisant en une
seule e´tape un controˆleur se´quence´, la synthe`se LPV ne´cessite un retour d’e´tat et ne permet
pas de choisir a priori la structure du correcteur ; elle sera donc mise de coˆte´. En revanche,
l’approche classique du se´quencement pourrait eˆtre repense´e afin de s’aﬀranchir du choix du
nombre de points de synthe`se ne´cessaires tout en garantissant la stabilite´ sur l’ensemble de
variation des parame`tres.
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1.2 Objectifs, de´marche et contributions
A` la lumie`re de la revue de litte´rature, nous allons formuler plusieurs objectifs ainsi que les
de´marches associe´es pour tenter de les atteindre. L’objectif principal de cette the`se pourrait eˆtre
re´sume´ de la fac¸on suivante :
De´velopper une me´thodologie et des guides pour synthe´tiser de fac¸on rapide et ef-
ficace un controˆleur robuste et se´quence´ du vol longitudinal d’un avion de transport
civil tout en garantissant la satisfaction de qualite´s de manœuvrabilite´.
Meˆme si la me´thodologie repose sur des fondements the´oriques plus ou moins accessibles pour
l’inge´nieur du point de vue mathe´matique, elle se doit d’eˆtre suﬃsamment simple d’utilisation pour
eˆtre employe´e par quelqu’un n’ayant pas toutes les connaissances the´oriques sous-jacentes.
En reprenant les diﬀe´rents axes e´tudie´s dans la revue de litte´rature, nous formulons les objectifs
que nous avons cherche´ a` atteindre, les de´marches employe´es ainsi que les contributions eﬀectue´es.
1.2.1 Objectif 1 : Les Qualite´s de Manœuvrabilite´ Essentielles (Common Handling
Qualities)
Avant de proce´der a` toute synthe`se de controˆleur, il faut de´finir les performances a` atteindre qui
sont dans notre cas exprime´es pour la plupart en termes de qualite´s de manœuvrabilite´. Mais pour
constituer un tel cahier des charges, il s’agit de comprendre ces diﬀe´rents crite`res. En eﬀet, lors des
confe´rences GNC 2008 et 2009, le the`me re´current sur les qualite´s de manœuvrabilite´ e´tait leur sa-
tisfaction a priori par les me´thodes de synthe`se. Ce premier objectif d’une meilleure compre´hension
des qualite´s de manœuvrabilite´ se divise en deux sous-objectifs : l’e´tude d’un crite`re particulier, le
dropback, et la confrontation des diﬀe´rents crite`res pour mettre en e´vidence les crite`res pre´ponde´-
rants. Les de´marches et contributions accomplies sur ces deux sous-objectifs sont pre´sente´es.
Contributions pour l’objectif 1
Lors d’une synthe`se, il est avantageux d’exprimer un crite`re de performance explicitement en
fonction des gains/matrices d’un controˆleur, a` l’instar de (Tokutake et al., 2005). Dans (Saussie´,
2004), le crite`re du dropback a pu eˆtre exprime´ explicitement en fonction des parame`tres de la fonc-
tion de transfert du syste`me. Dans la pre´sente the`se, une des premie`res contributions the´oriques
a e´te´ d’e´tablir une formule similaire dans le cas d’un syste`me exprime´ sous la forme d’un mode`le
d’e´tat ; elle a pu eˆtre ainsi applique´e a` la synthe`se d’un correcteur par retour d’e´tat ou de sortie pour
mettre en avant quels sont les gains influenc¸ant le crite`re. De plus, sur les architectures de controˆle
fournies par Bombardier Inc., le candidat a clairement e´tabli les gains modifiant le dropback. Cette
formule permet ainsi de re´gler la valeur exacte du dropback sur un syste`me de n’importe quel ordre.
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Il est bon de noter qu’avant la formule the´orique e´tablie par le candidat, seule une formule sur un
syste`me d’ordre 2 standard e´tait disponible (Gibson, 1997). Enfin, il a e´te´ montre´ sur un transfert
quelconque que la satisfaction d’un dropback positif passait automatiquement par un de´passement
significatif sur les re´ponses temporelles d’inte´reˆt ; cette corre´lation n’e´tait auparavant qu’observe´e,
sans jamais une preuve pour l’e´tayer et va quelque peu a` l’encontre des contraintes cherchant a`
limiter le de´passement. L’e´tude sur une fonction de transfert standard d’ordre 2 repre´sentative du
comportement de l’avion a permis alors de quantifier le lien entre de´passement et dropback.
Avant de constituer un cahier des charges, il s’agit de s’interroger sur la pertinence des diﬀe´rents
crite`res. En eﬀet les qualite´s de manœuvrabilite´ e´tant de diﬀe´rentes natures, il se pourrait bien que
certains crite`res soient redondants. De plus, certains crite`res n’e´tant de´finis que pour des syste`mes
re´duits de l’avion, il faut discuter de leur validite´ et de leur extension sur un syste`me d’ordre
e´leve´. Le candidat a donc confronte´ plusieurs qualite´s de manœuvrabilite´ sur un mode`le standard
repre´sentatif de l’avion. En trac¸ant dans l’espace des parame`tres du mode`le, les limites de chacun des
crite`res, il a pu mettre en e´vidence les qualite´s de manœuvrabilite´ pre´ponde´rantes ; celles qui, une
fois satisfaites, assurent que d’autres vont l’eˆtre aussi. Ainsi tout au long de ce processus, le candidat
a pu mettre en place des guides a` la manie`re de (Gibson, 1997) pour une meilleure compre´hension
et satisfaction de chacun des crite`res. Compte-tenu de notre mode`le d’avion et des limites impose´es
par les normes militaires/civiles et le constructeur, il a e´te´ e´tabli que sur notre mode`le standard,
satisfaire des contraintes d’amortissement, de temps de re´ponse et de dropback permettait dans une
certaine mesure de remplir tous les autres crite`res conside´re´s, notamment les crite`res fre´quentiels.
Des formulations mathe´matiques des crite`res fre´quentiels base´es sur le mode`le standard ont permis
d’ailleurs de faire ressortir des guides supple´mentaires. Un produit de´rive´ de cette e´tude a e´te´, a` la
manie`re de (Hentabli et al., 2003; Hentabli, 2005), de fournir des mode`les de re´fe´rence standards
d’ordre 2 utilisables lors d’une synthe`se avec appariemment de mode`le (Srichander, 1993).
1.2.2 Objectif 2 : Me´thodologies de synthe`se pour un controˆleur d’architecture fixe
Le deuxie`me objectif concerne la synthe`se de controˆleurs dont l’architecture est fixe´e a priori.
De part leur expe´rience, les industriels ont de´veloppe´ des architectures de controˆle qu’ils souhaitent
conserver lors de la conception des commandes de vol d’un nouvel avion. Ils ont une bonne connais-
sance ainsi qu’une bonne compre´hension de ce type d’architecture 5, ce qui en facilite le re´glage.
Dans le rapport (Akhrif et al., 1998), ce proble`me a e´te´ traite´ en utilisant notamment des algo-
rithmes d’optimisation pour choisir les gains ou ame´liorer ceux disponibles. Il en est de meˆme pour
Tischler qui cherche a` optimiser les “parame`tres” de de´cision de plusieurs lois de commande (Ti-
schler et al., 2002, 2005). Par exemple, dans le cas d’un controˆle optimal, il cherche a` optimiser les
matrices de ponde´ration et dans le cas d’une synthe`se H∞, les filtres de ponde´ration. Pour des lois
de controˆle classique, il optimise directement les gains. Il s’agit donc dans notre cas d’e´tablir une
me´thodologie qui permette de re´gler les gains d’une loi de controˆle tout en satisfaisant un cahier de
5. Les architectures sont pre´sente´es dans la section 2.1.6
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charges constitue´ a` l’issu de l’objectif 1.
Contributions pour l’objectif 2
Avant de s’attaquer a` l’application en ae´ronautique, le candidat s’est d’abord inte´resse´ au pro-
ble`me plus ge´ne´ral de la stabilisation par retour de sortie aborde´ dans la revue de litte´rature. En
eﬀet, imposer une architecture de controˆle peut se rapprocher d’un tel proble`me. Parmi les me´-
thodes re´pertorie´es, celles base´es sur l’optimisation non lisse et la recherche directe, ont inspire´ un
premier algorithme base´ sur les applications gardiennes (Saydy et al., 1990). Une comparaison 6 avec
d’autres algorithmes disponibles et d’autres approches a permis de mettre en e´vidence le bien-fonde´
de l’algorithme propose´, notamment par rapport aux techniques reposant sur la formulation BMI
du proble`me (Henrion et al., 2005).
Dans (Saussie´, 2004), le candidat proposait une de´marche graphique pour choisir les gains du
controˆleur tout en assurant de satisfaire a` chaque e´tape les qualite´s de maœuvrabilite´. Ne´anmoins
cette me´thodologie n’e´tait applique´e que sur une condition de vol a` la fois et l’approche graphique
de la de´marche ne permettait de re´gler que deux gains en meˆme temps. De plus, la solution propose´e
pour le se´quencement des gains e´tait ad hoc et reposait sur l’expe´rimentation du candidat.
Au terme de l’objectif 1, le candidat a pu exprimer certains crite`res sous la forme d’une re´gion
de stabilite´ ou` les poˆles devraient se situer. L’algorithme pre´ce´dent a donc e´te´ adapte´ pour tenir
compte d’un plus large choix de domaine de stabilite´ d’inte´reˆt. E´tant donne´ une re´gion de stabilite´,
l’algorithme re`gle automatiquement les gains du controˆleur 7 pour y placer les poˆles en boucle fer-
me´e, dans la mesure du possible bien e´videmment. Ce nouvel algorithme a e´te´ applique´ avec succe`s
sur les deux architectures de controˆle du vol longitudinal propose´es par Bombardier Inc. Il a de plus
e´te´ couple´ avec la formulation the´orique du dropback pour re´gler directement le crite`re en question.
Ce travail a donne´ lieu au premier article ou` la satisfaction de certaines qualite´s de manœuvrabilite´
est garantie a priori et non ve´rifie´e a posteriori :
Article 1 : D. Saussie´, O. Akhrif, L. Saydy and C. Be´rard.
Longitudinal Flight Control Synthesis with Guardian Maps.
Soumis a` Journal of Aircraft.
Le but ultime e´tant d’obtenir un controˆleur se´quence´ sur l’ensemble de l’enveloppe de vol, le
candidat s’est ensuite penche´ sur le se´quencement de gains. A` l’heure actuelle, on peut principale-
ment utiliser deux voies (Rugh et Shamma, 2000) : ou bien synthe´tiser plusieurs controˆleurs line´aires
que l’on interpole ensuite, ou alors obtenir directement un controˆleur se´quence´. Les deux de´marches
peuvent s’ave´rer longue pour la premie`re ou assez lourde (et sans garantie) pour la seconde. Le can-
6. Ceci n’est pas pre´sente´ ici.
7. Dont l’architecture est fixe´e a priori
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didat a alors propose´ une troisie`me voie alternative au proble`me de se´quencement de gains. A` partir
d’un seul controˆleur synthe´tise´ en un seul point de vol, un algorithme e´tend ses performances en fai-
sant varier ses gains automatiquement selon la condition de vol. L’algorithme permet de s’aﬀranchir
de la synthe`se de plusieurs controˆleurs line´aires en diﬀe´rents points de vol et garantit la stabilite´
locale autour de n’importe quel point de vol ; son application a` notre proble`me de vol longitudinal
a montre´ son eﬃcacite´ dans le deuxie`me article de la the`se :
Article 2 : D. Saussie´, L. Saydy, O. Akhrif and C. Be´rard.
A Guardian Map Based Technique for Longitudinal Flight Scheduled
Controller.
Soumis au journal AIAA, Guidance, Control and Dynamics.
1.2.3 Objectif 3 : Synthe`se d’un controˆleur moderne de re´fe´rence, structuration et
se´quencement
Pour ce troisie`me objectif, nous nous aﬀranchissons de la contrainte d’architecture fixe et ne
conservons que les sorties initialement utilise´es par Bombardier Inc. Le but est de trouver un cor-
recteur se´quence´ sur l’enveloppe de vol mais aussi robuste a` des variations de masse et de centrage.
La contrainte d’architecture fixe peut se montrer assez limitante dans l’obtention de perfor-
mances robustes ; rien ne garantit que les architectures pre´conise´es par Bombardier Inc. soient
adapte´es pour remplir de telles contraintes. L’ide´e ge´ne´rale est la suivante : partir d’un premier
correcteur performant, sans limitation d’ordre ou de structure, et tenter par la suite de le re´duire et
de le se´quencer pour obtenir un correcteur aussi simple que possible, comparable aux architectures
donne´es par le constructeur.
Contributions pour l’objectif 3
Les re´fe´rences pour la synthe`se d’un premier controˆleur sans restriction d’ordre sont nombreuses
comme nous avons pu le voir dans la revue de litte´rature. Les re´sultats des travaux eﬀectue´s sur
RCAM et HIRM (Magni et al., 1997) sont une bonne source d’inspiration puisque la plupart des
me´thodes modernes y sont applique´es. Le candidat s’est inspire´ entre autres des travaux de Henta-
bli (2005) et Puyou (2005). Le travail eﬀectue´ sur l’objectif 1 a permis de de´gager des mode`les de
re´fe´rence d’ordre 2 remplissant toutes les qualite´s de manœuvrabilite´. En supposant que le syste`me
se comporte comme le mode`le de re´fe´rence sur la bande passante d’inte´reˆt, on est en droit d’espe´rer
que le syste`me satisfera alors les qualite´s de manœuvrabilite´. Le candidat a alors applique´ une syn-
the`se H∞ avec appariemment de mode`le en y adjoignant des crite`res supple´mentaires de robustesse.
L’influence de chacune des ponde´rations sur le sche´ma de synthe`se H∞ a e´te´ e´tudie´e permettant
ainsi de mieux re´gler les caracte´ristiques du controˆleur (robustesse, bande passante, etc...).
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La question s’est ensuite pose´e de re´duire et structurer les correcteurs obtenus en diﬀe´rents
points de vol. A` l’image des travaux de Chable (2003), le candidat a utilise´ la re´duction de correc-
teurs inspire´e de la commande modale robuste (Magni, 2002). C’est a` l’heure actuelle la me´thode
de re´duction qui se trouve eˆtre la plus performante quand il s’agit de re´duire un controˆleur et
d’en conserver les performances en boucle ferme´e. L’application de la me´thode sur les diﬀe´rents
correcteurs a permis une substantielle re´duction tout en conservant les performances ; de plus une
structure similaire a pu eˆtre adopte´e pour les correcteurs obtenus en diﬀe´rents points de vol. Ce
de´tail re´ve`le son importance quand vient le temps du se´quencement. La proce´dure est une fois de
plus de´taille´e avec des e´tapes successives guidant ainsi l’utilisateur dans la re´duction.
La re´duction des controˆleurs ayant de´gage´ des structures similaires, le candidat a pu mettre en
application les re´sultats de Do¨ll (2001) pour obtenir un controˆleur se´quence´ fonction de la pression
dynamique et de l’altitude. L’avantage de la me´thode est le choix de la formule d’interpolation. En
eﬀet, le controˆleur se´quence´ est baˆti de fac¸on ite´rative et l’utilisateur peut enrichir la formule d’inter-
polation au fur et a` mesure des e´tapes, rajoutant ainsi des degre´s de liberte´ seulement si ne´cessaires.
Cela fournit un correcteur continuement se´quence´ suivant les parame`tres de vol. Le candidat est
parvenu ainsi a` couvrir l’ensemble du domaine de vol avec un correcteur dont la structure demeure
relativement simple.
Au final la contribution est essentiellement me´thodologique et applicative ; a` partir de diverses
me´thodes de´ja` existantes, le candidat a baˆti une de´marche progressive et de´taille´e permettant d’ob-
tenir un controˆleur re´duit et structure´, se´quence´ selon les conditions de vol et robuste face aux
variations de certains parame`tres. L’application a` notre proble`me a montre´ l’eﬃcacite´ de la me´-
thode et la de´marche est suﬃsamment de´taille´e pour eˆtre reproduite sur d’autres mode`les. Ceci
me`ne au dernier article :
Article 3 : D. Saussie´, C. Be´rard, O. Akhrif and L. Saydy.
A Self-Scheduled Longitudinal Flight Controller with Handling Quality
requirements.
Soumis a` The Aeronautical Journal.
28
Premie`re partie
MODE´LISATION & QUALITE´S DE
MANŒUVRABILITE´
29
Pre´ambule
Cette premie`re partie expose le proble`me, aussi bien la mode´lisation du Challenger 604 que les
qualite´s de manœuvrabilite´ en jeu. On taˆchera dans un premier temps de fournir une description
aussi comple`te que possible de l’avion ; s’en suivra une analyse de ses caracte´ristiques en boucle
ouverte. Ceci sera conclu par l’e´tude de la re´duction des mode`les ainsi que la recherche de mode`les
interpole´s/LFT de l’avion.
Nous aborderons ensuite les qualite´s de manœuvrabilite´. Il s’agira dans un premier temps de
recenser un certain nombre d’entre elles (celles les plus commune´ment utilise´es). Nous nous attar-
derons ensuite sur le crite`re particulier du dropback, sur lequel le candidat a contribue´ de manie`re
importante. Nous terminerons sur une confrontation de ces diﬀe´rents crite`res pour mettre en avant
ceux qui sont pre´ponde´rants.
Cette partie est scinde´e de la fac¸on suivante :
– le chapitre 2 pre´sente la mode´lisation du Challenger 604 et son analyse.
– le chapitre 3 aborde le sujet des qualite´s de manœuvrabilite´.
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CHAPITRE 2
MODE´LISATION & ANALYSE
Nous traitons dans ce chapitre la mode´lisation de l’avion d’aﬀaires Challenger 604 de Bombar-
dier Inc. La section 2.1 est consacre´e a` la mode´lisation de l’appareil a` partir des e´quations de la
me´canique du vol ainsi que sa line´arisation autour d’un point de fonctionnement dans le cas du vol
longitudinal. Des mode´lisations de l’actionneur, des capteurs et du manche sont aussi fournies afin
de de´crire comple`tement la boucle ouverte de notre appareil.
Nous abordons dans la section 2.2 l’analyse du mode`le en boucle ouverte a` travers l’enveloppe de
vol. De´pendamment du point de vol conside´re´, le comportement de l’avion change. De plus, comme
nous cherchons a` rendre nos correcteurs robustes face a` des variations de masse et du centre de
gravite´, nous e´tudierons l’influence de ces parame`tres sur le mode`le en boucle ouverte.
Une mode´lisation fide`le du syste`me est synonyme de syste`me d’ordre e´leve´. Du point de vue
de la synthe`se de controˆleurs, il est souhaitable de travailler sur un syste`me d’ordre re´duit. Nous
traitons alors dans la section 2.3 la re´duction de notre boucle ouverte a` un ordre suﬃsamment bas
pour faciliter la synthe`se. Il faut ne´anmoins s’assurer que les controˆleurs synthe´tise´s sur un syste`me
re´duit demeurent performants sur le syste`me original et donc avoir un syste`me re´duit refle´tant bien
le comportement de l’appareil. De plus, nous cherchons une mode´lisation parame´tre´e en fonction
du Mach, de l’altitude, de la masse et du centrage. En eﬀet, les mode`les dont on dispose ont e´te´
fournis en certains points de vol et pour diﬀe´rentes valeurs des parame`tres (160 mode`les en tout) ;
il s’agit donc d’interpoler ces mode`les afin d’obtenir une repre´sentation parame´tre´e.
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2.1 Mode`le du Challenger 604
On pre´sente ici la mode´lisation des diﬀe´rents e´le´ments du Challenger 604. Le sche´ma de la figure
2.1 illustre les diﬀe´rentes boucles de commande que l’on peut trouver sur un avion a` commandes de
vol e´lectriques (fly-by-wire).
Calculateur embarqué
Commandes de vol
Actionneurs
Servo-gouvernes - Moteurs
Capteurs
IRU, IMU
Calculateur embarqué
Pilote automatique
Manche
Stick, sidestick
Pilote Avion
Environnement de pilotage
Instrumentation de bord
Données visuelles, sonores
Perception des mouvements
Figure 2.1 Les diﬀe´rentes boucles de controˆle en jeu
On peut y distinguer de fac¸on ge´ne´rale 4 parties ou boucles :
1. la boucle ouverte (repre´sente´e aussi sur la figure 2.2). Elle est constitue´e des actionneurs (servo-
gouvernes et surfaces de controˆle, ainsi que les moteurs), de l’avion lui-meˆme et des diﬀe´rents
capteurs. Comme nous travaillerons sur le vol longitudinal de l’avion, c’est la gouverne de
profondeur qui nous inte´resse en particulier. Les boucles de commande qui vont suivre, sont
toutes reboucle´es sur cette boucle ouverte.
2. une premie`re boucle de commande (– –) qui permet d’ame´liorer les qualite´s de vol naturelles
de l’avion ainsi que sa manœuvrabilite´. Cette boucle de commande est ge´ne´ralement constitue´e
de deux boucles :
• une boucle SAS (Stability Augmentation System) pour augmenter la stabilite´ de l’appareil,
• une boucle CAS (Control Augmentation System) pour ame´liorer le controˆle de l’avion.
3. une deuxie`me boucle de commande (- - -) : le pilote automatique. Diﬀe´rents objectifs sont
pris automatiquement en charge par cette boucle :
• maintien d’attitude,
• maintien d’altitude,
• maintien de cap,
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• maintien de vitesse.
4. une troisie`me boucle (– · –), qui est la boucle de pilotage dont le pilote est lui-meˆme un
e´le´ment. Le pilote agit sur le manche (stick) et ainsi sur l’appareil, selon les informations qu’il
peut recevoir de l’instrumentation de bord et des sensations qu’il ressent. La premie`re boucle
de commande de vol e´lectrique vient l’assister dans sa taˆche en ame´liorant la prise en main
de l’appareil.
Gouverne de profondeur
Capteurs
IRU, IMU
Avion
Figure 2.2 Boucle ouverte
Nous allons synthe´tiser les lois de la premie`re boucle de commande, soient les boucles SAS et
CAS, dans le cas d’une architecture classique. On pre´sente d’abord la me´canique du vol de l’avion
rigide, ensuite la mode´lisation de l’actionneur et des capteurs, et enfin les mode`les du manche et du
pilote.
2.1.1 Mode`le Avion
￿ Repe`res utilise´s
Trois repe`res sont utilise´s pour mettre en place les e´quations de la me´canique du vol.
• Repe`re normal terrestre - Ro (O, ￿xo, ￿yo,￿zo) : repe`re lie´ a` la Terre que l’on suppose loca-
lement plate et immobile.
– Origine O : point fixe sur la surface de la Terre.
– Axe ￿zo : oriente´ suivant la direction de la force gravitationnelle ￿g.
– Axes ￿xo et ￿yo : choisis dans le plan horizontal de manie`re a` comple´ter le repe`re de fac¸on
directe et orthonorme´e. L’axe ￿xo est habituellement oriente´ dans la direction du nord
ge´ographique ou magne´tique.
• Repe`re avion - Rb (G, ￿xb, ￿yb,￿zb) : repe`re lie´ a` l’avion que l’on suppose inde´formable.
– Origine G : centre de gravite´ de l’avion.
– Axe ￿xb : choisi dans le plan de syme´trie de l’avion et oriente´ vers l’avant. Sa de´finition
dans le plan demeure arbitraire. Il est ge´ne´ralement associe´ a` une de´finition ge´ome´trique
du fuselage. Si le fuselage est un cylindre, ￿xb est paralle`le a` une ge´ne´ratrice.
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– Axe ￿yb : perpendiculaire au plan de syme´trie de l’avion et oriente´ vers la droite de l’avion
au «sens pilote».
– Axe ￿zb : dans le plan de syme´trie de l’avion et oriente´ vers le «ventre» de celui-ci.
• Repe`re ae´rodynamique - Ra (G, ￿xa, ￿ya,￿za) : repe`re lie´ a` la vitesse de l’avion.
– Origine G : centre de gravite´ de l’avion.
– Axe ￿xa : coline´aire a` la vitesse ae´rodynamique de l’avion ￿Va.
– Axe ￿za : orthogonal a` ￿xa dans le plan de syme´trie de l’avion et oriente´ vers le «ventre»
de celui-ci.
– Axe ￿ya : choisi de manie`re a` comple´ter le repe`re de fac¸on directe et orthonorme´e.
￿ De´finition des angles entre repe`res
Maintenant que les repe`res ont e´te´ de´finis, leurs positions relatives vont eˆtre de´finies au moyen
d’angles. Plusieurs rotations sont ne´cessaires pour passer d’un repe`re a` un autre.
• Passage de Ro a` Rb. Le passage du repe`re normal terrestre Ro au repe`re avion Rb corres-
pond au passage d’un repe`re de´finissant l’orientation d’un solide a` un autre (figure 2.3). Il
ne´cessite l’introduction d’un syste`me de 3 angles :
1. une rotation de Ψ (azimut) autour de ￿zo ame`ne dans le plan horizontal ￿xo sur ￿xi, et ￿yo
sur ￿yi. Le vecteur ￿yi est porte´ par l’intersection du plan horizontal contenant G et du
plan perpendiculaire a` l’axe du fuselage contenant lui aussi G. On en de´duit ￿xi = ￿yi∧￿zo.
2. une rotation de Θ (assiette longitudinale) autour de ￿yi ame`ne ￿xi sur ￿xb.
3. enfin, une rotation de Φ (angle de gˆıte) autour de ￿xb ame`ne ￿yi sur ￿yb.
• Passage de Rb a` Ra. Le passage du repe`re avion Rb au repe`re ae´rodynamique Ra est
le passage du vecteur ￿xb porte´ par l’axe du fuselage au vecteur ￿xa porte´ par la vitesse
ae´rodynamique
−→
Va (figure 2.4). Puisque ￿za est dans le plan de´fini par (￿xb,￿zb) (plan de
syme´trie de l’avion), deux rotations suﬃsent :
1. une rotation de -α (angle d’incidence) autour de ￿yb ame`ne ￿zb sur ￿za.
2. une rotation de β (angle de de´rapage) autour de ￿za ame`ne ￿yb sur ￿ya.
￿ De´placement du centre de gravite´ de l’avion
• Position du centre de gravite´ dans le repe`re terrestre Ro
– sur (O, ￿xo) : x
– sur (O, ￿yo) : y
– sur (O,−￿zo) : z (altitude)
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Figure 2.3 Passage de Ro a` Rb
• Vitesse du centre de gravite´ dans le repe`re avion Rb
– sur (O, ￿xb) : U
– sur (O, ￿yb) : V
– sur (O,￿zb) : W
ce qui donne :
U￿xb + V ￿yb +W￿zb = Va￿xa (2.1)
￿ Attitude de l’avion autour de son centre de gravite´
• Attitude de l’avion dans le repe`re terrestre
– Ψ : cap
– Θ : assiette
– Φ : angle de gˆıte
• Vitesse de rotation du repe`re avion par rapport au repe`re terrestre
– p, vitesse de roulis : vitesse instantane´e de rotation autour de l’axe ￿xb
– q, vitesse de tangage : vitesse instantane´e de rotation autour de l’axe ￿yb
– r, vitesse de lacet : vitesse instantane´e de rotation autour de l’axe ￿zb
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Figure 2.4 Passage de Rb a` Ra
ce qui donne :
p￿xb + q￿yb + r￿zb = ￿Ω (2.2)
ou` ￿Ω est le vecteur instantane´ de rotation de Rb (G, ￿xb, ￿yb,￿zb) dans Ro (O, ￿xo, ￿yo,￿zo).
￿ E´quations du mouvement
Si l’on fait l’hypothe`se que la masse m de l’avion est constante, les e´quations ge´ne´rales du
mouvement de l’avion rigide, par rapport au repe`re inertiel terrestre s’e´crivent :
• Relation fondamentale de la cine´matique￿
d ￿X
dt
￿
R0
=
￿
d ￿X
dt
￿
R1
+ ￿ΩR1R0 ∧ ￿X (2.3)
La de´rive´e par rapport au temps d’un vecteur ￿X dans un repe`re R0 est e´gale a` la de´rive´e par
rapport au temps de ce vecteur dans un repe`re R1, a` laquelle on ajoute le produit vectoriel
de la vitesse de rotation du repe`re R1 par rapport a` R0, ￿ΩR1R0 par le vecteur ￿X.
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• E´quations me´caniques
– The´ore`me de la re´sultante dynamique
￿
￿Fe = m
d￿VT
dt
(2.4)
ou` ￿VT repre´sente la vitesse du centre de gravite´ de l’avion par rapport au repe`re nor-
mal terrestre Ro et
￿ ￿Fe la re´sultante des forces exte´rieures agissant sur l’avion (force de
pesanteur, forces ae´rodynamiques et forces de propulsion). En l’absence de vent, ￿VT = ￿Va.
– The´ore`me du moment cine´tique ￿
￿Me = I
d￿Ω
dt
(2.5)
ou`
￿ ￿Me le moment re´sultant des diﬀe´rentes forces agissant sur l’avion (moment des
forces ae´rodynamiques et moment des forces de propulsion). I est la matrice d’inertie
de´finie par :
I =
 Ix −Ixy −Ixz−Ixy Iy −Iyz
−Ixz −Iyz Iz
 (2.6)
ou` Ix, Iy et Iz repre´sentent les moments d’inertie selon les axes ￿xb, ￿yb et ￿zb. Ixy, Ixz et
Iyz sont les produits d’inertie. On conside`re le cas le plus classique ou` le plan (￿xb,￿zb) est
un plan de syme´trie. Sous cette condition, les produits d’inertie Ixy et Iyz sont nuls.
Dans le cas d’un avion syme´trique, en l’absence de perturbation atmosphe´rique, l’ensemble
des e´quations du mouvement sont les suivantes :
• E´quations de translation
XA +XT −mg sinΘ = m
￿
U˙ + qW − rV
￿
(2.7)
YA + YT +mg cosΘ sinΦ = m
￿
V˙ + rU − pW
￿
(2.8)
ZA + ZT +mg cosΘ cosΦ = m
￿
W˙ + pV − qU
￿
(2.9)
ou` (XA, YA, ZA) sont les composantes des forces ae´rodynamiques dans le repe`re avion,
(XT , YT , ZT ) les composantes des forces de pousse´e et les termes −mg sinΘ, mg cosΘ sinΦ
et mg cosΘ cosΦ les composantes des forces de pesanteur.
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• E´quations de rotation
LA + LT = Ixp˙− Ixz (r˙ + pq) + (Iz − Iy) qr (2.10)
MA +MT = Iy q˙ + Ixz
￿
p2 − r2￿+ (Ix − Iz) pr (2.11)
NA +NT = Iz r˙ − Ixz p˙+ (Iy − Iz) pq + Ixzqr (2.12)
ou` (LA,MA, NA) sont les composantes des moments duˆs aux forces ae´rodynamiques dans
le repe`re avion et (LT ,MT , NT ) les composantes des moments duˆs aux forces de pousse´e.
• E´quations cine´matiques
En utilisant la transformation des coordonne´es entre le repe`re terrestre Ro et le repe`re avion
Rb, on peut exprimer la vitesse de l’avion (U, V,W ) en fonction des de´rive´es des positions
(x, y, z) et des angles (Ψ,Θ,Φ) :  UV
W
 = Tbo
 x˙y˙
−z˙
 (2.13)
ou` Tbo de´signe la matrice de passage du repe`re Ro au repe`re Rb.
Tbo =
 cosΘ cosΨ cosΘ sinΨ − sinΘsinΘ sinΦ cosΨ− sinΨ cosΦ sinΘ sinΦ sinΨ+ cosΨ cosΦ cosΘ sinΦ
sinΘ cosΦ cosΨ+ sinΨ sinΦ sinΘ cosΦ sinΨ− cosΨ sinΦ cosΘ cosΦ

(2.14)
Comme toute matrice de rotation, on a :
T−1bo = T
T
bo = Tob (2.15)
D’ou`, aussi :  x˙y˙
−z˙
 = Tob
 UV
W
 (2.16)
On peut de meˆme exprimer la vitesse de rotation de l’avion (p, q, r) en fonction des angles
(Ψ,Θ,Φ) et de leurs de´rive´es.
p = Φ˙− Ψ˙ sinΘ (2.17)
q = Θ˙ cosΦ+ Ψ˙ cosΘ sinΦ (2.18)
r = −Θ˙ sinΦ+ Ψ˙ cosΘ cosΦ (2.19)
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Soit encore :
Φ˙ = p+ q tanΘ sinΦ+ r tanΘ cosΦ (2.20)
Θ˙ = q cosΦ− r sinΦ (2.21)
Ψ˙ =
q sinΦ+ r cosΦ
cosΘ
(2.22)
On trouve ainsi 12 e´quations diﬀe´rentielles du premier ordre (6 e´quations cine´matiques +
6 e´quations me´caniques). En supposant l’isotropie horizontale de l’atmosphe`re, les positions
(x, y) et le cap Ψ n’influencent pas les forces auxquelles est soumis l’avion. On peut donc
laisser de coˆte´ les 3 e´quations diﬀe´rentielles donnant x˙, y˙ et Ψ˙.
￿ Mode`le longitudinal
Comme notre e´tude porte sur le vol longitudinal de l’avion (Fig. 2.5), nous allons nous concen-
trer sur le mode`le longitudinal de l’avion. Nous de´buterons tout d’abord par des hypothe`ses
de de´couplage afin de se´parer le vol longitudinal du vol late´ral. Nous line´ariserons ensuite les
e´quations du mode`le longitudinal autour d’une condition d’e´quilibre.
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Figure 2.5 De´finition des angles pour le vol longitudinal
• Hypothe`ses de de´couplages et e´quations longitudinales
On suppose que l’avion vole en ligne droite, dans son plan de syme´trie, et que les ailes et
la gouverne de direction sont en position neutre. Soit, pour nos grandeurs :
V = p = r = Φ = 0 (2.23)
Ψ = cst (2.24)
– E´quation de propulsion sur l’axe ￿xb
mU˙ = −mqW −mg sinΘ+XA +XT (2.25)
– E´quation de sustentation sur l’axe ￿zb
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mW˙ = mqU +mg cosΘ+ ZA + ZT (2.26)
– E´quation du moment de tangage
Iy q˙ =MA +MT (2.27)
– E´quation cine´matique de la vitesse de tangage
Θ˙ = q (2.28)
L’e´quation d’altitude n’est pas conside´re´e car les mode`les nume´riques fournis par Bom-
bardier Inc. ne contiennent pas la variation d’altitude comme variable d’e´tat. Les forces
ae´rodynamiques XA et ZA sont donne´es par :
XA =
1
2
ρV 2a SCx (2.29)
ZA =
1
2
ρV 2a SCz (2.30)
ou` ρ de´signe la masse volumique de l’air, S la surface ae´rodynamique de l’aile, Cx le co-
eﬃcient de traˆıne´e et Cz le coeﬃcient de portance. Le moment de tangage par rapport au
centre de gravite´ duˆ aux forces ae´rodynamiques est donne´ par :
MA =
1
2
ρV 2a Sc¯Cm (2.31)
ou` c¯ repre´sente la corde ae´rodynamique et Cm le coeﬃcient de moment en tangage. Les co-
eﬃcients ae´rodynamiques Cx, Cz et Cm sont des fonctions de´pendant de plusieurs variables,
notamment de l’angle d’incidence α, du braquage des gouvernes, etc.
• Line´arisation
On obtient ainsi un syste`me de quatre e´quations diﬀe´rentielles en fonction des variables
longitudinales U , W , q et Θ. On eﬀectue la line´arisation autour d’un point d’e´quilibre
correspondant a` une condition de vol (vitesse et altitude fixe´es par exemple). Les e´quations
line´arise´es se mettent sous la forme :
u˙
w˙
q˙
θ˙
 =

Xu Xw −We −g cosΘe
Zu Zw Ue −g sinΘe
Mu Mw Mq 0
0 0 1 0


u
w
q
θ
+

Xδe
Zδe
Mδe
0
 δe (2.32)
ou` le vecteur d’e´tat x est compose´ de variables qui sont des grandeurs par rapport aux
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valeurs d’e´quilibre, soit :
- vitesse horizontale relative u = U − Ue
- vitesse verticale relative w = W −We
- vitesse de tangage q
- angle d’assiette relatif θ = Θ−Θe
Nous n’avons inclus dans le mode`le line´arise´ que la gouverne de profondeur δe ; la manette
des gaz n’est pas une entre´e conside´re´e dans notre boucle de commande. Pour plus de pre´-
cisions sur les de´rive´es de stabilite´ Xu, Xw, Zu, Zw, Mu, Mw et Mq, le lecteur pourra se
reporter aux livres (McRuer et al., 1973), (Cook, 1997), (Nelson, 1998) ou (Stevens et Lewis,
2003).
Dans le sillage de l’aile, l’e´coulement subit une de´flexion ￿ qui provoque une rotation de
la vitesse vue par l’empennage arrie`re. Cette nappe tourbillonnaire e´mise par l’aile a pour
eﬀet de diminuer l’incidence de l’empennage d’un angle ￿ (tail downwash angle), et ainsi sa
portance. Cette re´duction d’angle de´pend de la distance horizontale et verticale entre l’aile
et l’empennage. Il n’est pas mentionne´, dans la litte´rature, de mode`le d’e´tat contenant ex-
plicitement cet angle ￿ comme variable d’e´tat. Nous nous basons sur les donne´es nume´riques
fournies par Bombardier Inc. pour rajouter les coeﬃcients relatifs a` cette nouvelle variable
d’e´tat lors de la line´arisation.
u˙
w˙
q˙
θ˙
￿˙
 =

Xu Xw −We −g cosΘe X￿
Zu Zw Ue −g sinΘe Z￿
Mu Mw Mq 0 M￿
0 0 1 0 0
Eu Ew 0 0 E￿


u
w
q
θ
￿
+

Xδe
Zδe
Mδe
0
0
 δe (2.33)
La figure 2.6 montre la re´partition dans le plan complexe des modes longitudinaux sur un
cas de vol donne´. On retrouve classiquement un mode complexe lent, le mode phugo¨ıde, et
un mode complexe rapide, le mode short period. Nous les aborderons plus spe´cifiquement
dans la partie portant sur les qualite´s de manœuvrabilite´. Retenons pour l’instant que le
mode phugo¨ıde est un mode complexe mal amorti et tre`s lent avec une pulsation propre
voisine de 0.1 rad/s. Il repre´sente peu d’inte´reˆt dans le pilotage a` court terme. Le mode short
period ou oscillation d’incidence est aussi ge´ne´ralement un mode complexe moyennement
amorti et de pulsation propre voisine de 1 rad/s. Il est de premie`re importance quand il
s’agit de piloter l’appareil. Un troisie`me mode re´el plus rapide est apparu du fait que l’on
conside`re aussi l’angle de de´flexion ￿ comme variable d’e´tat.
Pour les phases de synthe`se, nous allons nous concentrer sur la dynamique rapide de l’avion,
soit le mode short period qui, il s’ave`re, correspond aux e´tats w et q. En tronquant les e´tats
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Figure 2.6 Re´partition des modes longitudinaux dans le plan complexe
u et θ associe´s au mode phugo¨ıde, on obtient la repre´sentation d’e´tat simplifie´e : w˙q˙
￿˙
 =
 Zw Ue Z￿Mw Mq M￿
Ew 0 E￿

 wq
￿
+
 ZδeMδe
0
 δe (2.34)
Les mesures disponibles sont la vitesse de tangage q et le facteur de charge nz, rapport entre
l’acce´le´ration verticale et la constante de gravite´ g. L’acce´le´ration verticale est mesure´e a`
une distance lx du centre de gravite´, d’ou` :
nz = (w˙ − Ueq − lxq˙)/g (2.35)
L’e´quation de sortie s’e´crit :
￿
q
nz
￿
=
￿
0 1 0
Z˜w Z˜q Z˜￿
￿ wq
￿
+ ￿ 0
Z˜δe
￿
δe (2.36)
2.1.2 Mode`le Actionneur
La servo-gouverne, ou dans notre cas le servo-e´levateur, n’est pas un e´le´ment dynamique neutre
de notre boucle ouverte. D’une part, cet e´le´ment a sa propre dynamique et il fait de´ja` l’objet d’un
premier asservissement en position. La mode´lisation et l’asservissement e´tant de´ja` fournis par Bom-
bardier Inc., on ne s’inte´ressera pas au controˆle proprement dit de la gouverne. L’actionneur est
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constitue´ de diﬀe´rents e´le´ments en se´rie repre´sente´s par des retards purs ou des fonctions de trans-
fert :
• un retard nume´rique de 2ms duˆ au calculateur repre´sente´ par :
e−0.002s (2.37)
• la servo-gouverne repre´sente´e par le transfert :
1746
s2 + 50.3s+ 1746
(2.38)
• ainsi que le retard pur associe´ a` la servo-gouverne de 15ms :
e−0.015s (2.39)
• enfin, le transfert entre le cabestan et l’e´levateur :
2.08e7
s3 + 2.9e4s2 + 1.77e6s+ 2.08e7
(2.40)
Chaque retard pur est approxime´ par un Pade´ d’ordre 5 1, ce qui donne une fonction de transfert
d’ordre 15 pour l’actionneur ; ne´anmoins, il se comporte pratiquement comme un premier ordre sur
la bande [0, 100] rad/s. A` cela s’ajoutent des saturations en position et en vitesse. Ces donne´es
n’ayant pas e´te´ fournies, on conside`rera les limites typiques du tableau 2.1 .
Tableau 2.1 Saturation de la gouverne en position et vitesse
Position Vitesse
[−30˚ ,+17˚ ] 30˚ /s
2.1.3 Mode`le Capteurs IRU
A l’instar de l’actionneur, les capteurs de la plateforme inertielle IRU (Inertial Reference Unit)
apportent leur propre dynamique a` la boucle ouverte. Deux capteurs nous inte´ressent en l’occu-
rence : un gyrolaser qui mesure la vitesse de tangage q et un acce´le´rome`tre de´livrant l’acce´le´ration
verticale nz de la position ou` est implante´e la plateforme. Selon les donne´es fournies par Bombardier
Inc., les deux capteurs sont mode´lise´s de fac¸on similaire par :
• une fonction de transfert d’ordre 2 :
2526.5
s2 + 71.17s+ 2526.5
(2.41)
1. Selon les donne´es fournies par Bombardier Inc.
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• ainsi que le retard pur associe´ de 16ms :
e−0.016s (2.42)
• un filtre line´aire moyenneur de 60 a` 300Hz :
131.29s2 − 485.96s+ 1.97e7
s3 + 545s2 + 164301s+ 1.97e7
(2.43)
• et un retard nume´rique de 3ms duˆ a` l’acquisition de la mesure par le calculateur et repre´sente´
par :
e−0.003s (2.44)
Comme pour l’actionneur, les retards sont approxime´s par des fonctions de Pade´ d’ordre 5, ce
qui porte l’ordre total des transferts des capteurs a` 15.
2.1.4 Mode`le Manche
Meˆme si le manche ne fait pas inte´gralement partie de la premie`re boucle de commande, il peut
avoir un roˆle non ne´gligeable dans les re´ponses temporelles et dans l’e´valuation de certaines qualite´s
de manœuvrabilite´. Le manche est mode´lise´ par :
• un transfert d’ordre 1
15.23
s+ 15.23
(2.45)
• un retard pur au premier transfert de 15ms
e−0.015s (2.46)
• un filtre anti-cre´nelage
62.745s2 + 3.98e7
s3 + 505s2 + 203046 + 3.98e7
(2.47)
• deux avances de phase
(0.10101s+ 1)2
(0.05051s+ 1)2
(2.48)
• et un retard nume´rique de 2ms duˆ a` l’acquisition de la mesure par le calculateur et repre´sente´
par
e−0.002s (2.49)
2.1.5 Mode`le Pilote
Si la plupart des e´le´ments constituant la boucle peuvent eˆtre de´crits avec un certain degre´ de
pre´cision, il en demeure un dernier qui lui, suscite encore beaucoup d’interrogations et de travaux au
sein de la communaute´. En mode manuel, le pilote fait partie inte´gralement de la boucle et constitue
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l’e´le´ment susceptible de mener a` l’instabilite´, notamment les PIOs. Obtenir un mode`le mathe´matique
d’un comportement humain demeure toujours un vif sujet d’e´tude (Leacock et Thomson, 2001;
Cameron et al., 2003) et plusieurs mode`les, du plus simple au plus complexe, ont e´te´ propose´s. Le
mode`le le plus simple est de conside´rer le pilote comme un simple gain + un retard pur. D’autres
mode´lisations incluent des avances et retards de phase. Peu de travaux ont e´te´ eﬀecute´s pour tenir
compte explicitement de ce mode`le dans les phases de synthe`se, meˆme si beaucoup d’articles traitent
de la mode´lisation du pilote elle-meˆme. Une mode´lisation possible du pilote (McRuer et Krendel,
1974) serait :
Kp
1 + Tls
1 + Tis
￿
e−τs
Tns+ 1
￿
(2.50)
ou`Kp repre´sente la capacite´ du pilote a` re´pondre a` l’erreur sur l’amplitude de la sortie qu’il controˆle,
Ti et Tl sont des constantes qui refle`tent la capacite´ du pilote a` pre´dire et ge´ne´rer l’entre´e requise.
Le retard pur e−τs repre´sente le temps entre la de´cision de changer l’entre´e et l’instant ou` le chan-
gement est re´ellement applique´. Et enfin, Tn est la constante de temps du syste`me neuromusculaire.
Bien que mentionne´, nous n’utiliserons pas un tel mode`le de pilote. Certaines qualite´s de ma-
nœuvrabilite´ tiennent compte implicitement d’un mode`le de pilote simplifie´ sous la forme d’un gain
et d’un retard pur ; nous nous en contenterons pour la suite.
2.1.6 Architecture de controˆle
Dans le cadre de la synthe`se de controˆleur d’architecture fixe, Bombardier Inc. propose deux
architectures : une loi de controˆle classique ou` l’on cherche a` commander la vitesse de tangage q et
une loi de controˆle C∗ ou` une sortie mixte nomme´e C∗ est pilote´e.
￿ Loi de commande classique
La premie`re loi de commande permet de controˆler directement la vitesse de tangage q. La
boucle de controˆle se scinde en une boucle interne dite SAS et une boucle externe dite CAS
(Fig. 2.7). La boucle SAS est constitue´e de deux filtres d’ordre 1 reboucle´s, l’un sur le facteur
de charge nz, et l’autre, sur la vitesse de tangage q. Ce dernier filtre (Wash-Out) est un filtre
passe-haut qui permet d’ope´rer une action de´rive´e aux basses fre´quences. Le concepteur peut
agir sur les gains Knz et Kq de ces deux filtres. La boucle CAS est compose´e d’un correcteur
proportionnel inte´gral (PI) auquel on ajoute un gain feedforward. Les trois gains Kp, Ki et
Kﬀ sont eux aussi ajustables. Le gain Kﬀ permet surtout de rajouter de la phase au syste`me
pour compenser le de´phasage accumule´ dans les boucles SAS et CAS. Il s’agit donc de re´gler
les 5 gains (Kq, Knz , Kp, Ki, Kﬀ ) afin de remplir le cahier des charges.
￿ Loi de controˆle C∗
La seconde loi de commande a` l’e´tude fait intervenir une sortie qui est une combinaison du
facteur de charge nz et de la vitesse de tangage q ; elle est appele´e C∗ (Fig. 2.8). Il existe dans
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Figure 2.7 Controˆle de la vitesse de tangage
la litte´rature des qualite´s de manœuvrabilite´ un crite`re appele´ C∗, qui lui aussi fait intervenir
le facteur de charge et la vitesse de tangage. La loi et le crite`re sont cependant deux choses
bien distinctes (Tischler, 1996) . Cette loi de controˆle a e´te´ de´veloppe´e par la NASA lors d’une
e´tude pour la navette spatiale Space Shuttle ; elle a e´te´ reprise sur le Concorde dans les anne´es
70 et ame´liore´e ensuite par Airbus, qui l’a implante´e sur l’A320.
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Figure 2.8 Controˆle C*
Dans ce cas-ci, la boucle SAS est constitue´e du filtre Wash-Out qui reboucle sur la vitesse
de tangage q, a` la diﬀe´rence que nous pouvons a` pre´sent agir aussi bien sur le gain Kq que
sur le poˆle -zwo de ce filtre. Par ailleurs, le rebouclage du CAS s’eﬀectue a` pre´sent sur la
sortie combine´e C∗ = nz + βq. La ponde´ration β vaut ge´ne´ralement 12.4 ; elle est calcule´e en
supposant qu’a` une vitesse de 400 ft/s, le pilote est aussi sensible a` q qu’a` nz (Field, 1993).
Pour des plus hautes vitesses, le pilote est plus sensible a` nz et pour des vitesses moindres a`
q. Le facteur de charge nz passe au pre´alable par un filtre passe-bas. Comme dans la loi de
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commande pre´ce´dente, le correcteur est un PI augmente´ d’un gain feedforward. On peut donc
agir sur 4 gains (Kq, Kp, Ki, Kﬀ ) et sur le poˆle -zwo du filtre.
2.2 Analyse en boucle ouverte
Nous pre´sentons ici une analyse des mode`les nume´riques fournis par Bombardier Inc. Apre`s
avoir de´fini l’enveloppe de vol dans laquelle e´volue notre avion, nous eﬀectuerons une e´tude succinte
de l’influence de certains parame`tres sur les modes de l’avion. Ces parame`tres seront le Mach et
l’altitude qui de´finissent une condition de vol ; et pour chaque condition de vol, nous ferons aussi
varier la masse et le centrage pour juger de leur influence.
2.2.1 Enveloppe de Vol
Boiﬃer (1998) de´finit l’enveloppe de vol comme la recherche des limites du vecteur vitesse ￿V (h),
c’est-a`-dire pour toute altitude h, les valeurs des vitesses V acceptables. On peut obtenir ainsi sur
un diagramme (h, V ) ou (h,M) l’essentiel du domaine de vol de l’avion. Ce domaine s’obtient
en regroupant les plafonds de sustentation et de propulsion, de´duits a` partir des e´quations de la
me´canique de vol et des performances atteignables de l’avion. Dans notre cas, 20 points de vol
(altitude et Mach fixe´s) de´finissent notre enveloppe de vol (fig. 2.9).
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Figure 2.9 Enveloppe de vol
Pour chaque point de vol, la pression dynamique q¯ et la vitesse vraie V (ou VTAS ) peuvent eˆtre
de´duites selon les e´quations (2.51) et (2.52).
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q¯ =
1
2
ρV 2 (2.51)
V =M.a =M
￿
γRT (2.52)
ou`
– ρ de´signe la masse volumique de l’air (en kg/m3),
– a la vitesse du son (en m/s),
– γ le coeﬃcient adiabatique de l’air (γ = 1.4),
– R la constante spe´cifique de l’air (R = 287.05 Joules/kg/K˚ ),
– T la tempe´rature (en K˚ ).
Selon la tranche d’atmosphe`re conside´re´e, les expressions de la tempe´rature T et de la masse
volumique de l’air ρ sont les suivantes :
• Entre 0 km et 11 km d’altitude,
T = T0 + Thh (2.53)
ρ = ρ0
￿
1 +
Th
T0
h
￿ −g
RTh−1
(2.54)
• Entre 11 km et 20 km d’altitude,
T = T11 (2.55)
ρ = ρ11e
−g
RT11 (h−h11) (2.56)
ou`
– T0 est la tempe´rature au niveau de la mer,
– ρ0 la masse volumique au niveau de la mer,
– Th le gradient de tempe´rature (Th = −6.5 · 10−3 K˚ /m entre 0 km et 11 km)
– T11 la tempe´rature a` h11 = 11000m,
– ρ11 la masse volumique a` h11 = 11000m.
Le tableau 2.2 donne les valeurs de T0 et ρ0 de´pendamment de la tempe´rature de re´fe´rence
choisie au niveau de la mer. Les valeurs de T11 et ρ11 sont calcule´es en conse´quence puisque les
fonctions sont continues a` l’altitude de 11 km. Nous supposerons pour la suite T0 = 15◦C au niveau
de la mer, ce qui donne T11 = 216.65 K˚ = −56.5◦C et ρ11 = 0.3637 kg/m3
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Tableau 2.2 Tempe´ratures et masses volumiques correspondantes au niveau de la mer
T0 (◦C) T0 (K˚ ) ρ0
￿
kg/m3
￿
0 273.15 1.293
15 288.15 1.225
20 293.15 1.204
25 298.15 1.184
2.2.2 E´volution des poˆles BO selon le Mach et l’altitude
La figure 2.10 montre l’e´volution du mode short period dans le plan complexe quand on balaie
l’enveloppe de vol. Les 20 points repre´sente´s correspondent aux 20 conditions de vol de la figure 2.9
pour une masse et un centrage fixe´s.
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(a) A` iso-altitude (b) A` iso-Mach
Figure 2.10 E´volution du mode short period suivant le Mach et l’altitude
On peut faire les observations suivantes :
• pour une altitude fixe´e, l’augmentation du nombre de Mach augmente la pulsation propre ωsp
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du mode short period. Sur la figure 2.10-a, les traits continus correspondent a` une augmenta-
tion du nombre de Mach a` iso-altitude (dans le sens de la nume´rotation). Une augmentation
de la vitesse V aurait la meˆme influence a` iso-altitude. On remarque que l’amortissement ζsp
demeure relativement peu perturbe´ par le changement de vitesse, comparativement a` ωsp .
• de part la forme de l’enveloppe de vol, il est moins aise´ de visualiser l’eﬀet d’une augmentation
de l’altitude pour un nombre de Mach fixe´. On peut ne´anmoins voir qu’une augmentation de
l’altitude a tendance a` diminuer l’amortissement ζsp . Sur la figure 2.10-b, on a repre´sente´ par
des traits continus une augmentation de l’altitude pour un nombre de Mach fixe´ (toujours
dans le sens de la nume´rotation). La grande tendance semble eˆtre qu’a` nombre de Mach fixe´,
gagner en altitude diminue aussi bien la pulsation propre ωsp que l’amortissement ζsp .
2.2.3 E´volution des poˆles BO selon les variations de masse et centrage
Pour chaque point de vol, on dispose de 8 mode`les parame´triques, correspondant a` diﬀe´rentes
configurations de masse et de centrage (Tab. 2.3). Sur un avion, le centre de gravite´ est ge´ne´ralement
situe´ le´ge`rement a` l’avant du centre de portance de la voilure afin de re´duire au minimum les moments
dynamiques ne´cessaires a` l’e´quilibre. La plage de centrage d’un avion est ge´ne´ralement ramene´e a`
un pourcentage de la longueur de la corde moyenne (surface portante divise´e par l’envergure). La
valeur moyenne du centrage est autour de 25% de la corde.
Tableau 2.3 Configurations masse/centrage conside´re´es
m (lbs) \ xcg (% corde) 16 20 35 38 48
30,000 (1) (2)
32,000 (7)
39,000 (3) (4) (8)
46,000 (5) (6)
La figure 2.11 illustre la re´partition du mode short period pour diﬀe´rents centrages et masses sur
2 conditions de vol choisies dans l’enveloppe de vol, soient les cas (1) et (4). Dans la condition de
vol (1), pour un centrage trop important, le mode short period devient ape´riodique et se de´stabilise
e´ventuellement. Dans la condition de vol (4), le mode short period demeure stable peu importe les
configurations masse/centrage choisies ; pour les autres conditions de vol, on se retrouve dans l’une
ou l’autre des situations. Les lignes continues relient les cas de meˆme masse.
On peut faire les observations suivantes :
• Une augmentation du centrage pour une masse fixe modifie la partie imaginaire du mode short
period en maintenant la partie re´elle relativement constante selon les cas de masse. La partie
imaginaire diminue en eﬀet jusqu’a` ce que le mode short period deviennent deux poˆles re´els
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Figure 2.11 E´volution du mode short period suivant la masse et le centrage
dont l’un peut se de´stabiliser si le centrage devient trop important. Ce re´sultat est confirme´ de
fac¸on the´orique (par exemple dans (Boiﬃer, 2000)) ou` l’approximation utilise´e montre que le
produit ζspωsp (la partie re´elle du mode short period) ne de´pend pas explicitement du centrage
quand le mode est complexe.
• Pour un centrage fixe´, une augmentation de la masse a tendance a` avoir l’eﬀet oppose´ sur le
mode short period. En eﬀet, en augmentant la masse, la partie imaginaire demeure relative-
ment constante et la partie re´elle du mode diminue, ralentissant ainsi le mode.
• Peu importe la condition de vol conside´re´e (cas de 1 a` 20), la re´partition du nuage de points
autour du cas de vol nominal est quasi similaire.
2.3 Re´duction et mode´lisation LFT
Le pre´sent chapitre est consacre´ a` la re´duction d’ordre des mode`les ainsi que leur interpolation
et/ou mise sous forme LFT. Les mode`les fournis par Bombardier Inc. sont d’ordre relativement e´leve´
(pour les besoins que l’on en aura) et sont donne´s sous forme nume´rique pour diﬀe´rentes valeurs de
Mach, d’altitude, de masse et de centrage.
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Pour les besoins de synthe`se, il s’agit donc d’obtenir des mode`les re´duits qui de´pendraient
explicitement des parame`tres cite´s ci-dessus et pour des besoins d’analyse une mode´lisation qui de´-
pendraient des meˆmes parame`tres (sans force´ment une re´duction d’ordre du syste`me). Le proble`me
de re´duction de mode`le peut eˆtre traite´ par des techniques classiques de re´duction pour abaisser
suﬃsamment l’ordre. En ce qui concerne un mode`le de´pendant des parame`tres, deux voies s’oﬀrent
a` nous :
• ou bien revenir aux e´quations de la me´canique du vol et de´velopper un mode`le analytique en
faisant apparaˆıtre les parame`tres variables en question,
• ou bien interpoler les 160 mode`les fournis en supposant une forme d’interpolation a priori
pour chacun des coeﬃcients des matrices (A,B,C,D).
La premie`re voie me`nerait a` une mode´lisation plus pre´cise mais serait plus laborieuse et fournirait
probablement une mode´lisation assez complexe ; la seconde voie serait moins pre´cise mais permet-
trait d’obtenir un mode´le parame´tre´ plus rapidement en re´solvant un proble`me aux moindres carre´s
pour approximer au mieux les donne´es. Nous pre´sentons dans les deux sections suivantes la re´duction
et l’interpolation/mode´lisation LPV/LFT de notre syste`me.
2.3.1 Re´duction
Lors de la synthe`se d’un correcteur, un des premiers proble`mes qui peut se poser demeure l’ordre,
aussi bien l’ordre du syste`me a` controˆler que l’ordre du correcteur obtenu apre`s synthe`se. Afin d’ob-
tenir un mode`le aussi fide`le que possible a` la re´alite´, l’ordre du syste`me original est souvent e´leve´.
De meˆme, les retards et leurs approximations contribuent eux aussi a` augmenter l’ordre du syste`me.
Ne´anmoins peu importe l’ordre du syste`me original, le but est toujours de trouver le correcteur
d’ordre le plus petit possible et satisfaisant les crite`res de performance recherche´s.
Le livre d’Obinata et Anderson (2001) constitue une bonne re´fe´rence sur la re´duction de mo-
de`les. Il rend compte de fac¸on exhaustive des diﬀe´rentes me´thodes de re´duction disponibles. Meˆme
si la re´duction de controˆleur y est aborde´e, il s’agit essentiellement d’appliquer les meˆmes me´thodes
que pour la re´duction de mode`les. Apre`s avoir aborde´ le but d’une re´duction de mode`le, nous met-
trons en pratique diﬀe´rentes me´thodes pour obtenir un mode`le re´duit de la boucle ouverte de l’avion.
￿ Pourquoi re´duire un mode`le et/ou un correcteur ?
Les me´thodes modernes comme par exemple les synthe`ses LQG, H∞ ou la µ-synthe`se peuvent
eˆtre applique´es sur des syste`mes d’ordre e´leve´ mais fournissent des correcteurs d’ordre au moins
e´gal a` celui du syste`me ce qui limite leur imple´mentation directe et ne´cessite donc une re´duc-
tion. En revanche, d’autres me´thodes qui se basent sur un retour d’e´tat comme la synthe`se
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LQR ou le placement de poˆles ne peuvent eˆtre applique´es que sur un syste`me pour lequel tout
l’e´tat est mesure´, ce qui est rarement le cas et ne´cessite e´ventuellement un observateur.
La figure 2.12 illustre trois voies possibles pour l’obtention d’un correcteur re´duit :
1. La premie`re voie consiste a` synthe´tiser un correcteur sur le syste`me d’ordre e´leve´ et de
re´duire par la suite le correcteur.
2. Pour la deuxie`me voie, on re´duit d’abord l’ordre du syste`me et on eﬀectue une synthe`se
qui fournit directement un correcteur re´duit.
3. La troisie`me et dernie`re voie consiste a` synthe´tiser directement un correcteur d’ordre
re´duit sur le syste`me original d’ordre eleve´.
Les premie`re et deuxie`me voies peuvent eˆtre en fait les e´tapes successives d’une proce´dure
comple`te. On obtient dans un premier temps un mode`le re´duit du syste`me a` controˆler (ou du
moins, on cherche a` abaisser l’ordre du syste`me de fac¸on significative). On synthe´tise ensuite
un correcteur sur ce syste`me re´duit et on tente encore d’abaisser l’ordre du correcteur : cela
constituerait en fait une quatrie`me voie de´nomme´e synthe`se mixte sur la figure 2.12.
Modèle d’ordre 
élevé
Correcteur 
d’ordre élevé
Modèle d’ordre 
réduit
Correcteur 
d’ordre réduit
Synthèse d’ordre élevé
Réduction 
du modèle
Réduction 
du correcteur
Synthèse d’ordre réduit
Synthèse directe
Synthèse mixte
Figure 2.12 Diﬀe´rentes voies pour obtenir un correcteur d’ordre re´duit
Quand on synthe´tise un controˆleur satisfaisant les contraintes sur un mode`le re´duit, on veut
essentiellement que les performances soient conserve´es ou tre`s le´ge`rement de´grade´es quand on
applique ce correcteur sur le mode`le d’ordre plein. Il s’agit donc d’avoir un mode`le re´duit qui
refle`te au mieux le comportement du mode`le original. Dans le cas d’un correcteur d’ordre e´leve´
qui satisfait un cahier des charges, il faut re´duire ce correcteur autant que possible tout en
assurant que les performances soient conserve´es. Ne´anmoins les me´thodes de re´duction s’ap-
pliquent sur le correcteur seul et on cherche simplement a` minimiser la norme de la diﬀe´rence
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entre le correcteur d’ordre e´leve´ et le correcteur d’ordre re´duit en ignorant comple`tement la
boucle ferme´e. On peut ainsi re´duire une partie de la dynamique du correcteur mais les limites
sont vite atteintes de`s que l’on veut abaisser encore plus l’ordre du correcteur. Nous verrons
dans la Partie 5 une me´thode de re´duction base´e sur le controˆle modal robuste introduit par
Magni (2002) et spe´cialement de´die´e a` la re´duction de correcteurs.
Nous nous inte´ressons ici a` re´duire la boucle ouverte de l’avion qui est originalement d’ordre
35 2 selon les donne´es fournies par les inge´nieurs de Bombardier Inc. Nous proce´derons par
e´tapes. Comme le mode phugo¨ıde est secondaire dans notre e´tude, nous tronquerons ce mode
dans nos mode`les d’e´tat et ve´rifierons la validite´ de la troncature. Nous aborderons ensuite
le proble`me des diﬀe´rents retards purs que l’on trouve dans l’actionneur et les capteurs, pour
conclure sur la re´duction finale.
￿ Troncature du mode phugo¨ıde
Il y a naturellement dans l’avion une relative se´paration entre le mode phugo¨ıde et le mode
short period. De plus, le mode phugo¨ıde e´tant tre`s basse fre´quence, il n’est pas primordial dans
le pilotage et tant bien meˆme qu’il serait instable, le pilote serait capable de le controˆler. Cela
rejoint la the´orie des perturbations singulie`res dans le sens ou` l’avion serait un syste`me a` deux
e´chelles de temps mais paradoxalement, on tronquerait la partie lente (le mode phugo¨ıde)
pour ne controˆler que la partie rapide (le mode short period). Le mode`le tronque´ (Eq. 2.34)
est obtenu en enlevant les e´tats u et θ. La figure 2.13 montre l’emplacement du mode short
period des 20 cas nominaux sur les mode`les originaux et les mode`les tronque´s. On voit en eﬀet
que la troncature ne modifie pratiquement pas l’emplacement du short period. La conclusion
serait la meˆme pour les autres cas avec variation de masse et centrage.
￿ Approximation des retards purs
Dans les donne´es fournies par Bombardier Inc., chaque retard pur 3 est approxime´ par une fonc-
tion de transfert d’ordre 5 ; ainsi par exemple, sur le transfert qmes/δc, cela porte a` 20 l’ordre
total des transferts mode´lisant les retards. Pour des fins de simulation, des approximations
d’ordre e´leve´ ne sont probablement pas geˆnantes mais pour une synthe`se, elles augmentent
artificiellement et probablement inutilement l’ordre du syste`me ; en eﬀet des approximations
de Pade´ d’ordre 2 ou 3 sont en ge´ne´ral suﬃsantes. Comme les mode´lisations des deux cap-
teurs sont similaires, les retards des capteurs sont jumele´s aux retards de l’actionneur pour
constituer un retard pur total de 0.036 s en de´but de la boucle ouverte. Des approximations
du retard pur total d’ordre 1 a` 4 ont e´te´ teste´es et compare´es a` la boucle ouverte originale
qmes/δc d’ordre 35 (fig 2.14). Sur la bande de pulsations [0.01, 1000] rad/s, on ne note aucune
ve´ritable diﬀe´rence au niveau du gain ; au niveau de la phase, ce n’est qu’a` partir de 100 rad/s
qu’une diﬀe´rence apparaˆıt. Finalement une approximation du retard pur total d’ordre 2 est
2. Sur le transfert qmes/δc, on a Actionneur (15) + Avion (5) + Capteur (15)
3. 2 pour l’actionneur et 2 pour chaque capteur
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Figure 2.13 Comparaison de la position du short period entre les mode`les complet et tronque´
utilise´e 4 ; ceci permet d’abaisser l’ordre de la boucle ouverte de 35 a` 17.
￿ Re´duction finale
Si pratiquer une synthe`se H∞ sur un syste`me d’ordre 17 est tout a` fait concevable, il faut en
revanche encore pousser la re´duction pour, entre autres, alle´ger les calculs lors de l’utilisation
des applications gardiennes. Le but recherche´ est simple : un placement de poˆles eﬀectue´ sur
le syste`me re´duit doit conduire sensiblement au meˆme placement de poˆles quand on implante
le correcteur sur le syste`me complet. On s’inte´resse bien e´videmment ici a` placer la dyna-
mique du mode short period et les poˆles dans la meˆme bande de pulsations. Nous utilisons les
concepts de troncature e´quilibre´e pre´sente´s en Annexe A.
L’e´tude suivante est mene´e sur le cas de vol 1 mais afin de valider la de´marche, elle a e´te´
mene´e plus largement sur tous les cas de vol. Avant de proce´der a` la troncature, nous devons
obtenir une re´alisation e´quilibre´e avec la fonction balreal. L’inconve´nient majeur est que
le nouveau vecteur d’e´tats correspondant a` la re´alisation e´quilibre´e est diﬀe´rent et n’a pas
force´ment conserve´ les e´tats de l’avion u, w, θ, q et ￿. Or nous devrons par la suite interpoler
les diﬀe´rentes re´ductions pour obtenir une forme LFT ; comme la partie propre a` l’avion est
4. Comparativement a` un ordre 20 a` l’origine
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Figure 2.14 Comparaison des diagrammes de Bode de qmes/δc pour diﬀe´rentes approximations du
retard pur
la seule qui varie avec les conditions de vol et les parame`tres (masse/centrage), c’est la seule
qui ne´cessitera une interpolation. Nous de´cidons alors de simplement re´duire l’ensemble ac-
tionneur+capteurs en laissant de coˆte´ la partie avion.
En conside´rant l’approximation de Pade´ d’ordre 2 du retard pur total, l’ensemble action-
neur+capteurs est maintenant d’ordre 12. La figure 2.15 montre les 12 valeurs singulie`res de
Hankel. Nous allons donc e´liminer une a` une les valeurs les plus faibles jusqu’a` obtenir une
re´duction satisfaisante.
La figure 2.16 montre les diagrammes de Bode de la boucle ouverte comple`te ainsi que les
diﬀe´rentes re´ductions ope´re´es. A` chaque re´duction obtenue, on a ajoute´ la dynamique d’ordre
3 de l’avion (apre`s troncature du mode phugo¨ıde). Pour juger de la qualite´ de l’approximation,
le diagramme de Bode est un bon indicateur mais nous avons proce´de´ a` d’autres essais. Comme
notre principal pre´occupation est de conserver sur le mode`le complet un placement de poˆles
eﬀectue´ sur le mode`le re´duit, nous rebouclons notre syste`me sur diﬀe´rentes valeurs de gain de
retour (pour les architectures des figures 3.20 et 3.21). La re´duction est juge´e bonne si, pour
le syste`me reboucle´, on observe une faible diﬀe´rence entre les poˆles basse fre´quence du mode`le
complet et ceux du mode`le re´duit. En proce´dant de cette fac¸on, une re´duction de l’ensemble
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Figure 2.15 Valeurs singulie`res de Hankel de la re´alisation e´quilibre´e de l’ensemble action-
neur+capteurs
actionneur+capteurs a` l’ordre 5 donne entie`re satisfaction sur les 160 cas de vol.
En conclusion, apre`s troncature du mode phugo¨ıde et re´duction de l’ensemble actionneur+capteur
a` l’ordre 5, nous avons une boucle ouverte re´duite d’ordre 8. Nous re´sumons ici les diﬀe´rentes e´tapes
eﬀectue´es qui pourraient eˆtre reprises pour la re´duction d’autres mode`les longitudinaux d’avion :
1. Troncature du mode Phugo¨ıde et ve´rification de sa validite´ en comparant l’emplacement du
mode short period sur le mode`le complet et sur le mode`le tronque´.
2. Rassemblement des diﬀe´rents retards purs et approximation unique ; l’ordre de l’approxima-
tion de Pade´ est laisse´ a` l’utilisateur ; un ordre 2 peut suﬃre.
3. Re´alisation e´quilibre´e de l’ensemble actionneur+capteurs avec la fonction balreal.
4. Re´ductions successives par e´limination des e´tats ayant les valeurs singulie`res de Hankel les plus
faibles avec la fonction modred. L’utilisateur jugera sur des diagrammes de Bode et (e´ventuel-
lement sur une carte des poˆles et ze´ros) jusqu’a` quel ordre il peut re´duire le syste`me tout en
conservant un comportement similaire sur la bande passante sur laquelle il travaillera.
Il ne nous reste plus qu’a` trouver un mode`le parame´tre´ de l’avion en fonction du Mach et de
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Figure 2.16 Diagramme de Bode de la boucle ouverte qmes/δc et des diﬀe´rentes re´ductions
l’altitude, et si possible, de la masse et du centrage.
2.3.2 Interpolation et mise sous forme LPV/LFT
Les 160 mode`les fournis par Bombardier Inc. sont des mode`les obtenus pour diﬀe´rentes valeurs
du nombre de Mach, de l’altitude, de la masse et du centrage : 20 points de vol de´finis par un Mach
et une altitude, chacun e´tant de´cline´ en 8 configurations masse/centrage. Pour les besoins de se´-
quencement et d’e´tude de la robustesse, il s’agit d’obtenir autant que possible un mode`le parame´tre´
qui de´pendrait de ces 4 grandeurs. Parmi la gamme d’outils nume´riques mis a` notre disposition,
nous privile´gierons la LFRT Toolbox (Magni, 2005) pour l’interpolation et la mise sous forme LFT.
Cet outil rassemble toute une batterie de fonctions qui permettent d’obtenir des formes LFT et de
les re´duire en utilisant diﬀe´rentes techniques.
Comme il s’agit ici d’interpolation, on doit choisir une forme a priori de l’interpolation. On
peut choisir des fonctions d’interpolation polynomiales ou rationnelles. Nous nous limiterons aux
fonctions polynomiales afin de simplifier la conception.
On de´finit Θ = [θ1, . . . , θp] ∈ U ⊂ Rp comme le vecteur de nos parame`tres de´finis sur un domaine
U . On de´signe par f(·) une fonction vectorielle telle que ξ = f(Θ). On dispose de N valeurs ξ(i)
correspondant a` N choix de Θ. On cherche a` interpoler ces donne´es par la fonction polynomiale
fˆ(·). La proce´dure 2.3.1 est applique´e pour re´soudre ce proble`me d’interpolation.
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Proce´dure 2.3.1. Interpolation au sens des moindres carre´s
1. Prendre N valeurs de Θ dans le domaine et calculer les vecteurs correspondants ξ pour ces N
points. On a ainsi un ensemble de vecteurs￿
ξ(1), ξ(2), . . . , ξ(N)
￿
(2.57)
qui satisfont :
ξ(1) = f(Θ(1))
...
ξ(N) = f(Θ(N))
(2.58)
2. Choisir une formule d’interpolation polynomiale fˆ(·) ou` , par exemple,
fˆ(Θ) = α1θ1 + α2θ2 + α3θ1θ2 + . . . (2.59)
avec αi vecteurs de meˆme dimension que ξ a` de´terminer.
3. Trouver les vecteurs αi qui sont la solution au sens des moindres carre´es du syste`me :

ξ(1)
...
ξ(N)
 =

θ(1)1 I θ
(1)
2 I θ
(1)
1 θ
(1)
2 I . . .
...
...
...
...
θ(N)1 I θ
(N)
2 I θ
(N)
1 θ
(N)
2 I . . .

￿ ￿￿ ￿
H

α1
α2
α3
...
 (2.60)
Pour re´soudre ce syste`me, on utilise la matrice pseudo-inverse de Moore-Penrose, note´e H†
et on obtient : 
α1
α2
α3
...
 = H†

ξ(1)
...
ξ(N)
 (2.61)
4. Ve´rifier la qualite´ de l’approximation fˆ(·). Si l’approximation n’est pas satisfaisante, choisir
plus de points et/ou choisir une autre forme d’interpolation.
Le choix de la forme d’interpolation est important et doit eˆtre guide´ e´ventuellement par des
conside´rations physiques, et une certaine connaissance du syste`me. Rajouter des termes dans l’in-
terpolation peut de´gager des degre´s de liberte´ pour ame´liorer l’interpolation.
Comme les mode`les de l’actionneur et des capteurs sont fixes, seuls ceux de l’avion seront in-
terpole´s en fonction des conditions de vol. Pour rappel, nous disposons de 160 mode`les d’e´tat
(Ai, Bi, Ci, Di) pour diﬀe´rents nombres de Mach, altitudes, masses et centrages. Nous souhaitons
donc trouver une interpolation (A∆, B∆, C∆, D∆) ou` les A∆, B∆, C∆, D∆ sont des matrices de´pen-
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dant explicitement du nombre de Mach M , de l’altitude h, de la masse m et du centrage xcg . On
pourrait alors en de´duire une forme LFT (Fig. 2.17) dont on pourrait se servir pour des buts de
synthe`se ou d’analyse. La repre´sentation d’e´tat associe´e au transfert P (s) est :
P (s) =
￿
D11 D12
D21 D22
￿
+
￿
C1
C2
￿
(sI −A)−1
￿
B1 B2
￿
(2.62)
et le bloc d’incertitude re´el de la forme :
∆ = diag(∆M ,∆h,∆m,∆xcg ) (2.63)
avec ∆δi = δiIk.
u y
)(sP
w
u
z
y
)(sK
)(sP
w
u
z
y
)(sKa
)(s!
)(sK
"
)(sP
#
w z
Figure 2.17 Mise sous forme LFT
Nous proce´derons par e´tapes en cherchant d’abord pour une condition de vol donne´e une inter-
polation fonction de la masse et du centrage. Ensuite, nous conside`rerons les 20 cas nominaux de
l’enveloppe de vol et chercherons une interpolation fonction du Mach et de l’altitude.
￿ Interpolation en masse et centrage
Avant de proce´der a` l’interpolation, nous commenc¸ons par normaliser les variations de la
masse m et du centre de gravite´ xcg . Nous supposerons que la masse et le centre de gravite´
e´voluent de fac¸on inde´pendante dans le rectangle [m,m]× [xcg , xcg ]. On utilise alors la forme
normalise´e suivante :
m = m0 +m1δm (2.64)
xcg = xcg0 + xcg1 δxcg (2.65)
avec m0 = m+m2 , m1 =
m−m
2 , xcg0 =
xcg+xcg
2 , xcg1 =
xcg+xcg
2 , δm ∈ [−1, 1] et δxcg ∈ [−1, 1].
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Nous testons deux interpolations possibles :
A(1)∆ = A
(1)(δm, δxcg) = A0 +A1δm+A2δxcg +A3δmδxcg (2.66)
A(2)∆ = A
(2)(δm, δxcg) = A0 +A1δm+A2δxcg +A3δmδxcg + . . .
+A4δm2 +A5δx2cg (2.67)
Les matrices B∆, C∆ et D∆ sont interpole´es de la meˆme fac¸on.
La fonction data2lfr de la LFRT Toolbox permet de trouver rapidement les matrices de
l’interpolation et rend en plus une forme LFT. Afin d’appre´cier la qualite´ de nos interpo-
lations, nous avons choisi de comparer les emplacements du mode short period des mode`les
originaux et des mode`les interpole´s (Fig. 2.18). La condition de vol conside´re´e sur la figure
est la condition 4 mais la ve´rification a e´te´ faite pour les 19 autres conditions de vol. On peut
constater que la premie`re forme d’interpolation est de´ja` bonne et que la seconde forme vient
encore ame´liorer l’approximation.
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Figure 2.18 Interpolation en masse et centrage
￿ Interpolation en Mach et altitude
Nous cherchons a` pre´sent une interpolation pour les 20 conditions de vol sur les 20 mode`les
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nominaux. Contrairement aux parame`tres de masse et de centrage, le nombre de Mach et l’al-
titude e´voluent dans l’enveloppe de vol qui n’est pas un domaine rectangulaire. Par exemple,
pour une altitude de 5,000 ft, l’avion peut voler a` une vitesse Mach de 0.25, ce qui n’est pas
concevable a` une altitude de 39,000 ft puisqu’on est hors de l’enveloppe de vol et donc hors des
performances atteignables de l’avion. Il est donc inutile de chercher une interpolation valide
en ce point. De plus, apre`s quelques premiers essais rapides, il faut chercher une interpolation
assez pousse´e pour bien repre´senter les 20 mode`les. Le proble`me sera appre´hende´ en cherchant
deux interpolations.
En consultant l’enveloppe de vol de la figure 2.19, on peut distinguer 2 zones : une premie`re
zone “basse altitude” entre 5,000 ft et 25,000 ft regroupant les cas 1 a` 12 et une seconde zone
“haute altitude” entre 25,000 ft et 41,000 ft regroupant les cas 9 a` 20.
Nous nous inte´ressons d’abord a` trouver une bonne interpolation pour chacune des deux zones.
La normalisation des variables se fera par la suite et de´pendra de la zone conside´re´e. Apre`s
essais, nous pre´sentons les re´sultats de deux interpolations possibles : l’une simple (Eq. 2.68)
et l’autre plus complexe (Eq. 2.69).
A(1)∆ := A
(1)(M,h) = A0 +A1M +A2h+A3Mh (2.68)
A(2)∆ := A
(2)(M,h) = A0 +A1M +A2h+A3Mh+A4M2 +A5h2 + . . .
+A6M2h+A7Mh2 +A8M2h2 (2.69)
De plus nous avons proce´de´ de la fac¸on suivante :
1. Recherche d’une interpolation unique a` partir des 20 cas de vol nominaux avec la forme
1
2. Recherche de deux interpolations avec la forme 1 sur chacune des zones de´finies (zone 1 :
cas 1 a` 12 et zone 2 : cas 9 a` 20)
3. Recherche d’une interpolation unique a` partir des 20 cas de vol nominaux avec la forme
2
4. Recherche de deux interpolations avec la forme 2 sur chacune des zones de´finies (zone 2 :
cas 1 a` 12 et zone 2 : cas 9 a` 20)
Comme pre´ce´demment, nous avons choisi d’appre´cier la qualite´ de l’interpolation sur l’em-
placement du mode short period (Fig. 2.20). Meˆme si la premie`re forme d’interpolation est
relativement simple, elle conserve relativement bien la re´partition du mode short period dans
l’enveloppe de vol. On peut voir sur la figure 2.20-a que chercher une interpolation simplement
sur les 12 premiers mode`les de la zone 1 ne donne pas une ame´lioration de´cisive, si ce n’est
sur le cas 12. La conclusion serait la meˆme avec l’interpolation faite sur la zone 2 (Fig 2.20-b).
On aurait pu s’attendre qu’en interpolant dans des sous-domaines, les re´sultats auraient e´te´
ame´liore´s.
En comparant les re´sultats donne´s par les interpolations 1 et 2 (Fig. 2.21), on voit une nette
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Figure 2.19 De´coupage de l’enveloppe de vol
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Figure 2.20 Interpolation avec la forme 1
ame´lioration. Avec plus de degre´s de liberte´, on est capable de mieux approximer les diﬀe´rentes
donne´es.
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Figure 2.21 Re´sultats et comparaison des 2 formes d’interpolation
Enfin les figures 2.22-a et 2.22-b montrent les deux interpolations pour chaque sous-domaine
avec la forme 2. On note cette fois-ci une nette ame´lioration quand on proce`de a` une ap-
proximation pour chaque sous-domaine. Il demeure que les cas 10 et 11 sont les moins bien
approxime´s. Il faudrait e´ventuellement rajouter d’autres termes dans l’interpolation, mais nous
nous contenterons de la forme 2.
Pour des besoins d’analyse (et e´ventuellement de synthe`se), il faut a` pre´sent normaliser ces
interpolations. Pour la zone 1 (cas de vol 1 a` 12), nous avons choisi un paralle´logramme qui
couvre tous les cas de vol de la zone ; il s’agit de`s lors d’ope´rer un premier changement de
variables pour normaliser l’interpolation. Nous notons δθ1 et δθ2 les deux parame`tres norma-
lise´s ; ils sont des fonctions line´aires du Mach M et de l’altitude h. Chaque couple (M,h) de
la zone 1 a son e´quivalent en couple (δθ1, δθ2) dans le carre´ normalise´ [−1,+1]× [−1,+1]. La
table 2.4 rassemble les valeurs aux coins du domaine et leur homologue normalise´.
La re´solution nous donne alors :
M = 0.565 + 0.19δθ1 + 0.125δθ2 (2.70)
h = 15000 + 10000δθ2 (2.71)
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Figure 2.22 Interpolation avec la forme 2
Tableau 2.4 Valeurs extreˆmes de la zone 1
(M,h) (δθ1, δθ2)
(0.25, 5000) (−1,−1)
(0.63, 5000) (+1,−1)
(0.5, 25000) (−1,+1)
(0.88, 25000) (+1,+1)
D’ou` :
δθ1 = −1.9868 + 5.2631M − 6.5789 · 10−5h (2.72)
δθ2 = −1.5 + 1.0 · 10−5h (2.73)
En ce qui concerne la zone 2 (cas de vol 9 a` 20), l’e´volution du nombre de Mach et de l’altitude
se fait a` l’inte´rieur d’un rectangle. De`s lors, a` l’instar de la normalisation en masse et centrage,
nous prenons :
M = M0 +M1δM (2.74)
h = h0 + h1δh (2.75)
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avec M0 = M+M2 , M1 =
M−M
2 , h0 =
h+h
2 , h =
h+h
2 , δM ∈ [−1,+1] et δh ∈ [−1,+1]. Les
valeurs extreˆmes correspondant a` la zone 2 sont donne´es dans la table 2.5.
Tableau 2.5 Valeurs extreˆmes de la zone 2
Mach [M,M ] [0.5, 0.88]
Altitude [h, h] [25000, 41000]
￿ Interpolation en fonction des 4 parame`tres
Compte-tenu des re´sultats obtenus dans les deux sections pre´ce´dentes, nous avons cherche´ une
interpolation de´pendant des 4 parame`tres a` la fois en utilisant les formes les plus ade´quates.
Cependant la taille de nos blocs de parame`tres explose litte´ralement ne´cessitant de nombreuses
simplifications et cela meˆme dans les formes d’interpolation. Cela ne sera pas pre´sente´ ici. Nous
utiliserons dans la suite les formes se´pare´es trouve´es dans les deux sections pre´ce´dentes.
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CHAPITRE 3
LES QUALITE´S DE MANŒUVRABILITE´
Nous abordons dans ce chapitre les qualite´s de manœuvrabilite´ que nous allons chercher a` sa-
tisfaire. Que l’on se re´fe`re aux normes militaires (US Department of Defense, 1990, 1997), civiles
(FAR, 1974; JAR, 1974) ou a` certains livres de re´fe´rence comme (Gibson, 1997, 1999; Hodgkinson,
1999), on peut formuler tout un ensemble de contraintes qui, une fois satisfaites, devraient assurer
un pilotage ade´quat de l’appareil en vol. Il s’agira donc dans un premier temps d’e´tablir une liste
exhaustive de crite`res que nous chercherons a` satisfaire.
Ces crite`res sont de diﬀe´rentes natures : temporels, fre´quentiels ou modaux. Et si certains ont
des formulations directes comme l’amortissement d’un mode spe´cifique par exemple, d’autres ne´-
cessitent une interpre´tation et une analyse plus pousse´es. Nous e´tudions en particulier le crite`re
du dropback mis en avant par Gibson afin de poursuivre et comple´ter le travail qui a e´te´ initie´
dans (Saussie´, 2004). Ce crite`re s’est re´ve´le´ particulie`rement important aux yeux du candidat, d’ou`
l’attention particulie`re qui lui a e´te´ porte´. Il en re´sulte une meilleure compre´hension de ce crite`re
ainsi que des formulations pratiques utilisables lors de la synthe`se d’un e´ventuel controˆleur.
Comme dans tout ensemble de contraintes, certaines sont plus restrictives que d’autres et il
se peut aussi qu’en satisfaisant certaines d’entre elles, d’autres soient automatiquement satisfaites.
Cependant certaines de ces qualite´s de manœuvrabilite´ doivent eˆtre calcule´es sur l’avion complet
augmente´ du controˆleur, ce qui peut se re´ve´ler rapidement ardu pour tirer des conclusions signifi-
catives. Une emphase particulie`re a e´te´ mise sur des mode`les e´quivalents d’ordre re´duit de l’avion
qui reproduisent dans une certaine mesure le comportement de l’appareil (Hodgkinson, 2005). Nous
travaillerons donc sur un mode`le simplifie´ refle´tant le comportement de l’avion ide´al afin de mettre
en e´vidence les crite`res dominants a` satisfaire pour remplir automatiquement les autres. Meˆme si
ces conclusions ne seront valides que par rapport a` notre mode`le, elles seront tout de meˆme un bon
indicateur sur les crite`res a` privile´gier.
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3.1 Les qualite´s de manœuvrabilite´
Nous abordons dans cette section les diﬀe´rentes qualite´s de manœuvrabilite´ commune´ment utili-
se´es. Lors d’essais en simulateur de vol ou en vol, un pilote e´met des opinions sur sa prise en main de
l’appareil ; chacune de ses opinions est cate´gorise´e par niveaux et indique son niveau de satisfaction.
Le travail de l’inge´nieur est de de´duire ensuite des crite`res quantitatifs dont il pourra tenir compte
lors de la conception de controˆleur de vol.
Apre`s l’introdution de quelques notations, nous de´butons par les classifications militaires qui
permettent de cate´goriser les avions et les phases de vol. Nous poursuivons ensuite sur les niveaux
de satisfaction du pilote pour terminer sur les diﬀe´rentes qualite´s de manœuvrabilite´ commune´ment
utilise´es.
3.1.1 Notations
Pour le vol longitudinal, a` une altitude et a` vitesse V0 donne´es, la fonction de transfert line´arise´e
θ/δe entre l’angle d’assiette et la de´flection de l’e´levateur (obtenue a` partir de Eq. 2.32) peut eˆtre
repre´sente´e par :
θ(s)
δe(s)
=
K(1 + Tθ1s)(1 + Tθ2s)￿
1 +
2ζph
ωph
s+
s2
ω2ph
￿￿
1 +
2ζsp
ωsp
s+
s2
ω2sp
￿ (3.1)
avec
– K gain statique,
– ζph, ζsp amortissement des modes phugo¨ıde et short period,
– ωph, ωsp pulsations naturelles des modes phugo¨ıde et short period,
– Tθ1 , Tθ2 , constantes de temps du nume´rateur relatives aux modes phugo¨ıde et short period.
Nous conside`rerons essentiellement le mouvement a` court terme de l’avion, donc seulement le
mode short period. En tronquant ainsi le mode phugo¨ıde, on obtient les transferts classiques suivants :
• l’assiette θ
θ(s)
δe(s)
=
Kq(1 + Tθ2s)
s
￿
1 +
2ζsp
ωsp
s+
s2
ω2sp
￿ (3.2)
• la vitesse de tangage q
q(s)
δe(s)
=
Kq(1 + Tθ2s)￿
1 +
2ζsp
ωsp
s+
s2
ω2sp
￿ (3.3)
• l’acce´le´ration en tangage q˙
q˙(s)
δe(s)
=
Kqs(1 + Tθ2s)￿
1 +
2ζsp
ωsp
s+
s2
ω2sp
￿ (3.4)
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ou` Kq de´signe le taux de variation d’angle d’assiette par unite´ d’angle d’e´levateur.
On de´finit de meˆme les transferts supple´mentaires :
• l’acce´le´ration normale nz ou facteur de charge
nz(s)
δe(s)
=
KqV0
g
￿
1 +
2ζsp
ωsp
s+
s2
ω2sp
￿ (3.5)
• la pente γ
γ(s)
δe(s)
=
Kq
s
￿
1 +
2ζsp
ωsp
s+
s2
ω2sp
￿ (3.6)
• l’angle d’attaque (ou d’incidence) α
α(s)
δe(s)
=
Kα￿
1 +
2ζsp
ωsp
s+
s2
ω2sp
￿ (3.7)
ou` Kα de´signe le taux de variation d’angle d’incidence par unite´ d’angle d’e´levateur et g l’acce´le´ra-
tion gravitationnelle.
On en de´duit ainsi les rapports simples suivants :
γ(s)
θ(s)
=
1
(1 + Tθ2s)
(3.8)
nz(s)
q(s)
=
V0
g(1 + Tθ2s)
(3.9)
3.1.2 De´finitions et spe´cifications militaires
Avant de quantifier les qualite´s de manœuvrabilite´, il a d’abord e´te´ ne´cessaire d’introduire plu-
sieurs classifications. Ces de´finitions et spe´cifications sont toutes d’origine militaire.
￿ Classification des avions
Selon les spe´cifications militaires ame´ricaines contenues dans MIL-HDBK-1797 (US Depart-
ment of Defense, 1997), on conside`re qu’un avion appartient a` l’une des 4 cate´gories de´crites
dans le tableau 3.1.
￿ Phases de vol
Des cate´gories regroupant les diﬀe´rentes phases de vol ont e´te´ e´tablies afin de spe´cifier se´pa-
rement les valeurs des qualite´s de manœuvrabilite´. En eﬀet, certaines phases de vol sont plus
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Tableau 3.1 Classification des avions
Classe Caracte´ristiques de l’avion
I Avion le´ger et petit (Masse maximale ￿ 5000 kg)
II Avion de masse moyenne avec manœuvrabilite´ mode´re´e (Masse comprise
entre 5000 et 30000 kg)
III Avion massif avec manœuvrabilite´ mode´re´e (Masse de +30000 kg)
IV Avion de haute manœuvrabilite´
contraignantes que d’autres et il s’agit alors d’eˆtre plus exigeant au niveau des contraintes a`
remplir. Quelle que soit la mission que doit accomplir un pilote avec son avion, elle peut eˆtre
divise´e en trois cate´gories. La re´fe´rence MIL-STD-1797A (US Department of Defense, 1997)
les de´finit ainsi :
- la Cate´gorie A inclut les phases de vol non terminales exigeant des manœuvres rapides,
une poursuite pre´cise (tracking) ou un controˆle pre´cis de la trajectoire. Les phases de vol
contenues dans cette cate´gorie sont : le combat air-air, l’attaque au sol, le largage d’armes, la
reconnaissance, la re´cupe´ration ae´rienne, l’avitaillement en vol (receveur), le suivi de terrain,
la recherche et le sauvetage maritimes, le vol en formation serre´e et le vol acrobatique.
- la Cate´gorie B implique les phases de vol non terminales accomplies par des manœuvres
graduelles qui ne requie`rent pas de poursuite pre´cise. Ne´anmoins, une certaine pre´cision dans
la trajectoire peut eˆtre ne´cessaire. Sont compris dans cette cate´gorie : la monte´e, le vol en
croisie`re, le vol en attente, l’avitaillement en vol (citerne), la descente et la livraison ae´rienne.
- la Cate´gorie C, quant a` elle, regroupe les phases de vol terminales accomplies par manœuvres
graduelles et ne´cessitant un controˆle tre`s pre´cis de la trajectoire. Elle comprend le de´collage,
l’atterrissage et les diﬀe´rents types d’approche.
3.1.3 E´chelles qualitatives
￿ E´chelle Cooper-Harper et opinion du pilote
Les commentaires d’un pilote sur la fac¸on dont se comporte l’avion en vol sont toujours la
meilleure source d’informations. En travaillant avec un large nombre de configurations et de
pilotes, il a vite e´te´ ne´cessaire de mettre des e´chelles en place, ou du moins un syste`me de
quantification. Le laboratoire Cornell Aeronautics ou` travaillait Harper, utilisa longtemps sa
propre e´chelle pour e´valuer les qualite´s de vol alors que Cooper de la NASA e´tait a` l’origine
70
d’une e´chelle en 10 points, qui e´tait alors beaucoup plus utilise´e de part le monde. Combinant
leurs expe´riences respectives, ils publie`rent en 1966 l’e´chelle Cooper-Harper qui est a` pre´sent
utilise´e universellement (Fig 3.1). Elle fut adopte´e en 1970 par l’arme´e ame´ricaine qui s’en
servit comme base pour les spe´cifications militaires ame´ricaines des qualite´s de vol.
L’e´chelle fut e´tablie a` partir de notions e´le´mentaires de psychome´trie qui consiste en l’e´valua-
tion des capacite´s psychiques d’un individu. Un classement en 10 points peut paraˆıtre excessif
pour sonder l’opinion d’une personne mais l’e´chelle Cooper-Harper est un condense´ de plu-
sieurs e´valuations. C’est en fait une e´chelle ordinale et non line´aire, dans le sens ou` l’intervalle
entre deux points, ne correspond pas a` un degre´ de de´gradation fixe. Autrement dit, c’est une
e´chelle dichotomique ou` l’on force le pilote a` prendre des de´cisions afin d’e´tablir sa ve´ritable
opinion.
￿ Oscillations induites par le pilote
Paralle`lement a` l’e´chelle Cooper-Harper, il existe une e´chelle spe´cialise´e (Tab. 3.2 et Fig.
3.2) qui est charge´e de traiter les qualite´s de vol a` l’origine des oscillations induites par le
pilote (Pilot-Induced Oscillations - PIO). Les PIOs sont des oscillations prolonge´es re´sultant
du couplage entre le pilote et la boucle de commande. En utilisant l’expression “induites par
le pilote”, les inge´nieurs signifient qu’elles disparaissent quand le pilote abandonne le controˆle
de l’avion.
￿ Niveaux d’acceptabilite´ des qualite´s de vol
Devant la multiplication des e´chelles d’appre´ciation, des niveaux d’acceptabilite´ des qualite´s
de vol ont e´te´ mis en place afin d’uniformiser ce qui existait auparavant. Ces niveaux, cre´es en
re´fe´rence a` l’e´chelle Cooper-Harper, sont au nombre de 3, meˆme si, oﬃcieusement, on de´signe
par Niveau 4 toute caracte´ristique qui ne remplit pas les exigences du Niveau 3. Ainsi les
classements 1, 2 et 3 de l’e´chelle Cooper-Harper forment le Niveau 1 alors que les classements
4, 5 et 6 de´signent le Niveau 2 ; le Niveau 3 est alors compose´ des classements 7, 8 et 9,
laissant le classement 10 pour un e´ventuel Niveau 4. Ces niveaux indiquent la capacite´ d’un
avion a` comple´ter les missions pour lesquelles il est fait. Le tableau 3.3 re´sume les de´finitions
de chaque niveau.
L’e´tat normal repre´sente la configuration ope´rationnelle normale de l’avion en termes, par
exemple, de re´glages des volets, de masses, d’inerties, etc. Un e´tat de´faillant correspond alors
a` l’e´tat normal modifie´ par un ou des dysfonctionnements. On distingue aussi des e´tats de´-
faillants spe´ciaux qui ont peu de chances de se produire mais tre`s diﬃciles a` pre´dire.
La re´fe´rence MIL-HDBK-1797 (US Department of Defense, 1997) exige que les qualite´s de
vol soient de Niveau 1 dans l’enveloppe de vol ope´rationnelle de l’avion. En pre´sence de tre`s
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Figure 3.1 E´chelle d’opinion de Cooper-Harper
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Oui
Oui
Oui
Oui
Oui
Non Non
NonNon
Des mouvements
indésirables se
produisent-ils ?
Le pilote exécute des
manœuvres brusques ou
un contrôle forcé
Divergentes ?
Cela cause-t-il des
oscillations divergentes ?
L'exécution de la tâche
est-elle compromise ?
Le pilote tente d'entrer dans
la boucle de contrôle
Cela cause-t-il des
oscillations ?
1
2
6
3
4
5
Non
Figure 3.2 E´chelle d’opinion pour les oscillations induites par le pilote (PIO)
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Tableau 3.2 Description des niveaux de l’e´chelle PIO
Niveau Description
1 Le pilote n’a pas tendance a` induire des oscillations inde´sirables.
2 Des mouvements inde´sirables ont tendance a` se produire quand le pilote
exe´cute des manœuvres brusques ou un controˆle force´. La technique du
pilote peut pre´venir et e´liminer ces mouvements.
3 Des mouvements inde´sirables sont induits aise´ment quand le pilote exe´-
cute des manœuvres brusques ou un controˆle force´. Ces mouvements
peuvent eˆtre pre´venus ou e´limine´s seulement, en sacrifiant l’e´xecution
de la taˆche ou en imposant un eﬀort conside´rable au pilote.
4 Des oscillations ont tendance a` se de´velopper quand le pilote exe´cute
des manœuvres brusques ou un controˆle force´. Le pilote doit re´duire son
eﬀort de commande ou abandonner la taˆche a` exe´cuter pour retrouver
le controˆle de l’avion.
5 Des oscillations divergentes tendent a` se de´velopper quand le pilote exe´-
cute des manœuvres brusques ou un controˆle force´. Le pilote doit ouvrir
la boucle de controˆle en relaˆchant ou en bloquant le manche.
6 Des perturbations dans le controˆle normal du pilote peuvent causer des
oscillations divergentes. Le pilote doit ouvrir la boucle de controˆle en
relaˆchant ou en bloquant le manche.
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problables de´fectuosite´s, les qualite´s de vol doivent demeurer de Niveau 1 ; en revanche, s’il
advient des de´faillances moins probables, une de´gradation des qualite´s de vol est tole´re´e. Pour
parler de fac¸on statistique, une de´faillance arrivant 1 fois sur 100 vols ne doit pas de´grader les
qualite´s de vol en dec¸a du Niveau 2, et une de´fectuosite´ se produisant 1 fois sur 10000 vols doit
au plus de´grader les qualite´s de vol jusqu’au Niveau 3. En pre´sence de turbulences mode´re´es,
les qualite´s de vol peuvent devenir de Niveau 2, et si ces turbulences sont plus se´ve`res, une
de´gradation au Niveau 3 est accepte´e.
Tableau 3.3 Niveau des qualite´s de vol
Niveau E´tat Description
1 Satisfaisant Les qualite´s de vol sont comple`tement ade´quates pour la
phase de vol de la mission conside´re´e. La taˆche de´sire´e est
re´alisable sans plus de compensation de la part du pilote
2 Acceptable Les qualite´s de vol sont ade´quates pour accomplir la phase
de vol de la mission mais cela entraˆıne une augmentation de
la charge de travail du pilote et/ou une de´gradation dans
l’eﬃcacite´ de la mission.
3 Controˆlable Les qualite´s de vol rendent l’avion controˆlable mais l’eﬃca-
cite´ de la mission est gravement de´grade´e. De plus, la charge
de travail impose´e au pilote pour accomplir la mission est
telle que le pilote approche la limite de ses capacite´s. Les
phases de vol de cate´gorie A peuvent eˆtre accomplies sans
risque et celles des cate´gories B et C comple´te´es.
4 Rattrapable Les qualite´s de vol sont telles que le controˆle peut eˆtre main-
tenu assez longtemps pour sortir d’une perturbation. Toutes
les phases de vol peuvent eˆtre termine´es et le pilote peut
accomplir une remise des gaz.
3.1.4 Crite`res modaux
￿ Amortissement du mode phugo¨ıde
Le mode phugo¨ıde est un mode basse fre´quence et oscillant. Il correspond a` un e´change entre
e´nergie cine´tique (vitesse) et e´nergie potentielle (altitude). Il se manifeste par une oscillation
de longue pe´riode en assiette θ, en variation de vitesse relative u, en altitude h et en pente γ,
alors que l’angle d’attaque α demeure relativement constant. Il est ge´ne´ralement stable mais
tre`s mal amorti. La figure 3.4 montre une simulation suite a` un e´chelon ne´gatif de la position
de la gouverne de profondeur δe.
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Figure 3.3 Mise en e´vidence du mode phugo¨ıde - Re´ponse a` un e´chelon de δe
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Les crite`res concernant ce mode portent sur l’amortissement ζph et la pulsation propre ωph
(Tab. 3.4).
Tableau 3.4 Amortissement ζph du mode phugo¨ıde
Niveau 1 : ζph ≥ 0.04
Niveau 2 : ζph ≥ 0.00
Niveau 3 : T2ph ≥ 55 sec
T2ph de´signe le temps pour doubler l’amplitude de la sortie θ quand le mode phugo¨ıde est
instable (i.e. ζph < 0). On a ainsi :
T2ph =
−ln(2)
ζphωph
(3.10)
On souhaite de plus que la pulsation propre ωph soit comprise entre 0.01 et 1 rad/s, l’essen-
tiel e´tant que les domaines de fre´quence des modes phugo¨ıde et short period soient bien se´pare´s.
￿ Amortissement du mode short period
Le mode short period est le mode naturel rapide de l’avion. Dans le monde francophone, il est
aussi commune´ment appele´ oscillation d’incidence ; par souci d’uniformite´ et de clarte´, nous
garderons la de´nomination anglophone short period. C’est un mode ge´ne´ralement oscillatoire et
de moyenne fre´quence, qui concerne essentiellement l’angle d’incidence α (ou angle d’attaque),
le tangage q et le facteur de charge nz ; on conside`re qu’a` court terme la variation relative
de vitesse u demeure constante et n’est pas ve´ritablement aﬀecte´e par les oscillations duˆes au
short period. La figure 3.4 montre l’eﬀet a` court terme d’un e´chelon ne´gatif de la position de
la gouverne de profondeur δe. Les valeurs de l’amortissement ζsp de´sire´es sont mentionne´es
dans le tableau 3.5.
Tableau 3.5 Amortissement ζsp du mode short period
Phases de vol A et C Phase de vol B
Niveau 1 : 0.35 ≤ ζsp ≤ 1.30 0.30 ≤ ζsp ≤ 2.00
Niveau 2 : 0.25 ≤ ζsp ≤ 2.00 0.20 ≤ ζsp ≤ 2.00
Niveau 3 : 0.15 ≤ ζsp 0.15 ≤ ζsp
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Figure 3.4 Mise en e´vidence du mode short period - Re´ponse a` un e´chelon de δe
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3.1.5 Crite`res temporels
￿ Re´ponses temporelles
Les qualite´s de manœuvrabilite´ portent pour la plupart sur la re´ponse a` court terme, soit celle
du mode short period. Afin de comple´ter les crite`res pre´ce´dents, on de´finit plusieurs crite`res
temporels. La figure 3.5 illustre les diﬀe´rentes grandeurs conside´re´es.
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Figure 3.5 Re´ponse en tangage q a` une entre´e e´chelon δref
Voici les de´finitions des diﬀe´rents grandeurs :
Tm : Temps de monte´e.
Tp : Temps de pic.
D : De´passement (Overshoot) pourcentage donne´ par (qmax − qss)/qss .
Tr : Temps d’e´tablissement ou de re´ponse, ne´cessaire pour que la re´ponse tem-
porelle demeure comprise entre qss ± x%qss ( x = 1, 2 ou 5 en ge´ne´ral).
On de´sire avoir des re´ponses temporelles qui se stabilisent ide´alement en moins de 3 secondes
quand on conside`re le syste`me sans le mode Phugo¨ıde. Nous tole´rerons ne´anmoins des temps
de re´ponse de l’ordre de 4 secondes. On veut bien suˆr un de´passement relativement faible et
un temps de monte´e ade´quat. On astreint souvent a` ce que le de´passement de la re´ponse en
vitesse de tangage q soit infe´rieur a` 20% mais nous verrons par la suite que cette condition
demeure toute relative.
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￿ CAP - Control Anticipation Parameter
Avec l’expe´rience, les contraintes impose´es sur l’amortissement ζsp et sur la pulsation naturelle
ωsp du mode short period se sont montre´es insuﬃsantes. En eﬀet, elles ne prenaient pas en
conside´ration l’eﬀet du nume´rateur. La capacite´ du pilote a` controˆler le mouvement a` court
terme de l’avion de´pend aussi bien du mode short period que du nume´rateur. L’eﬀet du ze´ro
−1/Tθ2 a e´te´ incorpore´ dans le crite`re appele´ CAP (ou Control Anticipation Parameter) de´-
veloppe´ a` l’origine par Bihrle (1966) comme e´tant une mesure de la relation entre la re´ponse
en tangage θ et la re´ponse en pente γ de l’avion. C’est un moyen pour le pilote de pre´dire la
re´ponse en pente de l’avion a` partir de la re´ponse en tangage observe´e ou ressentie.
• Formulation the´orique
Le CAP est formule´ originalement comme e´tant le rapport de l’acce´le´ration initiale en
tangage θ¨0 sur la variation finale d’acce´le´ration normale nzss .
CAP =
θ¨0
nzss
(3.11)
L’amplitude du CAP donne une bonne indication de la perception que le pilote a des acce´le´-
rations verticale et en tangage. C’est essentiel a` cause du retard entre la commande d’entre´e
du pilote et l’acce´le´ration normale finale.
Lorsque la valeur du CAP est trop faible, l’acce´le´ration initiale en tangage est faible com-
pare´e a` l’acce´le´ration normale finale. Ainsi si le pilote met peu de gain sur le manche, il
ressentira des eﬀorts par g corrects mais l’acce´le´ration en tangage ressentie sera beaucoup
trop faible. En voulant augmenter son gain sur la commande pour obtenir une acce´le´ration
en tangage correcte, il contribuera alors a` augmenter les eﬀorts par g et ainsi une acce´le´-
ration normale finale trop forte qui entraˆınera un de´passement important de la trajectoire
de´sire´e.
Si au contraire la valeur du CAP est trop haute, l’acce´le´ration initiale en tangage est forte
compare´e a` l’acce´le´ration normale finale. Ainsi, le pilote ressent une grande acce´le´ration
en tangage en entrant sa commande. Voulant alors anticiper sur une acce´le´ration normale
finale trop importante, il va diminuer le gain de sa commande, voire l’inverser. Mais du fait
d’un CAP fort, l’avion restera en re´alite´ en dessous de la trajectoire de´sire´e. Il s’agit donc
de trouver un compromis entre tous ces phe´nome`nes et donc de limiter la valeur du CAP.
A` partir des e´quations du vol longitudinal, une bonne approximation en a e´te´ de´duite,
fonction de la pulsation naturelle ωsp et du ze´ro −1/Tθ2 du nume´rateur.
80
CAP =
θ¨0
nzss
≈ ω
2
sp
nz/α
≈ ω
2
sp
V0
g
1
Tθ2
(3.12)
ou` V0 est la vitesse de l’appareil et g l’acce´le´ration gravitationnelle. La quantite´ nz/α est la
sensibilite´ du facteur de charge a` une variation d’incidence. Il s’agit en fait de la quantite´
∆nz/∆α. A` grande vitesse, ce rapport est grand et a` basse vitesse, il est faible.
Les limitations du CAP sont donne´es dans le tableau 3.6. Pour les phases de vol de ca-
te´gorie C, le tableau 3.7 vient donner des limitations additionnelles sur n/α et ωsp. Tous
les tableaux et graphes sont tire´s du standard militaire ame´ricain MIL-HDBK-1797 (US
Department of Defense, 1997). Ces limitations sont illustre´es sur les figures 3.6, 3.7 et 3.8.
La figure 3.9 montre comment on peut combiner CAP et ζsp .
Tableau 3.6 Limitations du CAP
Phase de vol A Phase de vol B Phase de vol C
Niveau 1 : 0.28 ≤ CAP ≤ 3.6 0.085 ≤ CAP ≤ 3.6 0.15 ≤ CAP ≤ 3.6
(ωsp ≥ 1.0) (Pas de ωspmin ) (Voir Tab 3.7)
Niveau 2 : 0.15 ≤ CAP ≤ 10.0 0.038 ≤ CAP ≤ 10.0 0.096 ≤ CAP ≤ 10.0
(ωsp ≥ 0.6) (Pas de ωspmin ) (Voir Tab 3.7)
Niveau 3 : 0.15 ≤ CAP 0.038 ≤ CAP 0.096 ≤ CAP
(Pas de ωspmin ) (Pas de ωspmin ) (Pas de ωspmin )
Tableau 3.7 Limitations sur n/α et ωsp pour phases de vol de cate´gorie C
Classe Niveau 1 Niveau 2
ωspmin (rad/s) (n/α)min (g/rad) ωspmin (rad/s) (n/α)min (g/rad)
I,II-C,IV 0.87 2.7 0.6 1.8
II-L,III 0.7 2.0 0.4 1.0
• Formulation pratique
Dans la pratique, le calcul du CAP ne peut se faire en appliquant directement la formule
the´orique. En eﬀet comme le remarque Gautrey (1998), deux proble`mes se posent. Pre-
mie`rement, l’hypothe`se selon laquelle l’acce´le´ration normale demeure constante suite a` une
entre´e e´chelon n’est valide qu’a` court terme. Et ensuite, l’acce´le´ration initiale en tangage
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est influence´e par les eﬀets des actionneurs et autres e´le´ments dynamiques de la boucle
de controˆle ; l’acce´le´ration initiale est en fait nulle de`s que d’autres e´le´ments dynamiques
viennent s’ajouter dans la boucle.
Gautrey et Cook (1998) propose deux modifications dans le calcul du crite`re. D’abord, au
lieu d’utiliser l’acce´le´ration initiale en tangage θ¨0, il propose d’utiliser l’acce´le´ration maxi-
male θ¨max obtenue lors de la premie`re seconde. Ensuite, en ce qui concerne l’acce´le´ration
normale ∆nzss , elle est remplace´e par l’acce´le´ration normale maximale modifie´e. Gautrey
baptise ce CAP, le GCAP pour Generic Control Anticipation Parameter. La formule en est
la suivante :
GCAP =
θ¨max
nzmax
1 + e
−ζspπ￿
1− ζ2sp
 (3.13)
Cette formulation est soumise au fait que la re´ponse a` court terme du syste`me est domine´e
par un second ordre pour lequel 0 < ζsp < 1. En appliquant cela sur plusieurs donne´es a` sa
disposition ainsi que sur des expe´rimentations qu’il a pu mener a` Cranfield, il a trouve´ une
bonne corre´lation entre le CAP et le GCAP. Il souligne que cette formulation peut aussi
s’appliquer a` des avions qui n’ont pas une re´ponse conventionnelle.
Gautrey (1998) choisit pour son cahier des charges une valeur de GCAP de 0.6 rad/s2/g,
meˆme si en fait, le choix est vaste au sein de la zone admissible. De plus, pour la synthe`se des
lois de controˆle, il fournit une me´thodologie afin d’orienter le choix des gains mais ne donne
pas ve´ritablement une formulation explicite du GCAP en fonction de ces meˆmes gains. Ils
sont re´gle´s un par un selon leurs eﬀets se´pare´s sur les diﬀe´rents crite`res constituant le cahier
des charges et un processus ite´ratif permet d’ajuster leur valeur ; il n’y a ne´anmoins rien de
spe´cifique pour le GCAP. Cette me´thodologie de synthe`se de lois classiques est par ailleurs
fournie seulement pour un avion en phase d’atterrissage.
Il faut regarder du coˆte´ des travaux de Tokutake pour trouver une prise en compte directe
de la valeur du CAP lors de la synthe`se. Les deux articles (Tokutake et Itoh, 2002; Tokutake
et al., 2005) s’inte´ressent particulie`rement au CAP et a` la satisfaction du crite`re lors de la
synthe`se du controˆleur. Le premier article est limite´ dans l’utilisation de ses re´sultats ; il a
ne´anmoins l’avantage de montrer la transformation du crite`re CAP en LMI que l’on peut
inte´grer dans une synthe`se H∞ ou autre. Le second apporte des e´le´ments supple´mentaires de
re´ponse et met en e´vidence l’utilite´ de pouvoir exprimer le crite`re en fonction des parame`tres
du syste`me et du controˆleur pour le satisfaire a priori, et non pas avoir a` ve´rifier sa valeur
a posteriori.
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￿ Dropback
• De´finition
Le dropback est une mesure a` court terme des changements d’assiette θ. Il est calcule´ en
observant la re´ponse de l’avion en assiette θ suite a` une entre´e e´chelon δref du pilote. On
conside`re en fait la re´ponse du syste`me re´duit, ampute´ du mode phugo¨ıde. La figure 3.10
illustre le calcul du dropback, note´ Drb ; qss de´signe la valeur en re´gime permanent de la
vitesse de tangage q. Dans cet exemple, le dropback est positif ; il en est de meˆme pour le
rapport Drb/qss. Un dropback excessif entraˆıne une perte de pre´cision et des mouvements
trop brusques dans le controˆle du tangage q.
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Pente " 
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Drb/q
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Figure 3.10 De´finition du dropback
Le dropback est aussi relie´ au retard de pente tγ , tel que montre´ sur la figure 3.10, par la
relation 3.14. Ainsi pour une valeur fixe´e de Tθ2 , augmenter le dropback revient a` diminuer
le retard de pente.
Tθ2 =
Drb
qss
+ tγ (3.14)
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La figure 3.11 illustre diﬀe´rents niveaux de dropback :
– Cas A : le dropback est positif. La valeur de θ en re´gime permament est moindre que la
valeur au moment ou` le manche est relaˆche´.
– Cas B : le dropback est nul. La valeur de θ en re´gime permament est e´gale a` la valeur au
moment ou` le manche est relaˆche´.
– Cas C : le dropback est ne´gatif, aussi appele´ overshoot. La valeur de θ en re´gime perma-
ment est plus grande que la valeur au moment ou` le manche est relaˆche´.
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Figure 3.11 Niveaux de dropback
Un dropback ne´gatif est a` proscrire ; il est associe´ a` des re´ponses lentes et impre´visibles
aussi bien au niveau de la pente γ que de la poursuite d’assiette θ. En eﬀet, on voit qu’avec
un dropback ne´gatif, l’avion a tendance a` se caler a` une valeur supe´rieure a` celle de´sire´e par
le pilote. Un dropback nul assure que l’assiette θ se comporte en re´gime permanent comme
un inte´grateur pur K/s ; le pilote a l’impression de piloter un inte´grateur pur, ce qui est
ide´al en terme de pilotage.
• Limites
Gibson sugge`re que le rapport Drb/qss devrait eˆtre infe´rieur a` 0.25 pour une poursuite pre´-
cise et infe´rieur a` 1.0 pour un atterrissage. Bombardier Inc. donne pour sa part les limites
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de la Table 3.8.
Tableau 3.8 Limites du dropback pour phases terminales
Exige´ Ide´al
−0.2 < Drb/qss < 0.5 0.0 < Drb/qss < 0.3
Le crite`re du dropback est aussi comple´te´ en conside´rant le de´passement de la re´ponse en
q. Les deux sont en eﬀet relie´s comme nous le montrerons par la suite. Un de´passement
excessif conduit a` des performances non acceptables. La figure 3.12 tire´e de (Mitchell et al.,
1994) met en relation le dropback et le de´passement maximum autorise´. On de´finit ainsi des
niveaux de satisfaction que l’on cherche a` atteindre. Mooij (1985) et Gibson (1982) montrent
que le dropback maximum admissible diminue quand le de´passement qmax augmente.
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Figure 3.12 Dropback vs. de´passement
En re´sume´, si l’on se base sur les conclusions de French (1995), le crite`re du dropback est
eﬃcace pour valider la re´ponse en tangage d’un avion en boucle ouverte pour les taˆches de
poursuite. Un dropback nul assure non seulement qu’en boucle ouverte, l’angle de tangage
de l’appareil restera a` la dernie`re valeur atteinte au moment ou` l’e´chelon de manche est
retire´ mais il permet aussi une meilleure re´ponse en boucle ferme´e aux basses fre´quences.
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3.1.6 Crite`res fre´quentiels
￿ Bandes Passantes et Retard de Phase
• De´finitions
Pour ce crite`re, nous nous inte´resserons aux deux fonctions de transfert θ/δref et γ/δref ,
portant respectivement sur l’assiette θ et la pente γ. Dans le cas de l’assiette, la bande
passante θ-bandwidth est la plus petite des deux pulsations ωBWGain et ωBWPhase , ωBWGain
e´tant la pulsation ou` le gain a augmente´ de 6 dB relativement a` la valeur du gain ou` la phase
vaut −180˚ et ωBWPhase la pulsation ou` la phase vaut −135˚ . La figure 3.13 illustre graphi-
quement ces bandes passantes. Dans le cas de la pente, la bande passante (γ-bandwidth)
est seulement la pulsation ou` la phase vaut −135˚ . En ge´ne´ral, une grande bande passante
assure des re´ponses plus rapides alors qu’une faible bande passante entraˆıne des re´ponses
lentes.
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Figure 3.13 De´finition de la bande passante et du retard de phase sur le transfert θ/δref
La re´fe´rence par rapport a` la phase de −180˚ est significative car elle repre´sente une fron-
tie`re potentielle de stabilite´ quand le pilote entre dans la boucle de controˆle. Si par exemple,
le pilote doit maintenir un controˆle force´ en pente durant des conditions turbulentes, alors
trois proble`mes relie´s peuvent entraver l’eﬃcacite´ du controˆle.
Tout d’abord pour des fre´quences suﬃsamment e´leve´es, la re´ponse de l’avion sera en retard
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de phase de plus de 180˚ par rapport a` la commande du pilote ; il devra alors appliquer un
controˆle en avance pour anticiper le mouvement de´sire´ ou perturbe´. De plus, aux hautes
fre´quences, la re´ponse est beaucoup plus atte´nue´e et le pilote re´agira plus fortement sur la
commande. En dernier lieu, un retard naturel dans la boucle de re´troaction entre l’erreur
en assiette et la commande cyclique du pilote pour corriger cette erreur, peut re´sulter en un
couplage avion-pilote qui produit alors des oscillations tre`s mal amorties : les PIOs e´voque´es
pre´ce´demment. Un des buts des crite`res portant sur les bandes passantes est d’assurer que
les pulsations de ces PIOs demeurent bien en dehors du domaine de fre´quences requis pour
accomplir des missions de pre´cision. Ainsi une marge de phase de 45˚ est suﬃsante pour
conside´rer le pilote comme un gain pur, et supposer que son retard naturel ne menacera
pas la stabilite´. En ce qui concerne la marge de gain de 6 dB, elle autorise le pilote a` aug-
menter sa commande a` hautes fre´quences et d’avoir ainsi un controˆle plus agressif, tout en
garantissant une certaine marge de stabilite´.
Aux crite`res sur les bandes passantes, s’ajoute le crite`re du retard de phase (Phase delay).
Il vient en fait comple´ter les deux pre´ce´dents dans le sens ou` il renseigne sur la pente de la
courbe de phase au-dela` de la pulsation ou` la phase vaut −180˚ . Il s’applique a` la phase de
la fonction de transfert θ/δref . Le retard de phase τp, exprime´ en secondes, est de´fini de la
fac¸on suivante :
τp =
π
180
.
∆Φ˚
2ω−180˚
(3.15)
ou` ∆Φ˚ est la variation de phase en degre´s entre ω−180˚ et 2ω−180˚ tel qu’illustre´ sur la figure
3.13.
Plus l’atte´nuation de la phase est grande, plus faible est la bande passante et avec des
actionneurs pre´sentant des retards purs, la pente de la phase devient d’autant plus raide,
diminuant d’autant plus la bande passante.
De plus, ce crite`re peut avoir son importance spe´cialement dans un syste`me d’ordre e´leve´
puisque deux fonctions de transfert peuvent avoir la meˆme bande passante mais des retards
de phase comple`tement disctincts. Ainsi dans le cas de la figure 3.14, la configuration B
est juge´e meilleure du fait d’un retard de phase plus faible, bien que les bandes passantes
soient identiques.
• Limites
Les deux paragraphes pre´ce´dents ayant introduit les crite`res, voici les limites impose´es. La
figure 3.15 montre les domaines conjoints entre la bande passante de θ/δref et le retard de
phase τp. Quant a` la figure 3.16, on y trouve les zones reliant les bandes passantes de θ/δref
et γ/δref . D’une source bibliographique a` l’autre, ces zones varient le´ge`rement ; celles-ci sont
tire´es du livre de Hodgkinson (1999). Dans notre cas pratique, Bombardier Inc. souhaite
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Figure 3.14 Comparaison des bandes passantes et retards de phase
avoir ωBWθ supe´rieur a` 1.4 rad/s et ωBWγ supe´rieur a` 0.6 (rad/s). Pour le retard de phase, il
doit eˆtre infe´rieur a` 0.2 (s) pour eˆtre de niveau 1, voire meˆme ide´alement infe´rieur a` 0.14 (s).
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￿ Taux de phase moyen de Gibson
A` l’instar du retard de phase τp, Gibson de´finit en ω−180˚ le taux de phase moyen (average
phase rate) que nous noterons τG. Gibons de´finit τG comme :
τG =
∆Φ˚
ω−180˚ (Hz)
deg/Hz (3.16)
ou` ∆Φ˚ est la variation de phase en degre´s entre ω−180˚ et 2ω−180˚ et ω−180˚ est en Hertz. Le
retard de phase et le taux de phase moyen sont deux mesures interchangeables. En eﬀet, en
conside´rant leur de´finition (Eqs. 3.15 et 3.16), on a :
τp =
π
180
.
∆Φ˚
2ω−180˚
=
π
180
.
∆Φ˚
2× 2πω−180˚ (Hz)
=
τG
720
(3.17)
De meˆme si on change les unite´s de τG afin qu’il soit exprime´ en secondes comme τp, on aura :
τ ￿G =
τG
360
(3.18)
Et donc finalement :
τp =
τ ￿G
2
(3.19)
Les figures 3.17 et 3.18 repre´sentent les gabarits de´finissant les niveaux de satisfaction. La
premie`re figure est le gabarit original tel qu’on peut le trouver dans (Gibson, 1997) et la
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seconde, un gabarit modifie´ avec les pulsations en rad/s et le taux de phase moyen modifie´.
Cette seconde figure permet d’e´tablir un lien plus direct avec les crite`res de bande passante
et retard de phase. On notera aussi que ces gabarits imposent des limites basses sur la pulsa-
tion ω−180˚ . Le tableau 3.9 donne les e´quivalences entre τG, τ
￿
G et τp pour les valeurs limites
de´finissant les diﬀe´rents niveaux.
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Figure 3.17 Crite`re pour ωBWθ et τp
Tableau 3.9 E´quivalences entre τG, τ ￿G et τp
τG (deg/Hz) τ ￿G (s) τp (s)
85 0.24 0.12
145 0.40 0.20
195 0.54 0.27
On peut remarquer que le taux de phase moyen de Gibson impose des limites plus fortes que
le retard de phase afin de satisfaire le niveau 1. En eﬀet pour eˆtre de niveau 1, Gibson conseille
un taux de phase moyen infe´rieur a` 0.24 s, correspondant a` un retard de phase de 0.12 s alors
que Bombardier Inc. sugge`re de prendre un retard de phase infe´rieur a` 0.2 s pour eˆtre de
niveau 1, voire meˆme ide´alement infe´rieur a` 0.14, ce qui est e´quivalent respectivement a` un
taux de phase moyen de 0.4 et 0.28. D’ailleurs, un taux de phase moyen de 0.4 correspond a`
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Figure 3.18 Crite`re de la bande passante pour ωBWθ et ωBWγ
la limite du niveau 2. On peut alors s’interroger sur la cohe´rence des limites entre les deux
mesures. Il faut rappeler que ces gabarits sont d’abord destine´s a` des avions militaires et qu’il
faut e´ventuellement les adapter aux avions de transport. Il est raisonnable de penser que les
limites impose´es a` un avion militaire vont eˆtre plus exigeantes que sur un avion civil. Nous
statuons sur la question en suivant les recommandations de Bombardier Inc. et en cherchant
donc ide´alement un retard de phase infe´rieur a` 0.14 s (i.e. un taux de phase moyen de 0.28 s)
ou pour eˆtre au moins de niveau 1 un retard de phase de 0.2 s (i.e un taux de phase moyen
de 0.4 s).
Conclusion
Nous venons de recenser les diﬀe´rentes qualite´s de manœuvrabilite´ qui seront conside´re´es par la
suite. E´tant initialement e´tablies pour des avions militaires, il a fallu les adapter pour des avions
civils en relaxant certaines valeurs limites suivant les conseils e´mis par Bombardier Inc., notamment
au niveau des crite`res fre´quentiels. Les valeurs limites des crite`res de´pendent de la phase de vol et de
la classe de l’avion. Notre avion d’aﬀaires Challenger appartient a` la classe II 1 et nous nous plac¸ons
dans la cate´gorie B en ce qui concerne la phase de vol 2. Le tableau 3.10 repre´sente alors notre cahier
1. Avion de masse moyenne.
2. Monte´e, vol en croisie`re, descente.
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des charges avec les limites de niveau 1 pour les crite`res. Comme notre but est essentiellement de
controˆler l’appareil a` court terme, les exigences sur le mode phugo¨ıde sont laisse´es de coˆte´. Notre
objectif sera donc de synthe´tiser un controˆleur pour satisfaire a priori ce cahier des charges.
3.2 E´tude du Dropback
Nous allons dans cette section e´tudier en particulier le crite`re du dropback de Gibson. Suivant
l’expe´rience du candidat, la satisfaction de ce crite`re jumele´ avec un bon amortissement et un temps
de re´ponse ade´quat permet en ge´ne´ral d’obtenir un comportement satisfaisant de l’appareil. Durant
sa maˆıtrise (Saussie´, 2004), le candidat a pu e´tablir une formule the´orique permettant d’exprimer
la valeur du dropback en fonction des coeﬃcients de la fonction de transfert du syste`me, et ce, en
ne se limitant pas a` un syste`me d’ordre 2 standard (Gibson, 1997). Ceci se re´ve`le particulie`rement
important car, avec ou sans re´troaction, les autres poˆles et ze´ros du syste`me 3 ont une influence
sur la valeur du crite`re et doivent donc eˆtre conside´re´s. Nous e´tablirons alors, de fac¸on similaire,
une formule the´orique pour un syste`me d’ordre quelconque exprime´ sous la forme d’un mode`le d’e´tat.
Ces formules sont valables pour des mode`les de la vitesse de tangage q prive´ du mode lent phu-
go¨ıde. Elles peuvent ensuite eˆtre utilise´es par exemple dans le cadre de la synthe`se d’un controˆleur.
En eﬀet pour une architecture fixe´e, on peut exprimer la valeur du crite`re en fonction des gains du
controˆleur et donc ajuster automatiquement la valeur du dropback.
Gibson (1999) met une emphase particulie`re sur le dropback. Nous comple`terons le travail qu’il
a eﬀectue´ en e´tudiant le lien entre de´passement et dropback. En eﬀet, bien souvent on cherche a`
limiter le de´passement en pensant qu’il est pre´judiciable au syste`me. Ne´anmoins, dans le cas du
controˆle de la vitesse de tangage q, un dropback positif est toujours synonyme de de´passement plus
ou moins important ; c’est ce que nous e´tablirons.
3.2.1 Notations
Supposons que la fonction de transfert q/δref 4, stable, ait la formulation ge´ne´rale (3.20), la
dynamique du mode phugo¨ıde ayant e´te´ oˆte´e.
q
δref
= K
k￿
i=1
(1 + Tis)
l￿
i=1
(s2 + 2ξiφis+ φ2i )
m￿
i=1
(1 + τis)
n￿
i=1
(s2 + 2ζiωis+ ω2i )
; φi ￿= 0 (3.20)
avec k + 2l < m+ 2n. En de´veloppant, on obtient :
3. Autres que les poˆles du mode short period et le ze´ro associe´.
4. δref e´tant l’entre´e de re´fe´rence conside´re´e, en BO ou en BF.
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Tableau 3.10 Cahier des charges
Crite`re Type Limites
Amortissement du short period Modal 0.3 ≤ ζsp ≤ 2
Temps de re´ponse a` 5% Temporel Tr ≤ 3 s
Dropback Drbqss Temporel Exige´ 0 ≤ Drbqss ≤ 0.3
Ide´al −0.2 ≤ Drbqss ≤ 0.5
CAP Temporel 0.085 ≤ CAP ≤ 0.36
Bande passante ωBWθ Fre´quentiel ωBWθ ≥ 1.4 rad/s
Retard de phase τp Fre´quentiel Exige´ τp ≤ 0.2 s
Ide´al τp ≤ 0.14 s
Taux de phase moyen τG Fre´quentiel Exige´ τG ≤ 145 rad/s
Ide´al τG ≤ 85 rad/s
Taux de phase moyen modifie´ τ ￿G Fre´quentiel Exige´ τ
￿
G ≤ 0.4 s
Ide´al τ ￿G ≤ 0.28 s
Pulsation critique ω−180˚ Fre´quentiel ω−180˚ ≥ 3 rad/s
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q
δref
=
N(s)
D(s)
=
ak+2lsk+2l + · · ·+ a1s+ a0
bm+2nsm+2n + · · ·+ b1s+ b0 . (3.21)
Enfin sous forme de mode`le d’e´tat, on a (3.22).￿
x˙ = Ax+Bδref
q = Cx
(3.22)
3.2.2 Formules analytiques du dropback
￿ A` partir de la fonction de transfert
Le dropback est donne´ par (Saussie´, 2004) :
Drb
qss
=
￿ k￿
j=1
Tj +
l￿
j=1
2
ξj
φj
￿
−
￿ m￿
j=1
τj +
n￿
j=1
2
ζj
ωj
￿
(3.23)
ou a` partir de (3.21) :
Drb
qss
=
a1
a0
− b1
b0
(3.24)
Remarques :
– Pour le produit de deux fonctions de transfert q/δref = F1(s)F2(s), le dropback est claire-
ment additif :
Drb
qss
=
Drb1
qss1
+
Drb2
qss2
, (3.25)
ou` Drbi/qssi est le dropback associe´ a` la fonction de transfert Fi(s).
– En pre´sence d’un retard pur τ tel que q/δref = e−τsF1(s), le dropback est donne´ par :
Drb
qss
= −τ + Drb1
qss1
. (3.26)
En eﬀet, un retard pur de´cale la re´ponse temporelle de τ et d’apre`s la figure 3.10, le drop-
back est alors diminue´ de τ .
￿ A` partir du mode`le d’e´tat
A` l’instar de la formulation analytique du dropback a` partir de la fonction de transfert q/δref ,
nous proposons une formule dans le cas ou` le syste`me est repre´sente´ sous la forme d’un mode`le
d’e´tat.
Proposition 3.2.1. E´tant donne´e une formulation d’e´tat de q/δref sous la forme (3.22), le
dropback est donne´ par (3.27).
Drb
qss
=
CA−2B
CA−1B
(3.27)
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De´monstration
D’apre`s (Eq. 3.22), on a
q
δref
= C(sI −A)−1B. (3.28)
Pour A non singulie`re et tout s ￿= λi(A), on peut donc e´crire 5 :
q
δref
= −CA−1(I − sA−1)−1B (3.29)
= −CA−1(I + sA−1 + s2A−2 + . . . )B (3.30)
￿ α1 + α2s+ α3s2 + . . . (3.31)
avec αi = −CA−iB, i = 1, 2, . . .
Par un produit en croix de (Eq. 3.21) et (Eq. 3.31), on de´duit, en e´galant les puissances de s,
que :
a0 = α1b0 (3.32)
a1 = α1b1 + α2b0 (3.33)
...
Le dropback e´tant donne´ par (Eq. 3.24), on obtient :
Drb
qss
=
a1
a0
− b1
b0
=
α2
α1
=
CA−2B
CA−1B
(3.34)
￿
Example 3.2.2. Soit la fonction de transfert :
q
δref
=
9(s+ 8)(s+ 2)
(s2 + 5.6s+ 16)(s2 + 4.2s+ 9)
(3.35)
qui peut s’e´crire aussi comme :
q
δref
=
9s2 + 90s+ 144
s4 + 9.8s3 + 48.52s2 + 117.6s+ 144
(3.36)
La re´ponse a` un e´chelon unite´ est repre´sente´e sur la figure 3.19. Graphiquement, on en de´duit
que Drb/qss ≈ −0.2.
Si on applique la formule donne´e par (3.23) ou (3.24), on trouve Drb/qss ≈ −0.1916. En
mettant cette fonction de transfert sous forme d’e´tat, on obtient les matrices (3.37), (3.38) et
5. On peut ve´rifier que (sI −A) ∗ −
∞X
i=0
siA−(i+1) = I, ∀s ￿= λi(A)
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Figure 3.19 Re´ponse du syste`me a` un e´chelon unite´
(3.39).
A =

0 1 0 0
0 0 1 0
0 0 0 1
−144 −117.6 −48.52 −9.8
 (3.37)
B =

0
0
0
1
 (3.38)
C =
￿
144 90 9 0
￿
(3.39)
L’application de la formule (3.27) donne aussi Drb/qss ≈ −0.1916.
3.2.3 Applications sur des architectures de controˆle
Ces formulations du dropback vont eˆtre applique´es sur les deux architectures propose´es par
Bombardier Inc. ainsi que sur le cas ge´ne´ral d’un controˆleur par retour d’e´tat ou de sortie.
￿ Controˆle de la vitesse de tangage
Nous reprenons l’architecture de controˆle de la vitesse de tangage q pre´sente´e en figure 2.7.
Nous en choisissons une version simplifie´e pour alle´ger les calculs, ne´anmoins la de´marche serait
exactement la meˆme dans le cas d’une architecture plus complexe. La figure 3.20 montre la
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structure simplifie´e choisie ou` les transferts sont note´s :
N1(s)
D(s)
=
n1msm + . . .+ n11s+ n10
dnsn + . . .+ d1s+ d0
(3.40)
N2(s)
D(s)
=
n2msm + . . .+ n21s+ n20
dnsn + . . .+ d1s+ d0
(3.41)
s
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Figure 3.20 Loi de controˆle classique
Le transfert entre la vitesse de tangage et l’entre´e du pilote est suppose´ stable pour les gains
choisis :
q
δref
=
￿
(Kp +Kﬀ )s+Ki
￿
N1(s)￿
D(s)−KnzN2(s)
￿
s+ (Kps+Ki)N1(s)
(3.42)
q
δref
=
· · ·+ (Kpn10 +Kﬀ n10 +Kin11)s+ (Kin10)
· · ·+ (d0 −Knzn20 +Kpn10 +Kin11)s+ (Kin10)
(3.43)
En utilisant la relation (3.24), on en de´duit alors que le dropback vaut :
Drb
qss
=
Kpn10 +Kﬀ n10 +Kin11
Kin10
− d0 −Knzn20 +Kpn10 +Kin11
Kin10
(3.44)
Soit,
Drb
qss
=
Kﬀ n10 − d0 +Knzn20
Kin10
(3.45)
Ainsi, le dropback ne de´pend pas du gain Kp. Pour une utilisation pratique, le temps de
re´ponse doit eˆtre ade´quat afin d’atteindre au plus vite le re´gime permanent pour lequel la
formule est valide. En eﬀet, ce qui est primordial pour le pilote, c’est l’eﬀet a` court terme afin
qu’il puisse controˆler l’angle de tangage θ et par la suite la pente γ.
￿ Controˆle C∗
Nous proce´dons comme pre´ce´demment afin de calculer le dropback pour la loi de controˆle C∗
pre´sente´e en figure 2.8. Nous basons notre calcul sur la figure 3.21.
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Figure 3.21 Loi de controˆle C∗
Le transfert entre la vitesse de tangage et l’entre´e du pilote est suppose´ stable pour les gains
choisis :
q
δref
=
￿
(Kp +Kﬀ )s+Ki
￿
N1(s)(s+ a)￿
D(s)(s+ a) +KqsN1(s)
￿
s+ (Kps+Ki)(s+ a)
￿
βN1(s) +N2(s)
￿ (3.46)
=
· · ·+ (Kpn10a+Kﬀ n10a+Kin10 +Kin11a)s+ (Kin10a)
· · ·+ ￿d0a+Kp(βn10 + n20)a+Ki(βn11 + n21)a+Ki(βn10 + n20)￿s+ ￿Ki(βn10 + n20)a￿
(3.47)
En utilisant la relation (3.24), on en de´duit alors que le dropback vaut :
Drb
qss
=
Kpn10a+Kﬀ n10a+Kin10 +Kin11a
Kin10a
−d0a+Kp(βn10 + n20)a+Ki(βn11 + n21)a+Ki(βn10 + n20)
Ki(βn10 + n20)a
(3.48)
Soit,
Drb
qss
=
Kﬀ
Ki
+
n11
n10
− d0
Ki(βn10 + n20)
− βn11 + n21
βn10 + n20
(3.49)
On rappelle qu’en ge´ne´ral le parame`tre β est fixe´ et vaut 12.4. Ainsi, avec cette architecture,
le dropback de´pend seulement des gains Ki et Kﬀ .
On peut donc reprendre les re´sultats e´tablis sur les deux architectures de controˆle sous la
forme suivante :
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Guideline 1 : Dans le cas d’architectures classiques de controˆle (Figs
3.20 & 3.21) incorporant un PI dans la boucle CAS, le gain propor-
tionnel Kp ne modifie par la valeur du dropback. Celui-ci peut eˆtre
re´gle´ par le gain feedforward Kﬀ sans pour autant modifier la dyna-
mique des poˆles en boucle ferme´e.
￿ Retour d’e´tat et retour de sortie
Dans le cas d’un retour de sortie, ou d’e´tat, on peut prouver que le dropback est une fraction
rationnelle line´aire fonction des gains du retour. On suppose de plus que le syste`me n’a qu’une
seule entre´e. Soit le mode`le d’e´tat suivant :
x˙ = Ax+Bu
y = Cx+Du
q = Cqx
(3.50)
ou` A ∈ Rn×n, B ∈ Rn×1, C ∈ Rp×n, D ∈ Rp×1 et Cq ∈ R1×n. On suppose de plus que A est
non singulie`re. Si l’on applique le retour de sortie u = Ky + δref (ou` δref de´signe la nouvelle
entre´e du syste`me et K ∈ R1×p, choisi tel que (1−KD) ￿= 0) alors le syste`me en boucle ferme´e
devient : 
x˙ = (A+B(1−KD)−1KC)￿ ￿￿ ￿
A˜
x+B(1−KD)−1￿ ￿￿ ￿
B˜
δref
q = Cqx
(3.51)
Ainsi en appliquant la formule (3.27) pour A˜ non singulie`re, on trouve :
Drb
qss
=
CqA˜−2B˜
CqA˜−1B˜
=
Cq(A+B(1−KD)−1KC)−2B
Cq(A+B(1−KD)−1KC)−1B (3.52)
En nous servant de l’e´galite´ :
￿
A+BD−1C
￿−1 = A−1 −A−1B ￿D + CA−1B￿−1CA−1 (3.53)
on en de´duit alors
A˜−1B = A−1B −A−1B ￿1−KD +KCA−1B￿−1KCA−1B (3.54)
=
A−1B (1−KD)
1−KD +KCA−1B (3.55)
CqA˜
−1 = CqA−1 − CqA−1B
￿
1−KD +KCA−1B￿−1KCA−1 (3.56)
= CqA−1 − CqA
−1BKCA−1
1−KD +KCA−1B (3.57)
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Et
CqA˜
−1B =
CqA−1B (1−KD)
1−KD +KCA−1B (3.58)
CqA˜
−2B =
CqA−2B (1−KD)
1−KD +KCA−1B −
CqA−1BKCA−2B (1−KD)
(1−KD +KCA−1B)2 (3.59)
On peut alors en de´duire la valeur du dropback :
Drb
qss
=
CqA−2B
CqA−1B
− KCA
−2B
1 +K (CA−1B −D) (3.60)
On peut aussi conside´rer la loi de commande u = Ky+Ki
￿
(δref − q) dans laquelle on inte`gre
l’erreur entre la re´fe´rence et q afin d’ame´liorer la pre´cision. En notant xi l’e´tat associe´ a`
l’inte´grateur, on obtient le mode`le d’e´tat en boucle ferme´e :
￿
x˙
x˙i
￿
=
￿
(A+B(1−KD)−1KC) B(1−KD)−1Ki
−Cq 0
￿￿
x
xi
￿
+
￿
0
1
￿
δref
q =
￿
Cq 0
￿ ￿ x
xi
￿ (3.61)
Des calculs similaires aux pre´ce´dents nous me`neraient a` l’expression du dropback suivante :
Drb
qss
=
1 +K
￿
CA−1B −D￿
CqA−1BKi
(3.62)
L’e´galite´ ainsi obtenue montre bien que dans le cas d’un retour de sortie ou d’e´tat, avec ou
sans retour inte´gral sur q, le dropback est une fraction rationnelle line´aire fonction des gains.
On peut donc e´noncer la conclusion suivante :
Guideline 2 : Dans le cas d’une architecture de controˆle par re-
tour d’e´tat ou retour de sortie, le dropback peut eˆtre re´gle´ via une
contrainte line´aire portant sur les gains du controˆleur selon l’e´qua-
tion (3.60) dans le cas sans retour inte´gral sur q ou selon l’e´quation
(3.62) dans le cas avec retour inte´gral sur q.
3.2.4 Lien entre le dropback et le de´passement
On cherche ide´alement a` avoir un dropback positif, voire nul. Rappelons qu’avoir un dropback
nul assure, apre`s transitoire, de piloter un inte´grateur pur, ce qui est inte´ressant en terme de pre´ci-
sion. Mais on remarque que les re´ponses temporelles pre´sentant des dropbacks positifs sont toujours
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synonymes de de´passement plus ou moins fort ; dans (Gibson, 1997), Gibson pre´sente des re´ponses
temporelles en q avec un fort de´passement qui ont e´te´ tre`s bien note´es par les pilotes (le dropback
e´tait positif et le de´passement e´tait de l’ordre de 100%), alors que les re´ponses avec un dropback
ne´gatif et peu de de´passement ont e´te´ plutoˆt mal coˆte´es par ceux-ci. Selon les conclusions obtenues
a` partir d’observations empiriques, nous allons valider analytiquement l’e´nonce´ suivant :
Guideline 3 : Pour avoir un dropback positif ou nul, il est ne´cessaire
qu’il y ait au moins un ze´ro stable et un de´passement suffisant sur
la re´ponse en vitesse de tangage q.
Nous de´buterons d’abord par une e´tude sur une fonction quelconque pour ensuite nous concen-
trer sur le cas particulier de notre mode`le standard d’ordre 2 avec ze´ro et retard.
￿ E´tude pour une fonction quelconque
Conside´rons tout d’abord un syste`me d’ordre n stable de la forme :
q
δref
=
a0
bnsn + · · ·+ b1s+ b0 . (3.63)
Le dropback est alors :
Drb
qss
= −b1
b0
(3.64)
Comme le transfert (3.63) est stable, b0 et b1 sont du meˆme signe et le dropback est donc stric-
tement ne´gatif. Ainsi, sans ze´ro au nume´rateur, on ne peut espe´rer avoir un dropback positif
ou nul. Il faut donc rajouter des ze´ros stables afin d’obtenir e´ventuellement un dropback positif.
Poursuivons ce raisonnement afin d’e´tablir cette ne´cessite´ du de´passement pour obtenir un
dropback positif. Soit q(t) la re´ponse du syste`me a` un e´chelon unite´ et qss la valeur en re´gime
permanent. Comme q(t) = θ˙(t), on peut de´duire graphiquement de la figure 3.22 que l’e´quation
de l’asymptote de θ(t) est Drb+ qsst, soit :
Drb = lim
t→∞ (θ(t)− qsst) (3.65)
= lim
t→∞
￿ t
0
(q(t)− qss) dt (3.66)
=
￿ ∞
0
(q(t)− qss) dt (3.67)
Drb
qss
=
￿ ∞
0
￿
q(t)
qss
− 1
￿
dt (3.68)
Toujours en se re´fe´rant a` la figure 3.22, on peut interpre´ter la relation (3.67) comme l’aire
marque´e en bleu entre les courbes q(t) et qss . L’aire est compte´e ne´gativement quand q(t) <
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qss et positivement pour q(t) > qss . Ainsi pour avoir un dropback positif, il faut avoir un
de´passement suﬃsamment important (aire positive) pour compenser la monte´e (aire ne´gative).
Sur la figure 3.22, on peut estimer grossie`rement que l’aire positive est plus importante que
l’aire ne´gative, menant ainsi a` un dropback positif.
0
Temps (s)
 
 
Drb
Drb/q
ss
q
ss
q
!
Figure 3.22 Illustration du lien entre dropback positif et de´passement
￿ E´tude sur le mode`le standard
Afin de quantifier ce lien entre le dropback et le de´passement, nous allons a` pre´sent proce´der
a` un calcul analytique sur le mode`le standard de l’avion re´duit au mode short period :
q
δref
=
Kq(1 + Tθs)e−τs￿
1 +
2ζsp
ωsp
s+
s2
ω2sp
￿ (3.69)
Par souci de simplicite´ pour les calculs qui vont eˆtre de´veloppe´s, on choisira Kq = 1 pour avoir
un gain statique unitaire 6 et on supposera le retard pur τ nul. Le retard ne modifie pas la
valeur du de´passement ; il n’est pas donc ne´cessaire de l’inclure dans le mode`le standard. On
retiendra en revanche qu’il diminue la valeur du dropback de τ selon l’e´quation (3.26). Nous
travaillons donc sur la fonction de transfert :
q
δref
=
ω2sp(1 + Tθs)
s2 + 2ζspωsps+ ω2sp
(3.70)
6. Un gain statique, unitaire ou pas, ne modifie pas la valeur du dropback.
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D’apre`s (3.23), le dropback est alors :
Drb
qss
= Tθ − 2ζspωsp (3.71)
• Expression analytique du de´passement
Nous e´tablissons dans un premier temps la valeur du de´passement suivant les valeurs de
ωsp, ζsp et Tθ pour une entre´e e´chelon unite´. Le de´tail des calculs pour le de´passement d’un
deuxie`me ordre avec ze´ro est disponible dans l’Annexe B.1.
– Pour 0 < ζsp < 1,
D = e
−
ζsp
￿
π
2
+ φ
￿
￿
1− ζ2sp ￿￿1− 2ζspωspTθ + ω2spT 2θ￿ (3.72)
avec
φ = arctan
1− ζspωspTθ
ωspTθ
￿
1− ζ2sp
(3.73)
– Pour ζsp = 1 et ωspTθ > 1 (afin qu’il y ait de´passement),
D = (ωspTθ − 1)e
− ωspTθ
ωspTθ − 1 (3.74)
– Pour ζsp > 1 et 1 + Tθ(−ζspωsp + ωsp
￿
ζ2sp − 1) < 0 (afin qu’il y ait de´passement),
D =
￿
1 + Tθ(−ζspωsp − ωsp
￿
ζ2sp − 1)
1 + Tθ(−ζspωsp + ωsp
￿
ζ2sp − 1)
￿− ζsp
2
￿
ζ2sp − 1￿￿1− 2ζspωspTθ + ω2spT 2θ￿
(3.75)
• De´passement en fonction du dropback
Afin d’e´tablir un lien entre le de´passement et le dropback, nous e´limininons le parame`tre
Tθ en inse´rant le dropback dans les formules du de´passement a` l’aide de l’e´quation (3.71) 7.
– Pour 0 < ζsp < 1
D = e
−
ζsp
￿
π
2
+ φ
￿
￿
1− ζ2sp ￿￿1 + 2ζspωspDrb+ ω2spDrb2￿ (3.76)
7. La valeur en re´gime permanent est bien entendu qss = 1.
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avec
φ = arctan
1− 2ζ2sp − ζspωspDrb
(ωspDrb+ 2ζsp)
￿
1− ζ2sp
(3.77)
Si l’on impose Drb = 0, le de´passement n’est alors plus fonction de ωsp mais seulement
de ζsp, comme pour un deuxie`me ordre standard. Dans ce cas-la`, en utilisant les relations
trigonome´triques pour simplifier l’expression, le de´passement vaut :
D = e
−
ζsp
￿
π − arccos(1− 2ζ2sp)
￿
￿
1− ζ2sp (3.78)
– Pour ζsp = 1
D = (ωspDrb+ 1)e
−ωspDrb+ 2
ωspDrb+ 1 (3.79)
Pour le cas particulier Drb = 0, on a :
D = e−2 ≈ 0.1353 (3.80)
– Pour ζsp > 1
D =
￿
1−(ωspDrb+2ζsp)(ζsp+
√
ζ2sp−1)
1−(ωspDrb+2ζsp)(ζsp−
√
ζ2sp−1)
￿− ζsp
2
￿
ζ2sp − 1￿￿1 + 2ζspωspDrb+ ω2spDrb2￿
(3.81)
Enfin si Drb = 0 , le de´passement n’est plus fonction de ωsp mais seulement de ζsp, comme
pour le cas pre´ce´dent. Dans ce cas-la`, le de´passement vaut :
D =
￿
1− 2ζ2sp + ζsp
￿
ζ2sp − 1)
￿− ζsp￿ζ2sp − 1 (3.82)
• Re´capitulatif et analyse
Le tableau 3.11 rassemble les diﬀe´rentes formules obtenues pour le de´passement.
La figure 3.23 pre´sente le de´passement correspondant a` un dropback nul pour des valeurs
de ζsp comprise entre 0 et 2. Si l’on se restreint a` un amortissement ζsp infe´rieur a` 1, on
peut de´duire que dans le cas du mode`le standard (Eq. 3.69), pour un dropback meˆme nul,
le de´passement est au minimum de 13.5%
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Tableau 3.11 Formules relatives au lien entre de´passement D et dropback Drb
D = f(ζsp,ωsp, Tθ) D = f(ζsp,ωsp, Drb) D pour Drb = 0
0 < ζsp < 1 E´q. 3.72 E´q. 3.76 E´q. 3.78
ζsp = 1 E´q. 3.74 E´q. 3.79 E´q. 3.80
ζsp > 1 E´q. 3.75 E´q. 3.81 E´q. 3.82
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Figure 3.23 Pourcentage de de´passement en fonction de ζsp pour Drb = 0
La figure 3.24 rassemble des surfaces de meˆme dropback (Drb = {0, 0.1, 0.2, 0.3}) en fonc-
tion de ζsp et ωsp. La surface de dropback nul est en dessous des trois autres. Pour des
valeurs de dropback supe´rieures a` 0, le de´passement sera ainsi toujours plus grand que le
de´passement ne´cessaire pour avoir un dropback nul. D’ailleurs, si l’on se restreint encore
a` un amortissement infe´rieur a` 1, on peut conclure que dans le cas du mode`le standard,
pour avoir un dropback positif, le de´passement doit eˆtre au minimum de 13.5% et ce, peu
importe ωsp.
Si l’on conside`re de plus l’eﬀet du retard τ sur notre mode`le standard, on diminue la
valeur du dropback tout en laissant le de´passement intact. Il faut donc un de´passement plus
important pour compenser l’eﬀet inde´sirable du retard si l’on veut conserver la valeur du
dropback sans retard.
Conclusion
Nous avons pu comple´ter dans ce chapitre les connaissances disponibles sur le dropback en
e´tablissant plusieurs formules the´oriques permettant de l’exprimer en fonction des parame`tres du
syste`me. Ces formules se sont montre´es utiles pour exprimer le dropback en fonction des gains d’un
controˆleur et ce, sans aucune restriction sur l’ordre du syste`me ou l’architecture du controˆleur. Sur
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Figure 3.24 Pourcentage de de´passement en fonction de ζsp et ωsp pour Drb = {0, 0.1, 0.2, 0.3}
un mode`le standard de l’avion, nous avons pu ensuite quantifier de fac¸on analytique le lien entre
un dropback positif (ce qui est conseille´ en ge´ne´ral) et le de´passement ne´cessaire sur la re´ponse en
q(t) ; l’un ne va pas sans l’autre.
3.3 Confrontation des crite`res sur un mode`le standard
Nous allons a` pre´sent confronter les diﬀe´rents crite`res du cahier des charges (Tab. 3.10) sur le
mode`le standard de´fini auparavant (Eq. 3.69). Les diﬀe´rents crite`res permettent en eﬀet d’e´tablir
des conditions sur chacun des parame`tres. Si certains crite`res peuvent s’exprimer explicitement en
fonction des inconnus (e.g. amortissement, dropback, CAP, de´passement...), d’autres ne le peuvent
pas (e.g. bandes passantes, retard de phase...). Cette e´tude nous servira ainsi a` de´terminer parmi les
crite`res ceux qui seraient e´ventuellement pre´ponde´rants et qui, une fois satisfaits, permettraient de
satisfaire automatiquement d’autres crite`res. Nous de´buterons par les crite`res temporels et modaux
et continuerons sur les crite`res fre´quentiels ; nous concluerons quant aux crite`res a` privile´gier.
Nous rappelons que le mode`le standard de l’avion est choisi sous la forme 8 :
F (s) =
q
δref
=
ω2sp(1 + Tθs)e−τs
s2 + 2ζspωsps+ ω2sp
(3.83)
Les crite`res fre´quentiels sont calcule´s sur la fonction de transfert θ/δref :
G(s) =
θ
δref
=
ω2sp(1 + Tθs)e−τs
s(s2 + 2ζspωsps+ ω2sp)
(3.84)
8. En supposant que les 2 poˆles et le ze´ro sont dans le demi-plan gauche
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3.3.1 Les crite`res modaux et temporels
Nous allons dans un premier temps confronter les crite`res modaux et temporels sur notre mode`le
standard. Ils ont l’avantage de pouvoir eˆtre exprime´s de fac¸on relativement simple en fonction des
parame`tres du mode`le.
￿ Traduction en fonction des parame`tres
Le crite`re sur l’amortissement du mode short period donne directement une contrainte sur le
parame`tre ζsp. Quant au dropback, les formules (3.24) et (3.26) donnent directement :
Drb = Tθ − 2ζspωsp − τ (3.85)
Parmi tous les crite`res, seul le CAP fait intervenir un parame`tre supple´mentaire qui est la
vitesse de croisie`re de l’avion V0. Pour le mode`le standard, celui-ci est donne´ par :
CAP =
ω2sp
V0
g
1
Tθ
(3.86)
Comme dans l’enveloppe de vol (Fig. 2.9), le nombre de Mach est compris entre 0.25 et 0.88,
nous conside´rerons que la vitesse V0 est comprise 9 entre 85 et 300m/s.
Pour un syste`me du deuxie`me ordre standard sans ze´ro, le temps de re´ponse a` 5% est ap-
proximativement donne´ par 10 :
Tr ≈ 3
ζspωsp
(0 < ζsp ≤ 0.69) (3.87)
Tr ≈ 6.6ζsp − 1.94
ωsp
(ζsp ≥ 0.69). (3.88)
Pour tenir compte de l’ajout d’un ze´ro, les coeﬃcients de ces approximations sont modifie´s en
conse´quence. En pre´sence d’un retard pur, on remplace simplement Tr par Tr − τ .
￿ Trace´ des crite`res
Nous allons donc confronter ces 4 premiers crite`res dans l’espace des parame`tres (ζsp,ωsp, Tθ).
Nous supposons dans un premier temps que τ = 0. Pour 4 valeurs de Tθ = {0.1, 0.5, 1, 1.5},
nous trac¸ons dans le plan (ζsp,ωsp) les 4 contraintes (Figure 3.25). La zone fonce´e repre´sente la
satisfaction des crite`res avec un dropback ide´al et la zone claire la satisfaction des crite`res avec
les limites exige´es pour le dropback. De plus comme le CAP de´pend de la vitesse, nous avons
9. En prenant a = 340m/s pour la vitesse du son. Cela demeure un encadrement grossier car la vitesse du son
diminue avec l’altitude.
10. Les formules donne´es dans (Kuo et Golnaraghi, 2010) n’ont pas e´te´ juge´es satisfaisantes ; d’autres approximations
sont propose´es ici.
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trace´ deux se´ries de graphes pour les vitesses minimale (Figs 3.25(a),(c),(e),(g)) et maximale
(Figs 3.25(b),(d),(f),(h)).
Au vu de ces graphes, nous pouvons formuler les remarques suivantes :
• Quand Tθ augmente, la zone admissible (ζsp,ωsp) diminue ; cela est principalement relie´ au
dropback. Pour Tθ = 1.5, on peut voir sur les figures 3.25(g)-(h) que la zone est de´ja` tre`s
restreinte. Au-dela` de Tθ = 2.5, il n’y a plus de zone admissible. 11.
• Pour de faibles valeurs de Tθ, meˆme si la zone admissible est grande, cela ne´cessite de fortes
valeurs de ωsp a` haute vitesse. Nous limiterons de meˆme la valeur minimale de Tθ a` 0.1.
D’ailleurs satisfaire le dropback au niveau ide´al, ne´cessite des valeurs de ωsp d’autant plus
fortes.
• Les zones admissibles augmentent avec la vitesse V0. Le CAP e´tant le seul crite`re de´pen-
dant de la vitesse, on voit qu’avec une augmentation de V0, les zones admissibles deviennent
plus grandes. Ne´anmoins la limite haute du crite`re tend a` agrandir la zone vers de grandes
valeurs de ωsp ce qui n’est pas force´ment utile puisque l’on cherche a` demeurer proche des
pulsations naturelles de l’avion (1 ≤ ωsp ≤ 10). On peut aussi remarquer qu’a` faible vitesse
le CAP n’est pas un crite`re dominant. En eﬀet la limite basse du CAP est automatiquement
satisfaite de`s que le dropback et le temps de re´ponse sont assure´s. Si l’on augmente V0, la
limite basse du CAP vient nuancer le´ge`rement cette conclusion.
• Il est possible de choisir des valeurs de parame`tres uniques qui satisfassent toutes les
contraintes, notamment celle du CAP, et ce peu importe la vitesse V0, e.g. (ζsp,ωsp, Tθ) =
(0.7, 4, 0.5)
Nous pouvons alors en de´duire les guides suivants, valables pour notre cahier des charges et
notre mode`le standard :
Guideline 4 : Il est conseille´ d’avoir 0.1 < Tθ < 1.5 ; pour des valeurs
plus faibles de Tθ, on a recours a` des valeurs de ωsp trop importantes
pour satisfaire les crite`res et pour des valeurs plus fortes de Tθ,
les crite`res de dropback et de temps de re´ponse sont diﬃcilement
satisfaisables simultane´ment.
11. Cela correspond a` l’intersection entre la contrainte sur la partie re´elle des poˆles et la contrainte de dropback a`
0.5
112
0 0.5 1 1.5 2 2.5
0
5
10
15
20
25
30
35
?sp
?
sp
0 0.5 1 1.5 2 2.5
0
5
10
15
20
25
30
35
?sp
?
sp
(a) Tθ = 0.1, V0 = 85m/s (b) Tθ = 0.1, V0 = 300m/s
0 0.5 1 1.5 2 2.5
0
2
4
6
8
10
12
14
16
?sp
?
sp
0 0.5 1 1.5 2 2.5
0
2
4
6
8
10
12
14
16
?sp
?
sp
(c) Tθ = 0.5, V0 = 85m/s (d) Tθ = 0.5, V0 = 300m/s
0 0.5 1 1.5 2 2.5
0
2
4
6
8
10
12
?sp
?
sp
0 0.5 1 1.5 2 2.5
0
2
4
6
8
10
12
?sp
?
sp
(e) Tθ = 1.0, V0 = 85m/s (f) Tθ = 1.0, V0 = 300m/s
0 0.5 1 1.5 2 2.5
0
1
2
3
4
5
6
7
8
9
10
?sp
?
sp
0 0.5 1 1.5 2 2.5
0
1
2
3
4
5
6
7
8
9
10
?sp
?
sp
(g) Tθ = 1.5, V0 = 85m/s (h) Tθ = 1.5, V0 = 300m/s
Figure 3.25 Trace´ des contraintes pour Tθ = {0.1, 0.5, 1.0, 1.5} et V0 = {85, 300}
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Guideline 5 : A` basse vitesse, les crite`res pre´ponde´rants sont ceux
de dropback, de temps de re´ponse et d’amortissement. Quand la
vitesse augmente, il faut tenir compte graduellement du crite`re de
CAP. Si besoin, il peut eˆtre satisfait en augmentant la pulsation ωsp.
￿ Eﬀet d’un retard pur
L’ajout d’un retard pur τ influence essentiellement le crite`re du dropback et celui du temps de
re´ponse. En eﬀet si on se fie a` la de´finition du CAP, c’est le rapport de l’acce´le´ration initiale
en tangage ressentie par le pilote sur la variation finale d’acce´le´ration normale. La pre´sence du
retard pur ne fait que retarder la re´ponse du syste`me d’un certain temps τ mais l’acce´le´ration
initiale en tangage ressentie sera relativement la meˆme donc le CAP n’est pas fondamentale-
ment modifie´.
La figure 3.26 montre l’eﬀet d’un retard pur de 0.2 s sur le crite`re portant sur la partie re´elle
des poˆles (courbes vertes) et sur le dropback (courbes bleues). En ce qui concerne la partie
re´elle des poˆles, le retard pur diminue le´ge`rement la zone admissible. En revanche, l’eﬀet est
plus net sur le dropback avec une augmentation de la pente de la droite.
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Figure 3.26 Eﬀet du retard pur sur le dropback et le temps de re´ponse (Tθ = 0.5)
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Exemple 3.3.1. Soit le triplet (ζsp,ωsp, Tθ) = (0.7, 4, 0.35) de´crivant un mode`le approxime´
de notre appareil sans retard pur avec un dropback nul. On suppose a` pre´sent un retard pur
de τ = 0.5 ; le dropback vaut alors −0.5 d’apre`s les formules e´tablies. 12. En augmentant Tθ a`
0.85, on peut retrouver un dropback nul. Cela s’accompagne d’un de´passement plus important
comme illustre´ sur la figure 3.3.1 (courbe rouge).
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Figure 3.27 Eﬀet du retard pur sur le dropback et compensation
Guideline 6 : Le retard pur diminue de fac¸on significative le drop-
back et le temps de re´ponse. Le dropback peut alors eˆtre compense´
avantageusement en augmentant Tθ, ou d’une fac¸on moins eﬃcace
en diminuant ζsp ou en augmentant ωsp.
Nous avons pu ainsi confronter dans cette section les zones admissibles (ζsp,ωsp, Tθ) satisfaisant
les 4 premiers crite`res du tableau 3.10 pour mettre en e´vidence comment e´voluer la dominance
de ces crite`res. L’influence du retard pur τ sur ces contraintes a aussi e´te´ mis en e´vidence.
12. On prend un retard pur assez important pour bien illustrer le propos. Dans la suite, nous limiterons le retard
pur a` 0.15 s.
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3.3.2 E´tude des crite`res fre´quentiels
Nous nous penchons maintenant sur les crite`res fre´quentiels : la bande passante ωBWθ , le retard
de phase τp et le taux de phase moyen τG. Notre but est de montrer qu’en satisfaisant les 4 premiers
crite`res du tableau 3.10, nous remplissons aussi ces contraintes dans une certaine mesure. Nous
avons vu dans la section 3.1.6 l’e´quivalence entre τp et τG ; nous n’e´tudierons dans la suite que τp.
Apre`s des calculs pre´liminaires, l’e´tude sera d’abord mene´e sans retard pur et ensuite avec retard
pur afin de montrer la de´te´rioration des crite`res fre´quentiels.
￿ Calculs pre´liminaires
Pour de´terminer les bandes passantes et le retard de phase, il nous faut calculer les pulsations
ou` le de´phasage de G(s) vaut respectivement −135˚ et −180˚ , soit de fac¸on e´quivalente les
pulsations ou` le de´phasage de F (s) = sG(s) vaut −45˚ et −90˚ (Fig. 3.28).
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Figure 3.28 Diagrammes de Bode de θ/δref et q/δref .
En l’absence de retard pur τ , la phase du syste`me G(s) est comprise entre −270˚ et +0˚ (entre
−180˚ et +90˚ pour le syste`me F (s)). Nous verrons cependant que le syste`me G(s) ne peut
de´phaser en dec¸a` de −180˚ que sous certaines conditions. En revanche de`s que τ > 0, le pro-
ble`me ne se pose plus et on peut toujours de´finir ω−180˚ (Fig. 3.29).
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Figure 3.29 Diagrammes de Bode de θ/δref avec et sans retard.
Comme les phases d’inte´reˆt de F (s) sont −45˚ et −90˚ , l’angle de phase ϕ est alors donne´
par 13 :
∠F (jω) = ϕ = −τω + arctan
￿
(ω2sp − ω2)Tθω − 2ζspωspω
ω2sp − ω2 + 2ζspTθωspω2
￿
(3.89)
Soit :
tan (ϕ+ τω) =
(ω2sp − ω2)Tθω − 2ζspωspω
ω2sp − ω2 + 2ζspTθωspω2
(3.90)
Ce qui nous conduit a` re´soudre (Eq. 3.91) afin de de´terminer la pulsation ω pour laquelle la
phase ϕ.
Tθω3 + tan (ϕ+ τω) (2ζspTθωsp − 1)ω2 + (2ζspωsp − Tθω2sp)ω + ω2sp tan (ϕ+ τω) = 0 (3.91)
Pour ϕ fixe´, re´soudre analytiquement une telle e´quation en ω est hors de notre porte´e. 14 De´-
pendamment des valeurs des parame`tres (que l’on suppose tous positifs), cette e´quation peut
avoir une ou trois solutions re´elles (mais au moins une toujours positive).
Nous supposerons par la suite que 0 ≤ ζsp ≤ 1 afin d’avoir une seule solution ω positive (avec
13. Le lecteur trouvera le de´tail des calculs dans l’Annexe B.2
14. A` la rigueur, on pourrait supposer τ
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ou sans retard pur). En eﬀet, de`s que ζsp ≥ 1, on a deux poˆles re´els et de´pendamment de
la position du ze´ro, on peut avoir plusieurs pulsations avec un meˆme de´phasage. On illustre
sur la figure 3.30 diﬀe´rents cas possibles. Le cas 1 repre´sente le cas classique ou` le syste`me ne
de´phase pas au-dela` de −90˚ . Le cas 2 est un cas particulier que nous verrons dans la section
3.3.2 ou` le syste`me de´phase de plus −90˚ et enfin le cas 3 repre´sente le cas de deux poˆles re´els
avec 3 pulsations possibles donnant une phase de −45˚ .
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Figure 3.30 Diagrammes de Bode de q/δref pour diﬀe´rents cas.
Si on ne peut re´soudre explicitement ces e´quations en ω, on peut en revanche raisonner a`
l’inverse. Les crite`res imposent des valeurs minimales de pulsation pour certaines valeurs de
la phase. Si l’on note ω0 la pulsation pour laquelle la phase vaut ϕ0, on peut exprimer la
pulsation naturelle ωsp en fonction des autres parame`tres. L’e´quation (3.91) est maintenant
une e´quation d’ordre 2 en ωsp :
(tan (ϕ0 + τω0)− Tθω0)ω2sp + 2ζspω0(Tθω0 tan (ϕ0 + τω0) + 1)ωsp
+ω20(Tθω0 − tan (ϕ0 + τω0)) = 0 (3.92)
La solution positive est alors :
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ωsp = ω0
￿
X +
√
X2 + 1
￿
(3.93)
avec
X = ζsp
Tθω0 tan (ϕ0 + τω0) + 1
Tθω0 − tan (ϕ0 + τω0) (3.94)
Finalement pour nos deux cas particuliers ϕ0 = −45˚ et ϕ0 = −90˚ , on a respectivement :
X−45˚ = ζsp
tan τω0(Tθω0 + 1)− (Tθω0 − 1)
tan τω0(Tθω0 − 1) + (Tθω0 + 1) (3.95)
et
X−90˚ = ζsp
tan τω0 − Tθω0
Tθω0 tan τω0 + 1
(3.96)
Ces calculs permettent ainsi d’exprimer de fac¸on analytique ωsp en fonction des autres para-
me`tres ζsp et Tθ pour les phases d’inte´reˆt.Les expressions obtenues vont nous permettre de
de´terminer dans l’espace des parame`tres les re´gions assurant une pulsation minimale ω0 pour
des de´phasages de −45˚ et −90˚ .
￿ Mode`le standard sans retard pur
Nous supposons dans cette section qu’il n’y a pas de retard dans le mode`le standard (τ = 0).
• E´tude sur ωBWphase
Comme dit pre´ce´demment, la bande passante en phase ωBWphase est la pulsation pour la-
quelle la phase de q/δref vaut −45˚ . En se re´fe´rant a` (3.93) et (3.95), pour τ = 0, l’expression
de ωsp est :
ωsp = ω0
ζsp 1− Tθω01 + Tθω0 +
￿￿
ζsp
1− Tθω0
1 + Tθω0
￿2
+ 1
 (3.97)
La pulsation ω0 est la pulsation pour laquelle la phase de q/δref est de −45˚ . La valeur mini-
male souhaite´e de ωBWphase est 1.4 rad/s. La figure 3.31 montre alors la surface constitue´e des
triplets (ωsp, ζsp, Tθ) qui assurent exactement une bande passante ωBWphase = ω0 = 1.4 rad/s.
Tout triplet choisi au-dessus de cette surface donne une bande passante en phase plus grande.
Nous avons de´libe´remment choisi Tθ infe´rieur a` 2.5 en accord avec les re´sultats de la section
3.3.1
Pour quatre valeurs de Tθ = {0.1, 0.5, 1.0, 1.5}, nous avons trace´ dans le plan (ζsp,ωsp) les
courbes assurant une bande passante en phase de 1.4 rad/s ainsi que celles correspondant
aux crite`res de dropback, d’amortissement et de temps de re´ponse (partie re´elle des poˆles).
On peut observer que pour les quatre valeurs de Tθ conside´re´es, les re´gions satisfaisant le
dropback, l’amortissement et le temps de re´ponse sont comple`tement incluses dans la re´gion
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Figure 3.31 Surface de parame`tres assurant ωBWphase = 1.4 rad/s.
satisfaisant le crite`re de bande passante en phase. Ceci nous permet d’e´tablir la conclusion
suivante :
Guideline 7 : Pour notre cahier des charges et pour le mode`le stan-
dard sans retard pur, satisfaire le dropback, l’amortissement et le
temps de re´ponse permet d’assurer automatiquement une bande
passante en phase supe´rieure a` 1.4 rad/s
• E´tude sur ω−180˚ , τp et ωBWgain
– Pulsation critique ω−180˚
Les grandeurs ωBWgain et τp ne sont de´finies que quand le transfert θ/δref parvient a`
de´phaser de −180˚ , soit q/δref de´phasant de −90˚ (Cas 2 sur la figure 3.30). Sans la
pre´sence d’un retard pur, nous ne sommes pas toujours garantis de pouvoir de´finir ω−180˚ .
Pour avoir un de´phasage de −90˚ , la partie re´elle de F (jω) doit eˆtre nulle et la partie
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Figure 3.32 Satisfaction de ωBWphase versus les autres crite`res
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imaginaire ne´gative. Soit :
ω2sp − ω2 + 2ζspTθωspω2 = 0 (3.98)
(ω2sp − ω2)Tθω − 2ζspωspω < 0 (3.99)
D’ou`, si 1− 2ζspTθωsp > 0,
ω−180˚ =
ωsp￿
1− 2ζspTθωsp
(3.100)
L’ine´galite´ (3.99) est alors automatiquement ve´rifie´e pour ω = ω−180˚ . Le transfert θ/δref
parvient donc a` de´phaser a` −180˚ a` une pulsation finie ω−180˚ si − 1Tθ < −2ζspωsp. Au-
trement dit, si le ze´ro est au moins deux fois plus ne´gatif que la partie re´elle des poˆles
complexes. La figure 3.33 repre´sente la surface de parame`tres assurant une pulsation cri-
tique ω−180˚ = 3 rad/s pour Tθ < 0.5.
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Figure 3.33 Surface de parame`tres assurant ω−180˚ = 3 rad/s.
– Bande passante en gain ωBWgain
La bande passante en gain ωBWgain est de´finie comme e´tant la pulsation ou` le syste`me
G(s) regagne 6 dB par rapport au gain ou` la phase vaut −180˚ (soit la pulsation ou` le
gain est double´). Il faut donc re´soudre :
|G(jω)| = 2|G(jω−180˚ )| (3.101)
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Apre`s calculs, on a :
|G(jω−180˚ )| =
1− 2ζspTθωsp
2ζspωsp
(3.102)
Ce qui nous me`ne finalement a` une e´quation d’ordre 6 en ω :
(1− 2ζspTθωsp)2ω6 − 2ω2sp(1− 2ζ2sp)(1− 2ζspTθωsp)2ω4+
+ω4sp(1− ζspTθωsp)(1− 3ζspTθωsp)ω2 − ω6spζ2sp = 0 (3.103)
Si l’on fixe une fois de plus la valeur de ω = ω0, on peut obtenir une e´quation d’ordre 6
en ωsp
ζ2sp(3ω
2
0T
2
θ − 1)ω6sp − (4ω20ζspTθ)ω5sp + ω20(1− 8ζ2spT 2θ ω20 + 16ζ4spT 2θ ω20)ω4sp+
+8ω40ζspTθ(1− 2ζ2sp)ω3sp − 2ω40(1− 2ζ2sp − 2ζ2spT 2θ ω20)ω2sp−
−(4ω60ζspTθ)ωsp + ω60 = 0 (3.104)
Contrairement a` ce que l’on pouvait faire pre´ce´demment, on ne peut exprimer explici-
tement ωsp en fonction des autres parame`tres. Nous avons cependant trace´ sur la figure
3.34 la surface de parame`tres assurant une bande passante en gain ωBWgain = 1.4 rad/s
en re´solvant l’e´quation (3.104) pour ω0 = 1.4 et sur un e´chantillonnage de valeurs (Tθ, ζsp).
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Figure 3.34 Surface de parame`tres assurant ωBWgain = 1.4 rad/s.
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– Retard de phase τp
Selon la de´finition du retard de phase, il faut dans un premier temps calculer la phase a`
2ω−180˚ . Soit :
∠F (2jω−180˚ ) = −
3π
2
+ arctan
￿
2(ω2sp − 4ω2−180˚ )Tθω−180˚ − 4ζspωspω−180˚
ω2sp − 4ω2−180˚ + 8ζspTθωspω2−180˚
￿
(3.105)
Si nous remplac¸ions ω−180˚ par son expression en fonction des parame`tres, l’expression ne
serait pas ve´ritablement simplifie´e. Cela nous conduit finalement a` l’expression du retard
de phase :
τp =
−π − ∠F (2jω−180˚ )
2ω−180˚
(3.106)
τp =
1
2ω−180˚
￿
arctan
￿
ω2sp − 4ω2−180˚ + 8ζspTθωspω2−180˚
2(ω2sp − 4ω2−180˚ )Tθω−180˚ − 4ζspωspω−180˚
￿￿
(3.107)
Comme pre´ce´demment, nous avons trace´ sur la figure 3.35, pour Tθ = {0.1, 0.2, 0.3, 0.4},
les re´gions satisfaisant les contraintes d’amortissement, de dropback (ide´al et exige´) et
de temps de re´ponse ainsi que celles relatives a` la bande passante en gain, au retard de
phase et a` la pulsation critique. En ce qui concerne le retard de phase, pour une valeur de
Tθ fixe´e, nous avons trace´ dans le plan (ζsp,ωsp) les lignes de niveau de τp valant 0.14 et
0.20, correspondant respectivement aux valeurs ide´ale et exige´e du retard de phase pour
eˆtre de niveau 1.
Pour les 4 valeurs de Tθ conside´re´es, satisfaire les 4 premiers crite`res de notre cahier des
charges en prenant un dropback au niveau ide´al (0 ≤ Drb ≤ 0.3) assurent de remplir les
crite`res de bande passante, de retard de phase et de pulsation critique ω−180˚ . Une e´tude
plus exhaustive pour des valeurs de Tθ supple´mentaires va dans le meˆme sens. Quand
on satisfait le dropback au niveau exige´ (−0.2 ≤ Drb ≤ 0.5), la frontie`re de dropback
ne´gative vient le´ge`rement transgresser la limite de´finie par la pulsation critique ω−180˚ .
On valide ainsi notre guideline suivant :
Guideline 8 : Pour notre cahier des charges et pour le mode`le stan-
dard sans retard pur, assurer le dropback positif, l’amortissement et
le temps de re´ponse permet d’assurer automatiquement de satisfaire
les crite`res de bande passante en gain, de pulsation critique ω−180˚
et de retard de phase.
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Figure 3.35 Trace´ des contraintes pour Tθ = {0.1, 0.2, 0.3, 0.4}
Il nous reste a` pre´sent a` ve´rifier la validite´ de ces conclusions sur notre mode`le standard
avec retard pur.
￿ Rajout du retard pur τ
Le retard pur est cense´ grossie`rement mode´liser les dynamiques haute-fre´quence ne´glige´es et
d’autres retards de diﬀe´rentes natures (ae´rodynamiques, nume´riques...). Intuitivement, si l’on
rajoute un retard pur au standard, on ne peut gue`re espe´rer ame´liorer la satisfaction des qua-
lite´s de manœuvrabilite´. Par exemple, on diminue automatiquement la valeur du dropback
(Exemple 3.3.1). Nous avons vu que de´pendamment du placement relatif du ze´ro (−1/Tθ) par
rapport aux poˆles, notre mode`le standard peut ne pas de´phaser au-dela` de -180˚ ; l’ajout du
retard pur va permettre de “gommer” ce de´faut et nous serons toujours en mesure de calculer
la bande passante en gain ainsi que le retard de phase. Ne´anmoins, nous montrerons qu’une
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augmentation du retard est synonyme de diminution de la bande passante et d’augmentation
du retard de phase. Pour cette e´tude, nous conside´rons un retard pur maximum τ de 0.15 s
car comme nous le verrons, pour des valeurs supe´rieures, on ne peut plus satisfaire le crite`re
du retard de phase.
• Eﬀet sur ωBWphase
S’il ne modifie pas le gain de la fonction de transfert, le retard pur apporte en revanche
un de´phasage qui croˆıt line´airement avec la pulsation −τω. La bande passante de´finie par
ωBWphase est la pulsation pour laquelle la phase vaut −135˚ . Notons ω−135˚ cette pulsation
pour le syste`me sans retard pur et ω(τ)−135˚ celle pour le syste`me avec retard. Dans le cas du
mode`le standard, la phase est de´croissante autour de −135˚ , donc rajouter le retard pur va
faire diminuer la phase d’autant plus rapidement et nous aurons ainsi :
ω(τ)−135˚ < ω−135˚ (3.108)
faisaint ainsi diminuer la valeur de la bande passante ωBWphase . De la meˆme fac¸on, plus
grand sera τ , plus rapide sera la de´croissance de la phase et ainsi :
0 < τ1 < τ2 ⇒ ω(τ2)−135˚ < ω
(τ1)
−135˚ < ω−135˚ (3.109)
Il s’agit a` pre´sent de tenir compte du retard pur dans la formule relative a` la bande pas-
sante en phase. En reprenant les e´quations (3.93) et (3.95), on a trace´ sur la figure 3.36
les courbes assurant une bande passante en phase de 1.4 rad/s pour Tθ = {0.5, 1.5} et
diﬀe´rentes valeurs de retard pur τ = {0, 0.05, 0.10, 0.15}. La re´gion situe´e au-dessus des
courbes satisfait ωBWphase > 1.4. On voit donc bien que l’augmentation du retard pur di-
minue l’espace admissible. En revanche, augmenter la valeur de Tθ permet d’abaisser les
courbes et d’augmenter ainsi le domaine.
Guideline 9 : L’augmentation du retard pur diminue la bande pas-
sante en phase ωBWphase ainsi que le domaine admissible dans l’espace
des parame`tres. Augmenter Tθ permet d’ame´liorer ωBWphase .
• Eﬀet sur ω−180˚ et τp
La pre´sence du retard pur permet a` F (s) de de´phaser au-dela` de −180˚ et donc de de´finir
ω−180˚ pour tout ζsp, ωsp, Tθ et τ . Par un raisonnement analogue a` celui fait pour ωBWphase ,
l’augmentation du retard pur sur le mode`le standard fait diminuer la pulsation critique
ω−180˚ .
Quant au retard de phase, le de´phasage apporte´ par le retard pur vient se rajouter au
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Figure 3.36 Influence du retard pur τ sur ωBWphase pour Tθ = {0.5, 1.5}
de´phasage du syste`me sans retard pur. La variation de phase de ω−180˚ a` 2ω−180˚ est la
somme de la variation de phase duˆ au retard pur additionne´e de celle du syste`me sans
retard. Ainsi la contribution τ ￿p du retard pur au retard de phase est donne´e par :
τ ￿p =
(−τω−180˚ )− (−2τω−180˚ )
2ω−180˚
=
τω−180˚
2ω−180˚
=
τ
2
(3.110)
Nous ne pouvons cependant strictement aﬃrmer que le retard de phase sera alors au mini-
mum de τ2 . En eﬀet de´pendamment de Tθ, ζsp et ωsp, la variation de phase ∆Φ˚ du mode`le
standard sans retard pur pourrait eˆtre ne´gative entre ω−180˚ et 2ω−180˚ . Ne´anmoins nous
supposerons dans la suite que ce n’est pas le cas et que le retard de phase a donc une valeur
minimale de τ2 . De`s lors il est inutile d’espe´rer que le retard de phase soit satisfait sur un
mode`le standard avec un retard pur plus grand que 0.28 s puisque le retard de phase serait
au minimum de 0.14, rendant ainsi la satisfaction ide´ale du crite`re impossible et cela sans
compter la contribution du mode`le sans retard pur. Nous limiterons par la suite notre e´tude
a` un retard pur infe´rieur a` 0.15 s. Au-dela`, le candidat s’est rendu compte qu’il devient
diﬃcile de satisfaire toutes les qualite´s de manœuvrabilite´s.
Guideline 10 : Il est impossible de satisfaire le crite`re de retard de
phase au niveau ide´al si le retard pur est supe´rieur a` 0.28 s et au
niveau exige´ si le retard pur est supe´rieur a` 0.4 s
En utilisant les e´quations (3.93) et (3.96), on a trace´ sur la figure 3.37 les courbes assurant
une pulsation critique ω−180˚ de 3 rad/s pour Tθ = {0.5, 1.5} et diﬀe´rentes valeurs de retard
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pur τ = {0, 0.05, 0.10, 0.15}. Les conclusions sont semblables a` l’e´tude faite pour la bande
passante en phase :
Guideline 11 : L’augmentation du retard pur diminue la pulsation
critique ω−180˚ ainsi que le domaine admissible dans l’espace des
parame`tres. Augmenter Tθ permet d’ame´liorer ω−180˚ .
En revanche, comme on ne peut exprimer de fac¸on explicite ω−180˚ en fonction des para-
me`tres τ , Tθ, ζsp et ωsp, il n’est de`s lors plus possible d’obtenir de formulations pour τp et
ωBWgain . On estime alors nume´riquement la valeur de ω−180˚ sur une grille de valeurs des
parame`tres pour de´terminer ensuite les valeurs de τp et ωBWgain . On trace ensuite les lignes
de niveau qui nous inte´ressent pour de´terminer les domaines admissibles.
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Figure 3.37 Influence du retard pur τ sur ω−180˚ pour Tθ = {0.5, 1.5}
La figure 3.38 illustre de la meˆme fac¸on l’influence du retard pur sur le retard de phase. Les
courbes trace´es correspondent a` un retard de phase de 0.14 s. Les conclusions sont une fois
de plus similaires aux pre´ce´dentes :
Guideline 12 : L’augmentation du retard pur diminue le retard de
phase τp ainsi que le domaine admissible dans l’espace des para-
me`tres. Augmenter Tθ permet d’ame´liorer τp.
• Eﬀet sur ωBWgain
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Figure 3.38 Influence du retard pur τ sur τp pour Tθ = {0.5, 1.5}
Le retard pur ne modifie par le gain du mode`le standard et comme dit pre´ce´demment
une augmentation du retard pur diminue la pulsation critique ω−180˚ . Pour notre mode`le
standard, il est le´gitime de penser que le gain est de´croissant autour de ω−180˚ et donc qu’en
cherchant la pulsation ou` le syste`me regagne 6 dB, on ait :
ωBWgain < ω−180˚ (3.111)
De la meˆme fac¸on, en augmentant τ , on aurait :
τ1 < τ2 ⇒ ω(τ2)−180˚ < ω
(τ1)
−180˚ ⇒ ω
(τ2)
BWgain
< ω(τ1)BWgain (3.112)
faisant ainsi une nouvelle fois diminuer la bande passante.
La figure 3.39 montre l’influence du retard pur τ sur ωBWgain . Les conclusions sont encore
similaires aux pre´ce´dentes quant a` la diminution de la zone admissible quand τ augmente.
En revanche une augmenation de Tθ n’a plus force´ment un eﬀet be´ne´fique sur l’augmenta-
tion du domaine. On peut d’ores et de´ja` remarquer que le crite`re en question vient limiter
beaucoup plus drastiquement le domaine.
Guideline 13 : L’augmentation du retard pur diminue la bande pas-
sante en gain ωBWgain ainsi que le domaine admissible dans l’espace
des parame`tres.
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Figure 3.39 Influence du retard pur τ sur ωBWgain pour Tθ = {0.5, 1.5}
Bilan
Si l’on dresse finalement un bilan de l’influence du retard pur, on peut remarquer que
par rapport au mode`le standard sans retard pur, l’ajout du retard ne peut avoir, en re`gle
ge´ne´rale (et sauf cas particuliers) qu’un eﬀet ne´faste :
– en diminuant la pulsation critique ω−180˚
– en diminuant la bande passante ωBWθ (compose´e de ωBWphase et ωBWgain)
– en augmentant le retard de phase τp.
￿ Confrontation des qualite´s de manœuvrabilite´ pour un retard τ = 0.15,
Comme tous les crite`res fre´quentiels se de´gradent avec une augmentation du retard pur,
nous allons tracer a` titre d’exemple les qualite´s de manœuvrabilite´ pour un retard pur maxi-
mum τ = 0.15. La figure 3.40 repre´sente le trace´ des contraintes pour des valeurs de Tθ =
{0.1, 0.2, 0.4, 0.5, 1.0, 1.5}. En plus des crite`res de dropback, de temps de re´ponse et d’amor-
tissement, y sont repre´sente´es les courbes assurant une bande passante de 1.4 rad/s, la courbe
de pulsation critique 3.0 rad/s ainsi que les courbes correspondant a` des retards de phase de
0.14 et 0.2 s. Comme auparavant la zone fonce´e correspond a` une satisfaction des crite`res avec
un dropback ide´al et la zone claire a` une satisfaction avec dropback exige´.
L’e´tude des graphes nous ame`ne aux remarques suivantes :
• Les conclusions et les conseils e´tablis sur le mode`le sans retard pur ne sont plus que partiel-
lement valides. Satisfaire les 4 premiers crite`res n’est plus suﬃsant pour remplir les crite`res
fre´quentiels pour un retard pur τ = 0.15. Diminuer la valeur de τ permettrait ne´anmoins
de retrouver peu a` peu les conclusions du mode`le sans retard pur.
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Figure 3.40 Trace´ des contraintes pour Tθ = {0.1, 0.2, 0.4, 0.5, 1.0, 1.5} avec un retard pur τ = 0.15
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• Pour Tθ = 0.1, il n’est plus possible de satisfaire le dropback au niveau ide´al. En eﬀet, la
quantite´ Tθ− τ est ne´gative et comme Drb = Tθ− τ − 2ζspωsp , on ne peut espe´rer un dropback
positif. Cela rejoint la discussion pre´ce´dente ou` le retard doit eˆtre compense´ par une valeur
Tθ plus grande. On peut aussi interpre´ter cela de la fac¸on suivante : avec un retard pur
important, la perte de phase doit eˆtre compense´e par un ze´ro ; plus le ze´ro sera proche de
l’origine, plus la compensation sera importante aux basses fre´quences.
• Le crite`re portant sur le retard de phase est toujours satisfait pour une valeur de 0.20 ; en
revanche ce n’est pas toujours le cas pour la valeur ide´al de 0.14. Au-dela` de Tθ = 0.2, la
valeur ide´ale est ne´anmoins assure´e.
• Pour les valeurs faibles de Tθ = {0.1, 0.2, 0.4, 0.5}, la bande passante en gain vient limiter
le domaine admissible et la contrainte doit eˆtre conside´re´e. En revanche, la bande passante
en phase ne pose pas de proble`me particulier.
• Pour les valeurs les plus hautes Tθ = {1.0, 1.5}, la contrainte sur la pulsation critique a`
−180˚ vient le´ge`rement empie´ter sur le domaine comme dans le cas sans retard pur.
Avec la pre´sence du retard pur, il ne suﬃt plus de remplir les 4 premiers crite`res pour automa-
tiquement satisfaire tous les autres. Ne´anmoins, on peut observer que satisfaire un drobpack
ide´al et avoir un amortissement suﬃsamment grand permettent de satisfaire les crite`res. Si
l’on conside`re le crite`re portant sur l’amortissement du mode short period, la limite basse
de 0.3 peut paraˆıtre en eﬀet insuﬃsante. Ainsi en observant les cas ou` Tθ = {0.1, 0.2, 0.4},
conside´rer un amortissement plus grand que 0.5 par exemple permet alors de satisfaire les
crite`res fre´quentiels.
Finalement en remplissant les 4 premiers crite`res avec un dropback nul (ce qui est l’ide´al
selon Gibson), un bon amortissement ζsp ≥ 0.5, et une valeur de Tθ sufisamment grande, nous
aurons un mode`le standard satisfaisant tous les crite`res conside´re´s.
Conclusion
L’e´tude a e´te´ mene´e sur un mode`le standard d’ordre 2 avec ze´ro et retard pur cense´ repre´senter
le comportement de l’avion a` court terme, et donc les conclusions sont essentiellement valides quand
l’avion peut eˆtre approxime´ de cette manie`re (ce qui est souvent le cas). Cela nous a permis de mettre
en e´vidence des crite`res qui sont pre´ponde´rants par rapport a` d’autres, ainsi que des conseils et des
guides afin de satisfaire au mieux les qualite´s de manœuvrabilite´s. Nous privile´gierons par la suite
ces crite`res dominants (dropback, amortissement et temps de re´ponse) en supposant implicitement
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que si le syste`me en boucle ferme´e se comporte de fac¸on similaire a` notre mode`le standard, alors tous
les autres crite`res conside´re´s seront satisfaits. L’e´tude ne constitute pas une preuve formelle mais
ne´anmoins, elle permet une meilleure compre´hension de l’e´volution des crite`res avec les valeurs des
parame`tres et met en e´vidence des guides pour ame´liorer les valeurs des qualite´s de manœuvrabilite´
si elles font de´faut.
L’analyse eﬀectue´e ainsi que les graphes permettent aussi de construire facilement des mode`les
standards de re´fe´rence satisfaisant toutes les qualite´s de manœuvrabilite´ et que l’on peut utiliser
dans une synthe`se H∞ pour faire de l’appariemment de mode`le. On synthe´tise ainsi un correcteur
qui assure que le syste`me se comporte comme le mode`le de re´fe´rence sur la bande de fre´quences
d’inteˆreˆt, en minimisant par exemple :
min ￿(F (s,K)− Fref (s))W (s)￿∞ (3.113)
ou` F (s,K) est la fonction de transfert en boucle ferme´e de´pendant du correcteur K, Fref (s)
le mode`le de re´fe´rence dont on veut reproduire le comportement et W (s) un filtre de ponde´ration
passe-bas qui assure un bon suivi de mode`le aux basses fre´quences sur la bande passante conside´re´e.
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Deuxie`me partie
APPROCHE PAR APPLICATIONS
GARDIENNES
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Pre´ambule
Nous traitons dans cette partie notre premie`re approche pour re´soudre le proble`me. Il s’agit
de conserver les architectures de correction (Figs. 2.7 et 2.8) impose´es par Bombardier Inc. afin de
satisfaire un certain nombre de qualite´s de manœuvrabilite´.
Nous avons vu dans le chapitre 3 qu’en satisfaisant les contraintes d’amortissement, de temps
de re´ponse et de dropback, on remplissait les autres qualite´s de manœuvrabilite´ ; cela ne´cessitait
ne´anmoins l’hypothe`se assez forte que le syste`me se comporte comme un transfert d’ordre 2 avec
ze´ro. L’article 1 propose alors un algorithme base´ sur les applications gardiennes qui placent les
poˆles dans une re´gion spe´cifique du plan complexe pour un controˆleur d’architecture fixe.
L’article 2 vient quant a` lui proposer deux algorithmes pour assurer le se´quencement des gains
du controˆleur pour des syste`mes a` un et deux parame`tres. En eﬀet, l’avion ope´rant dans une large
enveloppe de vol, le controˆleur doit pouvoir assurer les performances quelle que soit la condition de
vol. Les gains du controˆleur sont alors fonction de parame`tres (les variables de se´quencement) qui
rendent compte de la condition de vol actuelle.
Le candidat tient a` faire remarquer que les premie`res sections des articles sont assez similaires et
reprennent les notions introduites dans le chapitre 4 ; il en est de meˆme pour les sections consacre´es
a` la description du proble`me qui sont des courtes re´pe´titions des chapitre 2 & 3.
Cette partie est scinde´e de la fac¸on suivante :
– le chapitre 4 pre´sente brie`vement les e´le´ments the´oriques ne´cessaires en lien avec les appli-
cations gardiennes.
– le chapitre 5 est l’article 1 ou` est pre´sente´ l’algorithme de placement de poˆles dans une
re´gion spe´cifique avec son application a` notre proble`me.
– le chapitre 6 est l’article 2 traitant du se´quencement de controˆleurs.
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CHAPITRE 4
APPLICATIONS GARDIENNES
Le pre´sent chapitre vise a` donner des notions e´le´mentaires sur ce que sont les applications
gardiennes et semi-gardiennes. L’e´tude de la stabilite´ ge´ne´ralise´e de familles de polynoˆmes ou de
matrices a largement e´te´ de´veloppe´ apre`s que Kharitonov eut commence´ a` e´tudier la stabilite´ de
familles de polynoˆmes re´els avec coeﬃcients incertains. Plusieurs ont poursuivi dans cette voie.
De´veloppe´es par Saydy et al. (1990), les applications gardiennes et semi-gardiennes se pre´sentent
alors comme un nouvel outil qui permet de re´pondre a` ce proble`me de stabilite´ ge´ne´ralise´e. On
entend par stabilite´ ge´ne´ralise´e le confinement des valeurs propres d’une matrice ou des racines d’un
polynoˆme a` l’inte´rieur d’un domaine Ω du plan complexe.
Les applications gardiennes sont des fonctions scalaires des parame`tres incertains de la famille de
matrices ou de polynoˆmes conside´re´e, qui ont la proprie´te´ de s’annuler de`s que l’on est a` la limite de
stabilite´. On peut alors de´terminer les ensembles de parame`tres pour lesquels nous sommes assure´s
que la famille conside´re´e demeurera stable par rapport a` un domaine Ω du plan complexe. Il est
ainsi possible de construire des applications gardiennes pour une grande varie´te´ de domaines Ω.
Apre`s de brefs rappels mathe´matiques, nous de´finirons les applications gardiennes et semi-
gardiennes ainsi que la me´thode pour les obtenir. Nous terminerons sur des exemples d’application.
4.1 Pre´liminaires mathe´matiques
Avant de rentrer dans le vif du sujet, nous introduirons ici deux outils mathe´matiques qui
auront leur importance dans la construction des applications gardiennes : le produit bialterne´ de
deux matrices et le Bezoutien de deux polynoˆmes.
4.1.1 Produit bialterne´
Soient A et B deux matrices de dimension n× n et V n, le 12n(n− 1)-tuplet constitue´ des paires
d’entiers (p, q), p = 2, 3, . . . , n, q = 1, . . . , ...p− 1, liste´ lexicalement, c’est-a`-dire :
V n = [(2, 1), (3, 1), (3, 2), (4, 1), (4, 2), (4, 3), (5, 1) . . . , (n, n− 1)]. (4.1)
Soit V ni la i
e`me composante de V n et
f((p, q); (r, s)) =
1
2
￿
det
￿
apr aps
bqr bqs
￿
+ det
￿
bpr bps
aqr aqs
￿￿
. (4.2)
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Le produit bialterne´ de A et B, note´ A ⊙ B est la matrice carre´e C de dimension 12n(n − 1) dont
les e´lements sont donne´s par :
cij = f(V ni ;V
n
j ). (4.3)
Le produit bialterne´ pre´sente des proprie´te´s inte´ressantes quant aux valeurs propres. Notons
Ψ(A,A) =
￿
p,q
ψpqA
p ⊙Aq, (4.4)
et les valeurs propres de la matrice A (de dimension n), λ1, . . . ,λn. Nous avons alors le lemme
suivant e´tabli dans (Stephanos, 1900) :
Lemme 4.1.1. Les valeurs propres de Ψ(A,A) sont les 12n(n− 1) valeurs
ψ(λi,λj) =
1
2
￿
p,q
ψpq(λpiλ
q
j + λ
q
iλ
p
j ), i = 2, . . . , n, j = 1, . . . , i− 1. (4.5)
Par exemple, si A est une matrice 3× 3 alors σ(A⊙A) = {λ1λ2,λ1λ3,λ2λ3}.
4.1.2 Bezoutien
E´tant donne´ le polynoˆme a(s) = ansn + . . . + a1s + a0, an ￿= 0, on de´finit le polynoˆme aˆ(s) :=
sna(s−1) = a0sn + . . .+ an−1s+ an et la matrice
S(a) :=

a1 a2 . . . . . . an
a2
... . . . an 0
... an . . .
...
...
an 0 . . . . . . 0
 (4.6)
Le Bezoutien B(a, b) de deux polynoˆmes a and b peut alors eˆtre exprime´ comme la matrice de
dimensions n× n, n e´tant le plus haut des degre´s des polynoˆmes a et b, donne´e par :
B(a, b) := S(a)S(bˆ)P − S(b)S(aˆ)P, (4.7)
avec P une certaine matrice de permutation (Lancaster et Tismenetsky, 1985). Notre inte´reˆt dans
le Bezoutien re´side dans le re´sultat suivant.
Lemme 4.1.2. Les polynoˆmes a(s) and b(s) n’ont aucun ze´ro en commun si et seulement si le
Bezoutien B(a, b) (ou, de fac¸on e´quivalente, la matrice S(a)S(bˆ)− S(b)S(aˆ)) est non singulie`re.
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4.2 Applications gardiennes et semi-gardiennes
Abordons a` pre´sent les de´finitions des applications gardiennes et semi-gardiennes. Avant tout
chose, nous noterons S l’ensemble S(Ω), ou`
S(Ω) = {A ∈ Rn×n : σ(A) ⊂ Ω} (4.8)
pour les proble`mes de stabilite´ de matrices, et
S(Ω) = {p ∈ Pn : Z(p) ⊂ Ω} (4.9)
pour les proble`mes inhe´rents a` la stabilite´ des polynoˆmes. L’ensemble Ω est un sous-ensemble ouvert
du plan complexe. Les ensembles S(Ω) de´signent des ensembles de stabilite´ ge´ne´ralise´e.
4.2.1 Applications gardiennes
De´finition 4.2.1. Soit X l’ensemble des matrices carre´es re´elles de dimension n, ou l’ensemble de
tous les polynoˆmes de de´gre´ n a` coeﬃcients re´els, et S un sous-ensemble ouvert de X . Soit ν une
application de X dans C. On dit que ν garde S, si, pour tout x ∈ S¯, on a
ν(x) = 0 ⇐⇒ x ∈ ∂S. (4.10)
On dit aussi que ν est une application gardienne pour S.
La proposition qui suit est utile quand il s’agit de tester la stabilite´ (ge´ne´ralise´e) de familles
parame´tre´es de matrices ou de polynoˆmes relativement a` un domaine Ω du plan complexe cor-
respondant a` l’ensemble de stabilite´ de´sire´. Soit r = (r1, . . . , rk) ∈ U , ou` U est un sous-ensemble
connecte´ de Rk, et x(r) une matrice ou un polynoˆme de X de´pendant de fac¸on continue du vecteur
parame´trique r. Etant donne´ un sous-ensemble ouvert S de X , on cherche les conditions minimales
pour que x(r) demeure dans S pour tout r ∈ U .
Proposition 4.2.2. Soit l’ensemble S garde´ par l’application gardienne ν et supposons que x(r0) ∈
S pour un r0 ∈ U . Alors
x(r) ∈ S ∀ r ∈ U ⇐⇒ ν(x(r)) ￿= 0 ∀ r ∈ U. (4.11)
Example 4.2.3. Nous donnons ici des applications gardiennes correspondant a` des re´gions clas-
siques du plan complexe (Fig. 4.1) construites a` partir du produit bialterne´.
• Stabilite´ d’Hurwitz : pour Ω = C˚−, une application gardienne est donne´e par :
νH(A) = det(A⊙ I) det(A) (4.12)
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• Marge de stabilite´ : pour le demi-plan gauche ouvert de´cale´ de α, une application gardienne
est donne´e par :
νm(A) = det (A⊙ I − αI ⊙ I) det (A− αI) (4.13)
• Pour le coˆne d’angle 2θ, une application gardienne est donne´e par :
νd(A) = det
￿
A2 ⊙ I + (1− 2ζ2)A⊙A￿ det (A) (4.14)
ou` ζ ￿ cos θ de´signe l’amortissement limite.
• Pour le cercle de rayon ω > 0, une application gardienne est donne´e par :
νp(A) = det
￿
A⊙A− ω2I ⊙ I￿ det (A− ωI) det (A+ ωI) (4.15)
Une fac¸on syste´matique de construire des applications pour diﬀe´rentes re´gions Ω peut eˆtre trouve´e
dans (Saydy et al., 1990).
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Figure 4.1 Re´gions de stabilite´ d’inte´reˆt
4.2.2 Applications semi-gardiennes
On introduit a` pre´sent la notion d’application semi-gardienne.
De´finition 4.2.4. Soit S et ν de´finis pre´ce´demment. L’application ν est dite semi-gardienne pour
S, si, pour tout x ∈ S¯, on a
x ∈ ∂S =⇒ ν(x) = 0. (4.16)
Un e´le´ment x ∈ S pour lequel ν(x) = 0 est appele´ blind spot pour (ν,S).
On e´tablit de meˆme la proposition suivante qui est analogue a` la Proposition 4.2.2 en conside´rant
cette fois-ci les blind spots.
Proposition 4.2.5. Soit l’ensemble S semi-garde´ par l’application semi-gardienne ν et supposons
que x(r0) ∈ S pour un r0 ∈ U . Alors
x(r) ∈ S ∀ r ∈ U ⇐⇒ x(r) ∈ S ∀ r ∈ Ucr (4.17)
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ou`
Ucr = {r ∈ U : ν(x(r)) = 0}. (4.18)
4.2.3 Corollaire des composantes
Soit {A(r) : r ∈ U ⊂ Rk} une famille de matrices n×n qui de´pend de fac¸on continue du vecteur
parame´trique r := (r1, . . . , rk) ou` U est un sous-ensemble connecte´ de Rk. Le Corollaire 4.2.6 vient
comple´ter la Proposition 4.2.2.
Corollaire 4.2.6. Soit S(Ω) garde´ par l’application νΩ et la famille {A(r) : r ∈ U}. Alors l’ensemble
C de´fini par :
C = {r ∈ U : νΩ(A(r)) = 0} (4.19)
divise l’espace des parame`tres en composantes Ci qui sont soit stables ou instables par rapport a` Ω.
Il suﬃt de tester un vecteur ri de chacune des composantes Ci pour savoir si elle est stable ou pas.
Dans l’utilisation que nous ferons des applications gardiennes, nous manipulerons des familles
de polynoˆmes de´pendant de 2 parame`tres a` la fois (en l’occurence des gains). Il suﬃt alors de
tracer dans le plan des parame`tres les courbes ou` l’application s’annule. Cela de´coupe l’espace en
diﬀe´rentes re´gions ; en testant un seul couple de chaque re´gion, nous saurons si elle est stable ou
pas. Un exemple est donne´ sur la figure 4.2.
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Figure 4.2 Re´gions stables ou instables
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4.3 Stabilite´ robuste
Nous proposons ici deux re´sultats pour tester la stabilite´ de familles a` un ou deux parame`tres.
Ces re´sultats seront utilise´s dans les deux articles.
4.3.1 Famille monoparame´trique
Nous conside´rons ici une famille de matrices polynomiales de´pendant d’un seul parame`tre r :
A(r) = A0 + rA1 + . . .+ rkAk (4.20)
ou` les Ai sont des matrices constantes. On suppose de plus que A(r0) est stable par rapport a` Ω.
L’application gardienne νΩ(A(r)) est aussi un polynoˆme en r. Nous cherchons le plus grand intervalle
ouvert contenant r0 tel que A(r) soit stable par rapport a` Ω. Soit :
r−=˙ sup {r < r0 : νΩ(A(r)) = 0} (or −∞ sinon)
r+=˙ inf {r > r0 : νΩ(A(r)) = 0} (or +∞ sinon)
les limites maximales de perturbation autour de r = r0 pour la non singularite´ des matrices.
Lemme 4.3.1. Soit A(r) = A0+rA1+ . . .+rkAk une matrice polynomiale de´pendant du parame`tre
incertain re´el r avec Ai matrices constantes donne´es et telle que A(r0) soit stable par rapport a` Ω.
Soit S(Ω) garde´ par l’application νΩ. Alors A(r) est stable par rapport a` Ω pour tout r ∈ (r−, r+).
C’est le plus grand intervalle contenant r0.
4.3.2 Famille biparame´trique
On conside`re a` pre´sent les familles de matrices de´pendant de deux parame`tres re´els r1 et r2 :
A(r1, r2) =
i=k￿
i=0
j=l￿
j=0
ri1r
j
2Aij (4.21)
ou` les Aij sont des matrices constantes. Nous e´tudions la stabilite´ de cette famille par rapport
au domaine Ω pour lequel S(Ω) est pourvu d’un application gardienne polynomique. Le the´ore`me
de (Saydy et al., 1990) donne des conditions ne´cessaires et suﬃsantes pour e´tablir la stabilite´ de
A(r1, r2) sur un domaine rectangulaire (r1, r2) ∈ [α1,β1]× [α2,β2].
The´ore`me 4.3.2. (Saydy et al., 1990) Soit Ω un sous-ensemble du plan complexe tel que S(Ω)
soit garde´ par une application gardienne polynomique νΩ. Soit A = {A(r1, r2) : (r1, r2) ∈ [α1,β1]×
[α2,β2]} une famille nominalement stable de matrices re´elles, e.g. A(α1,α2) ∈ S(Ω). Alors la famille
A est stable par rapport a` Ω si et seulement si U2cr = ∅ et les polynoˆmes monovariables p[α2] et p[r2],
r2 ∈ U1cr, n’ont pas de ze´ros dans [α1,β1]. Ici p[r2] de´signe le polynoˆme monovariable en r1 quand
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on fixe r2 dans νΩ(A(r1, r2)), p￿[r2] sa de´rive´e par rapport a` r1,
U1cr :=
￿
r2 ∈ [α2,β2] : detB(p[r2], p￿[r2]) = 0
￿
(4.22)
et
U2cr :=
￿
r2 ∈ [α2,β2] : p[r2](α1)p[r2](β1) = 0
￿
(4.23)
Le the´ore`me sera e´tendu dans l’article 2 pour trouver le plus grand rectangle de coˆte´ fixe tel
que A(r1, r2) soit stable par rapport a` Ω.
4.4 Exemples d’applications
4.4.1 Synthe`se d’un correcteur PI
Supposons le syste`me de la figure 4.3 ou` le syste`me est reboucle´ par un correcteur PI. On
veut de´terminer les couples (Kp,Ki) qui nous assurent que les poˆles en boucle ferme´e auront un
amortissement ζ minimum de 0.707, une partie re´elle α plus petite que -2 et une pulsation maximale
ωm de 10 rad/s. La figure 4.4 repre´sente la re´gion du plan complexe ou` l’on de´sire placer les poˆles.
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Figure 4.3 Syste`me reboucle´ par un correcteur PI
Le de´nominateur de la fonction de transfert en boucle ferme´e est alors :
D(s) = s3 + (2 +Kp)s2 + (9 + 5Kp +Ki)s+ 5Ki (4.24)
Et la matrice compagne e´quivalente :
A =
 0 1 00 0 1
−5Ki −(9 + 5Kp +Ki) −(2 +Kp)
 (4.25)
Une application gardienne correspondant a` Ω est donne´e par la multiplication des trois applica-
tions gardiennes (4.13), (4.14) et (4.15) avec les valeurs α = −2, ζ = 0.707 et ω = 10.
Afin de visualiser les courbes qui annulent l’application gardienne , nous utiliserons la fonction
contour de Matlab qui permet de tracer les lignes de niveau 0.
La figure 4.5 repre´sente les courbes ou` l’application gardienne ν(Kp,Ki) s’annule et nous trou-
vons ainsi la re´gion qui satisfait tous les crite`res a` la fois (en testant e´ventuellement chaque re´gion) ;
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Figure 4.4 Domaine Ω a` garder
tous les couples (Kp,Ki) de cette re´gion nous garantissent de garder les poˆles de notre syste`me dans
le domaine Ω. Bien e´videmment pour un controˆleur a` deux gains, le graphe nous montre aise´ment
les re´gions de stabilite´. En revanche pour trois gains ou plus, cela n’est plus aussi aise´. L’algorithme
de´veloppe´ dans l’article 1 viendra re´pondre a` ce proble`me.
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Figure 4.5 Re´gion gardant le domaine Ω
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4.4.2 Robustesse d’un controˆleur par retour d’e´tat
On conside`re a` pre´sent le proble`me du pendule inverse monte´ sur un chariot. Une fois line´arise´
autour de la position verticale, le mode`le d’e´tat du syste`me est le suivant :
X˙ = AX +Bu (4.26)

x˙
x¨
θ˙
θ¨
 =

0 1 0 0
0 0 −m
M
g 0
0 0 0 1
0 0 −M +m
M
g
l
0


x
x˙
θ
θ˙
+

0
1
M
0
− 1
Ml
u (4.27)
On suppose que nominalement M = 1 kg, m = 1 kg, l = 1 m et g = 9.81 m.s−2. Le retour d’e´tat
u = KX avec K =
￿
8.5 11 82 23
￿
stabilise le syste`me et met les poˆles a` l’inte´rieur du coˆne
d’amortissement ζ = 0.5. Nous allons tester la robustesse de notre controˆleur face a` des variations
dans la longueur l et la masse m de la tige. Le but est quelles que soient les variations de ces
parame`tres, les poˆles demeurent a` l’inte´rieur du coˆne d’amortissement.
Le syste`me en boucle ferme´e est alors :
X˙ = (A+BK)X = ABFX (4.28)
et l’application gardienne correspondant au coˆne d’armotissement est donne´e par (4.14) avec ζ =
0.5 :
νd(ABF ) = det
￿
A2BF ⊙ I + (1− 2ζ2)ABF ⊙ABF
￿
det (ABF ) (4.29)
Comme ABF de´pend de m et l, on obtient alors νd(m, l). La figure 4.6 repre´sente la re´gion ou`
l’application gardienne s’annule. Pour tous les couples (m, l) dans cette re´gion, nous avons la garantie
que notre retour d’e´tat garde tous les poˆles a` l’inte´rieur du coˆne d’amortissement 0.5. Nous avons
trac¸e´ aussi la courbe de stabilite´ ; au-dela` de cette courbe, le controˆleur choisi ne peut plus maintenir
le syste`me stable.
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CHAPITRE 5
ARTICLE 1 : LONGITUDINAL FLIGHT CONTROL SYNTHESIS WITH
GUARDIAN MAPS
Nous devons dans ce premier article utiliser les architectures de correction (Figs. 2.7 et 2.8)
impose´es par Bombardier Inc. afin de satisfaire un certain nombre de qualite´s de manœuvrabilite´.
Une partie des qualite´s de manœuvrabilite´ peut eˆtre exprime´e sous la forme d’une re´gion de
stabilite´ du plan complexe. Nous proposons alors un algorithme base´ sur les applications gardiennes
dont le but est de de´terminer des gains permettant de placer les poˆles du syste`me dans cette re´gion
de stabilite´ cible. Une fois le placement de poˆles eﬀectue´ , nous sommes garantis de satisfaire cer-
taines qualite´s de manœuvrabilite´ comme vu dans le chapitre 3.
La proce´dure de synthe`se est alors comple´te´e par l’utilisation de la formule the´orique du drop-
back. De´pendamment de l’architecture de controˆle choisie, on peut explicitement exprimer le drop-
back en fonction des gains permettant ainsi d’ajuster exactement sa valeur.
La proce´dure est applique´e pour les deux lois de controˆle pre´sente´es et sur l’ensemble des 20
conditions de vol de´finissant l’enveloppe de vol. Elle permet de trouver rapidement et automati-
quement des gains ade´quats comparativement a` une de´marche SISO classique (lieu des racines,
diagramme de Bode) gourmande en temps et qu’il faudrait re´pe´ter pour chaque condition de vol.
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Longitudinal Flight Control Synthesis with
Guardian Maps
D. Saussie´, O. Akhrif, L. Saydy and C. Be´rard
Article soumis a` Journal of Aircraft, 2010
Abstract
A flight controller design methodology with a fixed controller architecture guaranteeing given
handling quality requirements is proposed. The new methodology, mainly based upon guardian
maps, first translates handling qualities in terms of eigenvalue confinement or linear constraints,
then tunes gradually the parameters of the controller until the requirements are satisfied ; i.e., es-
sentially until all -or part of- closed-loop poles lie within a specified target region of the complex
plane. An example that illustrates the longitudinal flight controller design of a Challenger 604 air-
craft is presented on 20 diﬀerent points of the flight envelope. The methodology is successfully
applied using two diﬀerent fixed longitudinal flight controller architectures of interest, namely pitch
rate control and C∗ control.
5.1 Introduction
Satisfying handling qualities remains one of the most important concerns of flight control engi-
neers nowadays (Mitchell et al., 2004). Several handling quality criteria that a flight controller must
ideally satisfy have been proposed (US Department of Defense, 1997; Hodgkinson, 1999; Gibson,
1999). The longitudinal handling qualities concern mainly the short-period dynamics of the aircraft,
most of which (as will be shown) can be cast in terms of eigenvalue confinement. Moreover, high
order eﬀects like pure time delay cannot be ignored in the modeling as they often lead to degradation
in pilot rating and can be at the origin of undesirable behavior such as PIOs (Mitchell et al., 2004).
Fulfilling a priori these requirements still remains a challenging problem.
Traditionally, flight control systems use simple control schemes derived from the wide experience
acquired by flight control engineers. Classic schemes have indeed a well studied and understood
architecture (Nelson, 1998; Stevens et Lewis, 2003), and work well in many practical applications.
But because of stringent performance and robustness requirements, modern control techniques are
more suited to the design of new flight control systems (Adams et al., 1995; Magni et al., 1997) as they
can handle many diﬀerent types of constraints (Puyou et al., 2004; Tokutake et al., 2005). However,
their complexity can prevent them from being directly implemented and controller reduction is
usually needed. Nevertheless, mixing a classic fixed architecture with modern methods provides
interesting ways of solving nowadays problems (Osborne et al., 1994; Mattei et Scordamaglia, 2008).
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When the controller architecture is fixed, the question is one of knowing how to adjust the
controller gains in order to fulfill beforehand the desired requirements which includes satisfying
given handling qualities. In general, this problem boils down to a static or dynamic output feedback
with constraints to satisfy. Some handling qualities can be cast as pole confinement constraints
and one has to tune the gains to ensure that the dominant poles lie in a target region of the
complex plane. This problem is still open (Bernstein, 1992; Blondel et al., 1995) and causes much
attention (Syrmos et al., 1997). Indeed, depending on the control architectures, there is, in general,
no guarantee that one can put the closed-loop poles in a specific region of the complex plane.
The present article builds on the work initiated by Saydy et al. (2000) and pursued later by
Saussie´ et al. (2003, 2006b). For implementation purposes, this work proposes a simple fixed archi-
tecture controller for a business jet aircraft with a systematic procedure for choosing the controller
gains of the longitudinal flight control system in order to achieve given performance and robustness
requirements (Akhrif et al., 1998) . The technique relies in part on guardian maps (Saydy et al.,
1990).
The theory of guardian maps deals with the robust generalized stability of families of parame-
terized linear systems. Generalized stability deals with the confinement of system poles to general
regions of the complex plane of which the left half-plane and the open unit disk are the two tra-
ditional examples. In robustness studies, the parameters are uncertain parameters. In the present
work, the parameters are taken to be the controller gains. A multivariable polynomial in the gains
is obtained with the property that when set to zero, it divides the gain space into components that
are either stable or unstable relatively to the given subset Ω of the complex plane.
The paper is organized as follows. Section 1 briefly presents guardian map theory and Section
2 introduces the algorithm to tune automatically the controller gains in order to achieve desired
eigenvalue confinement. In Section 3, the aircraft model of a Challenger 604 is introduced and the
handling qualities described. Section 4 deals with the design procedure and its application on a
given arbitrary flight condition. Section 5 gathers the results for the remaining flight conditions.
5.2 Guardian Maps
The guardian map approach was introduced by Saydy et al. (1990) as a unifying tool for the
study of generalized stability of parameterized families of matrices or polynomials. Here, generalized
stability means confinement of matrix eigenvalues or polynomial zeros to general open subsets of
the complex plane and includes the open left half-plane and the unit circle as special cases. Some
of the basic concepts are introduced.
5.2.1 Definition :
Basically, guardian maps are scalar valued maps defined on the set of n × n real matrices (or
nth-order polynomials) that take non-zero values on the set of Ω-stable matrices (or polynomials)
and vanish on its boundary. The description below will focus on families of matrices with the
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understanding that it applies to polynomials as well. We are hence interested in stability sets of the
form :
S(Ω) = {A ∈ Rn×n : Λ(A) ⊂ Ω} (5.1)
where Ω is an open subset of the complex plane of interest, and Λ(A) denotes the set consisting
of all the eigenvalues of A. Such sets S(Ω) will be referred to as generalized stability sets, and thus
represent the set of all matrices which are stable relative to Ω, i.e. which have all their eigenvalues
in Ω.
De´finition 5.2.1. Let ν map Rn×n into C. We say that ν guards S(Ω) if for all A ∈ S(Ω), the
following equivalence holds :
ν(A) = 0⇔ A ∈ ∂S(Ω) (5.2)
Here S denotes closure of the set S and ∂S its boundary. The map is said to be polynomic if it is
a polynomial function of the entries of its argument.
Example 5.2.2. Some guardian maps are given for classical regions (Fig. 5.1).
• Hurwitz Stability : for Ω = C˚−, a guardian map is
νH(A) = det(A⊙ I) det(A) (5.3)
where ⊙ denotes the bialternate product (Stephanos, 1900).
• Stability margin : the open α-shifted half-plane region has a corresponding guardian map
νm(A) = det (A⊙ I − αI ⊙ I) det (A− αI) (5.4)
• The conic sector with inner angle 2θ has a corresponding guardian map given by
νd(A) = det
￿
A2 ⊙ I + (1− 2ζ2)A⊙A￿ det (A) (5.5)
where ζ ￿ cos θ denotes the limiting damping ratio.
• Schur stability : for the circle of radius ω > 0, a corresponding guardian map is
νp(A) = det
￿
A⊙A− ω2I ⊙ I￿ det ￿A2 − ω2I￿ (5.6)
A systematic way of constructing guardian maps for various Ω regions can be found in (Saydy et al.,
1990).
5.2.2 Characterization of stabilizing gains :
Let {A(r) : r ∈ U ⊂ Rk} be a continuous family of n× n matrices which depend on the parameter
vector r := (r1, . . . , rk) where each entry lies in a given range for which only the bounds are known,
say r ∈ U ⊂ Rk.
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Theorem 5.2.3. Let S(Ω) be guarded by the map νΩ. The family {A(r) : r ∈ U} is stable relative
to Ω if and only if
(i) it is nominally stable, i.e. A(r0) ∈ S(Ω) for some r0 ∈ U ; and,
(ii) νΩ(A(r)) ￿= 0, for all r ∈ U .
Corollary 5.2.4. Let S(Ω) be guarded by the map ν and consider the family {A(r) : r ∈ U}. Then
the set C defined by :
C = {r ∈ Rk : νΩ(A(r)) = 0} (5.7)
divides the parameter space Rk into components Ci that are either stable or unstable relative to Ω.
To see which situation prevails for a given component Ci, one has to test A(r) for any one vector in
Ci.
Example 5.2.5. Suppose that the closed-loop poles of a given system are specified by the polynomial :
p(s) = s3 + k1s2 + k2s+ 1 (5.8)
where k1, k2 denote some controller gains. If the damping region ζ > 0.707 is the one considered
(see Fig. 5.2), then one obtains (e.g. by applying Eq. (5.5) to the companion matrix corresponding
to p) :
νΩ(p) = 2k32 − k21k22 − 4k1k2 + 2k31 + 1 (5.9)
Setting this quantity to 0 yields the 3 components in the parameter space (k1, k2) of Fig. 5.3.
It can be verified that the set of all gains (k1, k2) which place all the closed-loop poles within the
damping zone of Fig. 5.2 is the component C3. Any other choice of the gains yields closed-loop poles
which are not entirely within Ω. We arrive to this conclusion simply by testing three pairs (k1, k2)
in C1, C2 and C3 respectively.
5.2.3 One-parameter family stability test
In the following, we consider single-parameter polynomial matrices of the form :
A(r) = A0 + rA1 + . . .+ rkAk (5.10)
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Figure 5.3 Set C3 of all gains ensuring Ω−stability
with Ai given constant matrices and such that A(r0) is Ω-stable. The corresponding guardian map
νΩ(A(r)) is a polynomial in r. We seek to find the largest open stability interval w.r.t. Ω around r0.
Let
r−=˙ sup {r < r0 : νΩ(A(r)) = 0} (or −∞ if none exists)
r+=˙ inf {r > r0 : νΩ(A(r)) = 0} (or +∞ if none exists)
be the maximal perturbation bounds for nonsingularity of matrices around r = r0.
Lemma 5.2.6. Let A(r) = A0+rA1+. . .+rkAk be a polynomial matrix in the uncertain parameter
r real with given constant matrices Ai such that A(r0) is stable w.r.t. Ω and let S(Ω) be guarded by
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a map νΩ. Then A(r) is stable relative to Ω for all r ∈ (r−, r+). Furthermore, this interval is the
largest one containing r0.
To know more about guardian map theory, the reader is refered to (Saydy et al., 1990) .
5.3 A Guardian Map-Based Synthesis Procedure
In this section, the proposed control design algorithm is described. We consider the following
control problem :
Problem 5.3.1. Let P (s) =
￿
A B
C D
￿
be a minimal realization of a system for which a fixed
architecture output feedback controller K is sought (Fig. 5.4). Let K = [Kj ] ∈ Rn denote the vector
of variable gains to be tuned. The objective is to put forth a systematic procedure that will produce
K which possibly places the closed-loop poles in a specific target region Ωt of the complex plane.
( )P s( )K s
?
?
yur ?
x Ax Bu
y Cx Du
? ?
? ?
?
K
?
?
yur
( )P sip
KK
s
?
?
?
yur ?Figure 5.4 Control problems under study
First we define particular regions of interest (Γ or Ω) of the complex plane in which the initial
(open-loop) eigenvalues are confined. Then we introduce the algorithms based upon guardian maps
w.r.t. these regions.
5.3.1 Complex plane regions
We start by establishing some definitions and notations. We first introduce the stability region
Ω ⊂ OLHP defined by the three constraints illustrated in Fig. 5.5. That is, for α < 0 and 0 < θ <
π/2, we define :
Ω ￿ Ω (α, θ,ω) = {λ ∈ C : Re (λ) < α, ζ (λ) > cos θ, |λ| < ω} (5.11)
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where ζ (·) denotes the damping ratio of the complex number λ. Even though other stability sets
can be considered, we limit our presentation to this one, which is important for the application at
hand. For cases when the open-loop system is not necessarily stable, we also define the region Γ
(Fig. 5.5) such that :
Γ ￿ Γ (α,ω) = {λ ∈ C : Re (λ) < α, |λ− α| < ω} (5.12)
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Figure 5.5 Unstable set Γ and stable set Ω
Let Λ = {λ1,λ2, . . . ,λn} be a set of complex numbers. If Λ ￿⊂ OLHP then ΓΛ ￿ Γ (αΛ,ωΛ)
with αΛ = max {Re (λi)} and ωΛ = max {|λi − αΛ|}. If Λ ⊂ OLHP then ΩΛ ￿ Ω (αΛ, θΛ,ωΛ) with
αΛ = max {Re (λi)}, θΛ = cos−1 (min {ζ (λi)}) and ωΛ = max {|λi|}.
Example 5.3.2. Let Λ1 = {1,−1,−2± 4j,−3± j} and Λ2 = {−1,−2± j,−4± j,−5}. According
to the above definitions, ΓΛ1 = Γ (1, 5) and ΩΛ2 = Ω (−1,π/6, 5) as shown in Fig. 5.6 (dark areas).
Finally, for given Ω-shaped target region Ωt, we define the following set operation :
• for unstable set Γ, D = Ωt ∨ Γ denotes the smallest Γ-shaped region that contains both Ωt
and Γ.
• for stable set Ω, D = Ωt ∨Ω denotes the smallest Ω-shaped region that contains both Ωt and
Ω.
Example 5.3.3. Let the target region Ωt = Ω(−2,π/4, 6). For the sets Λ1 and Λ2 defined in
Example 5.3.2 and their corresponding regions ΓΛ1 and ΩΛ2, we have then D1 = Ωt ∨ ΓΛ1 = Γ(1, 7)
and D2 = Ωt ∨ ΩΛ2 = Ω (−1,π/4, 6) as shown in Fig. 5.6 (light areas).
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5.3.2 Algorithm
The algorithm aims at placing the closed-loop poles inside a specific target region Ωt by tuning
the gain vector K = [Kj ] ∈ Rp. It does so by building a sequence of regions D0 ⊃ · · · ⊃ Dk ⊃ · · · ⊃
Ωt with the aim of converging to Ωt. The algorithm essentially alternates between two steps :
• Step 1 : For given Dk (corresponding to Ωt and the closed-loop poles placed by Kk), set
νDk(K) = 0 and find a Dk-stable component Ck (Corollary 5.2.4) such that any choice of gain
K ensures that all eigenvalues are inside Dk.
• Step 2 : Choose a gain Kk+1 inside the active component Ck and define the new Dk+1 region
w.r.t Ωt and the set of eigenvalues obtained with Kk+1.
Setting active component
Let K0 be an initial, possibly arbitrary, choice of the controller gains and Λ0 =
￿
λ01,λ
0
2, . . .
￿
the resulting closed-loop poles, i.e. the eigenvalues of the closed-loop state-space matrix Acl(K0).
If Λ0 ⊂ OLHP then D0 = Ωt ∨ ΩΛ0 , otherwise D0 = Ωt ∨ ΓΛ0 . (Note that if D0 = Ωt, we stop here
as K0 places the closed-loop poles inside Ωt.)
By construction of the guardian map corresponding to D0, νD0(Acl(K
0)) = 0. According to
Corollary 5.2.4, K0 lies on the boundary of a component, say C1, assumed to be D0-stable. Next
step is to find K1 which lies strictly inside C1, refered to as the active component for this step.
(Refer to Section 5.3.2 for explanations on why and how this is done.) This new choice of controller
gains K1 ; it can be shown that D1 ⊂ D0 where D1 is obtained in a similar fashion as D0 using
Λ1, the set of eigenvalues of Acl(K1), i.e. D1 = Ωt ∧ ΩΛ1 or D1 = Ωt ∧ ΓΛ1 . The procedure is
then repeated for D1, K1 and νD1(·) in order to find K2 (inside the new active component) and
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consequently the new set D2 is a subset of D1, i.e D2 ⊂ D1 ⊂ D0.
In light of the way that the Di’s are constructed (set operation with Ωt), the sequence of regions
Dk is built to tend torwards Ωt, though no guaranty exists that Ωt will be reached. In the worst
case, we will reach a limiting region where no improvement can be obtained. Algorithm 1 illustrates
this.
Since we are using output feedback, any uncontrollable pole of the open-loop system outside Ωt
will stop the progression of Dk’s towards Ωt. For instance, recall that output feedback being used,
we have no theoritical means to ascertain a priori whether that Ωt can be reached or not.
Search inside an active component
According to Corollary 5.2.4, any choice of gainsK strictly inside a stable component C1 ensures
that all the eigenvalues of Acl(K) are strictly insideD0. AsD0 is defined according to the closed-loop
eigenvalues placed byK0, some eigenvalues lie on the border of D0 and consequently, νD0(K0) = 0.
The main and intuitive idea is that by picking a new vector K well inside the active component
C1, hence suﬃciently far from its border, the resulting closed-loop poles will also move well inside
D0, hence far from its border. This ensures that, in the next step, D1 ⊂ D0. This is what Algorithm
2 does (see below).
Remark 5.3.4. The main search directions can be possibly enriched with other search directions
as in direct search methods (Higham, 1993; Kolda et al., 2003) . Another alternative would be to
consider the local gradient as the unique search direction and to use Lemma 5.2.6. One could pre-
sume that the farther from the boundary of the component, the better and so increase the iteration
count.
Example 5.3.5. The same system and constraints as in Example 5.2.5 are considered with (k01, k02) ∈
[−10, 10]× [−10, 10]. Figure 5.7 illustrates the algorithm behaviour with the starting point (k1, k2) =
(3, 2.5).
5.3.3 Example
We consider here the synthesis of a PI controller for the following unstable system
P (s) =
(s+ 5)
(s2 − s+ 9) (5.13)
We aim at placing the closed-loop poles inside the target region Ωt = Ω (−2,π/4, 12). The feedback
configuration is illustrated in Fig. 5.8. Table 5.1 contains the open-loop poles and Fig. 5.9 shows
their position in the complex plane as well as the target region Ωt.
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Algorithm 1. Algorithm for pole confinement in target subregion
0. Initialization. Choose a fixed control architecture with tunable gains {Kj : j = 1 . . . p}
stacked in a vector K ∈ U ⊂ Rp and Ωt = Ω (αt, θt,ωt) a target region.
Set K0 an initial choice of gains.
Set the counter k ← 0.
1. Test of pole confinement.
Compute the eigenvalues of Acl(Kk), Λk =
￿
λk1,λ
k
2, . . .
￿
. If Λk ⊂ Ωt then Stop.
2. Determination of a new Dk-stability region.
If Acl(Kk) is unstable, then Dk = Ωt ∨ ΓΛk
Else Dk = Ωt ∨ ΩΛk .
3. Choice of a new stabilizing gain vector w.r.t. Dk.
Apply Algorithm 2 to find a new vector Kk+1 with Ω = Dk and K = Kk (by definition
of Dk, νDk(Acl(K
k)) = 0.)
4. Stopping criteria.
If ￿Kk −Kk+1￿ ≤ ￿K(1 + ￿Kk￿) (with ￿K arbitrary small positive value) then Stop
Else set k ← k + 1 and go back to Step 1.
Algorithm 2. Algorithm to find a new vector gain inside active component
0. Initialization.
Let D0 and K0 such that νD0(K
0) = 0 and n the maximum desired number of main loop
iterations. Set the counter m← 0.
1. Main loop.
While m ≤ n
For i from 1 to p
– Fix all the gains Kj of K to their current values but Ki.
– The guardian map νD0(K) depends now only on Ki.
– Using Lemma 5.2.6, find the largest stability interval
￿
Ki,Ki
￿
containing Kmi .
– Set Km+1i ← (Ki +Ki)/2.
End
A new gain vector Km+1 is then obtained.
– If ￿Km−Km+1￿ ≤ ￿K(1+￿Km￿) (with ￿K arbitrary small positive value) then Stop
– Else set m← m+ 1.
End
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Figure 5.8 Feedback configuration
Tableau 5.1 Open-loop poles
Poles Damping Pulsation
λ1 = 0
λ2,3 = 0.5± 2.96i
−1
−0.1666
0
3
The closed-loop state matrix is :
Acl =
 0 1 00 0 1
−5Ki −(9 +Ki + 5Kp) −(Kp − 1)
 (5.14)
and the corresponding guardian maps (see Eqs.(5.3)-(5.6)) are used to guard the successive
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regions Dk.
Table 5.2 summarizes the diﬀerent iterations of our algorithm. For example, at iteration 0, the
initial gain couple is (K0p ,K0i ) = (0, 0) and the closed-loop poles are the open-loop ones. The re-
gion D0 = Ωt ∨ ΓΛ0 = Γ (0.5, 12.5) is consequently defined according to Algorithm 1 (Fig. 5.10.a).
At iteration 1, guardian maps corresponding to the region D0 (Fig. 5.10.b) is drawn and a new
couple (K1p ,K1i ) = (14.04, 48.74) is chosen inside a stable component using Algorithm 2. The new
closed-loop poles define a new region D1 = Ωt ∨ ΩΛ1 = Ω (−2, 1.016, 12) ⊂ D0. At iteration 2,
Algorithm 2 sets a new couple (K2p ,K2i ) = (18.97, 66.01) inside the component drawn for D1 and
so on until eventually reaching the region Ωt. Figures 5.10.{a-c-e} show the successive regions Dk
and the closed-loop poles before (×) and after (+) the application of Algorithm 2. Figures 5.10.{b-
d-f} illustrate the plots of the corresponding guardian maps as well as the initial (×) and final (+)
couples chosen in each component using Algorithm 2.
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Figure 5.10 Guardian map plot for the successive regions Dk
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Tableau 5.2 Iterations of the algorithm
#k (Kkp ,Kki ) Closed-loop Poles Damping Pulsation Dk
0 (0, 0) λ1 = 0
λ2,3 = 0.5± 2.96i
−1
−0.1666
1
3 D0 = Γ (0.5, 12.5)
1 (14.04, 48.74) λ1 = −2.3751
λ2,3 = −5.3321± 8.6127i
1
0.5264
2.3751
10.1297 D1 = Ω (−2, 1.016, 12)
2 (18.97, 66.01) λ1 = −2.5209
λ2,3 = −7.7273± 8.4391i
1
0.6753
2.5209
11.4425 D2 = Ω (−2, 0.829, 12)
3 (20.90, 63.95) λ1 = −2.3466
λ2,3 = −8.7769± 7.6957i
1
0.7519
2.3466
11.6730 D3 = Ωt
5.4 Flight Controller Problem
In this section, we describe the Bombardier Inc.’s Challenger 604 aircraft longitudinal control
problem. After a short description of the open-loop model, the controller architectures and the
requirements, also known as handling qualities, are presented.
5.4.1 Open-loop model description
Short-period model
For design purposes, only the short-period motion is considered as we are mainly interested in
controlling the short term response of the aircraft 1 : w˙q˙
￿˙
 =
 Zw U0 Z￿Mw Mq M￿
Ew Eq E￿

 wq
￿
+
 ZδeMδe
Eδe
 δe. (5.15)
At trimmed level flight, the dimensional coeﬃcients Zw, Z￿, Mw, Mq, M￿, Ew, Eq, E￿, Zδe , Mδe and
Eδe depend mainly on Mach number and altitude. The state variable ￿ denotes the tail downwash
angle. The downwash is experienced by a horizontal tail placed in the flow behind the wing. This
vortex disminishes the incidence angle of the tail by an angle ￿. The available measurements are
pitch rate q and normal acceleration nz :
￿
q
nz
￿
=
￿
0 1 0
Z˜w Z˜q Z˜￿
￿ wq
￿
+ ￿ 0
Z˜δe
￿
δe (5.16)
1. Phugoid mode is truncated as usually done in flight control design.
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where
nz = (w˙ − U0q − lxq˙)/g (5.17)
so Z˜w, Z˜q, Z˜￿ and Z˜δe can be deduced from the other coeﬃcients. We will consider 20 flight condi-
tions at diﬀerent altitudes and Mach numbers as illustrated in Fig.5.11.
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Figure 5.11 Flight envelope
Figure 5.12 illustrates the open-loop short period pole dispersion over the flight envelope. The
solid line indicates flight conditions with the same altitude. By a simple observation, we can conclude
that with increasing altitude, damping disminishes and with increasing Mach, natural pulsation
increases too.
Actuator and IRU sensors
Due to the presence of delays in the actuator dynamics, the actuator model is a 15th order
transfer function where the time delays are Pade approximations. In the [0; 20] (rad/s) bandwidth
however, the actuator is practically a first order filter. Similarly, both IRU sensors are modelled by
15th order transfer functions because of delays.
Open-loop reduction
Because of a high order open-loop transfer function which includes those of the actuator, the
aircraft and the sensors, several order reduction methods (frequency reduction, modal truncation,
balanced reduction, Hankel approximation) have been tested, and a mix of these methods has
been used. First, the open-loop is simplified by gathering all the diﬀerent time delays coming from
actuator and sensors, and by applying a Pade approximation on the resulting single delay. The
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Figure 5.12 Open-loop short period pole dispersion
system order is thus lowered from a 35th to a 16th order. The reduced system is then obtained by
balancing the system with MATLAB R￿ function balreal and by reducing the state vector using
singular perturbation methods with the modred function. Obviously we seek a reduced open-loop
with an order as low as possible while ensuring that the design on the low order model will still give
good results on the high order model. After several tests, a satisfactory 8th order reduced model is
obtained. The corresponding open-loop state-space model is then denoted as :
X˙ = AX +Bδc (5.18)
q = CqX (5.19)
nz = CnzX (5.20)
5.4.2 Controller architectures
Figures 5.13 and 5.14 show two diﬀerent longitudinal flight controller architectures to track pitch
rate commands, respectively known as pitch rate control and C∗ control systems. Both architectures
consist of a stability augmentation system (SAS) and a control augmentation system (CAS) as is
usually done in classical flight control design.
Pitch rate control
In the case of the pitch rate control system (Figure 5.13), the variable parameters are the SAS
gains, Kq and Knz , the PI gains, Kp and Ki, and the feedforward gain Kﬀ . The noise and washout
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Figure 5.14 C∗ control system
filters are fixed first order filters. In this case, the problem can be viewed as a static output feedback
problem. By adding the two filter states and the integrator state to the open-loop state vector, the
closed-loop state-space model is then :
X˙
x˙q
x˙nz
x˙i
 =

A+ (Kq −Kp)BCq −KqB KnzB KiB
0.9Cq −0.9 0 0
10Cnz 0 −10 0
−Cq 0 0 0

￿ ￿￿ ￿
Acl

X
xq
xnz
xi
+

(Kp +Kﬀ )B
0
0
1

￿ ￿￿ ￿
Bcl
δref
(5.21)
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q =
￿
Cq 0 0 0
￿
￿ ￿￿ ￿
Ccl

X
xq
xnz
xi
 (5.22)
where xi denotes the integrator state, xnz the noise filter state on nz and xq the washout filter state.
The controller gain matrix is denoted by
K1 =
￿
Kq Knz Kp Ki Kﬀ
￿
(5.23)
C∗ control
The C∗ control system (Figure 5.14) uses a mixed output, the so-called C∗, which is a combi-
nation of the load factor nz and the pitch rate q :
C∗ = nz + 12.4q (5.24)
The 12.4 factor is set so that at a mild velocity, called cross-over velocity (V0 = 400 ft/s), the pilot
is equally sensitive to the normal acceleration and the pitch rate (Field, 1993). Several aircraft in
current operation use C∗ type controllers (F-16, F-18, A320-340). Nowadays, the term C∗ controller
designates any controller which feedbacks normal acceleration, pitch rate and other quantities in
any ratio. The SAS variable parameters are the gain Kq and the washout filter pole zwo. Unlike
the former architecture, the CAS outer loop consists of the feedback of the C∗ output instead of q ;
nevertheless the structure remains the same with the PI controller (Kp and Ki) and the feedfoward
gain Kﬀ . The closed-loop model is then :
X˙
x˙q
x˙nz
x˙i
 =

A+ (Kq − 12.4Kp)BCq −KqB −KpB KiB
−zwoCq zwo 0 0
4Cnz 0 −4 0
−12.4Cq 0 −1 0

￿ ￿￿ ￿
Acl

X
xq
xnz
xi
+

(Kp +Kﬀ )B
0
0
1

￿ ￿￿ ￿
Bcl
δref
(5.25)
q =
￿
Cq 0 0 0
￿
￿ ￿￿ ￿
Ccl

X
xq
xnz
xi
 (5.26)
The controller gain matrix is denoted by
K2 =
￿
Kq zwo Kp Ki Kﬀ
￿
(5.27)
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5.4.3 Handling quality constraints
The overall performance objective is to track pitch rate commands with predicted Level 1 hand-
ling qualities and desired time domain response behavior. The handling quality criteria considered
in this article are short period mode damping ratio ζsp , settling time ST, Gibson’s dropback Drb
(Gibson, 1997), gain margin MG and phase margin Mϕ of the CAS loop. The boundaries of these
criteria are defined by military standards (US Department of Defense, 1997). Even though handling
qualities are primarily defined for military aircraft, they are usually applied to commercial aircraft
with slight modifications derived from the manufacturer’s experience. Table 5.3 summarizes the
considered handling quality boundaries. More handling qualities may be taken into account like
frequential criteria i.e pitch attitude bandwidth ωBWθ and phase delay τp (Hodgkinson, 1999).
Tableau 5.3 Handling Quality Boundaries
HQs Level 1 Good Level 1
ζsp 0.35 < ζsp < 1.35 0.7 < ζsp < 1.35
ST ST(2%) ≤ 3 (s) ST(1%) ≤ 3 (s)
Drb −0.2 ≤ Drb ≤ 0.5 0.0 ≤ Drb ≤ 0.3
MG > 6 (dB)
Mϕ > 45 (◦)
5.5 Controller design method
A design method that meets handling qualities (Table 5.3) is shown. The damping, settling
time and dropback constraints are guaranteed a priori in the synthesis phase while gain and phase
margins are checked a posteriori.
5.5.1 Closed-loop pole confinement
In order to apply the pole confinement Algorithm 1, one has to first define the target region
Ωt = Ω(α, θ,ω). The damping and settling time constraints (Table 5.3) are cast in terms of pole
location constraint. If we aim to satisfy good level 1 handling qualities, pole dampings must be
greater than 0.7 (i.e θ = cos−1(0.7)) and pole real parts less than α = −5/3 2. Nevertheless the
washout filter pole and the system zeros limit the pole displacements and so the real part constraint
can be hard to fulfill. The requirement is then loosened to α = −0.9 ; the settling time can still be
satisfied as a slow stable pole suﬃciently close to a zero hardly aﬀects the time response. Moreover,
2. 1% settling time is approximated here by 5/(ζω)
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the damping constraint is adequate for low frequency dominant pole but too stringent for high
frequency poles (those coming from the actuator for example) ; the damping constraint is thus set
to ζ = 0.6, i.e. θ = cos−1(0.6). No limitation is imposed on the pole’s natural frequency ω. The
target region is finally set to Ωt = Ω(−0.9, cos−1(0.6)) (Fig. 5.15).
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Figure 5.15 Target zone Ω
The guardian map corresponding to Ωt is :
νΩt(Acl) = νm(Acl)νd(Acl) (5.28)
with Acl the closed-loop state matrix defined in Eqs (5.21) or (5.25) and
• for stability margin
νm(Acl) = det (Acl ⊙ I − αI ⊙ I) det (Acl − αI) (5.29)
• for damping cone 3
νd(Acl) = det
￿
A2cl ⊙ I + (1− 2ζ2)Acl ⊙Acl
￿
det (Acl) (5.30)
As Acl depends on K1 (pitch rate control) or K2 (C∗ control), the guardian map is actually a
function of the gains. The feedforward gain Kﬀ has no influence on the matrix Acl ; thus it does not
appear in the guardian map.
• For the pitch rate control
νΩt(Acl(K1)) = νΩt(K1) = νΩt(Kq,Knz ,Kp,Ki) (5.31)
3. ζ = cosθ
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• For the C∗ control
νΩt(Acl(K2)) = νΩt(K2) = νΩt(Kq, zwo,Kp,Ki) (5.32)
Given Ωt and the closed-loop matrix Acl, one can apply Algorithm 1 to try to find a set of gains
that place the closed-loop poles inside Ωt.
5.5.2 Dropback adjustment
It was shown in (Saussie´ et al., 2006b) that Gibson’s dropback can simply be expressed analy-
tically in terms of transfer function coeﬃcients or state-model matrices, and thus in terms of the
controller gains. The resulting formulae remains valid as long as the settling time is satisfactory (i.e.
in the set limits). If we denote :
q
δref
=
sm + . . .+ a1s+ a0
sn + . . .+ b1s+ b0
= C (sI −A)−1B (5.33)
Then the dropback is given by :
Drb
qss
=
a1
a0
− b1
b0
=
CA−2B
CA−1B
(5.34)
The proof can be found in (Saussie´, 2004). By applying Formula (5.34) on state-space models
[Eqs.(5.21)-(5.22) and Eqs.(5.25)-(5.26)] and some classic matrix manipulations, one can prove that
the dropback can be explicitly written as :
• Pitch rate controller
Drb
qss
=
Kﬀ
Ki
+
1 +KnzCnzA−1B
KiCqA−1B
(5.35)
• C∗ controller
Drb
qss
=
Kﬀ
Ki
+
1
Ki (12.4Cq + Cnz)A−1B
+
CqA−2B
CqA−1B
− (12.4Cq + Cnz)A
−2B − 14CnzA−1B
(12.4Cq + Cnz)A−1B
(5.36)
In both cases, the proportional gain Kp has no influence on the dropback value. The same conclusion
can be made for the gain Kq and the pole zwo related to the washout filter feedback. Moreover, as
the gain Kﬀ has no influence on the closed-loop pole location, it will be dedicated to tune exactly
the dropback value after tuning the other gains with the pole confinement algorithm.
5.5.3 Design procedure
The synthesis procedure can be summarized as :
1. Handling qualities (damping and settling time) are translated into target region Ωt
2. Pole confinement in Ωt is done with Algorithm 1 by tuning closed-loop gains, depending on
controller architecture.
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3. Feedfoward gain Kﬀ is chosen to set Gibson’s dropback (to zero for instance) with Eqs (5.35)
or (5.36) depending on the architecture.
4. Gain and phase margins of the CAS loop are checked a posteriori. If they are not satisfactory,
they can be improved by adjusting gains within the limits of the guardian map component
defined by νΩt = 0
5.5.4 Design example
For an application example of our procedure, we consider the flight condition #12 with the pitch
rate control architecture (Tab.5.4).
Tableau 5.4 Flight Condition #12
Mach Number Altitude Dynamic Pressure
0.88 25000ft 426.3psf
The initial vector is set to zero. After 4 iterations, the algorithm finds satisfactory gains. As
before, if we define Dk = Ωt∨ΩΛk = Ω (αk, θk) at iteration k, Table 5.5 shows the successive regions
Dk computed by our algorithm.
Tableau 5.5 Evolution of Dk
Iteration k ζk θk αk
0 0 π/2 0
1 0.237 1.331 −0.9
2 0.399 1.160 −0.9
3 0.549 0.989 −0.9
4 0.6 0.927 −0.9
Table 5.6 shows the final pole placement which is inside the target region Ωt and Figure 5.16
shows the diﬀerent pole location iterations to reach this result. The gain Kﬀ is adjusted to provide
a dropback value of 0 thanks to Eq. (5.35) :
Kﬀ =
Drb
qss
Ki − 1 +KnzCnzA
−1B
CqA−1B
= −1 +KnzCnzA
−1B
CqA−1B
(5.37)
Fig. 5.17 finally illustrates the pitch rate q response to a stick input for every iterated gains. The 2%
settling time is about 2.41 s, which is reasonable, and even if the overshoot is 25%, it is suitable 4.
Indeed, the reader has to keep in mind that Gain and phase margins are calculated on the CAS
4. Satisfying a null or positive dropback means larger overshoots.
168
loop by opening the loop right before the PI controller : MG = 6.46 dB and Mϕ = 53.75˚ . Thus no
further adjustement is needed.
Tableau 5.6 Pole placement on flight condition #12 - Pitch rate control
Open loop poles Final closed loop poles
0
−0.9
−2.61± 6.44i (ζ = 0.376)
−15.2
=⇒
 −1.06−1.66± 1.41i (ζ = 0.761)−3.94± 4.66i (ζ = 0.645)
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Figure 5.16 Pole iterations on flight condition #12 - Pitch rate control
5.6 Results on the 20 flight conditions
The application of our procedure on the 20 diﬀerent flight conditions (Fig. 5.11) using both
architectures yields the following results.
5.6.1 Pitch rate control
Fig. 5.18 illustrates the pole placement for all 20 flight conditions. The damping constraint
(ζ > 0.6) is satisfied for each flight condition as for the real part requirement (Re(λ) < −0.9). Fi-
gure 5.19 shows the time-responses to a 5 second unit stick input in q. Except for Case 17, for which
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Figure 5.17 Time response iterations on flight condition #12 - Pitch rate control
the settling time is greater (ST = 4.79 s), other time-responses are satisfactory. Even if Level 1 time-
response requirement is not always satisfied i.e. 2%ST < 3 s , the constraint should be considered
more as an indication of the desired time-response without being a hard constraint. Considering
θ responses, the dropback tuning to 0 on every case ensures that after the transition period, the
system behaves like a pure integrator. Even if overshoots can vary from 10% to 25% depending on
the flight condition, it is a necessary evil as positive value of dropback cannot be attained without
overshoot in the q time-response.
Table 5.7 summarizes the results for the 20 flight conditions. Even if there is actually only one
short period mode in open-loop (physically described and identified), more complex poles can appear
in closed-loop due to the dynamics of the controller and those of the actuator. Therefore, we denote
by ζsp1 and ζsp2 , the damping ratio of the complex poles which lay in the short period bandwidth
(between 1 rad/s and 5 rad/s for the problem at stake). As seen in the pole configuration map of
Fig. 5.18, Table 5.7 confirms that the dominant closed-loop poles satisfy the damping requirement
criteria. For all flight conditions, the dropback value is 0 as intended by fixing the gain Kﬀ . The 2%
settling time are around 3 seconds (except for case 17 as mentioned before). The gain and phase
margins of the system (CAS loop) are fulfilled.
In the case of flight condition 17, no gain changes could lead to drastic improvements. After
analysis, a low frequency zero limits the reachable performance.
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Figure 5.18 Closed-loop poles for pitch rate control
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Figure 5.19 Time responses for pitch rate control
5.6.2 C∗ control
The procedure is now applied on the C∗ architecture which feeds back the C∗ output. The pole
placement is illustrated in Fig. 5.20. As one can see, the damping constraint (ζ > 0.6) is satisfied
for each flight condition, but this is not the case for the real part requirement (cases 9, 13, 17 &
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Tableau 5.7 Handling quality results for pitch rate control
Case ζsp1 ζsp2 Drb ST(2%) MG(dB) Mϕ(˚ )
1 0.99 0.87 0 3.32 12.73 63.72
2 0.92 0.89 0 3.29 11.31 57.61
3 0.90 0.85 0 3.37 8.79 56.32
4 0.89 0.81 0 3.36 7.27 54.30
5 0.99 0.91 0 3.08 16.8 70.11
6 0.93 0.91 0 3.44 8.99 55.72
7 0.89 0.83 0 3.45 7.96 53.88
8 0.90 0.80 0 3.37 7.12 54.26
9 0.97 0.65 0 3.86 10.71 58.96
10 0.90 0.82 0 3.43 7.83 53.30
11 0.90 0.80 0 3.34 7.55 55.51
12 0.76 0.65 0 2.41 6.57 53.96
13 0.99 0.67 0 3.28 12.29 73.14
14 0.99 0.87 0 2.82 15.21 71.42
15 0.90 0.80 0 3.37 8.45 55.18
16 0.86 0.78 0 3.39 7.63 58.09
17 0.99 0.88 0 4.79 13.56 63.99
18 0.99 0.67 0 3.18 12.73 76.34
19 0.03 0.86 0 3.43 7.81 54.35
20 0.95 0.82 0 3.24 7.33 56.16
18 ). Initially, the algorithm could manage to place all the poles inside the target region Ωt but
time-responses exhibited a non desirable non minimum phase behavior. By loosening the real part
constraint, this could be improved for the cases 9, 13 and 18 but as before, the case 17 remained
problematic.
Figure 5.21 illustrates the C∗ output time responses to a unit step stick. C∗ output is usually
associated with a C∗ criterion that consists in ensuring that the time response lies inside a time his-
tory envelope initially derived from military aircraft tests (see (Field, 1993) and references therein).
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Figure 5.20 Closed-loop poles for C∗ control
The time responses lie reasonably well inside the time history envelope ; one could argue that some
of them are slightly violating the lower boundary but one should consider that for a civil aircraft,
the requirements are not as stringent as those of military aicraft.
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Figure 5.22 shows the normalized time-responses to a 5 second unit stick input in q. If they
are still satisfactory, one could notice that, unlike the pitch rate control responses, overshoots can
easily reach 70%. In light of (Gibson, 1999), this does not basically represent a major issue. Again
dropback value was adjusted to 0 with the gain Kﬀ .
Table 5.8 summarizes the results for the 20 flight conditions. Damping ratios are all Level 1 and
2% settling times are slightly better compared to the pitch rate control. Except for case 17, they
are all under 3 seconds. The gain and phase margins of the system (CAS loop) are again all fulfilled
and very good, showing the robustness of the single-loop feedback.
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Figure 5.22 Pitch rate time responses for C∗ control
All of these results were obtained for flight conditions covering the entire flight envelope. When
designing well-known flight controllers in a classical scheme, one has to use intensively SISO tech-
niques like root locus or Bode diagram to gradually adjust the gains for each flight condition ; this
gain tuning is then a time-consuming process. On the opposite, our procedure managed to handle
automatically both architectures on many diﬀerent flight conditions in a reasonable time with few
adjustments while guaranteeing a priori specific handling qualities.
5.7 Conclusion
This article presents a guardian-map based design methodology to adjust the gains of two fixed
architecture controllers for the longitudinal flight of a business aircraft. First, part of handling
qualities are translated into a target region of the complex plane and an algorithm based upon
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Tableau 5.8 Handling quality results for C∗ control
Case ζsp1 ζsp2 Drb ST(2%) MG(dB) Mϕ(˚ )
1 0.69 0.69 0 2.50 11.75 53.57
2 0.69 0.66 0 2.01 14.18 66.84
3 0.69 0.69 0 2.14 15.81 72.43
4 0.71 0.70 0 1.36 16.59 69.86
5 0.63 0.62 0 1.90 10.01 51.96
6 0.67 0.65 0 2.69 13.91 70.09
7 0.68 0.68 0 2.20 16.21 73.15
8 0.72 0.69 0 1.34 16.34 69.99
9 0.60 0.60 0 2.55 13.92 70.89
10 0.66 0.66 0 2.23 15.66 74.3
11 0.70 0.68 0 1.91 16.75 71.64
12 0.62 0.64 0 1.52 21.23 75.93
13 0.73 0.66 0 2.73 14.44 68.76
14 0.67 0.65 0 2.69 13.11 69.88
15 0.68 0.66 0 2.28 16.90 74.06
16 0.66 0.66 0 1.64 16.3 74.40
17 0.88 0.74 0 4.36 18.06 77.45
18 0.74 0.67 0 2.75 15.48 71.56
19 0.63 0.63 0 2.30 14.27 78.76
20 0.63 0.63 0 1.96 13.41 79.42
guardian maps places the poles inside the region. Other handling quality, namely dropback is exactly
tuned using a theoretical formula and remaining handling qualities are checked a posteriori. In spite
of the stringent fixed architecture constraint, our procedure manages to find satisfying gains through
the entire flight envelope.
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CHAPITRE 6
ARTICLE 2 : GAIN SCHEDULING WITH GUARDIAN MAPS FOR
LONGITUDINAL FLIGHT CONTROL
Nous nous inte´ressons a` pre´sent a` l’extension des algorithmes pre´ce´dents au proble`me de se´quen-
cement de gains. L’ide´e des composantes de stabilite´ demeure essentielle et a` la base de notre fac¸on
de proce´der. Pour le proble`me de se´quencement, il s’agit de faire varier de fac¸on continue (ou pas)
les gains de notre correcteur de´pendamment du point de fonctionnement ou` l’on se trouve.
Nous proposons dans l’article 2 une me´thode base´e sur les applications gardiennes pour se´quen-
cer les gains de notre loi de commande par rapport au nombre de Mach et a` l’altitude. Nous partons
de l’hypothe`se que nous avons un premier correcteur synthe´tise´ en un point de vol et satisfaisant
les contraintes. Il s’agit donc de faire varier les gains de ce controˆleur pour qu’il soit eﬃcace en
d’autres points de vol. Contrairement aux me´thodes de se´quencement classiques (Leith et Leithead,
2000; Rugh et Shamma, 2000) ou` l’utilisateur doit synthe´tiser des correcteurs en plusieurs points
de vol, notre algorithme nous permet de nous aﬀranchir de cet inconve´nient. En eﬀet, la me´thode
alterne automatiquement entre analyse de robustesse d’un correcteur donne´ et synthe`se d’un nou-
veau correcteur a` la limite de stabilite´ du pre´ce´dent jusqu’a` recouvrir tout le domaine d’e´volution.
L’utilisateur obtient ainsi un ensemble de correcteurs ge´ne´re´s automatiquement dont les domaines
de stabilite´ conjoints recouvrent tout le domaine d’e´volution.
Cet article a fait l’objet d’un article pre´liminaire (Saussie´ et al., 2008b) pre´sente´ a` la confe´rence
AIAA Guidance, Navigation and Control 2008 et portant sur l’exemple classique du missile de Rei-
chert (Reichert, 1992). Le banc d’essai du missile a fourni une quantite´ importante d’articles ou` les
diﬀe´rents auteurs ont mis en pratique leur propre approche de se´quencement de controˆleurs, ce qui
a constitue´ une base inte´ressante de comparaison en termes d’approche me´thodique, de structures
de correction et de re´sultats. La diﬀe´rence majeure re´side dans le fait que l’algorithme pre´sente´ dans
(Saussie´ et al., 2008b) ne garantit pas la stabilite´ tout au long du processus pour un syste`me a` deux
parame`tres. Ce de´faut a e´te´ gomme´ dans l’article 2 en proposant un corollaire au The´ore`me 4.3.2.
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Gain Scheduling with Guardian Maps for Longitudinal
Flight Control
D. Saussie´, O. Akhrif, C. Be´rard and L. Saydy
Article soumis a` Journal of Guidance, Control and Dynamics
Abstract
A new approach to gain-scheduling of linear controllers is proposed and applied to a longitudinal
flight control problem. Traditionally, gain scheduling is done a posteriori by the interpolation of
controller gains designed for several operating points or conditions. The method proposed here is
based on guardian maps and does not require as many linear controller synthesis as there are design
points. Rather, it extends the performance of an initial single controller carried out on an arbitrary
operating point to the entire domain while ensuring generalized stability all along the process. The
method, which uses a given fixed architecture controller, is successfully applied on the longitudinal
flight control of a business jet aircraft.
6.1 Introduction
Among nonlinear control methods, gain-scheduling is one of the most used ones (Rugh et
Shamma, 2000; Leith et Leithead, 2000) and eﬀorts have been made recently to put forth a uni-
fied framework for it (Fromion et Scorletti, 2003). There are mainly two approaches to designing
gain-scheduled controllers :
• The first approach consists in designing a set of linear controllers corresponding to given set of
linearized models around equilibrium points (Rugh, 1991; Lawrence et Rugh, 1995; Shamma
et Athans, 1990) which are then interpolated versus scheduling variables which may be exo-
geneous and/or endogenous. Interpolation can however become a challenging question when
dynamic compensators are considered (Stilwell et Rugh, 2000; Cle´ment et Duc, 2001), and
implementation problems can occur (Lawrence et Rugh, 1995; Leith et al., 1998; Mehendale
et Grigoriadis, 2004).
• The second approach ensures a priori global stability of the closed-loop system and is based on
Linear Parameter-Varying (LPV) techniques (Packard, 1994; Apkarian et Gahinet, 1995). The
controllers are directly obtained in an LPV form and so, no a posteriori interpolation is needed.
Control problems are formulated as Linear Matrix Inequalities (LMI) optimization problems
(Boyd et al., 1994; Gahinet et al., 1994; Prempain et Postlethwaite, 2008). Unfortunately, this
approach can be rather conservative especially when the operating domain becomes large and
may lead to non-feasible optimization problems.
The method proposed here lies somewhere in between these two categories and seeks to avoid
their respective disadvantages while preserving their benefits. Unlike classic gain-scheduling for
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which the design has to be carried out, a priori, over many equilibrium points, our method only
needs one initial controller from which the procedure automatically deduces controllers that satisfy
the stability and performance requirements for other trim points until the entire operating domain is
covered. Unlike LPV methods, our method has the advantage that a fixed architecture controller is
considered. The final product is a set of automatically generated controllers whose combined robust
performance regions cover the entire evolution domain. Thereafter, these controllers can be easily
interpolated w.r.t. scheduling variables as they all have the same structure, or implemented directly
in look-up tables. The performance constraints considered here are of the generalized stability type,
that is, eigenvalue or pole confinement within specific subsets of the complex plane. These are
handled by guardian maps (Saydy et al., 1990) which provide indications both on the allowable gain
regions (i.e. the gain regions within which the system’s generalized stability is fulfilled) and on the
controller robustness versus varying parameters.
A preliminary application was performed on a missile benchmark problem (Saussie´ et al., 2008b)
and gave promising results compared to former articles (Reichert, 1992; Shamma et Cloutier, 1992,
1993; Nichols et al., 1993; White et al., 1994; Wu et al., 1995; Schumacher et Khargonekar, 1998;
Biannic et Apkarian, 1999; Tan et al., 2000; Do¨ll et al., 2001; Wu et al., 2002; Bruyere et al.,
2006). But unlike the method in (Saussie´ et al., 2008b), the one presented here ensures stability
and performance all along the process. A new application to the longitudinal flight control of an
aircraft (Challenger 604 ) is also presented. Traditionnally, flight controllers use simple controller
structures derived from the wide experience acquired by flight control engineers ; they have indeed a
well studied and understood architecture (Stevens et Lewis, 2003) and work well in many practical
applications. The present article builds on the work initiated in (Saydy et al., 2000) and (Saussie´
et al., 2003, 2006b) . It proposes to conserve the original architecture provided by the manufacturer
and to automatically schedule the gains with scheduling variables such as Mach number M and
altitude h in order to satisfy given handling qualities ; this remains one of the most important
objectives in flight control design (Mitchell et al., 2004) and several criteria (US Department of
Defense, 1997) may be used to this eﬀect. A flight controller must ideally satisfy these handling
qualities (Hodgkinson, 1999; Gibson, 1999) over the entire flight domain. The longitudinal handling
qualities concern mainly the short-period dynamics of the aircraft ; some of them can be cast in
terms of eigenvalue confinement and zero location (mainly for Gibson’s dropack (Gibson, 1999)). A
first controller satisfying the handling qualities at stake is provided for a given flight condition and
the goal is to extend its performance to the rest of the flight envelope by scheduling its gains w.r.t
flight condition parameters (Mach and altitude).
The paper is organized as follows. A brief overview of guardian maps is proposed in Section
1. Next, two algorithms are proposed to extend the performance of an initial controller to the
whole operating domain, and thus yield a scheduled controller. In Section 3, the aircraft model of a
Bombardier Inc. Challenger 604 is introduced as well as the handling qualities of interest. Finally
Section 4 is devoted to the application of our technique to the design of a scheduled flight controller
for the longitudinal motion of the plane.
178
6.2 Guardian Maps : a brief review
The guardian map approach was introduced by Saydy et al. (Saydy et al., 1990) as a unifying
tool for the study of generalized stability of parameterized families of matrices or polynomials. Here,
generalized stability means confinement of matrix eigenvalues or polynomial zeros to general open
subsets of the complex plane and includes the open left half-plane and the unit circle as special
cases. Some of the basic concepts are introduced.
6.2.1 Guardian Maps
Basically, guardian maps are scalar valued maps defined on the set of n×n real matrices (or nth-order
polynomials) that take non-zero values on the set of Ω-stable matrices (or polynomials) and vanish
on its boundary. The description below will focus on families of matrices with the understanding
that it applies to polynomials as well. We are hence interested in stability sets of the form :
S(Ω) = {A ∈ Rn×n : σ(A) ⊂ Ω} (6.1)
were Ω is an open subset of the complex plane of interest, and σ(A) denotes the set consisting of the
eigenvalues of A. Such sets S(Ω) will be referred to as generalized stability sets, and thus represent
the set of all matrices which are stable relative to Ω, i.e. which have all their eigenvalues in Ω.
De´finition 6.2.1. Let ν map Rn×n into C. We say that ν guards S(Ω) if for all A ∈ S(Ω), the
following equivalence holds :
ν(A) = 0⇔ A ∈ S(Ω) (6.2)
Here S denotes closure of the set S. The map is said to be polynomic if it is a polynomial function
of the entries of its argument.
Example 6.2.2. Some guardian maps are given for classical regions (Fig. 6.1).
• Hurwitz Stability : for Ω = C˚−, a guardian map is
νH(A) = det(A⊙ I) det(A) (6.3)
where ⊙ denotes the bialternate product (Stephanos, 1900).
• Stability margin : the open α-shifted half-plane region has a corresponding guardian map
νm(A) = det (A⊙ I − αI ⊙ I) det (A− αI) (6.4)
• The conic sector with inner angle 2θ has a corresponding guardian map given by
νd(A) = det
￿
A2 ⊙ I + (1− 2ζ2)A⊙A￿ det (A) (6.5)
where ζ ￿ cos θ denotes the limiting damping ratio.
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• Schur stability : for the circle of radius ω > 0, a corresponding guardian map is
νp(A) = det
￿
A⊙A− ω2I ⊙ I￿ det ￿A2 − ω2I￿ (6.6)
A systematic way of constructing guardian maps for various Ω regions can be found in Saydy et al.
(Saydy et al., 1990).
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Figure 6.1 Regions for Example 6.2.2
6.2.2 Stabilizing gain characterization
Let {A(r) : r ∈ U ⊂ Rk} be a continuous family of n × n matrices which depend on the (usually)
uncertain parameter vector r := (r1, . . . , rk) where each entry lies in a given range for which only
the bounds are known, say r ∈ U ⊂ Rk.
Theorem 6.2.3. Let S(Ω) be guarded by the map νΩ. The family {A(r) : r ∈ U} is stable relative
to Ω if and only if
(i) it is nominally stable, i.e. A(r0) ∈ S(Ω) for some r0 ∈ U ; and,
(ii) ∀r ∈ U , νΩ(A(r0))νΩ(A(r)) > 0. i.e. νΩ(A(r)) does not vanish in U .
Corollary 6.2.4. Let S(Ω) be guarded by the map ν and consider the family {A(r) : r ∈ U}. Then
C defined by :
C = {r ∈ Rk : νΩ(A(r)) = 0} (6.7)
divides the parameter space Rk into components Ci that are either stable or unstable relative to Ω.
To see which situation prevails for a given component Ci, one only has to test A(r) for any one
point in Ci.
Example 6.2.5. Suppose that the closed-loop poles of a given system are specified by the polynomial :
p(s) = s3 + k1s2 + k2s+ 1 (6.8)
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where k1, k2 denote some controller gains. If the damping region ζ > 0.7 is the one considered (Fig.
6.2), then one obtains (e.g. by applying Eq. (6.5) to the companion matrix corresponding to p) :
νΩ(p) = 2k32 − k21k22 − 4k1k2 + 2k31 + 1 (6.9)
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Figure 6.3 Set C3 of all gains ensuring
Ω−stability
Setting this quantity to 0 yields the 3 components in the parameter space (k1, k2) of Fig. 6.3. It
can be verified that the set of all gains (k1, k2) which place all the closed-loop poles within the damping
zone above is the component C3. Any other choice of the gains outside of C3 yields closed-loop poles
outside the damping conic region. We arrive to this conclusion simply by testing Ω-stability of p(s)
for any three pairs (k1, k2) in C1, C2 and C3 respectively.
6.2.3 Robust stability
For the application at hand, the model is given as linearized state-space models for several
operating points which depend on two parameters, namely Mach number M and altitude h. Conse-
quently, we consider here the stability of one and two-parameter families of real matrices relative
to a domain Ω for which S(Ω) is endowed with a polynomic guardian map νΩ.
￿ One-parameter family stability test
In the following, we consider single-parameter polynomial matrices of the form :
A(r) = A0 + rA1 + . . .+ rkAk (6.10)
with Ai given constant matrices and such that A(r0) is Ω-stable. The corresponding guardian
map νΩ(A(r)) is a polynomial in r. We seek to find the largest open stability interval w.r.t. Ω
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around r0. Let
r−=˙ sup {r < r0 : νΩ(A(r)) = 0} (or −∞ if none exists)
r+=˙ inf {r > r0 : νΩ(A(r)) = 0} (or +∞ if none exists)
be the maximal perturbation bounds for nonsingularity of matrices around r = r0.
Lemma 6.2.6. Let A(r) = A0 + rA1 + . . . + rkAk be a polynomial matrix in the uncertain
parameter r real with given constant matrices Ai such that A(r0) is stable w.r.t. Ω and let S(Ω)
be guarded by a map νΩ. Then A(r) is stable relative to Ω for all r ∈ (r−, r+). Furthermore,
this interval is the largest one containing r0.
￿ Two-parameter family stability test
In this section, we consider stability of two-parameter families of real matrices (or polynomials)
relative to a domain Ω for which S(Ω) is endowed with a polynomic guardian map νΩ. We
will study polynomial matrices of the form
A(r1, r2) =
i=k￿
i=0
j=l￿
j=0
ri1r
j
2Aij (6.11)
with r1 and r2 real parameters. The theorem by Saydy et al. (1990) gives necessary and
suﬃcient conditions for the stability of A(r1, r2) over a specific rectangle-shaped domain
(r1, r2) ∈ [α1,β1] × [α2,β2]. We state here a novel corollary which is used to find the lar-
gest stable open rectangle with a fixed side as will be explained next.
Let r0 ￿ (r01, r02) be a nominal parameter vector such thatA
￿
r01, r
0
2
￿
is Ω-stable. By freezing one
of the parameters, say r2 = r02, one can easily compute the largest (open) interval containing
r01, Imax(r02) ￿ (r−1 , r+1 ), such that ∀r1 ∈ Imax(r02), A(r1, r02) ∈ S(Ω) (Lemma 6.2.6). Similarly,
for r1 = r01 fixed, one can obtain the largest (open) interval containing r02, Imax(r01) ￿ (r−2 , r+2 )
such that ∀r2 ∈ Imax(r01), A(r01, r2) ∈ S(Ω). When both parameters vary, it is of course not true
in general that the family is Ω-stable within Imax(r02)×Imax(r01) (see Fig. 6.4 for an illustration).
Therefore, given a nominal parameter vector r0 ￿ (r01, r02) and fixed side [α1,β1] ⊂ Imax(r02)
containing r01, we seek to find the largest open interval (α∗2,β∗2) such that
∀(r1, r2) ∈ [α1,β1]× (α∗2,β∗2) , A(r1, r2) ∈ S(Ω). (6.12)
as illustrated in Fig. 6.5. Naturally, one can choose [α2,β2] ⊂ Imax(r01) and seek the largest
open interval (α∗1,β∗1) such that
∀(r1, r2) ∈ (α∗1,β∗1)× [α2,β2] , A(r1, r2) ∈ S(Ω). (6.13)
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Before stating the corollary which enables statements such as the one in (Eq.6.12) or in
(Eq.6.13), we introduce some notations. Let
ν1(r2) ￿ p[r2](α1)p[r2](β1) (6.14)
and
ν2(r2) ￿ detB(p[r2], p￿[r2]). (6.15)
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where, for each r2, p[r2](r1) ￿ νΩ(A(r1, r2)) denotes the univariate polynomial in r1, the co-
eﬃcients of which are themselves polynomials in r2, p￿[r2] denotes its derivative w.r.t. r1 and
B(a, b) designates the Bezoutian of two polynomials a and b (Lancaster et Tismenetsky, 1985).
Corollary 6.2.7. Let A(r01, r02) ∈ S(Ω) and let νΩ be a guardian map for S(Ω). Choose
[α1,β1] ⊂ Imax(r02). Define
r2 = largest root of ν1(r2) strictly less than r02 (set to −∞ if no such root exists)
r2 = smallest root of ν1(r2) strictly larger than r02 (set to +∞ if no such root exists)
Define also
α∗2 = largest root µ of ν2(r2), r2 ≤ µ < r02, for which p[µ](r1) has a root in [α1,β1] (set to
r2 if none exists)
β∗2 = smallest root µ of ν2(r2), r02 < µ ≤ r2, for which p[µ](r1) has a root in [α1,β1] (set to
r2 if none exists)
Thus (α∗2,β∗2) is the largest open interval such that
∀(r1, r2) ∈ [α1,β1]× (α∗2,β∗2) , A(r1, r2) ∈ S(Ω) (6.16)
De´monstration. First, let [α2,β2] ⊂ (α∗2,β∗2). We first prove that the family A(r1, r2) is
stable on [α1,β1] × [α2,β2], i.e. νΩ(r1, r2) = p[r2](r1) does not vanish for any (r1, r2) ∈
[α1,β1]× [α2,β2].
According to Theorem by Saydy et al. (1990) , A(r1, r2) is stable for all (r1, r2) ∈ [α1,β1] ×
[α2,β2] if and only if U1cr = ∅ and the univariate polynomials pα2 and p[r2], r2 ∈ U2cr have no
zeros in [α1,β1] where
U1cr := {r2 ∈ [α2,β2] : ν1(r2) = 0} (6.17)
and
U2cr := {r2 ∈ [α2,β2] : ν2(r2) = 0} . (6.18)
According to the definitions of r2, r2, α∗2 and β∗2 , we have r2 ≤ α∗2 < α2 ≤ β2 < β∗2 ≤ r2.
Consequently, it follows by construction that U1cr = ∅ as r2 and r2 are respectively the largest
(< r02) and the smallest (> r02) root of ν1(r2). Similarly, pα2 and p[r2], r2 ∈ U2cr have no zeros
in [α1,β1] for indeed α∗2 and β∗2 are respectively the largest (< r02) and the smallest (> r02)
root of ν1(r2) for which such a property holds. This proves Ω-stability of A(r1, r2) for all
[α1,β1]× [α2,β2] with α∗2 < α2 ≤ β2 < β∗2 .
By definition, α∗2 and β∗2 are either ∞ (−∞ and +∞, resp.) or are such that either A(r1,α∗2),
or A(r1,β∗2) is Ω-unstable for some value of r1 ∈ [α1,β1]. Therefore, any choice of α2 ≤ α∗2
or β2 ≥ β∗2 would lead, with same proof, to the instability of A(r1, r2) over [α1,β1]× [α2,β2].
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Consequently, (α∗2,β∗2) is the largest open interval such that
∀(r1, r2) ∈ [α1,β1]× (α∗2,β∗2) , A(r1, r2) ∈ S(Ω) (6.19)
Example 6.2.8. To illustrate the above, let the closed-loop poles of a given system be specified
by the uncertain polynomial :
d(s) = s3 + s2 + s+ r21 + r
2
2 (6.20)
where r1 and r2 denote uncertain parameters with nominal values r01 = r02 = 0.5. If the open
left half-plane Ω = C˚− is the stability region considered, then a guardian map 1 is :
νΩ(r1, r2) = (r21 + r
2
2)(1− r21 − r22) (6.21)
By setting νΩ to 0, we easily see that the stable component is the interior of the unit disk
except the origin (light grey region in Fig. 6.6).
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1. Using Eq. (6.3) and the companion matrix corresponding to d.
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We have :
p[r2](r1) = −r41 + (1− 2r22)r21 + r22 − r42 (6.22)
p￿[r2](r1) = −4r31 + (2− 4r22)r1 (6.23)
and the corresponding Bezoutian matrix is
B(pr2 , p
￿
r2) =

0 4r22 − 4r24 0 −2r22 + 6r42 − 4r62
−2 + 4r22 0 2− 4r22 + 4r42 0
0 2− 4r22 0 4r22 − 4r42
4 0 −2 + 4r22 0
 (6.24)
which yields
ν2(r2) = detB(p[r2], p
￿
[r2]
) = 16r22(r
2
2 − 1) (6.25)
Letting (r01, r02) = (0.5, 0.5) yields Imax(r02) ≈ (−0.866, 0.866). If we choose for instance
[0.3, 0.7] ⊂ Imax(r02), we obtain
ν1(r2) ￿ p[r2](0.3)p[r2](0.7) = (r42 − 0.82r22 − 0.0819)(r42 − 0.02r22 − 0.2499), (6.26)
the real roots of which are {−0.9539,−0.7141, 0.7141, 0.9539}. Therefore r2 = −0.7141 and
r2 = 0.7141. The roots of ν2(r2) are {−1, 0, 1}. Since none of the polynomials, p[0](r1) and
p[1](r1), has a root in [0.3, 0.7], we conclude, according to Corollary 6.2.7, that (−0.7141, 0.7141)
is the largest open interval such that
∀(r1, r2) ∈ [0.3, 0.7]× (−0.7141, 0.7141) , d(s) ∈ S(Ω). (6.27)
If instead we choose the interval [−0.5, 0.8] ⊂ Imax(r02), we obtain
ν1(r2) ￿ p[r2](−0.5)p[r2](0.8) = (r42 − 0.5r22 − 0.1875)(r42 + 0.28r22 − 0.2304) (6.28)
with roots {−0.866,−0.6, 0.6, 0.866}. In this case, r2 = −0.6 and r2 = 0.6. The roots of
ν2(r2) are {−1, 0, 1} and p[0](r1) has a root (namely 0) in [−0.5, 0.8]. Therefore, according to
Corollary 6.2.7, (0, 0.6) is the largest open interval such that
∀(r1, r2) ∈ [−0.5, 0.8]× (0, 0.6) , d(s) ∈ S(Ω) (6.29)
6.3 Gain-scheduling procedure
In typical gain-scheduling techniques, LTI controllers have to be designed on diﬀerent linearized
models ; controller interpolation is done a posteriori, or switching laws are implemented between
the various controllers. In the interpolation approach case, even if the controllers designed on each
operating point fulfill the requirements locally, there is no guarantee that between the synthesis
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points stability is retained, especially if the designer did not take enough synthesis points (Rugh,
1991; Leith et al., 1998). Moreover, depending on controller complexity, interpolation problems may
arise. For example, in the case of H∞ control or µ-synthesis, an initial order reduction phase is often
required on each LTI controller in order to ensure that all the controllers have the same order and
structure (Nichols et al., 1993). In the switching approach case, the designed controllers must cover
the entire domain and again the number of synthesis points is crucial. So the three major issues
are : the number of synthesis points, the controller structure and the stability and performance
satisfaction on the entire domain (Leith et Leithead, 2000; Rugh et Shamma, 2000) . Our method
proposes to address these issues.
The basic idea is as follows. Let K0 an initial fixed-structure controller be designed for a par-
ticular trim condition. This controller naturally presents some robust performance margins w.r.t.
trim variables, i.e. it will no longer ensure performance for a limit trim condition. By adjusting K0
(using a search algorithm presented later), we obtain a new controller K1 having its own robust
performance margins. By taking another worst-case condition where K1 fails, another controller
K2 is designed and so on till covering the entire operating domain.
In what follows, two gain-scheduling algorithms are introduced, one for the single parameter case
(one scheduling variable) and one for the two-parameter case (two scheduling variables). In virtue of
Lemma 6.2.6 and Corollary 6.2.7, generalized stability will be ensured all along the procedure. The
algorithms automatically produce a set of controllers whose combined robust performance regions
cover the entire operating domain. They will prove eﬃcient in the longitudinal motion control
problem as only two parameters, Mach number and altitude, are involved.
6.3.1 Single-parameter gain-scheduling algorithm
The first algorithm proposed is applied in the case of a system with one single parameter r. Let
Ω be the region of eigenvalue confinement of interest and νΩ be a corresponding guardian map. Let
A(r,K) denote the closed-loop state space matrix with K = [Ki] the gain vector. With a slight
abuse in notation, we denote νΩ(r,K) := νΩ(A(r,K)). If A(r,K) depends polynomially on the
parameters and the boundary of Ω is also defined polynomially, then νΩ(r,K) is a multivariable po-
lynomial as well. We seek to findK (scheduled w.r.t. r) that stabilizes the system for r ∈ [rmin, rmax].
For an initial parameter value r0 = rmin, let K0 be a nominal choice of stabilizing gains, that is,
such that the eigenvalues of A(r0,K0) are inside Ω. With K =K0, we apply Lemma 6.2.6 to find
the largest stability interval ]r0, r0[. Thus the vectorK
0 stabilizes the system for any parameter r in
]r0, r0[. If r0 = +∞ or r0 > rmax, one can stop as K0 ensures stability ∀r ∈ [rmin, rmax]. Moreover,
we have νΩ(r0,K
0) = νΩ(r0,K0) = 0 if r0 and r0 happen to be finite.
If r0 ≤ rmax, we proceed as follows. Fix r1 = r0. The equation νΩ(r1,K
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components in the space of gain parameters that are either stable or unstable (Corollary 6.2.4). By
definition of r0, νΩ(r0,K0) = 0 and K0 lies on the boundary of a stable component. In (Saussie´
et al., 2010), an algorithm 2 was developed to search inside a component in order to find a new
vector K1 which places closed-loop poles strictly inside Ω. This new choice leads to a new stability
interval ]r1, r1[ with r0 ∈ ]r1, r1[. The same steps are repeated till possibly covering all values of
parameter r ∈ [rmin, rmax].
If the algorithm succeeds, it yields a sequence of controllers
￿
K0, . . . ,Ki, . . . ,Kn
￿
satisfying
all the criteria on the corresponding intervals {[rmin, r0[ , . . . , ]ri, ri[ , . . . , ]rn, rmax]}. Moreover, the
entire parameter range [rmin, rmax] is covered since by construction ri+1 < ri. The user is then free
to exploit this set of controllers depending on the way they will be implemented : look-up tables,
switching controllers or interpolation of the data to name a few.
Remark 6.3.1. Going “rightward” from rmin to rmax is an arbitrary choice and one can adapt the
algorithm to make it work “leftward”. This leads to diﬀerent results in general.
Example 6.3.2. The following simple example illustrates the procedure for the synthesis of a one-
parameter fixed structure scheduled controller, namely a PD controller. The system at stake is des-
cribed by a second order one-parameter transfer function :
F (s, a) =
1
s2 + 0.2a(a− 10)s+ a2 (6.30)
where the parameter a ∈ [0, 10]. Our objective is to design a scheduled PD controller (Fig. 6.7)
C(s) = Kp(a) +Kd(a)s that places the closed-loop poles inside the region Ω defined by Figure 6.8
where open-loop poles (unstable) are indicated for some values of a.
_
+
PD F(s,a)
R Y
Figure 6.7 Feedback configuration
The closed-loop corresponding state-space matrix is given by :
A(a,Kp,Kd) = A0 +A1a+A2a2 (6.31)
2. Dans l’article original, une appendice pre´sente cet algorithme, baptise´ Algorithm 2 dans l’article 1. Nous y
ferons re´fe´rence sous le nom search algorithm.
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Algorithm 1. Single parameter gain-scheduling algorithm
Step 0 : Initialization
Let Ω be a region of the complex plane and νΩ a corresponding guardian map, A (r,K)
a closed-loop matrix depending polynomially on the single parameter r ∈ [rmin, rmax] and
the gain vector K = [Kj ] ∈ Rp. Obtain a controller K0 designed for the nominal case
r0 = rmin ensures nominal stability relative to Ω. Set n← 0.
Using Lemma 6.2.6 on A(r,K0), find the largest stability interval ]r0, r0[ containing r0.
If r0 > rmax then Stop else set the counter n← n+ 1.
Step n.1 : Synthesis phase
Find a new gain vector Kn inside a component defined by νΩ(rn−1,K) = 0 using search
algorithm with initial vector Kn−1.
Step n.2 : Robustness analysis
Using Lemma 6.2.6 on A(r,Kn), find the largest stability interval ]rn, rn[ containing rn−1.
If rn > rmax then go to Final Step or Stop else set the counter n ← n + 1 and go to
Step n.1.
Final Step : Interpolation
If an interpolation K =K(r) is sought, use Lemma 6.2.6 to check if stability is preserved
∀r ∈ [rmin, rmax].
with
A0 =
￿
0 1
−Kp −Kd
￿
A1 =
￿
0 0
0 2
￿
A2 =
￿
0 0
−1 −0.2
￿
(6.32)
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Figure 6.8 General stability target region and open-loop poles
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A corresponding guardian map νΩ is :
νΩ(A) = νm(A)νp(A)νd(A) = νΩ(a,Kp,Kd) (6.33)
with, by applying Eqs (6.4)-(6.6),
νm(A) =
1
2
￿
10−Kd + 2a− 0.2a2
￿
(Kp + 10a− 5Kd + 25) (6.34)
νp(A) =
￿
a2 +Kp − 144
￿ ￿
144− 24a+Kp + 3.4a2 + 12Kd
￿
...
...
￿
144 + 24a+Kp − 1.4a2 − 12Kd
￿
(6.35)
νd(A) =
1
2
￿￿
Kd + 0.2a2 − 2a
￿2 − 2a2 − 2Kp￿ ￿a2 +Kp￿ (6.36)
For a fixed value a = a0, Corollary 6.2.4 states that vanishing νΩ(a0,Kp,Kd) divides the gain pa-
rameter space R2 into components that are either stable or unstable relative to Ω. One can then
obtain the admissible gain regions ensuring that all closed-loop poles are inside the target region Ω
(see Fig. 6.9 where shaded areas are Ω-stable). For the a = 0 and a = 10 cases, the intersection is
empty implying that there exists no single PD controller satisfying the constraints for both extreme
values. Scheduling the controller gains is therefore necessary.
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Figure 6.9 Stabilizing gain regions for diﬀerent values of a = {0, 10}
Step 0 : A first controller
￿
K0p ,K
0
d
￿
= (106.3, 17.7) is designed for a = 0 which satisfies the
constraints with closed-loop poles −8.85± 5.29j (ζ = 0.858,ωn = 10.3). The application of Lemma
6.2.6 yields that this controller is robust for a ∈]− 1.447, 1.778[.
Step 1.1 : We set a = 1.778 the upper robust stability limit and look for another gain (Kp,Kd)
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inside the stable component defined by νΩ(1.778,Kp,Kd) = 0 (Eq. 6.33). The search algorithm yields
the new controller
￿
K1p ,K
1
d
￿
= (103.1, 20.6).
Step 1.2 : The PD controller
￿
K1p ,K
1
d
￿
is found to be stabilizing w.r.t. Ω for a ∈]−0.0243, 4.479[.
Tableau 6.1 Algorithm steps
Step i Kip Kid Stability domain ]aiai[
0 106.3 17.7 ]-1.447, 1.778[
1 103.1 20.6 ]-0.0243, 4.479[
2 86.2 22.6 ]1.964, 7.599[
3 48.6 21.3 ]3.327, 9.768[
4 10.9 18.1 ]5.494, 11.535[
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(a) Scheduled gain Kp w.r.t. a (b) Scheduled gain Kd w.r.t. a
Figure 6.10 Algorithm results and scheduled gains w.rt. a
Three other iterations lead to the results compiled in Table 6.1. We have a set of 5 controllers
whose stability domain union covers the entire range of a. This sequence of stabilizing controllers
can then be exploited to find a polynomial interpolation trough the gains (Kip,Kid). The scheduled
PD gains w.r.t. a are those of (Eqs. 6.37-6.38) and are illustrated on Fig. 6.10. Figure 6.11 shows
that the closed-loop poles are inside the target region Ω for diﬀerent values of a. After replacing the
gains by their scheduled expressions, one must check that the polynomial νΩ(A) = νΩ(a) does not
vanish for any a ∈ [0, 10] assessing that the closed-loop poles remain inside the region Ω.
Kp(a) = −10.12a+ 118.78 (6.37)
Kd(a) = −0.17a2 + 1.74a+ 17.72 (6.38)
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Figure 6.11 Eigenvalue value confinement with the scheduled controller
6.3.2 Two-parameter gain-scheduling algorithm
We introduce a new algorithm to handle two-parameter families. Let A(r1, r2,K) denote the
closed-loop state space matrix with K = [Ki] the gain vector and Ω the target stability region. We
aim at finding K scheduled w.r.t. r1 and r2 that stabilizes the system and places the poles within
Ω for all (r1, r2) ∈ [r1,min, r1,max]× [r2,min, r2,max]. The algorithm is mainly based upon Algorithm 1
and alternates between synthesis of scheduled controllers w.r.t r1 and robustness analysis of these
controllers along r2.
The main idea of our algorithm is as follows : for a fixed r2 = r2,0 = r2,min, use Algorithm 1
to find a stabilizing scheduled gain K0(r1) over [r1,min, r1,max] and then use Corollary 6.2.7 to find
the largest open interval (r2,0, r2,0) containing r2,0. Therefore the scheduled gain K
0(r1) stabilizes
the system on [r1,min, r1,max] × (r2,0, r2,0). Set r2 = r2,1 = r2,0 and find a scheduled gain K1(r1)
[r1,min, r1,max] ; it stabilizes the system over [r1,min, r1,max] × (r2,1, r2,1). The procedure must be
repeated till covering the entire domain. This leads to Algorithm 2 whose first steps are illustrated
in Fig. 6.12.
The algorithm yields a sequence of scheduled controllers
￿
K0(r1), . . . ,Ki(r1), . . . ,Kn(r1)
￿
sta-
bilizing the system relative to Ω on [r1,min, r1,max]×
￿
[r2,min, r2,0) , . . . ,
￿
r2,i, r2,i
￿
, . . . ,
￿
r2,n, r2,max
￿￿
.
Moreover, the entire parameter range [r2,min, r2,max] is covered since by construction r2,i+1 < r2,i.
The interpolation technique is left to the user.
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Figure 6.12 Algorithm 2 illustration
Algorithm 2. Two parameter gain-scheduling algorithm
Step 0 : Initialization
Let Ω a region of the complex plane and νΩ a corresponding guardian map, A (r1, r2,K)
a matrix depending polynomially on the two parameters (r1, r2) ∈ [r1,min, r1,max] ×
[r2,min, r2,max] ⊂ R2 and the gain vectorK = [Kj ] ∈ Rp. LetK0 such that A(r1,min, r2,min)
is Ω-stable.
Set n← 0, r2,0 = r2,min
Step n.1 : Synthesis of a scheduled controller w.r.t. r1
Use Algorithm 6.3.1 to find a scheduled gain vectorKn(r1) with fixed value r2 = r2,n. The
scheduled controllerKn(r1) ensures nominal stability for (r1, r2) ∈ [r1,min, r1,max]×{r2,n}.
Step n.2 : Robustness analysis of Kn(r1) along r2
Use Corollary 6.2.7 to find the largest open interval (r2,n, r2,n) containing r2,n such that the
scheduled gain vector Kn(r1) stabilizes the system ∀(r1, r2) ∈ [r1,min, r1,max]× (r2,n, r2,n).
If r2,n > r2,max then go to Final Step or Stop else set the counter n ← n + 1, r2,n =
r2,n−1 and go to Step n.1.
Final Step : Interpolation
If an interpolationK =K(r1, r2) is sought, Then use Corollary 6.2.7 to check if stability
is preserved ∀(r1, r2) ∈ [r1,min, r1,max]× [r2,min, r2,max].
6.4 Flight Controller Problem
In this section, we describe the Bombardier Inc.’s Challenger 604 aircraft longitudinal control
problem. After a short description of the open-loop model and its LPV description, we introduce
the retained controller architecture and the requirements, also known as handling qualities. We seek
to design a scheduled controller that will be eﬀective on the entire flight envelope.
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6.4.1 Open-loop LPV description
For design purposes, we consider the short-period equations of motion : w˙q˙
￿˙
 =
 Zw U0 Z￿Mw Mq M￿
Ew 0 E￿

 wq
￿
+
 ZδeMδe
0
 δe. (6.39)
At trimmed level flight, the dimensional coeﬃcients Zw, Z￿, Mw, Mq, M￿, Ew, E￿, Zδe and Mδe
depend mainly on Mach number M and altitude h. The state variable ￿ denotes the tail downwash
angle. The downwash is experienced by a horizontal tail placed in the flow behind the wing. This
vortex disminishes the incidence angle of the tail by an angle ￿. The available measurements are
pitch rate q and normal acceleration nz :
￿
q
nz
￿
=
￿
0 1 0
Z˜w Z˜q Z˜￿
￿ wq
￿
+ ￿ 0
Z˜δe
￿
δe (6.40)
where
nz = (w˙ − U0q − lxq˙)/g (6.41)
so Z˜w, Z˜q, Z˜￿ and Z˜δe can be deduced from the other coeﬃcients. Twenty flight conditions at
diﬀerent altitudes and Mach numbers were provided as illustrated in Fig.6.13. An LPV description
is then deduced by interpolating the data :
x˙a = Aa(M,h)xa +Ba(M,h)δe (6.42)
y = Ca(M,h)xa +Da(M,h)δe (6.43)
with
xa = [w q ￿ ]T y = [ q nz ]T
Aa(M,h) =
2￿
i=0
2￿
j=0
AijM
ihj Ba(M,h) =
2￿
i=0
2￿
j=0
BijM
ihj
Ca(M,h) =
2￿
i=0
2￿
j=0
CijM
ihj Da(M,h) =
2￿
i=0
2￿
j=0
DijM
ihj
Even if we can seek more accurate interpolations, the present one is suﬃcient for our purpose.
In order to disminish interpolation errors, the flight envelope is split into two regions leading to
two LPV descriptions : one for low to middle altitudes (h ∈ [5000, 25000 ft]) and another one for
middle to high altitudes (h ∈ [25000, 41000 ft]). This improves the quality of interpolation on a more
restricted zone. Special attention is given to the interpolation at the common border h = 25000 ft in
order to maintain continuity between the two LPV descriptions. Figure 6.14 shows the short-period
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mode poles at diﬀerent altitudes. In general, natural frequency increases with Mach number and
damping ratio diminishes with altitude.
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Figure 6.13 Flight envelope
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Figure 6.14 Short-period mode evolution within the flight envelope
Due to the presence of multiple delays in the actuator and sensor dynamics, both the actuator
and IRU sensors (q and nz) models are modelled by 15th order transfer function where time delays
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are Pade approximations (Fig. 6.15). As the characteristics of both actuator and sensors do not vary
with Mach number and altitude, no interpolations w.r.t.M and h are needed. After order reduction
of these elements and incorporation in the short period model, an 8th order LPV description is
finally obtained in the form of :
x˙ = A(M,h)x+Bδc (6.44)
q = Cqx (6.45)
nz = Cnz(M,h)x (6.46)
where x is the concatenation of the state vector xa and the states of the actuator and sensor dynamic
approximations and δc, the actuator input. Note that the new input and output matrices B and Cq
are both independent of M and h.
6.4.2 Controller architecture
Figure 6.15 shows a classic longitudinal flight controller architecture designed to track pitch
rate commands 3. The architecture consists of a stability augmentation system (SAS) and a control
augmentation system (CAS).
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Figure 6.15 Attitude hold control system
The variable parameters are the SAS gains Kq and Knz , the PI gains Kp and Ki, and the
feedforward gain Kﬀ . The noise and washout filters are fixed first order filters : a low-pass filter
10/(s+ 10) on the nz measure and a wash-out filter s/(s+ 3) on the q channel. By adding the two
filter states and the integrator state to the open-loop state vector, the closed-loop state-space model
is then :
3. Mainly the short-term dynamics are to be controlled.
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
x˙
x˙q
x˙nz
x˙i
 =

A(M,h) + (Kq −Kp)BCq −KqB KnzB KiB
3Cq −3 0 0
10Cnz(M,h) 0 −10 0
−Cq 0 0 0

￿ ￿￿ ￿
Acl

x
xq
xnz
xi
+

(Kp +Kﬀ )B
0
0
1

￿ ￿￿ ￿
Bcl
δref
(6.47)
q =
￿
Cq 0 0 0
￿
￿ ￿￿ ￿
Ccl

x
xq
xnz
xi
 (6.48)
where xi denotes the integrator state, xnz the nz noise filter state and xq the washout filter state.
The closed-loop Acl matrix depends on M , h and the controller gains (except for the feedforward
gain Kﬀ ). The controller gain matrix is denoted by
K =
￿
Kq Knz Kp Ki Kﬀ
￿
(6.49)
The problem consists therefore in tuning the gain matrix K in order to satisfy specific handling
qualities.
6.4.3 Handling qualities
The overall performance objective is to track pitch rate commands with predicted Level 1 hand-
ling qualities and desired time domain response behavior. The handling quality criteria considered
in this article are short period mode damping ratio ζsp , settling time ST, Gibson’s dropback (Gib-
son, 1997) Drb, gain margin MG and phase margin Mϕ of the CAS loop. The boundaries of these
criteria are defined by military standards (US Department of Defense, 1997). Even though handling
qualities are primarily defined for military aircraft, they are usually applied to commercial aircraft
with slight modifications derived from manufacturer experience. Table 6.2 summarizes the conside-
red handling quality boundaries. More handling qualities may be taken into account like frequential
criteria i.e pitch attitude bandwidth ωBWθ and phase delay τp (Hodgkinson, 1999).
6.5 Controller design
The scheduled controller will be designed in two steps in order to illustrate adequately the one
and two-parameter cases. First we will design a controller scheduled w.r.t. the Mach number M at
fixed altitude h = 5000 ft. Then the Mach scheduled controller will be extended to the full flight
envelope with varying altitude.
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Tableau 6.2 Handling Quality Boundaries
HQs Level 1 Good Level 1
ζsp 0.35 < ζsp < 1.35 0.7 < ζsp < 1.35
ST ST(2%) ≤ 3 (s) ST(1%) ≤ 3 (s)
Drb −0.2 ≤ Drb ≤ 0.5 0.0 ≤ Drb ≤ 0.3
MG > 6 (dB)
Mϕ > 45 (◦)
6.5.1 Constraints
The time-domain objectives are simply expressed via pole constraints. More precisely, the issue
is to maintain low-frequency closed-loop poles inside a target region Ω (Fig. 6.16) : the damping
condition is set to ζ > 0.7 and the stability degree must be greater than 1 (i.e. α < −1).
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Figure 6.16 Target zone Ω
A corresponding guardian map νΩ which depends on M , h, Kp, Ki, Kq and Knz is then built
by applying Eqs (6.4)-(6.5) :
νΩ(Acl) = νm(Acl)νd(Acl). (6.50)
As the gain Kﬀ has no influence on the closed-loop pole location, it is dedicated to tune exactly
the dropback value after tuning the other gains with the gain-scheduling algorithm. In order to have
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a null dropback (refer to Saussie´ et al. (Saussie´ et al., 2010)), one has to take :
Kﬀ = −1 +KnzCnz(M,h)A(M,h)
−1B
CqA(M,h)−1B
. (6.51)
6.5.2 Scheduled controller w.r.t. M at h0 = 5000 ft
We first use Algorithm 6.3.1 to find a scheduled controller w.r.t. M at h0 = 5000 ft.
Phase 0 : Initial static controller
AsKﬀ has no influence on the pole assignment, we first design a static output feedback controller
K(0) on the flight condition (M0, h0) = (0.25, 5000) (the lowest left corner of the flight envelope)
using the technique introduced in (Saussie´ et al., 2010) . Table 6.3 shows the eigenvalue assignment. 4
The gains are K(0) = [−0.0048 10.29 0.865 2.552 0 ].
Tableau 6.3 Nominal eigenvalue assignment on (M0, h0) = (0.25, 5000)
Open loop poles Closed loop poles
0
−0.926± 1.34i (ξ = 0.569,ω = 1.63)
−3
−8.43
−10
−15.1
=⇒

−1.69± 0.781i (ξ = 0.9,ω = 1.86)
−2.44
−3.85
−5.80± 3.90i (ξ = 0.83,ω = 6.99)
−8.52
Phase 1 : Pole confinement
With the knowledge of a first stabilizing controller, we use Algorithm 6.3.1 to find successive
controllers that fulfill the pole confinement requirements for M ∈ [0.25, 0.6]. As suggested by the
algorithm, we alternate between synthesis phases and robustness analysis phases :
1. Synthesis phase : M is fixed and the guardian map νΩ(Acl) (Eq. 6.50) depends on the gains
Kp, Ki, Knz and Kq where Acl is of the form A0 +KpA1 +KiA2 +KnzA3 +KqA4. Starting
from K(n−1), which verifies νΩ(Acl) = 0, a new gain vector K(n) is found inside a stable
component defined by νΩ(Acl) = 0.
2. Robustness analysis phase : the gain vector K(n) is fixed and the guardian map νΩ(Acl) (Eq.
6.50) depends only on the Mach number M where Acl is of the form A0+MA1+M2A2. The
analysis results in the segment (Mn,Mn) on which the controller K
(n) stabilizes the system.
4. Actually there are 11 poles but the high frequency poles are relatively less aﬀected by the controller gains
compared to the lower frequency poles.
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Figs. 6.17(a)-(d) show the resulting successive gains found with Algorithm 6.3.1. These sequential
gains ensure the stability condition on the entire Mach number domain [0.25, 0.6]. At this point,
one can decide to switch between these gains depending on the value of M , or continuous functions
in M can be sought by interpolating data. The shape of the interpolating functions is free to the
user (piecewise linear, polynomials, etc...) In our case, third order polynomial interpolations are
obtained with polytool Matlab function (−−). Figure 6.18 illustrates the closed-loop poles for
M ∈ [0.25, 0.6] showing that all pole confinement constraints are satisfied.
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Figure 6.17 Scheduled gains w.r.t. M at h0 = 5000 ft
Phase 2 : Dropback adjustment and time-responses
We obtain Kﬀ (M) to ensure null dropback by using Eq. (6.51) with h = h0 and M ∈ [0.25 0.6].
Figure 6.19 shows the time-responses for a 5 second unit-step then a null input for diﬀerent Mach
number values at h0 = 5000 ft. Settling times remain around 3 seconds and dropback is zero for
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Figure 6.18 Closed-loop pole confinement for M ∈ [0.25 0.6] at h0 = 5000 ft
each value as predicted.
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Figure 6.19 Time-responses for M ∈ [0.25 0.6] at h0 = 5000 ft
6.5.3 Scheduled controller w.r.t M and h
A first scheduled controller w.r.t.M has been found in the previous section for the lowest altitude
h = 5000 ft. It remains now to extend it to the entire flight envelope.
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Phase 1 : Pole confinement
By using Algorithm 6.3.2, we try to find scheduled feedback gains w.r.t.M and h that ensure the
pole confinement constraints on the entire flight envelope. As before, we alternate between synthesis
phases at a fixed altitude and robustness analysis phases.
1. Synthesis phase : Altitude hn is fixed and Algoritm 6.3.1 provides a scheduled controller
Kn(M) w.r.t. M at altitude h = hn.
2. Robustness analysis phase : The scheduled controller Kn(M) is stable at hn for M ∈ [M(hn),
M(hn)]. 5 The analysis results in the segment ]hn, hn[ such that Kn(M) stabilizes the system
on the domain [M(hn),M(hn)]× (hn, hn) and the next synthesis is made at hn+1 = hn.
Figs. 6.20(a)-(b) show the examples of resulting gain surfaces (Kp and Ki) found with Algorithm
6.3.2. These scheduled gains ensure the stability condition on the entire flight domain. No simple
polynomial interpolations were actually sought but instead, gains were implemented in look-up
tables with multi-linear interpolation. Such technique is fairly standard and dedicated algorithms
are available in the Matlab/Simulink environment. Figure 6.21 illustrates that all closed-loop poles
are inside Ωt.
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Figure 6.20 Scheduled gains Kp and Ki w.r.t. M and h
Phase 2 : Droback adjustment, time-responses and robustness margins
Once again we use Eq. (6.51) to obtain a scheduled gain Kﬀ (M,h) to ensure null dropback on
the entire flight envelope. For time simulations, a gridding of the entire flight envelope is considered.
Figs. 6.22(a)-(b) show time-responses for a 5 second unit-step entry in δref . They are satisfying for
the entire flight envelope and as predicted, Gibson’s dropback is almost null for every configuration.
5. As the flight domain is not rectangular, the low and high Mach number limits are function of the altitude
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Figure 6.21 Closed-loop pole confinement for full flight envelope
Figs 6.23(a)-(b) illustrate the gain and phase margin levels on the complete flight envelope when
the CAS loop is opened. The gain margin requirement (> 6 dB) is largely satisfied for most part of
flight envelope. The same applies for the phase margin requirement (> 45˚ ) where worst cases have
a phase margin above 42˚ . Thus, even if gain and phase margin requirements were not part of the
synthesis, they are mostly fulfilled.
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Figure 6.22 Time-responses for full flight envelope
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Figure 6.23 Gain and Phase margin for full flight envelope
6.6 Conclusion
This article presents a novel technique for scheduling controllers with application to the longi-
tudinal flight of a business aircraft. It applies to systems with one or two parameters. From a single
controller designed for one trim condition, the algorithm varies automatically the controller gains to
extend its stability property (i.e. essentially pole confinement constraints) to the rest of the parame-
tric domain. Contrary to classic gain-scheduling techniques, there is no need to multiple controller
synthesis on several trim conditions as the algorithms deal automatically with that. Moreover, sta-
bility is guaranteed all along the process. Last but not the least, the technique can handle any fixed
controller architecture. The technique was successfully applied on the control of the longitudinal
flight of a Bombardier Inc. Challenger 604. Based on a classic control scheme, the flight scheduled
controller w.r.t. to altitude and Mach number operates well on the full flight envelope. The pole
confinement constraint is satisfied through the entire flight envelope showing the eﬃciency of the
method. Additional criterion, i.e. Gibson’s dropback, was handled by a previously stated theoretical
formula. Phase and gain margins were checked a posteriori and proved to be adequate. In spite of
the fixed architecture constraint, our procedure manages to produce an eﬃcient scheduled controller
through the entire flight envelope with less computational eﬀort than classic techniques.
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Troisie`me partie
APPROCHE PAR CONTROˆLE
MODAL ROBUSTE
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Pre´ambule
Nous allons maintenant aborder notre seconde approche pour re´soudre notre proble`me. Nous
avons jusqu’a` pre´sent conserve´ les architectures de correction impose´es par Bombardier Inc. ou du
moins commune´ment utilise´es dans les controˆleurs de vol. Il s’agit alors de s’aﬀranchir de ces ar-
chitectures pour concevoir de nouveaux types de controˆleur capables de remplir les spe´cifications
impose´es. Ne´anmoins le but demeure le meˆme : trouver des controˆleurs aussi simples que possibles
dont les structures se rapprochent des architectures classiques.
Nous conservons ainsi les meˆmes mesures qui e´taient disponibles pre´ce´demment, soient la vitesse
de tangage q et l’acce´le´ration verticale nz. En revanche, nous sommes libres quant a` la forme des
retours et de la pre´commande ainsi que de l’ordre des fonctions de transfert. Il faut de plus que
ce controˆleur assure les performances sur tout le domaine de vol (de´fini en terme de nombre de
Mach et d’altitude) et soit aussi robuste a` des variations de masse et de centrage de l’appareil.
Nous imposons ainsi une premie`re structure a` notre correcteur. Comme l’enveloppe de vol de´crit un
domaine assez large dans lequel le comportement de l’avion peut varier de fac¸on tre`s significative,
nous supposerons que le controˆleur est se´quence´ en terme de pression dynamique q et d’altitude h
qui sont des grandeurs facilement mesurables 6. En revanche, comme la masse et le centrage sont des
parame`tres moins facilement estimables, nous prenons le parti que le controˆleur devra eˆtre robuste
face a` des variations de ces parame`tres.
L’ide´e est donc dans un premier temps de synthe´tiser par une me´thode moderne un ou des
premiers correcteurs remplissant au mieux une majeure partie du cahier des charges en un point de
vol donne´ (Mach et altitude fixe´s) et qui soient robustes a` des variations de masse et centrage. Les
me´thodes de synthe`se robustes comme la synthe`se H∞ et/ou µ-synthe`se se preˆtent bien a` ce genre
de choses. Elles ont ne´anmoins l’inconve´nient de fournir des correcteurs d’ordre e´leve´ (au moins du
meˆme ordre que l’ordre du mode`le de synthe`se).
Nous proce´derons alors dans un deuxie`me temps a` une re´duction de ces controˆleurs. Il est en eﬀet
possible d’abaisser par des me´thodes classiques de re´duction e´quilibre´e les ordres des correcteursH∞
de fac¸on assez significative sans trop de´te´riorer les performances. En revanche, d’autres me´thodes
plus e´labore´es sont ne´cessaires afin de poursuivre la re´duction et atteindre un ordre minimum en
dessous duquel les performances du correcteur initial ne sont plus assure´es. Nous utiliserons alors
la me´thode de re´duction inspire´e des techniques de controˆle modal robuste.
Nous ache`verons enfin par le se´quencement du correcteur en fonction de la pression dynamique
(au lieu du Mach comme fait dans l’article 2) et de l’altitude. Meˆme si plusieurs me´thodes sont
disponibles, nous nous concentrerons sur une me´thode d’auto-se´quencement issue elle-aussi des tech-
6. Nous choisissons d’utiliser la pression dynamique a` la place du nombre de Mach.
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niques de controˆle modal robuste (Do¨ll et al., 2001). Cette me´thode permet de choisir a priori une
forme de se´quencement du controˆleur et non d’eﬀectuer a posteriori une interpolation des correc-
teurs.
Cette partie est scinde´e de la fac¸on suivante :
– le chapitre 7 passent en revue les diﬀe´rents e´le´ments the´oriques avec leur application propre
a` notre proble`me. Les me´thodologies et applications y sont longuement de´crites permettant
une reproduction sur d’autres types d’avion.
– le chapitre 8 est l’article 3 pre´sentant l’ensemble de l’approche propose´e.
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CHAPITRE 7
DE LA SYNTHE`SE H∞ A` L’AUTO-SE´QUENCEMENT D’UN CORRECTEUR
RE´DUIT ROBUSTE
Dans ce chapitre, nous allons pre´senter les diﬀe´rentes e´tapes pour la conception de notre correc-
teur se´quence´ et robuste. Chaque e´tape est organise´e de fac¸on similaire : nous eﬀectuons les rappels
the´oriques ne´cessaires suivis de leur application a` notre proble`me. La premie`re e´tape consiste en une
synthe`se H∞ en diﬀe´rents points de vol ; ces premiers correcteurs doivent satisfaire la plupart des
qualite´s de manœuvrabilite´s et eˆtre robustes a` des variations de masse et de centrage. La deuxie`me
e´tape traite de la re´duction de ces correcteurs graˆce aux techniques de commande modale robuste.
Enfin, la dernie`re e´tape sera de´die´e au se´quencement de ce controˆleur sur l’ensemble de l’enveloppe
de vol.
7.1 Premie`re e´tape : synthe`se H∞
Nous traitons ici l’obtention d’un premier correcteur par une synthe`se H∞. L’enveloppe de vol
(Fig. 2.9) e´tant divise´e en plusieurs points de vol, nous cherchons a` obtenir pour chacun d’eux un
correcteur satisfaisant les qualite´s de manœuvrabilite´ et qui soit robuste dans une certaine mesure
a` des variations de masse et centrage. Nous de´butons par des rappels the´oriques sur la synthe`se H∞
et poursuivons sur l’application a` notre proble`me apre`s avoir de´fini un mode`le de synthe`se.
7.1.1 La forme standard
La forme standard permet de repre´senter a` la fois le syste`me a` controˆler ainsi que le cahier des
charges associe´ exprime´ sous la forme de filtres de ponde´ration. Conside´rons le syste`me augmente´
(incorporant les filtres de ponde´ration) P (s) forme´ des 4 transferts multivariables existant entre les
entre´es u et w et les sorties y et z ou` :
- u repre´sente la commande du syste`me
- w repre´sente les entre´es exoge`nes (consignes et/ou perturbations)
- y repre´sente les mesures
- z repre´sente les sorties re´gule´es
On de´compose alors P (s) de la fac¸on suivante :￿
Z(s)
Y (s)
￿
= P (s) ·
￿
W (s)
U(s)
￿
=
￿
P11(s) P12(s)
P21(s) P22(s)
￿
·
￿
W (s)
U(s)
￿
(7.1)
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Figure 7.1 Mode`le Augmente´
En rebouclant le syste`me par la loi de commande U(s) = K(s)Y (s), on obtient le transfert entre
les entre´es w et les sorties z, encore appele´ Transformation Fractionnaire Line´aire (LFT) infe´rieure :
Gzw(s) = Fl(P (s),K(s)) = P11(s) + P12(s)K(s)(I − P22(s)K(s))−1P21(s) (7.2)
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Figure 7.2 Proble`me H∞ Standard
7.1.2 Le proble`me H∞
On de´finit la norme H∞ d’une fonction de transfert asymptotiquement stable G(s) comme :
￿G(s)￿∞ = sup
ω∈R
σ¯(G(jω)) = sup
U(s) ￿=0∈L2
￿Y (s)￿2
￿U(s)￿2 (7.3)
ou` la norme H2 est de´finie par ￿G(s)￿2 =
￿
1
2π
￿ +∞
−∞ Trace(G∗(jω)G(jω))dω.
De fac¸on ge´ne´rale, le proble`me H∞ est un proble`me de stabilisation et de rejet des perturbations.
On cherche principalement a` minimiser l’impact des perturbations w sur les sorties re´gule´es z. On
cherche ainsi a` minimiser la valeur maximale de l’e´nergie de la sortie sur une entre´e d’e´nergie finie,
soit la norme H∞. Le proble`me H∞ optimal est donc celui de la synthe`se d’un correcteur K(s)
parmi tous les correcteurs stabilisant le syste`me de manie`re interne, qui minimise la norme H∞ du
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transfert Gzw(s) = Fl(P (s),K(s)).
• Proble`me H∞ Optimal :
Trouver un controˆleur stabilisant K(s) tel que ￿Fl(P (s),K(s))￿∞ soit minimale
Connaˆıtre la norme H∞ minimale atteignable, ou encore le gain H∞ optimal, γopt, peut eˆtre
the´oriquement utile car on fixe ainsi une limite aux performances que l’on peut obtenir. Ne´an-
moins, en pratique, on de´finit le proble`me H∞ sous-optimal ou` l’on cherche a` re´duire la norme
H∞ en dessous d’un seuil positif γ > γopt.
• Proble`me H∞ Sous-Optimal :
Trouver un controˆleur stabilisant K(s) tels que ￿Fl(P (s),K(s))￿∞ ≤ γ
7.1.3 Re´solution classique du proble`me H∞
Il existe plusieurs me´thodes de re´solution du proble`me H∞ optimal. Celle propose´e par Doyle
et al. (1989), base´e sur une approche mode`le d’e´tat semble ne´anmoins eˆtre, a` l’heure actuelle, une
des mieux adapte´es nume´riquement a` la re´solution de proble`mes de grande taille.
￿ Repre´sentation du syste`me augmente´
Introduisons une re´alisation minimale du syste`me P (s) :
P (s) =
￿
D11 D12
D21 D22
￿
+
￿
C1
C2
￿
(sI −A)−1
￿
B1 B2
￿
(7.4)
Cette re´alisation est associe´e a` la description interne suivante (x e´tant le vecteur d’e´tat du
syste`me) :  x˙z
y
 =
 A B1 B2C1 D11 D12
C2 D21 D22

 xw
u
 (7.5)
On supposera que :
D12 ∈ Rp1×m2 et D21 ∈ Rp2×m1 (7.6)
Avec :
- m1 le nombre d’entre´es exoge`nes
- p1 le nombre de sorties re´gule´es
- m2 le nombre de commandes
- p2 le nombre de mesures
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Remarque : On retrouve dans le formalisme standard l’expression du syste`me a` commander
d’entre´e u et de sortie y. En eﬀet la repre´sentation d’e´tat classique (A,B,C,D) se retrouve
naturellement dans (A,B2, C2, D22).
￿ Hypothe`ses
La re´solution du proble`me, a` travers la repre´sentation d’e´tat par la me´thode de Doyle et al.
(1989) n’est possible que sous les cinq hypothe`ses suivantes :
(H1) (A,B2, C2) est stabilisable et de´tectable. Cette condition est ne´cessaire et suﬃsante
pour l’existence d’un compensateur qui stabilise de manie`re interne le syste`me.
(H2) Les matrices D12 et D21 sont de rang plein.
(H3) rang
￿￿
jω −A −B2
C1 D12
￿￿
= n +m2 et rang
￿￿
jω −A B1
−C2 D21
￿￿
= n + p2 pour tout
ω ∈ R. Autrement dit, P12(s) et P21(s) n’ont pas de ze´ros sur l’axe des imaginaires.
Ces deux dernie`res hypothe`ses sont appele´es hypothe`ses de re´gularite´. Nous ferons aussi les
hypothe`ses simplificatrices suivantes, dites de “normalisation” :
(H4) DT12 [D12 C1] = [I 0] et D21
￿
DT21 B
T
1
￿
= [I 0]
(H5) D22 = 0.
Afin de satisfaire les hypothe`ses de (H4), il est ne´cessaire que D12 n’ait pas plus de colonnes
que de lignes et que D21 n’ait pas plus de lignes que de colonnes. Ceci implique donc en
pratique que :
p1 ≥ m2
m1 ≥ p2
(7.7)
Remarque : Gahinet et al. (1994) propose une me´thode moins restrictive au niveau des hy-
pothe`ses et base´e sur une caracte´risation LMI. Les deux hypothe`ses suivantes sont simplement
ne´cessaires :
(H1) (A,B2, C2) est stabilisable et de´tectable
(H2) D22 = 0.
Cependant, du fait de la caracte´risation LMI du proble`me H∞, l’algorithme 1 propose´ ge´ne`re
1. Cet algorithme est implante´ sous Matlab dans la fonction hinflmi.
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des temps de calculs plus importants pour des syste`mes d’ordre e´leve´.
￿ Re´solution
On cherche a` re´soudre le proble`me H∞ dit sous-optimal qui consiste, pour un re´el γ donne´, a`
trouver s’il existe un correcteur K(s) stabilisant le syste`me et ve´rifiant :
￿Fl(P (s),K(s))￿∞ ≤ γ (7.8)
Pour cela, on utilise le re´sultat suivant :
The´ore`me 7.1.1. Sous les hypothe`ses (H1)-(H5) pre´ce´demment e´nonce´es, il existe un cor-
recteur K(s) qui stabilise le syste`me de manie`re interne et assure
￿Fl(P (s),K(s))￿∞ ≤ γ (7.9)
si et seulement si
1. les e´quations de Ricatti suivantes admettent respectivement pour solutions X∞ et Y∞
ATX +XA+X(γ−2B1BT1 −B2BT2 )X + CT1 C1 = 0 (7.10)
AY + Y AT + Y (γ−2CT1 C1 − CT2 C2)Y +B1BT1 = 0 (7.11)
2. ces solutions ve´rifient :
X∞ ≥ 0 Y∞ ≥ 0 ρ(X∞Y∞) < γ2 (7.12)
La recherche du γopt optimal se fait alors par dichotomie en testant, a` chaque ite´ration, l’exis-
tence d’une solutionK(s) pour le γ de´fini. Les algorithmes couramment implante´s 2 fournissent
une solution appele´e correcteur central ; ne´anmoins il est bon de noter qu’il existe une infinite´
de solutions au proble`me sous-optimal pour un γ > γopt fixe´ et que l’ensemble des correcteurs
possibles peut eˆtre de´crit graˆce aux re´sultats pre´sente´s dans (Nakayama et al., 1995).
On construit le correcteur central par le the´ore`me suivant :
The´ore`me 7.1.2. Supposons (H1)-(H5) satisfaites et soit γ > γopt. Alors le compensateur
Kc(s) = CK(sI −AK)−1BK (7.13)
2. Nous utiliserons a` cet eﬀet la fonction hinfric de Matlab.
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avec
AK = A+ (γ−2B1BT1 −B2BT2 )X∞ − (I − γ−2Y∞X∞)−1Y∞CT2 C2 (7.14)
BK = (I − γ−2Y∞X∞)−1Y∞CT2 (7.15)
CK = −BT2 X∞ (7.16)
stabilise le syste`me de manie`re interne et satisfait
￿Fl(P (s),Kc(s))￿∞ < γ (7.17)
Cette solution particulie`re du proble`me H∞ sous-optimal est appele´ correcteur central.
Le the´ore`me ci-apre`s caracte´rise tous les correcteursK∞(s) satisfaisant ￿Fl(P (s),K∞(s))￿∞ <
γ.
The´ore`me 7.1.3. (Nakayama et al., 1995) Un correcteur K∞(s) solution du proble`me H∞
sous-optimal en γ est donne´ par
K∞(s) = Fl(Ka(s),Φ(s)) (7.18)
ou` Ka(s) est de´termine´ par :
Ka(s) =
 Aˆ Bˆ1 Bˆ2Cˆ1 0 Dˆ12
Cˆ2 Dˆ21 0
 (7.19)
avec
Aˆ = A+ γ−2B1BT1 X∞ +B2F∞ + Z∞L∞C2
Bˆ1 = −Z∞L∞, Bˆ2 = Z∞B2
Cˆ1 = F∞, Cˆ2 = −C2
Dˆ12 = I, Dˆ21 = I
Fˆ∞ = −BT2 X∞, L∞ = −Y∞CT2 , Z∞ = (I − γ−2Y∞X∞)−1
et ou` Φ(s) de´signe un parame`tre libre satisfaisant Φ(s) ∈ RH∞ et ￿Φ(s)￿∞ < γ.
Dans le cas ou` Φ(s) = 0, on retrouve le correcteur central Kc(s) (Fig. 7.3). Cependant on
peut envisager d’utiliser le parame`tre libre Φ(s) pour changer les proprie´te´s de K∞(s) ; en
particulier dans le cas ou` l’on de´sire un correcteur K∞(s) stable.
￿ Synthe`se H∞ ponde´re´e
Dans la commande modale, une bonne synthe`se re´side dans le choix des valeurs et des vec-
teurs propres et dans le cas de la commande optimale, cela commence par un choix ade´quat
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Figure 7.3 Parame´trisation de la solution du proble`me sous-optimal
des matrices de ponde´ration. Quant a` la synthe`se H∞, il s’agit de bien choisir des filtres de
ponde´rations entre certaines entre´es et certaines sorties afin d’obtenir certaines proprie´te´s en
boucle ferme´e.
Proprie´te´ 7.1.4. Soit HE→S(s) le transfert multi-variable entre le vecteur d’entre´es E =
[Ei]i=1...p et le vecteur de sorties S = [Si]i=1...m.
Si ￿HE→S(s)￿∞ ≤ γ alors ∀i ∈ [1 . . . p] et ∀i ∈ [1 . . .m], ￿HEi→Sj (s)￿∞ ≤ γ.
Cette proprie´te´ traduit le fait qu’en imposant une borne supe´rieure γ a` la norme H∞ du trans-
fert multi-variable entre les entre´es exoge`nes et les sorties re´gule´es, on impose cette borne sur
chacun des sous-transferts mono-variables. En conside´rant la contrapose´e, on remarque qu’il
est important de faire en sorte que des transferts SISO non “utiles” ne contraignent pas l’op-
timisation de γ. La re´criproque de cette proprie´te´ n’est pas vraie.
Proprie´te´ 7.1.5. Soit deux matrices de ponde´ration WE(s) et WS(s), respectivement sur les
entre´es et les sorties du syste`me HE→S(s) de´finies par :
WE(s) =

WE1 0
. . .
0 WEp
 et WS(s) =

WS1 0
. . .
0 WSm
 (7.20)
Si ￿WS(s)HE→S(s)WE(s)￿ ≤ γ alors :
∀ω ∈ R, ∀i ∈ [1 . . . p] et ∀j ∈ [1 . . .m], |WSj (jω)HEi→Sj (jω)WEi(jω)| ≤ γ (7.21)
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Ces ponde´rations en entre´e et en sortie peuvent donc eˆtre interpre´te´es comme des gabarits
fre´quentiels. En eﬀet, on peut re´e´crire (7.21) sous la forme :
|HEi→Sj (jω)| ≤
γ
|WEi(jω)WSj (jω)|
(7.22)
ce qui permet de de´finir le produit WEi(s)WSj (s) comme le gabarit fre´quentiel impose´ sur le
transfert SISO HEi→Sj (s) si γ = 1. (Figure 7.4)
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Figure 7.4 Filtres de ponde´ration sur le syste`me augmente´
7.1.4 Application
L’e´tude qui suit est faite sur la condition de vol 1 situe´e a` 5000 ft pour un nombre de Mach
de 0.25. Ne´anmoins, les synthe`ses H∞ ont e´te´ re´pe´te´es sur les 19 autres conditions de vol de l’en-
veloppe. On essaye de de´gager ici l’influence des parame`tres de certains filtres afin d’ame´liorer les
performances du correcteur H∞. Dans tous les cas teste´s, on s’est assure´ autant que possible d’ob-
tenir γ < 1.
￿ Mode`le de synthe`se
Le mode`le augmente´ P (s) que nous utiliserons pour la synthe`se H∞ est repre´sente´ sur la figure
7.5.
Le mode`le de l’avion correspond a` la dynamique Short Period ; les dynamiques de l’actionneur,
des capteurs et du manche ont e´te´ incluses au mode`le de synthe`se. On cherche a` concevoir
un controˆleur K(s) qui assurera un comportement similaire au mode`le de re´fe´rence et ce
malgre´ des perturbations sur les signaux de commande u et de mesures q et nz. Le tableau
7.1 rassemble la signification des diﬀe´rents signaux. Les diﬀe´rents filtres de ponde´ration sont
pre´sente´s par la suite.
￿ Filtres de ponde´ration
Nous nous consacrons dans cette section aux filtres de ponde´ration introduits dans le mode`le
augmente´ afin de satisfaire notre cahier des charges.
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Figure 7.5 Mode`le de synthe`se H∞
Tableau 7.1 Signaux du mode`le augmente´ P (s)
Signal Signification
u Signal de commande
w1 Signal de re´fe´rence
w2 Perturbation sur la commande
w3 Perturbation sur les mesures
y1 Signal du manche
y2 Mesures qmes et nzmes
z1 Erreur de poursuite ponde´re´e
z2 Mesures ponde´re´es
z3 Commande ponde´re´e
• Suivi d’un mode`le de re´fe´rence
Afin de satisfaire une partie des qualite´s de manœuvrabilite´ qui sont diﬃcilement expri-
mables en termes de crite`res H∞, nous avons choisi d’utiliser dans la synthe`se un mode`le de
re´fe´rence satisfaisant une partie de notre cahier des charges. La synthe`se H∞ fournit alors, si
possible, un controˆleur assurant que la boucle ferme´e se comporte de fac¸on similaire a` notre
mode`le de re´fe´rence sur la bande de fre´quences conside´re´e. Graˆce a` l’analyse eﬀectue´e dans
le Chapitre 3, on peut construire facilement des mode`les de re´fe´rence satisfaisant toutes les
qualite´s de manœuvrabilite´. On utilise en l’occurence :
q
δref
=
e−0.1s(0.66s+ 1)
s2 + 2(0.7)(2.5)s+ (2.5)2
(7.23)
On pourrait suivant le point de vol conside´re´ pour la synthe`se adapter le mode`le de re´fe´rence,
notamment en faisant varier la pulsation propre ωsp avec la vitesse. Nous nous contenterons
d’un mode`le unique, quitte a` le modifier si besoin. L’erreur entre le mode`le de re´fe´rence et
le syste`me reboucle´ sur le correcteur K(s) est ponde´re´e par un filtre d’ordre 1 :
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Wperf (s) =
wref
τref s+ 1
(7.24)
• Marges de robustesse
On peut estimer les marges de stabilite´ d’un syste`me de diﬀe´rentes manie`res :
– on ouvre chacune des boucles de retour e´le´mentaires et on calcule les marges de gain MG
et de phase Mϕ classiques pour chaque transfert SISO. Le re´sultat est plutoˆt optimiste
puisque l’on suppose qu’il n’y a aucune perturbation/incertitude simultane´e sur les autres
retours. Dans notre cas, nous aurons deux retours, l’un sur q et l’autre sur nz donc des
marges propres a` calculer pour chacun des retours.
– comme notre syste`me n’a qu’une seule entre´e, on peut aussi ouvrir le syste`me au niveau
de cette entre´e et en calculer les marges correspondantes.
– on peut aussi calculer une marge de module MIMO correspondant a` une perturbation
s’appliquant simultane´ment sur toutes les boucles e´le´mentaires. Une interpre´tation en
termes de marges de gain et de phase peut eˆtre alors faite. Contrairement aux marges
SISO qui peuvent se montrer trop optimistes, la marge MIMO peut, elle, eˆtre plutoˆt
pessimiste.
On cherche donc a` ame´liorer les marges de robustesse en T en entre´e (Fw2→z3) et en
sortie (Fw3→z2) ; elles font intervenir les fonctions de sensibilite´ comple´mentaires, resp.
Te = (I −KG)−1KG en entre´e et Ts = (I − GK)−1GK en sortie. On prend des ponde´ra-
tions constantes sur la perturbation de la commandeWu = 0.5 et des mesuresWn = 0.03I2.
Les mesures q et nz sont elles-meˆmes ponde´re´es par Wm = diag(0.03, 0.01). Le de´tail de la
ponde´ration Wv est donne´ ci-apre`s.
• Limite d’action du controˆleur
Nous cherchons a` limiter l’action du controˆleur en imposant une contrainte de roll-oﬀ sur
le transfert Fw3→z3 . Nous utiliserons a` cet eﬀet une ponde´ration de la forme :
Wv(s) = wz
￿
s/zwz + 1
s/pwz + 1
￿2
(7.25)
Nous allons jouer essentiellement sur la ponde´ration de l’erreur de suivi de mode`le et sur celle
de l’amplitude de la commande en laissant les autres ponde´rations constantes. Toute synthe`se
H∞ ne´cessite dans un premier temps une bonne connaissance des eﬀets de chaque ponde´ration
pour pouvoir obtenir un correcteur donnant satisfaction. Notre but est d’obtenir un correcteur
qui assure un bon suivi de mode`le sur nos diﬀe´rents configurations masse/centrage (on tole`re
ne´anmoins une le´ge`re de´gradation sur les cas extreˆmes en centrage) et qui pre´sente de bonnes
marges de robustesse. De plus, il faut autant que possible limiter la bande passante de notre
correcteur.
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￿ Analyse de la ponde´ration sur l’erreur de suivi de mode`le
Nous e´tudions l’influence de la ponde´ration sur l’erreur de suivi de mode`le en mettant la pon-
de´ration sur l’amplitude de la commande a` un niveau tre`s bas (wz = 0.0001) afin de ne pas
limiter l’action du controˆleur.
• Cas 1 : On re´alise une premie`re synthe`se avec wref = 40 et τref = 10. La figure 7.6-a
montre la re´ponse fre´quentielle de la ponde´ration et du mode`le de re´fe´rence. Les bandes
passantes sont prises e´gales. En choisissant une forte ponde´ration sur l’erreur de suivi aux
basses fre´quences, nous nous attendons a` ce que le syste`me ait le meˆme comportement en
boucle ferme´e que le mode`le de re´fe´rence. La figure 7.6-b montre les re´ponses temporelles
pour les 8 configurations masse/centrage. Il s’agit de l’application d’un e´chelon unitaire de
manche durant 5 secondes et relaˆche´ ensuite. Toutes les simulations sont eﬀectue´es sur le
mode`le d’ordre e´leve´ de l’avion. Nous pouvons voir que les re´ponses sont tre`s similaires et
proches. En revanche, cela est significatif d’un correcteur qui a une large bande passante.
En eﬀet, une tre`s bonne robustesse parame´trique s’accompagne souvent d’un correcteur a`
large bande passante.
• Cas 2 : Pour la seconde synthe`se, on choisit wref = 0.8 et τref = 0.2. La ponde´ration basse
fre´quence a e´te´ conside´rablement diminue´e (Fig. 7.7-a). Cela s’en ressent au niveau des
re´ponses temporelles (Fig. 7.7-b) ou` le suivi de mode`le n’est plus vraiment assure´. Les re´-
ponses ne sont plus pre´cises et si l’on appliquait un e´chelon plus long, on verrait des temps
de re´ponse augmente´s.
• Cas 3 : Nous eﬀectuons une troisie`me synthe`se en jouant sur la constante de temps de
la ponde´ration sur l’erreur de suivi wref = 40 et τref = 150. Nous maintenons un gain
e´leve´ aux basses fre´quences pour ponde´rer fortement l’erreur de suivi, en revanche nous
diminuons la bande passante de la ponde´ration (Fig. 7.8-a). Nous pouvons remarquer que
si le suivi de mode`le (Fig. 7.8-b) n’est plus aussi bon que sur le cas 1, cela reste tout de
meˆme meilleur que sur le cas 2. Les re´ponses sont relativement plus lentes que celles du cas 1.
￿ Analyse de la ponde´ration sur l’amplitude de la commande
Nous gardons la ponde´ration de l’erreur de suivi de mode`le du cas 1 et nous allons chercher
graˆce a` la ponde´ration sur l’amplitude de la commande a` diminuer la bande passante du
correcteur. Nous testons diﬀe´rents filtres repre´sente´s sur la figure 7.9. Les valeurs sont donne´es
dans la table 7.2. Nous partons du cas 4 ou` nous contraignons peu les hautes fre´quences
jusqu’au cas 6 ou` l’on cherche a` fortement les atte´nuer ; le cas 5 e´tant un cas interme´diaire.
De plus, nous essayons d’avoir une bande passante de l’ordre de 50 rad/s.
En observant les diagrammes de Bode des retours sur la figure 7.10, l’atte´nuation aux hautes
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Figure 7.6 Synthe`se H∞ - Cas 1
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Figure 7.7 Synthe`se H∞ - Cas 2
fre´quences et la diminution de la bande passante sont bien eﬀectives en passant du cas 4 au
cas 6. En revanche, cela s’accompagne au niveau des re´ponses temporelles par une perte de
performance sur l’ensemble des configurations (Fig. 7.11). Un calcul des marges de gain et
de phase (ouverture de la boucle juste avant l’actionneur) re´ve`le aussi qu’en diminuant la
bande passante et en atte´nuant les hautes fre´quences on ame´liore ces crite`res. Avec un gain
aux hautes fre´quences faible, on tole`re mieux les dynamiques ne´glige´es donc une meilleure
robustesse.
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Figure 7.8 Synthe`se H∞ - Cas 3
Ponde´ration Cas 4 Cas 5 Cas 6
wz 0.1 0.1 0.1
pwz 15 15 15
zwz 50 150 1000
Tableau 7.2 Ponde´rations des cas 4-5-6
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Figure 7.9 Ponde´rations sur la commande
7.1.5 Conclusion sur la synthe`se H∞
La synthe`se H∞ nous a permis d’obtenir des controˆleurs performants sur les 20 cas de vol et
relativement robustes face a` des variations de masse et de centrage. De plus, nous avons pu mettre
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Figure 7.10 Diagramme de Bode des retours en q et nz
Mode`le Cas m/xcg ζsp1 ωBWθ Drb τp ST
Mode`le 1.1 30 000 /20 0.64 1.5 0.02 0.23 1.69
Mode`le 1.2 30 000 /35 0.73 1.64 0.05 0.21 1.94
Mode`le 1.3 39 000 /20 0.60 1.4 0.03 0.22 1.78
Mode`le 1.4 39 000 /38 0.68 1.52 0.10 0.21 2.78
Mode`le 1.5 46 000 /16 0.54 1.32 -0.2 0.2 3.22
Mode`le 1.6 46 000 /38 0.66 1.51 0.2 0.21 3.21
Mode`le 1.7 32 000 /48 0.72 1.82 0.22 0.25 2.31
Mode`le 1.8 39 000 /48 0.66 1.66 0.25 0.24 2.52
Tableau 7.3 Qualite´s de manœuvrabilite´ avec le correcteur H∞ retenu
en e´vidence l’influence des parame`tres de certains filtres sur l’allure des re´ponses temporelles et sur
la bande passante du correcteur. Ce fut un atout d’autant plus appre´ciable que cela a permis de
re´gler rapidement les parame`tres de synthe`se sur les 19 autres cas de vol.
Il va sans dire que l’on observe des diﬀe´rences dans les re´ponses temporelles de´pendamment de
la configuration masse/centrage. En eﬀet dans le cas 1, les re´ponses temporelles e´taient assez sem-
blables mais cela signifiait un correcteur avec un fort gain et une large bande passante. Nous avons
pris le parti d’eˆtre moins exigeants sur l’allure des re´ponses temporelles afin de diminuer l’action
du correcteur. Et si l’on calcule les qualite´s de manœuvrabilite´, elles demeurent acceptables meˆme
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Figure 7.11 Re´ponses temporelles en q pour les cas 4-5-6
pour les configurations extreˆmes. On peut mentionner d’ailleurs qu’il est courant de se´quencer les
correcteurs par rapport au centrage de l’appareil, voire meˆme par rapport a` la masse 3 e´vitant ainsi
au controˆleur d’eˆtre robuste face a` ces deux parame`tres.
L’ordre des correcteurs est finalement de 23, ce qui est bien e´videmment trop e´leve´ pour une
implantation pratique. Nous allons donc a` pre´sent concentrer nos eﬀorts a` re´duire ces correcteurs
au niveau le plus bas tout en conservant des performances similaires.
3. Via des estimations.
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Figure 7.12 Poˆles en boucle ferme´e pour les 8 configurations avec le correcteur H∞
7.2 Deuxie`me e´tape : re´duction modale du correcteur H∞
Forts de correcteurs H∞ remplissant notre cahier des charges et relativement robustes a` des
variations de masse et centrage, nous devons cependant tenter de gommer l’inconve´nient majeur
qui accompagne toute synthe`se H∞ : l’ordre du correcteur. Nous avons aborde´ dans le chapitre 5
la re´duction de nos mode`les en boucle ouverte afin de faciliter les e´tapes de synthe`ses. Il s’agit a`
pre´sent d’aborder le proble`me comple´mentaire, qui est de re´duire l’ordre de notre correcteur. Meˆme
si les me´thodes de re´duction sont nombreuses (Obinata et Anderson, 2001), elles sont peu adapte´es
a` la re´duction de controˆleurs en gardant a` l’esprit la conservation des performances. De plus, elles
s’attachent a` re´duire l’ordre global du correcteur sans se soucier de re´duire et structurer chacun des
sous-transferts SISO du correcteur.
Nous utiliserons alors une me´thode de re´duction base´e sur la commande modale robuste (Chable,
2003) qui se re´ve`le particulie`rement eﬃcace pour abaisser de fac¸on tre`s significative l’ordre de notre
correcteur en s’attachant a` conserver le comportement modal (placement des poˆles dominants). La
me´thode permet aussi de structurer le correction par la meˆme occasion (re´duction diﬀe´rencie´e selon
le sous-transfert SISO). Nous de´buterons classiquement par des rappels the´oriques sur la commande
modale robuste et leur extension a` la re´duction de correcteur, pour poursuivre sur l’application de
ces techniques a` nos correcteurs.
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7.2.1 Rappels the´oriques sur la commande modale robuste
￿ Placement de structure propre par retour de sortie statique
On conside`re un syste`me LTI repre´sente´ sous forme d’e´tat :￿
x˙ = Ax+Bu
y = Cx+Du
(7.26)
Avec :
- x ∈ Rn : vecteur d’e´tat de dimension n
- u ∈ Rm : vecteur de commande de dimension m
- y ∈ Rp : vecteur de mesure de dimension p
On veut synthe´tiser une loi de commande par retour de sortie :
u = Ky +He (7.27)
Ou` :
- K : matrice de correction statique
- H : matrice de pre´commande
- e : nouveau vecteur d’entre´e de re´fe´rence
On obtient alors pour le syste`me en boucle ferme´e la repre´sentation d’e´tat suivante :￿
x˙ = Ax+BHe+BKy
y = Cx+DHe+DKy
(7.28)
Soit apre`s reformulation :￿
x˙ =
￿
A+BK (I −DK)−1C
￿
x+
￿
BH +BK (I −DK)−1DH
￿
e
y = (I −DK)−1Cx+ (I −DK)−1DHe
(7.29)
On de´finit alors pour la suite :
- λ1, . . . ,λn les valeurs propres de la matrice A+BK (I −DK)−1C
- v1, . . . , vn les vecteurs propres a` droite correspondant aux n valeurs propres λ1, . . . ,λn :￿
A+BK (I −DK)−1C
￿
· vi = λi · vi (7.30)
- w1, . . . , wn les directions d’entre´es associe´es aux v1, . . . , vn, de´finies par :
wi = K (I −DK)−1C · vi. (7.31)
Le placement de structure propre par retour de sortie est donne´ par le lemme suivant :
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Lemme 7.2.1. (Moore, 1976) Le triplet Ti = (λi, vi, wi) ∈ C× Cn × Cm ve´rifiant
￿
A− λiI B
￿ ￿ vi
wi
￿
= 0 (7.32)
est place´ par le gain statique K si et seulement si
K(Cvk +Dwi) = wi (7.33)
On en de´duit alors la proce´dure suivante pour synthe´tiser un retour de sortie :
Proce´dure 7.2.2. Placement de structure propre par retour de sortie
1. Choisir un ensemble auto-conjugue´ de k (≤ p) nombres complexes λ1, . . . ,λk a` placer
comme valeurs propres de la boucle ferme´e.
2. Pour chaque λi, choisir une paire de vecteurs (vi, wi) satisfaisant (7.32) avec vi = vj
pour λi = λj.
3. Trouver la (ou une) solution re´elle du syste`me
K(Cvi +Dwi) = wi, i = 1 . . . k (7.34)
permettant de placer les valeurs propres {λ1, . . . ,λk} et les vecteurs propres associe´s
{v1, . . . , vk}. Dans le cas ou` le syste`me d’e´quations est inversible, la solution est donne´e
par :
K =W (CV +DW )−1 (7.35)
avec V = [v1 . . . vk] etW = [w1 . . . wk]. Dans le cas contraire, on eﬀectuera une re´solution
au sens des moindres carre´s en utilisant la pseudo-inverse de Moore-Penrose 4 :
K =W (CV +DW )† (7.36)
Remarque : Le choix des vecteurs propres vi peuvent se faire selon des conside´rations de
de´couplage ou de projection orthogonale des vecteurs propres de la boucle ouverte. On pourra
se reporter e´ventuellement a` (Magni, 2002).
￿ Placement de structure propre par retour de sortie dynamique
Si un correcteur statique permet e´ventuellement le placement de valeurs et de vecteurs propres,
le nombre de degre´s de liberte´ peut s’ave´rer insuﬃsant pour satisfaire des contraintes sup-
ple´mentaires de robustesse par exemple. L’ide´e est alors d’utiliser des retours dynamiques
de sortie qui en plus des placements de structures propres vont permettre de robustifier le
controˆleur vis-a`-vis de certaines dynamiques ne´glige´es ou de variations parame´triques non
4. A† = (ATA)−1AT dans le cas ou` le nombre de lignes est supe´rieur au nombre de colonnes.
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mesurables. Nous pre´senterons le placement de structure propre dans le cas d’un retour dy-
namique de sorties ainsi que son application dans le cas d’une synthe`se multi-mode`les.
On conside`re un correcteur dynamique K(s) dont la repre´sentation d’e´tat est la suivante :￿
x˙c = Acxc +Bcuc
yc = Ccxc +Dcuc
(7.37)
ou`
Ac ∈ Rnc×nc , Bc ∈ Rnc×p (7.38)
Cc ∈ Rm×nc , Dc ∈ Rm×p (7.39)
K(s) est alors donne´ par :
K(s) = Cc(sI −Ac)−1Bc +Dc (7.40)
En l’absence de pre´commande, on a u = yc et y = uc. Le lemme suivant ge´ne´ralise le pla-
cement de structure propre dans le cas d’un retour dynamique. La de´monstration comple`te
peut eˆtre trouve´e dans (Le Gorrec et al., 1998).
Lemme 7.2.3. (Magni, 2002) Le triplet Ti = (λi, vi, wi) ∈ C× Cn × Cm ve´rifiant :
￿
A− λiI B
￿ ￿ vi
wi
￿
= 0. (7.41)
est place´ par le correcteur dynamique K(s) si et seulement si
K(λi)(Cvi +Dwi) = wi (7.42)
Si λi est complexe, on comple`te l’e´galite´ 7.42 par sa conjugue´e :
K(λi)(Cvi +Dwi) = wi (7.43)
Re´solution
Afin d’appliquer le Lemme 7.2.3, on e´crit K(s) sous la forme d’une matrice de fonctions de
transfert :
K(s) =

b011+b111s+...+bq11sq
a011+a111s+...+aq11sq
. . . b01p+b11ps+...+bq1ps
q
a01p+a11ps+...+aq1psq
... . . .
...
b0m1+b1m1s+...+bqm1sq
a0m1+a1m1s+...+aqm1sq
. . . b0mp+b1mps+...+bqmps
q
a0mp+a1mps+...+aqmpsq
 (7.44)
ou` le choix de l’ordre des fonctions de transfert est arbitraire et peut eˆtre diﬀe´rent d’un trans-
fert a` l’autre. Ce correcteur dynamique doit permettre de satisfaire les contraintes line´aires
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de´finies par (7.42) et (7.43). Les de´nominateurs des diﬀe´rents transferts sont choisis a priori.
Cette restriction permet d’utiliser par la suite des contraintes de types e´galite´s et /ou ine´ga-
lite´s. Elle permet aussi de minimiser un crite`re quadratique. Les degre´s de liberte´s sont alors
les coeﬃcients des nume´rateurs bijk. On peut structurer les sous-transferts en imposant des
diﬀe´rences de degre´ entre les nume´rateurs et les de´nominteurs ; il suﬃt pour cela d’ajouter des
contraintes line´aires supple´metaires du type bijk = 0 aux contraintes initiales de placement
de valeurs et vecteurs propres. Les coeﬃcients aijk sont choisis selon la dynamique que l’on
cherche a` attribuer au correcteur.
En re`gle ge´ne´rale, le nombre de degre´s de liberte´ dont on dispose est supe´rieur au nombre de
degre´s de liberte´ requis pour le placement de la structure propre choisie (Chable, 2003). Ainsi
on optimise ces degre´s de liberte´ supple´mentaires a` l’aide d’un crite`re. On peut chercher a`
minimiser pour diverses pulsations ωi le gain recherche´ :
J =
￿
i
￿K(jωi)￿2F (7.45)
ou de minimiser la diﬀe´rence fre´quentielle par rapport a` un correcteur de re´fe´rence Kref (s) :
J =
￿
i
￿K(jωi)−Kref (jωi)￿2F (7.46)
Les de´nominateurs e´tant choisis a priori, ceci nous permet par substitution de (7.44) dans
(7.42) d’obtenir des contraintes line´aires sur les coeﬃcients bijk des nume´rateurs . En notant
Ξ le vecteur des bijk :
Ξ = [b011 . . . bq11 . . . b01p . . . bq1p . . . b0m1 . . . bqm1 . . . b0mp . . . bqmp] , (7.47)
on obtient une contrainte line´aire de type e´galite´ (Magni, 2002) :
ΞA1 = b1. (7.48)
ou` les matrices A1 et b1 re´sulte des e´quations (7.42) et (7.43). Le proble`me re´sultant est donc
un proble`me de programmation line´aire quadratique LQP (“Linear Quadratic Programming”).
Proposition 7.2.4. (Magni, 2002) Le proble`me de synthe`se de K(s) satisfaisant l’e´quation
(7.48) et minimisant le crite`re (7.45) revient a` re´soudre pour Ξ un proble`me LQP de la forme
min J = ΞHΞT + 2ΞC
s.c. ΞA1 = b1
(7.49)
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Comple´ments sur la structuration
L’e´quation (7.48) correspondant au placement de structure propre est une contrainte line´aire.
Dans le cas ou` le nombre de degre´s de liberte´ est suﬃsant, il est possible de rajouter des
contraintes line´aires de type e´galite´ et/ou ine´galite´ sans changer la nature de notre proble`me
LQP. On obtient un nouveau proble`me LQP de la forme :
min J = ΞHΞT + 2ΞC
s.c. ΞA1 = b1
ΞA￿1 = b￿1
ΞA2 ≤ b2
(7.50)
Nous distinguerons deux classes de contraintes line´aires :
• Premie`re classe de contraintes. Cette classe concerne les (in)e´galite´s portant directe-
ment sur les composantes de Ξ. On peut :
– annuler certains e´le´ments de Ξ et les contraintes sont alors du type bijk = 0. On peut
de`s lors annuler comple`tement un retour sur une entre´e donne´e en annulant tous les
coeﬃcients correspondants.
– imposer des diﬀe´rences de degre´s sur les sous-transferts afin d’assurer un rejet a` hautes
fre´quences (“roll-oﬀ”) et la robustesse face aux dynamiques ne´glige´es au-dela de la bande
passante utile.
– imposer le gain statique d’un transfert en contraignant le rapport b0ij/a0ij .
– imposer certains gains de retour a` un scalaire, ou d’imposer le signe ou l’amplitude maxi-
male de ces meˆmes gains.
– fixer certaines parties du nume´rateur pour imposer une structure de filtre.
• Seconde classe de contraintes. Cette seconde classe correspond aux ine´galite´s mettant
en œuvre des contraintes sur la norme des gains. Si l’on utilise directement la de´finition
de la norme, on aboutit a` un ensemble de contraintes non-line´aires. On remplace alors ces
ine´galite´s sur les normes par une formulation implicite. Par exemple, on peut remplacer
￿K(i,j)(jωi)−Kref (i,j)(jωi)￿ < α par des relations du type 5 :
−α < ￿(K(i,j)(jωi)−Kref (i,j)(jωi)) < α
−α < ￿(K(i,j)(jωi)−Kref (i,j)(jωi)) < α
(7.51)
La traduction de ce type de contraintes en termes d’ine´galite´s ΞA2 ≤ b2 ne pose en soi
aucun proble`me. Il suﬃt de conside´rer que seuls les coeﬃcients bijk ne sont pas fixe´s et
qu’ils sont re´els. Les ine´galite´s sont identifie´es apre`s multiplication par les de´nominateurs.
Ces contraines permettent de mieux controˆler en certaines pulsations la distance entre le
5. Bien e´videmment, il n’y a pas e´quivalence.
228
correcteur synthe´tise´ et le correcteur de re´fe´rence.
Voici a` pre´sent la proce´dure de synthe`se
Proce´dure 7.2.5. Placement de structure propre par retour dynamique
1. Choix de la dynamique du correcteur. Ce choix est eﬀectue´ a priori. Il peut eˆtre base´ sur
les performances temporelles et fre´quentielles d’un correcteur initial synthe´tise´ par une
me´thode quelconque. La dynamique retenue est un sous-ensemble de poˆles du correcteur
initial. A` cette e´tape, les coeﬃcients aijk de (7.44) sont tous fixe´s.
2. Placement de la structure propre : ces contraintes correspondent aux e´quations (7.41) et
(7.42). On peut imposer des de´couplages ou faire de la projection de vecteurs propres.
(a) Choisir les valeurs propres λ1, . . . ,λk ou` k ≤ p× q.
(b) Choisir les vecteurs propres correspondants inde´pendants v1, . . . , vk.
(c) Choisir les direction d’entre´es wi associe´es aux vi.
A` ce stade de la proce´dure, l’e´quation ΞA1 = b1 est de´finie.
3. Structure du gain : les contraintes relatives a` la structure de K(s) sont de´finies et conca-
te´ne´es pour donner les contraintes supple´mentaires :
ΞA￿1 = b￿1
ΞA2 ≤ b2
4. Crite`re quadratique : un crite`re de la forme (7.45) ou (7.46) (si l’on dispose d’un cor-
recteur de re´fe´rence Kref (s)) est utilise´. Ce crite`re doit permettre de fixer les degre´s de
liberte´s non utilise´s par les contraintes de placement et de structuration. Le choix des
pulsations ωi de´pend du domaine de fre´quences a` l’inte´rieur duquel le correcteur initial
agit. Le crite`re s’e´crit sous la forme :
J = ΞHΞT + 2Ξc
5. Re´solution du proble`me LQP (7.50) pour Ξ. On de´duit de Ξ les valeurs des coeﬃcients
bijk pour de´terminer le correcteur K(s).
￿ Synthe`se multimode`le
Il se peut que dans le cas d’un retour statique ou dynamique, le nombre de degre´s de liberte´ soit
plus important que ne´cessaire. La minimisation du crite`re quadratique permet alors de traiter
ces degre´s de liberte´s supple´mentaires. Ne´anmoins, si l’on cherche a` rendre notre correcteur
robuste face a` des variations parame´triques δi du syste`me, on peut e´ventuellement utiliser ces
degre´s de liberte´ supple´mentaires pour eﬀectuer un placement de structures propres sur un
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ou plusieurs autres mode`les. On aurait par exemple :
Mode`le 1 : K(λ11)(C1v11 +D1w11) = w11
...
K(λk11)(C1vk11 +D1wk11) = wk11
...
Mode`le h : K(λ1h)(Chv1h +Dhw1h) = w1h
...
K(λkhh)(Chvkhh +Dhwkhh) = wkhh
(7.52)
En plac¸ant la structure propre sur des mode`les obtenus pour diﬀe´rentes valeurs des parame`tres
δi, on espe`re ainsi robustifier le correcteur K(s). Le choix des mode`les peut eˆtre guide´ par une
µ-analyse pour faire apparaˆıtre les pire-cas, ou une simple carte des poˆles en boucle ferme´e
pour diﬀe´rentes configurations permet de mettre en e´vidence certains mode`les proble´matiques.
Une proce´dure appele´ la (µ-Mu)-ite´ration (Do¨ll et al., 2001) alterne entre phases de synthe`se
et phases de µ-analyse pour mettre en e´vidence un (ou des) mode`les pire-cas pour lesquels on
vient rajouter des contraintes de placement dans les phases de synthe`se, tant que des degre´s
de liberte´ sont disponibles.
7.2.2 Re´duction par la structure modale dominante du correcteur
￿ Principe
On suppose que l’on dispose d’un correcteur nominal Kref (s) performant sur un syste`me
MIMO de´crit par G(s). La me´thode propose´e cherche a` produire un correcteur re´duit Kred (s),
aussi performant que possible, par recopie de la structure propre dominante de la boucle
ferme´e nominale. La structure de ce dernier (choix des poˆles et intervalles de variation des
gains des nume´rateurs) peut eˆtre :
– soit motive´e par le cahier des charges, auquel cas on tente de minimiser l’e´cart de perfor-
mance boucle ferme´e entre Kref (s) et Kred (s)
– soit dicte´e par une optimisation de la structure de Kred (s) (i.e. on re´duit au maximum
l’ordre de chaque retour) pour un e´cart de performance admissible.
La me´thode de re´duction modale a e´te´ particulie`rement e´tudie´e et de´veloppe´e dans (Chable,
2003). On y trouve notamment les diﬀe´rents outils pour faire une analyse modale du syste`me
afin d’en extraire la structure propre dominante. La proce´dure de re´duction modale est la
suivante :
Proce´dure 7.2.6. Re´duction modale
1. De´termination d’un correcteur initial Kref (s) pour un mode`le (A,B,C,D). La me´thode
est laisse´e libre a` l’utilisateur mais il s’agit d’obtenir un correcteur satisfaisant d’emble´e
le cahier des charges sans aucune contrainte d’ordre. Dans ce cas, les synthe`ses H∞, H2,
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mixte H2/H∞, la µ-synthe`se ou les correcteurs LQG sont de bons candidats pour obtenir
un premier correcteur sans se soucier de son ordre.
2. Analyse modale de la boucle ferme´e initiale afin d’en extraire la structure propre domi-
nante a` l’aide de l’analyse modale et du lieu des racines.
3. Synthe`se du correcteur re´duit Kred (s)
• Choix de la dynamique du correcteur Kred (s) : le choix des poˆles s’eﬀectue a priori
et ils sont choisis parmi les poˆles de la structure dominante du correcteur initial mais
doivent aussi satisfaire les conditions suivantes :
– la fre´quence des poˆles doit eˆtre proche de celle des poˆles de la boucle ferme´e que l’on
cherche a` placer.
– les poˆles correspondent au domaine de fre´quence e´tudie´ et satisfont les proprie´te´s
existantes sur ce domaine (roll-oﬀ...)
– si ne´cessaire, des poˆles basse fre´quence sont utilise´s pour assurer la pre´cision et ainsi
conserver l’eﬀet inte´gral.
Les coeﬃcients aijk sont alors fixe´s. Notons que le nombre de poˆles se´lectionne´s carac-
te´rise l’ordre final du correcteur re´duit.
• Placement de la structure propre dominante
(a) Choisir les valeurs propres λ1, . . . ,λk.
(b) Choisir les vecteurs propres correspondants inde´pendants v1, . . . , vk.
(c) Choisir les direction d’entre´es wi associe´es aux vi.
A` ce stade de la proce´dure, l’e´quation ΞA1 = b1 est de´finie.
• Choix des contraintes supple´mentaires sur le correcteur : les contraintes relatives a`
la structure de K(s) et/ou sa re´ponse fre´quentielle sont de´finies et concate´ne´es pour
donner les contraintes supple´mentaires :
ΞA￿1 = b￿1
ΞA2 ≤ b2
• Crite`re quadratique : un crite`re de la forme (7.46). Ce crite`re doit permettre de fixer
les degre´s de liberte´s non utilise´s par les contraintes de placement et de structuration.
Le choix des pulsations ωi de´pend du domaine de fre´quences a` l’inte´rieur duquel le
correcteur initial agit. Le crite`re s’e´crit sous la forme :
J =
￿
i
￿Kred (jωi)−Kref (jωi)￿2F
• Re´solution du proble`me LQP pour Ξ. On de´duit de Ξ les valeurs des coeﬃcients bijk
pour de´terminer le correcteur Kred (s)
4. Analyse finale de la boucle ferme´e finale Fl(G(s),Kred (s)). Les performances de cette
nouvelle boucle ferme´e, d’ordre re´duit, sont e´value´es :
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– dans le domaine temporel, a` travers les re´ponses temporelles et/ou les lieux des racines,
– dans le domaine fre´quentiel, a` travers les diagrammes de Bode et/ou l’analyse de la
valeur singulie`re,
– dans le domaine parame´trique, a` l’aide de la µ-analyse.
Si l’analyse donne satisfaction, on peut e´ventuellement tenter d’abaisser encore l’ordre
du correcteur en reprenant a` l’e´tape 3. Si au contrainte, les proprie´te´s ne sont pas recou-
vertes, plusieurs sources peuvent en eˆtre la cause comme par exemple, un choix de l’ordre
du correcteur trop petit, un mauvais choix de la structure propre dominante, etc... On
reprend e´ventuellement a` l’e´tape 2 pour re-analyser la structure propre dominante et/ou
a` l’e´tape 3 pour augmenter l’ordre du correcteur.
Remarque 1 : Bien e´videmment, dans le cas d’un controˆleur qui doit eˆtre robuste a` des va-
riations parame´triques, on peut, comme dans la synthe`se multi-mode`le, placer des structures
propres sur diﬀe´rents mode`les afin d’augmenter la robustesse parame´trique du correcteur re´-
duit Kred (s).
Remarque 2 : Plus il y aura de contraintes, plus l’ordre du correcteur re´duit sera e´leve´.
Il est donc pre´fe´rable que l’utilisateur commence la proce´dure avec peu de contraintes et un
ordre faible, quitte a` augmenter progressivement les contraintes et e´ventuellement l’ordre du
correcteur pour recouvrir les proprie´te´s du correcteur initial Kref (s).
￿ De´veloppement d’une aide aux choix de l’utilisateur
Il y a trois choix a` faire dans l’algorithme pre´ce´dent : la structure propre a` replacer, les poˆles
du correcteur re´duit, la forme du correcteur re´duit. Le dernier choix est a` notre sens re´gle´ par
le cahier des charges. Si rien n’est pre´cise´, on est dans le cas ou` l’on cherche a` optimiser cette
structure, c’est-a`-dire a` re´duire au maximum chacun des sous-transferts. Concernant les poˆles
des de´nominateurs, il est rare que le cahier des charges aborde ce point (hormis le nombre a`
choisir a` travers l’ordre du correcteur re´duit). Il faudra donc que l’utilisateur intervienne sur
ce point tout comme sur le choix de la structure propre a` replacer. Afin d’aider l’utilisateur
sur ces deux points, voici plusieurs me´thodes possibles :
• Choix de la structure propre BF a` replacer On utilise pour l’analyse de la structure
propre en boucle ferme´e, plusieurs outils de´veloppe´s dans (Magni, 2002) et repris dans
(Chiappa, 2003). En particulier, la simulation modale pour l’analyse temporelle des trans-
ferts. Cet outil permet de mettre en exergue, sur un signal temporel donne´, la contribution
des diﬀe´rents modes du syste`me et de les classer ainsi par ordre d’importance. On utilisera
e´galement l’analyse des re´sidus sur la re´ponse impulsionnelle qui permet de quantifier le
niveau de domination des diﬀe´rents modes contenus dans un transfert. Cet outil servira
pour sa part dans des analyses de crite`res plutoˆt fre´quentiels. Pratique´s sur les transferts
implique´s dans les principaux crite`res du cahier des charges, le re´sultat des analyses fournit
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dans les deux cas a` l’utilisateur un classement des poˆles du syste`me e´udie´. Il nous sera alors
utile de disposer d’un lieu des racines afin de de´terminer l’origine des poˆles mis en valeur :
soit des modes provenant du syste`me a` controˆler, soit des modes du correcteur. On pourra
alors faire un choix de structures propres a` replacer pour que l’on puisse s’attendre in fine
a` retrouver, sur les principaux crite`res, un comportement similaire entre la boucle ferme´e
par le correcteur nominal Knom(s) et la boucle ferme´e par le correcteur re´duit Kred (s).
• Choix des poˆles de Kred (s)
Pour simplifier la taˆche tout d’abord, on de´cide de choisir les poˆles du correcteur re´duit
parmi les poˆles du correcteur nominal en conside´rant que ceux-ci ont e´te´ optimise´s pour
maximiser la performance.
On peut ensuite noter quelques remarques faites dans (Magni, 2002), a` propos de la syn-
the`se, mais que l’on peut ge´ne´raliser a` la re´duction. Tout d’abord, on choisit des poˆles dans
la bande passante a` controˆler ou a` la limite pour re´aliser des coupures. Ensuite, dans le
cas des modes souples, il ne faut pas he´siter a` prendre des poˆles mal amortis, et meˆme
dans notre cas d’e´tude ou` notre syste`me ne pre´sente pas de modes souples, cela reste vrai.
Enfin le choix des poˆles est important pour la performance mais on dispose de marges de
manœuvres (environ 20% dans la pratique selon (Magni, 2002)).
Ces conside´rations nous permettent de restreindre l’espace des possibilite´s. Cependant ce
dernier peut eˆtre encore vaste et il faut encore guider l’utilisateur a` de´faut d’automatiser
totalement la proce´dure.
Une premie`re analyse peut eˆtre mene´e sur les re´sidus des poˆles du correcteur nominal (meˆme
me´thode que pre´ce´demment applique´e sur Knom(s)) afin de de´terminer l’importance de
chacun dans la construction des transferts SISO du correcteur. Ensuite cette analyse peut
e´galement eˆtre faite sur la boucle ferme´e nominale et couple´e a` un lieu des racines (BO
vs BF), pour mettre en avant les poˆles du correcteur qui produisent en boucle ferme´e des
modes ayant un fort re´sidu.
Ces deux me´thodes quantifient l’importance des poˆles du correcteur nominal dans l’asser-
vissement. On peut e´galement proposer une e´tude permettant de mesurer l’aptitude des
poˆles du correcteur a` placer les poˆles du syste`me a` asservir G(s). E´tant donne´ un ensemble
de poˆles choisis pour le de´nominateur du correcteur, la me´thode se propose de de´terminer
les gains des nume´rateurs ne´cessaires pour de´placer un ensemble de poˆles du syste`me tout
en conservant les poˆles restants dans un espace donne´. On pourra alors comparer plusieurs
ensembles candidats pour les poˆles du correcteur en jugeant que les plus eﬃcaces seront
ceux qui ne´cessitent des niveaux de gains les plus faibles.
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7.2.3 Application
Nous allons a` pre´sent appliquer cette me´thode de re´duction a` nos correcteurs issus de la synthe`se
H∞. Le but est de re´duire au maximum l’ordre des correcteurs tout en maintenant au mieux le niveau
de performance original. C’est aussi l’occasion de structurer le correcteur et ce a` plusieurs niveaux :
– choix des poˆles du correcteur et attribution de ces poˆles aux retours ade´quats,
– diﬀe´renciation des degre´s pour assurer un certain roll-oﬀ,
– re´duction de la bande passante.
￿ Analyse initiale
Le correcteur issu de la synthe`se H∞ est du meˆme ordre que le syste`me augmente´, soit un
ordre 23. De plus, on peut y distinguer un transfert de pre´commande et deux transferts de
retour sur les mesures q et nz. On retrouve parmi les poˆles du correcteur les poˆles de notre
mode`le de re´fe´rence, et si l’on regarde les transfert SISO de retour sur q et nz ces poˆles sont
parfaitement annule´s par des ze´ros, ce qui n’est pas le cas avec le transfert de pre´commande.
C’est une des particularite´s de la synthe`se avec mode`le de re´fe´rence ; on retrouve dans le trans-
fert de pre´commande notre mode`le de re´fe´rence. Nous allons dans la suite re´duire les retours
d’une part et re´duire la pre´commande d’autre part.
Une premie`re re´duction e´quilibre´e (Annexe A) permet d’abaisser l’ordre des retours de 23 a`
12. Si l’on abaisse encore l’ordre des retours avec cette me´thode, les re´ponses temporelles sur
les diﬀe´rentes configurations en centrage et masse sont de´grade´es. Si on applique une re´duction
balance´e sur le transfert de pre´commande, on peut en revanche abaisser son ordre jusqu’a` 5
tout en gardant des performances temporelles similaires au correcteur original.
Nous allons mener une e´tude modale sur le mode`le nominal afin de de´terminer la structure
modale dominante. Une inspection du lieu des racines (Fig. 7.13) vient comple´ter cela afin de
visualiser comment e´voluent les poˆles en boucle ferme´e lors du rebouclage.
• Analyse modale de la boucle ferme´e avec pre´commande
La figure 7.14 repre´sente l’analyse modale du syste`me en boucle ferme´e avec la pre´com-
mande ainsi que les re´sidus de chacun des poˆles. Comme attendu, ce sont les modes du
mode`le de re´fe´rence −1.77±1.83i et du Short Period “acce´le´re´”, −3.33±3.95i qui dominent
la re´ponse temporelle. On trouve ensuite les modes −7.90 ± 0.33i, −15.73 et −9.04 qui
ont tendance a` se compenser dans l’ensemble. Le mode −0.731 provient de l’inte´grateur du
correcteur.
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Figure 7.13 Lieux des racines avec le correcteur e´quilibre´
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Figure 7.14 Analyse modale avec la pre´commande
• Analyse modale de la boucle ferme´e sans pre´commande
Nous proce´dons a` pre´sent a` l’analyse modale de la boucle ferme´e sans la pre´commande (Fig.
7.15). On retrouve parmi les poˆles avec les plus forts re´sidus ceux e´voque´s pre´ce´demment
(a` l’exception des poˆles de la pre´commande, puisqu’elle a e´te´ oˆte´e).
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Figure 7.15 Analyse modale sans la pre´commande
• Analyse modale du correcteur
On examine a` pre´sent les poˆles du correcteur ainsi que leur re´sidu sur les deux transferts
de retour afin de mettre en e´vidence les poˆles dominants. On remarque rapidement que le
poˆle inte´grateur est le poˆle dominant sur les deux transferts. Ce re´sultat e´tait assez attendu
vu que c’est le poˆle permettant d’assurer la pre´cision. On trouve ensuite les poˆles −0.835
et −6.21± 17.98i.
Notre but est de re´duire l’ordre du correcteur tout en conservant les performances sur les
diﬀe´rentes configurations masse/centrage. De notre e´tude pre´ce´dente, il ressort que dans la
bande passante conside´re´e (< 30 rad/s) les poˆles en boucle ferme´e d’inte´reˆt sont :
– le poˆle issu du mode inte´grateur du correcteur,
– les poˆles complexes conjugue´s issus du mode Short Period,
– les poˆles complexes conjugue´s provenant du mode correcteur −6.21± 17.98i.
Nous choisissons donc de privile´gier le placement de ces poˆles voire e´ventuellement de consi-
de´rer le placement d’autres poˆles si ceux-ci s’ave`rent insuﬃsants. En ce qui concerne le choix
de l’ordre et des poˆles du correcteur, nous commenc¸ons par un correcteur d’ordre 4, quitte a`
augmenter l’ordre par la suite si cela s’ave`re ne´cessaire. Le tableau 7.4 rassemble les poˆles du
correcteur retenus.
￿ Re´duction et structuration
Nous allons proce´der en plusieurs e´tapes pour la re´duction du controˆleur. Dans un premier
temps, nous n’imposerons aucune structure particulie`re a` notre correcteur (aucune diﬀe´rence
de degre´ entre les nume´rateurs et les de´nominateurs). Nous diﬀe´rentierons par la suite les
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Poˆle Valeur
λ1 0
λ2 −0.835
λ3 −6.21± 17.98i
Tableau 7.4 Poˆles du correcteur re´duit
transferts de retour pour ne garder l’eﬀet inte´gral que sur le retour en q et imposerons aussi
des diﬀe´rences de degre´s afin de remplir des contraintes de roll-oﬀ et limiter ainsi la bande
passante.
• Correcteur re´duit 1
La structure du premier correcteur re´duit est re´sume´e dans le tabeau 7.5. Avec un correc-
teur dynamique d’ordre 4, 2 mesures et aucune diﬀe´rence de degre´ entre les nume´rateurs et
les de´nominateurs, on peut au mieux espe´rer placer 10 valeurs propres. Nous allons placer
les valeurs propres de deux mode`les a` la fois, soit le mode`le nominal 1.1 et le mode`le 1.5 cor-
respondant au cas de centrage le plus faible et de masse la plus forte. Le tableau 7.6 re´sume
le placement utilise´. Dans l’esprit de la me´thode, on rajoutera si ne´cessaire des contraintes
de placement sur un autre mode`le, en relaˆchant certaines des contraintes du tableau 7.6.
Retour q nz
Poˆles λ1λ2λ3 λ1λ2λ3
Diﬀe´rence de degre´ 0 0
Tableau 7.5 Structure du correcteur re´duit 1
Mode`le Mode Poˆle BO Poˆles BF
Mode`le 1.1 Inte´grateur 0 → −0.74
Mode`le 1.1 Short Period −0.92± 1.33i → −3.33± 3.95i
Mode`le 1.1 Correcteur −6.21± 17.98i → −14.88± 22.28i
Mode`le 1.5 Inte´grateur 0 → −0.49
Mode`le 1.5 Short Period −0.68± 1.31i → −1.99± 3.10i
Mode`le 1.5 Correcteur −6.21± 17.98i → −13.97± 18.33i
Tableau 7.6 Contraintes de placement pour la re´duction 1
On obtient des re´ponses temporelles tout a` fait similaires au syste`me reboucle´ avec le cor-
recteur H∞. Quant aux diagrammes de Bode (Fig. 7.16), le retour sur q demeure identique
a` l’original jusqu’a` 60 rad/s mais celui sur nz diﬀe`re de`s 20 rad/s. Les marges de gain et
de phase en ouvrant la boucle a` l’entre´e de l’actionneur sont respectivement de 6.68 dB et
41.81◦ sur le mode`le nominal 1.1.
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Figure 7.16 Diagramme de Bode des correcteurs
• Correcteur re´duit 2
Fort du re´sultant pre´ce´dent qui nous conforte dans l’ide´e que la re´duction a` l’ordre 4 paraˆıt
suﬃsante, nous allons a` pre´sent essayer d’imposer une contrainte de roll-oﬀ sur les trans-
ferts afin d’avoir une de´croissance de −20 dB/dec aux hautes fre´quences. Le tableau 7.7
re´sume la structure du nouveau correcteur re´duit recherche´ ou` la de´croissance aux hautes
fre´quences est obtenue avec une diﬀe´rence de degre´ 1. Nous enlevons ainsi 2 degre´s de liberte´
et nous plac¸ons seulement 8 valeurs propres. Apre`s essais, la contrainte de placement du
mode correcteur sur le mode`le 1.1 est retire´e (Tableau 7.8).
Retour q nz
Poˆles λ1λ2λ3 λ1λ2λ3
Diﬀe´rence de degre´ 1 1
Tableau 7.7 Structure du correcteur re´duit 2
On peut voir sur le diagramme de Bode des retours (Figure 7.16) que nous obtenons bien
une de´croissance de −20 dB/dec aux hautes fre´quences tout en conservant un comportement
fre´quentiel similaire aux basses fre´quences. Une fois de plus, les re´ponses temporelles sont
demeure´es tout a` fait semblables et les marges de gain et de phase sur le mode`le nominal
1.1 sont respectivement de 6.44 dB et 39.50◦.
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Mode`le Mode Poˆle BO Poˆles BF
Mode`le 1.1 Inte´grateur 0 → −0.74
Mode`le 1.1 Short Period −0.92± 1.33i → −3.33± 3.95i
Mode`le 1.5 Inte´grateur 0 → −0.49
Mode`le 1.5 Short Period −0.68± 1.31i → −1.99± 3.10i
Mode`le 1.5 Correcteur −6.21± 17.98i → −13.97± 18.33i
Tableau 7.8 Contraintes de placement pour la re´duction 2
• Correcteur re´duit structure´ 3
On ache`ve enfin sur un dernier correcteur re´duit sur lequel nous diﬀe´rentierons les poˆles
attribue´s a` chaque retour tout en imposant des contraintes de roll-oﬀ. Nous ne conservons
l’action inte´grale que sur le retour en q avec une de´croissance de −20 dB/dec aux hautes
fre´quences et imposons une de´croissance de −40 dB/dec sur le retour en nz (Tableau 7.9).
Avec une telle structure, il n’est possible de placer que 6 valeurs propres au maximum.
En reprenant les valeurs propres place´es pour le deuxie`me correcteur (Tableau 7.8), il n’est
pas possible d’obtenir des re´ponses temporelles satisfaisantes et ce, meˆme en essayant dif-
fe´rentes combinaisons. Les re´ponses sont ge´ne´ralement plus lentes et moins pre´cises pour
certaines configurations. On de´cide alors d’introduire un mode`le supple´mentaire (Mode`le
1.8) qui correspond a` un cas de centrage extreˆme sur lequel on ne replace que le mode
issu de l’inte´grateur. On replace les poˆles issus du correcteur sur le mode`le 1.1 et on relaˆche
certaines contraintes du mode`le 1.5. Le placement recherche´ est re´sume´ dans le tableau 7.10.
Retour q nz
Poˆles λ1λ2λ3 λ2λ3
Diﬀe´rence de degre´ 1 2
Tableau 7.9 Structure du correcteur re´duit 3
Mode`le Mode Poˆle BO Poˆles BF
Mode`le 1.1 Inte´grateur 0 → −0.74
Mode`le 1.1 Correcteur −6.21± 17.98i → −14.88± 22.28i
Mode`le 1.5 Short Period −0.68± 1.31i → −1.99± 3.10i
Mode`le 1.8 Inte´grateur 0 → −0.89
Tableau 7.10 Contraintes de placement pour la re´duction 3
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Les transferts de retour du correcteur re´duit 3 final sont donne´s par :
q = −29.2339(s+ 15.61)(s+ 2.335)(s+ 0.886)
s(s+ 0.8335)(s2 + 12.42s+ 362.1)
(7.53)
nz =
782.8758(s+ 0.9361)
(s+ 0.8335)(s2 + 12.42s+ 362.1)
(7.54)
On constate une fois de plus que les re´ponses temporelles (Fig. 7.17) demeurent fide`les a`
celles obtenues avec le correcteur H∞. Le diagramme de Bode du correcteur 3 (Fig. 7.16)
montre que le retour sur q est demeure´ pratiquement inchange´ par rapport a` celui du cor-
recteur 2. En revanche, le diagramme en gain du retour sur nz montre bien la disparition
de l’eﬀet inte´gral et la de´croissance de −40 dB/dec aux hautes fre´quences. On peut aussi
remarquer que la bande passante a e´te´ re´duite. Les marges de gain et de phase sur le mode`le
nominal 1.1 sont respectivement de 6.8 dB et 42.9◦, ce qui repre´sente une ame´lioration par
rapport aux marges du correcteur initial. La figure 7.18 montre la position des poˆles basses
fre´quences (on y voit particulie`rement ceux du Short Period) et comparativement aux poˆles
originaux (Fig 7.12), on remarque que le placement du mode Short Period est relativement
bien conserve´ pour toutes les configurations. Le tableau 7.11 rassemble les valeurs des quali-
te´s de manœuvrabilite´ pour les 8 configurations. Ces valeurs ont e´te´ calcule´es sur le mode`le
complet de l’avion.
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Figure 7.17 Re´ponses temporelles avec le correcteur re´duit 3
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Figure 7.18 Poˆles en boucle ferme´e pour les 8 configurations avec le correcteur re´duit 3
Mode`le Cas m/xcg ζsp1 ωBWθ Drb τp ST
Mode`le 1.1 30 000 /20 0.65 1.49 -0.04 0.23 2.39
Mode`le 1.2 30 000 /35 0.72 1.6 -0.06 0.21 2.94
Mode`le 1.3 39 000 /20 0.60 1.42 -0.01 0.22 2.78
Mode`le 1.4 39 000 /38 0.68 1.50 0.10 0.21 2.98
Mode`le 1.5 46 000 /16 0.54 1.30 -0.2 0.2 3.22
Mode`le 1.6 46 000 /38 0.66 1.50 0.18 0.21 3.21
Mode`le 1.7 32 000 /48 0.72 1.79 0.22 0.25 2.81
Mode`le 1.8 39 000 /48 0.66 1.66 0.19 0.24 2.72
Tableau 7.11 Qualite´s de manœuvrabilite´ avec le correcteur re´duit 3
7.2.4 Conclusion sur la re´duction
La re´duction modale nous a donc permis de re´duire eﬃcacement nos correcteurs issus de la
synthe`se H∞ tout en conservant un niveau de performance similaire. Contrairement aux autres
me´thodes de re´duction, la re´duction modale implique une analyse pousse´e du comportement modal
du syste`me en boucle ferme´e afin d’identifier les structures propres a` replacer avec le correcteur
re´duit.
Au travers de 3 e´tapes successives (afin d’illustrer la de´marche), il a e´te´ possible de re´duire le
correcteur original H∞ d’ordre 23 a` un correcteur d’ordre 4 et de le structurer en ne conservant
l’action inte´grale que sur le retour en q et en imposant une diﬀe´rence de degre´ entre nume´rateur et
de´nominateur.
Le travail ayant e´te´ re´pe´te´ sur tous les cas de vol, une structuration commune s’est de´gage´e pour
les 20 correcteurs, ce qui laisse pre´sager un se´quencement des correcteurs plus aise´s pour la suite.
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7.3 Troisie`me e´tape : auto-se´quencement du correcteur
Dans cette troisie`me partie, nous allons se´quencer nos controˆleurs re´duits afin d’obtenir un
correcteur se´quence´ qui assure les performances sur l’ensemble de l’enveloppe de vol. La commande
modale robuste a e´te´ e´tendue a` l’auto-se´quencement des correcteurs en augmentant le nombre de
sorties disponibles ; nous nous baserons sur les travaux initie´s par (Le Gorrec et al., 1998) et (Do¨ll
et al., 2001).
7.3.1 Rappels the´oriques
￿ Notations et de´finitions
Conside´rons un syste`me LTI constitue´ de n e´tats, m entre´es et p sorties :￿
x˙ = A(∆)x+B(∆)u
y = C(∆)x+D(∆)u
(7.55)
Les matrices d’e´tats A(∆), B(∆), C(∆), D(∆) peuvent de´pendre de parame`tres incertains
de´crits par la matrice ∆. D’un point de vue the´orique, ∆ peut eˆtre re´elle ou complexe,
structure´e ou non. Il n’est pas ne´cessaire pour la suite de disposer d’une formulation ex-
plicite de la de´pendance des mode`les en ∆ (sous forme LFT par exemple). Une e´valuation
pour diﬀe´rentes valeurs ∆j de la matrice ∆ peut suﬃre, cre´ant ainsi une banque de mode`les￿
Mj =
￿
A∆j , B∆j , C∆j , D∆j
￿
, j = 1 . . . k
￿
Imaginons le cas ou` il existe des parame`tres incertains mais mesurables. Nous allons montrer
comment il est possible d’utiliser ces mesures supple´mentaires dans le cadre d’une synthe`se
modale. La solution propose´e ici est l’auto-se´quencement K (s,∆￿) de retours modaux sta-
tiques ou dynamiques par rapport aux parame`tres mesurables θ1, . . . , θg. Rappelons juste que
la relation selon laquelle un parame`tre θi ∈ [θi,min, θi,max] s’e´crit :
θi = θi,c + sθiδi δi ∈ [−1, 1]
θi,c =
θi,max + θi,min
2
sθi =
θi,max − θi,min
2
Les variations δ1, . . . , δg sont stocke´s dans une matrice ∆￿ ou` g ≤ f avec f le nombre total
de parame`tres incertains de la matrice de perturbations ∆ du syste`me. On fait apparaˆıtre de
manie`re explicite les variations parame´triques ∆￿ dans la formule du correcteur :
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K(s,∆￿) = K0(s) +
k1￿
i=1
Kδi1(s)δ
i
1 + · · ·+
kg￿
j=1
Kδjg(s)δ
j
g + · · ·
+
k1−1...
kg−1￿
i=0...
j=0
Kδjg(s)δ
i
1 · · · δjg (7.56)
Le choix de la formule (7.56) est important, mais non pre´dominant. Une connaissance physique
et une analyse du syste`me en boucle ouverte fournissent ge´ne´ralement une bonne notion de
l’influence parame´trique. Par exemple, en ae´ronautique, il est normal de se´quencer les correc-
teurs par rapport a` la vitesse V 2 ou a` la pression dynamique q = 12ρV
2 car tous les coeﬃcients
ae´rodynamiques sont fonction de cette expression. Un premier choix va donc eˆtre base´ sur les
re´sultats de cette analyse. Les degre´s de liberte´ superflus seront fixe´s par une minimisation
d’un crite`re de type (7.59). S’il n’y en a pas assez, l’inge´nieur s’en rendra compte lors de la
synthe`se multi-mode`le. De plus, la proce´dure lui fournira des indications sur le nombre de
degre´s de liberte´ qu’il faut encore ajouter.
￿ Re´solution
Lemme 7.3.1. La synthe`se d’un correcteur auto-se´quence´ K(s,∆￿) de la forme (7.56) pour
le syste`me (A,B,C,D) est e´quivalente a` la synthe`se selon la Proposition 7.2.4 d’un correcteur
dynamique
K(s) =
￿
K0(s) Kδ1(s) · · · Kδk11 (s) Kδg(s) · · · Kδkgg (s) Kδ1···δg(s) · · ·
K
δ
k1−1
1 ···δ
kg−1
g
(s)
￿ (7.57)
pour le syste`me (A,B,C ￿, D￿) dont le nombre de sorties est augmente´ en remplac¸ant les ma-
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trices C et D par : 
C(∆)
C(∆)δ1
...
C(∆)δk11
C(∆)δq
...
C(∆)δkgq
C(∆)δ1 · · · δg
...
C(∆)δk1−11 · · · δkg−1g


D(∆)
D(∆)δ1
...
D(∆)δk11
D(∆)δq
...
D(∆)δkgq
D(∆)δ1 · · · δg
...
D(∆)δk1−11 · · · δkg−1g

(7.58)
Les Ki(s) sont des fonctions de transfert dont les coeﬃcients du nume´rateur bijk,i deviennent
les parame`tres de synthe`se.
La de´monstration de ce re´sultat peut eˆtre trouve´e dans (Do¨ll et al., 2001) ainsi que des conseils
sur comment choisir les mode`les et les structures propres a` placer. Le proble`me de re´solution
reste un proble`me de programmation LQP similaire a` la Proposition 7.2.4. Les degre´s de liberte´
superflus peuvent eˆtre fixe´s en re´duisant l’influence du se´quencement par la minimisation de la
distance entre le correcteur auto-se´quence´K(s,∆￿) et sa version initiale non-se´quence´eKref (s)
de la manie`re suivante :
J =
￿
r￿
i=1
￿￿￿K0(jωi)−Kref (jωi)￿￿￿2
F
r￿
i=1
￿￿￿Kδ1(jωi)￿￿￿2
F
· · ·
r￿
i=1
￿￿￿K
δ
k1−1
1 ···δ
kg−1
g
(jωi)
￿￿￿2
F
￿
(7.59)
La structuration de chaque Ki(s) reste e´galement possible de sorte que seuls les coeﬃcients
bijk,i concerne´s soient se´quence´s.
￿ Proce´dure de synthe`se
On trouve dans (Do¨ll et al., 2001) une proce´dure pour le placement de structure propre par
retour auto-se´quence´ ; nous en pre´sentons ici une version succinte.
Proce´dure 7.3.2. Placement de structure propre par retour auto-se´quence´
1. De´termination d’un correcteur initial pour un mode`le (A,B,C,D) (la me´thode est laisse´e
libre a` l’utilisateur)
2. Choix d’une formule d’interpolation (7.56). Le nombre de terme Ki(s) est fixe´.
3. Choix de la dynamique des termes Ki(s). Leurs dynamiques peuvent eˆtre nulles.
4. Augmentation du syste`me par les sorties supple´mentaires selon l’e´quation (7.58) ; on
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obtient ainsi le nouveau syste`me (A,B,C ￿, D￿).
5. Utilisation de la Proce´dure 7.2.5 pour le placement multi-mode`les de structures propres.
On superpose les contraintes de placement multimode`le jusqu’a` satisfaction du cahier des
charges sur l’ensemble du domaine de fonctionnement conside´re´.
7.3.2 Application
Nous avons dans la section pre´ce´dente pu re´duire nos correcteurs synthe´tise´s en diﬀe´rents points
de vol. Nous allons donc chercher a` pre´sent a` se´quencer ce controˆleur a` travers toute l’enveloppe de
vol. L’enveloppe de vol est de´finie en termes de nombre de MachM et d’altitude h et ces deux gran-
deurs sont de bonnes candidates comme variables de se´quencement, comme nous avons pu le voir
dans le Chapitre 6. Nous allons cependant utiliser la pression dynamique q a` la place du nombre de
Mach. De part sa de´pendance a` la vitesse et a` la masse volumique de l’air (qui de´pend de l’altitude),
nous espe´rons ainsi limiter le nombre de termes de se´quencement.
￿ Choix de la structure
Nous avons vu dans la section pre´ce´dente que l’on pouvait re´duire nos correcteurs sur l’en-
semble des points de synthe`se tout en gardant un niveau de performance comparable au correc-
teur original H∞. Nous allons dans la suite synthe´tiser un correcteur se´quence´ qui s’adaptera
a` la condition de vol graˆce a` des variables de se´quencement repre´sentatives. Plusieurs choix
s’oﬀre a` nous quant a` la structure du correcteur.
Le premier choix s’ope`re au niveau de la dynamique du correcteur, soit les de´nominateurs.
Nous avons le choix de garder des de´nominateurs identiques pour tous les termes Kδ(s) ou
choisir des de´nominateurs diﬀe´rents comme dans (Puyou, 2005). Comme on souhaite main-
tenir un ordre de correcteur aussi bas que possible, les de´nominateurs seront choisis identiques.
Ensuite il convient de choisir les poˆles des termes Kδ(s). Les correcteurs issus de la synthe`se
H∞ pour diﬀe´rents points de vol n’ont pas force´ment les meˆmes poˆles, ce qui est un des incon-
ve´nients majeurs quand il s’agit d’interpoler des correcteurs issus de synthe`se H∞ ; ne´anmoins
les correcteurs pre´sentent des structures similaires et on peut choisir des poˆles communs qui
fonctionneront bien lors de la re´duction des diﬀe´rents correcteurs. En eﬀet (Magni, 2002)
sugge`re que l’on peut tole´rer une variation de 20% dans le choix des poˆles du correcteur :
des valeurs moyennes sont choisies pour chacun des poˆles du correcteur (Table 7.12). Il est a`
noter que nous avons laisse´ de coˆte´ le poˆle basse fre´quence du correcteur pour introduire un
poˆle a` −20. Le mode correcteur −10 ± 25i re´sulte de l’analyse des poˆles des correcteurs H∞
obtenus sur diﬀe´rentes conditions de vol ; en eﬀet les correcteurs pre´sentent tous ce mode avec
un amortissement moyen de 0.35 et une pulsation variant entre 20 et 30 rad/s. Nous en avons
pris une valeur moyenne.
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Poˆle Valeur
λ1 0
λ2 −10± 25i
λ3 −20
Tableau 7.12 Choix des poˆles du correcteur se´quence´
￿ Synthe`se du correcteur initial
Nous allons tout d’abord travailler sur la condition de vol 1 qui sera notre point de de´part pour
notre correcteur auto-se´quence´. La structure du correcteur recherche´ est donne´e dans le tableau
7.13. L’action inte´grale n’est applique´e que sur le retour en q et l’on impose des diﬀe´rences de
degre´ entre les nume´rateurs et de´nominateurs. Le tableau 7.14 re´sume le placement de poˆles
eﬀectue´
Retour q nz
Poˆles λ1λ2λ3 λ2λ3
Diﬀe´rence de degre´ 1 2
Tableau 7.13 Structure du correcteur initial K0(s) pour l’auto-se´quencement
Mode`le Mode Poˆle BO Poˆles BF
Mode`le 1.1 Inte´grateur 0 → −0.74
Mode`le 1.1 Correcteur −10± 25i → −14.88± 22.28i
Mode`le 1.5 Short Period −0.68± 1.31i → −1.99± 3.10i
Mode`le 1.8 Inte´grateur 0 → −0.89
Tableau 7.14 Contraintes pour le correcteur initial du se´quencement K0(s)
Les re´ponses temporelles demeurent similaires a` celles obtenues avec le correcteur re´duit 3
(Fig. 7.17).
￿ Synthe`se d’un correcteur auto-se´quence´ en q a` altitude constante
Nous allons ope´rer a` l’altitude la plus basse de 5000 ft et se´quencer notre correcteur par
rapport a` la pression dynamique q. A` cette altitude, les conditions de vol a` conside´rer sont
celles de 1 a` 4. Nous choisissons de se´quencer classiquement notre correcteur par rapport a` la
pression dynamique. Un se´quencement quadratique est choisi :
K(s, δq) = K0(s) + δqKq(s) + δq2Kq2(s) (7.60)
La pression dynamique de la condition de vol 1 est la plus faible de toute l’enveloppe de vol
(77.1 lb/ft2), quant a` celle de la condition de vol 4, elle est la plus forte (444.3 lb/ft2) . La
synthe`se du correcteur auto-se´quence´ K(s, δq) est re´alise´ en plac¸ant la structure propre du
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syste`me augmente´ : A(∆), B(∆),
 C(∆)δqC(∆)
δq2C(∆)
 ,
 D(∆)δqD(∆)
δq2D(∆)

 (7.61)
Le correcteur K(s, δq) est alors calcule´ sous la forme :
K(s, δq) =
￿
K0(s) Kq(s) Kq2(s)
￿
(7.62)
On reprend pour Kq(s) et Kq2(s) la meˆme structure que K0(s) (Tab. 7.13).
• Synthe`se multimode`le
Nous conservons le placement eﬀectue´ sur le mode`le 1 (Tab. 7.14) auquel nous ajoutons
des contraintes de placement sur les mode`les 3 et 4 (Tab 7.15). Les poˆles a` replacer sont
essentiellement ceux du mode Short Period et de l’inte´grateur. Les diﬀe´rentes configurations
sont choisies suivant l’expe´rience acquise lors de la re´duction des correcteurs H∞. De plus,
nous replac¸ons un poˆle du correcteur sur le mode`le 4.1.
Mode`le Mode Poˆle BO Poˆles BF
Mode`le 3.1 Short Period −1.87± 3.47i → −4.23± 6.2i
Mode`le 3.5 Inte´grateur 0 → −0.72
Mode`le 3.7 Inte´grateur 0 → −1.51
Mode`le 3.7 Short Period −1.68± 1.46i → −3.58± 2.08i
Mode`le 4.1 Inte´grateur 0 → −1.99
Mode`le 4.1 Correcteur −10± 25i → −11.42± 26.09i
Mode`le 4.5 Inte´grateur 0 → −0.97
Mode`le 4.5 Short Period −1.78± 4.11i → −3.67± 4.51i
Tableau 7.15 Contraintes supple´mentaires pour le correcteur se´quence´ en q
• Analyse
Les re´ponses temporelles des mode`les 1 a` 4 (pour les 8 configurations) sont repre´sente´es
sur la figure 7.19. On remarque que l’on conserve un comportement relativement bon sur
l’ensemble des mode`les a` l’image de ce que l’on obtenait avec les correcteurs H∞ sur cha-
cun des cas. Bien que les contraintes de placement de poˆles n’ont e´te´ eﬀectue´es que sur les
mode`les 1, 3 et 4, les re´ponses temporelles du mode`le 2 (et de ses diﬀe´rentes configurations)
montre que le comportement de´sire´ est bien conserve´.
Sur la carte des poˆles de la figure 7.20, on peut remarquer que les poˆles basses fre´quences
ont tous un amortissement supe´rieur a` 0.5 et ce pour toutes les configurations. Les poˆles
issus de l’inte´grateur demeurent infe´rieurs a` −0.5.
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Figure 7.19 Re´ponses temporelles avec K(s, δq) pour les mode`les 1.x a` 4.x
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Figure 7.20 Carte des poˆles avec K(s, δq) pour les mode`les 1.x a` 4.x
En utilisant le mode`le parame´tre´ en Mach et altitude du chapitre 5, on se propose de vali-
der l’e´volution des poˆles en boucle ferme´e (essentiellement le mode Short Period) pour un
nombre de Mach allant de 0.25 a` 0.6 a` l’altitude de 5000 ft. La figure 7.21 montre alors
l’e´volution des poˆles avec notre correcteur se´quence´ pour la configuration masse/centrage
nominale (Mode`les 1.1 a` 4.1). Le mode Short Period e´volue de fac¸on re´gulie`re avec une pul-
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sation naturelle croissante avec le Mach (ce qui est attendu) et un amortissement compris
entre 0.55 et 0.65.
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Figure 7.21 E´volution du mode Short Period avec K(s, δq) pour M ∈ [0.25, 0.6] et h = 5000 ft
(Configuration masse/centrage nominale)
￿ Synthe`se d’un correcteur auto-se´quence´ en q et h
Si nous trac¸ons les re´ponses temporelles sur l’ensemble des 160 mode`les avec notre correcteur
se´quence´ simplement en q, nous obtenons des re´ponses temporelles qui, non pas parfaites,
nous montrent ne´anmoins que la pression dynamique e´tait un choix inte´ressant. La figure
7.22 montre les poˆles en boucle ferme´e sur l’ensemble des 160 mode`les lors du rebouclage du
syste`me sur le correcteur K(s, δq). Si aucune de´stabilisation n’est constate´e, on peut ne´an-
moins constater que l’amortissement des poˆles est globalement moins bon, meˆme s’il demeure
supe´rieur a` 0.3 comme exige´ par la norme.
En rajoutant des termes supple´mentaires en q3 et q4, nous ne pouvons he´las ame´liorer cela.
Il s’agit donc d’utiliser une variable de se´quencement supple´mentaire qui permettra de mieux
rendre compte du changement d’altitude, en l’ocurrence l’altitude h elle-meˆme.
Nous y sommes alle´s graduellement en rajoutant des termes supple´mentaires se´quence´s en
h, qh, h2... tout en ve´rifiant sur l’ensemble des 160 mode`les la qualite´ des re´ponses tempo-
relles et la dispersion des poˆles en boucle ferme´e. Nous nous sommes finalement arreˆte´s a` un
se´quencement de la forme :
K(s, q, h) = K0(s) + δqKq(s) + δq2Kq2(s) + δhKh(s) + δh
2Kh2(s) + δqδhKqh(s) (7.63)
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Figure 7.22 Carte des poˆles avec K(s, δq) pour les 160 mode`les
La synthe`se du correcteur auto-se´quence´ K(s, δq, δh) est re´alise´ en plac¸ant la structure propre
du syste`me augmente´ :
A(∆), B(∆),

C(∆)
δqC(∆)
δq2C(∆)
δhC(∆)
δh2C(∆)
δqδhC(∆)

,

D(∆)
δqD(∆)
δq2D(∆)
δhD(∆)
δh2D(∆)
δqδhD(∆)


(7.64)
Le correcteur K(s, δq, δh) est alors calcule´ sous la forme :
K(s,M) =
￿
K0(s) Kq(s) Kq2(s) Kh(s) Kh2(s) Kqh(s)
￿
(7.65)
Comme pre´ce´demment, les structures de Kh(s), Kh2(s) et Kqh(s) sont celles de la table 7.13.
Nous partons du correcteur K(s, δq) calcule´ pre´ce´demment en gardant les contraintes de pla-
cement utilise´es.
• Synthe`se multimode`le
On garde les contraintes pre´ce´dentes de la table 7.15 auxquelles on rajoute les contraintes
de la table 7.16. Les contraintes supple´mentaires ont e´te´ choisies selon les observations
suivantes :
– les poˆles les plus mal amortis (ζ < 0.4) issus du rebouclage avec le correcteur K(s, δq)
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sont ceux des mode`les 16 et 20 situe´s en haute altitude (35, 000 ft et 42, 000 ft) pour un
nombre de Mach de 0.88.
– on replace donc les valeurs propres des mode`les 16.x et 20.x en utilisant les observations
faites sur la re´duction des controˆleurs. On sait ainsi sur quelles configurations masse /
centrage il est pre´fe´rable d’ope´rer le placement de valeurs propres.
– on calcule le correcteur se´quence´ correspondant et on observe l’emplacement des poˆles en
boucle ferme´e. Il s’ave`re ne´cessaire de replacer certains des poˆles des mode`les 12 et 17
dont les amortissements se sont de´te´riore´s.
– on s’arreˆte au choix de contraintes du tableau 7.16.
Mode`le Mode Poˆle BO Poˆles BF
Mode`le 12.1 Short Period −2.61± 6.44i → −5.52± 7.07i
Mode`le 12.5 Inte´grateur 0 → −1.25
Mode`le 12.5 Short Period −1.88± 5.58i → −3.91± 5.48i
Mode`le 12.7 Short Period −2.37± 3.38i → −2.54± 3.82i
Mode`le 16.1 Correcteur −10± 25i → −10.28± 28.21i
Mode`le 16.5 Inte´grateur 0 → −0.68
Mode`le 16.5 Short Period −1.09± 4.14i → −3.64± 7.36i
Mode`le 16.7 Short Period −1.56± 1.75i → −2.44± 2.90i
Mode`le 17.1 Inte´grateur 0 → −0.52
Mode`le 17.1 Short Period −0.58± 1.82i → −3.86± 7.07i
Mode`le 17.5 Short Period −0.428± 1.74i → −2.70± 4.58i
Mode`le 17.7 Short Period de´ge´ne´re´ −1.03 & −0.11 → −3.80± 3.82i
Mode`le 20.1 Inte´grateur 0 → −0.98
Mode`le 20.5 Inte´grateur 0 → −0.85
Mode`le 20.5 Short Period −0.72± 3.38i → −2.64± 5.44i
Mode`le 20.7 Short Period −1.01± 2.27i → −1.96± 1.82i
Tableau 7.16 Contraintes supple´mentaires pour le correcteur se´quence´ en q et h
• Analyse
La figure 7.23 repre´sente les poˆles en boucle ferme´e des 160 mode`les avec le correcteur
K(s, δq, δh). Les poˆles du mode Short Period ont pratiquement tous un amortissement
plus grand que 0.5 (a` quelques exceptions pre`s). Les re´ponses temporelles de la figure 7.24
montrent que le comportement du syste`me est bon sur l’ensemble des 160 mode`les. Le cor-
recteur K(s, δq, δh) assure donc bien les performances sur l’enveloppe de vol ; il demeure
robuste face aux changements de masse et centrage conside´re´s.
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Figure 7.23 Carte des poˆles avec K(s, δq, δh) pour les 160 mode`les
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Figure 7.24 Re´ponses temporelles avec K(s, δq, δh) pour l’ensemble des 160 mode`les
7.3.3 Conclusion sur l’auto-se´quencement
Bien que le fondement de la me´thode d’auto-se´quencement soit relativement simple, elle ne´-
cessite, comme dans le cas de la re´duction modale, une bonne connaissance a priori du syste`me
afin de bien identifier les mode`les pour lesquels on doit ope´rer un placement de poˆles. Notre taˆche
fut d’autant plus complique´e que pour chaque point de vol, il y avait 8 configurations diﬀe´rentes
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en masse et en centrage pour lesquelles il fallait eˆtre robuste, multipliant ainsi les analyses. Ne´an-
moins la phase de re´duction modale des correcteurs H∞ nous a permis d’identifier les configurations
masse/centrage critiques sur lesquelles ope´rer le placement de valeurs propres ; cela fut utile lors
du choix des mode`les et des configurations pour l’auto-se´quencement. Meˆme si la me´thode en elle-
meˆme n’oﬀre pas de garanties de stabilite´ entre les points de synthe`se choisis, elle peut eˆtre couple´e
comme dans (Chiappa et al., 1998) a` de la µ-analyse ou n’importe quel autre outil d’e´tude de la
stabilite´ pour des syste`mes parame´tre´s. Il y a dans notre cas 4 parame`tres (Mach, altitude, masse
et centrage) et meˆme avec une formulation LFT de notre syste`me, une µ-analyse peut donner des
re´sultats pessimistes. Nous avons ve´rifie´ simplement que les re´ponses temporelles demeuraient ade´-
quates sur l’ensemble des 20 conditions de vol pour chaque configuration masse/centrage. Un trace´
de l’ensemble des poˆles en boucle ferme´e permet aussi une premie`re validation.
7.4 Conclusion
Nous avons e´tabli dans ce chapitre une de´marche comple`te pour synthe´tiser un controˆleur du
vol longitudinal d’un avion qui soit performant sur l’enveloppe de vol et demeure robuste face a` des
variations de masse et du centrage.
La synthe`se H∞ a permis dans un premier temps de trouver des correcteurs en plusieurs points
de vol, tels que la boucle ferme´e se comportait comme un mode`le de re´fe´rence satisfaisant les quali-
te´s de manœuvrabilite´. Un ajustement des filtres de ponde´ration sur certains transferts a robustifie´
le correcteur face a` des variations de masse et de centrage sans avoir recours explicitement a` une
µ-synthe`se. Par la suite, les correcteurs ont pu eˆtre eﬃcacement re´duits graˆce aux techniques de
commande modale robuste. Des correcteurs d’ordre 4 structure´s ont pu ainsi eˆtre obtenus ; les per-
formances des correcteurs H∞ ont e´te´ relativement bien conserve´s. Enfin, la re´duction modale ayant
de´gage´ des structures communes pour les correcteurs re´duits, nous nous sommes oriente´s vers une
technique d’auto-se´quencement pour obtenir un correcteur se´quence´ en pression dynamique q et en
altitude h.
Nous avons pu ainsi synthe´tiser un controˆleur d’une complexite´ relativement faible et d’ordre
comparable aux correcteurs classiques impose´s par le constructeur. La re´duction modale et l’auto-
se´quencement ont montre´ leur grande eﬃcacite´ dans la simplification et le se´quencement du cor-
recteur final. Il s’est donc ave´re´ possible de partir d’un correcteur quelconque et d’en simplifier la
structure a` l’extreˆme tout en conservant les performances du correcteur original.
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CHAPITRE 8
ARTICLE 3 : ROBUST SCHEDULED CONTROL OF LONGITUDINAL FLIGHT
WITH HANDLING QUALITY SATISFACTION
L’article 3 reprend de fac¸on plus succincte l’ensemble de la de´marche expose´e dans le chapitre
7. Cet article a e´te´ pre´ce´de´ d’articles de confe´rence pre´liminaires ou` les diﬀe´rentes techniques ont
e´te´ mises en œuvre, soit sur notre proble`me (Saussie´ et al., 2006a, 2007), soit sur un proble`me de
lanceur spatial (Saussie´ et al., 2008a).
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Robust Scheduled Control of Longitudinal Flight with
Handling Quality Satisfaction
D. Saussie´, C. Be´rard, O. Akhrif and L. Saydy
Article soumis a` The Aeronautical Journal
Abstract
Classic flight control systems are still widely used in industry because of acquired experience
and good understanding of their structure. Nevertheless, with more stringent constraints, it becomes
diﬃcult to easily fulfill all the criteria with these classic control laws. On the opposite side, modern
methods can handle many constraints but fail to produce low order controllers. The methodology
proposed here addresses this problem. First, an H∞ synthesis is performed in order to get controllers
which satisfy handling qualities and are robust w.r.t. mass and center of gravity variations. Then
these controllers are reduced and structured by using robust modal control techniques. Finally, a
self-scheduling technique allows us to schedule these controllers over the entire flight envelope.
8.1 Introduction
The development, integration and flight testing of flight control systems are costly and time-
consuming. Modern techniques such as H∞ or µ-synthesis provide eﬀective and robust controller
design techniques but the main problem remains their high order which prevents them from being
easily implemented (Hyde, 1996; Tischler, 1996). Classical flight control systems are then still widely
used because of their well-studied and understood architecture (Gautrey, 1998). However, they have
to deal with stringent performance and robustness requirements over the full flight envelope.
In this paper, we propose a complete methodology to find a controller for the longitudinal flight
of a business jet aircraft, namely Challenger 604. The methodology is based on techniques that have
been proved successful separately. First, H∞-synthesis (Zames, 1981; Doyle et al., 1989) are perfor-
med to find high order controllers that satisfy handling quality requirements and have robustness
property w.r.t. some parameters. Obviously, H∞ controllers cannot be implemented because of their
order. They have to be reduced suﬃciently without losing performance. If classic reduction methods
like the one in (Obinata et Anderson, 2001) often fails to produce very low order controllers, modal
reduction (Chable et al., 2003) (inspired by robust modal control (Le Gorrec et al., 1998; Magni,
2002)) usually succeeds in that task. Finally, in order to have a controller eﬃcient and robust on
the entire flight envelope, a self-scheduling technique (Do¨ll et al., 2001) is used. Contrary to classic
gain-scheduling (Leith et Leithead, 2000; Rugh et Shamma, 2000) where the controllers are inter-
polated a posteriori w.r.t. scheduling variables, the controller interpolation can be chosen a priori.
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The paper is organized as follows. Some theoretical backgrounds are provided in Section 2 about
robust modal control. The aircraft model of Challenger 604 is presented in Section 3 as well as
handling qualities of interest. Section 3 is devoted to the application of our design methodology :
first H∞ synthesis is performed, then reduction method based on robust modal control is applied
to these controllers and finally, scheduling of the controller w.r.t. dynamic pressure q and altitude
h is done.
8.2 Robust modal control
8.2.1 Notations
Consider a linear time invariant (LTI) system with n states, m inputs and p outputs written in
state-space form
x˙ = A(∆)x+B(∆)u (8.1)
y = C(∆)x+D(∆)u (8.2)
where x is the state vector, u the input vector, y the output vector and ∆ the uncertain parameter
matrix. The state-space matrices A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and D ∈ Rp×m depends on ∆.
In this paper, we will suppose that we have a bank of models {Mj = (Aj , Bj , Cj , Dj), j = 1 . . . r}
obtained for diﬀerent values ∆ = ∆j of the parameters.
8.2.2 Eigenstructure assignment
Proposition 1 from (Le Gorrec, 1998) generalizes the traditional eigenstructure assignment of
(Moore, 1976) for the use of dynamic controllers.
Proposition 8.2.1. The triplet Ti = (λi, vi, wi) ∈ C× Cn × Cm satisfying
￿
A− λiI B
￿ ￿ vi
wi
￿
= 0 (8.3)
is assigned by the dynamic gain K(s) if and only if
K(λi)(Cvi +Dwi) = wi (8.4)
If the eigenvalue is complex, the equality (8.4) has to be completed by its conjugate :
K(λi)(Cvi +Dwi) = wi (8.5)
The input direction wi and right eigenvector vi associated with the closed loop eigenvalue λi
can be fixed by various methods (e.g. decoupling objectives, orthogonal projection of open-loop
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eigenvector).
The elementary design procedure associated with this proposition is as follows :
• Choose a set of auto-conjugate closed loop eigenvalues λi and determine the closed loop
admissible eigenvector space using Eq. (8.3). At this step, the triplets Ti = (λi, vi, wi) are
defined.
• Compute K(s) satisfying Eq. (8.4). This computation is detailed in the next section for the
multi-model modal control but this would apply for the single-model modal control as well.
8.2.3 Multi-model modal control
Multi-model eigenstructure assignment (Magni et al., 1998) is done by simultaneously assigning
triplets Ti for several models, which reduces to solve a set of equality constraints of type (8.4).
The choice of the models to treat with and the triplets to assign is determined by an analysis of
the stability and/or performance robustness. The feedback controller K(s) is considered here in a
transfer matrix form. The purpose of this section is to find a dynamic controller that solves the
set of linear constrains of the form (8.3) and (8.4). The transfer matrix of the controller will be
composed of p×m rational functions at each input/output :
Kij(s) =
bijqsq + · · ·+ bij1s+ bij0
aijqsq + · · ·+ aij1s+ aij0 (8.6)
Common or diﬀerent denominatorsDij(s) of the matrixK(s) are fixed a priori with a suﬃciently
high order to realize the desired “roll-oﬀ”. Furthermore, its degree must be chosen in order to oﬀer
enough numerator coeﬃcients bijk, the tuning parameters (degrees of freedom). Generally, this choice
oﬀers too many degrees of freedom for the resolution of the equality constraints so that the problem
is solved by minimizing a criteria of type J = ￿K(s) − Kref(s)￿ over a certain frequency interval
ωi where Kref(s) is a reference controller (often a simple gain) synthesized for an initial model M0.
This reduces to minimizing a quadratic criterion under linear constraints :
Proposition 8.2.2. The problem of computing K(s) satisfying Equation (8.4) and minimizing
criterion J consists in solving for Ξ a LQP problem of the form
min J = ΞHΞT + 2Ξc (8.7)
s.t. ΞA1 = b1 (8.8)
where Ξ denotes unkown stacked coeﬃcients of the numerators bijk.
See (Magni et al., 1998) for the theoretical background and further details, as well for software
implementation. The procedure used in the following will be called (Mu-µ)-iteration.
Procedure 8.2.3. (Mu-µ)-iteration
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Step A.1 — Elaborate a first initial design on a nominal model. All kinds of synthesis me-
thods can be applied at this step (H∞ control (Zames, 1981), LQG optimal control (Kalman et al.,
1962), µ-synthesis (Doyle et al., 1986), etc...). In the case of initial non-modal approaches, look for
eigenstructure assignment having the same characteristics as the initial controller.
Step B.1 — Proceed to a multi-model analysis of the pole map and/or time-responses and/or
real µ-analysis like proposed in (Packard et Doyle, 1993; Magni et Do¨ll, 1997). If the initial design is
satisfactory for all models or all values of uncertainties, then stop. Otherwise identify the worst-case
model, determine its critical triplet Ti and continue with Step B.2.
Step B.2 — Improve the behaviour of the worst-case model by replacing the triplet Ti by T ∗i
respecting the specifications while preserving the properties of all models treated before. Return to
Step B.1.
Remark : See (Magni, 1999) and (Le Gorrec, 1998) for some general rules on multi-model ei-
genstructure assignment, for example to avoid incompatible assignments we should treat models as
“far” as possible from each other in the considered parameter space and/or relax some constraints
on models treated before.
This procedure can now be eﬃciently used for two purposes of interest, namely controller re-
duction and scheduling.
8.2.4 Modal reduction
We describe here how to combine modal analysis and dynamic eigenstructure assignment to re-
duce an initial controller while concurrently satisfying the closed loop performances (Chable et al.,
2003). The method is based on the fact that the system is entirely defined by its closed loop ei-
genstructure. First the dominant eigenstructure is extracted using modal analysis. In the second
step, the dominant eigenstructure of the system will be assigned using a reduced order controller
which has a fixed structure obtained from the first step of the procedure. Frequency criteria will be
minimized to optimize the eﬃciency of the reduction.
Procedure 8.2.4. Modal Reduction
Step 1 — Modal analysis. For this purpose, modal simulation of the system controlled by
the initial feedback is used, i.e. each mode is simulated separately (see (Chiappa et al., 1998) for de-
tails). From such a simulation, the contribution of each eigenvalue is evaluated. Only the eigenvalues
(and associated eigenvectors) whose constribution is relevant are selected. This subset of eigenva-
lues/eigenvectors constitutes the dominant eigenstructure of the initial closed-loop system.
Step 2 — Reduction synthesis
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– Choice of the controller poles : this choice is made a priori as a subset of the poles of the original
controller. The selection is made using the analysis of the dominant eigenvalues obtained at
Step 1. The poles can be chosen as following :
– poles whose frequency is close to re-assigned dominant closed-loop poles.
– poles corresponding to frequency domain properties (cut oﬀ frequency and so on)
– low frequency poles used to insure precision (integral eﬀect).
At this stage, the coeﬃcients aijk of transfer functions (8.6) are all fixed. Note that in prac-
tice, the choice of the controller poles is not of primary importance, provided that the above
recommendations are more or less taken into account.
– Eigenstructure assignment : the constraints defining the re-assignment of dominant eigen-
structure (selected at Step 1) are derived ; these constraints correspond to Equations (8.3)
and (8.4). The number of constraints depends on the desired controller order. The higher the
order, the higher the number of constraints to be processed. The equations for eigenstructure
assignment are linear constraints. At this stage, using Proposition 8.2.2, Equation ΞA1 = b1
(8.8) is known.
– Controller structure constraints : The constraints relative to the gain structure are derived
with the previous constrains. So, there is an additional equality constraint and new constraints
of the form ΞA￿1 = b￿1 are added.
– Criterion : a quadratic criterion of the form (8.7) where Kref(s) is the transfer function of
the initial controller is defined. This criterion will eventually fix the degrees of freedom remai-
ning after the above constraints have been taken into account. The choice of the frequencies
ωj depends on the frequency domain features of the initial controller. At this stage, using
Proposition 8.2.2, the criterion is written in the following form : J = ΞHΞT + 2Ξc
– Solve the LQP problem for Ξ, then deduce from Ξ the values of the coeﬃcients bijk.
Step 3 — Final analysis
Performance can be evaluated in many ways :
- in the time domain by means of step response simulations or root loci
- in the frequency domain by means of Bode plots or singular value analysis
- in the parametric domain by means of µ analysis.
If some properties are not satisfactory, the procedure of Step 2 must be repeated till a satisfactory
reduced controller is found.
When dealing with parametric robust controllers, Procedures 8.2.3 and 8.2.4 can be advanta-
geously coupled. As long as degrees of freedom bijk are available, multi-model assignment can be
performed in order to have a reduced controller robust to some parametric uncertainties. The de-
sign procedure for robustness improvement consists of applying the same procedure as in Step 2,
with a single diﬀerence : the eigenstructure assignment constraints are now relative to several models.
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8.2.5 Self-scheduling control
Classical gain-scheduling is typically done by interpolating a posteriori the linear controllers
obtained for several models. But, because of structure, the gain-scheduling problem can be diﬃ-
cult to tackle and non-interpolability can occur (Lawrence et Rugh, 1995; Stilwell et Rugh, 2000).
Multi-model modal control handles this task by choosing a priori the interpolation formula for the
controller gain. This choice can be guided by physical constraints, open-loop analysis and previous
experiments. For example, let us take a scheduling w.r.t measurable parameters (δ1, δ2) and an
interpolation formula
Ksched(s, δ1, δ2) = K0(s) + δ1Kδ1(s) + δ2Kδ2(s) + δ1δ2Kδ1δ2(s) (8.9)
The synthesis of this controller can then be tackled using the following Proposition 8.2.5 (Magni,
2002).
Proposition 8.2.5. The determination of such a self-scheduled controller is equivalent to the syn-
thesis of a multi-model modal controller
Kdyn.eq.(s) =
￿
K0(s) Kδ1(s) Kδ2(s) Kδ1δ2(s)
￿
(8.10)
with respect to the augmented system A(∆), B(∆),

C(∆)
δ1C(∆)
δ2C(∆)
δ1δ2C(∆)
 ,

D(∆)
δ1D(∆)
δ2D(∆)
δ1δ2C(∆)

 (8.11)
Hence, it is suﬃcient to apply our multi-model design Procedure 8.2.3 on the augmented sys-
tem (8.11) for the controller Kdyn.eq. and to extract from it the matrices K0(s), Kδ1(s), Kδ2(s)
and Kδ1δ2(s) for the realization of Ksched(s, δ1, δ2). As it can be seen, the problem boils down to
increasing the number of outputs of the original system (A(∆), B(∆), C(∆), D(∆)) from p to 4p.
The augmentation of the ouput number oﬀers the additional degrees of freedom necessary for the
simultaneous resolution of some linear constraints of type (8.4). For aeronautical and aerospace
applications, the reader is referred to (Do¨ll et al., 2001; Constant et al., 2002; Saussie´ et al., 2008b).
As a conclusion, suppose now that some parameters of ∆ are measurable and others are not.
Using the procedures above, one could then self-schedule the controller w.r.t. the measurable para-
meters and use dynamic feedbacks to handle robustness w.r.t. non-measurable parameter variations.
This will be applied on our problem at stake.
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8.3 Model and constraints
In this section, we describe the Challenger 604 aircraft longitudinal motion and the specifications
to be fulfilled.
8.3.1 Challenger 604 aircraft model
For design purposes, we consider the linearized short-period equations of motion. w˙q˙
￿˙
 =
 Zw U0 Z￿Mw Mq M￿
Ew 0 E￿

 wq
￿
+
 ZδeMδe
0
 δe. (8.12)
where the coeﬃcients Zw, Z￿, Mw, Mq, M￿, Ew, E￿, Zδe and Mδe are stability derivatives calculated
at each considered equilibrium point (Nelson, 1998). The state variable ￿ denotes the tail downwash
angle. 1 The available measurements are pitch rate q and normal acceleration nz :
￿
q
nz
￿
=
￿
0 1 0
Z˜w Z˜q Z˜￿
￿ wq
￿
+ ￿ 0
Z˜δe
￿
δe (8.13)
where
nz = (w˙ − U0q − lxq˙)/g (8.14)
so Z˜w, Z˜q, Z˜￿ and Z˜δe can be deduced from the other coeﬃcients. Twenty flight conditions and asso-
ciated linearized models (defined by Mach number M and altitude h) were provided by Bombardier
Inc. as illustrated in Fig.8.1. Moreover, we consider complete actuator and IRU sensor dynamics
such that the original open-loop order is 35 ; after balanced reduction (Obinata et Anderson, 2001),
it is reduced to a 16th model in order to facilitate the H∞ synthesis phase. Nevertheless, the reader
must keep in mind that all time-responses will be performed on the original high-order system. Each
flight condition is derived in 8 configurations for diﬀerent masses m and center of gravity locations
xcg (Tab.8.1).
Tableau 8.1 Grid points for varying m and xcg
m (lbs) \ xcg (% chord) 16 20 35 38 48
30 000 (1) (2)
32 000 (7)
39 000 (3) (4) (8)
46 000 (5) (6)
1. The downwash is experienced by a horizontal tail placed in the flow behind the wing. This vortex diminishes
the incidence angle of the tail by an angle ￿.
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Figure 8.1 Flight envelope
The system can then be rewritten as :
x˙ = A(∆)x+B(∆)u
y = C(∆)x+D(∆)u
(8.15)
where x is the state vector, y the measurement vector and u the input vector. The state-space ma-
trices A(∆), B(∆), C(∆), D(∆) depend on the parameters (M,h,m, xcg) described by the matrix
∆. We actually do not have an explicit formulation of the model in ∆ but a bank of 160 models
{Mj = (A∆j , B∆j , C∆j , D∆j ), j = 1 . . . 160} for diﬀerent values ∆j of the parameters 2. In the fol-
lowing, we will denote each model as Model x.y with x the flight condition number (Fig.8.1) and
y the configuration number (Tab.8.1). One could eventually find an LFT form by interpolating the
data (Magni, 2005).
8.3.2 Handling quality requirements
The overall performance objective is to track pitch rate commands with predicted Level 1 hand-
ling qualities and desired time domain response behavior. The handling quality criteria considered
in this article are short period mode damping ratio ζsp , Gibson’s dropback Drb, settling time ST ,
pitch attitude bandwidth ωBWθ , phase delay τp (Saussie´ et al., 2006b). The boundaries of these
criteria are defined by military standards (US Department of Defense, 1997). Even though handling
qualities are primarily defined for military aircraft, they are usually applied to commercial aircraft
with slight modifications derived from the manufacturer’s experience. Table 8.2 summarizes the
2. 20 flight conditions, each declined in 8 configurations.
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handling quality boundaries being considered in the design procedure.
Tableau 8.2 Handling qualities
Handling qualities Level 1
Short period damping ζsp 0.35 < ζsp
θ-bandwidth ωBWθ ωBWθ > 1.5 (rad/s)
Gibson’s dropback Drb −0.2 ≤ Drb ≤ 0.5
Phase delay τp τp < 0.2 (s)
Settling time ST 2% en 3 (s)
8.4 Application to the longitudinal flight control problem
We seek a controller which satisfies the handling quality requirements over the entire flight
envelope and is robust to massm and center of gravity xcg variation ; consequently, the controller will
be scheduled w.r.t. dynamic pressure q and altitude h while presenting good parametric robustness
w.r.t.m and xcg. Moreover its order must be as low as possible. The theoretical background presented
in Section 8.2 suggests the methodology we propose now :
– Step 1 Compute H∞ controllers satisfying handling qualities on diﬀerent flight conditions
with good parametric robustness.
– Step 2 Reduce these controllers with technique exposed in Section 8.2.4. Performance must
be preserved and low order controllers with similar structure should be obtained.
– Step 3 Schedule these reduced controllers with self-scheduling technique presented in Section
8.2.5.
8.4.1 H∞ synthesis
For a given flight condition, we seek an initial controller that satisfies the handling quality
requirements for the 8 configurations.H∞ synthesis is a good candidate to obtain such a controller. It
was initiated by Zames (1981) and further developed by Doyle (1982). H∞ problem is a stabilization
and disturbance rejection problem. A controller is sought that will minimize disturbance eﬀects while
stabilizing the system. Theoretical aspect can be found in (Zhou et Doyle, 1998) and (Alazard et al.,
1999).
Let us consider the augmented system P (s) (including weight functions or filters) composed by 4
multivariable transfer functions between the inputs u and w and the outputs y and z where :
- u represents the system command
- w represents exogenous inputs (reference and/or disturbance)
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- y represents measurements
- z represents regulated outputs
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Figure 8.2 Augmented model
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Figure 8.3 Standard H∞ synthesis
P (s) can be separated in the following way :￿
Z(s)
Y (s)
￿
=
￿
P11(s) P12(s)
P21(s) P22(s)
￿
·
￿
W (s)
U(s)
￿
(8.16)
By closing the loop with the control law U(s) = K(s)Y (s), one can obtain the transfer between
the inputs w and the outputs z namely Linear Fractionnal Transformation (LFT) :
Gzw(s) = Fl(P (s),K(s))
= P11 + P12K(s)(I − P22K(s))−1P21
(8.17)
The optimal H∞ problem is the synthesis of a controller K(s) among all internally stabilizing
controllers that minimizes the H∞ norm of Gzw(s) = Fl(P (s),K(s)). We remind that H∞ norm of
a transfer function G(s) is defined as :
￿G(s)￿∞ = sup
ω∈R
σ¯(G(jω)) (8.18)
Optimal H∞ problem :
Finding a stabilizing controller K(s) such as ￿Fl(P (s),K(s))￿∞ is minimal
Knowing the minimal H∞ norm can be theoretically useful because a limit can be fixed on the
reachable performances. Nevertheless, in a practical way, the suboptimal H∞ problem is defined
where the H∞ is reduced under a positive threshold γ.
Suboptimal H∞ problem :
Finding a stabilizing controller K(s) such as ￿Fl(P (s),K(s))￿∞ ≤ γ
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Although there are several ways to solve this problem, the method by Doyle et al. (1989) will
be used as it is based upon a state variable approach. The augmented plant considered for the H∞
synthesis is given in Fig.8.4.
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Figure 8.4 H∞ synthesis diagram
In order to produce an eﬃcient H∞ controller, a reference model that satisfies the constraints
is chosen :
Fref (s) =
e−0.1s(0.66s+ 1)
s2 + 2(0.7)(2.5)s+ (2.5)2
(8.19)
The diﬀerence between the reference model output and the aircraft pitch rate q is weighted by a
low-pass filter Wperf .
Wperf =
40
10s+ 1
(8.20)
In order to limit controller bandwith and ensure roll-oﬀ constraints, we use a second order filter
on the command input :
Wv = 0.1
￿
s/15 + 1
s/1000 + 1
￿2
(8.21)
Additional inputs/outputs and associated weightings (Wu = 0.5, Wn = 0.03I2, Wm = diag(0.03,
0.01) are complementary sensitivity functions to improve robustness. These weights and filters have
been elected after some trials/errors to shape adequately the time-responses and the characteristics.
Finally a 23th order controller is obtained which ensures satisfying time-responses for all configura-
tions (Fig.8.5). As indicated by Table 8.3 handling quality constraints are reasonably well satisfied.
8.4.2 Controller reduction using modal multimodel approach
The initial H∞ controller order is 23. Before proceeding to the modal analysis, it is sought to re-
duce in a significant way the order of the controller by using balanced reduction techniques (Obinata
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Figure 8.5 Time responses of the H∞ controller
Tableau 8.3 Handling quality values of the H∞ controller
Model m/xcg ζsp1 ωBWθ Drb τp ST
Model 1.1 30 000 /20 0.64 1.5 0.02 0.23 1.69
Model 1.2 30 000 /35 0.73 1.64 0.05 0.21 1.94
Model 1.3 39 000 /20 0.60 1.4 0.03 0.22 1.78
Model 1.4 39 000 /38 0.68 1.52 0.10 0.21 2.78
Model 1.5 46 000 /16 0.54 1.32 -0.2 0.2 3.22
Model 1.6 46 000 /38 0.66 1.51 0.2 0.21 3.21
Model 1.7 32 000 /48 0.72 1.82 0.22 0.25 2.31
Model 1.8 39 000 /48 0.66 1.66 0.25 0.24 2.52
et Anderson, 2001). Moreover, as the controller is a two degree controller, the feedforward part is se-
parated from the feedback part. Again, balanced reduction are performed on each sub-controller. As
modal reduction has only interest in the feedback controller, the feedforward controller will remain
as it was after the balanced reduction. Fortunately, the feedforward controller order is 5 without
any major loss on the temporal, frequency and parametric criteria. One could remark actually that
the poles of the feedforward path are the reference model poles and the integrator pole. The feed-
back controller order is reduced to 12 without any significant performance loss ; if further balanced
reduction is performed, there are some significant loss compared to the initial H∞ controller. Modal
reduction is used to further reduce the controller order if possible.
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￿ Modal analysis
First a modal analysis is performed to find the dominant poles that must be reassigned and
the poles that must be conserved in the feedback controller. It comes that the poles of interest
are :
– the integrator pole of the controller,
– the Short Period mode poles,
– the complex poles −6.21± 17.98i of the controller
After some trials, we finally choose the poles gathered in Tab. 8.4 for our controller.
Pole Value
λ1 0
λ2 −0.835
λ3 −6.21± 17.98i
Tableau 8.4 Reduced controller poles
￿ First reduction
We first seek a reduced controller with structure in Tab. 8.5. We do not impose any degree
diﬀerence. Our goal is to check that a 4th order controller can be used to preserve the per-
formance of the original H∞ controller. The eigenvalue assignment is done on both models
1.1 and 1.5 (Tab. 8.6). Results are not presented as they are exactly similar to H∞ controller
ones. The reduction is eﬃcient.
Output q nz
Poles λ1λ2λ3 λ1λ2λ3
Degree diﬀerence 0 0
Tableau 8.5 First reduced controller structure
Model Mode Open-loop poles Closed-loop poles
Model 1.1 Integrator 0 → −0.74
Model 1.1 Short Period −0.92± 1.33i → −3.33± 3.95i
Model 1.1 Corrector −6.21± 17.98i → −14.88± 22.28i
Model 1.5 Integrator 0 → −0.49
Model 1.5 Short Period −0.68± 1.31i → −1.99± 3.10i
Model 1.5 Corrector −6.21± 17.98i → −13.97± 18.33i
Tableau 8.6 Placement constraints for first reduction
￿ Second reduction
After the successful first reduction, we seek to structure our controller. The two feedback path
have originally integral action ; we choose to keep the integral eﬀect only on the q feedback.
Moreover, to ensure some“roll-oﬀ”, we impose the degrees of the numerators as shown in Tab.
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8.7. With fewer degrees of freedom, some constraints of Tab. 8.6 have to be abandoned. But
no satisfying reduced controller could then be found. After analysis, a constraint has to be
added on Model 1.8 (Tab. 8.8).
Output q nz
Poles λ1λ2λ3 λ2λ3
Degree diﬀerence 1 2
Tableau 8.7 Second reduced controller structure
Model Mode Open-loop poles Closed-loop poles
Model 1.1 Integrator 0 → −0.74
Model 1.1 Corrector −6.21± 17.98i → −14.88± 22.28i
Model 1.5 Short Period −0.68± 1.31i → −1.99± 3.10i
Model 1.8 Integrator 0 → −0.89
Tableau 8.8 Placement constraints for reduced controller
The reduced controller is then tested on the complete high order model and provides simi-
lar results to the original one concerning time responses (Fig. 8.6). Table 8.9 summarizes
the handling quality values. They are very close to the ones obtained with the original H∞
controller. We finally managed to find a reduced controller that is still satisfactory.
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Figure 8.6 Time responses of the final reduced H∞ controller
268
Model m/xcg ζsp1 ωBWθ Drb τp ST
Model 1.1 30 000 /20 0.65 1.49 -0.04 0.23 2.39
Model 1.2 30 000 /35 0.72 1.6 -0.06 0.21 2.94
Model 1.3 39 000 /20 0.60 1.42 -0.01 0.22 2.78
Model 1.4 39 000 /38 0.68 1.50 0.10 0.21 2.98
Model 1.5 46 000 /16 0.54 1.30 -0.2 0.2 3.22
Model 1.6 46 000 /38 0.66 1.50 0.18 0.21 3.21
Model 1.7 32 000 /48 0.72 1.79 0.22 0.25 2.81
Model 1.8 39 000 /48 0.66 1.66 0.19 0.24 2.72
Tableau 8.9 Handling quality values with the final reduced H∞ controller
8.4.3 Self-scheduled controller
It remains to apply the self-scheduling technique (Section 8.2.5) to our problem at stake. As
the flight envelope is expressed in terms of Mach number M and altitude h, these two measures
are good candidates to be scheduling parameters. Nevertheless, we propose here to use dynamic
pressure q instead of M 3. As the flight envelope is relatively large (Fig. 8.1), the design of the self-
scheduling controller is made in two steps. We first establish a controller scheduled w.r.t. q at the
lowest altitude of 5000 ft, then we extend the controller to the complete flight envelope by adding
altitude h dependency in the controller.
￿ Choice of structure
Our controllers can be reduced eﬃciently while still keeping good performance properties.
Moreover a common structure has been derived. Many choices can be taken for the structure
of the transfer functions Kδ(s). In order to maintain an order as low as possible for our
controller, all denominators will be chosen equal for every Kδ(s). The H∞ controllers do not
necessarily have the same poles, which is a major inconvenient when interpolation of these
controllers needs to be performed. Nevertheless, a similar structure has been found for the
diﬀerent reduced controllers ; consequently, average values of the poles are taken (Tab. 8.10).
The low-frequency pole used in the reduction phase is replaced by a pole located at −20 and
the complex poles −10±25i is an average value of the diﬀerent corresponding controller poles.
Pole Value
λ1 0
λ2 −10± 25i
λ3 −20
Tableau 8.10 Scheduled controller poles
￿ Initial synthesis controller
We first work on the flight condition 1. The controller structure is given in Tab. 8.11 and the
3. Calibrated airspeed Vc could have been another candidate
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pole placement constraints are gathered in Tab. 8.12. This initial placement is similar to the
one used in the final reduced controller. Time-responses remain similar to the ones obtained
with the reduced controller of previous section (Fig. 8.6).
Output q nz
Poles λ1λ2λ3 λ2λ3
Degree diﬀerence 1 2
Tableau 8.11 Structure of the initial controller for self-scheduling
Model Mode Open-loop poles Closed-loop poles
Model 1.1 Integrator 0 → −0.74
Model 1.1 Corrector −10± 25i → −14.88± 22.28i
Model 1.5 Short Period −0.68± 1.31i → −1.99± 3.10i
Model 1.8 Integrator 0 → −0.89
Tableau 8.12 Placement constraints for initial controller K0(s)
￿ Self-scheduled controller synthesis w.r.t. q at h = 5000 ft
We first seek a scheduled controller w.r.t. q at the lowest altitude h = 5000 ft. The flight
conditions to consider are 1 to 4. A quadratic scheduling is chosen :
K(s, δq) = K0(s) + δqKq(s) + δq2Kq2(s) (8.22)
The dynamic pressure of flight condition 1 is the lowest of the flight envelope (77.1 lb/ft2),
whereas flight condition 4 is the highest (444.3 lb/ft2). The synthesis of the self-scheduled
controller K(s, δq) is done by placing the eigenstructure of the augmented system :A(∆), B(∆),
 C(∆)δqC(∆)
δq2C(∆)
 ,
 D(∆)δqD(∆)
δq2D(∆)

 (8.23)
And the controller K(s, δq) is calculated in the following way :
K(s, δq) =
￿
K0(s) Kq(s) Kq2(s)
￿
(8.24)
The same structure is preserved for Kq(s) et Kq2(s) (Tab. 8.11).
• Multimodel synthesis
We maintain the placement of Model 1 (Tab. 8.12) and add placement constraints on Models
3 & 4 (Tab. 8.13). We essentially place short period and integrator modes. The diﬀerent
configurations are chosen according to the observations made on H∞ controller reduction.
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Moreover, one controller pole has to be placed on Model 4.1
Model Mode Open-loop poles Closed-loop poles
Model 3.1 Short Period −1.87± 3.47i → −4.23± 6.2i
Model 3.5 Integrator 0 → −0.72
Model 3.7 Integrator 0 → −1.51
Model 3.7 Short Period −1.68± 1.46i → −3.58± 2.08i
Model 4.1 Integrator 0 → −1.99
Model 4.1 Corrector −10± 25i → −11.42± 26.09i
Model 4.5 Integrator 0 → −0.97
Model 4.5 Short Period −1.78± 4.11i → −3.67± 4.51i
Tableau 8.13 Additionnal constraints for scheduled controller K(s, δq)
• Analysis
The time-responses of Models 1 to 4 (for the 8 configurations) are illustrated in Fig. 8.7.
A good temporal behaviour is preserved, similar to the one observed with H∞ controller.
Although, placement constraints are only applied on Models 1, 3 & 4, one can see that
Model 2 (and its diﬀerent configurations) exhibits the expected behaviour.
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Figure 8.7 Time-responses with K(s, δq) for Models 1.x a` 4.x
On the pole map (Fig. 8.8), all low frequency poles have a damping ratio greater than 0.5 ;
poles issued from the integrator have a real part less than −0.5.
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Figure 8.8 Pole map with K(s, δq) for Models 1.x a` 4.x
By using the parametric model in M and h, we validate the closed-loop pole evolution (es-
sentially short period mode) for M ∈ [0.25, 0.6] and h = 5000 ft. Figure 8.9 shows that for
the nominal configuration (Models 1.1 to 4.1), short period mode evolves smoothly with an
increasing natural frequency as M grows and a damping ratio between 0.55 and 0.65.
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Figure 8.9 Short period mode evolution with K(s, δq) for M ∈ [0.25, 0.6] and h = 5000 ft (Models
x.1)
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￿ Scheduled controller w.r.t. q and h
If we plot the time-responses with controller K(s, q) on the set of 160 models, they are not as
good as expected. Nevertheless, the system remains stable for all configurations and closed-
loop poles have a damping ratio greater than 0.3. Adding new scheduled terms in q3 and q4 do
not improve the results, so we decide to use a second scheduling variable h to take into account
the change of altitude. We gradually add terms in h, qh, h2... while checking performance on
the entire flight envelope. We finally decide to use a self-scheduled controller of the form :
K(s, q, h) = K0(s) + δqKq(s) + δq2Kq2(s) + δhKh(s) + δh
2Kh2(s) + δqδhKqh(s) (8.25)
The synthesis of the self-scheduled controller K(s, δq, h) is done by placing the eigenstructure
of the augmented system :
A(∆), B(∆),

C(∆)
δqC(∆)
δq2C(∆)
δhC(∆)
δh2C(∆)
δqδhC(∆)

,

D(∆)
δqD(∆)
δq2D(∆)
δhD(∆)
δh2D(∆)
δqδhD(∆)


(8.26)
And the controller K(s, δq, h) is calculated in the following way :
K(s,M) =
￿
K0(s) Kq(s) Kq2(s) Kh(s) Kh2(s) Kqh(s)
￿
(8.27)
As before, the structures of Kh(s), Kh2(s) et Kqh(s) are the one exposed in Table 8.11. We
start from the controller K(s, δq) and keep the placement constraints.
• Multi-model synthesis
Additional constraints were deduced on the following observations :
– worst damped poles (ζ < 0.4) with K(s, δq) are those of Models 16 and 20 (high altitudes
h = 35, 000 ft & h = 42, 000 ft and M = 0.88).
– thanks to reduction phasis, we know on which Models 16.x and 20.x to operate.
– more constraints must be added on Models 12.x and 17.x
– Table 8.14 gathers the additional constraints.
• Analysis
Fig. 8.10 shows the closed-loop poles on the 160 models with controller K(s, δq, δh). Short
period mode poles have damping ratio greater than 0.5 (with a few exceptions). Time-
responses of Fig. 8.11 are all satisfactory on the entire set of models. The self-scheduled
controller K(s, δq, δh) ensures good performance on the entire flight envelope and is robust
for the diﬀerent mass/center of gravity configurations.
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Model Mode Open-loop poles Closed-loop poles
Model 12.1 Short Period −2.61± 6.44i → −5.52± 7.07i
Model 12.5 Integrator 0 → −1.25
Model 12.5 Short Period −1.88± 5.58i → −3.91± 5.48i
Model 12.7 Short Period −2.37± 3.38i → −2.54± 3.82i
Model 16.1 Corrector −10± 25i → −10.28± 28.21i
Model 16.5 Integrator 0 → −0.68
Model 16.5 Short Period −1.09± 4.14i → −3.64± 7.36i
Model 16.7 Short Period −1.56± 1.75i → −2.44± 2.90i
Model 17.1 Integrator 0 → −0.52
Model 17.1 Short Period −0.58± 1.82i → −3.86± 7.07i
Model 17.5 Short Period −0.428± 1.74i → −2.70± 4.58i
Model 17.7 Degenerated Short Period −1.03 & −0.11 → −3.80± 3.82i
Model 20.1 Integrator 0 → −0.98
Model 20.5 Integrator 0 → −0.85
Model 20.5 Short Period −0.72± 3.38i → −2.64± 5.44i
Model 20.7 Short Period −1.01± 2.27i → −1.96± 1.82i
Tableau 8.14 Additional constraints for q et h
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Figure 8.10 Pole map with K(s, δq, δh) for the 160 models
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Figure 8.11 Time-responses with K(s, δq, δh) for the 160 models
8.5 Conclusion
A complete design of the longitudinal flight controller of a Challenger 604 has been carried
out. Thanks to a reference model satisfying many handling qualities, eﬀective high order controllers
were first designed using H∞ synthesis on diﬀerent flight conditions ; moreover they presented good
robustness versus mass and center of gravity variations. Robust modal reduction was then performed
on these controllers to lower significantly their order while still preserving performance and to
impose a common structure. Finally, a self-scheduling technique allowed us to schedule the gains
w.r.t dynamic pressure and altitude over the entire flight envelope. The final product is an eﬃcient
4th order scheduled controller which is robust to mass and center of gravity variations and which
satisfies most of the handling qualities considered.
8.5. CONCLUSION 275
DISCUSSION GE´NE´RALE ET CONCLUSION
Discussion et Contributions
Le proble`me central de la the`se a e´te´ de concevoir le controˆle du vol longitudinal d’un avion
satisfaisant un certain nombre de qualite´s de manœvrabilite´ sur toute l’enveloppe de vol. Ce pro-
ble`me a e´te´ aborde´ de deux fac¸ons diﬀe´rentes : une premie`re approche ou` nous avons duˆ conserver
des architectures de controˆle impose´es par Bombardier Inc. et une seconde approche ou` nous avons
laisse´ de coˆte´ la contrainte d’architecture fixe mais pour laquelle nous avons cherche´ un correcteur
aussi simple que possible, comparable aux architectures classiquement employe´es.
Apre`s un premier chapitre consacre´ a` la revue de litte´rature et aux objectifs de la the`se, nous
avons dans la partie 1 pre´sente´ notre proble`me de controˆle ainsi que les contraintes a` satisfaire
graˆce au controˆleur. Nous avons, dans le chapitre 2, de´crit et analyse´ le mode`le longitudinal du
Challenger 604 de Bombardier Inc.. Une attention particulie`re a e´te´ accorde´e a` la re´duction des
mode`les afin de faciliter par la suite la synthe`se de controˆleurs. Une e´tude de l’e´volution de la
dynamique longitudinale au travers de l’enveloppe de vol a permis une meilleure appre´hension du
proble`me ; l’influence de la masse et du centrage a aussi e´te´ mise en e´vidence.
Le chapitre 3 consacre´ a` l’e´tude des qualite´s de manœuvrabilite´ a donne´ lieu aux premie`res
contributions de la the`se. Apre`s avoir passe´ en revue diﬀe´rents crite`res a` satisfaire , un cahier des
charges re´aliste a e´te´ e´tabli. La premie`re contribution the´orique re´side dans une e´tude comple`te
du Dropback de Gibson. Plusieurs formulations the´oriques du crite`re permettent a` pre´sent de l’ex-
primer explicitement en fonction des parame`tres du syste`me et du correcteur, autorisant ainsi un
re´glage pre´cis. Ces formulations the´oriques s’appliquent aussi bien a` une fonction de transfert qu’a`
un mode`le d’e´tat. De plus, l’e´tude du lien entre dropback et de´passement a permis de confirmer les
re´sultats expe´rimentaux trouve´s dans des ouvrages de re´fe´rence sur les qualite´s de manœuvrabilite´.
Une seconde contribution au niveau des qualite´s de manœuvrabilite´ concerne la confrontation des
diﬀe´rents crite`res sur un mode`le standard. Il a e´te´ mis en e´vidence le caracte`re pre´dominant de
certains crite`res ; satisfaire les contraintes d’amortissement, de dropback et de temps de re´ponse
permet en ge´ne´ral de satisfaire les crite`res fre´quentiels qui sont plus diﬃcilement exprimables en
terme des gains du controˆleur. Il s’en est aussi de´gage´ plusieurs guides novateurs pour l’ajustement
de ces crite`res.
La partie 2 s’est concentre´e sur la synthe`se de controˆleur a` architecture fixe. A` travers 2 ar-
ticles, nous avons de´montre´ l’apport des applications gardiennes dans la synthe`se de controˆleur a`
architecture fixe. Le premier article e´tait consacre´ a` l’e´laboration d’algorithmes base´s sur les appli-
cations gardiennes pour eﬀectuer un placement de poˆles dans une re´gion cible du plan complexe.
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L’algorithme trouve automatiquement les gains ade´quats sans intervention de l’utilisateur. Cette
approche a un avantage certain par rapport aux approches utilise´es dans les lois de commande clas-
siques ; on conserve l’architecture impose´e en e´vitant la synthe`se successive des diﬀe´rentes boucles
par des techniques classiques comme le lieu des racines ou le diagramme de Bode. On a ainsi un gain
de temps et un meilleur re´sultat puisque tous les gains sont re´gle´s en meˆme temps 4. L’algorithme
a de´montre´ son eﬃcacite´ sur deux lois de commande commune´ment utilise´es dans l’industrie et ce,
sur 20 conditions de vol repre´sentatives de toute l’enveloppe de vol. Enfin le deuxie`me article est
une contribution aux techniques de se´quencement de controˆleurs. A` partir d’un mode`le LPV de
notre syste`me et d’un controˆleur synthe´tise´ en un point de vol, l’algorithme de´veloppe´ se charge de
de´terminer automatiquement les gains ade´quats pour tout l’ensemble d’e´volution des parame`tres de
l’enveloppe de vol. On s’aﬀranchit ainsi de la synthe`se de controˆleurs en plusieurs points d’e´quilibre
et de leur se´quencement a posteriori. On conserve aussi la structure impose´e et la stabilite´ du sys-
te`me est assure´e tout au long du processus.
Dans la partie 3, nous nous sommes aﬀranchis des architectures de controˆle impose´es pour
concevoir un controˆleur se´quence´ sur l’enveloppe de vol et qui demeure robuste face a` des variations
de masse et de centrage. La contribution se veut essentiellement applicative et me´thodologique.
De notre e´tude sur les qualite´s de manœuvrabilite´s, nous avons extrait des mode`les de re´fe´rence
remplissant tous les crite`res. Une synthe`se H∞ avec appariement de mode`le nous a donc fournis dans
un premier temps des correcteurs sur l’ensemble des 20 conditions de vol. Lors de la synthe`se, une
attention particulie`re a e´te´ porte´e au fait que ces correcteurs demeurent relativement robustes face a`
la masse et au centrage. Afin d’avoir des correcteurs facilement implantables, il a donc e´te´ ne´cessaire
de les re´duire. A` l’aide des me´thodes de re´duction modale qui s’attachent a` conserver les proprie´te´s
de la boucle ferme´e, nous sommes parvenus a` une re´duction a` l’ordre 4 qui s’est ave´re´e suﬃsante
pour bien conserver les performances des correcteurs H∞. Qui plus est, la grande versatilite´ de la
me´thode, nous a permis d’obtenir des correcteurs re´duits ayant des structures similaire sur tous
les points de vol, laissant pre´sager un se´quencement du correcteur plus facile. La denie`re e´tape a
e´te´ re´alise´e graˆce aux techniques d’auto-se´quencement de´rive´es du controˆle modale robuste. Bien
que la me´thode ne garantisse pas a priori la stabilite´ entre les points de synthe`se, une analyse a
posteriori a montre´ la re´gularite´ du comportement sur l’enveloppe de vol. Nous avons au final un
correcteur d’ordre 4, se´quence´ en pression dynamique et altitude, dont la complexite´ est comparable
aux architectures classiques utilise´es dans la partie 2. Un be´ne´fice apporte´ par cette de´marche a e´te´
la conside´ration de la robustesse face aux variations de masse et centrage, ce qui n’a pas e´te´ envisage´
dans la partie pre´ce´dente. Le troisie`me article est venu reprendre l’ensemble de cette de´marche.
Perspectives
Il reste beaucoup a` faire pour une meilleure compre´hension des qualite´s de manœuvrabilite´.
Nous n’avons traite´ qu’une infime partie d’un vaste proble`me qui suscite toujours un grand inte´reˆt
4. On e´vite ainsi les essais/erreurs inhe´rents aux techniques classiques quand plusieurs boucles sont en jeu.
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de la communaute´. A` la manie`re du travail eﬀectue´ sur le dropback, il faudrait pouvoir de´velopper
des formules the´oriques pour les autres crite`res et ce, pour des syste`mes de n’importe quel ordre
afin de les inclure plus facilement dans une synthe`se.
Les algorithmes base´s sur les applications gardiennes ont de´montre´ une certaine eﬃcacite´ pour
la synthe`se de controˆleur d’architecture fixe. Si nous nous sommes contente´s dans un premier temps
du placement de poˆles dans une re´gion du plan complexe, il serait inte´ressant de le jumeler a` une
minimisation d’un crite`re H∞ ou de conside´rer explicitement des contraintes de marge de gain et
de phase. De plus les algorithmes peuvent encore eˆtre ame´liore´s, notamment au niveau du choix des
gains a` l’inte´rieur d’une composante ; on pourrait par exemple enrichir les directions de recherche
par un calcul de gradient. Il faudrait ainsi conside´rer la synthe`se de controˆleurs robustes : synthe´tiser
par exemple un controˆleur qui assure le confinement de poˆles dans une re´gion du plan complexe sur
plusieurs mode`les a` la fois. De plus la me´thode de se´quencement n’est pour l’instant eﬀective que
sur des syste`mes LPV avec un ou deux parame`tres ; il faudrait e´ventuellement la ge´ne´raliser pour
plusieurs parame`tres. De plus cette approche a e´te´ applique´e sur un mode`le d’avion ainsi que sur
un missile ; il serait de`s lors inte´ressant de l’utiliser sur d’autres types de syste`mes.
Meˆme si l’auto-se´quencement s’est montre´ eﬃcace sur notre proble´matique, il aurait e´te´ inte´-
ressant d’appliquer aussi la me´thode de synthe`se de correcteurs LFT de´veloppe´e dans (Magni et
Chable, 2002; Magni et al., 2006; Gaulocher et al., 2007). Tenir compte de la robustesse dans une
telle synthe`se rend la mise en œuvre particulie`rement diﬃcile et il reste encore de la recherche a`
eﬀectuer dans cette direction.
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ANNEXE A
RE´DUCTION DE MODE`LES
A.1 Gramiens et re´alisation e´quilibre´e
Le gramien de commandabilite´ Wc et le gramien d’observabilite´ Wo d’un syste`me asymptoti-
quement stable, de re´alisation minimale (A,B,C,D) sont les solutions uniques des e´quations de
Lyapunov suivantes :
AWc +WcAT +BBT = 0 (A.1)
ATWo +WoA+ CTC = 0 (A.2)
Les gramiens de´pendent de la base dans laquelle ils sont exprime´s. Ainsi pour ne pas privile´gier la
commandabilite´ ou l’observabilite´, on peut choisir de les repre´senter dans une base dite e´quilibre´e.
De´finition A.1.1. Une re´alisation minimale (A,B,C,D) est dite e´quilibre´e (balanced realization)
si et seulement si :
Wc =Wo = Σ = diag{σ1,σ2, . . . ,σn}. (avec σi =
￿
λi(WcWo)) (A.3)
Les σi sont appele´es les valeurs singulie`res de Hankel et sont des mesures de la commandabilite´
et de l’observabilite´. Elles sont en ge´ne´ral classe´es dans l’ordre de´croissant :
σ1 ≥ σ2 ≥ . . . ≥ σi ≥ . . . ≥ σn (A.4)
Le proble`me est alors de de´terminer une matrice de passage T telle que les gramiens soient e´gaux
et diagonaux dans la nouvelle base. Pour un changement de base x = T x¯, les gramiens deviennent :
W¯c = T−1Wc(T−1)T (A.5)
W¯o = T TWoT (A.6)
Une telle matrice T doit satisfaire :
W¯c = W¯o = T−1Wc(T−1)T = T TWoT = Σ (A.7)
La matriceWc e´tant syme´trique de´finie positive, on peut eﬀectuer une factorisation de Cholesky telle
que Wc = LLT avec L matrice triangulaire infe´rieure. On peut ensuite eﬀectuer la de´composition
en valeurs singulie`res de LTWoL = UΣ2UT ou` Σ2 est une matrice diagonale dont les e´le´ment sont
les valeurs propres de LTWoL et U est la matrice des vecteurs propres associe´s. On peut alors en
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de´duire T ve´rifiant (A.7) :
T = LUΣ−1/2 (A.8)
La fonction Matlab balreal permet d’obtenir une re´alisation e´quilibre´e du syste`me ainsi que la
matrice de passage T . Si le syste`me (A,B,C,D) n’est pas stable, on isole la partie stable du syste`me,
on en cherche une re´alisation e´quilibre´e et on vient ensuite la rajouter a` la partie instable du syste`me
Obinata et Anderson (2001).
A.2 Re´duction e´quilibre´e
Initie´e par Moore Moore (1981), la re´duction e´quilibre´e est la me´thode la plus couramment
utilise´e. Elle consiste a` re´duire le mode`le en tronquant les valeurs singulie`res ne´gligeables de la re-
pre´sentation e´quilibre´e du syste`me. Comme ces valeurs singulie`res repre´sentent une mesure jointe de
la commandabilite´ et de l’observabilite´, on e´limine les e´tats les moins commandables et observables.
On utilise la norme H∞ comme mesure de la distance entre le syste`me a` re´duire G(s), et le syste`me
re´duit Gr(s), soit :
￿G(s)−Gr(s)￿∞ (A.9)
avec ￿G(s)￿∞ = supω σ¯(G(jω)).
Le proble`me est donc maintenant de trouver une approximation stable Gr(s) d’ordre r pour le
syste`me stable G(s) d’ordre n, tel que r < n et qui garantirait ￿G(s)−Gr(s)￿∞ ≤ γ avec γ un seuil
donne´.
Theorem A.2.1. Soit G(s) ∈ RH∞ donne´e par
G(s) =
 A11 A12 B1A21 A22 B2
C1 C2 D
 (A.10)
ou` (A,B,C,D) est une re´alisation e´quilibre´e avec A11 ∈ Rr×r, et dont le gramien est donne´ par
Σ = diag {Σ1,Σ2} avec
Σ1 = {σ1,σ2, . . . ,σr} (A.11)
Σ2 = {σr+1,σr+2, . . . ,σn} (A.12)
et
σ1 ≥ σ2 ≥ . . . ≥ σr ≥ σr+1 ≥ . . . ≥ σn (A.13)
ou` σi est la ie`me valeur singulie`re de Hankel. Alors, le mode`le re´duit Gr(s) d’ordre r et de repre´-
sentation d’e´tat e´quilibre´e :
Gr(s) =
￿
A11 B1
C1 D
￿
(A.14)
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obtenu par troncature est asymptotiquement stable. D’autre part :
￿G(s)−Gr(s)￿∞ ≤ 2
n￿
i=r+1
σi (A.15)
et cette borne est atteinte si r = n− 1, i.e.,
￿G(s)−Gn−1(s)￿∞ = 2σn (A.16)
Cette me´thode d’obtention d’un mode`le re´duit est appele´e re´duction ou troncature e´quilibre´e.
Ce mode`le re´duit sera une bonne approximation du syste`me initial si par exemple σr ￿ σr+1. Si
le syste`me G(s) est instable, on ne proce`de a` la re´duction e´quilibre´e que sur la partie stable du
syste`me.
A.3 Approximation de la norme de Hankel
Cette me´thode est quasiment identique a` celle de la re´duction e´quilibre´e, sauf qu’elle est base´e
sur la minimisation de la norme de Hankel de l’erreur entre le mode`le complet et le mode`le re´duit.
Glover Glover (1984) a montre´ que l’erreur de ce proble`me d’approximation est borne´e selon la
norme H∞ par :
￿G(s)−Gr(s)￿∞ ≤
n￿
i=r+1
σi (A.17)
Meˆme si cette me´thode est caracte´rise´e par une borne supe´rieure deux fois infe´rieure a` celle de la
re´duction e´quilibre´e, elle peut mener a` un gain re´duit non nul aux hautes fre´quences dans le cas
d’un syste`me alors que la re´duction e´quilibre´e fournit un gain nul a` l’infini.
A.4 Re´duction par les perturbations singulie`res
Tronquer les e´tats faiblement commandables/observables de la re´alisation e´quilibre´e me`nent en
ge´ne´ral a` une bonne approximation dans le domaine fre´quentiel. Ne´anmoins en utilisant cette me´-
thode, les gains statiques peuvent diﬀe´rer entre le mode`le re´duit et le mode`le original. La me´thode
de re´duction par les perturbations singulie`res permet d’enlever ces e´tats tout en garantissant que les
gains statiques restent inchange´s. Ne´anmoins la majoration de ￿G(s)−Gr(s)￿∞ n’est plus garantie.
La me´thode des perturbations singulie`res s’applique habituellement sur des syste`mes qui pre´-
sentent une grande se´paration spectrale parmi les valeurs propres du syste`me ; ce sont ge´ne´ralement
des syste`mes a` deux e´chelles avec une dynamique rapide d’un bord et une dynamique lente de
l’autre. On peut penser par exemple a` un moteur ou` la partie e´lectrique constituerait la dynamique
rapide et la partie me´canique, la dynamique lente. Cela peut eˆtre aussi le cas des syste`mes flexibles
ou` les modes souples peuvent eˆtre relativement bien se´pare´s des modes rigides.
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Soit le syste`me : ￿
x˙1
￿x˙2
￿
=
￿
A11 A12
A21 A22
￿￿
x1
x2
￿
+
￿
B1
B2
￿
u, (A.18)
y =
￿
C1 C2
￿ ￿ x1
x2
￿
+Du. (A.19)
Si le syste`me se met naturellement sous cette forme, le changement de base de la re´alisation
e´quilibre´e n’est pas ne´cessaire. En revanche, en partant d’une re´alisation e´quilibre´e, on rassemblerait
dans x1 les e´tats a` conserver et dans x2 ceux a` enlever. Si l’on conside`re que ￿ tend vers 0 (ou que
le vecteur de´rive´ x˙2 est nul), on remplace le vecteur x2 par son expression en fonction de x1 et u.
Ceci me`ne alors au mode`le re´duit suivant Gr(s) :
Gr(s) =
￿
A11 −A12A−122 A21 B1 −A12A−122 B2
C1 − C2A−122 A21 D − C2A−122 B2
￿
(A.20)
A` comparer au mode`le re´duit obtenu par la re´duction e´quilibre´e :
Gr(s) =
￿
A11 B1
C1 D
￿
(A.21)
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ANNEXE B
DE´TAILS DES CALCULS POUR LES QUALITE´S DE MANŒUVRABILITE´
La pre´sente annexe rassemble les calculs pre´paratoires eﬀectue´s pour obtenir certains des re´sul-
tats pre´sente´s dans les chapitres consacre´s aux qualite´s de manœuvrabilite´.
B.1 Calcul du de´passement pour un deuxie`me ordre avec ze´ro
On de´veloppe ici le calcul du de´passement d’un syste`me d’ordre 2 avec ze´ro :
Y (s)
U(s)
=
ω2(1 + Ts)
s2 + 2ζωs+ ω2
(B.1)
• 1er cas : 0 < ζ < 1
Pour une entre´e U(s) en e´chelon unitaire,
Y (s) =
ω2Ts+ ω2
s(s2 + 2ζωs+ ω2)
=
1
s
− s− ω
2T + 2ζω
s2 + 2ζωs+ ω2
(B.2)
Y (s) =
1
s
−
(s+ ζω) +
ζ − ωT￿
1− ζ2ω
￿
1− ζ2
(s+ ζω)2 + ω2(1− ζ2) (B.3)
En prenant l’inverse de Laplace, on obtient alors :
y(t) = 1− e−ζωt
￿
cosω
￿
1− ζ2t+ ζ − ωT￿
1− ζ2 sinω
￿
1− ζ2t
￿
(B.4)
Le maximum de cette fonction se trouve parmi les points ou` la de´rive´e s’annule :
y˙(t) = e−ζωt
￿
ω2T cosω
￿
1− ζ2t+ ω(1− ζωT )￿
1− ζ2 sinω
￿
1− ζ2t
￿
(B.5)
Soit a` re´soudre :
ω2T cosω
￿
1− ζ2t+ ω(1− ζωT )￿
1− ζ2 sinω
￿
1− ζ2t = 0 (B.6)
On peut e´crire l’e´quation (B.6) sous la forme :
cos(ω
￿
1− ζ2t− φ) = 0 (B.7)
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ou`, en supposant 1 T > 0
φ = arctan
1− ζωT
ωT
￿
1− ζ2 (B.8)
Les solutions de cette e´quation sont pour n ∈ Z :
tn =
(2n+ 1)π
2
+ φ
ω
￿
1− ζ2 (B.9)
Comme φ ∈ ￿−π2 ; π2 ￿, la plus petite solution positive est obtenue pour n = 0, soit pour
t0 =
π
2
+ φ
ω
￿
1− ζ2 (B.10)
et le maximum atteint est alors :
y(t0) = 1− e
−
ζ
￿
π
2
+ φ
￿
￿
1− ζ2
￿
cos
￿
π
2
+ φ
￿
+
ζ − ωT￿
1− ζ2 sin
￿
π
2
+ φ
￿￿
(B.11)
y(t0) = 1 + e
−
ζ
￿
π
2
+ φ
￿
￿
1− ζ2
￿
sin(φ)− ζ − ωT￿
1− ζ2 cos(φ)
￿
(B.12)
y(t0) = 1 + e
−
ζ
￿
π
2
+ φ
￿
￿
1− ζ2
￿￿
1− 2ζωT + ω2T 2
￿
(B.13)
ou` 1 − 2ζωT + ω2T 2 > 0. 2 On peut voir ainsi qu’il y a toujours un de´passement et que ce
de´passement vaut :
D = e
−
ζ
￿
π
2
+ φ
￿
￿
1− ζ2
￿￿
1− 2ζωT + ω2T 2
￿
(B.14)
• 2e cas : ζ > 1
1. On ne veut pas un syste`me a` de´phasage non minimal.
2. On a suppose´ T,ω > 0 et 0 < ζ < 1
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Pour une entre´e U(s) en e´chelon unitaire,
Y (s) =
ω2Ts+ ω2
s(s2 + 2ζωs+ ω2)
(B.15)
Y (s) =
1
s
− s− ω
2T + 2ζω
(s+ ζω + ω
￿
ζ2 − 1)(s+ ζω − ω￿ζ2 − 1) (B.16)
Y (s) =
1
s
+
−ω￿ζ2 − 1− ω2T + ζω
2ω
￿
ζ2 − 1
s+ ζω + ω
￿
ζ2 − 1 −
ω
￿
ζ2 − 1− ω2T + ζω
2ω
￿
ζ2 − 1
s+ ζω − ω￿ζ2 − 1 (B.17)
(B.18)
En prenant l’inverse de Laplace, on obtient alors :
y(t) = 1 +
￿
−ω￿ζ2 − 1− ω2T + ζω
2ω
￿
ζ2 − 1
￿
e
“
−ζω−ω
√
ζ2−1
”
t (B.19)
−
￿
ω
￿
ζ2 − 1− ω2T + ζω
2ω
￿
ζ2 − 1
￿
e
“
−ζω+ω
√
ζ2−1
”
t
On cherche le maximum de cette fonction, qui se trouve parmi les points ou` s’annule la de´rive´e :
y˙(t) = −
￿
ω2T (−ζω − ω￿ζ2 − 1) + ω2
2ω
￿
ζ2 − 1
￿
e
￿
−ζω−ω
√
ζ2−1
￿
t
+
￿
ω2T (−ζω + ω￿ζ2 − 1) + ω2
2ω
￿
ζ2 − 1
￿
e
￿
−ζω+ω
√
ζ2−1
￿
t (B.20)
Soit a` re´soudre :
￿
1− ζωT − ωT
￿
ζ2 − 1￿e−ω√ζ2−1t − ￿1− ζωT + ωT￿ζ2 − 1￿eω√ζ2−1t = 0 (B.21)
On peut e´crire l’e´quation (B.21) sous la forme :
e2ω
√
ζ2−1t =
1 + T (−ζω − ω￿ζ2 − 1)
1 + T (−ζω + ω￿ζ2 − 1) (B.22)
En supposant que le membre de droite est plus grand que 1, l’unique solution positive est 3 :
tpic =
1
2ω
￿
ζ2 − 1 ln
1 + T (−ζω − ω￿ζ2 − 1)
1 + T (−ζω + ω￿ζ2 − 1) (B.23)
3. Pour cela, il faut avoir 1 + T (−ζω + ωpζ2 − 1) < 0
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Apre`s simplifications, le maximum atteint est :
y(tpic) = 1 +
￿
1 + T (−ζω − ω￿ζ2 − 1)
1 + T (−ζω + ω￿ζ2 − 1)
￿− ζ
2
￿
ζ2 − 1￿￿1− 2ζωT + ω2T 2￿ (B.24)
ou` 1− 2ζωT + ω2T 2 > 0. 4 Le de´passement vaut alors :
D =
￿
1 + T (−ζω − ω￿ζ2 − 1)
1 + T (−ζω + ω￿ζ2 − 1)
￿− ζ
2
￿
ζ2 − 1￿￿1− 2ζωT + ω2T 2￿ (B.25)
• 3e cas : ζ = 1
Pour le cas limite ζ = 1, on peut supposer la continuite´ des formules e´tablies et voir quelle est
la valeur limite pour chacune quand ζ tend vers 1. Mais il est encore plus simple de reprendre
le cheminement pre´ce´dent. Pour une entre´e U(s) en e´chelon unitaire,
Y (s) =
ω2Ts+ ω2
s(s+ ω)2
=
1
s
+
ω2T − ω
(s+ ω)2
− 1
s+ ω
(B.26)
D’ou`,
y(t) = 1 + (ω2T − ω)te−ωt − e−ωt (B.27)
On en de´duit alors que :
y˙(t) =
￿
ω2T − (ω3T − ω2)t￿e−ωt (B.28)
On cherche les valeurs qui annulent la de´rive´e. Soit a` re´soudre :
ω2T − (ω3T − ω2)t = 0 (B.29)
L’unique solution est 5 :
tpic =
T
ωT − 1 (B.30)
Apre`s simplifications, le maximum atteint est :
y(tpic) = 1 + (ωT − 1)e
− ωT
ωT − 1 (B.31)
Le de´passement vaut alors :
D = (ωT − 1)e−
ωT
ωT − 1 (B.32)
4. Ce qui est de´ja` ve´rifie´ puisque le membre de droite de l’e´quation (B.22) est suppose´ plus grand que 1 et
1− 2ζωT + ω2T 2 = `1 + T (−ζω − ωpζ2 − 1)´`1 + T (−ζω + ωpζ2 − 1)´
5. En supposant ωT > 1
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B.2 Formule pour les bandes passantes
Nous rappelons que :
F (s) =
q
δref
=
ω2sp(1 + Tθs)e−τs
s2 + 2ζspωsps+ ω2sp
(B.33)
et
G(s) =
θ
δref
=
ω2sp(1 + Tθs)e−τs
s(s2 + 2ζspωsps+ ω2sp)
(B.34)
Nous eﬀectuons les calculs sur la phase du syste`me F (s).
F (jω) =
ω2sp(1 + Tθ(jω))e−τ(jω)
(jω)2 + 2ζspωsp(jω) + ω2sp
(B.35)
∠F (jω) = arctan(Tθω)− τω − arctan
￿
2ζspωspω
ω2sp − ω2
￿
si ω ≤ ωsp (B.36)
= arctan(Tθω)− τω + arctan
￿
2ζspωspω
ω2 − ω2sp
￿
− 180˚ si ω ≥ ωsp (B.37)
Ou encore, e´crite d’une autre manie`re :
F (jω) =
e−τ(jω)(1 + (Tθω)j)(ω2sp − ω2 − (2ζspωspω)j)ω2sp
(ω2sp − ω2)2 + (2ζspωspω)2
(B.38)
∠F (jω) = −τω + ∠ ￿(1 + Tθωj)(ω2sp − ω2 − 2ζspωspωj)￿ (B.39)
= −τω + ∠ ￿(ω2sp − ω2 + 2ζspTθωspω2) + ((ω2sp − ω2)Tθω − 2ζspωspω)j￿ (B.40)
La phase du syste`me F (s) sans retard pur peut varier entre −180˚ et +90˚ suivant les valeurs
(positives) des parame`tres. Pour une phase comprise entre −90˚ et +90˚ , l’angle est alors donne´
par :
arctan
￿
(ω2sp − ω2)Tθω − 2ζspωspω
ω2sp − ω2 + 2ζspTθωspω2
￿
(B.41)
en supposant ω2sp − ω2 + 2ζspTθωspω2 ≥ 0. Et dans le cas ou` le syste`me peut de´phaser en dec¸a` de
−90˚ :
− π + arctan
￿
(ω2sp − ω2)Tθω − 2ζspωspω
ω2sp − ω2 + 2ζspTθωspω2
￿
(B.42)
avec ω2sp − ω2 + 2ζspTθωspω2 ≤ 0.
Comme les phases d’inte´reˆt de F (s) sont −45˚ et −90˚ , l’angle de phase ϕ est alors donne´ par :
∠F (jω) = ϕ = −τω + arctan
￿
(ω2sp − ω2)Tθω − 2ζspωspω
ω2sp − ω2 + 2ζspTθωspω2
￿
(B.43)
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Soit :
tan (ϕ+ τω) =
(ω2sp − ω2)Tθω − 2ζspωspω
ω2sp − ω2 + 2ζspTθωspω2
(B.44)
Ce qui nous conduit a` :
Tθω
3 + tan(ϕ+ τω)(2ζspTθωsp − 1)ω2 + (2ζspωsp − Tθω2sp)ω + ω2sp tan(ϕ+ τω) = 0 (B.45)
