Introduction
A well known unsolved problem in the theory of probability is to find a set of necessary and sufficient conditions (nasc's) for the validity of the strong law of large numbers (SLLN) for a sequence of independent random variables. This problem will not be solved in the present paper. To avoid a possible misunderstanding it must be stated at once that nasc's have been found, and several sets of them will be given in section 3, but they are all unsatisfactory. Presumably all (or shall we say most) mathematicians will agree on a satisfactory set of such conditions if and when they are exhibited, but before they are it does not seem easy to lay down criteria of satisfactoriness. On the other hand it is safe to rule out certain conditions as unsatisfactory, for example those in which sums of random variables enter; the conditions to be given in section 3 all have this undesirable property.
The purpose of this paper is to give an account of the latest information on this problem, at least in some directions. While undoubtedly much that follows is known to experts in the field or, so to speak, lurks in the corners of their minds, it is hoped that some of the results below are printed here for the first time and not sufficiently known to a wider circle of probabilists. It is to acquaint this latter group with the present status of knowledge of the problem that this paper is written.
The paper is divided into three sections. Section 2 is quite independent of the others and deals with the case of identically distributed, independent random variables (r.v.'s). In this case it is known, after Kolmogorov,1 that a nasc for the validity of the SLLN is the finiteness of the first absolute moment of the common distribution function (d.f. [2] . The necessity part has been given without centering at the medians; see Feller [3] , for more general results.
horov's result recently announced [5] .* The proof given here of Prohorov's result is different from and somewhat longer than his,3 but it is hoped that it brings out the connections more clearly. As an application a simple proof of a sufficient condition which includes Kolmogorov's [7] and Brunk's [8] is given, as also announced by Prohorov. In section 4 satisfactory nasc's for the SLLN are found for r.v.'s which are individually bounded and whose bounds satisfy certain restrictive order conditions. Such a result was also announced by Prohorov The proof of the necessity part is trivial; as to the proof of the sufficiency part there are three essentially different methods: (i) Khintchine-Kolmogorov's method which depends on truncation and Kolmogorov's famous inequality with or without the intervention of infinite series;
(ii) A special case of G. D. Birkhoff's individual ergodic theorem, ever so many proofs of which have been given; 5 (iii) Doob's [11] very elegant proof using the theory of martingales. The proof of the following more general theorem uses method (i) and is in essence nothing but a precision of that method. It is not clear whether the other methods will be applicable. Without the assumption of the boundedness of the medians, the condition stated in the theorem is not necessary.
Example. Let e run over the positive integers and define F(x, n) to be the d.f. which has a single jump at the point x = n.
Remark 3. The following simpler version may be more useful for applications; its proof is similar but simpler. Suppose that for every 0, f xdF(x,o) =0, J IxIdF(xa, )<o Then the condition stated in the theorem is a nasc that: give'ktany e > 0, there exists a No depending on e but not on 0 nor on the sample sequence, such that P (IS,, _ ne for all n _ No) > 1-e.
Necessary and sufficient conditions and a sufficient condition
We return now to the general case. We shall consider, besides the SLLN embodied in formula (1.1), also a modified form, namely, To simplify writing, "convergence in probability" will be denoted by an arrow ; "convergence with probability one" or "almost sure convergence" by a double arrow . If A and B are two propositions, A : B means "A implies B"; A B means "A and B are equivalent." (3) and (4) is a simple analytical fact; that of (4) and (5) For every positive integer k define n(k) by 2n(k)-1 < k < 2n(k). Since
by (2) (2) and (3) - (2) and (4) a (2) and (5) c (2) and (6): from I-IV. The implication (2) and (6) O (1) was proved by Kawata [4] . Proposition (2) is one form of the weak law of large numbers (WLLN). Thus the relations in V show that the SLLN, in the form (2.1), is equivalent to the corresponding WLLN plus the SLLN for the subsequence S2n-Now satisfactory nasc for the WLLN have been given by Kolmogorov [12] and Feller [13] . Hence we can, if we prefer, replace (2) everywhere in V by these conditions. The significance of Prohorov's result below lies in the elimination of the WLLN as part of the sufficient conditions for the SLLN, and this is done by centering (at the medians). The equivalence (10) = (50) is Prohorov's theorem [5] . We shall now prove the following theorem which gives a sufficient condition for the SLLN and includes Kolmogorov's (r = 1) and Brunk's (r integer > 1).
THEOREM. Let E(X.) = Ofor every n, and E(| Xn 2r) < oo for some real number r Hence from (3.2) follows proposition (5). Since (2) and (5) (1) by VI we have (1). Remark. Using truncated variables the theorem can be stated without assuming any moments. We shall not insist on this, and also other more or less trivial extensions of the theorem [15] . 4 Therefore s,n = o(n) and it follows that n-lSn -O 0 (in probability !). This and (4.1) imply that m(Sm) = o(n) and hence (4.2). q.e.d.
Of the results in section 3 we shall use the following which, combined with the lemma above, will be referred to as (P).
(P) Under (4.4) and (4. Prohorov. If Sn is of a greater order of magnitude than n(lg lg n)-12, theorem 1 provides an extension. Although these two theorems are better than the crude results which can be obtained directly from the law of the iterated logarithm, the domain of their applicability is essentially the same as that of the latter, since we use the estimate (4.9) which leads to it.
The following examples, due to Dr. Erd6s, show that in general (4.8) is neither necessary nor sufficient for (4.1) or (4.2) even under (4.4) and (4.5) .
Example 1. Xk 0 if k 7$ 2n; X2" = ± 2 (Ig lg n)-1 each with probability 2. Example 2. Xn = 0 with probability 1 -2n(lg lg n)-2; Xn = n(lg lg lg n) each with probability n-1(lglg n)-2.
Concluding remarks
An opinion may be ventured in conclusion. It is quite possible that the strong law of large numbers will be solved by an approach entirely different from that sketched here. It is even possible that it will be solved by a stroke of great cunning, circumventing all the difficulties inherent in the present methods. Or it may be solved as a result of obtaining sharp asymptotic estimates for probabilities of the form P (IS > ne) in the general case.
It would appear from the necessary and sufficient conditions given in section 3 that such estimates may be indispensable, but this is not true in the special case of identically distributed random variables (see section 2). However, one thing should be said: the appraisal of such probabilities is one of the fundamental problems of the theory of probability, and any real progress in this direction will be of more importance than the solution of a specific problem.
"One hates that power does not comefrom oneself, but one does not care if the task is done by oneself." -Confucius
