Abstract-The quadratic system provided by the Time of Arrival technique can be solved analytical or by non-linear least squares minimization. In real environments the measurements are always corrupted by noise. This measurement noise effects the analytical solution more than non-linear optimization algorithms. On the other hand it is also true that local optimization tends to find the local minimum, instead of the global minimum. This article presents an approach how this risk can be significantly reduced in noisy environments. The main idea of our approach is to transform the local minimum to a saddle point, by increasing the number of dimensions. In addition to numerical tests we analytically prove the theorem and the criteria that no other local minima exists for non-trivial constellations.
I. INTRODUCTION
In position estimation, the Time of Arrival (ToA) [2] technique is standard. The area of application extends from satellite-based systems like GPS [10] , GLONASS [8] , Galileo [5] , mobile phone localization (GSM) [13] , radar-based systems such as UWB [16] , FMCW radar [23] to acoustic systems [8] . The ToA technique leads to a quadratic equation. Optimization algorithms used to solve this system depend on the initial estimate. Unfortunately, chosen initial estimates can increase the probability convergence to a local minimum. In some cases it is possible to transform the quadratic to a linear system [11, 20, 14] . This linear system can be used to provide an initial estimate. On the other hand, the linear system is more affected by noise, compared to the quadratic system [11, 20] . In practice, a combination of both methods is used to obtain the unknown position of an object [1, 4, 9] .
We present a new approach that does not require an initial estimate at all. The idea is that an additional dimension in the l² norm transforms the local minimum of the ToA equation to a saddle point without adding more local minimum. This is not equivalent to a receiver time offset, which would be added or subtracted outside the norm. Our approach involves introducing an additional special dimension. It can be seen as a kind of lifting method, a generic term covering many numerical methods introducing an additional variable. Lifting methods have been used for solving non-linear optimization problems [15] , machine learning [12] , optimal control problems [7] , boundary value problems [18] and parameter estimation problems in ordinary differential equations (ODE) [19] . To the best of our knowledge, our specific approach has not been applied before, in particular in the context of ToA localization. It does not work with every objective function but we will show that it is suitable for ToA localization equations. In the publication [21] , it was shown that this approach, reduces the risk of convergence to a local minimum for measurements without noise. This elaboration is more focused on the effect of noise on our approach. This paper is organized as follows. The next section, introduces the objective functions F and the corresponding improved objective functions FL. In Section 4, we use Levenberg-Marquardt algorithm [17] to illustrate the optimization steps for F and FL. The last section address the results of the optimization algorithm with randomly selected constellations and different amounts of white noise.
II. METHODOLOGY 
A. Mathematical formulation
The distance measurements between the base stations Bi and transponder T are defined as Objective function F1:
(1)
The solving of (1) can be done by non-convex optimization [22] . Alternatively, the non-linear system can be transformed into a linear system [11, 20] . With regard to future extensions to determining the base station positions as well as the location of the transponder T, this article focuses on finding a solution with a non-convex optimization algorithm.
B. Reason for the approach
The objective function (1) is non-linear and non-convex. The optimization of the objective function can cause the convergence to a local minimum L instead the global minimum G (see Table [ 1] ). In our approach, instead F1 the improved objective function FL1 is used. This function has an additional variable \lambda compared to the function F1.
Improved objective function FL1:
In [21] , we have proven that the improved objective function (3) with an additional variable, transforms the local minimum to a saddle point at λ =0. Furthermore, it was shown that no further local minima exist for λ ≠ 0 at non trivial constellations. The same effect was demonstrated numerically for (1) and (3). The final proof of the hypothesis was provided with the help of the Cauchy-Bunyakovsky-Schwarz inequality [28] . Alternatively, (29) in [29] can also be obtained from the variance (4) The base stations should have a variance in a position greater than or equal to zero (5) This leads to the final term (6) In this article, the measurement data is effected by white noise, therefore the objective function F1 (1) is used. In contrast to objective function F2, this function is statistically correct in presence of noise.
C. Two-dimensional example
In this section, an example is created with known coordinates of the global minimum at G(1,0) , local minimum L(0,0) without noise. The aim of this example is to illustrate the converging steps of the Levenberg-Marquardt algorithm for F1 and FL1. Other derivative based optimization algorithms like Gauss-Newton or damped Gauss-Newton would provide the same results but require different computational time. The positions of the local minimum and global minimum leads to the coordinates of base stations Bi (see Table 2 ). Figure 2 shows the coordinates of base stations Bi, which are located in the center of the circles. Figure 3 presents the search space of objective function F1. 
D. Local optimization
The Levenberg-Marquardt algorithm uses the derivative to obtain the stepsize; therefore, it is important that the initial estimate for the additional variable λ is non-zero. Otherwise λ remains zero, and FL1 is effectively reduced to F1. Table 3 shows initial estimates of the optimization. In Figure 4 , the result of the optimization can be observed. The blue path shows the steps of the improved objective function FL1, which converge to the global minimum G (1,0) . On the other hand, the original objective function F1 represented by the green line, converges to the local minimum L(0,0). If the measurement is effected by noise, the residues would be higher than zero at the global minimum. With more additional variables (8) , the error splits up between the additional variables in the manner .
We assume that the proven hypothesis [21] for the improved objective function FL2 apply as well for the improved objective function FL1 (9) . (9) III. NUMERICAL RESULTS
The tests were carried out with MATLAB Levenberg-Marquardt algorithm using the default settings. The base stations Bi, transponder T and initial estimates were randomly generated in a 10x10x10 cube. Unfavorable constellation close to collinearity have been avoided by the requirement that every normalized singular value of the covariance matrix should be greater than 0.1. In the following section, the results of the optimization with a two dimensional F1 are presented. Figure  5 shows the error term with different constellations of the four base stations Bi. It can be seen that FL1 has no outlier for measurement noise less than 0.01. The measurement noise ei effects (9) and could lead to a local minima. Therefore, with higher noise, convergences to local minima are also possible for the improved objective function. The mean error without the outlier is higher for the improved objective function FL1, due to the fact that with more dimensions the ratio between the number of equations with respect to the amount of unknown dimensions and is decreasing.
Error term: (10)

A. Results of the objective function and the improved objective function
B. Results with more than one additional variable
In Figure 6 , the results with more than one additional variable can be observed. In contrast to the results of Section 4.1 all possible constellations have been used for the lateration. Therefore, in some cases the optimization converges to a local minimum. Regardless, the number of additional variables, the results are the same; hence, it makes no sense to use more than one additional variable. 
C. Results with restart
The improved objective function FL1 has the advantage that it is less effected by local minima. The general objective function has with less dimensions a better noise compensation. Therefore, it makes sense to combine the strength of both functions. In Figure 7 , we present a method for using both effects. At the beginning of the optimization process, the objective function is increases by one additional variable λ (step A). In the next step B the optimization is done with the additional variable to minimize the risk of finding a local minimum. In step C, the outcome of the optimization is used as the initial estimate for the next optimization without the additional variable. Table 5 shows the results of the optimization process with restart. The number of outliers and the mean error are less than the objective function and the improved objective function.
IV. DISCUSSION
The presented method shows a huge advantage over the classic objective function. In [21] , we have proven that the improved objective function F2 has a saddle point at the local minimum of objective function F2. In the test scenarios with no or little white noise, the improved objective function FL1 never converges into a local minimum. With increasing noise, the improved objective function FL1 loses its ability to avoid local minima. However, the amount of false convergences was ten times lower with FL1 compared to F1. On the other side, the function F1 has better noise dumping than FL1. This is due to a better ratio between number of equations to unknown dimensions. The method presented in Section C shows that this disadvantage can be overcome by a restart of the optimization with F1 and initial estimates provided by FL1. In any case, it is not necessary to implement more than one additional variable. It is important that the initial estimate of the additional variable is unequal zero. Otherwise, gradientbased optimization algorithms like Levenberg-Marquardt algorithm would not converge to the additional dimension. Under the condition that the reference stations are known, it is also possible to obtain the solution analytically. In the case of unknown positions of base stations Bi and objects Tj, it is more likely to converge to a local minimum instead the global minimum. At this point, our approach becomes extremely valuable.
