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RESUMO
Neutralizadores dinâmicos viscoelásticos são dispositivos auxiliares consagrados, utiliza-
dos no controle de vibração e ruído de sistemas mecânicos. Mais recentemente, eles vêm
sendo particularmente estudados no controle de sistemas não lineares. O uso de neutra-
lizadores viscoelásticos se sobressai pelo fato de que a implementação prática de neutra-
lizadores dinâmicos com amortecimento viscoso é difícil, aparecendo esses na maioria das
vezes, apenas para o m de comparações. Os materiais viscoelásticos têm a capacidade de
armazenar e dissipar energia vibratória, consolidando os elementos de mola e amortecedor
em um único elemento. Neste trabalho, é apresentada uma metodologia para a identi-
cação de um sistema não linear cúbico, utilizando o problema inverso de identicação
e, posteriormente, a concepção de um neutralizador dinâmico viscoelástico linear ótimo
ligado àquele sistema não linear cúbico. A formulação matemática baseia-se no conceito
de parâmetros equivalentes generalizados para o neutralizador, juntamente com o método
do balanço harmônico para a solução da equação de movimento do sistema composto.
O modelo de derivada fracionária com quatro parâmetros é utilizado para representar o
material viscoelástico. Técnicas de otimização não linear são utilizadas na implementa-
ção numérica, tanto na identicação do sistema primário quanto no controle do sistema
composto (sistema primário mais neutralizador).
Palavras-chave: Controle de Vibração. Neutralizadores Dinâmicos Viscoelásticos. Siste-
mas Não Lineares Cúbicos. Derivada Fracionária.
ABSTRACT
Viscoelastic dynamic neutralizers are well established auxiliary devices used in the vibra-
tion and noise control of mechanical systems more recently, they have been particularly
investigated for non-linear systems. The use of viscoelastic neutralizers stand out for the
reason that viscous neutralizers are dicult to implement, appearing in most cases for
comparison purposes only. The viscoelastic materials have the capacity to store and dis-
sipate vibrational energy, joining the spring and the damper in one element only. In this
dissertation, a methodology is presented to the identication of a cubic nonlinear system,
using the inverse identication problem and, subsequently, the design of an optimal vis-
coelastic dynamic neutralizer to be attached to that nonlinear system. The mathematical
formulation is based on the concept of generalizad equivalent parameters for the neutrali-
zer, along with the harmonic balance method for the solution of the equations of motion
of the compound system. The model of fractional derivative with four parameters is used
to describe the viscoelastic material. Nonlinear optimization techniques are used in the
numerical implementation, both in the identication of the primary system and in the
control of the compound system (primary plus neutralizer).
Keywords: Vibration Control. Viscoelastic Dynamic Neutralizers. Cubic Nonlinear Sys-
tems. Fractional Derivative.
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1 INTRODUÇÃO
Para a imensa maioria dos sistemas mecânicos e estruturais de interesse, em que
os valores de amortecimento encontrados não são elevados (ou seja, são valores menores
do que os valores críticos correspondentes), uma vibração é um movimento oscilatório
do sistema em questão em relação a uma conguração de equilíbrio, movimento esse
decorrente de ações dinâmicas aplicadas sobre o sistema. Um exemplo clássico é fornecido
por uma massa suspensa a partir de uma mola. No equilíbrio, esse sistema se encontra
em repouso. Se a massa é deslocada dessa posição e liberada, ela irá experimentar uma
vibração vertical, com troca entre as energias potencial e cinética.
Vibrações mecânicas podem ser favoráveis em várias aplicações na indústria e no
consumo. As vibrações geradas por instrumentos musicais e por equipamentos vibratórios
como escovas de dentes elétricas ou bate-estacas são alguns exemplos.
No entanto, vibrações excessivas podem apresentar consequências prejudiciais e
ruídos desagradáveis. Por exemplo, máquinas sujeitas a elevadas amplitudes de vibração
apresentam falhas por fadiga, ou ainda, alguns ruídos gerados por motores podem ser
desconfortáveis à audição humana. Dessa forma, devido aos efeitos devastadores que
as vibrações podem causar nas máquinas e estruturas, a análise de vibrações tornou-se
fundamental no projeto e desenvolvimento dos sistemas mecânicos de engenharia. Uma
forma de reduzir esses níveis, quando vibrações elevadas decorrem de fenômenos tais
como ressonância e instabilidade dinâmica, entre outros, é utilizar algumas das seguintes
técnicas básicas:
• atuar sobre a força de excitação, eliminando-a, reduzindo sua am-
plitude e/ou alterando sua composição em frequência;
• atuar sobre a estrutura, variando a massa e/ou rigidez, ou ainda,
introduzindo amortecimento;
• aplicar um sistema mecânico auxiliar sobre o sistema vibrante.
(CRUZ, 2004).
A teoria para sistemas lineares em vibrações mecânicas é bem estabelecida e bas-
tante simples. Um sistema é dito linear quando seus componentes, massa, mola e amor-
tecedor, apresentam reações linearmente proporcionais as suas variáveis cinemáticas as-
sociadas. Entretanto, sistemas reais são não lineares.
"A presença de não linearidades em estruturas conduz a muitos fenômenos físicos
interessantes que não podem ser explicados por modelos lineares"(Nayfeh e Mook, 1979;
Nayfeh, 2000). Tais fenômenos podem incluir "pulos"na resposta, saturação e oscilações
auto excitadas. Segundo Thomsen (1997), as não linearidades podem ser responsáveis
por desvios signicativos entre as observações experimentais e as previsões dos modelos
lineares. Dessa forma, embora mais recentes do que em sistemas lineares, o controle e
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identicação em sistemas não lineares têm emergido de forma signicativa.
Neste trabalho, o sistema em estudo é não linear cúbico, embora existam sistemas
com outros tipos de não linearidade, tais como: relações quadráticas, logarítmicas, ex-
ponenciais, cossenoidais, tangenciais, entre outras. Pode-se citar como exemplo de um
sistema não linear do tipo cúbico, um sistema com um grau de liberdade composto por
uma massa que está presa a molas lineares e oscilando transversalmente em relação as
molas. Este movimento lateral das molas pode introduzir uma não linearidade cúbica.
Conforme citado acima, uma das maneiras de controlar vibrações excessivas é a
introdução de um sistema secundário (sistema auxiliar) ao sistema primário (sistema
vibrante). A esse sistema secundário dá-se o nome de neutralizador dinâmico. Este
dispositivo tem a nalidade de reduzir a vibração no sistema primário, introduzindo uma
elevada impedância mecânica, em uma faixa de frequência onde o sistema primário precisa.
Frahm (1909) propôs um neutralizador dinâmico que envolve a adição de um sis-
tema massa-mola para eliminar as vibrações do sistema primário. Desde então, outros
modelos vêm sendo propostos para o controle de vibração e ruído irradiado. Uma meto-
dologia para o projeto de um neutralizador dinâmico com um grau de liberdade, atuando
em um sistema primário também com um grau de liberdade é conhecida como Método dos
Pontos Fixos, de Den Hartog (1956). Este método conta com um neutralizador dinâmico
amortecido (massa-mola-amortecedor) atuando em um sistema primário não amortecido
(massa-mola). Na prática, neutralizadores dinâmicos com amortecimento viscoso são de
difícil implementação, utilizados apenas como modelos matemáticos de comparação.
Assim sendo, esses modelos foram substituídos por neutralizadores dinâmicos uti-
lizando material viscoelástico, os quais foram apresentados primeiramente por Snowdon
(1959). Esse tipo de neutralizador é facilmente construído e aplicado a qualquer estrutura,
devido à versatilidade dos materiais viscoelásticos, que podem ser moldados e adaptados
com exibilidade. Estes materiais substituem os elementos de mola e amortecedor.
O Grupo de Pesquisa em Vibrações e Som em Sistemas Mecânicos (GVIBS), da
Universidade Federal do Paraná (UFPR) vem desenvolvendo metodologias próprias para
o controle de vibrações e ruídos irradiados através do uso de materiais e dispositivos
viscoelásticos, tanto em sistemas mecânicos não girantes quanto rotativos. Isso é particu-
larmente observado no caso de neutralizadores viscoelásticos
Dessa forma, o objetivo deste trabalho é propor, implementar e validar uma meto-
dologia capaz de identicar e controlar um sistema com um grau de liberdade não linear
cúbico, utilizando um neutralizador dinâmico viscoelástico linear.
1.1 Proposta
Neste trabalho, pretende-se denir e implementar uma metodologia ampla para a
identicação e controle de vibração de um sistema não linear cúbico, com um grau de
liberdade. O controle de vibração faz uso de um neutralizador viscoelástico linear.
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O processo de identicação proposto consiste em obter os parâmetros do sistema
primário (massa, rigidez linear, rigidez não linear e amortecimento) através de um processo
inverso de identicação. Para isto, realiza-se a medição de uma curva de transmissibili-
dade, que é aproximada por mínimos quadrados por um modelo matemático equivalente.
O sistema primário estudado tem característica não linear cúbica e a equação de Duf-
ng é utilizada para modelá-lo. A solução aproximada faz uso do Método do Balanço
Harmônico (MBH), largamente empregado na análise de sistemas não lineares.
O controle de vibração do sistema primário por neutralizador viscoelástico é reali-
zado com o emprego de uma técnica de otimização não linear. Através dessa otimização,
determina-se a frequência natural ótima do neutralizador linear. A partir dela, e do
correspondente módulo complexo de cisalhamento do material viscoelástico, obtem-se,
o fator geométrico do neutralizador utilizado na construção deste. O modelo de deri-
vada fracionária de quatro parâmetros é utilizado para modelar o módulo complexo do
material viscoelástico. A formulação do sistema composto (sistema primário + neutrali-
zador) baseia-se nos conceitos de Parâmetros Equivalentes Generalizados (PEG's) para o
neutralizador dinâmico viscoelástico.
Anterior a esta proposta, o Grupo de Pesquisa em Vibrações e Som em Sistemas
Mecânicos (GVIBS) já realizou estudos com a nalidade de projetar um neutralizador
dinâmico viscoelástico ótimo para um dado sistema primário, por meio da Curva de
Resposta em Frequência (CRF). Neste trabalho, considera-se para a metodologia como
um todo, por razões práticas, a curva de transmissibilidade como resposta do sistema.
A medição em si não será realizada, embora seja apresentado um caso hipotético para a
validação da metodologia, bem como uma proposta estrutural da experimentação como
sugestão para trabalhos futuros.
1.2 Estrutura do Texto
Este trabalho é estruturado, em seu núcleo, em seis capítulos, que se seguem à
presente introdução.
No capítulo 1, é realizada uma revisão de literatura a cerca dos assuntos abordados
nesta pesquisa. Apresenta-se uma breve cronologia dos principais autores, grupos de
pesquisa, métodos, formulações e abordagens em geral, relacionados ao estudo de sistemas
lineares e não lineares, assim como ao controle de vibrações.
No capítulo 2, são introduzidas as características que denem um material viscoe-
lástico e a aplicação da derivada fracionária de quatro parâmetros para modelar o material.
Mostra-se a importância do uso do cálculo fracionário e o porquê da sua utilização em
viscoelasticidade.
No capítulo 3, é apresentada a teoria pertinente de sistemas não lineares, expondo
os vários tipos de não linearidades existentes e o desenvolvimento da solução aproxi-
mada de um sistema não linear cúbico com a utilização do Método do Balanço Harmô-
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nico (MBH). É exposto, também, o conceito de Parâmetros Equivalentes Generalizados
(PEG's).
No capítulo 4, introduzem-se os conceitos de otimização não linear, bem como o
método utilizado no processo de identicação do sistema e do controle de vibração.
No capítulo 5, é desenvolvido um exemplo numérico para a validação dos dois
estágios da implementação numérica, ou seja, identicação e controle.
No capítulo 6, apresentam-se as considerações nais deste trabalho e as sugestões
de continuidade e complementação desta pesquisa.
Finalmente, são apresentadas as referências bibliográcas consultadas e o apêndice.
18
2 REVISÃO DE LITERATURA
Neste capítulo, apresenta-se uma breve revisão de literatura com relação ao tema
estudado.
2.1 Controle de Vibrações
Uma forma de reduzir a resposta de um sistema exposto a excitações em uma região
da frequência na qual esse sistema possui uma ou mais frequências naturais é o uso de
dispositivos auxiliares conhecidos como neutralizadores dinâmicos. Os neutralizadores são
frequentemente encontrados em máquinas elétricas que operam em velocidade constante,
tais como serras, lixadeiras, barbeadores e equipamentos alimentados por motores de
corrente alternada. São também comuns em linhas aéreas de transmissão de energia
elétrica, onde têm a função de protegê-las da vibração excessiva causada pelo vento. Em
alguns casos, são utilizados em pontes e edícios de grande porte, no combate a ações do
vento e terremotos. Nos últimos dois casos, excitação é de banda larga de frequência.
Os neutralizadores dinâmicos podem ser classicados em ativos e passivos. De-
vido ao custo adicional ou maior dos dispositivos ativos, por necessitarem de sensores
e processadores, os dispositivos passivos apresentam maior recorrência em projetos de
controle.
Tehrani et al. (2013) apresentaram o método da receptância para o controle ativo
de vibrações em sistemas não lineares. A aplicação do método não necessitava do co-
nhecimento dos parâmetros do sistema, quais sejam, massa, amortecimento e rigidez. A
validação do método tornou-se possível através de comparações iterativas com a utilização
do método do balanço harmônico, independentemente da intensidade da não linearidade.
No trabalho de Khadem e Ahmadabadi (2012), o foco foi investigar o efeito de
um dissipador de energia não linear acoplado a uma viga sob excitação. O controle de
vibração foi realizado através de um caminho irreversível de bombeamento de energia e
a otimização dos parâmetros do sistema primário resultaram na aquisição de até 89% de
dissipação de energia. Ishida e Inoue (2007) trabalharam com um sistema de rotores não
linear, no qual foi realizado um controle de vibração passivo com o uso de um neutralizador
dinâmico. Os autores investigaram que a não linearidade encontrada na mola era devido
a folga dos rolamentos. Ainda neste trabalho, foram determinados os parâmetros ótimos
do sistema primário pelo método de Newton-Raphson, uma vez que se mostrou que a
teoria dos pontos xos de Den Hartog não poderia ser utilizada para a otimização.
Segundo Cruz (2004), sistemas de controle passivo apresentam maior diversidade
de concepções, pois resultam de projetos criativos voltados para cada problema especíco.
O controle de vibração com o uso desses dispositivos pode ser visto tanto em sistemas
girantes quanto em sistemas não girantes, sendo este último o escopo deste trabalho.
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Um dos pioneiros na aplicação de neutralizadores para suprimir vibrações foi Frahm
(1909), desenvolvendo o conceito correspondente através da utilização da transferência
de água entre tanques para reduzir as oscilações entre navios. Outro pioneiro foi Den
Hartog (1956), que apresentou o modelo matemático de um sistema de dois graus de
liberdade (sistema primário mais neutralizador dinâmico massa-mola-amortecedor). A
partir da teoria dos pontos xos, conseguiu determinar de forma ótima os parâmetros do
neutralizador dinâmico. Porém, sabe-se que o modelo de amortecimento viscoso, por ele
utilizado, é de difícil construção prática.
Uma alternativa foi a utilização de neutralizadores dinâmicos viscoelásticos. Ma-
teriais viscoelásticos são amplamente utilizados na engenharia, no controle de vibrações
e ruído irradiado. Snowdon (1959) apresentou modelos de um e dois graus de liberdade,
onde a mola e o amortecedor viscoso eram substituídos por um único elemento de material
viscoelástico. A grande vantagem desse tipo de material é o elevado grau de amorteci-
mento que pode ser conseguido e a versatilidade para projetar dispositivos de controle de
variados tamanhos.
Vários modelos têm sido estudados para descrever o comportamento dos materiais
viscoeláticos. Passa-se dos modelos mais simples, de Kelvin e Maxwell, até os modelos
mais notórios, como o estudado por Rogers (1983), que utilizou derivadas fracionárias para
descrever as variações do módulo de elasticidade e do fator de perda em uma ampla banda
de frequências e temperaturas. Já Pritz (1996) estudou o modelo decorrente do uso da
derivada fracionária, com quatro parâmetros, o qual provou ser adequado para descrever
as propriedades dinâmicas de materiais viscoelásticos termoreologicamente simples. Tal
modelo paramétrico também foi apresentado em Espíndola et al. (2010).
Embora a utilização de materiais viscoelásticos no projeto de neutralizadores dinâ-
micos apresente inúmeras vantagens, um dos problemas é a signicativa variação de seus
parâmetros de rigidez e amortecimento com a frequência de operação e a temperatura, o
que impossibilita a utilização de métodos analíticos de otimização de parâmetros. A m
de solucionar este problema, as técnicas de otimização não linear têm sido aplicadas na
obtenção dos parâmetros ótimos dos neutralizadores, como se observa em Kitis (1983).
Esse trabalho consistia em diminuir a resposta vibratória de uma viga engastada-livre
simples utilizando neutralizadores dinâmicos. Essa proposta resolvia o sistema completo
(no espaço de congurações), entretanto, isto poderia se tornar extremamente pesado
do ponto de vista computacional quando o sistema apresentava um número de graus de
liberdade elevado, com vários neutralizadores sendo projetados simultaneamente.
Espíndola e Silva (1992) estabeleceram uma teoria geral para o projeto ótimo de
neutralizadores dinâmicos viscoelásticos quando aplicados a uma estrutura genérica, onde
um ou vários neutralizadores poderiam ser projetados para um controle modo a modo. A
teoria é baseada no conceito de parâmetros equivalentes generalizados (PEG's) de massa e
amortecimento. Segundo Espíndola e Silva (1992), e também Doubrawa (2008), o sistema
composto (sistema primário mais neutralizador) pode ser descrito somente em função das
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coordenadas generalizadas do sistema primário, sendo possível assim realizar as análises
em um subespaço modal deste. Isso é feito com um número reduzido de equações, através
de equivalência com a teoria de Den Hartog.
Essa teoria foi posteriormente ampliada para o controle em banda larga de frequên-
cia, permitindo que um conjunto de neutralizadores dinâmicos possa reduzir a resposta
de uma estrutura não mais modo a modo e sim em banda larga de frequência onde uma
ou várias frequências naturais estão presentes. Isso se deu com a utilização de técnicas de
otimização não linear, como pode ser visto em Espíndola e Bavastri (1995), Espíndola e
Bavastri (1997), Bavastri (1997), Bavastri et al. (1998) e Espíndola et al. (2005a).
Diversos autores vêm trabalhando o uso de neutralizadores em sistemas mecânicos.
Tarng et al. (2000) ajustaram manualmente um neutralizador de vibração e foram capa-
zes de modicar a função resposta em frequência (FRF) de uma determinada ferramenta
de corte. Moradi et al. (2008) analisaram a inuência da posição do neutralizador ao
longo de uma barra de perfuração sobre a resposta de vibração. Nesse estudo, os parâ-
metros de absorção foram selecionados a m de minimizar a deformação da extremidade
livre da barra de perfuração, sendo, o amortecimento do neutralizador abandonado nessa
abordagem. Posteriormente, Saury e Altus (2009) propuseram o uso de barras visco-
elásticas como uma alternativa em um neutralizador dinâmico de vibração. O conceito
de neutralizadores dinâmicos também foi aplicado por Mastroddi et al. (2012), onde o
neutralizador deveria atuar em um intervalo prescrito de frequência, a m de minimizar
a resposta dinâmica de uma nave espacial.
2.2 Sistemas Não Lineares
Segundo Kerschen et al. (2006), estruturas dinâmicas não lineares têm sido estu-
dadas por um longo tempo, com as primeiras contribuições de maior interesse datando da
década de 70, com Ibanez et al. (1973) e Masri e Caughey (1979). Estes últimos mostra-
ram uma técnica de identicação de não linearidades não paramétricas, a qual podia ser
aplicada tanto para excitações determinísticas quanto para excitações aleatórias. Desde
então, vários métodos têm sido desenvolvidos, contemplando sistemas com um grau de
liberdade e sistemas com múltiplos graus de liberdade, estes nos últimos 20 anos.
A identicação de modelos de sistemas estruturais através do uso de dados ex-
perimentais têm recebido considerável atenção devido ao aumento da importância dada
à previsão precisa da resposta de estruturas para vários ambientes de carregamento. A
presença de não linearidades em estruturas conduz a muitos fenômenos físicos interessan-
tes, que não podem ser explicados pela abordagem linear (Nayfeh e Mook, 1979; Nayfeh,
2000). Estes fenômenos incluem pulos, saturação e oscilações auto excitadas. Portanto,
a ênfase é no desenvolvimento de técnicas de identicação de sistemas não lineares que
possam predizer seu real comportamento dinâmico.
Nesse contexto, cita-se Nayfeh e Mook (1979) e Schmidt e Tondl (1986), que es-
tudaram sistemas de dois graus de liberdade com características não lineares, e Simon e
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Tomlinson (1984), que, através da transformada Hilbert, identicaram e caracterizaram
não linearidades em sistemas estruturais em uma análise modo a modo. Outro autor que
explorou a utilização da transformada Hilbert foi Feldman (1994 e 1997), só que suas
investigações se deram no domínio do tempo. Similar à tecnica da transformada Hil-
bert, Staszewski (1998) desenvolveu uma técnica de identicação de não linearidades em
sistemas estruturais, baseada na análise da amplitude e frequência instantâneas obtidas
através da transformada de Wavelet.
Com base no método do balanço harmônico, Yasuda e Kamiya (1999) propuseram
uma técnica experimental para identicar não linearidades em estruturas elásticas, em
que a força de excitação deveria ser periódica e a estimação dos parâmetros da equação
governante realizada com o método dos mínimos quadrados. Yang e Lin (2002) também
zeram uso do método dos mínimos quadrados, utilizando as informações de desloca-
mento, velocidade e aceleração para determinar a solução recursiva de parâmetros do
sistema, com a apresentação de simulações numéricas para sistemas não lineares com um
e dois graus de liberdade.
Na estimativa dos parâmetros mecânicos de sistemas não lineares discretos, cita-se
Ghanem e Romeu (2001). Eles estimaram esses parâmetros através dos dados de entrada
e saída por meio da solução da equação de movimento do sistema não linear com a técnica
Wavelet-Galerkin.
Ainda com o mesmo enfoque, Nayfeh e Malatkar (2003) apresentaram um proce-
dimento de identicação simples e direto para a estimação dos parâmetros não lineares
que descrevem a resposta de uma viga fracamente não linear. A viga foi excitada harmo-
nicamente e o método de múltiplas escalas foi utilizado para determinar a expansão de
primeira ordem do modelo de equações. Os resultados do modelo foram comparados com
os resultados experimentais através de um ajuste de curvas e vericou-se que o modelo
com amortecimento viscoso linear, não modela bem o sistema da viga. No entanto, com
a inserção de um termo não linear no amortecimento, pode-se vericar a Curva Resposta
em Frequência (CRF) o mais próximo dos pontos experimentais.
Entre outros, Goge et al. (2005) observaram o comportamento entre frequência
de ressonância, amplitude de vibração, nível de excitação e funções de excitação em es-
truturas de aeronaves para identicar as não linearidades das mesmas. A observação foi
através das curvas de resposta em frequência versus a amplitude máxima de vibração,
amplitude versus força de excitação e FRF's para cada modo.
Daqaq et al. (2011) investigaram as ressonâncias primárias de um sistema de
segunda ordem fracamente não linear com não linearidade cúbica. O método de múltiplas
escalas foi utilizado na metodologia e a proposta foi validada comparando os resultados
obtidos via uma aproximação pelo método do balanço harmônico (MBH). A metodologia
conseguiu predizer, em alguns exemplos, a amplitude e estabilidade das respostas.
Ghayesh et al. (2011) desenvolveram um procedimento geral para a análise das
vibrações de sistemas com não linearidade cúbica. Através do método de múltiplas escalas,
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foram determinadas expressões analíticas aproximadas para a resposta em frequência e as
frequências naturais não lineares do sistema. Essas soluções foram determinadas através
de um algoritmo que forneceu o conhecimento direto sobre o relacionamento entre os
parâmetros do sistema e suas características dinâmicas. Esse algoritmo também permitiu
a validação do procedimento proposto.
Vários autores utilizaram métodos de aproximação para obter a resposta do estado
estacionário de sistemas compostos (primário + neutralizador) com o objetivo de deter-
minar os parâmetros ótimos de neutralizadores não lineares. Nesse âmbito, vale ressaltar
as contribuições de Roberson (1952), Pipes (1953), Soom e Lee (1983) e Nissen et al.
(1985).
Também nesse contexto, Gatti et al. (2010b) descreveram o comportamento dinâ-
mico de um sistema composto por um shaker, modelado como sendo linear, e um sistema
não linear, modelado como um oscilador de Dung. A não linearidade do sistema foi ve-
ricada na conguração geométrica da massa suspensa por quatro molas, que se inclinam
quando são estendidas. O método do balanço harmônico (MBH) foi utilizado para de-
terminar as equações de resposta em frequência, bem como as condições de estabilidade.
Em um trabalho anterior, Gatti et al. (2010a) apresentaram o estudo do comportamento
dinâmico de um sistema não linear semelhante ao acima, porém a massa foi suspensa
por duas molas, as quais foram ajustadas para alcançar uma rigidez quase nula com não
linearidade cúbica pura.
Jing et al. (2014) analisaram a inuência da inserção de um amortecedor não
linear de ordem cúbica em um sistema isolado com um grau de liberdade. Observou-
se que, como esperado, quando o coeciente de amortecimento linear era aumentado
para reduzir a transmissibilidade na frequência de ressonância, aumentava também a
transmissibilidade nas frequências altas. Dessa forma, o amortecedor não linear com
característica de ordem cúbica poderia ser incluído para suprimir a transmissibilidade na
frequência de ressonância.
O presente estudo trata especialmente da identicação e do controle de um sistema
não linear cúbico com a utilização de um neutralizador dinâmico linear viscoelástico. Ji
e Zhang (2010) e Ji (2012) estudaram um sistema de dois graus de liberdade compreen-
dido por um sistema primário fracamente não linear e um neutralizador dinâmico linear,
cuja ecácia na redução de vibração na ressonância foi observada. Bavastri et al (2012)
estudaram a inserção de um neutralizador dinâmico viscoelástico aplicado a um sistema
com não linearidade cúbica a m de reduzir sua resposta vibratória.
No próximo capítulo, serão abordadas as características dos materiais viscoelásti-
cos.
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3 MATERIAIS VISCOELÁSTICOS
Segundo Findley et al.(1976), a viscoelasticidade combina a elasticidade com a vis-
cosidade; materiais com essa característica são materiais com propriedades mecânicas de-
pendentes do tempo e/ou da frequência. Um material perfeitamente elástico comporta-se
de acordo com a lei de Hooke, em que, a tensão é diretamente proporcional à deformação.
Assim, um material viscoso é um material que se deforma de maneira contínua e irrever-
sível sob tensão. Um material é dito viscoelástico quando ocorrem deformações elásticas
e viscosas simultaneamente, sendo o comportamento viscoso responsável pela dissipação
de energia, enquanto a parte elástica encarrega-se do armazenamento da mesma. Materi-
ais que exibem comportamento viscoelástico são, entre outros: plásticos, madeiras, bras
naturais e sintéticas e metais a temperaturas elevadas.
Neste capítulo, serão apresentadas algumas propriedades dinâmicas dos materi-
ais viscoelásticos, além de serem expostos os modelos constitutivos que baseiam-se em
derivada de ordem inteira e fracionária, esta última utilizada neste trabalho.
3.1 Propriedades Dinâmicas do Material Viscoelástico
Segundo Snowdon (1968), há dois tipos de deformações elementares que um mate-
rial pode sofrer: de cisalhamento e volumétrica. Quando a deformação é de cisalhamento,
há variação de forma e não de volume, enquanto que na deformação volumétrica, o mate-
rial sofre variação de volume mas não de forma. A deformação de cisalhamento, ilustrada
de forma típica na Figura 1.a, é descrita pelo módulo de cisalhamento G. Já a Figura 1.b
apresenta uma deformação volumétrica descrita pelo módulo volumétrico B (Snowdon,
1968). Uma deformação mista, com variação de forma e volume, é ilustrada na Figura 1.c
Quando tem-se uma placa em que as dimensões laterais são grandes, se comparadas
com a espessura, conforme mostra a Figura 1.d, o material pode apresentar características
tais que a relação entre tensão e deformação é aproximada pelo módulo M, tal que
M = B +
(
4G
3
)
∼= B, (3.1)
onde B >> G, ou seja, o módulo volumétrico B é numericamente muito maior que o
módulo de cisalhamento G.
Já no caso apresentado pela Figura 1.e, que é a situação contrária à da Figura
1.d, com as dimensões laterais pequenas em comparação com a espessura, a relação entre
tensão e deformação é aproximada pelo módulo de Young E, em função de B e G, tal que
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Figura 1: Deformações dos materiais elásticos.
E =
9BG
3B +G
. (3.2)
Tem-se ainda a relação de Poisson, dada por
ν =
E
2G
− 1. (3.3)
Dessa forma, como B >> G, as equações (3.2) e (3.3) podem ser aproximadas por E = 3G
e ν = 0, 5.
Em geral, a rigidez dinâmica k de um elemento de material elastomérico é dada
por (Espíndola, 1987)
k = LGc, (3.4)
onde L é chamado de fator geométrico, enquanto Gc é o módulo complexo de cisalhamento
(a ser melhor denido adiante). Para a deformação apresentada na Figura 1.a, L =
A
h
,
sendo A a área cisalhada e h é a altura entre as áreas carregadas. No caso da Figura 1.c,
L =
3A(1 + λS2)
h
, sendo que S, é denido como a razão entre uma das áreas carregadas
e toda a área livre (Nashif, 1985) e λ é uma constante numérica, que pode ser obtida
analiticamente ou experimentalmente. O modo de representar a rigidez de um material
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viscoelástico dado acima é muito usado devido à sua simplicidade em controle de vibração
e ruído.
3.2 Modelos para o Material Viscoelástico
Dentre os modelos elásticos que descrevem o comportamento dos materiais viscoe-
lásticos, podem-se citar os modelos compostos por mola e amortecedor viscoso, tais como
os modelos de Maxwell, Kevin-Voigt e Zener, entre outros. Segundo Cruz (2004), esses
modelos são úteis apenas para descrever a resposta viscoelástica de elastômeros sobre uma
estreita faixa de temperatura e/ou tempo. Contudo, o interesse frequente é para uma am-
pla faixa de temperatura e tempo. Uma alternativa é o emprego de modelos obtidos por
meio de derivadas de ordem fracionária.
O uso da derivada fracionária tem aorado como uma ótima opção para modelar o
comportamento viscoelástico e gerar modelos paramétricos (Bagley e Torvik, 1979; Bagley
e Torvik, 1986; Torvik e Bagley, 1987; Pritz, 1996; Rossikhin e Shitikova, 1998; Lopes,
1998 e Espíndola et al., 2005b e 2005c). Segundo Cruz (2004), esses modelos produzem
uma representação analítica bem comportada nos domínios do tempo e da frequência, além
de serem consistentes com teorias moleculares que explicam o comportamento mecânico
do meio viscoelástico. A ecácia dessa abordagem foi largamente estudada e comprovada
por Pritz (1996), tendo ela sido utilizada para descrever o comportamento dinâmico de
vários materiais, tais como metais, estratos geológicos, vidro e polímeros para controle
de vibrações. No controle de vibração, o Grupo de Pesquisa em Vibrações e Som em
Sistemas Mecânicos (GVIBS) tem utilizado esses modelos para caracterizar materiais tais
como borracha butílica, neoprene e EAR - C1002.
3.2.1 Modelo com Derivada de Ordem Inteira
A relação constitutiva clássica para o modelo viscoelástico linear padrão no domínio
do tempo é dada por
σ(t) +
M∑
m=1
bm
dmσ(t)
dtm
= E0ε(t) +
N∑
n=1
En
dnε(t)
dtn
, (3.5)
onde σ(t) denota a tensão, ε(t) é a deformação, bm, E0, En são parâmetros do material
e M, N são números inteiros. A equação (3.5) pode ser melhor compreendida quando
relacionada a modelos mecânicos equivalentes (Maxwell, Kelvin e Zener, dentre outros)
elaborados a partir de molas e amortecedores viscosos.
Aplicando a transformada de Fourier em ambos os membros da equação (3.5),
tem-se
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Ec(Ω) =
σ(Ω)
ε(Ω)
=
E0 +
∑N
n=1En(iΩ)
n
1 +
∑M
m=1 bm(iΩ)
m
, (3.6)
onde σ(Ω) e ε(Ω) são as transformadas de Fourier da tensão e deformação, respectiva-
mente, e Ω é a frequência. A quantidade Ec(Ω) é conhecida como o módulo complexo
de elasticidade e é dada por
Ec(Ω) = E(Ω) + iE
′(Ω). (3.7)
Na expressão acima, E(Ω) é o módulo dinâmico de elasticidade e é uma
descrição do comportamento elástico do material. Já E ′(Ω) é o módulo de perda, que
representa o comportamento dissipativo do material viscoelástico.
Tem-se, portanto, que a parte imaginária da expressão (3.7) é uma medida da
capacidade que o material possui para transformar energia mecânica em calor. Esta
medida ca melhor evidenciada em termos do fator de perda do material, denido por
ηE(Ω) =
E ′(Ω)
E(Ω)
. (3.8)
Dessa forma, a expressão (3.7) pode ser colocada da seguinte forma:
Ec(Ω) = E(Ω)[1 + iη(Ω))]. (3.9)
A m de determinar uma estratégia ecaz de controle de vibração usando materiais
viscoelásticos, as propriedades dinâmicas básicas, a saber o módulo dinâmico de elastici-
dade e o fator de perda, devem ser perfeitamente conhecidas, sendo estas propriedades,
em geral, dependentes da frequência e da temperatura.
Conforme citado anteriormente, os materiais viscoelásticos que dependem forte-
mente do tempo e da frequência em uma ampla faixa acabam tendo um número muito
grande de derivadas temporais (M e N ) na série, para se observar com exatidão o com-
portamento dos materiais viscoelásticos. Isto acarreta um elevado número de parâmetros
no modelo, gerando em modelos extremamente custosos do ponto de vista de tempo com-
putacional.
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3.2.2 Modelo com Derivada de Ordem Fracionária
A equação constitutiva unidimensional em derivadas fracionárias é (Pritz, 1996)
σ(t) +
M∑
m=1
bmD
κmσ(t) = E0ε(t) +
N∑
n=1
EnD
αnε(t), (3.10)
onde bm, κm, E0, En e αn são parâmetros do material em consideração. As expressões
Dκm e Dαn representam derivadas de ordem fracionária κm e αn, respectivamente. Para
0 < αn < 1 (o que também vale para κm), adota-se como denição de derivada fracionária
que (Bagley e Torvik, 1986)
Dαn [f(t)] =
1
Γ(1− αn)
d
dt
∫ t
0
f(ξ)
(t− ξ)αn
dξ. (3.11)
Algumas observações experimentais mostram que vários materiais viscoelásticos de
interesse podem ser modelados tomando-se apenas as primeiras derivadas fracionárias de
cada série na equação (3.10). No caso particular em que M = N = 1 e α = κ, resulta o
seguinte modelo viscoelástico com quatro parâmetros (b1, E0, E1, α e κ):
σ(t) + b1D
κσ(t) = E0ε(t) + E1D
αε(t). (3.12)
Tomando a transformada de Fourier dessa equação, tem-se
σ(Ω) + b1(iΩ)
ασ(Ω) = E0ε(Ω) + E1(iΩ)
αε(Ω), (3.13)
onde σ(Ω) e ε(Ω) representam a transformada de Fourier da tensão e da deformação,
respectivamente.
Manipulando a equação (3.13), chega-se a
Ec(Ω) =
σ(Ω)
ε(Ω)
=
E0 + E1(iΩ)
α
1 + b1(iΩ)α
. (3.14)
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Na equação (3.14), observa-se que o módulo dependente da frequência é uma função de
uma potência fracionária da frequência.
Analogamente a equação (3.14), tem-se para o módulo complexo de cisalha-
mento Gc(Ω), já mencionado anteriormente, a seguinte equação:
Gc(Ω) =
τ(Ω)
γ(Ω)
=
G0 +G1(iΩ)
α
1 + b1(iΩ)α
. (3.15)
As equações (3.14) e (3.15) constituem modelos a derivada fracionária com
quatro parâmetros.
O módulo complexo de cisalhamento, assim como o módulo complexo de elastici-
dade, pode ser expresso por
Gc(Ω) = G(Ω)[1 + iηG(Ω)], (3.16)
onde ηG(Ω) é denominado fator de perda cisalhante. Segundo Snowdon (1968), para
borrachas em geral, ηG(Ω, T ) = ηE(Ω, T ), também válida para alguns materiais metálicos.
Na expressão (3.16), Gc é dada por (3.15).
Outras possibilidades para a (3.15) podem ser escritas. Por exemplo, fazendo
G1 = G∞b1, tem-se
Gc(Ω) =
τ(Ω)
γ(Ω)
=
G0 +G∞b1(iΩ)
α
1 + b1(iΩ)α
. (3.17)
Já igualando b1 = bα, decorre que
Gc(Ω) =
τ(Ω)
γ(Ω)
=
G0 +G∞(ibΩ)
α
1 + (ibΩ)α
. (3.18)
Na equação (3.18) observa-se que os quatro parâmetros são: α, b, G0 e G∞, onde G0 e G∞
são o módulo instantâneo ou relaxado e o módulo não relaxado ou de longo tempo, respec-
tivamente. A constante b é conhecida como constante de relaxação e α é uma constante
adimencional proveniente da derivada fracionária, sendo, portanto, tal que 0 < α < 1.
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Uma vez que as propriedades de amortecimento e rigidez de um material viscoelástico
também variam com a temperatura (T ), de acordo com a equação (3.9), o módulo com-
plexo de elasticidade e de cisalhamento podem ser modelados, respectivamente, através
de
Ec(Ω, T ) = E(Ω, T )[1 + iηE(Ω, T )] (3.19)
e
Gc(Ω, T ) = G(Ω, T )[1 + iηG(Ω, T )]. (3.20)
Sabe-se que tanto o módulo dinâmico de cisalhamentoG (ou elasticidade E) quanto
o fator de perda ηG (ou ηE) são inversamente dependentes da frequência e da temperatura.
Assim, se a frequência aumenta, então o módulo G aumenta; já se a temperatura aumenta,
então o módulo G diminui. Agora, se a temperatura permanecer constante, o fator de
perda ηG cresce até a frequência de transição Ωt e diminui após esse valor. Isso ocorre
analogamente para uma frequência constante, ou seja, o fator de perda ηG cresce com a
temperatura até atingir a temperatura de transição e após esse valor começa a decrescer.
Isso pode ser visto na (Figura 2).
Nessa gura, vê-se que, na Região I, o valor do fator de perda é baixo e os valores de
E e G também são baixos e praticamente constantes; essa região é largamente utilizada,
em geral, no projeto de isoladores viscoelásticos. A Região II é denominada região de
transição, onde G e E são altamente variáveis com a frequência e o fator de perda é
elevado; essa região é utilizada nos projetos de neutralizadores viscoelásticos. Já a Região
III é chamada região vítrea e apresenta altos valores de E e G e baixo valor do fator de
perda. Essa região não possui aplicação para controle de vibrações.
De acordo com o já exposto, as curvas de módulo dinâmico de cisalhamento (ou
elasticidade) em função da frequência poderiam ser deslocadas horizontalmente, se fossem
medidas a diferentes temperaturas, e reunidas numa única curva. Essa relação entre o
deslocamento em frequência das curvas em função da temperatura (T), para uma dada
frequência (Ω), conduz a denição de frequência reduzida (ΩR), conforme à seguinte
equação
ΩR = αT (T )Ω, (3.21)
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onde αT (T ) é o fator de deslocamento em frequência das curvas para cada temperatura. O
fator de deslocamento pode ser representado pela equação WLF (Williams-Landel-Ferry),
qual seja
log10αT (T ) =
−θ1(T − T0)
θ2 + (T − T0)
, (3.22)
onde θ1 e θ2 são parâmetros do material e T0 é a temperatura de referência, dada na escala
Kelvin.
Figura 2: Fator de perda e módulo dinâmico com temperatura e frequência contantes.
Fonte: Bavastri et al. (2012)
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Assim, as propriedades dinâmicas podem ser representadas em um nomograma,
que é um gráco onde se tem a curva do módulo de elasticidade (ou de cisalhamento) e
também a do fator de perda correspondente em função da frequência e a da temperatura.
Conhecido como nomograma de frequência reduzida (vide Figura 3), lê-se esse gráco
selecionando a frequência desejada na escala da direita e traçando uma linha horizontal
até a isoterma de interesse. Após encontrar essa isoterma, traça-se uma linha vertical até
encontrar as curvas do fator de perda e do módulo dinâmico de elasticidade. A partir
desses pontos, estendem-se linhas horizontais até a escala da esquerda, para serem obtidas
as leituras do módulo dinâmico e do fator de perda.
Figura 3: Nomograma de frequência reduzida.
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4 SISTEMAS NÃO LINEARES
Conforme já mencionado, a maioria das estruturas encontradas na engenharia pode
sob certas condições, ter um comportamento não linear. A característica não linear de
uma estrutura dá-se por um ou mais fatores, tais como condições de contorno com restri-
ções na rigidez, materiais dependentes da amplitude de vibração, atuadores com dinâmica
dependente da excitação de entrada, conjuntos estruturais com a presença de fricção ou
folgas, entre outros. A modelagem correspondente ocorre, não raramente, por polinô-
mios que podem conter termos de ordem quadrática, cúbica ou de ordens superiores.
A equação de Dung (Dung, 1918), vista mais adiante, é a equação mais empregada
para representar, de forma aproximada, o comportamento não linear de vários sistemas
estruturais.
Face aos diversos fenômenos que podem ocorrer nos sistemas não lineares, como
pontos de bifurcação, múltiplas soluções, respostas com períodos diferentes ao da excitação
e ressonâncias super harmônicas e sub-harmônicas, é convenientemente realizar, via de
regra, uma análise paramétrica. Essa análise consiste em determinar uma faixa de valores
na qual determinados parâmetros de controle preestabelecidos podem variar, sem que o
sistema apresente fragilidade às condições iniciais ou vibrações com amplitudes elevadas.
Em vibrações, esses parâmetros de controle são geralmente a frequência de excitação
ou a amplitude associada, e à medida que tais parâmetros são alterados, mudanças no
comportamento do sistema irão ocorrer. Os outros parâmetros do sistema são mantidos
constantes em toda a análise.
A m de determinar se uma dada estrutura é linear ou não linear, procedimentos
analíticos ou experimentais podem ser empregados. Na dinâmica estrutural, a construção
da Função Resposta em Frequência (FRF) 1, é o método mais comum para a visualiza-
ção das relações entre entrada e saída de um sistema, fornecendo informações tais como
ressonância, antiressonância, densidade modal e fase. Esta técnica é o primeiro passo
em um teste de vibrações, sendo que a maioria dos analisadores comerciais fornecem a
funcionalidade da FRF.
Atualmente, testes para vericar a linearidade de um sistema são comuns. Dessa
forma, se em um teste de linearidade essa condição for violada, estar-se-á tratando de um
sistema não linear. Alguns testes que podem vericar a ocorrência da não linearidade em
uma estrutura são explicados a seguir. Em todos os desenvolvimentos desse capítulo, em
particular, e dessa dissertação, em geral, será empregada a seguinte notação: x′(t) =
dx
dt
e x′′(t) =
d2x
dt2
.
• Princípio da superposição (Denição de Linearidade)
1A função resposta em frequência (FRF) é uma função que relaciona o sinal de saída (resposta) do
sistema por cada unidade do sinal de entrada (excitação) no domínio da frequência.
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Segundo Kerschen et al. (2006), a quebra do princípio da superposição é um pos-
sível meio para se detectar a presença da não linearidade. Em termos matemá-
ticos esse príncipio dene o que é um sistema linear, podendo ser aplicado em
casos estáticos ou dinâmicos. Por ele, tem-se que a resposta total a um conjunto
de entradas simultâneas pode ser dividida em várias respostas individuais, com
cada uma delas correspondendo a uma entrada especíca. Assim, considera-se o
caso de dois sistemas: o primeiro com condição inicial S1 = {x1(0), x′1(0)}, que
responde a uma entrada y1(t) com saída x1(t), e o segundo com condição inicial
S2 = {x2(0), x′2(0)}, que responde a uma entrada y2(t) com saída x2(t). A super-
posição acontece se, e somente se, com uma entrada αy1(t) + βy2(t), com condição
inicial S3 = {αx1(0) + βx2(0), αx′1(0) + βx′2(0)}, o sistema responde com uma saída
αx1(t) + βx2(t), (∀α, β e ∀x1, x2).
Embora esse princípio tenha uma natureza fundamental, como enfatizado por Wor-
den e Tomlinson (2001), ele tem uma utilidade prática limitada, com procedimentos
mais simples podendo ser empregados como testes de linearidade. Por outro lado,
para mostrar efetivamente a presença de uma não linearidade em um sistema, seria
necessário apenas o conjunto de α, β, y1(t) e y2(t) que violasse o princípio.
• Distorção harmônica
Consequência direta do princípio da superposição, a distorção harmônica é um dos
indicadores mais claros da presença de não linearidade. Se a excitação para um
sistema linear é um sinal harmônico de frequência Ω, então a resposta também
será um sinal harmônico na mesma frequência (para maiores detalhes e prova, ver
Worden e Tomlinson, (2001)). Ou seja, não há geração de outros sinais harmô-
nicos na passagem por um sistema linear. Esse resultado não signica que para
sistemas não lineares uma entrada harmônica não produzirá uma saída harmônica
correspondente. O que ocorre é que, geralmente, há aparecimento de harmônicos
superiores.
Na Figura 4, observa-se um exemplo de distorção de uma onda harmônica, geral-
mente detectada por um osciloscópio2. A distorção se revela no sinal de aceleração,
e não no de deslocamento, e se deve a uma não linearidade.
A distorção na aceleração é explicável. Se o sinal de entrada do sistema não li-
near é dado por y(t) = sen(Ωt), então a resposta associada x(t) será geralmente
representada por uma série de Fourier, 3 tal que
x(t) = A1sen(Ωt+ θ1) + A2sen(2Ωt+ θ2) + A3sen(3Ωt+ θ3) + ...
2Instrumento eletrônico de visualização e medição de sinais.
3Seja f(t) uma função periódica, que satisfaz as condições de Dirichlet. Essa função pode, então ser
representada através de uma série de funções harmônicas, conhecida como série de Fourier.
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Figura 4: Sinais de resposta de um sistema não linear.
A correspondente aceleração é dada por
x′′(t) = −Ω2A1sen(Ωt+ θ1)− 4Ω2A2sen(2Ωt+ θ2)− 9Ω2A3sen(3Ωt+ θ3) + ...
Note que, na expressão acima, que as amplitudes são proporcionais à frequência ao
quadrado, o que evidencia os harmônicos de ordem superior.
• Homogeneidade (Distorção da FRF)
A homogeneidade é vericada se, quando uma entrada y(t)→ saída x(t), então uma
entrada αy(t)→ saída αx(t), ∀α, o que constitui uma forma restrita do princípio da
superposição. Esse teste é usualmente aplicado em testes dinâmicos pela obtenção
de funções resposta em frequência (FRF's), com as distorções que indicam a não
linearidade sendo visualizadas no gráco de Nyquist (vide Figura 6), o qual reúne as
características de amplitude e fase em um único gráco. Já o gráco de Bode (vide
Figura 5) apresenta separadamente a amplitude da FRF e a fase correspondente.
Note-se que a região instável do sistema é representada pelas linhas em vermelho e
verde. Essa instabilidade será estudada com mais detalhes posteriormente.
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Figura 5: Gráco de Nyquist de um sistema não linear cúbico.
Figura 6: Gráco de Bode de um sistema não linear cúbico.
Voltando ao teste da homogeneidade, tem-se que um sinal de entrada αy1(t) sempre
implica, para um sistema linear, uma saída αx1(t), independente da constante α.
Se y(t)→ x(t), então Y (Ω)→ X(Ω). Isso signica que
H(Ω) =
X(Ω)
Y (Ω)
→ αX(Ω)
αY (Ω)
= H(Ω), ∀α e ∀y(t). (4.1)
A linearidade é assumida quando, para diferentes níveis de entrada, essas FRF's se
sobreporem. Esse teste não assegura inteiramente a presença de não linearidade pelo
fato de que alguns sistemas não lineares satisfazem as condições de homogeneidade,
como é o caso do sistema bilinear.
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• Reciprocidade
Funções resposta em frequência (FRF's) são funções hermitianas, portanto o módulo
é uma função par e seu argumento (fase) é uma função ímpar. Devido ao caráter de
H(Ω), medir uma FRF excitando um ponto A e tomando a resposta num ponto B, é
equivalente a excitá-la no ponto B e tomar a resposta no ponto A, ou seja,
xB
yA
↔ xA
yB
.
Se essa condição é satisfeita, as FRF's para yA → xB e yB → xA são iguais e, dessa
forma, o sistema é linear. Entretanto, a reciprocidade não é um teste suciente para
assegurar a presença da não linearidade, uma vez que existem sistemas não lineares
que satisfazem a condição de reciprocidade porém não satisfazem o princípio da
superposição.
Além de se detectar a presença da não linearidade em um sistema, há que se cuidar
com sua inserção em um programa de teste por meio de montagens ou instrumentações
inadequadas. Recomenda-se fazer uma inspeção visual antes do teste completo come-
çar (Kerschen et al., 2006). Dentre os possíveis problemas, tem-se: excitação excessiva,
desalinhamento, pré-carregamentos, folgas, efeitos da temperatura, sobrecargas, agitação
de cabos e montagem precária do transdutor 4. A maioria dos problemas citados são
vericados cedo ou tarde em toda a cadeia de medição e causam distorções na forma do
sinal.
Em testes modais, por exemplo, é indicado que se monitore continuamente o sinal
de entrada, pois é comum que ele sofra distorção, muitas vezes pelo desalinhamento do
shaker. Essa distorção pode criar erros na medição da FRF, que às vezes podem não
ser aparentes de imediato. Na análise com ondas harmônicas, recomenda-se um teste da
qualidade do sinal de resposta na aceleração, a ser realizado em um osciloscópio, pois,
conforme já discutido, em uma resposta harmônica, a distorção é mais evidente quando
a aceleração é medida. Assim, qualquer distorção ou ruído presente é mais facilmente
visualizado. Vislumbra-se ainda que, em sinais aleatórios, não é tão simples considerar
essa característica.
4.1 Tipos de Excitação
Como se poderia antecipar pelo já exposto até aqui, estruturas não lineares apre-
sentam signicativas variações na resposta em frequência, para diferentes tipos de sinal de
entrada. Tal observação é importante na detecção/quanticação/caracterização da não
linearidade. Expõe-se abaixo os distintos tipos de excitação empregados.
• Excitação senoidal
Em uma excitação harmônica, toda a energia é concentrada na frequência de excita-
ção, sendo relativamente simples eliminar ruídos e harmônicos indesejados no sinal
4Dispositivo que converte movimento mecânico em sinal elétrico, ou vice-versa. Exemplos: transdutor
de aceleração ou acelerômetro, transdutor de força ou célula de força.
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de resposta, face às características comuns de analisadores comerciais. Se compa-
rada com sinais aleatórios ou excitações transientes, a excitação senoidal apresenta
de maneira clara o aparecimento da não linearidade nas distorções da FRF, ainda
mais se a amplitude de excitação for mantida constante. Entretanto, uma das
desvantagens da excitação senoidal com relação aos outros dois métodos é a "var-
redura"lenta. Para calcular a FRF em cada frequência, um tempo é necessário
para que a resposta atinja uma condição de estado estacionário, o que depende do
amortecimento presente no sistema. De toda forma, a qualidade das FRF's obtidas
por esse método de excitação é manifesta, sendo o uso da excitação senoidal bem
conhecido pelo fato de produzir efeitos mais intensos nos sistemas não lineares.
• Excitação transiente
(i) Impacto
Testes de impacto produzem elevadas amplitudes de resposta. Trata-se de um tipo
de excitação transiente, popularmente conhecida pela sua simplicidade e velocidade.
Para excitar uma estrutura com um impacto, são utilizados martelos instrumentados
e a FRF pode ser bem levantada, de forma elementar, pela razão da transformada de
Fourier 5 da resposta pela transformada de Fourier da força. Assim como acontece
com uma excitação aleatória, o espectro com o uso desse método é muito amplo e
a energia associada com cada frequência individual é baixa, ou seja, não é tão fácil
excitar estruturas não lineares. As distorções apresentadas nas FRF's com o uso
dessa excitação em sistemas não lineares mostram contrárias àquelas apresentadas
com excitação senoidal.
(ii) Chirp
A excitação por chirp é outro tipo de excitação transiente para mdição de FRF's.
Essa forma de excitação é efetiva na detecção de não linearidades e é relativamente
expedita. O sinal de chirp executa uma "varredura"rápida em frequência e é repre-
sentado por
y(t) = Y sen(αt+ βt2), (4.2)
sendo a frequência instantânea dada por
Ω(t) =
d
dt
(αt+ βt2) = α + 2βt, (4.3)
5A transformada de Fourier fornece os espectros de amplitude e fase de um sinal temporal.
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onde α e β são determinados de acordo com as frequências inicial e nal da varredura.
• Excitação aleatória
Experiências têm mostrado que é frequentemente difícil ensaiar estruturas não linea-
res com excitação aleatória, pois a energia total de entrada se distribui pela faixa de
frequência usada. Dessa forma, se reduz a habilidade de detectar não linearidades,
se comparado com o caso de uma excitação senoidal. Uma alternativa seria utilizar
sinais com banda mais estreita.
A FRF de uma estrutura excitada por um sinal aleatório aparece distorcida devido
a aleatoriedade da amplitude e da fase desse sinal, o que cria uma FRF "média"ou
"linearizada". Devido a essa linearização, a excitação aleatória só é viável para de-
tectar a não linearidade quando executados testes com diferentes níveis de excitação
de entrada e sobrepostas as FRF's obtidas, para o teste de homogeneidade. A FRF
H(Ω) obtida através de um sinal aleatório, pode ser estimada como
H(Ω) =
Sxy(Ω)
Syy(Ω)
, (4.4)
onde Sxy e Syy são a densidade espectral de potência cruzada entre a resposta e
excitação e a densidade espectral de potência da excitação, respectivamente.
É importante salientar que, ao contrário dos sistemas lineares, um sistema não
linear pode apresentar FRF's diferentes de acordo com a excitação de entrada. Muitos
métodos de detecção e extração de parâmetros para sistemas não lineares são dependentes
do tipo do sinal de entrada utilizado e só fornecem respostas conáveis se condições
corretas de excitação forem adotadas.
4.2 Tipos de Não Linearidade
As não linearidades comumente encontradas em sistemas mecânicos são dependen-
tes de distintas variáveis. Dessa forma, a m de incorporá-las em análises e simulações, é
comum modela-lás. Uma breve discussão dos modelos mais corriqueiros é realizada nesta
seção, a partir do exposto por Worden e Tomlinson (2001).
4.2.1 Rigidez Cúbica
A não linearidade denominada de rigidez cúbica escopo deste trabalho, apresenta-
se na reação elástica, sendo que a força correspondente pode ser dada, de forma elementar,
por
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fk(x) = kx(t) + k3x
3(t), (4.5)
onde k3x3 é o termo não linear e k3 pode ser positivo ou negativo. Quando k3 > 0, tem-se
que, quanto maior o nível de excitação, maior a rigidez no sistema, com o consequente
aumento, em sistemas com um grau de liberdade, da frequência de ressonância. Tal
propriedade pode ser vista em vigas e placas engastadas. Se k3 < 0, a rigidez diminui e
a frequência de ressonância decai, à medida que a força de excitação aumenta. Sistemas
com esse comportamento cúbico atenuado aparecem na ambagem de vigas e placas.
A equação que rege sistemas com um grau de liberdade com essa característica,
chamada equação de Dung, é dada por (Dung, 1918):
mx′′(t) + cx′(t) + kx(t) + k3x
3(t) = y(t). (4.6)
A equação (4.6) é a mais estudada na análise do comportamento não linear em enge-
nharia. Ela é capaz de mostrar quase todas as características de um sistema não linear,
descrevendo um oscilador simples, que possui simetria ímpar, presente na maioria dos
sistemas de interesse.
4.2.2 Rigidez ou Amortecimento Bilinear
Sistemas com características de rigidez ou amortecimento bilinear têm um com-
portamento dual. A força de reação elástica (associada à rigidez) tem, nesse caso, a
forma
fb(x) =
k1x(t), x > 0k2x(t), x < 0 (4.7)
sendo a forma para o amortecimento análoga. Um sistema próximo de um sistema com
amortecimento bilinear é o amortecedor padrão de automóveis.
4.2.3 Rigidez Linear por Partes
Este tipo de não linearidade pode surgir em testes de vibrações em solo de aerona-
ves, em determinados conjuntos mecânicos. A forma da reação elástica nesse caso é dada
por
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fk(x) =

k2x(t) + (k1 − k2)d, x > d
k1x(t), |x| < d
k2x(t)− (k1 − k2)d, x < −d.
(4.8)
4.2.4 Amortecimento Não Linear
Este tipo de amortecimento é comum em amortecedores automotivos e estruturas
oshore e ocorre quando um uido escoa através de um orício ou em torno de um membro
delgado. A forma mais usual desse tipo de amortecimento é a quadrática, que pode ser
modelada por
fa(x
′) = c2x
′(t)|x′(t)|, (4.9)
onde o valor absoluto assegura que a força em questão é sempre oposta à velocidade.
A equação fundamental do carregamento por uidos é dada por (Morison et al.,
1950)
F (t) = c1u
′(t) + c2u(t)|u(t)|, (4.10)
onde F é a força no membro e u é a velocidade de escoamento.
4.2.5 Atrito de Coulomb
O atrito de Coulomb é dominante em estruturas tais como arquibancadas, cuja
montagem e desmontagem constante fornecem condições para a criação de interfaces que
permitem movimento relativo. Nesses tipos de estruturas, ocorrem frequentemente não
linearidades de folga, sendo a força correspondente da forma
fa(x
′) = cF sgn(x
′(t)), (4.11)
onde cF é uma constante e sgn é a função. O atrito de Coulomb é mais visível em baixos
níveis de excitação, uma vez que, em níveis altos, a fricção "se rompe".
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Conhecidos alguns conceitos de sistemas não lineares, a próxima seção tratará
do método adotado neste trabalho para a determinação de uma solução aproximada do
sistema não linear em discussão.
4.3 Solução de uma Equação Diferencial Não Linear
Os sistemas não lineares geralmente não apresentam soluções analíticas exatas
como os sistemas lineares. Na teoria de equações diferenciais, dene-se como um problema
de valor inicial (PVI) uma equação diferencial e as condições iniciais associadas, onde o
número de condições iniciais corresponde à ordem da derivada mais elevada na equação
diferencial.
No domínio do tempo, um PVI pode ser resolvido por integração numérica. A
integração numérica é um método aproximado de resolver equações diferenciais não line-
ares, sendo um dos mais utilizados devido à sua exatidão. Outra ferramenta utilizada em
uma análise temporal é o mapeamento de Poincaré, desenvolvido por Henry Poincaré, o
qual sugere que o intervalo de tempo corresponda ao período da excitação ou um múltiplo
dela. Entretanto, salienta-se que uma seleção imprópria do tamanho do passo de tempo
na integração numérica pode ocasionar falsos resultados (Tongue, 1987).
Os métodos que resultam em uma solução analítica aproximada também possuem
seus atrativos, uma vez que, encontrada a solução analítica, a análise paramétrica torna-
se mais breve e clara. Os métodos mais populares para determinar a solução analítica
aproximada de uma equação diferencial não linear são: método do balanço harmônico
(MBH), método de Galerkin-Urabe, método de múltiplas escalas, método de Lindsted-
Poincaré e o método de determinação da média de Krilov-Bogoliubov-Mitropolsky. Os
dois primeiros métodos acima são baseados em expansões de harmônicos, enquanto os
três últimos são métodos de pertubação.
Os métodos de perturbação são coerentes quando a não linearidade presente em
um sistema é baixa, pois, segundo Hamdam e Burton(1993), esses métodos podem não
convergir para alguns valores dos parâmetros e, mesmo com a adição de termos à solução
aproximada, a qualidade das soluções de baixa ordem não muda. Além disso, são bastante
trabalhosos. Assim, utilizar um método como o método do balanço harmônico (MBH)
é mais vantajoso, considerando o fato de que tal método tem a forma mais simples de
aplicação, além de apresentar resultados valiosos e atualmente ser o mais utilizado na
literatura.
A seguir são apresentadas as principais características do MBH, em especial no
tocante às suas vantagens e à sua adaptabilidade ao escopo desse trabalho.
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4.3.1 Método do Balanço Harmônico - (MBH)
O método do balanço harmônico (MBH), ou método do equilíbrio harmônico, foi
desenvolvido essencialmente para equações não lineares polinomiais, especialmente equa-
ções com não linearidades cúbicas e quadráticas. Se aplicado a outras não linearidades,
pode requerer um grande número de manipulações algébricas, tornando-se usualmente
impraticável.
A solução aproximada com o MBH tem caráter periódico, assumindo a forma de
uma série harmônica dada por (Hagedorn, 1985; Thomsen, 2010; Worden e Tomlinson,
2001)
x(t) =
n∑
i=0
Aicos(iΩt) +Bisen(iΩt). (4.12)
a)
a
2
=
b
3
b) a+ b = 75
A solução aproximada (4.12) é então substituída na equação diferencial e potências
dos harmônicos presentes aparecem. É importante vislumbrar que deve-se considerar o
tipo de não linearidade e, em alguns casos, o tipo do sinal de entrada, ao escrever a
solução. As potências e os produtos trigonométricos que surgem na inserção da solução
na equação diferencial são substituídos pela expansão em somatórios de harmômicos. Se
considerada uma potência cúbica, por exemplo, é válida a relação trigonométrica:
cos3(x) =
1
4
cos(3x) +
3
4
cos(x),
com apenas harmônicos ímpares sendo gerados na expansão de potências ímpares. Então,
é realizado o "balanço"dos harmônicos resultantes, isto é, os coecientes do lado esquerdo
são igualados aos coecientes do lado direito da equação. Assim, cada harmônico de
interesse na equação (4.12) cria uma equação linear, que, juntas, formam um sistema não
linear.
O MBH pode ser adotado para qualquer grau de não linearidade, entretanto, à
medida que cresce a não linearidade, são necessários mais harmônicos para se garantir a
exatidão da resposta. Talvez esse seja o ponto de cautela desse método, isto é, o MBH
necessita conhecer a priori quais harmônicos devem ser inseridos na análise. Esse conheci-
mento prévio pode ser conseguido através das não linearidades contidas no problema, pela
excitação e pela ausência ou não de amortecimento. Encontrar o conjunto de harmônicos
que conduz e resultados qualitativamente corretos não é trivial (Rapp e Mees, 1977; Lau
et. al, 1990; Hassan e Barton, 1995; Thomsen, 2010).
Nos problemas que envolvem vibração amortecida, os termos em seno e cosseno
devem estar presentes ou deve-se adicionar um ângulo de fase a cada harmônico. Assim,
a resposta também pode ser dada por
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x(t) =
n∑
i=0
Xisen(iΩt+ ϕi). (4.13)
Caso a vibração seja não amortecida, livre ou forçada, é suciente que a solução apro-
ximada contenha termos em seno ou cosseno. O somatório de cossenos considera as
condições de deslocamento inicial.
A seguir o método do balanço harmônico (MBH) é aplicado, a m de se obter a
resposta aproximada de um sistema não linear cúbico.
4.3.2 Sistema Não Linear Cúbico com um Grau de Liberdade
Quando diz-se que um sistema físico possui apenas um grau de liberdade, quer-se
dizer que esse sistema precisa de apenas uma coordenada física para se descrever a sua
dinâmica e possui apenas uma frequência natural e uma de ressonância. Assim, voltando
à já referenciada equação de Dung, e considerando o método do balanço harmônico
(MBH), o sistema cim um grau de liberdade apresentado na Figura 7 pode ser modelado
por
mx′′(t) + cx′(t) + kx(t) + k3x
3(t) = y(t). (4.14)
Figura 7: Sistema não linear cúbico com um grau de liberdade.
O método do balanço harmônico (MBH) assume que a resposta para um sinal de
entrada senoidal seja um sinal senoidal na mesma frequência. Supõe-se uma resposta
x(t) = Xsen(Ωt) e uma excitação Y sen(Ωt − ϕ), então a equação de movimento (4.14)
ca
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−mΩ2Xsen(Ωt) + cΩXcos(Ωt) + kXsen(Ωt) + k3X3sen3(Ωt)
= Y sen(Ωt− ϕ). (4.15)
Pela igualdade trigonométrica sen3(x) =
3
4
sen(x)− 1
4
sen(3x), tem-se
−mΩ2Xsen(Ωt) + cΩXcos(Ωt) + kXsen(Ωt) + k3X3
[
3
4
sen(Ωt)− 1
4
sen(3Ωt)
]
= Y sen(Ωt)cos(ϕ)− Y cos(Ωt)sen(ϕ). (4.16)
Organizando os termos em sen(Ωt) e cos(Ωt), decorre que
−mΩ2X + kX + 3
4
k3X
3 = Y cos(ϕ) (4.17)
cΩX = −Y sen(ϕ). (4.18)
Nota-se que a equação não está sendo resolvida por inteiro, uma vez que o termo sen(3Ωt)
não é considerado. Assim, tem-se uma solução aproximada e não exata. Elevando (4.17)
e (3.18) ao quadrado e somando-as, obtem-se a seguinte relação
Y 2 = X2
[(
−mΩ2 + k + 3
4
k3X
2
)2
+ c2Ω2
]
. (4.19)
Da relação acima, resulta o método da FRF do sistema, qual seja,
|X|
|Y |
=
1[
(−mΩ2 + k + 3
4
k3X2)2 + c2Ω2
] 1
2
. (4.20)
A fase correspondente é obtida da razão entre (4.17) e (3.18):
ϕ = arctg
(
−cΩ
−mΩ2 + k + 3
4
k3X2
)
. (4.21)
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O mesmo conceito utilizado aqui para a determinação da FRF de um sistema não
linear cúbico com um grau de liberdade também será adotado em seguida, dessa vez para
obter a função transmissibilidade. Antes contudo, será discutida a FRF obtida em (4.20).
4.3.3 Função Resposta em Frequência - Não Linearidade Cúbica
Dos métodos de aproximação da resposta de um sistema não linear, o MBH é o
que fornece indiscutivelmente a FRF mais próxima da original (Worden e Tomlinson,
2001), uma vez que, uma FRF original é determinada quando o sistema é linear, em que a
resposta para uma excitação senoidal, é também um sinal senoidal na mesma frequência
da excitação e é independente da amplitude de excitação Y . Se o sistema é não linear, a
resposta de uma excitação senoidal apresenta componentes em outras frequências que a
frequência de excitação.
Ao xar-se um nível de excitação, a frequência natural do sistema não linear é
dada por
Ωn =
(
k + 3
4
k3X
2
m
) 1
2
. (4.22)
Se k3 > 0, o sistema é dito hardening (progressivamente rígido) e a frequência natural
aumenta à medida que a amplitude de Y aumenta. Por outro lado, se k3 < 0, a frequên-
cia natural diminui com o aumento de Y e o sistema é caracterizado como softening
(progressivamente exível).
A FRF composta do sistema não linear cúbico é obtida através da resposta aproxi-
mada da equação (4.19) para uma frequência estabelecida Ω e uma amplitude de excitação
Y . A solução de (4.19) pode fornecer raízes complexas em pares conjugados, que são des-
prezadas por não possuirem sentido. Assim, tem-se uma ou três soluções reais, posto que
a equação (4.19) é, em essência, uma equação cúbica em X.
Suponha um ensaio experimental realizado com uma varredura senoidal crescente
e, na sequência, decrescente em relação a frequência. Considere uma faixa de frequência
[Ωi,Ωf ] (para mais detalhes da obtenção desta faixa, vide Worden e Tomlinson, 2001),
onde Ωi e Ωf são a frequência inicial e a frequência nal, respectivamente, (vide Figura 8).
Para a varredura de ida (crescente na frequência) (vide Figura 9), uma única resposta X1
existe até Ω = Ωi e continua a existir até Ω = Ωf . Então X1, para de existir e somente a
solução X3 existe a partir dessa frequência. Percebe-se um pulo de X1 para X3, resultando
em uma descontinuidade.
Quando a varredura é de volta (decrescente na frequência) (videFigura 10), a
respostaX3 é a única existente até chegar em Ω = Ωi, onde há um salto paraX1, que passa
a vigorar até Ω = 0. Ambas as varreduras acontecem na prática, e a resposta completa,
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associada à FRF composta e considerando a instabilidade X2, pode ser observada na
Figura 8. Ressalta-se que X2 é instável e, portanto, nunca será observada na prática.
Respostas observadas experimentalmente apresentam frequentemente descontinui-
dades quando altos níveis de excitação são adotados. No intervalo [Ωi,Ωf ], as soluções
X1, X2 e X3 ocorrem e X1 > X2 > X3. Vislumbra-se também que, se k3 > 0 o pico
de ressonância move-se para frequências de valores superiores e os pulos ocorrem no lado
direito do pico. Já se k3 < 0, os pulos ocorrem no lado esquerdo do pico e o pico de
ressonância movimenta-se para frequências inferiores.
Conforme já mencionado neste documento, descontinuidades também aparecem
nos respectivos grácos de fase. Conhecido o comportamento das soluções obtidas através
do método do balanço harmônico, dá-se continuidade ao estudo dos modelos de represen-
tação de um sistema não linear cúbico.
Figura 8: Resposta (deslocamento) de um oscilador de Dung para uma entrada senoidal. Os
pontos de bifurcação são vistos em B e C.
Figura 9: Resposta (deslocamento) de um oscilador de Dung para uma entrada senoidal da
frequência inferior à frequência superior.
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Figura 10: Resposta (deslocamento) de um oscilador de Dung para uma entrada senoidal da
frequência superior à frequência inferior.
4.3.4 Transmissibilidade
Assim como uma função resposta em frequência (FRF) obtida entre deslocamento
e força é uma função característica de um sistema, uma transmissibilidade obtida entre
deslocamento de saída e deslocamento de entrada também é uma função característica
do mesmo. Tal função é muito utilizada em controle de vibrações, particularmente em
isolamento (Snowdon, 1966; Espíndola, 1987; Kitis, 1983), uma vez que a ecácia do
isolamento pode ser vericada através dela.
De modo geral, o isolamento busca reduzir uma força ou uma vibração, quando
estas são transmitidas de um sistema a outro. Essa redução pode requerer a colocação de
elementos ativos ou passivos (molas e amortecedores) entre uma máquina e seu suporte.
Há os dois tipos de isolamento, de movimento ou passivo (vide Figura 11.a) e de
força ou ativo (vide Figura 11.b) (Snowdon, 1968). Quando o isolamento é de força, a
excitação é gerada pelo próprio sistema mecânico e deve-se reduzir tal excitação, quando
transmitida por ele para a base, como em prensas mecânicas que geram excitações e
as transmitem para a sua fundação. No caso de isolamento de movimento, a vibração é
gerada no meio e busca-se reduzi-la na transmissão da base para o sistema mecânico, como
vibrações geradas por irregularidades nas estradas e que são transmitidas à carroceria de
um automóvel.
Figura 11: (a)Isolamento de movimento. (b)Isolamento de força.
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A transmissibilidade em isolamento de força pode ser denida como o valor absoluto
da relação, no domínio da frequência, entre a força transmitida à fundação e a força
aplicada ao sistema, sendo dada por
T =
∣∣∣∣FtF
∣∣∣∣ . (4.23)
Já a transmissibilidade em isolamento de movimento, equivalente à citada anteriormente,
pode ser denida como o valor absoluto da relação entre os deslocamentos X e Xb, qual
seja,
T =
∣∣∣∣XXb
∣∣∣∣ . (4.24)
As equações (4.23) e (4.24) resultam na mesma expressão para a transmissibilidade.
A seguir, é desenvolvida a expressão para o isolamento de movimento, para um sistema
linear.
4.3.5 Isolamento de Movimento - Sistema Linear com um Grau de Liberdade
A Figura 11.a apresenta um sistema linear simples com um grau de liberdade,
sendo excitado pela base. Ele é composto por uma massa e um elemento de material
viscoelástico ligado à uma base vibrante. Considerando a temperatura constante e uma
excitação harmônica de frequência Ω, a equação de movimento do sistema da Figura 11.a
é dada por
k[xb(t)− x(t)] = mx′′(t), (4.25)
onde k é uma rigidez complexa. Aplicando a transformada de Fourier em (4.25) e, na
sequência, considerando k = LGc(Ω) = LG(Ω)[1 + iη(Ω)], tem-se
T (Ω) =
X(Ω)
Xb(Ω)
=
∣∣∣∣ LG(Ω)[1 + iη(Ω)]−mΩ2 + LG(Ω)[1 + iη(Ω)]
∣∣∣∣ . (4.26)
Pode-se reescrever a equação (4.26) de forma adimensional denindo
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Ωn =
√
LG(Ωn)
m
,
r(Ω) =
G(Ω)
G(Ωn)
,
ε =
Ω
Ωn
e aplicando essas denições após a divisão de numerador e denominador por LG(Ωn), de
modo que
T (Ω) =
∣∣∣∣ r(Ω)(1 + iη(Ω))−ε2 + r(Ω)(1 + iη(Ω))
∣∣∣∣ . (4.27)
A fase da transmissibilidade ϕt é obtida pela diferença entre as fases dos deslocamentos
X e Xb, ou seja, ϕt = ϕx − ϕxb . O mesmo vale para a fase da transmissibilidade em
isolamento de força, que é a diferença de fase entre a fase força transmitida e a da força
aplicada.
4.3.6 Isolamento de Movimento - Sistema Não Linear Cúbico com um Grau
de Liberdade
Para obter a transmissibilidade relativa a um sistema não linear cúbico com um
grau de liberdade, parte-se do sistema apresentado na Figura 12 e considera-se, inicial-
mente a equação de movimento (4.14), adaptada ao caso em questão como
mx′′ + c(x′ − x′b) + k(x− xb) + k3(x− xb)3 = 0. (4.28)
Figura 12: Sistema não linear cúbico com um grau de liberdade sob movimento da base.
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Denindo z = x− xb então z′ = x′ − x′b, tem-se e z′′ = x′′ − x′′b , onde z é o movimento da
massa em relação ao movimento da base. A equação (4.28) toma, assim a forma
mz′′ + cz′ + kz + k3z
3 = −mx′′b . (4.29)
Sejam, agora, xb = Xbsen(Ωt − ϕxb) e z = Zsen(Ωt). A equação (4.29) forma, em
decorrência
−mΩ2Zsen(Ωt) + cΩZcos(Ωt) + kZsen(Ωt) + k3Z3sen3(Ωt)
= mΩ2Xbsen(Ωt− ϕxb). (4.30)
Segundo a igualdade trigonométrica sen3(x) =
3
4
sen(x) − 1
4
sen(3x), pode-se reescrever
(3.30) da seguinte forma:
−mΩ2Zsen(Ωt) + cΩZcos(Ωt) + kZsen(Ωt) + k3Z3
[
3
4
sen(Ωt)− 1
4
sen(3Ωt)
]
= mΩ2Xbsen(Ωt)cos(ϕxb)−mΩ2Xbcos(Ωt)sen(ϕxb). (4.31)
Comparando os termos em sen(Ωt) e cos(Ωt) em ambos os lados da igualdade e despre-
zando o termo sen(3Ωt) (como já discutido neste trabalho), obtem-se
−mΩ2Z + kZ + 3
4
k3Z
3 = −mΩ2Xbcos(ϕxb) (4.32)
cΩZ = −mΩ2Xbsen(ϕxb). (4.33)
Elevando (4.32) e (3.33) ao quadrado e somando-as, resulta em
Z2
[(
−mΩ2 + k + 3
4
k3Z
2
)2
+ c2Ω2
]
= m2Ω4X2b , (4.34)
ou ainda
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Z2
X2b
=
m2Ω4(
−mΩ2 + k + 3
4
k3Z2
)2
+ c2Ω2
, (4.35)
donde resulta que
∣∣∣∣ ZXb
∣∣∣∣ = mΩ2[
(−mΩ2 + k + 3
4
k3Z2)2 + c2Ω2
] 1
2
. (4.36)
A fase ϕxb é obtida da razão entre (4.32) e (3.33), sendo dada por
ϕxb = arctg
(
−cΩ
−mΩ2 + k + 3
4
k3Z2
)
. (4.37)
Obtido o valor do deslocamento da massa em relação a base |Z|, determina-se a transmis-
sibilidade. Obtidas as relações acima, segue-se para a determinação da transmissibilidade,
já no domínio da frequência. Sabe-se que T =
X
Xb
, com X = |X|eiϕx , Xb = |Xb|eiϕxb e
Z = |Z|eiϕz . Sabe-se ainda que (vide Figura 13)
X = |X|cos(ϕx) + |X|isen(ϕx)
= |X|(cosϕx + isenϕx)
= |X|eiϕx
Figura 13: Plano complexo.
Voltando a z = x− xb =⇒ Z = X −Xb. Portanto,
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Z
Xb
=
X
Xb
− Xb
Xb
Z
Xb
= T − 1
T =
Z
Xb
+ 1 (4.38)
como
T = |T |eiϕt , (4.39)
tem-se com (3.38) e (4.39), que
|T |eiϕt =
∣∣∣∣ ZXb
∣∣∣∣ ei(ϕz−ϕxb ) + 1. (4.40)
Fazendo a mudança de variável
Z
Xb
= H, então ϕz − ϕxb = ϕh, que é a diferença de fase
entre o deslocamento relativo e o movimento da base. Decorre que
|T |eiϕt = |H|eiϕh + 1
|T |[cos(ϕt) + isen(ϕt)] = |H|[cos(ϕh) + isen(ϕh)] + 1. (4.41)
Igualando os termos reais e imaginários, chega-se a
|T |cos(ϕt) = |H|cos(ϕh) + 1 (4.42)
e
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|T |sen(ϕt) = |H|sen(ϕh). (4.43)
Elevando (4.42) e (4.43) ao quadrado e somando, obtem-se
|T | =
[∣∣∣∣ ZXb
∣∣∣∣2 + 2 ∣∣∣∣ ZXb
∣∣∣∣ cos(ϕz − ϕxb) + 1
] 1
2
. (4.44)
onde |T |, dado por (4.44) é o módulo da transmissibilidade.
Substituindo
∣∣∣∣ ZXb
∣∣∣∣, dado por (4.36), em (4.44) e considerando ϕz = 0, resulta que
|T | =
[(
m2Ω4
(−mΩ2 + k + 3
4
k3Z2)2 + c2Ω2
)
+ 2
(
mΩ2
(−mΩ2 + k + 3
4
k3Z2)2 + c2Ω2
cos(ϕxb)
)
+ 1
] 1
2
.
Observa-se que, se ϕz = 0, ϕz − ϕxb = −ϕxb e cos(−ϕxb) = cos(ϕxb). Para obter a fase
da transmissibilidade, toma-se a vazão entre (4.43) e (4.42), de modo que
tg(ϕt) =
|H|sen(ϕh)
|H|[cos(ϕh)] + 1
. (4.45)
Como, para ϕz = 0, ϕh = −ϕxb e sen(−ϕxb) = −sen(ϕxb), além de cos(−ϕxb) = cos(ϕxb),
tem-se que
ϕt = arctg
[
−|Z|sen(ϕxb)
|Xb|+ |Z|cos(ϕxb)
]
, (4.46)
que é a expressão da fase. Recorda-se que
∣∣∣∣ ZXb
∣∣∣∣ e ϕxb são dados, respectivamente, por
(4.36) e (4.37).
4.3.7 Inuência dos Harmônicos Superiores
Conforme previamente exposto, o "balanço"dos harmônicos resultantes é realizado
após a substituição da solução aproximada na equação de movimento. Percebe-se que,
em (3.16) e (3.34), que este balanço não foi realizado por completo, uma vez que os
termos −1
4
k3X3 e −1
4
k3Z3 foram desprezados. Uma breve discussão será realizada nessa
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seção a esse respeito, a título de esclarecimentos gerais, pois, no presente trabalho, a
desconsideração desse termo, não alterá o resultado.
Seja a solução aproximada (4.47) (Worden e Tomlinson, 2001), considerando ape-
nas os harmônicos ímpares, qual seja
x(t) = X1sen(Ωt+ ϕ1) +X3sen(3Ωt+ ϕ3). (4.47)
Substituindo-a em (4.14), considerando as relações trigonométricas sen(a±b) = sen(a)cos(b)±
cos(a)sen(b) e sen3(x) =
3
4
sen(x) − 1
4
sen(3x) e igualando os coecientes em sen(Ωt),
cos(Ωt), sen(3Ωt) e cos(3Ωt) tem-se, respectivamente
−mΩ2X1cos(ϕ1)− cΩX1sen(ϕ1) + kX1X1cos(ϕ1)+
3
4
k3X31cos(ϕ1) +
3
2
k3X1X
3
3cos(ϕ1)−
3
4
k3X21x3cos(ϕ3)cos2(ϕ1) = Y (4.48)
−mΩ2X1sen(ϕ1)− cΩX1cos(ϕ1) + kX1X1sen(ϕ1)+
3
4
k3X31sen(ϕ1) +
3
2
k3X1X
3
3sen(ϕ1)−
3
4
k3X21x3sen(ϕ3)cos2(ϕ1) = 0 (4.49)
−9mΩ2X3cos(ϕ3)− 3cΩX3sen(ϕ3) + kX3cos(ϕ3)−
1
4
k3X
3
1cos
3(ϕ1)+
3
4
k3X33cos(ϕ3) +
3
2
k3X3X
2
1cos(ϕ3)−
3
4
k3X31cos(ϕ1)sen
2(ϕ1) = 0 (4.50)
−9mΩ2X3sen(ϕ3) + 3cΩX3cos(ϕ3) + kX3sen(ϕ3) +
1
4
k3X
3
1sen
3(ϕ1)+
3
4
k3X33cos(ϕ3) +
3
2
k3X3X
2
1sen(ϕ3)−
3
4
k3X31sen(ϕ1)cos
2(ϕ1) = 0. (4.51)
O sistema de equações acima fornece uma melhor aproximação da solução. Observa-se
que os termos em sen3(Ωt), sen2(Ωt)sen(3Ωt), sen(Ωt)sen2(3Ωt) e sen3(3Ωt) são gerados
devido ao termo cúbico do sistema. Se decompostos adequadamente, conduzem a uma
solução da forma
x(t) = X1sen(Ωt+ ϕ1) +X3sen(3Ωt+ ϕ3) +X5sen(5Ωt+ ϕ5)+
X7sen(7Ωt+ ϕ7) +X9sen(9Ωt+ ϕ9). (4.52)
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Assim, considerando todos os termos ímpares, a solução é dada por
x(t) =
∞∑
i=0
X2i+1sen[(2i+ 1)Ωt+ ϕ2i+1]. (4.53)
A equação (4.53) resume o fato do aparecimento de componentes harmônicos em sistemas
não lineares, bem como, a presença de apenas termos ímpares como consequência da
reação elástica, associada a k (linear) e k3 (cúbica), ser uma função ímpar.
Novamente, necessita-se conhecer a priori quais harmônicos devem ser inseridos na
solução aproximada. Em trabalhos realizados anteriormente pelo GVIBS (Bavastri et al.,
2012), detectou-se que a resposta do sistema não linear cúbico pode ser satisfatoriamente
aproximada com somente um harmônico na solução. A vericação desse fato não foi
realizada neste trabalho e ca como sugestão para trabalhos futuros.
4.3.8 Sistema Não Linear Cúbico com dois Graus de Liberdade
Um sistema com dois graus de liberdade necessita de duas coordenadas físicas in-
dependentes para determinação de sua dinâmica. Aqui, será apresentada a curva resposta
em frequência (CRF) para um sistema composto (sistema primário não linear mais o
sistema secundário linear - neutralizador dinâmico viscoelástico). As respectivas mani-
pulações algébricas também serão explanadas, bem como os métodos utilizados para a
concepção do modelo matemático. O neutralizador dinâmico viscoelástico será modelado
sem e com o uso do conceito de parâmetros equivalentes generalizados (PEG's) (Espíndola
e Silva, 1992).
4.3.9 Sistema Composto Clássico
Primeiramente é apresentado o modelo tradicional de dois graus de liberdade. Este
modelo equivalente representa o sistema primário e o neutralizador dinâmico viscoelástico,
sendo o primeiro com comportamento não linear cúbico e o segundo considerado linear.
A Figura 14 representa o modelo a ser estudado, sendo a excitação harmônica
aplicada no sistema primário.
Como pode-se observar na Figura 14:
m1 é a massa do sistema primário;
c1 é a constante de amortecimento do sistema primário;
k1 é a parcela linear da rigidez do sistema primário;
k3 é a parcela não linear (cúbica) da rigidez do sistema primário;
x1 é a coordenada generalizada do sistema primário;
ma é a massa do neutralizador;
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Figura 14: Modelo do sistema composto.
x2 é a coordenada generalizada do neutralizador;
f é a amplitude da excitação aplicada no sistema primário.
O modelo matemático do sistema é obtido a partir do diagrama de corpo livre e do
diagrama de forças resultantes (Gonçalves et al., 2012), tal que
m1x
′′
1 + k1x1 + k3x
3
1 + c1x
′ − ks(Ω)(x2 − x1) = fcos(Ωt) (4.54)
max
′′
2 + ks(Ω)(x2 − x1) = 0. (4.55)
Nas equações (4.54) e (4.55), ks é a rigidez do elemento viscoelástico, rigidez essa de-
pendente da frequência. Dividindo as equações (4.54) e (4.55) por m1 e ma, dependente
respectivamente, tem-se
x′′1 +
k1
m1
x1 +
k3
m1
x31 +
c1
m1
x′ − ks(Ω)
m1
(x2 − x1) =
f
m1
cos(Ωt) (4.56)
x′′2 +
ks(Ω)
ma
(x2 − x1) = 0. (4.57)
Denindo as variáveis
ω10 =
√
k1
m1
, ε =
k3
m1
, µ10 =
c1
m1
, f0 =
f
m1
, µ =
ma
m1
e xr = x2 − x1,
as equações podem ser reescritas como
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x′′1 + ω
2
10x1 + εx
3
1 + µ10x
′ − kR(Ω)
m1
xr −
kI(Ω)
m1Ω
x′r = f0cos(Ωt) (4.58)
x′′r +
kR(Ω)
ma
xr +
kI(Ω)
maΩ
x′r = −x′′1, (4.59)
onde kR e kI são, respectivamente, a parte real e imaginária da rigidez do elemento
viscoelástico ks.
A relação
kR(Ω)
m1
pode ser escrita como
kR(Ω)
m1
=
ma
m1
· kR(Ωa)
ma
· kR(Ω)
kR(Ωa)
= µΩ2aR(Ω). (4.60)
Na equação (4.60), Ωa é a frequência natural do neutralizador, dada por
Ω2a =
kR(Ωa)
ma
enquanto
R(Ω) =
kR(Ω)
kR(Ωa)
=
GR(Ω)
GR(Ωa)
,
lembrando que GR(Ωa) é a parte real do módulo de cisalhamento complexo, avaliado para
Ω = Ωa.
Da mesma forma, a relação
kI(Ω)
m1
também pode ser escrita como
kI(Ω)
m1
=
kR(Ω)
m1
· η(Ω)
Ω
=
µΩ2aR(Ω)
Ω
R(Ω)η(Ω). (4.61)
Logo, as equações (4.58) e (4.59), resultam no sistema
x′′1 + ω
2
10x1 + εx
3
1 + µ10x
′
1 − µΩ2aR(Ω)xr − µ
Ω2a
Ω
R(Ω)η(Ω)x′r = f0cos(Ωt) (4.62)
x′′r + Ω
2
aR(Ω)xr +
Ω2a
Ω
R(Ω)η(Ω)x′r = −x′′1. (4.63)
Denindo τ = Ωt, é possível calcular
d2(·)
dt2
= Ω2
d2(·)
dτ 2
e
d(·)
dt
= Ω
d(·)
dτ
. Assim, dividindo
as equações (4.62) e (4.63) por Ω2, obtem-se
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x′′1 + ω
2
10x1 + εx
3
1 + µ10x
′
1 − µ
R(Ω)
β2
xr − µ
R(Ω)
β2
η(Ω)x′r = f0cos(τ) (4.64)
x′′r +
R(Ω)
β2
xr +
R(Ω)
β2
η(Ω)x′r = −x′′1. (4.65)
A notação com barra de algumas variáveis indica a diferenciação em relação a nova variável
τ e correspondem a
ω210 =
ω210
Ω2
, β =
Ω
Ωa
, µ10 =
µ10
Ω
, ε =
ε
Ω2
e Ωa =
Ωa
Ω
.
As equações (4.64) e (4.65) podem ser reescritas na forma matricial, qual seja
Mq′′ + Cq′ +Kq = f, (4.66)
onde as matrizes de massa, amortecimento e rigidez são dadas por
M =
[
1 0
1 1
]
, (4.67)
C =
[
µ10 −µβ−2R(Ω)η(Ω)
0 β−2R(Ω)η(Ω)
]
, (4.68)
e
K =
[
ω210 −µβ−2R(Ω)
0 β−2R(Ω)
]
, (4.69)
e os vetores de coordenadas e esforços dados por
q =
[
x1
xr
]
(4.70)
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e
f =
[
f0cos(τ)− εx31
0
]
. (4.71)
Para determinar a resposta, supõe-se a seguinte equação:
q(τ) = u(τ)cos(τ) + v(τ)sin(τ), (4.72)
onde u = [u1(τ) u2(τ)]T e v = [v1(τ) v2(τ)]T . A derivada de primeira ordem da equação
(4.72) ca
q′(τ) = −u(τ)sin(τ) + v(τ)cos(τ). (4.73)
Segundo o método do balanço harmônico (MBH) (Thomsen, 2010), para obter a curva de
resposta em frequência (CRF), parte-se da seguinte relação:
u′(τ)cos(τ) + v′(τ)sin(τ) = 0. (4.74)
Empregando a equação (4.74), bem como a equação (4.73) para determinar q′′ e substi-
tuindo os resultados na equação (4.66), tem-se
(Mv′ −Mu+ Cv +Ku)cos(τ)− (Mu′ −Mv + Cu+Kv)sin(τ) = f(u, v, τ). (4.75)
Multiplicando a equação (4.74) por Mcos(τ) e a equação (4.75) por −sin(τ), somando
ambos os resultados e integrando a equação resultante de 0 a 2π, com u e v constantes,
chega-se a
60
Mu′ = −1
2
(M −K)v′ − 1
2
Cu+
12ε34v1a21
0
 (4.76)
onde a21 = u
2
1 + v
2
1 e a
2
2 = u
2
2 + v
2
2.
De forma análoga, multiplica-se a equação (4.74) por Msin(τ) e a equação (4.75)
por cos(τ) e, em seguida, fazem-se as mesmas manipulações anteriores para a obtenção
da equação (4.77). Decorre que
Mv′ = −1
2
(M −K)u′ − 1
2
Cu+
12f0 − ε34u21a22
0
 . (4.77)
Assim, as equações (4.76) e (4.77) são postas do lado esquerdo e igualadas a zero, a m
de se determinar a solução em estado estacionário para as equações (4.74) e (4.75). Após
as manipulações algébricas propostas, chega-se a curva de resposta em frequência (CRF),
uma função implícita de a1 e Ω, dada por
a21[A(Ω)
2 +B(Ω)2]− f 20 [(1− β−2R(Ω))2 + (β−2R(Ω)η(Ω))2] = 0, (4.78)
onde
A(Ω) =
[(
1− ω210 + µ−
3
4
εa21
)
β−2R(Ω)η(Ω) + µ10
(
1− β−2R(Ω)
)]
e
B(Ω) =
[(
1− ω210
) (
1− β−2R(Ω)
)
− µβ−2R(Ω)− µ10β−2R(Ω)η(Ω)−
3
4
εa21
(
1− β−2R(Ω)
)]
.
Após a determinação da amplitude a1 do sistema primário, é possível determinar a am-
plitude a2 do sistema secundário, a qual é dada por
a22[A(Ω)
2 +B(Ω)2]− f 20 = 0. (4.79)
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As equações (4.78) e (4.79) fornecem a curva de resposta em frequência (CRF) para o
sistema composto proposto.
4.3.10 Parâmetros Equivalentes Generalizados - PEG's
A principal vantagem da utilização dos parâmetros equivalente genaralizados (PEG's)
para os neutralizadores dinâmicos é a possibilidade de modelar o sistema composto (sis-
tema primário mais neutralizador) em função apenas da coordenada do sistema primário.
Nesse trabalho, serão apresentados, de forma concisa, para um neutralizador viscoelás-
tico simples, os principais conceitos. Para mais detalhes, recomenda-se Espíndola e Silva
(1992).
Seja o neutralizador viscoelástico simples de um grau de liberdade representado
na Figura 15. Para uma dada temperatura constante, a rigidez complexa LGc(Ω) do
elemento viscoelástico é dada por
LGc(Ω) = LG(Ω)[1 + iηG(Ω)]. (4.80)
Figura 15: Neutralizador simples com um grau de liberdade.
A partir do desenvolvimento do diagrama de corpo livre desse sistema, chega-se,
após algumas manipulações algébricas, à equação da rigidez dinâmica na base (também
poderia ser a impedância mecânica ou a massa dinâmica), dada por
kb(Ω) =
F (Ω)
Xb(Ω)
=
LGc(Ω)(−mΩ2)
LGc(Ω) + (−mΩ2)
(4.81)
ou
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kb(Ω) =
F (Ω)
Xb(Ω)
=
LG(Ω)[1 + iη(Ω)](−mΩ2)
LG(Ω)[1 + iη(Ω)] + (−mΩ2)
(4.82)
onde ηG(Ω) = η(Ω) e LGc(Ω) = LG(Ω)[1 + iη(Ω)].
Da Figura 16, pode-se mostrar que kb(Ω) =
F (Ω)
Xb(Ω)
= −Ω2meq(Ω) + iΩceq(Ω), em
que meq e ceq são a massa e a constante de amortecimento equivalentes, respectivamente.
Voltando à equação (4.82) com as denições Ωn =
√
LG(Ωn)
m
, r(Ω) =
G(Ω)
G(Ωn)
e
ε =
Ω
Ωn
, onde Ωn é a frequência natural e m a massa do neutralizador, tem-se, dividindo
(4.82) por LG(Ωn), que
kb(Ω) =
(−mΩ2)r(Ω)[1 + iη(Ω)]
[−ε2 + r(Ω)][1 + iη(Ω)]
. (4.83)
Multiplicando e dividindo a equação (4.83) pelo complexo conjugado do denominador, é
possível evidenciar a parte real e a parte imagiária de kb(Ω), a saber
kb(Ω) =
−mΩ2r(Ω)[−ε2 + r(Ω)(1 + η2(Ω))]
[−ε2 + r(Ω)]2 + [η(Ω)r(Ω])2
+
i [mΩ2η(Ω)r(Ω)ε2]
[−ε2 + r(Ω)]2 + [η(Ω)r(Ω)]2
.
Dividindo a parte real de kb(Ω) por −Ω2 e a parte imaginária por Ω, obtem-se meq(Ω) e
ceq(Ω), respectivamente. Ou seja,
meq(Ω) =
Re[kb(Ω)]
−Ω2
e
ceq(Ω) =
Im[kb(Ω)]
Ω
,
onde (Re) e (Im) são a parte real e imaginária, respectivamente. Dessa forma tem-se
meq(Ω) =
mr(Ω)[−ε2 + r(Ω)(1 + η2(Ω))]
[−ε2 + r(Ω)]2 + [η(Ω)r(Ω)]2
(4.84)
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e
ceq(Ω) =
mΩη(Ω)r(Ω)ε2
[−ε2 + r(Ω)]2 + [η(Ω)r(Ω)]2
. (4.85)
Lembrando que ε =
Ω
Ωn
e multiplicando o numerador pela unidade
Ωn
Ωn
= 1, então ceq(Ω)
pode ser reescrito como
ceq(Ω) =
mΩnη(Ω)r(Ω)ε
3
[−ε2 + r(Ω)]2 + [η(Ω)r(Ω)]2
. (4.86)
Pela Figura 16, pode-se observar que a estrutura primária "sente"o neutraliza-
dor no ponto de ligação como uma massa meq(Ω), conectada a um referencial xo por
um amortecedor viscoso de constante ceq(Ω). Os sistemas da Figura 16 são, portanto,
dinamicamente equivalentes (Espíndola e Silva, 1992).
Figura 16: Sistemas equivalentes.
Para um sistema primário com um grau de liberdade, contendo um neutralizador
dinâmico simples, modelado como exposto acima, a FRF é dada por
H(Ω) =
1
−Ω2[m1 +meq(Ω)] + iΩ[c1 + ceq(Ω)] + k1
, (4.87)
onde m1, c1 e k1 são os parâmetros do sistema primário.
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4.3.11 Sistema Composto com Parâmetros Equivalentes Generalizados - (PEG's)
Com o conhecimento prévio do conceito de parâmetros equivalentes generalizados
(PEG's), e uma vez que o seu uso leva a uma formulação mais eciente do ponto de vista
computacional (Bavastri et al, 1997) apresenta-se, abaixo, a solução do sistema dado na
Figura 14. Esse sistema é representado de forma equivalente na Figura 17.
Figura 17: Modelo do sistema com PEG's.
Fonte: Bavastri (2013)
O sistema a ser controlado tem um comportamento não linear cúbico enquanto
o sistema de controle é um neutralizador dinâmico viscoelástico com comportamento
linear. De acordo com a 2a lei de Newton, e com a utilização dos parâmetros equivalentes
generalizados, a equação do sistema é dada por:
[(m1 +meq(Ω)]x
′′
1 + k1x1 + k3x
3
1 + [c1 + ceq(Ω)]x
′ = fcos(Ωt), (4.88)
onde:
m1 é a massa do sistema primário;
c1 é a constante de amortecimento do sistema primário;
k1 é a parcela linear da rigidez do sistema primário;
k3 é a parcela não linear (cúbica) da rigidez do sistema primário;
x1 é a coordenada generalizada do sistema primário;
ma é a massa do neutralizador;
meq é a massa equivalente do neutralizador;
ceq é a amortecimento equivalente do neutralizador;
f é a amplitude da excitação aplicada no sistema primário.
Denindo os seguintes parâmetros:
65
ω10 =
√
k1
m1
; α3 =
k3
m1
; µeq =
meq
m1
; µ =
ma
m1
; f0 =
f
m1
; λ1 =
c1
m1
; λeq(Ω) =
ceq(Ω)
m1
e dividindo a equação (4.88) por m1, obtem-se
[1 + µeq(Ω)]x
′′
1 + ω
2
10x1 + α3x
3
1 + [λ1 + λeq(Ω)]x
′ = f0cos(Ωt). (4.89)
Se for feita uma mudança de fase (ϕ) na força de excitação, substituindo cos(Ωt) por
cos(Ωt+ ϕ), a solução aproximada do estado estacionário do sistema pode ser dada por
x1 = a1cos(Ωt). (4.90)
A partir da aplicação do método do balanço harmônico (MBH) (Nayfeh e Mook, 1979),
a curva de resposta em frequência (CRF) é dada por
a21
[
ω210 − Ω2((1 + µeq)(Ω)) + α3
3
4
a21
]2
+ [λ1 + λeq(Ω)]
2 Ω2a21 = f
2
0 . (4.91)
Dessa forma, tanto a equação (4.78), obtida pelo método clássico, quanto a equação
(4.91) representam a resposta do sistema composto medido no sistema da Figura (14).
Contudo, o uso do conceito de parâmetros equivalentes generalizados (PEG's) permite
que se obtenha a resposta do sistema composto de forma mais simples e direta.
4.3.12 Sistema Composto - Transmissibilidade e PEG's
A solução para a transmissibilidade do sistema composto, tal como ilustrado na
Figura 18, é obtida de maneira análoga a apresentada anteriormente. A equação de
movimento do sistema composto, de acordo com o conceito de parâmetros equivalentes
generalizados (PEG's), é dada por
[m1 +meq(Ω)]z
′′
1 + k1z1 + k3z
3
1 + [(c1 + ceq(Ω)]z
′
1 = −mx′′b , (4.92)
onde z1 = atcos(Ωt) e xb = Xbsen(Ωt).
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Figura 18: Modelo do sistema composto para transmissibilidade.
Da mesma forma que em (4.91), a curva de resposta em frequência para a transmissibili-
dade (at) é dada por
a2t
[
ω210 − Ω2((1 + µeq)(Ω)) + α3
3
4
a2t
]2
+ [λ1 + λeq(Ω)]
2 Ω2a2t = m
2Ω4X2b . (4.93)
A partir dos modelos analíticos até aqui apresentados, são abordados, no próximo
capítulo, os métodos computacionais para a identicação e para o projeto de controle
ótimo do sistema não linear cúbico, que é o objetivo deste trabalho.
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5 PROJETO ÓTIMO - PROGRAMAÇÃO NÃO LI-
NEAR
Após a especicação do modelo matemático do sistema composto (sistema primário
mais neutralizador), um método numérico de otimização não linear pode ser utilizado a
m de obter os parâmetros ótimos do neutralizador dinâmico viscoelástico, que irá reduzir
a resposta do sistema primário não linear cúbico. Por outro lado, para poder implementar
a metodologia de projeto é necessário identicar o sistema primário não linear cúbico. Isto,
portanto, deve ser realizado previamente.
Este capítulo apresenta a identicação do sistema primário e o projeto ótimo do sis-
tema de controle empregados na dissertação. Ambos utilizam uma técnica de otimização
não linear.
5.1 Técnica de Otimização Não Linear
As técnicas de otimização não linear têm o objetivo de identicar mínimos ou
máximos de uma determinada função, as quais podem estar ou não sujeitas a restrições.
Uma técnica de otimização não linear é um método numérico de otimização, utilizado
para determinar os parâmetros ótimos após um modelo matemático ser pré-estabelecido.
Pode-se apresentar um problema de otimização como (Arora, 2004)
minf(x)
sendo f : Rn → R e x ∈ Rn
sujeita a restrições:
hi(x) = 0 i = 1, ...,m
gj(x) ≥ 0 j = m+ 1, ..., p.
Em palavras, deseja-se minimizar a função f(x), chamada aqui de função objetivo, sendo
x o vetor projeto e hi(x) e gj(x), a i -ésima e j -ésima restrições de igualdade e desigualdade,
respectivamente. A região viável que o projeto pode assumir é determinada pelo conjunto
de pontos x na interseção das restrições acima mencionadas.
Para encontrar o ponto ótimo da função f(x) no espaço n dimensional, existem
técnicas que determinam uma direção de busca, a partir de um ponto qualquer de partida.
Uma vez que determinada essa direção, deve-se aplicar uma técnica unidimensional para
a denição do tamanho do passo. Os dois processos anteriores são iterativos. Os métodos
para direção de busca podem ou não utilizar a informação da derivada, assim como as
técnicas unidimensionais.
Neste trabalho, as funções a serem otimizadas são, em geral, multidimensionais
e não determinadas analiticamente. A técnica adotada é a apresentada por Nelder e
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Mead em 1965 (Himmelblau, 1972; Bazaraa e Shetty, 1979), chamada "Nelder and Mead
Method" e implementada através da função fminsearch do MatLabr. Essa técnica é mul-
tidimensional e não utiliza informação da derivada da função (Nascimento e Yoneyama,
1997).
Figura 19: Método de Nelder e Mead.
Fonte: Bavastri (1997)
Denominado também método do poliedro exível ou simplex, esse método utiliza
um poliedro de n+ 1 vértices construído para x ∈ Rn. Na procura do mínimo, o valor da
função é encontrado para cada vértice e o maior valor é abandonado. Ou seja, com o valor
da função em cada ponto, descobre-se o pior ponto; em seguida, é calculado o centróide
da face oposta a esse pior ponto e há um rebatimento desse ponto, fazendo uma reexão
baseada no centro de gravidade do poliedro.
Esse procedimento é repetido até a satisfação de um critério de convergência, que
pode ser determinado pela norma da soma dos vetores de pontos do poliedro corrente, com
a exceção do pior ponto. Assim, o ponto de mínimo é extraído da média aritmética dos
pontos do poliedro. A Figura 19 mostra um gráco com as curvas de nível de uma função
qualquer e a aplicação do método nos moldes descritos acima para uma função bidimen-
sional. Outras operações, além da reexão podem ser realizadas a m da deformação do
poliedro em cada iteração: são elas expansão, redução e contração.
Apesar de ser um método rápido de programar, tem a desvantagem da lentidão
de execução quando comparado a métodos que utilizam informação da derivada. Esse
método concede excelentes resultados e depende muito do ponto inicial, uma vez que
estaciona no primeiro ponto ótimo local que encontra.
As próximas seções trazem os problemas de otimização especícos da identicação
do sistema primário e do controle do sistema composto.
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5.2 Identicação do Sistema
O procedimento de identicação do sistema primário é realizado através de um
processo inverso de identicação. Para isto, uma curva característica é obtida experimen-
talmente e a esta é ajustada, por mínimos quadrados, uma curva numérica equivalente.
O método dos mínimos quadrados 6 foi o processo matemático adotado para o ajuste e o
vetor projeto está composto pelos parâmetros do sistema primário não linear cúbico (m1,
c1, k1 e k3).
Com a técnica de otimização não linear adotada, qual seja, o método do poliedro
exível, dene-se a função objetivo
fobj(x) : Rn → R = [erro]T · [erro],
onde
[erro] =

...
...
(Texperimental(Ωk)− Tmatemática(Ωk))
...
...

e
errok = (Texperimental(Ωk)− Tmatemática(Ωk)),
sendo Ωk a k -ésima frequência, T a curva de resposta em frequência (CRF) da transmis-
sibilidade e o vetor projeto dado por x = (m1, c1, k1, k3).
Determinados os parâmetros do sistema primário, o projeto do sistema de controle
de vibração pode ser realizado.
5.3 Controle do Sistema
No controle do sistema primário, uma vez conhecido, através de neutralizadores
dinâmicos, o objetivo é buscar o valor da frequência natural do neutralizador que, quando
acoplado ao sistema primário, conduz à menor amplitude de resposta possível. Conforme
dito anteriormente, precisa-se de um modelo matemático previamente estabelecido. Nesse
6Esse método possibilita obter uma função real que passe o mais próximo possível dos pontos (xi, yi)
dados. As curvas mais comuns utilizadas no ajuste são: reta, parábola, cúbica e quártica. Por exemplo:
seja uma função y = a + bx + cx2 + dx3, tenta-se descobrir para a função y, quais são os valores dos
coecientes a, b, c e d, de tal forma que a soma dos quadrados das distâncias (tomadas na vertical) da
curva y a cada um dos pontos dados yi seja a menor possível, por isso o nome método dos mínimos
quadrados.
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caso, é empregado o modelo do sistema composto, com o uso dos parâmetros equivalentes
generalizados, para a transmissibilidade que é o computacionalmente mais rápido.
A função objetivo utilizada nesse processo de otimização é a norma de Frobenius
da amplitude (at(Ω, x)), ou seja,
fobj(x) : Rn → R = ‖at(Ω, x)Ωi≤Ω≤Ωf‖F , (5.1)
onde ‖...‖F representa a norma de Frobenius 7, Ωi e Ωf são os limites inferior e superior
da faixa de frequência de interesse, respectivamente, e x é o vetor projeto, que, neste caso,
é denido como a frequência natural do neutralizador, ou seja,
x = Ωa.
O problema padrão de otimização para o caso do controle resume-se a
minfobj(x)
fobj(x) : Rn → R = ‖at(Ω, x)Ωi≤Ω≤Ωf‖F
O objetivo, então, é reduzir tanto quanto possível a amplitude do sistema primário quando
o neutralizador ótimo é conectado. O processo consiste na busca de um x (frequência
ótima) que corresponda ao menor valor da amplitude para a faixa de frequência con-
siderada [Ωi, Ωf ]. Restrições de igualdade e desigualdade não serão empregadas, assim
como também não foram no processo de identicação. Após a determinação da frequência
ótima do neutralizador, é possível, como se verá adiante, calcular o fator geométrico L
correspondente assim construir o dispositivo, conforme Espíndola et al. (2010).
5.3.1 Neutralizador Dinâmico Viscoelástico - (NDV)
Neutralizador dinâmico, ou absorvedor dinâmico, de vibrações é um sistema res-
sonante que quando devidamente projetado e xado em um sistema mecânico qualquer,
reduz o nível de vibração deste último (vide Figura 20). A vibração estrutural é um
dos problemas principais na engenharia, que podem levar ao colapso de estruturas ou
sistemas mecânicos ou produzir um elevado nível de ruído irradiado (Cruz, 2004). Um
neutralizador é composto de uma certa massa xada a um material resiliente (material
viscoelástico), que é acoplado ao sistema primário.
7‖A‖F =
√√√√ m∑
i=1
n∑
j=1
|aij |2 =
√
traço(AAT ).
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Figura 20: FRF para um sistema linear com NDV.
Fonte: Bavastri et al. (2012)
Os efeitos da introdução de amortecimento no sistema primário, quando da realiza-
ção do projeto ótimo do neutralizador, têm sido estudados por diversos autores (Warbur-
ton e Ayorinde, 1980; Kitis, 1983; Espíndola e Bavastri, 1995; Dayou e Brennan, 2003).
Determinar o ponto ótimo, ou seja, os parâmetros ótimos de um neutralizador para um
sistema mecânico, resume-se em obter os parâmetros físicos do neutralizador que devem
conduzir à mínima resposta do sistema.
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6 EXEMPLO NUMÉRICO
A m de vericar o desempenho e a generalidade da metodologia proposta para
identicação de um sistema não linear cúbico e o controle de vibração do mesmo, apresenta-
se uma implementação numérica, como ilustrado na Figura 21.
Figura 21: Esquema de otimização não linear - Identicação + Controle.
A identicação dos parâmetros do sistema primário é estabelecida após uma apro-
ximação por mínimos quadrados das curvas de transmissibilidade experimental e de trans-
missibilidade obtida numericamente. A formulação do sistema composto é feita em termos
das coordenandas generalizadas do sistema primário, devido à introdução do conceito de
parâmetros equivalentes generalizados. O modelo viscoelástico, mediante o cálculo fra-
cionário, é usado em forma geral para modelar o material viscoelástico do neutralizador
dinâmico.
Conhecendo-se os parâmetros do sistema primário, o controle de vibração sobre o
mesmo é realizado. O controle requer que seja encontrada uma frequência ótima para o
neutralizador. A partir dessa frequência, determinam-se os parâmetros físicos do disposi-
tivo, para que, posteriormente, ele possa ser construído.
6.1 Identicação
O processo de identicação, conforme já mencionado, acontece através de um pro-
cesso inverso: tem-se a priori uma curva medida experimentalmente e a ela aproxima-se
uma curva obtida a partir de um modelo numérico. Neste trabalho, a curva experimental
é gerada numericamente, uma vez que, por exiguidade de tempo não foi possível obter
curvas medidas. A função objetivo na identicação corresponde a de um processo de
ajuste de curvas. Trata-se da minimização de diferença (erro), por mínimos quadrados
entre as duas curvas de transmissibilidade, a experimental hipotética, obtida do sistema
real, e a oferecida pelo modelo matemático (vide equação 4.35). Assim,
fobj(x) : Rn → R = [erro]T · [erro],
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onde
[erro] =

...
...
(Texperimental(Ωk)− Tmatemática(Ωk))
...
...

com
errok = [Texperimental(Ωk)− Tmatemática(Ωk)].
A amplitude da aceleração na base é 2500[m/s2] e a faixa de frequência Ωi =
40[rad/s] a Ωf = 160[rad/s], discretizada em 1000 pontos. As estimativas inciais no
processo de otimização foram estabelecidas de modo a garantir a convergência da função
objetivo. Os dados empregados na simulação numérica fornecidos pelo modelo matemático
são: k1 = 732[N/m], c1 = 2[N.s/m], k3 = 20[N/m3] e m1 = 1[Kg]. Já os dados oriundos
do sistema real são: k1 = 702[N/m], c1 = 1[N.s/m], k3 = 30[N/m3] e m1 = 1[Kg].
Percebeu-se que para valores distantes dos acima estabelecidos para c e k3, xando
os demais parâmetros, a função não convergia. Recorda-se que o vetor projeto é formado
por x = (k1 c1 m1 k3), onde k3 é a constante não linear cúbica do sistema.
A equação (4.36) foi a equação utilizada para determinar a Curva de Resposta em
Frequência (CRF) para a transmissibilidade. Como a transmissibilidade dependente do
movimento da massa em relação a base Z, a relação da equação (3.38) consequentemente
foi utilizada no processo de otimização.
A Figura 22 apresenta um determinado instante do processo de ajuste de curvas
em busca do menor erro entre as duas curvas, enquanto a Figura 23 mostra o ajuste nal.
Note-se que, na Figura 23 as linhas em vermelho e verde indicam a região instável do
sistema, além de mostrar um zoom do ajuste de curvas nal.
O vetor projeto (parâmetros do sistema primário) encontrado no processo de oti-
mização foi o seguinte: x = (72.99972[N/m] 1.9983[N.s/m] 20.0007[N/m3] 1[Kg]).
Determinados os parâmetros ótimos do sistema primário, passou-se para o controle
de vibração do mesmo, o que é detalhado na próxima seção.
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Figura 22: Instante do ajuste de curvas de transmissibilidade.
Figura 23: Ajuste nal das curvas de transmissibilidade.
6.2 Controle
Obtidos os parâmetros do sistema primário, o projeto do sistema de controle foi re-
alizado. A função objetivo utilizada nesse processo de otimização é a norma da amplitude
(at(Ω, x)), qual seja,
fobj(x) : Rn → R = ‖at(Ω, x)Ωi≤Ω≤Ωf‖F , (6.1)
onde Ωi = 40[rad/s] e Ωf = 160[rad/s] são os limites inferior e superior da faixa de
frequência de interesse, respectivamente, enqunato x é o vetor projeto, que nesse caso é
denido pela frequência natural do neutralizador, ou seja,
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x = Ωa.
Diferentes materiais viscoeláticos foram testados neste trabalho, devido ao conhe-
cimento prévio de suas propriedades por parte do Grupo de Pesquisa de Vibrações e Som
em Sistemas Mecânicos (GVIBS). Os materiais utilizados foram: neoprene, borracha bu-
tílica e EAR-C1002. Para descrição de cada material viscoelástico, foi usado o modelo a
derivada fracionária de quatro parâmetros, conforme a equação (3.18). As Tabelas 1 e 2
exibem os quatro parâmetros associados aos três materiais adotados na simulação, bem
como os parâmetros complementares, respectivamente.
Tabela 1: Modelo de derivada fracionária de quatro parâmetros dos materiais viscoelás-
ticos.
Material G0 [N/m2] G∞ [N/m2] α bα
Neoprene 4.55e6 4.18e8 0.319 0.00274
Borracha butílica 1.76e5 2.41e8 0.424 0.00424
EAR-C1002 6.19e5 9.997e8 0.5463 7.107e− 4
Tabela 2: Parâmetros complementares dos materiais viscoelásticos.
Material θ1 θ2 T [K] T0[K]
Neoprene 5.09 46.5 303 273
Borracha butílica 9.91 119 303 273
EAR-C1002 17.805 177.119 303 284.61
O sistema composto é modelado em termos do conceito de parâmetros equivalentes
generalizados (PEG's) e a curva de transmissibilidade é obtida pela equação (4.93). A
temperatura, considerada constante em todo o processo de otimização, foi T = 303[K].
As Figuras 24, 25 e 26 expõem o comportamento do controle de vibração para o neoprene,
a borracha butílica e o EAR-C1002, respectivamente.
O vetor projeto, dado pela frequência ótima do neutralizador linear para cada
material adotado, é exibido na Tabela 3.
Tabela 3: Frequência ótima do neutralizador viscoelástico linear.
Material Frequência [rad/s]
Neoprene 67, 7764
Borracha butílica 60, 3597
EAR-C1002 65, 5041
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Figura 24: Sistema sem e com NDV - Neoprene.
Figura 25: Sistema sem e com NDV - Borracha Butílica.
Após a determinação da frequência ótima de cada neutralizador, encontra-se atra-
vés do nomograma de frequência reduzida correspondente ao material empregado (vide
Figura 3), o módulo de cisalhamento associado. Na sequência, obtem-se o fator geométrico
de cada neutralizador para o posterior projeto.
Isso se dá através da equação (6.2) abaixo, em que se expressa a rigidez dinâmica
k do material viscoelástico na frequência ótima por
k(Ωa) = LGc(Ωa), (6.2)
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Figura 26: Sistema sem e com NDV - EAR-C1002.
onde o fator geométrico do sistema L =
A
h
(vide seção 2.1). Então, a frequência ótima é tal
que Ω2a =
LG(Ωa)
ma
, de modo que a área A =
Ω2a.h.ma
G(Ωa)
. A realização física do neutralizador,
a partir de valores adequados de A e h, é citada como sugestão de trabalhos futuros.
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7 CONCLUSÃO
No presente trabalho foi proposta e testada, através de simulações numéricas, uma
metodologia para identicação e controle de um sistema não linear cúbico com um grau
de liberdade, utilizando um neutralizador dinâmico viscoelástico linear.
Tanto no sistema primário não linear, quanto no sistema composto, foi usado o
método do balanço harmônico (MBH) para a determinação da solução aproximada do
sistema. Um modelo matemático para a curva de transmissibilidade foi implementado.
A excitação imposta ao sistema foi do tipo harmônica. Uma curva experimental hipo-
tética foi proposta para vericar os algoritmos implementados. O ajuste de curvas por
mínimos quadrados entre a curva experimental e uma equivalente numérica determinou
os parâmetros do sistema primário através de uma técnica de otimização não linear.
O sistema composto (sistema primário não linear cúbico + sistema secundário -
neutralizador dinâmico) foi modelado com base no conceito de parâmetros equivalentes
generalizados (PEG's). Este conceito aqui revisado, permite a representação das equa-
ções de movimento do sistema composto em termos apenas das coordenadas do sistema
primário.
O material viscoelástico foi descrito matematicamente pelo modelo de derivada
fracionária de quatro parâmetros, o qual permite predizer com exatidão o comportamento
dinâmico desses materiais. O uso de uma técnica de otimização não linear permitiu obter
a frequência natural do neutralizador dinâmico viscoelástico para uma dada temperatura
de trabalho. Três materiais diferentes para o neutralizador foram adotados no exemplo
numérico: neoprene, borracha butílica e EAR-C1002.
A implementação numérica para os dois momentos, de identicação e de controle,
foi realizada com o intuito de validar a metodologia proposta neste estudo. Um exemplo
numérico ilustrou a identicação do sistema primário não linear com a obtenção dos
seus parâmetros, e o controle desse sistema, os três tipos de materiais viscoelásticos. As
respectivas frequências ótimas dos neutralizadores foram exibidas.
7.1 Sugestões para Trabalhos Futuros
• A implementação numérica de vericação da inuência dos harmônicos superiores
não foi realizada neste trabalho (vide capítulo 3), embora o Grupo de Pesquisa de
Vibrações e Som em Sistemas Mecânicos (GVIBS) já tenha familiaridade com este
fato. Assim, ca como proposta de complementação e/ou ampliação a realização
deste estudo.
• As estimativas iniciais da simulação numérica de identicação do sistema primá-
rio podem ser melhor obtidas através da análise gráca da função objetivo aqui
formulada ou com a utilização da transformada Hilbert.
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• Outro tópico que pode dar continuidade a este trabalho é o estudo de outros tipos
de não linearidade e da estabilidade do sistema composto, além de uma comparação
do controle realizado para os três tipos de materiais viscoelásticos utilizados.
• Por m, sugere-se o uso de curvas experimentais, e não simuladas numericamente,
para a identicação dos parâmetros do sistema primário. Uma possível realização
experimental é detalhada no Apêndice A.
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Apêndice A - Realização experimental
Apresenta-se, nesse apêndice, a montagem experimental sugerida para a execução
de experimentos correspondentes ao investigado na dissertação. A Figura 27 mostra, em
destaque, o sistema não linear cúbico sob excitação. Uma pequena massa é xada por
quatro elementos, a um suporte de acrílico, que é, por sua vez, excitada por "shaker".
Os quatro elementos entre a massa e o suporte são feitas de linha de pesca e podem ser
modelados como uma mola em paralelo a um amortecedor. A tensão inicial nos os pode
ser ajustada e tem um efeito considerável na rigidez do sistema. Quando a massa vibra
na direção horizontal, os os se esticam em tração, criando, assim, uma não linearidade
geométrica. A excitação produzida pelo "shaker"pode ser modelada como uma força
harmônica.
Figura 27: Sistema não linear cúbico sob excitação.
O conjunto experimental é ilustrado na Figura 28. O "shaker"eletrodinâmico é
impulsionado, através de um amplicador, por um gerador de sinais, que fornece um
sinal senoidal. Acelerômetros são conectados à estrutura do suporte e à pequena massa,
sendo os sinais correspondentes adquiridos e processados num analisador. Esses sinais são
visualizados num computador portátil, interfaceado ao analisador. Gerador de sinais e
analisador encontram-se num único módulo de sinais.
Figura 28: Conjunto experimental.
Os componentes principais da montagem experimental são descritos abaixo e ilus-
trados nas Figuras 29 a 33, direta ou indiretamente.
• "Shaker"(Brüel & Kjaer tipo 4824)
• Amplicador (Brüel & Kjaer tipo 2732)
• Acelerômetros (PCB tipo 352C68 e PCB tipo 352C65)
• Módulo de Sinais (Brüel & Kjaer tipo 3160-B-042)
• Suporte de acrílico com massa conectada por os
Enfatiza-se que os neutralizadores sejam construídos com materiais viscoelásticos
já caracterizados, a saber neoprene, borracha butílica e EAR-C1002.
O intuito com essa montagem sistema experimental é, como já antecipado, vali-
dar os resultados numéricos obtidos, tanto na identicação quanto no projeto ótimo de
controle, através de um neutralizador dinâmico viscoelástico.
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Figura 29: Conjunto experimental real.
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Figura 30: Sistema Não Linear Cúbico.
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Figura 31: Curva Experimental (variação crescente de frequência).
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Figura 32: Módulo de sinais.
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Figura 33: Amplicador.
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