In neural decoding, there has been a growing interest in machine learning on whole-brain functional magnetic resonance imaging (fMRI). However, the massive size discrepancy between the feature space and the training set poses serious challenges. Simply increasing the number of training examples is infeasible and costly. In this paper, we proposed a domain adaptation framework for wholebrain fMRI (DawfMRI) to improve whole-brain neural decoding on target data leveraging pre-existing source data. DawfMRI consists of three steps: 1) feature extraction from whole-brain fMRI, 2) source and target feature adaptation, and 3) source and target classifier adaptation. We evaluated its eight possible variations, including two non-adaptation and six adaptation algorithms, using a collection of seven task-based fMRI datasets (129 unique subjects and 11 cognitive tasks in total) from the OpenNeuro project. The results demonstrated that appropriate source domain can help improve neural decoding accuracy for challenging classification tasks. The best-case improvement is 8.94% (from 78.64% to 87.58%). Moreover, we discovered a plausible relationship between psychological similarity and adaptation effectiveness. Finally, visualizing and interpreting voxel weights showed that the adaptation can provide additional insights into neural decoding.
Introduction
Functional magnetic resonance imaging (fMRI) is a medical imaging technique that records the Blood Oxygenation Level Dependent (BOLD) signal caused by changes in blood flow (Ogawa et al., 1990) . Typically, an fMRI sequence is composed of MRI volumes sampled every few seconds, where each MRI 5 volume has over 100,000 voxels and each voxel represents the aggregate activity within about 2mm 3 volume. fMRI can measure the neural activity associated with multiple cognitive behaviors and examine brain function in healthy relative to disordered individuals. This makes fMRI very useful for neural decoding (Haynes and Rees, 2006 ) and brain disease diagnosis (Bullmore et al., 1999) , 10 which are both classification problems in machine learning. Moreover, both neural decoding and diagnosis require good machine learning models, as well as the capability of model interpreting and understanding which brain areas are important for classification. The primary challenge with using an fMRI dataset to train a machine learning model is that there are an enormous number of 15 voxels but relatively small number of training examples, e.g., typically less than one hundred per brain state. This makes accurate "out of sample" prediction a challenging problem.
Traditionally, this challenge is dealt with by preselecting voxels that belong to regions of interest (ROIs) (Poldrack, 2007) based on prior work and the estab-20 lished knowledge of domain experts, or by performing a "searchlight" analysis (Kriegeskorte et al., 2006) . While making the problem computationally more tractable, it may ignore a significant portion of information in fMRI, and drop potentially valid and superior solutions from consideration in the first place.
This technique uses all data relevant to a specific classification problem, but it does not leverage similarities among different classification problems.
In brain disease diagnosis, Ghafoorian et al. (2017) applied deep learning based domain adaptation to brain MRI for lesion segmentation. A convolutional neural network is trained on source domain of 280 patients and the last 70 several layers are fine-tuned on target domain of 159 patients. Wachinger et al. (2016) proposed an instance re-weighting framework to improve the accuracy of Alzheimer's Disease (AD) diagnosis by making the source domain data to have similar distributions as target domain data. Cheng et al. (2012 Cheng et al. ( , 2015a Cheng et al. ( ,b, 2017 proposed several workflows to perform domain adaptation to improve AD diag-75 nosis accuracy by leveraging data of mild cognitive impairment (MCI), which is considered as the early stage of AD.
Despite these progresses in the broad domain of neuroimaging, to the best of our knowledge, domain adaptation has not been studied systematically for whole-brain fMRI data. This paper proposes a Domain adaptation framework 80 for whole-brain fMRI (DawfMRI) to improve the classification performance of a target domain classification problem with the help of source domain data. This enables us to systematically study domain adaptation for whole-brain fMRI to evaluate and further develop feasible solutions, as well as to discover novel findings and identify key technical challenges. Our main contributions are twofold: 85 1. Workflow design and implementation: We formulated the DawfMRI framework consisting of three steps: 1) feature extraction from whole-brain fMRI, 2) source and target feature adaptation, and 3) source and target classifier adaptation. Under this framework, we identified a state-of-theart realization of each step and evaluated all eight possible variations, 90 including two non-adaptation and six adaptation algorithms. Our source code is available at: https://github.com/sz144/DawfMRI.
Results and interpretation:
We designed experiments systematically using a collection of tasks from the OpenNeuro/OpenfMRI 1 project. Results demonstrated a promising way of leveraging existing source data to 95 improve neural decoding on target data. We discovered a plausible relationship between psychological similarity and adaptation effectiveness.
We also provided visualization and interpretation to show how it works and provides additional insights.
Materials and Methods

100
OpenfMRI Data
We chose seven OpenfMRI datasets 2 used in the study reported in (Poldrack et al., 2013) . Table 1 lists the details of the selected datasets. OpenfMRI is a public fMRI data sharing project which focuses on whole-brain task-based fMRI data. It provides functional MRI data, with structural MRI and metadata. Both 105 functional and structural images are in the NIfTI format. The metadata record experiment-related information, such as onset time, length, and weighting.
The seven datasets contain 11 tasks in total. We used the same task ID as Poldrack et al. (2013) . Tasks 2, 3, 4 and tasks 8, 9, 10, respectively, are contributed by the same subjects. We used the original version (revision version 110 1.0.0) of each dataset. In total, there are 202 fMRI sequences from 129 unique subjects for run 1 and 188 sequences from 116 unique subjects for run 2. 1 We used the data from OpenfMRI project (https://openfmri.org/), now known as Open-Neuro (https://openneuro.org/). We will use OpenfMRI in the rest of this paper.
2 Data used in this paper are available at: https://legacy.openfmri.org/dataset/, now in the new BIDS format at OpenNeuro: https://openneuro.org/public/datasets 
Data Preprocessing Pipeline
We implemented a standard data preprocessing pipeline as shown in Table   2 , using FSL (Jenkinson et al., 2012) to process the data from OpenfMRI. The 115 output of one step will be the input of next step. The procedure has five steps:
1. Perform motion correction to the BOLD signal sequences from OpenfMRI using MCFLIRT (FSL).
2. Perform brain extraction to the BOLD data using BET (FSL).
3. Perform first-level analysis, to generate statistical parametric maps (SPMs) 120 (Friston et al., 1994 (Friston et al., , 1998 of contrasts for each experiment condition using FEAT (FSL). FSL design files are generated from the OpenfMRI onsets files using the custom code reimplemented from (Poldrack et al., 2013) .
3 Only 19 subjects were involved in run 2 for this task. 5. Vectorize the voxels from the Z statistic maps that fall within the standard MNI152 T1 2mm brain mask (distributed with FSL) using the Python package Nibabel (Brett et al., 2017) .
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The contrasts associated with each task represent differences between the 130 primary tasks and some baseline conditions. Rather than considering the influence of various baseline conditions, we conducted our experiments using the same single contrast per task as Poldrack et al. (2013) . The contrasts used are also reported in Table 1 .
Domain Adaptation for Whole-Brain fMRI 135
We formulated a domain adaptation framework for whole-brain fMRI (DawfMRI) as shown in Fig. 1 . This framework consists of three steps: feature extraction, feature adaptation, and classifier adaptation.
• Feature extraction aims to distill informative and non-redundant features from high-dimensional data to accelerate computation, reduce overfitting, 140 and facilitate interpretation. Whole-brain fMRI is very high-dimensional.
However, there are not as many meaningful components as the number Learned model can be visualized on a brain atlas for cognitive interpretation. of voxels. Thus there is high redundancy and feature extraction can be applied to reduce the dimension by identifying a more concise set of informative features, e.g. with principal component analysis or independent 145 component analysis.
• Feature adaptation is a domain adaptation scheme that utilizes the source domain samples for target model training. The motivation is to leverage the samples from a related (source) domain when the information provided by target domain samples is limited for training a good model. However, a 150 classifier trained on source domain data typically can not perform well for 8 classifying target samples. This is due to domain feature distribution mismatch, which means that the features in target and source domain do not follow the same probability distribution. The objective of feature adaptation is to minimize this mismatch by feature mapping or re-weighting 155 (Pan and Yang, 2010) . After feature adaptation, the samples from source domain can be used as additional samples for training the target model.
• Classifier adaptation is another domain adaptation scheme that aims at improving the classifier performance in a target domain using the knowledge, such as coefficients or parameters, from a pre-trained classifier. The 160 motivation is that when the information provided by target domain data is limited to train a good classifier, the discriminative information that a classifier learned from source data can be leveraged to train a better target classifier. It should be noted that classifier adaptation only emphasizes the performance on target domain. How the model will perform on 165 the source domain after adaptation is not considered.
Each step of DawfMRI can be optional. If all the three steps are skipped, we train a classifier directly on the whole-brain data. To study DawfMRI systematically, we employ a state-of-the-art method for each step in DawfMRI: independent component analysis (ICA) (Hyvärinen and Oja, 2000) for feature 170 extraction, transfer component analysis (TCA) (Pan et al., 2011) for feature adaptation, and cross-domain SVM (CDSVM) (Jiang et al., 2008) for classifier adaptation. Table 3 lists the key notations used for easy reference.
Feature Extraction by ICA
ICA is a popular method for fMRI feature extraction. In our experiments, 175 we firstly performed spatial smoothing on the SPMs obtained from the fourth step in Table 2 . Then we performed ICA on whole-brain smoothed SPMs using MELODIC (FSL) (Beckmann and Smith, 2004) .
Remark:
The feature extraction step does not differentiate source or target domains. It is unaware of the distribution difference between the two domains 
Feature Adaptation by TCA
TCA aims to find a feature mapping to minimize the mismatch between target and source distributions. Maximum mean discrepancy (MMD) (Borgwardt et al., 2006) is employed as the distribution mismatch metric. Given source
where n S and n T denote the numbers of samples of X S and X T respectively, and D denotes the input feature dimension. MMD between the two domains is
where H denotes a reproducing kernel Hilbert space (RKHS) (Berlinet and Thomas-Agnan, 2011), k(·, ·) denotes a kernel function, such as linear, RBF, and polynomial, x Si and x T j are the ith and jth sample of X S and X T , respectively. TCA aims at minimizing marginal distribution mismatch, i.e, P (X S ) = P (X T ). The objective is to learn a feature representation Z S and Z T by mapping the input data to a feature space where the MMD between the two domains is minimized, i.e., P (Z S ) ≈ P (Z T ). Equation (1) can be rewritten
L ∈ R n×n is:
and n = n S + n T . To minimize MMD, TCA employs a dimension reduction approach. A matrixŨ ∈ R n×d is used to map the kernel features to a ddimensional space (d n S + n T ), then we obtain a new kernel matrix
We can considerK as the inner product of the new representation Z
In addition, scatter matrix U KHKU (Fukunaga, 1990) is employed for preserving the properties (variance) of X S and X T , where H ∈ R n×n is a centering matrix (Marden, 2014) . Consequently, the learning objective becomes
where I d ∈ R d×d is an identity matrix, λ is a tradeoff parameter for regularization. Denoting Γ = diag(γ 1 , . . . , γ d ) as Lagrange multipliers, we can derive the Lagrange function for Eq. (6) as
Setting ∂L ∂U = 0, we obtain generalized eigendecomposition problem
Finally, U can be learned by solving Eq. (8) for the d smallest eigenvectors. CDSVM is a kind of SVM classifier that can utilize the support vectors learned by a pre-trained standard SVM to find a better decision boundary for target samples. Each source support vectors will be re-weighted according to its average distance to the target (training) feature vectors, and then the SVM classifier will be trained with the target training samples and re-weighted source support vectors. We learn the decision function of CDSVM f (x) = w x by optimizing the following objective: where D t l represents the labeled (training) target domain data, V s denotes a matrix composed of all source support vectors, M is the number of samples in D t l , K is the number of source support vectors in V s , v s j is the jth source support vector in V s , ξ i andξ j are slack variables for the ith target feature vector and 190 jth source support vector respectively, C is a hyperparameter controlling the trade-off between the slack variable penalty and the SVM soft margin, σ(v s j , D t l ) is a function that evaluates the distance between v s j and D t l , and β is a hyperparameter controlling the influence of the source support vectors, larger value of β leads to the less influence of source support vectors, and vice versa. 
Visualizing Decoding Model Coefficients for Interpretation
The final classifier coefficients (or weights) indicate the significance of the features for discriminating two classes. This can facilitate the interpretation, e.g. understand which brain areas are important for distinguishing two cognitive tasks. We developed a method to map the weights in lower dimension back to the original input (high-dimensional) space for interpretation. To achieve this, we chose a linear kernel in TCA, SVM and CDSVM. We consider the setting of applying TCA+SVM (or TCA+CDSVM) to whole-brain data. When feature extraction (ICA) is performed, one more step will be required to map the weights in the IC space to the whole-brain space, e.g. by GIFT (Calhoun et al., 2001 ).
Using the same notations above, we have data X ∈ R D×n composed of target and source data, TCA learned a feature transformation U ∈ R n×d , and SVM learned coefficients w ∈ R d×1 . According to Eq. (5), the features transformed by TCA can be represented as Z ∈ R d×n = U X X. Thus for an arbitrary 13 sample x ∈ R D×1 , its transformed feature z ∈ R d×1 = U X x. The prediction for its class made by the classifier iŝ
where sgn is the sign function extracts the sign of a real number (1 for positive, -1 for negative). Letŵ ∈ R 1×D = w U X , we obtain y = sgn(ŵx).
Hence,ŵ contains the weights corresponding to each voxel in whole brain space for final prediction (shown in Fig. 2 ). This enable us to visualize the weights in a 3D brain atlas for interpretation, e.g. by Nilearn (Abraham et al., 2014) .
Experimental Results
200
Experiment Settings and Evaluation Methods
Our experiments will focus on using domain adaptation to improve performance on challenging binary classification problems that require distinguishing brain states associated with different cognitive tasks. Thus, we only considered the most basic scenario, specifically, both target and source classification 205 problems are binary. We studied DawfMRI in the setting of one-to-one domain adaptation only. This means that one target domain will be leverage only one single other set of source domain data.
Algorithm Setup
We evaluated eight possible variations of the DawfMRI framework, including As mentioned in Sec. 2.4, we used a linear kernel in TCA, SVM, and CDSVM 220 for interpretability. We optimized hyperparameters on regular grids of log scale for each algorithm. We searched for the best C and µ values within the range [10 −3 , 10 3 ] and [10 −5 , 10 5 ] for SVM and TCA, respectively. For CDSVM, we searched for best C and β values exhaustively in [10 −3 , 10 3 ]. We also varied the feature dimension of ICA and TCA output from 2 to 100 (2, 10, 20, 50 and 225 100), and the algorithms were optimized with the best feature dimensions.
Target and Source Domain Setup
The experimental data are from the set of whole-brain SPMs associated with the 11 contrasts (one per run per task) for each subject obtained from the preprocessing pipeline in Sec. 2.2. These contrasts isolate task-related brain 230 activity relative to a baseline condition. We expect the classification problems with lower prediction accuracy have higher potentiality of improvement. Hence, we focused on the target domain pairs that were the most difficult to classify.
We determined these pairs by performing multi-class classification with two methods, SVM and ICA+SVM, and then chose the task pairs that were the 235 most confusable.
Specifically, we first applied a linear SVM implemented in the Python package Scikit-learn (Pedregosa et al., 2011) to whole-brain SPMs of all eleven classes without feature extraction to do multi-class classification. Figure 3 shows the 10-fold cross-validation results as a confusion matrix. The classification results 240 indicate that Tasks 1 and 6 were often confused with other tasks. Task 1 was misclassified as Task 22 more than half the time. Task 6 was the least accurately classified overall, of which the samples were often misclassified as Tasks 3, 21, or 22. We noted that samples from Task 3 can also be misclassified as Task 6.
We then repeated the multi-class classification analysis in a low-dimensional itatively similar to those in Figure 3 .
Selected targets: Based on the results above, we selected the following three target domains (see Table 1 for details of the cognitive tasks) for subsequent experiments. Each domain is defined by as a pair of tasks to be classified: These selected pairs are confirmed later in our adaptation effectiveness study (see Fig. 6 ) to be among those benefiting the most from domain adaptation.
255
Source selection and class labels: When using one pair of tasks as the target domain data, the remaining nine tasks are combined pairwise to give 36 unique pairs, each of which is a candidate source domain. For each pair, one task is labeled 1 and the remaining task is labeled −1, also called positive and negative classes, respectively. We also studied an alternative setting with the 260 labels for source domain tasks reversed in adaptation algorithms.
Evaluation Methods
We performed 10 × k-fold cross-validation (CV) evaluation, with k = 2, 5, and 10, corresponding to using 50%, 80%, and 90% of available target domain samples for training. All training samples were sampled uniformly at random 265 for cross validation. CV was only applied to target domain samples. Source domain samples all used for training without holdout for testing when performing domain adaptation. We will report the mean classification accuracy with standard derivations for performance evaluation. To study the statistical significance of the results obtained by adaptation algorithms compared to those by 270 non-adaptation algorithms, we will report the p-values of paired t-tests results.
Applying CDSVM directly to the whole-brain SPMs ran out of 50GB memory, so we were unable to complete the analysis. Experimental results for the remaining seven algorithms will be reported in the following section. The largest accuracy improvement was obtained by TCA+CDSVM with source 22 vs 9. This improves over the best non-adaptation method (SVM) by 8.94%
Classification Performance Comparisons
(from 78.64% to 87.58%). 1 vs 21 3 vs 4 10 vs 9 21 vs 2 4 vs 5 5 vs 8 22 vs 9 1 vs 10 9 vs 3 5 vs 9 3 vs 10 4 vs 21 1 vs 21 3 vs 4 5 vs 9 Figure 5 depicts the classification accuracy of seven algorithms. We fixed the target and source to observe how the algorithms perform on different sizes of training data (10/5/2-fold CV). The target domain is 3 vs 6, and the source domain is 10 vs 1. We presented the results with respect to this particular target 290 and source domain because 3 vs 6 is a balanced classification problem, and it yielded the most consistent pattern of improvement over the non-adaptation algorithms for all of the adaptation algorithms. Note that this source domain was not necessarily optimal in all cases.
Performance on Different Training Sample Sizes
The best performance 85.60% was given by TCA+CDSVM, under the 10-295 fold CV (10-CV). Further paired t-tests between the best adaptation results and the best non-adaptation results were statistically significant for 10-CV and 5-CV 
Sensitivity to Source Domain
For studying the adaptation effectiveness of different source domains over different target domains, we applied TCA+CDSVM and SVM to all possible combinations of the 11 tasks as target domain. Figure 6 shows the ob-305 tained accuracy. The target domains are sorted by their largest improvements (TCA+CDSVM over SVM). A psychological interpretation will be given in Sec.
4.1.
We can observe the effectiveness of domain adaptation was affected by the source domain, and TCA+CDSVM did not consistently outperform SVM. This 310 is called "negative transfer" (Pan and Yang, 2010) .
We can also observe that the maximum improvements show a negative correlation with the baseline SVM accuracy. For high SVM accuracy, TCA+CDSVM can hardly perform better, instead worse in many cases (e.g. 8 vs 22, 2 vs 6). This is consistent with our expectation, that domain adaptation is effective for more challenging problems. This is the method behind our target selection strategy in Sec. 3.1.2.
Effectiveness of Each DawfMRI Step
In feature extraction, ICA can extract informative features from high-dimensional whole brain data. By comparing the results in Fig. 4 , we can observe that ICA+SVM outperform SVM for the targets 1 vs 22 and 6 vs 22. For target 3 vs 6, the accuracy obtained by ICA+SVM is slightly lower than the one obtained by SVM. Considering the much lower dimension of ICs compared with the dimension of whole-brain data, ICA is an effective feature extractor.
In feature adaptation, TCA can extract common and useful features across 
Analysis and Discussion
This section will further analyze DawfMRI with two objectives: 1) exploring 340 whether adaptation effectiveness is related to psychological similarities between tasks, 2) understanding how domain adaptation improves neural decoding by visualizing the model coefficients.
Psychological Interpretation of Source Domain Effectiveness
Domain adaptation effectiveness is closely related to meaningful relation-345 ships between the target and source domains. On the other hand, psychological experiments are intrinsically related by the cognitive mechanisms that support the ability to perform the task. Hence, we expect the cognitive similarity between a set of tasks to be predictive of whether or not domain adaptation will be effective. 
Psychological Similarity Study
We explored this by modeling the probability of domain adaptation with TCA+CDSVM being effective as a function of the psychological similarity between tasks within and across domains. In order to estimate the psychological similarity, we began by associating each task with a set of cognitive functions 355 that it relies on. The associations were defined by referring to the cognitive concepts in Cognitive Atlas (Poldrack et al., 2011) . Out of the 11 tasks in Table   1 , 10 were associated with a number of cognitive functions (min = 5, max = 13, median = 7); the mixed event related probe (task 4) had an incomplete entry and so it was excluded from these and further studies. There were 42 functions 360 in total, and each task was represented as a binary feature vector. The psychological similarity among each pair of tasks was taken to be the cosine similarity between their feature vectors.
Because each domain is composed of a pair of tasks, the similarity between the target and source domains in each model is associated with four pairwise 365 task similarities. The overall psychological similarity between each pair of domains was estimated by averaging the four relevant pairwise similarities. We will refer to this estimate as Cross-Domain Similarity (CDSim), the similarity This study focused on 504 target and source combinations of the classification problems with no more than 90% in accuracy obtained by whole-brain SVM. Of these 504 models, 261 was improved. We labeled them as improved or not improved to train a logistic model. This binary outcome was firstly re-375 gressed on the three aforementioned variables, CDSim, TDSim, and SDSim. We also ran a version of this model to include the accuracy of the basic SVM in the target domain (TDSVM Acc) as a covariate, to control for overall difficulty and statistically remove this from the other variables. The variables were standardized to have a mean of zero and standard deviation of one before fitting the 380 model. Table 4 lists the statistics of the four variables. 
. Source Selection Validation
We also adopted leave one target domain out strategy to learn to "select" an appropriate source domain. For the hold out target domain, we selected the domain with the highest likelihood of accuracy improvement given by the logistic model as source. Then we compared the real improvement of using the selected 395 source data with random source selection (mean improvement) for TCA+SVM, TCA+CDSVM, and ICA+TCA+SVM. Results showed that psychological similarity based source selection are 0.0068, 0.0065, and 0.0371 higher than random selection respectively, and it can help source selection.
In addition, we did the same analysis to TCA+SVM to compare MMD-based 400 source selection with random source selection. We computed the MMDs for all possible target and source combination using Eq. (5) after applying TCA, as well as the accuracy of respective TCA+SVM. Results showed that selecting source domains with smallest MMD can achieve 0.064 higher on average in accuracy than random source selection. through domain adaptation will provide insight into how these methods work, computationally, and the kind of cognitive similarity that is being leveraged through domain adaptation. If we consider the set of voxels with high weights in magnitude and occur in clusters in each model, where do these clusters exist in the brain, and how much do the voxel sets in the target domain, source 415 domain, and adapted models overlap?
To visualize such models, we studied the case that showed the most dramatic improvement in classification accuracy through domain adaptation. Figure 7 shows the voxels where the corresponding coefficients of four models (target SVM, source SVM, TCA+SVM, and TCA+CDSVM) are weighted in the 99th 420 percentile by magnitude and occur in clusters of at least 20 voxels. In this case, the target and source domain SVMs place their important voxels in completely different areas. Not only is there no overlap, but the supra-threshold voxels in each model are sampled from different lobes of the brain: the target domain SVM is associated primarily with supra-threshold voxels in the frontal lobes, 425 while the source domain SVM is associated primarily with supra-threshold voxels in the occipital lobe and sensory motor cortex. The distribution of weight is so different between source and target models, but adaptation can be nevertheless very effective.
We then overlaid the adapted models from TCA+SVM and TCA+CDSVM.
(a) Overlap in Improved Models (b) Overlap in not Improved Models The TCA+SVM has substantial overlap with the source domain, and nearly no overlap with the target domain model. This substantial overlap, however, is only about 1/3 of the supra-threshold voxels in the TCA+SVM model. The remaining 2/3 are completely distinct from either the target or source model, indicating that information from the source domain has revealed a different 435 dimension along to which to dissociate the tasks in the target domain than was apparent in the target data in isolation.
This general pattern is echoed in the model adapted with TCA+CDSVM, except that in this case there is virtually no overlap with the source domain and there is instead modest overlap with the target domain. Again, the adapted 440 model is largely associated with supra-threshold voxels that do not overlap with either the target or source SVMs. Thus, the adaptation procedure has provided additional insight into the classification problem, exploiting information that is more than the simple sum of the target and source domain models.
We further extended this study to analyze the overlapped voxels in the four 445 aforementioned models for all of the of target and source combinations under the threshold of TDSVM Acc ≤ 90. For each target and source pair, there is a 15 element vector, which encodes all possible relationship between the four models. On one hand, there is a clear effect that each model identifies a fairly distinct set of voxels (row 4 and 8 in Fig. 8a) , which are larger than the number overlapped voxels between non-adaptation and adaptation models. On the other hand, by comparing the results shown in row of 5, 6, 9 and 10 of Fig. 8a , we can find that TCA+SVM overlaps with the source domain SVM much more than the target 455 domain SVM, and the opposite is true for the TCA+CDSVM.
Technical Challenges
Through this work, we have identified two technical challenges in DawfMRI.
One is how to select a good source domain automatically (without exhaustive testing/validation) to reduce or even avoid "negative transfer", as observed in 460 our experiments. The plausible relationship between psychological similarity and adaptation effectiveness in Sec 4.1 can lead to a better than random solution.
However, it is not the optimal selection of sources. The other challenge is how to make use of multiple source domains to further improve the classification performance. We can see such a need when observing that domain adaptation 465 is not effective when the number of training samples is very small, from the 2-CV results in Fig. 5 . We need to carefully leverage the positive effects from each source domain while minimizing the potential negative impacts, which needs a smart, adaptive procedure to be introduced. We consider both challenges are important directions to explore in the future.
Conclusion
In this paper, we proposed a domain adaptation framework for whole-brain fMRI (DawfMRI). DawfMRI consists of three key steps: feature extraction, feature adaptation and classifier adaptation. We employed three state-of-theart algorithms, ICA, TCA and CDSVM, for DawfMRI. We studied two non-475 adaptation algorithms and six possible adaptation algorithms on task-based whole-brain fMRI from seven OpenfMRI datasets. Results show that DawfMRI can improve the classification performance for challenging binary classification tasks. We also observed "negative transfer" in the experiments, which indicates domain adaptation does not always give better performance and should be used 480 with care. Furthermore, we made a preliminary attempt in interpreting our how the models work, and pointed out two important research directions to pursue in future work. We will further enhance the DawfMRI framework and tackle the two technical challenges.
