We make use of the extant testing methodology of and Aït-Sahalia and Jacod (2009a,b,c) to examine the importance of jumps, and in particular "large" and "small" jumps, using high frequency price returns on 25 stocks in the DOW 30 and S&P futures index. In particular, we examine jumps from both the perspective of their contribution to overall realized variation and their contribution to predictive regressions of realized volatility. We find evidence of jumps in around 22.8% of the days during the 1993-2000 period, and in 9.4% of the days during the 2001-2008 period, which implies more (jump induced) turbulence in financial markets in the previous decade than the current decade. Also, it appears that frequent "small" jumps of the 1990s have been replaced to some extent with relatively infrequent "large" jumps in recent years. Interestingly, this result holds for all of the stocks that we examine, supporting the notion that there is strong comovement across jump components for a wide variety of stocks, as discussed in Bollerslev, Law and Tauchen (2008) . In our prediction experiments using the class of linear and nonlinear HAR-RV, HAR-RV-J and HAR-RV-CJ models proposed by Müller, Dacorogna, Davé, Olsen, Puctet, and Von Weizsäckeret (1997), Corsi (2004) and Andersen, Bollerslev and Diebold (2007), we find that the "linear" model performs well for only very few stocks, while there is significant improvement when instead using the "square root" model. Interestingly, the "log" model, which performs very well in their study of market indices, performs approximately equally as well as the square root model when our longer sample of market index data is used. Moreover, the log model, while yielding marked predictability improvements for individual stocks, can actually only be implemented for 7 of our 25 stocks, due to data singularity issues associated with the incidence of jumps at the level of individual stocks.
Introduction
In recent years, a sustained effort in the financial econometrics research community has been undertaken in order to further understand the underlying structure of asset returns. In one branch of this research, methods for testing whether log return processes have jumps has been formalized.
A very few of the key contributions in this area include: Aït-Sahalia (2002), Carr et al., (2002) , Carr and Wu (2003) , Huang and Tauchen (2005) , Barndorff-Nielsen and Shephard (BNS: 2006) , Woerner (2006) , Cont and Mancini (2007) , Jiang and Oomen (2008) , Lee and Mykland (2008) , Tauchen and Todorov (2008) , and Aït-Sahalia and Jacod (2009a,b,c) .
In an important paper, Huang and Tauchen (2005) find evidence of jumps for S&P cash and future (log) returns from 1997 to 2002 in approximately 7% of the trading days. Their test requires the jump component to be a compound Poisson process. Several authors, including Cont and Mancini (2007) , Tauchen and Todorov (2008) and Aït-Sahalia and Jacod (2009c) have taken the analysis of jumps one step further by developing tests to ascertain whether the process describing an asset contains "infinite activity jumps" -those jumps that are tiny and look similar to continuous movements, but whose contribution to the jump risk of the process is not negligible. Cont and Mancini (2007) implement their method of testing for the existence of infinite activity jumps using foreign exchange rate data, and find no evidence infinite activity jumps. Aït-Sahalia and Jacod (2009c) estimate that the degree of activity of jumps in Intel and Microsoft log returns is approximately 1.6, which implies evidence of infinite activity jumps for these, and possibly many other stocks. Anderson, Bollerslev and Diebold (ABD: 2007) find that separating out the volatility jump component results in improved out-of-sample volatility forecasting, and find that jumps are closely related to macroeconomic announcements. In summary, it is now generally accepted that many return processes contain jumps.
In this paper, we first add to the burgeoning literature on this topic by using a simple procedure for decomposing high frequency return jumps into "small" and "large" jumps, and by empirically examining the properties of these different types of jumps via examination of the degree of jump activity and the contribution of jump variation to total quadratic variation. The impetus for our research stems from the fact that while "small" jumps may or may not play an important role in financial decision making and asset allocation, "large" jumps almost certainly do play an important role, and hence directly testing for jumps and then characterizing their degree of activity and varia-tion magnitude is of particular interest to applied practitioners. There are many precedents to our empirical analysis, although our paper is closest to Huang and Tauchen (2005) and ABD (2007) and Aït-Sahalia and Jacod (2009a) , and indeed our empirical analysis is meant to build on the empirical findings of those papers. Thereafter, we revisit class of HAR-RV prediction models.proposed by Müller, Dacorogna, Davé, Olsen, Puctet, and Von Weizsäckeret (1997) and Corsi (2004) and the extension thereof to linear and nonlinear HAR-RV-J and HAR-RV-CJ models examined by ABD (2007) . These models utilize realized measures of jump and continuous components of asset return in order to assess realized volatility predictability.
Our approach in this empirical paper is to implement recent theoretical advances in the areas of jump testing and the characterization of continuous time processes with jumps in order to isolate and examine jumps with magnitude larger than level  (and smaller than ), for some given constant value of . In particular, we first examine whether there are jumps in the process describing the dynamics of an asset return by using methodology in Huang and Tauchen (2005) , BNS (2006), Jacod (2007) , and Aït-Sahalia and Jacod (2009b) . The idea underlying their methods is to track the distance between the variation of the continuous component and the overall quadratic variation of a given log return process. Of note is that BNS (2006) provides methodology appropriate for processes with finite activity jumps, although we also allow for infinite activity jumps in this paper, as we take advantage of the limit theory developed for this purpose in Jacod (2008) and Aït-Sahalia and Jacod (2009b) . Once jumps are found, we truncate the process in order to isolate those jumps with size larger than  and construct a realized measure of the variational contribution of large and small jumps to total variation.
One potential use of our approach is in jump risk assessment and management. For example, financial managers may be interested in knowing not only the probability of jumps, but also the probability that jumps of certain pre-defined "large" magnitudes will occur. This is an important distinction, particularly given that, as shown by Aït-Sahalia and Jacod (2009a,c) , infinite activity jumps are present in the dynamics of some asset returns. However, such jumps, when of small magnitude, may not only be difficult to distinguish (in practice) from the continuous component of the process, but may not be of as serious concern to financial planners as "large" jumps. In this sense, it may be of empirical interest not only to test for jumps in general, but also to check for jumps of varying magnitudes, and to characterize the contribution of such jumps to total variation.
In particular, the partitioning of jumps into those that are "small" and "large" allows us to uncover empirical evidence concerning what type of jumps are contributing to overall jump variation. This is also potentially of interest in macroeconomics, for example, as it may turn out that larger but less frequent jumps characterize periods of economic recession, while smaller jumps characterize expansionary periods, say. More generally, jump frequency and magnitude (i.e. jump risk) may play an important role in dating business cycle turning points. Moreover, it is already known from ABD (2007) that many significant jumps are associated with specific macroeconomic news announcements, and our approach provides a simple framework from within which this finding can be further explored.
In our empirical analysis, we examine high frequency data for 25 stocks in the DOW 30, using 5 minute interval observations, and for the sample period from 1993 to 2008. Some of the stocks in our dataset, (e.g. Microsoft and Intel) have been found to be characterized by infinite activity jumps by Aït-Sahalia and Jacod (2009b,c) , and therefore do not belong to the class of finite activity jump processes that BNS (2006) has often been applied to. This fact underscores the importance of the recent papers by Jacod (2008) , Tauchen and Todorov (2008) and Aït-Sahalia and Jacod (2009a,b,c) , where new limit theory applicable to infinite activity is implemented and developed.
In the first part of our empirical analysis, we find evidence of jumps in around 22.8% of the days in the 1993-2000 period, and 9.4% in the 2001-2008 period. This degree of jump activity implies more (jump induced) turbulence in financial markets in the previous decade than the current decade. However, and as expected, the prevalence of "large" jumps varies across these periods. (Note that we examine large jumps by picking 3 different fixed  levels, corresponding to 50 75 and 90 percentiles of samples of the monthly maximum return increments, i.e. our monthly "abnormal event" samples.) In particular, large jump activity increases markedly during the 2001-2008 period, with respect to its contribution to the realized variation of jumps and with respect to the contribution of large jumps to the total variation of the (log) price process. This suggests that while the overall role of jumps is lessening, the role of large jumps has not decreased, and indeed, the relative role of large jumps, as a proportion of overall jumps has actually increased in the 2000s. Note that this result holds on avergae across all 25 stocks examined. In summary, it appears that frequent "small" jumps of the 1990s have been replaced with relatively infrequent "large" jumps in recent years. Interestingly, this result holds for all of the stocks that we examine, supporting the notion that their is strong comovement across jump components for a wide variety of stocks, as discussed in Bollerslev, Law and Tauchen (2008) .
In the second part of our empirical analysis, we revisit the HAR-RV models discussed above.
However, we examine predictive ability regressions for our 25 individual stocks rather than for stock market indices as ABD (2007) do. This allows us to assess whether their findings hold for individual stocks. We find that the "linear" model performs well for only very few stocks, while there is significant improvement when instead using the "square root" model. Interestingly, the "log" model, which performs very well in their study of market indices, performs approximately equally as well as the square root model when our longer sample of market index data is used.
Moreover, the log model, while yielding marked predictability improvements for individual stocks, can actually only be implemented for 7 of our 30 stocks, due to data singularity issues that are likely associated with the incidence of jumps at the level of individual stocks.
The rest of the paper is organized as follows: Section 2 discusses the model and assumptions, and Section 3 summarizes results from the extant testing and prediction literatures that are used in the sequel. Section 4 contains the results of our empirical analysis of 25 of the DOW 30 stocks, and concluding remarks are contained Section 5.
Model and Assumptions
In this section, we follow the general set-up of Aït-Sahalia and Jacod (2009b) . Consider the filtered probability space (Ω  (  ) ≥0   )  in which (  ) ≥0 is denoted as a filtration (i.e., a family of subsigma algebra   of  being increasing  :   ⊂   if  ≤ ). The log price process,   = (  ) is assumed to be an Itô semimartingale process that can be written as:
where
is the continuous semimartingale component of the process, which is the sum of a local martingale plus an adapted process with finite variation component. Additionally, ∆  is a jump at time , defined as:
Given this definition, the jump part of   in the time interval [0 ] is defined to be P ≤ ∆  . Note that when the jump is a Compound Poisson Process (CPP) -i.e. a finite activity jump process -then it can be expressed as:
where   is number of jumps in [0 ]   follows a Poisson process, and the   ' are i.i.d. and are the sizes of the jumps. The CCP assumption has been widely used in the literature on modeling, forecasting, and testing for jumps. However, recent evidence suggests that processes may contain infinite activity jumps -i.e. infinite tiny jumps that look similar to continuous movements. In such cases, the CCP assumption is clearly violated, and hence we draw in such cases on the theory of Jacod (2008) and Aït-Sahalia and Jacod (2009b,c) when applying standard BNS (2006) type jump tests.
The empirical evidence discussed in this paper involves examining the structure of the jump component of the log return process,    using one historically observed price sample path
The increment of the process at time ∆  is denoted by:
For convenience, we consider the case  = ∆  in the sequel. 1 Moreover, note that for a given level of    0 equation (1) can be written as:
where  |∆≥| is an indicator which equals 1 for |∆  | ≥ and 0 otherwise. Thus, once the process is found to have jumps, the jumps process can be decomposed into 2 components. One contains jumps with size larger than  (large jumps) and the other contains jumps with size smaller than  (small jumps). In the next section, we summarize various important features of the extant literature on jump testing and the use of it in realized volatility forecasting.
3 Testing for Jumps and Decomposing Jumps
Testing for jumps
In this section, we review some theoretical results relating to testing for jumps, namely testing
In pioneering work, BNS (2006) proposes a robust and simple test for a class of Brownian Itô Semimartingales plus Compound Poisson jumps. In recent work, Aït-Sahalia and Jacod (2009b) among others develop a different test which applies to a large class of Itô-semimartingales, and allows the log price process to contain infinite activity jumps -small jumps with infinite concentrations around 0. In this paper, we follow the jump test methodology of Huang and Tauchen (2005) as well as , which looks at the difference between the continuous component and total quadratic variation in order to test for jumps. However, we make use of the limit theorems developed and used by Jacod (2008) and Aït-Sahalia and Jacod (2009b) in order to implement the Barndorff -Nielsen and Shephard (2006) type test under the presence of both infinite activity and finite activity jumps (see Section 4 for further discussion).
A simplified version of the results of the above authors applied to (1) for the one-dimensional case is as follows. If the process  is continuous, let  () =   (exponential growth), let    be the law  (0  2  ) and let    ( ) be the integral of  with respect to this law. Then:
Here,  −  denotes stable convergence in law, which also implies convergence in distribution. For  = 2 the above result is the same as BNS (2006) . More generally:
or q
where  is constant and where R  0  2   is known as the integrated volatility or the variation of the continuous component of the model and R  0  2   is integrated quarticity. From the above result, notice that if the process does not have jumps, then P  =1 (∆   ) 2  which is an approximation of quadratic variation of the process, should be "close" to the integrated volatility. This is the key idea underlying the BNS (2006) Turning again to our discussion of volatility and quarticity, note that in a continuation of work initiated by Barndorff-Nielsen and Shephard (2004) , Barndorff-Nielsen, Graverson, Jacod, Podolskij, and Shephard (2006) and Jacod (2007) develop general so-called multipower variation estimators of R  0     in the case of continuous semimartingales and semimartingales with jumps, respectively, which are based on  instead of bipower variation,  11  is that it is more robust to clustered jumps. Denote the estimators of R  0  2   and
 and c , and note that:
and
where   = (||  ) and  is a  (0 1) random variable.
Regardless of the estimator that is used, the appropriate test hypotheses are: If we use multi-power variation, under the null hypothesis the test statistic which directly follows from the CLT mentioned above is:
and the so-called jump ratio test statistic is:
Of note is that an adjusted jump ratio statistic has been shown by extensive Monte Carlo experimentation in Huang and Tauchen (2005) , in the case of CCP jumps, to perform better than the two above statistics, being more robust to jump over-detection. This adjusted jump ratio statistic is: 
Large Jumps and Small Jumps
There is now clear evidence that jumps are prevalent in equity market. For example, Huang and Tauchen (2005) construct the above jump test statistics, and find that jumps contribute about 7%
to the total variation of daily stock returns. Aït-Sahalia and Jacod (2009b) not only find jumps but given the existence of jumps, they look more deeply into the structure of the jumps, and for
Intel and Microsoft returns they find evidence of the existence of infinite activity jumps.
An important focus in our paper is to the decomposition of jumps into "large" and "small" components so that we may assess their contributions to the overall variation of the price process.
In particular, for some fixed level , define large and small jump components as follows, respectively:
The choice of  may be data driven, but in this paper we are more concerned with scenarios where there is some prior knowledge concerning the magnitude of . For example, under various regulatory settings, capital reserving and allocation decisions may be based to a large extent on the probability of jumps or shocks occurring that are of a magnitude greater than some known value,
. In such cases, planners may be interested not only in knowledge of jumps of magnitude greater than , but also in characterizing the nature of the variation associated with such large jumps. The procedure discussed in this section can readily be applied to uncover this sort of information.
Realized measures of daily jump variation
The partitioning of variation due to continuous and jump components can be done, for example, using truncation based estimators which have been developed by Mancini (2001 Mancini ( ,2004 Mancini ( ,2009 ) and Jacod (2008) . One can also simply split quadratic variation into continuous and jump components by combining various measures of integrated volatility, such as bipower or tripower variation and realized volatility. Andersen, Bollerslev, and Diebold (2007) do this, and construct measures of the variation of the daily jump component as well as the continuous component. In this paper we use their method, but apply it to both small and large jumps. In particular, once jumps are detected, the following risk measures introduced by Andersen et al. (2007) are constructed:
is the daily realized volatility (i.e. a measure of the variation of the entire (log) stock return process),   is an indicator taking the value 0 if there are no jumps and 1 otherwise, and  is the number of intra-daily observations. One can then calculate daily jump risk. Note that in these formulae, the variation of the continuous component has been adjusted (i.e. the variation of the continuous component equals realized volatility if there are no jumps and equals c   if there are jumps). In addition, note that
as  goes to infinity 3 . Thus, the contribution of the variation of jumps with magnitude larger than  and smaller than  are denoted and calculated as follows:
Realized measure of large jump variation:
where   is defined above and   is an indicator taking the value 1 if there are large jumps and 0 otherwise. This condition simply implies that large jump risk is positive if the process has jumps and has jumps with magnitude greater than  Now we can write the relative contribution of the variation of the different jump components to total variation in a variety of ways: 
Linear and Nonlinear HAR-RV, HAR-RV-J AND HAR-RV-CJ Models
The realized measures summarized in previous section have been utilized to forecast future realized volatility by several authors. In a key paper in this forecasting literature, ABD (2007) develop Linear, Square Root and Log HAR-RV, HAR-RV-J and HAR-RV-CJ classes of models (see above for further details). The HAR-RV formulation is based on an extension of the so-called Heterogeneous ARCH, or HARCH, class of models analyzed by Müller et al. (1997) , in which the conditional variance of the discretely sampled returns is parameterized as a linear function of the lagged squared returns over the identical return horizon together with the squared returns over shorter return horizons. The authors find that there is an improvement by incorporating jumps in these models, and their class of log HAR-RV, HAR-RV-J and HAR-RV-CJ models performs the best. We revisit this class of models but focus on the predictive performance of the models applied to individual stock returns, as opposed to market indices. The models are specified as follows:
First, define the multi-period normalized realized variation for jump and continuous components as the sum of the corresponding one-period measures. Namely:
where  = 1 2 . Note that in the case where  = 1,  +1 =  +1 . Also,  = 5 and  = 22 refer to measures of weekly and monthly volatilities, respectively. The class of linear models includes:
HAR-RV Model (Model Type 1)
The class of square root models includes:
Square Root HAR-RV Model (Model Type 1)
Finally, the class of log linear models includes:
We now turn to the results of our empirical investigation using the above methodology.
Empirical Findings

Data description
We use a large tick by tick dataset of 25 DOW 30 stocks available for the period 1993-2008. The data source is the TAQ database. We use only 25 stocks because we purge our dataset of those stocks that not frequently traded or are not available across the entire sample period. For the market index, we follow several other papers and look at S&P futures. We also follow the common practice in the literature of eliminating from the sample those days with infrequent trades (less than 60 transactions at our 5 minute frequency).
One problem in data handling involves determining the method to filter out an evenly-spaced sample. In the literature, two methods are often applied -previous tick filtering and interpolation (Dacorogna, Gencay, Müller, Olsen, and Pictet (2001) ). As shown in Hansen and Lund (2006) , in applications using quadratic variation, the interpolation method should not be used, as it leads to realized volatility with value 0 (see Lemma 3 in their paper). Therefore, we use the previous tick method (i.e. choosing the last price observed during any interval). We restrict our dataset to regular time (i.e. 9:30am to 4:00pm) and ignore ad hoc transactions outside of this time interval. To reduce microstructure effects, the suggested sampling frequency in the literature is from 5 minutes to 30 minutes 4 . As mentioned above, we choose the 5 minute frequency, yielding a maximum of 78 observations per day.
Jump and Large Jump Results
We implement our analysis in two stages. In the first stage we test for jumps and in second stage we examine large jump properties, in cases where evidence of jumps is found. The list of the companies for which we examine asset returns is given in Table 1 , along with a summary of our jump test findings. The rest of the tables and figures summarize the results of our empirical investigation.
Before discussing our findings, however, we briefly provide some details about the calculations that we have carried out.
All daily statistics are calculated using the formulae in Sections 3 with:
4 See Aït-Sahalia, Y., Mykland, P. A., and Zhang, L. (2005) ∆  = 1  = 1 # of 5 minute transactions / day Therefore, ∆  = 178 for most of the stocks in the sample, except during various shortened and otherwise nonstandard days, and except for some infrequently traded stocks. This also implies the choice of time to be the interval [0 1], where the time from [0 1] represents the standardizing time with beginning (9 am) set to 0 and end (4.30 pm) set to 1 In our calculations of estimates of integrated volatility and integrated quarticity, we use multipower variation, as given in (6) and (7).
Recall also that ∆    =  ∆ −  (−1)∆ is simply the incremental return of  ∆ . For any trading day,  0 and  1 correspond to the first and the last observations of the day. Denote  as the number of days in the sample. We construct the time series {  ()}  =0 and
The number of days and proportion of days identified as containing jumps can easily be calculated as:
Number of days identified as jumps =
In addition, we construct the following monthly time series
Proportion of days identified as jumps in a month= visual check of the statistic magnitudes in this figure suggests that jumps are more prevalent in the earlier sample period, with respect to both frequency and significance level (more will be said on this later).
Regarding our choice of the large jumps, an important step is to choose truncation levels, . If we choose arbitrarily large truncation levels, then clearly we will not find evidence of large jumps.
Also one may easily proceed by just picking the truncation level based on the percentiles of the entire historical sample of the 5 minute log return. However, results could then turn out to be difficult to interpret, as in one case the usual choice of 90 or 75 percentiles leads to virtually no large jumps while the choice 25 or 10 percentiles leads to a very large number of large jumps.
In addition, "large" jumps are often thought of as abnormal events that arise at a frequency of one in several months or even years. Therefore, a reasonable way to proceed is to pick the truncation level on the basis of the sample of the monthly maximum increments -monthly based abnormal events. Specifically, we set three levels  = 1 2 3 to be the 50 75 and 90 percentiles of the entire sample from 1993 to 2008. Panels A,B,C, and D of Figure 2 depict the monthly largest absolute increments and the jump truncation levels used in our calculations of the variation of large and small jump components. Again, it is quite obvious that the monthly maximum increments are dominant in the previous decade. The larger monthly increments in current decades are mostly located in 2006-2008 and 2002-2004 . As a result, the fixed truncation levels which are chosen across the entire sample result in more "hits" in previous decade than in the current one. The truncation level of Citigroup is the largest of the four stocks depicted (for example at  = 3 the level is approximately 0.04 for Citigroup and 0.025 for IBM).
Notice that the graphs in Figures 3A and 3B depict magnitudes of the variation of continuous, jump, and truncated jump components of returns for our 4 sample stocks. Namely, the plots are of daily realized volatility, and realized variance of continuous, jump and large jump components at different truncation levels. As might be expected, inspection of the graphs suggests a close linkage between the greater number of jumps in the first decade of the sample and the and large jump risk over the same period. For example, in the case of IBM, the variation of the jump components is clearly dominant in the earlier decade. The highest daily jump risk occurs in late 1998, and is above 0.018. Indeed, at jump truncation level 3, we only see large jump risk for the years 1994, 1996, 1998, 2000 and 2008 . Combined with the results of Figure 1 , this again strongly suggests that there was much more turbulence in the earlier decade.
Turning now to our tabulated results, first recall that Table 1 Table 1 , the proportion of "jump-days" for IBM and for the Bank of America are 5.9% and 8.8% during the 2000s, which is much smaller than the value of 19.2% and 21.3% for the two stocks during the 1990s, based on tests implemented using a significance level of  = 0001.
Of course, when calculating jump frequencies, we ignore the magnitudes of the jumps. Table   3 addresses this issue by summarizing another measure of jumps -namely the average percentage contribution of jumps to daily realized variance. Details of the measures reported are given above and in Section 3. In support of our earlier findings, it turns out that jumps account for about 15.6% and 8.1% of total variation at significance levels  = 0005 and 0001, respectively, when considering In our empirical analysis of large jumps, we carry out the same steps as those employed above when examining overall jump activity. Results are reported in Tables 4A-C are for truncation levels  = 1 2 3 at 6 different significant levels,  = {01 005 001 0005 0001 00001} As mentioned earlier, Figures 1 and 3 contain plots of jump test statistics and realized variation not only for overall jump activity, as discussed above, but also for large jumps. Examination of these tables suggest a number of conclusions.
Across the entire sample, there is evidence of large jumps at all levels by measure of variation. Table 4A reports the proportion of days identified as having large jumps for truncation level  = 1.
It can be seen that the proportion of variation due to large jumps at truncation level  = 1 accounts for about 09% and 06% of total variation (regardless of stock), at significance levels  = 0005 is around twice as big (as a proportion of total variability) for the latter sub-sample, regardless of truncation level. As previously, these results are surprisingly stable across stocks. Although not included here, our analysis of the market index data discussed above yielded a similar result.
Further examination of the statistics in the Tables 4A-C also yields another interesting finding.
In particular, though proportions of jumps and large jumps at truncation level  = 1 2 3 are all larger in the previous decade, the difference is smaller and increasingly narrows as higher truncation levels are considered, when examining large jumps. This result, which is true for many of our stocks, suggests an increased role of large jumps in explaining daily realized variance during the latter sub-sample. To illustrate this point, which is apparent upon inspection of average statistics constructed for all 25 stocks, we investigate the case of of ExxonMobil, where we look at all statistics at significance level  = 0001 The proportion of variation of jumps to total variation is 17% for the period 1993-2000 (as shown in Table 3 (ii) However, for higher truncation levels, the contribution of jump risk during the two periods becomes much closer, and indeed the contribution during the latter period can actually become marginally greater. This suggests that while the overall role of jumps is lessening, the role of large jumps has not decreased, and indeed, the relative role of large jumps, as a proportion of overall jumps has actually increased in the 2000s.
Realized Jump Measures and Realized Volatility Prediction
Equations for all of the prediction models for which results are discussed in this section were presented in Section 3. Note that the HAR-RV model does not include a jump variable, while HAR-RV-J incorporates jump variation into the HAR-RV model. The HAR-RV-CJ model goes one step further, and separates continuous and jump variation components. The empirical analyses of exchange rates, equity index returns, and bond yields in ABD (2007) suggests that the volatility jump component is both highly important and distinctly less persistent than the continuous component, and that separating the "rough" jump movements from the smooth continuous movements results in significant in-sample volatility forecast improvements (i.e. the linear and nonlinear HAR-RV-CJ models perform better than the other two classes of models). These models, which are both simple and convenient, have been widely referred to in RV forecasting literature, and we revisit them in the context of our individual stocks over our long sample period from 1993 to 2008.
We also provide a brief discussion on the performance of the models for S&P futures. Note that within the scope of our paper, the in-sample predictive performance of a model is measured by its  2  which is similar to approach taken in ABD (2007).
Turning to our regression results, Table 5A (2007) for market indices. Overall, the huge improvement in the predictive performance points to strong non-linearity in the dependence of future RV on the past RV, VC and VJ variables, across different horizons. In addition, and similar to the more poorly performing linear models, predictive performance is better at shorter horizons.
The last class of models (see Table 5C ) that we investigate includes our nonlinear log models, which are found by ABD (2007) to yield the best predictive performance. Note that the focus of our paper is on individual stocks in the DOW 30, which is quite different from examining the S&P futures index. Surprisingly, the HAR-RV-CJ just only works for 7 stocks in our sample, otherwise yielding data matrix singularities (i.e. due to too many zero values) leading to a failure of least for  = 22 obtain As before, nonlinear models are better than linear models, regardless of forecast horizon. However, the gain is not as pronounced as found when examining individual stocks. Again as before, the models perform best at lesser forecast horizons. Finally, and most surprisingly, note that the predictive performance of the log model is close to that of the square root model. Indeed, the square root model actually yields slightly higher  2 values, regardless of forecast horizon For example, for  = 1 the linear RV-CJ model value is 0.3800, while it is 0.4741 and 0.4592 for the square root and log models, respectively. These findings are somewhat different from ABD (2007) where the log model is always the best. This difference may be accounted for by the fact that our dataset includes recent data spanning the period 2002 to 2008.
In summary, we find that: (i) The class of linear models performs poorly for individual stocks, and there is much improvement when using more complicated models. (ii) Forecasts are better at shorter horizon for all models, regardless of stock and forecasting horizon (iii) There is huge improvement when moving from the linear model to the square root model and from the square root model to the log model (when the log model is "well-defined"), in the case of individual stocks. This improvement is much higher than that obtaining when examining market level data.
Concluding Remarks
In this paper, we review the recent literature on assessing the variational contribution of large jumps -those jumps that are far in the tails of a return distribution, and then undertake an extensive empirical investigation of 25 stocks in DOW 30 (as well as the S&P futures market index).
Our investigation provides new and clear evidence of jumps in individual log price processes.
Moreover, there are clearly comovements during turbulent times, for all stocks. More noticably, jump incidence is noticably greater during the 1990s than during the 2000s, although the incidence of "very large" jumps is similar across both decades, and the relative importance of large jumps has increased. In a series of predictive experiments, we find similar results as those in ABD (2007).
Namely, non-linear square root and log models yield substantial improvements in fit relative to their linear counterparts, when predicting realized volatility. Furthermore, including jump components in the regressions further improves predictive performance. However, the log model, though superior to the other two classes of models considered, is ill-defined for three quarters of our stocks. Moreover, when we re-consider a market index similar to that examined in ABD (2007), we find that the square root model is actually marginally superior to the log model, likely due to the fact that we use an extended sample of data that spans the 1990s and 2000s. .4
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Monthly Largest Increments Level 1 Level 2 Level 3 * Panel A,B,C,D depict the monthly largest absolute increments and the jump truncation levels used as thresholds in our calculations of the variations of large and small jump components, where level =1 corresponds to the median of monthly maximum increments , level =2 corresponds to 75th percentile of monthly maximum increments, and level =3 corresponds to 90th percentile monthly maximum increments of(log) stock prices of Walmart, IBM, Bank of America and Citigroup for the sample period is from 1993 to 2008. Figure 2 for details about the jump truncation levels. The above panels plot daily realized volatility, realized measures of the variation of continuous, jump and large jump components at truncation levels  = 1 2 3, which are shortly referred to as jump 1, jump 2 and jump 3 for the period 1993-2008. The realized measures of variations are calculated as discussed in Section 3 and 4. Jump 3 * See notes in Figure 3A . 1993-2000, 2001-2008 and 1993-2008 . The realized measure of variation of the continuous component is calculated as discussed in Section 3. Entries are caculcated accross 6 different significant levels,  =01 005 001 0005 0001 00001. Figure 2 . The entries in the table denote the average percentage of daily variation of the jump component relative to daily realized variance for the sample periods 1993-2000, 2001-2008 and 1993-2008 . The realized measure of variation of the jump component is calculated as discussed in Section 3. In addition to frequency of jumps, realized measures of variations also take the magintude of jumps into account. Entries are caculcated accross 6 different significant levels,  =01 005 001 0005 0001 00001. Figure 2 . Entries in the table denote the average percentage of daily variation due to jumps constructed using truncation level  = 1, relative to the daily realized variance, for the sample periods 1993-2000, 2001-2008 and 1993-2008 . The realized measure of variation of the jump component is calculated as discussed in Section 3. Entries are caculcated accross 6 different significance levels ( =01 005 001 0005 0001 00001). Andersen, Bollerslev and Diebold (2007) . The regressions are designed to forecast realized volatility for 25 individual log stock returns at different forecasting horizons h=1 (daily), h=5 (weekly) and h=22 (monthly), for the sample period 1993-2008. Further details are given in Section 4. Table 5A . Results for all 25 stocks are reported for log realized volatility regression models in Table 5C , and for log returns based on the S&P Futures market index in Table 5D .
