Introduction.
This paper deals with the arithmetic of order types, in particular, with finite multiplication(').
In the first part, the question of what order types a are left cancelling types is investigated, i.e., what are the types a such that a-^ -ay implies 18=7 for all types /3 and y. A necessary and sufficient condition for a type a to be a left cancelling type is obtained. Several particular results are found, among them that every scattered type is a left cancelling type. In the second part we investigate solutions of the equation £n=a. Some sufficient conditions for the equation to have at most one solution are found. Moreover, it turns out that one can find denumerable types a for which the equation £n =a has exactly trt solutions, where m is any finite cardinal, or m = No or m = 2N°.
Some definitions and elementary consequences(2).
The term relation will be used to denote any binary relation. The field of the relation R, in symbols, F(R), is the set consisting of all first elements x and all second elements y of the ordered pairs (x, y) belonging to R. If R~DR', then R' is said to be a subrelation of R. All relations considered (but for some obvious exceptions) are assumed to be (simply) ordering relations, i.e., they are anti-symmetric, connected and transitive.
The relation R is isomorphic to the relation S, in symbols, R^S, if there exists a one-to-one function / which maps F(R) onto F(S) and fulfills the following condition: for any x, yEF(R), if xRp then f(x)Sf(y).
(Hence, since R and 5 are simply ordered, f(x)Sf(y) implies xRy.) If/ is such a function, we write R^/S.
The symbol t(R) will be used to denote the order type of the relation R. In general, Greek lower case letters a, /3, 7, • • • will be used to designate order types, although finite order types (which can of course, be considered as natural numbers) will also be denoted by m, re, p, ■ ■ ■ .
We use the symbol k(A) for the power of the set A. The word denumerable will here mean either finite or of power No-A relation type a will be said to be finite or infinite, according as F(R) is finite or infinite, where R is any relation such that t(R) =a. For any sets A and B, we write A XB for the Cartesian product of A and B.
It is assumed that the reader is familiar with the definitions of the ordinal sum, R+S, and the ordinal product, R-S, of the relations R and 5. Suppose that R is a relation and that, for every xEF(R), G(x) is a relation, and moreover, G(x)C\G(x')=0 for distinct elements x, x'EF(R).
Then the ordered sum of the relations G(x) over R, E« G(x), is defined as follows: E G(x) = U G(x) U U [F(G(x)) X F(G(x'))].
R x&F(R) xRx',xjtx'
It is easily seen that E-b G(x) is again an ordering relation. The more familiar operations of ordinal addition and ordinal multiplication can be viewed as special cases of the general operation defined above. First, consider the case where F(R) = {y, z], with yj^z and yRz. Then 2^r G(x) reduces to the ordinal sum, G(y)+G(z).
Secondly, suppose that all the G(x) are isomorphic to some relation S. Then ^2r G(x)=SR. Now for each xEF(R), let y(x) be the order type of G(x). Then the ordinal sum of the types y(x) over R, ^r y(x), is defined as follows: __,7(*).='(£<?(*))• R \ R /
The symbols a+(3 and a-(5 stand for the ordinal sum and ordinal product respectively of the types a and ft. For every type a and for every natural number n we put a0 = 1, an+1 = a" a.
The type of the empty relation will be denoted by 0; w and co* are the types of the non-negative and negative integers respectively (with their usual ordering), 77 the type of the rationals and X the type of the reals.
For any relation R and any set N, we put R(N)=Rr\(NXN).
The set M will be called an interval of the relation R if MQF (R) and if, whenever y, zEM, xEF(R), yRx and xRz, then xEM. We use the symbols (x, y)B and [x, y]« respectively for the open and closed intervals of R with endpoints x and y. It is convenient to assume here that (x, y)R = (y, x)r and that [x, y]B -[y> x]r. The subscript will be omitted whenever no ambiguity results. A relation R (or type t(R)) is dense if k(F(R)) > 1 and if, for every pair of distinct elements x, yEF(R), k( [x, y]) > 2. A relation 5 (or type r(S)) is scattered if k(F(S)) ^ 1 and if S has no dense subrelation.
We call a relation T (or type t(T)) elementary if 7^0 and if, for every x, yEF(T), k([x, y]) is finite. We shall designate the class of elementary types by E; it is almost evident that E consists of all nonzero finite types and of the types w, oj* and w*+w.
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The following lemma is very simple and we shall make use of it hereafter without giving an explicit reference.
Lemma. Suppose that a, /3 and y are order types, that R is an ordering relation and that, for each xEF(R), y(x) is an order type. Then
(iii) a-Y«y(x) = YR (ay(x)).
3. Cancellation theorems for products of order types. to A such that a= Yr 7(x)> while if xu x2EF(R) and xX9^x2, then Y 7(*)£A.
(ii) // YjR y(x) and Ys 5(y) are any two representations of a of the form described in (i), then there exists a function f such that R=/S and y(x) =S(f(x)) for each xEF(R).
Proof. Let T be a relation of type a, where a^O.
Define the relation V on F(T) as follows:
(1) UVt2 if and only if h=t2 or r(T{(h, /2)))£K.
Clearly V is reflexive and symmetric; that V is transitive follows from (a), and hence V is an equivalence relation with F(V)=F(T).
Using (a) again, we obtain:
If A^i, X2 are distinct equivalence classes defined by V, and if hEXi (2) t2EX2 and hTt2, then, for every ta)EXi and every tmEX2, we have Let X be any equivalence class and put f = t(T{X)). Obviously f^O. Suppose f =(8 + 1+7 + 1+6 for some /3, y and 5. Then there must exist subrelations 7i, T2 and Tz of T(X) and elements h, t2EX such that T(X) = r, + {</., h)) + T2+ {(k, t2)} + TV Since, by (1), r(T((tu t2))) =T(r2)£K, it follows from (b) that f£A. Now let R be the relation between equivalence classes such that X\RX2 if and only if either Xi=X2 or there exists elements tiEXt and t2EX2 such that hTif From (2), it follows that R is an ordering relation; moreover we have T = E T(X).
R
Finally, assume that t(E«<[^i.x'j1> T{X))EA, with X^X2. Choose hEXi and t2EX2. By (b), T(T((h, fe)))GK, and hence by (1) we have hVt2, which is a contradiction.
Thus (i) has been established. Now suppose that 2Ir y(x) and 2~ls 8(y) are two representations of a satisfying the hypothesis of (ii). Choose relations G(x) and relations 77(y) such that (3) t(G(x))=t(x) for every xEF(R), r(H(y))=5(y) for every yEF(S), and (4) EG(x) = E77(y).
R S
We shall establish the following fact:
(5) For each xEF(R) there exists a yEF(S) such that F(G(x)) = F(H(y)).
Let x be any element of F(R); pick an element uEF(G(x)). Then, by (4), there exists a unique yEF (S) such that uEF(H(y)). Let u' be any element such that u' ?* u and u' E F(G(x)).
Our next step is to prove, by contradiction, that (6) u' E F(H(y)).
Assume for the moment that (6) fails. Let us suppose, for definiteness, that uG(x)u' (rather than u'G(x)u). Then there is exactly one y'EF(S) for which u' E F(H(y')), ySy' and y ^ y'.
We put (7) W = E H(y) and 0 = r(W).
Using the hypotheses, (3) and (7), we find that (8) /J E A.
Consider a decomposition of W of the following sort:
(9) w =W1+{ (vu vi)} + W2+{ (v2, v2)} + W3.
Our argument now divides into cases, depending upon the relative order in the other cases are quite analogous. We note, using (7) and (10) , that
ViEF(H(y)). Since u, ViEF(H(y)), we infer from (b), the hypotheses and (3) that (11) r(W{(vh u))) E K.
Similarly, since u, u'EF(G(x)), we have (12) t(W((u, «'))) £ K.
A consequence of (a), (10) , (11) and (12) is (13) r(W((vu u'))) E K;
from (a), (10) , and (13), we conclude that
Now by using (b), (7), (9) and (14), we obtain |8£A, in contradiction to (8);
thus (6) has been verified.
An immediate consequence of (6) is
by a symmetric argument we could as well have obtained
Hence (5) has finally been proved. Moreover, (3) and (5) imply that y(x) = 8(y).
We are now able to define the function / of (ii) as follows: for each xEF(R), let/(x) be the unique yEF(S) such that F(G(x)) = F(H(y)). The proof that / satisfies the requisite conditions is almost immediate. We recall that E denotes the class of all elementary types. Corollary 3.2. For every type a^O there exists a relation R and a function 7 ore F(R) to E such that a= Yr 7(x)> while if x immediately precedes x' with respect to R, then g(x)+g(x') £E. This representation is essentially unique (in the sense of 3.1 (ii)).
Proof. Let K be the class of finite types (including 0). Clearly K satisfies hypothesis (a) of 3.1. The set A of 3.1 then consists of all elementary types.
A representation of a type a as described above will be called an elementary decomposition of a. We shall also use the notion (defined in the obvious way) of an elementary decomposition of a relation. (i) a is a scattered type.
(ii) a is (essentially uniquely) representable in the form a= 22,Ry(x)>where R is a dense relation and, for each xEF(R), y(x) is scattered^).
Proof. For K of 3.1 take the class consisting of all scattered types and 0. Then A is precisely the class of scattered types, and by 3.1 we obtain a=E«T(x)> where each y(x) is scattered but E«([»i. *«]>'/W *s not scattered whenever Xi5^x2. If t(R) = 1, we obtain (i). Consider the case t(R) s*1. If R is not dense, there must exist two consecutive elements, x', x"EF(R). Hence E«<[*',*"]) Y(x) = y(.x')+y(x") 1S not scattered, but, as is well known, the sum of two scattered types is again scattered. Hence R is dense.
The representation of a described above will be called a scattered decomposition of a.
We state without proof the following two elementary lemmas.
Lemma 3.4. If a+ft=y + 8, then either (i) There is a type e such that a=y + e and S = e+/3, or (ii) There is a type e such that 7=a + e and ft = e + 8.
Lemma 3.5. If aft = y + 8, then at least one of the following must hold:
(i) There exist types fti and ft2 such that y=a-fti, 8=a-ft2 and fti +ft2 =/3,
(ii) There exist nonzero types ai and a2 with ai+a2=a, and types fti and ft2
with fti + l+ft2=ft, such that y=afti+a\ and 8=a2+a-ft2. (|) 0 = 8,
(ii) There exist types 71, y2 and an infinite type 8' such that a =71 +7 ■ 8'+72, 71 ff 7, 72 $ 7 and 8' 3U 8, (3) Corollary 3.3 can be found in Hausdorff [10, p. 95] ; however, it is not stated there that the representation is unique. By following the lines of Hausdorff's argument, the author first obtained Corollary 3.2, and then the more general Theorem 3.1 was established. In addition to 3.2 and 3.3, some other rather particular cases of 3.1 can be obtained. For instance, as is easily seen, the premises of 3.1 are satisfied if we take for K the class of all types of dense relations without endpoints and for A the class consisting of 1 and of all dense types. Corollary 3.2 can be generalized by taking for K the class of types of power less than nm, h an arbitrary ordinal, and for A the class of all types a such that every closed interval of a is of power less than k^. As can be shown, A consists of all types a representable in the form «= ^r 4>(x), where each <j>(x) is of power less than N,, and r(i?) =wM*+wM.
(iii) There exist types a\, a2 and an infinite type j8' such that y = a\+afi' +a2, a\ SF a, a2 S a and f3' 9TC j3,
where re and p are distinct finite types.
Proof. If a/3 = 0, then either (i) or (iv) holds. We assume now thata/3^0. Choose relations Ra, R$, Sy and Ss such that (1) r(Ra) =a, t(R0) =/3, r(Sy) =y and t(S&) = 8.
From 3.2 we obtain 
From (4) (using the symbol/+(4) to denote the set of all/(x) with x£4) we readily obtain three cases:
Case I. For every xEF(R) there is a yEF(S) such that f+(F(Ra-R'(x)) = F(Sy-S'(y)).
Case II. There exist a yEF(S) and distinct elements Xi, x2EF(R) such that f+(F(Ra-R'(Xl))) C\ F(SrS'(y)) ^ 0, f+(F(Ra-R'(x2))) r\ F(Sy-S'(y)) * 0.
Case III. There exist an xEF(R) and distinct elements yu y2EF(S) such
Suppose that Case I holds. Let g be the function on F(R) such that, foreachx£7;,(i?),g(x)istheuniqueyforwhich/+(/;'(J?"i?'(x)))=F(57-5'(y)). By (4) we have R^gS. If, moreover, for each xEF(R), t(R'(x)) =r(5'(g(x))), then by (1), (2) and (3) we obtain conclusion (i) of our lemma. Suppose, on the other hand, that there does exist an xEF(R) such that t(R'(x)) *r(S'(g(x))).
Putting <1>(x)=t(R'(x)) and 6(x) =r(S'(g(x))), we have, by (1) , (2) It will be shown at the conclusion of the proof that (5) implies either (ii) or (iii). Now assume that Case II holds. We may then choose elements (tu «i) EF(RaR'(Xl)), (t2, u2)EF(Ra-R'(x2)), and (vu w,>, (v2, w2)EF(Sy-S'(y)) such that/((/i, «i)) = (i>i, Wi) and f((t2, u2)) = (v2, w2). Then, by (2) We see from (1), (3) and (4) that N is an interval of U and that (6) t(U(N)) =yn, where «isa finite type and n^O.
Put (7) M = (f~l)+(N).
Obviously, M is an interval of T. We denote by Q the set of all second terms of the ordered pairs of M.
If each uEQ satisfies the condition F(Ra) X {u} CM, then, clearly, M = F(Ra) XQ; using (1), (2) and the fact that U\, u2EQ, we easily obtain that T(T(M))=a-ft', where ft' is infinite and ft' yd ft. Hence, from (4), (6) and (7) we have 7« = aft', where n is finite, ft' 9TC/3 and ft' is infinite.
Suppose now that there exists a u(1)EQ such that F(Ra)X {w(1>} CT-J7. In this case we must have either m(1) =min Q or m(1) =max Q (i.e., u(1)RpU for every uEQ, or uR$u(1} for every uEQ)-Consider the situation where there is just one such w(1) and w(1, = min Q. Here we may easily verify that M is of the form il7 = PX \u^}VJ(F(Ra) X(Q-{«(1)})), where PCP(Pa) and Ra{P) $ Ra. Putting a1^r(Ra(P)) and ft'=r(Rp(Q-{««>}», and using (1), (4), (6) and (7), we get 7«=ai + aft', where ai 'S a, ft' 3TC ft and ft' is infinite.
If there exist distinct types «<■>, umEQ such that F(Ra) X {uw} QM and F(Ra)X {uw\%M, then, by reasoning as above, we obtain the existence of types ai, a2 and ft' such that 7 ■ n = ai + a -ft' + a2, where ai SF a, a2 d a, ft' 3TC ft and j3' is infinite.
Thus, in order to establish our lemma for Case II, it is sufficient to prove the following statement:
If yn=ai+aft!+a2, where n is a nonzero finite type, ai and a2 are (8) Applying 3.4 to yn + y = (a\ + a-/3') + a2, we obtain either (9) There is a type 5 such that yn=ai+aj3' + b' and a2 = 6+7, or (10) There is a type 5 such that ai+a/3' =y-w + S and 7 = 5+a2.
If (9) holds, then 5 # a2 and a2 0 a; consequently S 0 a and by the inductive premise we obtain (iii). If (10) holds, we apply 3.4 again to the first equality of (10) and obtain either (11) There is a type e such that ai=7» + e and 5 = e+a/3', or (12) There is a type e such that 7«=ai + e and a/3' = e + S.
By (10) and (11), 7 = e+a-|3'+a2, where eSFai, and, by hypothesis, ai J a. Applying 3.5 to the second equality of (12), we have either (13) There exist types /3" and $'" with j3" +/3'" =/3', e = a ■ /3" and 5 = a ■ j3'", or (14) There exist types j3" and /3'" with /3" + l +/3'" = j3' and also types a/ and a{ with a2 +a{ -a such that e=a /3"+a2 and 5= a/ +a/3'".
At least one of the types /3" and /3'" of (13) must be infinite; the same is true for (14) . Suppose that the type /3" of (13) is infinite. Then, by (12) and (13), we have 7-re=ai+a/3", and our inductive hypothesis is satisfied. If (3'" is infinite in (13), then, using (10) we obtain 7 = a/3"'+a2. Similarly, if 13" is infinite in (14) , or if /3'" is infinite in (14) , it follows from (12) or (10) that 7-re=ai+a /3"+a2' or y=a{ +a/3'"+a2. Thus (8) has been proved, and therefore Case II implies (iii). In like manner, (ii) is derivable from Case III.
It remains to be shown that (5) implies either (ii) or (iii). If in (5) either <p(x) or 0(y) is finite, then by (8) (or a theorem symmetric to (8)) we obtain either (iii) or (ii). Suppose that <p(x) =a> and 9(y) =w*. Then (15) a-03 = a + aw = 7-co*.
Applying 3.5 to the second equality of (15), we see that either
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use It follows from (16) that pi=w*; from (5) and the first equation of (16) we obtain (ii). By (17), pi?^0 and hence pi=co*; now (ii) is a consequence of (17).
Assume that <p(x) =co*+w and 6(y) =«; then a-co* + a -co = 7-co.
Using 3.5 and the above equation, we obtain either (18) There exist nonzero types pi and p2 such that a 10* = 7 ■ pi and pi +p2 = w, or (19) There exist types pi, p2, 7a) and 7(2) such that aco*=7pi+7(1), aa=y(-2)+yp2, pi + l+p2=a), 7d>-|-'yC2)=7 and 7(1)5^0.
We note that (18) implies that pi is finite; now from (8) and the first equation of (18) we get (ii). If (19) holds, we must consider two cases, depending upon whether pi=0 or pi^O. In the first case, from 3.5, the second equation of (19) and the fact that p2 cannot be zero, we obtain (20) There exists a finite type n and a type a(1) such that 7(2) =a-w+a(1) and a(1) S a.
It follows from (19) and (20) that y = ^(i) -j--y<2) = aca* + an + a(1) = a-u>* + aa); thus (iii) holds. Now assume that piF^O; clearly, pi must be finite. We find, by using 3.5 and (19), that (21) There is a type a(1) such that a(1) 8 a and 7pi=aw*+a(1).
From (8) and (21), we again obtain (iii). Each of the other cases of (5) is symmetric with one of the two which have been proved in detail.
In the proof of 3.6 an essential use was made of the elementary decomposition property proved in 3.2. If we start with the hypothesis of 3.6 and if we employ, in place of 3.2, the scattered decomposition property of 3.3, then we obtain Theorem 3.7 below; the method of proof is rather similar to that of 3.6 but is simpler. Note that 3.7 is an exact analogue of 3.6 in the sense that if we replace the words "finite" and "scattered" by "infinite" and "nonscattered" respectively everywhere in the statement of 3.6, we obtain 3.7. (j) j8 = *.
(ii) There exist types 71 and y2 with 71 ff 7 and y2 3 7 and also a nonzero, nonscattered type 8' such that a=7i+7-5'+72 and 8' 9E 8, (iii) There exist types ai and a2 with ai JF a and a2 3 a and also a nonzero, nonscattered type /?' such that 7=ai+a/3'+a2 and /3' 9TC /3, (iv) 77&ere exw/ scattered types 7' ared 6' 5wc/t that afi'=y-8', j3' 9TC/3 ared 5'9H6.
Proofs of the following two lemmas are known(4).
Lemma 3.8. For any types a, /3, 7, the conditions a=f3+a+y and a=j3+a = a+7 are equivalent.
Lemma 3.9. If n is a finite type and if an+{3 = a-n+y, then a+/3=a+7.
We shall say that 7 is a left cancelling type if, for all types a and (3, the equality 7 a =7/3 implies a=/3.
Theorem 3.10. The following conditions are equivalent:
(i) 7 is a left cancelling type,
(ii) y^y+ya+y for every a, (iii) 7?±y ■ a for every ay^l.
Proof. Clearly (i) implies (ii). We shall show that (ii) implies (iii), and (iii) implies (i).
Assume that there is a type 7 which satisfies (ii) but not (iii). Then for some type /3 we have 7 = 7-/3 and /3 ^ 1.
Since 7 satisfies (ii), 75^0; therefore (3^0 and (3 is representable in the form j8 = 0' + 1 + 0" + 1 + /3'".
Hence we have 7 = 7-0' + 7 + Y-/3" + 7 + 7-/3"'.
Applying 3.8 to the above equality twice, we obtain 7 = 7 + 7-/3" + 7 = 7-(l+0" + l), in contradiction to the assumption that 7 does not satisfy (iii). Suppose finally that 7 satisfies (iii) but not (i). Then 7=^0 and there must exist types a and /3 such that Using the fact that 8E {0, 1}, and applying 3.8 to (2) twice, we obtain (4) 7 = 7-8', where 5' 5* 1, in contradiction to our assumption that 7 does not satisfy (iii). From (3) and 3.9 we also obtain (4).
Given types a and ft, we write a£ft if there exist relations R and 5 such that t(R) =a, t(S) =ft and R is a subrelation of 5 (cf. Fraisse [7] ). If a£ft is false, we write a£ft.
The following lemma is an immediate consequence of the above definition.
Lemma 3.11.
(i) If a&ft and ft£y, then a£y.
(ii) If R is a relation, and if a and ft are functions on F(R) such that a(x) <ft(x) for each xEF(R), then E* a(x) "< E« 00*0-(iii) If a£ft, then 7 a£7 ft.
Lemma 3.12. 7/a is a scattered type, then a+a£a.
Proof. For the proof see Ginsburg [8, p. 519, Lemma 1.4](6).
The converse of 3.12 does not hold; e.g., let a= Es^1. where 5 is the usual ordering relation for the natural numbers. Then a is clearly dense, while on the other hand one can show that a+a£a. Theorem 3.13. Every scattered type is a left cancelling type.
Proof. This follows from 3.10, (i) and (iii), and 3.12.
Theorem 3.13 is a generalization of the result, due to Lindenbaum, that every nonzero ordinal (or inverse of an ordinal) is a left cancelling type(6).
We say that the ordered pair (ft, 7) is a gap of a if a is expressible in the form a=ft+y, where 1 $ ft, 1 3 7, ft-^Q and 75^0. An immediate consequence of this definition is the following lemma.
Lemma 3.14. 7/a^O, 1 la, 1 la and 2£8, then a-8 has a gap. Proof. By contradiction, using 3.10, (i) and (iii), and 3.14. It follows from 3.15 that the type X of the real numbers is a left cancelling type. We note that Theorem 3. It follows from 3.5 and the above equality that at least one of the two following conditions must be satisfied:
(2) There exist types 71 and 72 such that 0-0i+0=7-7i and 0-02=7-72.
(3) There exist nonzero types y(1) and ym as well as types 71 and 72 such that /3i3i+i3=7-71+7<1', 0-i32=7(2)+7-72and7<1>+7(2)=7.
If we apply 3.5 again to the first equality of (2), we obtain either (4) There exists a type 5 such that 0=7-5, or (5) There are types 71,1, 71,2, 7(1) and ym such that 0-0i =77i,i+7(1\ 0=7<»+7-7li2, 7»>^0, 7<2)5^0 and 7«>+7<!' =7.
Suppose that (4) holds. Then 5 = 1, for if we had 2£5, then, by 3.14,
(3 would have a gap, contrary to hypothesis (i). Hence we have 0=7. Assume now that (5) holds. First consider the case 71,2^0. Using (1) and (5), we find the 1 3 ym; using (1) again, we obtain 1 S 771,2. The conclusion that 0 must have a gap follows from (5). If 7i,2 = 0, we apply 3.5 again to the first equality of (5) and obtain at least one of the following two conditions: (6) There is a nonzero type 6 such that 7(1) =0-0. We have then y* = p* = ft-e-0-e, and since, by 3.15, ft is a left cancelling type, we obtain (9) p = e-(p-e).
By 3.14, ft-e must have a gap; from this fact and (9) it follows readily that ft must also have a gap, in contradiction to (i). For the case (7), we see, using (1) and (5), that 1 ^ ftw and 1 3 ftm; hence ft must have a gap.
We still have to consider (3). From 3.4 and the first identity of (3), we obtain either (10) There is a 8 such that ft ■ fti = y ■ 71 + 8 and 7(1) = 8+0, or (11) There is a 8 such that 7 yi=ft-fti + 8 and ft = 8+y<-1\ From 3.5 and the first identity of (10) we get at least one of the following conditions: (12) There are types /3i,i and /3i,2 such that 77i=0-0i,i and 8 = ft-fti,2. (13) There are types fr.i, 0i,2, ftw and ftm such that 771 =0-0i,i+0(1), 8=ftm+ft-fti,2, ft^^O, ftm^O and ft^+ftm =ft.
Using 3.5 and the second identity of (3), we obtain either (14) There exists a type ft' such that 7(2) =ftft', or (15) There are types ft2A, ft2,2, /3<3' and ftm such that ym =ft-ft2,i+ft«\ yy2=ftw+ftft2.2, ftm^0, ftw^0 and/?«>+/?<"> =/?.
Suppose that (12) and (14) hold. From (3), (10), (12) and (14), we get y = 7(D + yW = (S + 0) + 0.p> = (p.piti + p) + p> = p.(pi2 + 1 + £').
By (3) and (14), /32,i?^0. Hence we obtain (8); but we have already proved that (8) cannot hold.
We recall (1): 1 gy and 1 3y. Using (13), (10) and (3) successively, we get ftm 3 8, 8 g 7(1) and 7(1) $ 7; consequently 1 3 ftw. Moreover, the first equality in (13) shows that 1 SF0C1). The last three statements of (13) now show that 0 must have a gap, in contradiction to (i).
If 5 = 0 in (11), then, by (3), (11) and (14), we have y = 7d) + 7(2) = 0 + 0.0' = 0-(l +0') and 0'^ 0; this implies (8) . If 5?^0, then, using (11) and 3.14, we obtain 1 fj 5; since 1 ?7(1>, the last equation of (11) shows that 0 must have a gap.
Finally, suppose that (15) holds; from (15) and the fact that 1 5y7(!1 and 1 31 7(2), we see that 0 must have a gap. This completes the proof.
Lemma 4.2. For every type a and for every positive integer re the following conditions are equivalent:
(i) a+a£a,
(ii) an+a"£an.
Proof. From 3.11 (iii), we see that (i) implies (ii).
It has been shown (7) that the formulas 7+7£7 and 7-a£y-0 always imply a£0. Now assume that there is a positive integer re such that an+an £a", while a+a£a.
Then 2£re and a-(an~1+a"~1)£aa"~1; but by an obvious induction we obtain a+a£a. If we apply 3.6 to the identity 0-0" =7 yn, we obtain at least one of the four following conditions:
(4) There is an infinite type 7' such that 7 7'£0. (5) There is an infinite type 0' such that Pj3'£y. (6) There are distinct finite types m and p such that (3m=yp.
If (3) holds, then by the inductive premise we get 0=7. Suppose that (4) holds. Then License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 7 + 7 £77' £0;
now from (1) we obtain a + a = 7n+1 + 7n+1 = yn-(7 + 7) £ (7 + 7)"' (7 + 7) = (7 + y)n+l£ 0"+l = a, in contradiction to (1) . The case (5) is symmetric with (4). In order to derive our conclusion in case (6), we define a function H on all nonzero types 5 into the class of finite types as follows: Let Yr <p(x) De an elementary decomposition of 5. If <b(x) is infinite for each xEF(R), we put H(8) =0. If <b(x) is finite for some xEF(R),
we put H(8) =p, where p is the unique type such that <p(x) =p for some xEF(R) while p£(p(x) for every xEF(R).
We shall show that the function H has the following properties: To prove (7), we first note that the formulas H(8) =0 and H(8") =0 are clearly equivalent.
Suppose now that 5 is infinite, that H(8) -p, with l£p, and that q is a positive integer. Then, by 3.2, 5 is representable in one of the following forms: From this, we see that
The case (b) is similar to (a). If (c) holds, then we have (e+p+y) 9TC 55, and again we obtain (9). Now assume that H(8")=p, with \£p, and that q is a positive integer.
Then 53 is of the form (10) 8" = 8-8"-1 = (e + p)+ 7, where 1 JF £ and I07.
If we apply 3.5 to (10), we obtain either (11) There is a type <p such that e+p -8-<p, or (12) There are types Su 82, 5<'> and 5<2> such that t+p = 5 ■ 5, +5<1>, A. C. MOREL [July Applying 3.5 again to the first equality of (11), and recalling that 8 is infinite while p is finite, we get (13) There exist types 83 and S(3) such that e = 8S3 + S(3), 8m+p = 8 and 8<3V0.
It follows from (10) and (13) If we apply 3.4 to the first identity of (12), we get either (15) There is a type f such that e = 5 Si-j-f and 8w=^+p, or (16) There is a type 0 such that p = 6 + 8<-1K
Using (10) and (12), we find that 1 3 S<2). If (15) holds, we also obtain S = f+£ + S<2), while it follows from (10) and (15) that 1 flf; hence (14) is valid. If (16) holds, then 8(1> is finite, in fact l£8 (1)£p; now from the equation 5 = 5(1)-|-5(2) we obtain (14) . This completes the proof of (7).
To prove (8) , one need only note that if E« 0(*O *s an elementary decomposition of 8, then 2^R (p'4>{x)) ls an elementary decomposition of p-S. Now from (6), using two results of Lindenbaum (8),
we obtain the existence of a type 8 such that Proof. This is a consequence of 3.12 and 4.3. Corollary 4.4 is a generalization of the well known result(9) that£" = ahas at most one solution when a is an ordinal.
We now consider the problem of the existence of types a for which the equation £n=a, and in particular £2=a, has more than one solution (10) . If such a type a exists, it must, by 4.4, be nonscattered.
Hence it is natural to ask first whether such types can be found in the class of denumerable nonscattered types; the answer turns out to be positive.
As is well known, there are exactly four denumerable dense types, namely rj, 1+77, 57 + 1 and l+?7 + l. An obvious consequence of this fact is the following lemma.
Lemma 4.5. Let a be any nonzero denumerable type. Then Suppose that a is a nonscattered denumerable type other than 0. We see from 3.3 that a is representable in the form a = YiR 7(x)> where the types 7(x) are scattered and denumerable, while t(R) is one of the four denumerable dense types. Among all nonscattered denumerable types, clearly the simplest are the types for which all the y(x) are equal; among these can be found a type having more than one "square root." Indeed, the type co 77 has this property(n).
For, it follows from 4.5 (i) that Also, we have, by 4.5, (i) and (ii),
See e.g. Sierpinski [12, p. 189 ].
(10) The problem is not new, although it appears that it was stated in print for the first time in [2] . According to the information available, it originated with Cantor.
(") The first example of a type a for which the equation £2 = a has more than one solution was given by the author in [2] . Later Sierpinski simplified the example and in fact showed that a ■■>) can be taken for a; see [6] ,
On the other hand, since « is, by 3.13, a cancelling type, we have w■ rj ?^ &■ (rj + 1).
It can easily be shown that co 77 and «• (77+ 1) are the only solutions of the equation £2=co-77. Moreover, a denumerable scattered type a can be chosen so that £2=a-77 has exactly m solutions, where 1 ^m^^o-It seems extremely likely that for 3<m<N0 there are only finitely many suitable types a, and it is known that no such type a exists for m>t<o. As will be seen in 4.12, we obtain more complete results if we turn from types of the form a ■ 77 to arbitrary nonscattered types (12) . From now on, we will denote the (usual) ordering relation of the rationals by the symbol Q. For convenience we now define: A = J a; a is a nonzero denumerable type}, A, = (a; aGA and a is scattered}, A,-= la; aGA" 1 3 a and 1 ff a}, A." = {a; aGA" 1 3 a and 1 SJ a}.
Lemma 4.6. Each of the sets A, A8, A,-, and A,>< is of power 2**°.
Proof. As is known, every denumerable relation is isomorphic to a subrelation of Q. Hence the power of A is at most 2"°. On the other hand, we see from 3.2 that there are 2"° distinct types a belonging to A8 of the form a= 2~ls (w*+o}+<p(x)), where t(S) =co and <p(x)E\0, l}-Consequently, there are also 2 ° distinct types of the form 1 +a and 2"° distinct types of the form 1+a + l. Proof. This is a simple consequence of 4.7 and 4.9. We now state and prove the main theorem of this section. Case II. m = l.
We shall show that for each of the continuously many types a of the form (3) a = ft-r, and ft E A,.., the equation (i) has the unique solution £ = a. It follows from 4.5(i) that a is actually a solution. Now suppose that £ is any solution. Evidently £ is not scattered. Now, takingA= {ft}, we have thatcr(A) =ft-v; and 4.10 shows that £ 9TC/3-77. Applying 4.11, we see that £ is representable in the form (4) £ = ft' + ft-r, + ft", where ft' JF ft and ft" 3 ft.
Assume that j3"^0. Then, by (4), 1 ^ ft', so that £ iT£-j3'. Now by 4.10 we have £2 3H/3-77. Since £2 = £-i3'+£-0-77+£(3",itfollows that (£+£-0rj) 3Tc/3-77, that is (5) (ft' + ft-v + ft" + Z-ft-v)Wft-v.
From (5) and 3.3, we see that ft" = ft or ft" = 0.
But if ft"=ft, then it follows from (3) and (4) that 1 ST £ and so 1 3ft n, which is absurd. Therefore ft" = 0 and i = ft' + pv.
If 0' = 1, then 1 3 £ and so 1 3 ft-rj, which is obviously false. Therefore 2£ft', and, since ft' is scattered, 2 9TC /3'. Hence 2 3Tt £ and £-2 9TC £2. Moreover, by 4.10, £2 3TC ft r]. Thus we have £-2 3TC /3• 77 and consequently (6) (0-t7 + 0' + 0-»7)9n:/3-»7.
It follows from (6) and 3.3 that ft' = ft; using (3) and (4), we again obtain 1 3 £, but, as was noted above, this is impossible. We may now conclude that our assumption that ft' 5^0 was incorrect. A symmetric argument shows that ft"-0.
Case III. 2gm|N,.
Let a be one of the continuum of types such that First, suppose that 7VO. By (7) and (10), 1 8 7' and hence £ 8 £7'. We know from 4.10 that £2 31Zcr(A). Since £2=£-0'+£ <r(A)+£-7', it follows that (£<r(A)+£-7') 9TCo-(A) and consequently (11) (£-cr(A)+0' + (r(A))9Tl«r(A).
By (11) Clearly 7't^I; since 7' must be scattered, we have 2 9TC7', 2 9H £, and consequently £-2 am £2. Now using 4.10, we obtain (13) (a(A) + 7' + v(A)) 9TT a(A).
Applying 3.3 to (13), we find that 7'£A, and so £ satisfies (9).
Second, suppose that 7'=0. If 0'=O, then £ obviously satisfies (9). Consider the case 0' 9^0. We cannot have 0' = 1, for then we could derive 1 8 cr(A), in contradiction to (12) . Hence 2£0', 2 91Z 0' and 2 31X £. Now, with the help of 4.10, we find that (14) (<j(A) +0' + cT(A))9iro-(A).
From (14) and 3.3, we obtain 0'£A;
but an obvious consequence of 0'£A is 1 6 <t(A),
