An inequality for the multivariate normal distribution  by Chen, Louis H.Y
JOURNAL OF MULTIVARIATE ANALYSIS 12, 306-3 15 (1982) 
An Inequality for the Multivariate Normal Distribution* 
LOUIS H. Y. CHEN 
National University of Singapore, Singapore, and 
Massachusetts Institute of Technology 
Communicated by T. L. Lai 
Herman Chernoff used Hermite polynomials to prove an inequality for the 
normal distribution. This inequality is useful in solving a variation of the classical 
isoperimetric problem which, in turn, is relevant to data compression in the theory 
of element identification. As the inequality is of interest in itself, we prove a 
multivariate generalization of it using a different argument. 
1. INTRODUCTION 
Let X be a random variable having the standard normal distribution and 
let g be an absolutely continuous real-valued function defined on the real line 
such that g(X) has finite variance. In [2], Chernoff used Hermite 
polynomials to prove that 
Var[ g(x)1 <EL gW12 (1.1) 
and that equality holds if and only if g(x) = ax + b for some constants a and 
b. As is mentioned in [2], this interesting inequality is useful in solving a 
variation of the classical isoperimetric problem which, in turn, is relevant to 
data compression in the theory of element identification (see also Chernoff 
[ll). 
In this paper, we prove a multivariate generalization of inequality (1.1) 
using a different argument. In our results the finite variance assumption is 
dropped. 
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2. THE MAIN THEOREM 
We shall adopt the convention that jt = -St if x is negative. The Lebesgue 
measure in IR’ will be denoted by iui for i > 1. We first prove a lemma which 
is itself a slight extension of Chernoff’s inequality in the univariate case. 
LEMMA 2.1 Let X be a random uariable having the standard normal 
distribution. Let ye and y’ be functions defined on the real tine such that ty is 
equal a.e. w.r.t. pu, to an indefinite integral of I+#. Then 
V4wV>l GE [[ v’(t) dt]’ G%W31Z~ (2.0) 
Furthermore, Var [ y(X)] = E[ f(X)] * < 00 if and only if y(x) = ax + b a.e. 
w.r.t. ,u, for some constants a and b. 
Proof. Let 
where I(A) denotes the indicator function of the set A. Then 
and by the Cauchy-Schwarz inequality 
(j; vO0df)* G (jm f(x, t) dt -03 ) ( jm -co f(x, OW(Ol’ dt) 
= l~4j~~fk f)b’W’ dt 
where it is noted that f * = f. Therefore, 
E ([ @(t)dt)* ~EIXII_a_f(X,t)[W((f)l*dt 
= 
i O” [E IXISGC t)lWW12 dt -co 
= I -mm (2n)-“* e-“‘*[@(t)]* dt 
= E[y’(X)]*. 
308 LOUIS H. Y. CHEN 
This proves the second inequality in (2.0). The first inequality in (2.0) 
follows from the assumption that v(x) differs from (z y’(t) dt by a constant 
for almost all x w.r.t. ~1,. 
If w(x) = ax + b a.e. w.r.t. ~1, for some constants a and b, then trivally 
Var[w(X)] = E[yl’(X)]’ < co. Conversely, suppose the latter holds. Then 
using the fact that the standard normal distribution is equivalent to p,, we 
have 
f(x, t) v’(t) dt 
for almost all x w.r.t. p,. This implies that for almost all x w.r.t. ~1, 
f(x, t) v’(t) = a(x)f(x, t) or f(x, t) = 0 for almost all t w.r.t. pi, where a(x) 
depends only on x. It is not difficult to see that the second alternative that 
f(x, t) = 0 for almost all t w.r.t. pi is not possible for x belonging to a set of 
positive measure. So for almost all x w.r.t. p, we have y’(t) = a(x) for 
almost all t w.r.t. p, such that 0 ( t Q x or t < x < 0. This implies that for 
almost all t w.r.t. pi, 
v’(t) = a1 if t>O 
= a2 if t < 0, 
where a, and u2 are constants. Therefore, w  = w- a.e. w.r.t. ,c, where 
ly(x)=u,x+b if x20 
=u,x+b if x < 0, 
and b is a constant. But the equality Var[t#)] = E[@(X)]’ < co also 
implies that 
Var [ w-(X)] = Var [ r&Y)] = E 
[I I 
J ty (t) dt 
1’ 
= E[ &r) - ly(O)]‘. 
Therefore, ,?+-(A’) = w-(O) = b. Consequently, a, = u2, and we have 
w(x) = ax + b a.e. w.r.t. pi for some constants a and b. This completes the 
proof of the lemma. 
THEOREM 2.1. Let X, ,..., X, be independent random variables each 
having the standard normal distribution. Let g, g, ,..., g, be real-valued Bore1 
measurable functions d&ned on Rk such that 
gtx 1 ,***, &,) = I oxig,(Xl ,..., XI-l,t,Xi+l ,..., Xk)dt 
(2.1) 
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a.e. w.r.t.pk for i = l,..., k. Then 
Var[ g(X, ,..., &)I < 5 EL&(X, v..., &)lZ, 
I= I 
(2.2) 
where equality holds with the right-hand side finite if and only if 
& * ,*-*, XJ =a,x, + ... + akxk + b a.e. w.r.t.pu, for some constants a ,,..., ak 
and b. 
Proof: If k = 1, the theorem follows trivially from Lemma 2.1. So let 
k > 2. There is nothing to prove if Cf=i E[ gi(X,,...,Xk)]’ = co. So we 
assume it to be finite. The first thing to do is to show that 
Jq g(X, T..., X/o]’ < co. (2.3) 
We do this by induction. By Fubini’s theorem, . 
E[g,(X1,.~~,xi-l,X~,...,xk)]2 < 03 (2.4) 
for almost all (xi ,..., xi-i) w.r.t.p,-, and for i = l,..., k. Here and throughout 
the rest of the proof, the statement “for almost all (x1 ,..., xi- 1) w.r.t. pi- 1” is 
to be omitted for i = 1. By Lemma 2.1 and the independence of X, ,..., X, we 
have 
for almost all (x ,,..., xi-i) w.r.t. pi- I and for i = l,..., k. We start with i = k. 
From condition (2.1), we have, for almost all (xi ,..., xk- ,) w.r.t. ,u~-, , 
dx , ,**-, xk- 1 , x,) = dx, T***? xk- 19 0) 
k 
+ gk(xl ,..., xk- 1, t) dt a.& 
Combining this with (2.5) we obtain 
for almost all (x1 ,..., xkTl) w.r.t. ,u,- ,. Now assume that 
Y E[ g(xI,...,xi,xi+1,...,xk)]2 < 00 (2.6) 
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for almost all (xl ,..., xi) w.r.t.pi. Since the univariate normal density 




E [gi(X~~...,xi-~,t,xi+~~...,x~)]‘dt < 00 (2.7) o 
for almost all (x, ,..., xi-, ) w.r.t.pi-, and all xi. This together with (2.1) and 
(2.6) imply that 
for almost all (x ,,..., xi-,) w.r.t.pi-, . Combining (2.1), (2.5) and (2.8), we 
obtain 
E[ g(xl v***v xi- 19 Xi,***9Xk)]* < 00 
for almost all (x1 ,..., xi-, ) w.r.t.pi-r. This proves (2.3). 
Now let FO be the trivial u-algebra and 5 be the u-algebra generated by 
x , ,..., X,, i = 1 ,..., k. Write E, for the conditional expectation operator given 
5, i = 0, l,..., k. Defme Yi = Ei g(X, ,..., X,) - Eiml g(X ,,..., X,) for 
i=l ,..., k. Then { Yi: i = I,..., k} is a sequence of martingale differences 
relative to (6: i = l,..., k} and g(X, ,..., X,) - Eg(X, ,..., X,) = cf= 1 Yi e By 
the martingale property, 
Var[ g(X, ,..., X,)] = i EY;. t2.91 
i=l 
But by the independence of X, ,..., X,, Eq. (2.1) and Lemma 2.1, we have for 
i = l,..., k, 
< EEi- 1 [Ei gi(X, v-*3 Xk)]’ Q E[ gf(x, 3.*-v x/o]2* 
This proves (2.2). 
(2.10) 
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If &T(Xl 9***, x/o=alxl + *-a + akxk + b a.e. w.r.t. pu,, then inequality (2.2) 
trivially reduces to an equality with both sides finite. Conversely, if equality 
in (2.2) holds with the right-hand side finite, then by (2.9) and (2.10), EY: = 






gi(X, y***y Xi- 13 C, Xi+ 1 T.--y Xk) dt 
0 
= Ei_ 1 [Ei gi(X, ,,.., X,)] * as., 
where Var,-, denotes conditional variance given 5-, . By Lemma 2.1, 
‘El gi(X, y***y Xi-1 9 t, Xi+ 1 )wee) Xk) dt = UiXi + vi as., 
where ui and vi are &-, measurable, i = l,..., k. It follows that for 
i = l,..., k, 
Yi = u,X, as. 
We now prove by induction that all the ui must be constants a.s. We have 
proved that U, is a constant a.s. Suppose U, ,..., U, are constants a.s., say 
U, = a, ,..., uj = aj a.s., 1 <j < k. Then 
g(X, 7***9 4) - EdX, I..., &I 
=U,X,+“‘+UjXj+Uj+IXj+l+“‘+UkXk a.s. (2.11) 
Now rearrange X, ,..., X, in the order Xj+, , X, ,..., Xi, Xj,z ,..., X,. Define 
.FF, ET, I’; with respect to Xj+ r, X, ,..., X,, Xj+z ,..., X, in the same way as 
6, E,, Yi are with respect to X, ,..., X,, i = l,..., k. For example, ST;, fly, 
etc., are respectively o-algebras generated by {Xi+ I }, {Xj+ , , X, }, etc. Then 
Y; = E;(a,X, + *-* +u,xj+uj+*xj+, + *** + z+XJ 
= E(u,X, + --. +UjXj+Uj+lXj+,+*“+UkXkIXj+I) 
= (Euj, J Xj+ , a.s. 
and 
E(Y;)* = (Euj+ ,)‘. * 
But by arguments similar to those leading to (2.9) and (2.10), the equality in 
(2.2) implies that 
E(YY)‘=E[ Sj+,(Xls**vXk)Jz 
=EY;+,=Eu;+,. 
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It follows that 
Euf+ 1 = @j+ I)* 
which is Var(uj+ ,) = 0 and hence implies that uj+, is a constant a.s. This 
proves that all the u, are constants a.s. Consequently, 
& 1 ,..., xk) = a,x, + .a- + akxk + b a.e. w.r.t. pclk, 
where a , ,..., ak and b (=Eg(X, ,..., X,)) are constants. This completes the 
proof of the theorem. 
3. COROLLARIES 
In this section we consider inequality (2.2) for two specific classes of 
functions which satisfy (2.1). 
COROLLARY 3.1. Let X1,..., X, be independent random variables each 
having the standard normal distribution. Let g be a partially dtflerentiable 
real-valued function defined on R k. Then 
Var[ g(X, ,..., xk>] < c E[Di g(x, ,.**Y x,>]‘, 
i=l 
where equality holds with the right-hand side finite if and only if 
g(x , ,..., xk) = alx, + ... + akxk + b 
for all x, ,..., xk, and some constants a, ,..., ak and b. 
We note that partially differentiable functions are separately continuous 
(that is, continuous in each variable) and that separately continuous 
functions from Rk to R are Bore1 measurable (see, for example, Kuratowski 
[3, p. 2851). The proof of Corollary 3.1 follows trivially from these facts and 
the following lemma. 
LEMMA 3.1. Let h: Rk -+ R be separately continuous. If h = 0 
a.e. w.r.t. pk, then h = 0 everywhere. 
ProoJ Suppose there is a point at which h # 0. Without loss of 
generality, we may assume that h(O,..., 0) = 2. By the separate continuity of 
h, there exist an open interval J, containing 0 such that 
h(x,, O,..., 0) > 1 for x1 EJ,. 
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For each x1 E J,, there exists an open interval J&J containing 0 such that 
h(x,, x2,0 ,..., 0) > f for x2 E J,(x,). 
Arguing inductively, we have 
h(x I,..., x/o > + - 
for x, E J, (xl ,..., x,-~) for i = l,..., k where each J,(x ,,..., x,-i) is an open 
interval containing 0 and Jl(x, ,..., xl-i) is defined to be J, for i = 1. Let 
A = {(x , ,..., xk): xi E J,(x i ,.,., x1-,), i= I,..., kj. Clearly A c ((xl ,..., xk): 
h(x ,,..., xk) > I/k}. But h = 0 a.e. w.r.t. plk. This implies that p,(h > l/k) = 0 
which, in turn, implies that A is Lebesgue measurable and pk(A) = 0. Now 
define 
A@ 2 ,***, nk) = 
I 
(x1 ,*a-, x,)EA:p,(Jj(x ,,..., x,-,))>-$=2 ,..., k 
I 
. 
Then A = U,“,=, a-- lJ&i A(n, ,..., n,J so that for each (n, ,..., n,), 
A@ 2 ,..., n,J is Lebesgue measurable and ,uk(A(n2 ,..., n&) = 0. Define 
B(n 2 ,..., nk) = {x, : (xl ,..., xk) E A(n, ,..., n,)}. 
Clearly J, = (J&, a-- UG=, B(n, ,..., nk) and B(n, ,..., n,J is nondecreasing 
in n, ,..., nk. Therefore, for sufficiently large n2 ,..., nk, ,u,(B(n, ,..., nk)) > 
ipi > 0. But for sufficiently large n2,..., nk, we have by Fubini’s theorem 
O=&A(n,,...,n,))= 
(x ,,..., xk)Ea(nZ ,..., nk) 
1 
> n2 --a I % XlEB(n2,...,nk) 
dcr,(x,) 
> PLJ,) > o 
’ 2n, a.- nk 
which is a contradiction. This proves the lemma. 
If g has a differential at every point in Rk, an inequality for the 
multivariate normal distribution with zero mean vector and any covariance 
matrix Z can be deduced from Corollary 3.1. For the next corollary, let m 
(1 < m < k) be the rank of C and U(C) denote the real linear space spanned 
by the column vectors of Z. Let v ,,..., U, be column vectors which form a 
basis of Y(Z) and g, be the restriction of g to Y(Z). The gradient of g will 
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be denoted by Vg and be represented by a column vector. The transpose of a 
matrix A will be denoted by A’. 
COROLLARY 3.2. Let < = (X, ,..., XJ be a random vector having the 
muitivariate normal distribution with zero mean vector and covariance 
matrix Z. Let g be a real-valued function defined on Rk such that it has a 
dtflerential at every point. Then 
var [ m I < EV ‘g(r) ~km, (3.1) 
where equality holds with the right-hand side finite if and only if 
&(X1 VI + *** +x,v,)=a,x,+~~~+a,x,+b for all real numbers 
x1 ,..., x, and some constants a, ,..., a, and b. 
Proof: We note that the form of g, corresponding to equality in (3.1) is 
independent of the choice of the basis {vr,..., urn} of U(Z). Thus, we shall 
choose v r ,..., v, to be such that r = Y, v, + me- + Y, v, with Y, ,..., Y, being 
independent random variables each having the standard normal distribution. 
Let v m+ * ,*-*, vk be linearly independent column vectors such that {v, ,..., vk} is 
a basis of Rk. Let C = (v, ,..., v,J and /i = (v, ,..., vk) = (cij). Then 2 = CC’. 
Consider the mapping J Rk --+ R ’ defined by f(y) =Ay, y E Rk. Define 
h: Rk + R by h = g o J Since g has a differential, so has h and 
Vh(Y) = i Di S(f( Y))(Cil >*.*y Cik)ts 
i=l 
Therefore, 
v ‘g(r) ~g(O = v’s(r) cc’vm 
=$, [vfVg(~)]Z= 5 [i cij0ig(oj2 j=l i=l 
= f [Djh(Yl,..., Y,,O,...,O)]*. 
j=l 
(3.2) 
There is nothing to prove if EV’g(<)ZVg(<) = co. However, if 
JTv ‘gel mg(r) < 00, then, by (3.2), Cj”=r E[Djh(Y ,,..., Y,,,, 0 ,..., 0)12 < co. 
Applying Corollary 3.1, we obtain 
Vm[ g(O1 = Vm[h(Y,,..., Y,, O,..., O)] 
< 2 E[D,h(Y, ,..., Y,,O,...,O)]* 
j=l 
= E-i7 ‘g(r) mg(o 
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It is easy to check that ifg,(x,u, + ... +x,u,)=u~x, + . . . +a,x,+b for 
some constants Q 1,..., Q, and b, then (3.1) reduces to an equality with the 
right-hand side finite. Conversely, if the latter holds, then 
Var[h(Y, ,..., Y,, 0 ,...) O)] = 5 EIDjh(Yl )..., Y,, o,..., O)] * 
j=l 
and by Corollary 3.1 again 
4x 1 ,-**, x,, o,..., 0) = a, x, + * * * + a,x, + b 
for some constants a, ,..., u, and b. But 
W 1 ,***, x,, 0 ,..., 0) = g,(x, u, + *** + x,u,). 
This completes the proof of the corollary. 
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