Abstract-The Hilbert transform plays an important role in the theory and practice of signal processing. A generalization of the Hilbert transform, the fractional Hilbert transform, was recently proposed, and it presents physical interpretation in the definition. In this paper, we develop the discrete fractional Hilbert transform, and apply the proposed discrete fractional Hilbert transform to the edge detection of digital images.
I. INTRODUCTION
The Hilbert transform is an important tool for signal processing, and it has been widely used in many areas, such as modulation theory [1] , edge detection [2] , [3] , and so on. Besides the continuous Hilbert transform, the discrete Hilbert transform can also be used for digital communication and edge detection of digital images [1] - [3] . A generalization of Hilbert transform, the fractional Hilbert transform, was proposed in [4] , and it provides a tool to process signal in the fractional Fourier plane instead of a conventional Fourier plane.
The method for implementing the fractional Hilbert transform in [4] is using optical instruments. The goal of this paper is to develop the discrete fractional Hilbert transform, which can have similar outputs as those of the continuous fractional Hilbert transform.
II. PRELIMINARY

A. The Continuous Hilbert Transform
The conventional Hilbert transform of a continuous signal x(t) is computed as [1] The continuous Hilbert transform consists of a =2 radian phase shift (for positive frequencies only) in the frequency domain [6] . Thus the transfer function of Hilbert transform becomes 
B. The Continuous Fractional Hilbert Transform
In [4] , two alternative definitions for the continuous fractional Hilbert transform have been developed. One is based upon the modification of spatial filter with a fractional parameter, and its transfer function is defined as HP (v) = cos H0(v) + sin H1(v) (3) Manuscript received August 1998; revised July 2000. This paper was recommended by Associate Editor V. Madisetti.
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Publisher Item Identifier S 1057-7130(00)09938-9. where = P=2. The above definition of fractional Hilbert transform is a weighted sum of the original signal and its conventional Hilbert transform, and it is based upon modifying the spatial filter with fractional parameter. The other fractional Hilbert transform is based upon the fractional Fourier transform (FRFT) [5] . The FRFT operation indicates a rotation of signal in the time-frequency plane. The transform kernel of FRFT defined in [5] is K (t; u) = 1 0 j cot 2 e j((t +u )=2) cot 0jut csc (4) where indicates the rotation angle in the time-frequency plane. While = =2, the FRFT will become conventional Fourier transform. The transfer function V Q for the other fractional Hilbert transform based upon the FRFT method is defined as [4] 
where F Q is the fractional Fourier transform with fractional order Q.
While Q = 1, the FRFT becomes the conventional Fourier transform. The parameter Q defined here is equal to Q=2.
The above two definitions of the fractional Hilbert transform can be merged into a general one [4] . Thus, its transfer function is defined as follows: 
C. The Discrete Hilbert Transform
The transfer function of the discrete Hilbert transform is defined as [6] , [7] H(!) = j; 0 < ! < 0; ! = 0 and w = 0j; 0 < ! < 0:
Many methods for computing the discrete Hilbert transform have been proposed [6] , [7] . Most of them are based upon the transfer function of the Hilbert transform. The method for computing the discrete Hilbert transform used in this paper is also based upon its transfer function and utilizing the discrete Fourier transform DFT as a tool. Thus the discrete Hilbert transform can be computed through the following steps.
Step 1:
Step 
Step 3: Compute the inverse DFT to obtainx[k]. 
III. DEVELOPMENT OF THE DISCRETE FRACTIONAL HILBERT TRANSFORM
Similar to the continuous fractional Hilbert transform, a discrete fractional Fourier transform (DFRFT) will be required in the generalized discrete Hilbert transform. But in the history of DFRFT development, the DFRFT has been considered a linear combination of the signal and its spectrum in many documents [8] . Such a definition cannot have similar outputs as those of continuous fractional Fourier transform [9] . We have found that the DFRFT, with discrete Hermite eigenvectors and appropriate eigenvalue assignment rule, can have similar results as those of continuous FRFT [10] . Here we will use our DFRFT computation method to develop the discrete fractional Hilbert transform. The kernel of DFRFT is defined as follows:
where vn is the nth order DFT Hermite eigenvector which is a DFT eigenvector with similar shape as the nth order Hermite function. The method for finding the nth order DFT Hermite eigenvector can be found in [10] and [11] . The method in [10] is not good enough. Two more accurate methods can be found in [11] . The discrete fractional Hilbert transform can be computed through the following steps.
Step 1: Compute the DFRFT of signal fx[k]g with parameter Q.
XQ
Step where = P=2.
Step 3: Compute the DFRFT with parameter 0Q. 
Then it can be easily verified that (9) and (10) are just special cases of (14) and (15). So the proposed discrete fractional Hilbert transform is a generalized version of the conventional discrete Hilbert transform.
While P = 0, the mask becomes M0 = [1; 1; 1; ..
Thus the output of discrete fractional Hilbert transform will be the same as the input signal. In this case, the discrete fractional Hilbert transform will become an identity transform. While P = 2, the mask becomes M2 = [01; 01; 01; .. .; 01]:
The output of discrete fractional Hilbert transform becomes the negative value of the input signal. The block diagram shown in Fig. 2 can also be modified for the implementation of the discrete fractional Hilbert transform. The DFT and IDFT must be changed into DFRFT with parameter Q and 0Q, respectively. And the mask MP in (14) and (15) must be used for the mask block in Fig. 2 .
Example 1: The amplitudes of discrete fractional Hilbert transform for a rectangular window are shown in Figs. 3 and 4 . It can be observed that the discrete fractional Hilbert transform of a rectangular function consists of two peaks which mark the edges in the signal. The emphasizes of positive or negative edges are based upon the parameters for discrete fractional Hilbert transform. While 0 < P < 1, the positive edges are emphasized. And the negative edges will be emphasized when 1 < P < 2. But in the case of Q = 0:5, it can be observed in Fig. 4 that there is no preference either for the negative or for the positive derivative.
The results in Example 1 are very similar to those of the continuous fractional Hilbert transform for the results in [4] . This can help us to verify that the proposed discrete fractional Hilbert transform is our desired transform.
IV. PROPERTIES OF THE DISCRETE FRACTIONAL HILBERT TRANSFORM 1) Periodicity:
The period of continuous fractional Hilbert transform has the periods 4 for both parameters (P and Q). In the discrete fractional Hilbert transform, this property can also be preserved.
2) Angle Addition: The continuous fractional Hilbert transform has angle addition property for parameter P . Now we will discuss the angle addition property in the discrete case. For a discrete H P +P ; 1 (x) = H P ; 1 H P ; 1 (x) (23) where HP;Q indicates the discrete fractional Hilbert transform with parameter P and Q. The proof of (23) will be straightforward H P ; 1 H P ; 1 = (F 01 M P F)(F 01 M P F) = F 01 M P M P F:
If the dc and ac components are removed, then MP MP = M P +P . Equation (23) can be preserved for any values of Q if 
V. APPLICATIONS OF THE DISCRETE FRACTIONAL HILBERT TRANSFORM
The conventional discrete Hilbert transform has been applied to find the edges of digital images [2] , [3] . According to the results shown in Example 1, the discrete fractional Hilbert transform can emphasis positive or negative edges for digital signals. In the following example, we will apply the discrete fractional Hilbert transform to detect the edges for digital images. The principle used for edge detection through the discrete fractional Hilbert transform is based upon the idea in [2] . The edges occur in the (m; n) point if the following equation is satisfied: where h P ; Q (m; n) is the output of the discrete fractional Hilbert transform with parameters P x and Q x in the x-direction for the point (m; n). hP ; Q (m; n) is the output of the discrete fractional Hilbert transform with parameters P y and Q y in the y-direction for the point (m; n). The choices of threshold values are to control the amounts of edges in detection. The selections of parameters (Px, Px , Qx , Qy ) are depended upon the desired directional edges in images. P x = 0 indicates no detection in the x-direction; 0 < Px < 1 emphasizes the positive edges in the x-direction. P x = 1 indicates the edge detection in the x-direction no matter of positive or negative edges. 1 < P x < 2 emphases the negative edge in the x-direction. These cases are also the same for the P y parameter in the y-direction. It must be noted that (24) use the square of amplitude as measures. It is because transform results of the discrete fractional Hilbert transform are complex numbers.
Example 2:
In this example, we will apply the discrete fractional Hilbert transform for edge detection. The original image is drawn in the upper left corner of Fig. 5 , and it is a simple square. The other fifteen images are the detection results. It can be observed that the edges in digital images can be detected through the choices of parameter P x and Py . The parameters Qx and Qy used in this example are both equal to 1. While P x = 0:5 and P y = 0, only the horizontal positive edges are emphasized. When P x = 1:5 and P y = 0, only the horizontal negative edges are emphasized. These results can be viewed clearly in Fig. 5 . The case, P x = 1 and P y = 1, is the conventional discrete Hilbert transform for edge detection, and all directions of edges can be viewed in this case.
From the results shown in Example 2, we know that the positive or negative edges can be obtained through the choices of fractional Hilbert transform parameters. These results cannot be obtained by common edge detectors, but the fractional Hilbert tranform method can achieve them.
VI. CONCLUSION
A method for computing the generalized discrete fractional Hilbert is developed in this brief: forward DFRFT, masking DFRFT, and inverse DFRFT. Appropriate masks in computing the discrete fractional Hilbert transform are proposed. The proposed discrete fractional Hilbert transform can have similar results as those of continuous fractional Hilbert transform. Moreover, the properties of continuous Hilbert transform can also be preserved. And, the proposed discrete fractional Hilbert transform can be successfully used in edge and corner detections for digital images.
to the design of a uniform filter bank subject to some structural constraints. The design process should be capable of handling these constraints. For example, methods presented in [3] and [6] are suitable for the cases where no structural constraints are present. In [4] , it was shown that filter banks may be designed by model matching, i.e., by minimizing the H 1 norm of an error system, formed by subtracting the output of a pure delay transfer function from the output of the filter bank. By such a design method, the analysis filters are designed in advance and infinite-impulse response (IIR) synthesis filters are found so that the H1 norm of the error system is minimized, then the IIR filters are approximated by finite-impulse response (FIR) filters. The filters are found by solving two Riccati equations. Because of the approximation, the final filters are suboptimal, furthermore this method can not accommodate the structural constraints.
In this brief, we follow an iterative approach. At each iteration, we use semidefinite programming and obtain the FIR synthesis filters for a given set of FIR analysis filters or vise versa. The problem is a convex optimization problem, and since no approximation is involved, at each iteration the solution is optimal, i.e., the FIR synthesis (analysis) filters are optimal for the given analysis (synthesis) filters. Here, we consider the H1 norm as the optimality criteria. Thus the designed filter bank is closest to the desired ideal system in the worst case scenario. As we will see, the constraints will not pose any difficulty in the design process.
The semidefinite programming (SDP) problem is the optimization problem of a linear function subject to the constraint that a matrix be positive definite. In other words, the following problem is a semidefinite programming problem: This brief is organized as follows. In Section II, we discuss the model-matching formulation for filter banks. In the third section, this problem is then converted to an SDP problem. In Section IV, we give an example for the design of a three channel nonuniform filter bank. The example involves periodic blocks in the synthesis filter bank and frequency selective filters as the analysis filters. Finally, in Section V, we make some concluding remarks.
II. FORMULATION
A nonuniform filter bank as shown in Fig. 1 is considered. In this section, we will discuss how a model matching problem for the design of multirate filter banks can be obtained.
A nonuniform filter bank is a periodic system with period q = lcm(q 0 ; q 1 ; 1 11; q m01 ), where q i are the downsampling factors.
Therefore, if we block the input and output signals, a multi-input multi-output q by q LTI system results. In [8] , the building blocks of this filter bank are studied and in [3] , the transfer matrix of a blocked 1057-7130/00$10.00 © 2000 IEEE
