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Abstract
We investigate the physics-constrained training of an encoder-decoder neural
network for approximating the Fokker-Planck-Landau collision operator in
the 5-dimensional kinetic fusion simulation in XGC. To train this network, we
propose a stochastic augmented Lagrangian approach that utilizes pyTorch’s
native stochastic gradient descent method to solve the inner unconstrained
minimization subproblem, paired with a heuristic update for the penalty fac-
tor and Lagrange multipliers in the outer augmented Lagrangian loop. Our
training results for a single ion species case, with self-collisions and collision
against electrons, show that the proposed stochastic augmented Lagrangian
approach can achieve higher model prediction accuracy than training with
a fixed penalty method for our application problem, with the accuracy high
enough for practical applications in kinetic simulations.
Keywords: machine learning, fusion simulation, collision operator,
optimization
1. Introduction
XGC is a massively parallel Lagrangian particle-in-cell based gyrokinetic
code, utilizing a 5-dimensional Eulerian mesh for dissipative operations such
as Coulomb collisions, optimized for simulating the edge region of fusion de-
vices such as tokamaks [1]. With the increasing availability of more powerful
high performance computing resources, there has been growing interest in us-
ing XGC to solve problems involving many plasma species that are relevant
to ITER plasma conditions where the tungsten wall makes the plasma to be
contaminated by many different charge-state tungsten ion species. Even in
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the cold edge plasma where the ionization level may not be very high, tung-
sten ions can easily have ∼ 10 different ionization species. In the hot core
plasma, the large number of ionization species may be bundled into smaller
number but still requires minimum of ∼ 10 bundled species for a reasonable
physics understanding.
However, the present Fokker-Planck-Landau (FPL) collision operator in
XGC exhibits quadratic scaling with the number of species and presents a
computational bottleneck for the study of many species fusion cases. In the
present work, we apply machine learning (ML) techniques to address this
limitation.
The Fokker-Planck collision operator in the Landau form is given as
dfa
dt
=
∑
b
Cab(fa; fb) = −
∑
b
e2ae
2
b lnΛab
8pi20ma
∇v·
∫
U·
(
fa
mb
∇′vf ′b −
f ′b
ma
∇vfa
)
d3v′,
(1)
where a and b subscripts denote separate plasma species, fa and fb are the
velocity particle distribution functions, e are the charges, m are the masses,
lnΛab is the Coulomb logarithm, and U is a tensor that is a function of the
relative velocity vector[2].
XGC employs an implicit Picard iteration scheme to solve (1), where the
changes in the distribution functions are computed as [3, 4]
∆fa = ∆t · [Caa(fa; fa) + Cab(fa; fb)] ,
∆fb = ∆t · [Cbb(fa; fa) + Cba(fa; fb)] .
(2)
Here, the Caa and Cbb operators describe self-collision while Cab and Cba op-
erators describe collisions between different species. With each additional
species in the problem, XGC must compute an additional function distribu-
tion perturbation and an additional inter-species collision operator for each
species perturbation, resulting in aO(n2) scaling in computational cost where
n is the number of species. This motivates the exploration of alternative so-
lution or approximation approaches that exhibit more favorable scaling to
enable the study of many-species cases.
In recent years, there has been increased focus on using ML models
to approximate various operators and kernels in the simulation of physi-
cal phenomena. Much of this research has been driven by efforts to use deep
learning techniques to generate turbulence closures for Reynolds-averaged
Navier-Stokes methods, scale-resolving simulations, and large eddy simula-
tions [5, 6, 7, 8, 9, 10]. Similarly, we seek an ML model that can adequately
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and efficiently approximate the FPL operator in (1), and integrate into XGC
and enable the simulation of fusion problems with many plasma species.
An important consideration is that the ML model must generate oper-
ators and kernels that conserve mass, momentum and energy properties in
the simulation. Similar considerations of physical consistency with respect to
boundary conditions, spatial constraints and conservation laws emerge rou-
tinely in scientific ML applications. There have recently been a number of
successful efforts to explicitly enforce such constraints to machine precision,
either via physics-informed neural networks where the architecture of the
network mimics the mathematical structure of the governing equations [11],
or through the use of fixed constraint projection layers that manipulate the
model output [12, 13].
These explicit or “hard” constraint enforcement techniques, however, are
only applicable to simple governing equations or constraints for which there
are efficient differential or boundary operators available. For problems with
complex governing equations or challenging constraints, researchers have
modified the ML training loss function with a penalty term to guide the
model parameters toward model outputs that simultaneously minimize the
prediction error and the constraint violation [14]. This is the approach we
have adopted in a previous effort to construct an ML model for the FPL
operator in XGC [15].
Unfortunately, the fixed penalty method for implicit or “soft” enforcement
of such constraints face a number of challenges. Although the constrained ML
model trained with this approach yields some improvement in conservation
properties relative to the unconstrained model, the constraint violation still
remains well above the error margins we consider acceptable for integration
with the full XGC simulation workflow that employs thousands of collision
steps hence requires at least 10−5 level relative error per single collision op-
eration to limit the time integrated error to within several percent, at least.
Furthermore, the fixed penalty method features a scalar penalty weight for
balancing the relative magnitudes of the model error and constraint violation
terms in the loss function. This parameter requires cumbersome hand-tuning
to prevent either the model error or the constraint violation from overwhelm-
ing the other while training the model.
In the present work, we propose a stochastic augmented Lagrangian
method for solving nonlinearly constrained ML training problems. Aug-
mented Lagrangian methods, originally known as the method of multipliers,
were first introduced by Hestenes [16] and Powell [17] for nonlinearly con-
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strained optimization problems. This approach decomposes the constrained
problem into a sequence of unconstrained problems where Lagrange multi-
pliers and the penalty parameter are dynamically updated in the outer loop
iterations based on the progress of the inner loop optimization problem. Our
proposed method can be viewed as a heuristic adaptation of the augmented
Lagrangian approach to ML training problems where the unconstrained op-
timization problem in the inner loop is solved using a conventional stochastic
gradient descent (SGD) method. The introduction of the Lagrange multi-
pliers and the automated control of the penalty parameter in this approach
promises to address the issues we have experienced with the fixed penalty
method.
For the first introduction, we apply the present technique to deuteron
ions, that includes the deuteron self-collisions and collision against electrons.
∆fi = ∆t · [Cii(fi; fi) + Cie(fi; fe)] .
Here, the subscript “i” represent deuterons and “e” represent electrons. In
the present application, there is no other ion species. Even without explic-
itly evaluating the collisional change in the electron distribution function,
the present application example can still be used for the “ion temperature
gradient” turbulence simulation in which the electrons simply respond as an
adiabatic fluid. The data is from the actual XGC simulations, to which the
training and inference are applied, with complete ion and electron FPL col-
lisions. Extension of the application to the ML evaluation of the collisional
change in the electron electron distribution function will be the subject of a
subsequent report. Generalization to multiple ion species will then follow.
The remainder of the paper is organized as follows. We begin by reviewing
our formulation of the physics-constrained supervised training problem for
deep neural networks in Section 2 and introduce the stochastic augmented
Lagrangian method for constrained supervised training in Section 3. We then
present the numerical results for the constrained ML model trained with the
augmented Lagrangian method in Section 4 and conclude with a review of
our observations in Section 5.
2. Physics-Constrained Supervised Learning
Neural network (NN) models are often constructed via supervised learning
using simulation data. This training process is a data-driven optimization
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problem for finding the model parameters (e.g., NN weights) that minimize
a “loss” function representing the error between the model prediction and
the simulation outputs for a given set of inputs. For instance, the supervised
learning problem using the canonical mean squared error (MSE) loss function
is
minimize
p
J (p) = 1
2N
N∑
i
‖M(p, xi)− yi‖22, (3)
where p ∈ Rn are the NN weights, and N is the number of inputs xi ∈ Rs
and corresponding simulation outputs yi ∈ Rt that we want to approximate
using the NN model M : Rn×s → Rt.
The stochastic gradient descent (SGD) family of methods [18, 19], which
have become the standard for solving NN training problems, are stochastic
generalizations of gradient descent methods where the full gradient is replaced
by a sub-sampled approximation. For the MSE loss function in (3), the sub-
sampled gradient is given as
∇pJ (p) ≈ 1|N |
∑
j∈N
(M(p, xj)− yj)T∇pM(p, xj), (4)
where N = {1 ≤ j ≤ N : |N |  N} denotes the indices for a randomly
selected mini-batch of the training data.
In practice, an SGD solution to the training problem (3) randomly shuffles
the entire training data set, splits it into batches of equal size, and takes a
gradient descent direction for each generated batch of data. When there are
no more unused batches left, the training data is randomly shuffled again
and a new set of unique random batches are generated for SGD to iterate
through. This sub-sampling strategy significantly reduces the computational
cost of evaluating gradients for large training data sets, and has become an
essential component of large-scale machine learning applications.
In the present work, we wish to find the NN weights p that not only
minimize the model output error with respect to the FPL collision operator,
but also generate outputs that obey conservation laws essential to the XGC
simulation workflow. As we will demonstrate later in Section 4, the uncon-
strained learning problem in (3) cannot construct a model with the desired
conservation properties even if the underlying training data is conservative.
This suggests that we must recast the original supervised learning problem
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in (3) as an equality-constrained optimization problem,
minimize
p
J (p),
subject to C(p) = 0,
(5)
where C : Rn → Rm computes how much the model output violates conser-
vation laws for mass, momentum and energy properties.
Nonlinear quality-constrained optimization problems, such as the con-
strained learning problem in (5), are often solved using constrained sequen-
tial quadratic programming (SQP) techniques [20]. However, this approach
requires the ability to compute accurate gradients. In machine learning ap-
plications with large quantities of data, we can only generate stochastic mini-
batch gradients that exhibit large inaccuracies. To the best of our knowledge,
constrained SQP methods have not yet been generalized with stochastic ap-
proximations.
Nonetheless, it is possible to convert these constrained optimization prob-
lems to unconstrained problems by adding a constraint violation penalty term
to the loss function, such that
minimize
p
J (p) + µ
m∑
i
C2i (p). (6)
This yields the fixed penalty method where the penalty factor µ determines
the balance of priorities in the training between the loss function and the
constraint enforcement. The SGD method can be directly applied to (6) to
solve this penalized training problem.
We have previously investigated the fixed penalty method to generate
the NN model for approximating the FPL collision operator [15]. Although
the inclusion of the constraints as a penalty in the loss function improved
the model’s conservation properties, the constraint violation remained too
high for the model to adequately replace the collision operator in the XGC
simulation. This motivates us to explore alternative approaches to solve (5),
such as the augmented Lagrangian method we discuss in the next section,
that can achieve an average constraint violation in the conservation properties
no greater than 10−6.
3. Stochastic Augmented Lagrangian
The augmented Lagrangian method [16, 17], which we will call “aug-Lag”
for the remainder of the paper, decomposes a general equality-constrained
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optimization problem,
minimize
p
J (p),
subject to C(p) = 0,
(7)
into a sequence of unconstrained optimization problems denoted by the k
subscript,
minimize
p
Lˆ(p, λk, µk), (8)
using the augmented Lagrangian merit function,
Lˆ(p, λ, µ) = J + λTC(p) + µ
2
‖C(p)‖22, (9)
where p ∈ Rn are the optimization parameters, J : Rn → R is the objective
function, C : Rn → Rm are the equality constraints, λ ∈ Rm are Lagrange
multipliers, and µ is the augmented Lagrangian penalty factor. When ap-
plied to the training of the ML model for the XGC FPL collision operator,
the objective function represents the mean squared error (MSE) loss function
introduced in Section 2 with neural network (NN) weights as optimization
parameters, while the constraint vector encodes information about how much
the model prediction violates the conservation properties for mass, momen-
tum and energy.
Aug-Lag algorithms have a two-level nested loop structure where the inner
problem in (8) is solved using a conventional unconstrained optimization
method such as the BFGS algorithm [21, 22, 23, 24], while the Lagrange
multipliers and the penalty factor is updated in the outer loop based on the
constraint violation of the inner loop solution. Although the specifics vary
with implementations, all aug-Lag algorithms follow the general principle of
updating the Lagrange multipliers only with sufficient improvement in the
constraint violation, and increasing the penalty parameter otherwise.
This approach to solving constrained problems has largely been sup-
planted by constrained sequential quadratic programming (SQP) techniques [25,
26, 27] that typically exhibit superior convergence properties and can pro-
duce solutions with fewer objective function and gradient evaluations than
aug-Lag [28, 29, 20]. However, optimization problems emerging from ML
applications pose some challenges to SQP methods that make aug-Lag once
again a relevant approach.
Recall that in Section 2, we reviewed the use of stochastic mini-batch
gradients due to the computational cost in evaluating loss function gradient
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for large training data sets. These stochastic mini-batch gradients are incom-
patible with constrained SQP algorithms, and due to the complexity of these
methods, it is not immediately clear how they may be adapted to tolerate
large stochastic inaccuracies in gradients for ML applications. The simplicity
of the aug-Lag approach, on the other hand, presents some obvious avenues
for adaptation that we explore.
3.1. Inner Loop: Stochastic Gradient Descent
For our constrained ML application, we use SGD to solve the uncon-
strained inner problem in (8). This represents a stochastic generalization of
the augmented Lagrangian method. However, SGD does not neatly fit into
the typical convergence decisions made in the aug-Lag approach for gener-
alized constrained problems, and the aug-Lag approach requires additional
modifications to accommodate this generalization.
In a typical aug-Lag algorithm, the inner optimization problem (8) is
solved to a dynamic tolerance such that ‖∇pLˆ(pk, λk, µk)‖2 ≤ ωk. It is
recommended that this tolerance is initially set to a very loose value and
gradually tightened as the outer problem converges towards the constrained
solution. Nocedal and Wright recommend initial penalty and tolerance values
of µ0 = 10 and ω0 = 1/µ0, with tolerance updates of ωk+1 = ωk/µk whenever
constraint violation is sufficiently reduced [20].
Unfortunately, accurate estimates of the optimality norm, ‖∇pLˆ‖2, is not
readily available when using stochastic mini-batch gradients. Furthermore,
the `2-norm of the gradient of the augmented Lagrangian merit function is not
necessarily a meaningful termination criteria for ML applications where the
primary quantity of interest is predominantly the prediction accuracy of the
neural network. In the current effort, we have chosen to discard the dynamic
convergence tolerance and permit the SGD algorithm to iterate through the
entire training data set once per outer aug-Lag iteration. Consequently, the
fixed number of SGD iterations for each inner solution is controlled by the
ratio of training data set size to batch size.
Complementary to this approach, we also designate a user-defined num-
ber of aug-Lag outer iterations to evaluate for each randomized shuffling of
the training data set. This means that SGD performs multiple passes over
the same data set and same batches before new random batches are gener-
ated, but each pass solves a different inner optimization problem defined by
updated Lagrange multipliers and penalty parameter values.
8
3.2. Outer Loop: Multiplier and Penalty Updates
Similar to dynamic convergence tolerances on the inner optimization
problem, a typical aug-Lag algorithm also utilizes a dynamic constraint tol-
erance to make decisions on accepting Lagrange multiplier updates or in-
creasing the penalty parameter. However, the theoretical foundation for this
update is based on the assumption that the inner optimization problem is
always solved to the required dynamic tolerance. Our earlier choice to solve
the inner problem with SGD to a fixed number of iterations cannot provide
this convergence guarantee.
Instead, the stochastic aug-Lag algorithm accepts an update to the mul-
tipliers whenever the SGD solution to the inner problem achieves a fixed
sufficient decrease in the constraint violation, ‖C(pk+1)‖2 ≤ η‖Cbest‖2, deter-
mined by the scalar parameter η and the previous best recorded solution for
the constraints Cbest. The multiplier update itself, λk+1 = λk + µkC(pk+1),
remains unchanged from the conventional aug-Lag method [20]. Likewise,
we also use the unmodified penalty parameter increase µk+1 = σµk with a
fixed factor σ when the SGD solution fails to satisfy the sufficient decrease
criteria in the constraints.
3.3. Adaptive Learning Rate
In unconstrained ML applications, it is common practice to utilize learn-
ing rate schedules that gradually decay the step length for SGD iterations as
the training converges towards the solution. This is somewhat analogous to
line search methods for conventional optimization and nonlinear equations,
with the caveat that the decaying learning rate is not intended to avoid local
maxima and other undesirable stationary points. Instead, the purpose of
such schedules is to improve model accuracy by preventing the training from
“circling the drain” around the optimum solution.
The aug-Lag method uses different multiplier and penalty parameter val-
ues at each outer iteration to construct a new training subproblem with a
different solution. Consequently, learning rate adaptations from the previ-
ous outer iterations can adversely affect the convergence of the new training
problem. In our implementation, we utilize a schedule that decreases the
learning rate when progress in the loss function has stagnated across SGD
iterations. However, we have observed that this results in learning rates that
are too small for the overall aug-Lag algorithm to make sufficient progress in
reducing the constraint violation. To address this issue, we reset the learning
rate back to its initial value for each aug-Lag iteration, which results in an
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independent decay rate in the learning rate for each training subproblem we
construct.
3.4. Algorithm Overview and Implementation Details
We now provide an overview of the final stochastic aug-Lag method in
Algorithm 1. Our encoder-decoder neural network and the aug-Lag algo-
rithm are implemented using pyTorch [30], a popular open-source machine
learning library written in Python. In addition to the building blocks for
constructing neural networks, pyTorch also provides optimization algorithms
and related tools such as learning rate schedules for use in solving the ML
training problems. Our stochastic aug-Lag implementation is written as a
wrapper around pyTorch’s native SGD optimizer. For additional details on
the neural network architecture, we refer the reader to our previous work
using the fixed penalty method [15].
Remark 1. Our stochastic augmented Lagrangian method introduces a num-
ber of user-controlled parameters. On the surface, the burden of hand-tuning
these parameters may appear to be a greater challenge than tuning a single
scalar parameter for fixed penalty methods. However, the dynamic updates
to the Lagrange multipliers and the penalty factor based on convergence
metrics during training render the training results relatively insensitive to
the initial values of these parameters. In particular, our experience indicates
that the aug-Lag method can train the model to high prediction accuracy
(i.e. low MSE value) even when the constraint enforcement degrades as a
result of poorly set penalty parameters. In order to better guide the reader
in application of this method to other problems, we also share the parameter
values used in our experiments in Section 4.
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Algorithm 1: Stochastic augmented Lagrangian method for con-
strained ML training.
Data: Update tolerance η, convergence tolerances f and c, initial
penalty µinit, penalty update factor σ, penalty safeguard µmax,
batch size nbatch, number of random shuffles nshuffle and
number of aug-Lag iterations per shuffle naug−Lag
Result: Trained model parameters p∗
Cbest ← C(p0);
λ0 ← 0;
for shuffle = 0, 1, 2, . . . , nshuffle do
Randomly shuffle training data set, split into batches of size nbatch ;
µ0 = (shuffle + 1) ∗ µinit;
for k = 0, 1, 2, . . . , naug−Lag − 1 do
// Solve eqn. 8 with pyTorch SGD
pk+1 ← argmin
p
J (p) + λTk C(p) + µk2 ‖C(p)‖22;
if ‖C(pk+1)‖2 ≤ η‖Cbest‖2 then
if f(pk+1) ≤ f and ‖C(pk+1)‖2 ≤ c then
// Solution found
Terminate with p∗ = pk+1;
end
// Multiplier update
λk+1 ← λk + µkC(pk+1);
Cbest ← C(pk+1);
µk+1 ← µk
else
// Safeguarded penalty increase
λk+1 ← λk;
µk+1 ← min(σ ∗ µk, µmax);
end
end
λ0 ← λnaug−Lag ;
end
4. Numerical Experiments
We apply the stochastic augmented Lagrangian method to the constrained
training problem for our encoder-decoder neural network. Our goal in the
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present report is to replace the fully nonlinear FPL collision operator in
XGC with a computationally cheap approximation that can reproduce accu-
rate collisional perturbations to the velocity particle distribution function for
ions, ∆fi, given the current velocity particle distribution functions for both
ions and electrons, fi and fe, respectively.
The training problem for this application is given as
minimize
p
J (p) = 1
N
N∑
j
‖∆fMLi,j (p)−∆fXGCi,j ‖22
subject to C(p) = 1
N
N∑
j
∆m(∆fMLi,j (p))∆P (∆fMLi,j (p))
∆E(∆fMLi,j (p))
 = 0, (10)
where the ML superscript denotes a prediction from the ML model, XGC
superscript denotes the “ground truth” evaluation from XGC’s fully non-
linear FPL collision operator, and C(p) represents the ML model’s average
violation of the conservation principles for mass m, momentum P and energy
E properties. Figure 1 provides an overview of the training process; the con-
servation constraints are evaluated using only the ML model output, while
the XGC simulation data enters into training only through the MSE func-
tion. This training data is filtered to eliminate unconverged or inaccurate
XGC solutions as detailed below.
The numerical results in this section present the conservation properties
and the prediction accuracy of the constrained neural network both through-
out the training process and in out-of-sample testing after training, with
comparisons against both the unconstrained model and the model trained
with the fixed penalty method.
4.1. Preprocessing the Training Data
Our raw data comes from 150, 000 evaluations of the FPL collision oper-
ator for a broad range of particle distribution functions at different combi-
nation of experimentally relevant electron/ion density, electron temperature
and ion temperature. We filter this data set to eliminate unconverged or
inaccurate evaluations by first discarding XGC solutions that have failed to
resolve to a relative error of 10−6, and then computing the conservation prop-
erties for the remaining solutions and eliminating data points that violate
conservation tolerances of ∆m > 10−10 for mass, ∆P > 10−7 for momentum,
and ∆E > 10−7 for energy. This reduces the final data set to 129, 937 points.
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Figure 1: Flowchart for training the ML model.
Figure 2 below shows the histograms for the conservation properties in
our raw and filtered data sets. We reserve, from random selection, 10% of
the filtered data set for out-of-sample tests after training. Another 10% is
dedicated to validating the model during training, while the remaining 80%
is used in solving the training problem.
4.2. Training Results
We train our constrained neural network using both the fixed penalty
method and the proposed stochastic aug-Lag method. The hand-tuned
penalty parameter for the fixed penalty method is set to 0.3, which, for
this problem, yielded the best training results by balancing the relative mag-
nitudes of the mean squared error loss function and the `2-norm of the con-
servation constraints. The aug-Lag method, on the other hand, is initialized
with Lagrange multipliers set to zero, penalty factor µinit = 100, penalty
update factor σ = 2, and penalty safeguard µmax = 10
9.
Both training methods utilize a batch size of nbatch = 128 and are limited
to the same number of passes over the data set. The aug-Lag method is
configured to shuffle the data nshuffle = 3 times and perform naug−Lag = 10
13
(a) Raw
(b) Filtered
Figure 2: Conservation properties for the XGC simulation data used for training, valida-
tion and testing.
outer aug-Lag iterations per shuffle for a total of nepoch = 30 passes, while
the fixed penalty method shuffles the data each time for all 30 passes. The
training problem is solved in single-precision on a workstation with an Intel
Core i5-9400F processor, 32GB system memory, and an NVIDIA GeForce
GTX 1080 GPU using CUDA version 11.0.
Figure 3 shows the training convergence plots tracking the mean squared
error loss function value and the `2-norm of the conservation constraints for
both training methods. Our results show that the proposed stochastic aug-
Lag method can train this network to a much higher accuracy using the same
number of passes over the data set. An interesting observation is that the
improvement in the aug-Lag method is not restricted to the enforcement of
the conservation constraints. The aug-Lag method’s constraint formulation
clearly guides the training solution towards neural network parameters that
also yield far smaller error in model predictions relative to the ground truth.
A closer look at the individual conservation properties in Figure 4 confirm
that the constrained training is enforcing all three conservation properties
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(a) Fixed penalty (b) Stochastic aug-Lag
Figure 3: Convergence plots for training under conservation constraints.
uniformly for both methods, with the model trained with aug-Lag achieving
lower constraint violation.
Finally, Figure 5 shows the out-of-sample tests of the constrained ML
models. The unconstrained training still obeys conservation properties to a
median tolerance of 10−3 simply because the underlying training data from
the XGC FPL collision operator is conservative. The fixed penalty method
is able to improve upon this slightly, while the aug-Lag method we have
proposed in this paper is able to achieve a median constraint violation of at
least 10−6 in all conservation properties that is good enough for use in XGC.
5. Closing Remarks
We introduced a new algorithm for solving supervised training problems
in machine learning under nonlinear physical constraints on the model out-
put. Our research is motivated by the need to replace the computationally
expensive Fokker-Planck-Landau collision operator in the XGC simulation
code for fusion devices. A machine learning model for efficiently approxi-
mating this collision operator must also obey the conservation laws for mass,
momentum and energy properties in order to maintain the integrity of the
overall XGC simulation. We construct such a model by solving a physics-
constrained training problem using the proposed stochastic augmented La-
grangian method.
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(a) Fixed penalty (b) Stochastic aug-Lag
Figure 4: Evolution of the convergence properties during training.
Our numerical results demonstrate that this training method is more ef-
fective in enforcing the conservation constraints than our previous efforts
using a fixed penalty method, and achieve constraint feasibility that is suf-
ficiently accurate for the model to be integrated into the XGC simulation.
An important observation is that the tighter enforcement of the conservation
constraints have guided the training towards a final model that also produces
more accurate approximations of the nonlinear collision operator.
In the future, we plan to work toward integrating the trained model into
the XGC workflow and to extend it to the collisional change in the electron
distribution function and multiple ion speces. Since the existing FPL solver-
cost increases as square of the number of species, our ML inference time is
expected to win at some cross-over number of species on exascale computers.
This study is another important topic to be addressed in the future, beginning
with Summit GPUs. We also plan to develop a more robust theoretical
foundation for the heuristic multiplier and penalty parameter updates we
have utilized in this effort, and investigate variations that may improve the
convergence of the training problem even further.
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Figure 5: Trained model quality in out-of-sample testing.
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