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Abstract
A novel Douglas alternating direction implicit (ADI) method is proposed in this work
to solve a two-dimensional (2D) heat equation with interfaces. The ADI scheme is a
powerful finite difference method for solving parabolic equations, due to its unconditional
stability and high efficiency. However, it suffers from a serious accuracy reduction in space
for interface problems with different materials and nonsmooth solutions. If the jumps in a
function and its derivatives are known across the interface, rigorous ADI schemes have been
successfully constructed in the literature based on the immersed interface method (IIM)
so that the spatial accuracy can be restored. Nevertheless, the development of accurate
and stable ADI methods for general parabolic interface problems with physical interface
conditions that describe jumps of a function and its flux, remains unsolved. To overcome
this difficulty, a novel tensor product decomposition is proposed in this paper to decouple 2D
jump conditions into essentially one-dimensional (1D) ones. These 1D conditions can then
be incorporated into the ADI central difference discretization, using the matched interface
and boundary (MIB) technique. Fast algebraic solvers for perturbed tridiagonal systems
are developed to maintain the computational efficiency. Stability analysis is conducted
through eigenvalue spectrum analysis, which numerically demonstrates the unconditional
stability of the proposed ADI method. The matched ADI scheme achieves the first order
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of accuracy in time and second order of accuracy in space in all tested parabolic interface
problems with complex geometries and spatial-temporal dependent jump conditions.
Keyword: Heat equation; Parabolic interface problem; Jump conditions; Alternating
direction implicit (ADI); Matched interface and boundary (MIB).
MSC: 65M06, 65M12, 35K05.
1 Introduction
In this paper, we propose a new alternating direction implicit (ADI) method for solving two-
dimensional (2D) parabolic interface problems
∂u
∂t
= ∇ · (α∇u) + f, in Ω = Ω− ∪Ω+ (1)
where u(x, y, t) is a function of interests, e.g. the temperature, α is the diffusion coefficient and
f(x, y, t) is a source. For simplicity, the domain Ω is assumed to be a rectangle one, with proper
boundary conditions prescribed for u on ∂Ω. Across a material interface Γ separating two media
Ω− and Ω+, the diffusion coefficient α is discontinuous, while the source term f(x, y, t) may
be even singular. Physically, the solution u on both sides of Γ is related analytically via jump
conditions
[u] = u+ − u− = φ(s, t), [αun] = α
+∂u
+
∂n
− α−
∂u−
∂n
= ψ(s, t), (2)
where s is the arc-length parametrization of the interface Γ, and n the unit normal direction.
The superscript, − or +, denotes the limiting value of a function from one side or the other
of the interface. We note that (2) takes a quite general form, while for many applications, we
have simply φ = ψ = 0.
The parabolic interface problem governed by (1) and (2) appears in many physical and en-
gineering applications, such as the continuous casting in the metallurgical industry, the freezing
process of perishable foodstuffs in the food engineering, and the magnetic fluid hyperthermia
treatment of cancer. The analysis of conductive heat transfer process over composite media is
indispensable in these applications.
Since the physical solution is non-smooth or even discontinuous across the interface, the
standard numerical methods often perform poorly for the parabolic interface problem. To
restore the accuracy near the interface, the jump conditions (2) have to be incorporated into
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the numerical discretization in certain manner. For finite element methods [6, 20, 21, 2] and
finite volume methods [25], many rigorous interface treatments have been proposed to deliver
high accuracy in solving parabolic interface problems.
As one of the most successful finite difference methods for solving material interface prob-
lems, the immersed interface method (IIM) was originally introduced by LeVeque and Li [13]
for solving elliptic equations with discontinuous coefficients and singular sources. By rigorously
imposing jump conditions via local Taylor expansions, the IIM achieves the second order of
accuracy for complex elliptic interfaces. The development of the IIM for solving parabolic
equations has been considered in [11, 12, 4, 5, 1]. In [11, 12], the authors constructed the
IIM together with the implicit Euler time integration for parabolic equations with singular
own sources. The IIM has been applied in [4, 5] for solving the Poisson equation over mov-
ing irregular domains or over fixed domains with the Neumann boundary condition. The
maximum principle preserving IIM has been proposed in [1] by Adams and Li for solving the
convection-diffusion equation with general jump conditions. In this scheme, the advection term
is discretized explicitly while the diffusion term is treated implicitly. A fast multigrid method
is implemented to efficiently solve the linear system of equations for the implicit time stepping
[1].
As one of the most successful finite difference methods for solving parabolic equations, the
classical ADI method [9, 8, 18] can be written as some perturbations of multidimensional im-
plicit methods, such as the Crank-Nicolson and backward Euler. In general, the ADI method
is unconditionally stable for parabolic problems without interfaces so that a large time incre-
ment is admissible, which in turn can lead to a faster simulation. The major attraction of the
ADI method, as compared with other implicit methods, is that it reduces a multidimensional
problem to sets of independent one-dimensional (1D) problems of tridiagonal structures, and
such matrices can be efficiently solved using the Thomas algorithm [22]. Moreover, the es-
sentially 1D feature of the ADI computations allows a tremendously efficient parallelization,
including on modern Graphics Processing Units (GPUs) [23, 26]. Neglecting jump conditions,
the classical ADI method has been applied to solve interface problems with sharp or smeared
interfaces, see for example [3, 7, 10, 28, 24]. However, for sharp interface problems, the central
finite difference approximation degrades to the first order of accuracy in space and the pre-
3
cious unconditional stability may be lost [10, 28]. Therefore, it is highly desired to construct
novel ADI methods for solving parabolic interface problems without compromising stability
and spatial accuracy.
The first rigorous interface treatment in the ADI framework was due to Li and Mayo [14],
in which a homogeneous 2D heat equation with a constant diffusion coefficient and a singular
source is solved. For such an interface setting, the jump conditions (2) take a simpler form
with α = 1. Thus, higher order jump conditions can be simply derived [14]. This allows the
construction of a second order accurate IIM-ADI method by adding some correction terms into
the classical ADI scheme for irregular points near the interface. Considering the same jump
conditions, Liu and Zheng have extended the IIM-ADI method to solve a 2D homogeneous
convection-diffusion equation [16] and a three-dimensional (3D) homogeneous heat equation
[17].
However, grand difficulties are encountered when the IIM-ADI method [14, 16, 17] is gener-
alized in [15] to solve a 2D heat equation with nonhomogeneous media, i.e., α being a piecewise
constant. By still assuming simple jump conditions with prescribed function and derivative
jumps, i.e., given [u] and [un] values, the second order jump condition for [unn] cannot be
simply derived from the governing equation now. A rather complicated second order jump
condition is considered in [15] so that the SOR iterative method has to be used to solve a
2D linear system in each step of the Crank-Nicolson time integration. We note that, on the
other hand, if the general jump conditions like (2) are used, the second order jump conditions
could be naturally derived. Nevertheless, the construction of the IIM-ADI scheme through
introducing correction terms remains a challenge for general jump conditions. Therefore, the
development of accurate and stable ADI methods for the parabolic interface problem (1) and
(2) is essentially an open problem.
The objective of this paper is to propose a novel matched ADI method to overcome the
aforementioned difficulties for solving general parabolic interface problems. The proposed
matched ADI method is formulated based on our previous interface scheme, the matched in-
terface and boundary (MIB) method, originally developed for solving elliptic and hyperbolic
interface problems [29, 31]. One distinction between the MIB and IIM is that the MIB inter-
face modeling just needs zeroth and first order jump conditions, i.e., (2) so that the difficulty
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associated with the second order jump conditions of the IIM is simply bypassed in the MIB
approach. However, the MIB scheme has never been applied to a parabolic interface problem
before. Moreover, the existing MIB scheme cannot be directly utilized in the ADI formulation,
because the 2D MIB interface treatment will couple x and y directions simultaneously. The
most significant contribution of this work is the introduction of a novel tensor-product decom-
position of jump conditions (2), which decouples 2D jump conditions into 1D ones, in the same
spirit of the ADI method. Then, 1D MIB interface treatments will be developed in space to
secure a second order of accuracy. Fast algebraic solvers based on the Thomas algorithm will
be developed to solve 1D linear systems efficiently. The stability proof of the matched ADI
algorithm is highly non-trivial, because the finite difference weights of the MIB discretization
depend on the interface geometry in an unpredictable manner. In the present study, through
calculating the spectral radius, the proposed matched ADI method is numerically verified to
be unconditionally stable.
The rest of this paper is organized as follows. Section 2 is devoted to the theory and
algorithm of the proposed matched ADI method. Numerical tests are carried out to validate
the proposed method by considering various particular forms for the jump conditions (2).
Finally, a conclusion ends this paper.
2 Theory and Algorithm
Consider an interface problem, in which Ω− is interior to Ω+. Define a uniform mesh partition
of the computational domain Ω. Without the loss of generality, we assume that the grid spacing
h in both x and y directions is the same and one grid line cuts the interface Γ at most twice.
Denote the time increment to be ∆t and take Nx and Ny as the number of grid points in
each direction. To facilitate the following discussions, we adopt a notation at node (xi, yj, tk):
uki,j = u(xi, yj, tk).
2.1 Temporal discretization
We first rewrite the heat equation (3) by dividing α throughout
1
α
∂u
∂t
=
∂2u
∂x2
+
∂2u
∂y2
+
f
α
, in Ω− or Ω+, (3)
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If the jump conditions (2) are rigorously enforced in the numerical discretization, the numerical
solution to (3) will be identical to that of (1), whereas (3) allows an easier formulation for the
ADI method. The semi-discretization of (3) using the implicit Euler time integration at a
general spacial node (xi, yj) reads
uk+1i,j − u
k
i,j
α∆t
= δxxu
k+1
i,j + δyyu
k+1
i,j +
fk+1i,j
α
, (4)
which is first order accurate in time. Here δxx and δyy are discrete operators for finite difference
approximations in x and y directions. We propose a first order Douglas ADI method for solving
(3),
(
1
α
−∆tδxx)u
∗
i,j = (
1
α
+∆tδyy)u
k
i,j +
∆t
α
fk+1i,j ,
(
1
α
−∆tδyy)u
k+1
i,j =
1
α
u∗i,j −∆tδyyu
k
i,j . (5)
To see the connection between (4) and (5), we can eliminate u∗i,j in (5),
(
1
α
−∆tδxx)(
1
α
−∆tδyy)u
k+1
i,j = (
1
α
+∆tδyy)
1
α
uki,j − (
1
α
−∆tδxx)∆tδyyu
k
i,j +
∆t
α2
fk+1i,j . (6)
After fully expanding terms, Eq. (6) can be written into the form
(
1
α
−∆tδxx −∆tδyy + α∆t
2δxxδyy)u
k+1
i,j = (
1
α
+ α∆t2δxxδyy)u
k
i,j +
∆t
α
fk+1i,j . (7)
If we drop the higher order perturbation term α∆t2δxxδyyu on both hand sides of (7), we
actually obtain an equivalent form of the implicit Euler scheme (4)
(
1
α
−∆tδxx −∆tδyy)u
k+1
i,j =
1
α
uki,j +
∆t
α
fk+1i,j . (8)
In this work, the Douglas scheme (5) will be employed in all ADI computations, while the
implicit Euler scheme (8) can be used in the theoretical analysis.
2.2 Spatial discretization
We next consider the spatial discretization. For nodes away from the interface, a central
difference approximation is used, e.g.,
δyyu
k+1
i,j :=
1
h2
(uk+1i,j−1 − 2u
k+1
i,j + u
k+1
i,j+1). (9)
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In the present study, a proper Dirichlet or Neumann boundary condition for u is assumed to
be given on the boundary ∂Ω. Such a boundary condition is implemented as in the classical
ADI schemes [9, 8, 18]. If a nontrivial boundary condition is encountered, the advanced MIB
boundary closure method [27, 30] can be utilized to enclose such a condition into the finite
difference discretization.
For nodes near the interface Γ, novel interface treatments will be developed to correct
discrete finite difference operators δxx and δyy via rigorously imposing the jump conditions (2).
To this end, we consider some tensor product decompositions of jump conditions (2) in the ADI
framework. At an interface point, we denote the outer normal and tangential directions as n and
τ , respectively. Denote the angle between n and the x-axis as θ. Coordinate transformations
can be employed to convert between the derivatives
∂
∂n
= cos θ
∂
∂x
+ sin θ
∂
∂y
,
∂
∂τ
= − sin θ
∂
∂x
+ cos θ
∂
∂y
. (10)
Based on (2), one more jump condition can be derived by differentiating along the interface Γ:
[uτ ] =
∂φ
∂τ
= φτ . We thus have three zeroth and first order jump conditions
[u] = φ, [uτ ] = φτ , [αun] = ψ. (11)
However, jump conditions given in (11) cannot be applied in a 1D manner in the ADI algorithm.
To illustrate this, we transform the flux jump condition into Cartesian directions
cos θ[αux] + sin θ[αuy] = ψ. (12)
A strong coupling in x and y directions is clearly seen.
In this paper, we propose to decompose the 2D jump conditions (11) into two sets of essen-
tially 1D jump conditions. We illustrate the idea by considering the x direction formulation.
The y direction can be similarly treated. Consider an interface point (xΓ, yj) which is the in-
tersection point between one x grid line and Γ. If the normal direction n at this point happens
to be along the x direction, we have simply 1D jump conditions [u] = φ and [αux] = ±ψ.
For more general scenario, in which n is not along the x direction, we will analytically derive
a hybrid jump condition using x and τ . In particular, we have uy = sec θuτ + tan θux. By
substituting this into (12), we arrive at
[αux] + sin θ[αuτ ] = cos θψ. (13)
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Even though Eq. (13) looks similar to Eq. (12), Eq. (13) allows a 1D numerical approximation,
whereas Eq. (12) dose not. This is because the jump value of [uτ ] is known, while that of [uy]
is not. In fact, Eq. (13) can be further rewritten as
[αux] = cos θψ − sin θ(α
+ − α−)u+τ − sin θα
−φτ = ψ¯, (14)
where u+τ shall be evaluated based on finite difference approximations using grid nodes ex-
clusively from the positive side of Γ, i.e., Ω+. Once u+τ is accurately estimated, ψ¯ is known.
We thus have essentially 1D jump conditions [u] = φ and [αux] = ψ¯. Similarly, we derive the
following essentially 1D jump conditions in the y direction,
[u] = φ, [αuy] = sin θψ + cos θ(α
+ − α−)u+τ + cos θα
−φτ = ψˆ. (15)
We note that ψ¯ and ψˆ can also be evaluated through calculating u−τ from the negative side of
the interface.
We propose a new MIB scheme to impose the decomposed 1D jump conditions in the
vicinity of the interface Γ. Comparing with other established interface methods, the MIB
method [29, 31, 30] is ideally-suited to the present problem because in the MIB, jump condition
enforcement is disassociated with the derivative discretization and can be conducted in a 1D
manner along each Cartesian direction. Here, we consider the MIB modification to δyyu
k+1
i,j in
the ADI scheme (5) as an example, where (xi, yj) is an irregular node near the interface Γ. A
typical situation is shown in Fig. 1 (a). In the MIB scheme, to approximate function or its
derivatives on one side of interface, one never directly refers to function values from the other
side. Instead, fictitious values from the other side of the interface will be supplied. Referring
to Fig. 1 (a), δyyu
k+1
i,j will be corrected as
δyyu
k+1
i,j =
1
h2
(uk+1i,j−1 − 2u
k+1
i,j + u˜
k+1
i,j+1), (16)
where u˜k+1i,j+1 is a fictitious value at the node (xi, yj+1). Similarly, δyyu
k+1
i,j+1 will be modified.
This calls for two fictitious values u˜k+1i,j and u˜
k+1
i,j+1, which will be resolved based on the jump
conditions (15).
In order to impose the jump conditions (15), we first need to approximate u+τ . Consider
the situation shown in Fig. 1 (a). We calculate u+τ in two steps. First, we calculate the
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jj+1
j-1
i i+1i-1
n
j
j+1
j-1
i i+1i-1
D 2
D 1
(a) (b)
Figure 1: Illustration of the MIB grid partitions. (a). For a regular interface; (b). For a corner
case. In both charts, the jump conditions will be discretized by using fictitious values (open
circles) and function values (filled circles). In (a), the approximation of u+τ is also shown, i.e.,
it is approximated by two auxiliary values (open squares), then interpolated by six function
values (filled squares).
intersection points between the tangential line τ and two grid lines x = xi−1 and x = xi+1.
There two auxiliary nodes are shown as open squares in Fig. 1 (a). A central difference is
conducted to approximate the τ derivative at the interface point (xi, yΓ) using two auxiliary
values of u. Second, each of these two auxiliary values will be further interpolated by using
three on-grid function values, all selecting from Ω+. These six nodes are shown as filled squares
in Fig. 1 (a). In this manner, u+τ is actually approximated by six grid values of u, with the
spatial accuracy being second order. In the present study, we will make use of the known
values of u at the current time instant tk to estimate u
+
τ , which avoids the introduction of a
coupling among different y grid lines at the future time instant tk+1. Otherwise, the 1D linear
systems of the ADI algorithm are not independent, which cannot be solved efficiently. We note
that the present approximation is of first order accurate in time when it is applied to correct
δyyu
k+1
i,j and δxxu
∗
i,j in (5). This is acceptable, since the temporal order of the ADI scheme
(5) is also one. In summary, the calculated u+τ will depend on six u
k
i,j values for some nearby
nodes (xi, yj).
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With the calculated u+τ , ψˆ is then known at the interface point (xi, yΓ). We will next
determine u˜k+1i,j and u˜
k+1
i,j+1 by using four function values at the future time tk+1, i.e., u
k+1
i,j−1,
uk+1i,j , u
k+1
i,j+1, and u
k+1
i,j+2, see Fig. 1 (a). For this purpose, (15) will be discretized in the same
manner of (16), i.e., never referring to function values across the interface Γ
w+0,1u˜
k+1
i,j + w
+
0,2u
k+1
i,j+1 + w
+
0,3u
k+1
i,j+2 (17)
=w−0,1u
k+1
i,j−1 + w
−
0,2u
k+1
i,j + w
−
0,3u˜
k+1
i,j+1 + φ,
α+
(
w+1,1u˜
k+1
i,j + w
+
1,2u
k+1
i,j+1 + w
+
1,3u
k+1
i,j+2
)
=α−
(
w−1,1u
k+1
i,j−1 + w
−
1,2u
k+1
i,j + w
−
1,3u˜
k+1
i,j+1
)
+ ψˆ,
where w−I,J and w
+
I,J for I = 0, 1 and J = 1, 2, 3 are one-sided finite difference weights, respec-
tively, for left and right subdomains. Here the subscript I represents interpolation (I = 0) and
the first derivative approximation (I = 1), and J is for grid index. After the discretization,
(17) actually represents two algebraic equations. By solving (17), one can determine u˜k+1i,j and
u˜k+1i,j+1 as linear combinations of u
k+1
i,j−1, u
k+1
i,j , u
k+1
i,j+1, u
k+1
i,j+2, φ, and ψˆ. By substituting such
combinations into (16) to eliminate the fictitious value and applying the definition of ψˆ given
in (15), δyyu
k+1
i,j is now a spatially second order accurate finite difference approximation to the
double y derivative, involving four uk+1i,j values along the y direction, six u
k
i,j values nearby,
and two nonhomogeneous values φ and ψ. In the present study, φ and ψ will be evaluated at
the time instant tk.
When one grid line intersects the interface Γ near a rounded or sharp corner, the inter-
face could be cut twice within a short distance. If in between these two intersection points
there is no grid node, a grid refinement is necessary. If there are at least two grid nodes,
the aforementioned matched ADI algorithm can be conducted. However, additional corner
treatments are called for the case where only one node locates in between two intersection
points, see Fig. 1 (b). A MIB corner scheme is proposed to solve this problem. Denote
two intersection points as (xi, yΓ1) and (xi, yΓ2) with yΓ1 < yj < yΓ2. At (xi, yΓ1) and
(xi, yΓ2), u
+
τ can be calculated individually as outlined above, so that the nonhomogeneous
values (φ1, ψˆ1) and (φ2, ψˆ2) are known, respectively. The jump conditions (15) can then be
imposed at (xi, yΓ1) and (xi, yΓ2) to form four algebraic equations. Nevertheless, only three
fictitious values are needed to correct δyyu, i.e., u˜
k+1
i,j−1, u˜
k+1
i,j , and u˜
k+1
i,j+1. This difficulty can be
10
trivially avoided by introducing one more fictitious value. Referring to Fig. 1 (b), we denote
D1 = |yΓ1 − yj−1| and D2 = |yj+1 − yΓ2|. If D1 < D2, the fourth fictitious value is chosen
as u˜k+1i,j−2. Otherwise, it is selected as u˜
k+1
i,j+2. With such a grid partition, each term of the
jump conditions (15) is approximated through a third order finite difference approximation
involving four points. This ensures the overall accuracy of the matched ADI scheme, since
the solution usually undergoes a rapid change near the corner. In particular, for the case
shown in Fig. 1 (b), the positive and negative terms at (xi, yΓ1) are approximated based on
(uk+1i,j−2, u
k+1
i,j−1, u˜
k+1
i,j , u
k+1
i,j+1) and (u˜
k+1
i,j−1, u
k+1
i,j , u˜
k+1
i,j+1, u˜
k+1
i,j+2), respectively, while those at (xi, yΓ2)
are based on (uk+1i,j−1, u˜
k+1
i,j , u
k+1
i,j+1, u
k+1
i,j+2) and (u˜
k+1
i,j−1, u
k+1
i,j , u˜
k+1
i,j+1, u˜
k+1
i,j+2), respectively. The de-
tails of the discretization are omitted here. By substituting the solved linear combinations into
(16), δyyu
k+1
i,j is approximated by five function values (u
k+1
i,j−2, u
k+1
i,j−1, u
k+1
i,j , u
k+1
i,j+1, u
k+1
i,j+2) and
four nonhomogeneous values (φ1, ψˆ1, φ2, ψˆ2). Furthermore, since u
+
τ is evaluated at at two in-
terface points, δyyu
k+1
i,j involves up to 12 nearby u
k
i,j values, and four jump values (φ1, ψ1, φ2, ψ2)
evaluating at time tk.
We note that the proposed MIB discretization for the regular interface case and the corner
case need to be conducted only once at the beginning of the simulation, because the geometric
domain, grid, and finite difference approximations of the jump conditions are all time invariant.
In fact, the entries of the discrete operators δxxu and δyyu are all time independent and can
be pre-determined. At each time step, one just needs to update nonhomogeneous values φ, ψ¯
and ψˆ for time dependent jump conditions.
2.3 Fast algebraic solution
In the proposed matched ADI algorithm, the 1D linear systems underlying (5) are actually
independent from each other, so that we can solve them separately. Without the loss of
generality, we denote the 1D linear system to be solved in one ADI step as
Ax = b, (18)
where x represents unknown uk+1 or u∗ values on one x or y grid line. The matrix A is of
dimension N by N , where N could be N = Nx or N = Ny. The vector b contains all the
right hand side terms. Nevertheless, A will be non-tridiagonal after the MIB treatment so that
11
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(a) (b)
Figure 2: Matrix structures of the matched ADI algorithm. (a). For a regular interface; (b).
For a corner case.
new algebraic solvers have to be developed to maintain the overall computational efficiency.
In particular, for a regular interface case, one grid line cuts the interface Γ twice at a well
separated distance. There are totally four irregular nodes sandwiched the interface. For each
of them, the actual band width becomes four, while two nonhomogeneous values φ and ψ shall
be added into b. A typical matrix structure of A is shown in Fig. 2 (a). For the corner
interface case, a similar analysis indicates that the band width of three consecutive irregular
nodes are changed from three to five, see Fig. 2 (b).
Since the change of the band-structure is not too dramatic, the linear system (18) could be
solved by the Woodbury formula [19]. We consider the regular interface case as an example.
Denote the indices of four irregular nodes to be I, I + 1, J , and J + 1. See Fig. 2 (a). The
extra coefficients of A can be accounted for by defining two N ×2 matrices P and Q with four
nonzero elements each:
PI,1 = 1, PI+1,1 = 1, PJ,2 = 1, PJ+1,2 = 1,
QI−1,1 = AI+1,I−1, QI+2,1 = AI,I+2, QJ−1,2 = AJ+1,J−1, QJ+2,2 = AJ,J+2.
We then have A = T+PQT , where T is a tridiagonal matrix. Thus, we have analytically
A−1 = (T+PQT )−1 = T−1 − [T−1P(1+QTT−1P)−1QTT−1], (19)
by the Woodbury formula [19]. In other words, the inversion of A can be carried out through
applying the Thomas algorithm three times by solving some auxiliary systems about T.
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However, the Woodbury formula is not used in our computation, because a more efficient
algebraic procedure is available. For example, for the regular interface case, four elementary
row operations are simply conducted. In particular, by denoting the Ith row of A as RI ,
the elementary row operation RI+1 −AI+1,I−1/AI,I−1RI will zero the entry at the position
(I + 1, I − 1). Similar row operations are conducted to vanish other three positions, so that
a tridiagonal system is formed. In a similar manner, the matrix A of the corner interface can
be treated by six row operations to reduce to a tridiagonal one. After the Gauss elimination,
the Thomas algorithm [22] is applied only once to solve the adjusted system.
The proposed matched ADI algorithm is very efficient. To solve the 1D linear system
within each inner ADI step, the flop counts are essentially due to the Thomas algorithm, i.e.,
on the order of O(N), because the overhead for the Gauss elimination is very small and does
not grow with N . Thus, like the standard 2D ADI algorithm, the complexity of advancing
one time step in the proposed matched ADI schemes is about O(N2). Moreover, due to the
excellent stability of the matched ADI scheme, one can simply fix ∆t to be on the order of
h. Consequently, the complexity of entire time integration will be on the order of O(N3) for
solving parabolic interface problems with N2 unknowns.
2.4 Stability analysis
As discussed above that the Douglas ADI scheme (5) is a higher order perturbation of the
implicit Euler scheme (8). In the present subsection, we will analyze the stability of the
implicit Euler scheme with the proposed MIB spatial discretization, because in this case, it
is relatively easier to construct 2D matrices for the spectrum analysis. The stability of the
matched ADI scheme is essentially determined by that of the matched Euler scheme.
We first establish a vector notation for the proposed MIB spatial discretization. Denote
Uk = [uk1,1, u
k
2,1, . . . , u
k
Nx,1
, uk1,2, u
k
2,2, . . . , u
k
Nx,2
, . . .]T , which is a vector of the length Nx × Ny,
containing all u values at the time tk. The second order x derivative of U
k+1 can be expressed
as
∂2
∂x2
Uk+1 ≈ DxxU
k+1 + B¯Uk + Φ¯k, (20)
where Dxx and B¯ are matrices of the dimension Nx ×Ny by Nx ×Ny, while Φ¯
k is a vector of
the length Nx ×Ny. The matrix Dxx is a perturbation of the standard matrix for the central
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difference approximation, while B¯ is due to the approximation of u+τ by some u
k
i,j values. Here
Φ¯k is a correction term, based on linear combinations of the nonhomogeneous values φ and
ψ. For a regular node (xi, yj), the corresponding rows of B¯ and Φ¯
k have only zero entries,
while that of Dxx has three non-zero entries centered at the diagonal, i.e., 1/h
2, −2/h2 and
1/h2. For an irregular node in the non-corner case, the corresponding row of Dxx and B¯
has four and six non-zero elements, respectively, whereas in a corner case, there are five and
twelve non-zero elements, respectively, for Dxx and B¯ . We note that sparse elements of B¯ are
distributed in a rather random fashion – their locations depend on the interface geometry and
grid size. Our MIB code will automatically calculate them. However, the sparse structure of
Dxx can be well predicted. Essentially, Dxx has Ny nonzero blocks along the diagonal. When
the grid line x = xi does not cut the interface Γ, the corresponding diagonal block of Dxx is
simply a tridiagonal sub-matrix. Otherwise, the corresponding diagonal block will take the
form showing in either Fig. 2 (a) or (b), depending on whether this is a corner case or not.
Similarly, the second order y derivative of Uk+1 is approximated as
∂2
∂y2
Uk+1 ≈ DyyU
k+1 + BˆUk + Φˆk, (21)
with Dyy, Bˆ, and Φˆ
k being appropriately defined.
The vector form of the implicit Euler scheme (8) can then be given as(
1
α
I−∆tDxx −∆tDyy
)
Uk+1 =
(
1
α
I+∆tB¯+∆tBˆ
)
Uk +∆tΦ¯k+∆tΦˆk+
∆t
α
Fk+1, (22)
where I is the identity matrix and Fk+1 represents the source term. We can rewrite (22) into
a more compact form
DUk+1 = BUk +C, (23)
whereD = 1
α
I−∆tDxx−∆tDyy, B =
1
α
I+∆tB¯+∆tBˆ, andC = ∆tΦ¯k+∆tΦˆk+∆t
α
Fk+1. Recall
again thatD is slightly modified from the standard matrix for the central finite difference, while
B is resulting from the approximation of u+τ by u
k
i,j values at various interface points. By taking
an inverse, (23) becomes
Uk+1 = D−1BUk +D−1C =MUk +D−1C. (24)
Thus, the stability of the entire spatial-temporal discretization depends on the magnifying
matrix M = D−1B. In particular, it depends on the spectral radius ρ of M, which is defined
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to be
ρ(M) = max
j
|λj|, (25)
where λj are eigenvalues of M.
In general, an analytical spectrum analysis of M is extremely difficult, because the finite
difference formulas underlying D and B depend on the positions of grid nodes and interface
intersection points. Thus, in the present study, the leading eigenvalues ofM will be calculated
numerically. This enables us to directly examine the impact of parameters, such as h, ∆t and
α, on the stability. Moreover, we will also investigate how a complex geometry could affect the
stability.
The stability of the MIB spatial discretization combined with explicit time integrations has
been analyzed in [29, 27, 30] for solving both interface and boundary closure problems. It is
known that an instability could occur, if a too asymmetric MIB finite difference approximation
is involved [29, 30], while a severely asymmetric approximation will produce spurious modes in
the spectrum analysis [27]. When a complicated interface Γ is studied, a severely asymmetric
approximation could be encountered, if Γ and/or its tangential lines cut a grid line at a point
that is very close to a node. However, one cannot predict when this will happen, because Γ
will intersect the grid in a random manner. To evaluate the impact of such a geometrical effect
on the stability, we will consider a fixed interface and test various different mesh sizes in the
next section. This allows us to see if the complex geometry will compromise the stability of
the present implicit time stepping method.
3 Numerical experiments
In this section, we investigate the stability and accuracy of the proposed matched ADI algo-
rithm for solving 2D parabolic interface problems with different jump conditions and interface
geometries. Piecewisely defined analytical solutions will be constructed in each example. The
initial solution is chosen according the analytical solution at t = 0. The ADI time stepping will
be carried out until a stopping time t = T . Without the loss of generality, a square domain
[−D,D]× [−D,D] with the Dirichlet boundary condition is considered in all examples. Here,
the boundary data is simply given by the analytical solutions. Similarly, the jump conditions
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defining function and flux jumps across the interfaces are also calculated according to the given
analytical solutions. For simplicity, the mesh sizes in both x and y directions are chosen to
be the same, i.e., N = Nx = Ny with h = ∆x = ∆y. The domain size D is usually chosen
as a non-integer so that the corner interface case could be encountered in a coarse grid. This
enables us to fully validate the proposed matched ADI algorithm. Numerical errors in L∞ and
L2 norms are reported in all examples.
In all examples, the proposed matched ADI method is found to be unconditionally stable,
through both direct numerical verifications and eigenvalue stability analysis. To save the space,
the detailed stability analysis will be presented only for the last numerical example, in which
the most complicated interface geometry and the most complicated jump conditions will be
studied.
Example 1. We first study a circular interface problem with a continuous solution. Con-
sider a square domain [−D,D] × [−D,D] with a circular interface r2 = x2 + y2 = 1. The
piecewise coefficient is defined to be α− = 1 and α+ = 10, respectively, for r < 1 and r ≥ 1.
The analytical solution to the heat equation is designed to be
u(x, y, t) =


(
r6−1
α−
− 3
α+
)
cos(t), if r < 1
− 3
α+r2
cos(t), if r ≥ 1,
so the the jump conditions are simply [u] = 0 and [αun] = 0. The source term is then given as
f(x, y, t) =


−
(
r6−1
α−
− 3
α+
)
sin(t)− 36r4 cos(t), if r < 1
3
α+r2
sin(t) + 12r−4 cos(t), if r ≥ 1.
In this example, the domain size is set to be D = 1.99 and the stopping time is fixed as T = 2.
We first examine the temporal convergence. The proposed matched ADI algorithm is found
to be unconditionally stable for all tested h and ∆t. By taking N = 321, the numerical errors
generated by using different ∆t are shown in Fig. 3 (a). A similar pattern can be observed for
both L∞ and L2 errors. i.e., the temporal errors become smaller and smaller until they are
limited by the accuracies of the spatial discretization. The temporal convergence order of the
matched ADI algorithm can be analyzed via considering errors before reaching the limiting
precision. For these errors, a linear least-squares fitting [30] is conducted in the log-log scale.
The fitted convergence lines are shown as solid lines in Fig. 3 (a). Moreover, the fitted slope
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Figure 3: Temporal convergence tests. (a). Example 1; (b). Example 2.
Table 1: Spatial convergence tests for first two examples.
Example 1 Example 2
L∞ L
2 L∞ L
2
N error order error order error order error order
21 1.92E-2 6.75E-3 1.78E-4 9.15E-5
41 4.49E-3 2.09 1.51E-3 2.16 4.38E-5 2.02 2.76E-5 1.73
81 1.34E-3 1.74 4.97E-4 1.61 1.77E-5 1.31 1.13E-5 1.28
161 3.78E-4 1.83 1.46E-4 1.77 3.07E-6 2.53 2.08E-6 2.45
321 9.47E-5 2.00 3.62E-5 2.01 5.38E-7 2.51 3.01E-7 2.79
essentially represents the numerical convergence rate r of the scheme. The temporal order in
L∞ and L2 norms is found to be r = 1.58 and r = 1.48, respectively. In other word, the
numerically detected temporal oder of the matched ADI algorithm is about half order higher
than its theoretical design. This is perhaps because the present solution is continuous. The
superconvergence of the Douglas ADI scheme for smooth solutions has also been observed in
other literature studies [10, 28].
We next quantitatively examine the spatial accuracy. A small enough ∆t = 10−4 is em-
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ployed so that the temporal error can be neglected in the present study. The numerical errors
of the matched ADI method for different mesh size N are listed in Table 1. Based on successive
mesh refinements, the numerically calculated convergence rates are also reported for both error
measurements. It can be seen that the matched ADI algorithm achieves the second order of
accuracy in both L∞ and L2 norms for the present parabolic interface problem.
Example 2. We next consider a circular interface problem with constant jump values.
The interface Γ is defined as r = 0.5 and the domain size is set as D = 0.99. The diffusion
coefficient is chosen as α− = 2 and α+ = 10, respectively, for r < 0.5 and r ≥ 0.5. The source
term is defined to be
f(x, y, t) =


− sin(t)− 4α−, if r < 0.5
− sin(t)− 8r2 − 4, if r ≥ 0.5.
The analytical solution can then be given as
u(x, y, t) =


cos(t) + r2 − 1, if r < 0.5
cos(t) + 1
4
(1− 9
8α+
) + 1
α+
( r
4
2
+ r2), if r ≥ 0.5.
It can be verified that the jump values are constants along the interface Γ and are time invariant.
In particular, we have [u] = 1 and [αun] = −0.75.
For all tested h and ∆t, the matched ADI method is again found to be unconditionally
stable for this example. By choosing N = 321 and T = 1, the temporal accuracies are analyzed
in Fig. 3 (b). It can be seen that both L∞ and L2 errors decrease uniformly until the limiting
precisions of the spatial discretization are reached. After that, by using a smaller ∆t, the error
become slightly larger. The least-squares error analysis is also conducted. With a rate of 1.11
for both error norms, the matched ADI method clearly attains the first order of accuracy in
time for this example with a discontinuous solution. By using a sufficiently small ∆t = 10−4,
the spatial accuracies of the matched ADI method are investigated in Table 1. The spatial
convergence is not very uniform for this example. However, the overall order of the matched
ADI method is still around two in both error measurements.
Example 3. To further explore the potential of the proposed ADI method, we consider a
circular interface problem with general jump values. The interface is also defined as r = 0.5
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with domain size D = 0.99. By taking α− = 1 and α+ = 10, the analytical solution is chosen
as
u(x, y, t) =


cos(t) + exp(x2 + y2), if r < 0.5
cos(t) + sin(kx) cos(ky), if r ≥ 0.5,
where the wavenumber is chosen as k = 2. The source term is given as
f(x, y, t) =


− sin(t)− 4α− exp(x2 + y2)(x2 + y2 + 1), if r < 0.5
− sin(t) + 2α+k2 sin(kx) cos(ky), if r ≥ 0.5.
The jump conditions at a interface point (x, y) = (1
2
cos θ, 1
2
sin θ) can be derived from the
analytical solution
[u] = sin(
k
2
cos θ) cos(
k
2
sin θ)− exp(
1
4
),
[αun] =α
+k cos θ cos(
k
2
cos θ) cos(
k
2
sin θ)
−α+k sin θ sin(
k
2
cos θ) sin(
k
2
sin θ)− α− exp(
1
4
),
[uτ ] =− k sin θ cos(
k
2
cos θ) cos(
k
2
sin θ)− k cos θ sin(
k
2
cos θ) sin(
k
2
sin θ),
where the third jump condition [uτ ] = φτ is derived from the function jump [u] = φ. We
note that the present jump conditions are quite general in the sense that all jump values are
functions of space, even though they are time independent.
Again, the matched ADI algorithm is unconditionally stable for all tested h and ∆t in this
example. By using N = 321 and T = 1, both L∞ and L2 errors immediately begin to decay
as ∆t becomes smaller, and the limiting precisions are approached when ∆t is small enough.
It can be seen from Fig. 4 (a) that the slope for the L∞ and L2 error curve is, respectively,
1.07 and 1.06. Thus, the matched ADI delivers the first order of accuracy in time for parabolic
interface problems with general jump values. By taking ∆t = 10−4, the spatial errors are
reported in Table 2. The matched ADI method clearly achieves second order in space for this
example. The matched ADI solution based on a mesh N = 81 at the time T = 1 is shown in
Fig. 5 (a). The jump values clearly change with respect to the angle θ.
Example 4. We next extend the Example 3 to a more general situation, by considering
time dependent jumps. The parameters for the interface and domain are fixed to be r = 0.5,
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Figure 4: Temporal convergence tests. (a). Example 3; (b). Example 4.
Table 2: Spatial convergence tests for Example 3 and Example 4.
Example 3 Example 4
L∞ L
2 L∞ L
2
N error order error order error order error order
21 9.12E-3 1.61E-3 4.77E-3 8.54E-4
41 2.51E-3 1.86 3.76E-4 2.10 1.32E-3 1.85 1.96E-4 2.12
81 4.93E-4 2.35 7.24E-5 2.38 2.56E-4 2.37 3.57E-5 2.46
161 7.47E-5 2.72 1.39E-5 2.38 3.91E-5 2.71 6.66E-6 2.42
321 1.36E-5 2.45 3.04E-6 2.19 7.22E-6 2.44 1.57E-6 2.09
D = 0.99, α− = 1, and α+ = 10. The analytical solution is constructed as
u(x, y, t) =


sin(kx) cos(ky) cos(t), if r < 0.5
cos(kx) sin(ky) cos(t), if r ≥ 0.5,
where the wavenumber is chosen as k = 2. The source term is given as
f(x, y, t) =


(2k2α− cos(t)− sin(t)) sin(kx) cos(ky), if r < 0.5
(2k2α+ cos(t)− sin(t)) cos(kx) sin(ky), if r ≥ 0.5.
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Figure 5: Numerical solution with N = 81 at T = 1. (a). Example 3; (b). Example 4.
Now, the jump conditions at a interface point (x, y) = (1
2
cos θ, 1
2
sin θ) depend on both space
and time
[u] = cos(
k
2
cos θ) sin(
k
2
sin θ) cos(t)− sin(
k
2
cos θ) cos(
k
2
sin θ) cos(t),
[αun] =k cos(t)(α
− sin θ − α+ cos θ) sin(
k
2
cos θ) sin(
k
2
sin θ)
+k cos(t)(α+ sin θ − α− cos θ) cos(
k
2
cos θ) cos(
k
2
sin θ),
[uτ ] =k cos(t)(cos θ + sin θ)(cos(
k
2
cos θ) cos(
k
2
sin θ) + sin(
k
2
cos θ) sin(
k
2
sin θ)).
Such jump conditions are the most general ones for parabolic interface problems.
The temporal convergence pattern now turns out to be significantly different from those of
the previous examples. By using N = 321 and T = 1, the L∞ and L2 errors are depicted in Fig.
4 (b). It can be observed that the error curve does not immediately decay for large ∆t values.
In other word, the temporal convergence of the matched ADI method is somehow polluted by
the time dependent jump conditions. To relieve concerns about a potential instability for a
large ∆t, the contaminated errors are depicted in Fig. 6 (a) for ∆t values up to ∆t = 5. For
each ∆t, we choose N = 321 and T = 104∆t. This picture shows that after 104 time steps, all
errors remain to be bounded. This demonstrates the unconditional stability of the matched
ADI algorithm for solving time dependent jump conditions.
As shown in Fig. 4 (b), only when a rather small ∆t = 10−3 is employed, the matched ADI
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Figure 6: Bounded numerical errors with N = 321 and T = 104∆t. (a). Example 4; (b).
Example 5, four leaves case.
method begins to converge. Nevertheless, once the convergence starts, the rate is pretty high.
The least-squares fitting shows that the rate for the descending parts is r = 1.88 and r = 1.91,
respectively, for the L∞ and L2 errors. Thus, excluding the polluted region, the matched ADI
method yields a second order of accuracy in time. On the other hand, if the contaminated
region was included in the least-squares analysis, the overall temporal order would become
about one.
The spatial orders are not affected by the time dependent jumps. By using a sufficiently
small ∆t = 10−6, the numerical errors based on different meshes are listed in Table 2. The
numerical orders are all around two and are comparable to those of the Example 3. This
demonstrates the robustness of the proposed MIB interface treatment in solving time dependent
jumps. The matched ADI solution with N = 81 and T = 1 is plotted in Fig 5 (b). The jump
values shown in the figure will oscillate with respect to the time t.
Example 5. At last, we explore the performance of the proposed matched ADI algorithm
for interfaces of general shape. To this end, the following interface which is parameterized with
the polar angle s will be studied
Γ : r =
1
2
+ b sin(ms), s ∈ [0, 2pi]. (26)
Here the parameter m determines the number of “leaves” of the core region Ω− and b controls
22
xy
−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
x
y
−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
(a) (b)
Figure 7: Contour plots of numerical solutions in Example 5. Here N = 81 and T = 1. (a).
Two leaves case; (b). Four leaves case.
the magnitude of the curvature. Two independent cases with parameters (m, b) = (2, 1/4) and
(4, 1/10) are considered. A square domain with D = 0.99 is also employed. The resulting
configurations of the two leaves and four leaves cases can be seen from the contour plots of
numerical solutions given in Fig. 7. It is clear that concave segments or negative curvatures
are involved in the present interfaces. The analytical solution is constructed as in the Example
4
u(x, y, t) =


sin(kx) cos(ky) cos(t), in Ω−
cos(kx) sin(ky) cos(t), in Ω+,
with k = 2. The source term is also given as
f(x, y, t) =


(2k2α− cos(t)− sin(t)) sin(kx) cos(ky), in Ω−
(2k2α+ cos(t)− sin(t)) cos(kx) sin(ky), in Ω+.
The jump conditions can be similarly calculated according to the analytical solution. The
details are omitted here.
We will rigorously examine the stability of the proposed matched ADI method by using
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Figure 8: Leading eigenvalues of M with N = 41. (a). α− = 1 and α+ = 10; (b). α− = 1 and
α+ = 1000.
the four leaves case. For this purpose, we numerically calculate the leading eigenvalues of the
magnifying matrix M = D−1B with the largest magnitudes. For a given h and ∆t, both
D and B are saved in a sparse matrix format. The inverse of D is carried out by using a
biconjugate gradient iterative solver, while the eigenvalues are computed by the eigenvalue
package ARPACK. The tolerance is set to be 10−14 in these algebraic solvers. Because there
are usually multiple leading eigenvalues whose magnitudes are the same, we will report the
largest ten eigenvalues in magnitude, instead of just one spectral radius. Without the loss of
generality, we denote these ten eigenvalues to be λi with i = 1, . . . , 10 and |λi| ≥ |λi+1|. The
spatial-temporal discretization can be claimed to be stable, if the magnitudes of these leading
eigenvalues are all less than or equal to one, i.e., |λi| ≤ 1.
We first study the impact of ∆t on the stability. By taking α− = 1, α+ = 10, and N = 41,
the leading eigenvalues are shown in Fig. 8 (a) for seven ∆t values. For ∆t = 1, ∆t = 0.1, and
∆t = 0.01, respectively, there are four, five, and six eigenvalues whose magnitudes equal to
one. The rest leading eigenvalues take much smaller magnitudes. However, for ∆t ≤ 10−3, all
ten λi values have almost the same height in Fig. 8 (a). Actually, there are just three λi with
|λi| = 1. The magnitudes of other eigenvalues are strictly less than one, but are very close to
one. Since |λi| ≤ 1 in all cases, the corresponding ADI computations are always stable.
We then carry out the similar tests by considering a much larger α+ = 1000. The other
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Figure 9: Leading eigenvalues of M with ∆t = 1, α− = 1, and α+ = 10.
parameters are chosen to be the same. It can be seen from Fig. 8 (b) that the leading
eigenvalues are very similar to those in Fig. 8 (a). The only minor change is that for ∆t =
1, ∆t = 0.1, and ∆t = 0.01, respectively, there are four, six, and eight eigenvalues whose
magnitudes equal to one. The present analysis validates the stability of the matched ADI
scheme for a large α+. This study also demonstrates the robustness of the MIB interface
method in handling large jump ratios.
We next calculate leading eigenvalues for a different N with a fixed ∆t = 1. The results
with α− = 1 and α+ = 10 will be reported, while those of α+ = 1000 are found to be similar.
By considering 20 mesh sizes starting from N = 31, the eigenvalues are shown in Fig. 9.
With a different N , the number of the largest eigenvalues with the same magnitude is at least
three, and could sometimes be more than ten. In general, the dependence of this number with
respect to N is quite random. This agrees with our previous discussion that the geometry of a
complicated interface Γ will affect the spectrum ofM in a random way, because the intersection
of Γ with a mesh of size N by N is quite arbitrary. With |λi| ≤ 1 for all N values, the present
study demonstrates that such a geometry effect will not compromise the unconditional stability
of the matched ADI method.
After establishing the stability of the matched ADI scheme, we next examine the temporal
convergence by considering α− = 1 and α+ = 10. By using N = 321, T = 1 and different ∆t
values, the L∞ and L2 errors for both two leaves and four leaves cases are shown in Fig. 10.
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Figure 10: Temporal convergence tests of Example 5. (a). Two leaves case; (b). Four leaves
case.
Table 3: Spatial convergence tests for Example 5.
Two leaves case Four leaves case
L∞ L
2 L∞ L
2
N error order error order error order error order
21 3.06E-3 7.49E-4 5.97E-3 1.48E-3
41 5.37E-4 2.51 1.47E-4 2.35 2.48E-3 1.27 5.83E-4 1.34
81 1.80E-4 1.58 4.59E-5 1.68 9.95E-4 1.32 1.63E-4 1.84
161 3.92E-5 2.20 1.03E-5 2.16 1.32E-4 2.91 1.86E-5 3.13
321 1.08E-5 1.86 2.55E-6 2.01 4.01E-5 1.72 6.57E-6 1.50
The temporal convergences of these two cases are very similar to that of Example 4, because
the present jump conditions are also time dependent. In particular, the convergence is polluted
for large ∆t values. Similarly, the contaminated errors remain to be bounded for a long time-
stepping, see Fig 6. (b). As shown in Fig. 10, the temporal convergence begins only when ∆t
is small enough and is of second order once occurs. The overall temporal order would be also
around one, if the polluted region was also included in the least-squares analysis.
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We finally study the spatial convergence with α− = 1 and α+ = 10. By taking ∆t =
2.5 × 10−6 and ∆t = 10−5, respectively, for the two leaves case and four leaves case, the
spatial errors are reported in Table 3. It can be observed that when the geometrical structure
becomes more complicated or the number of leaves m is larger, the convergence pattern of
the matched ADI method becomes more oscillatory and the overall numerical order becomes
slightly smaller. Nevertheless, the proposed matched ADI method still can secure a second
order of accuracy for these challenging parabolic interface problems of complicated geometry.
The contour plots of the matched ADI solutions based on a mesh N = 81 at time T = 1 are
illustrated in Fig. 7. The solutions clearly undergo sharp changes across the interface Γ, and
such changes are time variant.
4 Conclusion
This paper presents a novel matched ADI method for solving parabolic interface problems with
general jump conditions and complex geometries. The development of accurate and stable ADI
schemes for such interface problems is essentially an open problem, because the existing IIM-
ADI schemes require the second order jump conditions and have difficulties to correct finite
difference approximations based on general flux jumps. The second order jump conditions
are not needed in our interface treatment. Moreover, a novel tensor product decomposition
is proposed to decouple 2D jump conditions into essentially 1D ones. By enforcing these 1D
conditions, rigorous 1D MIB schemes are developed to treat regular interfaces and corner
interfaces. The resulting matched ADI scheme achieves second order of accuracy in space and
first order of accuracy in time for interfaces of different shapes. The efficiency of the ADI
scheme is well maintained, because the MIB interface treatment needs to be conducted only
once at the beginning of the computation and fast algebraic solvers are developed for perturbed
tridiagonal systems. Stability analysis by means of the numerical spectrum analysis of the
magnifying matrix is conducted to examine the impact of geometry and various parameters.
The matched ADI scheme is found to be unconditional stable with all numerical eigenvalues
having magnitude less than or equal to one. However, the stability proof of the matched
ADI method remains to be an open question, because the finite difference weights of the MIB
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discretization depend on the interface geometry in an unpredictable manner.
In our preliminary studies, the direct application of the present MIB spatial discretization
with the Peaceman-Rachford ADI method is found to be conditionally stable. The development
of robust matched ADI schemes with second order in time and for more general parabolic
equations is currently under our investigation.
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