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Using a semiclassical model of photodetection with Poissonian noise and insights from quantum metrology,
we prove that linear optics and photon counting can optimally estimate the separation between two incoherent
point sources without regard to Rayleigh’s criterion. The model is applicable to weak thermal or fluorescent
sources as well as lasers.
Lord Rayleigh suggested in 1879 that two incoherent opti-
cal point sources should be separated by a diffraction-limited
spot size for them to be resolved [1]. This criterion has since
become the most influential measure of imaging resolution.
Under the modern advent of rigorous statistics and image pro-
cessing, Rayleigh’s criterion remains a curse. When the im-
age is noisy, necessarily so owing to the quantum nature of
light [2], and Rayleigh’s criterion is violated, it becomes much
more difficult to estimate the separation accurately by conven-
tional imaging methods [3–5]. Modern superresolution tech-
niques in microscopy [6–8] can circumvent Rayleigh’s crite-
rion by making sources radiate in isolation, but such tech-
niques require careful control of the fluorescent emissions,
making them difficult to use for microscopy and irrelevant to
astronomy.
Here we show that, contrary to conventional wisdom, the
separation between two incoherent optical sources can be
estimated accurately via linear optics and photon counting
(LOPC) even if Rayleigh’s criterion is severely violated. Our
theoretical model here is based on the semiclassical theory of
photodetection with Poissonian noise, which is a widely ac-
cepted statistical model for lasers [2] as well as weak ther-
mal [9, 10] or fluorescent [5, 11] light in astronomy and
microscopy. The semiclassical model is consistent with the
quantum model proposed in Ref. [12] for weak incoherent
sources and the mathematical formalisms are similar, but the
semiclassical model has the advantage of being applicable
also to lasers, which are important sources for remote-sensing,
testing, and proof-of-concept experiments. The semiclassical
theory also avoids a quantum description of light and offers a
more pedagogical perspective. Compared with the full semi-
classical theory in Ref. [13], the Poissonian model is invalid
for strong thermal sources but more analytically tractable.
Consider J optical modes and a column vector of complex
field amplitudes α = (α1, . . . ,αJ)⊤ within one coherence time
interval. The amplitudes are normalized such that |α j|2 is
equal to the energy in each mode in units of quanta. The
central quantity in statistical optics is the mutual coherence
matrix [2, 9]
Γ≡ E
(
αα†
)
, (1)
where † denotes the complex transpose and E denotes the sta-
tistical expectation. We also define ε ≡ E
(
α†α
)
= trΓ as the
mean total energy, tr as the trace, and
g≡
Γ
trΓ
(2)
as the correlation matrix. g is positive-semidefinite with unit
trace and typically called g(1) in statistical optics.
Suppose that we process the optical fields with lossless pas-
sive linear optics, the input-output relations of which are char-
acterized by a unitary scattering matrix F . The output mutual
coherence matrix becomes FΓF† [2, 9]. The average energy
in the jth output optical mode accumulated over M coher-
ence intervals is the jth diagonal component of FΓF† times
M, which can be written as
n¯ j = Me†jFΓF
†e j = N p j, N ≡Mε, p j ≡ trΠ jg, (3)
where e j is a column unit vector with e jk = δ jk, N is the aver-
age total energy, p j is a normalized output energy distribution
with ∑ j p j = 1, and Π j = F†e je†jF is a projection measure
with the completeness property ∑ j Π j = I, I being the identity
matrix.
Consider photodetection at the output modes. Assume that
the probability distribution of the n≡ (n1, . . . ,nJ)⊤ photoelec-
trons is Poissonian:
P(n) = ∏
j
exp(−n¯ j)
n¯
n j
j
n j!
. (4)
This is the standard shot-noise model for weak thermal [9, 10]
or fluorescent [5, 11] sources with ε ≪ 1, in which case
it is also consistent with the quantum model in Ref. [12].
Bunching or antibunching effects would lead to slightly
non-Poissonian statistics, but they are negligible for typical
sources [2, 9, 10]. Beyond weak sources, the Poissonian
model is also applicable to ideal lasers with arbitrary ε [2].
This is convenient not only for laser sensing applications, but
also for testing and proof-of-concept purposes in telescopy
and microscopy.
Suppose that g depends on a vector of unknown parame-
ters θ ≡ (θ1, . . . ,θR)⊤. Given a measurement record n, define
the estimator vector as ˇθ (n) and the mean-square-error matrix
as Σ≡ E
(
ˇθ −θ
)(
ˇθ −θ
)⊤
, where the expectation is with re-
spect to P(n). The Crame´r-Rao bound is given by the matrix
2inequality [14]
Σ≥J −1, Jµν ≡∑
n
1
P(n)
∂P(n)
∂θµ
∂P(n)
∂θν
, (5)
where J is the Fisher information matrix. For the Poisso-
nian model given by Eq. (4), the matrix can be significantly
simplified as
Jµν = ∑
j
1
n¯ j
∂ n¯ j
∂θµ
∂ n¯ j
∂θν
= N ∑
j
1
p j
∂ p j
∂θµ
∂ p j
∂θν
. (6)
Notice that Eq. (6) has the same expression as the Fisher in-
formation with respect to a probability distribution. Since p j
can be expressed in terms of a projection measure Π j and a
unit-trace positive-semidefinite matrix g according to Eq. (3),
we can borrow the mathematical formalism from quantum
metrology [15, 16] to write immediately
J ≤K (g), (7)
Kµν ≡ N RetrLµLνg,
∂g
∂θµ
=
1
2
(
Lµg+ gLµ
)
, (8)
where K (g) is the Helstrom-Fisher information matrix in
terms of g. This upper bound quantifies the maximum in-
formation that can be extracted from the light source via any
LOPC with Poissonian noise. A connection with the quantum
model in Ref. [12] can be made by observing that the one-
photon density matrix in the quantum model is approximately
g under the ε ≪ 1 assumption, although the quantum descrip-
tion and the ε ≪ 1 assumption are unnecessary here, as long
as the Poissonian model holds. This demonstrates the power
of quantum metrology for an essentially classical problem.
The rest of the theory is almost the same as that in Ref. [12]
mathematically, with identical physical conclusions. Taking
the continuous-space limit for a one-dimensional image plane,
g becomes the correlation function g(x,x′) with normaliza-
tion
∫
∞
−∞ dxg(x,x) = 1, and the intensity distribution for direct
imaging is Ng(x,x). For a diffraction-limited point-spread
function ψ(x) and two point sources at X1 and X2 with ran-
dom relative phase, g(x,x′) = [ψ(x−X1)ψ∗(x′−X1)+ψ(x−
X2)ψ∗(x′−X2)]/2. In terms of the separation parameter θ2 =
X2−X1, J
(direct)
22 for direct imaging suffers from Rayleigh’s
curse and approaches zero for θ2 → 0 [3–5]. Meanwhile, the
Helstrom-Fisher information K22 is constant for a real ψ(x)
and given by K22 = N∆k2, with ∆k2 being the momentum-
space variance of ψ(x).
Assuming a Gaussian ψ(x) with width σ = 1/(2∆k),
spatial-mode demultiplexing (SPADE) of the image-plane
fields in the Hermite-Gaussian modes leads to J (HG)22 =
N/(4σ2) = K22, which overcomes Rayleigh’s curse and
attains the maximal information. Figure 1 compares the
Crame´r-Rao bounds for SPADE and direct imaging, demon-
strating the substantial improvements deliverable by SPADE.
The other discussions and simulations in Ref. [12] concern-
ing binary SPADE, maximum-likelihood estimation, and mis-
alignment remain valid here. The formalism is also applicable
to the SLIVER scheme in Ref. [13], meaning that the scheme
must also work for incoherent laser sources, and generalizable
to any parameter estimation problem.
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FIG. 1. Crame´r-Rao bounds for SPADE and direct imaging with a
Gaussian point-spread function.
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