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QUANTITATIVE WEIGHTED BOUNDS FOR THE q-VARIATION OF
SINGULAR INTEGRALS WITH ROUGH KERNELS
YANPING CHEN, GUIXIANG HONG, AND JI LI
ABSTRACT. In this paper, we study the quantitative weighted bounds for the q-variational singular
integral operators with rough kernels. The main result is for the sharp truncated singular integrals itself
‖Vq{TΩ,ε}ε>0‖Lp(w)→Lp(w) ≤ cp,q,n‖Ω‖L∞ (w)1+1/qAp {w}Ap ,
where the quantity (w)Ap , {w}Ap will be recalled in the introduction; we do not know whether this is
sharp, but it is the best known quantitative result for this class of operators, since when q = ∞, it co-
incides with the best known quantitative bounds by Di Pilino–Hyto¨nen–Li or Lerner. In the course of
establishing the above estimate, we obtain several quantitative weighted bounds which are of indepen-
dent interest. We hereby highlight two of them. The first one is
‖Vq{φk ∗ TΩ}k∈Z‖Lp(w)→Lp(w) ≤ cp,q,n‖Ω‖L∞ (w)1+1/qAp {w}Ap ,
where φk(x) =
1
2kn
φ( x
2k
) with φ ∈ C∞c (Rn) being any non-negative radial function, and the sharpness for
q = ∞ is due to Lerner; the second one is
‖Sq{TΩ,ε}ε>0‖Lp(w)→Lp(w) ≤ cp,q,n‖Ω‖L∞ (w)1/qAp {w}Ap ,
and the sharpness for q = ∞ follows from the Hardy–Littlewood maximal function.
1. INTRODUCTION AND STATEMENT OF MAIN RESULTS
1.1. Background and main result. Let F = {Ft : t ∈ I ⊂ R} be a family of Lebesgue measurable
functions defined on Rn. For x in Rn, the value of the q-variation function Vq(F ) of the family F at x
is defined by
Vq(F )(x) := sup
(∑
k≥1
|Ftk(x) − Ftk−1(x)|q
) 1
q
, q ≥ 1,(1.1)
where the supremum runs over all increasing subsequences {tk : k ≥ 0} ⊂ I. SupposeA = {At}t∈I is a
family of operators on Lp(Rn) (1 ≤ p ≤ ∞), the associated strong q-variation operator VqA is defined
as
VqA( f )(x) = Vq({At f (x)}t∈I).
There are two elementary but important observations that motivate the development of variational
inequalities in ergodic theory and harmonic analysis. The first one is that from the fact that Vq(F )(x) <
∞ with finite q implies the convergence of Ft(x) as t → t0 whenever t0 is an adherent point for I, it is
easy to observe that At( f ) converges a.e. for f ∈ Lp whenever VqA for finite q is of weak type (p, p)
Date: September 1, 2020.
2010Mathematics Subject Classification. 42B20, 42B25.
Key words and phrases. quantitative weighted bounds; q-variation; singular integral operator; rough kernel .
The project was in part supported by: Yanping Chen’s NSF of China (# 11871096, # 11471033); Guixiang Hong’s
NSF of China ( # 11601396); Ji Li’s ARC DP 170101060.
1
2 YANPING CHEN, GUIXIANG HONG, AND JI LI
with p < ∞. The second one is that q-variation function dominate pointwisely the maximal function:
for any q ≥ 1,
A∗( f )(x) ≤ At0 f (x) + Vq(A f )(x),
where A∗ is the maximal operator defined by A∗( f )(x) := supt∈I |At( f )(x)| and t0 ∈ I is any fixed
number.
Because of the first observation, Bourgain [2] introduced in ergodic theory the first variational
estimate which had originated from the regularity of Brownian motion in martingale theory [29, 39]
since the pointwise convergence may not hold for any non-trivial dense subclass of functions in some
ergodic models and thus the maximal Banach principle does not work, see [23, 24] for further re-
sults in this direction. Because of the second observation, many maximal inequalities in harmonic
analysis, such as maximal singular integrals, maximal operators of Radon type, the Carleson–Hunt
theorem, Cauchy type integrals, dimension free Hardy–Littlewood maximal estimates etc, have been
strengthened to variational inequalities [4, 5, 25, 35, 36, 38, 34, 3, 44, 37]. There are also many other
publications on vector-valued and weighted norm estimates coming to enrich the literature on this
subject (cf. e.g. [16, 28, 12, 25, 17]). In this paper, we continue to study q-variational estimates but
focus on the quantitative weighted bounds for singular integrals with rough kernels.
For ε > 0, suppose that TΩ,ε is the truncated homogeneous singular integral operator defined by
TΩ,ε f (x) =
∫
|y|>ε
Ω(y′)
|y|n f (x − y)dy,(1.2)
where y′ = y/|y|, Ω is homogeneous of degree zero, integrable on Sn−1 and satisfies the cancellation
condition ∫
Sn−1
Ω(y′)dσ(y′) = 0.(1.3)
Denote the family {TΩ,ε}ε>0 of operator by TΩ. For 1 ≤ p < ∞ and f ∈ Lp(Rn), the Caldero´n–
Zygmund singular integral operator TΩ with homogeneous kernel could be defined by
TΩ f (x) = lim
ε→0+
TΩ,ε f (x), a.e. x ∈ Rn.(1.4)
This definition is justified by the boundedness of the maximal singular integral T ∗
Ω
which is given by
T ∗
Ω
f (x) = supε>0 |TΩ,ε f (x)| together with the maximal Banach principle.
In 2002, Campbell et al [5] first proved the variational inequalities for TΩ extending their previous
results for the Hilbert transform [4], which gives extra information on the speed of convergence in
(1.4). See also [25, 11] for more results.
Theorem A. LetΩ ∈ L log+L(Sn−1) satisfying (1.3) andTΩ be as defined above. Then the variational
inequality
‖VqTΩ( f )‖Lp ≤ cp,q,n‖Ω‖L log+L(Sn−1)‖ f ‖Lp
holds for 1 < p < ∞ and q > 2.
The first weighted norm q-variational inequality, to the authors’ best knowledge, is due to Ma, Tor-
rea and Xu in [32]. Later on, their results were extended to higher dimensions [33, 26]. The weighted
version of Theorem A was also considered in [8]. On the other hand, motivated by the solution of
the A2 conjecture, Hyto¨nen, Lacey and Pe´rez [21] established the sharp weighted inequality for the
variation of the smooth truncations of Caldero´n–Zygmund operator with ω-Dini type regularity; in
[9], they extended the sharp weighted estimates for smooth truncations to the case of sharp trunca-
tions. The latter result was generalized to matrix weight by Duong, Li and Yang [14]. However, the
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(sharp) quantitative weighted version of Theorem A, that is for operators without regularity, has not
been considered up to now except the special case q = ∞ due to Lerner [31] and Di Pilino, Hyto¨nen
and Li [40].
One main goal of the present paper is to address this question, and to provide the quantitative
weighted variational inequality for TΩ.
Theorem 1.1. Let Ω ∈ L∞(Sn−1) satisfying (1.3) and TΩ be as defined above. Then the variational
inequality
‖VqTΩ( f )‖Lp(w) ≤ cp,q,n‖Ω‖L∞(w)1+1/qAp {w}Ap‖ f ‖Lp(w)(1.5)
holds for q > 2, 1 < p < ∞ and w ∈ Ap, where the implicit constant cp,q,n is independent of f and w,
and (w)Ap := max
{
[w]A∞ , [w
1−p′]A∞
}
, {w}Ap := [w]
1
p
Ap
max
{
[w]
1
p′
A∞ , [w
1−p′]
1
p
A∞
}
, and the constant [w]Ap ,
1 < p ≤ ∞, is the norm of w, given in (2.1) and (2.2).
Remark 1.2. Recall that the (sharp) quantitative weighted bounds for TΩ (given as in (1.2) with
Ω ∈ L∞(Sn−1) satisfying (1.3)) have been studied intensively in the last three years (see for example
[22, 10, 30, 31]) with the key tool—sparse domination whose pointwise version was originated in
[27]. Our quantitative estimate in (1.5) for q = ∞ matches the best known results in [31, 40] for T ∗
Ω
.
However we have no idea whether the quantity on the right hand side of (1.5) could be independent
of q, let alone the sharpness of the weighted constant.
1.2. Approach and main methods. We now state the methods and techniques for proving our main
result. Some estimates are of independent interest, and hence we will single them out as theorems or
propositions.
As usual, we shall prove Theorem 1.1 by verifying separately the corresponding inequalities for
the long and short variations as follows (see e.g. [25, Lemma 1.3]).
Theorem 1.3. Let q > 2. Let Ω ∈ L∞(Sn−1) satisfying (1.3). Then for 1 < p < ∞ and w ∈ Ap,
‖Vq({TΩ,2k f }k∈Z)‖Lp(w) ≤ cp,q,n‖Ω‖L∞(w)1+1/qAp {w}Ap‖ f ‖Lp(w).(1.6)
Theorem 1.4. Let q ≥ 2. Let Ω ∈ L∞(Sn−1) satisfying (1.3). Then for 1 < p < ∞ and w ∈ Ap,
‖Sq(TΩ f )‖Lp(w) ≤ cp,q,n‖Ω‖L∞(w)1/qAp {w}Ap‖ f ‖Lp(w),(1.7)
where
Sq(TΩ f ) :=
(∑
k∈Z
[Vq({TΩ,ε f }2k≤ε<2k+1)]q
)1/q
.
The proof of Theorem 1.3 is given in Section 6 and the proof of Theorem 1.4 is given in Section
7, while the important tools for the proof of these two theorems are established in Sections 3, 4 and 5.
It is worthy to point out the above two results are of independent interest due to the presence of
different quantitative behavior. In particular, the estimate in (1.7) is sharp in the case q = ∞ which
follows from the sharp weighted norm estimate of the Hardy-Littlewood maximal operator.
To help understand these structures in the methods and techniques, we can look at the following
flow chart where all the terms are listed.
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Thm1.1 : VqTΩ( f )
Thm1.3Thm1.4
T 1
Ω
( f ) : φk ∗ TΩ T 2Ω( f ) : φk ∗ (KΩχ|·|≤2k) ∗ f T 3Ω( f ) : (δ0 − φk) ∗ TΩ,2k f
Thm1.6
Thm1.5 : VqΦ(TΩ f )
Prop1.8 : φk ∗ Kk
Prop1.9 : (φk − δ0) ∗ Kk
Short Variation Long Variation
Cotlar type decomposition
Dini to Rough kernel
1.2.1. Methods for proving Theorem 1.3: As a standard way to study variational inequalities for
rough singular integrals (see e.g. [8, 11] originating from [13]), the first step is to exploit the Cotlar
type decomposition of TΩ,2k . Let φ ∈ C∞0 (Rn) be a non-negative radial function, supported in {|x| ≤
1/4} with
∫
φ(x)dx = 1, and denote φk(x) := 2
−knφ(2−kx). Let KΩ(x) := Ω(x/|x|)|x|−n, and δ0 be the
Dirac measure at 0. Then for a reasonable function f , we decompose TΩ,2k f as
TΩ,2k f = φk ∗ TΩ f − φk ∗ (KΩχ|·|≤2k ) ∗ f + (δ0 − φk) ∗ TΩ,2k f ,(1.8)
which divides TΩ = {TΩ,2k }k∈Z into three families:
T 1
Ω
( f ) := {φk ∗ TΩ f }k∈Z,
T 2
Ω
( f ) := {φk ∗ (KΩχ|·|≤2k) ∗ f }k∈Z,
T 3
Ω
( f ) := {(δ0 − φk) ∗ TΩ,2k f }k∈Z,
Thus, it suffices to verify the weighted Lp estimate for the variation of T i
Ω
( f ), i = 1, 2, 3.
The second usual step to deal with variational estimates for rough singular integrals is to exploit the
almost orthogonality principle based on Littlewood-Paley decomposition and interpolation. However,
this step is not obvious at all in the present setting for quantitative weighted estimates. Indeed, the
standard Littlewood-Paley decomposition seems to be insufficient. We will exploit the one associated
to a sequence of natural numbers N = {N( j)} j≥0 used in [22]; moreover, it is quite involved to gain
the sharp kernel estimates involving the smoothing version of TΩ which are necessary to obtain the
sharp quantitative weighted estimates. Now let us comment on the proof term by term in details.
Comments on the estimate of T 1
Ω
( f ). Let us first formulate below the desired estimate of this
term which is of independent interest since this variational estimate strengthens the result of Lerner
[31], and is sharp in the case q = ∞ according to [31]. Denote by Φ(g) = {φ j ∗ g} j∈Z.
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Theorem 1.5. Let q > 2. Let φ be as used in (1.8) and TΩ be given as in (1.2) with Ω ∈ L∞(S n−1)
satisfying (1.3). Then for 1 < p < ∞ and w ∈ Ap,
‖VqΦ(TΩ f )‖Lp(w) ≤ cp,q,n‖Ω‖L∞(w)1+1/qAp {w}Ap‖ f ‖Lp(w).(1.9)
The proof of Theorem 1.5 is given in Section 5.
To obtain (1.9), we apply the Littlewood-Paley decomposition of TΩ in [22] to get TΩ =
∑∞
j=0 T
N
j
,
where each TN
j
is a ω j-Dini Caldero´n–Zygmund operator of convolution type. This yields
‖VqΦ(TΩ f )‖Lp(w) ≤
∞∑
j=0
‖VqΦ(TNj f )‖Lp(w).
Then to control the summation of the right-hand side of the above inequality, it suffices to show for
each term the unweighed estimate with rapid decay (with respect to j) and the sharp weighted norm Lp
estimate for all 1 < p < ∞ and then to apply the Stein–Weiss interpolation—Lemma 2.2. The rapid
decay estimate will follow from the L2 estimate of TN
j
; the involved part lies in the sharp estimates
in terms of the weighted constant and the Dini norm. The latter is not only necessary for further
application but also is of independent interest, we formulate it in the following theorem.
Theorem 1.6. Let q > 2. Let T be a ω-Dini Caldero´n–Zygmund operator of convolution type with
the kernel K satisfying the following cancellation condition: for any 0 < ε, R < ∞,∫
ε<|x|<R
K(x) dx = 0.(1.10)
Then for any 1 < p < ∞ and w ∈ Ap,
‖VqΦ(T f )‖Lp(w) . cp,q,n(‖ω‖Dini + ‖ω‖1/qDini‖ω1/q
′‖Dini +CK + ‖T‖L2→L2){w}Ap‖ f ‖Lp(w).(1.11)
The proof of Theorem 1.6 is given in Section 5.
Firstly, it would be impossible to get the sharp weighted bound in (1.11) via iteration by showing
the sharp weighted estimate of VqΦ since the one of T is already linear (see. e.g. [22, 30]); let alone,
it is not clear at the moment whether one can obtain the sharp weighted bound of VqΦ. One of the
obstacles is due to the fact that the variation norm is not monotone in the sense that ak ≤ bk (∀k ∈ Z)
does not imply Vq({ak}k) ≤ Vq({bk}k) unless q = ∞.
We provide the proof of (1.11) based on the Cotlar type decomposition
φk ∗ T f = Kk ∗ f + φk ∗ Kk ∗ f + (φk − δ0) ∗ Kk ∗ f ,(1.12)
where Kk = Kχ|·|≤2k and Kk = Kχ|·|≥2k . Now, the sharp weighted bound of Vq({Kk ∗ f } j∈Z) has been
obtained in [9] (see also [14, 6]) with bounds ‖ω‖Dini + CK + ‖T‖L2→L2 . Regarding the second term,
at a first glance, it should be easier to handle than the second term in (1.8) since the kernel K enjoys
some regularity; but it turns out that they are in the same level of complexity as they will follow
from Proposition 1.8 below. Finally, the third term in (1.12) is easier to deal with than the third term
in (1.8), which will follow from Proposition 1.9. In this process, together with the weak type (1, 1)
estimates of variational Caldero´n–Zygmund operators [14], we also obtain the following result as a
byproduct.
Corollary 1.7. Let q > 2 and T be as in Theorem 1.6. Then
‖VqΦ(T f )‖L1,∞ . cq,n(‖ω‖Dini + ‖ω‖1/qDini‖ω1/q
′‖Dini + CK + ‖T‖L2→L2)‖ f ‖L1.
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Comments on the estimate of T 2
Ω
( f ). About T 2
Ω
( f ), we start with the comments on the estimate
of the second term in the decomposition (1.12) since the latter involving regular kernel K seems to be
easier to handle. In order to apply the criterion for sharp weighted norm estimate provided by Lerner
in [30], we first control the variation norm by a stronger norm. That is,
Vq({φk ∗ Kk ∗ f }k) = ‖φk ∗ Kk ∗ f ‖Vq ≤ 2‖φk ∗ Kk ∗ f ‖ℓq =: Lq({φk ∗ Kk ∗ f }k).
Then all the desired estimates for the left quantity involving Vq will follow from that involving Lq.
We establish the following result.
Proposition 1.8. Let K be a kernel satisfying the mean value zero property (1.10) and the size condi-
tion (2.5). Then the following assertions hold.
(1) The size condition: for x ∈ Rn\{0}
|φk ∗ Kk(x)| ≤ cnCK
2kn
, k ∈ Z.(1.13)
The Lipchitz condition: for 0 < 2|y| ≤ |x|,∑
k∈Z
|φk ∗ Kk(x − y) − φk ∗ Kk(x)| ≤ cnCK |y|
γ
|x|n+γ .(1.14)
(2) L2 boundedness:
‖(
∑
k∈Z
|φk ∗ Kk ∗ f |2)1/2‖L2 ≤ cnCK‖ f ‖L2.(1.15)
Weak type (1, 1) boundedness:
‖(
∑
k∈Z
|φk ∗ Kk ∗ f |2)1/2‖L1,∞ ≤ cnCK‖ f ‖L1.(1.16)
Weak type (1, 1) boundedness of the grand maximal truncated operator (see (2.7)):
‖M(∑k∈Z |φk∗Kk∗ f |2)1/2‖L1,∞ ≤ cnCK‖ f ‖L1.(1.17)
(3) Sharp weighted norm inequalities: for all 1 < p < ∞, and w ∈ Ap,∥∥∥∥∥(∑
k∈Z
|φk ∗ Kk ∗ f |2
)1/2∥∥∥∥∥
Lp(w)
≤ cp,nCK{w}Ap‖ f ‖Lp(w).(1.18)
The proof of Proposition 1.8 is given in Section 3.
Surely, by the fact that ℓ2 ⊂ ℓq for q ≥ 2, the desired estimate for the second term in the decom-
position (1.12) can be deduced from the above proposition. Moreover, the above result is somewhat
surprising in the sense that there is no need of any regularity assumption on K; in particular, it applies
well to T 2
Ω
( f ), and thus the almost orthogonality technique can be avoided, improving the correspond-
ing argument in [8].
Comments on the estimate of T 3
Ω
( f ). Again, we start with the comments on the estimate of the
third term in the decomposition (1.12). We prove the following result.
Proposition 1.9. Let q > 2. Let K be a kernel satisfying the mean value zero property (1.10) and the
size condition (2.5) and the Dini condition (2.6). Then the following assertions hold.
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(1) The size condition: for x ∈ Rn\{0}∑
k∈Z
|(φk − δ0) ∗ Kk(x)| ≤ cn(‖ω‖Dini + CK) 1|x|n .(1.19)
The Dini condition: for 0 < 2|y| ≤ |x|,(∑
k∈Z
|(φk − δ0)∗Kk(x − y) − (φk − δ0) ∗ Kk(x)|q
)1/q
(1.20)
≤ cq,nCK |y|
θ/2
|x|n+θ/2 + cq,n
ω(|y|/|x|) 1q′
|x|n ‖ω‖
1/q
Dini
+ cq,n
∑
2k≥|y|
CK
|x|nχ2k+1−|y|≤|x|≤2k+1+|y|.
(2) L2-boundedness:
‖(
∑
k∈Z
|(δ0 − φk) ∗ Kk ∗ f |q)1/q‖L2 ≤ cq,n(CK + ‖ω‖Dini)‖ f ‖L2.(1.21)
Weak type (1, 1) boundedness:∥∥∥(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ f |q)1/q
∥∥∥
L1,∞ ≤ cq,n(CK + ‖ω‖Dini + ‖ω‖
1/q
Dini
‖ω1/q′‖Dini)‖ f ‖L1.(1.22)
Weak type (1, 1) boundedness of the grand maximal truncated operator:
‖M(∑k∈Z |(φk−δ0)∗Kk∗ f |q)1/q‖L1,∞ ≤ cq,n(CK + ‖ω‖Dini + ‖ω‖1/qDini‖ω1/q′‖Dini)‖ f ‖L1.(1.23)
(3) Sharp weighted norm inequalities: for all 1 < p < ∞, and w ∈ Ap,∥∥∥(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ f |q
)1/q∥∥∥
Lp(w)
≤ cp,q,n(‖ω‖Dini + ‖ω‖1/qDini‖ω1/q
′‖Dini + CK){w}Ap‖ f ‖Lp(w).(1.24)
This proposition will be shown in Section 4.
It is a surprise that at the moment of writing we are unable to show the above result for q = 2
since our argument in showing the weak type (1, 1) estimate of the localized maximal operator (1.23)
depends heavily on the same estimate of q-variation operator associated to the Hardy–Littlewood
averages. Here the regularity of K plays an important role in checking the size and smooth conditions
(1.19) (1.20) etc. For the rough kernel KΩ inT 3Ω( f ), we have to decompose it by using the Littlewood–
Paley decomposition from [22] and then exploit the almost orthogonality principle. There are several
ways to accomplish that. One natural way is as in showing (1.9), to decompose like KΩχ|·|>2k =∑∞
j=0 K
N
j
χ|·|>2k , where K
N
j
is the kernel of TN
j
mentioned previously. Then for each j, KN
j
satisfies the
assumption in the above proposition and the desired sharp weighted norm estimate follows; however,
in this case, the rapid decay L2 estimate is hard to gain since the kernel KN
j
is not homogeneous
anymore and Van der Corput’s lemma does not apply. Instead, we make use of another decomposition.
Firstly write
KΩχ|·|>2k =
∑
s≥0
vk+s,
where vk(x) := Ω(x/|x|)|x|−nχ2k<|x|≤2k+1 (x) for k ∈ Z; then decompose each vk+s as
vk+s =
∑
j≥0
KNk+s, j,
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where KN
k+s, j
is the kernel of TN
k+s, j
(see (6.3) for the exact definition). Then for each KN
k, j
=
∑
s≥0 K
N
k+s, j
,
we can show the desired unweighted norm estimate with rapid decay in j and the sharp weighted
norm estimate and then the Stein–Weiss interpolation applies. See Section 6 for details.
1.2.2. Methods for proving Theorem 1.4: Following from the sharp weighted boundedness of the
Hardy–Littlewood maximal operator (see (7.1)),
‖S∞(TΩ f )‖Lp(w) ≤ cp,n‖Ω‖L∞{w}Ap‖ f ‖Lp(w).
Thus by interpolation, it suffices to prove that
‖S2(TΩ f )‖Lp(w) ≤ cp,n‖Ω‖L∞(w)1/2Ap {w}Ap‖ f ‖Lp(w).(1.25)
To verify this, we write
S2(TΩ f )(x) =
(∑
k∈Z
|V2,k( f )(x)|2
) 1
2
:=
(∑
k∈Z
‖{Tk,t f (x)}t∈[1,2]‖2V2
) 1
2
,(1.26)
where Tk,t f (x) = vk,t ∗ f (x) for t ∈ [1, 2], and v0,t(x) = Ω(x/|x|)|x|−nχt≤|x|≤2(x) and vk,t(x) = 2−knν0,t(2−kx)
for k ∈ Z. Next, by using the Littlewood–Paley decomposition as in [22], we further have Tk,t =∑∞
j=0 T
N
k,t, j
, whose definition will be given in Section 7. Therefore, by the Minkowski inequality, we
get
S2(TΩ f )(x) ≤
∞∑
j=0
SN2, j( f )(x),
where
SN2, j( f )(x) :=
(∑
k∈Z
∥∥∥∥∥{TNk,t, j f (x)}
t∈[1,2]
∥∥∥∥∥2
V2
) 1
2
.
Hence, to prove (1.25), it again suffices to verify for SN
2, j
( f ) the unweighted norm with rapid decay
in j and the sharp weighted norm estimate and then to apply the Stein–Weiss interpolation—Lemma
2.2.
Notation. From now on, p′ = p/(p − 1) represents the conjugate number of p ∈ [1,∞); X . Y stands
for X ≤ CY for a constant C > 0 which is independent of the essential variables living on X & Y; and
X ≈ Y denotes X . Y . X.
2. PRELIMINARIES
2.1. Muckenhoupt weights. We first recall the definition and some properties of Ap weights on R
n.
Let w be a non-negative locally integrable function defined on Rn. We say w ∈ A1 if there is a constant
C > 0 such that M(w)(x) ≤ Cw(x), where M is the Hardy-Littlewood maximal function. Equivalently,
w ∈ A1 if and only if there is a constant C > 0 such that for any cube Q
1
|Q|
∫
Q
w(x)dx ≤ C inf
x∈Q
w(x).
For 1 < p < ∞, we say that w ∈ Ap if there exists a constant C > 0 such that
[w]Ap := sup
Q
(
1
|Q|
∫
Q
w(x)dx
)(
1
|Q|
∫
Q
w(x)1−p
′
dx
)p−1
≤ C.(2.1)
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We will adopt the following definition for the A∞ constant for a weight w introduced by Fujii [15] and
later by Wilson [43]:
[w]A∞ := sup
Q
1
w(Q)
∫
Q
M(wχQ)(x) dx.(2.2)
Here w(Q) :=
∫
Q
w(x) dx, and the supremum above is taken over all cubes with edges parallel to the
coordinate axes. When the supremum is finite, we will say that w belongs to the A∞ class. A∞ :=⋃
p≥1 Ap. It is well known that if w ∈ A∞, then there exist δ ∈ (0, 1] and C > 0 such that for any
interval Q and measurable subset E ⊂ Q
w(E)
w(Q)
≤ C
( |E|
|Q|
)δ
.
Recall in Theorem 1.1,
(w)Ap := max{[w]A∞ , [w1−p
′
]A∞}.
Using the facts that [w1−p
′
]
1/p′
A′p
= [w]
1/p
Ap
and [w]A∞ ≤ C[w]Ap(see [20]), one easily checks that
(w)Ap ≤ [w]max(1,1/(p−1))Ap
(see [22]).
2.2. ω-Dini Caldero´n–Zygmund operators of convolution type. A modulus of continuity is a
function ω : [0,∞)→ [0,∞) with ω(0) = 0 that is subaddtive in the sense that
u ≤ t + s⇒ ω(u) ≤ ω(t) + ω(s).
Substituting s = 0 one sees that ω(u) ≤ ω(t) for all 0 ≤ u ≤ t. Note that the composition and sum
of two modulus of continuity are again modulus of continuity. In particular, if ω(t) is a modulus of
continuity and θ ∈ (0, 1), then ω(t)θ and ω(tθ) are also moduli of continuity. The Dini norm of a
modulus of continuity is defined by setting
‖ω‖Dini :=
∫ 1
0
ω(t)
dt
t
< ∞.(2.3)
For any c > 0 the integral can be equivalently (up to a c-dependent multiplicative constant) replaced
by the sum over 2− j/c with j ∈ N. The basic example is ω(t) = tθ. Let T be a bounded linear operator
on L2(Rn) represented as
T f (x) =
∫
Rn
K(x − y) f (y) dy, ∀x < supp f .(2.4)
We say that T is an ω-Dini Caldero´n–Zygmund operators of convolution type if the kernel K satisfies
the following size and smoothness conditions:
for any x ∈ Rn\{0},
|K(x)| ≤ CK|x|n ;(2.5)
for any x, y ∈ Rn with 2|y| ≤ |x|,
|K(x − y) − K(x)| ≤ ω(|y|/|x|)|x|n .(2.6)
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2.3. Criterion for sharp weighted norm estimate. We recall the criterion for sharp weighted norm
estimate due to Lerner [31], which will be used frequently in the rest of the paper. The key role in this
criterion is played by the grand maximal truncated operatorMU , associated to a sub-linear operator
U, defined by
MU f (x) =MU f (x) = sup
Q∋x
ess sup
ξ∈Q
|U( fχRn\3Q)(ξ)|,(2.7)
where the supremum is taken over all cubes Q ⊂ Rn containing x.
Lemma 2.1 ([30]). Assume that both U and MU be of weak type (1, 1), then for every compactly
supported f ∈ Lp(Rn) (1 < p < ∞) and w ∈ Ap,
‖U f ‖Lp(w) . K{w}Ap‖ f ‖Lp(w),
where K = ‖U‖L1→L1,∞ + ‖MU‖L1→L1,∞ .
2.4. The Stein–Weiss interpolation theorem with change of measures. The following interpola-
tion result with change of measures due to Stein and Weiss plays an important role in dealing with
rough singular integrals. Again, we will use frequently this tool.
Lemma 2.2 ([41]). Assume that 1 ≤ p0, p1 ≤ ∞, that w0 and w1 be positive weights, and T be a
sublinear operator satisfying
T : Lpi(wi)→ Lpi(wi), i = 0, 1,
with quasi-norms M0 and M1, respectively. Then
T : Lp(w)→ Lp(w),
with quasi-norm M ≤ Mλ
0
M1−λ
1
, where
1
p
=
λ
p0
+
1 − λ
p1
, w = w
pλ
p0
0
w
p(1−λ)
p1
1
.
3. PROOF OF PROPOSITION 1.8
We first give a useful Lemma which plays an important role in the proof of Proposition 1.8.
Lemma 3.1. For any fixed k ∈ Z, let Ψk be a function such that supp Ψk ⊂ {x : |x| . 2k}. If Ψk satisfy∥∥∥∥∥(∑
k∈Z
|Ψk ∗ f |2)1/2
∥∥∥∥∥
L2
. γ1‖ f ‖L2,(3.1)
and
|Ψk(x)| .
γ2
2kn
, k ∈ Z,(3.2)
and for 0 < 2|y| ≤ |x|, ∑
k∈Z
|Ψk(x − y) −Ψk(x)| . γ3 |y|
γ
|x|n+γ .(3.3)
Then for 1 < p < ∞, and w ∈ Ap,∥∥∥∥∥(∑
k∈Z
|Ψk ∗ f |2
)1/2∥∥∥∥∥
Lp(w)
. (γ1 + γ2 + γ3){w}Ap‖ f ‖Lp(w).(3.4)
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Proof. To prove (3.4), by Lemma 2.1, it suffices to verify that∥∥∥∥∥(∑
k∈Z
|Ψk ∗ f |2
)1/2∥∥∥∥∥
L1,∞
. (γ1 + γ2 + γ3)‖ f ‖L1,(3.5)
and
‖M(∑k∈Z |Ψk∗ f |2)1/2‖L1,∞ . (γ1 + γ2 + γ3)‖ f ‖L1.(3.6)
To begin with, we verify (3.5). Applying Caldero´n–Zygmund decomposition to f at height α, we
obtain a disjoint family of dyadic cubes {Q} with total measure∑
Q
|Q| . α−1‖ f ‖L1,
which gives f = g + h, ‖g‖L∞ . α, ‖g‖L1 . ‖ f ‖L1, and h =
∑
Q hQ, supp(hQ) ⊆ Q,
∫
Rn
hQ(x) dx = 0,∑ ‖hQ‖L1 . ‖ f ‖L1. By Chebychev’s inequality and the L2 estimate in (3.1) we get
∣∣∣{x : (∑
k∈Z
|Ψk ∗ g(x)|2
)1/2 ≥ α}∣∣∣ .
∥∥∥(∑k∈Z |Ψk ∗ g|2)1/2∥∥∥L2
α2
. γ1
‖g‖L2
α2
. γ1
‖ f ‖L1
α
.
Then it suffices to estimate
(∑
k∈Z |Ψk ∗ h(x)|2
)1/2
away from
⋃
Q˜ with Q˜ = 2Q, where in general we
write ρQ for the ρ-dilated Q, that is, for the cube with same center as Q and with side length Q˜. Thus
by (3.3)
α
∣∣∣{x <⋃ Q˜ : (∑
k∈Z
|Ψk ∗ h(x)|2
)1/2
> α}
∣∣∣
≤
∑
Q
∫
x<Q˜
∫
Q
|hQ(y)|
∑
k∈Z
∣∣∣Ψk(x − y) −Ψk(x − yQ)∣∣∣dy dx
.
∑
Q
∫
Q
|hQ(y)|
∫
|x−yQ |≥2ℓ(Q)
γ3|y − yQ|γ
|x − y|n+γ dxdy
. γ3
∑
Q
‖hQ‖L1
. γ3‖ f ‖L1,
where yQ denotes the center of Q. Thus we finish the proof of (3.5).
Next, we verify (3.6). Take x and ξ in any fixed cube Q. Let B(x) = B(x, 2
√
nℓ(Q)), then 3Q ⊂ Bx.
By using the triangle inequality, we get(∑
k∈Z
|Ψk ∗ ( fχRn\3Q)(ξ)|2
)1/2
≤
∣∣∣(∑
k∈Z
|Ψk ∗ ( fχRn\Bx)(ξ)|2
)1/2 − (∑
k∈Z
|Ψk ∗ ( fχRn\Bx)(x)|2
)1/2∣∣∣ + (∑
k∈Z
|Ψk ∗ fχBx\3Q)(ξ)|2
)1/2
+
(∑
k∈Z
|Ψk ∗ ( fχRn\Bx)(x)|2
)1/2
=: I + II + III.
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For the term I, by (3.3) we have
I ≤
∫
Rn\Bx
∑
k∈Z
|Ψk(ξ − y) − Ψk(x − y)|| f (y)| dy ≤
∫
Rn\Bx
γ3|x − ξ|
|x − y|n+1 | f (y)| dy . γ3M f (x).
For the term II, by the size condition (3.2) and the fact that |x − y| ≃ |ξ − y| (since 2|x − ξ| ≤ |x − y|),
we get
II ≤
∫
Rn
∑
k∈Z
|Ψk(ξ − y)|| f |χBx\3Q(y) dy . γ2
∫
3ℓ(Q)≤|x−y|≤2√nℓ(Q)
|ξ − y|−n| f (y)| dy . γ2M f (x).
For the last term, recalling that supp Ψk ⊂ {x : |x| . 2k} and that Bx = {y : |y − x| ≤ 2
√
nℓ(Q)}, we
have that
Ψk ∗ fχRn\Bx =
∫
2
√
nℓ(Q)<|x−y|.2k
Ψk(x − y) f (y)dy.
Thus,
III =
( ∑
2
√
nℓ(Q).2k
|Ψk ∗ fχRn\Bx(x)|2
)1/2
≤
(∑
k∈Z
|Ψk ∗ f (x)|2
)1/2
+
( ∑
2
√
nℓ(Q).2k
|Ψk ∗ fχBx(x)|2
)1/2
.
By using the size estimate (3.2), we have( ∑
2
√
nℓ(Q).2k
|Ψk ∗ fχBx(x)|2
)1/2
.
∑
2
√
nℓ(Q).2k
γ3
2kn
∫
|x−y|≤2√nℓ(Q)
| f (y)|dy
.
γ2
ℓ(Q)n
∫
|x−y|≤2√nℓ(Q)
| f (y)|dy
. γ2M f (x),
which gives
III ≤
(∑
k∈Z
|Ψk ∗ f (x)|2
)1/2
+ γ2M f (x).
Combining the estimates of I, II and III, we get
M(∑k∈Z |Ψk∗ f (x)|2)1/2 .
(∑
k∈Z
|Ψk ∗ f (x)|2
)1/2
+ (γ2 + γ3)M f (x).
Then the weak type (1, 1) of the Hardy–Littlewood maximal function M and the estimate in (3.5)
imply
‖M(∑k∈Z |Ψk∗ f |2)1/2‖L1,∞ . (γ1 + γ2 + γ3)‖ f ‖L1,
which shows that (3.6) holds.
The proof of Lemma 3.1 is complete. 
Now we return to the proof of Proposition 1.8. We point out that to estimate {φk ∗ Kk}, we do
not need any regularity condition on K, we only assume K satisfies the size condition (2.5) and the
cancellation condition (1.10).
We first verify the size estimate of φk ∗ Kk(x) for any fixed k ∈ Z. Since supp φk ⊂ {x : |x| ≤ 2k/4},
we have supp φk ∗ Kk ⊂ {x : |x| ≤ 2k+1}. Then from (2.5) and (1.10) we have
|φk ∗ Kk(x)| =
∣∣∣∣∣
∫
|z|≤2k
φk(x − z)K(z) dz
∣∣∣∣∣(3.7)
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≤
∣∣∣∣∣
∫
|z|≤2k
(φk(x − z) − φk(x))K(z) dz
∣∣∣∣∣
.
CK
2k
∫
|z|≤2k
|(∇φ)k(x − θz)| 1|z|n−1 dz
.
CK
2k(n+1)
∫
|z|≤2k
1
|z|n−1 dz
.
CK
2kn
χ|x|≤2k+1 (x),
which shows that (1.13) holds.
Now, we estimate ∇φk ∗ Kk(x). Recall that φ ∈ C∞0 (Rn) with
∫
φ = 1 and supp φ ⊂ {x : |x| ≤ 1/4}.
It is easy to verify that
∫
∇φ = 0 and supp (∇φ) ⊂ {x : |x| ≤ 1/4} with ∇φ ∈ C∞0 (Rn). Then by writing
∇φk ∗ Kk(x) = 1
2k
(∇φ)k ∗ Kk(x)
and repeating the argument of (3.7), we get
|∇φk ∗ Kk(x)| =
1
2k
|(∇φ)k ∗ Kk(x)| .
CK
2k(n+1)
χ|x|≤2k+1 (x).(3.8)
Thus for |x| ≥ 2|y|,∑
k∈Z
|φk ∗ Kk(x − y) − φk ∗ Kk(x)| .
∑
k∈Z
|∇φk ∗ Kk(x − θy)|y| . CK |y||x|n+1 ,
which shows that (1.14) holds.
On the other hand, it is easy to verify that
|φk ∗ Kk(x)| .
CK
2kn
χ|x|≤2k+1 . CK
2k
(2k + |x|)n+1 ,
and that
|φk ∗ Kk(x + h) − φk ∗ Kk(x)| . CK
|h|θ
(2k + |x|)n+θ , |h| ≤ 2
k
for some θ ∈ (0, 1). In addition, since φk∗Kk ∗1 = 0, by applying the T1 Theorem for square functions
(see [7]) we have ∥∥∥∥∥(∑
k∈Z
|φk ∗ Kk ∗ f |2
)1/2∥∥∥∥∥
L2
. CK‖ f ‖L2,(3.9)
which shows that (1.15) holds.
Then applying Lemma 3.1 to {Ψk} = {φk ∗ Kk}, we get∥∥∥∥∥(∑
k∈Z
|φk ∗ Kk ∗ f |2
)1/2∥∥∥∥∥
L1,∞
. CK‖ f ‖L1,
∥∥∥∥∥M(∑k∈Z |φk∗Kk∗ f |2)1/2
∥∥∥∥∥
L1,∞
. CK‖ f ‖L1
and for 1 < p < ∞ and w ∈ Ap,∥∥∥∥∥(∑
k∈Z
|φk ∗ Kk ∗ f |2
)1/2∥∥∥∥∥
Lp(w)
. CK{w}Ap‖ f ‖Lp(w).
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This verifies (1.16), (1.17) and (1.18).
The proof of Proposition 1.8 is complete. 
4. PROOF OF PROPOSITION 1.9
Step 1. First, we would like to prove that∥∥∥∥∥(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ f |q
)1/q∥∥∥∥∥
L2
. (CK + ‖ω‖Dini)‖ f ‖L2 .(4.1)
We first use Fourier transform and Plancherel theorem to deal with the L2-norm of (
∑
k∈Z |(φk − δ0) ∗
Kk ∗ f |2)1/2. Since K is not necessary of homogeneous type, the computation of |K̂k(ξ)| is not trivial.
Write
K̂k(ξ) =
∫
2k<|x|<|ξ|−1
K(x)e−2πix·ξdx +
∫
|ξ|−1<|x|
K(x)e−2πix·ξdx =: I1(ξ) + I2(ξ).
For the term I1, by the size estimate (2.5) and cancellation (1.10), we have
|I1(ξ)| =
∣∣∣∣∣
∫
2k<|x|≤|ξ|−1
K(x)(e−2πix·ξ − 1)dx
∣∣∣∣∣
. 2π|ξ|
∫
|x|≤|ξ|−1
|x||K(x)|dx
. CK
uniformly in k.
We now consider I2(ξ). Let z =
ξ
2|ξ|2 so that e
2πiz·ξ
= −1 and 2|z| = |ξ|−1. By changing variables
x = x′ − z, we rewrite I2(ξ) as
I2(ξ) = −
∫
|ξ|−1<|x′−z|
K(x′ − z)e−2πix′ ·ξdx′.
Taking the average of the above inequality and the original definition of I2 gives
I2(ξ) =
1
2
∫
|ξ|−1<|x|
K(x)e−2πix·ξdx − 1
2
∫
|ξ|−1<|x−z|
K(x − z)e−2πix·ξdx.
Now we split
I2(ξ) =
1
2
∫
|ξ|−1<|x|
(K(x) − K(x − z))e−2πix·ξdx
+
1
2
∫
Rn
K(x − z)(χ{|ξ|−1<|x|} − χ{|ξ|−1<|x−z|})e−2πix·ξdx
=: J1(ξ) + J2(ξ).
For the term J1, by noting that 2|z| = |ξ|−1 and using (2.6) we get
|J1(ξ)| ≤ 1
2
∫
|ξ|−1<|x|
ω
( |z|
|x|
)
dx ≤ 1
2
∫
|ξ|−1<|x|
ω
( |ξ|−1
2|x|
)
dx . ‖ω‖Dini.
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For the term J2, we note that χ|ξ|−1<|x| −χ|ξ|−1<|x−z| is nonzero if and only if |ξ|−1− |z| ≤ |x− z| ≤ |ξ|−1+ |z|.
Thus by (2.5)
|J2(ξ)| ≤
1
2
∫
|ξ|−1−|z|≤|x−z|≤|ξ|−1+|z|
|K(x − z)|dx
≤ 1
2
∫
|ξ|−1−|z|≤|x|≤|ξ|−1+|z|
CK
|x|ndx
≤ 1
2
∫
|ξ|−1
2
≤|x|≤ 3|ξ|−1
2
CK
|x|ndx
. CK .
Combining the estimates of J1(ξ) and J2(ξ), we get
|I2(ξ)| . CK + ‖ω‖Dini,
which, together with the estimate of I1(ξ), gives
|K̂k(ξ)| . CK + ‖ω‖Dini.(4.2)
By the Plancherel Theorem, we get∥∥∥∥∥(∑
k∈Z
|(δ0 − φk) ∗ Kk ∗ f |2
)1/2∥∥∥∥∥2
L2
=
∑
k∈Z
∫
Rn
| ̂(δ0 − φk)(ξ)|2|K̂k(ξ)|2| f̂ (ξ)|2dξ.
Since φ̂ ∈ S(Rn) and φ̂(0) = 1, then |1 − φ̂k(ξ)| . min(|2kξ|, |2kξ|−1). Together with (4.2), we have∑
k∈Z
| ̂(δ0 − φk)(ξ)|2|K̂k(ξ)|2| f̂ (ξ)|2
. (CK + ‖ω‖Dini)2
( ∑
|2kξ|≤1
|2kξ|2 +
∑
|2kξ|≥1
|2kξ|−2)| f̂ (ξ)|2
. (CK + ‖ω‖Dini)2| f̂ (ξ)|2,
which implies that ∥∥∥∥∥(∑
k∈Z
|(δ0 − φk) ∗ Kk ∗ f |2
)1/2∥∥∥∥∥
L2
. (CK + ‖ω‖Dini)‖ f ‖L2 .
Then by ℓ2 ⊂ ℓq for q > 2, we get (4.1), which shows (1.21).
Step 2. We now estimate |(φk − δ0) ∗ Kk(x)| for any fixed k ∈ Z.
|(φk − δ0) ∗ Kk(x)| =
∣∣∣∣∣
∫
Rn
φk(x − z)(Kk(z) − Kk(x)) dz
∣∣∣∣∣
≤
∣∣∣∣∣
∫
Rn
φk(x − z)(K(z) − K(x))χ|z|>2k dz
∣∣∣∣∣ +
∣∣∣∣∣
∫
Rn
φk(x − z)K(x))(χ|z|>2k − χ|x|>2k ) dz
∣∣∣∣∣
=: Ik,1(x) + Ik,2(x).
We first consider Ik,1. By noting that supp φk ⊂ {x : |x| ≤ 2k/4} and that |z| > 2k, we have |x| ≥ 3|z|4 >
3 · 2k/4. Then by the regularity condition of K in (2.6),
Ik,1(x) .
∫
|z|>2k
|φk(x − z)|
ω(|x − z|/|x|)
|x|n dz .
ω(2k/|x|)
|x|n χ|x|>3·2k/4(x).(4.3)
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For the term Ik,2, we first note that χ|z|>2k − χ|x|>2k is nonzero if and only if 34 · 2k ≤ |x| ≤ 54 · 2k since
|x − z| ≤ 2k/4. Thus,
Ik,2(x) . |K(x)|χ 3
4
·2k≤|x|≤ 5
4
·2k(x)
∫
Rn
|φk(x − z)| dz . CK|x|nχ 34 ·2k≤|x|≤ 54 ·2k(x).
Combining the two cases, we get that for any fixed k ∈ Z,
|(φk − δ0) ∗ Kk(x)| . ω(2k/|x|) 1|x|nχ|x|>3·2k/4 +
CK
|x|nχ 34 ·2k≤|x|≤ 54 ·2k ,(4.4)
which implies that ∑
k∈Z
|(φk − δ0) ∗ Kk(x)| . (‖ω‖Dini +CK) 1|x|n .(4.5)
Hence (1.19) holds.
We now estimate ‖{(φk − δ0) ∗ Kk(x − y) − (φk − δ0) ∗ Kk(x)}k‖ℓq for 0 < |y| ≤ |x|/2. To begin with,
we claim that for |y| ≤ 2k
2
,
|(φk − δ0) ∗ Kk(x − y) − (φk − δ0) ∗ Kk(x)|(4.6)
.
(
ω(|y|/|x|)
|x|n + CK
|y|θ
|x|n+θ
)
χ|x|≥2k/2(x) +
CK
|x|nχ2k−|y|≤|x|≤2k+|y|(x).
Assuming (4.6) for the moment, we write(∑
k∈Z
|(φk − δ0) ∗ Kk(x − y) − (φk − δ0) ∗ Kk(x)|q
)1/q
≤
(( ∑
2k
2
≤|y|
+
∑
2k
2
≥|y|
)|(φk − δ0) ∗ Kk(x − y) − (φk − δ0) ∗ Kk(x)|q)1/q
=: II1 + II2.
For the term II1, by noting that |x| ≥ 2|y| > 0 and by using (4.4) we get
II1 ≤
( ∑
2k
2
≤|y|
(|(φk − δ0) ∗ Kk(x)| + |(φk − δ0) ∗ Kk(x − y)|)q)1/q
.
∑
2k
2
≤|y|
CK
|x|nχ 34 ·2k≤|x|≤ 54 ·2k(x) +
( ∑
2k
2
≤|y|
(ω(2k/|x|)
|x|n χ|x|>3·2k/4
)q)1/q
.
CK |y|
|x|n+1 +
ω(|y|/|x|) 1q′
|x|n
( ∑
|x|>3·2k/4
ω(2k/|x|)
)1/q
.
CK |y|
|x|n+1 +
ω(|y|/|x|) 1q′
|x|n ‖ω‖
1/q
Dini
.
For the term II2, by using (4.6),
II2 .
∑
2k
2
≥|y|
CK
|y|θ
|x|n+θχ|x|≥2k/4 +
( ∑
2k
2
≥|y|
(
ω(|y|/|x|)
|x|n χ|x|≥ 2k4
)q)1/q
+
∑
2k
2
≥|y|
CK
|x|nχ2k−|y|≤|x|≤2k+|y|
QUANTITATIVE WEIGHTED BOUNDS FOR THE q-VARIATION 17
.
CK |y|θ/2
|x|n+θ/2 +
ω(|y|/|x|) 1q′
|x|n
( ∑
2k
2
≥|y|
ω(|y|/2k)
)1/q
+
∑
2k
2
≥|y|
CK
|x|nχ2k−|y|≤|x|≤2k+|y|
.
CK |y|θ/2
|x|n+θ/2 +
ω(|y|/|x|) 1q′
|x|n ‖ω‖
1/q
Dini
+
∑
2k
2
≥|y|
CK
|x|nχ2k−|y|≤|x|≤2k+|y|.
Combining the estimates of II1 and II2, we get(∑
k∈Z
|(φk − δ0) ∗ Kk(x − y) − (φk − δ0) ∗ Kk(x)|q
)1/q
(4.7)
.
CK |y|θ/2
|x|n+θ/2 +
ω(|y|/|x|) 1q′
|x|n ‖ω‖
1/q
Dini
+
∑
2k
2
≥|y|
CK
|x|nχ2k−|y|≤|x|≤2k+|y|,
which verifies (1.20).
Now we return to give the proof of (4.6). We write
|(φk − δ0) ∗ Kk(x − y) − (φk − δ0) ∗ Kk(x)|
=
∣∣∣∣∣
∫
Rn
φk(x − z)
(
Kk(z − y) − Kk(x − y)) dz − ∫
Rn
φk(x − z)
(
Kk(z) − Kk(x)) dz∣∣∣∣∣
≤
∣∣∣∣∣
∫
Rn
φk(x − z)
(
Kk(x − y) − Kk(x)) dz∣∣∣∣∣ +
∣∣∣∣∣
∫
Rn
φk(x − z)
(
Kk(z − y) − Kk(z)) dz∣∣∣∣∣
=: III1 + III2 .
For the term III1, recall that |y| ≤ 2k2 . By noting the facts that 0 < |y| ≤ 2
k
2
and |x− y| ≥ 2k imply |x| > 2k
2
and that χ|x−y|>2k − χ|x|>2k is nonzero if and only if 2k − |y| ≤ |x| ≤ 2k + |y|, we have
III1 .
∫
Rn
|φk(x − z)||K(x − y) − K(x)|χ|x−y|>2k dz
+
∫
Rn
|φk(x − z)||K(x)||χ|x−y|>2k − χ|x|>2k | dz
.
ω(|y|/|x|)
|x|n χ|x|> 2k2 +
CK
|x|n |χ|x−y|>2k − χ|x|>2k |
.
ω(|y|/|x|)
|x|n χ|x|> 2k2 +
CK
|x|nχ2k−|y|≤|x|≤2k+|y|.
Similarly, for the term III2 , we get
III2 .
∫
Rn
|φk(x − z)|ω(|y|/|z|)|z|n χ|z|> 2k2 dz + CK
∫
Rn
|φk(x − z)|
|z|n χ2k−|y|≤|z|≤2k+|y| dz.
Since |x − z| ≤ 2k/4 and |z| > 2k
2
, we get 3|z|/2 ≥ |x| ≥ |z|/2 > 2k/4. Thus, there exists some θ ∈ (0, 1)
and 1
p′ = θ,
III2 .
ω(|y|/|x|)
|x|n χ|x|≥2k/4 +
CK
|x|n+θχ|x|≥2k/4
( ∫
Rn
|φk(x − z)|p dz
) 1
p
( ∫
2k−|y|≤|z|≤2k+|y|
|z|θp′ dz
) 1
p′
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.
ω(|y|/|x|)
|x|n χ|x|≥2k/4 +CK
|y|θ
|x|n+θχ|x|≥2k/4.
Combining the estimates of III1 and III2 , we get (4.6).
Step 3. By Lemma 2.1, to prove (1.24), we need to verify that∥∥∥(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ f |q)1/q
∥∥∥
L1,∞ . (CK + ‖ω‖Dini + ‖ω‖
1/q
Dini
‖ω1/q′‖Dini)‖ f ‖L1.(4.8)
and
‖M(∑k∈Z |(φk−δ0)∗Kk∗ f |q)1/q‖L1,∞ . (CK + ‖ω‖Dini + ‖ω‖1/qDini‖ω1/q′‖Dini)‖ f ‖L1 .(4.9)
The two above inequalities just are (1.22) and (1.23).
To verify (4.8), we apply the Caldero´n-Zygmund decomposition to f at height α to obtain that
there is a disjoint family of dyadic cubes {Q} with total measure∑
Q
|Q| . α−1‖ f ‖L1,
and that f = g+h,with ‖g‖L∞ . α, and ‖g‖L1 . ‖ f ‖L1, h =
∑
Q hQ,where supp(hQ) ⊆ Q,
∫
Rn
hQ(x) dx =
0 and
∑ ‖hQ‖L1 . ‖ f ‖L1. By Chebychev’s inequality and (4.1), we get
∣∣∣{x : (∑
k∈Z
|(φk − δ0) ∗ Kk ∗ g(x)|q
)1/q
> α
}∣∣∣ .
∥∥∥(∑k∈Z |(φk − δ0) ∗ Kk ∗ g|q)1/q∥∥∥L2
α2
. (CK + ‖ω‖Dini)‖g‖L
2
α2
. (CK + ‖ω‖Dini)‖ f ‖L
1
α
.
Then it suffices to estimate (
∑
k∈Z |(φk − δ0) ∗ Kk ∗ h(x)|q)1/q away from
⋃
Q˜ with Q˜ = 2Q. Now by
Chebychev’s inequality and (4.7),
α
∣∣∣{x < ∪Q˜ : (∑
k∈Z
|(φk − δ0) ∗ Kk ∗ h(x)|q
)1/q
> α}
∣∣∣
≤
∑
Q
∫
x<Q˜
∫
Q
|hQ(y)|
(∑
k∈Z
∣∣∣(φk − δ0) ∗ Kk(x − y) − (φk − δ0) ∗ Kk(x − yQ)∣∣∣q)1/qdy dx
.
∑
Q
∫
Q
|hQ(y)|
∫
|x−yQ |≥2ℓ(Q)
(
CK |y − yQ|θ/2
|x − yQ|n+θ/2
+
ω(|y − yQ|/|x − yQ|)
1
q′
|x − yQ|n
‖ω‖1/q
Dini
+
∑
2k
2
≥|y−yQ |
CK
|x − yQ|n
χ2k−|y−yQ |≤|x−yQ |≤2k+|y−yQ |
)
dxdy
. (CK + ‖ω1/q′‖Dini‖ω‖1/qDini)
∑
Q
‖hQ‖L1
+CK
∑
Q
∫
Q
|hQ(y)|
∑
2k
2
≥|y−yQ |
1
2k
∫
2k−|y−yQ |≤|x−yQ |≤2k+|y−yQ |
1
|x − yQ|n−1
dxdy
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. (CK + ‖ω1/q′‖Dini‖ω‖1/qDini)
∑
Q
‖hQ‖L1 +CK
∑
Q
∫
Q
|hQ(y)|
∑
2k
2
≥|y−yQ |
|y − yQ|
2k
dy
. (CK + ‖ω1/q′‖Dini‖ω‖1/qDini)‖ f ‖L1,
where yQ denotes the center of Q. This finishes the proof of (4.8).
Now, we verify (4.9). Let Q be a cube, and take x, ξ ∈ Q. Let B(x) = B(x, 2√nℓ(Q)), then
3Q ⊂ Bx. By the triangle inequality, we get(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ ( fχRn\3Q)(ξ)|q
)1/q
≤
∣∣∣(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ ( fχRn\Bx)(ξ)|q
)1/q − (∑
k∈Z
|(φk − δ0) ∗ Kk ∗ ( fχRn\Bx)(x)|q
)1/q∣∣∣
+
(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ fχBx\3Q)(ξ)|q
)1/q
+
(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ ( fχRn\Bx)(x)|q
)1/q
=: I + II + III.
For the term I, by using the triangular inequality,
I ≤
(∑
k∈Z
(
∫
Rn\Bx
|(φk − δ0) ∗ Kk(ξ − y) − (φk − δ0) ∗ Kk(x − y)|| f (y)| dy)q
)1/q
(4.10)
.
( ∑
|x−ξ|≥ 2k2
(
∫
Rn\Bx
|(φk − δ0) ∗ Kk(ξ − y) − (φk − δ0) ∗ Kk(x − y)|| f (y)| dy)q
)1/q
+
( ∑
|x−ξ|≤ 2k
2
(
∫
Rn\Bx
|(φk − δ0) ∗ Kk(ξ − y) − (φk − δ0) ∗ Kk(x − y)|| f (y)| dy)q
)1/q
=: I1 + I2.
By using the size estimate (4.4) and the fact that 1
2
|ξ − y| ≤ |x − y| ≤ 3
2
|ξ − y| (since 2|x − ξ| ≤ |x − y|),
we get
I1 .
( ∑
|x−ξ|≥ 2k
2
( ∫
Rn\Bx
ω(2k/|x − y|)
|x − y|n χ|x−y|> 34 ·2k | f (y)| dy
)q)1/q
(4.11)
+ CK
∫
Rn\Bx
∑
|x−ξ|≥ 2k
2
| f (y)|
|x − y|nχ 34 ·2k≤|x−y|≤ 54 ·2k dy
.
( ∑
|x−ξ|≥ 2k2
(∑
j≥1
∫
2 j
√
nℓ(Q)≤|x−y|≤2 j+1 √nℓ(Q)
ω
( 2k
2 j
√
nℓ(Q)
) 1
(2 j
√
nℓ(Q))n
| f (y)| dy)q)1/q
+ CK
∫
Rn\Bx
|x − ξ|
|x − y|n+1 | f (y)| dy
.
( ∑
|x−ξ|≥ 2k
2
ω
( 2k√
nℓ(Q)
))1/q∑
j≥1
ω1/q
′
(2− j)M f (x) + CKM f (x)
. (‖ω‖1/q
Dini
‖ω1/q′‖Dini +CK)M f (x).
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For the term I2, by (4.6), we get
I2 .
( ∑
|x−ξ|≤ 2k
2
( ∫
Rn\Bx
(ω(|x − ξ|/|x − y|)
|x − y|n +CK
|x − ξ|θ
|x − y|n+θ
)
χ|x−y|≥2k /4| f (y)| dy
)q)1/q
+CK
( ∑
|x−ξ|≤ 2k
2
( ∫
Rn\Bx
| f (y)|
|x − y|nχ2k−|x−ξ|≤|x−y|≤2k+|x−ξ| dy
)q)1/q
.
( ∑
|x−ξ|≤ 2k
2
ω
( |x − ξ|
2k
)
+
( |x − ξ|
2k
)θ/2)1/q ∫
Rn\Bx
(
ω1/q
′
(|x − ξ|/|x − y|)
|x − y|n +CK
|x − ξ|θ/2
|x − y|n+θ/2
)
| f (y)| dy
+ I˜2
. (‖ω‖1/q
Dini
‖ω1/q′‖Dini + CK)M f (x) + I˜2.
To estimate I˜2, it suffices to consider the form
CK
( ∑
|x−ξ|≤ 2k
2
(
∫
sk≤|x−y|≤sk+1
1
|x − y|n | f (y)| dy)
q
)1/q
,
where |sk+1− sk | ≤ 2|x− ξ|, and 2k2 ≤ sk ≤ 32 ·2k. Using the hypothesis that |x− ξ| < ℓ(Q) and the kernel
estimate we can bound the above by a dimensional constant times
CK
( ∑
|x−ξ|≤ 2k
2
(s−nk
∫
sk≤|x−y|≤sk+1
| f (y)| dy)q
)1/q
The above ℓq norm can be written as( ∑
|x−ξ|≤ 2k
2
(s−nk
∫
|x−y|≤sk+1
| f (y)| dy − s−nk
∫
|x−y|≤sk
| f (y)| dy)q
)1/q
≤
(∑
k∈Z
(s−nk+1
∫
|x−y|≤sk+1
| f (y)| dy − s−nk
∫
|x−y|≤sk
| f (y)| dy)q
)1/q
+
( ∑
|x−ξ|≤ 2k
2
((s−nk − s−nk+1)
∫
|x−y|≤sk+1
| f (y)| dy)q
)1/q
. VqA(| f |)(x) + M f (x)
( ∑
|x−ξ|≤ 2k
2
((s−nk − s−nk+1)/s−nk+1)q
)1/q
,
where VqA(| f |)(x) = Vq{At(| f |)(x)}t>0, and
At( f )(x) =
1
|Bt|
∫
Bt
f (x + y)dy, x ∈ Rn, t > 0.
Here Bt denotes the open ball in R
n of center at the origin and radius t. Also note that( ∑
|x−ξ|≤ 2k
2
((s−nk − s−nk+1)/s−nk+1)q
)1/q
.
∑
|x−ξ|≤ 2k
2
sk+1 − sk
2k
.
∑
|x−ξ|≤ 2k
2
|x − ξ|
2k
≤ cn.
Thus we get
I˜2 . CK(VqA(| f |)(x) + M f (x)).(4.12)
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Thus combining the estimates of I1 and I2, we get
I ≤ (‖ω‖1/q
Dini
‖ω1/q′‖Dini +CK)M f (x) +CKVqA(| f |)(x).
For the term II, by using (4.5) and the fact that |x − y| ≃ |ξ − y| (since 2|x − ξ| ≤ |x − y|), we get
II ≤
∫
Rn
∑
k∈Z
|(φk − δ0) ∗ Kk(ξ − y)|| f |χBx\3Q(y) dy(4.13)
. (‖ω‖Dini + CK)
∫
3ℓ(Q)≤|x−y|≤2√nℓ(Q)
|ξ − y|−n| f (y)| dy
. (‖ω‖Dini + CK)M f (x).
For the term III, since supp (φk − δ0) ∗ Kk ⊂ {x : |x| ≥ 34 · 2k}, we obtain that
III ≤
( ∑
3
4
·2k≥2√nl(Q)
|(φk − δ0) ∗ Kk ∗ fχRn\Bx(x)|q
)1/q
+
( ∑
3
4
·2k≤2√nl(Q)
|(φ j − δ0) ∗ Kk ∗ fχRn\Bx(x)|q
)1/q
=
( ∑
3
4
·2k≥2√nl(Q)
|(φk − δ0) ∗ Kk ∗ f (x)|q
)1/q
+
( ∑
3
4
·2k≤2√nl(Q)
|(φk − δ0) ∗ Kk ∗ fχRn\Bx(x)|q
)1/q
≤
(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ f (x)|q
)1/q
+
( ∑
3
4
·2k≤2√nl(Q)
|(φk − δ0) ∗ Kk ∗ fχRn\Bx(x)|q
)1/q
.
By using the size estimate (4.4) we get
|(φk − δ0) ∗ Kk ∗ fχRn\Bx(x)| .
∫
|x−y|>2√nl(Q)
(
ω(2k/|x − y|) + CK2
k
|x − y|χ 34 ·2k≤|x−y|≤ 54 ·2k
) | f (y)|
|x − y|ndy
.
∑
j≥1
∫
2 j
√
nl(Q)≤|x−y|≤2 j+1 √nl(Q)
(
ω(
2k
2 jℓ(Q)
) +CK
2k
2 jℓ(Q)
) | f (y)|
(2 jℓ(Q))n
dy
.
(∑
j≥1
ω(2− j)1/q
′
ω(
2k
ℓ(Q)
)1/q + CK
2k
ℓ(Q)
)
M f (x)
.
(
‖ω1/q′‖Diniω( 2
k
ℓ(Q)
)1/q + CK
2k
ℓ(Q)
)
M f (x),
which implies( ∑
2k≤2√nl(Q)
|(φk − δ0) ∗ Kk ∗ fχRn\Bx(x)|q
)1/q
.
(
‖ω‖1/q
Dini
‖ω1/q′‖Dini + CK
)
M f (x).
Thus, we obtain that
III .
(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ f (x)|q
)1/q
+ (‖ω‖1/q
Dini
‖ω1/q′‖Dini + CK)M f (x).
Combining the estimates of I, II and III, we get
M(∑ j∈Z |(φk−δ0)∗Kk∗ f (x)|q)1/q
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.
(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ f (x)|q
)1/q
+ (CK + ‖ω‖1/qDini‖ω1/q
′‖Dini)M f (x) +CKVqA(| f |)(x).
Then by the weak type (1, 1) of M (see [42]) and VqA(| f |)(see [24]), and (3.5), we get
‖M(∑k∈Z |(φk−δ0)∗Kk∗ f |q)1/q‖L1,∞ . (CK + ‖ω‖1/qDini‖ω1/q′‖Dini + ‖ω‖Dini)‖ f ‖L1 ,
which gives the proof of (4.9).
The proof of Proposition 1.9 is complete. 
5. PROOFS OF THEOREM 1.5 AND THEOREM 1.6
Proof of Theorem 1.6. Recalling that for any fixed k ∈ Z, we denote by
Kk(x) = K(x)χ|x|≤2k
and
Kk(x) = K(x)χ|x|>2k .
Then for any fixed k ∈ Z, write
φk ∗ K(x) = φk ∗ Kk(x) + (φk − δ0) ∗ Kk(x) + Kk(x),
where δ0 is the Dirac measure at 0. Thus by the triangle inequality, we get
Vq{φk ∗ K ∗ f }k∈Z
≤ Vq{φk ∗ Kk ∗ f }k∈Z + Vq{(φk − δ0) ∗ Kk ∗ f }k∈Z + Vq{Kk ∗ f }k∈Z
≤
(∑
k∈Z
|φk ∗ Kk ∗ f |q
)1/q
+
(∑
k∈Z
|(φk − δ0) ∗ Kk ∗ f |q
)1/q
+ Vq{Kk ∗ f }k∈Z.
Since the following results have been established in [9, 14, 6],
‖Vq{Kk ∗ f }k∈Z‖L1,∞ . (‖ω‖Dini +CK + ‖T‖L2→L2)‖ f ‖L1.(5.1)
and for 1 < p < ∞, w ∈ Ap,
‖Vq{Kk ∗ f }k∈Z‖Lp(w) . (‖ω‖Dini +CK + ‖T‖L2→L2){w}Ap‖ f ‖Lp(w).(5.2)
Then combining Proposition 1.8 and Proposition 1.9, we finish the proof of Theorem 1.6. 
Proof of Theorem 1.5. Recall the definition of the operator TΩ given in the introduction. It can be
written as
TΩ f =
∑
k∈Z
Tk f =
∑
k∈Z
vk ∗ f , vk =
Ω(x′)
|x|n χ{2k<|x|≤2k+1}.(5.3)
We consider the following partition of unity. Let ϕ ∈ C∞c (Rn) be such that supp ϕ ⊂ {x : |x| ≤ 1100 }
and
∫
ϕdx = 1, and so that ϕ̂ ∈ S(Rn). Let us also define ψ by ψ̂(ξ) = ϕ̂(ξ) − ϕ̂(2ξ). Then, with this
choice of ψ, it follows that
∫
ψdx = 0. We write ϕ j(x) =
1
2 jn
ϕ( x
2 j
), and ψ j(x) =
1
2 jn
ψ( x
2 j
). We now
define the partial sum operators S j by S j( f ) = f ∗ ϕ j. Their differences are given by
S j( f ) − S j+1( f ) = f ∗ ψ j.(5.4)
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Since S j f → f as j → −∞, for any sequence of integers N = {N( j)}∞j=0, with 0 = N(0) < N(1) <
· · · < N( j) → ∞, we have the identity
(5.5) Tk = TkS k +
∞∑
j=1
Tk(S k−N( j) − S k−N( j−1)).
In this way,
(5.6) TΩ =
∞∑
j=0
T˜ j =
∞∑
j=0
TNj ,
where
(5.7) T˜0 := T
N
0 :=
∑
k∈Z
TkS k
and, for j ≥ 1,
T˜ j :=
∑
k∈Z
Tk(S k− j − S k−( j−1)),
TNj :=
∑
k∈Z
Tk(S k−N( j) − S k−N( j−1)) =
N( j)∑
i=N( j−1)+1
T˜i.(5.8)
Then
Vq{φl ∗ TΩ f }l∈Z = Vq
{
φl ∗ (
∞∑
j=0
TNj f )
}
l∈Z ≤
∞∑
j=0
Vq{φl ∗ TNj f }l∈Z.
Therefore,
‖Vq{φl ∗ TΩ f }l∈Z‖Lp(w) ≤
∞∑
j=0
‖Vq{φl ∗ TNj f }l∈Z‖Lp(w).
To prove Theorem 1.5, we claim that the following inequalities hold for 1 < p < ∞ and w ∈ Ap:
‖Vq{φl ∗ TNj f }l∈Z‖Lp . ‖Ω‖L∞2−θN( j−1)(1 + N( j))1+1/q‖ f ‖Lp(5.9)
and
‖Vq{φl ∗ TNj f }l∈Z‖Lp(w) . ‖Ω‖L∞(1 + N( j))1+1/q{w}Ap‖ f ‖Lp(w).(5.10)
Assume the above two claims at the moment. Set ε := 1
2
cn/(w)Ap , cn is small enough (see [22,
Corollary 3.18]). By (5.10), we have, for this choice of ε,
‖Vq({φl ∗ TNj f }l∈Z)‖Lp(w1+ε) . ‖Ω‖L∞(1 + N( j))1+1/q{w1+ε}Ap‖ f ‖Lp(w1+ε)(5.11)
. ‖Ω‖L∞(1 + N( j))1+1/q{w}1+εAp ‖ f ‖Lp(w1+ε).
Now we are in position to apply the interpolation theorem with change of measures by Stein and
Weiss—Lemma 2.2. We apply it to T = Vq{φl ∗TNj }l∈Z with p0 = p1 = p, w0 = w0 = 1 and w1 = w1+ε,
so that by λ = ε/(1 + ε), (5.9) and (5.11), one has for some θ, γ > 0 such that
‖Vq{φl ∗ TNj }l∈Z‖Lp(w)→Lp(w) . ‖Vq{φl ∗ TNj }l∈Z‖ε/(1+ε)Lp→Lp ‖Vq{φl ∗ TNj }l∈Z‖1/(1+ε)Lp(w1+ε)→Lp(w1+ε)
. ‖Ω‖L∞(1 + N( j))1+1/q2−θN( j−1)ε/(1+ε){w}Ap
. ‖Ω‖L∞(1 + N( j))1+1/q2−γN( j−1)/(w)Ap {w}Ap.
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Thus
‖Vq{φl ∗ TΩ}l∈Z‖Lp(w)→Lp(w) .
∞∑
j=0
‖Vq{φl ∗ TNj }l∈Z‖Lp(w)→Lp(w)
. ‖Ω‖L∞{w}Ap
∞∑
j=0
(1 + N( j))1+1/q2−γN( j−1)/(w)Ap .
We now choose N( j) = 2 j for j ≥ 1. Then, using e−x ≤ 2x−2, we have
∞∑
j=0
(1 + N( j))1+1/q2−γN( j−1)/(w)Ap .
∑
j:2 j≤(w)Ap
2 j(1+1/q) +
∑
j:2 j≥(w)Ap
2 j(1+1/q)
((w)Ap
2 j
)2
. (w)
1+1/q
Ap
,
by summing the two geometric series in the last step. This implies
‖Vq{φl ∗ TΩ f }l∈Z‖Lp(w) . ‖Ω‖L∞{w}Ap(w)1+1/qAp ‖ f ‖Lp(w),
and hence the proof of Theorem 1.5 is complete under the assumptions that (5.9) and (5.10) hold.
Now we turn to proving the claims (5.9) and (5.10). The following inequality can be found in [22,
Lemma 3.7],
‖TNj f ‖L2 . ‖Ω‖L∞2−αN( j−1)‖ f ‖L2,(5.12)
for some 0 < α < 1 independent of TΩ and j. Then by (see [25, 11])
‖Vq{φl ∗ f }l∈Z‖L2 . ‖ f ‖L2,(5.13)
we get
‖Vq{φl ∗ TNj f }l∈Z‖L2 . ‖TNj f ‖L2 . ‖Ω‖L∞2−αN( j−1)‖ f ‖L2.(5.14)
The operator TN
j
is a ω-Caldero´n–Zygmund operator with the kernel KN
j
(see [22, Lemma 3.10])
satisfying
|KNj (x)| .
‖Ω‖L∞
|x|n(5.15)
and for 2|y| ≤ |x|,
|KNj (x − y) − KNj (x)| .
ω j(|y|/|x|)
|x|n ,(5.16)
whereω j(t) ≤ ‖Ω‖L∞ min(1, 2N( j)t), and ‖ω j‖Dini . ‖Ω‖L∞(1+N( j)). The Dini norm ofω1/q
′
j
is estimated
as
‖ω1/q′
j
‖Dini . ‖Ω‖1/q
′
L∞
∫ 2−N( j)
0
2N( j)/q
′
t1/q
′ dt
t
+ ‖Ω‖1/q′
L∞
∫ 1
2−N( j)
dt
t
. ‖Ω‖1/q′
L∞ (1 + N( j)).(5.17)
Applying Theorem 1.6 to T = TN
j
, we get for 1 < p < ∞ and w ∈ Ap
‖Vq{φl ∗ TNj f }l∈Z‖Lp(w) . ‖Ω‖L∞(1 + N( j))1+1/q{w}Ap‖ f ‖Lp(w),
which gives the proof of (5.10). Taking w = 1, we get for 1 < p < ∞,
‖Vq{φl ∗ TNj f }l∈Z‖Lp . ‖Ω‖L∞(1 + N( j))1+1/q‖ f ‖Lp.(5.18)
Interpolating between (5.14) and (5.18), we get
‖Vq{φl ∗ TNj f }l∈Z‖Lp . ‖Ω‖L∞2−θN( j−1)(1 + N( j))1+1/q‖ f ‖Lp
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which establishes the proof of (5.9).
The proof of Theorem 1.5 is complete. 
6. PROOF OF THEOREM 1.3
Recalling that for any fixed k ∈ Z,
TΩ,2k f (x) =
∫
|x−y|>2k
Ω(x − y)
|x − y|n f (y) dy,
and KΩ(x) =
Ω(x′)
|x|n . Following [13], for any fixed k ∈ Z, we write
TΩ,2k f (x) = φk ∗ TΩ f − φk ∗ KΩχ|·|≤2k ∗ f + (δ0 − φk) ∗ TΩ,2k f ,
which splits TΩ = {TΩ,2k }k∈Z into three families:
T 1
Ω
( f ) := {φk ∗ TΩ f }k∈Z, T 2Ω( f ) := {φk ∗ (KΩχ|·|≤2k) ∗ f }k∈Z, T 3Ω( f ) := {(δ0 − φk) ∗ TΩ,2k f }k∈Z.
Thus, it suffices to estimate the weighted Lp norm of T i
Ω
( f ), i = 1, 2, 3.
Part 1. Let us first consider T 1
Ω
( f ). By Theorem 1.5, we get that for 1 < p < ∞ and w ∈ Ap,
‖Vq(T 1Ω( f ))‖Lp(w) . ‖Ω‖L∞(w)1+1/qAp {w}Ap‖ f ‖Lp(w).
Part 2. For the term T 2
Ω
( f ), by the Minkowski inequality, we get for 1 < p < ∞ and w ∈ Ap,
‖Vq(T 2Ω( f ))‖Lp(w) .
∥∥∥∥∥(∑
k∈Z
|φk ∗ KΩχ|·|≤2k ∗ f |q
)1/q∥∥∥∥∥
Lp(w)
.
It is easy to verify that KΩ satisfies the cancellation condition (1.10) and the size estimate |KΩ(x)| ≤
‖Ω‖L∞
|x|n . Then applying Proposition 1.8 to K = KΩ, we get∥∥∥∥∥(∑
k∈Z
|φk ∗ KΩχ|·|≤2k ∗ f |q
)1/q∥∥∥∥∥
Lp(w)
. ‖Ω‖L∞{w}Ap‖ f ‖Lp(w),
by ℓ2 ⊂ ℓq.
Part 3. We now estimate T 3
Ω
( f ).We claim that for 1 < p < ∞ and w ∈ Ap,
‖Vq(T 3Ω( f ))‖Lp(w) . ‖Ω‖L∞(w)1+1/qAp {w}Ap‖ f ‖Lp(w),(6.1)
which, together with the estimates of T 1
Ω
( f ), T 2
Ω
( f ) and T 3
Ω
( f ), gives
‖VqTΩ( f )‖Lp(w) . ‖Ω‖L∞(w)1+1/qAp {w}Ap‖ f ‖Lp(w).
This finishes the proof of Theorem 1.3.
We now provide the proof of (6.1). For k ∈ Z, we define vk as
vk(x) =
Ω(x′)
|x|n χ2k<|x|≤2k+1 (x).
Then we can write TΩ,2k f (x) =
∑
s≥0 vk+s ∗ f (x). Thus
‖Vq(T 3Ω( f ))‖Lp(w) =
∥∥∥∥∥Vq{(δ − φk) ∗∑
s≥0
vk+s ∗ f
}∥∥∥∥∥
Lp(w)
.
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Recall that S j( f ) = f ∗ ϕ j and their differences are given by
S j( f ) − S j+1( f ) = f ∗ ψ j,(6.2)
where ϕ j and ψ j are defined as in Section 5. Denote by Tk f (x) = vk ∗ f (x). Similarly, for any sequence
of integersN = {N( j)}∞
j=0
, with 0 = N(0) < N(1) < · · · < N( j)→ ∞, we also have the identity.
Tk+s = Tk+sS k+s +
∞∑
j=1
Tk+s(S k+s−N( j) − S k+s−N( j−1)) =:
∞∑
j=0
TNk+s, j,(6.3)
and
vk+s =:
∞∑
j=0
KNk+s, j,(6.4)
where TN
k+s,0
= Tk+sS k+s and for j ≥ 1,
TNk+s, j = Tk+s(S k+s−N( j) − S k+s−N( j−1))(6.5)
=
N( j)∑
i=N( j−1)+1
Tk+s(S k+s−i − S k+s−(i−1))
=:
N( j)∑
i=N( j−1)+1
Tk+s,i.
Then
(δ0 − φk) ∗ vk+s ∗ f (x) = (δ0 − φk) ∗ Tk+s f (x) =
∞∑
j=0
(δ0 − φk) ∗ TNk+s, j f (x).(6.6)
So
‖Vq(T 3Ω( f ))‖Lp(w) ≤
∞∑
j=0
∥∥∥∥∥Vq({(δ0 − φk) ∗∑
s≥0
TNk+s, j f
}
k∈Z
)∥∥∥∥∥
Lp(w)
≤
∞∑
j=0
∥∥∥∥∥(∑
k∈Z
|(δ0 − φk) ∗
∑
s≥0
TNk+s, j f |q
)1/q∥∥∥∥∥
Lp(w)
.
We first estimate the L2−norm of (∑k∈Z |(δ0 − φk) ∗∑s≥0 TNk+s, j f |q)1/q.
Lemma 6.1. We have for j ≥ 0, there is a positive 0 < τ < 1 such that∥∥∥∥∥(∑
k∈Z
|(δ0 − φk) ∗
∑
s≥0
TNk+s, j f |q
)1/q∥∥∥∥∥
L2
. ‖Ω‖L∞2−τN( j−1)‖ f ‖L2.(6.7)
Proof. By the Plancherel Theorem and (6.5), we get for j ≥ 1,∥∥∥∥∥(∑
k∈Z
|(δ0 − φk) ∗
∑
s≥0
TNk+s, j f |q
)1/q∥∥∥∥∥
L2
≤
∑
s≥0
∥∥∥∥∥(∑
k∈Z
|(δ0 − φk) ∗ TNk+s, j f |2
) 1
2
∥∥∥∥∥
L2
=
∑
s≥0
(∑
k∈Z
∫
Rn
| ̂(δ0 − φk)(ξ)|2| ̂TNk+s, j f (ξ)|2dξ
)1/2
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≤
∑
s≥0
N( j)∑
i=N( j−1)+1
(∑
k∈Z
∫
Rn
| ̂(δ0 − φk)(ξ)|2|T̂k+s,i f (ξ)|2dξ
)1/2
.
Since φ̂ ∈ S(Rn) and φ̂(0) = 1, |1 − φ̂(ξ)| . min(1, |ξ|). Also by ψ̂ ∈ S(Rn) and ψ̂(0) = 0, then
|ψ̂(ξ)| . min(1, |ξ|). Therefore, |1 − φ̂k(ξ)| . min(1, |2kξ|α), |ψ̂(2k+s−iξ)| . min(|2k+s−iξ|γ, 1), |̂vk+s(ξ)| .
‖Ω‖L∞ |2k+sξ|−β (see [13]) for some 0 < β, γ, α < 1, α + γ − β > 0, γ < β and α < β,∑
k∈Z
| ̂(δ0 − φk)(ξ)|2|T̂k+s,i f (ξ)|2
=
∑
k∈Z
|1 − φ̂k(ξ)|2 |̂vk+s(ξ)|2|ψ̂(2k+s−iξ)|2| f̂ (ξ)|2
. ‖Ω‖2L∞
( ∑
|2kξ|≤2i
|2kξ|2α|2k+s−iξ|2γ|2k+sξ|−2β +
∑
|2kξ|≥2i
|2k+sξ|−2β
)
| f̂ (ξ)|2
. ‖Ω‖2L∞
(
2−2γi2−2(β−γ)s
∑
|2kξ|≤2i
|2kξ|2α+2γ−2β + 2−2sβ
∑
|2kξ|≥2i
|2kξ|−2β
)
| f̂ (ξ)|2
. ‖Ω‖2L∞
(
2−2(β−α)i2−2(β−γ)s + 2−sβ2−2βi
)| f̂ (ξ)|2
. ‖Ω‖2L∞2−2(β−α)i2−2(β−γ)s| f̂ (ξ)|2.
Therefore, by summing the geometric series and the Plancherel theorem, we get for some τ ∈ (0, 1),∥∥∥∥∥(∑
k∈Z
|(δ0 − φk) ∗
∑
s≥0
TNk+s, j f |q
)1/q∥∥∥∥∥
L2
. ‖Ω‖L∞2−τN( j−1)‖ f ‖L2.
For j = 0, |1 − φ̂(2kξ)| . min(|2kξ|, 1), |̂ϕ(2kξ)| . 1, |̂vk+s(ξ)| . ‖Ω‖L∞ |2k+sξ|−β for some 0 < β < 1 (see
[13]), ∑
k∈Z
| ̂(δ0 − φk)(ξ)|2|T̂k+s,0 f (ξ)|2 =
∑
k∈Z
|1 − φ̂k(ξ)|2 |̂vk+s(ξ)|2 |̂ϕ(2kξ)|2| f̂ (ξ)|2
. ‖Ω‖2L∞
( ∑
|2kξ|≤1
|2kξ|2|2k+sξ|−2β +
∑
|2kξ|≥1
|2k+sξ|−2β
)
| f̂ (ξ)|2
. ‖Ω‖2L∞
(
2−2βs
∑
|2kξ|≤1
|2kξ|2−2β + 2−2sβ
∑
|2kξ|≥1
|2kξ|−2β
)
| f̂ (ξ)|2
. ‖Ω‖2L∞2−2βs| f̂ (ξ)|2.
Therefore, by the Plancherel theorem, we get for some τ ∈ (0, 1),∥∥∥∥∥(∑
k∈Z
|(δ0 − φk) ∗
∑
s≥0
TNk+s,0 f |2
)1/2∥∥∥∥∥
L2
. ‖Ω‖L∞‖ f ‖L2.
The proof of Lemma 6.1 is complete by ℓ2 ⊂ ℓq. 
Denote TN
k, j
:=
∑
s≥0 T
N
k+s, j
, and let KN
k, j
=
∑
s≥0 K
N
k+s, j
be the kernel of TN
k, j
given by
KNk, j :=
∑
s≥0
vk+s ∗ (ϕk+s−N( j) − ϕk+s−N( j−1))(6.8)
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for j ≥ 1 and for j = 0,
KNk,0 :=
∑
s≥0
vk+s ∗ ϕk+s.(6.9)
First, it is easy to verify that supp KN
k, j
⊂ {x : |x| ≥ 3
4
· 2k}. In the following, we will verify that KN
k, j
is
a ω-Dini Caldero´n-Zygmund kernel satisfying (2.5) and (2.6).
Lemma 6.2. For j ≥ 0 and k ∈ Z. Then we have the size estimate
|KNk, j(x)| .
‖Ω‖L∞
|x|n χ|x|≥ 34 ·2k(x).(6.10)
and the regularity estimate
|KNk, j(x − h) − KNk, j(x)| .
ω j(
|h|
|x| )
|x|n χ|x|≥ 34 ·2k(x), 0 < |h| <
|x|
2
,(6.11)
where ω j(t) ≤ ‖Ω j‖L∞ min(1, 2N( j)t).
Proof. In order to get the required estimates for the kernel KN
k, j
, we first study the kernel of each
Hk,s,N( j) which is defined by
Hk,s,N( j) := vk+s ∗ ϕk+s−N( j).
First, we estimate |Hk,s,N( j)(x)|. Since supp ϕ ⊂ {x : |x| ≤ 1100 }, a simple computation gives that
|Hk,s,N( j)(x)| ≤
∫
2k+s≤|y|≤2k+s+1
|Ω(y)|
|y|n |ϕk+s−N( j)(x − y)|dy(6.12)
.
‖Ω‖L∞
|x|n χ 34 ·2k+s≤|x|≤ 54 ·2k+s .
From the triangular inequality, and N( j − 1) < N( j), we obtain that the kernel KN
k, j
:=
∑
s≥0(Hk,s,N( j) −
Hk,s,N( j−1)) satisfies
|KNk, j(x)| .
∑
s≥0
‖Ω‖L∞
|x|n χ 34 ·2k+s≤|x|≤ 54 ·2k+s .
‖Ω‖L∞
|x|n χ|x|≥ 34 ·2k .(6.13)
On the other hand, we compute the gradient. Again by the support of ϕ, we have
∇Hk,s,N( j)(x) = vk+s ∗ ∇ϕk+s−N( j)(x)
=
1
2k+s−N( j)
vk+s ∗ (∇ϕ)k+s−N( j)(x)
=
1
2k+s−N( j)
∫
2k+s<|y|≤2k+s+1
Ω(y)
|y|n (∇ϕ)k+s−N( j)(x − y)dy.
Since |x − y| ≤ 2k+s
100
, 2k+s < |y| ≤ 2k+s+1, then |x| ≃ |y| and 3
4
· 2k+s ≤ |x| ≤ 5
4
· 2k+s. Thus, we get
|∇Hk,s,N( j)(x)| . ‖Ω‖L∞
2N( j)
|x|n+1χ 34 ·2k+s≤|x|≤ 54 ·2k+s .(6.14)
Therefore, if |h| < |x|
2
, we get |x − θh| ≃ |x| and
|KNk, j(x − h) − KNk, j(x)| ≤ |∇KNk, j(x − θh)||h|(6.15)
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.
∑
s≥0
‖Ω‖L∞ 2
N( j)
|x|n+1χ 34 ·2k+s≤|x|≤ 54 ·2k+s(x) · |h|
. ‖Ω‖L∞ 2
N( j)|h|
|x|n+1 χ|x|≥ 34 ·2k(x).
If |h| < |x|
2
, combining (6.13) and (6.15), we get for j ≥ 0 and k ∈ Z,
|KNk, j(x − h) − KNk, j(x)| .
ω j(
|h|
|x| )
|x|n χ|x|≥ 34 ·2k(x),
where ω j(t) ≤ ‖Ω‖L∞ min(1, 2N( j)t).
The proof of Lemma 6.2 is complete. 
We now continue the proof of (6.1). By noting that supp KN
k, j
⊂ {x : |x| ≥ 3
4
· 2k} and that KN
k, j
satisfies mean value zero, (6.10) and (6.11), repeating the argument of Proposition 1.9 only with Kk
replaced by KN
k, j
, we can also get for 1 < p < ∞ and w ∈ Ap∥∥∥∥∥(∑
k∈Z
|(δ0 − φk) ∗ TNk, j f |q
)1/q∥∥∥∥∥
Lp(w)
. ‖Ω‖L∞(1 + N( j))1+1/q‖ f ‖Lp(w).(6.16)
Taking w = 1 in (6.16) we get for 1 < p < ∞,∥∥∥∥∥(∑
k∈Z
|(δ0 − φk) ∗ TNk, j f |q
)1/q∥∥∥∥∥
Lp
. ‖Ω‖L∞(1 + N( j))1+1/q‖ f ‖Lp.(6.17)
Interpolating between (6.7) and (6.17), we get∥∥∥∥∥(∑
k∈Z
|(δ − φk) ∗ TNk, j f |q
)1/q∥∥∥∥∥
Lp
. ‖Ω‖L∞2−τN( j−1)(1 + N( j))1+1/q‖ f ‖Lp.(6.18)
Similar to the proof of Theorem 1.5, based on (6.16) and (6.18), applying the interpolation theorem
with change of measures (Lemma 2.2), we get∥∥∥∥∥(∑
k∈Z
|(δ − φk) ∗ TNk, j f |q
)1/q∥∥∥∥∥
Lp(w)
. ‖Ω‖L∞{w}Ap(w)1+1/qAp ‖ f ‖Lp(w),
which gives (6.1).
The proof of Theorem 1.3 is complete. 
7. PROOF OF THEOREM 1.4
Recall that we can write
Sq(TΩ f )(x) =
( ∑
k∈Z
[Vq,k( f )(x)]
q
)1/q
;
Vq,k( f )(x) =
(
sup
2k≤t0<···<tλ<2k+1
λ−1∑
l=0
|Tk,tl+1 f (x) − Tk,tl f (x)|q
)1/q
,
where
Tk,tl f (x) =
∫
tl≤|x−y|≤2k+1
Ω(x − y)
|x − y|n f (y) dy.
Observe that
S∞(TΩ f )(x) ≤ ‖Ω‖L∞M f (x).
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Then by the sharp weighted boundedness of the Hardy–Littlewoodmaximal operatorM (see Hyto¨nen–
Pe´rez [20, Corollary 1.10], the original version was due to Buckley [1]),
‖M f ‖Lp(w) ≤ cn · p′ · [w]
1
p
Ap
[w1−p
′
]
1
p
A∞‖ f ‖Lp(w), 1 < p < ∞,
we get
‖S∞(TΩ f )‖Lp(w) ≤ cn · p′ · ‖Ω‖L∞{w}Ap‖ f ‖Lp(w).(7.1)
Now we claim that
‖S2(TΩ f )‖Lp(w) . ‖Ω‖L∞(w)1/2Ap {w}Ap‖ f ‖Lp(w).(7.2)
In fact, interpolating between (7.1) and (7.2), we get for q ≥ 2,
‖Sq(TΩ f )‖Lp(w) . ‖Ω‖L∞(w)1/qAp {w}Ap‖ f ‖Lp(w).(7.3)
Now we turn to verifying (7.2). Recall that S j( f ) := f ∗ ϕ j and their difference
S j( f ) − S j+1( f ) := f ∗ ψ j,(7.4)
where ϕ j and ψ j are defined as in Section 5. Similarly, for any sequence of integers N = {N( j)}∞j=0,
with 0 = N(0) < N(1) < · · · < N( j)→ ∞, we also have the identity
Tk,t = Tk,tS k +
∞∑
j=1
Tk,t(S k−N( j) − S k−N( j−1)) =:
∞∑
j=0
TNk,t, j,(7.5)
where Tk,t,0 := T
N
k,t,0
:= Tk,tS k and for j ≥ 1,
TNk,t, j = Tk,t(S k−N( j) − S k−N( j−1)) =
N( j)∑
i=N( j−1)+1
Tk,t(S k−i − S k−(i−1)) =:
N( j)∑
i=N( j−1)+1
Tk,t,i.(7.6)
Therefore, by the Minkowski inequality, we get
S2(TΩ f )(x) =
(∑
k∈Z
|V2,k( f )(x)|2
) 1
2
:=
(∑
k∈Z
∥∥∥∥∥{
∞∑
j=0
TNk,t, j f (x)
}
t∈[1,2]
∥∥∥∥∥2
V2
) 1
2
(7.7)
≤
∞∑
j=0
(∑
k∈Z
∥∥∥∥∥{TNk,t, j f (x)}
t∈[1,2]
∥∥∥∥∥2
V2
) 1
2
=:
∞∑
j=0
SN2, j( f )(x).
Then for 1 < p < ∞ and w ∈ Ap,
‖S2(TΩ f )‖Lp(w) ≤
∞∑
j=0
‖SN2, j( f )‖Lp(w).
Part 1. We first give the L2-norm of SN
2, j
( f )(x).
Lemma 7.1. Let SN
2, j
be defined as in (7.7). There is a positive 0 < τ < 1 such that
‖SN2, j( f )‖L2 . ‖Ω‖L∞2−τN( j−1)(N( j) + 1))1/2‖ f ‖L2, j ≥ 0.(7.8)
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Proof. For t ∈ [1, 2], we define v0,t as
v0,t(x) =
Ω(x′)
|x|n χt<|x|≤2(x)
and vk,t(x) = 2
−knν0,t(2−kx) for k ∈ Z. Then Tk,t can be expressed as Tk,t f (x) = vk,t ∗ f (x), t ∈ [1, 2].
Using
‖a‖V2 ≤ ‖a‖1/2L2 ‖a′‖
1/2
L2
,
where a′ = { d
dt
at : t ∈ R} (see [25]), we have(
SN2, j( f )(x)
)2
≤
∑
k∈Z
( ∫ 2
1
|TNk,t, j f (x)|2
dt
t
) 1
2
( ∫ 2
1
| d
dt
TNk,t, j f (x)|2
dt
t
) 1
2
.
This, along with the Cauchy–Schwartz inequality, yields
‖SN2, j( f )‖2L2 ≤
∥∥∥∥∥(
∫ 2
1
∑
k∈Z
|TNk,t, j f |2
dt
t
) 1
2
∥∥∥∥∥
L2
∥∥∥∥∥(
∫ 2
1
∑
k∈Z
| d
dt
TNk,t, j f |2
dt
t
) 1
2
∥∥∥∥∥
L2
.(7.9)
By the Plancherel theorem and (7.6), we get for j ≥ 1,∥∥∥∥∥(
∫ 2
1
∑
k∈Z
|TNk,t, j f |2
dt
t
) 1
2
∥∥∥∥∥
L2
=
( ∫ 2
1
∑
k∈Z
|̂TN
k,t, j
f (ξ)|2dt
t
dξ
)1/2
(7.10)
≤
N( j)∑
i=N( j−1)+1
( ∫ 2
1
∑
k∈Z
|T̂k,t,i f (ξ)|2dt
t
dξ
)1/2
.
Since |ψ̂(2k−iξ)| . min(|2k−iξ|, 1), |̂vk,t(ξ)| . ‖Ω‖L∞ |2kξ|−β for some 0 < β < 1 (see [13]),∑
k∈Z
|T̂k,t,i f (ξ)|2 =
∑
k∈Z
|̂vk,t(ξ)|2|ψ̂(2k−iξ)|2| f̂ (ξ)|2
. ‖Ω‖2L∞
( ∑
|2kξ|≤2i
|2k−iξ|2|2kξ|−2β +
∑
|2kξ|≥2i
|2kξ|−2β
)
| f̂ (ξ)|2
. ‖Ω‖2L∞2−2βi| f̂ (ξ)|2.
Then by summing the geometric series and the Plancherel theorem, we get∥∥∥∥∥(
∫ 2
1
∑
k∈Z
|TNk,t, j f |2
dt
t
) 1
2
∥∥∥∥∥
L2
. ‖Ω‖L∞2−βN( j−1)‖ f ‖L2.(7.11)
For j = 0, |̂vk,t(ξ)| . ‖Ω‖L∞ min(|2kξ|, |2kξ|−β) for some 0 < β < 1 and |̂ϕ(2kξ)| . 1,∑
k∈Z
|T̂k,t,0 f (ξ)|2 =
∑
k∈Z
|̂vk,t(ξ)|2 |̂ϕ(2kξ)|2| f̂ (ξ)|2
. ‖Ω‖2L∞
( ∑
|2kξ|≤1
|2kξ|2 +
∑
|2kξ|≥1
|2kξ|−2β
)
| f̂ (ξ)|2
. ‖Ω‖2L∞ | f̂ (ξ)|2.
Then by the Plancherel theorem, we get∥∥∥∥∥(
∫ 2
1
∑
k∈Z
|TNk,t,0 f |2
dt
t
) 1
2
∥∥∥∥∥
L2
. ‖Ω‖L∞‖ f ‖L2.
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Combining the above estimates for j > 0 and j = 0, we get∥∥∥∥∥(
∫ 2
1
∑
k∈Z
|TNk,t, j f |2
dt
t
) 1
2
∥∥∥∥∥
L2
. 2−βN( j−1)‖Ω‖L∞‖ f ‖L2.(7.12)
On the other hand, we recall the elementary fact: for any Schwartz function h,
d
dt
[v j,t ∗ h(x)] = d
dt
[ ∫
2 jt<|y|≤2 j+1
Ω(y′)
|y|n h(x − y)dy
]
=
d
dt
[ ∫
Sn−1
Ω(y′)
∫ 2 j+1
2 jt
1
r
h(x − ry′)drdσ(y′)
]
=
1
t
∫
Sn−1
Ω(y′)h(x − 2 jty′)dσ(y′).
Then ∣∣∣∣∣ ddt [v j,t ∗ h]∧(ξ)
∣∣∣∣∣ =
∣∣∣∣∣
∫
Sn−1
Ω(y′)e2πi2
k ty′·ξ
∫
1
t
h(x − 2kty′)e2πi(x−2k ty′)·ξ dxdσ(y′)
∣∣∣∣∣(7.13)
= |̂h(ξ)|
∣∣∣∣ ∫
Sn−1
Ω(y′)(e2πi2
k ty′ ·ξ − 1)dσ(y′)
∣∣∣∣
. ‖Ω‖L∞ |̂h(ξ)||2kξ|.
It is also easy to get ∣∣∣∣∣ ddt [v j,t ∗ h]
∧
(ξ)
∣∣∣∣∣ . ‖Ω‖L∞ |̂h(ξ)|.(7.14)
Therefore, by the Plancherel theorem, we get for j ≥ 1∥∥∥∥∥(
∫ 2
1
∑
k∈Z
| d
dt
TNk,t, j f |2
dt
t
) 1
2
∥∥∥∥∥
L2
=
( ∫ 2
1
∑
k∈Z
|
̂d
dt
TN
k,t, j
f (ξ)|2dt
t
dξ
)1/2
.
N( j)∑
i=N( j−1)+1
( ∫ 2
1
∑
k∈Z
|
̂d
dt
Tk,t,i f (ξ)|2
dt
t
dξ
)1/2
.
By (7.14) and |ψ̂(2k−iξ)| . min(|2k−iξ|, |2k−iξ|−β) for some 0 < β < 1,∑
k∈Z
∣∣∣∣∣ ̂ddtTk,t,i f (ξ)
∣∣∣∣∣2 =∑
k∈Z
∣∣∣∣∣( ddtv j,t ∗ ψk−i ∗ f )∧(ξ)
∣∣∣∣∣2
. ‖Ω‖2L∞
∑
k∈Z
|ψ̂(2k−iξ)|2| f̂ (ξ)|2
.
( ∑
|2kξ|≤2i
|2k−iξ|2 +
∑
|2kξ|>2i
|2k−iξ|−2β
)
‖Ω‖2L∞ | f̂ (ξ)|2
. ‖Ω‖2L∞ | f̂ (ξ)|2.
Then by summing the geometric series and the Plancherel theorem, we get for j ≥ 1∥∥∥∥∥(
∫ 2
1
∑
k∈Z
| d
dt
TNk,t, j f |2
dt
t
) 1
2
∥∥∥∥∥
L2
. N( j)‖Ω‖L∞‖ f ‖L2.(7.15)
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For j = 0, by (7.13), (7.14) and |̂ϕ(2kξ)| . min(1, |2kξ|−β),∑
k∈Z
∣∣∣∣∣ ̂ddtTNk,t,0 f (ξ)
∣∣∣∣∣2∣∣∣ f̂ (ξ)∣∣∣2 =∑
k∈Z
∣∣∣∣∣( ddtv j,t ∗ ϕk ∗ f
)∧
(ξ)
∣∣∣∣∣2
. ‖Ω‖2L∞
∑
k∈Z
min(|2kξ|2, 1)|̂ϕ(2kξ)|2| f̂ (ξ)|2
. ‖Ω‖2L∞
( ∑
|2kξ|≤1
|2kξ|2 +
∑
|2kξ|≥1
|2kξ|−2β
)
| f̂ (ξ)|2
. ‖Ω‖2L∞ | f̂ (ξ)|2.
Then by the Plancherel theorem, we get∥∥∥∥∥(
∫ 2
1
∑
k∈Z
| d
dt
TNk,t,0 f |2
dt
t
) 1
2
∥∥∥∥∥
L2
. ‖Ω‖L∞‖ f ‖L2.(7.16)
Combining the case of j > 0 and j = 0, we get∥∥∥∥∥(
∫ 2
1
∑
k∈Z
| d
dt
TNk,t, j f |2
dt
t
) 1
2
∥∥∥∥∥
L2
. (1 + N( j))‖Ω‖L∞‖ f ‖L2.(7.17)
This along with (7.9) and (7.12), we get for 0 < β < 1,∥∥∥SN2, j( f )∥∥∥L2 . 2− β2N( j−1)(N( j) + 1)1/2‖ f ‖L2,
which proves Lemma 7.1. 
Part 2. Next, we give the Lp(w)-norm of SN
2, j
( f )(x).
For j ≥ 1, we denote by S k, j := S k−N( j−1) − S k−N( j). For j = 0, we denote by S k,0 := S k. We have
the following observation:
SN2, j( f )(x) =
(∑
k∈Z
‖{Tk,t f (x)}t∈[1,2]‖2V2
) 1
2
=
(∑
k∈Z
sup
t1<···<tλ
[tl,tl+1]⊂[1,2]
λ−1∑
l=1
|Tk,tlS k, j f (x) − Tk,tl+1S k, j f (x)|2
) 1
2
=:
(∑
k∈Z
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
|Tk,tl ,tl+1S k, j f (x)|2
) 1
2
,
where the operator Tk,tl ,tl+1 is given by
Tk,tl ,tl+1 f (x) :=
∫
2ktl<|x−y|≤2k tl+1
Ω(x − y)
|x − y|n f (y)dy = vk,tl ,tl+1 ∗ f (x), [tl, tl+1] ⊂ [1, 2].
Denote by
Kk,l, j := vk,tl ,tl+1 ∗ (ϕk−N( j) − ϕk−N( j−1))(7.18)
the kernel of Tk,tl ,tl+1S k, j for j ≥ 1 and by
Kk,l,0 := vk,tl ,tl+1 ∗ ϕk(7.19)
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the kernel of Tk,tl ,tl+1S k,0 for j = 0. Then
SN2, j( f )(x) =
(∑
k∈Z
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
|Kk,l, j ∗ f (x)|2
) 1
2
,(7.20)
In the following, we give the kernel estimates.
Lemma 7.2. For every x ∈ Rn\{0}, j ≥ 0 and k ∈ Z,
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
|Kk,l, j(x)| . ‖Ω‖L∞
2k
|x|n+1χ2k−1≤|x|≤2k+2 .(7.21)
If 0 < |y| ≤ |x|
2
,
sup
t1<···<tλ
[tl,tl+1]⊂[1,2]
λ−1∑
l=1
|Kk,l, j(x − y) − Kk,l, j(x)| .
ω j(
|y|
|x| )
|x|n χ2k−1≤|x|≤2k+2 ,(7.22)
where ω j(t) ≤ ‖Ω‖L∞ min(1, 2N( j)t).
Proof. Let x ∈ Rn\{0}. Since supp ϕ ⊂ {x : |x| ≤ 1
100
}, we get that
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
|vk,tl ,tl+1 ∗ ϕk−N( j)(x)| = sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
∣∣∣∣∣
∫
Rn
Ω(y′)
|y|n χ2k tl<|y|<2k tl+1ϕk−N( j)(x − y)dy
∣∣∣∣∣(7.23)
.
∫
Rn
|Ω(y′)|
|y|n χ2k≤|y|≤2k+1 |ϕk−N( j)(x − y)|dy
. ‖Ω‖L∞
1
|x|nχ2k−1≤|x|≤2k+2
∫
Rn
|ϕk−N( j)(x − y)|dy
. ‖Ω‖L∞ 1|x|nχ2k−1≤|x|≤2k+2 .
Then we get
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
|vk,tl ,tl+1 ∗ ϕk−N( j)(x)| . ‖Ω‖L∞
2k
|x|n+1χ2k−1≤|x|≤2k+2 .(7.24)
On the other hand, we compute the gradient. Again by taking into account the support of ϕ, we
obtain that
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
|∇(vk,tl ,tl+1 ∗ ϕk−N( j))(x)|(7.25)
= sup
t1<···<tλ
[tl,tl+1]⊂[1,2]
λ−1∑
l=1
∣∣∣∣∣
∫
Rn
Ω(y′)
|y|n χ2k tl<|y|<2k tl+12
−(k−N( j))(n+1)∇ϕ
( x − y
2k−N( j)
)
dy
∣∣∣∣∣
.
∫
Rn
|Ω(y′)|
|y|n χ2k≤|y|≤2k+12
−(k−N( j))(n+1)
∣∣∣∣∣∇ϕ( x − y2k−N( j)
)∣∣∣∣∣dy
. ‖Ω‖L∞
1
|x|nχ2k−1≤|x|≤2k+2
∫
Rn
2−(k−N( j))(n+1)
∣∣∣∣∣∇ϕ( x − y2k−N( j)
)∣∣∣∣∣dy
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. ‖Ω‖L∞ 1|x|nχ2k−1≤|x|≤2k+2
1
2k−N( j)
‖∇ϕ‖L1
. ‖Ω‖L∞ 2
N( j)
|x|n+1χ2k−1≤|x|≤2k+2 .
Therefore, by the gradient estimate, for |y| ≤ 1
2
|x| we have
sup
t1<···<tλ
[tl,tl+1]⊂[1,2]
λ−1∑
l=1
|vk,tl,tl+1 ∗ ϕk−N( j)(x − y) − vk,tl ,tl+1 ∗ ϕk−N( j)(x)| .
‖Ω‖L∞
|x|n 2
N( j) |y|
|x|χ2k−1≤|x|≤2k+2 .(7.26)
Then using (7.23) and (7.26), we get
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
|vk,tl ,tl+1 ∗ ϕk−N( j)(x − y) − vk,tl ,tl+1 ∗ ϕk−N( j)(x)| .
1
|x|nω j
( |y|
|x|
)
χ2k−1≤|x|≤2k+2 ,(7.27)
where ω j(t) ≤ ‖Ω‖L∞ min(1, 2N( j)t) (for j = 0, the subtraction is not even needed). From the triangle
inequality, and N( j−1) < N( j) it follows that the kernel vk,tl ,tl+1 ∗ (ϕk−N( j) −ϕk−N( j−1)) satisfies the same
estimates (7.24) and (7.27) which proves Lemma 7.2. 
Lemma 7.3. Let SN
2, j
be defined as in (7.7). Then we get
‖SN2, j( f )‖L1,∞ . ‖Ω‖L∞(1 + N( j))1/2‖ f ‖L1.(7.28)
Proof. We perform the Caldero´n-Zygmund decomposition of f at height α, thereby producing a
disjoint family of dyadic cubes {Q} with total measure∑
Q
|Q| . α−1‖ f ‖L1
and allowing us to write f = g + h as in the proof of Theorem 1.6. From Lemma 7.1,
‖SN2, j(g)‖L1,∞ . ‖Ω‖L∞(1 + N( j))1/2‖g‖L1.
It suffices to estimate SN
2, j
(h) away from
⋃
Q˜ where Q˜ is a large fixed dilate of Q. Denote
SN2, j,kh(x) =
(
sup
t1<···<tλ
[tl,tl+1]⊂[1,2]
λ−1∑
l=1
|Kk,l, j ∗ h(x)|2
) 1
2
.(7.29)
Then from the definition of SN
2, j
in (7.20) we get
SN2, j(h)(x) ≤
(∑
k∈Z
|SN2, j,kh(x)|2
)1/2
,
which gives that
α
∣∣∣{x < ∪Q˜ : SN2, jh(x) > α}∣∣∣
≤ α
∣∣∣{x < ∪Q˜ : (∑
k∈Z
|SN2, j,kh(x)|2
)1/2
> α
}∣∣∣
≤ α
∣∣∣{x < ∪Q˜ : ∑
k∈Z
|SN2, j,kh(x)| > (1 + N( j))1/2α
}∣∣∣ + α∣∣∣{x < ∪Q˜ : sup
k∈Z
|SN2, j,kh(x)| > (1 + N( j))−1/2α
}∣∣∣
=: I + II.
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For the term I, by Chebyshev’s inequality we have
α
∣∣∣{x < ∪Q˜ : ∑
k∈Z
|SN2, j,kh(x)| > (1 + N( j))1/2α
}∣∣∣
≤ (1 + N( j))−1/2
∫
{x<∪Q˜}
∑
k∈Z
|SN2, j,kh(x)|dx
≤ (1 + N( j))−1/2
∑
Q
∫
(Q˜)c
∑
k∈Z
SN2, j,khQ(x) dx.
Denote by yQ the center of Q. For x < Q˜, we get 2|y− yQ| ≤ |x− yQ|, then by |y− yQ| ≤ ℓ(Q) and using
the vanishing mean value of hQ and (7.22),
∑
k∈Z
SN2, j,khQ(x) .
∑
k∈Z
∫
Rn
|hQ(y)|
ω j
( |y−yQ |
|x−y|
)
|x − y|n χ2k−1≤|x−y|<2k+2dy .
∫
Rn
|hQ(y)|
ω j
( ℓ(Q)
|x−y|
)
|x − y|n dy.
Hence
α
∣∣∣{x < ∪Q˜ : ∑
k∈Z
|SN2, j,kh(x)| > (1 + N( j))1/2α
}∣∣∣(7.30)
. (1 + N( j))−1/2
∑
Q
∫
Rn
|hQ(y)|
∫
|x−y|≥2ℓ(Q)
ω j
( |y−yQ |
|x−y|
)
|x − y|n dxdy
. (1 + N( j))−1/2‖ω j‖Dini
∑
Q
‖hQ‖L1
. ‖Ω‖L∞(1 + N( j))1/2‖ f ‖L1,
where the last inequality follows from
‖ω j‖Dini ≤ ‖Ω‖L∞(1 + N( j)).
On the other hand, for the term II, by (7.21), we have
sup
k∈Z
|SN2, j,kh(x)| ≤ ‖Ω‖L∞Mh(x).
Then by the weak type (1, 1) of M (see [42]),
α
∣∣∣{x < ∪Q˜ : sup
k∈Z
|SN2, j,kh(x)| > (1 + N( j))−1/2α
}∣∣∣ . ‖Ω‖L∞(1 + N( j))1/2‖ f ‖L1,(7.31)
Combining the estimates of (7.30) and (7.31), we get
α
∣∣∣{x < ∪Q˜ : SN2, jh(x) > α}∣∣∣ . ‖Ω‖L∞(1 + N( j))1/2‖ f ‖L1.
The proof of Lemma 7.3 is complete. 
Lemma 7.4. For j ≥ 0, let SN
2, j
be defined as in (7.7). Then we get
MSN
2, j
f (x) . SN2, j( f )(x) + ‖ω2j‖1/2DiniM f (x),(7.32)
where ω j(t) ≤ ‖Ω‖L∞ min(1, 2N( j)t).
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Proof. Let Q be a cube, and take x, ξ ∈ Q. Let B(x) = B(x, 2√nℓ(Q)), then 3Q ⊂ Bx. By the
triangular inequality, we get
|SN2, j( fχRn\3Q)(ξ)|
≤ |SN2, j( fχRn\Bx)(ξ) − SN2, j( fχRn\Bx)(x)| + SN2, j( fχBx\3Q)(ξ) + SN2, j( fχRn\Bx)(x)
=: I + II + III.
We begin by estimating term I.
I ≤
(∑
k∈Z
(
sup
t1<···<tλ
[tl,tl+1]⊂[1,2]
λ−1∑
l=1
∫
Rn\Bx
|Kk,l, j(ξ − y) − Kk,l, j(x − y)|| f (y)| dy
)2)1/2
≤
(( ∑
2k≤ℓ(Q)
+
∑
2k>ℓ(Q)
)(
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
∫
Rn\Bx
|Kk,l, j(ξ − y) − Kk,l, j(x − y)|| f (y)| dy
)2)1/2
.
For 2k ≤ ℓ(Q), since |x − ξ| ≤ 2|x − y|, we can get |x − y| ≃ |ξ − y|. Therefore by (7.21)
∑
2k≤ℓ(Q)
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
∫
Rn\Bx
|Kk,l, j(ξ − y) − Kk,l, j(x − y)|| f (y)| dy
. ‖Ω‖L∞
∑
2k≤ℓ(Q)
∫
|x−y|≥2√nℓ(Q)
2k
|x − y|n+1 | f (y)| dy
. ‖Ω‖L∞
∑
2k≤ℓ(Q)
2k−ln ℓ(Q)M f (x)
. ‖Ω‖L∞M f (x).
For 2k > ℓ(Q), by (7.22) we get( ∑
2k>ℓ(Q)
(
sup
t1<···<tλ
[tl,tl+1]⊂[1,2]
λ−1∑
l=1
∫
Rn\Bx
|Kk,l, j(ξ − y) − Kk,l, j(x − y)|| f (y)| dy
)2)1/2
.
( ∑
2k>ℓ(Q)
( ∫
|x−y|≥2√nℓ(Q)
ω j(|x − ξ|/|x − y|)
|x − y|n χ2k−1≤|x−y|≤2k+2 | f (y)| dy
)2)1/2
.
( ∑
2k>ℓ(Q)
ω2j(ℓ(Q)/2
k)
)1/2
M f (x)
. ‖ω2j‖1/2DiniM f (x).
Combining the estimates of
∑
2k≤ℓ(Q) and
∑
2k>ℓ(Q), we get
I . (‖ω2‖1/2
Dini
+ ‖Ω‖L∞)M f (x).
For the term II, by using (7.21) and noting that |x − y| ≃ |ξ − y| (since 3|x − ξ| ≤ |x − y|), we have
II .
∑
k∈Z
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
∫
Rn\Bx
|Kk,l, j(ξ − y)|| fχBx\3Q(y)| dy
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. ‖Ω‖L∞
∫
3ℓ(Q)≤|x−y|≤2√nℓ(Q)
1
|x − y|n
∑
k∈Z
χ2k−1≤|x−y|≤2k+2 | f (y)| dy
. ‖Ω‖L∞M f (x).
We now turn to the term III. Note that
SN2, j( fχRn\Bx)(x) =
(∑
k∈Z
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
|Kk,l, j ∗ fχRn\Bx(x)|2
) 1
2
,
where for j ≥ 1,
Kk,l, j ∗ f (x) = vk,tl ,tl+1 ∗ (ϕk−N( j) − ϕk−N( j−1)) ∗ f (x)
and for j = 0,
Kk,l, j ∗ f (x) = vk,tl ,tl+1 ∗ ϕk ∗ f (x).
Since supp vk,tl ,tl+1 ∗ ϕk ⊂ {x : |x| ≤ 2k+1} and supp vk,tl ,tl+1 ∗ ϕk−N( j) ⊂ {x : |x| ≤ 2k+1}, we get
III =
(∑
k∈Z
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
∣∣∣∣∣
∫
|x−y|>2√nℓ(Q)
Kk,l, j(x − y) f (y) dy
∣∣∣∣∣2)
1
2
=
( ∑
2
√
nℓ(Q)<2k+1
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
∣∣∣∣∣
∫
|x−y|>2√nℓ(Q)
Kk,l, j(x − y) f (y) dy
∣∣∣∣∣2)
1
2
≤
( ∑
2
√
nℓ(Q)<2k+1
sup
t1<···<tλ
[tl,tl+1]⊂[1,2]
λ−1∑
l=1
∣∣∣∣∣
∫
Rn
Kk,l, j(x − y) f (y) dy
∣∣∣∣∣2)
1
2
+
( ∑
2
√
nℓ(Q)<2k+1
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
∣∣∣∣∣
∫
|x−y|≤2√nℓ(Q)
Kk,l, j(x − y) f (y) dy
∣∣∣∣∣2)
1
2
. SN2, j( f )(x) +
( ∑
2
√
nℓ(Q)<2k+1
( ∫
|x−y|≤2√nℓ(Q)
sup
t1<···<tλ
[tl ,tl+1]⊂[1,2]
λ−1∑
l=1
|Kk,l, j(x − y)|| f (y)| dy
)2)1/2
.
Moreover, from (7.21) we obtain that( ∑
2
√
nℓ(Q)<2k+1
( ∫
|x−y|≤2√nℓ(Q)
sup
t1<···<tλ
[tl,tl+1]⊂[1,2]
λ−1∑
l=1
|Kk,l, j(x − y)|| f (y)| dy
)2)1/2
. ‖Ω‖L∞
∑
2
√
nℓ(Q)≤2k+1
2−kn
∫
|x−y|≤2√nℓ(Q)
| f (y)| dy
. ‖Ω‖L∞M f (x),
which shows that
III . SN2, j( f )(x) + ‖Ω‖L∞M f (x).
Combining the estimates of I, II and III, we get
SN2, j( fχRn\3Q)(ξ) . SN2, j( f )(x) + (‖Ω‖L∞ + ‖ω2‖1/2Dini)M f (x).
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which leads to
MSN
2, j
f (x) . SN2, j f (x) + (‖Ω‖L∞ + ‖ω2‖1/2Dini)M f (x).
The proof of Lemma 7.4 is complete. 
Then by Lemma 7.3, Lemma 7.4 and the weak type (1, 1) of M (see [42]) we get
‖MSN
2, j
f ‖L1,∞ . ‖Ω‖L∞(1 + N( j))1/2‖ f ‖L1(7.33)
since
‖ω2‖1/2
Dini
. ‖Ω‖L∞(1 + N( j))1/2.
Since SN
2, j
satisfies (7.28) and (7.33), therefore by applying Lemma 2.1 to U = SN
2, j
, we get that
for 1 < p < ∞ and w ∈ Ap,
‖SN2, j( f )‖Lp(w) . ‖Ω‖L∞(1 + N( j))1/2{w}Ap‖ f ‖Lp(w).(7.34)
Taking w = 1 in the above inequality gives
‖SN2, j( f )‖Lp . ‖Ω‖L∞(1 + N( j))1/2‖ f ‖Lp.(7.35)
Interpolating between (7.8) and (7.35) shows that there exists some θ ∈ (0, 1)
‖SN2, j( f )‖Lp . ‖Ω‖L∞2−θN( j−1)(1 + N( j))1/2‖ f ‖Lp.(7.36)
Combining (7.34) and (7.36), and by using the interpolation theoremwith change of measures-Lemma
2.2, we obtain that
‖S2(TΩ f )‖Lp(w) . ‖Ω‖L∞{w}Ap(w)1/2Ap ‖ f ‖Lp(w),
which gives the proof of (7.2).
The proof of Theorem 1.4 is complete. 
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