ABSTRACT This paper focuses on the mean-square asymptotic synchronization of discrete-time delayed neural networks with missing data and uncertainty. The unreliable communication links between neural networks are considered, and the process of missing data is modeled as a stochastic process that satisfies Bernoulli distribution. A delay-dependent criterion is given in the form of matrix inequalities using the Lyapunov function approach. Then, a feedback controller is designed based on a reuse mechanism, which avoids the fluctuation of the controller input compared with the existing literature to ensure that the master-slave system with uncertainties is asymptotically synchronized in mean square. Simulated annealing (SA) algorithm is used to obtain the controller. Finally, numerical examples are presented to illustrate the effectiveness of the theoretical result.
I. INTRODUCTION
In the last several decades, neural networks have attracted a great deal of attention among researchers from the control community because of neural networks' wide application in robot control, path planning, signal processing, pattern recognition, and fault tolerance. Many interesting and important results have been reported in the literature [1] - [8] . Recently, time-varying delays have attracted attention because they often cause poor performance and instability in neural networks because of the inherent communication time of neurons. Thus, the problem of stability analysis for delayed neural networks is very important and has become an attractive subject. Motivated by chaotic phenomena, as introduced by Pecora and Carroll [9] , much effort has been made to study the synchronization of chaotic systems. Very recently, the synchronization problem of delayed neural networks (DNNs) has received extensive consideration because some type of DNNs can exhibit complicated dynamics and even chaotic behavior if the time delays and parameters are selected appropriately [10] . Several different methods of synchronization control are available in [11] - [14] . An adaptive controller is designed to guarantee the global asymptotic synchronization of state trajectories for two different chaotic DNNs in [11] . The problem of sampled-data control for master-slave synchronization schemes, which consist of identical chaotic Lur e systems with time delays, is studied in [12] . In [13] , the impulsive control for master-slave synchronization schemes that consist of identical chaotic Lur e systems is investigated. A sufficient condition is presented for the global asymptotic impulsive synchronization. In [14] , the output feedback synchronization controller is designed by introducing a novel event-triggered mechanism, which guarantees the asymptotic convergence of the synchronization errors. In addition to these methods, linear and nonlinear feedback control is an efficient method to address the synchronization problem of DNNs [15] , [16] . In [15] , a time-delay feedback controller is designed to guarantee the global asymptotic stability of the continuous-time error system. In [16] , feedback controllers are designed to ensure the exponential stability in the mean square of two coupled discrete-time complex networks with time delays. With the development of computer technology, discrete-time DNNs play a more important role than do continuous-time DNNs in our digital life. In fact, the design methods in [15] and [16] are decoupling methods, which present a high demand on the constraints. Some matrix inequalities formulated by Lyapunov functional cannot be solved because they are not linear matrix inequalities (LMIs), which motivates the work of this paper. The novel method proposed by this paper is based on the Simulated Annealing algorithm can solve this problem.
In addition to the time delay, there are two factors that are important for the synchronization of realistic neural networks. One such factor is parameter uncertainty. Parameter uncertainties are inevitable because of modeling inaccuracies or changes in the environment [17] , [18] , so they should be considered when modeling neural networks. Another factor is missing data. In recent years, networked control systems (NCSs) are becoming increasingly prevalent because they have several advantages compared with traditional systems, such as low cost, high reliability, and simple installation and maintenance [19] . However, in a networked control system, several components, including controllers, actuators and sensors, communicate over a shared network, data loss will inevitably occur from the plant to the controller because of the time sharing. It is well known that dropout can degrade both performance and instability; thus, it has been considered a hot issue in the analysis and synthesis of NCSs. Many results considering communication dropout have been reported in [20] - [23] .
Based on the above discussions, the synchronization problem of discrete-time delayed neural networks with missing data and uncertainty is investigated in this paper. In the case of missing data, we introduce a reuse mechanism and a corresponding controller structure. With this controller, a sufficient condition is derived to ensure the asymptotic synchronization in mean square of discrete-time delayed neural networks with missing data and uncertainty using the Lyapunov function approach in the form of matrix inequalities [24] . Finally, to obtain a feasible solution for matrix inequalities, Simulated Annealing algorithm is used to obtain the feedback gain matrix.
The advantages of this article can be summarized as follows: 1) The design of the feedback controller uses a reuse mechanism, which avoids the intense fluctuation of controller input compared with [25] . 2) The SA algorithm is used to obtain the feedback gain matrix, and the feedback gain matrix formulated in non-LMIs may be solved using this method.
Lemma 1 [26] (Schur Complement): Given constant matrices S 1 , S 2 , S 3 , where S 1 = S T 1 and S 2 > 0, then
if and only if
Lemma 2 [27] : Let X , Y and Z be real matrices of appropriate dimensions, where Z > 0, then
Notation: R denotes real numbers, and N denotes nonnegative integers.
• denotes the Euclidean vector norm. R n and R n×m denote the n-dimensional Euclidean space and set of all n × m real matrices, respectively. E{x} is the expectation of stochastic variable x. A real matrix P > 0(≥ 0) indicates that P is a positive definite (positive semi-definite) matrix. I denotes an identity matrix, and diag{· · · } denotes a block-diagonal matrix. The superscript "T "represents the transpose, and the symmetric terms in a symmetric matrix are denoted by " * ". Unless explicitly stated, the matrices are assumed to have compatible dimensions for algebraic operations.
A. PROBLEM FORMULATION
Consider the following discrete-time recurrent neural networks with interval time-varying delays and parameter uncertainties:
. . , a n } is the state feedback coefficient matrix, B = (b ij ) n×n is the connection weight matrix, and C = (c ij ) n×n is the time-delay connection weight matrix.
A(k), B(k) and C(k) are the parameter uncertainties of A, B and C, respectively. The nonlinear vector-valued
∈ R n denotes the activation function that satisfies the following assumption:
Assumption 1: For each activation function f i (.), there exist known constants f
for any two distinct real numbers s 1 and s 2 .
Here, we introduce the notations
Regarding the uncertainties, we assume that matrices
where M , N 1 , N 2 , and N 3 are known constant matrices with proper dimensions and the uncertain matrix F(k) is an unknown time-varying matrix satisfying
To simplify the expressions, we present A(k), B(k), and C(k) as A, B, and C.
In this paper, we consider system (1) to be the master system, and the corresponding slave system can be expressed as follows:
where u(k) ∈ R n is the control input and ψ 2 (k) is the initial condition. By defining the error state as e(k) = y(k) − x(k), the synchronization error system can be described as follows:
where
For presentation convenience, in the following section, we denote g x (z, k) as g(z). The control input u(k) takes the following form:
where K ∈ R n×n is the control gain matrix to be determined and K (k) is the uncertainty in K , which also satisfies
where N 4 is a known constant matrix with proper dimensions. We use K as K (k) for simplicity. The value of θ (k) is 0 or 1. When θ(k) = 1, the transmission is successful; hence,
, which is the feedback control law. Otherwise, when θ(k) = 0, the transmission fails, so u(k) = u(k − 1), which reuses the latest historical control value. We call it a reuse mechanism to avoid the intense fluctuation of the control input compared with the controller input u(k) = θ (k)Ke(k) designed in [25] .
In this paper, we assume that θ (k) satisfies Bernoulli distribution as [25] and that the probability of θ(k) is
with a given real number q ∈ (0, 1). By substituting (7) into (6), the following closed-loop system is obtained:
where ϕ ∈ R n is the initial control input. Definition 1: The master system (1) and slave system (5) under the controller (7) are said to be asymptotically synchronized in the mean square if the error system (9) is asymptotically stable in the mean square, i.e.,
In this section, a delay-dependent sufficient condition is derived to guarantee that the error system (9) is asymptotically stable in the mean square. For simplicity of the formula, we define as follows:
Theorem 1: The error system (9) is asymptotically stable in the mean square if there are positive-definite matrices P 1 > 0,P 2 > 0, P 3 > 0, S 1 > 0, S 2 > 0, S 3 > 0, S 4 > 0, matrix R, and diagonal positive-definite matrices T > 0, L > 0, such that the following matrix inequalities hold:
> 0 (12)
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Proof: To study the asymptotical stability of the error system (9), we select the following Lyapunov-Krasovskii function:
From the condition of Theorem 1, it is obvious that V (k) > 0. Defining V (k) = V (k + 1) − V (k) and taking the mathematical expectation, we have
By defining
it is easy to see that
0 can be put in order: (4), (8) and (14)- (16), we get
Based on (25)- (28), we get
with
Similarly, for the diagonal terms, we have
Regarding the off-diagonal term 1 , it is easy to calculate
According to (3) , (4), (14) and the symmetry of Y 5 and Y T 5 , we obtain
Then, it follows that
Similarly, we get
In summary, we have
Based on (25)-(38), we have
Meanwhile, if is clear from Assumption 1 that
Then, we obtain from (20)-(38) that
If (17) holds, we can conclude that V (k) < 0; thus, the system (9) is asymptotically stable in the mean square. This completes the proof.
C. CONTROLLER DESIGN
The feedback gain matrix K , which guarantees the asymptotical stability of (9) cannot be obtained using the LMI method because of terms such as K T ((2q 2 + 3q)P 1 + (4q 2 + 3q)P 2 + 2q 2 P 3 )K in the 0 expression. In this section, we illustrate how to solve the feedback gain K in detail. First, we assume that K is known and consider the following optimization problem:
− ρI < 0 (46)
T and L are diagonal positive-definite matrices. It is obvious that the above constraint conditions are LMIs when K is known. Thus, we can solve the optimization problem by recursive bisection method. For ρ ∈ R, define
When ρ is given, ω(ρ) can be evaluated using the LMI method. The bisection procedure is as follows: For a given K , we set two values ρ l and ρ u such that ω(ρ l ) = 1 and ω(ρ u ) = −1. We set ε for the accuracy requirement. Let and evaluate ω(ρ m ). If ω(ρ m ) = −1, we substitute ρ u with ρ m . If ω(ρ m ) = 1, we substitute ρ l with ρ m . Then, we return to (49) and iterate. By iteration, we narrow the interval [ρ l , ρ u ] progressively until ρ u − ρ l < ε, and α = ρ u . Because the optimal value α of the above optimization problem depends on K , i.e., if the optimal value α is a function of K , α(K ) expresses the optimal value. Obviously, we can calculate α(K ) by recursive bisection for any K ∈ R n×n . Next, we do not assume that K is known in advance. We construct another optimal problem:
This problem is a non-convex optimization without constraints. In this paper, we use the SA to obtain K opt and µ = α(K opt ). If µ < 0, we can conclude that there exist appropriate P 1 , P 2 , P 3 , S 1 , S 2 , S 3 , S 4 , R, T , and L, which guarantees a stable Theorem 1. Thus, the design of K is successful, and K opt is the required feedback gain matrix. If µ > 0, the design fails. Remark 1: Simulated annealing (SA) is a well-known heuristic search algorithm, and it is illustrated to be very effective in finding global optimums for the optimization problems.
Remark 2: In addition, bio-inspired algorithms can be useful tools because of their capabilities of solving nonlinear problems with or without bound constraints. The most popular optimization methods include Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Ant Colony Optimization (ACO), and Porcellio Scaber Algorithm (PSA). All solutions obtained by the aforementioned methods are suboptimal. We can use them all to obtain sub-optimal solutions and compare them with one another.
D. NUMERICAL EXAMPLES
In this section, a numerical example is provided to illustrate the effectiveness of the proposed method. Consider the discrete recurrent neural networks system (1) and (5) which achieves µ = −6.5814e − 04 < 0. The design is successful. Next, we give simulation results to confirm the effectiveness of the proposed design method. The corresponding parameter is:
The missing data process θ (k) is displayed in Fig. 1 . The time-varying delay is shown in Fig. 2 . The error curve with the above controller is plotted in Fig. 3 . The master-slave systems with uncertainties clearly reach synchronization.
II. CONCLUSIONS
This paper investigates the asymptotical synchronization problem of discrete-time delayed neural networks subject to missing data and uncertainties using the feedback control. Using a delay-dependent Lyapunov functional and matrix inequality method, a stability condition is derived, which ensures the synchronization of the master-slave system. We designed a feedback controller using a reuse mechanism and solved the feedback gain matrix based on the SA, under which the master-slave neural network system are asymptotically synchronized. A numerical examples is provided to illustrate the effectiveness of the proposed design technique. 
