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a b s t r a c t
We show that the independence complex I(G) of an arbitrary chordal graph G is either
contractible or is homotopy equivalent to the finite wedge of spheres of dimension at least
the domination number of G minus 1. Also it is shown that every finite wedge of spheres
(as well as a singleton) is realized as the homotopy type of the independence complex of a
chordal graph. A combinatorial consequence is a verification of a conjecture due to Aharoni
et al. [2, Conjecture 2.4] for chordal graphs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction and preliminaries
For a finite simple graph Gwith the vertex set V , the independence complex I(G) is the simplicial complex consisting of
all independent subsets of V as its simplices. Topology of independence complexes has been studied bymany authors. It has
been shown by Ehrenborg–Hetyei [6] and Marietti–Testa [11] that the independence complex I(F) of an arbitrary forest F
is either contractible or is homotopy equivalent to the (γ (F)− 1)-dimensional sphere, where γ (F) denotes the domination
number of F (see [9] for a related result). Also it follows from results of Aharoni, Berger and Ziv [1] andAharoni andHaxell [3],
that if G is a chordal graph, then H˜i(I(G)) = 0 for each i ≤ γ (G) − 2, where H˜i(I(G)) denotes the reduced homology group
(see [14]) of I(G) (cited in [13, Theorem 1.2 (iii)]). This ‘‘connectivity theorem’’ is further generalized by Meshulam in [13,
Theorem 1.4].
In the present paper, we combine these results with a result by Engström [7, Lemma 2.5] (see also [8, Theorem 3.7]) to
prove the following.
Theorem 1.1. Let G be a chordal graph. Then I(G) is either contractible or is homotopy equivalent to the wedge of finitely many
spheres
∨
Skt , where kt ≥ γ (G)− 1 for each kt .
Conversely, all finite wedges of spheres appear as homotopy types of independence complexes of chordal graphs.
Theorem 1.2. For eachwedge
∨
Skt of finitelymany spheres, there exists a chordal graph G such that I(G) is homotopy equivalent
to
∨
Skt .
It is known (see e.g. [6, p. 921–922]) that the first barycentric subdivision of an arbitrary simplicial complex is the
independence complex of a graph, so there is no general constraint on topology of independence complexes. The above
results characterize the homotopy types that appear as those of the independence complexes of chordal graphs.
A referee of the first manuscript of the present paper kindly pointed out that Theorem 1.1 follows also from [12, Proposi-
tion 3.3] (see Section 2). Our proof can be applied to obtain a littlemore information on the homotopy types of independence
complexes of chordal graphs.
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In the rest of this section, we fix notation and state some auxiliary results.We follow [4] for terminology on graph theory.
The cardinality of a set A is denoted by |A|. Throughout the present paper, all graphs are finite, simple and undirected. The
k-dimensional sphere is denoted by Sk. For a graph G = (V , E) (with the vertex set V and the edge set E) and for a vertex
v ∈ V , N(v) and N[v] are defined by: N(v) = {u ∈ V | uv ∈ E}, N[v] = N(v) ∪ {v}. For a subset U of V , G[U] denotes
the subgraph of G induced by the vertex set U . The induced subgraph G[V − U] is simply denoted by G − U . In particular,
G − {v} is abbreviated to G − v. For two graphs G = (V (G), E(G)) and H = (V (H), E(H)), the disjoint union G + H is the
graph with the vertex set V (G)q V (H) and the edge set E(G)q E(H). The join G ∗ H of G and H is the graph with the vertex
set V (G)q V (H) and the edge set E(G)q E(H)q {uv | u ∈ V (G), v ∈ V (H)}.
An abstract simplicial complex X over the vertex set V is a collection of subsets of X such that
(1) {v} ∈ X for each v ∈ V , and
(2) If σ ∈ X and τ ⊂ σ , then τ ∈ X .
The geometric realization of the complex X is denoted by the same symbol X for simplicity. For simplicial complexes X and
Y , the symbol X ∼= Y (X ' Y resp.) means that X is isomorphic to Y as simplicial complexes (X is homotopy equivalent to
Y as topological spaces resp.). The simplicial join of X and Y , denoted by X ∗ Y is the (geometric realization of) a simplicial
complex defined by
X ∗ Y = {σ ∪ τ | σ ∈ X, τ ∈ Y }.
Althoughwe use the same symbol ∗ tomean the join of graphs and the join of simplicial complexes, this causes no confusion
in the sequel. The join of a simplicial complex X with a singleton v is the cone of X with apex v, denoted by CvX . The
suspension of X , the join of S0 and X , is denoted by susp X .
A graph is said to be chordal if it contains no induced cycle of length at least 4. A classical theorem of Dirac [5] states that,
for each chordal graph G, there exists a vertex, called a simplicial vertex, such that N(v) is a complete graph.
For a graph Gwith the vertex set V , a subset A of V is said to be independent if no two distinct vertices of A are adjacent.
A subset S of V is said to be dominating in G if every vertex v ∈ V is adjacent to a vertex of S. The independence complex I(G)
of G is a simplicial complex defined by:
I(G) = {A | A is an independent subset of V (G)}.
The domination number γ (G) is the minimum of the cardinality of dominating sets of G : γ (G) = min{ |S| | S is dominating
in G}.
The following observation will be used repeatedly.
Observation 1.3. (1) Let L be a simplicial complex and let K1, . . . , Kr be subcomplexes of L (repetitions allowed). Take mutually
distinct points u1, . . . , ur and v with {u1, . . . , ur , v} ∩ L = ∅. Then the union
X = CvL ∪
r⋃
i=1
CuiKi
subject to the conditions
CuiKi ∩ CvL = Ki and
CuiKi ∩ CujKj = Ki ∩ Kj (i, j = 1, . . . , r, i 6= j)
is homotopy equivalent to
∨r
i=1 susp Ki.
(2) The suspension susp X is contractible for each contractible complex X.
(3) susp(∨Skt ) ' ∨Skt+1.
2. Proofs and examples
The following lemma, motivated by [11] and essentially proved in [7, Lemma 2.5] and [8, Theorem 3.7], provides us
with a clear view on the structure of independence complexes of choral graphs. A brief sketch of the proof is given here for
completeness. For a vertex v of a graph G, let Iv(G) be the subcomplex generated by the independent sets containing v:
Iv(G) = {A | there exists a simplex B ∈ I(G) such that v ∈ B and A ⊂ B}.
Lemma 2.1. Let G be a graph and let v be a simplicial vertex of G. Enumerate N(v) as N(v) = {w1, . . . , wr}. Then we have the
following.
(1) I(G) = I(G− v) ∪ Iv(G), I(G− v) ∩ Iv(G) = I(G− N[v]).
(2) The complex Iv(G) is the cone of I(G− N[v]) with apex v. In particular, it is contractible.
(3) I(G− v) = I(G− N[v])∪⋃ri=1 Iwi(G− v) and Iwi(G− v)∩ Iwj(G− v) = I(G− N[wi])∩ I(G− N[wj]) ⊂ I(G− N[v]) for
i 6= j.
(4) Iwi(G− v) is the cone of I(G− N[wi]) with apexwi. In particular, it is contractible.
(5) I(G) '∨ri=1 susp I(G− N[wi]).
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A Sketch of the proof. (1), (2) and (4) follow immediately from the definitions. It is similarly easy to see the first equality
of (3). To verify the second equality of (3), take a simplex A ∈ Iwi(G− v)∩ Iwj(G− v) (i 6= j). We may find B ∈ I(G− v) and
C ∈ I(G− v) such that A ⊂ B ∩ C and wi ∈ B, wj ∈ C . Since B and C are independent, we see A ∩ N[wi] = A ∩ N[wj] = ∅
and thus we have A ∈ I(G − N[wi]) ∩ I(G − N[wj]). This proves the inclusion Iwi(G − v) ∩ Iwj(G − v) ⊂ I(G − N[wi]) ∩
I(G − N[wj]). The reverse inclusion follows easily. Also by the completeness of N(v), we obtain N[wi] ⊃ N[v], implying
I(G− N[wi]) ∩ I(G− N[wj]) ⊂ I(G− N[v]).
By (1)–(4), we have the following equality:
I(G) = Cv(I(G− N[v])) ∪
r⋃
i=1
Cwi(I(G− N[wi]))
such that Cwi I(G−N[wi])∩CvI(G−N[v]) = I(G−N[wi]) and Cwi I(G−N[wi])∩Cwi I(G−N[wi]) = I(G−N[wi])∩I(G−N[wj]).
Therefore we may apply Observation 1.3(1) to obtain the homotopy equivalence I(G) '∨ri=1 susp I(G− N[wi]).
This proves the Lemma.
The next corollary will be used several times.
Corollary 2.2. Let G be a graph and let u be a vertex of G. Take distinct vertices v and w not in G and let H = G ∪ vw ∪ wu,
the graph obtained from G by attaching the path vwu. Then we have a homotopy equivalence I(H) ' susp I(G − u) =
susp I(H − N[w]).
Proof. As v is a simplicial vertex of H with the unique neighbor w, the conclusion follows immediately from
Lemma 2.1(5). 
Proof of Theorem 1.1. As was pointed out by a referee, one way to prove Theorem 1.1 is to appeal to the concept of com-
binatorial grape introduced by Marietti and Testa [12]. It is easy to prove, by induction on the number of vertices, that the
independence complex of each chordal graph is a combinatorial grape. It is proved in [12, Proposition 3.3] that each com-
binatorial grape is homotopy equivalent to a wedge of spheres.
Instead we prove Theorem 1.1 on the basis of Lemma 2.1 which is influenced also by Marietti–Testa [11]. This enables
us to give an alternate proof of the results of Aharoni–Berger–Ziv and Aharoni–Haxell [1,3] (generalized by Meshulam [13])
mentioned in the introduction.
We show that the independence complex I(G) of each chordal graph G is either contractible or is homotopy equivalent
to the wedge of spheres of dimension at least (γ (G)− 1).
The proof is an induction on the number of vertices of G. If G consists of a single vertex, then the conclusion trivially
holds. For an inductive step, take a simplicial vertex v of G and enumerate the set N(v) as N(v) = {w1, . . . , wr}. As each
subgraph G− N[wi] is chordal, we know by the inductive hypothesis that each complex I(G− N[wi]) is either contractible
or is homotopy equivalent to the wedge of finitely many spheres
∨
S it where it ≥ γ (G− N[wi])− 1.
By Lemma 2.1(5), we have the following.
(i) I(G) '
r∨
i=1
susp I(G− N[wi]).
If each I(G− N[wi]) is contractible, then I(G) is contractible as well by Observation 1.3. If not, take an arbitrary i such that
I(G− N[wi]) '
∨
S it ,
and thuswe have susp I(G−N[wi]) '∨ S it+1 (Observation 1.3(3)). For each dominating setD ofG−N[wi], the setD∪{wi} is
a dominating set of G. This implies that γ (G) ≤ γ (G−N[wi])+ 1. By induction hypothesis, we have it ≥ γ (G−N[wi])− 1
for each it . Hence we obtain it + 1 ≥ γ (G − N[wi]) ≥ γ (G) − 1 for each it . Thus the conclusion follows from (i) and
Observation 1.3(1)–(2).
This completes the proof of Theorem 1.1. 
For each chordal graph G, we define a(G) ∈ {0, 1, . . . ,∞} as follows: if I(G) is contractible, then let a(G) = ∞ and, if
I(G) is homotopy equivalent to the wedge
∨
S it , then let a(G) = min it , the minimum dimension of the associated spheres.
Under this notation, Theorem 1.1 and Lemma 2.1 yield the following corollary.
Corollary 2.3. Let G be a chordal graph.
(1) We have an inequality a(G) ≥ γ (G)− 1.
(2) Let v be a simplicial vertex of G and enumerate N(v) as N(v) = {w1, . . . , wr}. Then we have a(G) = min{a(G− N[wi]) |
i = 1, . . . , r} + 1. Here we make a convention that min{∞, . . . ,∞} + 1 = ∞.
For the path Pn with n edges, I(Pn) is contractible if n ≡ 0 (mod 3) and is homotopy equivalent to the sphere of dimension
b n3c otherwise (See [10, p. 193], where Pn is denoted by Ln+1). Hence we have
a(Pn) =
{∞ if n ≡ 0 (mod 3)⌊n
3
⌋
otherwise.
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Fig. 1. The graph Fk = vw ∪ wu ∪ u ∗ Pk .
Fig. 2. The graph Gm,n .
Also it is easy to see that γ (Pn) = b n3c + 1 for each n, hence the inequality of Corollary 2.3(1) is optimal. On the other hand,
the difference a(G)− (γ (G)− 1) can be arbitrarily large as shown in the next example.
Example 2.4. For a positive integer k, let Fk be the graph defined by
Fk = vw ∪ wu ∪ u ∗ Pk(b0, b1, . . . , bk)
where Pk(b0, b1, . . . , bk) is the path with vertices b0, . . . , bk (see Fig. 1).
By Corollary 2.2, I(Fk) is homotopy equivalent to susp I(Pk), thus is homotopy equivalent to Sb
k
3 c+1 if k is not divisible by
3. Since {v, u} is a dominating set of Fk, we have γ (Fk) = 2 for each k. Hence a(Fk) − (γ (Fk) − 1) = b k3c for each positive
integer k not divisible by 3.
The next example illustrates the underlying idea of the proof of Theorem 1.2.
Example 2.5. Letm, n be positive integers and let Gm,n be the graph defined by
Gm,n = (vw1 ∪ vw2 ∪ w1w2) ∪ (w1u1 ∪ K(u1, a1, . . . am)) ∪ (w2u2 ∪ P(u2, b0, . . . , bn))
where K(u1, a1, . . . , am) is the complete graph Km+1 with (m + 1) vertices and P(u2, b0, . . . , bn) is the path with (n + 1)
edges, as is illustrated in Fig. 2. We determine the homotopy type of I(Gm,n).
First we notice by Lemma 2.1(5) that
(i) I(G) ' susp I(G− N[w1])
∨
susp I(G− N[w2]).
Also it follows from the definition that
Gm,n − N[w1] ∼= Km + Pn+1
Gm,n − N[w2] ∼= Km+1 + Pn
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where+ stands for the disjoint union. Let Nk be the simplicial complex consisting of k isolated vertices with no simplex of
positive dimension. By the above, we see
(ii) I(Gm,n − N[w1]) ' Nm ∗ I(Pn+1) '
∨
m−1
susp I(Pn+1) and
(iii) I(Gm,n − N[w2]) ' Nm+1 ∗ I(Pn) '
∨
m
susp I(Pn)
where we make a convention that
∨
0 susp I(Pn) := a singleton. By (i)–(iii), the homotopy type of I(Gm,n) is determined as
follows:
I(G1,n) ' susp(susp I(Pn)) '
{
a singleton if n ≡ 0 (mod 3)
Sb n3c+2 otherwise
and for eachm ≥ 2,
I(Gm,n) '
∨
m−1
susp(susp I(Pn+1)) ∨
∨
m
susp(susp I(Pn))
'

∨
m−1
Sb
n
3 c+2 if n ≡ 0 (mod 3)∨
2m−1
Sb
n
3 c+2 if n ≡ 1 (mod 3)∨
m
Sb
n
3 c+2 if n ≡ 2 (mod 3)
(notice that b (n+1)3 c = b n3c if n ≡ 1 (mod 3)). This completes Example 2.5.
The proof of Theorem 1.2 relies on a modification of Example 2.5. For a sequence (d0, . . . , dn) of non-negative integers
with (d0, . . . , dn) 6= (0, . . . , 0), let S(d0, . . . , dn) = ∨ni=0 ∨di S i, the wedge of spheres in which there are di spheres in
dimension i. Under this notation, Theorem 1.2 is rephrased as follows.
Theorem 1.2. For each sequence d0, . . . , dn of non-negative integers with (d0, . . . , dn) 6= (0, . . . , 0), there exists a chordal
graph G(d0, . . . , dn) such that I(G(d0, . . . , dn)) ' S(d0, . . . , dn).
Proof of Theorem 1.2. The theorem is proved by constructing a chordal graph with the desired property.
First we assume d0 = 0. Let P0 = vwpq be the path with vertices v,w, p and q. For each i = 1, . . . , n, take a setWi with
|Wi| = di and letW be the disjoint union {w} q∐ni=1Wi. Consider the complete graph K(W )with the vertex setW .
For each i = 2, . . . , n and for each wi ∈ Wi, we consider the path P(wi) with with 3(i − 2) + 2(= 3i − 4) edges. For
w1 ∈ W1, we make a convention P(w1) = ∅. Let uwi be one of the end-vertices of P(wi) and let P(wi)0 = P(wi) − {uwi}.
Now a graph G˜ is defined as follows:
G˜ = v ∗ K(W ) ∪
n⋃
i=2
( ⋃
wi∈Wi
wiuwi ∪ P(wi)
)
.
(See Fig. 3).
First notice
(i) G˜− NG˜[w] = q+
n∑
i=2
∑
wi∈Wi
P(wi)
(
+ and
∑
stand for the disjoint unions
)
.
Also for eachwi ∈ Wi (i = 1, . . . , n), we have
(ii) G˜− NG˜[wi] = pq+ P(wi)0 +
∑
w¯i∈Wi\{wi}
P(w¯i)+
∑
j6=i
∑
wj∈Wj
P(wj)
(
+ and
∑
stand for the disjoint unions
)
.
We add edges to G˜ to obtain a graph Gwith the following property:
(iii) G− NG[w] = q+
n∑
i=1
∑
wi∈Wi
P(wi) and
(iv) G− NG[wi] = pq+ P(wi)0 for eachwi ∈ Wi, i = 1, . . . , n.
Recall the convention P(w1) = ∅ for eachw1 ∈ W1.
To this end, define G by:
G = G˜ ∪
n⋃
i=1
( ⋃
wi∈Wi
⋃
w¯i∈Wi\{wi}
wi ∗ P(w¯i)
)
∪
n⋃
i=1
(⋃
j6=i
{wi ∗ P(wj) | wj ∈ Wj}
)
.
We can see that G is a chordal graph satisfying (iii) and (iv) (See Fig. 4).
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Fig. 3. The graph G˜ (n = 3, d0 = 0, d1 = 2, d2 = d3 = 1,W1 = {w11, w12},W2 = {w2} andW3 = {w3}. The paths P(w2) and P(w3) have 2 and 5 edges
resp.)
Fig. 4. The graph G obtained by adding edges to G˜ in Fig. 3.
Now we determine the homotopy type of I(G) by examining the graphs G − N[w] and G − N[wi] for each wi ∈ Wi,
i = 1, . . . , n. Due to the condition (iii),we see that I(G−NG[w]) is the conewith apex q andhence is contractible. By condition
(iv), we have G − N[w1] = pq for each w1 ∈ W1 and hence we obtain the homotopy equivalence susp I(G − N[w1]) '
suspS0 = S1 for eachw1 ∈ W1.
For each i = 2, . . . , n, we have from the condition (iv) that I(G− N[wi]) ∼= {p, q} ∗ I(P(wi)0) ∼= susp I(P(wi)0) for each
wi ∈ Wi. Noticing that P(wi)0 is the path with (3(i− 2)+ 1) edges, we see I(P(wi)) ' S i−2 ([10, p. 193]). Hence we obtain
the homotopy equivalence: susp I(G− N[wi]) ' susp(susp(S i−2)) ' S i.
Then we apply Lemma 2.1(5) to obtain
I(G) '
n∨
i=1
∨
wi∈Wi
susp(I(G− N[wi]))
'
n∨
i=1
∨
wi∈Wi
S i = S(0, d1, . . . , dn).
Therefore, G(0, d1, . . . , dn) := G is the desired graph. This completes the proof when d0 = 0.
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To prove the general case, take the graph G(0, d0, . . . , dn) constructed above and let H = G(0, d0, . . . , dn) − N[p].
Applying Corollary 2.2, we obtain the homotopy equivalence
I(G(0, d0, . . . , dn)) ' susp I(H)
from which we see easily that I(H) has the desired homotopy type S(d0, . . . , dn).
This completes the proof of Theorem 1.2. 
3. On a conjecture of Aharoni, Berger and Ziv
A referee of the first manuscript kindly pointed out the connection of Theorem 1.1 with a conjecture due to Aharoni,
Berger and Ziv [2, Conjecture 2.4].
For a non-empty topological space X , let η(X) be the number defined by
η(X) = max{k | X is k-connected} + 2.
For later use, it is convenient to define η(∅) = 0 (see the definition of η(X) in [2, p. 255]). We consider the function ψ from
the class of all graphs to the set {0, 1, 2, . . . ,∞} satisfying the following conditions.
(1) ψ(K 0) = 0, where K 0 denotes the empty graph, and
(2) for each graph G, there exists an edge e = xy such that ψ(G − e) ≥ ψ(G) and ψ(G − N[x, y]) ≥ ψ(G) − 1, where
N[x, y] = N[x] ∪ N[y].
In [2, Theorem 2.3], it is shown that η(I(G)) ≥ ψ(G) for each graph G and for each function ψ satisfying the conditions
(1)–(2) above. Further they made the following conjecture which is still open at the time of this writing.
Conjecture 3.1 ([2, Conjecture 2.4]). Let ψ0 be the maximal function among all functions satisfying (1)–(2) above. Then we have
η(I(G)) = ψ0(G)
for each graph G.
Remark 3.2. The above conjecture was made in the context of various dominations of graphs. So the condition (2) above
(implicitly) deals with an arbitrary graph G with an edge, and hence with at least two vertices. See [2, p.257] for an
interpretation of [2, Theorem 2.3] in terms of a game.
Let us confine ourselves to the functions restricted to the class of all chordal graphs. As we will see below, Theorem 1.1
and its proof may be applied to verify the above conjecture for chordal graphs.
For a chordal graph G, recall
a(G) =
∞, I(G) is contractiblemin it , I(G) '∨
it
S it .
For later use, we make a convention that a(K 0) = −1 which is consistent with the above notation, since I(K 0) = ∅ is
regarded as the (−1)-dimensional sphere S−1. Theorem 1.1 shows that η(I(G)) = a(G)+ 1 for each chordal graph G. Notice
that η(I(K 0)) = η(∅) = 0 = a(K 0)+ 1, by the above conventions.
Proposition 3.3. Let ψ0 be the maximal function among all functions defined on the set of all chordal graphs satisfying the
conditions (1)–(2) above. Then ψ0(G) = a(G) + 1 for each chordal graph G. In particular, Conjecture 3.1 is valid for chordal
graphs.
Proof of Proposition 3.2. We define ϕ(G) by ϕ(G) = a(G)+ 1 and show that ϕ(G) satisfies the conditions (1) and (2). The
equality ϕ(G) = η(I(G)) (Theorem 1.1), together with [2, Theorem 2.3] mentioned above, implies that ϕ(G) = ψ0(G) for
each chordal G, implying the desired conclusion.
As noticed above, we have ϕ(K 0) = 0 and hence ϕ satisfies the condition (1). In order to verify the condition (2) for ϕ(G),
take a non-empty chordal graph Gwith an edge (and hence with at least two vertices) (recall Remark 3.2). Take a simplicial
vertex v of G and enumerate N(v) as N(v) = {w1, . . . , wr} so that
a(G− N[w1]) = min
i=1,...,r a(G− N[wi]) = a(G)− 1
(recall Corollary 2.3) and let e = vw1. Observe that G−N[v,w1] = G−N[w1] by the completeness of N(v). Hence we have
a(G− N[v,w1]) = a(G− N[w1]) = a(G)− 1.
Here notice that, if G = N[v,w1] = N[w1], then G is a complete graph and hence a(G) = 0, while a(G − N[v,w1]) =
a(K 0) = −1 = a(G)− 1. So the above equality holds also in the case G− N[v,w1] = K 0. Adding 1 to the both sides of the
equality, we verify the second (in)equality of the condition (2) for ϕ(G). For a proof of the first inequality of (2), we notice
that
a(G) = min{q ≥ 0 | H˜q(I(G)) 6= 0}
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for each non-empty chordal graph G, and apply the exact sequence of Meshulam [13, Claim 3.1]:
−→ H˜q(I(G)) −→ H˜q(I(G− e)) −→ H˜q−2(I(G− N[v,w1])) −→
of the reduced homology groups. For each non-negative integer q ≤ a(G) − 1, we have (q − 2) ≤ a(G − N[w1]) − 2 and
hence obtain H˜q(I(G)) = H˜q−2(I(G− N[w1])) = 0. Noticing G− N[w1] = G− N[v,w1], we obtain H˜q(I(G− e)) = 0 by the
above exact sequence. This implies that q ≤ a(G− e)− 1. Since q is arbitrary, we conclude that a(G− e) ≥ a(G).
This completes the proof of the proposition and thus completes the verification of Conjecture 3.1 for chordal graphs. 
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