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Abstract
Within a broad class of inflationary models we critically analyse the way initial
quantum fluctuations on a new-physics hypersurface (NPH) affect standard predictions
for large-scale cosmological perturbations. We find that these so-called transplanckian
effects crucially depend on the definition of the “vacuum state” in particular on which
Hamiltonian is minimized on the NPH in order to select such a state. Transplanckian
effects can be made much smaller than previously suggested if sufficiently “adiabatic”
Hamiltonians are minimized.
There is general consensus that presently observed CMB anisotropies, as well as the
large-scale structure of our visible Universe, originate from the parametric amplification
of quantum-mechanical fluctuations occurring during inflation (for a review, see e.g. [1]).
Present large-scale experiments thus offer a window on physics at the energy scales at which
inflation took place. Since the experimental value of CMB temperature fluctuations bounds
the Hubble parameter during inflation by 10−6 − 10−5MP, this implies that present large-
scale observations are sensitive to physics at energy scales that can be, at most, as large as
10−3MP ∼MGUT. While this is certainly a very interesting energy scale for particle physics,
it is definitely below the scale of quantum gravity or, presumably, the scale characterizing
new physics in any realistic string theory.
There is instead much debate [2, 3, 4, 5, 6] about the possibility that present large-
scale experiments may test physics at even shorter scales, down to the string/Planck-length
scales or even below. A particularly important issue is that of finding out the order of
these “transplanckian” corrections in the (supposedly small) parameter H/Λ, where H is a
typical Hubble parameter during inflation and Λ is the scale of some unknown new physics.
Although large effects can result from assuming that the new physics breaks some well-
established low-energy principles, one would like to establish the existence and order of
magnitude of the effects in a more model-independent way.
An interesting step in this direction goes as follows [7] (see also [8]). Any scale of physical
interest today was very tiny if blue-shifted back till the beginning of inflation. In fact, unless
the duration of inflation is just the minimal one for solving the standard cosmological prob-
lems, even the largest relevant cosmological scales today were very much sub-Planckian
at the beginning of inflation. To reinforce this statement, let us remark that the differ-
ence between initial classical and quantum fluctuations is that the former, by definition,
are at super-Planckian length scales, and are therefore much beyond our horizon –hence
unobservable– today, while the latter must have also been present at sub-Planckian scales.
This characterization of the two kinds of initial perturbation is crucial if one wants to argue
that inflation washes out any initial (and arbitrary) classical inhomogeneity while replacing
it by a spectrum of fluctuations that is fully normalized by the uncertainty principle of
quantum mechanics.
The problem with the above picture is that it forces one to normalize quantum fluctua-
tion in a regime (the transplanckian one) where, in general, physics is not known. Further-
more, if the standard formula is used, say for tensor metric perturbations,
δh(k) = k
3/2h(k) ∼ ℓPk/a, (1)
we see that the fluctuations of the metric become O(1) as soon as ω ≡ k/a =MP 1.
In order to avoid the above difficulty, while preserving the crucial distinction between
1Note that this is not the case for tensor perturbations in pre-big bang cosmology [9], since the relevant
scale factor is the one in the Einstein frame and blows up, rather than vanishes, at t→ −∞.
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classical and quantum fluctuations, it can be argued, instead [8], that, while classical fluctu-
ations are given for all scales in excess of some cut-off length l = Λ−1 on one and the same
initial space-like hypersurface, quantum fluctuations are created at all times, and should
only be looked at, for each physical scale ω, after an “initial” (k-dependent) time defined
by ω(t) = k/a(t) = Λ. In other words, in this new way of looking at initial conditions, both
classical and quantum fluctuations are only considered above the scale Λ−1, but, while the
former are given on a conventional space-like hypersurface, the latter are given [7, 8] on the
unusual “new-physics hypersurface” (NPH) defined by ω(t) = Λ, hence in a way that mixes
coordinates and momenta.
If this point of view is taken the question arises of the possible effects of the NPH on
present observations. It has been argued, for instance, that in the de Sitter case correc-
tions in the two-point function of the metric fluctuations are linear in the ratio H/Λ [7],
computable, and possibly observable [10] (see also [11, 12, 13] for different perspectives).
While some aspects of this suggestion may be theoretically justified according to our pre-
vious discussion, the mere existence of a cut-off does not allow, in our opinion, to compute
accurately any specific correction to observables unless the nature of the physics above the
cut-off is, even roughly, specified. Suppose, for instance, that, for some reason, we take
the initial state of the fluctuations on the NPH to be the one obtained from the unitary
evolution of the state minimizing the Hamiltonian at t→ −∞ 2. In this case the two-point
function will not have any correction related to the “initial” time t0(k) lying on the NPH.
Assume instead, as in [7, 10], that we do not know anything of the physics above Λ or, if
we prefer, about what happened to the past of the NPH. Logic would suggest that, in this
case, very little, if anything, can be said about the corrections to the standard predictions.
The simple technical reason for this is that, in order to compute correlation functions at
some late time, we have to know the initial state on the NPH and this is all but impossible
without some knowledge of the physics above the cut-off.
In this Letter we shall explore the sensitivity of these corrections to the choice of the
initial state on the NPH. In the absence of a specific knowledge of ultra-high energy physics,
we shall demand that such initial state minimizes the Hamiltonian on the NPH. If this were
a unique prescription, such an assumption would lead to definite predictions on the form and
the magnitude of the corrections. Unfortunately, in time-dependent problems, there is no
conserved Hamiltonian and the possibility of performing time-dependent field-redefinitions
leads to different Hamiltonians connected among themselves by simple canonical transfor-
mations. While the (classical or quantum mechanical) evolution is indeed independent of
the choice of the Hamiltonian, the minimization of one or the other on the NPH leads to
different initial states and, consequently, to different corrections in the power spectrum. As
we shall see, in the argument of [7, 10] there is an implicit assumption that “transplanckian”
2Such an assumption may not be as crazy as it looks, particularly when, as t→ −∞, space-time becomes
trivial. There are presumably no transplanckian effects due to just having a single particle/string carry
momentum in excess of MP, as is well known for the vertex operators of string theory in flat space-time.
2
effects lead to the minimization of a particular Hamiltonian, the one that turns out to give
“large” corrections. After a general discussion of the quantum mechanical evolution of the
system we shall look at the consequences of minimizing various Hamiltonians characterized
by their “adiabaticity” i.e. by the way they go to the free Hamiltonian as t→ −∞. Amus-
ingly, we will find a strict correlation between the degree of “adiabaticity” and the size of
the corrections, suggesting that the latter should be much smaller than claimed in [7, 10]
and possibly even smaller than argued by other authors [14].
Consider, for simplicity, a spatially flat Friedmann-Robertson-Walker geometry whose
line element can be written, in conformal time, as
ds2 = a2(η)[dη2 − d~x2], (2)
where a(η) is the scale factor whose rate of variation a′/a will be denoted by H (we shall
use a prime to denote derivatives with respect to conformal time).
Consider now, in the background (2), some metric fluctuations, for instance the tensor
perturbations of the geometry having the nice feature of being decoupled from the fluctua-
tions of the matter sources. The time evolution of each of the two tensor polarization will be
obtained by perturbing to second order the gravity action, taken to be, for simplicity, of the
Einstein-Hilbert form. The dynamics of each tensor polarization h will then be described
by [15]
S =
1
4ℓ2P
∫
d4x a2 ηµν∂µh∂νh, (3)
where ℓP =M
−1
P =
√
8πG and ηµν is the Minkowski metric.
Let us assume, following [7, 8], that the effective description of the tensor modes of the
geometry provided by Eq. (3) is only valid up to some typical scale Λ at which the laws
of some new/unknown physics replace Eq. (3). This assumption amounts to demanding a
cut-off on the physical momenta of the gravitons, i.e.
k/a(η) ≤ Λ, (4)
where k is the comoving wavenumber. In any kind of inflationary background, Eq. (4) is sat-
urated at some time η0(k) defining the NPH on which initial conditions for the fluctuations
are given.
As discussed above, owing to the time dependence appearing in the action (3), different
Hamiltonians can be used to describe the evolution of the system. Defining, for the sake of
simplicity,
Ψ =
h√
2 ℓP
, (5)
a possible selection of different Hamiltonians can be the following
H(1)(η) =
∫
d3x
1
2
[
Π2
a2
+ a2(∂iΨ)
2
]
, (6)
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H(2)(η) =
∫
d3x
1
2
[
π2 + 2Hψπ + (∂iψ)2
]
, (7)
H(3)(η) =
∫
d3x
1
2
[
π˜2 + (∂iψ)
2 − a
′′
a
ψ2
]
, (8)
where
Π = a2Ψ′, ψ = aΨ, π =
Π
a
, π˜ = ψ′, (9)
are the relations between the different canonical fields. It is not difficult to check that it is
possible to go from one Hamiltonian to the other through a suitable canonical transforma-
tion. For instance, the transformation H(2)(η) → H(3)(η) is generated, in a standard way,
by
F2→3(ψ, π˜, η) =
∫
d3x
(
ψπ˜ − H
2
ψ2
)
, (10)
a functional of the old fields and of the new momenta π˜. By differentiating the generating
functional, we obtain the relation between the old momenta (i.e. π) and the new ones, as
well as a change in the Hamiltonian
π = π˜ −Hψ, (11)
H(2)(ψ, π, η) → H(3)(ψ, π˜, η) = H(2)(ψ, π, η) + ∂F2→3
∂η
. (12)
Bearing in mind Eqs. (10) and (11), the right-hand side of Eq. (12) leads exactly to Eq.
(8). With similar considerations, all the Hamiltonians (6)–(8) can be related to one another
by suitable canonical transformations.
Fully equivalent classical evolutions should be expected by solving the appropriate
Hamilton equations with the Hamiltonians (6)–(8). This statement is also true at the
quantum level (see e.g. [16]) because the different classical actions corresponding to Eqs.
(6)–(8) only differ by total derivatives. Hence, thinking for instance in terms of a func-
tional integral approach, the transitions amplitudes differ, at most, by a field-dependent
phase since the total derivatives appearing in the classical action, once inserted in the path
integral, can be explicitly integrated.
As an example, consider the case of H(2)(η) whose associated Lagrangian density is
L(2)(~x, η) = 1
2
[
ψ′
2 − 2Hψψ′ +H2ψ2 − (∂iψ)2
]
. (13)
Comparing Eq. (13) to the Lagrangian density associated with H(3))(η), we can notice that
they differ by a total derivative
L(3)(~x, η) = L(2)(~x, η) + dD
dη
, D = H
2
ψ2. (14)
The wave-functional computed with (14) only differs from the one computed with (13) by
a field-dependent phase, namely
Φ(3)[ψ] = eiD(ψ,η)Φ(2)[ψ]. (15)
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The expectation value of a generic observable O[ψˆ, πˆ] can be computed using either
Φ(2)[ψ] or Φ(3)[ψ]. However, if we compute such an expectation value using Φ(3)[ψ], we
have to bear in mind that the canonical momentum (πˆ) acts non-trivially on it, its action
being fully specified by the transformation (11). The conclusion is that the expectation
value of any operator O[ψˆ, πˆ] is independent on the Hamiltonian one is using (we shall see
below an example of this fact in the context of cosmological perturbations). In spite of the
above equivalence, the state minimizing one of the Hamiltonians at the initial time η0 does
depend on which one of (6)–(8) is chosen. Before discussing the effect of choosing different
initial states, let us discuss the Heisenberg-picture evolution of the operators that holds for
any choice of the Hamiltonian.
Working in Fourier space,
ψˆ(~x, η) =
1
(2π)3/2
∫
d3k ψˆ~k(η)e
−i~k·~x, πˆ(~x, η) =
1
(2π)3/2
∫
d3k πˆ~k(η)e
−i~k·~x, (16)
with ψˆ~k = ψˆ
†
−~k
, πˆ~k = πˆ
†
−~k
, the evolution in the Heisenberg picture reads
(
ψˆ~k(η)
πˆ~k(η)
)
=
(
A~k(η, η0) B~k(η, η0)
C~k(η, η0) D~k(η, η0)
)(
ψˆ~k(η0)
πˆ~k(η0)
)
, (17)
where
A~k(η, η0) = i
[
gk(η0)f
⋆
k (η)− g⋆k(η0)fk(η)
]
, B~k(η, η0) = i
[
fk(η)f
⋆
k (η0)− f⋆k (η)fk(η0)
]
,
C~k(η, η0) = i
[
gk(η0)g
⋆
k(η)− g⋆k(η0)gk(η)
]
, D~k(η, η0) = i
[
gk(η)f
⋆
k (η0)− g⋆k(η)fk(η0)
]
.(18)
In Eqs. (18) fk(η) and gk(η) denote the mode functions that are, respectively, solutions
of the Heisenberg evolution equations for a (generic) pair (ψˆ, πˆ) of canonically conjugated
operators. At every time, for consistency with the canonical commutation relations, the
phases and amplitudes of the mode functions are subjected to the Wronskian condition
fk(η)g
⋆
k(η)− f⋆k (η)gk(η) = i. (19)
In Eqs. (18), with the condition (19), for η → η0, C~k(η0, η0) = B~k(η0, η0) = 0 and
A~k(η0, η0) = D~k(η0, η0) = 1. Clearly, each of the Hamiltonians (6)–(8) leads to different
fk(η) and gk(η) all satisfying (19).
The time η0(k) will be on the NPH (see below) and different Hamiltonians will be
minimized at that time. It should already be clear at this point that the two-point function
of, say, ψˆ~k will depend on the choice of the initial state through Eqs. (17) and (18), since
minimizing different Hamiltonians corresponds to imposing different conditions on the field
operators at η0(k).
In order to deal with simple mode functions, we will confine our attention to the case
of an inflationary background with a scale factor parametrized, in conformal time, as
a(η) =
(
− η
η1
)−β
, η < −η1, (20)
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where η1 marks the end of the inflationary epoch. The pure de Sitter case corresponds to
β = 1. The inequality k/a(η) ≤ Λ is saturated, by definition, at the time η0(k). We shall
refer to this time as the time of exit from the NPH, not to be confused, of course, with the
more standard “horizon-exit” time ηex. In our case,
η0(k) = −η1
(
Λ
k
)1/β
. (21)
Let us then discuss the minimization of the different Hamiltonians starting with (6) but
suppressing the label (1) for simplicity. In Fourier space
Hˆk(η) =
1
4
[
1
a2
(Πˆ~kΠˆ
†
~k
+ Πˆ†~k
Πˆ~k) + k
2a2(Ψˆ~kΨˆ
†
~k
+ Ψˆ†~k
Ψˆ~k)
]
, (22)
with Hˆ(η) =
∫
d3kHˆk(η). The appropriately normalized mode functions are
fk(η) =
N
a(η)
√
2k
√−xH(1)µ (−x) , gk(η) = a2(η)f ′k, (23)
N =
√
π
2
e
i
2
(µ+1/2)π , β = µ− 1
2
, (24)
where x = kη, and H
(1)
µ (−x) are the first-order Hankel functions of index µ [17]. In order
to minimize the Hamiltonian (6) let us consider the auxiliary operator
Qˆ~k =
1√
2k
[
Πˆ~k
a
− iakΨˆ~k
]
. (25)
Equation (25) allows Eq. (22) to be expressed as
Hˆk =
k
2
[
Qˆ†~k
Qˆ~k + Qˆ~kQˆ
†
~k
]
, (26)
while canonical commutation relations between conjugate field operators,
[ψˆ(~x, η), πˆ(~y, η)] = iδ(3)(~x− ~y), (27)
imply [Qˆ~k, Qˆ
†
~p] = δ
(3)(~k − ~p). Consequently, the state minimizing (6) is the one annihilated
by Qˆ~k (provided it is normalizable).
In order to evaluate the corrections induced on the two-point function by this particular
initial state, we have to compute
〈0(1), η0|hˆ(~x, η)hˆ(~y, η)|η0, 0(1)〉 ≡ ℓ
2
P
4π3
∫
d3k
∫
d3p〈 Ψˆ~k(η) Ψˆ~p(η) 〉e−i(
~k·~x+~p·~y), (28)
where 〈...〉 ≡ 〈0(1), η0|...|η0, 0(1)〉 means that the expectation values should be evaluated over
the state minimizing H(1) at the time η0. Inserting Eqs. (17) into Eq. (28), we obtain
〈0(1), η0|hˆ(~x, η)hˆ(~y, η)|η0, 0(1)〉 = ℓ
2
P
4π3
∫
d3k
∫
d3p
[
Ak(η, η0)Ap(η, η0)〈Ψˆ~k(η0)Ψˆ~p(η0)〉
+Bk(η, η0)Bp(η, η0)〈Πˆ~k(η0)Πˆ~p(η0)〉+Bk(η, η0)Ap(η, η0)〈Πˆ~k(η0)Ψˆ~p(η0)〉+
+Ak(η, η0)Bp(η, η0)〈Ψˆ~k(η0)Πˆ~p(η0)〉
]
e−i(
~k·~x+~p·~y). (29)
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The various expectation values appearing in (29) can be computed using the relation
between the canonical operators (evaluated at the initial time η0) and the operators (25)
annihilating the initial state. Defining now the power spectrum (i.e. the Fourier transform
of the two-point function) by,
〈0(1), η0|hˆ(~x, η)hˆ(~y, η)|η0, 0(1)〉 =
∫
dk
k
|δh(k, η)|2 sin kr
kr
, (30)
we obtain, from Eq. (29) and with the help of Eqs. (23)–(24),
|δh(k, η)|2 = 2
4β−1
π3
(2β)−2βΓ(β + 1/2)2
(
H1
MP
)2( k
k1
)2(1−β)[
1 +
β
x0
sin (2x0 + βπ)
]
, (31)
where we denote by H1 the Hubble parameter at the end of inflation. Finally,
k
k1
= ωω1 is
the ratio of the generic proper frequency to the one corresponding to the end-point of the
spectrum ω1 = H1/a.
In order to derive Eq. (31) the limit x = kη ≪ 1, corresponding to looking at the
correlation function at late times, has been taken. Also, since |x0| ≫ 1, only the leading
correction in 1/x0 has been kept. Furthermore, using k/a(η0) = Λ, according to Eq. (20)
the initial time η0 can be easily related to the value of Λ by
|x0| = |kη0| = β Λ
HNPHex
, (32)
where HNPHex = H(t0(k)) denotes the Hubble parameter at the time t0(k) when a given
scale “exits” the NPH. Note that x0 depends on k except in the case of pure de Sitter.
We see that, as a consequence, corrections to the standard results are larger at small k for
power law inflation (corresponding to larger values of HNPHex ), while the opposite is true for
superinflation (0 < β < 1). Equation (31) generalizes the result obtained in [7] in the case
of pure de Sitter space. Indeed, for β = 1, Eq. (31) gives exactly
|δh(k, η)|2 = 1
2π2
(
H
MP
)2[
1− sin 2x0
x0
]
. (33)
Let us now repeat the same procedure in the case of H(2), which is, incidentally, the
Hamiltonian used in [7]. In the case of (7) we have
Hˆk(η) =
1
4
[
(πˆ~kπˆ
†
~k
+ πˆ†~k
πˆ~k)+ k
2(ψˆ~kψˆ
†
~k
+ ψˆ†~k
ψˆ~k)+ kF (x)(πˆ~kψˆ
†
~k
+ πˆ†~k
ψˆ~k+ ψˆ~kπˆ
†
~k
+ ψˆ†~k
πˆ~k)
]
, (34)
where
kF (x) = H. (35)
Solving the evolution in the Heisenberg picture, the mode functions can be written as [17]
fk(η) =
N√
2k
√−xH(1)µ (−x), (36)
gk(η) = −N
√
k
2
√−xH(1)µ−1(−x). (37)
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In order to minimize the Hamiltonian (34) at the initial time η0, we introduce
Qˆ~k =
1√
2k
[
e−iγπˆ~k − ieiγkψˆ~k
]
, (38)
where γ is a time-dependent parameter. Using Eq. (38), the Hamiltonian (34) can be put
in the same form as (26) provided the following relation is imposed between γ and F (x) of
Eq. (34):
sin 2γ = F (x). (39)
The canonical commutation relations Eq. (27) now imply [Qˆ~k, Qˆ
†
~p] = cos 2γδ
(3)(~k − ~p), so
that the initial state minimizing (34) is again the one annihilated by Qˆ~k.
The wave-functional of the initial state can be easily derived and, for each mode, it has
a Gaussian form:
Φ[ψ~k] = Nexp
(
−
∑
k
k
2
(ψ~kψ−~k)e
−2iγ
)
. (40)
This state is normalizable provided |γ| < π/4. Using Eq. (39), we see that |γ| = π/4
corresponds to a time η0 for which |F (x0)| = 1, which is basically equivalent to the condition
of (standard) horizon crossing. Consequently, provided the modes of the field are inside the
horizon at the “initial” time η0, the state (40) is normalizable.
The two-point function to be computed now is
〈0(2), η0|hˆ(~x, η)hˆ(~y, η)|η0, 0(2)〉 = ℓ
2
P
4π3 a(η)2
∫
d3k
∫
d3p〈 ψˆ~k(η) ψˆ~p(η) 〉e−i(
~k·~x+~p·~y), (41)
and the related power spectrum evaluated at late times (x = kη ≪ 1) is
|δh(k, η)|2 = 2
4β−1
π3
(2β)−2βΓ(β + 1/2)2
(
H1
MP
)2( k
k1
)2(1−β)[
1− β cos (2x0 + βπ)
2x20
]
. (42)
In the de Sitter case, β = 1, Eq. (42) gives
|δh(k, η)|2 = 1
2π2
(
H
MP
)2[
1 +
cos 2x0
2x20
]
. (43)
Note that, in [7], use was made of the Hamiltonian H(2), but the initial state was such as
to minimize H(1). Thus, in agreement with our general statements, the results found in [7],
were the same (in de Sitter) as those we found unsingH(1) and minimizing it. What matters
is not which Hamiltonian is used for the evolution, but which one is used for defining the
initial state through an energy minimization procedure!
The Hamiltonian (8) can be minimized following the same procedure already discussed
in the case of Eqs. (6) and (7). Defining the function
ω2(x) =
(
1− 1
k2
a′′
a
)
, (44)
8
the Hamiltonian (8) can be written in the simple form 3
Hˆk(η) =
1
4
[
(πˆ~kπˆ
†
~k
+ πˆ†~k
πˆ~k) + k
2ω2(x)(ψˆ~kψˆ
†
~k
+ ψˆ†~k
ψˆ~k)
]
. (45)
Defining now the operator
Qˆ~k =
1√
2k
[
πˆ~k − ikωψˆ~k
]
, (46)
the Hamiltonian can again be expressed in the same form previously discussed, namely,
the one given by Eq. (26) with the caveat that now the operator (46), if compared to the
one defined in Eq. (38) has a different expression in terms of the canonical fields. The
commutation relations are now [Q~k, Q
†
~p] = ωδ
(3)(~k − ~p). The mode functions fk(η) are the
same as the ones given in Eq.(36), while gk is given by
gk(η) = −N
√
k
2
√−x
[
H
(1)
µ−1(−x) +
(1− 2µ)
2(−x) H
(1)
µ (−x)
]
, (47)
Repeating the steps used in the two previous cases we arrive at the power spectrum:
|δh(k, η)|2 = 2
4β−1
π3
(2β)−2βΓ(β + 1/2)2
(
H1
MP
)2( k
k1
)2(1−β)[
1− β(β + 1)
2x30
sin (2x0 + πβ)
]
.
(48)
In the de Sitter case, we have:
|δh(k, η)|2 = 1
2π2
(
H
MP
)2[
1 +
sin 2x0
x30
]
. (49)
Comparing Eq. (48) with (42) we see that the corrections are even smaller than the ones
obtained using the Hamiltonian of Eq. (34). Furthermore, both Eqs. (48) and (42) lead to
effects smaller than (31).
We have shown that transplanckian effects can be tamed by choosing a sufficiently
adiabatic Hamiltonian. We may ask whether the opposite can be achieved, i.e. enhance
transplanckian effects by minimizing particularly contrived Hamiltonians on the NPH. The
answer turns out to be positive. Consider the following generating functional
F3→4(ψ, Π˜) =
∫
d3x
[
ψΠ˜− Π˜
2
2H
]
. (50)
This rather weird canonical transformation allows the passage from H(3) to an H(4), where
the new fields Ψ˜ and the new momenta Π˜ are
Ψ˜ = ψ − Π˜H , Π˜ = π˜. (51)
3From now on the tilde in the momentum operators will be omitted for the sake of simplicity.
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Without going through the details of the derivation, the following highly “transplanckian”
Hamiltonian can be obtained:
H(4) =
∫
d3x
1
2
[
k2
H2 Π˜
2 + 2
(
k2
H −H−
H′
H
)
Π˜Ψ˜ +
(
k2 − a
′′
a
)
Ψ˜2
]
. (52)
The same procedure as described for the other three Hamiltonians can be repeated, and the
correction induced in the power spectrum turns out to be of order 1 in 1/x0, namely (here
we just give the result in the de Sitter case):
|δh(k, η)|2 = 1
4
√
2 π2
(
H
MP
)2
[3− cos 2x0]. (53)
The question thus arises of which Hamiltonian, if any, should be minimized on the NPH.
A similar problem has been discussed in the past [18, 19], though in a somewhat different
context. The idea was to study the properties of two-point functions at arbitrary space-time
points in the state |0, t0〉, minimizing a certain Hamiltonian at a given (mode-independent)
“initial time” time t0, i.e.
〈t0, 0|hˆ(x)hˆ(y)|0, t0〉 , (54)
where x ≡ (~x, η) and y ≡ (~y, η′). It was found [18] that, only if the state |0, t0〉 minimizes a
very special class of Hamiltonians (in our case just H(3)), do the singularities in (54) lie on
the light cone (x− y)2 = 0 and are of the Hadamard form. All other Hamiltonians lead to
additional singularities outside the light cone.
It is easy to generalize our discussion to two-point functions at unequal times. How-
ever, the situation discussed in [18] is quite different from the one described here. On
the one hand we do impose a momentum cut-off. By itself, this would only smooth out
the singularity without really removing the phenomenon. A more significant distinction is
that we minimize different pieces of the Hamiltonian at different times. Direct calculations
show that, unfortunately, Hamiltonians (7) and (8) cannot be distinguished by using the
singularity arguments of [18].
There is probably a more physical reason why (45) should be preferred over (34). In the
case of (34) the “interacting” part of the Hamiltonian vanishes as 1/η for large η. In other
words, the switching-on of the interaction at finite η is faster for H(2) than it is for H(3).
The latter is definitely a more “adiabatic” Hamiltonian. It thus looks reasonable to assume
that the truly initial state remains in the ground state of this “very adiabatic” Hamiltonian.
Our conclusions can be summarized as follows:
• In case where one has serious doubts about the theory of cosmological perturbations
at t → −∞ it looks reasonable to assign “initial” quantum fluctuation on a NPH to
the future of which the standard procedure applies.
• Although there are ambiguities in defining the Hamiltonian in time-dependent prob-
lems, physical results do not depend on the choice of such Hamiltonian. Corrections
to the standard result only depend on the choice of the “ initial” state on the NPH.
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• An attractive, though by no means unique, choice for the initial state is the one that
minimized the Hamiltonian on the NPH. The so-defined state does depend on how the
Hamiltonian to be minimized is chosen.
• The size of transplanckian corrections is a sensitive function of that choice with the
most “adiabatic” Hamiltonians giving the smallest corrections in terms of the small
parameter HNPHex /Λ. The most adiabatic Hamiltonian, whose minimization on a
space-like hypersurface leads to correlation functions of the Hadamard form, gives
transplanckian corrections that are much smaller than previously suggested.
• A final answer to the question of transplanckian corrections will only be found when
a theory of transplanckian physics is defined, . . . and solved.
It is a pleasure to thank M. Gasperini for useful discussions and correspondence. V.B.
would like to thank the Theory Division of CERN for hospitality while this work was carried
out.
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