We study the generic rigidity properties of systems of volume constraints. We formally define, in an algebraic geometrical setting, the volume rigidity problem and extract its underlying sparse hypergraph structure. Then we develop a combinatorial theory of cocircuit matroids which leads to a very general linear representation result for sparse hypergraphs. Applying this to the volume rigidity problem yields a combinatorial characterization of generic volume rigidity.
Introduction
A volume framework is a structure defined on n points in R d by m marked (d+1)-simplices with vertices among the given points. In the planar case (d = 2), we call it an area framework. The points can move in any way that preserves the volumes of its marked simplices. The framework is volume rigid (or area rigid in the plane) when the allowed deformations preserve the volume of every simplex on its points. These trivial volume-preserving transformations arise from the action of the (d 2 + d − 1)-dimensional group Γ of affine volume-preserving transformations.
When a volume framework is not volume rigid, we call it volume flexible. Note that volume rigid frameworks are not rigid in the usual sense except when d = 1: the point set may deform, besides being subject to a trivial Euclidean motion. Figure  1 shows three examples of area frameworks: (a) is easily seen to be area rigid; (b) is area flexible; (c) is minimally area rigid, although this is difficult to establish without the methods of this paper. We point out (and illustrate it in Figure 1 (c) ) that volume frameworks do not have to be glued as a simplicial complex. This papers revolve around three fundamental concepts: rigidity, infinitesimal rigidity, and (generic) combinatorial rigidity for volume frameworks. We define volume rigidity and give a combinatorial characterization for generic volume frameworks. Exact definitions will be given in Section 2; here is a preview. The underlying combinatorial model for a volume framework is a (d + 1)-uniform hypergraph (each hyperedge has exactly d + 1 vertices). We say that a hypergraph G on n vertices is (k, )-sparse when every edge-induced subgraph on n vertices has at most kn − edges; if G, in addition, has kn − edges, then G is (k, )-tight.
Our main rigidity theorem is the following analogue of Laman's [11] landmark result for the rigidity of planar bar-and-joint frameworks. The proof of Theorem 1 relies on a very general linear representation result for sparsity matroids, which is our other major contribution.
Theorem 2 (Linear representations of sparsity matroids ). Let k, , and s be positive integer parameters satisfying 0 ≤ ≤ sk − 1. Associate to the complete s-uniform hypergraph on n vertices the matrix A that has k columns for every vertex and one row for each edge; each row has generic entries in the columns corresponding to its vertices and zeros elsewhere. Restrict the entries so that the rows are orthogonal to a given fixed set of generic kn-vectors. A set of rows of A is linearly independent if and only if it corresponds to a (k, )-sparse s-graph.
All the technical concepts appearing in the statement of Theorem 2 will be rigorously defined below.
It is worth emphasizing that Theorem 2 proves more than the linear representability of sparsity matroids. It specifically produces a representation which can be suitably adapted to the geometric, rigidity-theoretic application addressed here. Its consequence, Theorem 1, adds to a very small body [26, 27] of Laman-like results in arbitrary dimension and, in the case d = 2, solves a conjecture of Whiteley [32] .
The proof of Theorem 2 is based on our combinatorial theory of cocircuit matroids which extends our work on sparse hypergraphs in [25] . We present a new construction of sparsity matroids in terms of our new concept of cocircuit matroids, which we then show to be linearly representable.
The rest of this paper is organized as follows. Basic concepts are introduced in Section 2 and related work is outlined in Section 3. Section 4 develops the continuous concept of volume rigidity. In Section 5 we define infinitesimal volume rigidity and show that it implies volume rigidity. The proof of Theorem 1 is then presented in Section 6. In the rest of the paper, we turn to Theorem 2. Section 7 develops the special properties of sparsity matroids, which we then abstract in Section 8. Section 8 gives our main technical results, leading to the proof of Theorem 2 in Section 9.
Preliminaries
In this short section, we introduce sparse hypergraphs and the related matroid concepts we will need. The concept of sparse hypergraphs originated in the matroid literature [13, 33] . See our paper [25] for more extensive references and algorithmic aspects not considered here.
Hypergraphs. A pair G = (V, E) is a hypergraph on n = |V | vertices and m = |E| hyperedges (shortly edges), where elements of E are (unordered) subsets of V . A vertex v ∈ e is called an endpoint (or simply end) of the edge. We allow parallel edges, i.e. multiple copies of the same edge.
For a subset V of the vertex set V , we define span(V ), the span of V , as the set of edges with endpoints in V : E(V ) = {e ∈ E : e ⊂ V }. Similarly, for a subset E of E, we define the span of E as the set of vertices in the union of the edges: V (E ) = e∈E e. We say that V and E induce the subgraphs they span.
The hypergraph dimension (or dimension) of an edge is its number of elements. The hypergraph dimension of a graph G is its minimum edge dimension. A graph in which each edge has dimension s is called s-uniform or, more succinctly, a s-graph. So what is typically called a graph in the literature is a 2-graph, in our terminology.
We define the complete graph K k, n to be the complete hypergraph on n vertices, where edges of dimension s have multiplicity ks − , or are not present, if ks − ≤ 0.
An orientation of a hypergraph is given by identifying as the tail of each edge one of its endpoints.
Sparse hypergraphs. A hypergraph is (k, )-sparse if for any edge-induced subgraph with m edges and n vertices:
Equivalently, we can require that (1) hold for non-empty vertex-induced subgraphs; i.e., m ≥ 1. A sparse hypergraph that has exactly kn − edges is called tight.
Matroid basics. We assume that the reader is familiar with the fundamental notions of matroid theory. For a reference, see, e.g., [20] . Here, we briefly summarize the main properties and notations we will use. A matroid is a set system defined on a finite ground set E of cardinality m. There are several equivalent axiomatic definitions in terms of classes of subset of E.
A matroid M given by its bases is presented as a non-empty class B ⊂ 2 E , with additional properties that: all elements of B have the same cardinality; for all bases B 1 and B 2 and all y 2 ∈ B 2 − B 1 , there is a base B 3 = B 1 + y 2 = y 1 for some y 1 ∈ B 1 .
M may also be presented by its independent sets, which are a family I ⊂ 2 E containing the empty set. I also must be closed under inclusion, and for all independent sets I 1 and I 2 with |I 2 | > |I 1 |, there is an independent set I 3 = I 1 + y 2 for some y 2 ∈ I 2 − I 1 .
The final presentation of M we will use here is in terms of its circuits C ⊂ 2 E . The defining axioms for C are that it does not contain the empty set, no circuit is properly contained in another, and for circuits C 1 and C 2 with an element y in common, there is another circuit
These presentations of M can be shown to be equivalent. The intuition behind the relationships is that the independent sets are subsets of the bases and the circuits are minimal sets "blocking" independence.
The rank of a subset E of E is the maximum cardinality of an independent set A ⊂ E ; the rank of a matroid is the cardinality of its bases. A subset E of E is closed if adding any element of E to it increases its rank. (Both rank and closed sets can be used to present a matroid, but we do not go into this here.)
Each matroid M has a natural dual matroid M ⊥ , which has as its bases the complements of the bases of M. The bases and circuits of M ⊥ are called the cobases and cocircuits of M.
Represented and realized matroids. A matrix M represents a matroid M if there is an isomorphism between E and the rows of M that preserves rank. If there is such an M, then we say that M is linear. In this paper, all our representations will be over R.
Sparsity matroids. The other viewpoint of sparse hypergraphs we will use in this paper is as a family of matroids. White and Whiteley [33] proved that the (k, )-sparse hypergraphs are the independent sets of a matroid. We call this the (k, )-sparsity matroid M k, .
The standard ground set for M k, is K k, n ; when we want to restrict it to the edges of a given hypergraph G, we write M k, (G).
Related work
In this section we discuss our rigidity results in the context of previous work.
Bar-framework rigidity. There are very few combinatorial realization theorems in the rigidity literature. The most notable of these are Laman's foundational theorem [11] for planar bar-joint frameworks and Tay's theorem for body-bar frameworks [26, 27] . In [34] , Whiteley sketches realization theorems for bar frameworks on flat surfaces other than the plane; the graphs in question have sparsity parameters satisfying 0 ≤ ≤ k.
Historically, the necessity of the (2, 3)-sparsity counts for minimal rigidity in the plane was first observed by Maxwell [16] . Over 100 years later, Laman [11] proved that this condition is also sufficient for infinitesimal rigidity. Asimow and Roth [1] gave a rigorous proof that infinitesimal rigidity implies rigidity for bar-and-joint frameworks in R d .
Other extensions of rigidity. In [28, 29] , Tay, White, and Whiteley studied a kind of rigidity for simplicial complexes motivated by the g-theorem from convex geometry. They study a (d − 1)-dimensional simplicial complex in R d and define a concept of (infinitesimal) r-rigidity for the r-dimensional faces of a simplicial complex based on assigning a velocity to each of the (r − 2)-dimensional faces. It is shown in [28, 29] that r-rigidity for r ∈ [1, d] of a particular complex associated with a polyhedron implies the g-theorem. In our work, we are always considering velocities assigned to a set of points. Moreover, our volume frameworks need not have the structure of a simplicial complex.
In [35] , Zhang considers the volumes of the k-faces of a (d + 2)-simplex in R d , under the action of a C 1 motion of its vertices. For each k, the k-faces are divided into two sets based on the position of the vertices: those that may only increase their volume and those that are only allowed to shrink. The main result of [35] is that for a sufficiently small C 1 motion, the volumes of the k-faces are preserved for each k. Generalizations to S d and H d are also explored. Our volume frameworks are much more restricted in terms of the rigidity properties studied, but they have a vastly more general combinatorics. Moreover, [35] does not define an explicit concept of infinitesimal rigidity for volumes, which we do here.
Volume rigidity. As far as we know, the only mention of specific cases of realizability and rigidity for triangle areas were posed (as problem 2 and 3 of [2] ) by Kenyon and Ziegler. In his slides from the same workshop Whiteley [32] states the area rigidity problem for triangle areas in the plane and proposed a proof strategy in the case where the 3-graph forms the faces of a triangulated triangle. He further conjectured that the generic minimally area-rigid systems of areas coincide with (2, 5)-tight 3-graphs. We answer this conjecture affirmatively.
Sparse hypergraphs. Our primary combinatorial object of study is sparse hypergraphs. Although the study of these originated in the context of matroid union and 2-graph arboricity, these have received increased attention in recent years due to their applications in rigidity. We refer the reader to our papers [10, 12, 25] for an introduction to the combinatorial study of sparsity. We refer to the references in [10, 12, 25] , as a guide to the large combinatorial literature [6, 7, 9, 13, 19, 21, 22, 30, 33, 34] Algorithms for sparse hypergraphs. In [25] we define algorithmic problems on sparse hypergraphs, including deciding whether a hypergraph is sparse or not, and describe a family of algorithms called hypergraph pebble games for solving them. A specialization to the sparsity parameters used in this paper can be applied to the volume rigidity problem (see [23] ).
Matroid representations. It seems to be a folklore result that the (k, )-sparsity matroids are linearly representable, but we are unaware of any previous result that gives the represention the explicit shape found in Theorem 2. While [14, 15] also contain the idea of cutting a represented matroid by a generic plane, their setting (cutting lines of a matroid to obtain another one) is different than ours. We give a detailed discussion of the relationship between Lovász's approach and ours below.
Area and volume rigidity
In this section, we develop the concept of volume rigidity, which is analogous to continuous rigidity in the bar-and-joint setting. Throughout, we will use the specific case of area rigidity (d = 2) to illustrate the abstract concepts.
Volume frameworks and the configuration space. Let G be a (d + 1)-graph on n vertices embedded on a point set p in R d , which we denote G(p). An edge e = {e 1 , e 2 , . . . , e d+1 } is embedded as a simplex (p e 1 p e 2 · · · p e d+1 ), which we denote e(p).
We consider p both as a set of points (p 1 , p 2 , . . . , p n ) ∈ R d n and, identifying
An abstract volume framework (G, vol) is a (d + 1)-graph G along with an assignment of non-zero signed volumes vol(e) to each edge e of G.
If vol(e) = vol(e(p)) for all e ∈ E, then we say that G(p) is a realization of the abstract volume framework. Note that not all abstract volume frameworks are realizable. Since we are not interested in questions of realizability, but in analyzing the rigidity properties of a given volume framework, we will always start with a volume framework realized as G(p).
The configuration space C(R) (shortly C, when there is no risk of confusion) of a volume framework G(p) is the set of all its realizations (over R):
Since the volume of a simplex (p e 1 · · · p e d+1 ) is given by the polynomial condition
it follows that the configuration space is an algebraic subset of R nd , since we hold the left-hand side constant for each edge. For the specific case of area frameworks, we have the quadratic polynomials
Interpreting the volume constraints as polynomials over C gives the complex configuration space C(C) = {q ∈ C dn : G(q) is a realization of G(p)}, which we will use later as a technical tool.
Remark: The volume of a simplex is a signed number. Permuting the indices changes the sign. Here we compute the signed volumes from a point set and study the configuration space for that particular pattern of signs.
Trivial volume preserving transformations and volume rigidity. Applying an affine transformation Ap i + b with A ∈ SL(d) to each point p i yields another point set
satisfying the same volume equations in (2) . Here A is a matrix of determinant 1, which preserves signed volume, and b ∈ R d represents translation. These trivial volume preserving transformations form a (
The action of Γ on C produces an infinite family of configurations related to G(p) by a trivial transformation. To remove these we consider the quotient space M = C/Γ, which has one element for each equivalence class. Define π : C → C/Γ to be the projection map, which takes each configuration to its equivalence class.
Definition 1 (Volume rigidity). A volume framework is volume rigid if π(p) is an isolated point in the quotient topology on M. Otherwise it is volume flexible.
See Figure 1 for examples. Remark: In general, the quotient space is neither an algebraic variety, nor topologically well-behaved [18] . In our particular case, however, we will show that it is homeomorphic to the real points of an algebraic variety, which arises from pinning down the framework to remove the trivial motions. The rest of this section develops the technical tools required to show that we can determine rigidity by looking at a pinned-down framework (Lemma 3 below).
Pinning volume frameworks. Recall again that volume rigid frameworks are not rigid in the usual sense: they always have available to them the deformations induced by the action of Γ. To remove these, we choose an edge e and pin it down. The e-pinned configuration space σ e (C) (shortly σ (C)) of a volume framework is defined as:
with its complexification σ (C(C)) defined analogously to C(C). Like the configuration space, the pinned configuration space is an algebraic variety. Notice that one of the equations added by pinning is made redundant by the volume equation corresponding to the pinned simplex.
Since the pinned configuration space is not preserved by Γ, pinning assigns each point of M a representative in C, by natural identification of pinned configurations with orbits of Γ.
If p is topologically isolated in σ (C), we call G(p) pinned volume rigid.
Pinned volume rigidity. As we remarked above, it is not immediate that the topology of M, on which we defined volume rigidity, is well behaved. However, we will now prove that we can draw topological conclusions about M, and thus determine volume rigidity, by studying the pinned configuration space σ e (C) for any choice of edge e to pin.
Lemma 3 (Pinned volume rigidity and volume rigidity).
A volume framework G(p) is volume rigid if and only if it is pinned volume rigid for any choice e of edge to pin.
Proof. To make reading the proof easier, we summarize the objects related to
We will show that M and σ (C) are homeomorphic. This stronger statement implies that p is isolated in M if and only if it is isolated in σ (C).
By definition π| σ(C) is continuous and onto. Since the pinned configuration space contains exactly one point for each equivalence class in the configuration space, σ is also onto.
What is left to check is that σ is continuous, because π is continuous by definition. We do this by checking that for a closed set X ⊂ C, π −1 (π(X)) is also closed. Consider a sequence x (i) → x, with x (i) ∈ X; we may also assume that x ∈ σ (C) by applying a trivial transformation to the entire sequence. For convenience, suppose that the first d + 1 points x 1 , x 2 , . . . , x d+1 are the endpoints of the pinned edge. Now define the sequence It follows that T (i) → (I, 0), and consequently
Finally, notice that this argument works for any choice of pinned edge.
Infinitesimal volume rigidity
In this section we define infinitesimal volume rigidity, which is a linearization of volume rigidity around p. Then we introduce the concept of generic volume rigidity to extract a combinatorial concept. We develop infinitesimal area rigidity first, and then generalize the pattern. To gain intuitions, we start off by describing continuous deformations. We also remind the reader of the trivial infinitesimal transformations associated with Γ.
Continuous deformations of volume frameworks. A (one-parameter) deformation of G(p) is a continuous curve in the configuration space, which we parameterize as a function p(t) : I → R dn for an interval I containing 0, where we have p = p(0) and G(p(t)) is a pinned realization of G(p) for all t ∈ I. By fundamental theorems of real algebraic geometry [31, Lemma 18.3 ] (see also [17, Chapter 3] ), a point on a real variety is either isolated (which it never is in the unpinned configuration space) or the variety contains an analytic curve going through p, which has only real points. This implies that when there is a deformation, there is a differentiable one. We use this observation to motivate the next definition. Moreover, when we consider the pinned configuration space, we obtain the following lemma, which we state for completeness. None of our proofs or definitions rely on it.
Lemma 4 (Existence of an internal deformation). Let G(p) be a flexible volume framework. Then, after pinning, G(p) admits a continuous deformation.
In other words, either a framework G(p) is volume rigid or it allows a continuous deformation p(t) that changes the area of some simplex on p.
Trivial infinitesimal transformations. Consider a smooth curve γ(t) : I → Γ, where I is an interval containing 0, and γ(0) is the identity element in the group of trivial volume preserving transformations. The curve γ gives rise to a smooth deformation p(t) = γ(t)(p) of any volume framework G(p) by the action of Γ on C.
At t = 0, the differential of the function taking γ(t) to p(t) maps the tangent space of Γ at the identity into the tangent space of C at p. By the identification of Γ's Lie algebra with its tangent space at the identity, we see that T p C contains a (d 2 + d − 1)-dimensional subspace of trivial infinitesimal deformations corresponding to the trivial transformations.
As part of the proof of Theorem 1 we will construct a basis for the trivial infinitesimal motions.
Infinitesimal deformations and rigidity of area frameworks. Let G(p) be an area framework and consider a deformation p(t). For each edge ijk ∈ E, the corresponding triangle (e(p)) = (p i (t)p j (t)p k (t)) maintains its area vol (p i (t)p j (t)p k (t)) = const (7) throughout the deformation. By the discussion in the previous section, we may assume that p(t) is differentiable. Taking the derivative of (3) with respect to t, we obtain a linear condition
for each edge ijk ∈ E, where ·, · denotes the Euclidean inner product and p i (t) denotes the derivative with respect to t. By analogy, we define any vector v ∈ R 2n satisfying
for all e ∈ E to be an infinitesimal deformation of G(p).
Collecting the conditions from (9) into a matrix, we obtain the area rigidity matrix M(G(p)). The area rigidity matrix is an m × 2n matrix with one row for each edge of G and 2 columns for each vertex, one corresponding to the xcoordinate and one for the y-coordinate. The non-zero entries of each row are in columns correspond to the vertices i, j, and k, which contain (
The infinitesimal deformations of G(p) form the kernel of the area rigidity matrix. We define G(p) to be infinitesimally area rigid if M(G(p)) has rank 2n − 5 (since for d = 2 the space of trivial infinitesimal deformations is 5-dimensional) and infinitesimally area flexible otherwise. The intuition behind this definition is that the kernel of the rigidity matrix spans the tangent space of C(C), so when it is 5-dimensional, the only infinitesimal deformations available correspond to trivial transformations. We will prove this rigorously later.
Infinitesimal deformations and rigidity of volume frameworks. As in the area rigidity case, we obtain a family of linear conditions by differentiating the volume constraints on the edges with respect to t during a deformation. The infinitesimal deformations of a volume framework
with v j i replacing (p j i ) for all e ∈ E. Since the general pattern is more complicated, we describe the volume rigidity matrix M(G(p)) symbolically.
The volume rigidity matrix is an m × dn matrix, with one row for each edge and d columns associated with each vertex. We index the rows by the endpoints of the corresponding edge e = {e 1 · · · e d+1 }; the columns are indexed by vertex and
The pattern of the rigidity matrix for area frameworks. Each vertex is associated with a block of two columns, one for each coordinate.
coordinate, so column v j corresponds to the jth coordinate of vertex v. The rows corresponding to the edges have a more complicated pattern. We now describe the ee j i th entry. Expanding the right-hand side of (2), we have
where we note that the index only needs to range over 1, 2, . . . , d, since the bottom row of the matrix in vol (p e 1 · · · p e d+1 ) has all 1's. As usual, S d+1 denotes the symmetric group, and the summation is taken over permutations σ.
To find the derivative with respect to p j i , we note that the only terms in the sum on the right that survive are those containing p j i . In other words, we have
Generalizing from the previous section, the infinitesimal deformations of a volume framework G(p) form a linear subspace of R dn spanning the kernel of M(G(p)).
Example: Tetrahedra in R 3 . The transpose of the volume rigidity matrix of the 4-graph with edges {1234, 1235} is shown below.
Infinitesimal volume rigidity.
Definition 2 (Infinitesimal volume rigidity). A volume framework G(p) is infinitesimally volume rigid if the rank of the volume matrix
As in the area case, the intuition for subtracting (d 2 + d − 1) is that this is the dimension of the space of trivial infinitesimal transformations, which is always present. While volume rigidity does not imply infinitesimal volume rigidity, the converse is true. We establish this next.
Lemma 5 (Infinitesimal volume rigidity implies volume rigidity). Let G(p) be a volume framework. If G(p) is infinitesimally volume rigid, then it is volume rigid.
In the proof we will use a concept of infinitesimal volume rigidity for pinned volume frameworks. We give the definition now. The pinned volume rigidity matrix M (G(p)) is an (m + d 2 + d − 1) × dn that contains the volume rigidity matrix as a submatrix along with one row for each pinned coordinate. The new rows have a 1 in the column corresponding to the pinned coordinate and zeros elsewhere. A pinned volume framework is infinitesimally volume rigid when the rank of M (G(p)) is dn.
At this point it is helpful to observe that the (pinned and unpinned) volume rigidity matrix has the same form when considering either C(R) or C(C). In both cases its rows span the normal space of the variety.
We are now ready to prove Lemma 5.
Proof of Lemma 5. When the rank of M (G(p)) is dn, the tangent space to C(C) at p is zero. It follows from a standard result about complex affine varieties that the irreducible components of σ (C(C)) through p are zero-dimensional [3, p. 479, Theorem 8], so p is a simple isolated point of σ (C(C)) and, by containment, in σ (C(R)). Now we apply Lemma 3 to conclude that p is isolated in M; i.e., G(p) is volume rigid.
Generic infinitesimal volume rigidity. Thus far, we have described infinitesimal rigidity and the rigidity matrix in terms of both G and the embedding coordinates p. We now define generic infinitesimal volume rigidity, which removes this dependency on p for almost all choices of embedding coordinates.
A volume framework G(p) is generic if the rank of M(G(p)
An equivalent formulation of genericity is in terms of the generic volume rigidity matrix M(G). This has the same form as the volume rigidity matrix, except we replace the coordinates with indeterminates.
Definition 3 (Generic infinitesimal volume rigidity).
) minor that is not identically zero as a formal polynomial in the p j i .
When G is generically volume rigid, then for almost all p, the framework G(p) is infinitesimally volume rigid; i.e., M(G(p)) has rank dn − (d 2 + d − 1). For generic frameworks, a converse of Lemma 5 is almost immediate.
Lemma 6 (Generic volume rigidity). A generic volume framework G(p) is volume rigid if and only if it is infinitesimally volume rigid.
It is important to note that generic infinitesimal volume rigidity is a combinatorial concept; i.e., a property of the framework's underlying graph G. In the next section we develop this correspondence and categorize exactly which (d + 1)-graphs are the graphs of generic minimally volume rigid volume frameworks.
Remark: In the rigidity literature, "generic properties" are sometimes defined by requiring that they hold for some neighborhood around p when they hold for a framework G(p) or that they hold for almost all p. This is because the set of nongeneric p is an algebraic variety, so its complement is open and dense. Therefore, in this setting, these definitions are equivalent to the one given above, which coincides with the standard concept in algebraic geometry [4, p. 108] .
Another notion of genericity used in rigidity theory (e.g., [15] ) is to require that the coordinates not satisfy any polynomial equation with integer coefficients (algebraic independence over Q). This (much stronger) condition implies genericity as we have described it here.
Proof of Theorem 1
We are now ready to prove our main rigidity theorem, which we restate.
Theorem 1 (Minimally
Proof. We establish an equivalence with infinitesimal volume rigidity. This is sufficient by Lemma 6 and the genericity hypothesis of the theorem. We prove the two directions separately in Lemma 7 and Lemma 8, first giving a roadmap of the proof. See the historical note in Section 3 for the reference to Maxwell and Laman in connection with the two directions of the proof.
For the "Maxwell" (⇒) direction, we show in Lemma 7 that any minimally infinitesimally rigid volume framework must be (d, d 2 + d − 1)-tight. We do this by extracting from the generic rigidity matrix a set of independent infinitesimal deformations that are always in its kernel.
The "Laman" (⇐) direction proof in Lemma 8 is based on an application of Theorem 2 with the parameters k = d, s = (d + 1), and = d 2 + d − 1. To apply Theorem 2 we also need a set of generic vectors, which we take to be the deformations found in the proof of Lemma 7, which are independent of G and M(G). Then we show that the entries of the generic volume rigidity matrix M(G) satisfies the constraints stated in Theorem 2 for the matrix A(G). This implies that the rank of M(G) is kn − (d 2 + d − 1) when G is (k, )-tight, completing the proof.
We remark that Theorem 2 contains the elements of both directions of the proof of Theorem 1, but for clarity and connections with classical rigidity techniques, we present them separately.
Lemma 7 (Hereditary counts for volume rigidity). Let G be the graph of a minimally infinitesimally rigid volume framework. Then
In the proof, we will use the notation e i for the ith elementary d-vector, which has a 1 in position i and zero everywhere else. As before, we identify (e i ) n 1 ∈ R d n with a flattened vector in R dn .
Proof. Minimality of the framework implies that the volume rigidity matrix must be dn
generic vectors that are in the kernel of M(G).
Since the sub-matrix corresponding to an induced subgraph has the same form as M(G), this implies the desired sparsity of G. The space of generators is naturally divided into three groups.
The first group corresponds to d independent generators for the space of translations: ( n times e i , e i , . . . , e i )
To show that they are in the kernel we check that
for every edge e in G. To do this, we consider every term in the sum. Each of them is a monomial of exactly d − 1 terms p j i , where exactly d − 1 of the i and j are present. Moreover, they can appear exactly two times for a fixed i and j that is not present: once from 
for j = i and i, j ∈ [1, d].
We now show that these vectors are orthogonal on the rows of M(G). We observe that the sum
for h = j is the determinant from the volume computation in (2) with row j replaced by a copy of row h, which is zero. The third group consists of the d − 1 independent vectors of the form
We show that
As before, we can group the terms into offsetting copies of each other: one from the left sum associated with Proof of Lemma 8. The number of edges in G implies minimality, if we can show G to be realizable as a volume rigid framework; i.e., that M(G) has full rank.
Using the d 2 + d − 1 vectors described in the proof of Lemma 7, we want to apply Theorem 2 with k = d, s = (d + 1), and = d 2 + d − 1 to obtain a matrix A(G) that has non-zero entries wherever M(G) does. To do this, we first need to check that they satisfy Lemma 19 (from below). Here we take m 0 to be a kn-vector with its columns partitioned into groups of k and unique indeterminate entries in d + 1 of the blocks and zero everywhere else (i.e., m 0 has the incidence structure of the rows of the volume rigidity matrix). Now we observe that if we follow the construction described in Lemma 19, each of the trivial infinitesimal transformations introduces dependencies between m j−1 i and a new coordinate that it hasn't previously interacted with. It follows that the trivial infinitesimal transformations from Lemma 7 meet the condition of Lemma 19, and Theorem 2 applies.
Considering a row of A(G), we see that it has d 2 + d entries with d 2 + d − 1 linear conditions on them, giving a 1-dimensional solution space. We already argued that the rows of M(G) are in this space, which completes the proof.
Cocircuit properties of sparsity matroids
In this section, we will give a characterization of the (k, + 1)-sparsity matroid in terms of the dual of the (k, )-sparsity matroid on the same ground set. Our motivation for doing this is to provide a combinatorial description of the linear setting in the next section.
Sparsity in terms of adding edges.
In what follows, we will make use of the following characterizations of sparse hypergraphs in terms of adding edges to them. In a previous paper [25] , we proved the following generalization of various results characterizing sparse graphs in terms of adding edges to obtain a forest originating from Haas [9] , Lovász [15] , and Recski [21, 22] .
Proposition 9 ([25]).
A hypergraph G is (k, )-spare if and only if adding any edges to G results in a (k, 0)-sparse hypergraph.
In [25] we also proved the following generalization of Proposition 9.
Proposition 10 ([25]). A hypergraph G is (k, + 1)-tight if and only if adding any edge from
Since removing an edge from K k, n − G is equivalent to adding an edge to G, Proposition 10 implies the following.
Lemma 11 (The base-cocircuit correspondence for sparse hypergraphs). A hypergraph G is (k, + 1)-tight if and only if it has kn − − 1 edges and its
Proof. This lemma is a rephrasing of Proposition 10. We give the proof for completeness.
The complement of a (k, + 1)-tight hypergraph is edge-wise minimal with the property that its complement (a (k, + 1)-tight) hypergraph does not contain a base of M ⊥ k, by Proposition 10. Thus is is a circuit of M ⊥ k, .
Spanning cocircuits of a sparsity matroid and remove-add base exchange.
In this section we develop properties of the the family of spanning cocircuits in M k, of maximum possible size; i.e. spanning the set of vertices. This is the set of subgraphs
n . By Lemma 11, the complements of sets in SC(M k, ) are exactly the (k, +1)-tight graphs. We now use the matroidal properties of the (k, + 1)-sparsity matroid to develop properties of SC(M k, ).
We will draw a correspondence between basis exchange in the (k, + 1)-sparsity matroid and cocircuit elimination between subgraphs in SC(M). We use a specific variation of basis exchange called remove-add basis exchange, which holds for sparsity matroids, but not for general matroids. We formulate it in the next lemma.
Lemma 12 (Remove-add exchange for tight hypergraphs). Let G = (V, E) and G = (V, E ) be (k, )-tight hypergraphs. Then for all y ∈ E − E there is an
Proof. By structural theorems of [25] , G − y decomposes uniquely into at least two maximal (k, )-tight subgraphs called components and free edges, which are not in any component. The lemma would fail only if every edge of E − E is in the vertex span of one of the components of G − y. This contradicts the sparsity of G , since it implies that G has multiple components.
In the rest of this section, we interpret Lemma 12 in terms of cocircuit elimination. of SC(M k, ) ). The following properties hold for SC(M k, ):
Lemma 13 (Properties
Closed under cocircuit elimination: Let C 1 and C 2 be spanning cocircuits of M k, sharing an edge y. Then there is a spanning cocircuit C 3 ⊂ (C 1 ∪C 2 )−y.
Adding-one-edge property: Let C 1 be a spanning cocircuit Let C 1 ∈ SC(M k, ).
Then for all other edges y in the ground set, C 1 + y contains at least one other spanning cocircuit that is not C 1 .
Proof. This proof is a routine consequence of Lemma 12, but we give it for completeness. Let B 1 and B 2 be bases of the (k, + 1)-sparsity matroid (i.e., (k, + 1)-tight hypergraphs). Consider their associated complements C 1 and C 2 . We now preform a remove-add exchange between B 1 and B 2 . Since the complement of the resulting base B 3 is also a spanning cocircuit C 3 , this implies that C 3 ⊂ C 1 +y for the removed edge y, which establishes the adding-one-edge property.
The adding-one-edge property then implies that SC(M) is closed under cocircuit elimination, since when C 1 and C 1 have non-trivial intersection, (C 1 ∪ C 1 ) − y has at least one more edge than is the maximum size of any of the cocircuits.
From this, we obtain the following combinatorial property of the (k, + 1)-sparsity matroid. Proof. By Lemma 13 the desired transformation can be achieved by a sequence of circuit eliminations in SC(M).
In the next section, we abstract these properties to cocircuit matoids, which have a similar connectivity property. We then use it to prove the equivalence of our combinatorial cocircuit matroid and a vector configuration obtaining by cutting a matroid representation by a generic hyperplane.
Linear representability of cocircuit matroids
In this section, we give an even more abstract formulation of the special properties that sparsity matroids satisfy. We then show that whenever these are satisfied, we can construct a new combinatorial matroid, called a cocircuit matoid. Moreover, a linear representation of the cocircuit matroid can be obtained from any representation of the original.
Let M be a matroid of rank r on ground set E. Motivated by Lemma 13, we define a maximal set SC(M) to be the maximal set of cocircuits of M that have size |E| − r + 1 so that SC(M) is preserved by circuit elimination and has the addingone-edge property as in Lemma 13. We observe that for sparsity matroids, SC(M) is unique and consists of all the spanning cocircuits.
Cocircuit matroids If SC is not empty, then the complements of its elements CC(M) must form the bases of a matroid, which we call the cocircuit matroid of M.
Lemma 15 (Cocircuit matroids). Let M be a matroid of rank r on the ground set E. If SC(M) is defined, then CC(M) gives the bases of a matroid of rank r − 1 on E.
Proof. By hypothesis, CC(M) is not empty, and all its elements have the same cardinality. To check the base exchange axiom, we let B 1 , B 2 ∈ CC(M). These are associated with their complements C 1 and C 2 , which are in CC(M).
Now choose any y ∈ B 1 and add it to C 1 , creating C 1 . By the adding one property of SC(M), C 1 contains a family D i of at least two cocircuits, which we can index by the element of C 1 they don't contain; in particular D 1 = C 1 , which is associated with y 1 .
If there are at least three D i , then D 1 and at least one other one share an element y 2 of B 2 − B 1 , and eliminating y 2 between them completes the proof. Otherwise, either the same elimination argument applies or
By its construction, CC(M) is connected by remove-add base swaps in the same way sparsity matroids are. Linear representability of cocircuit matroids. Next, we show that if M is linear, then its cocircuit matroid is too.
Lemma 17 (Cutting plane lemma). Let M be a matroid of rank r represented over R by the m × n matrix M. If it is not empty, then then the cocircuit matroid of M is also representable over R by an m × n matrix.
be the row space of M.
Observe for each base B of CC(M), the corresponding set of row vectors in M, spans a hyperplane (an (r − 1)-dimensional subspace) H B of W . Call the union of these hyperplanes V and define W = W − V .
Since the finite set of hyperplanes V cannot cover the infinite vector space W , then W has positive measure in W . Fix a vector v ∈ W with the property that the hyperplane H with this normal vector is not orthogonal to any of the rows vectors of M.
We prove that the vectors corresponding to every base remain independent in the vector configuration obtained by projecting the rows of M into H. Consider a base B of CC (M) and the corresponding row vectors b 1 , b 2 , . . . , b r−1 . Each of the b i can be decomposed uniquely as b i = x i + y i , where x i and y i are non-zero and y i is parallel to v.
We want to prove now that the set x 1 , x 2 , . . . , x r−1 are independent. Suppose, on the contrary, that there is a non-trivial dependency
among the x i . Adding α 1 y 1 + · · · + α r−1 y r 1 to both sides and using b 1 = x i + y i , we obtain
If ( We call v in the proof of Lemma 17 a cutting plane. Remark: The properties of the cocircuit matroid are defined in such a way as to make the linear algebra in the proof of Lemma 17 tractable. For the case of sparsity matroids, the cocircuit matroid itself has a natural combinatorial description. We observe that for non-matroidal degree of freedom counts, as in the case of bar-joint rigidity in R 3 , the primary remaining obstacle is to extend the cocircuit matroid of (3, 5)-tight hypergraphs to include 2-graphs in some matter.
Generic cutting planes. Instead of starting from a representation of M, we can consider a generic representation. A generic representation of M is a matrix M with entries m ij chosen so that the rows satisfy a set of polynomial conditions so that each non-zero r × r minor of M induces a set of rows corresponding to a base of M. It is important to note that a minor is non-zero as a formal polynomial if and only if it is not implied by the conditions on the entries of the matrix; i.e., it is not in the ideal they generate.
An analogous result to Lemma 17 holds in the generic case.
Lemma 18 (Generic cutting plane lemma). Let M, be with a generic representation M. Its cocircuit matroid CC(M) is represented by a generic representation that has one additional linear condition on the rows.
Proof. The argument is similar to the proof of Lemma 17 except that this time the cutting plane needs to avoid a finite set of algebraic varieties.
Remark: For combinatorial applications, the algebraic conditions on the m ij that do not come from repeated application of Lemma 18 will be of the form m ij = 0 for many of entries of M.
Finding generic representations. We next show how to find generic representations of cocircuit matroids in terms of the original entries and the entries of the cutting plane vector.
In the following discussion, let m = (m 1 , m 2 , . . . , m n ) be a row of M and let v = (v 1 , v 2 , . . . , v n ) be the cutting plane.
The vector m obtained from m in the new configuration created by cutting must satisfy
Thus to find a set of suitable entries for m , we solve m, v = 0 for one of the m i and set m i equal to this, obtaining
Since the linear equation we solved is homogeneous, after repeating the construction several times, we can then arrange the rest of the m i so that the denominator of (23) is 1. The preceding discussion also gives a way to describe which cutting planes are generic. We state it as a lemma, since it is very helpful in combinatorial applications. Proof. The first condition of the lemma is exactly equivalent to being able to solve for m as described above. The second condition implies that no new linear dependencies among the rows of m are introduced other than the one corresponding to v.
Remark: Checking the hypothesis of Lemma 19 may be difficult if the initial set of relationships are given by an arbitrary system of polynomials, but for applications in sparsity matroids, we can do it. This is an important step in the proof of Theorem 1. However, Lemma 19 is only a sufficient condition, and it is not met in the particularly interesting case of 3d-bar-joint rigidity, where the relevant cocircuit matroid is not generated all of the spanning cocircuits. Extending Lemma 19 to "generic for a specific set of spanning cocircuits" seems as if it is an important problem.
Having established the properties of cocircuit matroids, we now return to the specific case of sparsity matroids and deduce the very general representation result of Theorem 2.
Representations of sparsity matroids
In this section, we prove Theorem 2.
Proof. We have already shown that the (k, )-sparsity matroids arise as cocircuit matroids (Section 7), and that these are linearly representable (Lemma 17, Lemma 18).
To complete the proof, we construct a specific representation for the (k, 0)-sparsity matroid and then deduce the representation for all the sparsity matroids by applying Lemma 18 (Lemma 24).
Remark: The statement proven is stronger than Theorem 2, since it applies to the ground set K k, n and not just the complete s-graph.
Representations of the (k, 0)-sparsity matroid. In what follows, we will make use of decompositions of (k, 0)-tight hypergraphs from [25] .
Decompositions into map-graphs. A map-graph is a hypergraph that admits an orientation such that the out degree of every vertex is exactly one. A k-mapgraph is a graph that admits a decomposition into k edge-disjoint maps.
In [25] , we characterized k-map-graphs in terms of sparsity 1 .
Proposition 20 (k-map-graphs are (k, 0)-tight [25] ). A hypergraph G is a kmap-graph if and only if it is (k, 0)-tight.
Representation for a map-graph. Our approach to finding a representation for the (k, 0)-sparsity matroid is via the equivalence of Proposition 20. We start with a representation of one map-graph, and then apply the matroid union theorem to obtain a representation of k-maps. Let G = (V, E) be an s-graph and let a e be an n-vector with distinct indeterminates in the entries corresponding to the ends of e ∈ E and zero elsewhere.
Lemma 21 (Representation of one map-graph). The matrix A 1,0 (G) with a row a e for each e ∈ E has rank m if and only if G is (1, 0)-sparse. Proof. Suppose that G is not sparse. Then it contains a circuit H = (V , E ) with n vertices and n + 1 edges. Rearrange the rows of M k,0 (G) so that the submatrix corresponding to H is in the top left corner. Since the columns corresponding to V − V have only zero entries in the rows corresponding to E , we can restrict our attention to the submatrix of the first, n + 1 rows and the first n columns. Thus there is a dependency among the rows. Now suppose that G is sparse. Pick an orientation of G that certifies it is (1, 0)-sparse. In every row, set the entries not corresponding to the tail to 0. After reordering, the resulting matrix is diagonal and has rank min{m, n}, which is the maximum possible. Since we have found a setting of the entries of A 1,0 (G) that give it maximum rank, its determinant must be non-zero as a formal polynomial.
Let a k e be a kn-vector that it like a e but has a block of k entries for each vertex; i.e., each endpoint of e is associated with k distinct indeterminates in a k e . The following lemma is immediate from the matroid union theorem, but we can give a direct proof for completeness.
Lemma 22 (Representation of a k-map-graph) . Let G be an s-graph with n vertices and m edges. The matrix A k,0 (G) with a row a k e for each e ∈ E has rank m if and only if G is (k, 0)-sparse. Proof. First recall that a hypergraph is (k, 0)-sparse if and only if it admits a decomposition into k (1, 0)-sparse graphs.
The argument is similar to the proof of Lemma 21, except we consider each of the maps in the decomposition that certifies sparsity separately. If an edge e containing a vertex v is in the jth map, then all the entries in the columns associated with v in the row corresponding to e are set to zero, with possibly one non-zero entry if v is the tail of the tail of e.
Rearranging the columns forms a matrix with the block structure that looks like
where the A 1,0 are specialized in the way that we used to show that A 1,0 has the correct rank. This is easily seen to have the correct rank for Mk0.
The rest of the argument is similar to the proof of Lemma 21. A circuit with n vertices and kn +1 edges induces a row dependency by considering the corresponding submatrix. Thus we conclude that the generic rank of A k,0 (G) is kn exactly when G is a k-map.
Finally, we can use the previous lemma to find a real representation of the matroid M k,0 .
Proof. Lemma 22 shows that every n×n minor of A k,0 which is non-zero as a formal polynomial is induced by a set of rows corresponding to a k-map-gaph.
Generic representations for sparsity matroids.
Lemma 24 (Existence of a cutting plane). Let G be a hypergraph where every edge has dimension at least s, and let k and satisfy 0 ≤ + 1 ≤ sk − 1. Then M k, has a generic representation of the form required by Theorem 2.
Proof. The conditions enforcing the location of the zero entries of M k,0 are polynomials, so Lemma 18 applies inductively times.
On the rank function of sparsity matroids
In [14] , Lovász proved the following theorem about cutting a family of vector spaces by a generic hyperplane.
Proposition 25 ([14]
). Let A 1 , A 2 , . . . , A m be vector spaces in R n , and let H be a generic hyperplane with respect to the A i . Then
where the minimum ranges over all the partitions of [m].
Here, the span of a set of vector spaces is taken to be the linear span of their bases; i.e., span(A 1 , . . . , A m ) = {y ∈ R n : y = n i=1 α i x i }, where the a i ∈ R and
In this section we describe the combinatorial applications of Proposition 25 and their relationship to our cocircuit matroids. We begin with a brief summary of the Laman's theorem [11] proof from [15] , since it illustrates the main ideas.
Example combinatorial application: Lovász's proof of Laman's theorem. In [15] , Lovász applied Proposition 25 to give a proof of Laman's theorem for planar bar-joint rigidity. The main step is show that the bar-joint rigidity matrix R is a representation of the (2, 3)-sparsity matroid for graphs (i.e., 2-uniform hypergraphs). The bar-joint rigidity matrix of a graph G is 2n × m, with 2 columns for each vertex and one row for each edge.
As in the case of the area rigidity matrix, we think of the columns as corresponding to x-and y-coordinates of a set of points. The row corresponding to the edge ij has a i − a j in the x-coordinate column for vertex i and a j − a i in the xcoordinate column for vertex j. The y-columns of vertex i and vertex j similarly contain b i − b j and b j − b i respectively. Figure 5 shows the pattern of the bar-joint rigidity matrix. We do not go into the details of bar-joint rigidity, and instead refer the reader to a general reference such as [8] . To prove that the bar-joint rigidity matrix is a representation of the (2, 3)-sparsity matroid, define A ij as the two dimensional subspace of R 2n with its basis given by a vector with a 1 in the x-entry for vertext i, a −1 in the x-entry for vertex j and 0 elsewhere, and a similar vector for the y-entries.
The important observation is that every row vector of R is orthogonal on the vector m = (−b 1 , a 1 , −b 2 , a 2 , . . . , −b n , a n ) (which geometrically corresponds an infinitesimal rotation around the origin). Thus each of the rows ij of R is in the intersection of A ij with the hyperplane H having normal vector m. Moreover, since these are one-dimensional spaces, the number of independent rows in a set of rows indexed by E is, for generic m,
where the E i partition E , by Proposition 25.
By an equivalence between the (2, 2)-sparsity matroid and graphs that can be partitioned into two edge-disjoint forests [19, 30] , dim span(A ij : ij ∈ E i ) can be interpreted combinatorially as the number of edges in two edge-disjoint forests on the vertex set induced by the edges ij ∈ E ; i.e., 2 |V (E )| − 2. Since the dimension of any vector space intersected with a generic hyperplane is one less, we obtain the combinatorial formula for dim(H ∩ span(A ij : ij ∈ E )) = min
where the E i partition E . To complete our sketch of Laman's proof, we observe that the minimizing partition of E corresponds to the components of E , which are the maximal (2, 3)-tight subgraphs of E 2 . Thus sets of rows in R corresponding to (2, 3)-tight graphs are exactly the bases of R. Moreover, we have obtained exactly the rank function of the (2, 3)-sparsity matroid.
Our aim in the rest of this section is to use our results from this paper to generalize the preceding argument and show the connections between them.
Generalizations and relation to cocircuit matroids. We start by reviewing some helpful background in matroids, starting with an explicit description of the rank function of a sparsity matroid for hypergraphs.
Lemma 26 (Rank function of a sparsity matroid). Let G = (V, E) be an sgraph with n vertices and m edges, and let k and be non-negative integer parameters satisfying 0 ≤ ≤ sk − 1. Then the rank of G in the (k, )-sparsity matroid is r k, (G) = min
where the E i are subsets of E.
This statement seems to be folklore, and is an extension of a theorem from [14] . Similar forms appear in, e.g., [5] , but there seems to be no definitive reference. For completeness, we give a proof.
Proof of Lemma 26. A structure theorem of [25] states that G decomposes uniquely into components, a collection of maximal (k, )-tight subgraphs), and free edges, which are not in any component. We will show that the minimizing choice of the E i is to take them as the subgraphs induced by the vertices of components.
First we observe that dropping the intersection between the E i does not increase the sum. Neither does extending E i to be a vertex-induced subgraph. Thus, we assume that the minimizing set of E i consists of family of vertex-induced subgraphs not sharing any edges.
Each free edge contributes at least one and possibly more to the term corresponding to its E i , and so we also know that a the minimizing E i s does not need to contain any free edges. But then all the other edges are in the span of a component on n , which spans at least kn − edges, completing the proof.
The second piece of matroid background we need concerns the complements of spanning cocircuits. These are always independent (a subset of a base of the matroid) and closed (adding any element of the ground set results in another independent set). For completeness we state this as a lemma and give the proof.
Lemma 27 (Complements of cocircuits are closed). Let M be a matroid on the ground set E or rank r, and let C be a cocircuit of M, with |E − C| = r − 1. Then E − C is independent and closed in M. Moreover, adding any element of C to E − C must create a base of M, so E − C is closed.
Proof. Recall that C is minimal with the property that E − C does not contain a base of M. Thus E − C must be a subset of some base of M, which means that it is independent. Moreover, adding
To apply these ideas to our sparsity matroids, we consider the matrix A k,0 from the previous section. Now recall that its rows a e have ks distinct indeterminate entries; let A e be the ks-dimensional subspace spanned by all possible settings of these entries. A reinterpretation of Lemma 22 gives the following.
Lemma 28. Let E index a set of rows in A k,0 . Then dim span(A e : e ∈ E ) is equal to the rank of the corresponding edges in the (k, 0)-sparsity matroid.
Proof. For any possible setting of the indeterminates in the rows indexed by E , we have span(a e : e ∈ E ) ⊂ span(A e : e ∈ E ). Selecting them to be as independent as possible gives a representation of the (k, 0)-sparsity matroid by Lemma 22.
The next connection is that when a set of edges E is independent and closed in the (k, )-sparsity matroid, it must be the case that cutting the corresponding A e by a generic hyperplane does not decrease the generic rank of these rows. The technical formulation of this fact follows is the following.
Lemma 29 (Cocircuit matroids and Lovász cutting planes). Let E index an independent and closed set of edges in the (k, 0)-sparsity matroid. Then dim span(a e : e ∈ E ) < dim span(A e : e ∈ E ). Moreover, if adding any ≥ 1 edges to E results in a (k, 0)-sparse graph, then dim span(a e : e ∈ E ) + < dim span(A e : e ∈ E ).
Proof. This follows from the fact that E cannot contain any (k, − 1)-tight subgraphs.
In other words, a (k, )-sparse E will admit cutting planes to before its generic rank changes. Lemma 29, then, means that our cocircuit matroid construction gives a global combinatorial condition for when we may apply Proposition 25 times, generalizing Lovász's proof of Laman's theorem.
Finally we have illustrated the correspondence between Proposition 25 and Lemma 26: for a set of row vectors in a cutting plane representation after ≤ sk − 1 cuts to A k,0 , the generic rank is the number of free edges plus dim span(H ∩span(A e : e ∈ E )), where H is a generic hyperplane of codimension and E ⊂ E corresponds to edges in the vertex span of a component. This is exactly the rank function from Lemma 26.
Conclusions
We defined and studied the new concept of volume rigidity together with its infinitesimal and (generic) combinatorial versions. We proved a combinatorial characterization of generic infinitesimal volume rigidity (a Laman-type theorem) that applies in any dimension. We remark that this combinatorial characterization is algorithmically tractable by a specialization of our hypergraph pebble game algorithms from previous work [25] .
The very general matroid representation theorem (Theorem 2), on which the proof of the main theorem (Theorem 1) relies, is developed as part of a larger combinatorial theory. This has consequences of independent interest going beyond volume rigidity, among which is a new proof of Laman's theorem.
