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INTRODUCTION
w xAccording to the well-known Stallings]Swan theorem 3 a group has
 . w xcohomological dimension c.d. one iff it is free. B. Mitchell 6 has
considered the analogous problem for semigroups. He has proved that the
so-called partially free semigroup i.e., the free product of a free group and
. a free semigroup has c.d. 1, and has asked the question: Is each bilater-
. ally cancellative semigroup of c.d. 1 free? Perhaps, it makes no sense to
consider this problem for non-cancellative semigroups since, e.g., coho-
. w xmologies of arbitrary semigroups vanish when adjoining a zero to it. In 7
the counter-example was built for Mitchell's hypothesis and the new
conjecture was formulated: if a cancellative semigroup has c.d. 1 then it is
 w xembedded into a group the last turns out free by 1 and the Stallings]Swan
.theorem . Note that the converse assertion is not true, certainly: the
w xsemigroup, which is anti-isomorphic to the counter-example out of 7 , is
w xembedded into a free group, but its c.d. is equal to 2 8 . A nice answer
w xturns out in the commutative case only 9 : the c.d. of a commutative
cancellative semigroup is equal to 1 iff this semigroup is embedded into Z.
w xIn this paper we prove the above-mentioned conjecture from 7 . In
order to do this, in Section 1 we consider the cocycles which are responsi-
ble for c.d. of arbitrary semigroups. In the rest of the paper we deal with
cancellative semigroups of c.d. 1 only. In Section 2 properties of cyclic
systems of equalities in such semigroups are studied and the topological
interpretation of the obtained results is given. In Section 3 it is shown that
w xthe considered semigroups belong to the class of L -semigroups 2 and`
are embedded into groups therefore.
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Necessary information from homological algebra and semigroup theory
w xmay be found in 4, 5 , respectively.
 .In what follows a bilaterally cancellative semigroup of c.d. 1 is denoted
by S. We may suppose without the loss of generality that S contains an
identity in the opposite case we can adjoin an identity to S; its cohomolo-
.gies are not changed after such an action .
1. AUXILIARY RESULTS
We shall denote the boundary operator by ­ and the coboundary one
by d .
Let A be a left module over an arbitrary ring R,
­ ­ ­2 1 0
??? ª P ª P ª P ª 02 1 0
 .its projective resolution. Evidently, ­ may be considered as an n q 1 -n
dimensional cocycle with values in the R-module Im ­ .n
nq1 .LEMMA 1.1. The cocycle ­ g Z A, Im ­ is cohomological to zeron n
iff the projecti¨ e dimension of A is not greater than n.
Proof. It is sufficient to show that if ­ is a coboundary thenn
nq1 .H A, B s 0 for every left R-module B.
 . nq1 .Let ­ s d h, where h g Hom P , Im ­ , and f g Z A, B . Itn n R n n
follows from f­ s d f s 0 that f is equal to zero on Im ­ snq1 nq1 nq1
Ker ­ , i.e., f s f­ for some homomorphism f : Im ­ ª B. So we haven n n
 .  .f s fd h s fh­ s d fh , where fh g Hom P , A .n n n R n
We shall use this lemma in the situation when R s ZS is the semigroup
ring, A s Z is the ZS-module with trivial multiplication, and
­ ­ ­2 1 0
??? ª B ª B ª B ª 0 1.1 .2 1 0
is the bar-resolution of S i.e., B is the free left S-module generated byn
w < < x .symbols x ??? x , where x g S . In this case the projective dimension of1 n i
 .the S-module Z is called the cohomological dimension c.d. of S.
Further on we shall use the next assertion for the case n s 1:
LEMMA 1.2. Im ­ is generated as an Abelian group by the elements of then
w < < x  .form ­ x ??? x x g S .n 1 nq1 i
Proof. It is clear that the Abelian group Im ­ is generated by then
 w < < x. w < < xelements of the form ­ x x ??? x s x­ x ??? x . Since ­ is an 1 nq1 n 1 nq1 n
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cocycle then
< < < <0 s d ­ x , x , . . . , x s x­ x ??? x y ­ xx ??? x .  .nq1 n 1 nq1 n 1 nq1 n 1 nq1
n
iq1 < < < <q y1 ­ x N x ??? x x ??? x . n 1 i iq1 nq1
is1
nq2 < <q y1 ­ x N x ??? x . . n 1 n
w < < xHence x­ x ??? x is expressed by means of the elements from then 1 nq1
condition of the lemma.
Since we are interested below in the case n s 1 only, we shall write ­
and d instead of ­ and d .1 1
Evidently, the subgroup in B , which is generated by elements of the1
w xform x , is a free Abelian group. Using this remark we shall omit square
brackets in equalities like
w xa x s 0, a g Z x x
xgS
and pass to the equality
a x s 0 x
xgS
in the ring ZS.
2. CYCLIC SYSTEMS OF EQUALITIES
As said in the Introduction, S denotes a cancellative monoid of c.d. 1.
w < < xRemember that x ??? x s 0, if x s 1 for some i F n.1 n i
DEFINITION. We call the system of the equalities in S
a x s a y¡ 1 1 2 2
a x s a y~ 2 2 3 3 2.1 .
??? ??? ???¢a x s a yn n 1 1
 .cyclic. The system 2.1 is called decomposable if a g a S for some i / j.i j
 .The system 2.1 is called reducible if a S l a S / B for some i, j suchi j
 .that i / j, i k j " 1 mod n . We regard a cyclic system for n F 3 as
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irreducible. It is easy to check that every decomposable system is reducible
for n ) 3. It is clear too, that the reducible system splits into cyclic systems
of smaller length.
Since the c.d. of S is equal to 1 we have
w x­ s N t s sv t y v st q v s .  .  .
1 .for some cochain v g C S, Im ­ . Then, calculating the expression
n
w x w x­ a N x y ­ a N y . i i i i
is1
 .for the system 2.1 , we obtain
n n
w x w xa x y y s a v x y y . 2.2 .  . . i i i i i i
is1 is1
 .LEMMA 2.1. If the system 2.1 is indecomposable then the next equalities
 .   4.carry out for some P r g Z S _ 1 :i
x y y s P r 1 y r , 1 F i F n 2.3 .  .  .i i i
 4rgS_ 1
 4a P r s 0, r g S _ 1 . 2.4 .  . i i
i
Proof. According to Lemma 1.2
w xv x y y s m p , q ­ p N q .  .i i i
p , qgS
 .for some integer m p, q . Here we can suppose that p and q are noti
w x w xequal to 1, since ­ 1 N q s ­ p N 1 s 0. Let us substitute this expression
 . w x w xinto 2.2 . Since the elements a p r and a s are different for p / 1,i j
 .i / j, then the equality 2.2 splits after substitution into the equalities
w x w x w x w xa x y y s a m p , r p y pr , i F n .  . . i i i i i
p , q/1
w xm p , r a p r s 0. .  i i
i p , q/1
In the first equality we can cancel a and delete the square bracketsi
 .according to the remark at the end of Section 1 and in the second one we
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w xcan equate the coefficients at r to zero. Denoting
P r s m p , r p , .  .i i
p/1
 .  .we obtain 2.3 and 2.4 .
Now we are going to study the reducibility of systems.
 .THEOREM 2.2. The cyclic system 2.1 is reducible for n ) 3.
 .Proof. Let us suppose that the system 2.1 is irreducible. Then it is
 .  .indecomposable and satisfies the equalities 2.3 and 2.4 . It follows from
 .  . irreducibility that the summand a P r in 2.4 may be cancelled ad-i i
.  .ditively with terms in the summands a P r only. Therefore for all ii"1 i"1
and r
P r s Q r q R r , 2.5 .  .  .  .i i i
 .  .where Q r , R r g ZS andi i
a Q r q a R r s 0 2.6 .  .  .i i iy1 iy1
 .here and below in this section we deal with values of i modulo n .
Let
Q r 1 y r s A s a s s, 2.7 .  .  .  . i i i
r/1 sgS
R r 1 y r s B s b s s, 2.8 .  .  .  . i i i
r/1 sgS
 .  .  .where a s , b s g Z. Since a A q a B s 0, it follows from a si i i i iy1 iy1 i
/ 0 that a s g a S. On the other hand, a x s a y g a S. Sincei iy1 i i iq1 iq1 iq1
 .n ) 3 it follows from irreducibility that a S l a S s B. Hence a xiy1 iq1 i i
 .  .s 0. But x y y s A q B , therefore b x / 0. Analogously b y s 0i i i i i i i i
 .and a y / 0.i i
Moreover, the sum of integer coefficients in B is equal to the zero.i
 .Since b x / 0 there exists an element s g S, different from x and y ,i i i i
 .  .  .  .for which a s / 0. Then by 2.3 , b s s ya s / 0. Therefore a s gi i i i
a S l a S in contradiction with the irreducibility.iy1 iq1
In the same way we may obtain some information on cyclic systems in
the case n s 3:
 .THEOREM 2.3. If n s 3 then there are such elements z g S 1 F i F 3i
 .for the system 2.1 that
a z s a z s a z .1 1 2 2 3 3
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Proof. The statement of the theorem is checked easily if the system
 .2.1 is decomposable. Otherwise, we may repeat the beginning of the
 .  .proof of Theorem 2.2, obtain the equalities 2.5 and 2.6 , and use the
 .  .notations 2.7 and 2.8 .
 .  .If a x / 0 then a x g a S by 2.6 , whence the assertion follows.i i i i iy1
 .  .So we can assume that a x s 0 and analogously b y s 0. Hencei i i i
 .b x / 0. Since the sum of the integer coefficients in B is equal to 0i i i
 .  .then b s / 0 for some s, different from x and y . Therefore a s si i i i
 .  .yb s / 0 and it follows from 2.6 thati
a s g a S l a S.i iy1 iq1
Theorems 2.2 and 2.3 admit the next topological interpretation. Let us
consider the simplicial complex with the elements of S as vertices and with
 . nq1the collections a , . . . , a , such that a g S, F a S / B, as n-1 nq1 i is1 i
dimensional faces. Then a cyclic system corresponds to a circuit in the
complex, and the proved results mean that every circuit of the complex is
contractible. In particular, if we assume S is a monoid then the complex is
path-connected and its fundamental group is trivial.
3. MAIN THEOREM
w xAt first we recall the content of the paper of N. Bouleau 2 with some
modifications of his definitions.
Let T be a cancellative semigroup, P its subset. Elements x, y g T are
 .called connected via P or P-connected if there exist p , . . . , p g P such1 m
that
xT 1 l p T 1 / B, p T 1 l p T 1 s B, . . . , p T 1 l yT 1 / B.1 1 2 m
If Q is another subset in T , elements x, y g T are P-connected, elements
u, ¨ g T are Q-connected, and y g P, u g Q, yT 1 l uT 1 / B, then we
  . .say that elements x, ¨ are connected via P and Q or P, Q -connected .
 .The semigroup T is called a L -semigroup if for every cyclic system 2.1`
in T there exists an integer k, 1 F k F n, such that a x and a xk k kq1 kq1
are connected via a T 1 l a T 1 and a T 1 l a T 1. The main resultk kq1 kq1 kq2
w xof 2 is that every L -semigroup is embedded into a group.`
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The P-connectivity may be defined in another way too:
LEMMA 3.1. Elements x, y g T are P-connected iff
m
xu y y¨ s a p 1 y r 3.1 .  . i i i
is1
for some a g Z, p g P, u, ¨ , r g T 1.i i i
Proof. If x and y are P-connected, e.g.,
xs s p t , p s s p t , . . . , p s s yt ,0 1 1 1 1 2 2 m m mq1
then adding up these equalities, we obtain
xs y yt s p 1 y s y p 1 y t q ??? qp 1 y s y p 1 y t . .  .  .  .0 mq1 1 1 1 1 m m m m
 .Conversely, let 3.1 be true. We prove the P-connectivity by induction
m < <with respect to  a .is1 i
There is possible only one of two cases:
 .1 xu s p , whence a ) 0,i i
 .2 xu s p r , whence a - 0,i i i
for some i F m. Let us suppose i s 1 for simplicity and consider the first
case. We have
m
p r y y¨ s a y 1 p 1 y r q a p 1 y r . .  .  .1 1 1 1 1 i i i
is2
By induction p and y are P-connected. Since xu g p S1 then x and y are1 1
P-connected too. Consideration in the second case is analogous.
From here and Lemma 2.1 we obtain the next property of cyclic systems
of length 2 in semigroups of c.d. 1:
COROLLARY 3.2. Let
ax s by bu s a¨
be a cyclic system in S. Then ax and bu are connected ¨ia aS l bS.
Now we are able to prove the main result of this paper:
THEOREM 3.3. E¨ery cancellati¨ e semigroup of c.d. 1 is embedded into a
free group.
 .Proof. At first we shall show that S is a L -semigroup. Let 2.1 be a`
cyclic system in S. If n s 2 then the Bouleau condition carries out
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according to Corollary 3.2. Let n G 3. Applying Theorem 2.2 to the system
 .2.1 several times consecutively, we decompose it on systems of length 3.
 .Evidently, there exists such i F n suppose i s 1 that one out of obtained
systems has the form
a x s a y¡ 1 1 2 2~a x s a y2 2 3 3¢a u s a ¨ ,3 1
where u, ¨ g S. We shall prove that a x and a x are connected via1 1 2 2
a S l a S and a S l a S.1 2 2 3
By Theorem 2.3 there exist such z , z , z g S that1 2 3
a z s a z s a z .1 1 2 2 3 3
Let us apply Corollary 3.2 to the systems
a x s a y a z s a z1 1 2 2 2 2 3 3and a z s a z a y s a x .2 2 1 1 3 3 2 2
 .From the first system it follows that a x is a S l a S -connected with1 1 1 2
 .a z , and from second one it follows that a z is a S l a S -connected2 2 2 2 2 3
with a y s a x . Since a z g a S l a S then the elements a x and3 3 2 2 2 2 1 2 1 1
a x are connected via a S l a S and a S l a S. Therefore S is embed-2 2 1 2 2 3
w xded into a group by 2 .
In particular, S is embedded into its universal group G. It is well known
w x 2 . 2 .1 that the morphism H G, A ª H S, A , induced by the morphism
S ª G, is monic for any G-module A. Hence G has c.d. 1 and G is free by
the Stallings]Swan theorem.
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