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RESUMO 
 
 
GRANDO, Neusa. Máquina de Estado Líquido para previsão de séries temporais contínuas: 
aplicação na demanda de energia elétrica. 2010. 170 p. Tese (Doutorado em 
Ciências / Informática Industrial) – Programa de Pós-Graduação em Engenharia Elétrica e 
Informática Industrial, Universidade Tecnológica Federal do Paraná. Curitiba, 2010. 
 
 
Um dos aspectos fundamentais da inteligência natural é sua aptidão no processamento de 
informações temporais. O grande desafio proposto é o de desenvolver sistemas inteligentes 
que mapeiem essa aptidão do comportamento humano. Neste contexto, aportam as Máquinas 
de Estado Líquido (LSMs), uma arquitetura neural pulsada (meio líquido) que projeta os 
dados de entrada em um espaço dinâmico de alta dimensão e, por conseguinte, realiza a 
análise do conjunto de dados de entrada através de uma rede neural clássica (unidade de 
leitura). Desta maneira, esta tese apresenta uma solução inovadora para a previsão de séries 
temporais contínuas através das LSMs com mecanismo de reinicialização e entradas 
analógicas, contemplando a área da demanda de energia elétrica. A metodologia desenvolvida 
foi aplicada no horizonte de previsão a curto prazo e a longo prazo. Os resultados obtidos são 
promissores, considerando o alto erro estabelecido para parada do treinamento da unidade de 
leitura, o baixo número de iterações do treinamento da unidade de leitura e que nenhuma 
estratégia de ajustamento sazonal, ou pré-processamento, sob os dados de entrada foi 
realizado. Até o momento, percebe-se que as LSMs têm despontado como uma nova e 
promissora abordagem dentro do paradigma conexionista, emergente da ciência cognitiva. 
 
 
Palavras-chave: Máquina de Estado Líquido. Rede Neural Pulsada. Previsão de séries 
temporais contínuas. Demanda de energia elétrica. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
  
ABSTRACT 
 
 
GRANDO, Neusa. Liquid State Machine for continuous time series forecasting: application in 
electric energy demand. 2010. 170 p. Tese (Doutorado em Ciências / Informática Industrial) – 
Programa de Pós-Graduação em Engenharia Elétrica e Informática Industrial, Universidade 
Tecnológica Federal do Paraná. Curitiba, 2010. 
 
 
Among of several aspects of the natural intelligence is its ability to process temporal 
information. One of major challenges to be addresses is how to efficiently develop intelligent 
systems that integrate the complexities of human behavior. In this context, appear the Liquid 
State Machines (LSMs), a pulsed neural architecture (liquid) that projects the input data in a 
high-dimensional dynamical space and therefore makes the analysis of input data all through a 
classical neural network (readout). Thus, this thesis presents an innovative solution for 
forecasting continuous time series through LSMs with reset mechanism and analog inputs, 
applied to the electric energy demand. The methodology was applied in the short-term and 
long-term forecasting of electrical energy demand. Results are promising, considering the 
high error to stop training the readout, the low number of iterations of training of the readout, 
and that no strategy of seasonal adjustment or preprocessing of input data was achieved. So 
far, it can be notice that the LSMs have been studied as a new and promising approach in the 
Artificial Neural Networks paradigm, emergent from cognitive science. 
 
 
Key-words: Liquid State Machine. Spiking Neural Network. Continuous time series 
forecasting. Electric energy demand. 
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1 INTRODUÇÃO 
 
 
1.1 CONTEXTUALIZAÇÃO DO PROBLEMA 
 
Desde os tempos primordiais que o ser humano tenta compreender o mundo físico 
que o rodeia, em termos de como, porquê e do que acontecerá. A seleção natural permitiu o 
desenvolvimento de seres inteligentes, onde a percepção, antecipação e planejamento de 
eventos tornaram-se fatores cruciais para a sobrevivência em ambientes dinâmicos (CORTEZ, 
2002). 
A observação de eventos no decorrer do tempo, permite ao ser humano coletar 
informações de diferentes naturezas. Tais informações podem apresentar uma linha de 
continuidade, similaridade e preditibilidade, que ao longo da história da humanidade instigou 
a busca pela possibilidade de generalização de eventos futuros, a partir de experiências 
passadas. 
Com o progresso tecnológico e científico, a previsão torna-se motivo de estudo de 
diferentes áreas do conhecimento, tais como nos fenômenos da natureza (meteorologia, 
geofísica e astrofísica), nas ciências sociais (demografia, taxas de mortalidade, taxas de 
criminalidade e taxas de acidentes de aviação), nas ciências médicas (registros de 
eletrocardiogramas e eletroencefalogramas e estudos de processos fisiológicos involuntários), 
nas ciências econômicas (acompanhamento das taxas de câmbio de moedas e mercado de 
ações, rendimento anual per capita, vendas trimestrais de um dado produto e demanda de 
energia elétrica) e nas diversas engenharias (tratamento e transmissão de sinais, intensidade 
do som em um determinado local e intensidade da corrente elétrica num dado ponto), entre 
outras áreas. 
Com o crescimento industrial, tecnológico e econômico, a necessidade de se efetuar 
previsões fundamentadas no passado torna-se cada vez mais importante. A previsão de 
determinados fatos auxilia a tomada de decisões e o planejamento empresarial, podendo 
melhorar o desempenho das empresas ou até mesmo minimizar prejuízos (CORTEZ, 2002; 
SOUZA, 2006). Um exemplo pertinente de aplicação consiste em saber qual será o consumo 
médio de energia elétrica (demanda de energia elétrica). 
Diversas técnicas para realizar a previsão de séries temporais têm sido utilizadas. Os 
métodos probabilísticos de previsão fornecem resultados precisos quando os dados estudados 
apresentam  comportamento  linear,  porém  quando  há  um  grau elevado de não-linearidade, 
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estes métodos passam a ser pouco eficientes. 
Uma alternativa para a previsão de séries temporais é dada pela Inteligência 
Artificial (IA), ciência que abrange um conjunto de técnicas para a resolução de vários 
problemas. Tais técnicas, inspiradas na natureza, como as Redes Neurais Artificiais (RNAs), 
apresentam resultados interessantes num vasto leque de aplicações científicas e de engenharia 
(CORTEZ, 2002). 
Segundo Hill et al. (1996), a modelagem através de RNAs é uma das técnicas que 
são defendidas como alternativa às tradicionais técnicas de previsões estatísticas. Isto se deve 
ao fato das RNAs serem inspiradas em modelos simplificados do sistema nervoso do ser 
humano, possuindo uma propensão natural para armazenar conhecimento empírico e torná-lo 
acessível (CORTEZ, 2002). 
Devido a sua natureza indutiva, as RNAs podem sobrepor a formulação teórica e 
inferir relações não-lineares complexas entre as observações de uma série temporal 
(REFENES et al., 1994). Desta forma, arquiteturas de redes neurais têm recebido 
considerável atenção em função de suas habilidades em realizar a aprendizagem, sendo 
aplicadas em um grande número de situações e demonstrando desempenho superior às 
abordagens convencionais (REFENES et al., 1993). 
Estes fatos justificam o uso das RNAs na análise de padrões temporais, uma vez que 
estes modelos são capazes de trabalhar de forma semelhante ao cérebro humano, extraindo, 
por si só, a informação necessária ao seu correto funcionamento. Entretanto, os modelos 
neurais clássicos (estáticos) não são ricos o suficiente para lidar com padrões que mudam com 
o tempo (padrões dinâmicos), não sendo capazes de representá-los adequadamente (BRAGA 
et al., 2000), uma vez que codificam a dinâmica temporal através de variáveis auto-
regressivas (janelas deslizantes). Para isto, são necessárias novas estruturas capazes de 
representar a evolução temporal dos padrões. 
Com a necessidade crescente por modelos com maior fidelidade biológica, ou seja, 
modelos capazes de processar informação no tempo, surgiram as Redes Neurais Pulsadas 
(RNPs) (MAASS, 1997). Tais redes permitem a utilização de uma codificação temporal (trem 
de pulsos), despertando o interesse por novos modelos de neurônios pulsados. 
Um desafio, associado à concepção de sistemas neurologicamente inspirados, é 
modelar o processamento de entradas de fluxo contínuo (dinâmico) por meio de redes 
recorrentes de neurônios integra-e-dispara. Maass et al. (2002b, 2003, 2007) abordaram esta 
questão desenvolvendo um novo conceito matemático, a Máquina de Estado Líquido (Liquid 
State Machine – LSM). Esta nova arquitetura de RNP, que trabalha de maneira recorrente, é 
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construída de forma diferenciada, admitindo explicitamente que os dados a ela apresentados 
variem no tempo. 
A LSM proposta por Maass et al. (2002b, 2003, 2007) alia trens de pulsos, para 
codificação de informações temporais, com RNAs retroalimentadas. Entretanto, seu uso na 
previsão de séries temporais contínuas ainda é um desafio (WYFFELS e SCHRAUWEN, 
2010). O desempenho destes sistemas, aplicados a previsão de dados temporais contínuos, 
está ligado à dinâmica temporal das realimentações e a capacidade da rede em 
lembrar/guardar trens de pulsos anteriores. O mecanismo de reinicialização está diretamente 
ligado à capacidade de memória de uma LSM e por esse motivo é um fator crucial no seu 
desempenho. 
As LSMs são sistemas dinâmicos bastante complexos, com um elevado número de 
graus de liberdade no que diz respeito ao ajuste de seus parâmetros (DUTOIT et al., 2009). O 
adequado mapeamento dos parâmetros associados a uma LSM para previsão e seu 
entendimento é também um desafio. 
Dentro deste contexto, o objetivo central da tese é a apresentação de LSMs, com 
entradas analógicas em meio pulsado e com mecanismo de reinicialização, como alternativa 
para a análise de séries temporais contínuas. A metodologia foi aplicada na previsão da 
demanda de energia elétrica. 
 
 
1.2 OBJETIVOS 
 
As RNAs são candidatas naturais para a previsão de séries temporais, devido à 
capacidade de aprendizagem não-linear (CORTEZ, 2002). Dentro deste contexto, encontram-
se na literatura inúmeras abordagens e soluções, baseadas na teoria clássica, para diversos 
problemas científicos e de engenharia (HOCEVAR et al., 2005; YUELONG et al., 2009; 
GARCIA-PEDRERO e GOMEZ-GIL, 2010; PARK, 2010; WONG et al., 2010). 
Baseado nisto, decidiu-se apresentar um modelo fundamentado na dinâmica dos 
eventos. Tal modelo, conhecido como LSM, é visto como uma alternativa para o tratamento 
de dados temporais, sendo neste trabalho averiguado o seu uso na previsão de séries temporais 
contínuas. Desta forma, a presente tese busca: 
• Definir e formalizar termos pertinentes as LSMs, dando ênfase ao meio líquido e a 
unidade de leitura; 
• Propor uma arquitetura adequada para a utilização das LSMs na previsão de séries 
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temporais contínuas; 
• Apresentar uma forma apropriada de inserção dos dados na rede, incluindo o 
método de normalização dos dados; 
• Explorar alguns dos parâmetros que influenciam na dinâmica da rede; 
• Explorar o mecanismo de reinicialização da rede, tendo em vista sua aplicação na 
previsão de séries temporais contínuas; 
• Aplicar a metodologia proposta em séries reais, explorando o contexto de séries 
da demanda de energia elétrica. 
 
 
1.3 CONTRIBUIÇÕES DO TRABALHO 
 
As contribuições deste trabalho são: 
• Apresentar uma metodologia de uso da LSM com mecanismo de reinicialização 
para previsão de séries temporais contínuas; 
• Estudar a influência do mecanismo de reinicialização na LSM; 
• Explorar e desenvolver técnicas de tratamento da dinâmica e capacidade de 
memória da rede através de testes de parâmetros que influenciam na estabilização 
do meio líquido; 
• Formalizar a LSM com entradas analógicas em reservatório pulsado e com 
mecanismo de reinicialização do meio líquido (reservatório dinâmico); 
• Validar a metodologia proposta no caso de previsão da demanda de energia 
elétrica em dados reais. 
Inicialmente, definiu-se um método de tratamento (normalização) dos dados de 
entrada para inserção na rede. Em seguida, estabeleceram-se os parâmetros que influenciam 
na dinâmica da estabilização do meio líquido. Como principais parâmetros, citam-se a 
inicialização dos pesos e o número de conexões recorrentes do meio líquido. Por último, não 
menos importante, definiu-se a arquitetura que irá analisar os dados resultantes do meio 
líquido, denominada unidade de leitura. 
 
 
1.4 ESTRUTURA DA TESE 
 
A   tese   encontra-se   estruturada  em  6  capítulos,  organizados  da  seguinte  forma 
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(excluindo o capítulo introdutório): 
• Capítulo 2 – Métodos Conexionistas para Previsão de Séries Temporais: 
Apresenta o referencial teórico base, com particular ênfase às RNPs; 
• Capítulo 3 – Máquina de Estado Líquido: Apresenta o referencial teórico 
necessário ao entendimento da metodologia utilizada, as LSMs, abordando o atual 
estado da arte; 
• Capítulo 4 – LSM com Mecanismo de Reinicialização e Entradas Analógicas para 
Previsão de Séries Temporais Contínuas: Apresenta a proposta formal de 
utilização de um paradigma conexionista temporal, com mecanismo de 
reinicialização e entradas analógicas, em séries temporais contínuas. Ao final do 
capítulo são apresentados os conjuntos de dados utilizados para validar a 
metodologia proposta; 
• Capítulo 5 – Resultados e Discussões: Apresenta os resultados obtidos mediante 
um processo de análise e discussão dos mesmos; 
• Capítulo 6 – Conclusões e Trabalhos Futuros: Realiza-se o fecho do trabalho 
desenvolvido, lançando-se as bases para futuras investigações. 
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2 MÉTODOS CONEXIONISTAS PARA PREVISÃO DE SÉRIES TEMPORAIS 
 
 
2.1 INTRODUÇÃO 
 
O processo de aprendizagem humano baseia-se na capacidade lógica do indivíduo 
inferir e extrapolar modelos a partir de observações, do passado e do presente, sob diversos 
aspectos de interesse. Da mesma forma, muitas aplicações científicas e de engenharia 
necessitam modelar processos dinâmicos que lidam com séries temporais. 
O cérebro humano é massivamente composto de neurônios, os quais são conectados 
uns aos outros através de sinapses e juntos formam uma complexa rede neural. Na 
Inteligência Artificial (IA), métodos denominados conexionistas são baseados numa 
inspiração neuronal. Tais métodos se propõem a modelar sistemas computacionais através de 
uma complexa rede com um grande número de elementos de processamento, análogos aos 
neurônios, que se encontram maciçamente interligados (HAYKIN, 1999). 
Desta maneira, quanto mais precisos forem os modelos neuronais, mais próximos, 
em termos de habilidades inteligentes, os sistemas computacionais estarão do funcionamento 
do cérebro humano, podendo tratar, desta forma, problemas com alto nível de complexidade. 
Neste contexto, busca-se desenvolver eficientes modelos de Redes Neurais Artificiais (RNAs) 
para o tratamento de séries temporais. Tais modelos deverão trabalhar de forma semelhante ao 
cérebro humano, extraindo por si só a informação necessária ao seu correto funcionamento. 
A proposta de novos modelos conexionistas provocou uma alteração na classificação 
dos modelos prévios, a ponto de alguns autores cogitarem a divisão das RNAs em duas 
classes distintas (MAASS e BISHOP, 1999): 
1. Estáticas – Constituem a grande maioria dos modelos matemáticos adotados para 
RNAs. Baseiam-se no princípio de utilizar variáveis contínuas para modelar 
processos que ocorrem, biologicamente, através de seqüências de pulsos 
temporais (SIMÕES, 2006); 
2. Pulsadas – São redes que utilizam uma codificação temporal da informação. O 
recente amadurecimento dos modelos associados às Redes Neurais Pulsadas 
(RNPs) tem estimulado seu estudo no domínio do aprendizado de máquina 
(SIMÕES, 2006). Estudos teóricos apontam que o poder computacional das RNPs 
pode ser superior ao dos modelos estáticos (clássicos) de RNAs (MAASS e 
BISHOP, 1999). 
  
32
Neste contexto, o paradigma conexionista apresenta um forte impacto no campo da 
cognição, oferecendo respostas alternativas a questões já conhecidas e encontrando soluções 
para problemas ainda não resolvidos (POERSCH, 2004). 
A partir da metade da década de 80, várias limitações do conexionismo foram 
superadas, reabrindo a possibilidade de alçar este paradigma não como uma abordagem 
adicional, mas como um modelo alternativo do pensamento. Naturalmente, é necessário 
entender o funcionamento dos modelos conexionistas para alcançar suas reais possibilidades e 
predizer seu futuro (POERSCH, 2004). 
Este capítulo focará seu estudo nas RNPs, as quais formalizam o referencial teórico 
base associado ao desenvolvimento deste trabalho. As RNAs clássicas serão brevemente 
comentadas, por tratar-se de uma área bastante conhecida na literatura. Maiores detalhes sobre 
as RNAs clássicas podem ser encontrados em Haykin (1999). Ao final do capítulo, apresenta-
se uma visão geral sobre previsão de séries temporais. 
 
 
2.2 REDES NEURAIS ARTIFICIAIS CLÁSSICAS 
 
As RNAs são sistemas paralelos distribuídos, compostos por unidades de 
processamento simples (nodos) que calculam determinadas funções matemáticas, 
normalmente não-lineares. Tais unidades são dispostas em uma ou mais camadas e 
interligadas por um grande número de conexões, geralmente unidirecionais (BRAGA et al., 
2000). 
Uma RNA tem duas facetas elementares, a arquitetura e o algoritmo de 
aprendizagem (RAUBER, 2007). A arquitetura é um parâmetro importante na concepção do 
sistema, uma vez que restringe o tipo de problema que pode ser tratado pela rede (BRAGA et 
al., 2000). Segundo Rauber (2007), a arquitetura pode ser dividida em modelo de neurônio e 
topologia da rede. 
 
Topologias de redes – O modelo de McCulloch e Pitts (1943) representa o modelo básico de 
um neurônio artificial. Já, as principais topologias de redes são compostas de camadas de 
neurônios, onde a informação se propaga para frente (feedforward ou acíclica), camada à 
camada, ou se realimenta (feedback ou cíclica). Na feedforward, a saída de um neurônio na i-
ésima camada da rede não pode ser usada como entrada de nodos em camadas de índice 
menor ou igual a i  (BRAGA et al., 2000), sendo geralmente composta por neurônios do tipo 
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Perceptron (ROSENBLATT, 1958) e/ou ADALINE (Adaptive Linear Neuron ou Adaptive 
Linear Element) (WIDROW e HOFF, 1960). Na feedback, a saída de algum neurônio da i-
ésima camada da rede é usada como entrada de nodos em camadas de índice menor ou igual a 
i  (BRAGA et al., 2000), sendo representada pelo modelo de Hopfield (1982), o qual 
apresenta um comportamento dinâmico. 
 
Algoritmos de aprendizagem – Um algoritmo de aprendizagem é um conjunto de 
procedimentos definidos para adaptar os parâmetros de uma RNA, a fim de que a mesma 
possa aprender uma determinada função (BRAGA et al., 2000). Os algoritmos de 
aprendizagem são classificados como supervisionado, não-supervisionado e por reforço. No 
aprendizado supervisionado, a rede deve aprender uma função de mapeamento a partir de 
pares de entrada e de saída desejada fornecidas à ela (BRAGA et al., 2000), sendo exemplos 
de algoritmos a regra delta (WIDROW e HOFF, 1960), o algoritmo backpropagation 
(RUMELHART et al., 1986), o qual é uma generalização da regra delta para redes 
multicamadas, e o algoritmo backpropagation resiliente (RIEDMILLER e BRAUN, 1993), 
sendo esse último utilizado no presente trabalho e detalhado a seguir. No aprendizado não-
supervisionado não há explicitamente um mapeamento a ser aprendido, uma vez que a rede 
deve agrupar o espaço de entrada em conjuntos de amostras semelhantes (BRAGA et al., 
2000). Como exemplos de algoritmos de aprendizado não-supervisionado pode-se citar a 
regra de Hebb (HEBB, 1949), regra de Oja (OJA, 1982) e a aprendizagem competitiva 
(FUKUSHIMA, 1975; GROSSBERG, 1976; KOHONEN, 1982), a qual é a base dos mapas 
de Kohonen (KOHONEN, 1982). No aprendizado por reforço, o desempenho é baseado em 
qualquer medida que possa ser fornecida pelo sistema – e não somente no conjunto de 
respostas desejadas, como no aprendizado supervisionado – não sendo fornecida à rede a 
resposta correta para o padrão de entrada (BRAGA et al., 2000). O julgador heurístico 
adaptativo (BARTO et al., 1983), o método de diferença-temporal (SUTTON, 1988) e a 
função de avaliação (HAYKIN, 1999), são exemplos de algoritmos de aprendizado por 
reforço. 
 
Retropropagação Resiliente – A idéia básica do algoritmo de Retropropagação Resiliente 
(Resilient Backpropagation – RPROP) é eliminar a influência do valor das derivadas parciais 
na atualização dos pesos, uma vez que o tamanho de tais derivadas causa uma convergência 
lenta. Dessa forma, o RPROP é uma modificação do algoritmo backpropagation. 
No   algoritmo   RPROP,   que   considera   somente  o  sinal  da  derivada  parcial,  a 
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atualização dos pesos jiwΔ  é determinada por um valor de atualização jiΔ  (RIEDMILLER e 
BRAUN, 1993). Esse valor de atualização jiΔ  evolui durante o processo de aprendizado, 
sendo incrementado ou decrementado segundo: 
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onde +η  e −η  são constantes escolhidas empiricamente ( +− <<< ηη 10 ). 
Determinado o valor de atualização jiΔ  para cada peso sináptico, a atualização dos 
pesos jiwΔ  segue a seguinte regra: 
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Nas Equações 2.1 e 2.2, ( )nE  é uma função erro quadrática, dada por: 
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onde ( )ndk  é a saída desejada para o k-ésimo neurônio; e ( )nzk  é a saída da rede para o k-
ésimo neurônio. 
Riedmiller e Braun (1993) descrevem a regra de adaptação dos pesos do seguinte 
modo: uma mudança de sinal na derivada parcial do erro correspondente indica que a última 
atualização foi muito grande, isto é, o algoritmo ‘pulou’ o mínimo local. Nesse caso, o valor 
de atualização é decrementado pelo fator −η  (o peso é decrementado). No entanto, se o sinal 
da derivada parcial não muda, o valor de atualização é incrementado pelo fator +η  (o peso é 
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incrementado), acelerando a convergência mesmo em regiões suaves da superfície de erro. 
Portanto, com a utilização do algoritmo RPROP, o valor de atualização dos pesos depende 
apenas da seqüência de troca de sinais das derivadas parciais, não dependendo da magnitude 
das mesmas. 
 
Tratando-se da análise de padrões através de RNAs, pode-se utilizar as RNAs de 
análise estática e de análise dinâmica. Na análise estática, a RNA procura identificar pontos 
ou estruturas semelhantes às do padrão treinado, sendo que as informações dos padrões a 
serem analisados não variam no tempo. No processo de análise dinâmica a idéia é oposta, ou 
seja, a RNA possui a capacidade de identificar a variação das informações entre os padrões no 
decorrer do tempo. Tais redes dinâmicas, como as redes recorrentes, são objeto de estudo 
desta tese. 
Para que uma RNA possua características dinâmicas e realize tarefas de caráter 
temporal é preciso que tenha a propriedade de memória. A forma como a memória é 
representada em uma rede neural determina os diferentes tipos de RNAs temporais. Segundo 
Soto (1999), existem duas formas de se incluir a habilidade de memória em uma RNA, 
através de entradas atrasadas no tempo ou através de laços de realimentação. A segunda 
forma, utilizada nesta tese, seria a abordagem relacionada às redes recorrentes. 
Redes recorrentes são aquelas que possuem conexões de realimentação, 
proporcionando comportamento dinâmico. A realimentação pode ser local, se situada em 
nível de neurônio, ou global, se envolver uma ou mais camadas completamente. Segundo 
Braga et al. (2000), existem dois tipos de redes recorrentes, aquelas em que o padrão de 
entrada é fixo e a saída caminha, dinamicamente, para um estado estável (ALMEIDA, 1987; 
PINEDA, 1987) e aquelas em que tanto a entrada quanto a saída variam no tempo. 
Existem muitas variações de arquiteturas de RNAs recorrentes, as quais são 
classificadas como localmente ou globalmente recorrentes. Um tipo de rede temporal 
localmente recorrente é a denominada rede de Jordan (JORDAN, 1986). Na rede de Jordan 
(Figura 2.1) a saída da rede é copiada para as unidades de contexto, sendo tais unidades 
localmente recorrentes e responsáveis por memorizar as ativações anteriores (DORFFNER, 
1996). 
Exemplificando a recorrência global, pode-se citar a rede de Elman (ELMAN, 1990). 
A rede de Elman (Figura 2.2) possui realimentação global interna, onde cada um dos 
neurônios intermediários tem realimentação para as unidades de contexto (DORFFNER, 
1996). A grande diferença em termos de topologia, entre a rede de Elman e a rede de Jordan, é 
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que a recorrência na rede de Elman é realizada dos neurônios intermediários para os 
neurônios de entrada, enquanto que na rede de Jordan a recorrência é realizada dos neurônios 
de saída para os neurônios de entrada. 
 
 
Figura 2.1: Arquitetura da rede de Jordan [Fonte: (DORFFNER, 1996)]. 
 
 
Figura 2.2: Arquitetura da rede de Elman [Fonte: (DORFFNER, 1996)]. 
 
 
2.3 REDES NEURAIS PULSADAS 
 
As RNPs são consideradas representações de maior fidelidade biológica. Tal 
paradigma conexionista tem se delineado nos últimos anos graças, principalmente, às 
contribuições recebidas da neurociência, tendo como característica principal a codificação 
temporal da informação. Por não realizar o processamento temporal da mesma forma que os 
modelos neurais clássicos, este modelo é classificado como uma nova linha de abordagem 
computacional (SIMÕES, 2006). 
Na tarefa de tornar neurônios artificiais capazes de processar sinais temporais, ou 
seja, código de pulsos, Simões (2006) lança três questões: 
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1.  Qual o código de pulsos mais adequado? 
2. Qual o modelo de neurônio mais adequado para processá-lo? 
3. Qual a sistemática de aprendizado mais apropriada para estas redes? 
Antes de apresentar alguns modelos que podem responder às questões lançadas, será 
apresentado um breve histórico das RNPs, bem como algumas características inerentes aos 
modelos de redes pulsadas. 
 
 
2.3.1 Histórico das RNPs 
 
Muitos anos depois de McCulloch e Pitts proporem a primeira geração de RNAs, 
através de um discriminador linear como unidade básica de processamento, Maass e Bishop 
(1999) apresentaram a segunda geração de tais sistemas como aqueles cujos elementos de 
processamento consideram a taxa média de disparos de neurônios biológicos em um intervalo 
de tempo. Desta forma, os modelos de neurônios que processam seqüências de pulsos têm 
sido referenciados como a terceira geração das RNAs (MAASS, 1997). 
A primeira descrição matemática formal do processo dinâmico da atividade neural é 
atribuída a Hodgkin e Huxley (1952). O modelo de Hodgkin-Huxley descreve o 
comportamento dos canais iônicos dos neurônios e sua dinâmica eletroquímica através de um 
conjunto de complexas equações não-lineares (SIMÕES, 2006). Desta forma, nasceram os 
modelos baseados em condutância, descritos na Seção 2.3.4.1. 
Devido à grande complexidade do modelo de Hodgkin-Huxley, pesquisadores da 
época buscaram propor modelos com um nível de abstração mais elevado. Surgiram, assim, 
os modelos baseados em limiar de disparo (Seção 2.3.4.2), onde o neurônio é considerado 
uma entidade homogênea, capaz de gerar pulsos se a excitação em suas sinapses for 
suficientemente elevada (SIMÕES, 2006). Como principal representante desta classe, cita-se 
os neurônios do tipo integra-e-dispara. 
Em 1990, Gerstner (1990), com posterior contribuição de Kistler e Hemmen 
(KISTLER et al., 1997), propôs um modelo denominado Modelo de Resposta Pulsada 
(Spiking Response Model – SRM), o qual é uma generalização do modelo integra-e-dispara, 
sendo ainda considerado por alguns autores como modelo genérico de neurônio baseado em 
limiar de disparo (MAASS e BISHOP, 1999). 
Milner (1974), Malsburg e Schneider (1986) propuseram a sincronização da 
atividade dos neurônios. Este princípio, segundo Maass e Bishop (1999), fez com que 
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surgissem dois tipos de modelos de neurônios, os modelos que permitem sincronização (por 
exemplo, o modelo SRM) e os osciladores. No entanto, em alguns casos a sincronização 
coincide com a oscilação, mas a sincronização não depende da presença de oscilação 
(MAASS e BISHOP, 1999). 
Um dos primeiros modelos com sincronização foi proposto por Eckhorn et al. 
(1990). Tal modelo, chamado neuromine, gera pulsos associados em uma rede de campos 
conectados (linking field network), exibindo descargas de pulsos. Os modelos de RNAs 
derivados deste princípio, tornaram-se conhecidos como Rede Neural de Pulso Acoplado 
(Pulse-Coupled Neural Network – PCNN). A idéia básica presente nas PCNNs é a de que 
representações distribuídas no espaço podem ser agrupadas ou dissociadas, alterando a 
sincronia do disparo de um neurônio em relação aos demais (SIMÕES, 2006). 
Segundo Yu e Zhang (2004), as PCNNs e a maioria dos modelos compostos por 
osciladores compartilham a mesma característica comum, ou seja, representam informação 
via oscilação de fase ou tempo de pulsos, onde os neurônios em diferentes localizações são 
relacionados pela sincronização de suas atividades. Outro modelo de neurônio que representa 
esta classe é o ressoa-e-dispara (IZHIKEVICH, 2001). 
Uma das linhas de trabalho com RNPs, consiste em utilizar um modelo de neurônio 
pulsado, geralmente o integra-e-dispara ou o SRM, na forma de um neurônio Função de Base 
Radial (Radial Basis Function – RBF) (HOPFIELD, 1995). O código utilizado neste tipo de 
rede é tipicamente o tempo de chegada dos pulsos, também denominado de latência. 
Gerstner et al. (1996) propuseram um algoritmo de aprendizado para neurônios 
pulsados. Dois anos depois, Natschläger e Ruf (1998) propuseram um novo modelo e um 
algoritmo de aprendizado não-supervisionado para uma rede de neurônios pulsados. No 
entanto, a não definição de uma sistemática para transformação de dados reais em pulsos 
temporais impossibilitou a utilização do modelo proposto por Natschläger e Ruf em dados 
reais. 
Recentemente, Bohte (2003) propôs a utilização de campos receptivos gaussianos 
para codificar os dados de entrada, tornando as redes de neurônios pulsados adequadas para o 
tratamento de dados reais. Como algoritmo de aprendizado, Bohte propôs uma extensão do 
algoritmo de retropropagação do erro para esta rede, desenvolvendo uma nova metodologia de 
treinamento supervisionado. 
Desta forma, além de permitir um novo tipo de classificação baseada nos tempos de 
chegada dos pulsos em suas entradas, a rede de Natschläger-Ruf-Bohte figura como uma das 
primeiras RNPs com algoritmos explícitos de treinamento, estando apta a acolher novas 
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metodologias de treinamento, adaptações ou extensões de algoritmos utilizados em redes 
estáticas (SIMÕES, 2006). 
 
 
2.3.2 Modelos de RNPs 
 
Existe uma grande variedade de modelos de RNPs descritas na literatura. Segundo 
Simões (2006), alguns dos parâmetros relevantes na concepção das RNPs têm sido: código de 
entrada e saída, modelo do neurônio, topologia da rede, presença e formato do estímulo ou 
inibição entre os neurônios, entre outros. 
Do ponto de vista matemático, uma RNP computa uma função que mapeia um vetor 
de algumas séries temporais 
Iii
T ∈  em um vetor de algumas outras séries temporais JjjT ∈  
(MAASS e BISHOP, 1999). Ruf (1998) define uma RNP como sendo: 
• Um grafo dirigido finito ( )SN , , onde N  são os neurônios e S  são as sinapses; 
• Dois subconjuntos NI ⊆  e NJ ⊆ ; 
• Para cada INi −∈  uma função limiar: ( ) ∞∪ℜ→ℜ+:tiϑ ; 
• Para cada sinapse Ss∈  uma função resposta ℜ→ℜ+:sE  e um peso ℜ∈sw . 
Sendo que: 
• O conjunto +ℜ⊆iT  de disparos dos neurônios de entrada Ii∈  é fornecido como 
entrada da rede; 
• Para um neurônio INi −∈  os tempos de disparo iT  são definidos 
recursivamente, ou seja, referem-se a tempos de disparo de outros neurônios. 
 
 
2.3.3 Códigos de pulsos para RNPs 
 
As RNAs clássicas são vistas por alguns pesquisadores como um modelo 
biologicamente pouco plausível (RULLEN e THORPE, 2001). Em se tratando de RNPs, mais 
do que um modelo com maior fidelidade biológica, trata-se de uma ferramenta capaz de 
trabalhar com novos tipos de códigos (SIMÕES, 2006), despertando a utilização de uma 
codificação temporal (trem de pulsos). 
É  de  conhecimento  que  muitos  eventos  do  dia-a-dia  são representados por séries 
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temporais. A fim de simular computacionalmente o funcionamento do cérebro humano, as 
máquinas inteligentes devem ser capazes de detectar a ordem temporal que os eventos 
ocorrem e codificá-los em seqüências de pulsos, tratando-os de forma semelhante ao cérebro 
humano. 
A resposta de um neurônio biológico a estímulos é feita sob a forma de uma 
seqüência de impulsos elétricos, ou simplesmente pulsos, a qual representa a informação em 
uma ampla gama de formas distintas, cada uma das quais com suas especificidades e 
aplicabilidades (TIMOSZCZUK, 2004; SIMÕES, 2006). 
De uma forma geral, a presença ou ausência de pulsos parece ter forte relevância nos 
neurônios biológicos, diferentemente de sua forma e tamanho (MAASS, 1996). Com base 
neste princípio, e levando em conta que não existe um consenso de qual o tipo de 
representação é utilizada pelos neurônios biológicos para codificar as informações, as RNPs 
têm utilizado diferentes códigos para representar as informações. 
 
 
2.3.3.1 Taxa de pulsos como representação 
 
A taxa de pulsos, ou taxa média de disparos, não constitui propriamente uma 
representação temporal da informação, mas tem sido a grandeza mais utilizada para a 
codificação das informações transmitidas pelos neurônios nos últimos anos (SIMÕES, 2006). 
Excelentes discussões sobre a contagem de pulsos como representação são encontradas em 
Rieke et al. (1996), Gerstner e Kistler (2002). 
Existem pelo menos três formas propostas de interpretação da taxa de pulsos, as 
quais são usadas simultaneamente e muitas vezes confundidas, são elas: 
 
Média sobre o tempo – A partir da definição de uma janela de tempo tΔ , a taxa média de 
disparos sobre o tempo é dada pela equação: 
 
t
n
p pt Δ=  (2.5)
 
onde tp  é a taxa média de disparos sobre o tempo; pn  é o número de pulsos que ocorreram 
no período tΔ ; e tΔ  é o intervalo de tempo ou comprimento da janela (Figura 2.3). 
Tradicionalmente,  esta  medida  tem  sido adotada nos últimos 80 anos como a grandeza mais 
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Figura 2.3: Média sobre o tempo [Fonte: (MAASS e BISHOP, 1999)]. 
 
importante para codificar a informação transmitida por um neurônio (TIMOSZCZUK, 2004). 
 
Média sobre repetições – Se o estímulo aplicado a um neurônio for repetido diversas vezes, 
um observador pode, para cada intervalo de tempo tΔ , contar o número de disparos ocorridos 
sobre todas as repetições do experimento, sendo que a soma destes disparos representa um 
histograma de disparos (Figura 2.4). A média sobre as repetições é dada pela equação: 
 
( )
r
p
r n
tttn
t
p
Δ+⋅Δ=
;1  (2.6)
 
onde rp  é a taxa média de disparos sobre as repetições; tΔ  é o intervalo de tempo; 
( )tttn p Δ+;  é o número de pulsos que ocorreram entre o período t  e tt Δ+ ; e rn  é o número 
de repetições que foram executadas. Obviamente, esta não é a abordagem adotada pelo 
cérebro, o qual toma decisões instantâneas, inviabilizando a teoria da média a partir de várias 
repetições (TIMOSZCZUK, 2004). 
 
 
Figura 2.4: Média sobre repetições [Fonte: (MAASS e BISHOP, 1999)]. 
 
Média  sobre  populações  de  neurônios – Esta  abordagem  é  muito  semelhante à anterior, 
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porém considera-se um grupo de neurônios para a contagem dos disparos nos intervalos de 
tempo tΔ . Sejam duas populações de neurônios i  e j , com um número muito grande de 
neurônios em cada uma, onde cada neurônio da população j  recebe pulsos de todos os 
neurônios da população i . Do ponto de vista dos neurônios receptores, a quantidade média de 
informação recebida é dada por: 
 
( )
pop
p
pn n
tttn
t
p
Δ+⋅Δ=
;1  (2.7)
 
onde pnp  é a taxa média de disparos sobre a população de neurônios; tΔ  é o intervalo de 
tempo; ( )tttn p Δ+;  é o número de pulsos que ocorreram entre o período t  e tt Δ+ ; e popn  é o 
tamanho da população. 
 
Nestas formas de representar a informação, está sendo desprezada qualquer 
informação de caráter temporal que possa estar contida na seqüência de pulsos da saída do 
neurônio. Na verdade, considera-se apenas a informação média da excitação, contrariando 
resultados de experimentos descritos na literatura, os quais mostram que a resposta de um 
neurônio varia de acordo com o padrão temporal da excitação (MAINEN e SEJNOWSKI, 
1995). 
 
 
2.3.3.2 Informação temporal como representação 
 
Esta subseção descreve três formas de codificação da atividade dos neurônios, 
considerando a informação temporal. Maiores detalhes sobre estas formas de codificação 
podem ser encontradas na literatura (MAASS e BISHOP, 1999; GERSTNER e KISTLER, 
2002). 
 
Latência (ou atraso) – Trata-se do tempo, a partir de algum estímulo externo, para a chegada 
dos pulsos a alguma das sinapses de um neurônio (SIMÕES, 2006). Supondo-se que um 
neurônio receba um estímulo no instante 0t , este irá apresentar uma resposta no decorrer de 
um intervalo de tempo tΔ . Pode-se, então, propor uma codificação, onde o intervalo de tempo 
para o início da resposta do neurônio varie em função da intensidade do estímulo. Desta 
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forma, uma resposta 21 tt Δ<Δ  indicaria que a excitação que gerou a resposta em 1tΔ  é mais 
intensa do que aquela que gerou a resposta em 2tΔ  (Figura 2.5(a)) (TIMOSZCZUK, 2004). 
Alguns modelos de RNPs, como os de Natschläger e Ruf (1998) e Bohte (2003), utilizam esta 
codificação. 
 
Fase – Este método é semelhante ao anterior, porém, ao invés de utilizar um único evento 
isolado como referência temporal para a medida do tempo de resposta, utiliza-se um sinal 
periódico de referência (Figura 2.5(b)) (TIMOSZCZUK, 2004). 
 
Sincronia (ou correlação) – Neste caso, pulsos provenientes de outros neurônios podem ser 
usados como sinal de referência temporal. O sincronismo entre um par ou um grupo de pulsos 
de neurônios pode conter informações, as quais certamente não estão contidas na taxa média 
de disparos dos neurônios (Figura 2.5(c)) (SIMÕES, 2006). Segundo Timoszczuk (2004), esta 
abordagem permite que sejam montadas redes de neurônios com capacidade para a detecção 
de padrões, utilizando um detector de coincidências. 
 
(a) 
 
 
(b) 
 
Figura 2.5: Codificações temporais: (a) Latência – Os pulsos possuem tempos de atraso de 
emissão distintos; (b) Fase – Pulsos entrando em fase com um estímulo externo [Fonte: 
(MAASS e BISHOP, 1999)]. 
 
  
44
(c) 
 
Figura 2.5: (Continuação) (c) Sincronia – Pulsos entrando em fase uns com os outros 
[Fonte: (MAASS e BISHOP, 1999)]. 
 
Singer et al. (1993) apresentam um exemplo de como as informações de padrões 
temporais podem ser codificadas por meio de pulsos. No artigo é ilustrada a detecção de 
padrões temporais por meio da sincronização de populações de neurônios, demonstrando a 
forma pela qual o cérebro dos mamíferos desenvolve as representações do ambiente a sua 
volta. 
 
 
2.3.4 Modelos de neurônios para RNPs 
 
Os modelos que descrevem os neurônios, considerando o fator temporal, podem ser 
separados em diferentes classes. Em uma primeira classe estão os modelos que levam em 
consideração os aspectos espaciais e a fisiologia do neurônio, denominados modelos baseados 
em condutância. Numa segunda classe encontram-se os modelos onde o neurônio é 
considerado uma unidade que gera seqüências de pulsos, caso a excitação atinja um 
determinado limiar, sendo estes denominados modelos baseados em limiar de disparo. 
Na tentativa de diferenciar as classes de modelos de neurônios pulsados, a Figura 2.6 
apresenta uma proposta de classificação destes modelos segundo sua forma mais comum de 
uso. Na seqüência são apresentados três modelos de neurônios pulsados: o modelo de 
Hodgkin-Huxley (primeira descrição matemática formal do processo dinâmico da atividade 
neural), o modelo integra-e-dispara (modelo baseado em oscilador, mais diretamente 
relacionado com o SRM) e o SRM (modelo genérico de neurônio baseado em limiar de 
disparo) (SIMÕES, 2006). 
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Figura 2.6: Alguns dos principais modelos de neurônios utilizados em RNPs e sua 
classificação segundo sua forma mais comum de uso [Fonte: (SIMÕES, 2006)]. 
 
 
2.3.4.1 Modelos baseados em condutância – Hodgkin-Huxley 
 
Os modelos baseados em condutância tiveram sua origem nos resultados de extensos 
estudos dos neurônios de lulas gigantes, realizados por Hodgkin e Huxley (1952). Estes 
modelos concentram-se na geração e transmissão do potencial de ação pelo axônio da célula 
nervosa, basicamente controlada por um conjunto de equações diferenciais. Para um melhor 
entendimento, este modelo será descrito através de uma analogia com o circuito elétrico 
apresentado na Figura 2.7. 
 
 
Figura 2.7: Diagrama esquemático do modelo do neurônio de Hodgkin-Huxley [Fonte: 
(TIMOSZCZUK, 2004)]. 
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Em uma célula nervosa, uma membrana semipermeável separa o interior da célula do 
líquido extracelular. Devido à permeabilidade seletiva da membrana e ao transporte de íons 
através da mesma, a concentração dos íons no meio intra e extracelular é diferente. Na 
Figura 2.7 a membrana celular é representada pelas constantes C  e R , sendo que os 
resistores K  e Na  modelam, respectivamente, os canais iônicos de potássio e sódio. Uma 
corrente ( )tI  é injetada no circuito, fluindo através dos canais da membrana celular e 
carregando simultaneamente o capacitor C . Quando o potencial da membrana aumenta 
significativamente, os canais iônicos se abrem, primeiramente o canal Na  (gerando um pulso 
positivo) e depois o canal K  (gerando um pulso negativo, denominado refração) (SIMÕES, 
2006). 
Sendo assim, a Equação 2.4 descreve a conservação de carga elétrica em um trecho 
da membrana sob a influência de algumas correntes: 
 
( )∑ +−=
k
k tIIdt
dC μ  (2.8)
 
onde C  é a capacitância da membrana; ( )tμ  é a tensão sobre o capacitor e o resistor; ∑k kI  é 
a somatória de correntes iônicas através da membrana celular; e ( )tI  é a corrente externa 
injetada no circuito. 
Em cada modelo baseado em condutância, diferentes quantidades de canais iônicos 
são modelados, promovendo uma descrição mais rica de características, como a dinâmica do 
neurônio e a transmissão sináptica. No caso do modelo de Hodgkin-Huxley, três tipos de 
correntes iônicas são causadas pelos canais de sódio, potássio e um canal de descarga 
(leakage), as quais são identificadas por Na , K  e L . Desta forma: 
 
( ) ( ) ( )∑ −+−⋅+−⋅⋅=
k
LLKKNaNak VgVngVhmgI μμμ 43  (2.9)
 
onde Nag , Kg  e Lg  são as condutâncias máximas dos canais, determinadas de forma 
empírica; a ação combinada das variáveis m  e h  controlam o canal Na ; a variável n  
controla o canal K ; μ  é o potencial da membrana; e NaV , KV  e LV  são constantes empíricas 
chamadas potenciais reversos, isto porque a corrente kI  muda quando o potencial μ  supera 
KV .  Vale a pena ressaltar que o canal L  é independente do controle por tensão, apresentando 
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uma condutância Lg . 
Finalmente, as variáveis m , n  e h  evoluem segundo as equações diferenciais: 
 
( )( ) ( ) mmm mm ⋅−−= μβμα 1&  (2.10)( )( ) ( ) nnn nn ⋅−−= μβμα 1&  (2.11)
( )( ) ( ) hhh hh ⋅−−= μβμα 1&  (2.12)
 
onde m& , n&  e h&  são respectivamente as derivadas de m , n  e h  com relação ao tempo; e α  e 
β  são funções empíricas de μ , as quais são ajustadas para os dados do axônio da lula 
gigante. 
 
 
2.3.4.2 Modelos baseados em limiar de disparo 
 
Os modelos baseados em limiar de disparo têm seu funcionamento inspirado no fato 
de que um pulso ocorre na saída do neurônio quando o potencial da membrana excede o valor 
de um limiar. Nestes modelos, a variável μ , que corresponde ao potencial da membrana, é 
quem descreve o estado do neurônio. Na literatura, dois tipos são amplamente utilizados, o 
modelo integra-e-dispara e o Modelo de Resposta Pulsada (Spiking Response Model – SRM), 
os quais são descritos a seguir. 
 
Integra-e-dispara – O modelo de neurônio pulsado integra-e-dispara é baseado no limiar de 
disparo e no princípio da oscilação. Este modelo, assim como o modelo de Hodgkin-Huxley, 
também é usualmente descrito em termos de equações diferenciais. 
A idéia básica deste modelo consiste de um resistor R  em paralelo com um capacitor 
C , sendo estes alimentados por uma corrente ( )tI , conforme mostra a Figura 2.8. A corrente 
de entrada ( )tI  divide-se em duas componentes: RI  que corresponde à parcela de corrente 
que passa pelo resistor R  e CI  que corresponde à corrente de carga do capacitor C . 
Matematicamente: 
 
( ) ( )
dt
dC
R
ttI μμ +=  (2.13)
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onde ( )tI  é a corrente do circuito; ( )tμ  é a tensão sobre o resistor e o capacitor; R  é o 
resistor; e C  é o capacitor. 
 
 
Figura 2.8: Diagrama esquemático do modelo do neurônio integra-e-dispara [Fonte: 
(TIMOSZCZUK, 2004)]. 
 
Multiplicando-se todos os termos da Equação 2.13 por R  e introduzindo a constante 
de tempo RCm =τ , obtém-se o modelo básico do neurônio integra-e-dispara de Stein (1967). 
Matematicamente: 
 
( ) ( )tIRt
dt
d
m ⋅+−= μμτ  (2.14)
 
onde mτ  é a constante de tempo RC ; ( )tμ  é a tensão sobre o resistor e o capacitor; R  é o 
resistor; e ( )tI  é a corrente do circuito. 
No modelo integra-e-dispara o potencial de ação (pulso de saída do neurônio) não é 
descrito explicitamente. Assim, a Equação 2.14 é usualmente complementada por uma 
condição de limiar. A condição de limiar ( ) ϑμ =it  define os instantes de tempo do disparo do 
neurônio i , dado por it . Após o disparo o potencial do neurônio retorna a um valor 0μ  e a 
dinâmica é novamente descrita pela Equação 2.14. 
Devido a sua extrema simplicidade, o modelo integra-e-dispara tem sido um dos 
mais empregados nos últimos anos no estudo das RNPs. Pela mesma razão, e pela analogia 
direta com os circuitos elétricos, tem sido o modelo mais implementado em hardware e 
circuitos integrados (TIMOSZCZUK, 2004; SIMÕES, 2006). 
 
Modelo de Resposta Pulsada – O Modelo de Resposta Pulsada (Spiking Response Model – 
SRM) foi criado por Gerstner (1990). Este modelo é baseado em núcleos de respostas, os 
quais descrevem o efeito integrado da recepção ou emissão de pulsos no potencial da 
membrana (GERSTNER, 1995). Uma boa revisão deste modelo pode ser encontrada em 
Maass e Bishop (1999). 
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Da mesma forma que o modelo integra-e-dispara, o estado interno de um neurônio j  
é descrito por uma variável de estado ( )tjμ , que corresponde ao potencial da membrana do 
neurônio j  no instante t . Os pulsos de saída são gerados, ou seja, o neurônio dispara se 
( )tjμ  atingir o limiar jϑ  (Figura 2.9). O conjunto dos tempos de disparo de um neurônio é 
dado por: 
 
( ){ } ( ){ }jjdfjj ttnftT ϑμ ==≤≤= |1;  (2.15)
 
onde jT  é o conjunto dos tempos de disparo do neurônio j ; 
( )f
jt  é o momento do f-ésimo 
disparo do neurônio j ; f  é o índice do disparo do neurônio; dn  é o número máximo de 
disparos; t  é a variável de tempo; ( )tjμ  é o potencial do neurônio j  no tempo t ; e jϑ  é o 
limiar do neurônio j . 
 
 
Figura 2.9: Diagrama esquemático do Modelo de Resposta Pulsada (Spiking Response 
Model – SRM) [Fonte: (SIMÕES, 2006)]. 
 
A variável de estado jμ  pode ter seu valor alterado por dois processos distintos: 
estímulos de neurônios pré-sinápticos e refração. 
 
Estímulos de neurônios pré-sinápticos – Seja o conjunto dos neurônios pré-sinápticos ao 
neurônio j  dado por { iij |=Γ  pré-sináptico a }j . Um pulso pré-sináptico, recebido do 
neurônio  i   no  tempo  )( fit , incrementa (pulso excitatório) ou decrementa (pulso inibitório) o 
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valor do estado jμ  do neurônio j , segundo a expressão (MAASS e BISHOP, 1999): 
 
( ) ( )( )fiijijij ttwt −⋅= ερ  (2.16)
 
onde ( )tijρ  é o valor do estímulo recebido pelo neurônio j  do neurônio i  no tempo t ; ijw  é o 
peso sináptico associado à i-ésima sinapse do neurônio j ; ( )sijε  é uma função que descreve o 
comportamento do neurônio j , quando este recebe um pulso através da i-ésima sinapse; t  é a 
variável de tempo, com ( )fitt > ; e ( )fit  é o momento do f-ésimo disparo da sinapse i . 
Uma função usualmente adotada para modelar o comportamento dos neurônios, com 
relação aos pulsos pré-sinápticos, é (MAASS e BISHOP, 1999): 
 
( ) ( )ij
s
ij
m
ij
ij sH
ss
s δτ
δ
τ
δε −⋅⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−= expexp  (2.17)
 
onde ( )sijε  é a função que modela o comportamento do neurônio j  com relação aos pulsos 
recebidos pela i-ésima sinapse; ijδ  é o atraso na propagação axonal da conexão ij ; mτ  e sτ  
são respectivamente as constantes de descida e subida da função, com ms ττ <<0 ; e ( )sH  é a 
função degrau de Heaviside, não sendo definida para 0<s , possuindo valor 21  para 0=s  e 
1 para 0>s . 
 
Refração – Tipicamente, depois que um pulso de saída é gerado no neurônio j  em ( )fjt , a 
variável jμ  é levada à zero. Matematicamente, a variável de estado jμ  recebe uma 
contribuição negativa, dada por: 
 
( ) ( )sHss
r
jj ⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛−−= τϑγ exp  (2.18)
 
onde ( )sjγ  é a função que modela a refração no neurônio j ; jϑ  é o limiar do neurônio j ; rτ  
é uma constante de tempo; e ( )sH  é a função degrau de Heaviside. É importante ressaltar, 
que a função de refração ( )sjγ , modelada segundo a Equação 2.18, não é definida para 0<s  
e decai a zero para ∞→s . 
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Uma vez modelados os processos de influência dos neurônios pré-sinápticos e a 
refração, pode-se finalmente apresentar a equação completa que modela a variável de estado 
( )tjμ  de um neurônio j  no tempo t . Matematicamente: 
 
( ) ( )( )
( )
( )( )
( )
444 3444 2144 344 21
)2()1(
∑∑∑
Γ∈∈
−⋅+−=
j
f
ji
f
j i t
f
iijij
Tt
f
jjj ttwttt εγμ  
(2.19)
 
onde (1) modela a refração do neurônio j  para todo disparo de j ; e (2) modela o conjunto de 
todos os estímulos recebidos pelo neurônio j  de todos os neurônios pré-sinápticos a ele. 
 
Apesar dos modelos baseados em limiar de disparo parecerem semelhantes, eles 
apresentam abordagens ligeiramente diferentes quanto à generalização. No modelo integra-e-
dispara os parâmetros são dependentes da tensão e no SRM são dependentes do tempo desde 
o último disparo. Outra diferença refere-se à formulação das equações, enquanto que no 
modelo integra-e-dispara a descrição é feita por equações diferenciais, o SRM é descrito pelo 
potencial da membrana no ponto t  (TIMOSZCZUK, 2004). 
 
 
2.3.5 Sistemáticas de aprendizado para RNPs 
 
Haykin (1999) define o aprendizado como um processo pelo qual parâmetros livres 
de uma rede neural são adaptados através de um processo de estimulação pelo ambiente no 
qual a rede está inserida. Conforme mencionado na Seção 2.2, o tipo de aprendizado é 
determinado pela maneira através da qual acontecem as mudanças nos parâmetros. 
No contexto das RNPs o aprendizado pode ser aplicado de duas formas distintas, 
através de um algoritmo explícito ou de um algoritmo embutido no modelo do neurônio. Da 
mesma forma que as RNAs clássicas, as RNPs com algoritmos explícitos de aprendizado 
podem ter algoritmos supervisionado, não-supervisionado e por reforço. Para fins de 
completude, tais algoritmos são apresentados a seguir, apesar destas técnicas não serem 
utilizadas nesta tese. 
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2.3.5.1 Aprendizado supervisionado 
 
No aprendizado supervisionado, os parâmetros internos da rede são determinados 
através da diminuição de uma medida de erro, definida entre os valores de saída desejados em 
exemplos de mapeamentos entrada-saída e as saídas obtidas pela rede para as mesmas 
entradas (DELORME e THORPE, 2001; BOHTE et al., 2002c; MOORE, 2002; BOOIJ, 
2004). 
 
Lei de Hebb – O aprendizado pela lei de Hebb é a mais antiga e conhecida regra de 
aprendizado. Matematicamente, considera-se um peso sináptico ijw  em uma sinapse i  de um 
neurônio j , com sinais pré e pós-sinápticos denotados por ix  e jy , respectivamente. A 
correção aplicada sobre o peso sináptico ijw  no tempo k , no contexto das RNAs clássicas, é 
dada por (HAYKIN, 1999): 
 
( ) ( ) ( )( )kxkykw ijij ⋅⋅=Δ η  (2.20)
 
onde ( )kwijΔ  é a taxa de variação do i-ésimo peso sináptico do neurônio j  na iteração k ; η  
é uma constante positiva, denominada taxa de aprendizado; ( )ky j  é o sinal pós-sináptico do 
neurônio j  na iteração k ; e ( )kxi  é o sinal pré-sináptico presente na sinapse i  do neurônio j  
na iteração k . 
No contexto das RNPs, admita que um neurônio i , predecessor imediato do neurônio 
j , dispare duas vezes nos tempos 1it  e 
2
it , fazendo com que o neurônio j  dispare no tempo 
jt . Admita ainda que a excitação pré-sináptica do neurônio j  é linear (SIMÕES, 2006). A 
Figura 2.10(a) ilustra a situação onde 2ij tt <  e a Figura 2.10(b) ilustra o caso onde 2ij tt > . 
No caso de 2ij tt = , Ruf (1998) descreve a lei de Hebb como: “o objetivo é que a 
sinapse altere seus pesos, de forma que um pulso pré-sináptico faça o neurônio pós-sináptico 
disparar depois de um determinado tempo. Então, o peso é modificado de acordo com o sinal 
do erro, dado pela diferença de tempo entre o segundo disparo pré-sináptico e o pulso pós-
sináptico”. Matematicamente (MAASS, 1997; RUF, 1998) tem-se: 
 
( )2ijij ttw −⋅=Δ η  (2.21)
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(a) (b) 
  
Figura 2.10: Disparo de um neurônio pulsado com excitação pré-sináptica linear: (a) O 
neurônio j  dispara antes do segundo pulso de i  ( 2ij tt < ); (b) O neurônio j  dispara 
após o segundo pulso de i  ( 2ij tt > ) [Fonte: (SIMÕES, 2006)]. 
 
onde ijwΔ  é a taxa de variação do i-ésimo peso sináptico do neurônio j ; η  é a taxa de 
aprendizado; jt  é o instante de disparo do neurônio j ; 
2
it  é o instante do segundo disparo do 
neurônio i ; e ( )2ij tt −  é o erro do disparo do neurônio j . 
No entanto, a aplicação sucessiva da lei de Hebb tem assegurado uma convergência 
exponencial (HAYKIN, 1999). Desta maneira, o peso sináptico será dado por (RUF, 1998): 
 
( )
12
0
ii
jj
ij tt
t
w −
−→ μϑ  (2.22)
 
onde ijw  é o peso sináptico da i-ésima sinapse do neurônio j ; jϑ  é o limiar de disparo do 
neurônio j ; ( )tj0μ  é o valor inicial do potencial do neurônio j ; 2it  é o instante do segundo 
disparo do neurônio i ; e 1it  é o instante do primeiro disparo do neurônio i . 
A sistemática apresentada é válida para o aprendizado de um neurônio com uma 
única sinapse. No entanto, freqüentemente um neurônio recebe estímulos de um número 
maior de sinapses (SIMÕES, 2006). Segundo Ruf (1998), uma possibilidade para o 
aprendizado polissináptico é a aplicação sucessiva desta regra de aprendizado, de forma que o 
neurônio j  receba estímulos em apenas uma de suas sinapses a cada ciclo de aprendizado. 
 
Retropropagação do erro – O algoritmo de retropropagação do erro para RNPs, conhecido 
como SpikeProp, surgiu do trabalho de Bohte et al. (2002c). Seja uma RNP com três camadas 
de neurônios, a camada de entrada I , a camada oculta O  e a camada de saída J , sendo a 
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camada oculta e de saída formadas por neurônios do tipo SRM. O objetivo do treinamento é 
ensinar à rede um conjunto de tempos de disparo { }
mjjjj
tttT ,...,,
21
= , nos neurônios Jj∈ , 
para um dado conjunto de padrões { } { } { }{ }p
n
pp
nn
n
i
n
i
n
iiiiiiii tttttttttT ,...,,,...,,...,,,,...,, 212121
222111= , 
compostos pelos tempos de disparo de cada neurônio Ii∈ , onde pn  é o número de padrões a 
serem apresentados (SIMÕES, 2006). 
Desta maneira, uma possível função para avaliar o desempenho do sistema é a 
função de erro, dada por: 
 
( )∑
∈
−=
Jj
jj ttE
2~
2
1  (2.23)
 
onde E  é a função erro; j  é um neurônio da camada de saída J ; jt é o tempo de disparo 
obtido do neurônio j ; e jt
~  é o tempo de disparo desejado do neurônio j . 
Para a retropropagação do erro, cada sinapse é tratada como uma conexão k , 
independente das demais, com peso kijw . Desta forma, um passo sobre a curva convexa do 
erro quadrático, de um ponto arbitrário em direção ao ponto mínimo global, é dado por: 
 
k
oj
k
oj w
Ew ∂
∂⋅−=Δ η  (2.24)
 
onde kojw  é o peso sináptico atribuído à k-ésima sinapse entre o neurônio o  e o neurônio j ; 
η  é a taxa de aprendizado; e E  é a função erro. 
De forma análoga as RNAs clássicas, o equacionamento da variação do peso 
sináptico é expresso de forma diferente para os neurônios da camada de saída e das demais 
camadas (entrada e oculta), conforme será descrito. Contudo, vale a pena ressaltar, dada a 
natureza das RNPs, que o erro do sistema só pode ser medido após o disparo do neurônio da 
camada de saída, o qual ocorre no instante jtt =  (SIMÕES, 2006). 
 
Neurônios da camada de saída – A Equação 2.24 é reescrita para os neurônios da camada de 
saída, como: 
 
  
55
( ) jjkojkoj tw δεη ⋅⋅−=Δ , com ( ) ( ) ( )∑∑
Γ∈ = ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
∂
∂⋅
−=
jo
d
k
j
k
ojk
oj
jj
j
t
t
t
w
tt
1
~
εδ  (2.25)
 
onde kojwΔ  é a variação do k-ésimo peso sináptico entre os neurônios o  e j ; η  é a taxa de 
aprendizado; kojε  é a k-ésima função de resposta do neurônio j  ao neurônio o ; jt  é o tempo 
de disparo obtido do neurônio j ; e jt
~  é o tempo de disparo desejado do neurônio j . 
 
Neurônios das demais camadas – A Equação 2.24 é reescrita para os neurônios das outras 
camadas (entrada e oculta), que não a camada de saída, como: 
 
( ) ookiokio tw δεη ⋅⋅−=Δ , com 
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onde kiowΔ  é a variação do k-ésimo peso sináptico entre os neurônios i  e o ; η  é a taxa de 
aprendizado; kioε  é a k-ésima função de resposta do neurônio i , associada à sua k-ésima 
conexão com o neurônio o ; ot  é o tempo de disparo obtido do neurônio o ; i  é o neurônio 
pré-sináptico ao neurônio o ; e j  é um neurônio pós-sináptico ao neurônio o . 
 
 
2.3.5.2 Aprendizado não-supervisionado 
 
No aprendizado não-supervisionado a rede determina seus parâmetros apenas com 
base nas informações do número de classes desejadas e da topologia da rede, sem o 
conhecimento da resposta desejada (BOHTE et al., 2002a; BOHTE et al., 2002b; 
KUROYANAGI e IWATA, 2002; BOHTE, 2003). 
O objetivo do aprendizado não-supervisionado é fazer com que cada neurônio SRM, 
implementando uma Função de Base Radial (Radial Basis Function – RBF), armazene o 
centro de um grupo, ou seja, fazer com que o neurônio da camada de saída, cujo centro mais 
se aproximar do padrão de pulsos fornecido pela camada de entrada, dispare (SIMÕES, 
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2006). Para isto, Natschläger e Ruf (1998) propõem o seguinte processo: inicialmente os 
pesos sinápticos são aleatoriamente adotados; após a apresentação do vetor de entrada à rede, 
o neurônio da camada de saída que disparar primeiro será considerado o neurônio vencedor 
do processo competitivo. Tipicamente, apenas os pesos sinápticos do neurônio RBF vencedor 
são atualizados, utilizando uma função de aprendizado Hebbiana )( tL Δ  (SIMÕES, 2006). 
A idéia básica para a utilização do princípio Hebbiano é a seguinte: se um neurônio 
recebeu um pulso de uma sinapse, imediatamente antes de disparar, então o peso relativo a 
esta sinapse deve ser incrementado; sinapses que receberam estímulos muito antes ou muito 
depois do disparo do neurônio não tiveram contribuição em seu disparo, portanto, devem ser 
decrementadas (SIMÕES, 2006). Segundo Natschläger e Ruf (1998), uma possível expressão 
para a atualização dos pesos sinápticos é: 
 
( ) ( )
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+⋅−⋅=Δ⋅=Δ
−Δ−
bebtLw
ct
k
ij
2
2
1 βηη  (2.27)
 
onde kijwΔ  é a taxa de variação do peso da k-ésima conexão entre o neurônio i  e j ; η  é a 
taxa de aprendizado; ( )⋅L  é uma função de aprendizado sobre o argumento; b  determina o 
valor de decremento dos pesos sinápticos; tΔ  é a diferença de tempo entre o recebimento de 
um pulso em uma sinapse e o disparo do neurônio em questão; c  determina o centro do pico 
da curva de aprendizado; e β  posiciona o comprimento da parte positiva da função de 
aprendizado. Tipicamente, espera-se que o centro do grupo em questão mova-se na direção do 
vetor de entrada corrente (SIMÕES, 2006). 
A Figura 2.11 ilustra o processo de adaptação dos pesos sinápticos e o potencial de 
um neurônio pulsado através da regra de aprendizado não-supervisionado, apresentada na 
Equação 2.27. 
 
 
2.3.5.3 Aprendizado por reforço 
 
No aprendizado por reforço uma função heurística é utilizada para descrever a 
qualidade da resposta da rede a uma dada entrada. A qualidade é representada por 
recompensas ou penalizações. A maximização (ou minimização) da recompensa (ou 
penalização), oferecida à rede ao longo do aprendizado, conduz para a recalibração adequada 
de seus parâmetros (TAKITA et al., 2000). 
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(a) 
 
 
(b) 
 
Figura 2.11: Adaptação dos pesos sinápticos e do potencial através do algoritmo de 
aprendizado não-supervisionado (Esq. – RNP com gn.  neurônios de entrada e um 
neurônio de saída; Dir. – Potencial do neurônio j ): (a) A rede, por simplificação, é 
iniciada com todos os pesos sinápticos iguais e o neurônio j  dispara em jt . O algoritmo 
de aprendizado identifica os pulsos que antecederam o disparo, incrementa os pesos 
sinápticos correspondentes a eles e decrementa os demais; (b) Os pesos foram atualizados e 
o neurônio j  passa a disparar mais cedo, quando a mesma instância de entrada é 
apresentada à rede. O processo se repete, mas a regra de aprendizado atualiza um 
subconjunto de W , ocasionando um deslocamento no vetor de pesos sinápticos [Fonte: 
(SIMÕES, 2006)]. 
 
Tradicionalmente, deseja-se obter uma política de controle AE → , ou seja, escolhe-
se uma ação a , do conjunto de ações A , dado o estado atual e , do conjunto de estados E . 
Uma particularidade é que exemplos ( )ae,  não são fornecidos, sendo que a única informação 
disponível é a recompensa ou penalização (SIMÕES, 2006). 
 
Modelo  do  neurônio – Cada  vez que um pulso de entrada, proveniente de um neurônio pré- 
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(c) 
 
Figura 2.11: (Continuação) (c) O processo se repete até que o tempo de disparo jt  
encontre-se próximo do tempo de disparo do último neurônio de entrada, selecionando os 
atrasos δ  [Fonte: (SIMÕES, 2006)]. 
 
sináptico, é recebido, o estado interno do neurônio é aumentado do valor do peso da conexão 
entre estes neurônios. Assume-se ainda um decaimento exponencial do valor do potencial 
com o tempo. Cada vez que o valor do estado interno ultrapassa certo limiar o neurônio 
dispara, ocasionado três efeitos: os pulsos de saída são enviados aos neurônios das próximas 
camadas (estas saídas são afetadas por um atraso no tempo), o estado interno do neurônio que 
disparou é levado à zero e o efeito de refração é aplicado ao neurônio que disparou (SIMÕES, 
2006). A Figura 2.12 apresenta o comportamento deste neurônio. 
 
 
Figura 2.12: Diagrama esquemático do neurônio pulsado para implementação do 
aprendizado por reforço [Fonte: (SIMÕES, 2006)]. 
 
Modelo da rede – Considere uma rede de quatro camadas: a camada de entrada, a primeira 
camada oculta 1O , a segunda camada oculta 2O  e a camada de saída. Não há conexões entre 
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os neurônios de um mesmo nível e não existe inicialmente nenhum neurônio nas camadas 
ocultas, eles serão gerados pelo processo de aprendizado. A Figura 2.13 apresenta o modelo 
da rede e as etapas do processo de aprendizado, as quais serão descritas a seguir (SIMÕES, 
2006). 
 
 
Figura 2.13: Diagrama esquemático da RNP e as etapas do processo de aprendizado por 
reforço [Fonte: (SIMÕES, 2006)]. 
 
Aprendizado – Um sinal de reforço é aplicado à rede, ou seja, quando o estado externo é o 
desejado, um sinal positivo é dado, caso contrário um sinal negativo é fornecido. O processo 
de aprendizado, proposto para este modelo, é dividido em cinco passos (TAKITA e 
HAGIWARA, 2005; SIMÕES, 2006): 
1. Processo simplificado de geração da rede – É responsável por estabelecer uma 
conexão entre um conjunto de neurônios, os quais dispararam em um dado 
instante na camada de entrada, aos neurônios da camada de saída. Este processo é 
realizado através da criação de neurônios nas camadas ocultas 1O  e 2O , sendo 
que um neurônio de 2O  tem apenas uma conexão com 1O , agindo apenas como 
retransmissor; 
2. Processo complexo de geração da rede – Após a apresentação de algumas 
entradas, o neurônio de 2O  (denominado 2On ) que menos contribui para o 
reforço positivo é selecionado. Uma vez que este neurônio contribuiu menos com 
o sinal de reforço positivo (neurônio cujo aprendizado não está evoluindo 
satisfatoriamente), um novo elemento é construído para propagar a saída. 
Após o disparo de 2On , o neurônio de 1O  (denominado 1On ) que disparou por 
último, sem uma conexão com 2On , é determinado. Caso não exista em 2O  
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algum neurônio cujas conexões sejam as mesmas de 2On , acrescidas da conexão 
com 1On , um novo neurônio com estas características é criado em 2O , sendo que 
seus pesos sinápticos são atribuídos de forma que seu disparo ocorra somente 
neste caso. 
Neurônios de 2O  são conectados a todos os neurônios da camada de saída. 
Contudo, um pulso é enviado a apenas um destes neurônios da saída, quando um 
neurônio de 2O  dispara. O peso JOw −2 , da conexão entre um neurônio de 2O  e 
um neurônio da camada de saída, controla a probabilidade do sinal ser transmitido 
sobre aquela conexão; 
3. Processo de correção das probabilidades de saída – Neste processo, o peso JOw −2 , 
da conexão entre um neurônio de 2O  e um neurônio da camada de saída, é 
corrigido. Quando um pulso é enviado de um neurônio de 2O  para um neurônio 
da camada de saída, o peso desta conexão é diminuído. Quando um sinal de 
reforço é aplicado após certo período, o peso é aumentado se o sinal é positivo e 
reduzido se o sinal é negativo; 
4. Processo de correção das conexões inibitórias – Os neurônios em 1O  reconhecem 
entradas que disparam simultaneamente, enquanto os neurônios em 2O  
reconhecem conjuntos de neurônios de 1O  que disparam em uma série temporal. 
Em nenhum dos casos é desejável que neurônios de uma mesma camada disparem 
simultaneamente. Assim, este processo destina-se a detectar estes disparos 
indesejados, construindo ou reforçando conexões inibitórias de forma que estes 
disparos sejam reprimidos; 
5. Processo interno de aprendizado do sinal de reforço – Cada neurônio da camada 
2O , quando dispara, gera um sinal de reforço interno que decai com o tempo. 
Neste processo, a força deste sinal é aprendida. Quando este sinal de reforço é 
gerado, os neurônios de 2O  que disparam em certo período passado são afetados 
e a magnitude do sinal de reforço interno é aumentada. Quando o neurônio 
corrigido dispara novamente, o neurônio de 2O  que disparou anteriormente é 
afetado. Desta forma, o sinal de reforço propaga-se entre os neurônios de 2O . 
 
 
2.3.6 Exemplo de implementação: RNP-SRM-RBF 
 
A  Rede Neural Pulsada de neurônios SRM com Função de Base Radial (RNP-SRM- 
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RBF) foi proposta inicialmente por Hopfield (1995) e Gerstner et al. (1996). Dois anos 
depois, Natschläger e Ruf (1998) propuseram uma nova arquitetura para esta rede, ou seja, 
uma arquitetura com desdobramento das sinapses. Em 2003, Bohte (2003) propôs a utilização 
dos campos receptivos gaussianos, a fim de codificar dados reais em pulsos. Tal codificação é 
a grande justificativa para se apresentar este modelo de rede como exemplo de RNP. As 
propostas descritas serão detalhadas a seguir. 
 
Arquitetura básica – Sejam duas camadas, a camada de entrada I  e a camada de saída J , 
de neurônios totalmente conectados (Figura 2.14). Os neurônios da camada de entrada apenas 
transmitem pulsos aos neurônios da camada de saída, os quais são os únicos a processar estes 
sinais. Gerstner et al. (1996), Natschläger e Ruf (1998) adotaram como neurônio de saída o 
integra-e-dispara, enquanto que Bohte (2003) adotou o neurônio SRM-RBF, o qual é utilizado 
nesta descrição. Desta forma, um neurônio de saída dispara se o seu vetor de atrasos axonais 
Δ  se aproximar do vetor de entrada X . Vale ressaltar que os neurônios da camada de saída 
não fazem uso da modelagem de refração e que cada neurônio da camada de entrada dispara 
uma única vez (SIMÕES, 2006). 
 
(a) (b) 
  
Figura 2.14: Arquitetura básica da RNP-SRM-RBF: (a) Arquitetura da rede; 
(b) Detalhamento do processo interno do neurônio 1j  [Fonte: (SIMÕES, 2006)]. 
 
Arquitetura com desdobramento das sinapses – Nesta arquitetura, proposta por 
Natschläger e Ruf (1998), o objetivo é facilitar a sintonização dos parâmetros Δ∈δ  dos 
neurônios. Uma conexão entre dois neurônios i  e j , com Ii∈  e Jj∈ , é implementada 
através de d  sinapses com diferentes atrasos de propagação e pesos sinápticos associados 
(Figura 2.15). O método de sintonizar o parâmetro kijδ  é visto como o processo de deixar 
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ativo um único atraso axonal kijδ  (com dki ≤≤ ) em cada conexão i  e j , ou seja, fazer com 
que apenas um kijw  (com dki ≤≤ ) seja diferente de zero em cada conexão entre dois 
neurônios i  e j . Usualmente, os atrasos axonais assumem os valores 
{ } { }1,...,1,0,...,, 21 −= ddijijij δδδ  (SIMÕES, 2006). 
 
(a) (b) 
 
 
Figura 2.15: Arquitetura da RNP-SRM-RBF com desdobramento das sinapses: 
(a) Arquitetura da rede; (b) Detalhamento da conexão entre os neurônios ni  e mj  com d  
sinapses. Um pulso gerado em ni  será recebido d  vezes em mj , com diferentes latências 
[Fonte: (SIMÕES, 2006)]. 
 
Codificação dos dados de entrada – Bohte (2003) propôs a utilização dos campos receptivos 
gaussianos como forma de codificar os dados de entrada reais em dados pulsados. Seja cada 
uma das componentes do vetor de entrada de dimensão n  aplicada a um conjunto de g  
gaussianas, cobrindo toda a extensão dos dados de entrada (Figura 2.16). A camada de entrada 
I  fica, então, composta por ng  neurônios e as gaussianas determinam o atraso no disparo de 
cada um dos ng  neurônios da camada de entrada. Se a gaussiana k  for estimulada de forma 
ótima, o neurônio ki  irá gerar um pulso na primeira iteração. Se a gaussiana k  quase não 
sofrer estímulo, ki  disparará após h  iterações, onde h  é a altura da gaussiana. Em outros 
termos, o k-ésimo neurônio da camada de entrada disparará de acordo com o estímulo da 
gaussiana k  (SIMÕES, 2006). 
 
 
2.4 PREVISÃO DE SÉRIES TEMPORAIS 
 
A  classe  de  fenômenos  cujo  processo  observacional,  e conseqüente quantificação 
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Figura 2.16: Campos receptivos gaussianos – Codificação de um valor contínuo (130) em 
pulsos temporais para 8 neurônios na camada de entrada, coberto por 8 gaussianas. A 
latência do k-ésimo neurônio encontra-se vinculada à excitação da gaussiana k  [Fonte: 
(SIMÕES, 2006)]. 
 
numérica, geram uma seqüência de dados distribuídos no tempo é denominada série temporal 
(SOUZA, 1989). 
Contrariamente ao que se passa em relação às amostras aleatórias, onde o instante em 
que é efetuada a observação não desempenha nenhum papel especial e é, em geral, ignorado, 
nas séries temporais o instante em que é efetuada cada uma das observações necessita ser 
registrado e é usado na análise e modelagem da série (PIRES, 2001). Desta maneira, a 
característica mais importante deste tipo de informação é que as observações vizinhas são 
dependentes umas das outras, sendo crucial a ordem dos dados (EHLERS, 2005). 
A série é dita contínua quando as observações são realizadas a qualquer instante no 
tempo, sendo denotada por ( )tx  (GRANGER e NEWBOLD, 1977; EHLERS, 2005). Quando 
as observações são realizadas em tempos específicos a série é dita discreta, sendo denotadas 
por tx  (EHLERS, 2005). Uma série temporal discreta pode ser representada por 
{ }tt xxxX ,...,, 21= , sendo que cada observação discreta tx  está associada a um instante de 
tempo distinto, existindo uma relação de dependência entre as observações (SOUZA, 1989). 
Granger e Newbold (1977) apontam como objetivo inicial da análise de séries 
temporais a realização de inferências sobre as propriedades, ou características básicas, do 
mecanismo gerador (conjunto de instantes de tempo em que são realizadas as observações) do 
  
64
processo de observação da série. Assim, através da abstração de regularidades contidas nos 
fenômenos observáveis de uma série temporal, existe a possibilidade de se construir um 
modelo matemático que representa, de forma simplificada, a realidade. 
Após a formulação do modelo matemático, obtido pela seleção das alternativas de 
classes de modelos identificados como apropriados para esta representação e subseqüente 
estimação de seus parâmetros, é possível utilizá-lo para testar alguma hipótese ou teoria a 
respeito do mecanismo gerador do processo de observação e realizar a previsão de valores 
futuros da série temporal (NELSON, 1973; GRANGER e NEWBOLD, 1977). 
Segundo Barbancho (1970), uma previsão é uma manifestação relativa a sucessos 
desconhecidos em um futuro determinado. A previsão não constitui um fim em si, mas um 
meio vantajoso de fornecer informações e subsídios para uma conseqüente tomada de decisão, 
visando atingir determinados objetivos (MORETTIN e TOLOI, 1981). 
Considerando um conjunto de observações de uma série temporal, coletadas até o 
instante t , e um modelo que represente estes fenômenos, a previsão do valor da série no 
tempo ht +  pode ser obtida (Figura 2.17) (MUELLER, 1996). 
 
 
Figura 2.17: Observações de uma série temporal com previsões de origem t  e horizonte 
h  [Fonte: (MUELLER, 1996)]. 
 
Naturalmente, a investigação do poder preditivo do modelo especificado, como o 
mais adequado para explicar o mecanismo gerador das observações de uma série temporal, é 
um processo empírico de verificação, visto que são feitas comparações entre as observações e 
as previsões, a fim de confirmar a habilidade do modelo matemático em descrever a estrutura 
definida pelos dados da série temporal analisada (BARBANCHO, 1970). 
 
 
2.4.1 Métodos de previsão 
 
Os    métodos    de   previsão   de   séries   temporais,   classificados   como   métodos 
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quantitativos, baseiam suas previsões na extrapolação de características de observações 
passadas e no inter-relacionamento entre estas observações, fornecendo previsões acuradas se 
o futuro apresentar um comportamento similar ao do passado (MAKRIDAKIS e 
WHEELWRIGHT, 1985). 
De acordo com Makridakis e Wheelwright (1985), a maioria dos métodos de 
previsão de séries temporais se apóia na suposição de que observações passadas contêm todas 
as informações sobre o padrão de comportamento da série temporal e esse padrão é recorrente 
no tempo. O propósito dos métodos de previsão consiste em distinguir o ruído que possa estar 
contido nas observações e, então, usar o padrão de comportamento para prever os valores 
futuros da série temporal. Assim, pela identificação desta componente, a previsão para 
períodos de tempo subseqüentes ao observado pode ser desenvolvida (MUELLER, 1996). 
Os procedimentos de previsão utilizados na prática variam muito, podendo ser 
simples e intuitivos, com pouca análise dos dados, ou complexos e racionais, envolvendo um 
considerável trabalho de interpretação (GUTIÉRREZ, 2003). 
Apesar da quase totalidade dos métodos de previsão de séries temporais estarem 
fundamentados apenas na análise das observações da série de interesse, alguns procedimentos 
de previsão tentam explicar o comportamento de uma série temporal pela evolução dos 
fenômenos observacionais de outras séries (MUELLER, 1996). Desta forma, dependendo do 
número de séries temporais envolvidas na modelagem, Souza (1989) classifica os métodos de 
previsão em univariados, função de transferência e multivariados. 
Os métodos univariados, que compreendem a maior parte dos métodos de previsão 
de séries temporais, consideram somente uma única série histórica para a realização dos 
prognósticos. As previsões decorrentes da aplicação de métodos univariados podem estar 
relacionadas apenas com as informações contidas na série histórica de interesse (métodos 
baseados na estatística clássica), ou também, além de incorporarem estas informações, 
consideram outras supostamente relevantes e que não estão contidas na série analisada 
(métodos baseados na estatística bayesiana) (MUELLER, 1996). 
As metodologias na qual a série de interesse é explicada, não só pelo seu passado 
histórico, como também por outras séries temporais, são conhecidas como funções de 
transferência. Esta classe de métodos de previsão envolve, portanto, mais de uma série 
temporal, com a ressalva de que a relação de causalidade entre estas séries é perfeitamente 
conhecida (MUELLER, 1996). 
Os métodos multivariados abrangem os procedimentos de previsão que associam 
mais   de   uma   série  temporal  na  efetivação  de  prognósticos,  sem,  no  entanto,  qualquer 
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imposição com relação à causalidade entre estas séries (MUELLER, 1996). 
Dependendo do valor assumido pelo horizonte de previsão, Makridakis e 
Wheelwright (1985) e Souza (1989) classificam as previsões dos valores futuros de uma série 
temporal como de curto, médio ou longo prazo. Deste modo, diante da possibilidade de 
existência de diferentes horizontes de previsão, Refenes et al. (1993) especificam técnicas 
distintas para prognosticar os valores futuros de uma série temporal: 
• Previsão múltiplos passos – Esta abordagem, adotada para longos horizontes de 
previsão, procura identificar as tendências gerais e os pontos de inflexão mais 
relevantes da série temporal. Na previsão múltiplos passos, o conjunto de valores 
correntes é empregado na realização da previsão para determinado instante, sendo 
que esta previsão é, então, introduzida entre as observações passadas, compondo, 
desta forma, um novo conjunto de dados, sobre o qual será obtida a previsão do 
tempo subseqüente; 
• Previsão simples passo – Nesta técnica não há incorporação de previsões aos 
dados utilizados para encontrar a previsão subseqüente, sendo esta, independente 
dos valores anteriormente previstos. A previsão é feita apenas para o período de 
tempo imediatamente posterior ao atual, a partir das observações da série 
temporal. 
Segundo Makridakis e Wheelwright (1985), a acuidade de uma previsão fica 
determinada não apenas pelo horizonte de previsão especificado, mas também pelas 
características das observações da série temporal investigada, sendo a otimização alcançada 
com a aplicação de mais de um método de previsão. A combinação de previsões, ou a 
verificação da consistência destes valores, permite aumentar a confiabilidade da previsão e 
reduzir a possibilidade de grandes desvios. 
Diante disto, muitos são os métodos de previsão de séries temporais, cada qual com 
suas capacidades e limitações (MAKRIDAKIS e WHEELWRIGHT, 1985). A seleção do 
método de previsão adequado depende de vários fatores, tais como o comportamento do 
fenômeno observável, o conhecimento a priori sobre sua natureza e o objetivo da análise 
(MUELLER, 1996). 
 
 
2.4.2 Medidas de acuidade dos métodos de previsão 
 
De  acordo  com  Makridakis  e  Wheelwright (1985), a suposição básica de qualquer 
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técnica de previsão de séries temporais é que o valor observado na série fica determinado por 
um padrão que se repete no tempo e por alguma influência aleatória. Isto significa dizer que, 
mesmo quando o padrão exato que caracteriza o comportamento da série temporal tenha sido 
isolado, algum desvio ainda existirá entre os valores realmente observados e os valores 
previstos. Esta aleatoriedade não pode ser prevista. Entretanto, se isolada, sua magnitude pode 
ser estimada e usada para determinar a variação ou erro entre as observações e previsões 
realizadas. 
A acuidade de um método de previsão pode ser mensurada através de medidas de 
erro, dentre as quais cita-se (MAKRIDAKIS e WHEELWRIGHT, 1985): 
• Erro médio: 
 
( )
n
xx
n
i
ii∑
=
−
1
ˆ
 (2.28)
 
onde ix  é o valor observado no instante i ; ixˆ  é o valor previsto no instante i ; e 
n corresponde ao número de previsões efetuadas; 
• Erro médio absoluto: 
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• Erro médio quadrático: 
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• Erro percentual absoluto: 
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• Erro percentual médio: 
 
( ) ( )
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xxn
i i
ii∑
=
−
1
100
ˆ
 
(2.32)
 
• Erro percentual absoluto médio: 
 
( ) ( )
n
x
xxn
i i
ii∑
=
−
1
100
ˆ
 
(2.33)
 
Desta forma, a verificação da adequação de um determinado modelo, supostamente 
representativo da série histórica de dados, é dependente da medida de erro adotada para 
efetuar a validação. 
 
 
2.5 RESUMO DO CAPÍTULO 
 
As técnicas estatísticas para previsão de séries temporais são vistas como uma tarefa 
custosa e muitas vezes nem mesmo realizáveis, dependendo do volume de dados. Como 
alternativa apresentou-se as RNAs, as quais têm a capacidade de aprender padrões subjacentes 
presentes nos conjuntos de dados, apresentando melhor desempenho que os métodos 
estatísticos tradicionais, como por exemplo o modelo Box-Jenkins (BOX e JENKINS, 1976). 
Apesar de possuírem princípios diferentes, a maioria dos modelos de RNAs clássicas 
são implicitamente equivalentes, ou similares, a métodos clássicos de análise estatística de 
padrões. Entretanto, as RNAs oferecem várias vantagens, como abordagens unificadas para 
extração e classificação, além de procedimentos flexíveis para encontrar boas soluções não-
lineares. 
A popularidade das RNAs cresceu devido ao fato que, aparentemente, elas possuem 
pouca dependência a um domínio específico, de forma que o mesmo tipo de rede pode ser 
aplicado em vários problemas, o que não ocorre com as abordagens baseadas em regras. Além 
disso, as RNAs disponibilizam um conjunto de algoritmos não-lineares para extração de 
características, possibilitando a classificação e previsão dos dados. 
Na  busca  por  modelos  conexionistas  cada vez mais eficazes, pesquisadores têm se 
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dedicado em desenvolver máquinas inteligentes cujo funcionamento se aproxime da maneira 
como o cérebro humano trabalha. RNPs possuem maior semelhança com a forma como o 
cérebro humano processa as informações vindas do exterior, conduzindo a novas 
possibilidades para o tratamento de complexas informações temporais (pulsos) e seu uso na 
análise de séries temporais. 
A apresentação das RNPs teve seu foco direcionado para os três principais 
parâmetros a serem decididos no projeto de uma RNP, ou seja, o código de pulso, o modelo 
de neurônio pulsado e a sistemática de aprendizado, sendo que a técnica de aprendizado é, em 
sua maioria, dependente do modelo de rede e do tipo de neurônio adotado. 
O panorama geral apresentado neste capítulo deixa evidente que o uso das RNAs no 
domínio temporal é recente, necessitando de estudos mais aprofundados. Desta forma, o 
próximo capítulo prevê uma nova abordagem para as redes conexionistas pulsadas, 
denominada Máquina de Estado Líquido (Liquid State Machine – LSM). As LSMs, assim 
como as RNPs, também trabalham com informação temporal, porém, estas fazem uso de uma 
arquitetura muito mais complexa, aumentando o poder computacional. Esta nova abordagem é 
o foco principal desta tese, sendo amplamente discutida nos capítulos seguintes. 
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3 MÁQUINA DE ESTADO LÍQUIDO 
 
 
3.1 INTRODUÇÃO 
 
Um desafio, associado à concepção de sistemas neurologicamente inspirados, é 
modelar o processamento de entradas de fluxo contínuo, em ambientes de rápida mudança 
(dinâmico), por meio de redes neurais recorrentes de neurônios integra-e-dispara. Jaeger 
(2001; 2002) e Maass et al. (2002b; 2003; 2007) desenvolveram dois conceitos similares, 
conhecidos como Máquina de Estado Eco (Echo State Machine – ESM) e Máquina de Estado 
Líquido (Liquid State Machine – LSM), respectivamente. Esses novos conceitos matemáticos 
permitem o processamento em tempo real para entradas de fluxo contínuo. Esse capítulo, 
assim como o restante do trabalho, é focalizado na LSM, a qual será introduzida através de 
uma analogia. 
Seja uma pedra (entrada) e uma lagoa (meio líquido). O lançamento da pedra na água 
(Figura 3.1) produz respingos e ondulações no meio líquido, os quais são vistos como uma 
reação (estado líquido) (Figura 3.2). As ondulações se propagam na superfície da água 
durante algum tempo, podendo interagir com outras ondulações causadas por outros eventos 
recentes. Sendo assim, a água mantém e integra informações sobre eventos recentes. Estas 
perturbações existentes na superfície da água poderiam ser registradas (por exemplo, por uma 
máquina fotográfica), fornecendo informações dos eventos ocorridos recentemente, os quais 
estão associados às ondulações captadas. Assim, a máquina fotográfica, denominada 
genericamente de unidade de leitura, fornece, a qualquer instante de tempo, informações do 
que aconteceu na lagoa, bastando para isto ver a imagem capturada da superfície da água. 
Desta maneira, a unidade de leitura associa a foto obtida a um padrão de comportamento 
relacionado às informações dos eventos que ocorreram recentemente na lagoa 
(NATSCHLÄGER et al., 2002; VREEKEN, 2004). 
Uma LSM, através do meio líquido (meio excitável), transforma uma entrada 
temporal de baixa dimensão em estados líquidos de alta dimensão, agregando informações 
sobre estímulos passados ao sinal de entrada temporal presente. Essa propriedade permite a 
integração de características relevantes que podem contribuir na análise de séries temporais. 
Tal integração pode ser implementada por diferentes sistemas dinâmicos, os quais modelam o 
estado líquido capaz de capturar a excitação temporal apresentada (VREEKEN, 2004). 
Portanto,  as  RNAs  biologicamente  realistas,  como  as  piscinas  de  neurônios que 
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Figura 3.1: Analogia que descreve a LSM [Fonte: (NATSCHLÄGER et al., 2002)]. 
 
 
Figura 3.2: Respingos e ondulações produzidas quando uma pedra é lançada na água. Estas 
perturbações são vistas como uma reação (estado líquido) [Fonte: (VREEKEN, 2004)]. 
 
compõem o meio líquido (Seção 3.2.1), necessitam de uma codificação capaz de explorar o 
poder das redes neurais naturais (micro-circuitos corticais), ao mesmo tempo em que devem 
ser capazes de aprender suas aptidões biológicas. Dessa forma, as LSMs são uma ferramenta 
poderosa no reconhecimento, classificação e previsão de padrões temporais. 
 
 
3.2 ARQUITETURA DA LSM 
 
As LSMs exploram a recorrência das RNPs e são compostas de duas partes: o meio 
líquido e a unidade de leitura. O meio líquido é um modelo de ‘micro-circuito neural’, usado 
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como ‘reservatório’ de dinâmica complexa, que transforma dados temporais de entrada ( )su  
em estados líquidos. A unidade de leitura é uma função que interpreta os estados líquidos em 
um tempo t , gerando uma saída. 
Quando uma excitação é gerada sobre um circuito recorrente complexo, com entrada 
de fluxo contínuo ( )su , após certo tempo st > , o estado interno recorrente ( )tx  do circuito 
deverá conter uma quantidade substancial de informações sobre as entradas recentes ( )su . 
Maass et al. (2003) introduziram o conceito da LSM tendo como estrutura principal 
para modelagem do líquido as RNPs (descritas na Seção 2.3). O uso de neurônios pulsados 
em rede propicia um sistema dinâmico complexo, de dimensão elevada, permitindo que as 
LSMs realizem um processamento em tempo real sobre entradas de fluxo contínuo. 
Formalmente, uma LSM M  trabalha da seguinte maneira (Figura 3.3): uma entrada 
de fluxo contínuo ( )⋅u  (por exemplo, um vetor de dados analógicos ou trem de pulsos) é 
inserida no meio líquido ML  e esse meio age como um filtro de líquidos. Esse líquido pode 
ser, virtualmente, qualquer sistema pulsado que permita a leitura dos estados líquidos atuais 
( )tx M  em cada tempo t . Os estados líquidos são então mapeados para a função de saída ( )ty , 
através da unidade de leitura Mf  (MAASS et al., 2002b). 
 
 
Figura 3.3: Arquitetura da LSM [Fonte: (MAASS et al., 2002b)]. 
 
A descrição formal tem sólida relação com a analogia da ‘pedra e lagoa’ (Seção 3.1), 
pois, uma entrada de fluxo contínuo ( )⋅u  (pedra) é apresentada ao meio líquido ML  (lagoa), o 
qual, através de intenso processamento, gera estados líquidos ( )tx M  (perturbações). Estes 
estados são monitorados pela unidade de leitura Mf  (máquina fotográfica), a fim de que esta 
retorne a saída ( )ty  (padrão de imagem reconhecido ao se visualizar a foto). 
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3.2.1 Estrutura do meio líquido 
 
Como o próprio nome indica, as LSMs são semelhantes às Máquinas de Estado 
Finito (Finite State Machine – FSM), sendo vistas como uma FSM universal, onde o meio 
líquido dinâmico contém os estados e transições de muitas FSMs. Desta maneira, percebe-se 
que o meio líquido é uma estrutura extremamente complexa, sendo responsável por grande 
parte do processamento da LSM (VREEKEN, 2004). 
A fim de facilitar o entendimento e implementação da LSM, o meio líquido pode ser 
representado em um espaço tridimensional, contendo uma ou mais piscinas de neurônios 
(Figura 3.4). As piscinas, por sua vez, são compostas por vários neurônios, os quais são 
distribuídos no espaço tridimensional. Como dado de entrada, o meio líquido recebe um ou 
mais fluxos contínuos, gerando como saída vários estados líquidos, os quais são dependentes 
da topologia das piscinas de neurônios. 
Ressalta-se a importância da dinâmica do meio líquido, a qual permite que a 
informação seja temporariamente armazenada e integrada. Tal comportamento é determinado 
pelo número de piscinas que compõem o meio líquido, bem como pela quantidade de 
neurônios que compõem cada piscina e a conectividade entre eles. 
 
 
3.2.2 Estrutura da unidade de leitura 
 
A unidade de leitura possui uma estrutura extremamente simples, comparada à 
organização do meio líquido. Entretanto, sua função é de grande relevância, uma vez que é 
responsável pela análise (por exemplo, reconhecimento e classificação, previsão) dos dados 
de entrada, os quais são pré-processados no meio líquido. 
Assim, a unidade de leitura pode ser implementada por sistemas simples de 
classificação, como por exemplo, uma rede neural Perceptron Multicamada (MultiLayer 
Perceptron – MLP). Neste caso, essa rede recebe como entrada a saída do meio líquido 
(estados líquidos), gerando uma única saída, a qual representa o resultado da análise dos 
dados das entradas recentes segundo alguma técnica de aprendizado (Figura 3.5). 
Em função da natureza do meio líquido e da unidade de leitura, a LSM pode 
necessitar de um filtro intermediário, capaz de mediar o fluxo entre seus componentes. Por 
exemplo, no caso de líquidos implementados através de uma RNP, coloca-se um filtro entre a 
saída  da  RNP e a entrada da unidade de leitura (Seção 3.3.2, Figura 3.9). Tal filtro tem como 
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Figura 3.4: Meio líquido composto por 3 piscinas de neurônios, cada uma de tamanho 
3×3×6, totalizando 54 neurônios em cada piscina [Fonte: (CIRCUIT-TOOL, 2006)]. 
 
(a) (b) 
 
 
Figura 3.5: (a) Estrutura genérica da unidade de leitura [Fonte: Adaptado de (MAASS et 
al., 2002b)]; (b) Exemplo de uma unidade de leitura estruturada por uma rede neural 
Perceptron Multicamada (MLP). 
 
função a eliminação de altas freqüências, objetivando a conversão dos estados líquidos 
pulsados em estados líquidos analógicos, os quais são discretizados e fornecidos à unidade de 
leitura para análise dos padrões. 
 
 
3.3 IMPLEMENTAÇÃO DA LSM 
 
A ação básica das LSMs é transformar e integrar entradas de fluxos contínuos de 
baixa dimensão em perturbações de alta dimensão no líquido, a fim de facilitar a extração de 
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características (RICHARDSON, 2003). A dinâmica interna do reservatório, composto de 
piscinas de neurônios, assegura que o estado atual do líquido contém informações sobre as 
entradas recentes e a alta dimensionalidade do líquido permite uma análise dos padrões. 
Primeiramente, um problema temporal complexo é transformado em vários 
problemas temporais de baixa dimensionalidade, ou seja, o problema é dividido em vários 
vetores de entrada (estratégia de divisão e conquista), os quais são analisados separadamente, 
tornando mais fácil a análise dos padrões. Segundo, a alta dimensionalidade e a complexa 
dinâmica do meio líquido impedem que duas entradas diferentes, mesmo com valores bastante 
próximos, conduzam a rede a um mesmo estado líquido (trajetória), permitindo que a unidade 
de leitura realize uma discriminação entre elas (VREEKEN, 2004). 
 
 
3.3.1 Implementação do meio líquido 
 
O meio líquido, como mencionado na Seção 3.2.1, é composto por uma ou mais 
piscinas de neurônios. Entre os tipos de neurônios que o meio líquido pode assumir, cita-se: 
neurônios integra-e-dispara (LifNeuron), neurônios sigmoidais (SigmoidalNeuron), neurônios 
baseados em condutância (HHNeuron), entre outros (Figura 3.6). Jaeger (2001) obteve 
sucesso ao implementar o meio líquido utilizando redes recorrentes de neurônios sigmoidais, 
enquanto que Maass et al. (2002b) utilizaram neurônios pulsados temporalmente dinâmicos e 
biologicamente realísticos, como os SRM. 
Os neurônios de entrada de uma LSM podem assumir dois tipos: pulsados ou 
analógicos (Figura 3.6). Uma entrada no formato vetor de trem de pulsos alimenta um 
neurônio de entrada pulsado, enquanto uma entrada no formato vetor de valores analógicos 
alimenta um neurônio de entrada analógico. Em termos de implementação, os dados de 
entrada, juntamente com as piscinas de neurônios, são alojados no espaço tridimensional, 
facilitando a organização arquitetural do meio líquido. 
Na implementação do meio líquido também são definidas as conexões sinápticas, as 
quais podem ser estáticas ou dinâmicas. Uma sinapse é estática se as amplitudes de cada uma 
das respostas pós-sinápticas forem iguais, sendo definida por: 
 
( ) ( )τtWtx −⋅= exp  (3.1)
 
onde  ( )tx   é  a resposta pós-sináptica para cada pulso que atinge a sinapse no tempo t ; W  é a 
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Figura 3.6: Meio líquido formado por 3 neurônios de entrada (2 pulsados e 1 analógico) e 
3 piscinas de neurônios (cada uma de tamanho 3×3×6, totalizando 54 neurônios) [Fonte: 
(CIRCUIT-TOOL, 2006)]. 
 
amplitude; e τ  é uma constante de tempo, que neste caso gera um decaimento. As respostas 
de todos os pulsos são somadas linearmente. Na sinapse dinâmica, a variação de tempo do 
estado ( )tx  da sinapse é acrescida de urW ⋅⋅  ( r  e u  são o estado atual de depreciação e 
facilitação, respectivamente) quando um pulso pré-sináptico atinge a sinapse, caso contrário, 
ocorre um decaimento exponencial (constante de tempo τ ) (CSIM, 2006). 
As conexões sinápticas ocorrem, na sua forma mais simples, entre os neurônios de 
entrada (dados de entrada) e as piscinas de neurônios, conforme mostra a Figura 3.7 (a) e (b). 
Porém, para que as LSMs alcancem poder computacional, o meio líquido é implementado 
com redes recorrentes, ou seja, os neurônios da piscina são conectados entre eles através de 
realimentações (Figura 3.7 (c)). Desta maneira, as conexões sinápticas também ocorrem 
dentro das piscinas de neurônios, tornando-as recorrentes. Vale ressaltar que o tipo de sinapse 
está diretamente ligado ao tipo de neurônio, ou seja, se o neurônio é do tipo pulsado a sinapse 
também é pulsada. 
Uma vez definido o neurônio de entrada, os neurônios da piscina e as conexões 
sinápticas, o próximo passo seria o treinamento. No entanto, a rede de neurônios integra-e-
dispara, que compõe o meio líquido, não precisa ser treinada, visto que tal rede não é 
responsável pela análise dos padrões. O que ocorre é uma estabilização na rede de neurônios 
integra-e-dispara  após  certo  período de tempo. Alguns neurônios da piscina são estimulados 
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(a) 
 
 
(b) 
 
 
(c) 
 
Figura 3.7: Conexões sinápticas do meio líquido: (a) Conexão entre 2 neurônios de entrada 
e a primeira piscina; (b) Conexão entre 2 neurônios de entrada e a segunda piscina; 
(c) Conexão entre os neurônios da piscina (rede recorrente) [Fonte: (CIRCUIT-TOOL, 
2006)]. 
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pelos dados de entrada, ou seja, esses neurônios disparam quando seu potencial de ação atinge 
certo limiar. Desta forma, outros neurônios da piscina são estimulados, ocasionando outros 
disparos. Após um período de tempo, os estímulos gerados não são suficientes para ocasionar 
novos disparos. Neste momento, a rede atingiu um estado estável (estado líquido), estado esse 
que é repassado à unidade de leitura. 
A eficácia do meio líquido está intimamente relacionada a uma característica da 
LSM que gera interferência entre sucessivos sinais de entrada. Tal característica é conhecida 
como mecanismo de reinicialização do meio líquido, estando diretamente ligada à dinâmica 
dos neurônios e suas realimentações e ao tamanho do fluxo de entrada. Fluxos de entrada 
mais longos poderiam exceder a capacidade de memória do meio líquido, ou seja, as 
informações armazenadas num passado distante não influenciariam nas informações atuais. 
Encontrar o tamanho ideal do fluxo de entrada não é uma tarefa trivial, sendo muitas vezes 
realizada através de testes empíricos. 
 
Mecanismo de reinicialização – Knüsel et al. (2004) mostram que o mecanismo de 
reinicialização melhora o desempenho da rede, uma vez que mistura informações (estímulos) 
do passado e do presente para compor o resultado. Tais pesquisadores utilizaram o 
mecanismo de reinicialização em LSMs para o reconhecimento de padrões. No trabalho de 
Knüsel et al. (2004) foi verificada uma dependência crítica entre o estado inicial da rede no 
início do estímulo e o estado interno após a apresentação de todo estímulo. Assim, a fim de 
melhorar o desempenho da rede, seria desejável agregar um sistema de reinicialização após 
certa quantidade de estímulos. 
A reinicialização da rede do meio líquido pode inicializar o potencial de ação ou as 
sinapses (sinapse utilizada e fração de eficácia sináptica disponível) dos neurônios, ou ainda 
ambos, sendo a inicialização desses componentes feita de forma determinística ou aleatória. 
Desta forma, Knüsel et al. (2004) propõem cinco mecanismos de reinicialização: inteiro 
determinístico, parcial determinístico, inteiro aleatório, parcial aleatório e sem reinicialização 
(Tabela 3.1). Maass et al. (2002b; 2003) utilizaram em seus experimentos o mecanismo de 
reinicialização parcial aleatório. 
As reinicializações determinísticas são realizadas com base em valores pré-
estabelecidos, enquanto as reinicializações aleatórias são realizadas dentro de um intervalo de 
valores especificado. Quando somente o potencial de ação dos neurônios é reinicializado, 
utiliza-se  o  mecanismo  de  reinicialização  parcial. O mecanismo de reinicialização inteiro é 
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Tabela 3.1: Valores de inicialização das variáveis do meio líquido: potencial de ação, 
sinapse utilizada e fração de eficácia sináptica disponível [Fonte: (KNÜSEL et al., 2004)]. 
Mecanismo de reinicialização Potencial de ação Sinapse utilizada Fração de eficácia sináptica disponível 
Inteiro determinístico 13.5 mV U 1 
Parcial determinístico 13.5 mV − − 
Inteiro aleatório [13.5 mV, 15 mV] [0, U] [0, 1] 
Parcial aleatório [13.5 mV, 15 mV] − − 
Sem reinicialização − − − 
Notas: U é a utilização da eficácia sináptica. O símbolo [ , ] denota os valores de inicialização 
distribuídos uniformemente dentro do intervalo especificado. 
 
utilizado quando se inicializa o potencial de ação e as sinapses dos neurônios (KNÜSEL et 
al., 2004). 
 
Dinâmica do líquido e propriedade da separação – Estando o meio líquido estruturado, o 
mesmo está apto a iniciar o processamento do fluxo de entrada. Tal processamento gera 
perturbações no líquido, as quais são capturadas pela unidade de leitura. Segundo Maass et al. 
(2002b) e Jaeger (2002), a diferença entre dois estados do líquido depende do fluxo de entrada 
apresentado ao meio líquido, existindo uma correlação entre as semelhanças do fluxo de 
entrada e o resultado do estado líquido fixado no momento da leitura. 
Devido à dinâmica não-linear e a natureza temporal dos estados, padrões de entrada 
semelhantes conduziriam a trajetórias líquidas bastante distintas. Isso pode ser verificado 
através da distância entre as trajetórias do líquido para dois padrões de entrada apresentados. 
Por exemplo, pode-se usar a norma Euclidiana para obter a distância entre dois estados da 
rede, sob todos os tempos t . Formalmente, para comparar dois estados, tem-se: 
 
( ) ( ) ( )tXtXvutd MvMus −=,,  (3.2)
 
onde ( )tX Mu  e ( )tX Mv  denotam o estado líquido no tempo t  para os fluxos de entrada u  e v , 
respectivamente. 
Uma das grandes vantagens da LSM é a não necessidade de se definir os estados 
finais desejados, uma vez que a unidade de leitura pode ser treinada para extraí-los do estado 
contínuo do meio líquido. No entanto, é fundamental que a reação do líquido seja confiável, 
no sentido que irá alcançar, mesmo para padrões de entradas diferentes, mas com alguma 
semelhança, estados distintamente identificáveis após um número pré-definido de passos de 
tempo. 
A  garantia de alcance dos estados distintos identificáveis é a reação diferenciada que 
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deve ocorrer no líquido, frente a diferentes seqüências de entrada. O valor da distância 
Euclidiana, dada pela Equação 3.2, entre dois estados do líquido determina a chamada 
Propriedade da Separação (Separation Property – SP) (MAASS et al., 2002b). A SP reflete na 
habilidade que o líquido possui de criar diferentes trajetórias de estados internos para cada 
classe de entrada (Figura 3.8). Supondo que o líquido apresente uma SP adequada ao 
tratamento das amostras de entrada, esse fornecerá um conjunto de estados ( )tX M  
diferenciados, os quais serão analisados pela unidade de leitura. 
 
 
Figura 3.8: Propriedade da separação de um meio líquido genérico. Distância entre dois 
estados do líquido em relação aos sinais de entrada, os quais possuem uma distância 
Euclidiana ( )vud ,  [Fonte: (MAASS et al., 2002b)]. 
 
Maass et al. (2003) comprovaram um aumento no desempenho das LSMs que 
utilizam no meio líquido RNPs com sinapses dinâmicas, demonstrando que quanto maior o 
número de conexões sinápticas dinâmicas, maior o poder computacional do modelo. O 
neurônio integra-e-dispara com sinapses dinâmicas aumenta a dinâmica temporal do meio 
líquido, construindo trajetórias únicas e permitindo, assim, o reconhecimento de diferentes 
fluxos de entrada. Em relação a SP, Maass et al. (2004) comprovaram uma forte relação entre 
o poder computacional do sistema e a não-lineariedade das redes do meio líquido. 
 
 
3.3.2 Implementação da unidade de leitura 
 
A unidade de leitura é a estrutura da LSM responsável pela análise dos dados. Essas 
unidades, quando implementadas, devem ser capazes de distinguir as diferentes trajetórias 
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criadas pela SP, generalizando e resultando em um padrão adequado à saída obtida. Tal 
característica é chamada de Propriedade da Aproximação (Approximation Property – AP), a 
qual depende da adaptabilidade da escolha da unidade de leitura. 
A implementação da unidade de leitura pode ser realizada através de várias 
abordagens (por exemplo, abordagem estatística e lógica fuzzy), sendo na presente tese 
utilizada a abordagem neuronal. Tal abordagem implementa desde um simples classificador, 
como as redes de perceptrons, até classificadores mais complexos, como redes perceptrons 
multicamadas e piscinas de perceptrons. Atualmente, as LSMs, desenvolvidas por Maass et 
al. (2002b), implementam a unidade de leitura através de redes de perceptrons. 
Os perceptrons, ou threshold gates, vêm sendo utilizados há mais de 40 anos. Muito 
embora permitam um processamento booleano universal, sendo aproximadores universais 
para funções contínuas, houve um enfraquecimento no seu uso com relação ao entusiasmo 
inicial, uma vez que não apresentam resultados satisfatórios quando aplicados a problemas 
linearmente não separáveis. 
As redes de perceptrons comparam a somatória da entrada multiplicada pelo peso 
sináptico com um limiar pré-fixado, sendo sua saída diretamente determinada pelo fato da 
somatória estar acima ou abaixo do valor de limiar. Tais redes são usadas na unidade de 
leitura das LSMs, sendo, após o treinamento, aplicadas na extração, no reconhecimento, na 
classificação ou previsão de informações dos estados líquidos contínuos. 
A unidade de leitura deve ser treinada por alguma técnica de aprendizado, a fim de 
mapear os estados líquidos (saída do meio líquido) para a saída desejada. Note que a saída 
desejada, num contexto biológico, pode ser fornecida pelo ambiente (por exemplo, no 
reconhecimento de voz). A princípio, qualquer algoritmo, supervisionado ou não-
supervisionado, pode ser utilizado no treinamento da unidade de leitura. Muitas das LSM 
encontradas na literatura possuem unidade de leitura com aprendizado supervisionado através 
de algoritmos, como classificação linear, regressão linear, regra delta paralela e 
backpropagation (GOLDENHOLTZ, 2002; WOJCIK e KAMINSKI, 2004; GOODMAN e 
VENTURA, 2006; GRUIJL e WIERING, 2006; LUKOSEVICIUS e JAEGER, 2009; 
YANDUO e KUN, 2009). A unidade de leitura implementada nesta tese é treinada pelo 
algoritmo backpropagation. 
A apresentação dos estados líquidos (saída do meio líquido) para a unidade de leitura 
é de extrema importância, especialmente se o meio líquido e a unidade de leitura trabalham 
com diferentes tipos de sinais. Maass et al. (2002b) abordam tal questão implementado um 
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filtro passa-baixa MoF  (opcional) entre o meio líquido 
ML  e a unidade de leitura Mf , 
transformando os sinais pulsados ( )txM  em analógicos ( )txMo , os quais alimentam a rede de 
perceptrons da unidade de leitura (Figura 3.9). Quando o sinal pulsado é discretizado na 
forma contínua, o filtro MoF  gera um aumento no número de entradas que alimentam a 
unidade de leitura, ampliando assim a quantidade de informação, o que facilita a análise dos 
dados. 
 
 
Figura 3.9: Detalhamento da LSM segundo diferentes tipos de sinais utilizados. 
 
Entretanto, as informações contidas no meio líquido podem ser linearmente não 
separáveis, sendo, teoricamente, não extraídas por uma unidade de leitura simples (rede de 
perceptrons). Como solução, Maass et al. (2002b) propõem o uso de piscinas de perceptrons, 
a mesma estrutura utilizada no meio líquido, usando o meio de ativação para todos os 
perceptrons da saída. Outra abordagem, sugerida por Goldenholtz (2002), é a implementação 
de uma rede de perceptrons multicamadas treinada com o algoritmo backpropagation, a qual 
tem sido aplicada com sucesso na extração dos estados líquidos linearmente não separáveis. 
O backpropagation é o algoritmo de treinamento de RNAs multicamadas mais 
difundido. Tal algoritmo baseia-se no aprendizado supervisionado por correção de erros, 
sendo descrito por duas etapas, a propagação e a retropropagação. A propagação inicia-se 
após a apresentação do padrão de entrada, onde a resposta de uma unidade é propagada como 
entrada para as unidades da camada seguinte, até a camada de saída, na qual é obtida a 
resposta da rede e é calculado o erro médio. Na retropropagação, que vai da camada de saída 
até a camada de entrada, os pesos sinápticos são alterados. 
Quando a rede está sendo treinada, a mesma recebe como entrada o conjunto valor de 
entrada e valor desejado. Após o processamento, a saída obtida é comparada ao valor 
desejado, computando-se o erro global da rede, o qual influenciará na correção dos pesos na 
etapa de retropropagação. 
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Comparado à regra delta paralela, o algoritmo backpropagation, para redes 
perceptrons multicamadas, é computacionalmente mais caro, sendo, mesmo assim, o 
algoritmo de treinamento mais divulgado na literatura. Maiores detalhes podem ser 
encontrados em (RUMELHART et al., 1986). Vale relembrar que, o algoritmo 
backpropagation também possui uma variação para as RNPs, conhecido como SpikeProp 
(BOHTE et al., 2002c), o qual está descrito na Seção 2.3.5.1 desta tese. 
 
 
3.4 APLICAÇÕES DA LSM 
 
As LSMs fazem parte das pesquisas por modelos computacionais que auxiliam a 
compreender a computação que é realizada no ‘micro-circuito cortical’ (MAASS e 
MARKRAM, 2006), isto é, no circuito de neurônios do neocórtex (coluna cortical). Esta 
abordagem tornou-se bem sucedida, uma vez que possibilita uma realização computacional 
realística, com modelos de neurônios biológicos (neurônios pulsados) e sinapses biológicas 
(sinapses dinâmicas). Neste modelo, um grande número de diferentes unidades de leitura 
podem ser treinadas para extrair diferentes informações de um mesmo meio líquido (MAASS, 
2010). 
O conceito de LSM tem se mostrado bastante amplo, apresentando-se como uma 
técnica promissora, com possibilidade de aplicação em um grande conjunto de tarefas. O 
desempenho do modelo, em várias aplicações benchmark (MAASS et al., 2002b; MAASS et 
al., 2003; MAASS et al., 2004), mostra estar em concordância com as expectativas a ele 
atribuídas inicialmente. 
Uma das tarefas temporais benchmark mais conhecidas da literatura é o 
reconhecimento de voz de Hopfield e Brody (2000; 2001), onde as gravações dos números (de 
zero a nove) têm sido corretamente classificadas. Nessa aplicação, uma base de dados 
composta por 10 gravações é apresentada à LSM. Cada gravação é feita por 5 vozes 
femininas, totalizando um conjunto de 500 entradas (10 números × 10 gravações × 5 vozes), 
onde cada entrada foi codificada em 40 trens de pulsos. 
O reconhecimento de voz de Hopfield e Brody foi computado por uma LSM através 
de 135 neurônios integra-e-dispara dispostos em uma piscina, representando o meio líquido. 
O resultado do processamento retornou um erro médio quadrático menor que as complexas 
soluções propostas por Hopfield e Brody (2000; 2001). A adição de um ruído aos dados de 
entrada aumentou, ainda mais, a diferença com relação ao desempenho da LSM. Entretanto, a 
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maior e mais importante diferença entre estas duas abordagens está no processamento em 
tempo real da LSM, ou seja, o fluxo de entrada é classificado logo após o meio líquido 
terminar o processamento (MAASS et al., 2002b). Uma complexa combinação da LSM e da 
sincronia dos pulsos foi proposta por Joshi (2002), executando a tarefa com razoável 
desempenho. 
Os problemas espaço-temporais são de complexidade elevada, sendo que tais 
sistemas lidam com correlações entre diferentes fluxos de entrada sensoriais. A aplicabilidade 
das LSMs, em tais problemas, foi apresentada por Maass et al. (2002a) através da simulação 
de um grid de entrada visual, no qual um objeto (por exemplo, uma bola) se move 
linearmente. 
É de conhecimento que predizer o movimento de uma bola é uma tarefa complexa, 
exigindo a integração de algumas informações, como a localização do passado e do presente, 
a velocidade e a classe de objetos. Maass et al. (2002a) demonstraram que a LSM é capaz de 
executar tarefas de visão computacional, como a previsão de movimento de uma bola. Como 
dado de entrada a LSM recebeu um vetor bidimensional de tamanho 8×8, o qual foi obtido 
através de 64 sensores. A fase mais interessante do experimento está relacionada com o 
treinamento das 102 unidades de leitura, as quais foram treinadas para predizer a trajetória da 
bola, ou seja, para onde a bola está se direcionando. O erro médio, obtido nesse experimento, 
ficou em torno de 4.9° do ângulo real de movimento do objeto (MAASS et al., 2002a). 
A capacidade de processamento paralelo da LSM foi explorada em uma tarefa onde 
várias características de um trem de pulsos foram extraídas, simultaneamente, por diferentes 
unidades de leitura. Embora não tenha sido medido o desempenho fornecido pela proposta, o 
exemplo comprovou que a resposta da LSM foi muito próxima da saída desejada (MAASS et 
al., 2003). 
Fernando e Sojakka (2003) demonstraram o uso de um balde de água como meio 
líquido na implementação física da LSM. Fluxos de entrada são injetados por 8 motores no 
meio líquido e vídeos de imagens da superfície da água são usados como estados líquidos. 
Além disso, Fernando e Sojakka (2003) demonstraram que a classificação de dígitos falados, 
conforme mencionado previamente, pode ser efetuada utilizando esse princípio inovador. 
Outras aplicações tecnológicas da LSM podem ser consideradas. Schrauwen et al. 
(2008) descrevem a implementação da LSM por Arranjo de Portas Programável em Campo 
(Field Programmable Gate Array – FPGA). Nos Estados Unidos, uma patente foi concedida 
para a implementação de uma LSM via conexões moleculares em nanoescala (NUGENT, 
2008). Além disso, há um trabalho em processo de implementação de uma LSM por 
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computação fotônica, onde as redes de amplificadores ópticos semicondutores servem como 
meio líquido (VANDOORNE et al., 2008). 
Nos últimos anos, pesquisas têm produzido resultados encorajadores quanto ao uso 
das LSMs em problemas de robótica (HERTZBERG et al., 2002), telecomunicações (JÄGER 
e HAAS, 2004), aprendizagem por reforço (BUSH e ANDERSON, 2005), compreensão da 
linguagem natural (TONG et al., 2007), bem como produção musical (JAEGER e ECK, 
2008). Além dessas aplicações, a computação através de reservatórios tem dado seus 
primeiros passos na previsão de séries temporais (WYFFELS e SCHRAUWEN, 2010). 
Os resultados dos experimentos publicados sugerem a abordagem da LSM como um 
reservatório com alto poder computacional. No entanto, apesar de ter sido demonstrado que as 
LSMs podem ser usadas para controle não-linear, não houve uma verdadeira análise sobre tais 
tarefas, como por exemplo a aplicação da LSM na predição do movimento e simulação de um 
braço robótico (JOSHI e MAASS, 2004). Não há, também, nenhum experimento 
demonstrando o desempenho da LSM aplicada a tarefas com entradas ruidosas diretamente do 
ambiente. 
 
 
3.5 RESUMO DO CAPÍTULO 
 
A LSM pode ser vista como uma nova abordagem para as redes conexionistas, 
descritas no Capítulo 2. Tal técnica transforma um fluxo de entrada contínuo de baixa 
dimensão em perturbações (estados líquidos) de alta dimensão, facilitando a extração de 
características relevantes para a análise de padrões. 
A arquitetura de uma LSM possui duas unidades, o meio líquido (piscinas de 
neurônios) e a unidade de leitura. O meio líquido, quando adequado, satisfaz a propriedade da 
separação, processando o fluxo de entrada e gerando diferentes estados líquidos, o que, 
conseqüentemente, garante o bom funcionamento das piscinas de neurônios. A unidade de 
leitura, por sua vez, é treinada para extrair os estados líquidos gerados, reconhecendo e 
classificando os padrões identificáveis. 
Assim, estados líquidos distintos são gerados por diferentes fluxos de entrada, 
conduzindo o líquido a diferentes trajetórias, o que facilita o processo de reconhecimento dos 
padrões contidos nas séries. Além disso, a alta dimensionalidade do meio líquido permite que 
a unidade de leitura reconheça e classifique os padrões de entrada, mesmo que essa unidade 
seja    implementada    por    entidades    lineares    de   classificação,   como   os   perceptrons 
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(BERTSCHINGER e NATSCHLÄGER, 2004). 
Desta maneira, o treinamento de uma unidade de leitura linear não é de grande 
complexidade. Isso se deve a alta dinâmica do líquido, a qual conduz a estados diferentes, 
reduzindo a probabilidade de geração de mínimos locais. De forma simples, usando métodos 
de treinamento escaláveis, é possível implementar uma unidade de leitura capaz de identificar 
complexos padrões de entrada (HÄUSLER et al., 2003). 
Após apresentar os conceitos e algoritmos fundamentais das RNPs e das LSMs, 
busca-se estabelecer uma relação entre a teoria e a implementação. Tal relação será descrita 
no próximo capítulo, o qual apresenta uma proposta para previsão de séries temporais 
contínuas através de uma LSM com mecanismo de reinicialização e entradas analógicas. 
Além disso, tal capítulo apresenta o estudo de caso utilizado para validar a metodologia de 
desenvolvimento proposta, isto é, a demanda de energia elétrica. 
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4 LSM COM MECANISMO DE REINICIALIZAÇÃO E ENTRADAS ANALÓGICAS 
PARA PREVISÃO DE SÉRIES TEMPORAIS CONTÍNUAS 
 
 
4.1 INTRODUÇÃO 
 
Os capítulos anteriores apresentaram os conceitos fundamentais associados à 
utilização da LSM para a análise de séries temporais contínuas. Primeiramente, foram 
apresentadas as motivações que levaram a esta pesquisa, o porquê do uso de um novo 
conceito conexionista na previsão de séries temporais. Após, foram descritas duas vertentes 
dos métodos conexionistas, as RNAs clássicas e as RNPs, sendo as RNPs caracterizadas como 
uma nova abstração para neurônios biológicos emergentes da neurociência, tendo como 
principal característica a codificação temporal da informação (SIMÕES, 2006). Por último, 
foram apresentadas as LSMs, um sistema dinâmico e complexo que vem sendo utilizado no 
processamento de fluxos temporais contínuos. 
Neste capítulo é apresentada a metodologia de desenvolvimento da LSM com 
mecanismo de reinicialização para previsão de séries temporais contínuas, abordando 
principalmente os objetivos descritos na Seção 1.2. A previsão das séries temporais é obtida a 
partir da adaptação do modelo formalizado no capítulo anterior, identificando os possíveis 
novos horizontes abertos por essa abordagem, sendo que a maior contribuição está no 
mecanismo de reinicialização a nas entradas analógicas em meio pulsado da LSM. 
A metodologia de desenvolvimento utilizada é orientada pelos seguintes passos 
operacionais (PALIT e POPOVIC, 2005): 
1. Preparação dos dados; 
2. Determinação da arquitetura; 
3. Estratégia de simulação com mecanismo de reinicialização; 
4. Avaliação dos resultados. 
A metodologia deste trabalho foi aplicada em três séries temporais contínuas, todas 
provenientes da demanda de energia elétrica. Para a realização das simulações utilizou-se um 
microcomputador com processador Intel® Core™2 Quad (Q6600 com 2.40 GHz, 8 GBytes de 
memória RAM e 500 GBytes de HD). 
A  arquitetura  proposta  foi  implementada  em  linguagem de programação Matlab®, 
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plataforma Windows®, utilizando as bibliotecas desenvolvidas pelo IGI LSM Group1 da 
Universidade de Tecnologia de Graz, na Áustria. Portanto, os experimentos realizados 
utilizaram os seguintes módulos: 
• Neural Circuit SIMulator (CSIM) (CSIM, 2006) – Ferramenta que pode simular 
redes heterogêneas constituídas por diferentes neurônios e sinapses. Esse 
simulador foi desenvolvido em linguagem C++ com interface para o Matlab®, 
sendo capaz de simular redes com até 10.000 neurônios e com milhões de 
sinapses (o tamanho das redes depende da quantidade de memória RAM 
disponível em cada microcomputador); 
• Circuit-Tool (CIRCUIT-TOOL, 2006) – Ferramenta que constrói o micro-circuito 
neural (meio líquido) constituído de uma ou mais piscinas de neurônios. Esse 
módulo foi desenvolvido em Matlab®, sendo eficientemente simulado pelo CSIM. 
Tem como principais características a otimização da conectividade das piscinas de 
neurônios e a simulação paralela para grandes conjuntos de estímulos; 
• Learning-Tool (LEARNING-TOOL, 2006) – Ferramenta que analisa a capacidade 
computacional do modelo do micro-circuito neural. Esse módulo, assim como o 
Circuit-Tool, foi desenvolvido em Matlab®, baseando-se na teoria de análise das 
LSMs. Dentre as características inerentes ao Learning-Tool destaca-se o 
processamento paralelo, uma vez que o conjunto de dados de entrada (fluxo de 
entrada contínuo) gera muitas simulações no meio líquido. Desta maneira, o 
Learning-Tool fornece vários meios para tratar o processamento paralelo, sendo 
um deles o Parallel Matlab Toolbox (SVAHN, 2001). 
Devido à complexidade da implementação e restrições associadas ao cronograma 
desta tese, os experimentos foram desenvolvidos utilizando as bibliotecas (CSIM, Circuit-
Tool e Learning-Tool) disponibilizadas pelo IGI LSM Group. Tais bibliotecas apresentam 
diferentes abordagens para a implementação de uma LSM, fornecendo meios iterativos de 
visualização e verificação dos resultados, o que tornou o uso dos módulos atrativo. 
 
 
4.2 PREPARAÇÃO DOS DADOS 
 
Normalmente, o conjunto de dados de entrada que alimenta uma LSM é representado 
                                                          
1 www.lsm.tugraz.at 
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na forma de trens de pulsos. Para isso, os dados de entrada analógicos são codificados em 
trens de pulsos e após a simulação do meio líquido são decodificados na sua forma original, 
sendo que essas sucessivas transformações acarretam em uma perda de informações. Portanto, 
no presente trabalho essa etapa não é realizada, uma vez que os dados que alimentam o meio 
líquido são inseridos na rede pulsada na sua forma analógica, passando apenas por uma etapa 
de normalização. Tal forma de inserção de dados é inovadora, visto que as aplicações 
existentes que fazem uso da LSM codificam os dados de entrada. 
Neste contexto, a etapa de preparação dos dados envolve, entre outros aspectos, a: 
• Normalização dos dados; 
• Estrutura dos dados de entrada; 
• Definição dos conjuntos de treinamento e teste. 
As funções de ativação de uma RNA requerem valores normalizados (BRAGA et al., 
2000). Desta forma, há uma necessidade do emprego de algum procedimento dedicado a 
preparação dos dados de entrada, enquadrando tais dados na faixa de tratamento não-linear 
dos neurônios da unidade de leitura. Portanto, as séries temporais devem ser normalizadas, 
caso contrário, ocorrerá uma saturação nestes neurônios, ocasionando perda de informações. 
Goldschmidt e Passos (2005) descrevem diversos procedimentos de normalização. A 
normalização sigmoidal consiste em considerar a média e o desvio padrão do conjunto de 
atributos, mapeando cada atributo no intervalo [0, 1]. A equação que define a normalização 
sigmoidal é descrita como: 
 
x
xx
e
adox_normaliz
σ
−−+
=
1
1  (4.1)
 
onde x  é o valor do atributo a ser normalizado; x  é a média do conjunto de atributos; e xσ  é 
o desvio padrão do conjunto de atributos. Tal equação leva todos os valores para o intervalo 
[0, 1], conjunto no qual a função de ativação de uma rede neural não satura. 
A estrutura dos dados de entrada, pares de dados relacionando uma entrada ( )tu , 
simulada no meio líquido (saída do líquido em t ), com uma saída desejada ( )1+tu , deverá 
ser construída para a etapa de aprendizado supervisionado da unidade de leitura. A previsão 
de um valor em 1+t , denotado como saída desejada, relacionará valores passados até t , 
inclusive. De forma análoga, uma saída desejada em 2+t  utilizará dados históricos até 1+t , 
seguindo assim sucessivamente para os demais pares de dados. 
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No entanto, as entradas que alimentam a LSM possuem uma estrutura diferenciada. 
O vetor de entrada ( )tu  é composto das entradas presentes no tempo t  e as últimas 1−n  
entradas da seqüência, resultando em um vetor de tamanho fixo ( n  entradas) que representa o 
contexto passado. Essa abordagem cria um modelo preditivo, usando as informações de toda 
seqüência temporal, onde o conjunto dos dados de entrada é discretizado em passos de tempo. 
O tamanho do vetor de entrada ( )tu  é definido levando em conta a sazonalidade da série 
temporal. 
O último aspecto da etapa de preparação dos dados consiste na definição dos 
conjuntos de treinamento e teste. A utilização de um conjunto de treinamento, composto pelos 
pares de dados definidos anteriormente, permitirá que a unidade de leitura extraia o 
conhecimento necessário para sua utilização como previsor de valores futuros. Tal capacidade 
será testada em um conjunto de teste, composto pelos pares de dados remanescentes. 
De acordo com Palit e Popovic (2005), as recomendações sobre a divisão dos dados 
de entrada em conjuntos de treinamento e teste vão desde um fator de 90% por 10%, até um 
fator de 50% por 50%. Para treinamento e teste, as séries temporais analógicas, em todas as 
simulações, foram divididas em duas partes: 80% para o treinamento e 20% para a validação e 
os testes. 
 
 
4.3 DETERMINAÇÃO DA ARQUITETURA 
 
A arquitetura da LSM utilizada nas simulações consistiu de quatro módulos: 
1. Camada de entrada que alimenta o meio líquido com os dados; 
2. Meio líquido formado por uma piscina de neurônios pulsados; 
3. Filtro exponencial que decodifica o estado líquido (saída do meio líquido); 
4. Unidade de leitura que computa a saída através dos potenciais de ação da 
membrana obtidos pelos neurônios do meio líquido. 
A Figura 4.1 ilustra a concepção geral do sistema de computação através de 
reservatório, com mecanismo de reinicialização, usado na previsão das séries temporais 
contínuas. 
A camada de entrada consiste de um único neurônio de entrada analógico excitatório 
(Analog Input Neuron), conectado a todos os neurônios do meio líquido por meio de sinapses 
estáticas  analógicas  (Static Analog Synapse).  Tais conexões foram determinadas por um raio 
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Figura 4.1: Arquitetura da LSM com mecanismo de reinicialização. 
 
espectral 3max =λ  e +∞=ScaleC , com uma força de conexão sináptica 05.0=Ω , valores 
esses obtidos através dos experimentos (Seção 5.2.3). O parâmetro ScaleC  especifica a 
probabilidade de conexão (MAASS et al., 2002b; CSIM, 2006), sendo que +∞=ScaleC  
garante que haverá uma conexão sináptica entre cada par de neurônios do módulo de origem 
(camada de entrada) e do módulo de destino (meio líquido) (CIRCUIT-TOOL, 2006). 
O meio líquido ML  (reservatório) foi constituído por uma rede recorrente composta 
de uma piscina de dimensão 3×3×15 (135) de neurônios integra-e-dispara (arquitetura 
utilizada em Maass et al. (2002b)), conectados aleatoriamente por meio de sinapses dinâmicas 
pulsadas (Dynamic Spiking Synapse). Tais conexões foram determinadas por um raio 
espectral +∞=maxλ  e 1=ScaleC , com uma força de conexão sináptica 1=Ω , valores esses 
obtidos através dos experimentos (Seção 5.2.3). Dos 135 neurônios que compõem o meio 
líquido, 20% foram escolhidos aleatoriamente para serem inibitórios, sendo os 80% restantes 
excitatórios. 
A resposta do meio líquido ( )txM  (estado líquido pulsado), isto é, o conjunto de 
trens de pulsos gerados pelos neurônios do líquido, foi decodificada em estado líquido 
analógico ( )txMo  (valores analógicos) usando um filtro exponencial MoF . Tal decodificação, 
que ocorre antes de iniciar-se a alimentação da unidade de leitura Mf , gerou 135×di  sinais 
discretizados, onde di  é o número de discretizações (amostras de pontos no tempo), sendo 
que as amostras do estado foram tomadas a cada 100ms (valor determinado de forma 
empírica). 
A unidade de leitura Mf  foi formada por uma rede Perceptron Multicamada (MLP). 
A camada de entrada da unidade de leitura consistiu de 135×di  neurônios sigmoidais. A 
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camada intermediária foi composta por 50 neurônios sigmoidais, cujo número de neurônios 
foi definido empiricamente. A camada de saída consistiu de um único neurônio linear. O 
treinamento da unidade de leitura foi realizado pelo algoritmo de Retropropagação Resiliente 
(Resilient Backpropagation – RPROP) (Seção 2.2). 
Um laço de realimentação foi incorporado na seqüência do fluxo de informações, nos 
casos de previsão a longo prazo. 
 
 
4.4 ESTRATÉGIA DE SIMULAÇÃO COM MECANISMO DE REINICIALIZAÇÃO 
 
A estratégia de simulação é responsável por toda a dinâmica da LSM. Tal estratégia 
engloba as simulações do meio líquido, as reinicializações do líquido, a decodificação 
realizada pelo filtro, o treinamento da unidade de leitura e a utilização da unidade de leitura 
como previsora de valores futuros. 
Conforme descrito na Seção 4.2, cada amostra analógica ( )tu , representada por um 
vetor escalar de n  posições, alimenta o meio líquido ML  através do neurônio de entrada 
analógico. Essa alimentação gera perturbações no líquido através de modificações no 
potencial de ação da membrana dos neurônios que recebem tal informação, fazendo com que 
esses neurônios disparem e produzam pulsos no tempo. No entanto, as perturbações geradas 
produzem novas perturbações, ocasionando novos disparos e, conseqüentemente, novos 
pulsos no tempo. 
A rede que compõe o meio líquido não possui treinamento, sendo sua saída 
ocasionada por um processo de estabilização da rede. Tal estabilização ocorre quando o 
potencial de ação da membrana dos neurônios não é suficiente para disparar outros neurônios 
do líquido. Quando a rede se estabiliza, a mesma retorna 135 sinais de saída pulsados, estado 
líquido ( )txM . 
A LSM foi criada inicialmente para o processamento de fluxos contínuos de 
informação temporal. No entanto, pode-se apresentar as informações à LSM em seqüências 
curtas de informação e redefinir os estados internos da LSM após cada seqüência. Em 
oposição ao processamento de fluxos contínuos, as seqüências curtas de informação podem 
evitar interferências dos estímulos no estado interno da rede, alcançando, por conseguinte, um 
melhor desempenho (KNÜSEL et al., 2004). 
Desta  forma,  para  garantir  a dinâmica da piscina recorrente de neurônios integra-e- 
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dispara, cada vez que uma amostra ( )tu  alimenta o líquido ML , os parâmetros da rede são 
inicializados, isto é, o meio líquido é reinicializado antes de receber uma nova amostra e 
efetuar uma nova simulação. Tal reinicialização é realizada através do mecanismo parcial 
aleatório (Seção 3.3.1, Tabela 3.1), o mesmo mecanismo de reinicialização utilizado por 
Maass et al. (2002b; 2003). 
O mecanismo de reinicialização do líquido está atrelado ao tamanho do fluxo de 
entrada. Um fluxo de entrada com pouca informação não utiliza a memória disponível pelo 
meio líquido, desperdiçando informações passadas. Porém, um fluxo de entrada com grande 
quantidade de informações excederia a capacidade de memória do meio líquido, visto que ao 
final do fluxo o líquido já teria ‘esquecido’ as informações do passado distante. No entanto, 
encontrar o tamanho do fluxo de entrada ideal não é uma tarefa trivial. A análise dos dados da 
série de entrada pode contribuir nesta tarefa. 
No presente trabalho, o tamanho do fluxo de entrada (tamanho da amostra ( )tu ) foi 
definido com base no ciclo de repetição da série temporal, observando graficamente e através 
dos experimentos (Seção 5.2.2) a sazonalidade de cada série temporal contínua. 
Uma vez reinicializado o líquido, uma nova amostra é apresentada, ocasionando uma 
nova simulação. A amostra é, então, propagada no meio líquido ML , transformando um fluxo 
de entrada contínuo de baixa dimensão em um estado líquido de alta dimensão. Como 
mencionado, uma única amostra analógica ( )tu  é expandida em 135 sinais pulsados ( )txM , 
sendo 135 o número de neurônios que formam a rede do meio líquido. 
Ao estado líquido ( )txM  é aplicado o filtro exponencial MoF . Tal filtro transforma 
sinais pulsados em sinais analógicos, discretizando o estado líquido em amostras de pontos no 
tempo. O estado líquido ( )txM  é, então, transformado em 135×di  sinais analógicos, 
denominado de estado analógico ( )txMo . Como mencionado, di  são as amostras de pontos no 
tempo, tomadas a cada 100ms. 
O estado analógico ( )txMo  alimenta a unidade de leitura Mf , a qual inicia seu 
treinamento através do algoritmo de retropropagação resiliente. O aprendizado é o resultado 
de várias apresentações do conjunto de treinamento, sendo uma apresentação completa de 
todo o conjunto de treinamento denominada iteração (ou época). O treinamento ocorre 
enquanto o erro pré-estabelecido for maior que o erro alcançado pela rede, ou seja, o critério 
de parada é dado pelo erro e não pelo número de iterações do treinamento. Neste momento, a 
unidade  de  leitura  transforma-se  num  previsor  de valores futuros, uma vez que se encontra 
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treinada para tal tarefa. 
A unidade de leitura Mf  é, então, simulada com o conjunto de teste. Três formas são 
utilizadas (Figura 4.2): sem realimentação dos dados, com realimentação dos dados a curto 
prazo e com realimentação dos dados a longo prazo. Quando não há realimentação, a previsão 
fica limitada ao tamanho do conjunto de teste. A realimentação a curto prazo consiste da 
previsão no mesmo espaço de tempo do conjunto de teste, com os dados previstos 
realimentando o sistema a cada nova previsão. A realimentação a longo prazo não possui 
nenhuma limitação quanto ao tempo de previsão, visto que os dados previstos vão 
realimentando o sistema continuamente. Todas as formas de simulação prevêem um passo a 
frente, ou seja, 1+t . 
 
 
Figura 4.2: Formas de simulação: sem realimentação dos dados (linha vermelha), com 
realimentação dos dados a curto prazo (linha ciano) e com realimentação dos dados a longo 
prazo (linha amarela). 
 
Resumindo, a seqüência de dados de entrada ( )tu , que ativa o meio líquido ML , é 
fornecida por um vetor de valores contínuos no intervalo [0, 1], representado por um simples 
neurônio de entrada analógico. A atividade do líquido gera como saída um conjunto de 135 
vetores, estado líquido ( )txM . Este vetor estado é decodificado por um filtro exponencial MoF  
e projetado para a unidade de leitura Mf , a qual prevê o valor no passo de tempo 1+t . A 
LSM é reinicializada antes da apresentação de cada seqüência de entrada. 
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4.5 AVALIAÇÃO DOS RESULTADOS 
 
A metodologia de desenvolvimento descrita infere previsões a partir da seqüência 
dos dados de entrada apresentada a LSM. Tais previsões são realizadas com um conjunto de 
teste, diferente do conjunto de treinamento do sistema. No entanto, para que o sistema 
conexionista com mecanismo de reinicialização seja avaliado, não basta apenas fazer uso de 
um conjunto de teste. Os resultados obtidos, neste caso as previsões de valores futuros, devem 
ser avaliadas por um método quantitativo. 
O Erro Médio Quadrático (Mean Square Error – MSE), descrito na Seção 2.4.2, é 
utilizado para avaliar o desempenho do método. A avaliação da série temporal tx  e sua 
previsão txˆ , considerando n  previsões efetuadas, são realizadas por: 
 
( )
n
xx
n
t
tt∑
=
−
= 1
2ˆ
MSE  (4.2)
 
A abordagem descrita será validada na previsão da demanda de energia elétrica, a 
qual é um importante desafio para a economia e segurança da operação dos sistemas de 
energia. A metodologia de desenvolvimento da LSM com mecanismo de reinicialização e 
entradas analógicas é aplicada a série temporal da Companhia Estadual de Energia Elétrica do 
Rio Grande do Sul (CEEE) e a outras séries temporais de demanda de energia elétrica 
disponibilizadas pelo TSPCi Group2 da Universidade de Tecnologia de Helsinki, na Finlândia 
(TSPCi, 2010). 
 
 
4.6 SÉRIES TEMPORAIS CONTÍNUAS PARA PREVISÃO DA DEMANDA DE 
ENERGIA ELÉTRICA 
 
Séries temporais ocorrem com muita freqüência na prática e no dia-a-dia, surgindo 
nas mais variadas áreas de aplicação, como: finanças, meteorologia, energia, seguros, 
marketing, ciências econômicas, ciências sociais, entre outras. A aplicação de técnicas de 
previsão a tais séries auxiliam a supor um resultado futuro baseado em dados passados e 
presentes (RODRIGUES et al., 2007). 
                                                          
2 www.cis.hut.fi/projects/tsp 
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Neste contexto, um dos setores que desperta especial interesse de governantes, 
gestores e pesquisadores, no que diz respeito à previsão da demanda, é o de energia elétrica. 
Isto é decorrente de suas características intrínsecas, ou seja, uma vez produzida a energia 
elétrica deve ser distribuída e consumida, pois não pode ser armazenada. Assim, faz-se 
necessário que se obtenha um perfeito equilíbrio entre demanda e oferta (ARAÚJO, 2005). 
Nas próximas subseções são apresentados os conjuntos de dados utilizados para 
validar a metodologia proposta. Especial atenção é dada ao conjunto que descreve a demanda 
de energia elétrica do estado do Rio Grande do Sul, sendo sua estimativa uma contribuição 
desta tese. 
 
 
4.6.1 Demanda de energia elétrica do estado do Rio Grande do Sul 
 
A Companhia Estadual de Energia Elétrica do Rio Grande do Sul (CEEE) divide a 
demanda de energia nos seguintes setores (Figura 4.3): residencial, industrial, comercial, 
rural, poderes públicos, iluminação pública, serviços públicos e consumo próprio (consumo 
da CEEE). Os setores residencial, industrial e comercial são os mais importantes, possuindo 
os maiores consumos. 
 
 
Figura 4.3: Setores que demandam energia elétrica segundo a CEEE. 
 
Uma visão geral do crescimento da demanda de energia elétrica da CEEE é 
apresentada na Figura 4.4. Tal figura ilustra o somatório dos 8 setores apresentados, chamado 
de total cativo, mais o consumo dos livres industriais e comerciais, chamado de total livre. 
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Desta forma, o total cativo e o total livre formam a demanda total de energia elétrica da 
CEEE. Tal conjunto é composto por 129 dados, os quais representam a demanda total de 
energia elétrica da CEEE no período de janeiro de 1998 a setembro de 2008 (Tabela 4.1). 
Nota-se, que com o passar dos anos houve um crescimento na demanda de energia elétrica da 
CEEE. 
 
 
Figura 4.4: Demanda total de energia elétrica da CEEE (MWh) [Fonte: (CEEE, 2008)]. 
 
 
4.6.2 Demanda de energia elétrica da Polônia 
 
A previsão da demanda de energia elétrica da Polônia foi realizada sobre o conjunto 
de dados disponibilizados pelo TSPCi Group (TSPCi, 2010). Tal conjunto é composto por 
1.400 dados, os quais representam o consumo de energia elétrica da Polônia nos anos 90. A 
Figura 4.5 apresenta o comportamento da série temporal, o qual é descrito por certa 
sazonalidade, isto é, uma repetição de ciclos. 
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Figura 4.5: Demanda de energia elétrica da Polônia [Fonte: (TSPCi, 2010)]. 
 
 
4.6.3 Outra série da demanda de energia elétrica 
 
A terceira e última série temporal é composta por um conjunto de 16.000 dados, 
onde cada dado representa a média do consumo de energia elétrica em um intervalo de 15 
minutos. Tais dados, disponibilizados pelo TSPCi Group (TSPCi, 2010), referem-se a uma 
demanda de energia elétrica do ano de 1997. A Figura 4.6 apresenta o comportamento da série 
temporal, o qual, apesar da sua não-linearidade, possui certo padrão. 
 
 
4.7 RESUMO DO CAPÍTULO 
 
Este capítulo apresentou e discutiu, em detalhes, os passos operacionais utilizados na 
metodologia de desenvolvimento da LSM com mecanismo de reinicialização e entradas 
analógicas. Apresentou-se os conjuntos de dados utilizados para testar e validar a metodologia 
proposta, sendo o estudo dos comportamentos apresentados por tais conjuntos bastante 
complexo, variando de acordo com os objetivos pretendidos. 
A  configuração  geral apresentada tem por objetivo solucionar a previsão com dados 
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Figura 4.6: Média da demanda de energia elétrica [Fonte: (TSPCi, 2010)]. 
 
reais, a partir de séries temporais históricas da demanda de energia elétrica. Tais séries foram 
disponibilizadas pela Companhia Estadual de Energia Elétrica do Rio Grande do Sul (CEEE, 
2008) e pelo TSPCi Group da Universidade de Tecnologia de Helsinki (TSPCi, 2010), na 
Finlândia. 
Com base em tudo o que foi apresentado até o momento e, principalmente, fazendo-
se um elo de ligação entre a metodologia proposta e as séries temporais das demandas de 
energia elétrica, o próximo capítulo apresenta os testes realizados. Os resultados alcançados 
são descritos, ilustrados e analisados segundo diferentes aspectos. 
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Tabela 4.1: Demanda total de energia elétrica da CEEE (MWh) [Fonte: (CEEE, 2008)]. 
 Jan Fev Mar Abr Mai Jun Jul Ago Set Out Nov Dez Total 
1998 503.707 462.371 472.900 467.091 464.041 446.184 455.310 455.551 449.246 426.706 445.104 466.961 5.515.172 
1999 529.728 500.507 513.750 519.710 457.599 465.741 449.336 458.923 483.348 466.148 462.385 477.187 5.784.362 
2000 553.078 561.721 536.975 539.536 523.271 492.370 495.797 496.012 494.863 481.247 505.656 515.989 6.196.515 
2001 562.167 566.189 584.974 555.900 496.975 496.778 459.626 468.379 469.924 457.449 496.763 468.827 6.083.951 
2002 525.924 549.982 535.748 547.500 515.385 497.506 477.727 498.592 480.877 482.879 506.215 499.558 6.117.893 
2003 570.054 596.066 563.373 498.055 502.723 481.595 491.035 490.154 474.990 488.657 498.917 516.170 6.171.788 
2004 561.878 565.606 555.136 577.163 517.724 489.667 497.523 509.657 514.871 490.636 502.915 554.023 6.336.799 
2005 612.539 609.950 604.146 545.658 520.620 531.367 525.104 510.859 515.219 500.980 515.883 576.193 6.568.518 
2006 602.991 636.321 595.675 574.901 529.689 531.641 525.417 526.681 532.413 522.322 546.503 589.104 6.713.658 
2007 659.721 647.211 612.675 627.620 578.270 562.062 547.412 565.900 560.146 550.714 571.750 595.813 7.079.294 
2008 689.033 669.432 649.379 628.787 584.974 582.511 573.786 582.427 575.384    5.535.713 
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5 RESULTADOS E DISCUSSÃO 
 
 
5.1 INTRODUÇÃO 
 
Neste capítulo, os conjuntos de dados apresentados na Seção 4.6 foram utilizados 
para validar a metodologia proposta, mostrando seu desempenho ao prever a demanda futura 
de energia elétrica em diferentes experimentos. 
O conjunto de dados disponibilizado pela Companhia Estadual de Energia Elétrica 
do Rio Grande do Sul (CEEE), demanda de energia elétrica do estado, norteou as principais 
análises desenvolvidas. Tal conjunto de dados possui um detalhamento (setores que compõem 
a demanda total, período referente a cada amostra, unidade de medida das amostras, entre 
outros) não disponibilizado nos outros conjuntos, permitindo que análises mais claras 
pudessem ser desenvolvidas. 
Nos demais conjuntos de dados, demanda de energia elétrica da Polônia e outra série 
da demanda de energia elétrica, por não possuírem um detalhamento tão rico, foram 
realizadas apenas análises da saída gerada. Tais análises foram fundamentadas na previsão da 
demanda de energia elétrica, sem se preocupar com o detalhamento de cada componente da 
LSM. 
 
 
5.2 PREVISÃO DA DEMANDA DE ENERGIA ELÉTRICA DO ESTADO DO RIO 
GRANDE DO SUL 
 
Diferentes experimentos foram realizados aplicando-se a abordagem descrita no 
Capítulo 4. Tais experimentos têm por objetivo obter a previsão da demanda de energia 
elétrica da CEEE, sendo a previsão futura baseada nos valores passados de consumo de 
energia elétrica do estado do Rio Grande do Sul. 
A Figura 5.1 apresenta a demanda de energia elétrica da CEEE de janeiro de 1998 a 
setembro de 2008, demonstrando a viabilidade da utilização de uma abordagem neuronal na 
previsão da série composta por 129 dados. Tal viabilidade é marcada pela dependência 
temporal dos dados, uma vez que as linhas de evolução do consumo de energia elétrica nos 12 
meses do ano seguem basicamente o mesmo perfil, caracterizando a sazonalidade da série 
temporal. O período de novembro de 2006 a setembro de 2008 (20% da série temporal 
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analógica) foi escolhido como conjunto de teste, verificando os erros da previsão e validando 
o método proposto. 
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Figura 5.1: Demanda de energia elétrica da CEEE de janeiro de 1998 a setembro de 2008. 
 
 
5.2.1 Análise 1: Comparação entre métodos de normalização 
 
Dois diferentes métodos de normalização, linear e sigmoidal, aplicados ao conjunto 
de dados de entrada, foram comparados com o objetivo de determinar o método de 
normalização mais adequado para a simulação de uma LSM, evitando, desta forma, a 
saturação dos neurônios da unidade de leitura. A falta de uma normalização adequada leva a 
não convergência da rede que compõe a unidade de leitura, ocasionando perda de informações 
e, conseqüentemente, uma previsão errônea. 
Os experimentos 1 – 4 consistem na predição um passo de tempo à frente. Tal 
predição é baseada no vetor de entrada ( )tu , composto da entrada presente no tempo t  e as 
últimas 14 entradas da seqüência, resultando em um vetor de tamanho fixo (15 entradas) que 
representa o contexto passado. Desta forma, o conjunto dos dados de entrada é discretizado 
em passos de tempo e, após cada seqüência de entrada, os estados internos da LSM são 
reinicializados. 
A Tabela 5.1 apresenta os parâmetros utilizados na camada de entrada, no meio 
líquido e na unidade de leitura para os experimentos 1 – 4. Tais experimentos foram 
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realizados sem realimentação e com realimentação dos dados. As 23 amostras previstas 
basearam-se no conjunto de treinamento, o qual é composto por 92 amostras. 
 
Tabela 5.1: Parâmetros da LSM para os experimentos 1 – 4. 
 Camada de entrada Meio líquido Unidade de leitura 
Experimento λmax CScale Ω λmax CScale Ω MSE N° de neurônios camada intermediária 
1, 2 +∞ +∞ 0.05 3 1 1 0.001 30 
3, 4 +∞ +∞ 0.05 3 1 1 0.001 50 
 
Resultados e análise – As Figuras 5.2 e 5.3 mostram a saída obtida pela rede versus a saída 
desejada utilizando os métodos de normalização linear (experimentos 1 e 2) e sigmoidal 
(experimentos 3 e 4), respectivamente. A Tabela 5.2 apresenta os resultados dos experimentos 
sem realimentação e com realimentação, mostrando o MSE médio para cada experimento e o 
número de iterações alcançado. 
 
Tabela 5.2: Comparação dos resultados dos experimentos 1 – 4. 
Experimento MSE Sem realimentação 
MSE 
com realimentação 
MSE 
unidade de leitura 
Número de 
iterações 
1, 2 (linear) 0.0326 0.0399 0.001 95 
3, 4 (sigmoidal) 0.0120 0.0249 0.001 60 
 
 
Figura 5.2: Saída obtida pela rede versus saída desejada utilizando o método de 
normalização linear. Linha azul: série temporal original; pontos verdes: saída da rede para o 
conjunto de treinamento; linha vermelha: saída da rede sem realimentação (experimento 1); 
linha ciano: saída da rede com realimentação (experimento 2). 
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Figura 5.3: Saída obtida pela rede versus saída desejada utilizando o método de 
normalização sigmoidal. Linha azul: série temporal original; pontos verdes: saída da rede 
para o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 3); linha ciano: saída da rede com realimentação (experimento 4). 
 
Os resultados apresentados na Tabela 5.2 mostram que a LSM com mecanismo de 
reinicialização alcançou o erro mínimo de 0.001, em um menor número de iterações, quando 
utilizado o método de normalização sigmoidal (experimentos 3 e 4). A saída obtida pela rede 
também apresentou melhores resultados com a normalização sigmoidal. Sem realimentação 
atingiu-se um MSE médio de 0.0120 e com realimentação um MSE médio de 0.0249. 
Dos métodos de normalização testados, a abordagem de normalização linear 
(experimentos 1 e 2) atingiu sem realimentação um MSE médio de 0.0326 e com 
realimentação um MSE médio de 0.0399. Para alcançar o erro mínimo de 0.001 foram 
necessárias 95 iterações, 35 iterações a mais do que na normalização sigmoidal. Desta forma, 
conclui-se que o método de normalização de dados sigmoidal, para o conjunto de dados em 
questão, é mais apropriado à metodologia aplicada. 
 
 
5.2.2 Análise 2: Comparação entre períodos de reinicialização do meio líquido 
 
Uma  comparação  entre  diferentes  períodos  de  reinicialização  do meio líquido foi 
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realizada. Essa análise tem por objetivo verificar a dinâmica (memória) do líquido quando 
novas informações chegam alimentando a rede. Tal dinâmica influencia o tamanho do fluxo 
de entrada, uma vez que o estado atual do líquido leva em conta os fatos passados. Como 
mencionado na Seção 4.4, o tamanho do fluxo de entrada foi definido com base na 
sazonalidade da série temporal. 
Os experimentos 5 – 16 consistem na predição um passo de tempo à frente. Tal 
predição é baseada no vetor de entrada ( )tu , sendo seu tamanho dependente da sazonalidade 
da série temporal e do período de reinicialização da rede. Desta forma, o vetor de entrada ( )tu  
é composto da entrada presente no tempo t  e as últimas 1−n  entradas da seqüência, onde 
25 20, 15, 10, 5, 1,=n  é o período de reinicialização da rede (sazonalidade da série temporal), 
resultando em um vetor de tamanho fixo ( n  entradas) que representa o contexto passado. 
Na LSM foram utilizados, para os experimentos 5 – 16, os seguintes parâmetros: na 
camada de entrada 3max =λ , +∞=ScaleC  e 05.0=Ω ; no meio líquido +∞=maxλ , 1=ScaleC  e 
1=Ω ; e na unidade de leitura 001.0MSE =  com 50 neurônios na camada intermediária. 
Esses experimentos foram realizados sem realimentação e com realimentação dos dados. As 
23 amostras previstas basearam-se no conjunto de treinamento, o qual é composto por 92 
amostras. 
 
Resultados e análise – As Figuras 5.4 – 5.9 mostram a saída obtida pela rede versus a saída 
desejada utilizando os diferentes períodos de reinicialização, sendo que para cada n  dois 
experimentos são realizados (por exemplo, 1=n  corresponde aos experimentos 5 e 6, 5=n  
corresponde aos experimentos 7 e 8, e assim sucessivamente). A Tabela 5.3 apresenta os 
resultados dos experimentos sem realimentação e com realimentação, mostrando o MSE 
médio para cada experimento e o número de iterações alcançado. 
 
Tabela 5.3: Comparação dos resultados dos experimentos 5 – 16. 
Experimento MSE sem realimentação 
MSE 
com realimentação 
MSE 
unidade de leitura 
Número de 
iterações 
5, 6 (n = 1) 0.2328 0.0819 0.0077 2.726 
7, 8 (n = 5) 2.0131 1.4515 0.001 2.018 
9, 10 (n = 10) 0.0724 0.1181 0.001 154 
11, 12 (n = 15) 0.0488 0.0616 0.001 107 
13, 14 (n = 20) 0.0590 0.0592 0.001 87 
15, 16 (n = 25) 0.0786 0.0761 0.001 147 
 
Os resultados apresentados na Tabela 5.3 mostram que a LSM com mecanismo de 
reinicialização  alcançou  o erro mínimo de 0.001, em um menor número de iterações, quando 
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Figura 5.4: Saída obtida pela rede versus saída desejada utilizando período de 
reinicialização n = 1. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 5); linha ciano: saída da rede com realimentação (experimento 6). 
 
 
 
Figura 5.5: Saída obtida pela rede versus saída desejada utilizando período de 
reinicialização n = 5. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 7); linha ciano: saída da rede com realimentação (experimento 8). 
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Figura 5.6: Saída obtida pela rede versus saída desejada utilizando período de 
reinicialização n = 10. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 9); linha ciano: saída da rede com realimentação (experimento 10). 
 
 
 
Figura 5.7: Saída obtida pela rede versus saída desejada utilizando período de 
reinicialização n = 15. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 11); linha ciano: saída da rede com realimentação (experimento 12). 
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Figura 5.8: Saída obtida pela rede versus saída desejada utilizando período de 
reinicialização n = 20. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 13); linha ciano: saída da rede com realimentação (experimento 14). 
 
 
 
Figura 5.9: Saída obtida pela rede versus saída desejada utilizando período de 
reinicialização n = 25. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 15); linha ciano: saída da rede com realimentação (experimento 16). 
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utilizado o período de reinicialização 20=n  (experimentos 13 e 14). Com esse período, a 
saída obtida pela rede atingiu um MSE médio de 0.0590 sem realimentação e um MSE médio 
de 0.0592 com realimentação. 
No entanto, o menor MSE médio apresentado pela Tabela 5.3 refere-se ao período de 
reinicialização 15=n  (experimentos 11 e 12). Com esse período, a saída obtida pela rede 
atingiu um MSE médio de 0.0488 sem realimentação e um MSE médio de 0.0616 com 
realimentação. Embora o MSE médio com realimentação e o número de iterações tenham sido 
superior ao período de reinicialização 20=n , o período 15=n  está relacionado à 
sazonalidade da série temporal, sendo o principal motivo da escolha por esse período de 
reinicialização da LSM. 
A Tabela 5.3 também apresenta o pior período de reinicialização, 1=n  
(experimentos 5 e 6). A LSM com mecanismo de reinicialização não alcançou o erro mínimo 
de 0.001, sendo interrompido o processo de treinamento em 2.726 iterações, com um erro 
mínimo de 0.0077. O fato do meio líquido ser reinicializado a cada entrada recebida, não 
utilizando sua capacidade de memória, ocasionou a não convergência da rede da unidade de 
leitura, justificando o gráfico mostrado na Figura 5.4 que relata péssimos resultados. 
Outro período de reinicialização que não gerou bons resultados é 5=n  
(experimentos 7 e 8). Embora a LSM com mecanismo de reinicialização tenha alcançado o 
erro mínimo de 0.001, o número de iterações, 2.018, foi bastante alto comparado aos demais 
períodos de reinicialização. Além disso, o MSE médio ficou muito acima dos demais 
períodos, uma vez que a saída obtida pela rede atingiu um MSE médio de 2.0131 sem 
realimentação e um MSE médio de 1.4515 com realimentação. 
Quando o mecanismo de reinicialização não foi aplicado ao líquido (sem 
reinicialização), a rede que compõe a unidade de leitura não convergiu durante o treinamento. 
Tal fato ocorre devido ao grande número de informações irrelevantes geradas no meio 
líquido. Além do mais, quando o meio líquido não é reinicializado, entre um dado de entrada 
e outro, sua capacidade de memória de curto prazo fica sobrecarregada, uma vez que os dados 
apresentados em um passado distante não contribuem para a análise de dados atuais. 
O conjunto dos resultados apresentados na Tabela 5.3 (MSE médio), os gráficos 
mostrados nas Figuras 5.4 – 5.9 e a sazonalidade inerente da série temporal em questão, bem 
como os demais experimentos realizados no decorrer da pesquisa, comprovam a escolha pelo 
período de reinicialização 15=n  para esta série temporal. Tais resultados também 
evidenciam a dinâmica do meio líquido, a qual necessita de um fluxo de entrada contínuo que 
permita que o armazenamento de estados passados influencie no estado atual do líquido. 
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5.2.3 Análise 3: Comparação entre parâmetros do meio líquido 
 
Uma comparação entre diferentes parâmetros do meio líquido foi realizada. Essa 
análise tem por objetivo verificar a sensibilidade do meio líquido frente à mudança de 
parâmetros que determinam o estado de conexão dos neurônios. Duas conexões foram 
avaliadas: a conexão entre o neurônio de entrada analógico e os neurônios pulsados da piscina 
(conexão 1), realizada através de sinapses estáticas analógicas, e a conexão recorrente entre os 
neurônios pulsados da piscina (conexão 2), realizada através de sinapses dinâmicas pulsadas. 
Tais conexões são determinadas pelo raio espectral ( maxλ ), pela probabilidade de conexão 
( ScaleC ) e pela força de conexão sináptica (Ω ). 
Os experimentos 17 – 22 consistem na predição um passo de tempo à frente. Assim 
como nos experimentos 1 – 4, tal predição é baseada no vetor de entrada ( )tu , composto da 
entrada presente no tempo t  e as últimas 14 entradas da seqüência, resultando em um vetor de 
tamanho fixo (15 entradas) que representa o contexto passado. 
A Tabela 5.4 apresenta os parâmetros utilizados na camada de entrada, no meio 
líquido e na unidade de leitura para os experimentos 17 – 22. Esses experimentos foram 
realizados sem realimentação e com realimentação dos dados. As 23 amostras previstas 
basearam-se no conjunto de treinamento, o qual é composto por 92 amostras. 
 
Tabela 5.4: Parâmetros da LSM para os experimentos 17 – 22. 
 Camada de entrada Meio líquido Unidade de leitura 
Experimento λmax CScale Ω λmax CScale Ω MSE N° de neurônios camada intermediária 
17, 18 +∞ +∞ 0.15 3 1 0.5 0.0001 50 
19, 20 +∞ +∞ 0.05 3 1 1 0.0005 50 
21, 22 3 +∞ 0.05 +∞ 1 1 0.0005 50 
 
Resultados e análise – As Figuras 5.10 – 5.12 mostram a saída obtida pela rede versus a 
saída desejada utilizando os diferentes parâmetros descritos na Tabela 5.4. A Tabela 5.5 
apresenta os resultados sem realimentação e com realimentação, mostrando o MSE médio 
para cada experimento e o número de iterações alcançado. 
 
Tabela 5.5: Comparação dos resultados dos experimentos 17 – 22. 
Experimento MSE sem realimentação 
MSE 
com realimentação 
MSE 
unidade de leitura 
Número de 
iterações 
17, 18 0.0565 0.3688 0.0001 143 
19, 20 0.0289 0.0502 0.0005 68 
21, 22 0.0169 0.0736 0.0005 86 
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Figura 5.10: Saída obtida pela rede versus saída desejada utilizando os parâmetros dos 
experimentos 17 e 18. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 17); linha ciano: saída da rede com realimentação (experimento 18). 
 
 
Figura 5.11: Saída obtida pela rede versus saída desejada utilizando os parâmetros dos 
experimentos 19 e 20. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 19); linha ciano: saída da rede com realimentação (experimento 20). 
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Figura 5.12: Saída obtida pela rede versus saída desejada utilizando os parâmetros dos 
experimentos 21 e 22. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 21); linha ciano: saída da rede com realimentação (experimento 22). 
 
Os resultados apresentados na Tabela 5.5 mostram que a LSM com mecanismo de 
reinicialização alcançou o erro mínimo de 0.0005, em um menor número de iterações, quando 
utilizado os parâmetros dos experimentos 19 e 20. Com tal parametrização, a saída obtida pela 
rede atingiu um MSE médio de 0.0289 sem realimentação e um MSE médio de 0.0502 com 
realimentação. 
No entanto, o menor MSE médio apresentado pela Tabela 5.5 refere-se aos 
parâmetros dos experimentos 21 e 22. Com tal parametrização, a saída obtida pela rede 
atingiu um MSE médio de 0.0169 sem realimentação e um MSE médio de 0.0736 com 
realimentação. Porém, o MSE médio com realimentação e o número de iterações foram 
superiores ao dos experimentos 19 e 20. 
Os experimentos realizados mostraram que uma pequena variação no raio espectral 
( maxλ ) e na força de conexão sináptica (Ω ) influencia diretamente os estados líquidos gerados 
pela piscina de neurônios pulsados. Portanto, a escolha da parametrização do meio líquido foi 
realizada com base no conjunto de resultados obtidos, variando, principalmente, maxλ  e Ω  
para as conexões 1 e 2. Com base nos experimentos, fixou-se 3max =λ , +∞=ScaleC  e 
05.0=Ω  para a conexão 1 e +∞=maxλ , 1=ScaleC  e 1=Ω para a conexão 2. 
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5.2.4 Análise 4: Comparação entre arquiteturas da unidade de leitura 
 
Uma comparação entre diferentes arquiteturas da unidade de leitura foi realizada. 
Essa análise tem por objetivo verificar a sensibilidade da unidade de leitura frente à mudança 
de parâmetros que influenciam na convergência da rede, definindo o resultado da predição. 
Dois parâmetros foram selecionados para realização da análise: número de neurônios da 
camada intermediária e funções de ativação dos neurônios. 
Os experimentos 23 – 28 consistem na predição um passo de tempo à frente. Assim 
como nos experimentos 17 – 22, tal predição é baseada no vetor de entrada ( )tu , composto da 
entrada presente no tempo t  e as últimas 14 entradas da seqüência, resultando em um vetor de 
tamanho fixo (15 entradas) que representa o contexto passado. 
A Tabela 5.6 apresenta os parâmetros utilizados na camada de entrada, no meio 
líquido e na unidade de leitura para os experimentos 23 – 28. Esses experimentos foram 
realizados sem realimentação e com realimentação dos dados. As 23 amostras previstas 
basearam-se no conjunto de treinamento, o qual é composto por 92 amostras. 
 
Tabela 5.6: Parâmetros da LSM para os experimentos 23 – 28. 
 Camada de entrada Meio líquido Unidade de leitura 
Experimento λmax CScale Ω λmax CScale Ω MSE N° de neurônios camada intermediária 
23, 24 3 +∞ 0.05 +∞ 1 1 0.001 20 
25, 26 3 +∞ 0.05 +∞ 1 1 0.001 20 
27, 28 +∞ +∞ 0.05 3 1 1 0.001 50 
 
Os experimentos 23 e 24 foram realizados utilizando função de ativação linear em 
todas as camadas da rede Perceptron Multicamada (MLP). Nos experimentos 25 – 28 
utilizaram-se na camada de entrada e na camada intermediária a função de ativação sigmoidal, 
enquanto a camada de saída manteve a função de ativação linear. 
 
Resultados e análise – As Figuras 5.13 – 5.15 mostram a saída obtida pela rede versus a 
saída desejada utilizando os diferentes parâmetros definidos para os experimentos 23 – 28. A 
Tabela 5.7 apresenta os resultados sem realimentação e com realimentação, mostrando o MSE 
médio para cada experimento e o número de iterações alcançado. 
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Figura 5.13: Saída obtida pela rede versus saída desejada utilizando os parâmetros dos 
experimentos 23 e 24. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 23); linha ciano: saída da rede com realimentação (experimento 24). 
 
 
 
Figura 5.14: Saída obtida pela rede versus saída desejada utilizando os parâmetros dos 
experimentos 25 e 26. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 25); linha ciano: saída da rede com realimentação (experimento 26). 
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Figura 5.15: Saída obtida pela rede versus saída desejada utilizando os parâmetros dos 
experimentos 27 e 28. Linha azul: série temporal original; pontos verdes: saída da rede para 
o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 27); linha ciano: saída da rede com realimentação (experimento 28). 
 
Tabela 5.7: Comparação dos resultados dos experimentos 23 – 28. 
Experimento MSE sem realimentação 
MSE 
com realimentação 
MSE 
unidade de leitura 
Número de 
iterações 
23, 24 - - 0.0079 3.951 
25, 26 0.0205 0.0159 0.001 72 
27, 28 0.0120 0.0249 0.001 60 
 
Os resultados apresentados na Tabela 5.7 mostram que a LSM com mecanismo de 
reinicialização alcançou o erro mínimo de 0.001, em um menor número de iterações, quando 
utilizado 50 neurônios na camada intermediária e função de ativação sigmoidal na camada de 
entrada e na camada intermediária (experimentos 27 e 28). Com essa parametrização, a saída 
obtida pela rede atingiu um MSE médio de 0.0120 sem realimentação e um MSE médio de 
0.0249 com realimentação. 
No entanto, quando aplicada à função de ativação linear a todas as camadas da 
unidade de leitura (experimentos 23 e 24), a rede não converge. A LSM com mecanismo de 
reinicialização não alcançou o erro mínimo de 0.001, sendo interrompido o processo de 
treinamento em 3.951 iterações, com um erro mínimo de 0.0079. Devido a não convergência 
da rede, o MSE médio sem realimentação e com realimentação não foi ponderado. A 
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Figura 5.13 mostra os péssimos resultados obtidos em decorrência da não convergência da 
rede. 
Os resultados apresentados pelos experimentos 27 e 28, em contrapartida aos 
resultados apresentados pelos experimentos 23 e 24, comprovam a escolha pela seguinte 
parametrização: camada de entrada com função de ativação sigmoidal, camada intermediária 
com 50 neurônios ativados com função de ativação sigmoidal e camada de saída com função 
de ativação linear. 
 
 
5.2.5 Análise 5: Previsão a longo prazo 
 
Um experimento de previsão a longo prazo foi realizado. Essa análise tem por 
objetivo verificar a consistência da LSM com mecanismo de reinicialização para previsões a 
longo prazo. Neste caso, realizou-se uma previsão para os próximos 20 anos. 
O experimento 29 consiste na predição um passo de tempo à frente. Assim como nos 
experimentos 23 – 28, tal predição é baseada no vetor de entrada ( )tu , composto da entrada 
presente no tempo t  e as últimas 14 entradas da seqüência, resultando em um vetor de 
tamanho fixo (15 entradas) que representa o contexto passado. 
Na LSM foram utilizados, para o experimento 29, os seguintes parâmetros: na 
camada de entrada 3max =λ , +∞=ScaleC  e 05.0=Ω ; no meio líquido +∞=maxλ , 1=ScaleC  e 
1=Ω ; e na unidade de leitura 00001.0MSE =  com 50 neurônios na camada intermediária. 
Esse experimento foi realizado somente com realimentação dos dados. As 240 amostras 
previstas basearam-se no conjunto de treinamento, o qual é composto por 115 amostras, isto é, 
todos os dados contidos na série temporal original. 
 
Resultados e análise – A Figura 5.16 mostra a saída obtida pela rede para os próximos 20 
anos, utilizando os parâmetros definidos para o experimento 29. 
A LSM com mecanismo de reinicialização alcançou o erro mínimo de 0.00001 após 
280 iterações.O MSE médio não é apresentado, uma vez que não se tem a saída desejada 
disponível. 
Não é surpreendente que o desempenho do modelo, para longos períodos de tempo, 
seja menor. Métodos que utilizam uma abordagem neuronal tendem a ser sensíveis a longos 
períodos  de  tempo,  visto  que  a  realimentação de dados insere uma porcentagem de erro no 
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Figura 5.16: Saída obtida pela rede para os próximos 20 anos. Linha azul: série temporal 
original; pontos verdes: saída da rede para o conjunto de treinamento; linha amarela: saída 
da rede com realimentação (experimento 29). 
 
sistema a cada iteração. Além disso, a falta de um ajuste sazonal pode comprometer o 
desempenho da previsão a longo prazo, uma vez que a série temporal possua uma forte 
componente sazonal (WYFFELS e SCHRAUWEN, 2010). Esse fato, provavelmente, leva os 
neurônios a uma saturação, diminuindo o poder de processamento do sistema neuronal. 
 
 
5.3 PREVISÃO DA DEMANDA DE ENERGIA ELÉTRICA DA POLÔNIA 
 
A previsão da demanda de energia elétrica da Polônia complementa as análises 
realizadas sob o conjunto de dados da CEEE. Os experimentos realizados com este conjunto 
de dados tiveram como objetivo consolidar a metodologia proposta, destacando duas 
características, o período de reinicialização do meio líquido e a previsão a longo prazo. 
Conforme mencionado, o período de reinicialização do meio líquido é dependente da 
sazonalidade da série temporal. Por essa razão, os experimentos realizados com o conjunto de 
dados da demanda de energia elétrica da Polônia utilizaram dois períodos de reinicialização, 
200=n  (experimentos 30, 31 e 32) e 400=n  (experimentos 33, 34 e 35). 
Os  experimentos  30 – 35  consistem  na  predição  um  passo  de tempo à frente. Tal 
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predição, assim como nos demais experimentos realizados, é baseada no vetor de entrada 
( )tu , composto da entrada presente no tempo t  e as últimas 1−n  entradas da seqüência, 
resultando em um vetor de tamanho fixo ( n  entradas) que representa o contexto passado. 
Na LSM foram utilizados, para os experimentos 30 – 35, os seguintes parâmetros: na 
camada de entrada 3max =λ , +∞=ScaleC  e 05.0=Ω ; no meio líquido +∞=maxλ , 1=ScaleC  e 
1=Ω ; e na unidade de leitura 001.0MSE =  com 50 neurônios na camada intermediária. 
Esses experimentos foram realizados sem realimentação e com realimentação dos dados, 
fornecendo uma previsão a longo prazo. 
Para o período de reinicialização 200=n , sem realimentação (experimento 30) e 
com realimentação (experimento 31) dos dados, as 240 amostras previstas basearam-se no 
conjunto de treinamento, o qual é composto por 960 amostras. Na previsão a longo prazo 
(experimento 32) foram utilizadas 1.200 amostras, todos os dados contidos na série temporal 
original, realizando uma previsão de 240 dados. 
Da mesma forma, para o período de reinicialização 400=n , sem realimentação 
(experimento 33) e com realimentação (experimento 34) dos dados, as 200 amostras previstas 
basearam-se no conjunto de treinamento, o qual é composto por 800 amostras. Na previsão a 
longo prazo (experimento 35) foram utilizadas 1.000 amostras, todos os dados contidos na 
série temporal original, realizando uma previsão de 200 dados. 
 
Resultados e análise – A partir dos parâmetros descritos e utilizando um período de 
reinicialização 200=n , a Figura 5.17 mostra a saída obtida pela rede versus a saída desejada. 
A Figura 5.18 mostra a saída obtida pela rede para os próximos 240 dados. 
Mantendo os parâmetros dos experimentos 30 – 32 e utilizando um período de 
reinicializacão 400=n , a Figura 5.19 mostra a saída obtida pela rede versus a saída desejada. 
A Figura 5.20 mostra a saída obtida pela rede para os próximos 200 dados. 
A Tabela 5.8 apresenta os resultados dos experimentos sem realimentação e com 
realimentação, mostrando o MSE médio para cada experimento e o número de iterações 
alcançado. 
 
Tabela 5.8: Comparação dos resultados dos experimentos 30 – 31 e 33 – 34. 
Experimento MSE sem realimentação 
MSE 
com realimentação 
MSE 
unidade de leitura 
Número de 
iterações 
30, 31 (n = 200) 0.0230 0.0235 0.001 78 
33, 34 (n = 400) 0.0233 0.0233 0.001 89 
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Figura 5.17: Saída obtida pela rede versus saída desejada utilizando um período de 
reinicialização n = 200. Linha azul: série temporal original; pontos verdes: saída da rede 
para o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 30); linha ciano: saída da rede com realimentação (experimento 31). 
 
 
 
Figura 5.18: Saída obtida pela rede para os próximos 240 dados. Linha azul: série temporal 
original; pontos verdes: saída da rede para o conjunto de treinamento; linha ciano e 
amarela: saída da rede com realimentação (experimento 32). 
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(a) 
 
 
(b) 
 
Figura 5.19: Saída obtida pela rede versus saída desejada utilizando um período de 
reinicialização n = 400. Linha azul: série temporal original; pontos verdes: saída da rede 
para o conjunto de treinamento; (a) linha vermelha: saída da rede sem realimentação 
(experimento 33); (b) linha ciano: saída da rede com realimentação (experimento 34). 
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Figura 5.20: Saída obtida pela rede para os próximos 200 dados. Linha azul: série temporal 
original; pontos verdes: saída da rede para o conjunto de treinamento; linha ciano e 
amarela: saída da rede com realimentação (experimento 35). 
 
Os resultados apresentados na Tabela 5.8 mostram que a LSM com mecanismo de 
reinicialização alcançou o erro mínimo de 0.001, em um menor número de iterações, quando 
utilizado o período de reinicialização 200=n  (experimentos 30 e 31). Com esse período, a 
saída obtida pela rede atingiu um MSE médio de 0.0230 sem realimentação e um MSE médio 
de 0.0235 com realimentação, resultados praticamente iguais. 
No entanto, a saída obtida pela rede para todos os resultados, independente do 
período de reinicialização, atingiu um MSE médio de 2.3%. Esse resultado é devido ao fato 
de ambos os períodos de reinicialização, 200=n  e 400=n , serem ciclos da série temporal. 
Neste contexto, destacam-se os experimentos 33 e 34, os quais obtiveram o mesmo MSE 
médio de 0.0233 sem realimentação e com realimentação dos dados (Figura 5.19). 
As previsões a longo prazo (experimentos 32 e 35), para este conjunto de dados 
específico, tiveram bons resultados. Tais resultados, mostrados nas Figuras 5.18 e 5.20, foram 
alcançados devido à linearidade da série temporal em questão, a qual possui um ciclo de 
sazonalidade bem definido. Portanto, os resultados obtidos reforçam, ainda mais, o uso das 
LSMs com mecanismo de reinicialização para previsão da demanda de energia elétrica. 
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5.4 PREVISÃO DA MÉDIA DA DEMANDA DE ENERGIA ELÉTRICA 
 
Os últimos experimentos realizados têm por objetivo demonstrar o quanto o tamanho 
do conjunto de dados de entrada influencia no resultado final. Com esse propósito, utilizou-se 
um subconjunto, do conjunto de dados original (16.000 dados), com 5.000 dados, os quais 
representam uma média da demanda de energia elétrica. 
Os experimentos 36 – 38 consistem na predição um passo de tempo à frente. Tal 
predição, assim como nos demais experimentos realizados, é baseada no vetor de entrada 
( )tu , composto da entrada presente no tempo t  e as últimas 749 entradas da seqüência, 
resultando em um vetor de tamanho fixo (750 entradas) que representa o contexto passado. 
Na LSM foram utilizados, para os experimentos 36 – 38, os seguintes parâmetros: na 
camada de entrada 3max =λ , +∞=ScaleC  e 05.0=Ω ; no meio líquido +∞=maxλ , 1=ScaleC  e 
1=Ω ; e na unidade de leitura 001.0MSE =  com 50 neurônios na camada intermediária. 
Esses experimentos foram realizados sem realimentação e com realimentação dos dados, 
fornecendo uma previsão a longo prazo. 
Para o período de reinicialização 750=n , sem realimentação (experimento 36) e 
com realimentação (experimento 37) dos dados, as 850 amostras previstas basearam-se no 
conjunto de treinamento, o qual é composto por 3.400 amostras. Na previsão a longo prazo 
(experimento 38) foram utilizadas 4.250 amostras, todos os dados contidos no subconjunto da 
série temporal original, realizando uma previsão de 850 dados. 
 
Resultados e análise – A partir dos parâmetros descritos e utilizando um período de 
reinicialização 750=n , a Figura 5.21 mostra a saída obtida pela rede versus a saída desejada. 
A Figura 5.22 mostra a saída obtida pela rede para os próximos 850 dados. 
Os experimentos 36 e 37, de todos os experimentos apresentados nesta tese, foram os 
que obtiveram o menor MSE médio. A LSM com mecanismo de reinicialização alcançou o 
erro mínimo de 0.001 em 74 iterações, utilizando o período de reinicialização 750=n . Com 
esse período, a saída obtida pela rede atingiu um MSE médio de 0.0066 sem realimentação 
(experimento 36) e 0.0069 com realimentação (experimento 37). 
Assim como os experimentos 32 e 35, o experimento 38, previsão a longo prazo, 
obteve bom resultado. Esse resultado, mostrado na Figura 5.22, foi alcançado devido a duas 
características principais do conjunto de dados, à linearidade (sazonalidade) e o tamanho da 
série  temporal em questão. Conclui-se, então, que o tamanho do conjunto de dados é um fator 
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Figura 5.21: Saída obtida pela rede versus saída desejada utilizando um período de 
reinicialização n = 750. Linha azul: série temporal original; pontos verdes: saída da rede 
para o conjunto de treinamento; linha vermelha: saída da rede sem realimentação 
(experimento 36); linha ciano: saída da rede com realimentação (experimento 37). 
 
 
 
Figura 5.22: Saída obtida pela rede para os próximos 850 dados. Linha azul: série temporal 
original; pontos verdes: saída da rede para o conjunto de treinamento; linha ciano e 
amarela: saída da rede com realimentação (experimento 38). 
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importante na previsão de séries temporais através de uma LSM com mecanismo de 
reinicialização. 
 
 
5.5 PERCEPTRON MULTICAMADA VERSUS MÁQUINA DE ESTADO LÍQUIDO 
 
Para complementar os experimentos descritos e analisados, realizou-se uma 
comparação entre os resultados obtidos por uma rede neural clássica MLP e os melhores 
resultados obtidos pela LSM. Ambas as abordagens utilizaram os mesmos conjuntos de dados 
de entrada, ou seja, demanda de energia elétrica do estado do Rio Grande do Sul 
(experimentos 39 e 40), demanda de energia elétrica da Polônia (experimentos 41 e 42) e 
média de demanda de energia elétrica (experimentos 43 e 44). 
A rede neural clássica MLP é a mesma rede utilizada na unidade de leitura da LSM. 
Tal rede neural, conforme já descrito, é formada por três camadas. A camada de entrada e a 
camada intermediária são compostas por neurônios sigmoidais, enquanto a camada de saída é 
composta por um único neurônio linear. O treinamento da rede foi realizado pelo algoritmo 
RPROP, descrito na Seção 2.2. 
Os experimentos 39 – 44 consistem na predição um passo de tempo à frente. Tal 
predição é baseada no vetor de entrada ( )tu , composto da entrada presente no tempo t  e as 
últimas 1−n  entradas da seqüência, resultando em um vetor de tamanho fixo ( n  entradas). 
Nesse caso, n  é chamado de janela de tempo (sazonalidade da série temporal), 
correspondendo ao período de reinicialização da LSM. 
A Tabela 5.9 apresenta os parâmetros utilizados na rede MLP para os experimentos 
39 – 44. Tais experimentos foram realizados sem realimentação e com realimentação dos 
dados, sendo os dados de entrada normalizados através do método de normalização sigmoidal. 
As amostras previstas basearam-se no conjunto de treinamento, o qual é composto por 80% 
das amostras do conjunto de dados total. 
 
Tabela 5.9: Parâmetros da rede neural clássica MLP para os experimentos 39 – 44. 
Experimento MSE 
N° de 
neurônios 
camada 
entrada 
N° de 
neurônios 
camada 
intermediária 
N° de 
neurônios 
camada 
saída 
Janela 
de 
tempo 
Conjunto 
de 
treinamento 
Conjunto 
de 
teste 
39, 40 0.001 15 30 1 15 92 23 
41, 42 0.001 400 50 1 400 800 200 
43, 44 0.001 750 50 1 750 3.400 850 
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Resultados e análise – As Figuras 5.23 – 5.25 mostram a saída obtida pela rede versus a 
saída desejada utilizando os diferentes parâmetros descritos na Tabela 5.9. As Tabelas 5.10 e 
5.11 apresentam os resultados sem realimentação e com realimentação, mostrando o MSE 
médio para cada experimento e o número de iterações alcançado utilizando a rede MLP e a 
LSM, respectivamente. 
 
Tabela 5.10: Resultados obtidos utilizando a rede neural clássica MLP. 
Experimento MSE sem realimentação 
MSE 
com realimentação MSE 
Número de 
iterações 
39, 40 0.0176 0.1889 0.001 201 
41, 42 0.0231 0.0216 0.001 347 
43, 44 0.0027 0.0031 0.001 109 
 
Tabela 5.11: Resultados obtidos utilizando a LSM. 
Experimento MSE sem realimentação 
MSE 
com realimentação 
MSE 
unidade de leitura 
Número de 
iterações 
27, 28 0.0120 0.0249 0.001 60 
33, 34 0.0233 0.0233 0.001 89 
36, 37 0.0066 0.0069 0.001 74 
 
 
Figura 5.23: Saída obtida pela rede MLP para a demanda de energia elétrica do estado do 
Rio Grande do Sul. Linha azul: série temporal original; pontos verdes: saída da rede para o 
conjunto de treinamento; linha vermelha: saída da rede sem realimentação (experimento 
39); linha ciano: saída da rede com realimentação (experimento 40). 
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Figura 5.24: Saída obtida pela rede MLP para a demanda de energia elétrica da Polônia. 
Linha azul: série temporal original; pontos verdes: saída da rede para o conjunto de 
treinamento; linha vermelha: saída da rede sem realimentação (experimento 41); linha 
ciano: saída da rede com realimentação (experimento 42). 
 
 
Figura 5.25: Saída obtida pela rede MLP para a média de demanda de energia elétrica. 
Linha azul: série temporal original; pontos verdes: saída da rede para o conjunto de 
treinamento; linha vermelha: saída da rede sem realimentação (experimento 43); linha 
ciano: saída da rede com realimentação (experimento 44). 
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Os resultados apresentados nas Tabelas 5.10 e 5.11 mostram que a LSM com 
mecanismo de reinicialização obteve melhor desempenho, de uma forma geral, que a rede 
neural clássica MLP. No entanto, tais resultados são decorrentes dos parâmetros utilizados, 
bem como dos conjuntos de dados de entrada. 
Para o conjunto de dados demanda de energia elétrica do estado do Rio Grande do 
Sul, a rede MLP alcançou o erro mínimo de 0.001 em 201 iterações, enquanto a LSM 
alcançou o erro mínimo em 60 iterações (experimentos 27 e 28). A saída obtida pela rede 
MLP atingiu um MSE médio de 0.0176 sem realimentação e um MSE médio de 0.1889 com 
realimentação. Para o mesmo conjunto de dados de entrada, a LSM atingiu um MSE médio de 
0.0120 sem realimentação e um MSE médio de 0.0249 com realimentação, superando em 
ambos os casos a rede MLP. 
Para o conjunto de dados demanda de energia elétrica da Polônia, a rede MLP 
alcançou o erro mínimo de 0.001 em 347 iterações, 258 iterações a mais que a LSM 
(experimentos 33 e 34). A saída obtida pela rede MLP atingiu um MSE médio de 0.0231 sem 
realimentação e um MSE médio de 0.0216 com realimentação. Novamente a LSM superou 
esse resultado, atingindo um MSE médio de 0.0233 sem realimentação e com realimentação 
dos dados. 
Para o último conjunto de dados, média da demanda de energia elétrica, a rede MLP 
alcançou o erro mínimo de 0.001 em 109 iterações, enquanto a LSM alcançou o erro mínimo 
em 74 iterações (experimentos 36 e 37). Embora o erro mínimo de 0.001 tenha sido atingido 
em um número menor de iterações pela LSM, a saída obtida pela rede MLP atingiu um MSE 
médio de 0.0027 sem realimenta e um MSE médio de 0.0031 com realimentação, superando 
os resultados obtidos pela LSM. 
Como se pode observar, a LSM obteve melhor desempenho quando o conjunto de 
dados de entrada apresentou comportamento não-linear. Tal desempenho se deve ao fato da 
LSM expandir os dados de entrada, para depois realizar a análise dos mesmos. A expansão 
aumenta o poder computacional da unidade de leitura, fazendo com que a mesma rede que foi 
utilizada separadamente (rede neural clássica MLP) obtenha melhores resultados em conjunto 
com o meio líquido. 
 
 
5.6 RESUMO DO CAPÍTULO 
 
Este    capítulo    apresentou    alguns    experimentos    realizados,    investigando    a 
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possibilidade de utilização de uma LSM com mecanismo de reinicialização e entradas 
analógicas na previsão de séries temporais contínuas. Tal investigação foi efetuada 
principalmente através de cinco análises, as quais ponderaram as seguintes características: 
métodos de normalização, períodos de reinicialização do meio líquido, parâmetros do meio 
líquido, arquiteturas da unidade de leitura e previsão a longo prazo. Vale salientar que o 
objetivo dessas análises não foi o de obter conclusões gerais sobre a LSM com mecanismo de 
reinicialização, mas sim de verificar características peculiares desse modelo preditivo. 
Os resultados obtidos não utilizaram nenhuma estratégia para o ajuste sazonal ou 
pré-processamento para extração de dados não correlacionados da série temporal original. 
Além disso, o conjunto de dados principal, demanda de energia elétrica da CEEE, é formado 
por um pequeno número de amostras. Considerando o erro pré-definido (MSE da unidade de 
leitura), o qual é utilizado como critério de parada do treinamento da unidade de leitura, e o 
baixo número de iterações do treinamento da unidade de leitura, conclui-se que os resultados 
do modelo proposto são razoáveis. 
O próximo e último capítulo desta tese apresenta as conclusões e trabalhos futuros. 
Certamente, outros experimentos e análises poderiam ter sido realizados, demonstrando não 
somente o poder computacional das LSMs, mas também sua codificação biologicamente 
realista, buscando alcançar uma melhoria na previsão de séries temporais contínuas. 
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6 CONCLUSÕES E TRABALHOS FUTUROS 
 
 
6.1 CONCLUSÕES 
 
Os estudos realizados e apresentados nesta tese abordaram um novo campo de 
pesquisa da ciência cognitiva, as Máquinas de Estado Líquido (LSMs). Este novo nicho do 
paradigma conexionista, associado à previsão de séries temporais, abre caminhos para novos 
experimentos e análises. 
É difícil encontrar um método de previsão para uma determinada aplicação, se não 
métodos especialistas de previsão. Este problema tem sido amplamente estudado por 
pesquisadores de diferentes áreas, buscando traçar estratégias para previsão de séries 
temporais. Trabalhos recentes mostram que a LSM pode ser aplicada à previsão de séries 
temporais contínuas. A principal vantagem da LSM consiste na projeção dos dados de entrada 
em um espaço de alta dimensão, possibilitando o uso de unidades de leitura relativamente 
simples. 
Com o intuito de aprender, analisar e aplicar as LSMs em séries temporais contínuas, 
este trabalho apresentou uma gama de conceitos que vão desde a análise estatística até as 
LSMs. Para consolidar a pesquisa, fez-se uso de três diferentes séries temporais da demanda 
de energia elétrica, verificando a robustez do método frente à previsão de sinais temporais 
contínuos e sua capacidade de generalização. 
O propósito da pesquisa foi averiguar o uso das LSMs com mecanismo de 
reinicialização e entradas analógicas como alternativa eficaz na análise de séries temporais 
contínuas. Tal averiguação abriu várias vertentes na pesquisa, destacando-se a inserção de 
entradas analógicas em meio pulsado, a dependência do mecanismo de reinicialização da 
sazonalidade da série temporal, bem como a aplicação na demanda de energia elétrica. 
Neste contexto, o mecanismo de reinicialização do meio líquido teve papel 
fundamental no desenvolvimento da metodologia aplicada aos dados de entrada. O meio 
líquido, responsável por toda dinâmica do sistema, armazena as informações do passado para 
prever os dados futuros. Desta forma, o mecanismo de reinicialização torna-se responsável 
pela dinâmica do meio líquido, guiando o armazenamento das informações do passado. 
Contudo, o mecanismo de reincialização não é a única contribuição desta tese. Outra 
contribuição alcançada é a inserção de entradas analógicas em meio pulsado. Esta abordagem 
facilitou a alimentação do sistema, permitindo que dados na forma analógica fossem 
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recebidos por neurônios pulsados (piscina de neurônios integra-e-dispara). Portanto, não 
houve necessidade de uma conversão para trens de pulsos, sendo tal conversão realizada 
diretamente no meio líquido. 
Desta forma, formalizou-se a metodologia de desenvolvimento de um paradigma 
conexionista temporal, segundo os conceitos que foram estudados e apresentados. Durante 
este processo várias dificuldades foram encontradas, tais como: definição do tipo de sinal 
(analógico ou pulsado) e estrutura do conjunto de dados de entrada, definição da 
parametrização do meio líquido (quais parâmetros influenciam o que), utilização ou não de 
um filtro entre o meio líquido e a unidade de leitura, definição da arquitetura da unidade de 
leitura, aplicação da metodologia em reconhecimento de padrões ou previsão, entre outras. 
Os conjuntos de dados utilizados na validação referem-se à demanda de energia 
elétrica. Tais dados foram apresentados em sua forma original, sem nenhum estudo sazonal ou 
pré-processamento. 
A validação ocorreu aplicando-se a LSM com mecanismo de reinicialização e 
entradas analógicas a série temporal contínua da demanda de energia elétrica. Os resultados e 
as análises comprovaram o poder computacional das LSMs. Em tais experimentos, observou-
se que: 
• O método de normalização influencia na convergência da rede da unidade de 
leitura; 
• A definição dos parâmetros do meio líquido é uma tarefa complexa, visto suas 
dependências internas e externas, influenciando nas ligações sinápticas e, 
conseqüentemente, na dinâmica do líquido; 
• O tempo de reinicialização do meio líquido é fundamental para sua dinâmica; 
• A unidade de leitura pode assumir diversas arquiteturas, porém tais arquiteturas 
dependem da aplicação; 
• O sucesso da previsão a longo prazo depende do tamanho do conjunto de dados de 
entrada. 
Portanto, esta tese apresentou uma investigação experimental de uma abordagem 
para a previsão de séries temporais contínuas, as LSMs com mecanismo de reinicialização e 
entradas analógicas. Tal abordagem foi aplicada em uma gama de experimentos, propondo 
um modelo preditivo para a demanda de energia elétrica. Os experimentos avaliaram a 
previsão a curto prazo, sem realimentação e com realimentação dos dados, e a longo prazo 
(anos à frente), com realimentação dos dados. 
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O vetor de entrada da LSM é composto por uma seqüência de valores, cujo tamanho 
foi definido através do controle da sazonalidade da série temporal. O meio líquido é, então, 
inicializado ou reinicializado antes da apresentação de cada seqüência de valores. O 
desempenho da previsão sem reinicialização e com reinicialização do líquido revela que esse 
supera o anterior. 
Os resultados dos experimentos são promissores, considerando o erro pré-definido 
para interromper o processo de treinamento da unidade de leitura, o baixo número de iterações 
do treinamento da unidade de leitura e a ausência de estratégia no ajustamento sazonal. 
Os resultados com realimentação dos dados mostram um desempenho considerável, 
mesmo para curtos períodos de tempo. Isso se deve as oscilações geradas pelas conexões 
realimentadas, as quais são propagadas pela rede, resultando em uma diminuição no 
desempenho. O mesmo ocorre nas previsões a longo prazo, cujo desempenho foi diminuindo 
à medida que aumentavam as oscilações ao longo do tempo. Além disso, comprovou-se que a 
abordagem da LSM tende a ser sensível a pequenos intervalos de tempo, o que pode ser outra 
razão dessa perda de desempenho. 
No entanto, os experimentos mostram um desempenho razoável no uso da LSM com 
mecanismo de reinicialização e entradas analógicas para previsão de fluxos contínuos. 
Embora haja, ainda, muita pesquisa a ser realizada, a fim de melhorar esse modelo preditivo, 
tal abordagem pode ser usada em problemas de previsão de séries temporais contínuas, 
servindo como poderoso modelo na previsão a curto e longo prazo. 
 
 
6.2 TRABALHOS FUTUROS 
 
Muitas questões relativas à estrutura da LSM se encontram em aberto, devido 
principalmente a novidade do conceito da LSM. Outras pesquisas na área buscam soluções 
que melhore o desempenho da LSM, investigando a topologia e as configurações ideais dos 
parâmetros do meio líquido para tarefas de previsão e reconhecimento de padrões. 
Desta forma pretende-se, em trabalhos futuros, realizar os seguintes experimentos: 
• Testar a metodologia proposta no reconhecimento de padrões, utilizando, por 
exemplo, imagens de face humana; 
• Permitir que a camada de entrada (neurônio de entrada) receba as informações 
codificadas em trens de pulsos, ou seja, os sinais analógicos serão convertidos em 
trens de pulsos, tomando o cuidado de não haver perda de informações; 
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• Modificar os diversos parâmetros do meio líquido, testando sua sensibilidade 
frente a outros valores baseados nas atividades neurais do cérebro humano, 
transformando esse líquido ainda mais biologicamente realístico; 
• Implementar as piscinas do meio líquido com neurônios analógicos, o que 
permitirá a realização de comparações com abordagens neuronais clássicas e 
abordagens que usam regressão; 
• Implementar a unidade de leitura com diferentes arquiteturas de redes e 
algoritmos de aprendizagem; 
• Realizar um estudo da sazonalidade da série temporal em questão, visando uma 
melhoria nos resultados finais; 
• Utilizar alguma técnica estatística para ajustamento dos dados gerados pelo meio 
líquido, facilitando ainda mais o treinamento da unidade de leitura. 
 
O texto apresentado neste documento tem por objetivo agrupar os conceitos 
necessários para compreender e implementar uma LSM. De forma genérica, o texto avalia os 
rumos e o progresso da pesquisa, bem como a maturidade e os conhecimentos científicos 
adquiridos, servindo de base para o aperfeiçoamento do projeto e futuros projetos. Nos 
Apêndices A (GRANDO et al., 2008) e B (GRANDO et al., 2010) encontram-se os artigos 
publicados resultantes desta tese. 
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APÊNDICE A – Utilizando Máquinas de Estado Líquido no 
reconhecimento de padrões de pulsos 
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APÊNDICE B – Forecasting electric energy demand using a 
predictor model based on Liquid State Machine 
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