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Introduction
Information and communication technologies (ICTs) have been transforming economic activities in all sectors, including agriculture. Generally, Australian farmers' perceptions are positive about computers and the Internet, and these communication devices are useful to them (Rolfe et al. 2003) . These perceptions are consistent with the theory of access to ICTs and agricultural growth (Adesina and Zinna 1993) Australia where agricultural firms have been operating (Lamb 2013) . The extended facilities increase the use of communication technologies (CTs) in the agriculture sector, thereby facilitating knowledge sharing among the farming communities. Thus, farmers are able to make informed and efficient decisions in agricultural production. Indeed, the systematic dissemination of information contributes to agricultural output.
Theoretically, farmers can expect two types of benefits from their access to ICTs (World Bank 2011) . One type of benefit includes reduction in production costs, reduction in transaction costs, improvement in market participation, and gains from sales, while the other type of benefit entails technological innovation and improvement in agricultural output (Rolfe et al. 2003; World Bank 2011) . The theoretical relation between the agricultural ICTs and yield technologies states that access to CTs, such as radio, mobile telephones, and the Internet provides farmers with information regarding the use of appropriate agricultural technologies (World Bank 2011) . The information is used by the farmers when they have (yield-enhancing) technologies, such as organic fertilizer instead of chemical fertilizer, but no information on how to use the technology. Access to CTs results in more optimal use of these inputs, which consequently improves the output per unit of labor and capital. Other broad applications of ICTs in agriculture include pest and weather information management (World Bank 2011) . Finally, CTs also facilitate the dissemination of information about factor and product markets and price information that significantly contribute to agricultural revenue 4 growth. Therefore, it is worth investigating the impact of the expansion of CTs on broadacre agriculture in Australia.
The influence of ICTs on productivity in manufacturing and service sector firms has been extensively studied in developed countries (Cardona et al. 2013) . However, the role of ICTs in agriculture is under-researched globally. This lack of research may be because the contribution of ICTs in agriculture is rapidly changing and not well understood. In developing countries, particularly in South Asia and Africa, some studies have examined the role of expansion and the access to communication technologies (CTs), such as mobile telecommunication facilities, in various agricultural activities (Bayes 2001; Silva and Dimuthu 2008; Muto and Yamano 2009; Rashid and Islam 2009; Aker 2010; Ali and Kumar 2011; Ali 2012; Fafchamps and Minten 2012; Aker and Fafchamps 2013; Dey et al. 2013; Zanello 2012) . These studies find positive influences of the access to mobile telephones on agricultural activities, such as decreased transaction and travel costs associated with product marketing (Rashid and Islam 2009) , increased sales (Muto and Yamano 2009) , increased participation in the market and surplus food production (Zanello 2012), decreased price dispersion (Aker 2010) , increased output prices and decreased input costs (Bayes 2001) . The above studies analyzed the partial effect of CTs, particularly mobile telephones, on agricultural crop production in the Asian and African regions; however, at the aggregate level, the effects of CTs on agricultural output have yet to be ascertained.
Some cross-country studies show contrasting relationships between investment in information technology (IT) and agricultural productivity. For example, Lio and Liu (2006) demonstrate small effects of ICT use on farmers' productivity in both rich and poor countries.
In contrast, Dewan and Kraemer (2001) find differences in the returns (measured by gross domestic product) from investment in IT between developed and developing countries.
Although both studies used panel data and Cobb-Douglas type production functions, the differences in the measurement of IT perhaps contributed to the contrasting research findings.
For example, Lio and Liu (2006) use an ICT adoption index at the country level as a measure of ICT, whereas Dewan and Kraemer (2001) use investment in IT at the country level as a measure of ICT. However, both studies suffer from a number of shortcomings in relation to the use of conventional (panel data) estimation techniques, such as a lack of attention to potential cross-section (country) correlation for cross-country study. If covariates are correlated with the source of interdependence, least square estimators are biased; hence estimators are inefficient (Andrews 2005) .
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Despite theoretical and empirical evidence from the developing countries, no reliable study examines the relation between ICTs (either information technology (IT) or communication technology (CT)) and agricultural output in the developed countries, particularly Australia.
The absence of such a study may be due to an assumption that as a primary sector of the economy, agriculture has no gain from ICTs (Rolfe et al. 2003) . It may also be that researchers do not yet understand how farmers' access to the non-traditional factors of production, such as ICTs, affects agricultural output. This research aims to extend the existing body of literature by adding new evidence based on the dynamic relationship between CT expenditure and Australian broadacre agricultural production in the short and long terms. We use the Pooled Mean Group (PMG) method of Pesaran et al. (1999) after time demeaning of variables to control for cross-sectional dependence (CSD) to achieve the main objective of this paper. For robustness of our results, we also use the Augmented Mean Group (AMG) method of Bond and Eberhardt (2009) and Eberhardt and Teal (2010) accounting for the cross-sectional dependence in panel data. This study is significant because agriculture and farming will play an important role in Australia's digital economic future, which will be characterized by an increase in the importance of digital communications through the Internet, mobile telephones, and smartphones.
The rest of this article is structured as follows. Section 2 presents an overview of Australian broadacre agriculture, followed by a presentation of the data sources and information on the variables in Section 3. Section 4 presents econometric methodologies, followed by an analysis of the empirical results in Section 5. Conclusions and policy implications are provided in the final section. over 85 percent of the country's gross agricultural output (Khan et al. 2014) . Wheat is the major crop in broadacre agriculture based on the market value of the total output, and wheat exports account for a larger share of total exports (food items only) than any other broadacre crop (ABARES 2013), with other large exportable crop items including barley, sorghum, rice, cotton, canola, oats, lupins, and sugarcane. Table 1 presents an overview of the total agricultural land, total cultivated land, and total agricultural business units in the six Australian states and the Northern Territory. climate, soil type, water drainage patters, and access to services and facilities, all combine to contribute to variation in agricultural farms' output and revenue within and among states. Hooper et al. (2002) suggest that farm size is an important factor in inter-farm differences in agricultural income (total revenue minus total costs) in 2000-2001. They also suggest that large agricultural farms that have been engaged in cropping gain an advantage from the use of technologies. Sheng et al. (2014) , however, note that larger firms achieved higher productivity not by increasing their scale but by changing production technology. The precise nature of the mapping from ICTs to agricultural revenue (outputs) is the subject of the following section.
Data sources and preliminary data analysis

Data sources
The data used in this study are mainly drawn from the website of the Department of Khan et al. 2014) . The remaining unobserved variables are subsumed in the error term in the production function.
Preliminary data analysis
Locally weighted scatter plot smoothing (LOWESS), a non-parametric regression (local mean smoothing), is used to determine the actual functional relationship between the main explanatory variable (CT expenditure) and the dependent variable in the dataset without imposing any assumption of their functional relationship. In addition to the LOWESS analysis presented above, a simple correlation analysis is presented in Table 2 . This correlation analysis confirms that CT expenditures and agricultural revenue are correlated positively and significantly in the five Australian states. Furthermore, Table 3 presents descriptive statistics of all the variables to be used for empirical analysis. The table shows that the actual use of inputs differs substantially among the states over the years. 
Methodology
Theoretical framework
Aggregate Cobb-Douglas production function have been used widely in the past to examine the causal link between ICTs and productivity at the macro level (Cardona et al. 2013 ). There are two measures of productivity measurement in the production literature: a physical quantity-based measure and a revenue-based measure (Foster et al. 2008) . Both measures have strengths and weaknesses. One strand of literature identifies that the physical quantity based measure is extremely problematic because the measurement of physical output is represented by a single number of collection of heterogeneous objects, such as labor and capital, which is factious (Felipe and Fisher 2003) . Another strand of literature identifies that the revenue-based measure of quantity is misleading because of differential product price related to differential product demand in the market (Katayama et al. 2009; Foster et al. 2008) . Despite these weaknesses of both approaches, researchers are of the opinion that both physical and revenue measures of output are correlated and one can be used as a proxy for the other (Katayama et al. 2009 ). In an academic exercise, Mairesse and Jaumandreu (2005) compared two sets of estimates derived from a production function based on physical measure and revenue measures using panel data and thereafter suggest 'estimating the revenue function (using nominal output measure) or the production function (using a real output measure) make very little difference' (p.651).
Furthermore, because price level change causes the changes in the measurement of revenue, some researchers suggest incorporating deflated revenue in the revenue function (Kato 2012 ).
-20 0 20 40 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 thereafter sales revenue in the market. This study has used the log-log form of revenue function, which makes the estimation of elasticity convenient. This strategy is frequently used in empirical research. The log form of Equation (1) is re-written as:
1 Barkley and Barkley (2013) note: 'Majority agricultural products are homogenous products: wheat, corn, and soybeans are identical across all producers' (p: 275). In the crop industry, hundreds of firms (crop producers) produce thousands of tons of wheat, rice or barley and thereafter sell products in a perfectly competitive product market. Thus, by using revenue function, we can overcome any potential problem of heterogeneity.
where θ 1 , θ 2 and θ 3 measure elasticities of capital, labor and CT expenditure.
Weather conditions significantly affect Australian agriculture, particularly broadacre agriculture (Salim and Islam 2010) . To capture the effects of seasonal weather conditions on Australia's agricultural productivity, we augment Equation (2) by adding the variable of rainfall (RF) as an important input of broadacre agriculture production. We also add land rental (Lr) expenditure as an additional control variable in Equation (2): (3) Because we are working with time series data for 5 states, the appropriate expression of Equation (3) is:
Here, the numbers of groups are = 5 states and = 1…..23 years.
Econometric approach
Panel heterogeneity is assumed in our study. This heterogeneity arises particularly in crosscountry analyses (Pesaran et al. 1999) . Because Australia is a continent where the states are very diversified in terms of the distribution of land, weather conditions, and people, the panel heterogeneity assumption is justified in the present case. This study presumes that regionspecific or time-specific effects must exist in this situation. If region-specific heterogeneity is not captured by the explanatory variables in the model, parameter heterogeneity may result in the specified model. In these cases, Pesaran, et al. (1999) suggest two different estimators to resolve the bias due to heterogeneous slope in dynamic panels: Pooled Mean Group (PMG) and Mean Group (MG) estimators.
By using the PMG, we can allow for the short-term impacts of the inputs but constrain the long-term impacts to be equal. We can address the problem of non-stationarity, which may result in spuriously significant estimates in the absence of actual relationships between the dependent and independent variables (Kangasniemi et al. 2012) . Several studies use this techniques in various settings. For example, Kangasniemi et al. (2012) use the PMG to estimate the parameter coefficients in studies in which they investigated IT expenditure and firm-level productivity issues and migration and national level productivity issues. The advantage of the PMG technique is that it can estimate efficiently even in the presence of endogeneity (Kangasniemi et al. 2012) . The PMG approach is modeled as an autoregressive
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log 5 log 4 log 3 log 2 log 1 log (5) where the number of cross-section units i = 1,2,….N; the number of period t = 1,2,….T; X it is a k x 1 vector of explanatory variables; is the k x 1 coefficient vector; are scalars and is the cross-section specific effect. For convenience, Equation (5) can be re-parameterized as follows: (6) where, and
The parameter is the error-correction speed of adjustment term. Rejection of the null of is the evidence of a long-run equilibrium relationship, that is, the variables are cointegrated. In this case, the parameter value is expected to be significantly negative. The vector contains the long-run relationships among the variables. Equation (6) can be expressed in terms of our model in Equation (4) as follows: (7) where X is the vector of logK, logL, logCT, logF, logLr, and logRF.
One potential problem with the PMG estimator is its inability to address cross-sectional dependence. Because five Australian states are the cross-section units in this study, crosssectional dependence will likely be an issue in the estimation process.
Test statistics
Cross-sectional dependence
A growing concern with panel data model is the likely presence of substantial cross-sectional dependence (CSD), which may be caused by the common shocks and unobserved 
If CSD is present in data and is not accommodated in the estimation, the estimators will not be consistent and panel estimation may have little advantage over singleequation estimation (Phillips and Sul 2003) . To examine this dependence, we employ the CSD test proposed by Pesaran (2004) . The Pesaran CSD test employs the correlationcoefficients between the time-series for each panel member. In our case N = 5, this test will give 5×4 = 20 correlations between state i and all other states, for i=1 to N-1. 
Panel unit root test
Co-integration test
Although the PMG estimator examines the long-run equilibrium relationships among variables, we employ an additional co-integration test introduced by Westerlund (2007) , which is robust when there is cross-sectional dependence. In this cointegration test, four test statistics are proposed; two are designed to test the alternative that the panel is cointegrated as a whole, while the other two are designed to test the alternative that variables in at least one cross-section unit are cointegrated. The former two statistics are referred to as group statistics, while the latter two are referred to as panel statistics. The data-generating process in this test is assumed to be as follows: (8) (9) where t and i represent the time and space dimensions of the data, respectively. In this formulation, the vector is modeled as a pure random walk and is modeled as the sum of the deterministic term and a stochastic term . This term is modeled as follows:
where and Now, substituting Equation (8) into Equation (10) gives the following error correction model for : (11) where, and
In Equation (11) 
Analysis of empirical results
Before applying the unit root test, we examine whether there is any cross-sectional dependence by using Pesaran's (2004) CSD test. The results (Table A1 in Appendix) indicate that the null hypothesis of cross-sectional independence is rejected at the 1 percent significance level for all the variables except the non-ICT capital variable, in which case the 2 For derivation of these statistics, please see Westerlund (2007) .
null is rejected at the 10 percent level. We therefore must take corrective measures to account for cross-sectional dependence in applying the PMG estimator. Table 4 reports the unit roots tests results. The null hypothesis is I(1). The choice of lag lengths is based on Akaike Information Criteria (AIC). The test results show that Pesaran's test rejects the null of unit root for three variables (logY, logLr and logCT) at level, whereas the Maddala and Wu test rejects the null of unit root for five variables (logY, logL, logF, logLr, and logCT). The findings indicate that Maddala and Wu's (1999) test procedure is not robust to detect unit roots when common factors influence the underlying process of the test (Mohammadi and Parvaresh 2014) . The overall findings of the unit root test results indicate that most of the variables are I(1) when cross-sectional dependence is taken into account. Next, we examine the possibility of co-integration between the CT expenditures and agricultural revenue through Westerlund's co-integration test (Westerlund 2007 ). The test is carried out under the null hypothesis of no cointegration. For each series, this study has chosen an optimal lag and lead lengths, and the Barlett kernel window is set equivalent to three according to 4(T/100) 2/9 . Table 5 reports the results. It is apparent from Table 5 regarding the test results of and that the rejection of null hypothesis is taken as evidence of cointegration of at least one of the cross-sectional units, and regarding P t and P α , the rejection of null hypothesis is taken as evidence of cointegration of the panel as a whole. The co-integration test statistics imply the existence of a long-run equilibrium relationship between the CT expenditure and agricultural revenue. When no error correction hypothesis is rejected, it is practically important to determine the speed of adjustment in the short run. This determination can be made by calculating the value of , the error correction parameter. The estimated value of this error correction parameter is found from Equation (13b). The value of is -10.157 (Table 5) , and the time period T is 23; therefore, the value of is , that is, the speed of adjustment of short-term departure toward the long-run equilibrium is 0.442 per year. This finding means that 44.2 per cent of the deviation from the long-run relation between CT expenditure and agricultural revenue is adjusted each year; that is, it takes slightly more than 2 (two) years to restore the equilibrium relation.
Having found a co-integrating relation between CT expenditure and agricultural revenue, we next estimate the model specified in Equation (4) using PMG as proposed by Pesaran (1999) .
To account for cross-section dependence, the variables are transformed by time de-meaning the data, in which case a panel model takes the following form:
where and so on.
The error structure is given by , where f t represents the unobserved factor that generates cross-sectional dependence and is factor loading. In this transformation, disturbances are expressed in terms of deviations from time-specific averages; therefore, we essentially remove the mean impact of f t . In addition to PMG, we also estimate the model with the Augmented Mean Group (AMG) technique proposed by Eberhardt and Bond (2009) and Eberhardt and Teal (2010) . Both AMG and the Common Correlated Estimator (CCE) of Pesaran (2006) account for cross-section dependence; however, unlike CCE, AMG provides
an estimate of the common dynamic process that gives rise to cross-sectional dependence.
The empirical model considered in AMG is as follows: (15a) where x it is a vector of observable independent variables, which is modeled as linear functions of unobserved common factors (f t ) and state-specific factor loadings (g t ) as follows: (15b) where m = 1,….k; ; ϵ t and ϵ t (15c)
The error term u it in Equation (15a) is composed of group-specific fixed effects (α i ) and a set of common factors (f t ) with country-specific factor loadings (λ i ) as follows:
To obtain the AMG estimator, estimation is performed in two stages. In the first stage, the model (15a) is estimated by OLS in the first difference with T-1 year dummies as follows:
In the second stage, the estimated coefficient of year dummy ( ) is included in each of the N state regressions. These individual state regressions may include linear time trend to 'capture omitted idiosyncratic processes which evolve in a linear fashion over time' (Eberhardt and Bond 2009; 3) as follows:
(16b).
Following Pesaran and Smith's (1995) Mean Group (MG) approach, the AMG estimates are derived as averages of the individual state estimates as follows:
In what follows, we first examine the long-run relationship between agricultural revenue and its determinants as estimated by PMG and AMG and then examine the short-run relations. 
that the null hypothesis of 'no first-order autocorrelation' is not rejected, that is, the residuals of these models are free from autocorrelation. However, the residuals from PMG estimation fail to pass the normality assumption. In Figure A1 in Appendix A, a normal distribution is superimposed on the kernel density of the residuals. Kernel density graphs of the residuals from AMG (with and without trend) almost coincide with the normal distribution, which indicates that residual normality cannot be rejected; however, the kernel density graph of the PMG residuals differs significantly from the normal distribution graph. This finding indicates that the PMG residuals are not normally distributed. From the viewpoint of estimate precision and residual normality, one should therefore rely on AMG estimators. Another advantage of the AMG estimator is that it provides the numerical value of the common dynamic process, which in the present case is approximately 0.90 and highly significant. Comparing the results in Table 6 , we see that all three coefficients of CT expenditure are significant and that they are close in value. The PMG coefficient value is slightly higher than One limitation of AMG estimator is that it gives only long-run coefficients; however, we can obtain an idea of the short-run impacts of the variables on revenue from the PMG estimation results. PMG also gives the state-wise values of the short-run coefficients. Table 7 reports these short-run coefficients. The short-run coefficients from PMG estimation reported in Table 7 (column 1) make it clear that CT has no significant impact in the short run. Among the other variables, only payment to labor and non-ICT capital have significant (at 1% level) positive impacts on revenue. The 22 state-specific short-run results (columns 2 through 7) provide more or less similar results. In none of the cases is CT found to have a significant influence in the short run. These findings are not unexpected because CT brings changes in the structure of an economy and its benefit is realized in the long run. New technology is not adopted immediately, and agents take time to adopt it (Christiansen 2008) . It diffuses slowly throughout the economy (David 1990; Rogers 1995; and Hall 2004) .
Conclusions and policy implications
This article aims to examine the effects of CTs on agricultural revenue in Australia in the These findings imply that holding other things constant, an increase in CT expenditure by 10 percent will increase a firm's revenue earnings by an average of approximately 2 percent in the long run. Statistically, zero elasticity of CT expenditure in the short run is not unusual because technology takes time to exert its impact. The positive and significant relationship between CT expenditure and agricultural revenue in the long run demonstrates that CT capital will remain a critical driving force for raising broadacre agricultural output and revenue in Australia.
The empirical findings have some policy implications. If other factors remain the same, the ongoing national broadband network expansion to the regional areas will bring about benefits for the farming communities in terms of increasing connectivity. Like developing countries, Australian farmers will increasingly be connected digitally to the local and global knowledge hubs, which will enable the farmers to obtain and use a wide variety of information in relation to production technology and production marketing. Thus, Australian farmers' average earnings are expected to rise substantially. However, the impact of communication technology requires a 'critical mass' before it is felt (Röller and Waverman 2001) ; therefore, the achievement of a critical mass in the regional areas should be a policy priority of the government of Australia. Furthermore, an effective regional-specific public policy intervention entailing skill development (for example, training) is required for the farmers so that the farmers can acquire necessary skills in using CTs in regional areas along with the diffusion of NBN facilities. 
