Abstract-Internet of Things (IoT) in military settings generally consists of a diverse range of Internet-connected devices and nodes (e.g., medical devices and wearable combat uniforms). These IoT devices and nodes are a valuable target for cyber criminals, particularly state-sponsored or nation state actors. A common attack vector is the use of malware. In this paper, we present a deep learning based method to detect Internet Of Battlefield Things (IoBT) malware via the device's Operational Code (OpCode) sequence. We transmute OpCodes into a vector space and apply a deep Eigenspace learning approach to classify malicious and benign applications. We also demonstrate the robustness of our proposed approach in malware detection and its sustainability against junk code insertion attacks. Lastly, we make available our malware sample on Github, which hopefully will benefit future research efforts (e.g., to facilitate evaluation of future malware detection approaches).
INTRODUCTION
A typical Internet of Things (IoT) deployment includes a wide pervasive network of (smart) Internet-connected devices, Internet-connected vehicles, embedded systems, sensors, and other devices/systems that autonomously sense, store, transfer and process collected data. In addition to typical civilian settings, IoT has applications in military and adversarial environment. For example in 2017, the U.S. Army Research Laboratory (ARL) "established an Enterprise approach to address the challenges resulting from the Internet of Battlefield Things (IoBT) that couples multi-disciplinary internal research with extramural research and collaborative ventures. ARL intends to establish a new collaborative venture (the IoBT CRA) that seeks to develop the foundations of IoBT in the context of future Army operations". 1 There are underpinning security and privacy concerns in such an IoT environment. While IoT and IoBT share many of the underpinning cyber security risks (e.g., malware infection), the sensitive nature of IoBT deployment (e.g., military and warfare) makes IoBT architecture and devices more likely to be targeted by cyber criminals. In addition, actors who target IoBT devices and infrastructure are more likely to be statesponsored, better resourced, and professionally trained.
Intrusion and malware detection and prevention are two active research areas [1] , [2] , [3] , [4] , [5] . However, the resource constrained nature of most IoT and IoBT devices and customized operating systems, existing / conventional intrusion and malware detection and prevention solutions are unlikely to be suited for real-world deployment. For example, IoT malware may exploit low-level vulnerabilities present in compromised IoT devices or vulnerabilities specific to certain IoT devices (e.g., Stuxnet, a malware reportedly designed to target nuclear plants, are likely to be 'harmless' to consumer devices such as Android and iOS devices and personal computers). Thus, it is necessary to answer the need for IoT and IoBT specific malware detection.
There has been recent interest in utilizing machine learning and deep learning techniques in malware detection (e.g., distinguishing between malware and benign applications), due to their potential to increase detection accuracy and robustness [1] , [6] , [7] . Typically, the following criteria are used to evaluate the utility of machine learning and deep learning techniques in malware detection:
True Positive (TP): indicates that a malware is correctly identified as a malicious application. True Negative (TN): indicates that a benign is detected as a non-malicious application correctly.
False Positive (FP): indicates that a benign is falsely detected as a malicious application. False Negative (FN): indicates that a malware is not detected and labeled as a non-malicious application. Based on the above criteria, the following metrics will then be used to quantify the effectiveness of a given system:
Accuracy is the number of samples that a classifier correctly detects, divided by the number of all malware and goodware (i.e., non-malicious) applications
Precision is the ratio of predicted malware that are correctly labeled a malware, and is defined as follows:
Recall or detection rate is the ratio of malware samples that are correctly predicted, and is defined as follows:
F-Measure is the harmonic mean of precision and recall, and is defined as follows:
Cross-validation is a fundamental technique in machine learning to assess the extent that the findings of an experiment can be generalized into an independent dataset. While there are many cross validation techniques (e.g., Leave-POut, K-fold and Repeated Random Sub-sampling), when the size of a dataset is limited K-fold validation techniques (e.g., 10-fold) are generally used. K-Fold validation techniques are also commonly used to validate the fitness of a model to a hypothetical validation set in the absence of an independent validation set [8] , [9] .
Due to the fast pace of malware development and the significant increase in the number of malware samples, using deep learning techniques for malware detection is gaining prominence. For example, Yuan et al. [10] used Deep Belief Network on a combination of static and dynamic features of Android APKs and reportedly achieved 96.76 percent of overall accuracy and 95.77 and 97.84 percent of precision and recall respectively in malware detection. Saxe and Berlin [11] presented a detection method using deep feedforward neural network based on a set of Windows program features (e.g., Byte/Entropy histogram, portable executable (PE) data and metadata and printable character sequence). The authors reportedly achieved detection and false positive rates of 95 and 0.1 percent respectively. Bilar [12] introduced Operational Codes (OpCodes) as a suitable and reliable feature for malware identification using machine learning techniques. Moskovitch et al. [13] [17] . Then, the selected features (OpCodes) of each sample are converted into a graph in which OpCodes are represented by the graph's nodes while the graph edges represent the nodes' affinity in disassembled file of each sample. Finally, generated graphs of malicious and benign samples are used for classification of IoT and IoBT malware and goodware applications using Eigenspace and deep convolutional networks techniques. We achieve 99.68 percent accuracy in detecting malware samples, with precision and recall rates of 98.59 and 98.37 percent respectively.
To the best of our knowledge, this is the first OpCodebased deep learning method for IoT and IoBT malware detection. We then demonstrate the robustness of our proposed approach, against existing OpCode based malware detection systems in [14] , [15] . We also demonstrate the effectiveness of our proposed approach against junk-code insertion attacks. Specifically, our proposed approach employs a class-wise feature selection technique to overrule less important OpCodes in order to resist junk-code insertion attacks. Furthermore, we leverage all elements of Eigenspace to increase detection rate and sustainability. Finally, as a secondary contribution, we share a normalized dataset of IoT malware and benign applications, 2 which may be used by fellow researchers to evaluate and benchmark future malware detection approaches. On the other hand, since the proposed method belongs to OpCode based detection category, it could be adaptable for non-IoT platforms.
In the next section, we briefly review related work. Section 3 describes our collection, preprocessing and evaluation methodology. Section 4 presents our proposed approach, followed by its evaluation in Section 5. Section 6 concludes this paper and suggests several future research agenda.
2. The samples are available on https://github.com/azmoodeh/ IoTMalwareDetection, where the benign samples are in binary and the malware samples are in OpCode.
RELATED LITERATURE
Malware detection methods can be static or dynamic [18] . In dynamic malware detection approaches, the program is executed in a controlled environment (e.g., a virtual machine or a sandbox) to collect its behavioral attributes such as required resources, execution path, and requested privilege, in order to classify a program as malware or benign. Static approaches (e.g., signature-based detection, byte-sequence n-gram analysis, opcode sequence identification and control flow graph traversal) statically inspect a program code to detect suspicious applications.
David et al. [19] proposed Deepsign to automatically detect malware using a signature generation method. The latter creates a dataset based on behaviour logs of API calls, registry entries, web searches, port accesses, etc, in a sandbox and then converts logs to a binary vector. They used deep belief network for classification and reportedly achieved 98.6 percent accuracy. In another study, Pascanu et al. [20] proposed a method to model malware execution using natural language modeling. They extracted relevant features using recurrent neural network to predict the next API calls. Then, both logistic regression and multi-layer perceptrons were applied as the classification module on next API call prediction and using history of past events as features. It was reported that 98.3 percent true positive rate and 0.1 percent false positive rate were achieved.
Demme et al. [21] examined the feasibility of building a malware detector in IoT nodes' hardware using performance counters as a learning feature and K-Nearest Neighbor, Decision Tree and Random Forest as classifiers. The reported accuracy rate for different malware family ranges from 25 to 100 percent. Alam et al. [22] applied Random Forest on a dataset of Internet-connected smartphone devices to recognize malicious codes. They executed APKs in an Android emulator and recorded different features such as memory information, permission and network for classification, and evaluated their approach using different tree sizes. Their findings showed that the optimal classifier contains 40 trees, and 0.0171 of mean square root was achieved.
In order to detect crypto-ransomware on Android devices as management nodes of an IoT network, Azmoodeh et al. [23] recorded the power usage of running processes and identified distinguishable local energy consumption patterns for benign applications and ransomware. They broke down the power usage pattern into sub-samples and classified them, as well as aggregating sub-samples' labels to determine the final label. The proposed approach reportedly achieved 92.75 percent accuracy. The need to secure IoT backbone against malware attacks motivated Haddad Pajouh et al. [24] to propose a two-layer dimension reduction and two-tier classification module to detect malicious activities. Specifically, the authors used Principle Component Analysis and Linear Discrimination Analysis to reduce the dataset and then used Na€ ıve Bayes and K-Nearest Neighbor to classify samples. They achieved detection and false alarm rates of 84.86 and 4.86 percent, respectively.
While OpCodes are considered an efficient feature for malware detection, there does not appear to have been any attempt to use OpCodes for IoT and IoBT malware detection. In addition, using deep learning for robust malware detection in IoT networks appears to be another understudied topic. Thus, in this paper, we seek to contribute to this gap by exploring the potential of using OpCodes as features for malware detection with deep Eigenspace learning.
DATASET CREATION AND FEATURE SELECTION
We created a dataset of 1078 benign and 128 malware samples for ARM-based IoT applications [25] . All malware samples were collected using VirusTotal 3 Threat Intelligence platform between February 2015 and January 2017. All goodware were collected from a variety of official IoT App stores such as Pi Store. 4 IoT and IoBT applications are likely to consist of a long sequence of OpCodes, which are instructions to be performed on device processing unit. In order to disassemble samples, we utilized Objdump (GNU binutils version 2.27.90) as a disassembler to extract the OpCodes. Creating n-gram OpCode sequence is a common approach to classify malware based on their disassembled codes [26] , [27] . The number of rudimentary features for length N is C N , where C is the size of instruction set. It is clear that a significant increase in N will result in feature explosion. In addition, decreasing the size of feature increases robustness and effectiveness of detection because ineffective features will affect performance of the machine learning approach.
Therefore, there is a tendency to first apply a feature selection algorithm and find the best features [28] in order to reduce the feature set to avoid feature explosion. Information retrieval techniques are widely used for feature selection [29] . For example, Information Gain (IG) is an information-theoretic approach to select global features by ranking them based on the amount of information content available in a classification problem. IG applies statistical tools to choose global features and does not consider class information. In situations such as imbalanced datasets, global feature selection methods neglect minor classspecified features which may reduce system efficiency.
Class-Wise Information Gain (CIG) [17] is proposed to overcome global feature selection imperfection and aims to recognize more useful features based on available class information. To understand how CIG is calculated for an arbitrary two-class problem, we refer the reader to Equation (5), where P ðv f ¼ 1; C i Þ denotes the probability of feature f appearing in C i , and P ðv f ¼ 0; C j Þ is the probability of feature f being absent from C j . C B and C M denote benign program and malicious applications, respectively.
In this study, 4,543 1-gram and 610,109 2-gram distinct OpCode sequences were extracted, and CIGðf; C B Þ and 
PROPOSED APPROACH
Our proposed method is illustrated in Fig. 2 , and consists of two phases, namely: OpCode-Sequence Graph Generation phase and Deep Eigensapce Learning phase. Also, feature selection phase is included in Fig. 2. 
Opcode-Sequence Graph Generation
Control Flow Graph (CFG) is a data structure that represents the order of OpCodes in an executable file. A graph, G ¼ hV; Ei, has two sets: V and E. V denotes the graph's vertices and E v i ;v j shows the relation between V i and V j . Previous research has shown the usefulness of this representation in malware detection [14] , [15] , [30] . V i ff j jj ¼ 1; . . . ; 82g are vertices. and the edges' values represent the relation between vertices (features).
In order to construct the OpCodes' graph, edge values should be computed. The general approach for calculating E v i ;v j value is to increment E v i ;v j by 1 when V i occurs immediately after V j in the sample's OpCode sequence. Utilizing this procedure would lead to the generation of an adjacency matrix for each sample application within our dataset. Furthermore, normalization of matrix rows would turn E v i ;v j values into probability of occurrence of V i . Then, all V j and E v i ;v j s values are normalized to a value between 0 and 1. Considering the situations in which V i and V j are placed exactly together neglect the longer distance of OpCodes' neighborhood. In other words, merely observing a specific order of OpCodes leads to a crisp representation of OpCode sequence in a graph.
However, the Crisp approach for computing E v i ;v j has its own drawbacks. Applying feature selection and then incrementing E v i ;v j by 1 for exact OpCode's occupants results in a sparse adjacency matrix, which may poorly represent a sample file that is not suitable for a classification task. In addition, malware developers may inject useless junk OpCode(s), such as NOP (No Operation) or ðPUSH; POP Þ 5 to circumvent/ deceive OpCode's neighborhood calculation method.
Therefore, we propose a heuristic criteria (see Formulation (6)) to calculate the graph edge values. Fundamental elements of Formulation (6) is the distance between OpCodes. A longer distance increases the divisor exponentially and consequently produces a smaller E v i ;v j . To improve Formulation (6) by spotting distance mitigates the drawbacks of calculating edges by immediate occurrence and highlights the effect of OpCodes distance. a is a tuning parameter to adjust the impact of OpCode's distance. In this study, we let a ¼ 1 has E v i ;v j ¼ 1 for exactly adjacent OpCodes, which is similar to the approach of Hashemi et al. [15] . Also, a can control the effect of OpCodes' distance in detection rate. Formulation (6) would produce a graph of 82 vertices for each given malware and benign sample as the learning material for Deep Eigensapce Learning phase of our method. Algorithm 1 describes graph generation for each sample and Fig. 3 illustrates the output of Opcode-Sequence Graph Generation phase for a sample. For instance, the edge's value between OpCode i ¼ call and OpCode j ¼ sub means that E v i ¼call;v j ¼sub calculated by Formulation (6) is 0.2. 
Algorithm 1. Graph Generation Algorithm for Each Sample
Input: Sample P , Selected Features F Output: Generated Graph for Sample
G i;j ¼ E v i ;v j (using Formulation 6) 8: end for 9: end for 10: Row Normalize Matrix G 11: return G 5. After execution of these two OpCodes, the state of program is similar to before executing the PUSH instruction
Deep Eigenspace Learning 4.2.1 Eigenspace
Graphs as a complex data structure for representing relations between vertices are a prevalent data type in machine learning. There are very few data mining and deep learning algorithms [31] that accept a graph as an input [32] . Therefore, a possible alternative is to embed a graph into a vector space [33] . Indeed, graph embedding is a bridge between statistical pattern recognition and graph mining.
Eigenvectors and eigenvalue are two characteristic elements in the graph's spectrum [34] , which could linearly transform a graph's adjacency matrix into a vector space (see Equation (7)). v , and A respectively denote eigenvectors, eigenvalues, and a graph's adjacency or an affinity matrix. In this paper, we employ a subset of v and for the learning phase.
To obtain tangible knowledge of the generated CGFs' structure, a graph that illustrates the cumulative of all samples in our dataset is created (see Fig. 4 ). Fig. 4 consists of two major diagonal building blocks (marked with red borders), an indication that two main data distributions exist in the given samples. Based on the graph's spectrum theory, in this condition, there should be an explicit eigengap in the matrix's eigenvalues [35] , and Fig. 5 depicts the existence of a gap between 2 and k ðk > 2Þ.
Hence, two first eigenvectors of sample's matrix(v 1 and v 2 ) include much more information about the matrix compared to the remaining eigenvectors, and could represent the whole matrix appropriately.
Moreover, in the learning phase, due to the different data distribution of eigenvalues for malware and benign samples, 1 and 2 are utilized alongside v 1 and v 2 to detect a sample label and increase our method performance. Figs. 6 and 7 illustrate the difference between malware and benign eigenvalues' ( 1;2 ) data distribution, and indicate suitability of employing 1 and 2 as features for a classification task.
Deep Learning
Deep Learning (DL) [36] , [37] or deep structured learning is an evolved version of Neural Networks (NN) [38] . A standard NN includes few or many simple, inter-connected nodes called neurons. NN's neurons are organized in a few layers, namely: an input layer, several hidden layers and an output layer. DL focuses on deeper data structure learning by concentrating on the hidden layer's abilities and functionalities. Deep learning has recently been used in a variety of applications, such as speech recognition and machine vision [39] , [40] . Variations of DL include Convolutional Networks, Restricted Boltzmann Machines, and Sparse Coding [41] .
In this paper, a Convolutional Network is used as the deep learning module of our proposed approach because of its potential for accurate classification in the presence of complex and non-linear data patterns [42] . The first two eigenvectors (v 1 and v 2 ) and eigenvalues ( 1 and 2 ) of the samples are used as input values for classification.
FINDINGS
In this section, we evaluate the accuracy, precision, recall and F-measure of our proposed approach, in order to demonstrate its robustness in detecting IoT and IoBT malware. Moreover, we demonstrate the sustainability of our proposed approach against junk code insertion attacks. (Fig. 4) eigenvalues. 
Robustness
To show the robustness of our proposed approach and benchmark it against existing proposals, two congruent algorithms [14] , [15] described in Section 1 are applied on our generated dataset using Adaboost [43] as the classification algorithm. All evaluations were conducted using MATLAB R2015a running on a Microsoft Windows 10 Pro personal computer powered by Intel Core i7 2.67 GHz and 8 GB RAM.
A 10-fold cross validation was used in the validating, and the comparative summary is presented in Table 1 . It is clear that our proposed approach outperforms the proposals of Hashemi et al. [15] and Santos et al. [14] . The approach of Santos et al. [14] is a basic and commonly-known OpCode based malware detection algorithm and the approach of Hashemi et al. [15] is the most similar in terms of using eigenspace as the basis.
Accuracy is a general criteria for evaluating performance of an algorithm for both malware and benign class identification. The proposed approach achieves a high accuracy of 99.68 percent, while the approaches of Hashemi et al. [15] and Santos et al. [14] respectively achieve 98.59 and 95.91 percent accuracy. Recall or detection rate is an important criteria and the proposed approach achieves 98.37, in comparison to 81.55 and 77.70 percent for the other two approaches.
Our proposed approach also outperforms the approaches of Hashemi et al. [15] and Santos et al. [14] , in terms of precision rate and F-Measure. Utilizing class-wise feature selection appears to result in beneficial features of minor class to be more effective during classification phase. Also, using Formulation (6) to calculate OpCode's distance leads to the ability to represent more OpCode sequence patterns in the sample's graph. It also appears that employing deep neural networks for classification leads to a better classifier.
Sustainability against Junk Code Insertion Attacks
Junk code injection attack is a malware anti-forensic technique against OpCode inspection. As the name suggests, junk code insertion may include addition of benign OpCode sequences, which do not run in a malware or inclusion of instructions (e.g., NOP) that do not actually make any difference in malware activities. Junk code insertion technique is generally designed to obfuscate malicious OpCode sequences and reduce the 'proportion' of malicious OpCodes in a malware [44] .
In our proposed approach, we use an affinity based criteria to mitigate junk OpCode injection anti-forensics technique. Specifically, our feature selection method eliminates less instructive OpCodes to mitigate the effects of injecting junk OpCodes.
To demonstrate the effectiveness of our proposed approach against code insertion attack, in an iterative manner, a specified proportion ({5, 10, 15, 20, 25, 30 percent}) of all elements in each sample's generated graph were selected randomly and their value incremented by one. For example, in the 4th iteration of the evaluations, 20 percent of the indices in each sample's graph were chosen to increment their value by one. In addition, in our evaluations the possibility of a repetitive element selection was included to simulate injecting an OpCode more than once. Incrementing E i;j in the sample's generated graph is equivalent to injecting OpCode j next to the OpCode i in a sample's instruction sequence to mislead the detection algorithm. Algorithm 2 describes an iteration of junk code insertion during experiments, and this procedure should repeat for each iteration of k-fold validation. W index ¼ W index þ 1 7: end for 8: Normalize W 9: e 1 ; e 2 = 1st and 2nd eigenvectors of W 10: l 1 ; l 2 = 1st and 2nd eigenvalues of W 11: P ¼ P S Dðe 1 ; e 2 ; l 1 ; l 2 Þ 12: end for 13: return P Fig. 8 reports on the performance of the proposed approach over the stated condition. It is clear that our proposed approach achieves an acceptable performance against junk code insertion attack. A steady trend for Accuracy indicates that truly classified samples significantly outnumber false positive and negative samples-see Equation (1) . Furthermore, comparing Precision and Recall results imply that false positive rate or false alarm rate is greater than the false negative rate based on Equations (2) and (3), and taking into account Recall's stable graph, the proposed approach is robust against junk code insertion.
CONCLUDING REMARKS
IoT, particularly IoBT, will be increasingly important in the foreseeable future. No malware detection solution will be foolproof but we can be certain of the constant race between cyber attackers and cyber defenders. Thus, it is important that we maintain persistent pressure on threat actors. In this paper, we presented an IoT and IoBT malware detection approach based on class-wise selection of OpCodes sequence as a feature for classification task. A graph of selected features was created for each sample and a deep Eigenspace learning approach was used for malware classification. Our evaluations demonstrated the robustness of our approach in malware detection with an accuracy rate of 98.37 percent and a precision rate of 98.59 percent, as well as the capability to mitigate junk code insertion attacks.
In the future, we plan to evaluate our approach against larger and more diverse datasets, as well as implementing a prototype of the proposed approach in a real-world IoT and IoBT system for evaluation and refinement.
