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Abstract  
 Some novel numerical approaches to solving direct and inverse obstacle scattering problems (IOSP) are 
presented. Scattering by finite obstacles and by periodic structures is considered. The emphasis for solving 
direct scattering problem is on the Modified Rayleigh Conjecture (MRC) method, recently introduced and 
tested by the authors. This method is used numerically in scattering by finite obstacles and by periodic 
structures. Numerical results it produces are very encouraging. The support function method (SFM) for 
solving the IOSP is described and tested in some examples. Analysis of the various versions of linear 
sampling methods for solving IOSP is given and the limitations of these methods are described. 
 
Keywords: obstacle scattering, modified Rayleigh conjecture, numerical solution of obstacle scattering 
problem, Support Function Method. 
 
1. Introduction 
 
In this paper we review our recent work on 
Direct and Inverse Obstacle Scattering Problems 
(IOSP), which is centered on the Rayleigh 
Conjecture (RC). These results show that 
numerical solution of the obstacle scattering 
problem based on the MRC (Modified Rayleigh 
Conjecture) method is a competitive alternative 
to the BIEM (boundary integral equations 
method). This approach has numerical 
advantages which may be especially important 
in three-dimensional scattering problems, and 
non-smooth domains, for example, in domains 
whose boundaries contain corners in 2-D case, 
and vertices and edges in 3-D case. Recently 
there was an increased interest in scattering by 
periodic structures. We discuss an adaptation of 
the MRC method to such scattering problems 
after a short introduction into its theory. We also 
present a novel method (Support Function 
Method) for the solution of the Inverse Obstacle 
Scattering Problem (IOSP), and compare its 
performance to the Linear Sampling Method. 
We start with the formulation of the obstacle 
scattering problem. In this paper we usually 
consider the 2-D setting, and the Dirichlet 
boundary condition, but the discussed methods 
can also be used for 3-D problems, and the 
Neumann and Robin boundary conditions as 
well. 
Let an obstacle be a bounded domain 
2D ⊂  with a Lipschitz boundary Γ . Fix a 
frequency 0k >  and denote the exterior 
domain by ' 2 \D D=  .  
A solution ( )v x  of the Helmholtz equation  
 
          
2 0, ,v k v x D′∆ + = ∈       (1.1) 
 
is called outgoing if it satisfies the radiation 
condition  
        
2
lim 0.
r
x r
v ikv ds
x→∞
=
∂
− =
∂
    (1.2) 
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The Exterior Dirichlet Problem consists of 
finding an outgoing solution of the Helmholtz 
equation (1.1) which satisfies the boundary 
condition  
, ,v f x= ∈Γ         (1.3) 
 
where f  is a continuous function, see [23]  
for the existence and uniqueness results for this 
problem, and [43], [45] for such results in the 
case of very rough domains. In [34] uniqueness 
of the solution to IOSP is proved for domains 
with finite perimeter, and the separability of 
2 ( )L D  is used in the proof of the uniqueness 
results in place of the discreteness of the 
spectrum of Neumann Laplacian, thus showing 
the applicability of the Schiffer's beautiful idea 
to the IOSP uniqueness proof when the 
boundary condition is the Neumann one. In [41], 
[36], [37], [38], [39] and [40] various problems 
related to IOSP are studied: the dependence of 
the scattering amplitude on the boundary S of 
the obstacle, and the stability of the obstacle 
towards small perturbation of the scattering 
amplitude. 
A particular case of the above problem is the 
Direct Acoustic Obstacle Scattering Problem. 
Let 1Sα ∈ , and the incident field be  
 
( ) .i ikxu x e α⋅=          (1.4) 
 
The problem is to find the total field  
 
( , ) ,iu x k u v x D′= + ∈      (1.5) 
 
such that  
 
0, ,u x= ∈Γ          (1.6) 
 
and the scattered field : sv u=  satisfies 
(1.1)-(1.2). 
It is known (see e.g. [23]), that every outgoing 
solution ( ),v x 'x D∈  has an asymptotic 
representation  
                 
| | 1( ) ( ) , | | ,| || |
ik xe
v x A O x
xx
α
  
′= + → ∞  	

  
 
                                (1.7) 
 
where 1/ | |,x x Sα α′ ′= ∈ . The function  
( ) : ( )vA Aα α′ ′=   is called the Far Field Pattern 
of u . 
For the Direct Acoustic Obstacle Scattering 
Problem this representation takes the form  
              
| | 1( ) ( , ) , | | ,| || |
ik xe
v x A O x
xx
α α
  
′= + → ∞  	

  
                                 (1.8) 
 
where the uniquely defined function  ( , )A α α′   
is called the Scattering Amplitude of the 
Obstacle Scattering Problem. 
Let ( )lJ t  and ( )lN t be the Bessel and 
Neumann functions of the integer order l . The 
first Hankel function of order l  is defined by 
(1)
l l lH J iN= + . Suppose that the circle 
2{ : }RB x x R= ∈ ≤  contains D . Then, in 
the region | |x R> , the outgoing solution of the 
Exterior Dirichlet Problem (1.1)-(1.3) has a 
unique representation  
 
      
(1)( ) ( | |) ,ill l
l
v x a H k x e θ
∞
=−∞
=      (1.9) 
 
 where ( )/ | | cos( ), sin( )x x θ θ= . 
The Rayleigh Conjecture (RC) states that the 
series (1.9) converges up to the boundary Γ . 
This conjecture is false for many domains, 
although it holds for some domains, e.g., for a 
ball, see [3], [17], [23]. Recently A.G. Ramm 
[27] established a Modified Rayleigh Conjecture 
(MRC). A numerical implementation of the 
MRC method for obstacle scattering problems is 
presented in [28]. 
 
2. Modified Rayleigh Conjecture (MRC) 
 
A 2-D version of the main result from [27], 
[28] is 
Theorem 2.1 Let (1.9) be the unique 
representation of the outgoing solution ( )v x of 
the Exterior Dirichlet Problem (1.1)-(1.3). Fix 
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an 0ε > . 
Then there exists a positive integer 
( )L L ε=  and the coefficients  
( ), 0, 1,...,l lc c l Lε= = ± ±   such that 
 
(i).  
2
(1)
( )
( ) ( | |) ,
L
il
l l
l L L
f x c H k x e θ ε
=− Γ
− ≤  
 
(ii). 
(1)( ) ( | |) ( ) , 0 ,
L
il
l l
l L
v x c H k x e Oθ ε ε
=−
− = →
 
where 
2( ) ( ;(1 | |) ) ,mlocH D L D x γ−′ ′ +⋅ = ⋅ + ⋅    
1 , 0mγ > >   is an arbitrary integer,  
mH is the Sobolev space, and 
 
(iii). 
( ) , as 0 , 0, 1, 2,....l lc a lε ε→ → = ± ±   
 
According to Theorem 2.1 the computation 
of the outgoing solution of (1.1)-(1.3) is reduced 
to the approximation of the boundary values in 
(1.3). A direct implementation of the above 
algorithm is efficient for domains D  not very 
different from a circle, e.g. for an ellipse with a 
small eccentricity, but it fails for more 
complicated regions. The numerical difficulties 
happen because the Neumann functions lN  
with large values of l  are bigger than lN  
with small values of l  by many orders of 
magnitude. A finite precision of numerical 
computations makes it necessary to keep the 
values of L  not too high, e.g. 20L ≤ . This 
restriction can be remedied by the following 
modification of the above algorithm, see [28]: 
Theorem 2.2 Let ( )v x  be the outgoing 
solution of the Exterior Dirichlet Problem 
(1.1)-(1.3). Suppose that points  1 2, ,..., Jx x x  
are in the interior of D , and  0ε >  . 
Then 
(i). There exists a positive integer ( )L L ε=   
and the coefficients  
( ), 0, 1,...,lj ljc c l Lε= = ± ±  , 
1, 2,...,j J= such that 
 
2
(1)
1 ( )
( ) ( | |) ,j
J L
il
lj l j
j l L L
f x c H k x x e θ ε
= =− Γ
− − ≤  
(2.1) 
 
where  ( ) / | | jij jx x x x e θ− − =  . 
  
(ii) Let  
(1)
1
( ) ( | |) j
J L
il
lj l j
j l L
v x c H k x x e θε
= =−
= −   
(2.2) 
 then  
( ) ( ) ( ) , 0 ,v x v x Oε ε ε− = →  
 
where 2( ) ( ;(1 | |) ) ,mlocH D L D x γ−′ ′ +⋅ = ⋅ + ⋅  
1 , 0mγ > >   is an arbitrary integer,  mH  
is the Sobolev space. 
 
(iii) The far field pattern of the approximate 
solution ( )v xε is given by  
   
'
' 4
1
2( ) ( )j
J Li ik x l il
v lj
j i L
A e e c i e
kε
pi
α θα
pi
−
− ⋅
= =−
= −   
(2.3) 
 
 where / | | ix x e θα ′ = = . 
 
3. Direct Scattering Problem via MRC 
 
According to Theorem 2.2 one can 
approximate the scattered field su of the Direct 
Obstacle Scattering problem (1.4)-(1.6) by 
minimizing (2.1) with ( ) ( ),if x u x= − x ∈ Γ . 
More precisely, the algorithm can be described 
as follows: 
Initialization. Fix an integer 0L >  and 
an 0ε > . Choose  1 2, ,..., Jx x x  in the 
interior of D . If ( ), 0 2t t pi≤ <r  is an 
equation of the boundary Γ , let  
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( )(1)( ) ( | ( ) |) ,jil tlj l jt H k t x e θψ = −r  
1, 2,..., , 0, 1, 2,..., ,j J l L= = ± ± ±  (3.1)  
( )( ) ( ( ))) ,i ik tg t u t e α⋅= − = − rr      (3.2) 
 
where ( )( ( ) ) / | ( ) | ji tj jt x t x e θ− − =r r  . 
Minimization. Minimize  
        
21 (0, 2 )
( ) ( ) ( ) , { } ,
J L
lj lj lj
j l L L
g t c t c
pi
ψ
= =−
Φ = − =c c
(3.3) 
for , (2 1)N N L J∈ = +c . 
If the minimum of Φ  in (3.3) is smaller than 
the prescribed tolerance ε , then the scattered 
field is approximated by '( ),v x x Dε ∈ , given 
by (2.2), and its Scattering Amplitude 
( , )A α α′  is computed by formula (2.3). 
The numerical implementation of the 
minimization algorithm begins with the choice 
of M  knots 1 20 2Mt t t pi= < < < < , and 
points  , 1,...,jx j J=  in the interior of D . 
Then the values 1{ ( )}Mlj m mtψ =  form  
(2 1)N L J= + vectors ( ) ,na  
1, 2,...,n N= of length M . Let  
1{ ( )}i Mm mu t == −b . Then the minimization 
problem (3.3) is reduced to the finite 
dimensional minimization problem  
 
min{ , } ,NA − ∈c b c    (3.4) 
 
where A  is the matrix containing vectors  
( )
, 1, 2,...,n n N=a   as its columns. If other 
outgoing solutions are used in addition to 
functions ljψ , the size of matrix A  is 
increased accordingly. 
We use the Singular Value Decomposition 
(SVD) method (see e.g. [22]) to minimize (3.4). 
Small singular values of the matrix A  are used 
to identify and delete linearly dependent or 
almost linearly dependent combinations of 
vectors ( )na . This spectral cut-off makes the 
minimization process stable. The entire 
algorithm is summarized below. We denote by 
HV  the complex conjugate transpose of a 
matrix V . Also, by the definition, the inner 
product in N complex conjugates its first 
component. 
 
Iterative MRC. Fix an 0ε > , an 
integer 0L > , and min 0w > . 
Choose M  knots 1 20 2Mt t t pi= < < < < , 
and points , 1,...,jx j J=    in the interior 
of D . 
Let (2 1)N L J= + . 
 
(1) Initialization.  
 
a) Form vectors  
 
( )
1{ ( )} , | | , 1, 2,..., ,n Mlj m mt l L j Jψ == ≤ =a
 
and the matrix  A   of size  M N×  , 
whose columns are the vectors  ( )na . 
b) Form vector  
1{ ( )} .i Mm mu t == −b  
 
c) Use Singular Value Decomposition method 
to represent matrix A  as  
 
,
HA UWV=  
 
where the  M N×   matrix  U   has 
orthonormal columns ( ) ,nu 1,...,n N= , 
the square N N× matrixV has orthonormal 
columns  ( )nv , 1, ,n N=  , and the 
diagonal square N N×  matrix  
1( )Nn nW w ==   is composed of the 
(nonnegative) singular values of  A  . 
d) Let {1, 2, , }NΣ ⊂   be defined by  
 
min{ : } .nn w wΣ = ≥  
e) Let 0p = .  
 
(2) Iterative step. 
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a) Let : 1p p= + . 
b) Form the set  
{ : nP n w= ∈Σ is among p largest 
singular values of A  }.    
c) Compute the normalized residual  
2min ( ) 21 | , | .np
n P
r
M ∈
= − < >b u b  
(3) Stopping criterion. 
a) If minpr ε≤  , then stop. 
The minimizer is given by  
( ) ( )1
, .
n n
n P nw∈
= < >c u b v  
Compute the scattered field svε  using 
(2.2) and the Far Field Pattern using 
(2.3).  
b) If minpr ε> , and P = Σ/   repeat the 
iterative step (2). 
c) Otherwise, the procedure has failed. 
 
4. Numerical Experiments for MRC for 
obstacle scattering problems  
 
TABLE 1. Normalized residuals attained in 
the numerical experiments. 
 
The results obtained by the MRC method (for 
smooth boundary Γ ) were compared to the 
results obtained by the Boundary Integral 
Equation Method (BIEM) presented in [10]. 
Accordingly, to find the outgoing solution ( )v x  
of the Exterior Dirichlet Problem (1.1)-(1.3) one 
has to solve the integral equation  
( , )( ) ( , ) ( )( )
x y
x i x y y
y
ϕ η ϕ
νΓ
 ∂Φ
+ − Φ ∂ 
( ) 2 ( ) ,ds y f x x D′= ∈           (4.1) 
 
for the density function ( )Cϕ ∈ Γ . In the above 
equation 104: ( | |)i H k x yΦ = − , and 10 ( )H r  is 
the Hankel function. Following the 
recommendations in [10] the value for the real 
coupling parameter η  was chosen to be equal 
to the wave number k . The above integral 
equation was solved using the Nyström method, 
see [10], Section 3.5. 
After the density ϕ  is computed, the Far 
Field Pattern can be obtained from  
      
4
( )
{ ( ) } ( ) ( )
8
v
i
ik y
A
e k y e y ds y
k
pi
α
α
ν α η ϕ
pi
−
′
− ⋅
Γ
′ =
′⋅ +
 
                     (4.2) 
 
where ν  is the exterior unit normal vector to 
the boundary Γ . 
 
We conducted numerical experiments for four 
obstacles: two ellipses of different eccentricity, a 
kite, and a triangle. Each case was tested for 
wave numbers 1.0k = and 5.0k = . Each 
obstacle was subjected to incident waves 
corresponding to (1.0, 0.0)α =  and 
(0.0, 1.0)α = . The results are shown in Table 
1. The column J shows the number of the 
interior points jx  used in the approximation 
(3.3). The choice of the points jx  was different 
in each experiment. It is indicated below 
together with the description of the experiments. 
The column minr  shows the smallest value of 
the normalized residual achieved by the MRC 
minimization method in step 2.c of the Iterative 
MRC algorithm described in the previous 
section. Values 5L =  and 720M =  were 
Experiment J  k  α  minr  
I 4 
4 
4 
4 
1.0 
1.0 
5.0 
5.0 
(1.0,0.0) 
(0.0,1.0) 
(0.0,0.0) 
(0.0,1.0) 
0.000201 
0.000357 
0.001309 
0.007228 
II 16 
16 
16 
16 
1.0 
1.0 
5.0 
5.0 
(1.0,0.0) 
(0.0,1.0) 
(0.0,0.0) 
(0.0,1.0) 
0.003555 
0.002169 
0.009673 
0.007291 
III 16 
16 
16 
16 
1.0 
1.0 
5.0 
5.0 
(1.0,0.0) 
(0.0,1.0) 
(0.0,0.0) 
(0.0,1.0) 
0.008281 
0.007523 
0.021571 
0.024360 
IV 32 
32 
32 
32 
1.0 
1.0 
5.0 
5.0 
(1.0,0.0) 
(0.0,1.0) 
(0.0,0.0) 
(0.0,1.0) 
0.006610 
0.006785 
0.034027 
0.040129 
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FIGURE 1. Obstacle used in experiment II. 
 
used in all the experiments. The 720 knots mt  
were uniformly distributed on [0, 2 ]pi . Under 
these conditions the relative error between the 
MRC and BIEM (implemented as described in 
the beginning of this section with 64n =  (see 
[10]) approximations of the scattering amplitude 
was less then 0.01%. See [28] for details. 
 
Experiment I. The boundary Γ  is the 
ellipse described by  
 
( ) (2.0cos , sin ), 0 2 .t t t t pi= ≤ <r  (4.3) 
 
The MRC minimization used 4 interior points 
( 1)
20.7 ( ), 1,..., 4jjx jpi −= =r . Run time for 
the MRC was 2 seconds vs. 25 seconds for the 
BIEM on a 333 MHz PC. 
Experiment II. The kite-shaped boundary 
Γ (see [10], Section 3.5) is described by  
      
( ) ( 0.65 cos 0.65cos 2 , 1.5sin ),t t t t= − + +r
0 2 ,t pi≤ <                        (4.4) 
                   
See Figure 1. The MRC minimization used 16 
interior points ( 1)80.9 ( ),jjx pi −= r 1,..., 16j = . 
Run time for the MRC was 33 seconds vs. 44 
seconds for the BIEM. 
  
Experiment III. The boundary Γ  is the 
triangle with vertices at ( 1.0, 0.0)−  and 
(1.0, 1.0)± . The MRC minimization used 16 
interior points ( 1)80.9 ( ),jjx pi −= r 1,..., 16j = . 
Run time for the MRC was about 30 seconds. 
 
Experiment IV. The boundary Γ  is the 
ellipse described by  
 
( ) (0.1cos , sin ), 0 2 .t t t t pi= ≤ <r  (4.5) 
  
The MRC minimization used 32 interior points 
( 1)
160.95 ( ), 1,..., 32jjx jpi −= =r . Run time for 
the MRC was about 140 seconds. 
 
5. Scattering by periodic structures 
 
Determination of fields scattered by periodic   
 
structures is of a great importance in modern 
diffractive optics, and there is a vast literature on 
both the direct and inverse problems of this type, 
see, for example [21]. Still, an efficient 
computation of such fields presents certain 
difficulties. In the next Sections we present 
some theoretical background, a modification of 
the MRC method, and numerical results for such 
a scattering, see [29]. 
For simplicity we consider a 2-D setting, but 
our arguments can be as easily applied to n  
-dimensional problems, 2n ≥ . Let : ,f →   
( ) ( )f x L f x+ = be an L -periodic Lipschitz 
continuous function, and let D  be the domain  
 
{( , ) : ( ), }D x y y f x x= ≥ ∈  
 
Without loss of generality we assume that 
0f ≥ . If it is not, one can choose the origin so 
that this assumption is satisfied, because 
0: sup | ( ) |x LM f x≤ ≤= < ∞ .  
Let ( , )x y=x  and ( )u x  be the total field 
satisfying      
 
2( ) 0, , 0k u D k const∆ + = ∈ = >x   (5.1) 
 
          0 on : ,u S D= = ∂      (5.2) 
 
0 0, : ,
iku u v u e α ⋅= + = x      (5.3) 
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where the unit vector (cos , sin ),α θ θ= −  
0 / 2θ pi< < , and ( )v x  is the scattered field, 
whose asymptotic behavior as y → ∞  will be 
specified below, and  
 
  ( , ) ( , ),u x L y u x yν+ =  
cos
( , ) ( , )
in , : .
x x
ikL
u x L y u x y
D e θ
ν
ν
+ =
=
          (5.4) 
 
Conditions (5.4) are the qp  (quasiperiodicity) 
conditions. To find the proper radiation 
condition for the scattered field ( )v x  consider 
the spectral problem  
 
 
2 0, 0 ,x Lϕ λ ϕ′′ + = < <        (5.5) 
  
( ) (0), ( ) (0)L Lϕ νϕ ϕ νϕ′ ′= =    (5.6) 
 
arising from the separation of variables in 
(5.1)-(5.4). This problem has a discrete spectrum, 
and its eigenfunctions form a basis in 2 (0, )L L . 
One has  
 
, , ,
i x i xAe Be A B constλ λϕ −= + =  
 
( ),i L i LAe Be A Bλ λ ν−+ = +  
( )i L i Li Ae i Be i A Bλ λλ λ λν−− = −  
 
 Thus  
 
0.( ) ( )
i L i L
i L i L
e e
i e i e
λ λ
λ λ
ν ν
λ ν λ ν
−
−
− −
=
− − −
 
 
 So 
 
 ( )( ) 0i L i Li e eλ λλ ν ν−− − = .  
 
If    0λ = ,    then    ,A Bxϕ = +  
,A BL Aν+ = B Bν=  Since cosikLe θν = , 
one has no eigenvalue 0λ =  unless 
sin 2 , 0kL m mθ pi= >  is an integer. Let us 
assume that cos 2kL mθ pi=/ . Then  
 
cos cosor ,i L ikL i L ikLe e e eλ θ λ θ−= =  
 
that is  
2 2
cos , or cos ,j j
j jk k
L L
pi piλ θ λ θ+ −= + = − +
0, 1, 2,...j = ± ±  
 
The corresponding eigenfunctions are ji xe λ
+
 
and ji xe λ
−
−
. We will use the system ji xe λ
+
, 
which forms an orthogonal basis in 2 (0, )L L . 
One has:  
 
2 ( )
0 0
0, .
ij m L
L Li x j mi x
e e dx e dx j mpiλ λ+ + −− = = =/   
  
The normalized eigenfunctions are  
 
( ) , 0, 1, 2,...
ji x
j
e
x j
L
λ
ϕ
+
= = ± ±  
 
These functions form an orthonormal basis of 
2 (0, )L L . Let us look for ( ) ( , )v v x y=x  of 
the form  
 
( , ) ( ) ( ), ,j j j
j
v x y c v y x y Mϕ
∞
=−∞
= >  
jc const=                 (5.7) 
 
For y M> , equation (5.1) implies  
 
2 2( ) 0.j j jv k vλ′′ + − =                (5.8) 
 
Let us assume that 2 2j kλ =/  for all j . Then  
 
      ( ) ,ji yjv y e µ=                (5.9) 
 
where, for finitely many j , the set of which is 
denoted by J , one has:  
           
2 2 1/ 2 2 2( ) 0, if , ,j j jk k j Jµ λ λ= − > < ∈            
(5.10)                        
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 and  
          
2 2 1/ 2 2 2( ) , if , .j j ji k k j Jµ λ λ= − > ∉  
(5.11) 
 
The radiation condition at infinity requires 
that the scattered field ( , )v x y  be 
representable in the form (5.7) with ( )jv y  
defined by (5.9)-(5.11). 
The Periodic Scattering Problem consists of 
finding the solution to (5.1)-(5.4) satisfying the 
radiation condition (5.7), (5.9)-(5.11). 
The existence and uniqueness for such a 
scattering problem is established in [29]. In [1] 
the scattering by a periodic structure was 
considered earlier, and was based on a 
uniqueness theorem from [11].  There are many 
papers on scattering by periodic structures, of 
which we mention a few [1], 2], [4], [5], [7], 
[12], [13], [18], [19], [21], [46]. The Rayleigh 
conjecture is discussed in several of the above 
papers. It was shown (e.g. [21], [3]) that this 
conjecture is incorrect, in general. As we have 
already discussed in the previous sections, the 
modified Rayleigh conjecture is a theorem 
proved in [27] for scattering by bounded 
obstacles. 
Here we present an outline of one of the 
existence and uniqueness proofs for scattering 
by periodic structures following [29]. To prove 
the existence and uniqueness of the resolvent 
kernel G  we start by constructing a scattering 
theory quite similar to the one for the exterior of 
a bounded obstacle [23]. The first step is to 
construct an analog to the half-space Dirichlet 
Green's function. The function 
( , , )g g kξ= x  can be constructed 
analytically ( 1 2 1 2( , ), ( , )x x ξ ξ= =x ξ ):  
 
1 1 2 2( , ) ( ) ( ) ( , , )j j j
j
g x g x kϕ ϕ ξ ξ=x ξ  
(5.12) 
  
2 2 2 2
2 2
2 2 2 2
( ) ( ),
: ( , , ) ( ) ( ),
j j
j j
j j
v x x
g g x k
v x x
ψ ξ ξξ ξ ψ ξ
>
= = 
<
 
    
1
2( ) sin[ ( )],ji bj j je bµψ µ µ ξ−= +  
 
22 2 1/ 2
2[ ] , ( ) ,ji xj j jk v x e µµ λ= − =  
 
where  
2 2( ) 0, ( ) 0,j j j jk bψ λ ψ ψ′′ + − = − =  
2[ , ] 1, cos( ) ,j j j
jW v k
L
piψ λ θ= = +  
 
and [ , ]W v ψ  is the Wronskian. 
The function g  is analytic with respect to 
k  on the complex plain with cuts along the 
rays , 0 , 0, 1, 2,...,j i jλ τ τ− ≤ < ∞ = ± ±  in 
particular, in the region 0,kℑ >  up to the real 
positive half-axis except for the set 
0, 1, 2,...{ } .j jλ = ± ±  
Choose 0b >  such that 2 0k >  is not an 
eigenvalue of the problem:  
 
2( ) 0,k ψ∆ + =  
in : {( , ) : ( ), 0 }bD x y b y f x x L− = − ≤ ≤ ≤ ≤
(5.13) 
  
| 0, 0 on ,
( , ) ( , ),
y b N S
x L y x y
ψ ψ
ψ νψ
=−
= =
+ =
 
( , ) ( , )x xx L y x yψ νψ+ =    (5.14) 
 
 One has  
2
1 2
1 2
( ) ( ), ( , ),
( , ),
{( , ) : , 0 },
k g x x
x y b y x L
δ
ξ ξ
∆ + = − − =
=
∈ − < < ∞ ≤ ≤
x x
x
ξ
ξ (5.15) 
  
| 0,y bg =− =          (5.16) 
 and  
2( ) ( ),k G δ∆ + = − −x ξ     (5.17) 
 
G  satisfies the qp  condition and the radiation 
condition (it is outgoing at infinity). 
Multiply (5.15) byG , (5.17) by g , subtract 
from the second equation the first one, integrate 
over LRD  , and take  R → ∞ ,  to get  
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( ) ,
: | .
L L
L
N NS S
N S
G g Gg G g ds g g ds
G
µ
µ
= + − = −
=
 
 
(5.18) 
 
The qp condition allows one to cancel the 
integrals over the lateral boundary ( 0x =  and 
x L= ), and the radiation condition allows one 
to have  
lim( ) 0.N NR Gg G g ds→∞ − =  
 
Differentiate (5.18) to get  
 
2 on ,
( , )
: 2 ( ) .
L
L
S
s
gA S
N
g sA d
N
µ µ
σµ µ σ σ
∂
= − +
∂
∂
=
∂
     (5.19) 
 
This is a Fredholm equation for µ  in 2 ( )LL S , 
if LS  is 
1,
, 0mC m > . The homogeneous 
equation (5.19) has only the trivial solution: if 
0Aµ µ+ = , then the function 
:
LS
g dsψ µ=   satisfies | 0LN Sψ + = , where 
( )N Nψ ψ+ −   is the normal derivative of  ψ   
from ( )b LD D−  , and we use the known 
formula for the normal derivative of the single 
layer potential at the boundary. The ψ  satisfies 
also (5.13) and (5.14), and, by the choice of b , 
one has 0ψ =  in bD− . Also 0ψ =  in LD , 
because 2( ) 0k ψ∆ + =  in , | 0
LL SD ψ =   
(by the continuity of the single layer potential), 
ψ  satisfies the qp  condition ( because  g   
satisfies it), and  ψ   is outgoing (because  g   
is). 
Since  0ψ =  in bD−  and in LD , one 
concludes that N Nµ ψ ψ+ −= − , where  
( )N Nψ ψ+ −   is the normal derivative of ψ   
from ( )b LD D− , and we use the jump relation 
for the normal derivative of the single layer 
potential. 
Thus, we have proved the existence and 
uniqueness of µ , and, therefore, of G , and 
got a representation formula  
   
 .
LS
G g g dsµ= −          (5.20) 
 
6. MRC for scattering by periodic 
structures 
 
Rayleigh conjectured [46] ("Rayleigh 
hypothesis") that the series (5.7) converges up to 
the boundary LS . This conjecture is wrong (see 
[21]) for some ( )f x . Since the Rayleigh 
hypothesis has been widely used for numerical 
solution of the scattering problem by physicists 
and engineers, and because these practitioners 
reported high instability of the numerical 
solution, and there are no error estimates, we 
propose a modification of the Rayleigh 
conjecture, which is a Theorem. This MRC 
(Modified Rayleigh Conjecture) can be used for 
a numerical solution of the scattering problem, 
and it gives an error estimate for this solution. 
Our arguments are very similar to the ones in 
[27]. 
Rewrite the scattering problem (5.1)-(5.4) as  
 
2
0( ) 0 in , on ,Lk v D v u S∆ + = = − (6.1) 
 
where v  satisfies (5.4) , and v  has 
representation (5.7), that is, v  is "outgoing", it 
satisfies the radiation condition. Fix an 
arbitrarily small 0ε >  ,  and assume that  
 
0
| | ( )
( ) ( ) ( ) ,
0 , ( ),
j j j
j j
u c v y x
x L y f x
ε
ε ϕ ε
≤
+ ≤
≤ ≤ =
 (6.2) 
where  2 ( )LL S⋅ = ⋅  . 
Lemma 6.1 For any 0ε >  , however small, 
and for any  20 ( )Lu L S∈  , there exists  ( )j ε   
and  ( )jc ε   such that (6.2) holds. 
Proof. Let us prove the completeness of the 
system 0, 1, 2,...{ ( ) ( ( ))}j j jx v f xϕ = ± ± in  2 ( )LL S . 
Assume that there is an 2 ( ), 0Lh L S h∈ ≡/  
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such that  
 
( ) ( ( )) 0
L
j jS
h x v f x dsϕ =     (6.3) 
  
for any j . From (6.3) one derives (cf. [23], 
p.162-163)  
       
( ) : ( , ) 0, .
L
bS
hg d Dψ ξ
−
= = ∈x x xξ   (6.4) 
  
Thus  0ψ =  in LD , and 0N Nh ψ ψ+ −= − = . 
Lemma is proved. 
 
Lemma 6.2. If (6.2) holds, then  
 
| | ( )
( ) ( ) ( ) ( ) ,
, , 0 , ( ),
j j j
j j
L
v c v y x c
x y D x L y f x
ε
ε ϕ ε
≤
− ≤
∀ ∈ ≤ ≤ =
x
 
 
where 0c const= >   does not depend on 
, ,x yε  ;  R M>   is an arbitrary fixed 
number, and  
 
 1/ 2\ ( )sup | ( ) | || ||LR LRD D H Dw w w∈= +x x  . 
 
Proof. Let | | ( ): ( ) ( ) ( )j j j j jw v c v y xε ε ϕ≤= − . 
Then w solves equation (5.1), w  satisfies (5.4), 
w  is outgoing, and 2 ( )LL Sw ε≤ . One has  
 
( ) ( , ) .
L
NS
w wG ds= −x x ξ       (6.5) 
 
Thus (6.2), i.e.  2 ( ): LL Sw w ε= ≤  , implies  
 
2 2( ) ( )| ( ) | ( , ) ,
0,
L L
y R NL S L Sw w G c
c const
ε
=
≤ ≤
= >
x x ξ
 
(6.6) 
 
where c is independent of ε , 
and max ( )R f x>   is arbitrary. Now let us use 
the elliptic inequality  
 
( )0.5 0.5( ) ( ) ( ) ,m m mLR L RH D H S H Sw c w w− −≤ +     
(6.7) 
 
where we have used the equation  
2 0w k w∆ + =  , and assumed that  2k   is not 
a Dirichlet eigenvalue of the Laplacian in  
LRD  , which can be done without loss of 
generality, because one can vary  R  . The 
integer 0m ≥  is arbitrary if LS   is 
sufficiently smooth, and  1m ≤   if   LS   is 
Lipschitz. Taking  0.5m =  and using (6.2) 
and (6.6) one gets  
 
1/ 2 ( ) .LRH D
w cε≤         (6.8) 
 
Thus, in a neighborhood of LS  , we have 
proved estimate (6.8), and in the complement of 
this neighborhood in  LD   we have  proved 
estimate (6.6). Lemma is proved. 
Remark 6.3. In (6.7) there are no terms with 
boundary norms over the lateral boundary (lines 
0x = and x L= ) because of the quasiperiodicity 
condition. 
From Lemma 6.2 the basic result, Theorem 
6.4, follows immediately: 
Theorem 6.4. MRC-Modified Rayleigh 
Conjecture.  
Fix 0ε > , however small, and choose a 
positive integer p . Find  
 
0
| |
min ( ) ( ) : ( ).
j
j j j
c j p
u c x v y m pϕ
≤
+ =     (6.9) 
 
Let  { ( )}jc p   be the minimizer of (6.9). If 
( )m p ε≤ , then  
 
| |
( ) ( ) ( ) ( )j j j
j p
v p c p x v yϕ
≤
=       (6.10) 
 
 satisfies the inequality  
 
( ) ,v v p cε− ≤         (6.11) 
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where 0c const= > does not depend on ε . If 
( )m p ε> , then there exists ( )j j pε= > such 
that ( ( ))m j ε ε< . Denote ( ( )) : ( )j jc j cε ε=   
and  ( ( )) :v j vεε =  . Then  
.v v cε ε− ≤            (6.12) 
 
7. Numerical solution of the periodic 
scattering problem 
 
According to the MRC method (Theorem 6.4), 
if the restriction of the incident field 
0 ( , )u x y−  to LS  is approximated as in (6.9), 
then the series (6.10) approximates the scattered 
field in the entire region above the 
profile ( )y f x= . However, a numerical method 
that uses (6.9) does not produce satisfactory 
results as reported in [21] and elsewhere. Our 
own numerical experiments confirm this 
observation. A way to overcome this difficulty is 
to realize that the numerical approximation of 
the field 0 | LSu−   can be carried out by using 
outgoing solutions described below. 
Let  1 2( , ) bDξ ξ −= ∈ξ , where  0b >  , 
1 2 2
1
: {( , ) : ( ),
0 },
bD b f x
L
ξ ξ ξ
ξ
−
= − ≤ ≤
≤ ≤
 
and ( , )g ξx  be defined as in Section 5. Then  
( , )g ξx is an outgoing solution satisfying  
2 0g k g∆ + =  in LD , according to (5.15). 
To implement the MRC method numerically 
one proceeds as follows: 
1) Choose the nodes , 1, 2,...,i i N=x  on 
the profile LS . These points are used to 
compute approximate 2L  norms on LS  . 
2) Choose points (1) (2) ( ), ,..., Mξ ξ ξ in  
,bD M N− <  . 
3) Form the vectors 0( ( ))iu=b x , and  
( ) ( )( ( , )), 1, 2,...,m mig i N= =a x ξ ,  
1, 2,...,m M= . Let A be the N M×   
matrix containing vector ( )ma as its 
columns. 
4) Find the Singular Value Decomposition of 
A . Use a predetermined min 0w > to 
eliminate its small singular values. Use the 
decomposition to compute  
min min{ , },Mr = + ∈b Ac c   where  
2 2
1
1 | | .
N
i
i
a
N
=
= a  
5) Stopping criterion. Let 0ε > . 
a) If minr ε≤ , then stop. Use the 
coefficients 1 2{ , ,..., }Mc c c=c    
obtained in the above minimization step 
to compute the scattered field by  
( )
1
( , ) ( , , ).
M
m
m
m
v x y c g x y ξ
=
=  
b) If minr ε> , then increase ,N M   by 
the order of 2, readjust the location of 
points ( )m bDξ −∈ as needed, and repeat 
the procedure.  
We have conducted numerical experiments 
for four different profiles. In each case we used 
, 1.0L kpi= =  and three values for the angle  
θ  . Table 2 shows the resulting residuals minr . 
Note that 1=b . Thus, in all the considered 
cases, the MRC method achieved 0.04% to 2% 
accuracy of the approximation. Other parameters 
used in the experiments were chosen as 
follows: 256,N = 64,M = 8min 10 ,w
−
=   
1.2b = . The value of 0b > , used in the 
definition of g , was chosen experimentally, but 
the dependency of minr  on b  was slight. The 
Singular Value Decomposition (SVD) is used in 
Step 4 since the vectors  
( )
,
ma 1, 2,...,m M= may be nearly linearly 
dependent, which leads to an instability in the 
determination of the minimizer c . According to 
the SVD method this instability is eliminated by 
cutting off small singular values of the matrix 
A , see e.g. [22] for details. The cut-off value 
min 0w >  was chosen experimentally. We used 
the truncated series (5.12) with | | 120j ≤   to 
compute functions ( , , )g x y ξ . A typical run 
time on a 333 MHz PC was about 40s  for 
each experiment. 
The following is a description of the profiles 
ALEXANDER G. RAMM AND SEMION GUTMAN 12 
( )y f x= , the nodes i LS∈x  , and the poles  
( )m
bDξ −∈ used in the computation of  
( )( , )mig ξx  in Step 3. For example, in profile I 
the x  -coordinates of the N  nodes i LS∈x  
are uniformly distributed on the interval 
0 x L≤ ≤ . The poles ( )m bDξ −∈  were chosen 
as follows: every fourth node ix  was moved by 
a fixed amount 0.1−  parallel to the y  axis, 
so it would be within the region bD− . The 
location of the poles was chosen experimentally 
to give the smallest value of the residual minr . 
 
TABLE 2. Residuals attained in the numerical 
experiments. 
 
Profile I. ( ) sin(2 )f x x=  for 0 ,x L≤ ≤  
/ , ( , ( )),i i i it iL N t f t= =x 1, 2,..., ,i N=  
( )
4 4( , 0.1), 1, 2,...,m m mx y m Mξ = − =  . 
 
Profile II. ( ) sin(0.2 )f x x=  for 
0 ,x L≤ ≤  
( )
4 4
/ , ( , ( )), 1, 2,..., ,
( , 0.1), 1, 2,..., .
i i i i
m
m m
t iL N t f t i N
x y m Mξ
= = =
= − =
x
  
Profile III. ( )f x x=  for 0 / 2x L≤ ≤  ,  
( )f x L x= −   for / 2 , / ,iL x L t iL N≤ ≤ =  
( )
4 4
( , ( )), 1, 2,..., ,
( , 0.1), 1, 2,...,
i i i
m
m m
t f t i N
x y m Mξ
= =
= − =
x
 . 
 
Profile IV.  ( )f x x=  for 0 ,x L≤ ≤   
( )
4 4
2 / , ( , ( )), 1,..., / 2,
( , (2( / 2) / )), / 2 1,..., ,
( 0.03, 0.05), 1, 2,...,
i i i i
i
m
m m
t iL N t f t i N
L f i N L N i N N
x y m M
= = =
= − = +
= − − =
x
x
ξ
 
In this profile / 2N  nodes ix  are uniformly 
distributed on its slant part, and / 2N  nodes 
are uniformly distributed on its vertical portion 
x L= . 
 
The experiments show that the MRC method 
provides a competitive alternative to other 
methods for the computation of fields scattered 
from periodic structures. It is fast and 
inexpensive. The results depend on the number 
of the internal points ( )mξ and on their location. 
A similar MRC method for the computation of 
fields scattered by a bounded obstacle was 
presented in [28]. 
 
8. The Support Function Method (SFM) 
 
The Inverse Scattering Problem consists of 
finding the obstacle D   from the Scattering 
Amplitude, or similarly observed data. The 
Support Function Method (SFM) originally 
developed in a 3-D setting in [23], pp 94-99, is 
used to approximately locate the obstacle D . 
The method is derived using a high-frequency 
approximation to the scattered field for smooth, 
strictly convex obstacles. It turns out that this 
inexpensive method also provides a good 
localization of obstacles in the resonance region 
of frequencies. One can restate the SFM in a 2-D 
setting as follows (see [42]). 
Let 2D ⊂  be a smooth and strictly convex 
obstacle with the boundary Γ . Let ( )ν y  be 
the unique outward unit normal vector to Γ  at 
∈Γy . Fix an incident direction 1Sα ∈ .  
Then the boundary Γ  can be decomposed into 
the following two parts:  
Profile θ  minr  
I / 4pi  
/ 3pi  
/ 2pi  
0.000424 
0.000407 
0.000371 
II / 4pi  
/ 3pi  
/ 2pi  
0.001491 
0.001815 
0.002089 
III / 4pi  
/ 3pi  
/ 2pi  
0.009623 
0.011903 
0.013828 
IV / 4pi  
/ 3pi  
/ 2pi  
0.014398 
0.017648 
0.020451 
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{ : ( ) 0} ,
and { : ( ) 0} ,
ν α
ν α
+
−
Γ = ∈Γ ⋅ <
Γ = ∈Γ ⋅ ≥
y y
y y
(8.1) 
which are, correspondingly, the illuminated and 
the shadowed parts of the boundary for the 
chosen incident direction α . 
Give 1Sα ∈ , its specular point ( )α +∈Γ0s   
is defined from the condition:  
( ) minα α α
+∈Γ
⋅ = ⋅0
s
s s       (8.2) 
Note that the equation of the tangent line to  
+Γ  at 0s  is  
1 2, ( ) ,x x α α α< > ⋅ = ⋅0s   (8.3) 
and  
( ( )) .ν α α= −0s     (8.4) 
 
The Support function  ( )d α   is defined 
by  
( ) ( ) .d α α α= ⋅0s       (8.5) 
 
Thus | ( ) |d α  is the distance from the origin 
to the unique tangent line to +Γ  perpendicular 
to the incident vector α . Since the obstacle D  
is assumed to be convex  
1
2{ : ( )}SD x x dα α α∈= ∩ ∈ ⋅ ≥      (8.6) 
The boundary Γ  of D  is smooth, hence so is 
the Support Function. The knowledge of this 
function allows one to reconstruct the boundary  
Γ  using the following procedure. 
Parametrize unit vectors 1S∈l by 
( ) (cos , sin ),t t t=l  0 2t pi≤ <   and define  
( ) ( ( )), 0 2 .p t d t t pi= ≤ <l       (8.7) 
 Equation (8.3) and the definition of the Support 
Function give  
1 2cos sin ( ) .x t x t p t+ =          (8.8) 
 Since Γ  is the envelope of its tangent lines, 
its equation can be found from (8.8) and  
1 2sin cos ( ) .x t x t p t′− + =        (8.9)       
 Therefore the parametric equations of the 
boundary Γ  are  
1
2
( ) ( )cos ( )sin ,
( ) ( )sin ( ) cos .
x t p t t p t t
x t p t t p t t
′= −
′= +
 (8.10) 
 
So, the question is how to construct the 
Support function 1( ),d S∈l l from the 
knowledge of the Scattering Amplitude. In 2-D 
the Scattering Amplitude is related to the total 
field 0u u v= +  by  
 
4
( , ) ( ) .( )8
i
ike uA e ds
k
pi
αα α
νpi
′− ⋅
Γ
∂
′ = −
∂
y y
y
    (8.11) 
 
In the case of the "soft" ( i.e. the pressure field 
satisfies the Dirichlet boundary condition  
0u = ) the Kirchhoff ( high frequency ) 
approximation gives  
 
02 uu
ν ν
∂∂
=
∂ ∂
           (8.12) 
 
on the illuminated part +Γ  of the boundary  
Γ , and  
 
0u
ν
∂
=
∂
               (8.13) 
 
on the shadowed part  
−
Γ  . Therefore, in this 
approximation, 
 
4 ( )
( , )
( ) ( ) .
2
i
ik
A
ike
e ds
k
pi
α α
α α
α ν
pi +
′− ⋅
Γ
′
= − ⋅
yy y
 
(8.14) 
 
Let L  be the length of +Γ , and 
( ),ζ=y y  
0 Lζ≤ ≤   be its arc length parametrization. 
Then  
4 ( ) ( )
0
( , )
( ( )) .
2
i
L ik
A
i k e
e d
pi
α α ζ
α α
α ν ζ ζ
pi
′− ⋅
′
= − ⋅
yy
  
(8.15) 
 
Let 0 [0, ]Lζ ∈  be such that 0 0( )ζ=s y   
is the specular point of the unit vector l  , where  
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.| |
α α
α α
′−
=
′
−
l                 (8.16) 
 
Then 0( )ν = −s l , and  0( ) ( )d ζ= ⋅l y l . Let 
 
( ) ( ) ( ) .ϕ ζ α α ζ′= − ⋅y  
 
Then ( ) ( ) | |ϕ ζ ζ α α′= ⋅ −l y . Since 0( )ν s  
and  0( )ζ′y  are orthogonal, one has  
0 0( ) ( ) | | 0 .ϕ ζ ζ α α′′ ′= ⋅ − =l y  
Therefore, due to the strict convexity of D ,  
0ζ is also the unique non--degenerate stationary 
point of ( )ϕ ζ  on the interval [0, ]L , that is  
0( ) 0ϕ ζ′ = , and  0( ) 0ϕ ζ′′ =/ . 
According to the Stationary Phase method  
 
( )
0
( )L ikf e dϕ ζζ ζ  
''
0
0 0 ''
0
( )( )exp ( )
4 ( )
if ik ϕ ζpiζ ϕ ζ
ϕ ζ
 
 = +
  
 
  
''
0
2 11 ( )( ) O kk
pi
ϕ ζ
 
+  
          (8.17) 
 
as k → ∞  . 
By the definition of the curvature 
0 0( ) | ( ) |κ ζ ζ′′= y . Therefore, from the 
collinearity of 0( )ζ′′y  and l  ,  
0 0| ( ) | | | ( )ϕ ζ α α κ ζ′′ ′= − . Finally, the strict 
convexity of D , and the definition of ( )ϕ ζ  , 
imply that 0ζ  is the unique point of minimum 
of ϕ  on  [0, ]L  , and  
 
0
0
( ) 1 .| ( ) |
ϕ ζ
ϕ ζ
′′
=
′′
       (8.18) 
                 
Using (8.17)-(8.18), expression (8.15) becomes:  
 
0( ) ( )
0
( , ) | | ( )
11 , .
ikA e
O k
k
α α ζαα α
α α κ ζ
′
− ⋅
⋅
′ = −
′−
  
+ → ∞ 	 

  
yl
   
(8.19) 
 
At the specular point one has  α α′⋅ = − ⋅l l  . 
By the definition | |α α α α′ ′− = −l . Hence  
( ) | |α α α α′ ′⋅ − = −l  and 2 | |α α α′⋅ = −l . 
These equalities and 0( ) ( )d ζ= ⋅l y l give 
 
( )
0
'1( , )
2 ( )
11 ( ) ,
ik dA e
O k
k
α αα αα α
κ ζ
′
−
−
′ =
 
+ → ∞  
l
(8.20) 
 
Thus, the approximation  
 
( )
0
'1( , )
2 ( )
ik dA e α α
α α
α α
κ ζ
′
−
−
′ ≈ −
l
 (8.21) 
 
can be used for an approximate recovery of the 
curvature and the support function (modulo  
2 / | |kpi α α′−  ) of the obstacle, provided one 
knows that the total field satisfies the Dirichlet 
boundary condition.  The uncertainty in the 
support function determination can be remedied 
by using different combinations of vectors α  
and α ′ as described in the numerical results 
section. 
 
9. The Support Function Method for 
Neumann and Robin boundary 
conditions 
 
Since it is also of interest to localize the 
obstacle in the case when the boundary 
condition is not a priori known, one can modify 
the SFM as follows. 
For the Robin boundary condition  
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4
( , )
8
( ) ( ) ( ) ,( )
i
ik
ik
eA
k
e
u hu e ds
N
pi
α
α
α α
pi
′
− ⋅
′
− ⋅
Γ
′ =
 ∂
+ ∂ 
y
yy y y
y
 
(9.1) 
 and on +Γ    
( )( ) 1 .( )
ikikN h
u e
ikN h
αα
α
⋅
 ⋅ +
= + 	
⋅ −
 
xxx
x
 
 
In the Kirchhoff approximation one lets 0,u =  
0Nu =  on −Γ . Thus  
 
4
( )
( )( , ) 1 ( )8
( ( ) ) ( )
i
ik
e ikN hA
ikN hk
ikN h e ds
pi
α α
α
α α
αpi
α
+Γ
′
− ⋅
 ⋅ +
′ = + 	
⋅ −
 
′− ⋅ +

y
y
y
y y
 
4
( )
2 ( )
( )8
( ) ( )
i
ik
ike ikN h
ikN hk
N e ds
pi
α α
α
αpi
α
+Γ
′
− ⋅
′ − ⋅ +
=  	
⋅ −
 
⋅

y
y
y
y y
      (9.2) 
 
Now the Stationary Phase method applied to 
(9.2) gives  
 
( )
0
'1 1( , ) 1 ( )
2 ( )
ik dA e O
k
α αα αα α
κ ζ
′
−
−  
′ = +  
l
      (9.3) 
 
as k → ∞ . Here κ is the curvature of the 
boundary at the specular point. 
Since in the resonance region the frequency 
k  is not large, one can argue that, under the 
assumption of a small curvature κ , the function  
 
( )
( )
ikN h
ikN h
α
α
′− ⋅ +
→
⋅ −
yy
y
 
 
is a slowly changing one, and it can be 
approximated by the constant  
0 0
0 0
( ) ( )
( ) ( )
ikN h ikN hC
ikN h ikN h
ik h
ik h
α α
α α
α
α
′
− ⋅ + ⋅ +
= =
⋅ − ⋅ −
− ⋅ +
=
− ⋅ −
s s
s s
l
l
 
 
This is equivalent to replacing the total field 
( )u x on +Γ  by  
 
0
0
( )( ) 1 ( )
ikikN h
u e
ikN h
αα
α
⋅
 ⋅ +
= + 	
⋅ −
 
xsx
s
 
 
Therefore  
 
4 ( )
( , )
2 ( ) ( )
8
i
ik
A
ikCe N e ds
k
pi
α α
α α
α
pi +
′
− ⋅
Γ
′
= ⋅
yy y
   
  (9.4) 
 
Now the approximation by the Stationary 
Phase method gives  
 
0( ) ( )
0
| |( , )
2 ( )
ikCA e α α ζα αα α
κ ζ
′
− ⋅
′−
′ ∼
y
  (9.5) 
 
Since  
( 2 )| | 2
| | 2
iik hC e
ik h
pi γα α
α α
−
′− −
= =
′
− +
 
 where  
| |
arctan
2
k
h
α αγ ′−=  
 it follows that  
 
( ( ) 2 )
0
'1( , )
2 ( )
i k dA e α α γ pi
α α
α α
κ ζ
′
− − +−
′
l
  
 
Let  1S∈l  be fixed. Let 
 
1( ) { :| | 1/ 2} .R Sα α= ∈ ⋅ >l l  
 
Therefore 2 | | 2α α′< − ≤ . In this range we 
approximate γ  by  
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0 arctan
k
h
γ =  
 and get 
 
0( ( ) 2 )
0
'1( , )
2 ( )
i k dA e α α γ pi
α α
α α
κ ζ
′
− − +−
′
l
     
(9.6) 
 
Now one can recover the Support Function 
( )d l from (9.6), and the location of the obstacle. 
 
 
 
 
10. Numerical results for the Support 
Function Method 
 
In the first numerical experiment the obstacle 
is the circle  
 
2 2 2
1 2 1 2{( , ) : ( 6) ( 2) 1}.D x x x x= ∈ − + − =       
(10.1) 
 
It is reconstructed using the Support Function 
Method for two frequencies in the resonance 
region: 1.0k = , and 5.0k = . Table 3 shows 
how well the approximation (8.21) is satisfied 
for various pairs of vectors α  and α ′  all 
representing the same vector (1.0, 0.0)=l   
according to (8.16). The Table shows the ratios 
of the approximate Scattering Amplitude 
( , )aA α α′  defined as the right hand side of the 
equation (8.21) to the exact Scattering 
Amplitude ( , )A α α′ . Note, that for a sphere 
of radius a , centered at 20x ∈ , one has  
 
04 ( )
( )
(1)
2( , )
( )
,( )
i ik
ill
l l
A e e
k
J ka
e
H ka
pi α α
θ β
α α
pi
− ′
− ⋅
∞
−
=−∞
′ = −

x
    
 
10.2   
where / | | ie θα′ = =x x , and ie βα =  . 
Vectors α  and α ′  are defined by their polar 
angles shown in Table 3. 
 
TABLE 3. Ratios of the approximate and exact 
Scattering Amplitudes ' '( , ) / ( , )A Aα α α α α  
for 1 (1.0,0.0)= . 
 
'α  α  1.0k =  5.0k =  
pi  
 
0 
 
0.88473-- 
0.17487i 
0.98859-- 
0.05846i 
23 / 24pi  
 
/ 24pi  0.88272-- 
0.17696i 
0.98739-- 
0.06006i 
22 / 24pi  
 
2 / 24pi  0.87602-- 
0.18422i 
0.98446-- 
0.06459i 
21 / 24pi  
 
3 / 24pi  
 
0.86182-- 
0.19927i 
0.97997-- 
0.07432i 
20 / 24pi  
 
4 / 24pi  
 
0.83290-- 
0.22411i 
0.96701-- 
0.08873i 
19 / 24pi  
 
5 / 24pi  
 
0.77723-- 
0.25410i 
0.95311-- 
0.10321i 
18 / 24pi  
 
6 / 24pi  
 
0.68675-- 
0.27130i 
0.92330-- 
0.14195i 
17 / 24pi  
 
7 / 24pi  
 
0.57311-- 
0.25360i 
0.86457-- 
0.14959i 
16 / 24pi  
 
8 / 24pi  
 
0.46201-- 
0.19894i 
0.81794-- 
0.22900i 
15 / 24pi  
 
9 / 24pi  0.36677-- 
0.12600i 
0.61444-- 
0.19014i 
14 / 24pi  
 
10 / 24pi  0.28169-- 
0.05449i 
0.57681-- 
0.31075i 
13 / 24pi  
 
11 / 24pi  0.19019+ 
0.00075i 
0.14989-- 
0.09479i 
12 / 24pi  
 
12 / 24pi  0.00000+ 
0.00000i 
0.00000+- 
0.00000i 
 
Table 3 shows that only vectors α  close to 
the vector l are suitable for the Scattering 
Amplitude approximation. This shows the 
practical importance of the backscattering data. 
As mentioned at the end of Section 8, any single 
combination of vectors α  and α ′  
representing l  is not sufficient to uniquely 
determine the Support Function ( )d l  from 
(8.21) because of the phase uncertainty. 
However, one can remedy this by using more 
than one pair of vectors α  and α ′  as follows. 
Let  1S∈l  be fixed. Let 
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1( ) { :| | 1/ 2} .R Sα α= ∈ ⋅ >l l  
 
Define : +Ψ →   by  
 
'
2
2
'
'
( ( ))
( , )( ) ( , )
ik t
L R
A
t e
A
α αα α
α α
−Ψ = +
l
 
 
where ( )α α α′ ′=  is defined by l  and  α  
according to (8.16), and the integration is done 
over ( )Rα ∈ l  . 
If the approximation (8.21) were exact for any 
( )Rα ∈ l , then the value of ( ( ))dΨ l  would be 
zero. This justifies the use of the minimizer 
0t ∈  of the function ( )tΨ  as an approximate 
value of the Support Function ( )d l . If the 
Support Function is known for sufficiently many 
directions 1S∈l , the obstacle can be localized 
using (8.6) or (8.10). The results of such a 
localization for 1.0k =  together with the 
original obstacle D  is shown on Figure 2. For  
5.0k =  the identified obstacle is not shown, 
since it is practically the same as D . The only a 
priori assumption on D was that it was located 
inside the circle of radius 20  with the center in 
the origin. The Support Function was computed 
for 16 uniformly distributed in 1S  vectors l . 
The program run takes about 80 seconds on a 
333 MHz PC. 
 
In another numerical experiment we used 
1.0k =  and a kite-shaped obstacle. Its 
boundary is described by  
 
( ) (5.35 cos 0.65cos 2 , 2.0 1.5sin ),
0 2 .
t t t t
t pi
= + + +
≤ <
r
  (10.3) 
Numerical experiments using the boundary 
integral equation method (BIEM) for the direct 
scattering problem for this obstacle centered in 
the origin are described in [10], section 3.5. 
Again, the Dirichlet boundary conditions were 
assumed. We computed the scattering amplitude 
for 120 directions α  using the MRC method 
(see section ) with about 25% performance 
improvement over the BIEM, see [28]. 
2 4 6 8
x
2
4
6
y
 
FIGURE 2. Identified (dotted line), and the 
original (solid line) obstacle D  for 1.0.k =  
 
The Support Function Method (SFM) was 
used to identify the obstacle D  from the 
synthetic scattering amplitude with no noise 
added.  The only a priori assumption on D  
was that it was located inside the circle of radius  
20  with the center in the origin. The Support 
Function was computed for 40 uniformly 
distributed in 1S  vectors l  in about 10 
seconds on a 333 MHz PC. The results of the 
identification are shown in Figure 3. The 
original obstacle is the solid line. The points 
were identified according to (8.10). As expected, 
the method recovers the convex part of the 
boundary Γ , and fails for the concave part. The 
same experiment but with 5.0k =  achieves a 
perfect identification of the convex part of the 
boundary. In each case the convex part of the 
obstacle was successfully localized. Further 
improvements in the obstacle localization using 
the MRC method are suggested in [27], and in 
the next section. 
 
For the identification of obstacles with 
unknown boundary conditions let  
 
' ( )( ) ( , ) ( ) i tA t A A t e ϕα α= =
 
 
where, given t  , the vectors α  and α ′  are 
chosen as above, and the phase function  
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( ), 2 2t tψ < ≤   is continuous. Similarly, let 
( ), ( )a aA t tψ be the approximate scattering 
amplitude and its phase defined by formula 
(9.6). 
If the approximation (9.6) were exact for 
an ( )Rα ∈ l , then the value of 
0| ( ) ( ) 2 |a t ktdψ γ pi− + −l   would be a 
multiple of  2pi  . 
 
2 4 6 8
x
2
4
y
 
FIGURE 3. Identified points and the original 
obstacle D  (solid line); 1.0.k =  
 
 
This justifies the following algorithm for the 
determination of the Support Function ( )d l  : 
Use a linear regression to find the 
approximation 1 2( )t C t Cψ ≈ +  on the interval 
2 2t< ≤ . Then  
1( ) .Cd
k
=l       (10.4) 
 
 Also  
2tan .
2
Ch k= −  
 
However, the formula for h  did not work well 
numerically. It could only determine if the 
boundary conditions were or were not of the 
Dirichlet type. Improvements are suggested in 
the next section. 
 
TABLE 4. Identified values of the Support 
Function for the circle of radius 1.0 at 3.0.k =  
 
h  Identified ( )d l  Actual ( )d l  
0.01 ---0.9006 ---1.00 
0.10 
0.50 
1.00 
2.00 
5.00 
10.00 
100.00 
---0.9191 
---1.0072 
---1.0730 
---0.9305 
---1.3479 
---1.1693 
---1.0801 
---1.00 
---1.00 
---1.00 
---1.00 
---1.00 
---1.00 
---1.00 
 
Table 4 shows that the algorithm based on (10.4) 
was successful in the identification of the circle 
of radius1. 0  centered in the origin for various 
values of h  with no a priori assumptions on 
the boundary conditions. For this circle the 
Support Function ( ) 1.0d = −l  for any 
direction l  . 
 
11. Inverse scattering methods based on 
the MRC 
 
Suppose that an approximate location of the 
obstacle D  is obtained by a numerical 
inversion method, such as the SFM. Then one 
can try to use the MRC method to improve the 
localization of the boundary, see [27]. Such 
methods are under development by the authors, 
and they are going to be discussed elsewhere. 
Nevertheless, the MRC provides a tool for an 
easy construction of various examples 
illustrating the severe ill-posedness of the 
Inverse Scattering problem, which can be used 
for the algorithm's testing. 
Here we present one such example. Let the 
obstacle D be the unit circle 2{ : 1}x x∈ ≤ . 
If the incident field is 0 ( ) ikxu x e α⋅= , then the 
scattered field  0( ) ( )v x u x= − for x S D∈ = ∂ , 
and its scattering amplitude is  
 
4 ( )
(1)
( )2( , ) ,( )
i ill
l l
J kaA e e
k H ka
pi θ βα α
pi
∞
−
−
=−∞
′ = − 
(11.1) 
 
where / | | ie θα′ = =x x  , and  ie βα =  . 
Let 21x ∈ . Fix an integer 0L > , and let 
2 1L+∈c  . Form the radiating solution  
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1(1)
1( ) ( | |) ,
L
il
c l l
l L
v x c H k x x e θ
=−
= − (11.2) 
 
where 11 1( ) / | | ix x x x e θ− − = . Then its far field 
pattern is  
 
4 1
2( ) ( ) ,
c
L
i ik x l il
v l
l L
A e e c i e
k
pi α θα
pi
− ′
− ⋅
=−
 
′ = − 	

 

(11.3) 
where / | | ix x e θα′ = =  . 
TABLE 5. Near field values of two radiating 
solutions with practically the same far fields. 
 
 
Fix an 1Sα ∈  , and let  
 
min 2 1min{ ( ) ( , ) : } .
c
L
v
r A Aα α α +′ ′= − ∈c 
(11.4) 
 
We conducted the minimization by the 
Singular Value Decomposition Method 
described in Section 3, using the following 
settings: 1.0, 5, (1.0, 0.0)k L α= = = , and  
1 (0.8, 0.0)x = . The 2L norm in (11.4) was 
computed over 120M =  directions mα′  
uniformly distributed in the unit circle 1S  , and 
then normalized by M , so that the identity 
function would have the norm equal to 1. The 
resulting value of the residual  
min 0.00009776r =   indicates that the far field   
( , )A α α′   was practically perfectly fit by the 
radiating solution of the form (11.2). However, 
as the Table 5 shows, the restrictions of the 
exact scattered field v , and the fitted field  v c    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
to the boundary S  of the obstacle D  are 
vastly different. The columns in Table 5 
correspond to the real and the imaginary parts of 
the scattered fields, and the rows correspond to 
different values of the angle α ′ . Thus, one has 
to conclude that, as expected, a coincidence of 
the radiating solutions at the far field does not 
imply that the near fields are also coincidental. 
 
12. Analysis of the Linear Sampling 
Method 
'α  Re cv  Im cv  Re v  Im v  
0.00000  
0.31416 
0.62832 
0.94248 
1.25664 
1.57080 
1.88496 
2.19911 
2.51327 
2.82743 
3.14159 
3.45575 
3.76991 
4.08407 
4.39823 
4.71239 
5.02655 
5.34071 
5.65487 
5.96903 
--1189.60834 
--73.43878 
1.94958 
0.03298 
--1.07968 
--1.13445 
--0.96294 
--0.79021 
--0.66472 
--0.59154 
--0.56768 
--0.59154 
--0.66472 
--0.79021 
--0.96294 
--1.13445 
--1.07968 
0.03298 
1.94958 
--73.43878 
--227.35213 
--15.81270 
0.19051 
--0.52343 
--0.36021 
0.00027 
0.31629 
0.55436 
0.71819 
0.81406 
0.84565 
0.81406 
0.71819 
0.55436 
0.31629 
0.00027 
--0.36021 
--0.52343 
0.19051 
--15.8127 
--0.54030 
--0.58082 
--0.69021 
--0.83217 
--0.95263 
--1.00000 
--0.95263 
--0.83217 
--0.69021 
--0.58082 
--0.54030 
--0.58082 
--0.69021 
--0.83217 
--0.95263 
--1.00000 
--0.95263 
--0.83217 
--0.69021 
--0.58082 
--0.84147 
--0.81403 
--0.72361 
--0.55452 
--0.30412 
0.00000 
0.30412 
0.55452 
0.72361 
0.81403 
0.84147 
0.81403 
0.72361 
0.55452 
0.30412 
0.00000 
--0.30412 
--0.55452 
--0.72361 
--0.81403 
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During the last decade many papers were 
published, in which the obstacle identification 
methods were based on a numerical verification 
of the inclusion of some function   
3 2: ( , ), , ,f f z z Sα α= ∈ ∈  in the range  
( )R B  of a certain operator B . Examples of 
such methods include [8], [9], [14]. However, 
one can show that the methods proposed in the 
above papers have essential difficulties, see [30]. 
Although it is true that ( )f R B∈/ when  
z D∈/  , it turns out that in any neighborhood of 
f there are elements from ( )R B . Also, 
although ( )f R B∈  when z D∈ , there are 
elements in every neighborhood of  f   which 
do not belong to  ( )R B   even if  z D∈  . 
Therefore it is quite difficult to construct a stable 
numerical method for the identification of D   
based on the verification of the inclusions  
( )f R B∈/ , and ( )f R B∈ . Some published 
numerical results were intended to show that the 
method based on the above idea works 
practically, but it is not clear how these 
conclusions were obtained. 
Let us introduce some notations : ( )N B   
and  ( )R B  are, respectively, the null-space 
and the range of a linear operator B , 3D ∈ is 
a bounded domain (obstacle) with a smooth 
boundary S , ' 3 \ ,D D=  0
ik xu e α ⋅=  ,  
0k const= >  , 2Sα ∈  is a unit vector,  N   
is the unit normal to S  pointing into D′  ,  
| |
4 | |( , , ) : (| |) : ik x ye x yg g x y k g x y pi −−= = − =  ,  
: ik zf e α ′− ⋅= , where 3z ∈ and 2Sα′∈  ,  
1: xrα −′ =  , | |r x= , ( , , )u u x kα=  is the 
scattering solution:  
                
2( ) 0 , | 0,Sk u in D u′∆ + = =       (12.1) 
  
 
' 1 1
0 , ( , , ) ( ),ikru u v v A k e r rα α ο− −= + = +                            
as  ,r → ∞                    (12.2) 
    
where : ( , , )A A kα α′= is called the 
scattering amplitude, corresponding to the 
obstacle D  and the Dirichlet boundary 
condition. Let ( , , )G G x y k= be the 
resolvent kernel of the Dirichlet Laplacian in 
D′ :            
2( ) ( ) , | 0,Sk G x y in D Gδ ′∆ + = − − =  
(12.3) 
and G  satisfies the outgoing radiation 
condition. 
If 
2( ) 0 , | ,Sk w in D w h′∆ + = =   (12.4)       
and w  satisfies the radiation condition, then 
([23]) one has  
 
   
1 1
( ) ( , ) ( ) ,
( , ) ( ),
NS
ikr
w x G x s h s ds
w A k e r o rα − −
=
′= +

  (12.5) 
 
as ∞→r , and 1xr α− ′= . We write ( )A α′   
for ( , )A kα′ , and  
           
1( ) : : ( , ) ( ) ,
4 NS
A Bh u s h s dsα α
pi
′ ′= = − (12.6)   
 
as follows from Ramm's lemma: 
Lemma 1. ([23], p.46) One has:  
 
   
' 1( , , ) ( ) ( , , ) ( ),G x y k g r u y k rα ο −= − +  
as 
1 '
, ,r x xr α−= → ∞ =
       (12.7) 
 
where u is the scattering solution of 
(12.1)-(12.2). 
One can write the scattering amplitude as:  
             
1( , , ) ( , ) .
4
ik s
NS
A k u s e dsαα α α
pi
⋅
′ ′= − −  
(12.8) 
 The following claim follows easily from the 
results in [23], [24] (cf [14]): 
Claim:  : ( )ik zf e R Bα ′− ⋅= ∈  if and only if  
z D∈  . 
Proof: If ik ze Bhα ′− ⋅ = , then Lemma 1 and 
(12.6) imply  
 
( , ) ( , ) for | | | | .NSg y z G s y hds y z= >  
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Thus z D∈ , because otherwise one gets a 
contradiction: ∞=
→
),(lim zyg
zy
if z D′∈ , 
while    ∞<→ S Nzy hdsysG ),(lim  if z D′∈ . 
Conversely, if z D∈ , then Green's formula 
yields = S N dszsgysGzyg .),(),(),(  Taking 
,,
'α=∞→
y
yy and using Lemma 1, one gets 
,
ik ze Bhα ′− ⋅ =  where ( , )h g s z= . The claim 
is proved.   
Consider ),()(: 2222 SLSLB → and 
),()(: 2222 SLSLA → where B  is defined in 
(12.6) and 2: ( , ) ( ) .SAq A q dα α α α′=   Then 
one proves (see [30]): 
Theorem 1. The ranges ( )R B and ( )R A   
are dense in 2 2( )L S .   
Remark 1. In [8] a 2D inverse obstacle 
scattering problem is considered. It is proposed 
to solve the equation (1.9) in [8]:  
                    
1 ( , ) ,ik zS A d e
αα β ς β − ⋅=       (12.9) 
 
where A  is the scattering amplitude at a fixed  
0k > , 1S  is the unit circle, 1Sα ∈ , and z   
is a point on 2.  If ),( zβςς = is found, the 
boundary S  of the obstacle is to be found by 
finding those  z   for which  
)( 12),(: SLzβςς =  is maximal. Assuming 
that 2k  is not a Dirichlet or Neumann 
eigenvalue of the Laplacian in D , and that D  
is a smooth, bounded, simply connected domain, 
the authors state Theorem 2.1 [8], p. 386, which 
says that for every  0ε >   there exists a 
function  ),( 12 SL∈ς such that  
 
lim ( , ) ,
z S
zς β
→
= ∞         (12.10)   
                   
 and (see [8], p.386),  
                  
1|| ( , ) || .ik zS A d e αα β ς β ε− ⋅− <      (12.11) 
 
There are several questions concerning the 
proposed method. 
First, equation (12.9), in general, is not 
solvable. The authors propose to solve it 
approximately, by a regularization method. The 
regularization method applies for stable solution 
of solvable ill-posed equations (with exact or 
noisy data). If equation (12.9) is not solvable, it 
is not clear what numerical "solution" one seeks 
by a regularization method. 
Secondly, since the kernel of the integral 
operator in (12.9) is smooth, one can always find, 
for any 2z ∈ , infinitely manyς with arbitrary 
large ς , such that (12.11) holds. Therefore it 
is not clear how and why, using (12.10), one can 
find S  numerically by the proposed method. 
A numerical implementation of the Linear 
Sampling Method (LSM) suggested in [8] 
consists of solving a discretized version of 
(12.9)  
             ,F =g f           (12.12) 
where { , }, 1,...,i jF A i Nα β= = , 
1, 2,...j N=  is a square matrix formed by the 
measurements of the scattering amplitude for  
N  incoming, and N outgoing directions. In 2-D 
the vector f  is formed by  
 
4
, 1,..., ,
8
n
i
ik z
n
e
e n N
k
pi
α
pi
− ⋅
= =f  
 
see [6] for details. 
Denote the Singular Value Decomposition of 
the far field operator by HF USV= . Let  ns  
be the singular values of F , HUρ = f  , and  
HVµ = f . Then the norm of the sought function 
g  is given by  
          
=
=
N
n n
n
s1
2
2
2 ρς        (12.13)   
  
A different LSM is suggested by A. Kirsch in 
[14]. In it one solves  
 
           
1/ 4( )F F∗ =g f        (12.14)  
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instead of (12.12). The corresponding expression 
for the norm of ς  is  
 
          
2
2
1
N
n
n ns
µς
=
=       (12.15) 
 
A detailed numerical comparison of the two 
LSMs and the linearized tomographic inverse 
scattering is given in [6]. 
  The conclusions of [6], as well as of our own 
numerical experiments are that the method of 
Kirsch (12.14) gives a better, but a comparable 
identification, than (12.12). The identification is 
significantly deteriorating if the scattering 
amplitude is available only for a limited aperture, 
or the data are corrupted by noise. Also, the 
points with the smallest value of ς are the best 
in locating the inclusion, and not the largest one, 
as required by the theory in [14] and in [8].  In 
Figures 4 and 5 the implementation of the 
Colton-Kirsch LSM (12.13) is denoted by 
gnck , and of the Kirsch method (12.15) by 
gnk . The Figures show a contour plot of the 
logarithm of ς . In all the cases the original 
obstacle was the circle of radius 1.0  centered 
at the point (10.0, 15.0) . A similar circular 
obstacle that was identified by the Support 
Function Method (SFM) is discussed in Section 
10. Note that the actual radius of the circle is 
1.0 , but it cannot be seen from the LSM 
identification. The LSM does not require any 
knowledge of the boundary conditions on the 
obstacle. The use of the SFM for unknown 
boundary conditions is discussed in Section 10. 
The LSM identification was performed for the 
scattering amplitude of the circle computed 
analytically with no noise added. In all the 
experiments the value for the parameter N  
was chosen to be 128.  
 
13. Remarks about other numerical methods 
for solving IOSP 
 
There are numerous papers of various authors 
in which parameter-fitting procedures are 
proposed for solving IOSP. Some consider  
objective functionals that do not have an 
absolute minimum equal to zero, and even are 
not defined on the exact solution. For example, 
in [10] one takes a closed surface 0S  inside the 
unknown obstacle with the boundary S , assumes 
that 2k is not a Dirichlet eigenvalue of the 
Laplacian in the domain 0D  with the boundary 
0S , and uses the approximate relation  
 
0
( , )4 ( , ) ( , )ik s
S
A e h s dsαpi α α α′−′− =   
      (13.1) 
 
gnck, k=1.0, noise=0.00
0 5 10 15 200
5
10
15
20
39.0669
70.4666
gnk, k=1.0, noise=0.00
0 5 10 15 200
5
10
15
20
5.39355
34.3851
 
 
FIGURE 4. Identification of a circle at 
1.0.k =  
 
as an integral equation for the equation of  S   
in spherical coordinates ( )r f α′=  (assuming  
S
 to be star-shaped). One can prove that, for 
any fixed 2Sα ∈ , the set  

−
0
' ),(),(
S
sik dsshe αα  is dense in )( 22 SL   
when h  runs through a dense subset of  
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)( 02 SL  (see [44]). In (13.1) the unknown is h . 
If  h  is found, then the function f , which 
determines S , is to be calculated as the solution 
to the equation 
                  
 −=
0
'' ))(,('' ),)((
S
fikehdssfg ααααα  (13.2) 
 
where .
4
:),(
sx
e
sxg
sxik
−
=
−
pi
 It is recommended 
to solve equations (13.1) and (13.2) by a 
regularization method. In fact, equation (13.1) is, 
in general, not solvable, and equation (13.2) may 
be not solvable either. 
gnck, k=5.0, noise=0.00
0 5 10 15 200
5
10
15
20
40.3464
67.6481
gnk, k=5.0, noise=0.00
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32.7948
 
FIGURE 5. Identification of a circle at k=5.0. 
 
The disadvantages of these methods are 
discussed in [25]. In [25] and [37] some 
objective functionals are proposed which are 
defined on the exact solutions of IOSP and attain 
absolute minimum equal to zero at the exact 
solutions. 
Another approach is to use a regularized 
Newton-type method for solving nonlinear 
integral equation to which the IOSP can be 
reduced (e.g, see [15]). In [38] an inversion 
formula for calculating the obstacle from 
fixed-frequency scattering data is given, but an 
open problem is to find an algorithm for 
computing the function ν  in this inversion 
formula. Such an algorithm for computing a 
similar function ν  in the inverse potential 
scattering problem (IPSP) is given in [26]. 
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