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0 Einleitung
0.1 Zum Begriﬀ der La¨ngenmessung in Banachra¨umen
Zur La¨ngenmessung in R bedient man sich des a¨ußeren Lebesgue-Maßes λ∗. Mo¨chte
man dieses Konzept der La¨ngenmessung auf einen beliebigen Banachraum u¨bertragen, so
ergeben sich begriﬀliche Schwierigkeiten: Intuitiv ist zuna¨chst unklar, was man unter der
”La¨nge“ einer mehrdimensionalen Menge (wie beispielsweise der Einheitskugel im R
2)
verstehen soll. Wir werden daher in diesem einleitenden Abschnitt einige Anforderungen
diskutieren, die an ein a¨ußeres Maß auf einem Banachraum F gestellt werden sollen,
damit es als geeignetes Instrument zur La¨ngenmessung in F angesehen werden kann.
Das Ziel der vorliegenden Arbeit ist die Konstruktion eines a¨ußeren Maßes µ auf F ,
das mo¨glichst vielen der folgenden Anforderungen genu¨gt; diese Konstruktion soll dabei
von der speziellen Wahl des Banachraumes F unabha¨ngig geschehen. Im Fall F = R
sollte selbstversta¨ndlich das auf diese Weise resultierende a¨ußere Maß µ mit dem a¨ußeren
Lebesgue-Maß u¨bereinstimmen. Dies liefert die erste Forderung:
Forderung 1: Im Fall F = R gilt µ = λ∗ .
Im allgemeinen Banachraum-Fall sollten sich vernu¨nftigerweise zumindest diejenigen der
Eigenschaften von λ∗, die im unmittelbaren Zusammenhang zur La¨ngenmessung stehen,
auf das a¨ußere Maß µ u¨bertragen lassen. Zwei zentrale derartige Eigenschaften sind die
Translationsinvarianz
∀ A ⊂ F ∀ x ∈ F : µ(A + x) = µ(A)
sowie die Homogenita¨t vom Grade 1
∀ A ⊂ F ∀ α ∈ R : µ(αA) =
{
0 falls α = 0 ,
|α | · µ(A) sonst.1
Wir notieren also:
1Insbesondere diese zweite Eigenschaft illustriert die
”
Eindimensionalita¨t“ der La¨ngenmessung; fu¨r
eine Fla¨chenmessung wu¨rde man analog die Homogenita¨t vom Grade 2, fu¨r eine Volumenmessung
die Homogenita¨t vom Grade 3 fordern usw.
1
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Forderung 2: µ ist translationsinvariant.
Forderung 3: µ ist homogen vom Grade 1.
Ebenfalls in Anlehnung an den eindimensionalen Fall soll µ den F -Intervallen (d. h.
den Verbindungsstrecken zwischen zwei Punkten aus F ) als La¨nge ihren Durchmesser
zuordnen:
Forderung 4: Fu¨r alle F -Intervalle I ⊂ F ist µ(I) = diam(I).
Diese Forderung werden wir im folgenden verallgemeinern. Wir bezeichnen dazu die steti-
gen injektiven F -wertigen Abbildungen auf kompakten Deﬁnitionsintervallen abku¨rzend
als ISK-Abbildungen sowie Teilmengen von F , die sich durch eine ISK-Abbildung para-
metrisieren lassen, als eindimensionale Mengen. (Die abgeschlossenen F -Intervalle lassen
sich per deﬁnitionem durch ISK-Abbildungen parametrisieren, sind also in unserer Be-
zeichnungsweise eindimensionale Teilmengen von F .) Ist A ⊂ F eine eindimensionale
Menge und f eine ISK-Parametrisierung von A mit Deﬁnitionsintervall [ a, b ] ⊂ R, so
liefert jede Zerlegung a = a0 ≤ a1 ≤ ... ≤ an = b von [ a, b ] eine Approximation von A
durch den Streckenzug
n⋃
j=1
[ f(aj−1), f(aj) ] ;
je ”feiner“ man die Zerlegung wa¨hlt, umso besser ist die Approximation.
•f(a0)
•
f(a1)
•
•
••
•
f(an−1)
•
f(an)
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Die ”La¨nge“ der eindimensionalen Menge A ist dann anschaulich nichts anderes als
das Supremum der La¨ngen der approximierenden Streckenzu¨ge, die sog. Totalvariation
von f :
V(f) := sup

n∑
j =1
‖ f(aj)− f(aj−1) ‖
∣∣∣∣∣∣ n ∈ N , a = a0 ≤ a1 ≤ ... ≤ an = b
 .2
Wir bemerken dabei, daß diese Deﬁnition der La¨nge einer eindimensionalen Teilmenge
von F in der Tat unabha¨ngig von der speziellen Wahl der jeweiligen parametrisierenden
ISK-Abbildung ist.3 Ist A insbesondere ein abgeschlossenes F -Intervall, so kann man
leicht zeigen, daß fu¨r jede ISK-Parametrisierung f von A die Gleichung V(f) = diam(A)
erfu¨llt ist;4 insofern ist die folgende Forderung 5 tatsa¨chlich eine Verallgemeinerung der
Forderung 4.
Forderung 5: Fu¨r jede injektive stetige Abbildung f : I → F mit kompakten Deﬁniti-
onsintervall I gilt µ(f(I)) = V(f).
Da die Totalvariation einer Funktion oﬀenbar translationsinvariant und homogen vom
Grade 1 ist, ist die eben aufgestellte Forderung 5 mit den Forderungen 2 und 3 kom-
patibel. Abschließend bemerken wir, daß sich mit Hilfe des im fu¨nften Paragraphen
eingefu¨hrten Begriﬀs der Jordan-Kurve die Forderung 5 eleganter formulieren la¨ßt:
Forderung 5’: µ mißt die La¨nge von Jordan-Kurven.
Im allgemeinen wird man fu¨r ein a¨ußeres Maß ν auf einer Menge Ω eine (mo¨glichst große)
σ-Algebra suchen derart, daß die Restriktion von ν auf diese σ-Algebra additiv und
damit ein Maß ist. Die Theorie der a¨ußeren Maße zeigt, daß die Menge der ν-meßbaren
Teilmengen von Ω eine derartige σ-Algebra ist.5 In unserem Fall wa¨re es wu¨nschenswert,
daß zumindest die eben untersuchten eindimensionalen Teilmengen von F µ-meßbar
sind. Als stetige Bilder kompakter Mengen sind die eindimensionalen Teilmengen von F
insbesondere abgeschlossen; daher ist eine sinnvolle Anforderung an µ, daß die von den
abgeschlossenen Teilmengen von F erzeugte σ-Algebra (d. h. die Borelsche σ-Algebra)
in der σ-Algebra der µ-meßbaren Mengen enthalten ist:
Forderung 6: Die Borelschen Teilmengen von F sind µ-meßbar.
2Die Totalvariation von f kann durchaus unendlich sein; ist V(f) < ∞, so heißt f von beschra¨nkter
Variation, s. Abschnitt 5.1.
3s. Abschnitt 5.2, Lemma 5.7
4s. Abschnitt 6.2, Kombination der Sa¨tze 6.7 und 6.8
5Zur Carathe´odory-Deﬁnition der ν-Meßbarkeit s. Abschnitt 1.2, Deﬁnition 1.6. Unter gewissen Zu-
satzvoraussetzungen an ν ist die σ-Algebra der ν-meßbaren Mengen sogar maximal, s. Abschnitt 1.4,
Satz 1.17.
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Ist ν ein a¨ußeres Maß auf einem metrischen Raum (Ω,d), so sind unter der folgenden
einfachen Bedingung bereits alle Borelschen Teilmengen von Ω ν-meßbar:6
∀ A,B ⊂ Ω : d(A,B) > 0 =⇒ ν (A ∪B) = ν (A) + ν (B) .
Erfu¨llt ν diese Bedingung, so nennt man ν ein metrisches a¨ußeres Maß. Daher notieren
wir die folgende Forderung:
Forderung 7: µ ist ein metrisches a¨ußeres Maß auf F .
Sei ν nun wieder ein a¨ußeres Maß auf einer beliebigen Menge Ω. In der Praxis muß man
damit rechnen, daß man auf Teilmengen von Ω triﬀt, die nicht ν-meßbar sind oder von
denen die ν-Meßbarkeit nicht vorausgesetzt werden kann. U¨ber solche Mengen lassen
sich dennoch vernu¨nftige Aussagen machen, wenn sie sich zu ν-meßbaren Mengen mit
demselben a¨ußeren ν-Maß ”auﬀu¨llen“ lassen. Gibt es zu jeder Teilmenge von Ω eine
ν-meßbare Obermenge gleichen a¨ußeren ν-Maßes, so heißt ν regula¨r; regula¨re a¨ußere
Maße weisen in der Tat einige praktisch verwertbare Eigenschaften auf.7 Eine letzte
Anforderung an µ ist also:
Forderung 8: µ ist ein regula¨res a¨ußeres Maß auf F .
0.2 Ansatz und Ergebnis der vorliegenden Arbeit
U¨bertra¨gt man die bekannte Konstruktion des a¨ußeren Lebesgue-Maßes λ∗ auf den
Banachraum-Fall, so erfu¨llt das resultierende a¨ußere Maß λF∞ im allg. zwar die For-
derungen (1)–(4), nicht jedoch die Forderungen (5)–(7).8 Aus diesem Grund verscha¨rft
man die Konstruktion von λF∞; dies geschieht in Anlehnung an die aus der Literatur
bekannte Konstruktion des Hausdorﬀ-Maßes der Dimension 1.9 Dabei gewinnt man
zuna¨chst eine Menge {λFd | d ∈ ] 0,∞ ] } a¨ußerer Maße auf F ; die damit durch
A 
→ sup{ λFd (A) ∣∣ d > 0 } deﬁnierte Mengenfunktion λF0 ist wiederum ein a¨ußeres
Maß auf F .10 In Rahmen dieser Arbeit werden wir die a¨ußeren Maße λFd (d ∈ [ 0,∞ ] )
als a¨ußere d-Maße auf F bezeichnen.
In der vorliegenden Arbeit werden die a¨ußeren d-Maße auf F dahingehend systematisch
untersucht, welche der in Abschnitt 0.1 aufgestellten Forderungen (1)–(8) fu¨r ein ﬁxiertes
d ∈ [ 0,∞ ] stets (d. h. fu¨r jeden beliebige Banachraum F ) erfu¨llt sind. Die Ergebnisse
dieser Untersuchung gibt die folgende Tabelle wieder:
6s. Abschnitt 1.6, Satz 1.26
7s. Abschnitt 1.4
8Ob die Forderung (8) erfu¨llt ist, ist unklar; s. Abschnitt 7.3.
9s. [BAR] S. 200f, [FAL1] S. 25f, [FAL2] S. 7
10λF0 ist nach dieser Konstruktion das Analogon zum Hausdorﬀ-Maß der Dimension 1. Zu den Diﬀerenzen
zwischen der Konstruktion von λF0 und der des Hausdorﬀ-Maßes der Dimension 1 s. Abschnitt 2.3.
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Forderung d = 0 d ∈ ] 0,∞ [ d = ∞
(1) erfu¨llt (Satz 7.1)
(2) erfu¨llt (Lemma 3.1)
(3) erfu¨llt (Satz 3.9) unklar erfu¨llt (Satz 3.9)
(4) erfu¨llt (Satz 4.16)
(5) erfu¨llt (Satz 6.1) nicht erfu¨llt (Satz 7.9)
(6) erfu¨llt (Satz 3.13) nicht erfu¨llt (Satz 7.6)
(7) erfu¨llt (Satz 3.13) nicht erfu¨llt (Satz 7.6)
(8) erfu¨llt (Satz 3.13) unklar unklar
Die Quintessenz der vorliegenden Arbeit ist also, daß lediglich λF0 allen der oben
genannten acht Anforderungen genu¨gt. Insbesondere hat nur λF0 die geforderte fu¨nfte
Eigenschaft; da diese Eigenschaft in besonderer Weise die La¨ngenmessung beschreibt,
werden wir λF0 als a¨ußeres La¨ngenmaß auf F bezeichnen.
0.3 U¨bersicht u¨ber den Aufbau der vorliegenden Arbeit
Nachdem im ersten Paragraphen eine Zusammenfassung von Deﬁnitionen und wichtigen
Sa¨tzen u¨ber a¨ußere Maße im allgemeinen gebracht wurde, folgt im zweiten Paragraphen
die bereits kurz beschriebene Konstruktion der a¨ußeren d-Maße auf F . Die folgenden
fu¨nf Paragraphen bilden den Hauptteil der vorliegenden Arbeit und lassen sich unter
dem Titel Untersuchung der Eigenschaften der a¨ußeren d-Maße zusammenfassen. Im
einzelnen werden dabei zuna¨chst einige fundamentale, leicht zu beweisende Eigenschaf-
ten der a¨ußeren d-Maße, insbesondere natu¨rlich von λF0 , festgehalten (Paragraph 3). Der
folgende Paragraph 4 ist dem Zusammenhang zwischen dem a¨ußerem d-Maß und dem
Durchmesser von Teilmengen von F gewidmet. Vorbereitende Funktion hat der Para-
graph 5; in den dort entwickelten begriﬀlichen Rahmen (Kurven, Jordan-Kurven) wird
das Konzept der La¨ngenmessung von Bildern (injektiver) stetiger Funktionen mittels des
a¨ußeren La¨ngenmaßes eingefu¨gt (Paragraph 6). Im letzten Paragraphen wird schließlich
untersucht, welchen Einﬂuß die Dimension von F auf die Eigenschaften der a¨ußeren
d-Maße hat.
0.4 Einige Deﬁnitionen, Notationen und
Generalvoraussetzungen
• Eine Menge heißt abza¨hlbar, falls sie endlich oder abza¨hlbar unendlich ist.
• Eine Menge von Mengen bezeichnet man auch als Mengensystem. Ist M ein
Mengensystem, so verwendet man die Notationen
⋃M := ⋃A∈MA und ⋂M :=
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⋂
A∈MA . Eine Mengensystem M heißt disjunkt, falls gilt: ∀ A,B ∈ M : A =
B ⇒ A ∩B = ∅ .
• Die Potenzmenge einer Menge Ω wird mit P (Ω) bezeichnet.
• Sei (X, τ) ein topologischer Raum. Das Innere einer Menge A ⊂ X wird mit
int(A ) bezeichnet.
• Seien (M,d) ein metrischer Raum, x ∈ M und r ≥ 0. Als oﬀene (bzw. ab-
geschlossene) M-Kugel mit Mittelpunkt x und Radius r wird die Menge
KM (x, r) := { y ∈ M | d(x, y) < r } (bzw. KM (x, r) := { y ∈ M | d(x, y) ≤ r })
bezeichnet. Eine Menge K ⊂ M heißt M-Kugel, falls es x ∈ M und r ≥ 0 gibt
derart, daß KM (x, r) ⊂ K ⊂ KM (x, r). Als M-Spha¨re um x mit Radius r wird
die Menge ∂KM (x, r) := { y ∈ M | d(x, y) = r } bezeichnet. Sind Verwechslungen
ausgeschlossen, so unterbleibt der Einfachheit wegen der Zusatz ”M“, d. h. man
spricht von Kugel bzw. Spha¨re und schreibt K (x, r), K (x, r) bzw. ∂K(x, r).
• Ist (M,d) ein metrischer Raum, so heißt fu¨r jede nichtleere Menge A ⊂ M die
Gro¨ße diam(A) := sup { d(x, y) | x, y ∈ A } Durchmesser von A. Man setzt
diam(∅) := 0.
• Sei V ein Vektorraum. Eine Menge I ⊂ V heißt V -Intervall (abku¨rzend auch
nur Intervall), falls es ein beschra¨nktes reelles Intervall J ⊂ R und eine aﬃne
Abbildung ϕ : R → V gibt derart, daß ϕ(J) = I. Analog zur Schreibweise reeller
Intervalle fu¨hrt man fu¨r V -Intervalle die Notationen ] a, b [ , ] a, b ] , [ a, b [ bzw.
[ a, b ] fu¨r alle a, b ∈ V ein.
• Sind Ω, Ω′ Mengen, so wird die Menge aller Abbildungen von Ω nach Ω′ mit
Abb (Ω,Ω′) bezeichnet.
• Sind (X, τ), (X ′, τ ′) topologische Ra¨ume, so wird der Raum der stetigen Abbil-
dungen von X nach X ′ mit C (X,X ′) bezeichnet.
• Generalvoraussetzung: F sei ein Banachraum mit Norm ‖ . ‖ .
1 U¨ber a¨ußere Maße
Dieser Paragraph bietet eine knappe Zusammenfassung der wichtigsten bekannten Er-
gebnisse u¨ber a¨ußere Maße; um den Umfang dieser Arbeit nicht zu sprengen, werden
die meisten Beweise durch Zitate der entsprechenden Literatur ersetzt. Die ersten bei-
den Abschnitte behandeln im wesentlichen die Begriﬀe a¨ußeres Maß, σ-Algebra, Maß,
Meßbarkeit und Nullmengen. Von a¨ußerster Wichtigkeit ist dabei der Satz 1.11: Ist ν
ein a¨ußeres Maß auf einer nichtleeren Menge Ω, so ist die Menge M Ων der ν-meßbaren
Teilmengen von Ω eine σ-Algebra auf Ω, die alle ν-Nullmengen entha¨lt, und die Re-
striktion von ν auf M Ων ist ein Maß. Der dritte Abschnitt befaßt sich mit monotonen
Mengenfolgen; in diesem Zusammenhang wird der Satz u¨ber die σ-Stetigkeit von Ma-
ßen formuliert (Satz 1.14). Im vierten Abschnitt werden regula¨re a¨ußere Maße deﬁniert
und der Stetigkeitssatz sowie ein Meßbarkeitskriterium fu¨r regula¨re a¨ußere Maße zitiert
(Sa¨tze 1.18 und 1.19). Die Borelsche σ-Algebra auf topologischen Ra¨umen sowie metri-
sche a¨ußere Maße sind die Themen der beiden letzten Abschnitte; zentrales Ergebnis ist
der Satz 1.26: Ist ν ein metrisches a¨ußeres Maß auf einem metrischen Raum, so sind alle
Borelschen Mengen ν-meßbar. — Im folgenden sei Ω eine nichtleere Menge.
1.1 A¨ußere Maße, σ-Algebren und Maße
Deﬁnition 1.1 Sei C ⊂ P (Ω). Eine Mengenfunktion ν : C → [ 0,∞ ] heißt monoton,
falls gilt: ∀ A,B ∈ C : A ⊂ B =⇒ ν(A) ≤ ν(B) .
Deﬁnition 1.2 Sei C ⊂ P (Ω) so, daß Ω ∈ C. Eine monotone Mengenfunktion ν :
C → [ 0,∞ ] heißt endlich, falls ν (Ω) < ∞. ν heißt σ-endlich, falls es eine abza¨hlbare
Menge M⊂ C gibt derart, daß Ω = ⋃M und ν(M) < ∞ fu¨r alle M ∈M.
Deﬁnition 1.3 Eine Mengenfunktion ν : P (Ω) → [ 0,∞ ] heißt a¨ußeres Maß auf Ω,
falls ν die folgenden Bedingungen erfu¨llt:
(i) ν(∅) = 0 .
(ii) ν ist monoton.
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(iii) ν ist σ-subadditiv, d. h. fu¨r jede abza¨hlbare Menge M⊂ P (Ω) gilt:
ν
(⋃
M
)
≤
∑
A∈M
ν(A) .
Deﬁnition 1.4 Eine Menge Σ ⊂ P (Ω) heißt σ-Algebra auf Ω, falls Σ die folgenden
Bedingungen erfu¨llt:
(i) ∅ ∈ Σ .
(ii) Fu¨r alle A ∈ Σ ist Ω \A ∈ Σ .
(iii) Fu¨r jede abza¨hlbare Menge M⊂ Σ ist ⋃M∈ Σ .
Deﬁnition 1.5 Sei Σ eine σ-Algebra auf Ω. Eine Mengenfunktion µ : Σ → [ 0,∞ ]
heißt Maß auf Σ, falls µ die folgenden Bedingungen erfu¨llt:
(i) µ(∅) = 0 .
(ii) ν ist σ-additiv, d. h. fu¨r jede disjunkte abza¨hlbare Menge M⊂ Σ gilt:
ν
(⋃
M
)
=
∑
A∈M
ν(A) .
1.2 Meßbarkeit und Nullmengen
Ziel dieses Abschnitts ist, fu¨r ein gegebenes a¨ußeres Maß ν auf Ω eine (mo¨glichst große)
σ-Algebra zu ﬁnden, auf der ν additiv ist. Der bereits erwa¨hnte Satz 1.11 liefert ein
derartiges Resultat; um diesen Satz formulieren zu ko¨nnen, beno¨tigt man zuvor den
Begriﬀ der ν-Meßbarkeit von Mengen. Die folgende (etwas unanschauliche) Deﬁnition
geht auf Carathe´odory zuru¨ck.
Deﬁnition 1.6 (Carathe´odory) Sei ν ein a¨ußeres Maß auf Ω. Eine Menge A ⊂ Ω
heißt ν-meßbar, falls gilt:
∀ Q ⊂ Ω : ν (Q) = ν (Q \A) + ν (Q ∩A) .
Die Menge aller ν-meßbaren Teilmengen von Ω wird mit M Ων bezeichnet.
Als unmittelbare Konsequenz aus der σ-Subadditivita¨t von a¨ußeren Maßen notieren
wir die
Bemerkung 1.7 Sei ν ein a¨ußeres Maß auf Ω. Eine Teilmenge A ⊂ Ω ist genau dann
ν-meßbar, wenn gilt: ∀ Q ⊂ Ω : ν (Q) ≥ ν (Q \A) + ν (Q ∩A) .
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Besonders einfach zu handhabende Mengen sind solche, deren a¨ußeres Maß Null ist:
Deﬁnition 1.8 Sei ν ein a¨ußeres Maß auf Ω. Eine Menge A ⊂ Ω heißt ν-Nullmenge,
falls ν (A) = 0.
Lemma 1.9 Seien ν ein a¨ußeres Maß auf Ω und Q,A ⊂ Ω. Ist A eine ν-Nullmenge,
so gilt:
(i) ν (Q ∩A) = 0
(ii) ν (Q ∪A) = ν (Q)
(iii) ν (Q \A) = ν (Q)
Beweis. Sei ν (A) = 0. Wegen Q ∩ A ⊂ A folgt aus der Monotonie von ν unmittelbar
Aussage (i). Ferner erha¨lt man aus der Monotonie und der σ-Subadditivita¨t von ν
die Ungleichung ν (Q) ≤ ν (Q ∪ A) ≤ ν (Q) + ν (A) = ν (Q) , mithin die Aussage
(ii). Anwendung von (i) und (ii) ergibt schließlich: ν (Q\A) = ν ((Q\A)∪(Q∩A)) =
ν (Q), also (iii).
Mit Hilfe des eben formulierten Lemmas ko¨nnen wir sofort zeigen, daß alle Nullmengen
bereits meßbar sind:
Satz 1.10 Sei ν ein a¨ußeres Maß auf Ω. Dann ist jede ν-Nullmenge ν-meßbar.
Beweis. Sei A ⊂ Ω eine ν-Nullmenge. Fu¨r alle Q ⊂ Ω gilt dann nach Lemma 1.9
ν (Q \A) = ν (Q) und ν (Q∩A) = 0, also ν (Q) = ν (Q \A) + ν (Q∩A) . Also ist
A ν-meßbar.
Fu¨r den langen Beweis des abschließenden Satzes geben wir lediglich eine Fundstelle
an.
Satz 1.11 (Carathe´odory) Sei ν ein a¨ußeres Maß auf Ω. Dann ist M Ων eine σ-
Algebra auf Ω und entha¨lt alle ν-Nullmengen. Ferner ist die Restriktion von ν auf M Ων
ein Maß.
Beweis. [ROG] Theoreme 2 und 3, S. 4–8. 
1.3 Monotone Mengenfolgen und σ-Stetigkeit von Maßen
Eine besonders wichtige Eigenschaft von Maßen ist ihre Stetigkeit bezu¨glich monotoner
Mengenfolgen, die sog. σ-Stetigkeit.1 Wir notieren zuna¨chst die folgende
1Unter bestimmten zusa¨tzlichen Voraussetzungen haben auch a¨ußere Maße derartige Eigenschaften;
siehe dazu die beiden Abschnitte 1.4 und 1.6.
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Deﬁnition 1.12 Eine Folge (Aj) in P (Ω) heißt aufsteigend (bzw. absteigend), falls
fu¨r alle j ∈ N die Inklusion Aj ⊂ Aj+1 (bzw. Aj ⊃ Aj+1) gilt. Eine Folge (Aj) in
P (Ω) heißt monoton, falls sie auf- oder absteigend ist. Ist (Aj) eine aufsteigende bzw.
absteigende Folge in P (Ω), so setzt man:
lim
j→∞
Aj :=
⋃
j∈N
Aj bzw. lim
j→∞
Aj :=
⋂
j∈N
Aj
Wo Verwechslungen ausgeschlossen sind, wird im folgenden die Indizierung ”j→∞“ bei
Limesbildungen der U¨bersichtlichkeit wegen weggelassen.
Bemerkung 1.13 Sind Σ eine σ-Algebra auf Ω und (Aj) eine monotone Folge in Σ, so
gilt wegen der Abgeschlossenheit von Σ unter der Bildung von abza¨hlbarer Vereinigung
bzw. abza¨hlbarem Durchschnitt limAj ∈ Σ .
Wir notieren nun den bereits angeku¨ndigten Satz u¨ber die Stetigkeit von Maßen
bezu¨glich monotoner Mengenfolgen. Anstelle eines Beweises zitieren wir auch hier die
entsprechende Literatur.
Satz 1.14 (σ-Stetigkeit von Maßen) Seien Σ eine σ-Algebra auf Ω, µ ein Maß auf
(Ω,Σ) und (Aj) eine monotone Folge in Σ. Dann gilt:
(i) (Aj) aufsteigend =⇒ µ(limAj) = limµ(Aj)
(ii) (Aj) absteigend ∧ µ(A1) < ∞ =⇒ µ(limAj) = limµ(Aj)
Beweis. [FAL2] Theorem 1.1, S. 2f. 
Fu¨r a¨ußere Maße kann man im allgemeinen keine Stetigkeitsaussagen bezu¨glich mo-
notoner Mengenfolgen beweisen. Lediglich die folgenden Ungleichungen sind stets wahr:
Satz 1.15 Seien ν ein a¨ußeres Maß auf Ω und (Aj) eine Folge in P (Ω). Dann gilt:
(i) (Aj) aufsteigend =⇒ ν (limAj) ≥ lim ν (Aj)
(ii) (Aj) absteigend =⇒ ν (limAj) ≤ lim ν (Aj)
Beweis. Sei (Aj) aufsteigend. Wegen limAj ⊃ Aj folgt ν (limAj) ≥ ν (Aj) fu¨r alle j ∈ N
und deswegen ν (limAj) ≥ sup { ν (Aj) | j ∈ N } = lim ν (Aj) , d. h. es gilt (i).
Aussage (ii) zeigt man analog.
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1.4 Regula¨re a¨ußere Maße
Die Stetigkeitsaussage fu¨r aufsteigende Mengenfolgen aus Satz 1.14 ist zumindest dann
auch fu¨r ein a¨ußeres Maß ν wahr, wenn ν der folgenden zusa¨tzlichen Bedingung genu¨gt:
Zu jeder Teilmenge von Ω ﬁndet man eine ν-meßbare Obermenge gleichen a¨ußeren Ma-
ßes. Ein a¨ußeres Maß mit dieser Eigenschaft nennt man regula¨r.
Deﬁnition 1.16 Sei ν ein a¨ußeres Maß auf Ω. ν heißt regula¨r, falls gilt:
∀ A ⊂ Ω ∃ E ∈M Ων : A ⊂ E ∧ ν (A) = ν (E) .
Bevor wir die bereits angedeutete σ-Stetigkeit von regula¨ren a¨ußeren Maßen formulie-
ren, beweisen wir unter direkter Ausnutzung der Deﬁnition die bemerkenswerte Tatsa-
che, daß fu¨r ein regula¨res a¨ußeres Maß ν die σ-Algebra der ν-meßbaren Mengen in der
folgenden Weise maximal ist:
Satz 1.17 Seien ν ein regula¨res a¨ußeres Maß auf Ω und Σ eine σ-Algebra auf Ω, die
M Ων umfaßt und auf der ν additiv ist. Dann ist Σ = M
Ω
ν .
Beweis. Zu zeigen ist lediglich die Inklusion ”⊂’“. Sei also A ∈ Σ. Man pru¨ft die ν-
Meßbarkeit von A gema¨ß Bemerkung 1.7 nach. Sei dazu Q ⊂ F . Da ν regula¨r ist,
ﬁndet man eine ν-meßbare Obermenge E ⊂ F von Q so, daß ν (Q) = ν (E). Wegen
M Ων ⊂ Σ sind A,E ∈ Σ. Da ν monoton und auf Σ additiv ist, gilt
ν (Q \A) + ν (Q ∩A) ≤ ν (E \A) + ν (E ∩A) = ν (E) = ν (Q) .
Satz 1.18 (σ-Stetigkeit von regula¨ren a¨ußeren Maßen) Sei ν ein regula¨res a¨uße-
res Maß auf Ω und (Aj) eine aufsteigende Folge in P (Ω). Dann ist ν (limAj) =
lim ν (Aj) .
Beweis. [ROG] Theorem 9, S. 17. 
Die analoge Stetigkeitsaussage fu¨r absteigende Mengenfolgen ist (im Fall regula¨rer
a¨ußerer Maße) im allg. nicht wahr. Dazu ﬁndet man bei Rogers mehrere scho¨ne Beispie-
le.2 — Eine weitere wichtige Eigenschaft regula¨rer a¨ußerer Maße ist das folgende (im
Vergleich zur Carathe´odory-Deﬁnition deutlich einfachere) Meßbarkeitskriterium fu¨r
Mengen endlichen a¨ußeren Maßes:
Satz 1.19 (Meßbarkeitskriterium fu¨r regula¨re a¨ußere Maße) Seien ν ein re-
gula¨res a¨ußeres Maß auf Ω und M ∈ M Ων . Gilt ν (M) < ∞, so ist eine Teilmenge
A ⊂ M genau dann ν-meßbar, wenn ν (M) = ν (A) + ν (M \A) .
Beweis. [ROG] Theorem 10, S. 19f. 
2[ROG] S. 18
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1.5 Die Borelsche σ-Algebra
Es ist im allgemeinen sehr nu¨tzlich, σ-Algebren zu untersuchen, die von einer geeigneten
Teilmenge von P (Ω) erzeugt werden. Um dies zu pra¨zisieren, notieren wir zuna¨chst das
Lemma 1.20 Ist F eine Menge von σ-Algebren auf Ω, so ist auch ⋂F eine σ-Algebra
auf Ω.
Beweis. Einfaches Veriﬁzieren der Deﬁnitionen. 
Wir ko¨nnen also σ-Algebren beliebig miteinander schneiden und erhalten wieder σ-
Algebren. Dies erlaubt nun die folgende
Deﬁnition 1.21 Seien E ⊂ P (Ω) und
F := { Σ | E ⊂ Σ und Σ ist σ-Algebra auf Ω } .
Dann heißt
⋂F die von E erzeugte σ-Algebra auf Ω.
Im Fall topologischer Ra¨ume erha¨lt die von den oﬀenen Mengen erzeugte σ-Algebra
einen besonderen Namen:
Deﬁnition 1.22 Sei (Ω, τ) ein topologischer Raum. Die von τ erzeugte σ-Algebra auf Ω
heißt Borelsche σ-Algebra und wird mit BΩ bezeichnet, die Elemente von BΩ heißen
Borelsche Mengen. Im Falle Ω = R schreibt man kurz B.
Bemerkung 1.23 Ist (Ω, τ) ein topologischer Raum, so entha¨lt die Borelsche σ-Algebra
BΩ alle oﬀenen sowie (aufgrund der Abgeschlossenheit einer σ-Algebra unter Komple-
mentbildung) alle abgeschlossenen Teilmengen von Ω.
1.6 Metrische a¨ußere Maße
Eine Abschwa¨chung der Aussage von Satz 1.18 gewinnt man fu¨r die sog. metrischen
a¨ußeren Maße auf metrischen Ra¨umen.
Deﬁnition 1.24 Sei (Ω,d) ein metrischer Raum. Ein a¨ußeres Maß ν auf Ω heißt me-
trisch, falls gilt:
∀ A,B ⊂ Ω : d(A,B) > 0 =⇒ ν (A ∪B) = ν (A) + ν (B) .
Satz 1.25 (Carathe´odory) Seien (Ω,d) ein metrischer Raum, ν ein metrisches
a¨ußeres Maß auf Ω und (Aj) eine aufsteigende Folge in P (Ω) mit der Eigenschaft
∀ j ∈ N : d(Aj ,Ω \Aj+1) > 0 .
Dann ist ν (limAj) = lim ν (Aj) .
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Beweis. [ROG] Theorem 17, S. 31f. 
Eine wichtige Folgerung aus dem eben zitierten Satz 1.25 ist, daß im Fall eines metri-
schen a¨ußeren Maßes ν alle abgeschlossenen Mengen ν-meßbar sind. Da die ν-meßbaren
Mengen eine σ-Algebra bilden, impliziert dies, daß bereits alle Borel-Mengen ν-meßbar
sind:
Satz 1.26 Seien (Ω,d) ein metrischer Raum und ν ein metrisches a¨ußeres Maß auf Ω.
Dann sind alle Borel-Mengen ν-meßbar, d. h. es ist BΩ ⊂M Ων .
Beweis. [ROG] Theoreme 18 und 19, S. 32f. 

2 Konstruktion a¨ußerer Maße
Im ersten Abschnitt dieses Paragraphen werden zwei Methoden (die sog. Inﬁmums-
bzw. Supremums-Methode1) vorgestellt, mit deren Hilfe man a¨ußere Maße auf beliebigen
Mengen konstruieren kann (Sa¨tze 2.1 und 2.2). Vermittels der Inﬁmums-Methode wird
im zweiten Abschnitt die bekannte Konstruktion des a¨ußeren Lebesgue-Maßes auf R
durchgefu¨hrt (Satz 2.4). In enger Anlehnung an die Konstruktion des Hausdorﬀ-Maßes
der Dimension 1 werden im dritten Abschnitt schließlich die a¨ußeren d-Maße auf F
etabliert, wobei man sich sowohl der Inﬁmums- als auch der Supremums-Methode bedient
(Satz 2.7).
2.1 Hilfsmittel
Die in den beiden Sa¨tzen dieses Abschnitts vorgestellten Methoden zur Konstruktion
a¨ußerer Maße auf beliebigen Mengen werden im weiteren Verlauf dieses Paragraphen
lediglich als Hilfsmittel zur Konstruktion des a¨ußeren Lebesgue-Maßes auf R sowie der
a¨ußeren d-Maße auf F dienen.2
Satz 2.1 (Inﬁmums-Methode) Sei C ⊂ P (Ω) so, daß ∅ ∈ C. Sei ferner τ : C →
[ 0,∞ ] so, daß τ(∅) = 0. Dann ist die Mengenfunktion
ν : P (Ω) → [ 0,∞ ] , A 
→ inf
{ ∑
M∈M
τ(M)
∣∣∣∣∣ M⊂ C ist abza¨hlbar und A ⊂⋃M
}
ein a¨ußeres Maß auf Ω. (Dabei setzt man wie u¨blich inf(∅) = ∞.)
Beweis. [ROG] Theorem 4, S. 9–11. 
Satz 2.2 (Supremums-Methode) Ist N eine Menge a¨ußerer Maße auf Ω, so ist
ν : P (Ω) → [ 0,∞ ] , A 
→ sup { ν(A) | ν ∈ N }
ein a¨ußeres Maß auf Ω.
Beweis. [ROG] Theorem 12, S. 21. 
1Rogers nennt diese beiden Methoden method I bzw. method II.
2Zur wesentlich allgemeineren Bedeutung der Inﬁmums-Methode (method I) im Rahmen der Theorie
a¨ußerer Maße s. [ROG] S. 9ﬀ.
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2.2 Konstruktion des a¨ußeren Lebesgue-Maßes auf R
Die mittels der Inﬁmums-Methode durchgefu¨hrte Konstruktion des a¨ußeren Lebesgue-
Maßes auf R ist die ”klassische“ Konstruktion.
Deﬁnition 2.3 Fu¨r alle A ⊂ R heißt eine abza¨hlbare Menge M von reellen Intervallen
eine Intervall-U¨berdeckung von A, falls A ⊂ ⋃M . Die Menge aller Intervall-
U¨berdeckungen von A wird mit I (A) bezeichnet.
Satz 2.4 Die Mengenfunktion
λ∗ : P (R) → [ 0,∞ ] , A 
→ inf
{ ∑
I∈M
diam(I)
∣∣∣∣∣ M∈ I (A)
}
ist ein a¨ußeres Maß auf R.
Beweis. Setzt man C := { I ⊂ R | I ist ein Intervall } und τ : C → [ 0,∞ ] , A 
→
diam(A), so sind oﬀenbar ∅ ∈ C und τ(∅) = diam(∅) = 0. Nach Satz 2.1 ist
daher λ∗ ein a¨ußeres Maß.
Deﬁnition 2.5 Das in Satz 2.4 deﬁnierte a¨ußere Maß λ∗ auf R heißt a¨ußeres
Lebesgue-Maß auf R. Die λ∗-meßbaren Mengen nennt man auch Lebesgue-meßbar;
die Menge aller Lebesgue-meßbaren Teilmengen von R wird mit M∗ bezeichnet. Das
durch Restriktion von λ∗ auf M∗ entstehende Maß λ heißt Lebesgue-Maß.
2.3 Konstruktion der a¨ußeren d-Maße auf F
Die in diesem Abschnitt durchgefu¨hrte Konstruktion des a¨ußeren La¨ngenmaßes auf F
lehnt sich eng an die bekannte Konstruktion des Hausdorﬀ-Maßes der Dimension 1 an.
Der wesentliche Unterschied zwischen diesen beiden Konstruktionen besteht in den ver-
schiedenen Mengen, die im Rahmen der Anwendung der Inﬁmums-Methode zur U¨ber-
deckung zugelassen werden: wa¨hrend bei der Konstruktion des Hausdorﬀ-Maßes der
Dimension 1 beliebige Mengen zur U¨berdeckung zugelassen werden, werden wir bei der
Konstruktion der a¨ußeren La¨ngenmaßes auf F lediglich U¨berdeckungen durch F -Kugeln
zulassen.3 — Zuna¨chst stellen wir wieder einige Begriﬀe und Notationen bereit.
Deﬁnition 2.6 (i) Fu¨r alle A ⊂ F heißt eine abza¨hlbare Menge K von F -Kugeln
eine F -Kugel-U¨berdeckung von A, falls A ⊂ ⋃K . Die Menge aller F -Kugel-
U¨berdeckungen von A wird mit K F∞ (A) bezeichnet.
3Aus diesem Grund nennt Falconer das a¨ußere La¨ngenmaß spha¨risches Hausdorﬀ-Maß der Dimension
1 ([FAL2] S. 7). Eine genauere Untersuchung dieses a¨ußeren Maßes ﬁndet man bei Falconer jedoch
nicht.
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(ii) Fu¨r alle A ⊂ F und d ∈ ] 0,∞ [ setzt man
K Fd (A) :=
{ K ∈ K F∞ (A) ∣∣ ∀ K ∈ K : diam(K) < d } ;
jedes der Elemente von K Fd (A) wird als F -Kugel-U¨berdeckung von A zum
Durchmesser d bezeichnet.
(iii) Fu¨r alle A ⊂ F heißt eine F -Kugel-U¨berdeckung K von A oﬀen (bzw. abgeschlos-
sen), wenn jede F -Kugel K ∈ K oﬀen (bzw. abgeschlossen) ist.
Daß es in der vorliegenden Deﬁnition der F -Kugel-U¨berdeckungen von A zum Durch-
messer d wichtig ist, die ”echte“ Ungleichung diam(Kj) < d (und nicht diam(Kj) ≤ d)
zu fordern, wird im Beweis von Lemma 3.10 deutlich werden. — Wir ko¨nnen nun die
Konstruktion der a¨ußeren d-Maße vornehmen.
Satz 2.7 Fu¨r alle d ∈ ] 0,∞ ] ist die Mengenfunktion
λFd : P (F ) → [ 0,∞ ] , A 
→ inf
{ ∑
K∈K
diam(K)
∣∣∣∣∣ K ∈ K Fd (A)
}
ein a¨ußeres Maß auf F . Ferner ist
λF0 : P (F ) → [ 0,∞ ] , A 
→ sup
{
λFd (A)
∣∣ d ∈ ] 0,∞ ] }
ein a¨ußeres Maß auf F .
Beweis. Sei d ∈ ] 0,∞ ] . Setzt man C := { K ⊂ F | K ist eine F -Kugel mit diam(K) <
d } und τ : C → [ 0,∞ ] , A 
→ diam(A), so sind oﬀenbar ∅ ∈ C und τ(∅) =
diam(∅) = 0. Nach Satz 2.1 ist daher λFd ein a¨ußeres Maß. Kombiniert man dies
mit Satz 2.2, so folgt die Behauptung auch fu¨r λF0 .
Deﬁnition 2.8 Fu¨r alle d ∈ [ 0,∞ ] heißt das in Satz 2.7 deﬁnierte a¨ußere Maß λFd auf
F a¨ußeres d-Maß auf F . Insbesondere heißt λF0 a¨ußeres La¨ngenmaß auf F . Die
Menge aller λFd -meßbaren Teilmengen von F wird mit M
F
d bezeichnet.
Bemerkung 2.9 Vergleicht man die Konstruktionen von λ∗ und λFd , so erha¨lt man fu¨r
den Spezialfall F = R die Identita¨t λR∞ = λ∗.

3 Fundamentale Eigenschaften der a¨ußeren
d-Maße
Mit relativ einfachen Mitteln werden in diesem Paragraphen einige fundamentale Eigen-
schaften der a¨ußeren d-Maße gezeigt. Die drei einleitenden kurzen Abschnitte bescha¨fti-
gen sich mit der Translationsinvarianz der a¨ußeren d-Maße, dem a¨ußeren d-Maß von
abza¨hlbaren Mengen sowie der σ-Endlichkeit von λF∞. Fixiert man eine Teilmenge A ⊂ F ,
so liefert die Untersuchung der Abbildung
λF(·)(A) : [ 0,∞ ] → [ 0,∞ ] , d 
→ λFd (A)
einige einfache, aber durchaus bemerkenswerte Tatsachen. Da im weiteren Verlauf der
vorliegenden Arbeit diese Abbildung λF(·)(A) eine entscheidende Rolle spielen wird, ﬁnden
sich ihre wichtigsten Eigenschaften im vierten Abschnitt. Als unmittelbare Konsequenz
aus der Antitonie von λF(·)(A) bzw. der Stetigkeit von λ
F
(·)(A) in Null ergeben sich die
Nullmengen-A¨quivalenz der a¨ußeren d-Maße sowie die Homogenita¨t von λF0 , die in den
beiden folgenden Abschnitten bewiesen werden. Der siebente Abschnitt bringt eine fu¨r
das weitere Vorgehen a¨ußerst nu¨tzliche Aussage: Zu jeder Teilmenge von F und zu jedem
d ∈ [ 0,∞ ] existiert eine Borelsche Obermenge gleichen a¨ußeren d-Maßes (Satz 3.11).
Im letzten Abschnitt dieses Paragraphen wird schließlich der Nachweis der Tatsache
erbracht, daß λF0 ein regula¨res metrisches a¨ußeres Maß auf F ist (Satz 3.13); insbeson-
dere sind daher alle Borelschen Teilmengen von F bereits λF0 -meßbar (s. Satz 1.26). Im
Hinblick auf die in der Einleitung notierten Anforderungen an das a¨ußere La¨ngenmaß
ko¨nnen wir bereits am Ende dieses Paragraphen konstatieren, daß λF0 den Forderungen
2, 3, 6, 7 und 8 genu¨gt.
3.1 Translationsinvarianz der a¨ußeren d-Maße
Lemma 3.1 Fu¨r alle d ∈ [ 0,∞ ] ist λFd translationsinvariant.
Beweis. Oﬀenbar ist fu¨r alle d ∈ ] 0,∞ ] , A ⊂ F und x ∈ F die Abbildung
K Fd (A) → K Fd (x + A) , K 
→ x +K
eine Bijektion, d. h. λFd ist translationsinvariant fu¨r alle d ∈ ] 0,∞ ] . Dies impliziert
dann auch die Translationsinvarianz von λF0 .
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3.2 A¨ußeres d-Maß von abza¨hlbaren Mengen
Lemma 3.2 Sei A ⊂ F abza¨hlbar. Dann gilt λFd (A) = 0 fu¨r alle d ∈ [ 0,∞ ] .
Beweis. Wegen diam({x}) = 0 fu¨r alle x ∈ F ist { {x} | x ∈ A } ∈ K Fd (A) und daher
0 ≤ λFd (A) ≤
∑
x∈A
diam({x}) = 0
fu¨r alle d ∈ ] 0,∞ ] . Dies impliziert dann auch λF0 (A) = 0.
3.3 σ-Endlichkeit von λF∞
Bevor wir den Satz u¨ber die σ-Endlichkeit von λF∞ beweisen, notieren wir ein kleines
Lemma.
Lemma 3.3 Fu¨r alle A ⊂ F ist λF∞(A) ≤ 2 diam(A) .
Beweis. Der Fall A = ∅ ist trivial; es seien also ∅ = A ⊂ F und x ∈ A. Setzt
man K := {K(x,diam(A))}, so ist oﬀenbar K ∈ K F∞ (A) und daher λF∞(A) ≤
diam
(
K(x,diam(A))
)
= 2diam(A) .
Satz 3.4 λF∞ ist ein σ-endliches a¨ußeres Maß auf F .
Beweis. Nach Lemma 3.3 gilt λF∞(K (0, n)) ≤ 4n < ∞ fu¨r alle n ∈ N. Wegen F =⋃
n∈N K(0, n) ist λ
F∞ also σ-endlich.
3.4 Eigenschaften der Abbildung λF(·)(A)
Wie in der Einleitung zu diesem Paragraphen bereits angedeutet wurde, spielt die Ab-
bildung λF(·)(A) fu¨r ein festes A ⊂ F eine entscheidende Rolle in vielen weiteren Beweisen
dieser Arbeit. Daher werden wir im folgenden als zentrale Eigenschaften von λF(·)(A) die
Antitonie sowie die Stetigkeit in 0 und ∞ beweisen. — In diesem Abschnitt sei A ⊂ F
ﬁxiert.
Satz 3.5 (Antitonie von λF(·)(A)) Die Abbildung λ
F
(·)(A) ist monoton fallend.
Beweis. Seien 0 < d ≤ d′ ≤ ∞. Dann gilt oﬀenbar K Fd (A) ⊂ K Fd′ (A) ⊂ K F∞ (A) . Dies
impliziert λF0 (A) ≥ λFd (A) ≥ λFd′(A) ≥ λF∞(A) , womit die Behauptung gezeigt ist.
Lemma 3.6 Es gelte m := λF∞(A) < ∞. Dann ist λFd (A) = m fu¨r alle d ∈ ]m,∞ ] .
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Beweis. Sei d ∈ ]m,∞ ] . Aufgrund der Antitonie von λF(·)(A) genu¨gt es, die Ungleichung
λFd (A) ≤ m = inf ]m, d [
zu zeigen. Sei α ∈ ]m, d [ . Wegen λF∞(A) = m < α ﬁndet man K ∈ K F∞ (A) derart,
daß ∑
K∈K
diam(K) < α < d .
Dies impliziert diam(K) < d fu¨r alle K ∈ K, also K ∈ K Fd (A). Daraus folgt sofort
λFd (A) ≤
∑
K∈K
diam(K) < α ,
was zu zeigen war.
Satz 3.7 (Stetigkeit von λF(·)(A) in 0 und ∞) Es gilt:
λF0 (A) = lim
d→0
λFd (A) und λ
F
∞(A) = lim
d→∞
λFd (A)
Beweis. Die erste Aussage ergibt sich unmittelbar aus der Antitonie von λF(·)(A) und
der Deﬁnition von λF0 (A). Die zweite Aussage ist im Fall λ
F∞(A) = ∞ aufgrund
der Antitonie von λF(·)(A) trivialerweise erfu¨llt; im Fall m := λ
F∞(A) < ∞ folgt aus
Lemma 3.6 fu¨r alle d ∈ ]m,∞ ] die Identita¨t λFd (A) = m und damit ebenfalls die
zweite Aussage der Behauptung.
3.5 Nullmengen-A¨quivalenz der a¨ußeren d-Maße
Mit Hilfe der im letzten Abschnitt gezeigten Eigenschaften von λF(·)(A) zeigen wir
zuna¨chst, daß die Nullmengen fu¨r alle a¨ußeren d-Maße dieselben sind:
Satz 3.8 Fu¨r alle A ⊂ F gilt:( ∃ d ∈ [ 0,∞ ] : λFd (A) = 0 ) ⇐⇒ ( ∀ d ∈ [ 0,∞ ] : λFd (A) = 0 )
Beweis. ”⇐“ : Trivial.
”⇒“ : Seien A ⊂ F und d ∈ [ 0,∞ ] derart, daß λ
F
d (A) = 0. Dies impliziert
aufgrund der Antitonie von λF(·)(A) insbesondere λ
F∞(A) = 0 < ∞. Mit Lemma 3.6
folgt daher
∀ d ∈ ] 0,∞ ] : λFd (A) = 0 .
Hieraus folgt unmittelbar λF0 (A) = 0.
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3.6 Homogenita¨t von λF0 und λ
F
∞
Eine scho¨ne Anwendung der Stetigkeit von λF(·)(A) in 0 ist der folgende Satz:
Satz 3.9 λF0 und λ
F∞ sind homogen vom Grad 1.
Beweis. Seien A ⊂ F . Zu zeigen ist
λFd (tA) =
{
0 falls t = 0
|t| · λFd (A) sonst
fu¨r alle t ∈ R und d ∈ {0,∞}. Der Fall t = 0 ist trivial; es sei also t = 0. Aufgrund
der Homogenita¨t der Norm ist fu¨r alle d ∈ ] 0,∞ ] die Abbildung
K Fd (A) → K F|t|d (tA) , K 
→ tK
eine Bijektion. Daher gilt
λF|t|d(tA) = inf
{ ∑
K∈K
diam(K)
∣∣∣∣∣ K ∈ K F|t|d (tA)
}
= inf
{ ∑
K∈ tK
diam(K)
∣∣∣∣∣ K ∈ K Fd (A)
}
= inf
{ ∑
K∈K
diam(tK)
∣∣∣∣∣ K ∈ K Fd (A)
}
= |t| · λFd (A)
fu¨r alle d ∈ ] 0,∞ ] . Dies beinhaltet bereits die Identita¨t λF∞(tA) = |t|λF∞(A). Der
Grenzu¨bergang d → 0 liefert ferner aufgrund der Stetigkeit von λF(·)(A) in 0 die
noch fehlende Beziehung λF0 (tA) = |t|λF0 (A).
3.7 Borelsche Approximation
”
von außen“
Lemma 3.10 Seien A ⊂ F und d ∈ ] 0,∞ ] so, daß λFd (A) < ∞. Dann gilt fu¨r alle
ε > 0:
(i) Es existiert eine abgeschlossene (bzw. oﬀene) F -Kugel-U¨berdeckung K ∈ K Fd (A)
so, daß ∑
K∈K
diam(K) < λFd (A) + ε .
(ii) Es existiert eine oﬀene Obermenge U ⊂ F von A so, daß λFd (U) < λFd (A) + ε .
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Beweis. Fall 1: d < ∞:
Seien d < ∞ und ε > 0; o.B.d.A. gelte ε < 2 d. Nach Deﬁnition von λFd ﬁndet man
eine abza¨hlbare Menge J ⊂ N und eine Menge { Lj | j ∈ J } ∈ K Fd (A) so, daß∑
j∈ J
diam(Lj) < λFd (A) +
ε
2
. (3.1)
Oﬀenbar ist
{
Lj
∣∣ j ∈ J } ∈ K Fd (A) abgeschlossen; wegen diam(Lj) = diam(Lj)
fu¨r alle j ∈ J erfu¨llt also { Lj ∣∣ j ∈ J } die Forderung in Aussage (i).
Wegen { Lj | j ∈ J } ∈ K Fd (A) gilt diam(Lj) < d < ∞ fu¨r alle j ∈ J . Daher ﬁndet
man xj ∈ F und rj ∈ [ 0, d2 [ so, daß fu¨r alle j ∈ J die Beziehung
K (xj , rj) ⊂ Lj ⊂ K(xj , rj)
gilt. Deﬁniert man nun
Kj := K
(
xj , rj + (d− 2 rj) ε2 d 2
−(j+1)
)
fu¨r alle j ∈ J , so folgt wegen d − 2 rj > 0 sofort Kj ⊃ K(xj , rj) ⊃ Lj . Wegen
ε < 2 d gilt ferner
diam(Kj) = 2 rj + (d− 2 rj) ε2 d 2
−j < 2 rj + (d− 2 rj) = d
fu¨r alle j ∈ J . Also ist die Menge { Kj | j ∈ J } eine oﬀene F -Kugel-U¨berdeckung
von A zum Durchmesser d. Mit (3.1) folgt dann:∑
j∈ J
diam(Kj) =
∑
j∈ J
2 rj + (d− 2 rj) ε2 d 2
−j (3.2)
=
∑
j∈ J
2 rj +
ε
2 d
∑
j∈ J
(d− 2 rj) 2−j
≤
∑
j∈ J
diam(Lj) +
ε
2 d
∑
j∈ J
d 2−j
≤
∑
j∈ J
diam(Lj) +
ε
2
∑
j∈N
2−j
=
∑
j∈ J
diam(Lj) +
ε
2
< λFd (A) + ε .
Damit ist (i) vollsta¨ndig gezeigt. Setzt man nun U :=
⋃
j∈ J Kj , so ist U als Ver-
einigung oﬀener Mengen oﬀen, und es gilt A ⊂ U . Oﬀenbar ist { Kj | j ∈ J } ∈
K Fd (U); kombiniert man dies mit (3.2), so folgt
λFd (U) ≤
∑
j∈ J
diam(Kj) < λFd (A) + ε ,
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womit auch (ii) bewiesen ist.
Fall 2: d = ∞:
Sei d = ∞. Nach Voraussetzung gilt m := λF∞(A) < ∞. Daher folgt λFd′(A) = m
fu¨r alle d′ ∈ ]m,∞ [ nach Lemma 3.6. Wendet man den bereits bewiesenen Fall
1 auf ein solches d′ ∈ ]m,∞ [ an, so folgt wegen K Fd′ (A) ⊂ K F∞ (A) die erste und
wegen der Antitonie von λF(·)(U) die zweite Aussage des Satzes auch fu¨r d = ∞.
Beim Beweis der Aussage (i) (”oﬀen”) im obigen Lemma ist ganz wesentlich eingegan-
gen, daß in der Deﬁnition der F -Kugel-U¨berdeckungen von A zum Durchmesser d die
”echte“ Ungleichung diam(K) < d (und nicht diam(K) ≤ d) gefordert ist; dies war be-
reits im Paragraph 2.3 angedeutet worden. — Dem eben bewiesenen Lemma entnimmt
man, daß Mengen mit endlichem a¨ußeren d-Maß im Fall d > 0 stets ”bis auf ε“ durch
eine oﬀene Obermenge approximiert werden ko¨nnen. Eine oﬀene Obermenge mit demsel-
ben d-Maß wird man im allgemeinen nicht ﬁnden, wohl aber eine Borelsche Obermenge,
wie der folgende Satz zeigt. Diese Borelsche Approximation gelingt — im Gegensatz zur
oﬀenen Approximation nach Lemma 3.10 — auch im Fall d = 0.
Satz 3.11 (Borelsche Approximation ”von außen“) Seien A ⊂ F und d ∈
[ 0,∞ ] . Dann existiert eine Borelsche Obermenge U ⊂ F von A so, daß λFd (A) =
λFd (U) .
Beweis. Ist λFd (A) = ∞, so ist mit U := F ∈ BF die Behauptung bewiesen; es gelte
also im folgenden λFd (A) < ∞.
Fall 1: d = 0. Nach Lemma 3.10 (ii) ﬁndet man fu¨r alle n ∈ N eine oﬀene (und
damit Borelsche) Obermenge Un ⊂ F von A so, daß
λFd (Un) < λ
F
d (A) +
1
n
. (3.3)
Daher ist U :=
⋂
n∈N Un eine Borelsche Obermenge von A, und es gilt unter
Beachtung von (3.3) die Ungleichungskette
λFd (A) ≤ λFd (U) ≤ inf
{
λFd (Un)
∣∣ n ∈ N } ≤
≤ λFd (A) + inf
{
1
n
∣∣∣∣ n ∈ N } = λFd (A) ,
also λFd (A) = λ
F
d (U).
Fall 2: d = 0. Aufgrund der Antitonie von λF(·)(A) ist λ
F
d′(A) ≤ λF0 (A) < ∞ fu¨r alle
d′ ∈ ] 0,∞ ] . Gema¨ß Fall 1 ﬁndet man also fu¨r alle n ∈ N eine Borelsche Obermenge
Un ⊂ F von A so, daß
λF1/n(A) = λ
F
1/n(Un) .
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Daher ist U :=
⋂
n∈N Un eine Borelsche Obermenge von A, und es gilt fu¨r alle
n ∈ N
λF1/n(A) ≤ λF1/n(U) ≤ λF1/n(Un) = λF1/n(A) ,
also λF1/n(A) = λ
F
1/n(U). Dies impliziert schließlich nach Satz 3.7:
λF0 (A) = limn→∞λ
F
1/n(A) = limn→∞λ
F
1/n(U) = λ
F
0 (U) .
3.8 λF0 ist regula¨r und metrisch
Im folgenden Lemma halten wir zuna¨chst eine einfache Beobachtung fest.
Lemma 3.12 Seien A,B ⊂ F derart, daß δ := d(A,B) > 0. Dann gilt fu¨r alle d ∈
[ 0, δ [ :
λFd (A ∪B) = λFd (A) + λFd (B) .
Beweis. Hat man die Behauptung fu¨r d ∈ ] 0, δ [ gezeigt, so folgt wegen
λF0 (A ∪B) = lim
d→0
λFd (A ∪B) = lim
d→0
(
λFd (A) + λ
F
d (B)
)
= lim
d→0
λFd (A) + lim
d→0
λFd (B) = λ
F
0 (A) + λ
F
0 (B)
die Behauptung auch fu¨r d = 0. Im folgenden sei daher d ∈ ] 0, δ [ . Wegen der
σ-Subadditivita¨t von λFd genu¨gt es ferner, lediglich die Ungleichung ”≥“ zu zeigen.
Sei also K ∈ K Fd (A ∪B). Man setzt
P := { K ∈ K | K ∩A = ∅ } ,
Q := { K ∈ K | K ∩B = ∅ } .
Oﬀenbar sind P ∈ K Fd (A) und Q ∈ K Fd (B). Wegen diam(K) < d < d(A,B) fu¨r
alle K ∈ K gilt ferner P ∩Q = ∅. Also ergibt sich∑
K∈K
diam(K) ≥
∑
K∈P
diam(K) +
∑
K∈Q
diam(K) ≥ λFd (A) + λFd (B) ,
was λFd (A ∪B) ≥ λFd (A) + λFd (B) impliziert.
Mit Hilfe dieses Lemmas und des Satzes von der Borelschen Approximation ko¨nnen
wir nun den abschließenden Satz dieses Paragraphen beweisen:
Satz 3.13 λF0 ist ein regula¨res metrisches a¨ußeres Maß auf F . Insbesondere sind alle
Borelschen Teilmengen von F λF0 -meßbar.
Beweis. Aus Lemma 3.12 folgt unmittelbar, daß λF0 metrisch ist. Daher gilt B
F ⊂
MF0 nach Satz 1.26. Kombiniert man diese Aussage mit Satz 3.11, so folgt die
Regularita¨t von λF0 .

4 Vergleich von Durchmesser und a¨ußerem
d-Maß
In Lemma 3.3 hatten wir die einfache Feststellung getroﬀen, daß fu¨r alle A ⊂ F die
Ungleichung
(∗) λF∞(A) ≤ 2 diam(A)
gilt. Daß diese Abscha¨tzung im allgemeinen nicht optimal ist, verdeutlicht das Beispiel
einer unbeschra¨nkten abza¨hlbaren Teilmenge A ⊂ F : Obwohl diam(A) = ∞ gilt, ist
λF∞(A) = 0 (vgl. Lemma 3.2). Daher soll in diesem Paragraphen der Fragestellung nach-
gegangen werden, inwieweit die Ungleichung (∗) verbessert werden kann, genauer: fu¨r
welche Mengen A ⊂ F die Identita¨t
(∗∗) λF∞(A) = diam(A)
gilt. Im direkten Zusammenhang mit dieser Fragestellung werden im ersten Abschnitt
die Begriﬀe Diagonalita¨t sowie Sub- und Super-Diagonalita¨t einer Teilmenge von F
eingefu¨hrt. Die folgenden drei Abschnitte bringen hinreichende Bedingungen fu¨r das
Vorliegen von Sub- bzw. Super-Diagonalita¨t. Im letzten Abschnitt wird mit den in diesem
Paragraphen gewonnenen Ergebnisse das a¨ußere d-Maß von F -Intervallen bestimmt;
dabei stellt man fest, daß alle a¨ußeren d-Maße der Forderung 4 der Einleitung genu¨gen,
d. h. daß λFd (I) = diam(I) fu¨r alle F -Intervalle I und fu¨r alle d ∈ [ 0,∞ ] gilt.
4.1 Diagonale Mengen
Um die Frage nach der Gu¨ltigkeit von (∗∗) begriﬄich pra¨zise fassen zu ko¨nnen, fu¨hren
wir drei neue Begriﬀe ein.
Deﬁnition 4.1 Sei A ⊂ F . Dann heißt A
(i) sub-diagonal, falls λF∞(A) ≤ diam(A) .
(ii) super-diagonal, falls λF∞(A) ≥ diam(A) .
(iii) diagonal, falls A sub- und super-diagonal ist.
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Im weiteren Verlauf dieses Paragraphen werden hinreichende Bedingungen fu¨r das
Vorliegen von Sub- bzw. Super-Diagonalita¨t formuliert. Zuvor notieren wir jedoch unmit-
telbare Folgerungen aus der Sub- bzw. Super-Diagonalita¨t einer (beschra¨nkten) Menge
A ⊂ F .
Lemma 4.2 Sei A ⊂ F sub-diagonal und beschra¨nkt. Dann gilt λFd (A) ≤ diam(A) fu¨r
alle d ∈ ] diam(A) ,∞ ] .
Beweis. Es ist m := λF∞(A) ≤ diam(A) < ∞. Nach Lemma 3.6 folgt λFd (A) = m fu¨r alle
d ∈ ]m,∞ ] . Wegen m ≤ diam(A) ist die Behauptung bewiesen.
Lemma 4.3 Sei A ⊂ F super-diagonal. Dann gilt λFd (A) ≥ diam(A) fu¨r alle d ∈
[ 0,∞ ] .
Beweis. Unmittelbare Folgerung aus der Antitonie von λF(·)(A).
Kombiniert man die beiden eben notierten Lemmata, so erha¨lt man den folgenden
Satz 4.4 Ist A ⊂ F diagonal und beschra¨nkt, so gilt fu¨r alle d ∈ ] diam(A) ,∞ ] die
Identita¨t λFd (A) = diam(A).
4.2 Hinreichende Bedingungen fu¨r Sub-Diagonalita¨t
Die Sub-Diagonalita¨t ist eine fu¨r viele Mengen relativ einfach zu zeigende Eigenschaft,
wie das folgende Lemma belegt.
Lemma 4.5 Sei A ⊂ F . Jede der folgenden Aussagen impliziert die Sub-Diagonalita¨t
von A:
(i) A ist eine λF∞-Nullmenge.
(ii) A ist unbeschra¨nkt.
(iii) A ist beschra¨nkt, und es existiert x ∈ F so, daß A ⊂ K (x, 12 diam(A)).
Beweis. (i), (ii) : Trivial.
(iii) : Seien A beschra¨nkt und x ∈ F so, daß A ⊂ K := K (x, 12 diam(A)). Dann ist
oﬀenbar {K} ∈ K F∞ (A) und daher λF∞(A) ≤ diam(K) = diam(A).
Wir notieren im folgenden einige Beispiele sub-diagonaler Mengen.
Beispiel 4.6 (i) F -Kugeln und F -Spha¨ren sind sub-diagonal.
(ii) Alle Teilmengen von R sind sub-diagonal.
4.3. Durchquerbare Mengen 29
Beweis. (i) : Folgt unmittelbar aus Lemma 4.5 (iii).
(ii) : Alle unbeschra¨nkten Teilmengen von R sind nach Lemma 4.5 (ii) sub-diagonal.
Ist A ⊂ R beschra¨nkt, so setzt man
x :=
1
2
(supA + inf A) und r :=
1
2
(supA− inf A) = 1
2
diam(A) .
Wegen A ⊂ [x− r, x+ r ] = K (x, r) folgt die Sub-Diagonalita¨t von A aus Lemma
4.5 (iii).
4.3 Durchquerbare Mengen
Um eine hinreichende Bedingung fu¨r die Super-Diagonalita¨t einer Menge A ⊂ F zu
erhalten, bedarf es eines etwas gro¨ßeren Aufwandes. Wir werden im folgenden zuna¨chst
die durchquerbaren Mengen einfu¨hren und untersuchen.
Deﬁnition 4.7 A ⊂ F heißt durchquerbar, wenn es fu¨r alle R ∈ [ 0,diam(A) [ eine
stetige Abbildung ϕ : [ 0, 1 ] → A gibt derart, daß ‖ϕ(1)− ϕ(0) ‖ > R.
Unmittelbar aus dieser Deﬁnition ergibt sich die folgende
Bemerkung 4.8 Wegzusammenha¨ngende Teilmengen von F sind durchquerbar. Insbe-
sondere sind also alle konvexen bzw. sternfo¨rmigen Teilmengen von F durchquerbar.
Im Spezialfall F = R sind die beschra¨nkten durchquerbaren Mengen genau die be-
schra¨nkten Intervalle:
Lemma 4.9 Eine beschra¨nkte Teilmenge A ⊂ R ist genau dann durchquerbar, wenn A
ein Intervall ist.
Beweis. Sei A ⊂ R beschra¨nkt und durchquerbar. Seien ferner a := inf A und b := supA.
Zeigt man ] a, b [⊂ A, so ist A konvex, mithin ein Intervall. Sei also x ∈ ] a, b [ .
Setzt man R := max{x− a, b− x}, so folgt zuna¨chst
b−R ≤ x ≤ a + R . (4.1)
Da A durchquerbar ist, ﬁndet man eine stetige Abbildung ϕ : [ 0, 1 ] → A so, daß
|ϕ(1)− ϕ(0) | > R . (4.2)
Als stetiges Bild von [ 0, 1 ] ist X := ϕ( [ 0, 1 ] ) ein kompaktes Intervall, d. h.
man ﬁndet c, d ∈ A derart, daß X = [ c, d ] . Wegen (4.2) ist R < diam(X) =
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d − c. Dies impliziert wegen [ c, d ] ⊂ A ⊂ [ a, b ] unter Beachtung von (4.1) die
Ungleichungskette
c < d−R ≤ b−R ≤ x ≤ a + R ≤ c + R < d ,
insgesamt also x ∈ [ c, d ] ⊂ A. Also ist A ein Intervall. Andererseits ist jedes
Intervall wegzusammenha¨ngend, nach Bemerkung 4.8 also durchquerbar. Dies ver-
vollsta¨ndigt den Beweis.
Ist F nicht eindimensional, so gibt es durchquerbare Mengen, die nicht wegzusam-
menha¨ngend sind. Um ein Beispiel dafu¨r angeben zu ko¨nnen, notieren wir zuerst das
folgende
Lemma 4.10 Sei F nicht eindimensional. Dann gilt fu¨r alle x ∈ F :
(i) F \ {x} ist wegzusammenha¨ngend.
(ii) Fu¨r alle r ≥ 0 ist die F -Spha¨re ∂K(x, r) wegzusammenha¨ngend.
Beweis. Es genu¨gt oﬀenbar, den Fall x = 0 zu untersuchen.
(i) : Seien a, b ∈ F \{0}. Sind a und b linear unabha¨ngig, so ist 0 /∈ [ a, b ] , d. h. die
Standardparametrisierung von [ a, b ] ist eine stetiger Weg von a nach b in F \{0}.
Sind a und b linear abha¨ngig, so ﬁndet man c ∈ F \{0} derart, daß a und c sowie b
und c linear unabha¨ngig sind. Nach dem bisher Gezeigten ﬁndet man stetige Wege
von a nach c sowie von c nach b in F \ {0}, also auch einen stetigen Weg von a
nach b in F \ {0}.
(ii) : Der Fall r = 0 ist trivial, es sei also r > 0. Seien a, b ∈ ∂K(0, r). Da F \ {0}
wegzusammenha¨ngend ist, ﬁndet man einen stetigen Weg ϕ von a nach b in F \{0}.
Wegen der Stetigkeit der Norm ist dann r ϕ‖ϕ ‖ ein stetiger Weg von a nach b in
∂K(x, r).
Beispiel 4.11 Sei F nicht eindimensional. Dann ist die Menge A := ∂K(0, 1) ∪
∂K(0, 2) durchquerbar aber nicht wegzusammenha¨ngend.
....
....
....
.....
.....
....
....
....
......
............
.....................................................................................................................................................
........
....
....
....
.....
.....
....
....
....
....
....
....
....
....
....
....
.....
.....
.....
.....
....
....
....
....
....
.....
........
..........
..............
...............................................................................................................................................................................................................................................................................................
...........
.........
......
.....
....
....
....
....
.....
.....
.....
.....
....
....
....
....
....
....
....
∂K(0, 1)
∂K(0, 2)
•0
4.4. Eine hinreichende Bedingung fu¨r Super-Diagonalita¨t 31
Beweis. A ist wegen ∂K(0, 1) ∩ ∂K(0, 2) = ∅ oﬀenbar nicht wegzusammenha¨ngend.
Ferner ist diam(A) = diam(∂K(0, 2)) = 4. Sei x ∈ ∂K(0, 2). Nach Lemma 4.10
ist ∂K(0, 2) wegzusammenha¨ngend, d. h. man ﬁndet eine stetige Abbildung ϕ :
[ 0, 1 ] → ∂K(0, 2) so, daß ϕ(0) = x und ϕ(1) = −x. Dies liefert
4 = diam(A) ≥ diam(ϕ( [ 0, 1 ] )) ≥ ‖ϕ(1)− ϕ(0) ‖ = 2 ‖x ‖ = 4 ,
also ‖ϕ(1)− ϕ(0) ‖ = diam(A) . Damit ist A durchquerbar.
4.4 Eine hinreichende Bedingung fu¨r Super-Diagonalita¨t
In diesem Abschnitt werden wir beweisen, daß durchquerbare Teilmengen von F bereits
super-diagonal sind (s. Satz 4.14). Dies ist eine fast unmittelbare Folgerung aus Satz 4.13,
dessen Beweis wiederum ganz wesentlich auf das folgende Lemma 4.12 Bezug nimmt.
Die Aussage dieses Lemmas ist eine Verscha¨rfung der bekannten Tatsache, daß eine
zusammenha¨ngende oﬀene Teilmenge von F wegzusammenha¨ngend ist.
Lemma 4.12 Seien K eine Menge oﬀener nichtleerer F -Kugeln und U := ⋃K zu-
sammenha¨ngend. Dann gibt es zu je zwei Punkten a, b ∈ U ein n ∈ N, ein (n+1)-Tupel
(a0, a1, ..., an) ∈ Fn+1 sowie eine injektive Abbildung σ : N≤n → K mit den folgenden
Eigenschaften:
(i) a0 = a
(ii) an = b
(iii) ∀ i ∈ N≤n : [ ai−1, ai ] ⊂ σ(i)
Beweis. Fu¨r den Beweis fu¨hrt man folgende Sprechweise ein: Zwei Punkte a, b ∈ U nennt
man in U simpel verbindbar, falls es n ∈ N, ein (n + 1)-Tupel (a0, a1, ..., an) ∈
Fn+1 sowie eine injektive Abbildung σ : N≤n → K gibt derart, daß die Aussagen
(i)-(iii) der Behauptung gelten.
Sei a ∈ U . Man setzt nun M := { b ∈ U | a und b sind in U simpel verbindbar };
zu zeigen ist dann M = U . Dies ist wegen des Zusammenhangs von U a¨quivalent
dazu, daß M eine (bezu¨glich U) oﬀene und abgeschlossene nichtleere Teilmenge
von U ist. Wegen a ∈ M ist M = ∅. Um nachzuweisen, daß M eine oﬀene und
abgeschlossene Teilmenge von U ist, zeigt man
∀ x ∈ MU ∃ δ > 0 : K (x, δ) ⊂ M .
Sei x ∈ MU . Als zusammenha¨ngende oﬀene Teilmenge von F ist U insbesondere
wegzusammenha¨ngend, d. h. man ﬁndet eine stetige Abbildung ϕ : [ 0, 1 ] → U
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so, daß ϕ(0) = a und ϕ(1) = x. Aufgrund der Stetigkeit von ϕ ist X := ϕ( [ 0, 1 ] )
kompakt. Wegen X ⊂ U ist K eine oﬀene U¨berdeckung von X; da X kompakt ist,
ﬁndet man also eine endliche Menge P ⊂ K so, daß
X ⊂
⋃
P .
O.B.d.A. kann man dabei X ∩ K = ∅ fu¨r alle K ∈ P annehmen. Man setzt nun
Q := { K ∈ P | x ∈ K } ; wegen x ∈ X ist Q = ∅. Da Q also eine endliche
nichtleere Menge oﬀener nichtleerer F -Kugeln ist, ﬁndet man δ > 0 so, daß
K (x, δ) ⊂
⋂
Q .
Sei b ∈ K(x, δ). Zu zeigen bleibt: b ∈ M .
Wegen x ∈ MU ist M ∩ K(x, δ) = ∅, d. h. man ﬁndet c ∈ K(x, δ) derart, daß
a und c in U simpel verbindbar sind. Seien also m ∈ N, c0, c1, ..., cm ∈ U und
τ : N≤m → K eine injektive Abbildung so, daß c0 = a, cm = c und [ ci−1, ci ] ⊂ τ(i)
fu¨r alle i ∈ N≤m .
Fall 1: Q∩ τ(N≤m ) = ∅.
Wa¨hle n ∈ N≤m so, daß τ(n) ∈ Q. Man setzt nun ai := ci fu¨r alle i ∈ {0, ..., n−1},
an := b und
σ := τ
∣∣
N≤n
.
Unmittelbar aus der Injektivita¨t von τ folgt die Injektivita¨t von σ. Ferner gilt
[ ai−1, ai ] ⊂ σ(i) fu¨r alle i ∈ N<n aufgrund der Deﬁnition von σ . Schließlich ist
an−1 = cn−1 ∈ τ(n) = σ(n) und wegen σ(n) ∈ Q auch an = b ∈ K(x, δ) ⊂ σ(n).
Die Konvexita¨t der F -Kugel σ(n) impliziert daher [ an−1, an ] ⊂ σ(n).
Fall 2: Q∩ τ(N≤m ) = ∅.
Man setzt n := m + 1. Wegen Q = ∅ ﬁndet man K ∈ Q. Man setzt nun ai := ci
fu¨r alle i ∈ {0, ..., n− 1}, an := b und
σ : N≤n → P , i 
→
{
τ(i) , falls i < n ,
K , falls i = n .
Unmittelbar aus der Injektivita¨t von τ sowie der Voraussetzung K /∈ τ(N≤m ) =
σ(N<n ) folgt die Injektivita¨t von σ. Ferner gilt [ ai−1, ai ] ⊂ σ(i) fu¨r alle i ∈ N<n
aufgrund der Deﬁnition von σ. Schließlich ist an−1 = c ∈ K(x, δ) ⊂ σ(n) und
wegen σ(n) = K ∈ Q auch an = b ∈ K(x, δ) ⊂ σ(n). Die Konvexita¨t der F -Kugel
σ(n) impliziert daher [ an−1, an ] ⊂ σ(n).
Damit sind in beiden Fa¨llen a und b in U simpel verbindbar, d. h. b ∈ M .
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Satz 4.13 Seien K eine abza¨hlbare Menge oﬀener nichtleerer F -Kugeln und ⋃K zu-
sammenha¨ngend. Dann gilt:
diam
(⋃
K
)
≤
∑
K∈K
diam(K) .
Beweis. Seien a, b ∈ ⋃K. Nach Lemma 4.12 ﬁndet man dann n ∈ N, ein (n + 1)-
Tupel (a0, a1, ..., an) ∈ Fn+1 sowie eine injektive Abbildung σ : N≤n → K mit den
Eigenschaften a0 = a, an = b und
∀ i ∈ N≤n : [ ai−1, ai ] ⊂ σ(i) .
Daher gilt unter Beachtung der Injektivita¨t von σ:
‖ b− a ‖ ≤
n∑
i=1
‖ ai − ai−1 ‖ ≤
n∑
i=1
diam(σ(i)) ≤
∑
K∈K
diam(K) .
Dies impliziert die Behauptung.
Wir kommen nun zu dem bereits angeku¨ndigten
Satz 4.14 Durchquerbare Teilmengen von F sind super-diagonal.
Beweis. Sei A ⊂ F durchquerbar. Im Fall λF∞(A) = ∞ bzw. im Fall diam(A) = 0
gilt die Behauptung trivialerweise; es gelte also im folgenden λF∞(A) < ∞ und
diam(A) > 0. Sei R ∈ [ 0,diam(A) [ . Dann ﬁndet man eine stetige Abbildung
ϕ : [ 0, 1 ] → A so, daß ‖ϕ(1)− ϕ(0) ‖ > R. Wegen der Stetigkeit von ϕ ist
X := ϕ( [ 0, 1 ] ) wegzusammenha¨ngend. — Sei ε > 0. Nach Lemma 3.10 ﬁndet
man eine oﬀene F -Kugel-U¨berdeckung K ∈ K F∞ (A) so, daß∑
K∈K
diam(K) < λF∞(A) + ε . (4.3)
Man setzt nun
P := { K ∈ K | K ∩X = ∅ } .
Oﬀenbar ist P eine abza¨hlbare Menge oﬀener nichtleerer F -Kugeln. Wegen des
Wegzusammenhangs von X ist ferner
⋃P ebenfalls wegzusammenha¨ngend, also
zusammenha¨ngend. Mit Satz 4.13 und (4.3) ergibt sich also
R < ‖ϕ(1)− ϕ(0) ‖ ≤ diam(X) ≤ diam
(⋃
P
)
≤
∑
K∈P
diam(K)
≤
∑
K∈K
diam(K) < λF∞(A) + ε ,
was zuna¨chst R < λF∞(A) und daher diam(A) ≤ λF∞(A) impliziert.
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Kombiniert man den eben bewiesenen Satz mit Beispiel 4.6, Bemerkung 4.8 sowie
Lemma 4.10, so ergibt sich das folgende
Beispiel 4.15 (i) F -Kugeln sind diagonal.
(ii) Ist F nicht eindimensional, so sind alle F -Spha¨ren diagonal.
4.5 A¨ußeres d-Maß von F -Intervallen
Als erste Anwendung der in diesem Paragraphen gewonnenen Ergebnisse werden wir
abschließend das a¨ußere d-Maß von F -Intervallen bestimmen.
Satz 4.16 Sei I ⊂ F ein F -Intervall. Dann gilt λFd (I) = diam(I) fu¨r alle d ∈ [ 0,∞ ] .
Beweis. ”≥“ : Nach Bemerkung 4.8 und Satz 4.14 ist I super-diagonal. Lemma 4.3 liefert
daher die zu zeigende Ungleichung.
”≤“ : Wegen der Stetigkeit von λ
F
(·)(I) in 0 genu¨gt es, die gewu¨nschte Ungleichung
lediglich fu¨r d ∈ ] 0,∞ ] zu zeigen; es sei also d ∈ ] 0,∞ ] . Ferner seien x, y ∈ F so,
daß ]x, y [⊂ I ⊂ [x, y ] . Man ﬁndet nun N ∈ N derart, daß
r :=
‖ y − x ‖
2N
<
d
2
.
Seien J := N≤N und
xj := x + (y − x) (2j − 1) r ,
Kj := K (xj , r)
fu¨r alle j ∈ J . Dann ist oﬀenbar { Kj | j ∈ J } ∈ K Fd (I), und es gilt:
λFd (I) ≤
∑
j∈J
diam(Kj) =
N∑
j =1
2 r = 2Nr = ‖ y − x ‖ = diam(I) .
5 Kurven
Dieser Paragraph bringt im wesentlichen die Deﬁnitionen der Begriﬀe Funktionen von
beschra¨nkter Variation, Kurve, Parameterdarstellung und La¨nge einer Kurve, rektiﬁ-
zierbare bzw. geschlossene Kurve sowie Jordan-Kurve. In diesen begriﬄichen Rahmen
werden wir im folgenden Paragraphen 6 das Konzept der La¨ngenmessung von Bildern
(injektiver) stetiger Funktionen mittels des a¨ußeren La¨ngenmaßes einfu¨gen.
5.1 Funktionen von beschra¨nkter Variation
Notation 5.1 Die Menge der kompakten nicht-trivialen Intervalle in R wird mit Ik(R)
bezeichnet.
Deﬁnition 5.2 Sei I ∈ Ik(R). Fu¨r alle n ∈ N heißt das (n + 1)-Tupel (a0, a1, ..., an) ∈
In+1 eine Zerlegung von I, falls inf I = a0 ≤ a1 ≤ ... ≤ an = sup I gilt. Die Menge
aller Zerlegungen von I wird mit Z (I) bezeichnet.
Deﬁnition 5.3 Seien I ∈ Ik(R) und f ∈ Abb (I, F ). Fu¨r alle Z := (a0, a1, ..., an) ∈
Z (I) heißt
V (f, Z) :=
n∑
j =1
‖ f(aj)− f(aj−1) ‖
Variation von f bezu¨glich Z. Ferner heißt
V(f) := sup { V (f, Z) | Z ∈ Z (I) }
totale Variation von f . Ist V(f) < ∞, so heißt f von beschra¨nkter Variation. Die
Menge aller Funktionen von beschra¨nkter Variation aus Abb (I, F ) wird mit BV (I, F )
bezeichnet.
Notation 5.4 Seien I ∈ Ik(R) und f ∈ Abb (I, F ). Fu¨r jedes kompakte Teilintervall
J = [ a, b ] von I und jede Zerlegung Z ∈ Z (J) schreibt man abku¨rzend V (f, Z) anstelle
von V (f
∣∣
J
, Z) und V ba(f) anstelle von V(f
∣∣
J
).
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5.2 Kurven, Jordan-Kurven
Notation 5.5 Die Menge aller F -wertigen stetigen Abbildungen auf kompakten nicht-
trivialen Deﬁnitionsintervallen wird mit CF bezeichnet, d. h. es ist
CF :=
⋃
I∈Ik(R)
C (I, F ) .
Lemma 5.6 Seien I, J ∈ Ik(R) und f ∈ C (I, F ), g ∈ C (J, F ). Dann wird durch
f ∼ g : ⇐⇒ es existiert eine stetige streng monoton wachsende
Bijektion ϕ : I → J so, daß f = g ◦ ϕ
eine A¨quivalenzrelation auf CF deﬁniert.
Beweis. Identita¨t sowie Hintereinanderausfu¨hrung und Umkehrabbildung stetiger streng
monoton wachsender Bijektionen sind wieder stetige streng monoton wachsende
Bijektionen.
Lemma 5.7 Seien I = [ a, b ] ∈ Ik(R), J = [ c, d ] ∈ Ik(R) und f ∈ C (I, F ), g ∈
C (J, F ) so, daß f ∼ g. Dann gilt:
(i) f(I) = g(J)
(ii) f(a) = g(c)
(iii) f(b) = g(d)
(iv) V(f) = V(g)
(v) f injektiv ⇐⇒ g injektiv
Beweis. Sei ϕ : I → J eine stetige streng monoton wachsende Bijektion so, daß f = g◦ϕ.
(i) : Es ist f(I) = (g ◦ ϕ)(I) = g(ϕ(I)) = g(J).
(ii), (iii) : Folgt unmittelbar aus dem monotonen Wachstum und der Surjektivita¨t
von ϕ.
(iv) : ϕ induziert in natu¨rlicher Weise eine Bijektion ϕ̂ zwischen Z (I) und Z (J):
ϕ̂ : Z (I) → Z (J) , (a0, ..., an) 
→ (ϕ(a0), ..., ϕ(an)) .
Ist Z ∈ Z (I), so folgt dann V (f, Z) = V (g ◦ ϕ,Z) = V (g, ϕ̂(Z)) . Daraus ergibt
sich sofort V(f) = V(g).
(v) : Folgt unmittelbar aus der Injektivita¨t von ϕ.
Das eben bewiesene Lemma zeigt, daß jeder Repra¨sentant einer A¨quivalenzklasse von
∼ in CF in Bezug auf Bild, Totalvariation und Injektivita¨t dieselben Eigenschaften hat.
Dies motiviert die folgende
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Deﬁnition 5.8 Die A¨quivalenzklassen der in Lemma 5.6 eingefu¨hrten A¨quivalenzrela-
tion ∼ auf CF heißen Kurven. Jeder Repra¨sentant einer Kurve Γ heißt Parameter-
darstellung von Γ. — Seien Γ eine Kurve, I = [ a, b ] ∈ Ik(R) und f ∈ C (I, F ) eine
Parameterdarstellung von Γ. Die Gro¨ße 
 (Γ) := V(f) wird als La¨nge von Γ bezeichnet.
Γ heißt rektiﬁzierbar, falls 
 (Γ) < ∞, d. h. falls f ∈ BV (I, F ). Γ heißt geschlossen,
wenn f(a) = f(b) gilt. Γ heißt Jordan-Kurve, wenn f auf [ a, b [ injektiv ist.
Man beachte, daß bei der Deﬁnition einer Jordan-Kurve die Injektivita¨t der ﬁxierten
Parameterdarstellung lediglich auf dem halboﬀenen Intervall [ a, b [ gefordert wird. Dies
ermo¨glicht die Begriﬀsbildung einer geschlossenen Jordan-Kurve.

6 La¨nge von Kurven und a¨ußeres
La¨ngenmaß
In diesem Paragraphen wird der Frage nachgegangen, welcher Zusammenhang zwischen
der La¨nge einer (Jordan-)Kurve Γ und dem a¨ußeren La¨ngenmaß des Bildes einer Para-
meterdarstellung f von Γ besteht. Die beiden Abschnitte dieses Paragraphen bringen
diesbezu¨gliche Aussagen u¨ber das a¨ußere La¨ngenmaß von Bildern stetiger bzw. stetiger
injektiver Funktionen auf kompakten Deﬁnitionsintervallen. Kombiniert man die beiden
zentralen Sa¨tze 6.4 und 6.7, so erha¨lt man als Quintessenz den folgenden
Satz 6.1 Seien Γ eine Kurve, I ∈ Ik(R) und f ∈ C (I, F ) eine Parameterdarstellung
von Γ. Dann gilt 
 (Γ) ≥ λF0 (f(I)) . Ist Γ eine Jordan-Kurve, dann gilt sogar 
 (Γ) =
λF0 (f(I)) .
Damit haben wir gezeigt, daß λF0 auch die Eigenschaft 5 aus dem Forderungskatalog
der Einleitung besitzt. — Im folgenden sei stets I = [ a, b ] ∈ Ik(R).
6.1 A¨ußeres La¨ngenmaß von Bildern stetiger Funktionen
Als Einstieg in diesen Abschnitt notieren wir das folgende einfache
Lemma 6.2 Fu¨r alle f ∈ C (I, F ) gilt: ‖ f(b)− f(a) ‖ ≤ diam(f(I)) ≤ λF0 (f(I)) .
Beweis. Sei f ∈ C (I, F ). Die erste Ungleichung ist trivial. Als stetiges Bild einer weg-
zusammenha¨ngenden Menge ist f(I) wegzusammenha¨ngend, nach Bemerkung 4.8
also durchquerbar. Satz 4.14 liefert daher in Verbindung mit Lemma 4.3 die zweite
Ungleichung.
Ist f ∈ C (I, F ), so ko¨nnen wir mit Hilfe des eben notierten Lemmas das a¨ußere
La¨ngenmaß des Bildes λF0 (f(I)) nach unten abscha¨tzen. Der aus dem folgenden Lemma
abgeleitete Satz 6.4 erlaubt eine Abscha¨tzung nach oben.
Lemma 6.3 Sei f ∈ C (I, F ). Dann gibt es eine Zerlegung Z := (a, u, v, w, b) ∈ Z (I)
und r ≥ 0 so, daß gilt:
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(i) ‖ f(w)− f(v) ‖ = ‖ f(v)− f(u) ‖ = r
(ii) f(I) ⊂ K(f(v), r)
(iii) V (f, Z) ≥ 2r
Der Veranschaulichung dieses Sachverhaltes dient das folgende Bild:
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.....
.....
.....
.....
.....
.....
.....
.....
.....
....
....
....
....
....
....
....
....
....
.....
.....
.....
.......
........
.........
..........
............
..............
.......................
...................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
................
............
..........
.........
........
........
.....
.....
.....
....
....
....
....
....
....
....
....
....
.....
.....
.....
.....
.....
.....
.....
.....
.....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
..
K(f(v), r)
•f(a)
•
f(u)
•f(v)
•
f(w)
•f(b)
....................................................................................
.....
....
....
....
.....
........
...........
.....................
........................................................................................
....
....
.....
....
....
....
...
...
....
....
....
....
....
....
....
....
....
....
....
....
....
.....
.....
......
..........
.....................................................................................................................
......
.....
.....
....
....
....
....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
....
...
...
...
...
...
....
....
....
....
....
.....
....
....
....
....
.
............
................................................................
Beweis. Schritt 1: Seien
ϕ1 : I → R≥ 0 , x 
→ sup { ‖ f(x)− f(y) ‖ | y ∈ [ a, x ] } ,
ϕ2 : I → R≥ 0 , x 
→ sup { ‖ f(x)− f(y) ‖ | y ∈ [x, b ] } .
Fu¨r alle x ∈ I sind [ a, x ] und [x, b ] kompakt; aufgrund der Stetigkeit von f und
‖ · ‖ sind daher ϕ1 und ϕ2 wohldeﬁniert.
Behauptung: ϕ1 und ϕ2 sind stetig.
Beweis: Man zeigt die Behauptung o.B.d.A. nur fu¨r ϕ1. Seien x0 ∈ I und ε > 0.
Da f auf dem Kompaktum I gleichma¨ßig stetig ist, ﬁndet man δ > 0 so, daß
∀ x, y ∈ I : |x− y | < δ =⇒ ‖ f(x)− f(y) ‖ < ε
2
. (6.1)
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Sei x ∈ I so, daß |x− x0 | < δ. Ist ϕ1(x0) ≥ ϕ1(x), so setzt man s := x0 und
t := x, andernfalls setzt man s := x und t := x0. Dann ist:
|ϕ1(x0)− ϕ1(x) | = ϕ1(s)− ϕ1(t)
= sup { ‖ f(s)− f(y) ‖ | y ∈ [ a, s ] }
− sup { ‖ f(t)− f(y) ‖ | y ∈ [ a, t ] }
≤ sup { ‖ f(s)− f(t) ‖ + ‖ f(t)− f(y) ‖ | y ∈ [ a, s ] }
− sup { ‖ f(t)− f(y) ‖ | y ∈ [ a, t ] }
= ‖ f(s)− f(t) ‖ + sup { ‖ f(t)− f(y) ‖ | y ∈ [ a, s ] }
− sup { ‖ f(t)− f(y) ‖ | y ∈ [ a, t ] } .
Wegen | s− t | < δ ist [ a, s ] ⊂ [ a, t ] ∪ ( ] t− δ, t + δ [∩ I ) . Daher erha¨lt man
unter Beachtung von (6.1):
|ϕ1(x0)− ϕ1(x) | ≤ ‖ f(s)− f(t) ‖ + sup { ‖ f(t)− f(y) ‖ | y ∈ [ a, t ] }
+ sup { ‖ f(t)− f(y) ‖ | y ∈ ] t− δ, t + δ [∩I }
− sup { ‖ f(t)− f(y) ‖ | y ∈ [ a, t ] }
<
ε
2
+
ε
2
= ε . 
Schritt 2: Nach dem eben Gezeigten ist ϕ := ϕ2−ϕ1 stetig. Da oﬀenbar ϕ1(a) =
0 = ϕ2(b), ist ϕ(a) ≥ 0 ≥ ϕ(b). Nach dem Zwischenwertsatz ﬁndet man daher
v ∈ I so, daß ϕ(v) = 0, d. h. ϕ1(v) = ϕ2(v). Da [ a, v ] und [ v, b ] kompakt sind,
ﬁndet man u ∈ [ a, v ] und w ∈ [ v, b ] so, daß
‖ f(v)− f(u) ‖ = ϕ1(v) = ϕ2(v) = ‖ f(v)− f(w) ‖ =: r .
Damit ist (i) erfu¨llt. Sei nun x ∈ I; o.B.d.A. sei x ∈ [ a, v ] . Dann gilt
‖ f(x)− f(v) ‖ ≤ ϕ1(v) = r ,
also x ∈ K(f(v), r), d. h. es gilt (ii). Schließlich gilt fu¨r Z := (a, u, v, w, b) ∈ Z (I)
V (f, Z) = ‖ f(u)− f(a) ‖ + ‖ f(v)− f(u) ‖ +
+ ‖ f(w)− f(v) ‖ + ‖ f(b)− f(w) ‖
≥ ‖ f(v)− f(u) ‖ + ‖ f(w)− f(v) ‖ = 2r ,
also die Aussage (iii).
Satz 6.4 Fu¨r alle f ∈ C (I, F ) gilt: λF0 (f(I)) ≤ V(f) .
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Beweis. Sei f ∈ C (I, F ). Es genu¨gt zu zeigen:
∀ d > 0 ∃ K ∈ K Fd (f(I)) ∃ Z ∈ Z (I) :
∑
K∈K
diam(K) ≤ V (f, Z) .
Sei d > 0. Aufgrund der Kompaktheit von I ist f gleichma¨ßig stetig, d. h. man
ﬁndet δ > 0 so, daß
∀ x, y ∈ I : |x− y | < δ =⇒ ‖ f(x)− f(y) ‖ < d
2
. (6.2)
Sei nun N ∈ N so gewa¨hlt, daß
α :=
b− a
N
< δ .
Damit setzt man pj := a + jα fu¨r alle j ∈ {0, 1, ..., N} und J := N≤N . Dann ist
oﬀenbar | pj − pj−1 | = α < δ fu¨r alle j ∈ J , es gilt also nach (6.2):
∀ x, y ∈ [ pj−1, pj ] : ‖ f(x)− f(y) ‖ < d2 . (6.3)
Nach Lemma 6.3 ﬁndet man nun fu¨r alle j ∈ J eine Zerlegung
Zj := (pj−1, uj , vj , wj , pj) ∈ Z ( [ pj−1, pj ] )
und ein rj ≥ 0 so, daß gilt:
‖ f(wj)− f(vj) ‖ = ‖ f(vj)− f(uj) ‖ = rj , (6.4)
f( [ pj−1, pj ] ) ⊂ K(f(vj), rj) , (6.5)
V (f, Zj) ≥ 2rj . (6.6)
Aus (6.3) und (6.4) folgt unmittelbar
rj <
d
2
(6.7)
fu¨r alle j ∈ J . Setzt man nun K := { K(f(vj), rj) ∣∣ j ∈ J }, so ist wegen (6.5) und
(6.7) K ∈ K Fd (f(I)). Setzt man ferner
Z := (p0, u1, v1, w1, p1, ..., uN , vN , wN , pN ) ,
so ist Z ∈ Z (I), und es gilt nach (6.6):
V (f, Z) =
N∑
j =1
V (f, Zj) ≥
N∑
j =1
2rj =
∑
K∈K
diam(K) .
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6.2 A¨ußeres La¨ngenmaß von Bildern injektiver stetiger
Funktionen
Im diesem Abschnitt soll nun gezeigt werden, daß die in Satz 6.4 fu¨r stetige Funktionen
bewiesene Ungleichung zur Gleichung λF0 (f(I)) = V(f) wird, falls f zusa¨tzlich injektiv
ist. Dazu wird im wesentlichen der Satz 6.6 (wenn auch nicht in der hier angegebenen
sehr allgemeinen Formulierung) beno¨tigt.
Lemma 6.5 Seien (Ω,d) ein metrischer Raum und ν ein metrisches a¨ußeres Maß auf
Ω. Ferner sei f : [ a, b ] → Ω stetig. Dann ist f( [ a, b [ ) ν-meßbar.
Beweis. Sei (bn) eine monoton wachsende gegen b konvergente Folge in [ a, b [ . Fu¨r alle
n ∈ N stellt man aufgrund der Stetigkeit von f fest, daß f( [ a, bn ] ) als Bild eines
kompakten Intervalls kompakt, also insbesondere Borelsch ist. Da ν metrisch ist,
ist (f( [ a, bn ] ))n∈N eine aufsteigende Folge ν-meßbarer Mengen. Der Grenzwert
f( [ a, b [ ) dieser Folge ist daher ebenfalls ν-meßbar.
Satz 6.6 Seien (Ω,d) ein metrischer Raum und ν ein metrisches a¨ußeres Maß auf Ω.
Ferner sei f : [ a, b ] → Ω stetig. Ist f injektiv auf [ a, b [ , so gilt fu¨r jede Zerlegung
(a0, a1, ..., an) ∈ Z (I):
ν (f(I)) =
n∑
j =1
ν (f( [ aj−1, aj ] )) .
Beweis. Seien f injektiv auf [ a, b [ und (a0, a1, ..., an) ∈ Z (I). Nach Lemma 6.5 ist
dann f( [ a, b [ ) die disjunkte Vereinigung der ν-meßbaren Mengen f( [ aj−1, aj [ ),
j ∈ N≤n . Daher folgt wegen der Additivita¨t von ν auf M Ων :
ν (f(I)) = ν (f( [ a, b ] ) = ν (f( [ a, b [ ) = ν
 n⊎
j=1
f( [ aj−1, aj [ )

=
n∑
j =1
ν (f( [ aj−1, aj [ )) =
n∑
j =1
ν (f( [ aj−1, aj ] )) .
Wir ko¨nnen nun den bereits angeku¨ndigten wichtigen Satz beweisen:
Satz 6.7 Sei f ∈ C (I, F ) injektiv auf [ a, b [ . Dann gilt: λF0 (f(I)) = V(f) .
Beweis. ”≤“ : Dies ist die Aussage von Satz 6.4.
”≥“ : Sei Z := (a0, a1, ..., an) ∈ Z (I). Nach Lemma 6.2 gilt fu¨r alle j ∈ N≤n :
λF0 (f( [ aj−1, aj ] )) ≥ diam(f( [ aj−1, aj ] )) ≥ ‖ f(aj)− f(aj−1) ‖ .
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Kombiniert man dies mit der Aussage von Satz 6.6, so folgt:
λF0 (f(I)) =
n∑
j =1
λF0 (f( [ aj−1, aj ] )) ≥
n∑
j =1
‖ f(aj)− f(aj−1) ‖ =
= V (f, Z) .
Dies impliziert λF0 (f(I)) ≥ V(f) .
Abschließend bemerken wir, daß man mit Hilfe des eben bewiesenen Satzes 6.7 fu¨r die
aus Satz 4.16 bereits bekannte Aussage λF0 ( [x, y ] ) = diam( [x, y ] ) fu¨r x, y ∈ F einen
weiteren, eleganten Beweis ﬁndet:
Satz 6.8 Seien x, y ∈ F . Dann gilt: λF0 ( [x, y ] ) = diam( [x, y ] ) .
Beweis. Sei f : [ 0, 1 ] → F, t 
→ (1 − t)x + ty und Z := (a0, a1, ..., an) ∈ Z ( [ 0, 1 ] ).
Dann ist
V (f, Z) =
n∑
j =1
‖ f(aj)− f(aj−1) ‖ =
n∑
j =1
‖ (aj − aj−1) · (y − x) ‖
= ‖ y − x ‖
n∑
j =1
(aj − aj−1) = ‖ y − x ‖ = diam( [x, y ] ) .
Dies impliziert V(f) = diam( [x, y ] ). Wegen der Injektivita¨t von f und wegen
f( [ 0, 1 ] ) = [x, y ] folgt die Behauptung aus Satz 6.7.
7 A¨ußere d-Maße und Dimension von F
In diesem abschließenden Paragraphen wird untersucht, welchen Einﬂuß die Dimension
von F auf die Eigenschaften der a¨ußeren d-Maße hat. Im Fall F = R stellt man fest, daß
die a¨ußeren d-Maße auf F bereits alle identisch sind und mit dem a¨ußeren Lebesgue-Maß
u¨bereinstimmen. Damit genu¨gen alle a¨ußeren d-Maße der Forderung 1 der Einleitung. Ist
hingegen F nicht eindimensional, so erha¨lt man als wichtigstes Ergebnis, daß λFd lediglich
im Fall d = 0 die Eigenschaften 5, 6 und 7 aus dem Forderungskatalog der Einleitung
hat (Sa¨tze 7.6 und 7.9). Ob und unter welchen Voraussetzungen im Fall d ∈ ] 0,∞ [ das
a¨ußere d-Maß λFd regula¨r bzw. homogen ist, ist ein oﬀenes Problem.
7.1 Der Fall F = R
Die wesentliche Aussage dieses Abschnitts liefert der folgende
Satz 7.1 Fu¨r alle d ∈ [ 0,∞ ] ist λRd = λ∗ .
Beweis. Sei A ⊂ R. Nach Bemerkung 2.9 ist λ∗(A) = λR∞(A). Aufgrund der Antitonie
von λR(·)(A) und der Stetigkeit von λ
R
(·)(A) in 0 genu¨gt es daher, die Ungleichung
λRd (A) ≤ λR∞(A)
fu¨r alle d ∈ ] 0,∞ [ zu zeigen; es sei also d ∈ ] 0,∞ [ . Der Fall λR∞(A) = ∞ ist
trivial; es gelte also im folgenden m := λR∞(A) < ∞. Dann ﬁndet man N ∈ N so,
daß Nd > m. Nach Lemma 3.6 ist daher λRNd(A) = λ
R∞(A), d. h. es genu¨gt zu
zeigen:
λRd (A) ≤ λRNd(A) . (7.1)
Seien J eine abza¨hlbare Indexmenge und { Kj | j ∈ J } ∈ K RNd (A). Fu¨r alle j ∈ J
ﬁndet man aj , bj ∈ R so, daß ] aj , bj [⊂ Kj ⊂ [ aj , bj ] . Oﬀensichtlich ist P :=
J × N≤N abza¨hlbar. Fu¨r alle (j, k) ∈ P setzt man nun
Lj,k := aj + [ k − 1, k ] bj − aj
N
.
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Dann gilt oﬀenbar { Lj,k | (j, k) ∈ P } ∈ K Rd (A) und∑
(j,k)∈P
diam(Lj,k) =
∑
j∈ J
N∑
k=1
bj − aj
N
=
∑
j∈ J
(bj − aj) =
∑
j∈ J
diam(Kj) .
Dies impliziert (7.1).
Korollar 7.2 λ∗ ist ein σ-endliches metrisches regula¨res a¨ußeres Maß auf R.
Beweis. Kombination der Sa¨tze 3.4, 3.13 und 7.1.
7.2 F ist nicht eindimensional
In diesem Abschnitt seien F nicht eindimensional und d ∈ ] 0,∞ ] . Wir werden im
folgenden zuna¨chst die λFd -meßbaren Mengen genauer untersuchen. Wichtigstes Ergebnis
dieser Untersuchungen ist der Satz 7.6: Nicht alle Borelschen Teilmengen von F sind λFd -
meßbar. Eine unmittelbare Konsequenz dieser Tatsache ist, daß λFd nicht metrisch ist.
Lemma 7.3 Fu¨r alle x ∈ F , r ∈ ] 0, d2 [ und A ∈ {K(x, r) ,K(x, r) , ∂K(x, r)} ist
λFd (A) = 2 r.
Beweis. Seien x ∈ F , r ∈ ] 0, d2 [ und A ∈ {K(x, r) ,K(x, r) , ∂K(x, r)}. Nach Beispiel
4.15 ist A diagonal; wegen diam(A) = 2 r < d ≤ ∞ impliziert dies nach Satz 4.4
die Identita¨t λFd (A) = diam(A) = 2 r .
Satz 7.4 Sei A ⊂ F so, daß diam(A) < d2 . Dann gilt: A ∈MFd ⇐⇒ λFd (A) = 0 .
Beweis. ”⇐“ : Nach Satz 1.10 sind alle λ
F
d -Nullmengen λ
F
d -meßbar.
”⇒“ (via Kontraposition): Es gelte λ
F
d (A) > 0. Dann ist insbesondere A = ∅.
Seien x ∈ A und r ∈ ] diam(A) , d2 [ . Dann ist A ⊂ K(x, r). Seien Q := K (x, r) und
R := ∂K(x, r). Nach Lemma 7.3 gilt dann:
λFd (Q) = λ
F
d (R) = 2 r . (7.2)
Wegen A ⊂ Q ist Q ∩A = A, also gilt
λFd (Q ∩A) = λFd (A) > 0 . (7.3)
Wegen der Oﬀenheit von K (x, r) ist schließlich A∩R = ∅, d. h. es gilt Q \A ⊃ R.
Daher folgt mit (7.2)
2 r = λFd (Q) ≥ λFd (Q \A) ≥ λFd (R) = 2 r ,
also λFd (Q \A) = 2 r. Kombiniert man dies mit (7.3), so folgt
λFd (Q ∩A) + λFd (Q \A) > 2 r = λFd (Q) ,
also A /∈MFd .
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Korollar 7.5 Ist A ⊂ F beschra¨nkt, so gilt: A ∈MF∞ ⇐⇒ λF∞(A) = 0 .
Beweis. Dies ist der Fall d = ∞ in Satz 7.4.
Satz 7.6 Es ist BF ⊂MFd . Insbesondere ist λFd nicht metrisch.
Beweis. Seien r := min
{
1, d8
}
und K := K (0, r). Nach Lemma 7.3 ist λFd (K) = 2 r > 0.
Wegen
diam(K) = 2 r ≤ d
4
<
d
2
ist K /∈ MFd nach Satz 7.4. Da K als oﬀene Menge Borelsch ist, folgt die erste
Aussage. Kombiniert man dies mit Satz 1.26, so ergibt sich die zweite Aussage.
Abschließend beweisen wir zuerst das einfache Lemma 7.7. Als Anwendung dieses
Lemmas werden wir zeigen, daß das a¨ußere La¨ngenmaß von Mengen mit nichtleerem
Inneren stets unendlich ist (Satz 7.8) und daß es Jordan-Kurven Γ gibt, deren La¨nge
nicht mit dem a¨ußeren d-Maß des Bildes einer Parameterdarstellung von Γ u¨bereinstimmt
(Satz 7.9).
Lemma 7.7 Fu¨r alle x ∈ F , ε > 0 und R > 0 existiert eine injektive stetige Abbildung
f : [ 0, 1 ] → K(x, ε) so, daß V(f) > R.
Beweis. Da die Totalvariation einer Funktion oﬀenbar translationsinvariant und homo-
gen ist, genu¨gt es, die Behauptung fu¨r den Fall x = 0 und ε = 1 zu beweisen. Sei
R > 0. Da F nicht eindimensional ist, gibt es einen zweidimensionalen Teilraum
G von F . Seien K := K (0, 1) ∩G und e1, e2 ∈ K linear unabha¨ngige Einheitsvek-
toren. Es ist also {e1, e2} eine Basis von G; im folgenden werden die Elemente von
G in Koordinaten bezu¨glich dieser Basis geschrieben. Wegen der Konvexita¨t der
Kugel K gilt:
Q := { (x, y) ∈ G | |x | + | y | ≤ 1 } ⊂ K .
Seien N ∈ N>R und J := {0, 1, ..., N}. Fu¨r alle j ∈ J seien ferner
aj :=
(
− 1
2
+
j
N
, − 1
2
)
,
bj :=
(
− 1
2
+
j
N
,
1
2
)
.
Oﬀenbar sind aj , bj ∈ Q fu¨r alle j ∈ J ; wegen der Konvexita¨t von K ist daher
P =
N−1⋃
j=0
( [ aj , bj [ ∪ [ bj , aj+1 [ ) ∪ [ aN , bN ] ⊂ K .
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Da P stu¨ckweise aus disjunkten F -Intervallen zusammengesetzt ist, gibt es eine
stetige injektive Abbildung f : [ 0, 1 ] → K so, daß f( [ 0, 1 ] ) = P . Ferner erha¨lt
man als (sehr grobe) Abscha¨tzung fu¨r die Totalvariation von f :
V(f) ≥
N∑
j =0
‖ bj − aj ‖ = (N + 1) · ‖ (0, 1) ‖ > N · ‖ e2 ‖ = N > R .
Das folgende Bild dient der Veranschaulichung der eben geschilderten Situation:
1
〈e1〉
1
〈e2〉
......................................................................................................................................................................................................................................................................................................................................
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
............................................................................................................................................................................
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
..
........................................................................................................................................................................
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
..
........................................................................................................................................................................
..............................................................................................................................................................................
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
........................................................................................................................................................................
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
..
.......................................................................................................................................................................
b0 b1 bN
a0 a1 aN
P
Q
Satz 7.8 Sei A ⊂ F so, daß int(A ) = ∅. Dann ist λF0 (A) = ∞ .
Beweis. Seien x ∈ int(A ) und ε > 0 so, daß K := K (x, ε) ⊂ A. Kombiniert man Lemma
7.7 und Satz 6.7, so folgt λF0 (K) > R fu¨r alle R > 0. Also ist λ
F
0 (A) unbeschra¨nkt.
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Satz 7.9 Es gibt eine Jordan-Kurve Γ, deren La¨nge 
 (Γ) nicht mit dem a¨ußeren d-
Maß des Bildes einer Parameterdarstellung von Γ u¨bereinstimmt (d. h. λFd mißt nicht
die La¨nge aller Jordan-Kurven).
Beweis. Seien r ∈ ] 0, d2 [ und A := K (x, r). Nach Lemma 7.7 ﬁndet man eine Jordan-
Kurve Γ mit Parameterdarstellung f : [ 0, 1 ] → A so, daß 
 (Γ) = V(f) > 2 r.
Nach Lemma 7.3 ist λFd (A) = 2 r; aufgrund der Monotonie von λ
F
d liefert dies
λFd (f( [ 0, 1 ] )) ≤ 2 r < 
 (Γ). Dies war zu zeigen.
7.3 Ein oﬀenes Problem
Im Spezialfall F = R hatten wir festgestellt, daß fu¨r alle d ∈ [ 0,∞ ] , x ∈ R und r ≥ 0
die Identita¨t
λRd (K (x, r)) = λ
∗(K (x, r)) = 2 r
gilt (Satz 7.1). Ist F nicht eindimensional, so hatten wir eine entsprechende Aussage nur
fu¨r den Fall d ∈ ] 0,∞ ] und r ∈ ] 0, d2 [ zeigen ko¨nnen (Lemma 7.3). Im folgenden seien
F nicht eindimensional, d ∈ ] 0,∞ [ , x ∈ F und r0 = d2 . Aufgrund der Monotonie von
λFd gilt dann die Abscha¨tzung
λFd (K (x, r0)) ≥ sup
{
λFd (K (x, r))
∣∣∣∣ r ∈ ] 0, d2
[ }
= d .
Es ist eine unbeantwortete Frage, ob sogar die Gleichheit
(∗) λFd (K (x, r0)) = d
gilt. Diese Frage steht im unmittelbaren Zusammenhang mit den ebenfalls unbeant-
worteten Fragen nach der Homogenita¨t bzw. der Regularita¨t von λFd , denn (∗) ist eine
notwendige Voraussetzung fu¨r das Vorliegen von Homogenita¨t bzw. Regularita¨t von λFd .
Ist na¨mlich einerseits λFd homogen vom Grad 1, so gilt nach Lemma 7.3
λFd (K (x, r0)) = 2 · λFd
(
K
(
x,
r0
2
))
= 2 r0 = d ,
also (∗). Ist andererseits λFd regula¨r, so deﬁniert man
Kn := K
(
x, r0
(
1− 1
n
))
fu¨r alle n ∈ N. Oﬀenbar ist (Kn) eine aufsteigende Mengenfolge in P (F ); somit gilt nach
Satz 1.18 (σ-Stetigkeit regula¨rer a¨ußerer Maße)
λFd (K (x, r0)) = λ
F
d
(
lim
n→∞Kn
)
= lim
n→∞λ
F
d (Kn) = limn→∞ 2 r0 ·
(
1− 1
n
)
= d ,
also ebenfalls (∗).
Meine Vermutung ist, daß (∗) falsch ist, daß also insbesondere λFd nicht regula¨r und
homogen ist.
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