The paper derives a general Central Limit Theorem and asymptotic distributions for moment conditions related to panel data and spatial models with large n. The results allow for regressors to be only sequentially rather than strictly exogenous, while at the same time allowing the data to be cross sectionally dependent.
Introduction

1
In this paper we develop a central limit theory for data sets with cross-sectional dependence. Importantly, the theory is su¢ ciently general to cover panel data sets, allowing for regressors that are only sequentially (rather than strictly) exogenous, while at the same time allowing the data to be cross sectionally dependent.
The paper considers cases where the time series dimension T is …xed. Our results also cover purely crosssectional data-sets.
At the center of our results lies a cross-sectional conditional moment restriction that avoids any assumption of cross-sectional independence. The paper proves a central limit theorem for the corresponding sample moment vector by extending results of Hall and Heyde (1980) for stable convergence of martingale di¤erence arrays to a situation of non-nested information sets. We then show that by judiciously constructing information sets in a way that preserves a martingale structure for the moment vector in the cross-section our martingale array central limit theorem is applicable to cross-sectionally dependent panel and spatial models.
To illustrate the relevance of the key conditional moment restriction we consider a class of private information games recently analyzed by Rust (1994) , Aguirregabiria and Mira (2007) and Bajari, Benkard and Levin (2007) . Estimators discussed by these authors rely on independent samples from repeated play of the same game. We show how to formulate moment conditions that are suitable for our central limit theory and avoid the need for independent sampling.
The classical literature on dynamic panel data has generally assumed that the observations, including observations on the exogenous variables, which were predominantly treated as sequentially exogenous, are cross sectionally independent. The assumption of cross sectional independence will be satis…ed in many settings where the cross sectional units correspond to individuals, …rms, etc., and decisions are not interdependent or when dependent units are sampled at random as discussed in Andrews (2005) . However in many other settings the assumption may be violated. Examples where it seems appropriate to allow for cross sectional dependence in the exogenous variables may be situations where regressors constitute weighted averages of data that include neighboring units (as is common in spatial analysis), situations where the cross sectional units refer to counties, states, countries or industries, and situations where random sampling from the population is not feasible.
A popular approach to model cross sectional dependence is through common factors; see, e.g., Phillips and Sul (2007, 2003) , Bai and Ng (2006a,b) , Pesaran (2006) , and Andrews (2005) for recent contributions.
This represents an important class of models, however they are not geared towards modeling cross sectional 1 Our thanks for very helpful comments are owed to David Drukker, Nazgul Jenish, Harry Kelejian, Benedikt Pötscher and Peter Robinson. Ingmar Prucha gratefully acknowledges …nancial support from the National Institute of Health through the SBIR grants R43 AG027622 and R44 AG027622.
interactions. 2 Our approach allows for factor structures in addition to general, unmodelled cross-sectional dependence. Using the GMM estimator for a linear panel model as an example, we illustrate that conventional inference methods remain valid under the conditions of our central limit theory when samples are not iid in the cross-section. These results extend …ndings in Andrews (2005) to situations where samples are not iid even after conditioning on a common factor. Given that our assumptions allow for factor structures, our limit theory involves and accommodates random norming. Technically this is achieved by establishing stable convergence in distribution and not just convergence in distribution for the underlying vector of sample moments. To this end we prove a martingale central limit theorem for stable convergence by extending results of Hall and Heyde (1980) to allow for non-nested -…elds that naturally arise in our setting.
Dynamic panel data models that allow for spatial interactions in terms of spatial lags have recently been considered by Mutl (2006) , and Yu, de Jong and Lee (2007, 2008) . All of those papers assume that the exogenous variables are …xed constants and thus maintain strict exogeneity. The methodology developed in this paper should be helpful in developing estimation theory for Cli¤-Ord type spatial dynamic panel data models with sequentially exogenous regressors.
While some of the classical literature on dynamic panel data models allowed for cross sectional correlation in the exogenous variables, this was, to the best of our knowledge, always combined with the assumption that the exogenous variables are strictly exogenous. This may stem from the fact that strict exogeneity conveniently allows the use of limit theorems conditional on all of the exogenous variables.
There are many important cases where the strict exogeneity assumption does not hold, and regressors, apart from time-lagged endogenous variables, or other potential instruments are only sequentially exogenous. Examples given by Keane and Runkle (1992) include rational expectations models or models with predetermined choice variables as regressors. Other example are the e¤ects of children on the labor force participation of women considered by Arellano and Honore (2001, p. 3237) or the relationship between patents and R&D expenditure studied by Hausman, Hall and Griliches (1984) ; see, e.g., Wooldridge (1997) for further commentary on strict vs. sequential exogeneity.
The paper is organized as follows. In Section 2 we formulate the moment conditions, and give our basic result concerning the limiting distribution of the normalized sample moments. The analysis establishes not only convergence but stable convergence in distribution. In Section 3 we illustrate how the central limit theory can be applied to e¢ cient GMM estimators for linear panel models. We derive its limiting distribution, and give a consistent estimator for the limiting variance covariance matrix. Concluding remarks are given in Section 4. Basic results regarding stable convergence in distribution as well as all 2 Bai and Ng (2006a,b) allow for cross sectional correlation in the idiosyncractic disturbances, but assume that the disturbance process is independent of the factors and loadings. The setups considered in the other papers imply that the observations are independent in the cross sectional dimension conditional on the common factors.
proofs are relegated to the appendices.
Central Limit Theory
Moment Conditions
We develop a central limit theory (CLT) for data-sets that are generated by models of the form y it = it (x t ; z t ; i ; u i;t ; 0 ) + u it for i = 1; :::; n; t = 1; :::; T
where it are known functions, y it ; x t = (x 1t ; :::; x nt ) and z t = (z 1t ; :::; z nt ) are observed in the sample and denote, respectively, the dependent variable, the sequentially exogenous and strictly exogenous explanatory variables (conditional on the unobserved components), 0 is an unknown parameter vector of …xed and …nite dimension, i is an individual speci…c e¤ect not observed by the econometrician and u it is an unobserved error term with u i;t = (u 1t ; : : : ; u i 1;t ; u i+1;t ; :::u nt ). Speci…cation (1) includes linear dynamic spatial models as well as dynamic game theoretic models discussed in more detail in Section 2.2. A special case of (1) arises when y it = it (x it ; z it ; i ; 0 ) + u it which is the case for conventional panel models.
For the purpose of this section we assume that y it and u it are scalar valued, and x it and z it respectively are 1 k x and 1 k z vectors. For the CLT developed in this section we assume that sample averages are taken over n, with n tending to in…nity and T …xed. We allow for purely cross-sectional data-sets by allowing T = 1 in the CLT. However, this condition may need to be strengthened to T > T 0 for some T 0 > 1 for speci…c models and data transformations.
The central limit theorem is stated for averages over the cross-section of random variables x i = (x i1 : : : ; x iT ), z i = (z i1 ; : : : ; z iT ), and u i = (u i1 ; : : : ; u iT ) for i = 1; :::; n: We assume that the random variables (z i ; x i ; u i ; i ) for i = 1; 2; ::: are de…ned on a probability space ( ; F; P ) : Analogous to Andrews (2005), who considers static models, we allow in each period t for the possibility of common shocks across observations that are captured by a sigma …eld C t F. In the following let x o it = (x i1 ; : : : ; x it ), u o it = (u i1 ; : : : ; u it ) and C o t = C 1 _ : : : _ C t where _ denotes the sigma …eld generated by the union of two sigma …elds. For simplicity we will also write C for C o T in the following. Our central limit theory is focused on providing general results concerning the limiting distribution of a vector of sample moments of the form
with T + T , where h it = (x o it ; z i ) denotes a vector of instruments corresponding to t, and u 
2 t = (T t)=(T t + 1), for t = 1; : : : ; T . As a special case we also have u + it = u it , for t = 1; : : : ; T . Given the general formulation of the sample moments our CLT should be helpful in establishing the limiting distribution of a broad class of estimators.
For the subsequent discussion it proves convenient to express the transformed disturbances more compactly as u +0 i = u 0 i where is a T + T matrix with t; s-th element ts . Observe that the lower diagonal elements of are zero. Furthermore, let
, then we can express the moment vectors as
where t denotes the t-th column of . Clearly, given the adopted setup, we have
We next state a set of mild regularity conditions. The conditions accommodate sequentially exogenous and strictly exogenous regressors, and allow those regressors to be cross-sectionally dependent. As a potential source of cross-sectional dependence the conditions account for the possibility of common shocks.
De…nition 1 De…ne the following sub--…elds of F:
; u t; i o ;
and (i = 1; : : : ; n) F n;0 = C;
Assumption 1 For some > 0 and some …nite constant K (which is taken, w.l.o.g., to be greater then one) the following conditions hold for all t = 1; : : : ; T , i = 1; : : : ; n, n 1:
(a) The 2 + absolute moments of the random variables x it ; z it , u it ; and i exist, and the moments are uniformly bounded by K. In addition, the following conditional moment restriction holds uniformly in i
and t E h ju it j 2+ j B n;i;t _ C i K:
(b) The following conditional moment restrictions hold:
t H i j C . Alternatively, one could postulate explicit factor structures for the elements of h it and allow for crosssectional mixing. A third possibility is to postulate cross-sectional stationarity and appeal to the ergodic theorem. If in addition one assumes that E u 2 it j F n;(t 1)n+i = 2 , where 2 is constant, we haveṼ t;n = 2 n 1 P n i=1 H 0 i t 0 t H i andṼ t;n V t p ! 0 can then be implied solely from convergence assumptions on the second order sample moments of the instruments h it . We allow for the possibility that there are no common factors by allowing for C t = f;; g : In that case, V is a matrix of …xed coe¢ cients.
The moment condition (6) in Assumption 1(b) is formulated for a situation where the common factors are only sequentially exogenous. Two examples of models for u it that satisfy (6) are (i) u it = " it t where " it satis…es E [" it j B n;i;t _ C o t ] = 0 and C o t = ( t ; : : : ; 1 ); (ii) u it = " it + c i t where " it and t are as in (i) and c i is independent of " jt and t for all j; t and E [c i ] = 0: The next condition strengthens (6) by requiring that the common factors are orthogonal to all innovations.
Assumption 2
The following conditional moment restrictions hold:
Remark 1 Condition (10) implies (6) because B n;i;t _ C o t B n;i;t _ C. The moment condition (10) is satis…ed in models where the common factors are strictly exogenous. As remarked, our analysis includes the important case where no common factors are present by allowing C t = f;; g. In this case conditions (6) and (10) are identical, and Assumption 2 is automatically implied by Assumption 1.
When (6) holds but not (10) several cases leading to di¤erent limiting distributions for the central limit theorem below can be distinguished. It is important to note that unless V t is a constant, a martingale central limit theorem for m (n) can not be established for a martingale de…ned on the -…elds e B n;i;t _ C o t where e B n;
and the CLT holds for the marginal n 1=2 P n i=1 h it u + it : However, joint convergence of the elements in m (n) only holds on the enlarged -…elds F n;(t 1)n+i : With only (6) holding, E h it u + it j F n;(t 1)n+i may not be zero and needs to be appropriately handled. This is done in the following condition. 
Remark 3
The speci…cation of the instruments as h it = (x o it ; z i ) was chosen for expositional simplicity. Clearly the above discussion also applies if h it is de…ned more generally as a vector of functions of
, where the dimension of the vectors is allowed to depend on t, but not on n.
An Economic Example
In this section we show that our moment condition (6) holds in a class of economic models with strategic interaction where agents face private and public information. In particular we consider models of strategic interaction between n players indexed by i = 1; :::; n playing a dynamic game. Our framework follows Rust (1994) , Aguirregabiria and Mira (2007) and Bajari, Benkard and Levin (2007) . Players can take actions a it 2 A where A is a …nite set with elements a 1 ; :::; a J . We use the notation a t = (a 1t ; :::; a nt ) and a it = a 1t ; :::; a (i 1)t ; a (i+1)t ; :::; a nt : The information players take into account is characterized by variables x it which are common knowledge and private signals " it (a j ) indexed by actions a 1 ; :::; a J . Let " it = (" it (a 1 ) ; :::; " it (a J )) ; " t = (" 1t ; :::; " nt ) and x t = (x 1t ; :::; x nt ) where x t is observed by all players and the econometrician and " it is only observed by player i but not by either the econometrician nor the other players. We assume that (x t ; " t ) follows a controlled Markov process with transition probability (x t+1 ; " t+1 jx t ; " t ; a t ) : Players maximize expected discounted utility
Following Rust (1994) we impose the following additional assumption on the private signals " t .
Assumption 4
The transition probability (x t+1 ; " t+1 jx t ; " t ; a t ) satis…es (a)
Remark 4 Assumption 4(a) is weaker than Assumption 2 of Aguirregabiria and Mira (2007) because " t+1 and x t+1 are not assumed to be independent.
We denote by i (x t ; " it ) the decision of player i based on common and private information. Similarly, we collect in i (x t ; " i;t ) = 1 (x t ; " 1t ) ; :::; i 1 x t ; " (i 1)t ; i+1 x t ; " (i+1)t ; :::; n (x t ; " nt ) with " i;t = " 1t ; :::; " (i 1)t ; " (i+1)t ; :::; " nt the decisions of all players other than i: Optimal strategies for players can be characterized using Bellman's principle of optimality. Given the strategies of other players i ; player i solves the following problem:
It is convenient to de…ne
For any x in the support of x t and any " i in the support of " it and de…ning " = (" 1 ; :::; " n ) a stationary Markov perfect equilibrium (MPE) then is de…ned as the strategy pro…le
such that
We now proceed by establishing that the optimality conditions (13) imply moment conditions that can be exploited in our central limit theory. These moment conditions are also at the center of estimation methods proposed by Hotz and Miller (1993) and later applied by Bajari, Benkard and Levin (2007) to the estimation of dynamic games. De…ne the equilibrium choice probabilities
and de…ne
and let u it = u 1 it ; :::; u J it 0 : It follows by construction that E [u it jx t ] = 0: It also follows from (12) that
where u i;t = u 1t ; :::; u (i 1)t ; u (i+1)t ; :::; u nt 0 . If (x 0 ; " 0 ) are drawn from an initial distribution 0 (x 0 ; " 0 ) then the joint distribution of (x o t ; " o t ) with x o t = (x 0 ; x 1 ; :::; x t ) and " o t de…ned similarly is obtained by substituting for
Since u it only depends on x t and " it and " it does not depend on x t 1 and " t 1 conditional on x t by Assumption 4 and (14) it also follows that E [u it jx t ; x t 1 ; :::; u i;t ; u it 1 ; u it 2 ; :::] = 0:
To see this note that from (14) 
and therefore E [u it jx t ; x t 1 ; :::; u i;t ; u it 1 ; u it 2 ; :::]
Moment condition (15) corresponds to Assumption 1(b) and is the main moment condition that we exploit in the next section to derive a central limit theorem. As we show here, this moment condition is implied by models which exhibit arbitrary dependence between x it and x jt and consequently between decision variables y it = i (x t ; " it ) and y jt : Thus, samples generated from the model in this section are not independent in the cross-section.
Estimation can now proceed in the following way. We assume that we observe public information
x it for players i = 1; :::; n and at t = 1; :::; T as well as their actions a it : De…ne y it;j = 1 fa it = A j g and y it = (y it;1 ; :::; y it;J 1 ) 0 : As in Rust (1994) , assume that parametrizes
) to the population moment condition can be used to set up a GMM criterion function
whereŴ is some consistent weight matrix. Maximization of Q n ( ) requires the solution of a nested …xed point problem as outlined in Rust (1994) . Asymptotic normality of^ can in principle be established with the CLT discussed in Section 2.3. A full analysis of^ requires additional conditions that guarantee identi…cation. These issues have been discussed elsewhere. The contribution of this paper is to provide an asymptotic theory for m n ( ) that does not rely on independent sampling assumptions. Despite the fact that " it conditional on x t are independent across i; m i is not independent across i conditional on covariates. This can be seen from the joint distribution given in (14) .
Our CLT allows for estimation and inference on without assuming that data from independent realizations of the game are available. The later is a common but restrictive assumption in the literature.
Central Limit Theory
In this Section we establish the limiting distribution of the moment vector m (n) = n 1=2 P n i=1 m i and then give a discussion of the strategy by which the result is derived. In fact, we not only establish convergence in distribution of m (n) , but we establish C-stable convergence in distribution of m (n) . This then allows us to accommodate random norming, where the need for random norming arises from the presence of the common factors represented by C. In fact the result allows us to establish the joint limiting distribution for m (n) ; A for any matrix valued random variable A that is C measurable. Establishing joint limits is a requirement for the continuous mapping theorem to apply and thus critical for the asymptotic analysis of estimators and test statistics.
To prove stable convergence in distribution of m (n) we …rst establish a general central limit theorem for zero mean, square integrable martingale arrays fS ni; F ni ; 1 i k n ; n 1g with di¤erences X ni , which we expect to be useful in many other contexts. We next present a formal de…nition of stable convergence in distribution, cp. Daley and Vere-Jones (1988, p. 644).
De…nition 2 Let ( ; F ; P ) be a probability space and let B (R p ) denote the Borel -…eld on R p . If fZ n : n = 1; 2; : : :g and Z are R p -valued random vectors on ( ; F ; P ), and F 0 is a -…eld such that
if for all U 2 F 0 and all A 2 B (R p ) with P (Z 2 @A) = 0;
Remark 5 In the following we will apply De…nition 2 to establish stable convergence for Z n = S nkn . The de…nition generalizes the de…nition of Hall and Heyde (1980, p. 56) to allow for stable convergence on a sub -…eld F 0 rather than on F. Restricting stable convergence to F 0 is important in our setting because -…elds F ni do not satisfy condition (3.21) maintained by the central limit theorem of Hall and Heyde (1980, p. 58). We note that when F 0 = f0; g, F 0 -stable convergence in distribution is convergence in distribution. Thus the former always implies the latter.
We now present the central limit theorem for martingale arrays. The theorem extends results in Hall and Heyde (1980) by establishing stable convergence without requiring that the -…elds F ni are nested in the sense of Hall and Heyde's condition (3.21) . This can be achieved by restricting stable convergence to a 'small'sub--…eld F 0 F. In our application, F 0 can be taken to equal C. The central limit theorem then provides exactly the type of stable and joint convergence we need.
Theorem 1 Let fS ni; F ni ; 1 i k n ; n 1g be a zero mean, square integrable martingale array with differences X ni : Let F 0 = \ 1 n=1 F n0 with F n0 F n1 for each n and E [X n1 jF n0 ] = 0 and let 2 be an a.s.
…nite random variable measurable w.r.t. F 0 . If
and
where the random variable Z has characteristic function E exp
where N (0; 1) is independent of (possibly after rede…ning all variables on an extended probability space).
In the following let V (n) = n 1 P n i=1 m i m 0 i as de…ned above, and let
. We now state the main result of the paper, a central limit theorem for the moment vector m (n) :
Theorem 2 (a) Suppose Assumptions 1 and 2 hold. Then
where N (0; I p ), and and C (and thus and V ) are independent.
(b)Let A be some p p matrix that is C measurable with …nite elements and rank p a:s:. Suppose Assumption 1 and either Assumption 2 or 3(c) hold, then
where N (0; I p ), and and C (and thus and AV A 0 ) are independent. If Assumptions 1 and 3(a)
hold, then
and Am (n) diverges. If Assumptions 1 and 3(b) hold then
(c) Suppose Assumption 1 and either Assumption 2 or 3(c) hold. Suppose furthermore that 
where
Given that the lower diagonal elements of the T + T matrix are zero it follows that c it = 0 H 0 i t = P min(t;T + ) s=1 st 0 s h 0 is , and thus c it is a function only of x o it , z i , and elements of and . Next, let X n;1 = 0, and for i = 1; : : : ; n de…ne X n;i+1 = n 1=2 c i1 u i1 ;
. . .
such that we can express
Towards establishing the limiting distribution of P T n+1 v=1 X n;v through the martingale di¤erence array CLT we need to construct appropriate information sets. This is accomplished in De…nition 1 where F n;v is de…ned.
Clearly the construction of the information sets is such that F n;v 1 F n;v , X n;v is F n;v -measurable, and E [X n;v j F n;v 1 ] = 0 in light of Assumption 2 and observing that F n;(t 1)n+i B n;i;t _ C. The proof of the …rst part of Theorem 2 in the appendix proceeds by verifying that under the maintained assumptions the martingale di¤erence array fX n;v ; F n;v ; 1 v T n + 1; n 1g satis…es all remaining conditions postulated by Theorem 1. Given that this CLT delivers stable convergence in distribution (and not just convergence in distribution) the claims in (19) and (20) then follow from Propositions A.1 and A.2.
The claim that V (n) V p ! 0 in the second part of the theorem follows in essence as a by-product of the proof of the …rst part, observing that
in light of (23). As remarked above, under Assumption 1(b) we have E [u it u is H 0 i t 0 s H i ] = 0 for t 6 = s, condition (23) will hold again under a variety of low level conditions.
Remark 6
The above construction of the information sets F n;(t 1)n+i is crucial. At …rst glance it may seem unusual to include (u jt;n ) i 1 j=1 in the information set F n;(t 1)n+i , and one may be tempted to use the information sets B n;t _ C where B n;t = x o tj ; z j ; u o t 1j ; j n j=1 instead. However, we emphasize that it is precisely because of the inclusion of (u jt;n ) i 1 j=1 that X n;v is indeed F n;v -measurable for all v, as required by the CLT. 3 Using B n;t _ C for the sequence of information sets would have lead to a violation of this measurability condition. Alternatively, one may have been tempted to use B n;i;t _ C for the sequence of information sets, i.e., to include u i;t in place of (u jt;n ) i 1 j=1 . However this would have lead to a violation of the assumption that the information sets are non-decreasing.
GMM Estimators
In this section we illustrate the use of the CLT for the GMM estimator of a commonly used panel data model with …xed e¤ects. More speci…cally, we assume the data are generated by the following model (i = 1; : : : ; n; t = 1; : : : ; T ):
where w it = (x it ; z it ) and 0 = ( 0 0 ; 0 0 ) 0 . As in the previous section, y it denotes the dependent variable, and x it and z it denote, respectively, the 1 k x and 1 k z vectors of sequentially exogenous and strictly exogenous explanatory variables (conditional on the unobserved components) corresponding to cross sectional unit i and period t, i denotes the unobserved component corresponding to cross sectional unit i, and u it denotes the idiosyncratic disturbance term. With 0 and 0 we denote the unknown parameter vectors. The vector of sequentially exogenous explanatory variables may contain a …nite number of time lags of the dependent variable, and so the speci…cation includes dynamic panel data models.
As discussed in the introduction, much of the dynamic panel data literature maintains that the data are distributed i.i.d. in the cross sectional dimension. That is, let y i = (y i1 ; : : : ; y iT ), x i = (x i1 ; : : : ; x iT ), z i = (z i1 ; : : : ; z iT ), and u i = (u i1 ; : : : ; u iT ), then in this setting (x i ; z i ; i ; u i ) or equivalently (y i ; x i ; z i ; i ) would be distributed independently and identically across i. As discussed, this assumption is appropriate for many micro-econometric applications but problematic in many other situations, e.g., where i corresponds 3 Within the context of establishing the limiting distribution of linear quadratic forms composed of independent disturbances Kelejian and Prucha (2001) employed somewhat related ideas; cp. also Yu et al. (2007 Yu et al. ( , 2008 . However their setups di¤er substantially from ours, and these papers do not consider sequentially exogenous covariates, nor common factors and corresponding stable convergence.
to countries, states, regions, industries, etc. Also in many spatial settings it would not make sense to assume that x i and/or z i are independent over i because elements of x i and /or z i may be weighted averages of characteristics of neighboring units, i.e., be spatial lags in the sense of Ord (1973, 1981 ). 4 It is of interest to compare Assumption 1 with those typically maintained under the assumption that (x i ; z i ; i ; u i ) is i.i.d.. For this discussion we also assume the absence of common factors for simplicity.
Clearly, under cross sectional independence the conditions in Assumption 1(b) can be stated equivalently by replacing the conditioning sets by x o it ; z i ; i ; u o it 1 . In particular, Assumption 1(b) simpli…es to
This is in contrast to the assumption that
which is typically maintained in the literature under cross sectional independence. Clearly condition (28) rules out autocorrelation in the disturbances, even if x it does not contain a lagged endogenous variable, while condition (29) does not. 5 Of course, if the model is dynamic and linear also condition (29) rules out autocorrelation in the disturbances. In this case conditions (28) and (29) are equivalent, since then
x o it already incorporates the information contained in u o it 1 through the lagged values of the dependent variable. We note that the need to include u o it 1 in the conditioning information set stems from the use of a martingale di¤erence CLT, while the i.i.d. case can simply be handled by a CLT for i.i.d. random vectors.
We consider moment estimators that are based on …rst di¤erences of (27) such that E h 0 t 1i u it = 0 for t = 2; : : : ; T;
where is the di¤erence operator. Let H i = diag (h i1 ; :::; h i;T 1 ) be the (T 1) (
matrix containing the T 1 instrument vectors, and let D be the (T 1) T matrix such that Du 0 i = u i := ( u i2 ; :::; u iT ) 0 . The sample moment vector m (n) corresponding to the above moment conditions is then given by (2) , where m i is as in (3) with = D and T + = T 1. For the following discussion it proves helpful to de…ne y i := ( y i2 ; :::; y iT ) 0 and w i := ( w 0 i2 ; :::; w 0 iT ) 0 . 4 To allow for situations where, e.g., a regressor variable corresponding to unit i is a cross sectional weighted average of some basic variable, and since it comes at no mathematical cost, we allow all variables to be triangular arrays. For example, if the dependent variable is wages and i corresponds to regions, then a regressor may be a weighted average of the unemployment rate of region i and the unemployment rates of surrounding regions, with weights declining with distance. To save on notational cost, we do not explicitly account for the dependence of the observations on n: 5 Speci…c forms of autocorrelated disturbances such as AR(1) disturbances could be accommodated by reformulating the moment conditions w.r.t. to the basic innovations entering the disturbance process.
The GMM estimator corresponding to the moment conditions (30) is de…ned as In the following we utilize the theory developed in Section 2 to derive the asymptotic distribution of~ n for situations where some or all regressors are allowed to be only sequentially rather than strictly exogenous, while at the same time allowing the data to be cross sectionally dependent. Correspondingly our analysis will postulate Assumption 1, which also accommodates cross sectional dependence due to sequentially exogenous common factors.
For completeness we discuss the structure of the matrices in Assumption 1(c) as implied by the moment conditions (30). The matricesṼ t;n are readily seen to be block diagonal of the formṼ t;n = n 1 P n i=1 diag(0; : : : ; 0; S it ; 0; : : : ; 0) with
; t = 2; : : : ; T 1;
and S iT = 2 iT h 0 i;T 1 h i;T 1 ;where 2 it = E u 2 it j F n;(t 1)n+i . (Note that there is partial overlap between the non-zero blocks ofṼ t;n andṼ t 1;n .) If we assume additionally Assumption 2, the limiting matrices corresponding toṼ t;n will typically be of the form V t = plim n!1 n 1 P n i=1 diag(0; : : : ; 0; E [S it j C] ; 0; : : : ; 0), where by a iterated expectations argument it is seen that
The next theorem establishes the basic asymptotic properties of the GMM estimator~ n when common factors are either strictly exogenous or have an asymptotically negligible e¤ect on the estimator bias.
Under the same conditions we also give a result in Theorem 5 that can be utilized to establish the limiting distribution of test statistics, allowing for random norming corresponding to the common factors captured by C. (a) Then
where is independent of C (and hence of ), N (0; I kx+kz ), and
If in addition, E u 2 it j F n;(t 1)n+i = 2 for a constant 2 holds, then
(b) Suppose B is some q k x + k z matrix that is C measurable with …nite elements and rank q a:s:,
where N (0; I q ), and and C (and thus and B B 0 ) are independent.
The next result considers cases where the common factors are only sequentially exogenous, i.e., only (6) but not necessarily (10) holds, and where the resulting e¤ect on the bias of the estimator is asymptotically non-negligible. The …rst part of the theorem considers a case where the estimator is inconsistent and converges to a random limit while the second part of the theorem covers a case where the estimator is root-n consistent but not asymptotically mixed normal. 
For e¢ ciency (conditional on C) we can select = V 1 , in which case = (G 0 V 1 G) 1 . To construct a feasible e¢ cient GMM estimator consider the following estimator for V
where f u i = ( f u i2 ; : : : ; f u iT ) with f u it = y it w it~ n , and~ n is the initial GMM estimator with weight matrix~ n = I, or some other consistent estimator for 0 . The GMM estimator with weight matrix
The above expression for the GMM estimator^ n is again consistent with expressions given in the dynamic panel data literature under the assumption of cross sectional independence of the observations. By Theorem 3 the limiting variance covariance matrix of^ n is then given by = (G 0 V 1 G) 1 , which can be estimated consistently by^ n = G 0
, provided it is shown that e V (n) is indeed a consistent estimator for V . Next let R be a q (k x + k z ) full row rank matrix and r a q 1 vector, and consider the Wald statistic
2 to test the null hypothesis H 0 : R 0 = r against the alternative H 1 : R 0 6 = r. The next theorem establishes the consistency of e V (n) , and shows that T n is distributed asymptotically chi-square, even if is allowed to be random due to the presence of common factors represented by C.
Theorem 5 Suppose the assumptions of Theorem 3 hold, that V
that~ n p ! 0 , and that the fourth moments of u it ; x it and z it are uniformly bounded by a …nite constant. A Appendix A: Proofs for Section 2
A.1 Stable Convergence in Distribution
The following proposition is proven in Daley and Vere-Jones (1988), p. 645-646.
Proposition A.1 Let fZ n : n = 1; 2; : : :g, Z and F 0 be as in De…nition 2. Then the following conditions are equivalent:
(ii) For all F 0 -measurable P -essentially bounded random variables and all bounded continuous functions
(iii) For all real valued F 0 -measurable random variables #, the pair (Z n ; #) converges jointly in distribution to the pair (Z; #).
(iv) For all bounded continuous functions g : R p R ! R, and all real valued F 0 -measurable random
(v) For all real vectors t 2 R p and all F 0 -measurable P -essentially bounded random variables
The following proposition is helpful in establishing the limiting distribution of random vectors under random norming.
Proposition A.2 Let fZ n : n = 1; 2; : : :g, and F 0 be as in De…nition 2, and let V be a F 0 -measurable, a.s. …nite and positive de…nite p p matrix. Suppose for 2 R p with 0 = 1 we have
with v = 0 V , where is independent of F 0 (and thus of V ) and N (0; 1), and consequently the characteristic function of v
1=2
is given by (s) = E expf
(a) Then
where is independent of F 0 (and thus of V ) and where
is given by (t) = E expf 1 2 (t 0 V t)g . (b) Let A be some p p matrix that is F 0 -measurable, a.s. …nite and has full row rank. Then
where is as de…ned in part (a), and hence also
where is independent of F 0 (and thus of AV A 0 ) and where
Proof of Proposition A.2. (a) In light of Proposition A.1(v), for all real vectors s 2 R and all F 0 -measurable P -essentially bounded random variables we have E exp(is
Since and V are F 0 -measurable, and
and thus
Now consider some t 2 R p , then by analogous argumentation as above, E exp(it 0 V 1=2 ) = E expf 1 2 (t 0 V t)g . In light of Proposition A.1(v) it thus su¢ ces to show that
Choosing and s be such that t = s , this is seen to hold in light of (A.1).
(b) Since A is F 0 -measurable it follows from Proposition A.1(iii) that (Z n ; A) converge jointly in distribution to (V 1=2 ; A). Hence by the continuous mapping theorem AZ n d ! AV 1=2 . The characteristic function of AV 1=2 is given by
observing that AV 1=2 conditional on F 0 is distributed multivariate normal (0; AV A 0 ). Recognizing that (s) is also the characteristic function of (AV A 0 ) 1=2 completes the proof.
A.2 Proof of Martingale Central Limit Theorem
Proof of Theorem 1. The proof follows, with appropriate modi…cations, the strategy used by Hall and Heyde (1980, pp. 57-58 and pp. 60) in proving their Lemma 3.1 and Theorem 3.2. First suppose that 2 is a.s. bounded such that for some C > 1,
By assumption fS ni ; F ni ; 1 i k n ; n 1g is a zero mean, square integrable martingale array with di¤er-ences X ni , i.e., (i) S ni is measurable w.r.t.
s. for all 1 j < i. The di¤erences are de…ned as X n1 = S n1 , and X ni = S ni S ni 1 for 2 i k n .
Clearly for any j i the random variable X nj is measurable w.r.t. to F ni , since F nj F ni . Furthermore E [X ni j F nj ] = 0 for 0 j < i and 1 i k n , since E [X n1 j F n0 ] = 0 by assumption, and for 2 j < i
We now establish that fS 0 ni ; F ni ; 1 i k n ; n 1g is also a zero mean, square integrable martingale array with, by construction, di¤erences X 0 ni . Since the random variables X n1 ; : : : ; X ni are measurable w.r.t.
by assumption, and for 2 j < i
This veri…es that fS 0 ni ; F ni ; 1 i k n ; n 1g is indeed a zero mean, square integrable martingale array.
Next let U 2 nkn = P kn i=1 X 2 ni , then clearly P (U 2 nkn > 2C) ! 0 in light of (17) . Consequently
which in turn implies P (S 0 nkn 6 = S nkn ) ! 0, and furthermore
for any P -essentially bounded and F 0 -measurable random variable . Consequently by Proposition A.1(v),
Observe furthermore that in view of (A.4) the martingale di¤erences fX 0 ni g satisfy that max i jX 0 ni j p ! 0 and (18) implies furthermore that E max i X 02 ni is bounded in n.
We now show that S 0
Observing that X 0 nj = 0 for j > J n , and that for any real number a we have (1 + ia) 2 = (1 + a 2 ) and exp(1 + a 2 ) > 1 + a 2 , it follows that
Since E X 02 nJn E X 2 nJn is uniformly bounded it follows from the above inequality that E
uniformly bounded in n.
Now de…ne I n = exp itS 0 nkn and W n = exp
where r (:) is as de…ned in Hall and Heyde (1980) , p. 57. Then
for any any P -essentially bounded F 0 -measurable random variable . Because F 0 F ni it follows that exp 2 t 2 =2 is F ni -measurable for all n and i k n . Hence,
Thus, in light of (A.5), for (A.6) to hold it su¢ ces to show that
is uniformly bounded as shown above. Observing that jI n j = 1
In light of (A.5) it follows furthermore that
is uniformly bounded in n, it follows that T 0 n (t) Let N (0; 1) be some random variable independent of F 0 , and hence independent of (possibly after rede…ning all variables on an extended probability space), then for any P -essentially bounded F 0 -measurable random variable we have E [ exp(it )] = E exp( 
A.3 Proof of Central Limit Theorem for Sample Moments
Proof of Theorem 2.
To prove Part (a) of the Theorem we use Proposition A.2 and follow the approach outlined after the theorem in the text to derive the limiting distribution of 0 m (n) . In particular,
we consider the representation 0 m (n) = P kn v=1 X n;v with k n = T n + 1, de…ned by (25)- (26), and the corresponding information sets de…ned in (4). We recall the de…nitions (t = 1; : : : ; T; i = 1; : : : ; n) X n;(t 1)n+i+1 = n 1=2 c it u it ;
and X n;1 = 0. In the following, let v = (t 1)n + i + 1. We also use F n;0 = C, then clearly F n;0 F n;1 and
To prove part (a) of the theorem we verify that fX n;v ; F n;v ; 1 v T n + 1; n 1g is a square integrable martingale di¤erence array that satis…es the assumptions maintained by Theorem 1 with 2 = 0 V , observing that 2 be an a.s. …nite random variable measurable w.r.t. F 0 in light of Assumption 1.
Observing that c it de…ned in (A.8) is a function of x o it , z i , and it is readily seen that X n;v is measurable w.r.t. to F n;v . Observing further that F n;(t 1)n+i B n;i;t _ C it follows from (10) that E [X n;v j F n;v 1 ] = E X n;(t 1)n+i+1 j F n;(t 1)n+i (A.9)
= n 1=2 c it E u it j F n;(t 1)n+i = 0:
Next consider some with 0 , then .10) and for = we have
The last inequality follows from (5), observing again that F n;(t 1)n+i B n;i;t _ C.
Let V 2 nkn = P kn v=1 E X 2 n;v j F n;v 1 and U 2 nkn = P kn v=1 X 2 n;v , and consider the following conditions:
We next show that these conditions are su¢ cient for Assumptions (16) , (17) , and (18) for any " > 0;
Condition (16) is now seen to hold since .12) . By an analogous argument we also have:
for any " > 0;
Observing that Condition (A.14) implies that V nkn is uniformly integrable it now follows from Hall and
Condition (17) is now seen to hold since for any " > 0
in light of (A.13) and (A.15). Condition (18) is seen to hold since E U 2 nkn = E V 2 nkn is uniformly bounded in light of Condition (A.14), using Lyapunov's inequality.
We next verify Conditions (A.12), (A.13) and (A.14). Utilizing (A.10) we have
by Assumption 1(c). This veri…es (A.13).
Next observe that for all t and i
using inequality (1.4.3) in Bierens (1994) , and where K is a bound for the absolute elements of . Now let a = (a k ) be some non-stochastic p 1 vector with ja k j K a , and let b = (b k ) be some 1 p Bierens (1994) , and observing that
by the Schwartz inequality.
Since 0 = 1 all elements of are bounded by one. Furthermore, by Assumption 1(a) the 2 + absolute moments of the element of h is are uniformly bounded by some …nite constant K. Observing further that the dimensions of s and h is are bounded by T k x + k z it follows from applying inequality
2+ K, and thus in light of (A.17):
Utilizing (A.11) it follows that
as n ! 1. This establishes condition (A.12).
Next observe that in light of (A.10) and Assumption 1(a)
i using again inequality (1.4.3) in Bierens (1994) . In light of (A.19) it follows further that
which establishes (A.14). Of course, in light of (A.10) and (A.19) the above discussion also establishes that X n;v is square integrable.
Having veri…ed all conditions of Theorem 1 it follows from that theorem that 0 m (n) where and ares independent of C, and N (0; I kx+kz ) and N (0; I q ). If E u 2 it j F n;(t 1)n+i = 2 , then V = p lim n!1Ṽ(n) = 2 p lim n!1 n 1=2 P n i=1 H 0 i DD 0 H i as claimed. Now assume that Assumption 3(c) hold. Then it follows from (A.22) and Proposition A.1(iii) that ~ n ; G n G; B; ; G;m (n) p nb n ; p nb n d ! 0; 0; B; ; G; V 1=2 ; 0 :
The remainder of the argument follows in the same way as in the …rst part of the proof. Proof of Theorem 5. We …rst show that e V (n) p ! V . Since f u it = u it w it (~ n 0 ) we have
By assumption V (n) p ! V . For the (T 1) (T 1) matrix n 1 P n i=1 H 0 i w i (~ n 0 ) u 0 i H i consider the typical t; s-block given by
by repeated application of the Cauchy-Schwarz inequality. By the boundedness of fourth moments all expectations are bounded and thus n 1 P n i=1 kh 0 it h is k ju is j kw it k = O p (1). Since by assumption ~ n 0 = o p (1) it follows that n 1 P n i=1 P n i=1 h 0 it h is u is w it (~ n 0 ) = o p (1) : The other terms appearing in B.3 can be treated in the same way. Therefore e V (n) p ! V as claimed, and furthermore^ n = G 0
By part (a) of Theorem 3 it now follows that
where is independent of C (and hence of ), N (0; I kx+kz ). In light of (B.4), the consistency of^ n , and given that R has full row rank q it follows furthermore that under H 0
Since B = (R R 0 ) 1=2 R is C-measurable and B B = I it then follows from part (b) of Theorem 3 that
where N (0; I q ). Hence, in light of the continuous mapping theorem, T n converges in distribution to a chi-square random variable with q degrees of freedom. The claim that^ hold as a special case of (B.5) with R = I and r = 0 .
