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Here a,y is the (i, j) element of the matrix A, pn+l is a factor of proportionality which makes the last component of t/"+i = 1, and the iteration is started using a non-exceptional real vector r¡ = tjo with last component 1. The vector i\n converges to the proper vector Xi and /i"+i converges to Xi.
In the case where |Xi| = |X2| > |Aa|, Xi 5* X2 the iteration (/) no longer converges. This case occurs when either Xi = -X2 or when Xi and X2 form a conjugate complex pair. We will assume the latter occurs. Put X2 = Xi and x2 = Xi. Although the iteration (I) diverges it is still useful, as is shown by the following theorem.
Theorem. where kn is a constant which makes the last component of r¡" = 1. For sufficiently large n all but the first two terms of the sum may be neglected. Let N be a specific value of n sufficiently large so that vu -axi + 0x1 the neglected terms being negligible. Since the vector Xi is only determined up to a constant factor we may To solve the problem of determining Xi on a digital computer, the numbers pn are first generated from the iteration (I) and then the vn and cr" are computed from the /i". When successive values of v" and an differ by less than the allowable preassigned error the iterations are stopped and a and ß are given the values a = vn+i, ß = "V(r"+i -vl+i. This algorithm for obtaining a, ß, and p is also discussed in Rutishauser [3] and Aitken [1] .
A word of warning may be appropriate here. While theoretically the v" and <r" converge, it may happen in practice that rounding off errors in computed values of these will leave the magnitude of the difference of successive values greater than the preassigned error. Hence, if the computation continues for too long a time it may be necessary to print out a few consecutive values of v" and <r" and examine the differences.
In the case of complex proper values, there may be no occasion to obtain the corresponding proper vectors, but the computation presents no difficulty. Having computed Xi the vector Xi may be obtained from the equation xi = k(ntf+ivx+i -XiT7") where k is a constant of proportionality. roots. By forming the polynomial g(x) = xr/( -) one obtains the roots of minimum modulus of fix). These devices have the advantage that the precision obtained in any new root is independent of the errors in previously obtained roots. It is only after these devices have become exhausted, that it may become necessary to remove from /(x) factors corresponding to computed roots.
Concluding Remarks. The method described here fails only in the case where /(x) has more than one pair of roots of the same maximum modulus (e.g., the equation xr -1 = 0). It could be refined without difficulty to take in these more general cases, as indeed was done by Rutishauser [3] in which the elements are themselves special square matrices. The diagonal elements, a" are symmetric matrices. The minus signs are not required; they were a convenience in the particular problems we studied. This type of matrix arises, e.g., in the least-square fitting of survey data or in the difference equation approximation, to some common partial differential equations. The method suggested takes advantage of the special properties of the large matrix and involves only algebraic operations and inversions of matrices the size of the elements. It is thus particularly applicable for use by "medium" sized 
