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Abstract
We give uniform formulas for the branching rules of level 1 modules over orthogonal affine Lie algebras
for all conformal pairs associated to symmetric spaces. We also provide a combinatorial interpretation of
these formulas in terms of certain abelian subalgebras of simple Lie algebras.
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1. Introduction
A pair (s, k), where s is a finite-dimensional semisimple Lie algebra over C and k is a reductive
subalgebra of s, such that the restriction of the Killing form of s to k is nondegenerate, is called a
conformal pair if there exists an integrable highest weight module V over the affine Kac–Moody
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P. Cellini et al. / Advances in Mathematics 207 (2006) 156–204 157algebra sˆ, faithful on each simple component of s, such that the restriction to kˆ of each weight
space of the center of k in V decomposes into a finite direct sum of irreducible kˆ-modules. In
such a case k is called a conformal subalgebra of s.
It is well known that any integrable highest weight sˆ-module, when restricted to kˆ, decomposes
into a direct sum of irreducible kˆ-modules [12], but almost always this decomposition is infinite.
The first cases of a finite decomposition, found in [13], are as follows. Let g = k ⊕ p be
the eigenspace decomposition of an inner involution of a simple Lie algebra g such that k is
semisimple. This defines an embedding k ⊂ so(p). It was shown by Kac and Peterson in [13], by
an explicit decomposition formula, that the restriction of the spinor representations of ŝo(p) to kˆ
is a finite direct sum of irreducible kˆ-modules. Thus, the pair (so(p), k) is conformal.
Due to their importance for string compactifications, a series of papers on conformal pairs
appeared in the second half of the 1980s in physics literature. First of all, a connection to
representation theory of the Virasoro algebra was established. Namely, it was found that the
decomposition in question is finite if and only if the following numerical criterion holds: the
central charges of the Sugawara construction of the Virasoro algebra for sˆ and kˆ are equal [9].
This immediately has led to a conclusion: the decomposition in question has a chance to be fi-
nite only if the level of the sˆ-module V is equal to 1, and if it is finite for one of the sˆ-modules
of level 1, it is also finite for all others. Furthermore, Goddard, Nahm and Olive show [9] that
the observation of Kac and Peterson can be reversed. Namely all conformal pairs (so(p), k) are
obtained from an involution (not necessarily inner) of a semisimple Lie algebra g, and all such
pairs are conformal. However, they obtain this result using the above numerical criterion, and do
not find actual decompositions.
All conformal subalgebras k for all simple Lie algebras s were classified in [3,24] by making
use of the numerical criterion. Also, it was pointed out in [2] that, using the conformal pairs
(so2n,gn) and (so4n, sp2n × s2), one can reduce the study of conformal subalgebras in all
classical Lie algebras to that in son.
Around the same time the general problem of restricting representations of affine Lie algebras
to their subalgebras was treated, using the theory of modular forms. Namely it was observed
in [14] that the branching rules are described by certain modular functions, called branching
functions, for which one can write down explicit transformation formulas. This idea was further
developed in [16], where the above mentioned “modular constraints,” along with the “conformal
constraints,” provided by the Virasoro algebra, allowed to compute easily branching functions
(which are constants in the conformal pair case) in many interesting cases, and, in principle, in
any given case. The technology developed in [16] was subsequently used in [15] to find all the
decompositions of all integrable highest weight modules of level 1 over affine Lie algebras sˆ,
restricted to affine subalgebras kˆ, where k is a conformal subalgebra of a simple exceptional Lie
algebra s. The branching rules of some other conformal embeddings were subsequently found in
[1,20] and a few other papers, written in the 1990s.
The problem of finding a general conceptual formula for branching rules for level 1 integrable
highest weight modules over ŝo(p), when restricted to kˆ, where the conformal embedding of k in
so(p) is defined by the eigenspace decomposition of an involution of a semisimple Lie algebra
g = k + p, has remained an open problem.
In the present paper we completely solve this problem. The solution turned out to be intimately
related to recent developments in the study of abelian subalgebras of simple Lie algebras, that
began with a paper of Kostant [17] and continued in [4–7,18,21,22,25].
Let us explain our main observation on the example of a conformal embedding k ⊂ so(k),
where k is a simple Lie algebra, via the adjoint representation of k. In this case the restriction to kˆ
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kˆ-modules (this decomposition was found already by Kac and Wakimoto [16]), and, remarkably,
these 2rankk kˆ-modules are in a canonical one-to-one correspondence with all abelian ideals of a
Borel subalgebra of k.
Our main result is that for all conformal pairs associated to symmetric spaces, the decomposi-
tion of level 1 modules over ŝo(p) is described in terms of a certain class of abelian subalgebras
of semisimple Z2-graded Lie algebras g = k ⊕ p, studied and classified recently by Cellini,
Möseneder Frajria and Papi [7].
We hope that the connection of representation theory of affine Lie algebras to the theory of
abelian subalgebras of simple Lie algebras will shed a new light on the latter theory as well. So
far we obtained only partial results in this direction.
Now we describe our results in a special case which might give the flavour of the general case.
First remark that ŝo(p) is an affine algebra of type B(1) or D(1) according to whether dim(p) is
odd or even. Hence the level 1 modules are the fundamental representations associated to the
extremal nodes of the Dynkin diagram. They are the basic, vector and spin representations, and
have been studied since a long time.
We consider in detail the case of the basic and vector representation of kˆ and furthermore we
assume that k is semisimple. Denote by L(Λ˜0) the basic representation, by L(Λ˜1) the vector
representation and set L = L(Λ˜0)+L(Λ˜1). The first step in our analysis consists in calculating
the character of the kˆ-module L. This is done using the explicit description of the action given in
[13]. To be more precise we need to fix some notation. Let h0 be a Cartan subalgebra of k; denote
by Δk the set of h0-roots of k and by Δ(p) the set of h0-weights of p. Fix a set of positive roots
Δ+k and let b0 be the corresponding Borel subalgebra. Let σ denote the involution which induces
the decomposition g = k ⊕ p and denote by Lˆ(g, σ ) the extended loop algebra associated to the
pair (g, σ ) (see [12, Chapter 8]) and by Wˆ its Weyl group. The choice of Δ+k induces natural
choices Δˆ+, Δˆ+k for the positive roots of Lˆ(g, σ ), kˆ respectively. Here, as above, kˆ denotes the
untwisted affine algebra associated to k; we also set δk to be its fundamental imaginary root and
Wˆk its Weyl group. Finally let Δ+ denote a set of positive roots (w.r.t. the centralizer of h0 in g)
of g compatible with that of k (see Section 2.3). This allows us to define
Δ+(p) = Δ+|h0 ∩Δ(p),
Δˆ+(p) =
{(
m+ 1
2
)
δk + α
∣∣ α ∈Δ+(p), m ∈ Z}.
Then it turns out that, up to an exponential factor, ch(L) equals
∏
α∈Δˆ+(p)
(
1 + e−α)mult(α)
(see (3.4)). To extract from the previous formula information on the kˆ-module structure of L we
generalize an idea used in [23] in the finite-dimensional equal rank case. We introduce a natural
map ψ0 : kˆ → Lˆ(g, σ ), whose transpose induces a bijection ψ∗0 : Δˆ ↔ Δˆ+k ∪ Δˆ+(p). Using this
map and the Weyl–Kac character formula we get the following decomposition into irreducible
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L(Λ˜	) =
∑
u∈W ′σ,0
(u)≡	 mod 2
L
(
ψ∗0 (uρˆ)− ρˆk +
1
2
	δk
)
. (1.1)
Here W ′σ,0 is the set of minimal right coset representatives of (ψ∗0 )−1Wˆkψ∗0 in Wˆ , ρˆ, ρˆk are the
sum of fundamental weights in Δˆ+, Δˆ+k and 	 = 0,1. A more accurate statement of formula(1.1) is given in Theorem 3.5.
The combinatorial interpretation of formula (1.1) arises from the fact that, if C1 denotes the
fundamental alcove of Wˆ , then the set
⋃
w∈W ′σ,0 wC1 is the polytope studied in [7] in connection
with the problem of enumerating b0-stable abelian subalgebras of p. This coincidence allows us
to give a much more explicit rendering of formula (1.1). For instance, if σ is an automorphism
of type (0, . . . ,1, . . . ,0;1) with 1 in a position corresponding to a short root, then we have
L(Λ˜	)=
⊕
A∈Σ|A|≡	 mod 2
L
(
Λ0,k + 〈A〉 − 12
(|A| − 	)δk),
where Σ is the set of b0-stable abelian subalgebras of p, and for A ∈ Σ , 〈A〉, |A| denote the
sum (respectively the number) of the roots in A. The general case is completely described in
Theorem 3.9.
The situation in the case of the spin representation (k semisimple) is much more complex. For
instance, we need to use the factorization of the involution σ as μη with η inner and μ diagram
automorphism to write down the auxiliary map ψ1 : kˆ → L′(g, σ ) which plays the role of ψ0 in
the spin case and which is the crucial tool for manipulating the character. Moreover the target
algebra L′(g, σ ) is different according to whether we are considering the equal rank case, the
A
(2)
2n case or the remaining nonequal rank cases. Surprisingly enough, we obtain a decomposition
formula which is quite similar to (1.1):
ch(Xr) = 2(N−n)/2
∑
u∈W ′σ,1
ch
(
L
(
a0ψ
∗
1 (uρˆ
′)− ρˆk
))
. (1.2)
We refer the reader to Proposition 4.7 for the undefined notation. As far as the combinatorial
interpretation is concerned, we get again a description of formula (1.2) in terms of abelian subal-
gebras, but in the nonequal rank the right class to consider is that of noncompact subalgebras (cf.
Definition 4.3) which are stable under the Borel subalgebra b0 ∩ k ∩ kμ of the subalgebra k ∩ kμ
of μ-fixed points in k. The relevant results in this direction are Theorems 4.10, 4.12, 4.13.
A few words on the case in which k has a nontrivial center. In this case we describe the finite
decomposition of an eigenspace of the center on the level 1 modules. Also in this case there is a
special subset of abelian stable subalgebras of p which plays an important role in the description
of the decompositions. We describe in detail the finite decomposition of each eigenspace of the
center (see Theorems 5.4, 5.5).
The paper is organized as follows. In Section 2 we recall the necessary information on the
structure and representation theory of affine Lie algebras, as well as the construction of all level 1
modules over the affinization of orthogonal Lie algebras son. In Section 3 we find the decom-
positions of the basic + vector representations of ŝo(p), restricted to kˆ, k semisimple, and in
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the case when k has a nontrivial center. Finally in Section 6 we consider some concrete examples
and discuss connections of the theory of abelian subalgebras to modular invariance.
2. Preliminaries
2.1. Lie algebra involutions and affine algebras
Let g be a semisimple Lie algebra over C, σ an involutive automorphism of g and let g = k⊕p
be the corresponding eigenspace decomposition. Let h0 be a Cartan subalgebra of the reductive
subalgebra k and let z be the centralizer of h0 in g. Let (·,·) denote a nondegenerate invariant and
σ -invariant symmetric bilinear form on g. Then (see [10, Lemma 5.3] or [12, Lemma 8.1]), z is
a Cartan subalgebra of g and (k,p) = 0. In particular (·,·)|k×k is a nondegenerate invariant form
on k and (·,·) is nondegenerate when restricted to h0, so we can induce a form, still denoted by
(·,·) on h∗0.
Consider the root system Δk of the pair (k,h0) and fix a subset of positive roots Δ+k . Let b0
denote the corresponding Borel subalgebra of k. We denote by Δ(p) the set of h0-weights of p.
Let L(g) be the loop algebra of g:
L(g) = C[t, t−1]⊗ g.
Let L(g, σ ) be the subalgebra
L(g, σ ) =
( ∑
n∈Z, n even
tn ⊗ k
)
⊕
( ∑
n∈Z, nodd
tn ⊗ p
)
and consider the extended loop algebra Lˆ(g) = L(g)⊕ CK ′ ⊕ Cd ′ with bracket defined by[
tn ⊗X + λK ′ +μd ′, tm ⊗ Y + λ1K ′ +μ1d ′
]
= tn+m ⊗ [X,Y ] + δn,−mn(X,Y )K ′ +μ1ntn ⊗X +μmtm ⊗ Y. (2.1)
(The construction of the extended loop algebra is done in [12] only for g simple, but everything
extends to semisimple g in a straightforward way.) Set Lˆ(g, σ ) = L(g, σ )⊕CK ′ ⊕Cd ′. Clearly
Lˆ(g, σ ) is a subalgebra of Lˆ(g).
Set hˆ = (1 ⊗ h0) ⊕ CK ′ ⊕ Cd ′ and let Δˆ denote the set of nonzero hˆ-weights of Lˆ(g, σ ).
Define δ′ ∈ hˆ∗ by setting
δ′(1 ⊗ h0) = δ′(K ′)= 0, δ′(d ′) = 1.
We identify h∗0 and the subset {λ ∈ hˆ∗ | λ(d ′)= λ(K ′)= 0} of hˆ∗.
Notation. If λ ∈ hˆ∗ we denote by λ its restriction to 1 ⊗ h0.
The set of roots of Lˆ(g, σ ) is
Δˆ = {kδ′ + α | α ∈Δk, k even} ∪
{
kδ′ + α | α ∈ Δ(p), k odd}
∪ {kδ′ | k ∈ 2Z, k = 0}.
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by Wˆ the Weyl group generated by Πˆ .
Assume now that σ is indecomposable (i.e. g has no nontrivial σ -stable ideals). Then either
g is simple, or g is a direct sum of two copies of a simple Lie algebra k and σ permutes the
summands. We call the latter the complex case.
The following two propositions give a summary of Exercises 8.1–8.4 from [12]. The proof
can be found in [10, Chapter X, §5].
Proposition 2.1.
(1) |Πˆ | = n+ 1, where n is the rank of k.
(2) If Πˆ = {α0, . . . , αn}, then α0, . . . , αn span h0.
(3) (αi, αi) > 0 for all i and
aij = 2 (αi, αj )
(αi, αi)
∈ −Z+, if i = j .
(4) A= (aij ) is a generalized Cartan matrix of an affine type.
We label the αi so that the corresponding Dynkin diagram is one of those displayed in
[12, pp. 54–55].
If α ∈ Δˆ, then α can be written uniquely as ∑ni=0 mi(α)αi with mi(α) ∈ Z. Write αi =
siδ
′ + αi . By Proposition 2.1(3), αi = 0. Let hαi be the unique element of h0 such that αi(h) =
(hαi , h) for all h ∈ h0. Set hi = 2(αi ,αi )hαi and fix t si ⊗Xi ∈ Lˆ(g, σ )αi , t−si ⊗Yi ∈ Lˆ(g, σ )−αi in
such a way that (Xi, Yi) = 2(αi ,αi ) . Then [Xi,Yi] = hi . It follows that[
t si ⊗Xi, t−si ⊗ Yi
]= 2si
(αi, αi)
K ′ + hi.
Set α∨i = 2si(αi ,αi )K ′ + hi and Πˆ∨ = {α∨0 , . . . , α∨n }. In the following proposition we use the nota-
tion of [12, Chapter 1].
Proposition 2.2. The triple (hˆ, Πˆ, Πˆ∨) is a realization of A and the map
ei → t si ⊗Xi, fi → t−si ⊗ Yi
extends to a Lie algebra isomorphism of the affine Kac–Moody algebra g(A) to the Lie algebra
Lˆ(g, σ ).
Let a0, . . . , an (respectively a∨0 , . . . , a∨n ) be positive integers with GCD(a0, . . . , an) = 1 that
are coefficients of a linear dependence between the rows (respectively columns) of the matrix A:
n∑
i=0
aiαi = 0 and
n∑
i=0
a∨i hi = 0.
Set δ =∑ni=0 aiαi and notice that δ = (∑ni=0 aisi)δ′. We also let K =∑ni=0 a∨i α∨i be the canon-
ical central element.
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i=0 aisi
. Then k = 1 if σ is inner and k = 2 otherwise.
Proof. Since 2δ′ = kδ is a root (cf. [12, Theorem 5.6 b)]) we deduce that k is an integer, hence
k ∈ {1,2}. Since δ′ = k2δ is a root if and only if z = h0, we see that k = 2 if and only if σ is not
of inner type. 
Remark 2.1. If g is simple of type XN , then Lˆ(g, σ ) is an affine Kac–Moody algebra of
type X(k)N . If g = k ⊕ k, where k is simple of type XN , then Lˆ(g, σ ) is of type X(1)N .
Remark 2.2. If g is simple, using the terminology of [12], we have that σ is an automorphism of
type (s0, . . . , sn; k). In the complex case we have k = 2, s0 = 1.
If g is simple, we choose (·,·)= k−1(·,·)n, where (·,·)n is the invariant form on g such that the
square root length of a long root is 2. We will call (·,·)n a normalized invariant form. If g = k× k
we define (·,·) by
(
(X,Y ), (X′, Y ′)
)= 1
2
(
(X,X′)n + (Y,Y ′)n
)
,
where (·,·)n is the normalized invariant form on k.
We define a standard invariant form (·,·) on Lˆ(g, σ ) by setting
(
α∨i , h
)= 2
(αi, αi)
αi(h) for i = 0, . . . , n and h ∈ hˆ, (2.2)
(d ′, d ′) = 0. (2.3)
We want to prove that the previous formulas define a normalized invariant form on Lˆ(g, σ ),
i.e. (θ, θ) = 2, where θ =∑ni=1 aiαi . Let ν : hˆ → hˆ∗ be the induced isomorphism and let (·,·) be
the induced form on hˆ∗. Since
αi(h) = (αi, αi)2
(
α∨i , h
)
we see that ν−1(αi) = (αi ,αi )2 α∨i . It follows that
(αi, αj ) = (αi, αj ).
Hence, if λ,μ ∈ Span(Πˆ), then
(λ,μ) = (λ,μ). (2.4)
We need to discuss the relationship between the roots of g and the roots of Lˆ(g, σ ). Write
z = h0 ⊕ aC, where aC = p ∩ z. Let Δ be the z-root system of g. There are three types of roots
in Δ: those such that α|aC = 0 and whose root vector Xα is in k, those such that α|aC = 0 and
whose root vector Xα is in p, and those such that α|aC = 0. These are usually called respectively
compact imaginary roots, noncompact imaginary (or singular imaginary) roots, and complex
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compact, and complex. If α is a complex root, then the corresponding root vector decomposes
as
Xα = uα + vα
with uα ∈ k and vα ∈ p. Then uα is a root vector in k for the root α|h0 and vα is a weight vector in
p for the weight α|h0 in Δ(p). In particular α is a complex root if and only if α|h0 ∈ Δk ∩Δ(p).
It follows that α ∈ Δ is a compact root if and only if α|h0 ∈ Δˆ and δ′ + α|h0 /∈ Δˆ, α ∈ Δ is a
noncompact root if and only if α|h0 /∈ Δˆ and δ′ + α|h0 ∈ Δˆ, and α ∈ Δ is a complex root if and
only if α|h0 ∈ Δˆ and δ′ + α|h0 ∈ Δˆ. More precisely if k = 1, then h0 = z hence, if α ∈ Δˆ, then
α = β|h0 with β compact or noncompact. It follows that (α,α) = (α,α) = (β,β)n. In particular,
since α0 is a long root, (α0, α0) = 2. If k = 2 and g is simple, then δ′ = δ hence, if α ∈ Δˆ, then
α = β|h0 with β compact or noncompact if and only if α is a long root. It follows that if α is
a long root and α = β|h0 , then (α,α) = (α,α) = k(β,β)n = 4. In particular, since α0 is a short
root, a0(α0, α0) = 2. In the complex case one checks directly that (α0, α0) = 2 in this case too.
We have proven
Lemma 2.4. The form (·,·) on Lˆ(g, σ ) defined above is a normalized standard invariant form.
Since (d ′,K) = ∑a∨i 2(αi ,αi )αi(d ′) = ∑a∨i 2si(αi ,αi ) , and K = ∑ni=0 2a∨i si(αi ,αi )K ′ we see that
(d ′,K ′)= 1. Also remark that
(d ′, h) = 0 if h ∈ h0 (2.5)
which is easily proved by observing that
(d ′, hi) =
(
d ′, α∨i − 2
si
(αi, αi)
K ′
)
= 2
(αi, αi)
αi(d
′)− 2 si
(αi, αi)
= 0.
Let H be the unique element of h0 such that α¯i(H) = si for i = 1, . . . , n. Then easy calcula-
tions show that d = a0k2 (d ′ −H − 12 (H,H)K ′) is a scaling element for Lˆ(g, σ ) and (d, d) = 0.
It follows that, if we define Λ0 ∈ hˆ∗ by setting Λ0(α∨i ) = δi0 and Λ0(d) = 0, then the form (·,·)
on Lˆ(g, σ ) is given by the formulas of [12, §6.2]. In particular we see that
∑
2
sia
∨
i
(αi, αi)
=
∑
aisi = 2
k
.
Hence K = 2
k
K ′.
2.2. The Lie algebra kˆ and the character formula
In general k is a reductive Lie algebra, hence we can write k = k0 ⊕∑MS=1 kS , where k0 is the
center of k and kS are the simple ideals of k. If S > 0, we denote by ΠS the set of simple roots
of kS . Let also WS be the relative Weyl group: WS = 〈sα | α ∈ ΠS〉, ΔS the relative root system,
ΔS = WSΠS , and θS the highest root of ΔS . We recall that the dimension of k0 is at most one.
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S L(kS). On each simple ideal kS let (·,·)S be the normalized invariant form. Set also (·,·)0
to be the normalized invariant form of g restricted to k0. We then let k′S = L(kS) ⊕ CKS be the
central extension of L(kS) with bracket defined as usual as[
tm ⊗X, tn ⊗ Y ]= tn+m ⊗ [X,Y ] + δm,−nm(X,Y )SKS.
Set finally kˆ = (⊕S k′S) ⊕ Cdk, where dk is the derivation t ddt on L(k) extended by setting
[dk,KS] = 0. Set kˆS = k′S ⊕ Cdk. We can extend the form (·,·)S on all of kˆS by setting
(KS, kS)S = (KS,KS)S = (dk, kS)S = (dk, dk)S = 0 and (dk,KS)S = 1.
We denote by Wˆk the Weyl group of kˆ. It is a group of linear transformations on hˆ∗k , where
hˆk = 1 ⊗ h0 ⊕
(⊕
S
CKS
)
⊕ Cdk.
If we define δk∈hˆ∗k setting
δk(dk)= 1, δk(1 ⊗ h0) = δk(KS) = 0,
then the set of roots for kˆ is
Δˆk = {nδk + α | α ∈ Δk, n ∈ Z} ∪ {nδk | n ∈ Z, n = 0},
where, as usual, we regard h∗0 as a subset of hˆ∗k by extending λ ∈ h∗0 setting λ(dk) = λ(KS) = 0.
We set Πk =⋃S ΠS and
Πˆk = Πk ∪ {δk − θS | S > 0}.
Πˆ is a set of simple roots for kˆ and we denote by Δˆ+k the corresponding subset of positive roots.
If λ ∈ hˆ∗k is a Δˆ+k -dominant integral weight, we denote by L(λ) the irreducible integrable
kˆ module of highest weight λ. We denote by ΛSj the fundamental weights of kˆS and we set
ρˆk =∑j,S>0 ΛSj . Recall the Weyl–Kac character formula for the character of L(λ), λ ∈ hˆ∗k :
ch
(
L(λ)
)= ∑w∈Wˆk 	(w)ew(λ+ρˆk)−ρˆk∏
α∈Δˆ+k (1 − e−α)mα
. (2.6)
Here mα denotes the multiplicity of the root α.
2.3. Realization of level 1 modules of ŝo(p)
If X ∈ k set adp(X)= ad(X)|p. Since the action of k on p is orthogonal with respect to (·,·), we
have an inclusion k ⊂ so(p) defined by X → adp(X). We let ŝo(p) denote the affine Lie algebra
L(so(p))⊕ CKp ⊕ Cdp, where L(so(p))⊕ CKp is the central extension of L(so(p)) defined by
setting [
tm ⊗A, tn ⊗B]= tn+m ⊗ [A,B] + δm,−nm〈A,B〉Kp
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whether dim(p) is odd or even.
In the following we recall the realization of the level 1 irreducible modules of ŝo(p) described
in [13].
Fix r ∈ Z, set r ′ = r/2 and consider the loop space p˜ = C[t, t−1] ⊗ p. Define the bilinear
form Φr on p˜ by setting
Φr
(
tm1 ⊗X, tm2 ⊗ Y )= δr+m1+m2,−1(X,Y ).
Let Clr (p˜) = Cl+r (p˜)⊕ Cl−r (p˜) be the corresponding Clifford algebra, decomposed into the sum
of the even and odd part.
If m ∈ Z set p˜m =⊕im(ti ⊗ p) and p˜′m =⊕i<m(t i ⊗ p). If r is even set U˜r = p˜−r ′ . Then
U˜r is a maximal isotropic subspace for p˜ with respect to Φr . If r is odd we choose a maximal
isotropic subspace of p˜ as follows. Recall (see [26, §9.3.1]) that a set of positive roots Δ+ for g
is compatible with Δ+k if it is σ -stable and Δ
+ ∩ Δk ⊇ Δ+k . Let Δ+ be such a positive system.
Set Δ+(p) = Δ(p)∩Δ+|h0 and
p± =
∑
α∈±Δ+(p)
pα.
Thus we can write
p = aC ⊕ p+ ⊕ p−,
where aC = z ∩ p. Choose a maximal isotropic subspace a of aC. Set U = a ⊕ p+ and
U˜r = p˜−r ′ ⊕
(
t−r ′−1 ⊗U).
Let σ̂r denote the left action of ŝo(p) on the spin module (defined in [13]) sr (p˜, U˜r ) =
Clr (p˜)/Clr (p˜)U˜r .
If r is even we let Xr be the subalgebra of Clr (p˜) generated by p˜′−r ′ . If r is odd, set L =
dimaC and l = L/2 = dima. Fix a basis {vi} of aC such that {vi | i  l} is a basis of a and
(vi, vL−j+1) = δij . Then, if L is even, we let Xr be the subalgebra of Clr (p˜) generated by
p˜′−r ′−1 ⊕
(
t−r ′−1 ⊗ (Span(vi | i > l)⊕ p−))
while, if L is odd, we let Xr = X+r be the subalgebra of Clr (p˜) generated by(
p˜′−r ′−1 ⊕
(
t−r ′−1 ⊗ (Span(vi | i > l + 1)⊕ p−)))(t−r ′−1 ⊗ vl+1).
If rL is even (respectively odd) then Clr (p˜) = Clr (p˜)U˜r ⊕ Xr (respectively Cl+r (p˜) =
Cl−r (p˜)U˜r ⊕ Xr ) therefore we can identify sr (p˜, U˜r ) and Xr . Set moreover X±r = Xr ∩ Cl±r (p˜).
Set m= dim(p)/2 and let Λ˜0, . . . , Λ˜m denote the fundamental weights of ŝo(p) normalized by
setting Λ˜i(dp) = 0. Define an element δp in the dual of the Cartan subalgebra of ŝo(p) requiring
that δp(dp) = 1, δp(Kp) = 0, δp(x) = 0 for any x in the Cartan subalgebra of so(p).
166 P. Cellini et al. / Advances in Mathematics 207 (2006) 156–204Proposition 2.5. (See [13].)
(1) The action σ̂r of ŝo(p) on Xr is described explicitly in [13, Theorem 1].
(2) If rL is even we have X+r ∼= L(Λ˜0), X−r ∼= L(Λ˜1 − 12δp) if r is even and X+r ∼= L(Λ˜m),
X−r ∼= L(Λ˜m−1) if r is odd.
(3) If both L and r are odd we have X+r ∼= L(Λ˜m).
We shall conventionally refer to Xr as the basic and vector representation if r is even and as
the spin representation if r is odd.
Let η : kˆ → ŝo(p) be the Lie algebra homomorphism such that tm ⊗ X → tm ⊗ adp(X) and
dk → dp. Requiring that η is a Lie algebra homomorphism fixes the value of η(KS): if h is a
nonzero element of h0 ∩ kS , then
η
([
t ⊗ h, t−1 ⊗ h])= η((h,h)SKS)
while [
η(t ⊗ h), η(t−1 ⊗ h)]= [t ⊗ adp(h), t−1 ⊗ adp(h)]= 〈adp(h), adp(h)〉Kp
so
η(KS) = 〈adp(h), adp(h)〉
(h,h)S
Kp.
Set
jS = 〈adp(h), adp(h)〉
(h,h)S
.
Let κ(·,·) be the Killing form of g and κk(·,·) the Killing form of k. We have
tr
(
adp(h)adp(h)
)= κ(h,h)− κk(h,h).
By [12, Corollary 8.7] we have that κk(h,h)2(h,h)S = h∨S where h∨S is the dual Coxeter number of kS if
S > 0 while h∨0 = 0. If g is simple we can apply [12, Corollary 8.7] obtaining κ(h,h)(h,h) = 2kh∨
(here h∨ denotes the dual Coxeter number of g). It follows that
κ(h,h)
(h,h)S
= 2kh∨ · (h,h)
(h,h)S
. (2.7)
In the complex case one checks directly that (2.7) still holds. The final outcome is that jS is
independent of the choice of h and that we can write
jS = kh∨ · (h,h) − h∨S . (2.8)(h,h)S
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(h,h)S
= 2
(θS ,θS)
. Setting nS = 2k(θS ,θS) =
a0k(α0,α0)
(θS,θS)
for S > 0 and n0 = 1,
we see that, since a0k(α0, α0) is the length of a long root of Lˆ(g, σ ), we can rewrite (2.8) as
jS = nSh∨ − h∨S ,
where nS is an integer (= 1,2,3 or 4).
The map η defines a representation σr of kˆ on Xr by setting σr = σˆr ◦ η. Using [13, The-
orem 1], we can describe explicitly the action σr of the Cartan subalgebra hˆk as follows. Fix
weight vectors Xα ∈ pα such that (Xα,X−α)= 1 and set
ξi,α =
{
t i ⊗Xα if rL is even,√−2(t i ⊗Xα)(t−r ′−1 ⊗ vl+1) if rL is odd.
Set also
vi,j =
{
t i ⊗ vj if rL is even,√−2(t i ⊗ vj )(t−r ′−1 ⊗ vl+1) if rL is odd.
Set
J− =
{
(i, α) | i −r ′ − 1, α ∈Δ(p)}∪ {(i, j) | i −r ′ − 1, j = 1, . . . ,L}
if r is even, and
J− =
{
(i, α) | i < −r ′ − 1, α ∈Δ(p)}∪ {(−r ′ − 1, α) | α ∈ −Δ+(p)}
∪ {(i, j) | i < −r ′ − 1, j = 1, . . . ,L}∪ {(−r ′ − 1, j) | L− j + 1 l}
if r is odd. Putting any total order on J−, the vectors
vi1,j1 . . . vih,jhξm1,β1 . . . ξmk,βk (2.9)
with (i1, j1) < · · · < (ih, jh) and (m1, β1) < · · · < (mk,βk) in J− form a basis for Xr . If v is a
vector given by (2.9) and h ∈ h0 then
σr(h)v =
(
k∑
s=1
βs(h)+ 12δr,2r ′+1
∑
α∈Δ+(p)
α(h)
)
v
while
σr(dk)v =
(
h∑
s=1
(
is + r + 12
)
+
k∑
s=1
(
ms + r + 12
))
v.
Since Kp acts as the identity on Xr we find that
σr(KS)v = jSv.
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∑
S
jSΛ
S
0 +
h∑
s=1
(
is + r + 12
)
δk +
k∑
s=1
((
ms + r + 12
)
δk + βs
)
+ δr,2r ′+1ρn, (2.10)
where by definition ρn = 12
∑
α∈Δ+(p) α.
We shall use this formula in the next sections, treating separately the cases r even, r odd to
obtain the decomposition of the ŝo(p)-modules Xr with respect to the subalgebra η(kˆ).
3. Decomposition of the basic and vector representation (semisimple case)
Here we assume that r is even and k is semisimple. Set cS = (h,h)(h,h)S , where h is any nonzero
element of h0 ∩ kS . As already observed cS does not depend on h. Define a linear map ψ0 : kˆ →
Lˆ(g, σ ) by setting
ψ0
(
tn ⊗X)= t2n ⊗X, ψ0(dk)= d ′/2, ψ0(KS) = 2cSK ′ = kcSK. (3.1)
Let ψ∗0 : hˆ∗ → (hˆk)∗ denote the transpose of ψ0 (restricted to hˆ∗). Clearly δk = 2ψ∗0 (δ′). Set
Δˆ+(p) = {(m+ 1/2)δk + α | α ∈Δ(p), m 0}.
Let us record the following facts.
Lemma 3.1.
(1) The map ψ∗0 defines a bijection between Δˆ+ and Δˆ+k ∪ Δˆ+(p).
(2) ψ∗0 (hˆ) is stable under the action of Wˆk.
Proof. For the first statement, remark that ψ∗0 (mδ′+α) = m2 δk+α for all α ∈ Δk∪Δ(p)∪{0}. To
prove the second statement, note that if α = mδk+β with β a nonzero root in Δk and λ = ψ∗0 (μ),
then α = ψ∗0 (2mδ′ + β), hence
sαλ = λ− λ
(
α∨
)
α = ψ∗0
(
μ− λ(α∨)(2mδ′ + β)). 
Since ψ0 is onto, ψ∗0 is bijective on its image so, for each w ∈ Wˆk, we can define
wˆ = (ψ∗0 )−1wψ∗0 .
Then we set Wˆσ,0 = {wˆ |w ∈ Wˆk}.
Lemma 3.2. Let α ∈ Δˆk be a real root. If α = ψ∗0 (γ ) then ψ0(α∨) = γ ∨. In particular sˆα = sγ .
Proof. Assume that α is a real root of kˆS . We define a bilinear form {·,·} on hˆk ∩ kˆS by setting
{h, k} = (ψ0(h),ψ0(k)).
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{·,·} = cS(·,·)S.
Indeed, if h ∈ h0 ∩ kS , then {KS,h} = kcS(K,h) = 0 and {KS,KS} = k2c2S(K,K) = 0. By (2.5),
{dk, h} = 12 (d ′, h) = 0, {dk, dk} = 14 (d ′, d ′) = 0. Finally
{dk,KS} = cS(d ′,K ′)= cS.
Let νS : hˆk ∩ kˆS → (hˆk ∩ kˆS)∗ be the isomorphism induced by {·,·}. We claim that, if α =
ψ∗0 (γ ) ∈ ΔˆS , then ψ0(ν−1S (α)) = ν−1(γ ). Indeed write ν−1S (α) = hS + aKS with hS ∈ kS ∩ h0.
If h ∈ hˆ, there exists h′ ∈ hˆk such that h = ψ0(h′). Write h′ =∑i (h′i + biKi) + cdk with h′i ∈
ki ∩ h0. Then
(
ψ0
(
ν−1S (α)
)
, h
)= (hS + kcSaK,∑
i
(h′i + kcibiK)+
1
2
cd ′
)
=
(
hS + kcSaK,h′S + kcSbSK +
c
2
d ′
)
= (ψ0(ν−1S (α)),ψ0(h′S + bSKS + cdk))
= {ν−1S (α),h′S + bSKS + cdk}
= α(h′) = γ (ψ0(h′))= γ (h).
In particular
ψ0
(
α∨
)= ψ0( 2ν−1S (α){ν−1S (α), ν−1S (α)}
)
= 2ν
−1(γ )
(ν−1(γ ), ν−1(γ ))
= γ ∨. 
Let Π0 = {αi ∈ Πˆ | si = 0} and let Πˆσ,0 = Π0 ∪ {kδ − θS | S > 0}. Set also
Δˆσ,0 = Δk + 2Zδ′. (3.2)
An obvious consequence of Lemma 3.2 is the following fact.
Corollary 3.3. Δˆσ,0 is a root system and Wˆσ,0 is the corresponding reflection group. In particular
Wˆσ,0 is the subgroup of Wˆ generated by the reflections {sα | α ∈ Πˆσ,0}.
Proof. For the first statement observe that ψ∗0 (Δˆσ,0) is the set of real roots in Δˆk. As for the
second assertion, since kδ = 2δ′, it is clear that ψ∗0 is a bijection between Πˆσ,0 and Πˆk. 
Set N = rank(g) and for α ∈ Δˆ+(p) set mα = 1 if α = (m + 12 )δk + β with β ∈ Δ(p) \ {0},
while we set mα = N − n if α = (m + 12 )δk. Observe that, if α = ψ∗0 (β), then mα equals the
multiplicity mβ of β as a root of Lˆ(g, σ ) (see [12, Corollary 8.3]).
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D−g = e
∑
S jSΛ
S
0+ρˆk
∏
α∈Δˆ+(p)
(
1 − e−α)mα ∏
α∈Δˆ+k
(
1 − e−α)mα .
Lemma 3.4. We have
D−g = eψ
∗
0 (ρˆ)
∏
α∈Δˆ+
(
1 − e−ψ∗0 (α))mα .
Proof. By Lemma 3.1
D−g = e
∑
S jSΛ
S
0+ρˆk
∏
α∈Δˆ+
(
1 − e−ψ∗0 (α))mα .
It remains only to check that ∑
S
jSΛ
S
0 + ρˆk = ψ∗0 (ρˆ). (3.3)
Since ψ0(α∨)= α∨ for α ∈Πk we see that ψ∗0 (ρˆ)(α∨)= 1 = (
∑
S jSΛ
S
0 + ρˆk)(α∨) for α ∈Πk.
We defined ρˆ so that ρˆ(d ′) = 0 hence ψ∗0 (ρˆ)(dk) = 0 = (
∑
S jSΛ
S
0 + ρˆk)(dk). It remains only to
check that ψ∗0 (ρˆ)(KS) = (
∑
S jSΛ
S
0 + ρˆk)(KS) = jS + h∨S ; but, since ψ∗0 (ρˆ)(KS) = kcSρˆ(K),
this follows immediately from (2.8) and the fact that ρˆ(K) = h∨. 
By formula (2.10), the character of Xr can be written as
ch(Xr) = e
∑
S jSΛ
S
0
∏
α∈Δˆ+(p)
(
1 + e−α)mα . (3.4)
Hence
ch
(
X+r
)− ch(X−r )= e∑S jSΛS0 ∏
α∈Δˆ+(p)
(
1 − e−α)mα .
Applying Lemma 3.4 and setting
Dk = eρˆk
∏
α∈Δˆ+k
(
1 − e−α)mα ,
we can write
ch
(
X+r
)− ch(X−r )= D−g = ∏α∈Δˆ+(1 − e−ψ∗0 (α))mα . (3.5)Dk Dk
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w∈Wˆ 	(w)e
ψ∗0 (w(ρˆ))
Dk
. (3.6)
Let W ′σ,0 be the set of minimal right coset representatives of Wˆσ,0 in Wˆ . We can rewrite (3.6)
as ∑
u∈W ′σ,0 	(u)
∑
w∈Wˆk 	(w)e
wψ∗0 (u(ρˆ))−ρˆk∏
α∈Δˆ+k (1 − e−α)mα
.
Using the Weyl–Kac character formula in the formulation (2.6), the final outcome is that, if r
is even,
ch
(
X+r
)− ch(X−r )= ∑
u∈W ′σ,0
	(u) ch
(
L
(
ψ∗0 (uρˆ)− ρˆk
)) (3.7)
(cf. [23]). Using (3.3), we obtain the following result.
Theorem 3.5. If k is semisimple and r is even then for 	 = 0 or 1 one has:
ch
(
L(Λ˜	)
)= ∑
u∈W ′σ,0
(u)≡	 mod 2
ch
(
L
(
ψ∗0 (uρˆ − ρˆ )+
∑
S
jSΛ
S
0 +
1
2
	δk
))
, (3.8)
where W ′σ,0 is the set of minimal right coset representatives of Wˆσ,0 in Wˆ , Wˆσ,0 being given by
Corollary 3.3 and ψ0 is defined by (3.1).
Proof. If λ is a weight of X+r then λ(dk) ∈ Z, while, if λ is a weight of X−r then λ(dk) ∈ 12 + Z(cf. Proposition 2.5). It follows that X+r and X−r do not have common components. 
3.1. Decomposition rules and combinatorics of roots
Let Σ denote the set of b0-stable abelian subspaces of p. Each abelian subspace in Σ is a
sum of h0-weight spaces. We identify i ∈ Σ and the set A⊆ Δ(p) such that i =∑α∈A pα . In this
section, we describe the connection between the subspaces in Σ and the decomposition of the
basic and vector modules L(Λ˜	) stated in Theorem 3.5.
The set Σ has been studied in [7] in the case of g simple. The results of that paper can be easily
extended to the complex case. In the complex case, the subspaces in Σ turn out to correspond to
more familiar objects. Indeed, we shall see that we can view Σ as the set of abelian ideals of b0.
We deal at once with this special case.
We recall some general conventions and facts. Let l be a simple Lie algebra, Φ its root sys-
tem, bl a Borel subalgebra, Φ+ and S the corresponding set of positive roots and simple roots,
respectively. A subset A of Φ+ is called abelian if α + β /∈ Φ for all α,β ∈ A. An abelian ideal
of Φ+ is an abelian set A such that if α ∈ A and γ,α + γ ∈ Φ+, then α + γ ∈ A. If A is an
abelian ideal of Φ+, then
∑
α∈A lα is an abelian ideal of bl, and, conversely, each abelian ideal
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ideals by several authors (Kostant [17,18], Cellini–Papi [4–6], Panyushev [21,22], Suter [25]).
There are various explicit descriptions of them and, in particular, we know that they are exactly
2rank(l).
Now let k be a simple Lie algebra, g = k ⊕ k, and σ : (x, y) → (y, x) be the switch automor-
phism of g. Thus k is the diagonal copy of k in g, and p = {(x,−x) | x ∈ k}. Then p is naturally
isomorphic to k as a k-module, so that what we are going to study is the decomposition of the
basic and vector representations of ŝo(k) with respect to kˆ, where k is any simple Lie algebra.
Clearly, Δ(p) = Δk ∪ {0} and, through the natural isomorphism between k and p, pα corre-
sponds to kα for all α ∈ Δ(p), where we intend k0 = h0. In particular, if a subset A of Δ(p)
belongs to Σ , then by definition
∑
α∈A pα is a b0-stable abelian subspace of p and therefore∑
α∈A kα is a b0-stable abelian subspace of k. It is easily seen that this implies A ⊆ Δ+k , and
hence that A is an abelian ideal of Δ+k .
Thus, in this case, Σ is the set of abelian ideals of Δ+k . The following theorem, which is an
easy consequence of Theorem 3.5 and the results of [4], describes the decomposition of the basic
and vector representations L(Λ˜0) and L(Λ˜1) of ŝo(k) with respect to k̂ in terms of Σ (cf. with
[16, formula (4.2.13)]). It is the nicest special case of Theorem 3.9 below.
Let us fix some notation. Set
hˆR = SpanR
(
α∨1 , . . . , α∨n
)+ RK ′ + Rd ′
and
hˆ∗1 =
{
x ∈ hˆ∗
R
| (x, δ) = 1}, hˆ∗0 = {x ∈ hˆ∗R | (x, δ) = 0}.
Let π be the canonical projection mod δ and set h∗1 = π hˆ∗1. We identify h∗0 with π hˆ∗0.
For α ∈ Δˆ+ set
Hα =
{
x ∈ h∗1 | (α, x) = 0
}
and H+α = {x ∈ h∗1 | (α, x) 0}. Also, let C1 be the fundamental alcove of Wˆ ,
C1 =
{
x ∈ h∗1 | (α, x) 0 ∀α ∈ Πˆ
}
.
It is well known that there is a faithful action of Wˆ on h∗1 and that C1 is a fundamental domain
for this action.
For w ∈ Wˆ we set
N(w)= {α ∈ Δˆ+ | w−1(α) ∈ Δˆ−}.
Finally, for A ∈ Σ , we denote by 〈A〉 (respectively |A|) the sum (respectively the number) of
elements in A.
P. Cellini et al. / Advances in Mathematics 207 (2006) 156–204 173Theorem 3.6. Let 	 = 0 or 1. Then one has the following decomposition of the basic and vector
ŝo(k)-modules with respect to kˆ:
L(Λ˜	)=
⊕
A∈Σ|A|≡	 mod 2
L
(
h∨k Λ
k
0 + 〈A〉 −
1
2
(|A| − 	)δk)
(where h∨k and Λk0 are respectively the dual Coxeter number and 0th fundamental weight of kˆ).
Moreover, the highest weight vector vA of the submodule L(h∨k Λk0 + 〈A〉 − 12 (|A| − 	)δk) is,
up to a constant factor, the following pure spinor (of the spin representation of Cl0(k˜)):
vA =
∏
α∈A
(
t−1eα
)
.
Proof. Under our assumptions, the summation
∑
S jSΛ
S
0 in Theorem 3.5 has a single summand,
which is jkΛk0. Clearly, Lˆ(g, σ ) is isomorphic to kˆ, hence h
∨ = h∨k . Since k = 2, using (2.8), we
obtain that jkΛk0 = h∨k Λk0.
Now we note that Δˆ = Z∗δ ∪ (Δk + Zδ), and Δˆk = ψ∗0 (2Z∗δ ∪ (Δk + 2Zδ)). Hence, by
Lemma 3.2, we obtain that Wˆσ,0 is the subgroup of Wˆ generated by the reflections with respect
to roots in Δk +2Zδ. Then Wˆσ,0 is isomorphic to Wˆ itself and, moreover, it has 2C1 as an alcove.
More precisely, 2C1 is the fundamental alcove of Wσ,0 if we choose (Δk +2Zδ)∩ Δˆ+ as positive
system for the real root system Δk + 2Zδ. By general theory, it follows that
W ′σ,0 = {w ∈ Wˆ |wC1 ⊂ 2C1}.
Let A be an abelian ideal of Δ+k and consider the set −A+ δ ⊂ Δˆ+. It is easy to prove that both−A + δ and its complement in Δˆ+ are closed under root addition, and hence that there exists a
unique element wA ∈ Wˆ such that −A+ δ = N(wA). Moreover, in [4] it is proved that A → wA
is a bijection between the set Σ of abelian ideals of Δ+k and the subset {w ∈ Wˆ | wC1 ⊂ 2C1}.
Now the claim follows directly from Theorem 3.5 and the following observations:
(1) for w ∈ Wˆ , w(ρˆ)− ρˆ = −〈N(w)〉 (see e.g. [19, Corollary 1.3.22]);
(2) for α ∈ Δˆ+, ψ∗0 (−α + δ) = −α + δk/2;
(3) for A ∈ Σ , 	(wA) = (−1)|A|, and |A| = |−A+ δ| = |N(wA)| = (wA).
The statement on highest weight vectors will be proved in Theorem 3.9. 
We now turn to the combinatorial interpretation of the decomposition (3.8) for general g =
k + p with k semisimple. We need to recall some results and notation from [7].
If g is simple, by the classification of Lie algebra involutions (see [12, Chapter 8]), we have
that there exists an index p such that sp = 1 and si = 0 if i = p.
Set
Dσ =
⋃
w∈Wσ
wC1, (3.9)ab
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Wσab =
{
w ∈ Wˆ | N(w)⊆ {α ∈ Δˆ | mp(α) = 1}},
and, as above, N(w) = {α ∈ Δˆ+ | w−1(α) ∈ Δˆ−}. If w ∈ Wσab we shall say that w is σ -
minuscule.
Given w ∈ Wˆ , a root β ∈ Δˆ+ belongs to N(w) if and only if Hβ separates wC1 and C1. It
follows that
Dσ =
⋂
α∈Δˆ+
mp(α) =1
H+α .
If α ∈ Δˆ we set Hˆα = {x ∈ hˆ∗R/Rδ | (α, x) = 0} and Hˆ+α = {x ∈ hˆ∗R/Rδ | (α, x) 0}. Set also
Cσ =
⋂
α∈Δˆ+
mp(α) =1
Hˆ+α .
Obviously
Dσ = Cσ ∩ h∗1.
Set Φσ = Πˆσ,0 ∪ {kpδ + αp}, where kp = k,1 according to whether αp is long or short.
Proposition 3.7. (See [7].) We have that
Cσ =
⋂
α∈Φσ
Hˆ+α .
Now let
Pσ =
⋂
α∈Πˆσ,0
H+α . (3.10)
It is a standard fact that the set of elements w ∈ Wˆ such that wC1 cover the polytope Pσ is the
set of minimal right coset representatives for the subgroup of Wˆ generated by sα with α ∈ Πˆσ,0,
which, by Corollary 3.3, happens to be Wˆσ,0. Since obviously Dσ ⊆ Pσ , we have that Wσab ⊂
W ′σ,0. We elucidate the precise relation between Wσab and W ′σ,0 in the next proposition where,
if Lˆ(g, σ ) is simply laced, we regard all roots as long. Recall that we denote by b0 the Borel
subalgebra of k associated to our initial choice of positive roots in Δk.
Recall that we are assuming that k is semisimple. If g is simple, let p be the index such that
sp = 1 and si = 0 if i = p. In the complex case (and only in this case) we have p = 0 (see
Remark 2.2). For γ ∈Q∨, we denote by tγ the translation by γ (see [12, (6.5.2)]).
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(1) Dσ = Pσ if and only if p = 0 or αp is short. If αp is a long root, then Pσ \ Dσ consists
exactly of the alcove wσC1, where wσ = t−kα∨p w∗0w0, w0 is the longest element of the par-
abolic subgroup of Wˆ generated by Πˆ \ {αp} and w∗0 is the longest element of the parabolic
subgroup of Wˆ generated by Πˆ ∩ α⊥p .
(2) There is a bijection between b0-stable abelian subspaces in p and σ -minuscule elements,
or, equivalently, alcoves paving Dσ . In this correspondence an element w ∈Wσab such that
N(w)= {β1, . . . , βr } maps to ⊕ri=1 p−βi .
Set Λ0,k =∑ jSΛS0 and let Σ denote the set of b0-stable abelian subspaces of p. Identify
i ∈ Σ and the set A ⊂ Δ(p) such that i =∑α∈A pα . We summarize the connection between
abelian subspaces and the decomposition of Xr in the following theorem.
Theorem 3.9.
(1) Assume that p = 0 or αp is a short root. Then
L(Λ˜	)=
⊕
A∈Σ|A|≡	 mod 2
L
(
Λ0,k + 〈A〉 − 12
(|A| − 	)δk).
(2) Assume that αp is a long root and p = 0. We have
L(Λ˜	) =
⊕
A∈Σ|A|≡	 mod 2
L
(
Λ0,k + 〈A〉 − 12
(|A| − 	)δk)⊕ νL(Λ0,k − y + 12	δk
)
,
where
y := ψ∗0
(〈
N(wσ )
〉)= ( ∑
β∈(αp+Δ+k )∩Δˆ+
β
)
+ 2αp +
( |(αp +Δ+k )∩ Δˆ+|
2
+ 2
)
δk
and ν = δ	,(wσ )mod 2.
Moreover, in both cases, the highest weight vector of each component is, up to a constant factor,
the pure spinor (of the spin representation of Clr (p˜)):
vA =
∏
α∈A
(
t−r ′−2eα
)
, (3.11)
where pα = Ceα . A highest weight vector in the component indexed by wσ is
vσ =
(
t−r ′−2e−αp
)(
t−r ′−3e−αp
) ∏
β∈(αp+Δ+k )∩Δˆ+
(
t−r ′−2e−β
)
. (3.12)
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ψ∗0 (uρˆ)− ρˆk = Λ0,k −ψ∗0
(〈
N(u)
〉)
. (3.13)
Hence we can rewrite formulas (3.8) as
ch(Xr) = ch
(
L(Λ˜0)
)+ ch(L(Λ˜1))= ∑
w∈W ′σ,0
ch
(
L
(
Λ0,k −ψ∗0
(〈
N(w)
〉)))
.
By Corollary 3.3 and Proposition 3.8, we can write
ch(Xr) =
∑
w∈Wσab
ch
(
L
(
Λ0,k −ψ∗0
(〈
N(w)
〉)))
if p = 0 or αp is short, while
ch(Xr)=
∑
w∈Wσab∪{wσ }
ch
(
L
(
Λ0,k −ψ∗0
(〈
N(w)
〉)))
if p = 0 and αp is long. If α ∈ Δˆ then ψ∗0 (α) = 12mp(α)δk + α. If w = wA for some A ∈ Σ
and α ∈ N(wA) then mp(α) = 1. Moreover, if wA ∈Wσab encodes the subspace A, we have
	(wA) = (−1)(wA) = (−1)|A|. This justifies the distribution of the summands in the basic and
vector modules according to the parity of |A|.
The calculation of N(wσ ) follows by a straightforward computation using standard properties
of the sets N(w) (see [6, 2.5]). One gets
N(wσ ) =
((
αp +Δ+k
)∩ Δˆ+)∪ {αp} ∪ {αp + kδ}. (3.14)
Since kδ = k∑ni=0 aisiδ = 2δ′ if we apply ψ∗0 to each element in the r.h.s. of (3.14) and take the
sum we obtain the required expression for y.
We now check that vA is a highest weight vector. Set λA = ψ∗0 (wA(ρˆ)) − ρˆk be the corre-
sponding highest weight. We will show that, if α ∈ Πˆk, then λA + α is not a weight of Xr .
Indeed λA + ρˆk = ψ∗0 (wA(ρˆ)) and α = ψ∗0 (β) with β ∈ Πˆσ,0 so we can write λA + ρˆk + α =
ψ∗0 (wA(ρˆ)+ β). We observe that(
wA(ρˆ)+ β,wA(ρˆ)+ β
)= (ρˆ, ρˆ)+ (β,β)+ 2(wA(ρˆ), β).
Since wA(C1)⊂ Pσ , we have that 2(wA(ρˆ), β) 0, hence(
wA(ρˆ)+ β,wA(ρˆ)+ β
)
> (ρˆ, ρˆ).
If λA+α is a weight of Xr , then, according to (3.4), λA+α+ ρˆk ∈∑S jSΛS0 + ρˆk−ψ∗0 (S), where
S is the set of weights defined in [19, Lemma 3.2.3], thus we can write that ψ∗0 (wA(ρˆ) + β) ∈
ψ∗0 (ρˆ−S). It follows that wA(ρˆ)+β− ρˆ ∈ −S. Applying [19, Lemma 3.2.4] (with μ = wA(ρˆ)+
β − ρˆ), we find a contradiction. Obviously the same argument applies also to wσ . 
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We now consider the case when r is odd and k is semisimple. We distinguish two cases: g not
simple (the complex case) and g simple.
4.1. Complex case
We consider here the case when g = k × k, σ(X,Y ) = (Y,X), k is simple and embeds in g
diagonally. We have that Δ(p) = Δk ∪ {0} and we can choose Δ+(p) = Δ+k . In this case k is
simple, so, by (2.8), the sum ∑S jSΛ0,S reduces to one summand, which equals ρˆk. By (2.10)
the character of Xr is
ch(Xr) = eρˆk2n/2
( ∏
α∈Δˆ+k
(
1 + e−α)mα)= eρˆk2n/2∏α∈Δˆ+k (1 − e−2α)mα∏
α∈Δˆ+k (1 − e−α)mα
= eρˆk2n/2
∑
w∈Wˆ 	(w)e
2wρˆk−2ρˆk∏
α∈Δˆ+k (1 − e−α)mα
= 2n/2
∑
w∈Wˆ 	(w)e
w(ρˆk+ρˆk)−ρˆk∏
α∈Δˆ+k (1 − e−α)mα
= 2n/2L(ρˆk).
Thus, we obtain
Proposition 4.1. (See [16, 4.2.2].) In the complex case the spin representation of k × k restricts
to 2rk(k)/2 copies of the kˆ-module L(ρˆk).
4.2. g simple case
We assume now that r is odd and k is a semisimple symmetric subalgebra of a simple alge-
bra g.
4.2.1. Structure theory
By the classification of Lie algebra involutions (see [12, Chapter 8]), we have that there exists
p ∈ {0, . . . , n} such that kap = 2 and sp = 1 while si = 0 for i = p. Set p to be the unique
element of h0 such that αi(p) = δip for i = 1, . . . , n. Set
μ = σ ◦ exp(πiad(p)).
Let kμ denote the set of μ-fixed points in g.
It is easy to show that h0 is a Cartan subalgebra of kμ: if h′ is a Cartan subalgebra of kμ con-
taining h0 then [h′,p] = 0, so h′ ⊂ k. This implies h′ = h0. If m is a positive integer such that
σm = μm = id, then, by [12, Proposition 8.5] (with notation therein) the map t m2 p is an isomor-
phism L(g,μ,m) → L(g, σ,m). In particular the linear map tp :α + iδ′ → α − m2 (i − α(p))δ′
defines a bijection between Δˆ and the set of hˆ-roots of Lˆ(g,μ,m). It follows that tp(Πˆ) is a set
of simple roots for tp(Δˆ+).
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m
ka0
δ′ + α0 and kμ = L(g,μ,m)0, we see that the set of h0-roots of kμ is Δf := {α | α ∈ Δˆ,
m0(α) = 0}.
Clearly Πf = {α1, . . . , αn} is a set of simple roots for Δf and the corresponding set of positive
roots is Δ+f = {α | α ∈ Δˆ+, m0(α) = 0}.
4.2.2. Explicit description of Δk and Δ(p)
Set
Δ0f =
{
α ∈Δf | α(p)≡ 0 mod 2
}
, Δ1f =
{
α ∈ Δf | α(p) ≡ 1 mod 2
}
and let Δf,s and Δf,l be, respectively, the set of short and long roots in Δf . We let Δ	x = Δx ∩Δ	f
(x = f, l or f , s; 	 = 0,1).
Recall from Section 2 our classification of z-roots of g into complex, compact, and noncom-
pact roots. Set
Δcx =
{
α ∈Δ(p) | α = β|h0, β complex
}
,
Δci = {α ∈Δk | α = β|h0 , β compact},
Δni =
{
α ∈ Δ(p) | α = β|h0 , β noncompact
}
,
Δˆcx = {iδk + α | i ∈ Z, α ∈ Δcx},
Δˆci = {iδk + α | i ∈ Z, α ∈ Δci},
Δˆni = {iδk + α | i ∈ Z, α ∈Δni}.
If k = 1 then z = h0 and σ is of inner type. It follows that σ = exp(πih) for some h ∈ h0.
Since σ(Xj ) = eπiαj (h)Xj = eπisj Xj for j = 1, . . . , n, we see that σ = exp(πiad(p)) and
μ = id. Hence, in this case,
Δcx = ∅, Δ(p) = Δ1f = Δni, Δk = Δ0f = Δci. (4.1)
Suppose now that k = 2, so that δ′ = δ. Recall from Section 2.1 that α ∈ Δ is a noncompact
root if and only if δ + α|h0 is a long root of Δˆ, α is compact if and only if α|h0 is a long root of
Δˆ, and α is complex if and only if α|h0 ∈ Δˆ and it is not a long root.
Assume that k = 2 and Lˆ(g, σ ) is not of type A(2)2n . The following relations hold:
Δ|h0 =
(
Δ(p) \ {0})∪Δk = Δˆ \ {0} = Δf .
The first equality is clear, the second depends on the fact that Δˆ is the set of roots of Lˆ(g, σ ),
whereas the third follows from the explicit description of Δˆ given in [12, Proposition 6.3 a)].
From the above discussion it follows that
Δcx = Δf,s, Δci = Δ0f,l , Δni = Δ1f,l . (4.2)
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Δ(p) = Δni ∪Δcx = Δ1f,l ∪Δf,s, Δk = Δci ∪Δcx = Δ0f,l ∪Δf,s .
If Lˆ(g, σ ) is of type A(2)2n , then Δk is the subsystem of Δˆ generated by {α0, . . . , αn−1}. It
follows that Δk does not contain long roots of Δˆ, hence Δk = Δcx. Since Δˆ= Δf ∪ 12Δf,l ∪ {0}(see again [12, Proposition 6.3 b)]), arguing as above we have
Δni = Δf,l, Δcx = Δk = 12Δf,l ∪Δf,s . (4.3)
As we have seen in Section 2.3, the explicit realization of the spin module depends on the
choice of a set of positive roots Δ for g that is compatible with Δ+k . We make a particular choice
that we now explain.
Let u be the longest element in the Weyl group of k, u′ the longest element in the parabolic
subgroup corresponding to Πk\{α0}, and w0 = uu′. Clearly w0 stabilizes both Δk and Δ(p),
hence Δ|h0 ⊂ w0( 12Δf ∪Δf ). It is easy to see that Δ+k ⊂ w0( 12Δ+f ∪Δ+f ). It follows that
Δ+ =
{
α ∈Δ ∣∣ α|h0 ∈w0(12Δ+f ∪Δ+f
)}
is a positive set of roots for Δ compatible with Δ+k . Recall that we set Δ
+(p) = Δ+|h0 ∩Δ(p). We
let
Δ+cx = Δcx ∩Δ+k , Δ+ci = Δci ∩Δ+k , Δ+ni = Δni ∩Δ+(p),
Δˆ+a = Δ+a ∪ {jδk + α | j > 0, α ∈Δa} (a = cx, ci, ni).
4.2.3. The algebras L′(g, σ )
Recall that (·,·)n denotes the normalized invariant form on g. Since there is αi ∈ Δf such
that αi is long in Δˆ, it follows that (·,·)n|kμ is the normalized invariant form on kμ. If Δf is
a root system of type Yn, we can realize the affine Lie algebra of type Y (1)n as the subalgebra
kˆμ = L(kμ)⊕CK ′ ⊕Cd ′ of Lˆ(g). We set (·,·)= (·,·)n in (2.1), so that K ′ is the canonical central
element of kˆμ. We denote by Δˆμ the set of roots of kˆμ with respect to hˆ and by Wˆkμ its Weyl
group. If θf is the highest root of Δf with respect to Πf , then Πˆμ = {−θf + δ′, α1, . . . , αn} is a
set of simple roots of kˆμ with respect to hˆ. With this choice of the simple roots, the set of positive
roots is
Δˆ+μ = Δ+f ∪
((
Δf ∪ {0}
)+ Z+δ′).
Let Λμ be the linear functional on hˆ which maps K ′ to 1 and h0 + Cd ′ to 0.
Let (·,·)μ be the normalized invariant form of kˆμ such that (Λμ,Λμ)μ = 0 and let ν : hˆ → hˆ∗
be the isomorphism induced by (·,·)μ. For any subset R of real roots in Δˆμ we set R∨ = {ν(α∨) |
α ∈ R}. Then it is clear that, if A is the generalized Cartan matrix of kˆμ, then (hˆ, Πˆ∨μ , ν−1(Πˆμ)) is
a realization of the Cartan matrix tA. Let kˆ∨μ = g( tA) be the twisted affine algebra corresponding
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is Δˆ∨μ,re, where Δˆμ,re is the set of real roots of kˆμ. Since (·,·)μ is a normalized form on kˆμ,
we have that the set of imaginary roots for kˆ∨μ is Z∗δ′. It follows that the set of roots of kˆ∨μ is
Δˆ∨μ := Δˆ∨μ,re ∪ Z∗δ′. Observe that if Lˆ(g, σ ) is of type X(2)N = A(2)2l−1, D(2)l+1, E(2)6 , then kˆ∨μ is of
type X(2)
N ′ = D(2)l+1, A(2)2l−1, E(2)6 respectively (see [12, 13.9]). Moreover, since ν(α∨) = 2(α,α)μ α,
the Weyl group of kˆ∨μ is Wˆkμ .
Remark 4.1. If rk(g) = N , then the number of short roots in Π∨f is 2n−N , therefore, as a root
of kˆ∨μ, jδ′ has multiplicity 2n−N if j is odd and n if j is even.
We define the Lie algebra L′(g, σ ) as follows:
L′(g, σ ) =
⎧⎪⎨⎪⎩
kˆμ if k = 1,
kˆ∨μ if k = 2 and a0 = 1,
Lˆ(g, σ )∨ if k = a0 = 2.
In the last case Lˆ(g, σ ) is of type A(2)2n and Lˆ(g, σ )
∨ is realized with a construction analogous
to that performed for kˆ∨μ, using the normalized invariant form of Lˆ(g, σ ). In particular, the set of
roots of L′(g, σ ) is(
1
2
Δf,l + 12 (2Z − 1)δ
′
)
∪ (Δf,s + Zδ′)∪
(
Δf,l + (2Z)δ′
)∪ Z∗δ′. (4.4)
We will denote by Δˆ′ the set of roots of L′(g, σ ) in all cases. We choose (Δˆ′)+ = ( 12 Δˆ+μ ∪
Δˆ+μ) ∩ Δˆ′ as a set of positive roots and notice that the corresponding set Πˆ ′ of simple roots is
Πˆμ, Πˆ
∨
μ , and { 12 (δ′ − θf ), α1, . . . , αn} if a0k = 1, 2, and 4 respectively. Let ρˆ′ denote the sum
of the fundamental weights of L′(g, σ ). Observe that the Weyl group of L′(g, σ ) is Wˆkμ .
4.2.4. The map ψ1 : hˆk → hˆ
We already observed that (·,·)n|kμ = (·,·)μ|kμ . Also recall that we let cS = (h,h)(h,h)S , where h is
any nonzero element of h0 ∩ kS . It follows from the discussion preceding Lemma 2.4 that
(h,h)μ = kcS(h,h)S.
Consider the linear map φ : hˆk → hˆ defined by
φ|h0 = idh0, φ(dk)= d ′, φ(KS) = kcSK ′.
We define
ψ1 = φ ◦w−1 (4.5)0
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ψ∗1 = w0 ◦ φ∗.
It is clear that ψ1 is surjective, hence ψ1 is injective. We denote by ψ∗1 −1 the inverse of ψ∗1 : hˆ∗ →
ψ∗1 (hˆ∗).
It is immediate from the definition of ψ1 that
ψ∗1 (Λμ)=
∑
S
kcSΛ
S
0 , (4.6)
ψ∗1 (δ′) = δk, (4.7)
ψ∗1 (λ) = w0(λ) for λ ∈ h∗0. (4.8)
Note that, by (4.7), (4.8) and relation w0(Δk) ⊆ Δk we have that Δˆk ⊂ ψ∗1 (hˆ∗), hence ψ∗1 (hˆ∗) is
Wˆk-stable.
Lemma 4.2. For α ∈ Δˆk, let β be the unique element of Δˆμ such that ψ∗1 (β) is a multiple of α.
Let sα : hˆ∗k → hˆ∗k be the reflection with respect to α and s′β : hˆ∗ → hˆ∗ the reflection with respect
to β . Then
ψ∗1
−1
sαψ
∗
1 = s′β.
Proof. The proof is the same as for Lemma 3.2. 
Remark 4.2. We set Wˆσ,1 = (ψ∗1 )−1Wˆkψ∗1 . Lemma 4.2 says that Wˆσ,1 is a subgroup of Wˆkμ .
If Lˆ(g, σ ) is not of type A(2)2n then, by Lemma 4.2, Wˆσ,1 is generated by the reflection sα
with α a real root in ψ∗1 −1(Δˆk). By (4.7), and (4.1)–(4.2), we have that the set of real roots in
ψ∗1 −1(Δˆk) is
Δˆσ,1 := (Δcx ∪Δci)+ Zδ′. (4.9)
If Lˆ(g, σ ) is of type A(2)2n , then, by Lemma 4.2 and (4.3), we have that Wˆσ,1 is the subgroup
of Wˆkμ generated by all reflections with respect to roots in
Δˆσ,1 := (Δf,s + Zδ′)∪ (Δf,l + 2Zδ′). (4.10)
4.2.5. The character
We set
Δˆ+re(p) = Δ+(p)∪
{
α + jδk | α ∈ Δ(p) \ {0}, j ∈ Z+
}
.
From (2.10) we obtain directly
ch(Xr) = 2(N−n)/2e
∑
S jSΛ
S
0+ρn
∏
j>0
(
1 + e−jδk)N−n ∏
ˆ+
(
1 + e−α). (4.11)α∈Δre(p)
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Dk = eρˆk
∏
i>0
(
1 − e−iδk)n ∏
α∈(Δˆ+k )re
(
1 − e−α),
and set
ρ∗ =
∑
S
jSΛ
S
0 + ρn + ρˆk.
Then dividing and multiplying (4.11) by Dk yields
ch(Xr) = 2(N−n)/2D+g /Dk, (4.12)
where
D+g = eρ
∗∏
i>0
(
1 + e−iδk)N−n∏
i>0
(
1 − e−iδk)n
×
∏
α∈Δˆ+ni
(
1 + e−α) ∏
α∈Δˆ+cx
(
1 − e−2α) ∏
α∈Δˆ+ci
(
1 − e−α).
If Lˆ(g, σ ) is not of type A(2)2n set
D−g = eρ
∗∏
i>0
(
1 + e−iδk)N−n∏
i>0
(
1 − e−iδk)n
×
∏
α∈Δˆ+ni∪Δˆ+ci
(
1 − e−α) ∏
α∈Δˆ+cx
(
1 − e−2α).
Observe that D−g differs from D+g just in the product over Δˆ+ni.
If Lˆ(g, σ ) is of type A(2)2n then set
Δˆevenni = Δ+ni ∪ (Δni + 2Z+δk),
Δˆoddni = Δˆ+ni \ Δˆevenni ,
Δˆ+f,cx =
(
Δ+cx ∩Δf
)∪ (Δcx ∩Δf + Z+δk).
Recalling that in this case N = 2n and that, by (4.3), Δcx = 12Δni ∪ (Δcx ∩Δf ), we can rewrite
D+g as
D+g = eρ
∗∏
i>0
(
1 + e−iδk)n∏
i>0
(
1 − e−iδk)n
×
∏
α∈Δˆoddni
(
1 + e−α) ∏
α∈Δˆevenni
(
1 + e−α) ∏
α∈Δˆevenni
(
1 − e−α) ∏
α∈Δˆ+f,cx
(
1 − e−2α)
= eρ∗
∏
i>0
(
1 − e−2iδk)n ∏
α∈Δˆodd
(
1 + e−α) ∏
α∈Δˆeven
(
1 − e−2α) ∏
α∈Δˆ+
(
1 − e−2α).ni ni f,cx
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D−g = eρ
∗∏
i>0
(
1 − e−2iδk)n ∏
α∈Δˆoddni
(
1 − e−α) ∏
α∈Δˆevenni
(
1 − e−2α) ∏
α∈Δˆ+f,cx
(
1 − e−2α),
that differs from D+g just in the product over Δˆoddni .
First we show how to compute D−g and then we shall compute D+g from D−g .
Lemma 4.3. ρ∗ = ψ∗1 (a0ρˆ′).
Proof. We start from the equal rank case. In this case ρˆ′ = h∨Λμ + ρ, where ρ is half the sum
of the roots in Δ+f . It follows that ψ∗1 (ρˆ′) = h∨ψ∗1 (Λμ)+ψ∗1 (ρ). Since
ψ∗1 (ρ) = w0(ρ) =
1
2
∑
α∈Δ+k
α + 1
2
∑
α∈Δ+(p)
α = ρk + ρn
we can write that ψ∗1 (ρˆ′) = h∨ψ∗1 (Λμ) + ρn + ρk. By (4.6), ψ∗1 (Λμ) =
∑
cSΛ
S
0 . Hence, by
(2.8), we conclude that ψ∗1 (ρˆ′) =
∑
jSΛ
S
0 + ρn + ρˆk as desired.
If k = 2 and Lˆ(g, σ ) is not of type A(2)2n , denoting by (h′)∨ the dual Coxeter number of
L′(g, σ ), we have ρˆ′ = (h′)∨Λμ + ρ∨, where ρ∨ is half the sum of the roots in (Δ+f )∨ and
in turn ψ∗1 (ρˆ′) = (h′)∨ψ∗1 (Λμ)+ψ∗1 (ρ∨). Since
ψ∗1
(
ρ∨
)= w0(ρ∨)= 12 ∑
α∈Δ+ni
α + 1
2
∑
α∈Δ+ci
α +
∑
α∈Δ+cx
α = ρk + ρn
we need only to check that
ψ∗1
(
(h′)∨Λμ
)=∑
S
(
jS + h∨S
)
ΛS0 .
But ψ∗1 ((h′)∨Λμ) =
∑
S(h
′)∨2cSΛS0 which equals, by (2.8), (h′)∨
∑
S
js+h∨S
h∨ Λ
S
0 . The claim fol-
lows because h∨ = (h′)∨.
Finally, if Lˆ(g, σ ) is of type A(2)2n , we have 2ρˆ
′ = h∨Λμ +2ρ. Now, from (4.3), we obtain that
ψ∗1 (2ρ) =
∑
α∈Δ+f,s
α +
∑
α∈Δ+f,l
α
= 1
2
( ∑
α∈Δ+f,l
α +
∑
α∈ 12Δ+f,l
α +
∑
α∈Δ+f,s
α
)
+ 1
2
( ∑
α∈Δ+f,s
α +
∑
α∈ 12Δ+f,l
α
)
= ρn + ρk.
Finally, by (2.8), ψ∗1 (h∨Λμ) = h∨
∑
S 2cSΛS0 = h∨
∑
S
jS+h∨S
h∨ Λ
S
0 and we conclude as above. 
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D−g = eψ
∗
1 (a0ρˆ
′) ∏
α∈(Δˆ′)+
(
1 − e−ψ∗1 (a0α))mα ,
where mα is the multiplicity of α as a root of L′(g, σ ).
Proof. If Lˆ(g, σ ) is not of type A(2)2n , then formulas (4.6)–(4.8) imply that ψ∗1 is a bijection
between the set (Δˆ′re)+ of positive real roots in Δˆ′ and Δˆ+ni ∪ Δˆ+ci ∪ 2Δˆ+cx. Hence
D−g = eρ
∗∏
i>0
(
1 + e−iδk)N−n∏
i>0
(
1 − e−iδk)n ∏
α∈(Δˆ′re)+
(
1 − e−ψ∗1 (α)).
Next we observe that∏
i>0
(
1 + e−iδk)N−n∏
i>0
(
1 − e−iδk)n =∏
i>0
(
1 − e−2iδk)N−n∏
i>0
(
1 − e−iδk)2n−N
=
∏
i>0
(
1 − e−2iδk)n∏
i>0
(
1 − e−(2i−1)δk)2n−N. (4.13)
Hence, using Remark 4.1,
D−g = eρ
∗ ∏
α∈(Δˆ′)+
(
1 − e−ψ∗1 (α))mα .
Applying Lemma 4.3, we obtain the result in this case.
If Lˆ(g, σ ) is of type A(2)2n , then, by (4.4), ψ∗1 defines a bijection between 2(Δˆ′re)+ and Δˆoddni ∪
2Δˆevenni ∪ 2Δˆ+f,cx, hence
D−g = eρ
∗∏
i>0
(
1 − e−2iδk)n ∏
α∈(Δˆ′re)+
(
1 − e−2ψ∗1 (α)).
By Remark 4.1, m(jδ′) = n for all j , hence
D−g = eρ
∗ ∏
α∈(Δˆ′)+
(
1 − e−2ψ∗1 (α))mα .
Lemma 4.3 implies the result in this case too. 
Applying Weyl–Kac denominator formula we readily obtain
Corollary 4.5.
D−g = eρ
∗ ∑
w∈Wˆkμ
	(w)ea0(ψ
∗
1 (w(ρˆ
′)−ρˆ′)).
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We now show how to compute D+g from D−g . This will allow us to compute the decomposition
of Xr .
For γ1, . . . , γt ∈ a0ψ∗1 ((Δˆ′)+), we set
	p(γ1, . . . , γt ) =
{
(−1)|{γ1,...,γt }∩Δˆoddni | if Lˆ(g, σ ) is of type A(2)2n ,
(−1)|{γ1,...,γt }∩Δˆ+ni| otherwise.
(4.14)
Set
hσ =
{
dk if Lˆ(g, σ ) is of type A(2)2n ,
p otherwise.
By the explicit description of a0ψ∗1 ((Δˆ′)+) given in the proof of Proposition 4.4 it is clear
from (4.1)–(4.3) that (−1)(γ1+···+γt )(hσ ) = 	p(γ1, . . . , γt ). In particular, if we define a function
	p on the Z-lattice L generated by a0ψ∗1 ((Δˆ′)+) by setting
	p(λ) = (−1)λ(hσ ),
then, if λ = γ1 + . . .+ γt with γi ∈ a0ψ∗1 ((Δˆ′)+), we have
	p(λ) = 	p(γ1, . . . , γt ), (4.15)
Lemma 4.6. We have
D−g = eρ
∗∑
λ∈L
aλe
λ,
with aλ ∈ Z. Moreover
D+g = eρ
∗∑
λ∈L
	p(λ)aλe
λ.
Proof. By Corollary 4.5
D−g = eρ
∗ ∑
w∈Wˆkμ
	(w)e−a0(ψ∗1 (〈N ′(w)〉)),
where N ′(w) = {α ∈ (Δˆ′)+ | w−1(α) < 0}, hence the first assertion follows. The second state-
ment follows directly from (4.15) and the definition of D+g and D−g . 
We set Δˆ′σ,1 = Δˆσ,1 (see (4.9)) if k = 1 or Lˆ(g, σ ) is of type A(2)2n , while we set Δˆ′σ,1 =
(Δˆσ,1)∨ in the other cases. We notice that Δˆ′σ,1 is a root system contained in Δˆ′ and its associated
reflection group is Wˆσ,1. By general theory of reflection groups (see [8]) the set
W ′σ,1 =
{
u ∈ Wˆkμ | N ′(u) ⊆ Δˆ′ \ Δˆ′σ,1
}
is a set of minimal coset representatives of Wˆσ,1\Wˆkμ .
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|N∗(v)|. Now assume v ∈ Wˆσ,1 and u ∈ W ′σ,1. Since v(Δˆ′σ,1) = Δˆ′σ,1, we have that vN ′(u) ⊆ Δˆ′ \
Δˆ′σ,1. It is a standard fact that N ′(v) ⊂ Δˆ′σ,1. In particular N ′(vu) = N ′(v) ∪˙ (vN ′(u) ∩ (Δ′μ)+)
(disjoint union), whence, N ′(vu)∩ Δˆ′σ,1 = N ′(v)∩ Δˆ′σ,1 = N∗(v).
If 	 and 	∗ denote the sign functions in Wˆkμ and Wˆσ,1, respectively, then 	(w) = (−1)(w)
and 	∗(v) = (−1)∗(v). Notice that the set of real roots in Δˆ′ \ Δˆ′σ,1 maps under a0ψ∗1 bijectively
onto Δˆoddni if Lˆ(g, σ ) is of type A
(2)
2n , and onto Δˆni in all the other cases, therefore
	(vu) = 	∗(v)	p
(
a0ψ
∗
1
〈
N ′(vu)
〉)
. (4.16)
It follows from Corollary 4.5 and (4.16) that
D−g = eρ
∗ ∑
v∈Wˆσ,1
∑
u∈W ′σ,1
	∗(v)	p
(
a0ψ
∗
1
〈
N ′(vu)
〉)
e−a0ψ∗1 (〈N ′(vu)〉),
and, by Lemma 4.6,
D+g = eρ
∗ ∑
v∈Wˆσ,1
∑
u∈W ′σ,1
	∗(v)e−a0ψ∗1 〈N ′(vu)〉.
Clearly, if v ∈ Wˆk, then 	∗(ψ∗1 −1vψ∗1 ) = det(ψ∗1 −1vψ∗1 ) = det(v). Therefore from the above
equation we obtain
D+g =
∑
v∈Wˆσ,1
∑
u∈W ′σ,1
	∗(v)ea0ψ∗1 (vuρˆ′) =
∑
u∈W ′σ,1
∑
v∈Wˆk
det(v)ev(a0ψ∗1 (uρˆ′)),
and, since ch(Xr)= 2(N−n)/2 D
+
g
Dk
, from (2.6) we deduce the following result.
Proposition 4.7. If k is semisimple and r is odd, then
ch(Xr) = 2(N−n)/2
∑
u∈W ′σ,1
ch
(
L
(
a0ψ
∗
1 (uρˆ
′)− ρˆk
))
, (4.17)
where ψ1 is defined by (4.5).
4.3. Combinatorial interpretation of decompositions of spin modules
We will use the following general facts. Let gˆ1, gˆ2 be two affine Kac–Moody algebras, and
for i = 1,2, let hˆi be a Cartan subalgebra of gˆi , Δˆi be the corresponding root system, and Wˆi be
the Weyl group. Endow gˆi , with a fixed arbitrary invariant form and hˆ∗i with the form induced by
this choice. We say that a linear isomorphism f : hˆ∗1 → hˆ∗2 is an extended isomorphism of root
systems if f is an isometry and f Δˆ1 = Δˆ2. For α ∈ Δˆi let sα be the reflection on hˆi with respect
to α. The following result is clear.
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In particular, if A ⊂ Δˆ1, and WA is the subgroup of Wˆ1 generated by the reflections with respect
to elements of A, then fWAf−1 is the subgroup of Wˆ2 generated by the reflections with respect
to elements in fA.
Lemma 4.9. Let f :h∗1 ⊕ Cδ1 → h∗2 ⊕ Cδ2 be a linear map such that f Δˆ1 = Δˆ2 and, for all
α,β ∈ Δˆ1, (α,β)1 = (f α,fβ)2. Then there exists a unique extension of f to an extended iso-
morphism of root systems.
Proof. Since Cδ2 is the orthogonal subspace of h∗2 ⊕ Cδ2 in hˆ∗2, and since Δˆ2 spans h∗2 ⊕ Cδ2,
the conditions (fΛ10, f α)2 = (Λ10, α)1 for all α ∈ Δˆ1 determine fΛ10 modulo Cδ2. By a direct
computation we see that the further condition (fΛ10, fΛ
1
0)2 = 0 determines the component in
Cδ2 of fΛ10. 
Definition 4.3. Let us say that a h0-stable subspace S of p is noncompact if all weights of h0 on
S are in Δni.
We will describe the decomposition of Xr in terms of certain noncompact subspaces of p. For
the sake of a better exposition we discuss various cases separately: we consider the equal rank
case, the case when Lˆ(g, σ ) is of type A(2)2n and the remaining nonequal rank cases.
4.3.1. Equal rank case
In the equal rank case all h0-stable subspaces of p are noncompact, for Δ(p) is equal to
Δni, henceforth the final outcome will be very similar to decomposition of the basic and vector
representations.
Recall that in this case μ = Id, so L′(g, σ ) = Lˆ(g) and Δˆ′ = Δˆμ. The isomorphism
tp :L(g,μ,2) → L(g, σ ) induces a linear isomorphism g :h∗0 + Cδ′ → h∗0 + Cδ′ such that
g(Δˆμ)= Δˆ. Explicitly
g :λ+ jδ′ → λ+ (2j + λ(p))δ′. (4.18)
By (2.4) it is clear that g preserves scalar products of roots.
By (4.1), Δk = Δ0f so g(Δˆσ,1) = Δ0f + 2Zδ′. Comparing this with (3.2) we see that
g(Δˆσ,1) = Δˆσ,0. (4.19)
By Lemma 4.8, Wˆ = gWˆkμg−1 and, by (4.19), gWˆσ,1g−1 = Wˆσ,0. Recall that in this case we
have that p > 0 and ap = 2, hence g(δ′ − θ) = −θ = α0 = α0 and g(αi) = αi for i = 1, . . . , n. It
follows that g(Δˆ+μ) = Δˆ+ hence N(gug−1)= g(N ′(u)), for all u ∈ Wˆkμ . It follows that
W ′σ,1 = g−1W ′σ,0 g,
and g(ρˆ′) = ρˆ.
188 P. Cellini et al. / Advances in Mathematics 207 (2006) 156–204Recalling that N = n in this case, we can rewrite the decomposition of Xr given in (4.17) as
Xr =
∑
u∈W ′σ,1
L
(∑
S
jSΛ
S
0 + ρn +ψ∗1
(
u(ρˆ′)− ρˆ′))
=
∑
u∈W ′σ,1
L
(∑
S
jSΛ
S
0 + ρn −ψ∗1
(
N ′(u)
))
=
∑
u∈W ′σ,0
L
(∑
S
jSΛ
S
0 + ρn −ψ∗1
(
g−1N(u)
))
.
Applying the discussion of Section 3.1 we deduce the analog of Theorem 3.9 for the spin
representation in the equal rank case:
Theorem 4.10. Set m= dim(p)/2.
(1) Assume that αp is a short root. Then
L(Λ˜m−	) =
⊕
A∈Σ|A|≡	 mod 2
L
(
Λ0,k + ρn +w0〈A〉
)
.
(2) Assume that αp is a long root. We have
L(Λ˜m−	)=
⊕
A∈Σ|A|≡	 mod 2
L
(
Λ0,k + ρn +w0〈A〉 − kAδk
)
⊕ νL(Λ0,k + ρn −w0(y)− (ky + 1)δk),
where y and ν are as in Theorem 3.9(2) and kA = |w0(A) ∩ Δ+(p)|, ky = |(αp + Δ+k ) ∩
(δ′ −Δ+f )|.
Moreover, in both cases, the highest weight vector of each component indexed by A ∈ Σ is, up
to a constant factor, the pure spinor (of the spin representation of Clr (p˜)):
vA =
∏
α∈w0(A)∩Δ+(p)
(
t−r ′−2eα
) ∏
α∈w0(A)∩(−Δ+(p))
t−r ′−1eα, (4.20)
where pα = Ceα . A highest weight vector for the component indexed by wσ is( ∏
β∈(αp+Δ+k )∩(δ′−Δ+f )
t−r ′−2e−β
)
×
( ∏
β∈(αp+Δ+k )∩(δ′+Δ+f )
t−r ′−1e−β
)(
t−r ′−1e−αp
)(
t−r ′−2e−αp
)
. (4.21)
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S jSΛ
S
0 +ρn+λ, where λ is a sum of an even number of elements of Δˆni, hence L(
∑
S jSΛ
S
0 −
ψ∗1 (g−1N(u))) occurs in X+r if and only if (u) is even.
The rest of the result now follows as in Theorem 3.9. Only the coefficient of δk needs check-
ing. If A ∈ Σ and α ∈ N(wA), then mp(α) = 1 hence α = δ′ ± α with α ∈ Δ1f ∩ Δ+f . If
α = α + δ′ then g−1(α) = α, while, if α = −α + δ′ then g−1(α) = −α + δ′. Write N(wA) =
{−γ 1 + δ′, . . . ,−γ s + δ′, β1 + δ′, . . . , βr + δ′} with βi, γ i ∈ Δ1f . Hence ψ∗1 (g−1(N(wA))) =
w0(
∑
βi − ∑γ i) + sδk. Since A = −N(wA) = {γ 1, . . . , γ s,−β1, . . . ,−βr} we have that
s = |w0(A)∩Δ+(p)| = kA. The coefficient ky is computed similarly.
It remains to check that kA = 0 for all A ∈ Σ if and only if αp is short. Let Wf denote the
Weyl group of Δf . Clearly {w ∈ Wf | w(Δ+f ) ⊃ ψ∗1 −1(Δ+k )} ⊂ W ′σ,1. By [7, Theorem 5.12],
|W ′σ,1| = |{w ∈ Wf | w(Δ+f ) ⊃ ψ∗1 −1(Δ+k )}| if and only if αp is short. The result follows. 
4.3.2. The nonequal rank case with a0 = 1
It is clear that kμ is σ -stable, hence we can consider the subalgebra of kˆμ
Lˆ(kμ,σ|kμ) = L(kμ,σ|kμ)⊕ CK ′ ⊕ Cd ′.
Clearly,
k′ = k ∩ kμ, p′ = p ∩ kμ
are, respectively, the 1 and −1 eigenspaces of σ|kμ on kμ. Let us denote by Δk′ the h0-roots of k′,
by Δ(p′) the set of weights of h0 on p′.
Since σ|kμ = exp(πiad(p)), it is clear that
Δk′ = Δ0f , Δ(p′) \ {0} = Δ1f . (4.22)
For w ∈ Wˆkμ , let Nμ(w)= {α ∈ Δˆ+μ | w−1(α) < 0}. Observe that W ′σ,1 = {u ∈ Wˆkμ |Nμ(u) ⊂
Δˆμ \ Δˆσ,1}. This is because both W ′σ,1 and {u ∈ Wˆkμ |Nμ(u) ⊂ Δˆμ \ Δˆσ,1} are the set of minimal
length coset representatives. We notice that the set of real roots in Δˆμ \ Δˆσ,1 equals the set of real
roots in Δˆ′ \ Δˆ′σ,1. The above observation implies that Nμ(u) = N ′(u) for u ∈ W ′σ,1. In particular
(uρˆ′ − ρˆ′) = uρˆμ − ρˆμ,
where ρˆμ denotes the sum of the fundamental weights of kˆμ.
This time the isomorphism
tp :L(kμ, id,2) → Lˆ(kμ,σ|kμ)
induces a linear isomorphism g :h0 ⊕ Cδ′ → h0 ⊕ Cδ′, still given by (4.18), such that g(Δˆμ) is
the set Δˆμ,σ of roots of Lˆ(kμ,σ|kμ). By Lemma 4.9, we can uniquely extend g to an extended
isomorphism of Δˆμ with Δˆμ,σ , which we still denote by g.
We choose gΠˆμ as a set of simple roots for Δˆμ,σ , and denote by Δˆ+μ,σ the corresponding
positive system of roots. Then it is clear that g maps Δˆ+μ onto Δˆ+μ,σ . We denote by Wˆkμ,σ the
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to Δˆ+μ,σ . By Lemma 4.8, Wˆkμ,σ = gWˆkμg−1. Moreover, it is clear that Nσ (gug−1) = gNμ(u),
for all u ∈ Wˆkμ .
Since W ′σ,1 = {u ∈ Wˆkμ | Nμ(u) ⊂ Δni + Zδ′}, by (4.2), we have that gW ′σ,1g−1 = {v ∈
Wˆkμ,σ | Nσ (v) ⊂ Δ1f,l + (1 + 2Z)δ′}. Since the set of real roots in Δˆμ,σ \(Δ(k′) + 2Zδ′) is
Δ1f + (1 + 2Z)δ′ we have in particular that gW ′σ,1g−1 is precisely the set of all elements v
in W ′σ|kμ ,0 such that Nσ (v) ⊂ Δni + (1 + 2Z)δ′. We actually have a stronger result.
Lemma 4.11. If v ∈ Wˆkμ,σ is such that Nσ (v) ⊂ Δni + (1 + 2Z)δ′, then v is σ|kμ -minuscule. In
particular
gW ′σ,1g−1 =
{
v ∈Wσ|kμab | Nσ (v) ⊂ Δni
}
.
Proof. We recall (see [7]) that, if σ|kμ is of type (s0, . . . , sn; k), then v is σ|kμ -minuscule if
htσ|kμ (α) = 1 for all α ∈ Nσ (v), where htσ|kμ (α) =
∑
simi(α).
We use the well-known fact that in a finite root system a long root is the sum of two short
roots. Suppose now that Nσ (v) ⊂ Δni + (1+2Z)δ′ and that (2m+1)δ′ +α is in Nσ (v). By (4.2),
α ∈ Δ1f , thus we can write α = β + γ with β ∈ Δ1f,s and γ ∈ Δ0f,s . It follows that (2m+ 1)δ′ +
α = (2mδ′ + γ ) + (δ′ + β), hence, by the biconvexity property of Nσ (v), we find that δ′ + β ∈
Nσ (v) unless m = 0 and γ /∈ Δˆ+μ,σ . If we write α =
∑n
i=1 miαi , then mp = ±1. Since δ′ + α =∑n
i=1 miαi if mp = 1 and δ′ + α = 2δ′ +
∑n
i=1 miαi if mp = −1, we see that, in any case,
htσ|kμ (δ
′ + α) = 1. 
We identify Δk′ with the roots in α ∈ Δˆμ,σ such that α(d ′) = 0 and choose Δ+k′ = Δˆ+μ,σ ∩Δk′
as a set of positive roots for k′. We denote by b′ the corresponding Borel subalgebra of k′.
Remark 4.4. By the definition of g we see that the set of simple roots for k′ is given by
Πk′ =
{
{αi | i = 0,p} if θf (p) < 2,
{−θf } ∪ {αi | i = 0,p} if θf (p) = 2.
It follows that b′ = b0 ∩ k′.
Combining Lemma 4.11 and Remark 4.4 with the results of [7] exposed in §3.1, we find
the analogue of Theorem 3.9 for this case. Let Σ ′ni be the set of b′-stable abelian noncompact
subspaces of p′. Recall that in Section 2.3 we set L= N − n and l = (N − n)/2.
Theorem 4.12. Set m= dim(p)/2.
(1) Assume that m is even. Then
L(Λ˜m−1) = L(Λ˜m) = 2l−1
⊕
A∈Σ ′ni
L
(
Λ0,k + ρn +w0〈A〉 − kAδk
)
.
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L(Λ˜m) = 2l
⊕
A∈Σ ′ni
L
(
Λ0,k + ρn +w0〈A〉 − kAδk
)
.
In both cases kA = |w0(A) ∩ Δ+(p)|. Moreover the highest weight vectors of each component
indexed by A ∈Σ ′ni are, up to a constant factor, the following pure spinors (of the spin represen-
tation of Clr (p˜))
l∏
s=0
∏
l+1j1<···<jsL
v−r ′−1,jk
∏
α∈w0(A)∩Δ+(p)
(
t−r ′−2eα
) ∏
α∈w0(A)∩(−Δ+(p))
(
t−r ′−1eα
) (4.23)
if l is even, while, if l is odd, they are
l∏
s=0
∏
l+1<j1<···<jsL
v−r ′−1,jk
( ∏
α∈w0(A)∩Δ+(p)
(
t−r ′−2eα
)
(v−r ′−1,l+1)
)
×
∏
α∈w0(A)∩(−Δ+(p))
((
t−r ′−1eα
)(
t−r ′−1v−r ′−1,l+1
))
.
Proof. By a direct computation, we see that
g−1(−α + δ′) = −α + δ′
if α ∈ Δ+f , while
g−1(−α + δ′)= −α
if α ∈ −Δ+f . We can therefore apply the proof of Theorem 4.10. We need only to check the
decomposition of X+r = L(Λ˜m) and X−r = L(Λ˜m−1) when m is even, but this follows readily
from the description of the highest vectors. 
4.3.3. The A(2)2n -case
Recall that in this case L′(g, σ ) = Lˆ(g, σ )∨, and that we chose Πˆ ′ = { 12 (δ′ − θf ), α1, . . . , αn}
as root basis for L′(g, σ ). From the explicit description of Δˆσ,1, we obtain that W ′σ,1 is the set
of all elements v ∈ Wˆkμ such that N ′(v) is included in the set of short roots of Δˆ′. If we choose
(Πˆ ′)∨ = {δ′ − θf ,α1, . . . , αn−1, 12αn} as root basis for Lˆ(g, σ ), we obtain (Δˆ′+)∨ as positive
system for Lˆ(g, σ ). Observe that Wˆ = Wˆkμ . It is clear that if we regard v ∈ Wˆkμ as an element
of Wˆ and denote by N∨(v) the negative set of v with respect to this choice of the positive roots,
we obtain that N∨(v) = (N ′(v))∨. In particular, for v ∈ W ′σ,1, N∨(v) = 2N ′(v). Therefore, as
a subset of Wˆ , W ′σ,1 is the set of all elements v such that N∨(v) is included in the set of long
roots of Δˆ. Now we observe that Δk = 12Δf,l ∪Δf,s = (Δf )∨, so {α1, . . . , αn−1, 12αn} is the set
of simple roots corresponding to Δk ∩ ( 1Δ+ ∪ Δ+). It follows that w0({α1, . . . , αn−1, 1αn}) =2 f f 2
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hence w0((Πˆ ′)∨)= Πˆ and w0((Δˆ′+)∨)= Δˆ+. This says that w0W ′σ,1w−10 is the set of elements
of Wˆ such that N(v) is included in the set of long roots of Δˆ. Since the set of long roots of Δˆ
is Δni + (1 + 2Z)δ′ we have that w−10 W ′σ,1w0 ⊂ W ′σ,0. Lemma 4.11 applies, so we can conclude
that
w−10 W
′
σ,1w0 =
{
v ∈Wσab | N(v) ⊂ Δni
}
.
Arguing as in the previous twisted cases, we finally obtain the analogous of Theorem 3.9 for
this case. Set Σni to be the set of noncompact b0-stable abelian subspaces of Δ(p).
Theorem 4.13. Set m= dim(p)/2.
(1) Assume that m is even. Then
L(Λ˜m−1) = L(Λ˜m) = 2n/2−1
⊕
A∈Σni
L
(
Λ0,k + ρn + 〈A〉 − |A|δk
)
.
(2) Assume that m is odd. We have
L(Λ˜m) = 2n/2
⊕
A∈Σni
L
(
Λ0,k + ρn + 〈A〉 − |A|δk
)
.
Moreover the highest weight vectors of each component indexed by A ∈Σni are, up to a constant
factor, the following pure spinors (of the spin representation of Clr (p˜))
( n/2∏
s=0
∏
n/2+1j1<···<jsn
v−r ′−1,jk
)∏
α∈A
(
t−r ′−2eα
)
if n is even, while, if n is odd, are
n/2∏
s=0
∏
(n+1)/2<j1<···<jsn
v−r ′−1,jk
∏
α∈A
(
t−r ′−2eα
)(
t−r ′−1v−r ′−1,l+1
)
,
where l = n/2.
Proof. We know that
ch(Xr) =
∑
u∈W ′σ,1
ch
(
L
(
Λ0,k + ρn − a0ψ∗1
(〈
N ′(u)
〉)))
.
By the above discussion a0ψ∗1 (〈N ′(u)〉) = ψ∗1 (〈N(w−10 uw0)〉) so we can write
ch(Xr) =
∑
ch
(
L
(
Λ0,k + ρn −ψ∗1
(〈
N(wA)
〉)))
.A∈Σni
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cases. 
5. The Hermitian symmetric case
In this section we discuss the decomposition of a conformal pair (so(p), k) when g = k ⊕ p
is an infinitesimal Hermitian symmetric space. In this case there exists a node i = 0 such that
ai = 1, s0 = si = 1, and sj = 0 for j = 0, i. It turns out that k is an equal rank subalgebra of g
and it is not semisimple. We can write k =∑S>0 kS ⊕ k0, where k0 = Ci and i is the unique
element of h0 such that αj (i) = δij for j > 0. Recall that in this case
kˆ = [̂k, k] ⊕ kˆ0,
where kˆ0 = C[t, t−1] ⊗ k0 ⊕ CK0 with bracket defined by[
tn ⊗H + aK0, tm ⊗H + bK0
]= δn,−m(H,H)nK0.
As before (·,·)n is the normalized invariant form of g. Let r = 0 if r is even, r = 1 if r is odd,
and ψ∗r , Wˆσ,r be defined as in Section 3 or 4, according to the parity of r (note that in this case
a0 = k = 1). Then let ψ∗r : hˆ∗ → (hˆk)∗ denote the transpose of the map ψr restricted to hˆk.
The same computation performed in the equal rank case for k semisimple would give
ch
(
X±r
)= ∑
u∈W ′
σ,r
(u)≡	 mod 2
ch
(
L
(
ψ∗r (uρˆr )− ρˆk
))
, (5.1)
where 	 = 0,1 according to whether we are considering the + or − case. Moreover W ′σ,r is the
set of minimal right coset representatives for Wˆ/Wˆσ,0 if r = 0 and for Wˆkμ/Wˆσ,1 if r = 1, and
ρˆ0 = ρˆ, ρˆ1 = ρˆ′.
We first deal with the basic and vector case and then we transfer our results to the spin case via
map g defined in (4.18). So we assume r = 0. The starting point to provide a more explicit form
of (5.1) is a remarkable subset of stable subspaces which has been introduced in [7, Section 6].
Recall from (3.9) the definition of the polytope encoding b0-stable abelian subspaces of p and
set
D′σ = Dσ ∩
{
x ∈ h∗1 | (x,αi) < 0
}
.
D′σ corresponds exactly to the set of stable abelian subspaces of p which include g−αi . Let ω∨i be
the unique element in SpanR(α1, . . . , αn) such that (αj ,ω∨i )= δij . From the proof of Lemma 6.1
of [7] we deduce the following fact.
Lemma 5.1. Consider the group of translations TZω∨i = {tjω∨i | j ∈ Z}. Then D′σ is a fundamental
domain for the action of TZω∨i on
⋃
w∈W ′σ,0 wC1.
Therefore there exists a “special” subset of stable subspaces of p such that the translates of the
corresponding alcoves cover the domain W ′ C1. At this point this fact gives little information onσ,0
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some more work, which we perform in a general setting.
Let lˆ = g(A), where A is a generalized Cartan matrix of affine type X(1)m , hˆl its Cartan subal-
gebra, Πˆl = {β0, β1, . . . , βm} and Πˆ∨l = {β∨0 , β∨1 , . . . , β∨m} the sets of simple roots and coroots.
Moreover, let Wˆl be the Weyl group of lˆ, Λl0,Λ
l
1, . . . ,Λ
l
m be the fundamental weights, and
ρˆl = Λl0 + · · · +Λlm.
As usual we assume that Πl = {β1, . . . , βm} has Dynkin diagram of finite type Xm, and we
denote by l the corresponding finite-dimensional simple Lie subalgebra of lˆ. Also, we denote
by Wl the Weyl group of l, by Δ+l its set of positive roots, by θl its highest root, and we set
δl = β0 − θl.
Identify hˆl and hˆ∗l via the normalized invariant form. Let ω
∨
1 , . . . ,ω
∨
m be the fundamental
coweights of l and, for i ∈ {1, . . . ,m}, let wi ∈Wl be such that N(wi)= {α ∈Δ+l | (α,ω∨i ) = 0}.
It is well known that wi exists (and it is unique). We denote by W˜ the extended affine Weyl
group of l, i.e. W˜ = TP∨l  Wl, where P∨l is the coweight lattice. We regard W˜ as a group of
transformations on hˆ∗l . Moreover, we set
Z = {tω∨i wi | i ∈ {1, . . . ,m}, (θl,ω∨i )= 1}∪ {1}.
It is well known that Z is exactly the subgroup of all elements in W˜ that map the fundamental
alcove of l to itself (see [11]). We may identify the fundamental alcove of l with Clˆ∩h∗1, where Clˆ
is the fundamental chamber of lˆ, and h∗1 = (Λl0 +SpanR{β0, . . . , βm})/Rδl (see [12, Section 6.6],
or [4, Section 1]). Since the restriction to h∗1 is a faithful representation of W˜ , we obtain
Z = {v ∈ W˜ | vΠˆl = Πˆl}.
Lemma 5.2. For all v ∈ Z,
vρˆl = ρˆl.
Proof. We fix v ∈ Z \{1} and set v−1(βi) = βji for i ∈ {0,1, . . . ,m}. We denote by ( , ) the form
induced on hˆ∗l by the normalized invariant form of lˆ and we recall that ( , ) is invariant under W˜ .
Then, for i = 0, . . . ,m,
vρˆl
(
β∨i
)= 2(vρˆl, βi)
(βi, βi)
= 2(ρˆl, v
−1βi)
(v−1βi, v−1βi)
= ρˆl
(
β∨ji
)= 1.
It follows that vρˆl ≡ ρˆl mod δl.
It remains to prove that (vρˆl,Λl0) = 0. We assume that v = tω∨i wi . Since Wl fixes Λl0, by[12, formula (6.5.2)] we have
vΛl0 = tω∨Λl0 = Λl0 +ω∨i −
1 ∣∣ω∨i ∣∣2δl. (5.2)i 2
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number, we obtain
vρˆl = vρl + h∨l
(
Λl0 +ω∨i −
1
2
∣∣ω∨i ∣∣2δl). (5.3)
But vρˆl − (ρl + h∨l Λl0) ∈ Rδl, hence
vρl = ρl − h∨l ω∨i + xδl, (5.4)
for some x ∈ R. It follows that
wiρl = t−ω∨i
(
ρl − h∨l ω∨i + xδl
)= ρl − h∨l ω∨i + xδl − (ρl − h∨l ω∨i + xδl,ω∨i )δl,
and since the component of wiρl in Rδl is zero, we obtain
x = −(ρˆl,ω∨i )+ h∨l ∣∣ω∨i ∣∣2. (5.5)
Combining Eqs. (5.3)–(5.5), we have
(
vρˆl,Λ
l
0
)= −(ρˆl,ω∨i )+ 12h∨∣∣ω∨i ∣∣2. (5.6)
Now, since Z is a group, there exists i′ ∈ {1, . . . ,m} such that v−1 = tω∨
i′
wi′ . Therefore, as
in (5.2), we obtain
v−1Λl0 = tω∨
i′
Λl0 = Λl0 +ω∨i′ −
1
2
∣∣ω∨i′ ∣∣2δl.
Hence
(
vρˆl,Λ
l
0
)= (ρˆl, v−1Λl0)= (ρˆl,ω∨i′ )− 12h∨∣∣ω∨i′ ∣∣2. (5.7)
Since TP∨l is normal in W˜l, v
−1 = w−1i t−ω∨i = t−w−1i ω∨i w
−1
i and since TP∨l W is a semidirect
product,
−w−1i ω∨i = ω∨i′ (5.8)
and w−1i = wi′ . This implies, in particular, that |ω∨i |2 = |ω∨i′ |2, and therefore from (5.6) and (5.7)
we obtain that
−(ρˆl,ω∨i )+ 12h∨∣∣ω∨i ∣∣2 = (ρˆl,ω∨i′ )− 12h∨∣∣ω∨i ∣∣2.
At this point, in order to conclude, it suffices to prove that(
ρˆl,ω
∨
i
)= (ρˆl,ω∨i′ ). (5.9)
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ρˆl,ω
∨
i
)− (ρˆl,ω∨i′ )= (2ρˆl +wiρˆl − ρˆl,ω∨i )= (〈Δ+l 〉− 〈N(wi)〉,ω∨i ).
By the definition of wi , the last term of the above equalities is zero. This proves (5.9) and hence
the lemma. 
Denote by Σ ′ the set of abelian b0-stable subspaces of p whose corresponding alcoves lie
in D′σ . The previous lemma is the key to read the weight of a factor appearing in (5.1) in terms
of the weight of a subspace in Σ ′.
Proposition 5.3. If A = wC1, w ∈ W ′σ,0, then there exists a unique k ∈ Z and a unique I ∈ Σ ′
such that
ψ∗0
(
w(ρˆ)
)− ρˆk
= Λ0,k + 〈I 〉 + kh∨i +
(
−1
2
dim(I )+ k(|I+| − |I−|)− k2
4
dim(p)
)
δk, (5.10)
where I± = I ∩ ±Δ+(p).
Proof. By Lemma 5.1 we have A = tkω∨i (A′) for a unique k ∈ Z and a unique alcove A′ ⊂ D′σ .
Suppose that A′ = w′C1, w′ ∈ Wˆ . Then wC1 = tkω∨i w′C1, and hence there exists a unique z ∈Z
such that w = tkω∨i wz. By Lemma 5.2 and formula (6.5.2) of [12] we thus obtain
ψ∗0
(
w(ρˆ)
)− ρˆk = ψ∗0 (tkω∨i w′z(ρˆ))− ρˆk = ψ∗0 (tkω∨i w′(ρˆ))− ρˆk
= ψ∗0
(
tkω∨i
(
w′(ρˆ)− ρˆ))+ψ∗0 (tkω∨i (ρˆ))− ρˆk
= ψ∗0
(
tkω∨i
(〈I 〉)− dim(I )δ′)+ψ∗0 (tkω∨i (ρˆ))− ρˆk, (5.11)
where I is the ideal in Σ ′ corresponding to w′. Note that
ψ∗0 (δ′) =
1
2
δk and ψ∗0
(
ω∨i
)= ν(i)+ |i |22 δk.
Also remark that (〈I 〉,ω∨i )= |I+| − |I−|, (ρˆ,ω∨i )= dim(p)4 . (5.12)
Combining (5.11), (5.12) and formula (5.6) we get (5.10). 
Denote by cI,k the coefficient of δk in formula (5.10). For q ∈ Z, denote by L(Λ˜	)q the
eigenspace of eigenvalue q for the action of k0 on L(Λ˜	).
Remark 5.1. L(Λ˜	)q is nonzero if and only if q ≡ 	 mod 2. In fact, by (2.10), the weights of
L(Λ˜	) are of the form Λ0.k −∑sj=1 γj , γj ∈ Δˆ+(p), s ≡ 	 mod 2. Since Δ+(p) = Δ1f in this
case, we have (Λ0.k −∑sj=1 γj )(i) = s.
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Theorem 5.4.
L(Λ˜	)q =
∑
I∈Σ ′
|I+|−|I−|≡q mod dim(p)/2
L
(
Λ0,k + 〈I 〉 + kIh∨ν(i)+
(
cI,kI +
	
2
)
δk
)
,
where kI = 2(q − |I+| + |I−|)/dim(p).
Proof. Consider the sum ∑
w∈W ′σ,0
ch
(
L
(
ψ∗0
(
w(ρˆ)
)− ρˆk)).
This sum makes sense because, given a weight μ, there is only a finite number of elements
w ∈ W ′σ,0 such that μ is a weight of L(ψ∗0 (w(ρˆ))− ρˆk). Indeed, if μ occurs in L(ψ∗0 (w(ρˆ))− ρˆk),
then μ = ψ∗0 (w(ρˆ)) − ρˆk −
∑
αΔˆ+k
nαα, hence μ(i) = (ψ∗0 (w(ρˆ)) − ρˆk)(i). It follows from
Proposition 5.3 that
μ(i) = 〈I 〉(i)+ kh∨ν(i)(i)
and there is only a finite number of I ∈Σ ′ and k ∈ Z that satisfy this equation.
We can therefore write∑
w∈W ′σ,0
ch
(
L
(
ψ∗0
(
w(ρˆ)
)− ρˆk))
=
∑
w∈W ′σ,0
∑
u∈Wˆk 	(u)e
uψ∗0 (wρˆ)
Dk
=
∑
w∈W ′σ,0
∑
u∈Wˆk 	(u)e
uψ∗0 (wρˆ)
Dk
= D
+
g
Dk
= ch(Xr).
Thus we can write
L(Λ˜	)=
∑
k∈Z
∑
I∈Σ ′|I |≡	 mod 2
L
(
Λ0,k + 〈I 〉 + kh∨ν(i)+
(
cI,k + 12	
)
δk
)
. (5.13)
Observe now that
(
Λ0,k + 〈I 〉 + kh∨ν(i)+ cI,kδk
)
(i) = |I+| − |I−| + kh∨|i |2 = |I+| − |I−| + k dim(p)2 .
The result follows by collecting in (5.13) the terms with eigenvalue q . 
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following result.
Theorem 5.5. Set m = dim(p)/2. The eigenvalues of i on L(Λ˜m−	) are of the form
dim(p)/4 + q , q ∈ Z, q ≡ 	 mod 2. The corresponding eigenspaces decompose as
L(Λ˜m−	)dim(p)/4+q =
∑
I∈Σ ′
|I+|−|I−|≡q mod dim(p)/2
L
(
Λ0,k + 〈I 〉 + ρn + kIh∨ν(i)+ c′I,kI δk
)
,
where kI = 2(q − |I+| + |I−|)/dim(p) and
c′I,kI = (k − 1)|I+| − k|I−| +
(
k2 − k)dim(p)
4
.
6. Examples and applications
6.1. Combinatorial interpretation of decompositions in type C
We want to give a combinatorial interpretation of Theorems 3.5 and 4.10 for the pair g =
sp(V1 ⊕ V2) ⊃ sp(V1)⊕ sp(V2) = k, where V1, V2 are complex vector spaces of dimension 2m,
2n, respectively. It turns out that in this specific case (and indeed only in this) the decomposition
formulas afford bijections between level m representations of ŝp(2n) and level n representations
of ŝp(2m). This result, in the case of the spin representation, appears as [13, Proposition 2]. In
our general setting we are considering the case of a Lie algebra g of type Cn+m endowed with an
involution σ of type (0, . . . ,0,1,0, . . . ,0;1), where 1 appears in position m.
Let Pn,m denote the set of (m + 1)-weak compositions of n, i.e. ordered (m + 1)-tuples
(k0, . . . , km) of nonnegative integers such that
∑m
i=0 ki = n. Let also Sh,k denote the set of h ele-
ments subsets of {1, . . . , k}. The map (k0, . . . , km) → {k0 +1, k0 + k1 +2, . . . , k0 +· · ·+ km−1 +
m} is a bijection ζn,m :Pn,m → Sm,m+n. If c :Sm,m+n → Sn,m+n is the map which associates to
an m-element subset of {1, . . . ,m+ n} its complement, the map ζ−1m,n ◦ c ◦ ζn,m :Pn,m → Pm,n is
a bijection, which we denote by (k0, . . . , km) → (k′0, . . . , k′n). Set also k′′i = k′n−i , 0 i  n.
Let Λ˙0, . . . , Λ˙m, Λ¨0, . . . , Λ¨n be the fundamental weights of the simple ideals of kˆ, assuming
that both components have the Dynkin diagram displayed as in [12, §4, Table Aff I ].
Proposition 6.1. Let g, k be as above. The following decomposition formulas for the level 1
modules of ŝo(p) into irreducible [kˆ, kˆ]-modules hold (	 = 0,1):
L(Λ˜l−	) =
⊕
(k0,...,km)∈Pn,m∑m
i=0 iki≡	 mod 2
L(k0Λ˙0 + · · · + kmΛ˙m)⊗L(k′0Λ¨0 + · · · + k′nΛ¨n),
L(Λ˜	) =
⊕
(k0,...,km)∈Pn,m∑m
i=0 iki≡	 mod 2
L(k0Λ˙0 + · · · + kmΛ˙m)⊗L(k′′0 Λ¨0 + · · · + k′′nΛ¨n).
P. Cellini et al. / Advances in Mathematics 207 (2006) 156–204 199The key remark to deduce 6.1 from 3.5 and 4.10 is the following combinatorial interpretation
of the sets N(w), w ∈W ′σ,r . Consider the following rectangle Rn,m filled with roots (of Lˆ(g, σ ))
as displayed in the following figure for m = 2, n = 3:
α2 + α3 + α4
α1 + α2 + α3 + α4 α1 + α2 + α3 α1 + α2
α2 + α3 α2
Then the sets N(w), w ∈ W ′σ,r , can be described as the sets roots lying in the boxes under any
lattice path from the South-West corner of the rectangle to the North-East corner. This is readily
checked observing that these sets are biconvex (hence are of the form N(w), for some w ∈ Wˆ ),
that they are either void or intersect Π exactly in αm (hence are of the form N(w), for some
w ∈ W ′σ,r ), and finally that they are as many as the above lattice paths, hence
(
n+m
n
) = |W ′σ,r |
in number (see [7, Table 5.1]). Now the proposition follows by direct computation taking into
account that Λ0,k = nΛ˙0 + mΛ¨0, ρn + Λ0,k = nΛ˙m + mΛ¨0, ψ∗r (αm) = Λ˙1 + Λ¨1 (r even) and
w0 = smsm−1sm · · · s1s2 · · · sm, ψ∗r (αm)= w0(Λ˙1)+Λ¨1 (r odd). More explicitly, it is not difficult
to see that if pw is the lattice path associated to w ∈W ′σ,r and pw ↔ (a1, . . . , am) ↔ (b1, . . . , bn),
where 0  a1  a2  · · ·  n (respectively m  b1  b2  · · ·  0) are the lengths of the rows
and (respectively columns) of the subdiagram of Rn,m whose bottom border is pw , counted from
bottom to top (respectively from left to right), then
Λ0,k −
〈
ψ∗r
(
N(w)
)〉= n∑
i=1
Λ˙m−bi +
m∑
i=1
Λ¨n−ai
for r even and
ρn +Λ0,k −
〈
ψ∗r
(
N(w)
)〉= n∑
i=1
Λ˙bi +
m∑
i=1
Λ¨n−ai
for r odd.
6.2. A special case
Suppose that σ is an automorphism of type (0, . . . ,1, . . . ,0;1) with 1 in a position corre-
sponding to a long simple root (say αp). We show below how to calculate the kˆ-decomposition
of the basic and vector representations in terms of a special class of representatives and how to
get information on asymptotic dimension. We set for shortness Wˆ = Wˆσ,0, W ′ = W ′σ,0. Let Wf
the Weyl group generated by s1, . . . , sn. Let a(Λ) denote the asymptotic dimension of a module
L(Λ) (see [16, (2.1.5)] for the definition).
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(1) The map w → wσw is an involution i on W ′. Moreover we have that i(W ′ ∩ Wf ) = W ′ \
(W ′ ∩Wf ).
(2) Denote by Λw =∑ni=0 biΛi the weight of the factor indexed by w ∈ W ′ in formula (3.8). If
w ∈ W ′ ∩Wf , then Λi(w) =∑ni=0 biΛπ(i), where π is a suitable permutation of {1, . . . , n}.
In particular a(Λw) = a(Λi(w)).
Proof. Consider the set Pσ defined in (3.10). By [7, Lemma 5.9], we have wσ (Pσ )⊆ Pσ , hence
left multiplication by wσ gives a map i :W ′ → W ′. By [7, Lemma 5.11], we deduce that 0
does not belong to wσC1; in particular wσ /∈ W ′ ∩ Wf . This easily implies that i(W ′ ∩ Wf ) ⊆
W ′ \ (W ′ ∩ Wf ). It is clear that i is injective. Proposition 5.8 and Theorem 5.12 of [7] give
|W ′| = 2|W ′ ∩ Wf |, hence i(W ′ ∩ Wf ) = W ′ \ (W ′ ∩ Wf ). Finally i is an involution since wσ
is an involution. Indeed wσ is defined in [7] as the product of certain elements of the extended
Weyl groups of the irreducible components of the extended Dynkin diagram of g minus the pth
node; in [11] the action of these elements is completely worked out. This explicit description
proves both that wσ is an involution and that it acts on each simple component kˆS by permuting
the fundamental weights. The assertion on asymptotic dimension follows from the fact that this
quantity is invariant under the action of certain elements in the extended affine Weyl group. More
precisely the invariance follows from [16, (2.2.15–16)] taking into account that wσ is a product
of elements in W+0 (in the notation of [16]). 
6.3. More examples
The following examples should make clear how to use our decomposition formulas in explicit
cases. To avoid cumbersome notation we describe the decomposition as [kˆ, kˆ] modules. In other
words we consider the weights of the kˆ-modules appearing in the decompositions modulo δk.
1. We describe the decomposition of X−1 when g is of type G2 and σ of type (0,1,0;1). In
this case kˆ is of type A(1)1 ×A(1)1 . Wσ,1 is generated inside Wˆ by s0, s2, s1s2s1s2s1, s1s2s1s0s1 ×
s2s1s0s1s2s1 and
W ′σ,1 = {id, s1, s1s0, s1s2, s1s2s0, s1s2s0s1}.
According to formula (4.10), the highest weights of the irreducible components are of the form
2Λ˙0 + 10Λ¨0 + ρn − ψ∗1 (〈N(u)〉), where u ranges over W ′σ,−1. Here and in the following Λ˙i
denotes the ith fundamental weight for the first copy of A(1)1 whereas Λ¨i denotes the ith fun-
damental weight for the other copy. Since ρn = w0(2α1 + 3α2) and α1 = − 12 (α0 + 3α2) we
have
X−1 = L(2Λ˙1)⊗L(10Λ¨0)⊕L(Λ˙0 + Λ˙1)⊗L(7Λ¨0 + 3Λ¨1)⊕L(2Λ˙1)⊗L(4Λ¨0 + 6Λ¨1)
⊕L(2Λ˙0)⊗L(6Λ¨0 + 4Λ¨1)⊕L(Λ˙0 + Λ˙1)⊗L(3Λ¨0 + 7Λ¨1)⊕L(2Λ˙0)⊗L(10Λ¨1).
2. We describe the decomposition of X0 when g is of type D4 and σ of type (0,1,0,0;2).
In this case kˆ is of type A(1)1 × C(1)2 . Wσ,0 is generated inside Wˆ by s0, s2, s3, s1s0s1s2s1s0s1,
s1s2s3s2s1s0s1s2s3s2s1 and we have
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s1s0s2s3s2, s1s2s3s2s1, s1s0s2s3s2s1}.
According to formula (4.12), the highest weights of the irreducible components are of the form
10Λ˙0 + 3Λ¨0 − ψ∗0 (〈N(u)〉), where u ranges over W ′σ,0. Taking into account that α1 = −(α0 +
α2 + α3),we get
X0 = L(10Λ˙0)⊗L(3Λ¨0)⊕L(8Λ˙0 + 2Λ˙1)⊗L(2Λ¨0 + Λ¨2)⊕L(6Λ˙0 + 4Λ˙1)⊗L(Λ¨0 + 2Λ¨1)
⊕L(4Λ˙0 + 6Λ˙1)⊗L(Λ¨0 + 2Λ¨1)⊕L(2Λ˙0 + 8Λ˙1)⊗L(2Λ¨0 + Λ¨2)
⊕L(10Λ˙1)⊗L(3Λ¨0)⊕L(10Λ˙0)⊗L(3Λ¨2)⊕L(8Λ˙0 + 2Λ˙1)⊗L(Λ¨0 + 2Λ¨2)
⊕L(6Λ˙0 + 4Λ˙1)⊗L(2Λ¨1 + Λ¨2)⊕L(4Λ˙0 + 6Λ˙1)⊗L(2Λ¨1 + Λ¨2)
⊕L(2Λ˙0 + 8Λ˙1)⊗L(Λ¨0 + 2Λ¨2)⊕L(10Λ˙1)⊗L(3Λ¨2).
3. It is easy to see from our formulas that if g is of type Dl+1 and σ is of type(1,0, . . . ,0;2) then
both the spin and the basic and vector representations restrict to the spin and basic and vector
representations for B(1)l .
4. Finally we consider the decomposition of the spin representation X−1 for g of type D4 and σ
of type (0,1,0,0;2). As in example 2, kˆ is of type A(1)1 × C(1)2 . Wˆkμ is an affine Weyl group of
type B3. Recall that we chose Πˆμ = {−θf + δ′, α1, α2, α3} as a set of positive roots for Δˆμ. Set
β0 = −θf + δ′, βi = αi, i = 1,2,3, si = sβi , i = 0,1,2,3. Then
ψ∗1
−1
(Πˆk) = {β2, β3, β0 + β2 + β3, β0 + β1 + β2, β1 + β2 + β3},
hence Wˆσ,1 is generated by s2, s3, s0s2s3s2s0, s0s1s2s1s0, s1s2s3s2s1. A set of minimal right coset
representatives is
W ′σ,1 = {Id, s0, s1, s1s0, s1s2, s0s2}.
Taking into account that α1 = −(α0 + α2 + α3), and that ρn = 5Λ˙0 + Λ¨1, we get
X−1 = L(5Λ˙0 + 5Λ˙1)⊗L(2Λ¨0 + Λ¨1)⊕L(3Λ˙0 + 7Λ˙1)⊗L(Λ¨0 + Λ¨1 + Λ¨2)
⊕L(7Λ˙0 + 3Λ˙1)⊗L(Λ¨0 + Λ¨1 + Λ¨2)⊕L(5Λ˙0 + 5Λ˙1)⊗L(Λ¨1 + 2Λ¨2)
⊕L(Λ˙0 + 9Λ˙1)⊗L(3Λ¨1)⊕L(9Λ˙0 + Λ˙1)⊗L(3Λ¨1).
6.4. Connections with modular invariance
We now try to use the formulas developed in the previous sections to obtain information on the
action of SL(2,Z) on modified characters described in [16]. Here we consider the very special
case when σ comes from an automorphism of the diagram of g. This implies that g is either
simple of type A,D,E or of complex type. Furthermore k is simple. We shall also assume that g
is not of type A2n. These are precisely the cases in which W ′ = {1}.σ,1
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fundamental weight of kˆ and by P j+ the set of dominant weights for kˆ of level j . Recall that
N = rkg while n = rk k. By (3.7) we have that
ch
(
L(Λ˜0)
)− ch(L(Λ˜1))= ∑
w∈W ′σ,0
	(w)ch
(
L
(
ψ∗0 (wρˆ)− ρˆk
))
. (6.1)
Formula (4.17) becomes in our case
ch
(
L(Λ˜m)
)= 2(N−n)/2ch(L(jΛ˙0 + ρn)) (6.2)
if N − n is odd, and
ch
(
L(Λ˜m−1)
)+ ch(L(Λ˜m))= 2(N−n)/2ch(L(jΛ˙0 + ρn)), (6.3)
if N − n is even. Here m = dim(p)/2.
Denote by χΛ the modified character of L(Λ) (see [16, (1.5.11)]), and set Y = {h ∈ hˆ∗ |
Re δk(h) > 0}. Moreover we write Λw for ψ∗0 (wρˆ) − ρˆk. Since the pair (so(p), k) is conformal,
relation (6.1) translates into
(χΛ˜0
− χΛ˜1)|Y =
∑
w∈W ′σ,0
	(w)χΛw, (6.4)
whereas (6.2) gives
(χΛ˜m
)|Y = 2(N−n)/2χjΛ˙0+ρn (6.5)
(N − n odd), and (6.3) gives
(χΛ˜m−1 + χΛ˜m)|Y = 2(N−n)/2χjΛ˙0+ρn (6.6)
(N − n even). Recall from [16, Remark 4.2.2] that if N − n is odd,
χΛ˜m
(
−1
τ
)
= 1√
2
(χΛ˜0
− χΛ˜1)(τ ) (6.7)
and, if N − n is even,
(χΛ˜m−1 + χΛ˜m)
(
−1
τ
)
= (χΛ˜0 − χΛ˜1)(τ ). (6.8)
By modular invariance of modified characters,
χjΛ˙0+ρn
(
−1
τ
)
=
∑
Λ∈P j
a(Λ, jΛ˙0 + ρn)χΛ (6.9)
+
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(6.4), (6.8), (6.6), (6.9) obtaining
∑
w∈W ′σ,0
	(w)χΛw(τ) = (χΛ˜0 − χΛ˜1)(τ ) = (χΛ˜m−1 + χΛ˜m)
(
−1
τ
)
= 2(N−n)/2χjΛ˙0+ρn
(
−1
τ
)
= 2(N−n)/2
∑
Λ∈P j+
a(Λ, jΛ˙0 + ρn)χΛ(τ).
The case N − n odd is analogous. We can deduce the following
Proposition 6.3. We have a(Λ, jΛ˙0 + ρn) = 0 unless there exists w ∈ W ′σ,0 such that Λ+ ρˆk =
ψ∗0 (wρˆ). In such a case a(Λ, jΛ˙0 + ρn) = 2−(N−n)/2(−1)(w).
Remark 6.1. In the complex case this result was obtained in the same way in [16, (4.2.14)].
Remark 6.2. Recall that, if Σ is the set of b0-stable abelian subspaces of p, then, according
to Theorem 3.9, the set Σ parametrizes the irreducible components of X0. By [16, (2.2.3)], we
know that ∑
Λ∈P j+
∣∣a(Λ, jΛ˙0 + ρn)∣∣2 = 1.
We can therefore deduce that |Σ | = 2N−n in these cases. This fact was first proved in [22] by
a different method. In the complex case we have yet another proof of Peterson’s 2rank abelian
ideals theorem (see again [16]).
Remark 6.3. If g is of type DN , then k is of type BN−1 and one only obtains again that
a(Λ˙N−1, Λ˙0) = −a(Λ˙N−1, Λ˙1) = 1/
√
2 and a(Λ˙N−1, Λ˙N−1) = 0.
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