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1. Introduction
In this paper p will be an odd prime and G a Sylow p-subgroup of a classical group of linear
transformations on a vector space V deﬁned over a ﬁnite ﬁeld of characteristic p. Associated to G
there is a Lie algebra G on which G acts naturally (see Section 5). The orbits of the induced action of
G on the dual space G∗ (the coadjoint orbits) can be used to describe the irreducible characters of G
provided that the characteristic p is greater or equal the dimension of V . This is the so-called method
of coadjoint orbits introduced by A. Kirillov (see [4]). A detailed account of this method can be found
in [7].
The Sylow p-subgroups of the general linear groups are the groups of unitriangular matrices.
There is an extensive literature on these groups and, speciﬁcally, on their characters (see for instance
C.A.M. André’s series of papers on this topic cited in [1]). I.M. Isaacs showed that the degrees of the
irreducible characters are always powers of q, the size of the underlying ﬁeld [2, Corollary B]. In a
recent paper [3] this author has investigated the irreducible characters of maximal and second max-
imal degree and computed the exact number of such characters. In [7] we showed that, without any
restriction on p, Kirillov’s method can be used to describe the irreducible characters of suﬃciently
large degree, to be more precise of one of the c(p) largest possible degrees, where c(p) is a quadratic
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Classical group f (n) dn
Sp2n(q)
n(n−1)
2
d1 = q, d2 = q2 − 1
dn = (q − 1)(dn−1 + dn−2), n 3
O+2n(q)
n(n−2)
2 (n even)
(n−1)2
2 (n odd)
q
n+2
2 (q − 1) n−22 (n even)
q
n−1
2 (q − 1) n−12 (n odd)
O 2n+1(q) n(n−1)2
q
n−2
2 (q + 1)(q − 1) n2 (n even)
q
n+1
2 (q − 1) n−12 (n odd)
O−2n+2(q)
n2
2 (n even)
n2−1
2 (n odd)
q
n
2 (q − 1) n2 (n even)
q
n+3
2 (q − 1) n−12 (n odd)
U2n(q2) n(n − 1) q(q − 1)n−1
U2n+1(q2) n2 (q − 1)n
function on p. In particular, counting irreducible characters of maximal degree amounts to counting
coadjoint orbits of maximal size, and this could be used to obtain the same conclusion as in [3].
In this paper our goal is to show that it is possible to do something similar for all the families of
classical groups. We know that in all the cases the degrees of the irreducible characters are powers
of q (see [6]). For each family we shall show that there exists a quadratic function on p, c(p), such
that the irreducible characters of G of one of the c(p) largest possible degrees are parameterized by
the coadjoint orbits of the appropriate size. In particular this correspondence can be used to compute
in all the cases the number of irreducible characters of maximum degree. Some particular cases have
already appeared in the literature. For instance, M. Marjoram constructed in [5] the irreducible char-
acters of G of maximum degree for the orthogonal groups O+2n(q). For the families O
+
2n(q), O 2n+1(q)
and Sp2n(q), an alternative description of the irreducible characters of maximum degree of G is given
in [1] but, in principle, the assumption that the characteristic is suﬃciently large is necessary. Finally,
some irreducible characters of highest degree (but not all of them) are constructed in [8] for the
families Sp2n(q) and U2n(q
2).
The notation is standard. The classical groups are denoted using the classical notation: Sp2n(q) for
the symplectic groups, O 2n+1(q), O+2n(q) and O
−
2n+2(q) for the orthogonal groups and U2n(q2) and
U2n+1(q2) for the unitary groups (in the alternative one letter notation these are the groups Cn(q),
Bn(q), Dn(q), 2Dn+1(q), 2A2n−1(q2) and 2A2n(q2), respectively). Vector spaces are usually denoted
with script letters in contrast to groups, which are denoted with italic letters. Thus, the vector space
consisting of the n × n (strictly) upper triangular matrices over the ﬁeld F is represented by Tn(F),
whereas Tn(F) is the group of unitriangular matrices. When F = Fq is the ﬁnite ﬁeld with q elements
we write Tn(q) and Tn(q), respectively. The space of r ×n matrices over F is denoted Mr×n(F). After
a particular notation is introduced its meaning, unless otherwise stated, is kept for the rest of the
paper, usually without any further comment.
For every positive integer n, the values f (n) and dn are deﬁned in Table 1 depending on the
classical group type. As we shall see the group G has exactly dn irreducible characters of degree q f (n) ,
which is the largest possible value.
We explain brieﬂy how this paper is organized. In Section 2 we reformulate Kirillov’s method in a
way suitable for our present needs. In Section 3 we see that, under some technical hypotheses, this
method can be used to describe the irreducible characters of suﬃciently large degree of a group. The
material in Section 4 is included for completeness, it consists of some presumably well-known folk-
lore about the natural action of the unitriangular groups on various matrix spaces. The structure of
the Sylow p-subgroups of the classical groups and their associated Lie algebras is given in Section 5.
In Section 6 we show that q f (n) (respectively q2 f (n)) is an upper bound for the degrees of the irre-
ducible characters (respectively the coadjoint orbit sizes) of these groups. In Section 7 we give the
correspondence between the irreducible characters with a suﬃciently large degree qi and the coad-
joint orbits of size q2i . In the last section we count the number of irreducible characters and coadjoint
orbits that attain the bounds in Section 6.
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Suppose that a group G acts on an Fq-vector space G and that this action is permutation equiv-
alent to the action of G on itself by conjugation, i.e., there exists a bijection Exp : G → G such that
Exp(vg) = Exp(v)g for all g ∈ G and v ∈ G . We make the assumption that Exp(0) = 1. By duality G
acts on G∗ , the dual space of G: if λ ∈ G∗ and g ∈ G , λg(v) = λ(vg−1 ) for all v ∈ G . We refer to the
orbits of this action as the coadjoint orbits of G . The orbit of λ ∈ G∗ will be denoted Ωλ (or ΩG,λ if
we want to emphasize that G is the acting group) and its stabilizer, Gλ .
The group G acts as well on the set Irr(G) of complex irreducible characters of the additive group
of G and this action is permutation equivalent to the action on G∗: simply ﬁx a non-trivial irreducible
character ψ of the additive group of the ﬁeld Fq and map λ ∈ G∗ to ψ ◦ λ ∈ Irr(G).
For each coadjoint orbit Ωλ we deﬁne the map χΩλ : G → C by means of
χΩλ
(
Exp(v)
)= |Ωλ|−1/2 ∑
μ∈Ωλ
ψ
(
μ(v)
)
.
We shall also use the notations χG,λ or simply χλ if it is clear which is the group G . It is easy to see
that these functions form an orthogonal basis in the unitary space of class functions of G . Under some
circumstances the functions χλ turn out to be the irreducible characters of G and in such instances
we say that the characters of G can be described using Kirillov’s method. Notice that the real work is
in showing that the functions χλ are characters. Irreducibility follows immediately.
Suppose now that K is a subspace of G and K = Exp(K) is a subgroup of G acting on K. For a
linear functional λ ∈ G∗ , let ν = λ|K be the restriction of λ to K. We can consider χK ,ν , which is a
class function of K , and the corresponding induced class function χGK ,ν . We shall see that this function
is in fact χG,λ provided their value at 1 is the same.
Theorem 1.With the previous notation, suppose that |G : K | = |Kν |/|Gλ|. Then χGK ,ν = χG,λ .
Proof.
χGK ,ν
(
Exp(v)
)= 1|K |
∑
x∈G
vx
−1∈K
χK ,ν
(
Exp
(
vx
−1))= |ΩK ,ν |−1/2|K ||Kν |
∑
x∈G, y∈K
vx
−1∈K
ψ
(
ν
(
vx
−1 y−1))
= |ΩK ,ν |
−1/2
|K ||Kν |
∑
x∈G, y∈K
ψ
(
λ
(
vx
−1 y−1)){ 1
|G/K|
∑
ρ∈(G/K)∗
ψ
(
ρ
(
vx
−1))}
= |ΩK ,ν |
−1/2
|G||Kν |
∑
y∈K
ρ∈(G/K)∗
∑
x∈G
ψ
((
λy + ρ)x(v)). (1)
When y runs over K and ρ over (G/K)∗ , λy + ρ runs over the set E of linear extensions of the
elements in ΩK ,ν to the whole space G . The group K acts on this set and the K -orbit of λ has size
|K : K ∩ Gλ| |K ||Gλ| =
|K |
|Kν |
|Kν |
|Gλ| = |K : Kν ||G : K | = |ΩK ,ν ||G : K | = |E |.
This means that K acts transitively on E and then, since all the functionals λy + ρ are in the same
orbit, all the sums
∑
x∈G ψ((λy + ρ)x(v)) have the same value, namely
∑
x∈G
ψ
(
λx(v)
)= |Gλ| ∑
μ∈Ω
ψ
(
μ(v)
)
.λ
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χGK ,ν
(
Exp(v)
)= |ΩK ,ν |−1/2|G||Kν | |G||Gλ|
∑
μ∈Ωλ
ψ
(
μ(v)
)
.
But
|ΩK ,ν |−1/2
|Kν | |Gλ| =
|Gλ|
|K |1/2|Kν |1/2 =
|Gλ|1/2
|K |1/2|Kν |1/2/|Gλ|1/2 = |Ωλ|
−1/2,
so we are done. 
We ﬁx the following notation for the rest of this paper. We shall be working inside a nilpotent
associative algebra J deﬁned over a ﬁnite ﬁeld Fq with characteristic p > 2.
Since the ﬁnite ﬁeld Fq has odd characteristic, we can deﬁne the formal power series
Exp(x) =
( p−1∑
i=0
(x/2)i
i!
)( p−1∑
i=0
(−x/2)i
i!
)−1
=
p−1∑
i=0
xi
i! + O
(
xp
)
.
This series deﬁnes a bijection from J to the multiplicative group 1 + J (this is, in the terminology
of [2], the algebra group associated to J ). Notice that for any u ∈ J , Exp(−u) = Exp(u)−1 and that
Exp is the ordinary exponential if J p = 0. In general, if u ∈ J satisﬁes up = 0, we shall write exp(u)
instead of Exp(u).
As usual J has a natural structure of Lie algebra. We consider a Lie subalgebra G J and assume
that G = Exp(G) is a subgroup of 1 + J which acts on G by means of ug = g−1ug (the operations
on the right being performed in the associative algebra Fq · 1⊕J ). This way the action of G on G is
permutation equivalent to the conjugacy action of G on itself by means of the bijection Exp and we
are in the setting described at the beginning of this section.
We will suppose that G has a Lie ideal A invariant under the action of G with A2 = 0 (if K1
and K2 are subspaces of J , K1K2 will denote the subspace spanned by all the products of uv with
u ∈ K1 and v ∈ K2). This ideal will play a key role in all our discussion. The group G acts by duality
on A∗ , the dual space of A. The orbit and the stabilizer of δ ∈ A∗ under this action are denoted Ωδ
and Gδ , respectively.
If λ ∈ G∗ , we deﬁne on G the alternating bilinear form Bλ by means of Bλ(u, v) = λ([u, v]).
Both the radical of Bλ , rad Bλ = {u ∈ G | [G,u] ⊆ Kerλ}, and the orthogonal subspace of A, A⊥ =
{u ∈ G | [A,u] ⊆ Kerλ}, are Lie subalgebras of G . The idea is to use A⊥ as the subspace K in Theo-
rem 1. We claim that this theorem can be applied if we make the two assumptions (A⊥) p+12 = 0 and
|A⊥| = |Gδ |, where δ = λ|A .
Firstly note that if u, v ∈ G and v p+12 = 0, [u, v, i. . . , v] = 0 for all i  p and
uexp(v) = u + [u, v] + [u, v, v]
2! + · · · +
[u, v, p−1. . . , v]
(p − 1)! .
Thus, if S is a Lie subalgebra of G and [S, v] ⊆ S ,
exp(v) ﬁxes λ|S if and only if [S, v] ⊆ Kerλ. (2)
The ‘if’ part of (2) holds trivially if v ∈ A⊥ = K and S = A, so we have exp(v) ∈ Gδ , i.e., K =
exp(K) ⊆ Gδ . Since we are also assuming that K and Gδ have the same order, we conclude K = Gδ .
1484 J. Sangroniz / Journal of Algebra 321 (2009) 1480–1496Now we have to check that |G : K | = |Kν |/|Gλ| for ν = λ|K . When S = K and v ∈ K, condition
(2) reads as follows: exp(v) ∈ Kν if and only if v ∈ rad Bν , so Kν = exp(rad Bν). In particular, |Kν | =
|rad Bν |.
Similarly, condition (2) with S = G and v ∈ K yields Gλ = exp(rad Bλ) (notice that Gλ ⊆ K and
rad Bλ ⊆ K), so |Gλ| = |rad Bλ|.
Thus we can rephrase the hypothesis in Theorem 1 as
dim(G/K) = dim(rad Bν) − dim(rad Bλ).
The next result shows that this relation is indeed true.
Lemma 2. Let B be an alternating bilinear form on a vector space G , A  G an isotropic subspace of G and
K = A⊥ = {u ∈ G | B(a,u) = 0 for all a ∈ A}. Denote by BK the restriction of B to K. Then
dim(G/K) = dim(rad BK) − dim(rad B).
Proof. It is clear that rad B ⊆ rad BK (because rad B ⊆ A⊥ = K) and also A ⊆ rad BK . Write G = W ⊕
K and ﬁx a basis {w1, . . . ,wd} of W and a basis {u1, . . . ,ut} of rad BK . Then an element u = x1u1 +
· · · + xtut ∈ rad BK is in the radical of B if and only if ∑tj=1 B(wi,u j)x j = 0 for all 1 i  d. Notice
that the d rows of the matrix (B(wi,u j)) are linearly independent because if
∑d
i=1 yi B(wi,u j) = 0
for all 1 j  t ,
d∑
i=1
yiwi ∈ W ∩ (rad BK)⊥ ⊆ W ∩A⊥ = W ∩K = {0},
whence yi = 0 for all i. We conclude that
dim(rad B) = t − d = dim(rad BK) − dim(G/K),
which is the desired relation. 
Then Theorem 1 yields χGK ,ν = χG,λ , so χG,λ is a character of G if χK ,ν is a character of K . But,
under our present assumptions, K p+12 = 0 so K is a Lie algebra inside an associative algebra of nilpo-
tency index  p+12 < p and so, by [7, Theorem 5], χK ,ν is indeed an irreducible character of K . Thus,
we have proved the following result.
Theorem 3.With the above notation, suppose that λ ∈ G∗ andK p+12 = 0, whereK = A⊥ = {u ∈ G | [A,u] ⊆
Kerλ}. Then χG,λ is an irreducible character of G.
The next result is a kind of converse of the last theorem. Notice that 1 + A is an abelian normal
subgroup of G .
Theorem 4. Let χ ∈ Irr(G) and let ζ ∈ Irr(1 + A) be an irreducible constituent of χ1+A . Write ζ = ψ ◦ δ
with δ ∈ A∗ and let K = {u ∈ G | [A,u] ⊆ Ker δ}. Suppose that K p+12 = 0. Then χ = χG,λ for some λ ∈ G∗
extending δ.
Proof. Denote by E the set of linear extensions of δ to G . If λ ∈ E and a ∈ A,
χG,λ(1+ a) = |Ωλ|−1/2
∑
x∈R
ψ
(
δx(a)
)= |Ωλ|−1/2|Gδ : Gλ| ∑
x∈R
ψ
(
δx(a)
)
,λ δ
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of the orbit of λ under Gδ and this orbit coincides with Ωλ ∩ E , so
(χG,λ)1+A = |Ωλ|−1/2|Ωλ ∩ E |
∑
x∈Rδ
ζ x. (3)
For any λ ∈ E , the subspace A⊥ is precisely K, so (A⊥) p+12 = 0 and, by the last theorem, the functions
χG,λ are irreducible characters of G . Now, Frobenius reciprocity law and (3) yield
ζ G =
∑′ |Ωλ|−1/2|Ωλ ∩ E |χG,λ + · · · , (4)
where the sum
∑′ extends over the coadjoint orbits with non-empty intersection with E . Taking
degrees in (4) we obtain
|G : 1+A| = ζ G(1)
∑′ |Ωλ|−1/2|Ωλ ∩ E |χG,λ(1)
=
∑′ |Ωλ ∩ E | = |E | = |G/A| = |G : 1+A|,
thus the equality holds and the characters χG,λ , λ ∈ E , are all the irreducible constituents of ζ G . Since
our original character χ is one of them, we are done. 
3. Large coadjoint orbits and irreducible characters of large degree
The next result gives an easy way to bound the sizes of the coadjoint orbits.
Lemma 5. Suppose that a group G acts on a vector space G and let C  G and H  G . Let λ ∈ G∗ and
suppose that all the linear functionals λx for x ∈ C have the same restriction to the subspace H. Then |Ωλ|
|G : C ||G : H|. Moreover, if equality holds, λx and λ coincide on H only if x ∈ C.
Proof. Let E be the set of linear functionals on G which coincide with λ on H and notice that ΩC,λ ,
the C-orbit of λ, is contained in E . Then
|Ωλ| = |G : Gλ| |G : C ∩ Gλ| = |G : C ||C : C ∩ Gλ|
= |G : C ||ΩC,λ| |G : C ||E | = |G : C ||G : H|.
Of course, equality holds if and only if Gλ  C and ΩC,λ = E . If this is the case and λx ∈ E = ΩC,λ ,
then xc ∈ Gλ  C for some c ∈ C and so x ∈ C as well. 
In the same vein we have the following result for characters, which sharps the well-known in-
equality χ(1) |G : A| for χ ∈ Irr(G) and A an abelian subgroup of G .
Lemma 6. Let H  G, χ ∈ Irr(G) and K = Kerχ . Suppose that HK/K is an abelian group. Then χ(1)2 
|G : C ||G : H|, where C is the pre-image in G of the centralizer in G/K of HK/K .
Proof. It is clear that we can suppose K = 1. Let ζ be an irreducible constituent of χC . Then χ(1)
|G : C |ζ(1). But H  Z(C), so ζ(1)2  |C : H| and
χ(1)2  |G : C |2ζ(1)2  |G : C ||G : H|. 
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is to provide a common frame for all the Lie algebras arising in the different families of classical
groups, making unnecessary the repetition of similar arguments for the various cases.
In addition to the conditions in Section 2, we will assume that G = T ⊕ M, where T is an as-
sociative subalgebra of J , M is a Lie ideal of G containing A and invariant under G , M3 = 0,
[M,M] ⊆ A and AM = MA = 0. The group G is then the semidirect product of Exp(T ) = 1 + T
and the normal group M = exp(M).
N denotes a non-negative integer and c : N → R an increasing function. Given δ ∈ A∗ , we suppose
that Exp(A⊥) = Gδ and there exist subspaces T0  T ∩A⊥ and M0 M such that
(C1) M0 ∩A = 0, [M0,M0] Ker δ.
(C2) T 20 = 0, T0M0 = M0T0 = 0, AT0A = 0.
(C3) dim(G/T0 ⊕M0 ⊕A) = N .
(C4) If (A⊥)r = 0, dim(T1/T0)  c(r), where T1 consists of the elements x ∈ T ∩ A⊥ such that
x(T0 ⊕M0) = (T0 ⊕M0)x = 0. Notice that T0 ⊆ T1.
Theorem 7. Under all the previous conditions, the sizes of the coadjoint orbits of G are at most q2N and the
degrees of the irreducible characters are at most qN . Moreover, for all 0 i < 12 c(
p+1
2 ), the map Ωλ → χG,λ
gives a bijection between the coadjoint orbits of G of size q2(N−i) and the irreducible characters of degree qN−i .
Proof. Let λ ∈ G∗ and put
δ = λ|A, H = T0 ⊕M0 ⊕A and C =
〈
Exp(T1)
〉
exp(M0 ⊕A).
The subgroup C ﬁxes the functionals δ (because C  Exp(A⊥) = Gδ), λ|M0 (because [M0,M0] ⊆
Kerλ and T1M0 = M0T1 = 0) and λ|T0 (because T1 and M0 annihilate T0 and, for a ∈ A and x ∈ T0,
λ1+a(x) − λ(x) = λ(ax− xa − axa) = λ([a, x]) = 0). Thus, C ﬁxes λ|H and, from Lemma 5,
|Ωλ| |G : C ||G : H| |G : H|2 = q2N .
On the other hand, if |Ωλ| = q2(N−i) = |G : H|2/q2i , the inequality in Lemma 5 gives |C |/|H|  q2i ,
whence dim(T1/T0) 2i < c( p+12 ). By condition (C4), (A⊥)
p+1
2 = 0, so χG,λ is an irreducible character
of G by Theorem 3 and its degree is qN−i .
Now let χ be an irreducible character of G and ζ an irreducible constituent of χ1+A corresponding
to the linear functional δ ∈ A∗ . The inertia group of ζ is Gδ = Exp(A⊥). By Clifford’s correspondence,
χ = ηG for some η ∈ Irr(Gδ) with η1+A = eζ , thus 1+Ker δ ⊆ Kerη. The condition [M0,M0] ⊆ Ker δ
implies now that, modulo Kerη, exp(M0 ⊕ A) is an abelian subgroup of Gδ/Kerη centralized by
1+ T0, so H = (1+ T0)exp(M0 ⊕A) is abelian modulo Kerη. Then,
χ(1) = |G : Gδ |η(1) |G : Gδ ||Gδ : H| = |G : H| = qN .
Suppose χ(1) = qN−i , 0  i < 12 c( p+12 ). The subgroup generated by Exp(T1) centralizes H modulo
Kerη, so from Lemma 6,
|G : H|2
q2i
= χ(1)2 = |G : Gδ |2η(1)2  |G : Gδ |2 |Gδ ||T1||M0||A|
|Gδ |
|T0||M0||A| ,
whence |T1/T0|  q2i and dim(T1/T0)  2i < c( p+12 ). Then (A⊥)
p+1
2 = 0 and we conclude from
Theorem 4 that χ = χG,λ for some linear functional λ extending δ. The size of the orbit of λ is
χ(1)2 = q2(N−i) . 
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In this section we analyze some natural actions of the unitriangular groups on various matrix
spaces. We call an n × n matrix quasi-monomial if every row and column of the matrix has at most
one non-zero entry. If m is such a matrix and the (i, j)th entry is non-zero, then we will denote
j = σ(i) or i = σ−1( j). Thus σ can be viewed as an injective map from {1,2, . . . ,n} into itself with
the proviso that not all the images σ(i) (or the preimages σ−1( j)) need to be deﬁned.
Lemma 8. Letm andm′ be quasi-monomial matrices and suppose that there exist a lower unitriangular matrix
L and an upper unitriangular matrix U such that mL = Um′ . Then m =m′ .
Proof. Let σ and σ ′ be the maps deﬁned as above associated to the quasi-monomial matrices
m = (mi, j) and m′ = (m′i, j) and put Z = (zi, j) = mL = Um′ . The ﬁrst (respectively last) non-zero ele-
ment in a row (respectively column) of Z , if it exists, will be called the leading element in the row
(respectively column). Then the leading element in the ith row is zi,σ (i) =mi,σ (i) and, in the jth col-
umn, zσ−1( j), j =m′σ−1( j), j . Note that distinct row or column leading elements lie in distinct columns
or rows.
Suppose now that zi, j is a row leading element but not a column leading element and choose i
as large as possible. Let zi′, j be the leading element in the jth column, i′ > i. Since zi′, j is in the
same column as zi, j , we know that zi′, j is not the leading element in the i′th row and so, the leading
element in this row is some zi′, j′ with j′ < j, which is not a column leading element (otherwise the
i′th row would contain two column leading elements). But i′ > i against the choice of i. We conclude
that all row leading elements are column leading elements and the converse can be argued similarly.
We conclude that σ = σ ′ and m =m′ . 
In the sequel A will be either the set of n × n symmetric matrices or antisymmetric matrices
over Fq , or the set of antihermitian matrices over Fq2 (that is the matrices a = (ai, j) such that at = −a,
where a = (aqi, j) and the superscript t indicates matrix transposition).
The unitriangular group T = Tn(q) (Tn(q2) in the antihermitian case) acts on A by aX = XtaX
(aX = XtaX in the antihermitian case).
Theorem 9. The quasi-monomial matrices in A form a system of representatives of the orbits of the action
of T on A.
Proof. It suﬃces to see that any orbit has a quasi-monomial matrix. The uniqueness follows from the
last lemma. The problem can be rephrased in terms of bilinear forms as follows: given a symmetric,
alternating or antihermitian bilinear form B on a vector space V and a basis {u1, . . . ,un}, ﬁnd a new
basis {v1, . . . , vn} with vi ∈ ui + 〈ui+1, . . . ,un〉 for all 1 i  n such that each vi is orthogonal with
respect to B to all the v j ’s except at most one of them.
We argue by induction on n. If n = 1 there is nothing to prove. Let n > 1 and suppose B(un,un) =
0. Then we replace each ui , i < n, with a suitable ui + λun so that B(ui + λun,un) = 0 and use induc-
tion in 〈u1, . . . ,un−1〉. Thus we can suppose B(un,un) = 0. Now let 1 i < n be as large as possible
subject to B(ui,un) = 0 (if un is orthogonal to all u1, . . . ,un−1 apply induction in 〈u1, . . . ,un−1〉).
For 1  k < i, replace uk with a suitable uk + λui so that B(uk + λui,un) = 0. Thus we can suppose
B(uk,un) = 0 for all k except for k = i. Now for 1 k < n, k = i, replace uk with a suitable uk +λun so
that B(uk + λun,ui) = 0 (notice that we still have B(uk + λun,un) = 0). Up to now, un is orthogonal
to all uk ’s except ui and ui is orthogonal to all uk ’s, except un and, possibly, ui itself. Choose λ such
that B(ui +λun,ui +λun) = 0 (the existence of λ is trivial if B is alternating, is clear in the symmetric
case because the characteristic of the ﬁeld is odd and, if B is antihermitian, is a consequence of the
fact that B(ui,ui) lies in the image of the map λ → λ − λq) and replace ui by ui + λun . The result
follows now applying induction in 〈u1, . . . ,ui−1,ui+1, . . . ,un−1〉. 
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The deﬁnition of the matrix B .
Classical group B
Sp2n(q)
(
0 Jn
− Jn 0
)
O+2n(q), U2n(q2) J2n
O 2n+1(q), U2n+1(q2) J2n+1
O−2n+2(q)
( 0 0 Jn
0 C 0
Jn 0 0
)
, C =
(
1 0
0 −ε
)
, ε ∈ F∗q\F∗q2
5. The Sylow p-subgroups of the classical groups and their associated Lie algebras
Let F = Fq or Fq2 be a ﬁeld of odd characteristic and : F → F be the identity map if F = Fq or
the automorphism x → x = xq if F = Fq2 . If B is an m ×m matrix over F the set
G = {X ∈ Tm(F) ∣∣ XBXt = B}
is a group which acts by conjugation on the Lie algebra
G = {x ∈ Tm(F) ∣∣ xB + Bxt = 0}.
If x ∈ G , xi B = B((−x)i)t , thus Exp(x)B = B Exp(−x)t = B Exp(x)−t (X−t denotes (X−1)t ). Thus
Exp(x) ∈ G .
On the other hand, there exists a formal power series Log(x) = x − x/2 + · · · such that, as formal
power series, Exp(Log(X − 1)) = X . If X ∈ G , one has x = Log(X − Im) is in G and Exp(x) = X , so the
power series Exp deﬁnes a bijection from G to G and it is clear that Exp(x)X = Exp(xX ) for all x ∈ G
and X ∈ G , i.e., the action of G on G is permutation equivalent to the conjugacy action of G on itself.
The Sylow p-subgroups of all the classical groups can be realized as the groups G for appropriate
choices of the matrix B . These matrices can be partitioned into blocks as indicated in Table 2, where
Jn is the n × n matrix with 1’s in the main antidiagonal and 0’s elsewhere.
The group G consists of matrices of the form
( X Xut Xa J
0 Ir v
0 0 Y
)
, (5)
where J = Jn , X, Y ∈ Tn(F), u, v ∈ Mr×n(F) and a ∈ Mn×n(F). There are some relations among these
matrices that we list in Table 3. In all the cases G is the semidirect product of a subgroup T (consist-
ing of the matrices with u = v = 0, a = 0) isomorphic to Tn(F) and a normal subgroup M (consisting
of the matrices with X = Y = In) of nilpotency class less than or equal 2. We will exploit these and
similar isomorphisms systematically to simplify the notation. Thus for instance, an n×n unitriangular
matrix X will be viewed where necessary as the corresponding element in T with u = v = 0 and
a = 0.
The matrices with X = In and u = 0 form an abelian normal subgroup of G which, depending
on the case, is isomorphic to the additive group of the symmetric, antisymmetric or antihermitian
matrices. The set of these matrices will be denoted A, whereas the corresponding subgroup in G will
be written 1 + A (we insist that with this notation 1 + a is not the matrix addition of In and a but
rather, the matrix (5) with X = Y = In and u = v = 0).
The matrices in the Lie algebra G have the form
( x ut a J
0 0 v
)
, (6)0 0 y
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Relations among the blocks in the matrices of G .
Classical group Relations
Sp2n(q) r = 0, Y = J X−t J , a = at
O+2n(q) r = 0, Y = J X−t J , a + at = 0
O 2n+1(q) r = 1, Y = J X−t J , v = −u J , a + at + utu = 0
O−2n+2(q) r = 2, Y = J X−t J , v = −Cu J , a + at + utCu = 0
U2n(q2) r = 0, Y = J X−t J , a + at = 0
U2n+1(q2) r = 1, Y = J X−t J , v = −u J , a + at + utu = 0
Table 4
Relations among the blocks in the matrices of G .
Classical group Relations
Sp2n(q) r = 0, y = − J xt J , a = at
O+2n(q) r = 0, y = − J xt J , a + at = 0
O 2n+1(q) r = 1, y = − J xt J , v = −u J , a + at = 0
O−2n+2(q) r = 2, y = − J xt J , v = −Cu J , a + at = 0
U2n(q2) r = 0, y = − J xt J , a + at = 0
U2n+1(q2) r = 1, y = − J xt J , v = −u J , a + at = 0
where J = Jn , x, y ∈ Tn(F), u, v ∈ Mr×n(F) and a ∈ Mn×n(F) satisfy the relations in Table 4. In
analogy with G , G is the direct sum of an algebra T isomorphic to Tn(F) and a Lie ideal M of class
less than or equal 2.
Similarly as for the group G , the matrices in G with x = 0 and u = 0 form a Lie ideal A with
A2 = 0 and T acts on A by means of aX = X−1aX−t . In fact, the whole group G acts on A (the
subgroup M acts trivially). Of course, Exp(T ) = T , exp(M) = M and exp(A) = 1+A.
We study now the dual action of G on A∗ . The bilinear product (a,b) = tr(ab) (tr is the trace map)
on A is non-degenerate, so the map m → δm , where δm(a) = tr(ma), deﬁnes a linear isomorphism
from A to A∗ . It is immediate to check that, for X ∈ T , δXm = δXtmX , thus the dual action of T on A∗
can be viewed as the action on A given by mX = XtmX and the stabilizer of δm is
Tδm =
{
X ∈ T ∣∣ XtmX =m}.
The stabilizer of δm in the whole group G is the (semidirect) product Gδm = TδmM .
Given δm ∈ A∗ we compute now A⊥ = {z ∈ G | [A, z] ⊆ Ker δm}. For x ∈ T and a ∈ A direct com-
putations show that [x,a] = xa + axt ∈ A, so x ∈ A⊥ if and only if
0 = tr(mxa +maxt)= tr((mx+ xtm)a)
for all a ∈ A and, since mx+ xtm ∈ A, this condition forces mx+ xtm = 0. So A⊥ = Tδm ⊕M, where
Tδm =
{
x ∈ T ∣∣mx+ xtm = 0}.
Then Exp maps Tδm bijectively into Tδm and |A⊥| = |Gδm |. Moreover we have Exp(A⊥) = Exp(Tδm ⊕
M) ⊆ TδmM = Gδm , thus Exp(A⊥) = Gδm .
The results in Section 4 show that given a coadjoint orbit Ωλ , there is no loss of generality in as-
suming that λ|A = δm for some quasi-monomial matrix m in A. Since m is symmetric, antisymmetric
or antihermitian, the associated map σ is actually a bijection σ : I → I for a subset I ⊆ {1,2, . . . ,n}
and σ 2 is the identity on I .
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mi,σ (i)xσ(i), j + xσ( j),imσ( j), j = 0 (7)
for all i, j (we understand that mi,σ (i) = 0 if i /∈ I and similarly for mσ( j), j ).
The following list of matrices gives a basis of Tδm :
• Symplectic case (m symmetric):
ek, j, k /∈ I, k < j; f i, j, i, j ∈ I, i < j, σ (i) > σ( j), σ (i) < j. (8)
• Orthogonal cases (m antisymmetric):
ek, j, k /∈ I, k < j; f i, j, i, j ∈ I, i < j, σ (i) > σ( j), σ (i) j. (9)
• Unitary cases (m antihermitian):
ek, j, εek, j, k /∈ I, k < j; f ′i, j, f ′′i, j, i, j ∈ I, i < j,
σ (i) > σ( j), σ (i) < j; mi,σ (i)ei,σ (i), i ∈ I, i < σ(i), (10)
where ei, j is the matrix with 1 in the (i, j) entry and zeros elsewhere and
f i, j =mσ( j), jei, j −mσ(i),ieσ( j),σ (i),
f ′i, j =mσ( j), jei, j −mσ(i),ieσ( j),σ (i),
f ′′i, j = εmσ( j), jei, j − εmσ(i),ieσ( j),σ (i), ε ∈ Fq2 \ Fq.
(Notice that if i, j ∈ I , i < j, σ(i) > σ( j), one has fσ( j),σ (i) = − f i, j or f i, j in the symplectic and
orthogonal cases, respectively. In the unitary case, f ′σ( j),σ (i) = f ′i, j and f ′′σ( j),σ (i) = (ε + ε) f ′i, j − f ′′i, j .
The conditions σ(i) < j in (8) and σ(i) j in (9) guarantee that only one of f i, j or fσ( j),σ (i) occurs
in the basis. A similar reason explains the condition σ(i) < j in (10).)
6. Bounding the size of the coadjoint orbits and the degree of the irreducible characters
As we saw in Section 3 to show that q2N (respectively qN ) is an upper bound for the sizes of the
coadjoint orbits of G (respectively for the degrees of the irreducible characters), all we have to do is
to ﬁnd, for any δ ∈ A∗ subspaces T0 and M0 satisfying conditions (C1) to (C3).
Theorem 10. Let G be a Sylow p-subgroup of a classical group. Then the size of any coadjoint orbit is at most
q2 f (n) and the degree of any irreducible character is at most q f (n) , where the number f (n) is given in Table 1.
Proof. Let λ ∈ G∗ with λ|A = δm , m a quasi-monomial matrix in A. The matrix m deﬁnes as usual the
set I and the map σ . Then we deﬁne T0 and M0 as indicated in Table 5. In this table k1,k2, . . . ,ks
denote the indices in {1,2, . . . ,n} \ I . To simplify the notation, M0 is given as a subspace of Fnq ,
M2×n(q) or Fnq2 . An element u in these spaces is identiﬁed with the corresponding matrix (6) in G
with x = y = 0 and a = 0. We denote ei, j the unit matrix of the appropriate size with 1 in the entry
(i, j) and zeros elsewhere. For row matrices we drop the ﬁrst subindex. We will make use of this
notation in the rest of the paper without any further comment.
It is routine to check that T0 and M0 satisfy the conditions (C1) through (C3) in Section 3 with
N = f (n). For instance, in order to see that [M0,M0] ⊆ Ker δm in the case O+2n+1(q), we notice ﬁrst
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Classical group T0 M0
Sp2n(q) {0} {0}
O+2n(q) 〈ek1,k2 , ek3,k4 , . . . ; {0}
ei,σ (i) , i ∈ I, i < σ(i)〉
O+2n+1(q) 〈ek1,k2 , ek3,k4 , . . . ; 〈ek1 , ek3 , . . . ;
ei,σ (i) , i ∈ I, i < σ(i)〉 ei , i ∈ I, i < σ(i)〉
O−2n+2(q) 〈ek1,k2 , ek3,k4 , . . . ; 〈el,k1 , el,k3 , . . . , l = 1 or 2;
ei,σ (i) , i ∈ I, i < σ(i)〉 el,i , i ∈ I, i < σ(i), l = 1 or 2〉
U2n(q2) {0} {0}
U2n+1(q2) {0} 〈ek1 , εek1 , ek3 , εek3 , . . . ;
ei , i ∈ I, σ(i) = i; ei , εei , i ∈ I, i < σ(i)〉
(If s = n − |I| is odd, omit εes .)
that, for u, v ∈ Fnq , [u, v] = −ut v + vtu ∈ A and λ([u, v]) = 2umvt . It is clear that this is zero for any
two generators of M0. Something similar happens in the cases O−2n+2(q) and U2n+1(q2). 
7. Kirillov’s correspondence for large orbits
In this section we will see that for each family of classical groups there exists a quadratic function
on p, c(p), such that for 0 i < c(p), the correspondence Ωλ → χG,λ gives a bijection between the
coadjoint orbits of size q2( f (n)−i) and the irreducible characters of G of degree q f (n)−i . We do this
by applying Theorem 7. Thus, given λ ∈ G∗ and assuming that (A⊥)r = 0, we have to prove that
dim(T1/T0) is greater than a quadratic function on r.
In the cases where M = A (i.e., A⊥ = Tδm ⊕A), the condition (A⊥)r = 0 implies that T r1δm = 0 for
r1 = [r/2], the integer part of r/2 (because in a non-zero product of r factors taken either from Tδm
or A, at most one can be from A and so, at least r1 consecutive ones are from Tδm , the product of
which cannot be zero). If M = A, we still have M3 = 0, so T r1δm = 0 for r1 = [r/3].
The subspace Tδm is contained in the space spanned by the matrices ek, j , k /∈ I , k < j,
and ei, j , i, j ∈ I , i < j, σ(i) > σ( j), thus a product of r1 of these matrices is not zero, say
ei1,i2ei2,i3 . . . eir1 ,ir1+1 = 0, i1 < · · · < ir1+1. Then, for some 0  t  r1 + 1, i1, . . . , it /∈ I and
it+1, . . . , ir1+1 ∈ I with σ(it+1) > · · · > σ(ir1+1).
Now we select a number of the elements in the basis (8)–(10) which lie in T1, providing a lower
bound for dim(T1/T0). No attempt has been made to obtain the best possible bounds since the growth
rate would be in any case quadratic.
• Symplectic case.
We consider eiα,iβ , 1  α  t , α < β  r1 + 1 and f iα,iβ , t < α < β  r1 + 1, iβ = σ(iα). Notice that
fσ(iβ ),σ (iα) = − f iα,iβ , so all we can say is that
dimT1  r1 + (r1 − 1) + · · · + (r1 − t + 1) + 1
2
{
(r1 − t − 1) + · · · + 2+ 1
}
 r1(r1 − 1)
4
. (11)
• Orthogonal cases.
Let 1  k1  · · ·  ks  n be all the indices outside I (i1, . . . , it are among them) and consider the
matrices ekα,kβ with 1 α < β  s, α odd and β even. To choose the matrices f iα,iβ we have to be a
bit more careful since now we also want ei,σ (i) f iα,iβ = f iα,iβ ei,σ (i) = 0 for i ∈ I and i < σ(i). For each
t < α  r1 + 1, let Pα = {iα,σ (iα)} and notice that Pα can coincide with at most another Pβ . Then,
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matrices fnα,Nβ lie in T1, so
dim(T1/T0) 1
2
[
t
2
]([
t
2
]
− 1
)
+ (r1 − t + 1)(r1 − t − 1)
8
 r1(r1 − 4)
16
. (12)
• Unitary cases.
Using the same notation as before, we consider the matrices ekα,kβ , εekα,kβ with 1 α < β  s, α odd
and β even (as usual, ε ∈ Fq2 \ Fq). It may happen now that σ(iα) = iα for some t < α  r1 + 1, but
this can occur for at most one α (σ is strictly decreasing on the iα ’s). Excluding this possible index,
we consider, similarly as in the previous case, the matrices f ′nα,Nβ and f
′′
nα,Nβ
. This way we get
dim(T1/T0) 2
[
t
2
]2
+ (r1 − t)(r1 − t − 2)
4
>
r1(r1 − 4)
6
. (13)
Theorem 11. Let G be a Sylow p-subgroup of a classical group and f (n) as in Table 1. Let 0  i <
(p − 1)(p − 5)/128 in the symplectic case, 0  i < (p − 3)(p − 27)/1152 in the orthogonal cases and
0  i < (p − 3)(p − 27)/432 in the unitary cases. Then the correspondence Ωλ → χG,λ gives a bijection
between the coadjoint orbits of size q2( f (n)−i) and the irreducible characters of G of degree q f (n)−i .
Proof. If (A⊥)r = 0, we have in the symplectic case that r1  (r − 1)/2 and, from (11), dimT1 
(r − 1)(r − 3)/16. The result follows immediately from Theorem 7. The other cases are similar. 
8. Irreducible characters of largest degree
We still have to show that G does have coadjoint orbits of size q2 f (n) . We will do in fact something
more and compute the exact number of such orbits. By Theorem 11 this will give the number of
irreducible characters of maximum degree (at least for p  29).
We will start with a coadjoint orbit Ωλ of size q2 f (n) = |G : H||G : H|, where H = (1 + T0) ·
exp(M0⊕A) and H = T0⊕M0⊕A. Then, by Lemma 5, we know that any g ∈ G such that λg|H = λ|H
has to be in H . But the elements in Exp(T1) satisfy this condition, so we must have T1 = T0. As we
shall see this relation forces the quasi-monomial matrix m to have a special form (recall that m is the
quasi-monomial matrix in A such that λ|A = δm). Conversely, we will see that if m has the appropri-
ate form then some extensions of δm (usually all of them) give coadjoint orbits of size q2 f (n) .
We do a case by case analysis.
• Symplectic case Sp2n(q).
As promised, we begin with a coadjoint orbit Ωλ of size q2 f (n) . In this case we have T0 = 0 and
T1 = Tδm , so we must have Tδm = 0, i.e., the orbit of m under T is regular. Given that (8) is a basis
for Tδm , we conclude that I = {1,2, . . . ,n} or {1,2, . . . ,n − 1} and, for any i, j ∈ I with i < j, either
σ(i) < σ( j) or else j = σ(i).
Now, let O = {i, σ (i)}, O′ = { j, σ ( j)}, i, j ∈ I , O = O′ . Without loss of generality, we can sup-
pose that i  σ(i) and j  σ( j). If i < j, then σ(i) < j (otherwise j < σ(i) and σ( j) < i < j), so
i  σ(i) < j  σ( j). Thus the orbits of 〈σ 〉 on I are linearly ordered and this can only happen if
each orbit consists of a single index or two consecutive ones. This means that the symmetric quasi-
monomial matrix m is blockwise diagonal and the diagonal blocks are symmetric 2 × 2 or 1 × 1
non-zero matrices, with the only possible exception of the last one, which may be the zero 1 × 1
block. It is routine to check that if m has this shape, then the T -orbit of m is indeed regular.
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ments in 1+A actually ﬁx λ we notice that, for x ∈ T ,
λ1+a(x) − λ(x) = −λ(xa + axt)= −2 tr(maxt).
So 1 + a ∈ Gλ if and only if tr(maxt) = 0 for all x ∈ T and this happens exactly when ma is a (not
necessarily strictly) lower triangular matrix. This in turn is equivalent to a having a diagonal block
partition as m with the 2 × 2 diagonal blocks of the form ( x yy 0). In particular |Gλ| = qn and |Ωλ| =
q2 f (n) . Also, the (1+A)-orbit of λ has size |A|/|Gλ| = q f (n) = |G : A|, so this orbit consists of all the
linear extensions of δm to G . This means that there are as many coadjoint orbits of maximum size as
regular orbits of T on A.
Theorem 12. Let G be a Sylow p-subgroup of the symplectic group Sp2n(q). Then the maximum size of the
coadjoint orbits is q2 f (n) and the number dn of these orbits can be computed from the recurrence relation
dn = (q − 1)(dn−1 + dn−2), n 3. (d1 = q and d2 = q2 − 1.)
Proof. We only have to show that the number of quasi-monomial symmetric matrices m with a
diagonal block decomposition as explained above satisﬁes the desired recurrence relation. Call d′n to
the number of these matrices with all diagonal blocks different from zero. It is clear that
d′n = (q − 1)d′n−1 + (q − 1)d′n−2 = (q − 1)
(
d′n−1 + d′n−2
)
.
On the other hand, the number of matrices with zero last block is d′n−1, thus dn = d′n + d′n−1 and dn
satisﬁes the same recurrence relation as d′n . 
• Orthogonal case O+2n(q).
Suppose that the orbit of λ ∈ G∗ has size q2 f (n) and let j be the maximum in I . Then σ( j) < j
(σ cannot ﬁx j because m is antisymmetric). If k1 < j, ek1, j would annihilate T0, so ek1, j ∈ T1 \ T0,
which is impossible. Thus I = {1,2, . . . , j} and j is even. If n > j + 2, ek1,n is not in T0 and yet
annihilates T0, so n j + 2 and either n is even and I = {1,2, . . . ,n} or {1,2, . . . ,n − 2} or else n is
odd and I = {1,2, . . . ,n − 1}.
On the other hand, there cannot be two indices i < j in I with σ(i) > σ( j) and j = σ(i) (for
otherwise the element f i, j in (9) would be in T1 \ T0), so arguing as in the symplectic case we
conclude that the orbits of 〈σ 〉 on I are linearly ordered. Notice that now σ does not ﬁx any index
in I (recall that m is antisymmetric), so these orbits are actually {1,2}, {3,4}, etc. In terms of m
this means that m has a diagonal block decomposition, where the diagonal blocks are non-zero 2× 2
antisymmetric matrices, except for the last block, which might be the zero 2 × 2 matrix if n is even
and is the 1× 1 zero matrix if n is odd.
Now suppose that m is a quasi-monomial antisymmetric matrix with the above-mentioned block
decomposition and let λ ∈ G∗ be an extension of δm . We claim that the orbit of λ has size q2 f (n) . We
have that Tδm = 〈e1,2, e3,4, . . .〉, so the G-orbit of δm , ΩG,δm , has size |G : Gδm | = |G|/|Tδm ||A| = q f (n) .
Since |Ωλ| = |ΩG,δm ||ΩGδm ,λ|, we only need to prove that |ΩGδm ,λ| q f (n) .
Arguing as in the symplectic case one can see that the stabilizer in 1 + A of λ consists of the
matrices 1 + a with a having the same block decomposition as m, with the only difference that now
all the diagonal blocks may be zero. The order of this subgroup is qn/2 for n even and q(n−1)/2 for n
odd and this means that the (1+A)-orbit of λ has size q f (n) . As 1+A ⊆ Gδm , we are done.
To summarize, we have shown that the orbit of λ ∈ G∗ has size q2 f (n) if and only if its restriction
to A is in the same G-orbit as δm for a matrix m with the block decomposition mentioned before.
The number of these matrices is q(q− 1)(n−2)/2 if n is even and (q− 1)(n−1)/2 if n is odd. Multiplying
this number by q f (n) (the size of the G-orbit of each δm) and then by qn(n−1)/2 (the number of linear
extensions to G of any linear functional on A), we get the number of possible λ’s and dividing by
q2 f (n) we ﬁnally obtain the number of coadjoint orbits of this size.
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q2 f (n) and the number of these orbits is q(n+2)/2(q − 1)(n−2)/2 if n is even and q(n−1)/2(q − 1)(n−1)/2 if n is
odd.
• Orthogonal case O+2n+1(q).
Arguing as in the previous case we obtain that I = {1,2, . . . ,n} or {1,2, . . . ,n − 2} if n is even and
I = {1,2, . . . ,n−1} or {1,2, . . . ,n−3} if n is odd (notice that in principle we could have now n = j+3
since then ek1,n = ek1,k3 does not annihilate M0). For an easy reference we shall call these possible
four cases (a), (b), (c) and (d), respectively.
The orbits of 〈σ 〉 on I are again {1,2}, {3,4}, etc., so that m has a diagonal block decomposition
with non-zero diagonal 2 × 2 blocks (except the last block when n is odd, which is the 1 × 1 zero
matrix, and the last 2× 2 block which, regardless the parity of n, may be zero).
Now conversely we take a matrix m as just described and λ ∈ G∗ such that λ|A = δm . Then Tδm =
〈e1,2, e3,4, . . .〉, except in case (d), when we have to add en−2,n to the generating system.
Direct computations show that for any e,u ∈ Fnq ,
λexp(e)(u) = λ(u) + 2emut,
so by an appropriate choice of e we can suppose that λ annihilates Fnq (in case (a)), 〈e1, . . . , en−2〉 (in
case (b)), 〈e1, . . . , en−1〉 (in case (c)) or 〈e1, . . . , en−3〉 (in case (d)). Also, for x ∈ T and em = 0,
λexp(e)(x) = λ(x) − λ(ext).
In case (b), it follows from this formula that exp(en) would ﬁx λ|H if en−1 ∈ Kerλ. But this is not
possible because en /∈ M0, so en−1 /∈ Kerλ. Then, by replacing λ with λX for a suitable X ∈ In +
〈en−1,n〉, we can suppose that λ(en) = 0.
In case (d) a similar argument yields λ(en−2) = 0 and we can suppose λ(en−1) = λ(en) = 0.
Next we compute the stabilizer Gν of ν = λ|M , which is contained in Gδm . A matrix
g =
( X Xet Xb J
0 1 −eXt J
0 0 J X−t J
)
∈ Gδm (14)
is in Gν if and only if
λ(u) = λg(u) = λ(uXt)+ 2 tr(mXute)
for all u ∈ Fnq . Depending on the case, one can show that this condition holds exactly when:
• e = 0, in case (a);
• e ∈ 〈en−1, en〉, xn−1,n = 0, in case (b);
• e ∈ 〈en〉, in case (c);
• e ∈ 〈en−2, en−1, en〉, xn−2,n−1 = xn−2,n = 0, in case (d).
(xi, j denotes the (i, j)th entry of X .)
Finally, we compute |Gλ|, i.e., we want to know the number of elements g ∈ Gν such that λg(x) =
λ(x) for all x ∈ T . Let g ∈ Gν be as in (14). We can write b = a− 12 ete with a ∈ A and then, for x ∈ T ,
λg(x) = λ(XxX−1)− λ(ext Xt)− 2 tr(mxa).
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(
XxX−1
)− λ(x) − λ(ext Xt)= 2 tr(mxa), x ∈ T . (15)
We ﬁx a, X and e satisfying the corresponding conditions (a), (b) (c) or (d) above. The left- and right-
hand sides of (15) deﬁne two linear functionals on T that we will denote sX,e and ta , respectively.
Every ta contains Tδm in its kernel, so the map a → ta can be viewed as a linear map from A to
(T /Tδm )∗ . Direct computations show that the kernel of this map is Aδm = {x− xt | x ∈ Tδm }, which has
the same dimension as Tδm , so the map a → ta induces a linear isomorphism between A/Aδm and
(T /Tδm )∗ . So in order to count the number of a, X and e such that sX,e = ta , it suﬃces to count the
number of X and e such that Tδm ⊆ Ker sX,e and then multiply it by |Aδm | = |Tδm |.
In case (d), if xn−1,n = 0, XxX−1 = x for all x ∈ Tδm and en−2xt = 0, thus Tδm ⊆ Ker sX,en−2 and
|Gλ| q(n−3)/2 · q · q(n−3)/2+3 = qn+1,
so |Ωλ| q2 f (n)−1 and this case is ruled out.
In any of the remaining cases (a), (b) or (c), XxX−1 = x for all x ∈ Tδm , so sX,e(x) = −λ(ext Xt). In
case (a), the only possible value for e is e = 0, so Tδm ⊆ Ker sX,e trivially. In case (b) this inclusion
holds if and only if e ∈ 〈en−1〉 and in case (c) no further condition on e is required. In any of the cases
it turns out that |Gλ| = qn and |Ωλ| = q2 f (n) .
To count the number of orbits of size q2 f (n) we consider ﬁrst the linear functionals ν ∈ M∗
such that ν|A = δm for a matrix m as in the cases (a), (b) or (c) and ν|〈e1,...,en〉 = 0 (in case (a)),
ν|〈e1,...,en−2,en〉 = 0, ν(en−1) = 0 (in case (b)), or ν|〈e1,...,en−1〉 = 0 (in case (c)). All of them lie in dif-
ferent G-orbits (some work in necessary here in the cases (b) and (c)) and the orbit of λ ∈ G∗ has
size q2 f (n) if and only if λ|M is in the same G-orbit as one of the ν ’s. Now for each ν we need to
know how its extensions to G are distributed among different G-orbits, that is, we want to count
the number of Gν -orbits of the extensions of ν . All of these Gν -orbits have the same size, namely,
|Gν |/qn , so the desired number is |T |qn/|Gν |, which equals qn/2 in case (a), q(n−2)/2 in case (b) and
q(n−1)/2 in case (c).
Theorem 14. Let G be a Sylow p-subgroup of O+2n+1(q). Then the maximum size of the coadjoint orbits of G
is q2 f (n) and the number of these orbits is q(n−2)/2(q + 1)(q − 1)n/2 if n is even and q(n+1)/2(q − 1)(n−1)/2 if
n is odd.
• Orthogonal case O−2n+2(q).
This case can be dealt with along the same lines as the preceding one except at one point: now case
(b) is also ruled out. To see this put e = αe1,n + βe2,n . On the one hand, it is clear that em = 0 and
some computations show that exp(e) ﬁxes M0. On the other hand, for x ∈ T one has λexp(e)(x) =
λ(x) − λ(ext). Now suppose that x is a generator of T0. If x = ei,σ (i) , i < σ(i), ext = 0, so λexp(e)
and λ coincide on x. For the remaining generator, namely x = en−1,n , we have λ(ext) = αλ(e1,n−1) +
βλ(e2,n−1), so we can always choose α and β not simultaneously zero such that this value is zero.
But then exp(e) would ﬁx λ|H and exp(e) /∈ H , against Lemma 5.
A very similar argument as in the last case shows the following result.
Theorem 15. Let G be a Sylow p-subgroup of O−2n+2(q). Then the maximum size of the coadjoint orbits of G
is q2 f (n) and the number of these orbits is qn/2(q − 1)n/2 if n is even and q(n+3)/2(q − 1)(n−1)/2 if n is odd.
• Unitary case U2n(q2).
As in the symplectic case, if the orbit of λ ∈ G∗ has size q2 f (n) then Tδm = 0 and Gδm = 1+A. Then the
basis (10) is empty, what is equivalent to the matrix m being diagonal with all the diagonal elements
non-zero, except possibly the last one. Conversely, if m is such a matrix and λ ∈ G∗ extends δm ,
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Since the number of n × n diagonal antihermitian matrices is qn , we conclude that |Gλ| = qn and
|Ωλ| = q2 f (n) . Moreover, the Gδm -orbit of λ has size |A|/|Gλ| = |A|/qn = |T |, so it is in fact the set of
all the extensions of δm to G . Therefore there are as many coadjoint orbits of size q2 f (n) as matrices
m of the type described at the beginning.
Theorem 16. Let G be a Sylow p-subgroup of U2n(q2). Then the maximum size of the coadjoint orbits of G is
q2 f (n) and the number of these orbits is q(q − 1)n−1 .
• Unitary case U2n+1(q2).
Suppose that the orbit of λ has size q2 f (n) . If e ∈ Fn
q2
and em = 0 then exp(e) ﬁxes λ|M0 and Lemma 5
implies that e ∈ M0. Since e = ek2 is not an element of M0, this means that s = n − |I|  1. Even
more, if s = 1, ek1 is in M0 but εek1 is not, so this possibility is also excluded and I = {1,2, . . . ,n}.
If i < σ(i), mi,σ (i)ei,σ (i) ∈ T1 \ T0, which is impossible, so σ(i) = i for all i, i.e., m is an invertible
diagonal matrix.
Conversely, if λ|A = δm with m ∈ A a diagonal invertible matrix, then Tδm = 0 and Gδm = M . One
can check that the stabilizer in M of λ|M is 1 + A, so Gλ ⊆ 1 + A. An element 1 + a ∈ 1 + A
ﬁxes λ if and only if a is diagonal, so |Gλ| = qn and |Ωλ| = q2 f (n) . Since the Gδm -orbit of λ has size|M : Gλ| = q2n|T |, this orbit consists of all the extensions of δm and each m gives rise to exactly one
coadjoint orbit of size q2 f (n) .
Theorem 17. Let G be a Sylow p-subgroup of U2n+1(q2). Then the maximum size of the coadjoint orbits of G
is q2 f (n) and the number of these orbits is (q − 1)n.
For p  29 (p  7 in the symplectic case) the theorems in this section and Theorem 11 give
immediately the number of irreducible characters of G of maximum degree, q f (n) . However, the cor-
respondence between coadjoint orbits of size q2 f (n) and irreducible characters of degree q f (n) is still
valid for the primes smaller than 29. The key fact for this is that if Ωλ is an orbit of size q2 f (n) , then
direct computations show that χH,λ1 , λ1 = λ|H , is a linear character of H , whence χλ = χGH,λ1 is a
character of G of degree q f (n) . Thus we have the following result.
Theorem 18. Let G be a Sylow p-subgroup of a classical group, p > 2, and f (n) and dn as in Table 1. Then
the maximum degree of the irreducible characters of G is q f (n) and there exist exactly dn irreducible characters
with this degree.
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