Abstract-In this paper, we present the concept of cooperative autonomous driving using cooperative perception. The cooperative perception can provide upcoming traffic situations ahead, even beyond line-of-sight and field-of-view. From a control perspective, a spatial map for navigation planning is extended up to the boundary of connected vehicles in a see-through manner. By leveraging this augmented perception capability, a better driving decision can be accomplished in terms of traffic flow efficiency and safety improvement. For this purpose, we propose a mirror neuron inspired intention awareness algorithm along with planning and control methods using the algorithm. We demonstrate the feasibility of our proposals through simulations and experiments on the road.
I. INTRODUCTION
One of the most obvious benefits of autonomous driving vehicles is to improve the productivity of drivers by enabling the drivers to do something else than driving. However, autonomous driving vehicles have neither yet exceeded nor reached the performance level of what human drivers are capable of at this moment, because of perception limitation and risk-avoidance strategy. For these reasons, autonomous driving vehicles have been usually considered as a solution of particular applications not requiring high performance such as re-balancing for vehicle sharing systems, automatic valet parking, driving for the elderly, disabled or blind travelers.
Recently, cooperative autonomous driving has received more and more attention as a possible and feasible solution to improve the performance-safety, comfort and efficiencyof autonomous driving. The technical approaches can be largely classified as two-fold: centralized and distributed approaches. In the former, a leader overall leads to the rest of vehicles in term of control, which includes coordinated driving. In the latter, each vehicle aims at sharing local information with others, which includes cooperative adaptive cruise control (CACC) [1] and cooperative perception-based autonomous driving [2] . This paper focuses on the distributed approach, because it may be practical in urban and highway S. Kim traffic situations where all different and independent traffic participants co-exist.
For this distributed approach, CACC has been extensively researched in the last decade. As a successor of cruise control, the main concern of CACC is longitudinal control in a single lane road, which provides a partial autonomous driving. For fully autonomous driving, lateral control in a multi-lane road should be considered. The multi-lane lateral control can be simplified as a sequence of decision-making between lane keeping and lane changing at a higher level. The decision is made by considering collision risk and velocity benefit of each lane. The risk and benefit quantification can be improved by this distributed local information sharing, which is definitely useful for a better driving decision.
In this paper, we propose the concept of cooperative autonomous driving using cooperative perception that consists of three main subsystems. The first one is a cooperative perception system that can provide traffic information ahead in a see-through manner. The second one is a mirror neuron inspired intention awareness method to make a shortterm and long-term perspective driving decision for fully utilizing the long extended perception range of cooperative perception. The last one is a robotic planner to enable fully cooperative autonomous driving in terms of longitudinal and lateral control. We demonstrate the feasibility of this work through simulations and experiments with self-driving vehicles on the road.
The contribution of this paper can be summarized as:
• We suggest cooperative autonomous driving using cooperative perception to improve traffic flow and safety.
• We propose an intension awareness method inspired by mirror neuron for fully utilizing cooperative perception.
• We show the proposed scheme can improve the navigation planning using cooperative perception in terms of traffic flow efficiency and safety.
The remainder of this paper is organized as follows. Section II describes overall system architecture. Section III introduces the essence of cooperative perception on the road. Section IV presents how mirror neuron grabs other's intention and how to apply the mechanism to a robotic planner. Section V provides planning and control methods using the cooperative perception and mirror neuron approach. Section VI evaluates all proposed concepts through simulations and experiments using real self-driving vehicles. Section VII reviews related works. Section VIII concludes this works. 
II. RELATED WORKS
Autonomous vehicles controlled by a perception-based motion planner has been actively researched for more than one decades [3] . It was demonstrated that autonomous ground vehicles can drive on the road while complying with urban traffic laws [4] , and on intercontinental routes [5] . However, there are still several aspects to be improved such as prohibitively expensive sensors. In this sense, cooperative perception is one of economically viable options to enable affordable perception for autonomous vehicles. The agenda and experimental results of cooperative autonomous driving have been presented in [6] , [7] From a control perspective, the specific motivation and preliminary results of motion planning using cooperative perception on urban road are presented in [8] . Vehicle motion uncertainty can be dealt with by risk-aware planning [9] . From a vehicular communication perspective, communication issues on deterministic message delivery and vehicle controllability are studied in [10] . A method to adapt the perception resolution to the available bandwidth is proposed for autonomous driving in [11] . The case where communication parameters affect autonomous driving vehicle's dynamics and security is studied in [12] .
One can find unsupervised lane merging and intersection crossing in [6] and [13] , respectively. Figure 1 shows overall architecture for the proposed cooperative autonomous driving system. The left-most four boxes show fundamental components for realizing stand-alone autonomous driving, i.e., perception, localization, planning and control. The right dashed box indicates the components for cooperative autonomous driving, whose fundamental role is to support better decision making for the stand-alone autonomous driving. Note that there can be many variants of system architectures according to the requirements.
III. SYSTEM DESCRIPTION
The principle of cooperative perception is to merge local information with remote information from other vehicles or infrastructure. Thanks to the remote information, the ego vehicle can see oncoming traffic situations ahead in a seethrough manner. Cooperative perception can contribute to long-term perspective and short-term perspective decisions at the same time. Due to the uncontrollable uncertainty of remote information, however, we use cooperative perception for a long-term perspective driving decision for near-future velocity benefit and a short-term perspective driving decision for hidden collision avoidance instead of using cooperative perception for localization or planning directly.
To quantify the velocity benefit of each lane, the future movement of other vehicles should be predicted, which we will call an intention awareness problem hereafter. The key idea of our intention awareness method is to represent the predicted movement of other vehicles as a cost in a navigation map. Specifically, we use the summation of cost of a particular lane as a congestion measure of the lane. By comparing the congestion measures of each lane, a lanechanging decision is possible to obtain long-term perspective velocity benefit. For intention prediction itself, we propose a mirror neuron inspired method for the intention awareness.
Note that the expected velocity benefit can also contribute to longitudinal control. If a preceding vehicle is expected to increase its speed due to no vehicle in front of the preceding vehicle, the ego vehicle can reduce the reference gap between two vehicles at its own risk. This longitudinal control approach shares a similar philosophy with the goal of CACC. Lastly, one of the most compelling aspects of cooperative perception is to able to provide a see-through collision warning, which gives more time to respond to a possible collision threat. As a first step toward this ambitious goal, we first examine cooperative perception in detail.
IV. COOPERATIVE PERCEPTION
Cooperative perception is to share local perception with other vehicles or infrastructure via wireless communications, which enables human and automated drivers to see-through an on-coming traffic situation ahead and provide an allaround-view [7] . On the road, the preceding vehicles mostly affect the driving decision. In the sense, V i (t) = {i + 1, · · · , i+L i (t)} is defined as a leader string where, j, j+1 ∈ V i (t), j and j + 1 are connected via cooperative perception and j + 1 is fully observable by local sensors of j. Now, we can formulate cooperative perception as follows:
where the operation is called map merging. The map merging operation is a merely set union operation, if z i (t) is mapped into a global frame such as GPS coordinates. However, the observation from sensors is typically mapped into a local coordinate. Also, there is no guarantee that the initial configurations of vehicles are identical. In this case, the relative configuration between vehicles is necessary to merge two different observations. The relative configuration can be defined as q = (τ, θ), where τ and θ correspond to translation and rotation, respectively. We define a transformation operator as p ⊗ q = R(θ)p + τ . Finally, (1) can be rewritten in a more general form as follows:
where q ij (t) is a relative configuration between x i (t) and x j (t). There are various specific methods to obtain the relative configuration, whose common principle is to find the best pose that maximizes the similarity of overlapping area between different maps using landmark [14] , topological map [15] , occupancy grid map [16] , or scan matching [17] . The map merging problem can be formulated as follows:
where the similarity measure S is defined as
where L(a 1 , a 2 ) is a point-to-point similarity measure, which is positive if a 1 = a 2 ; 0, otherwise. (3) and (4) attempt to find the relative pose that maximizes the overlapping area between two maps. Similarity measure (4) can be relaxed with closest points, which can be formulated as
where the closest point in z i is selected as the correspondence, which is defined as
where
where d th is one of the key design parameters to decide the performance, which has a trade-off between accuracy and convergence speed. (3) and (4) can be extended to more than two vehicles. Let Q = {q 2 , · · · , q N } be the set of relative poses w.r.t ego vehicle, where N − 1 is the number of neighbor vehicles. The problem can be rewritten as follows:
Solutions of (3)- (9) include ICP (Iterative Closest Point or Iterative Correspondence Point)-variant [18] - [20] , adaptive random-walk [16] , Hough transform [21] , correlative scan matching [22] , and histogram approaches [23] .
In this paper, we evaluate ICP, CSM and Lidar-based vehicle pose estimation methods in Sec. VII
V. MIRROR NEURON INSPIRED INTENTION AWARENESS
Understanding "Intention" associated with the action of others is one of fundamental components of social behaviors, which is also important for a robot to navigate in crowd environments such as on the road, in the museum or on the pedestrian road [24] . Despite its importance, however, intention awareness is still a challenging and open problem to not only robots but also humans.
In the meantime, it has been reported that the function of human intention-awareness is associated with mirror neurons for the last decade [25] . The mirror neuron system has been proposed as a mechanism to understand the meaning and intention of a communicative signal by evoking a representation of that signal in the perceiver's own brain [26] . It has been being revealed that human beings can grab other's intention thanks to the mirror neuron [27] , which enables an observer to predict the next motion of subjects. In this section, we consider the mechanism of mirror neuron for grabbing the intention of other vehicles on the road.
The key idea is as follows. In principle, the next status of a dynamic system, e.g., a vehicle, can be determined bẏ
where f is system dynamics, x is a system state, u is a control input, z is observation, and π is a motion planner. u can be also called as intention. Firstly, we restrict our interest to vehicles perceived by on-board sensors. In this case, the states of other vehicles can be measured by the onboard sensors. Secondly, the observation of other vehicles can be obtained from cooperative perception. Lastly, we can estimate the result of motion planning of other vehicles under the assumption that all vehicles aim at arriving the destination as fast and safe as possible like the ego vehicle, which follows a similar mechanism of mirror neuron. The estimated motion of other vehicles are eventually represented as a cost map for motion planning for navigation.
A. Problem Formulation
The pose of a vehicle can be represented as a single multidimensional point such as 3-dimension (x, y, θ) for ground vehicles, or 6-dimension for air vehicles, which is called a configuration. Let X be a configuration space. X obs ⊂ X denotes an obstacle region, where X f ree = X /X obs is an obstacle-free region. The set of edges connecting continuously two different configurations is a path. A path in X f ree is called a safe path. Motion planning problem is to find a safe path connecting an initial configuration to a goal region X goal , where X goal ⊂ X .
Let V = {· · · , i, · · · } be a set of vehicles. x i (t) ∈ X is defined as the configuration of a vehicle i ∈ V at time t.
x i (0) is an initial configuration. The dynamics of the vehicle i is formulated as follows:
where f i is a continuous differentiable function, and u i (t) is the control input of the vehicle i at time t, which can be represented as:
where π i is the motion planner of the vehicle i, and z i (t) is a partially observed obstacle region obtained from onboard sensors and a priori map at time t, which is typically realized in a form of maps such as an occupancy grid map [28] . Note that X obs is time-variant due to moving obstacles, which can be represented as X obs (t). Likewise, X f ree (t) = X /X obs (t). The motion planning problem is to find a control to avoid obstacles x i (t) ∈ X f ree (t), ∀t ≥ 0, and reach the goal region, subject to (11) and (12) . T is a time taken to reach the goal. Finally, the optimal motion planning problem of multiple vehicles can be formulated as follows:
is a cost function whose metric can be differently defined according to applications such as shortest, least-travel time, or most safe one. In essence, the primary question of this chapter is how we can make a motion planner to obtain a better solution for (13) by fully utilizing cooperative perception.
B. Intention Awareness
The next benefit of cooperative perception is to predict the motion of leaders, i.e., u j (t), where j ∈ V i (t).
Let us start with one-step motion prediction of the first leader, i.e., x i+1 (t + 1). In (11) and (12), x i+1 (t), z i+1 (t), f i+1 and π i+1 are needed for obtaining x i+1 (t + 1).
Firstly, x i+1 (t) is observable by i according to the following sensor assumption.
Assumption 5.1: All vehicles are equipped with a special sensor providing the configuration of other vehicles detected.
This assumption is reasonable thanks to various algorithms for finding the relative configuration between an observer and a subject vehicle.
Secondly, z i+1 (t) can be obtained via cooperative perception in (1). Thirdly, we assume the following for f i Assumption 5.2: f j is known to i, where j ∈ V i (t). This assumption can be loosely justified while considering one type of vehicles, e.g., ground vehicles on the road only Also, dynamics of a vehicle detected can be estimated by j's appearance observed from z i (t).
However, it is not straightforward to obtain the motion planner π i+1 . In this paper, we consider the following assumption for motion planner estimation.
Assumption 5.3: π i = π j , where j ∈ V i (t). We call this assumption as If I Were You strategy inspired by mirror neuron systems as a simulator to understand other's mind, which can be also loosely justified in the context that a normal vehicle on the road aims at arriving the destination as fast and safe as possible. To this end, under these assumptions, the estimated motion of leader i + 1 can be formulated as follow:
which is described in Figure 2 (c). In the same way, (14) can be extended temporally and spatially, i.e., more steps, and other vehicles, respectively. Algorithm 1 provides the motion estimation up to T max time steps later from current time t. The output of this algorithm is the predicted trajectory of the first leader up to the time t + T max .
Algorithm 1: First leader motion prediction, FLMP i (·)
input : T max , z(t), x i (t), x i+1 (t) output: Predicted motion trajectory of the first leader
Now, let us consider how the predicted motions of a leader vehicle affects motion planning. From a motion planner perspective, the predicted motions are eventually represented as obstacles, i.e., z i (t). Let O i (x) ⊂ X be the set of obstacle regions due to a vehicle i with a configuration x, where O i+1 x i+1 (t) ⊂ z i (t). In the meantime, the prediction inherently includes uncertainty. To deal with such uncertainty, we redefine z i (t) as
where P(x) is a probability of x / ∈ X obs (t). The final map including the first leader's predicted motion trajectory is formulated as follows: (16) . In the figure, the intensity of a pixel represents the probability of obstacle free at the pixel, i.e., the brighter pixel represents the higher obstacle free. There are various ways to define P(x). For example, in Fig. 2 
, where v max is a maximum speed of vehicles, and ǫ ∈ R + .
Note that Algorithm 1 relies on the observation at time t, which means the algorithm implicitly assumes the others does not move. Let us consider the movement of other vehicles. Algorithm 2 provides the motion estimation up to the L max th leader, which extends the perception range spatially. The key idea is that the estimated next motion of leader's leader affects leader's next-step observation, which also affects leader's motion decision.
Algorithm 2:
One-step leader string motion prediction
To this end, we have a cost map including observation and predicted motion trajectory of a leader or a leader string.
By using Sec. IV and V, the cost map of an observer can include observation and predicted motion of its leader or leader string. Conventional motion planning algorithms can use the cost map for planning such as PRM [29] , RRT [30] , or RRT* [31] .
VI. LONGITUDINAL AND LATERAL CONTROL
Thanks to the rich perception capability via cooperative perception, an automated driver makes better driving decision, e.g., early obstacle avoidance, safe overtaking, smooth lane merging, early lane changing for long-term perspective speed benefit, and minimizing the gap between vehicles.
1) Longitudinal Control:
A longitudinal controller generates a stream of acceleration or deceleration inputs to keep a proper distance from the preceding vehicle, which is determined by distance and speed profile of the ego vehicle and the preceding vehicle. The safety gap from the preceding vehicle i can be simply formulated as d i = v i · τ , where v i is a relative speed between the ego vehicle and the preceding vehicle i. τ is a time to take an action against the collision, which is determined according to the maneuvering capability.
As the measured gap is closer to the safety gap, a forward collision warning is activated, which subsequently triggers decelerating or changing the lane according to the traffic situation. Note that the preceding vehicle i can be reached up to the boundary of connected vehicles even beyond lineof-sight with the support of cooperative perception. This seethrough perception capability enables vehicles to accelerate or decelerate at the same time like a train, or decelerate earlier and safer for hidden obstacle collision avoidance [6] .
2) Lateral Control: The lateral control can be abstracted as a decision process whether to keep or change lanes. For this purpose, the expected speed benefit of each strategy should be quantified and compared. Cooperative perception can be also used for this quantification purpose.
In concise, letting x be a system state and f be system dynamics, the next state of a vehicle can be stated as follows:
where π is a planning policy, z is observation, u is a control input. An overall method to estimate the next control input of a preceding vehicle i is as follows. The state x i can be measured by on-board sensors. The vehicle i's observationz i -can be obtained via cooperative perception. The next control input of the vehicle i can be estimated under the assumption that all vehicles aim to arrive at their destinations as fast and safe as possible like the ego vehicle. The estimated motion of other vehicles is eventually represented as the ego vehicle's cost map for navigation. The key idea is to use the cost on each lane as a nearfuture traffic congestion metric. We can write this method in a formal way. Let Φ i (t) be the set of lanes where a vehicle i can move or stay at time t, e.g., {left lane, current lane, right lane}. U i (l) is an expected congestion measure of lane l ∈ Φ i (t) , which can be quantified as:
where z i (t)[l, s, e] ⊂ X is the set of grids occupied by lane l from the start point s to the end point e. X is a configuration space. X obs ⊂ X denotes an obstacle region, where X f ree = X /X obs is an obstacle-free region. I(k) is ∞, if k ∈ X obs ; 1, otherwise. P(k) is a cost of a configuration k on a map. Finally, the lane decision problem can be written as follows:
Thanks to the cooperative perception, the next way point e can be set farther ahead than without cooperative perception.
VII. EVALUATION
In this section, we validate our proposal through simulations and experiments using real vehicles on the road.
A. Simulation Result
We implemented the proposed systems and Algorithms on Robot Operating System (ROS) suite [32] , where we used RRT* [31] as a stand-alone motion planner. Figure  3 shows the snapshots of cooperative autonomous driving using cooperative perception, intention-awareness, and cooperative motion planning. In Fig. 3(a) , the red ego vehicle and the yellow preceding vehicle are moving forward, where the red and yellow dots represent scan points detected by local sensors of the ego and preceding vehicle, respectively.
At some moment, an obstacle appears and only the preceding vehicle can see the obstacle at the moment. In Fig.  3(b) , the both vehicles decelerate accordingly, but little space between the two vehicles for lane changing due to sudden stop. In Fig. 3(c) , the ego vehicle can change the lane earlier through the see-through forward collision warning, with the support of cooperative perception. In Fig. 3(d) , both autonomous driving vehicles avoid the obstacle at the same time. In Fig. 3(e) , the gap is reduced using cooperative perception, in this case there is no reason the preceding vehicle will decelerate, because neither an obstacle nor vehicle is ahead of the preceding vehicle.
Let us look at the simulation results from a cost map perspective presented in Sec. V. In Fig. 4(a) , two vehicles are driving along the lane, where the rectangle in front of the yellow vehicle is the cost map of the red vehicle as a result of Algorithms in Sec. V. Fig. 4(b) is corresponding to Fig. 3(a) . In Fig. 4(c) , a cost map is built based on the predicted leader's motion. Based on the cost map, the ego vehicle can find a safe path that smoothly avoids the hidden obstacle while keeping a small gap between two vehicles. as shown in Fig. 4(d) . Without the proposed methods, the ego vehicle has to stop due to static characteristic of occupancy grid map so that more complex control policy or protocol is needed for cooperative autonomous driving.
B. Experimental Result
To validate the feasibility and benefits of cooperative driving using cooperative perception, we conducted experiments using three autonomous/intelligent vehicles on campus roads in the National University of Singapore. In the experiments, we used several mass-produced automotive vehicles including one Mitsubishi iMiEV and three Yamaha golf carts. Figure 3 (f) shows our test platform including two selfdriving vehicles, left-most and middle one in the figure. The vehicles are equipped with 2D LIDARs (LIght Detection And Ranging), a vision camera, and wireless interface IEEE 802.11g, IEEE 802.11n, 3G HSDPA (High-Speed Downlink Packet Access), and 4G LTE (Long Term Evolution). The vision cameras were mounted with a tilted-down angle of 12
• from horizontal. The software architecture of this system was established on ROS suite [32] using only open source libraries. Detail specifications are available in [33] . In particular, local perception for localization and road surface detection are presented in [34] and [35] , respectively.
In this experiment, we evaluate the performance of coop- erative perception and automated lane-changing triggered by a see-through collision warning. 1) Cooperative Perception: Figure 5 shows one snapshot of map merging with three vehicles on the road, where the red, green and blue dots indicate the laser scan points of the ego vehicle, the first leader and the second vehicles, respectively. In this experiment, we evaluate three different matching algorithms, ICP, CSM, and Lidar-based vehicle pose detection algorithm. In this work, the ICP algorithm from [36] is used. In the ICP method, d th = 2.5 m is used. For CSM, we used a library from [22] , where two levels of 0.5 m and 0.1 m search grids are used. It is also set to search within a window of 10 m x 10 m x 60
• . In order to obtain the ground truth, a particle filtered based localization is used. We built a map using a 2D laser scanner for localization on the test road before all experiments. The Lidar-based vehicle pose detection algorithm is introduced in [7] . Figure 6 shows the translation error of LIDAR-based relative pose, ICP and CSM, where 1 and 2 represent the first and second leader, respectively. Likewise, Figure 7 shows the rotation error. time is around 100 ms, which is ten times more than Lidar based vehicle pose detection algorithm and ICP method. The specific map merging for cooperative perception should be carefully selected according to the requirements. Figure 8 shows three snapshots in which our selfdriving vehicle is automatically changing the lane, which is triggered by a see-through collision warning. The motion planning for lane changing is corresponding to Fig. 3(c) . We implemented that collision warning is activated Time-toCollision approach [37] . Thanks to the see-through perception capability of cooperative perception, a collision warning is activated in a see-through manner. For example, a collision warning is activated even a hidden obstacle exists in front of the preceding vehicle.
2) Automated Lane-Changing by a See-through Collision Warning:

C. Lessons Learned
IEEE 802.11n works well at least within 30 m range on the urban road. However, its performance is inherently independent on the distance between vehicles. On the other hand, 3G and 4G is independent from the distance between vehicles. However, it's the communication delay is more unpredictable and uncontrollable according to our experimental results. It is important to choose a proper communication protocol and physical interface to satisfy the requirements of target applications, e.g., driving assistance or autonomous driving.
One another issue to be improved is map merging during lane-changing. While an autonomous vehicle is changing the lane, the performance of map merging is degraded. In our design, our autonomous vehicle makes a safety-critical decision relying on local perception results and remote information that comes from cooperative perception supports the decision. Therefore, this performance degradation does not give significant impact on overall performance. However, it needs to be improved for various possible applications.
VIII. CONCLUSION
In this paper, we provided a cooperative autonomous driving method using cooperative perception and mirror neuron inspired intention awareness without any assumption of central authority and specific protocol, where control variables are better determined by a temporally and spatially extended see-through cost introduced in this paper. We showed that our proposal can better utilize the long-extended perception capability for safe and efficient driving control, which were verified through simulations and experiments using multiple vehicles including two autonomous vehicles on the road.
