Language identification is automatically determining the language that a previously unseen document was written in. We compared several prior methods on samples from the Wikipedia and the EuroParl collections. Most of these methods work well. But we identify that these (and presumably other document) collections are heterogeneous in size, and short documents are systematically different from large ones. That techniques that work well on long documents are different from those that work well on short ones. We believe that improvement in algorithms will be seen if length is taken into account.
INTRODUCTION
Almost anything you might want to do with a natural language document requires that you know what language it is in, even determining whether "1,234" is larger or smaller than 10. If you want to return documents relevant to a query, documents the user cannot read are not relevant.
It would seem that this problem could be solved at the source in many cases. Most text-holding elements in HTML, [11] , for example, may have a "lang" attribute with an RFC 1766 [1] language code as value. XML [3] builds this into the XML framework as "xml:lang" [3, section 2.12]. Word processors Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. This kind of annotation permits fine-grained classification. A document such as Olivier Lauffenburger's "Hittite Grammar" [7] , for example, has raisins of Sumerian and Akkadian as well as plums of Hittite in a large custard of English.
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However, such annotations are often omitted or misused. A document written in New Zealand English, for example, may be left with the word processor's default setting of American English (en US), to the detriment of spelling and grammar checkers. Phillip Koehn [6] reported, for example, of the EuroParl corpus that "part of the 'English' part of the proceedings contain [ed] actually French texts [in May 1996]". The language identification problem, then, is to automatically determine from the text itself what language it is written in. This problem has been addressed many times in the literature, but we uniquely identify that non-textural characteristics of a document can affect the accuracy of the algorithms. Specifically, we identify that the two corpora we use, Wikipedia and EuroParl, have multi-modal length distributions and this affects result quality. Short documents are obviously harder to classify just because they provide less evidence, but it turns out that they use language differently from long documents, so different algorithms are needed for each case.
It is obviously impossible to identify documents written in a language you have no knowledge of. It is also obviously difficult to discriminate between closely related languages given short documents: "The cat sat on the mat" is perfectly good American and perfectly good English. It is also clearly difficult to do fine-grained automatic classification, because of accidental similarities between languages ("come" is both Italian and English) and borrowings ("Matariki" is Māori, but is used in New Zealand English). What we can realistically hope for is automatic classification of whole documents into one of a small group of not too similar known languages.
RELATED WORK
Language identification is a well studied problem and space requirements prevent a thorough literature survey. However, several prior algorithms are discussed in this section.
Cavnar & Trenkle [4] developed an n-gram based text classifier, which they used to classify Usenet articles in English, Portuguese, French, German, Italian, Spanish, Dutch and Polish. Here an n-gram is a contiguous subsequence of n characters. For each language, they create a list of the common most n-grams in descending order of frequency, called an n-gram profile. These profiles are mixed in n-gram length with n ranging from 1 to 5 (for example, the word "the" contributes "t", "h", "e", "th", and "he" as well as "the".)
Cavnar & Trenkle compare the n-gram profile of a new document with the n-gram profiles of the known languages, summing the absolute differences of the ranks ascribed to each n-gram. For example, if "the" is rank 1 in English and rank 9 in the unknown document, the absolute rank difference is 8. The language with the lowest sum is reported as the class of the new document. They reported an accuracy of 99.8% using this method.
Hayati [5] applied Cavnar & Trenkle's algorithm to a collection of Web documents in Danish, German, English, Spanish, Finnish, French, Italian, Dutch, Norwegian, Portuguese and Swedish. She found the accuracy to be lower than reported, at 86.8%. She suspected that their technique did not choose representative n-grams with sufficient power to distinguish between similar languages, so she used the Fisher discriminant function to choose n-grams and cosine similarity to compare document profiles to language profiles, and accuracy improved to 93.9%.
Langdetect [12] is an open-source Java library for language identification. It uses a naïve Bayes algorithm with character n-grams. McCandless [9] compared three classifiers, of which langdetect was the best. He reported an accuracy of 99.2% on a collection with 17 languages, ranging from 97.2% for Danish to 100.0% for Greek. Langdetect comes with built-on profiles, so we did not train it in our experiments. However we used our own markup removal algorithm, as it does not do this itself, Langdetect reports several possibilities; we only used the language with the highest score.
Mayer [8] looked at tweets and e-Bay messages, which are very short. He used the first two and last two words in each document and looked them up in dictionaries for each language.
It is Mayer's work that first alerted us to the possibility that different algorithms might perform better on different length documents. To this end we analysed the length of documents in the collections we used and identify that they are mixed-modal. We consequently tested several algorithms on these different lengths and show here that, indeed, different algorithms are suited to different lengths of document.
LANGUAGES USED
This study primarily worked with four languages: German (de), English (en), Spanish (es), and French (fr). They were chosen because one author was able to read all these languages and consequently articulate why the classifiers were failing (recall that Koehn reported misclassified documents in EuroParl). In section 6 Dutch and Italian were further examined.
<sing languages that could be written in the ISO Latin 1 character set simplified the coding but also makes the identification problem harder. For this set of languages, conversion to lower case is language-independent. Equally, separating Chinese from Russian from English can be done by mechanically examining the codepage used in the majority of the document.
DOCUMENT COLLECTIONS USED
We worked with two collections: the Wikipedia [13] and the EuroParl collection [6] .
September 2012 Wikipedia dumps were obtained for German, Dutch, English, Spanish, Italian, and French. They were decompressed, parsed as XML, the <text> elements were extracted, Wikimedia markup was removed, and they were tokenised. Stemming and stopping were not performed because they cannot be performed until the language is known. Wikimedia markup removal was done with ad-hoc code. Words were converted to lower case. The results of section 6 were obtained using one author's Wikimedia stripper, and randomly selected training sets and test sets of 100,000 documents each for each language, only documents with more than 10 words being selected. The results of section 8 were obtained using another author's Wikimedia stripper, and a training set of 1,000 documents in each language. Although we used two different strippers we do not believe that this substantially affects the results. Equally, we do not believe that the different numbers of test documents will substantially affect results either.
The mid-2012 edition of the EuroParl collection was obtained, decompressed, and the XML markup removed. Stemming and stopping were not done (recall that they are language dependent). Words were converted to lower case. Test sets of 1,000 documents were used. In section 6 only documents with more than 10 words were selected. Document lengths were also checked in the Wall Street Journal and INEX IEEE article corpora.
NONUNIFORMITY OF COLLECTIONS
Our preliminary investigatory experiments suggested that each technique performed worse than expected. Closer inspection showed that most of the difficulty was with very short documents. Figure 1 shows a histogram of (log Wikipedia article length in words + 1) for each of German, English, Spanish, and French. The overlaid curves show normal distributions fitted to the data using the normalmixEM function from the "mixtools" package [2] in R [10] . This simple mixture distribution appears from visual inspection to fit well. The fact that the document length distribution can be modelled as a mixture of two simpler distributions strongly suggests that the collection is actually a mixture of two collections with different properties.
If one of these distributions were small relative to the other the it might be effective to simply ignore the bi-modality of the collection. Table 1 shows the proportion of documents that fell into the "small" (about 2 words) group and proportion that fell into the "large" group (averaging about 160 words) for each of the four languages. Neither group is negligible. Figure 2 shows the equivalent histogram (log document length in words + 1 against proportion of documents) for the same four languages, in the EuroParl collection. Again the overlaid curves show normal distributions fitted using normalmixEM. This time, a mixture of four normals fitted best (by visual inspection). Table 2 shows the proportion of EuroParl documents that fell into the "small" (about 10 words), "medium" (about 170 words), "large" (about 8,000 words), and "huge" (about 80,000 words) groups for each of the four languages.
We found other collections to be mixed as well. For example, the INEX IEEE collection appears to be a mixture of three groups (about 800, about 1900, and about 5000 words). In further experiments we will examine further collections to determine whether this is a pattern we can expect of whether it is characteristic of just these collections. We observe that short documents tend to use language differently from long ones and very short documents more so.
In the EuroParl collection we observe headlines or stylised "see XXX committee minutes". Similarly within the Wikipedia, redirect articles are common. Table 5 : Wikipedia confusion matrix, k = 1000. Row = true language, column = assigned language.
BASELINE
It is reasonable to conclude from the document length analysis and literature survey that collections may not mixed, and that if it were possible to identify which component a document belongs to then it might be possible to increase the performance of language identification. This, in turn, might (although we leave it for further work to demonstrate this) increase the precision of a search engine.
In order to get a clear view of the merits of each method when applied to long documents (Documents shorter than 11 words were excluded), we implemented a simple termbased baseline.
A language profile was built for each language by taking the top k most frequent word from the training set for that language. For each document in the test set, the unique words were identified and compared to these language profiles. This comparison was a straight set intersection. The language of the document was chosen as the language of the largest set. That is, if the document contained 23 of the top 50 words in English but only 12 of the top 50 words in German then the document was identified as bring written in English.
This approach resembles that of Cavnar & Trenkle, but pays no attention to relative ranks. In later sections we refer to this method (with k = 1000) as the "top 1000 words" method. Table 4 presents the confusion matrix for the Wikipedia test set, trained on the Wikipedia training set when k = 20. Cells were rounded to the nearest 0.1%. It is reasonable to expect more evidence to produce better results and so the experiment was re-performed with k = 1000 (see Table 5 ). Percentages are presented (rather than absolute counts) in these tables so that they can be more easily compared.
It is astonishing that such a crude technique performs so well (typically over 95% accuracy). Further analysis is required to explain why, however we believe that it is due to a combination of Zipf's law and Heap's law -that is, the most frequent words will be frequent and we're not really expecting to see many new ones in a new document
We make further observations from these results: if Italian had not been included, the results would have been better; Italian is often mistaken for Spanish; and everything is mistaken for English.
These observations highlight two difficulties in language identification of European languages. First, Italian genuinely has a number of high frequency words which match English and Spanish words, so an approach such as Cavnar & Trenkle's absolute rank difference or Kulback-Liebler divergence should improve results. Second, it is difficult to accurately remove all markup and any remaining Wikimedia markup will be identified as "English", as markup is frequent this adds to the confusion.
An error analysis on by document size suggests that most errors in classifying Italian occurred in documents of between 121 and 175 words in length where about 40% were wrongly classified.
To eliminate any error introduced as a consequence of markup a further experiment was conducted using the EuroParl collection. In this experiment the two collections were tested against themselves and each other. Rather than presenting more confusion matrices, Table 6 shows the accuracy (percent of correctly classified documents) we observed when k = 20. The last line is the main diagonal of Table 4 represented for clarity.
This table shows that the classifiers developed for each collection work well on the other. Indeed, the column for Italian suggests that the baseline method effectively manages markup contamination in the training documents and the test documents, but suffers when both are contaminated the same way.
Increasing k does not always improve (sometimes worsening) accuracy as table 7 for k = 200 shows. As before, contamination of the Wikipedia data resulting from inferior Wikimedia markup removal is a problem.
The purpose of this experiment was to establish a lower bound that better methods should beat. What we found is that data cleansing (removal of markup from XML, removal of menus from Web pages, and so on) can substantially affect the performance of the language detection algorithm. This happens because the markup tends to be in one language, but becomes frequent in all languages making all languages look (to the classifier) more similar than they really are.
TRIGRAMS
We conducted two experiment with tri-grams. In the first we examined which tri-grams were frequent, and in the second we measured the performance of the approach.
The algorithm we used, "Padded trigrams", is a reduced version of the Cavnar & Trenkle algorithm using only tri-grams (recall that they used 1-5 grams). Words that were shorter Table 7 : Accuracy for each language, varying training and test collections, k=200
than three grams were padded with space (on the right). For example, "a bag of meal" contributes "a ", "bag", "of ", "mea", and "eal". Table 8 shows the top ten trigrams for the Wikipedia collection in four languages. Articles and conjunction are high in all four lists. The trigrams "ing", "ion", "tio", and "ent" are characteristic of nominalisations in English; there are hints of the same pattern in the other languages. This suggests that the Wikipedia may not be typical of language use. Also seen in this list are some highly frequent words (for example the articles, "the" and "a" in English). Table 9 shows the top ten trigrams for the EuroParl collection. While the trigrams are different, a similar pattern is seen.
The presence of whole words in the top tri-gram lists may be providing additional reason for the success of the baseline approach in the previous section (and vice versa). Highly frequent words (at least in English) appear to be short and the short words appear to be frequent tri-grams.
To examine the performance of this algorithms, the Wikipedia collection was split into three groups: 1000 randomly chosen short documents (10 words or fewer) for testing; 1000 randomly chosen long documents (more than 10 words) for testing; and the remainder used for training. All of the EuroParl articles were used for testing.
As this algorithm can result in ties, a document is reported as "Tie" if two or more languages tied for best score. Table 10 shows the confusion matrix for the trigram method applied to long Wikipedia documents. As before, rows show the language ascribed to a document in its collection and columns show the language it was classified as. Cells are percentages. A large percentage on the main diagonal is good and non-zero results off the diagonal show mistakes being made. The results for long Wikipedia documents are generally good. Table 11 shows what happens with short Wikipedia documents. The results are generally not good. Table 12 shows the confusion matrix for long EuroParl documents. The results are good. 
EXPERIMENT
So far we have show that the document collections we are using are mixtures and the the performance of the baseline algorithms on short documents is substantially worse than on longer documents. In this section we show that this disparity of performance is not a characteristic of our baselines by comparing approaches of others on different length documents. To determine whether this is a collection-specific characteristic or not we performed one further experiment. In that experiment the classifiers were trained on one collection and tested on the other. Tables 18 and Table 19 show how well the algorithms performed when used in this way. It appears as though identifying the language of short Wikipedia documents is substantially harder than doing so for EuroParl documents.
CONCLUSIONS
In this work we examined two document collections and identified that documents do not follow a normal distribution in size, but are instead multi-modal in size. In the Wikipedia we identified two components (short and long) and observed that short documents were often redirect pages. The EuroParl corpus contained 4 components we called small, medium, large, and huge. In this collection short pages were similarly redirect pages; "see the minutes of" pages.
When we tested a simple baseline language identification technique we observed unexpectedly high performance. We also observed that performance was inhered by markup whose language model pollutes the models of each of the languages we were testing for.
Our experiments show that short documents may need different techniques from long ones. If such documents are redirect (or equivalent) pages then this suggests that an effective way of classifying short documents might be through the classification of the pages they point to. We leave for further work the exploration of such an approach.
As we expected, some languages are more similar than others. The classifiers we used considered Italian and Spanish to be similar -indeed English variants may be extremely hard to distinguish as some documents could be correct both syntactically and semantically in more than one variant. We leave for further work the construction of a taxonomy of languages that might be used by a classifier to improve performance.
Finally we observe that word-based and character n-gram based classifiers respond to different aspects of a language -we leave for further work methods to combine them.
