Abstract-This paper proposes an experimental analysis on the convergence of evolutionary algorithms (EAs). The effect of introducing chaotic sequences instead of random ones during all the phases of the evolution process is investigated. The approach is based on the substitution of the random number generator (RNG) with chaotic sequences. Several numerical examples are reported in order to compare the performance of the EA using random and chaotic generators as regards to both the results and the convergence speed. The results obtained show that some chaotic sequences are always able to increase the value of some measured algorithm-performance indexes with respect to random sequences. Moreover, it is shown that EAs can be extremely sensitive to different RNGs. Some t-tests were performed to confirm the improvements introduced by the proposed strategy.
I. INTRODUCTION
T HE CONVERGENCE properties of an evolutionary algorithm (EA) [1] - [8] , are strongly connected to the random sequence applied on variation operators during a run. In particular, it can be shown that when different random sequences are used during the evolution, the final results may effectively be very close but not equal. Different numbers of generations may also be required to reach the same optimal values. However, there are no analytical results that guarantee an improvement of the performance indexes of EAs depending on the choice of a particular generator.
Recently, chaotic sequences have been adopted instead of random ones and very interesting results have been shown in many applications such as secure transmission [9] , natural phenomena modeling [10] , neural networks [11] - [13] , and nonlinear circuits [14] . Also in [16] , chaotic time series were used in DNA computing procedures. The choice of chaotic sequences is justified theoretically by their unpredictability, i.e., by their spread-spectrum characteristic.
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Digital Object Identifier 10.1109/TEVC.2003.810069 [17] , chaotic sequences were used to increase population size dynamically in order to avoid premature convergence. In this paper, chaotic sequences have been used, as specified in Section V, in all the phases of EA, i.e., in the generation of the initial population and during the execution of the selection, crossover, and mutation operators. By using several experimental optimization tests based on the De Jong functions [2] , the linear matrix inequality (LMI) eigenvalue problems [18] , the traveling salesman problem (TSP) [2] , and the iterated prisoner's dilemma (IPD) [26] , it is shown that convergence can be enhanced using particular chaotic series applied to all variation operators. In particular, a comparison between some standard random number generators (RNGs) and chaotic ones is made starting from identical initial conditions, showing the existence of particular chaotic sequences that are able to increase the algorithm-exploitation capability. Moreover, a comparison between the performance obtained by using different seeds in generating the random sequences has been performed. Some t-tests have been performed at each generation comparing different data sets related to the five De Jong functions. These tests were obtained after running the EAs with 50 different initial populations in the cases of random generators and chaotic time series. A different set of t-tests was conducted at each generation for a set of 50 different TS problems in order to confirm the fast convergence of the EAs based on chaotic sequences.
The paper is structured as follows. Section II describes an introduction on RNGs and the three RNGs used during the tests. Section III offers a short introduction on chaotic dynamics and describes the systems generating the chaotic time series used for the tests. Section IV introduces the proposed approach. Section V describes the considered test problems and Section VI reports the results of the tests and offers conclusions. 
II. RANDOM NUMBER GENERATORS (RNGS)
The linear congruent generators are common RNGs implemented in ANSI-C libraries. They generate a sequence of integers between zero and (often called ) using the following relation: (1) where and are positive integers and is the modulo.
The generated sequence is characterized by the values of , and by the seed . This series will produce values that will be repeated with a period no longer than , starting from the seed . From a practical perspective, this generator is very easy to implement and needs a short central processing unit (CPU) time, but some drawbacks can be encountered [19] .
Since the ANSI standard imposes that Rand function returns a values of the integer type (usually a two-byte quantity), the maximum value is often not so large. Another drawback of the linear congruent generators is that they are not free from sequential correlation on successive calls. In fact, if random numbers at a time are used to plot points in a -dimensional space, the points will not tend to cover the -dimensional space, but rather they will accumulate on dimensional planes. A further limitation of these generators is that their low-order bit is often much less random than their high-order bit. Another commonly applied generator, proposed in [20] , uses a simple multiplicative congruental algorithm of the form (2) that can be as good as any of the more general linear congruental generators that have in equation (1) . This portable RNG, named minimal standard, uses the following values for the parameters: , , . Equation (2) requires a high-level language to be implemented to overcome the finite length of the variable, but it is possible to solve this problem by adopting an approximate factorization of according to: (3) with (4) It has been proved [19] , the period of this generator is . This algorithm represents the core of two of the three RNGs adopted in our study. The first RNG is based on the minimal standard algorithm for the random values, but it shuffles the output to remove low-order serial correlations. The shuffling algorithm is that of Nays and Durhan [21] . Later, this algorithm will be used and labeled
. In order to increase the period of the previous generator, L'Ecuyer [22] proposed a new algorithm with a period of 10 . This procedure is very useful and popular and it will be labeled . The last RNG used in our work, labeled , is based on a subtractive method as proposed by Knuth [21] . 
III. CHAOTIC DYNAMICS BASED NUMBER GENERATORS
Several characterizations of a chaotic system are possible. Before giving a definition of chaos, the following definitions are required [24] .
Definition 1: Given a dynamic system of the form , not satisfying Liouville's Theorem (conservative systems theorem) and that contracts its volume in all (or at least some) parts of phase space, the set of points in the phase space where the volumes are contracted is called an attractor.
Definition 2: An attractor can have an integer dimension (e.g., points have dimension zero, lines have dimension one, plane surfaces have dimension two, etc.), or they have fractal dimension: in this case, they are called a strange attractor. For the case of a map , a volume contraction or expansion is determined by computing the determinant of Jacobian matrix. Then, all points for which define the contraction subspace; correspondingly, all points for which define the expansion subspace and, finally, the subset of the phase space where indicates a limit cycle. From a time-series perspective, a chaotic system is characterized by signals with a broad-band spectrum that depend strongly on the initial conditions. A more analytical way to define it makes use of the Lyapunov exponents, which are closely related with the qualitative aspects reported above.
Consider an orbit whose long-term limit fills out the attractor. Now consider the initial condition for this orbit and a second initial condition , which is displaced from by an infinitesimal distance (6) If there is an orientation of such that (7) then the attractor is chaotic and the quantity is called a Lyapunov exponent. The chaotic time series sequences used in our experiments are now reported.
A. Logistic Map
One of the simplest dynamic systems evidencing chaotic behavior is the iterator named logistic map [23] , whose equation is the following:
The following values for the parameters and have been used for simulation.
B. Tent Map
The Tent map [24] resemble the logistic map and assumes the following form: The initial condition of has been fixed at .
C. Sinusoidal Iterator
A third chaotic generator used in this paper is the so-called sinusoidal iterator [24] represented by (11) In what follows, it is iterated with and and simplified by using the following relation:
D. Gauss Map
This transformation is similar to a quadratic one and is adopted in the literature [24] for testing purposes because it allows a complete analysis of its chaotic qualitative and quantitative features. The equations are (13) if (14) 
E. Lozi Map
Lozi's piecewise linear model [24] is a simplified version of Henon's attractor and it admits a strange attractor. The transformation is given by (15) with (16) Lozi suggested the values and for the parameters.
F. Chua's Oscillator
Chua's oscillator [23] has been studied extensively because of its extremely rich variety of dynamical behaviors together with a relatively simple mathematical model. Its dimensionless state equations are (17) with (18) , and being the state variables and , , ,
, and the five dimensionless system parameters.
The double scroll attractor is observed in Chua's oscillator if (19) Discrete-time chaotic time series are derived by using the Chua oscillator signals at suitable sampling times.
IV. PROPOSED APPROACH
As outlined in the introduction, some applications of chaotic systems in EAs and in optimization problems have been presented [15] , [17] . In particular, in [15] , the use of the chaotic logistic function for the definition of a special mutation operator has been discussed, and some results have been presented showing how this chaotic mutation operator aids exploration in the search space. The IPD has been used as an example.
In this paper, sequences generated from chaotic systems substitute random numbers in all phases of EAs where it is necessary to make a random-based choice. The only difference with the classical EA, implemented in this paper by using GaLib 2.4.2, is the source of the random numbers, which are not generated by RNGs, but by iterating of one step the chaotic map, i.e., each time a random number is needed by the classical EA it is generated by iterating one step of the chosen chaotic map that has been started from a random initial condition at the first iteration of the EA. In particular, the use of chaotic sequences affects the following EA phases. 1) During the creation of the initial population, the chaotic sequences are used to generate the individuals. 2) During the selection algorithm, the chaotic sequences are used for the probabilistic choice of individuals according to the roulette wheel method [2] . 3) During the crossover algorithm, the chaotic sequences are used for the choice of points inside the chromosomes or for the generation of bit masks and to decide whether or not to apply the operator. 4) During the mutation algorithm, the chaotic sequences are used for choosing the positions of the chromosome's bits to be changed and to decide whether or not to apply the operator. Therefore, chaotic sequences influence the behavior of all operators (mutation, crossover), not because new operators are introduced (as in [15] ), but because all the existing standard operators work following the outcomes of a chaotic sequence instead of a standard random generator.
In order to compare the behavior obtained with random and chaotic sequences, an EA that is based on the shareware software GaLib 2.4.2 and a chaotic engine, written in C, which implements all the chaotic generators, have been used. According to the structure of the GaLib 2.4.2 software, routines can be changed or extended for the generation of all random numbers used in the operators of EAs. Then, the chaotic engine extends the basic routines for generating random numbers by introducing new C functions implementing the equations of various chaotic systems.
The GaLib software includes different evolutionary algorithm, in particular the basic and the steady-state algorithms, and it has been chosen because it implements the RNG routines as a module that can be extended easily by the chaotic engine routines. No other changes have been made in the GaLib library, neither in operator routines implementation, nor in the internal representation of chromosomes.
V. TEST PROBLEMS
Different types of test problems have been considered to compare the use of chaotic sequences and RNGs in the EAs. The first group is the well-known De Jong functions, the second is an LMI eigenvalues problem, and the last one is the IPD. For comparison, the same initial population has been used for each type of EA. This is slightly different from the procedure outlined above, in which the initialization should be created by using the random or chaotic sequence generators. Moreover, both the De Jong functions and a set of TS problems have been used to perform a statistical t-test to assess the convergence properties of the proposed strategy.
Besides the optimal solutions, some performance indexes have been computed for each experiments, in particular the online and the offline performance [2] . These results are reported in Section VI along with some comments, while in this section only the experimental setups are described.
All the standard number generators have been used starting from fixed seeds having the values: 1, 2, 100, 200, 1000, 2000, 100 000, 200 000, 1 000 000, 2 000 000 (in the reported Tables, these conditions are reported as to ), while for the chaotic systems the adopted parameters are the same as those introduced in the previous section.
The number of crossovers, the number of mutations, the number of genome evaluations, the maximum and minimum score, online performance and offline min and max performance have been monitored for each experiment.
A. De Jong Functions
During the De Jong functions [2] optimization test, EA parameters were set as in Table I . The five functions taken into consideration, which were minimized, are with (20) with ( with (22) with (23) with (24) Steady-state EAs, binary strings, elitism, and single-point crossover were adopted.
In our implementation, mutation was applied with low probability (0.001) and modified elements in chromosomes and, as usually, provides a guarantee to recover good solutions that may be lost through the action of selection and crossover.
Tables V to XIV show for each of the five functions the results obtained with the five chaotic systems and with the RNG (Rand
1, Rand 2, and Rand 3).
Figs. 1-5 show, again for each function, the trend of the best element of population for each evaluation. Only the trend at early evaluation has been reported in order to appreciate the fast convergence of the algorithm using chaotic sequences. Comments about tables and figures are reported in Section VI along with the results of the t-tests.
B. LMI Eigenvalues Problem
Another test was performed solving an LMI eigenvalue problem via an EA, again comparing standard RNGs and the proposed chaotic sequences.
A standard LMI problem assumes the following form:
where is the variable to be optimized and are symmetric matrices.
Relation (25) is equivalent to polynomial inequalities obtained by imposing that all the principal minors of be positive [18] . In particular the eigenvalues problem consists in minimizing the maximum eigenvalues of a matrix while also respecting LMI constraints. So the general form of the problem is the following: or where and are affine symmetric matrices. The particular LMI eigenvalues problem taken into account is where with and . Due to the fact that is symmetric, the considered optimization problem with variables is equivalent to
Regarding the fitness function, the following relations were used: if otherwise (26) where is the standard deviation. This choice allows us to minimize the maximum eigenvalue of the matrix by also imposing that it be negative.
To face the LMI eigenvalues problem with a standard optimization approach, the MatLab LMI toolbox, based on the interior point algorithm has been also used. During optimization, the EAs were used setting the parameters as reported in Table II .
Tables XV and XVI report the maximum values of the eigenvalues problem obtained during the test by using all the random and chaotic generators, together with the reports on the monitored quantities. Fig. 6 reports the trend of the best element of the population versus the number of generation.
C. Iterated Prisoner's Dilemma (IPD)
As a further investigation of the proposed conjecture, an IPD was addressed. The IPD is a well-known two-agent iterated game defined by a payoff matrix where each player has two options called cooperation and defection. The objective of the game is for each agent to maximize its score. While in the single-play version the only rational move is defection, in the iterated version the score of multiple plays is summed, making the choice of an optimal strategy not straightforward. EAs are well suited to face this problem [25] . According to the implementation presented in [25] and [26] an IPD strategy depends on the history of three previous moves, together with six initial moves. Since there are two possible moves for each player, each strategy is represented by a binary string of 70 bits and constitutes an individual. The fitness of each individual is evaluated by playing its strategy against all the individuals of the population for ten iterations and computing the total average score per opponent. We chose the parameters for the EAs according to the values given in [15] and reported in Table III.  Table XVII reports the obtained results. Also in this case we compared the performance obtained by EAs using chaotic generators versus those using standard RNGs. In particular the logistic, sinusoidal, Gauss, Tent, and Lozi chaotic maps were taken into account, while the three standard algorithms Rand 1, Rand 2, and Rand 3 [19] were considered for the standard RNGs.
D. Traveling Salesman Problem (TSP)
The TSP is one of the best-known yet difficult to solve optimization problems. A salesman must visit cities, passing through each city only once, beginning from one of them, which is considered as the starting base, and returning to it at the end of his tour.
The cost of transportation among the cities (whichever combination possible) is given. The program of the journey is requested, that is, the order of visiting the cities in such a way that the total cost of travel is minimized.
Label the cities from 1 to , and let city 1 be the starting city of the salesman. Assume that is the visiting cost from city to city . There can be . Apparently, all the possible solutions are . It is possible to try to find, exhaustively, all of them, i.e., find the cost for each and every one of these solutions, and finally keep the one with minimum cost. This requires at least steps. We consider a set of 50 TSPs, each with cities and different distances between the cities in order to perform a sta- tistical t-test as described in Section VI. The EA parameters as reported in Table IV . The standard crossover operator was modified, adopting the so-called edge recombination crossover as described in [3] .
VI. RESULTS ANALYSIS
The following consideration can be made taking into account Tables V-XIV and Figs. 1-5 .
Regarding the first De Jong function, denoted with , all sequences brought the algorithm to the optimal solution. As reported in the Table V, the lowest value for the offline performance was achieved using the Gauss map. Moreover, Fig. 1 shows the trend of the best element of population at each generation for each chaotic generator and for the best random generator. The figure shows that chaotic generators offered the best performance in each case. In Table VI , the performance (offline min) for each random algorithm is reported for 12 different seed values. The table shows that performance was strongly dependent both on the type of random sequence and on the seed.
The same considerations can be made for function as shown in Table XIII . Again, the offline performance was better if the chaotic Gauss map was used. As can be noted in Table XIV , also in this case the EA performance was strongly dependent on the adopted RNG. The trends of the best element of the population at each generation can be observed in Fig. 5 .
For function , the previous considerations can be made again, even if the best offline value was achieved using the logistic map, as reported in Tables VII and VIII and Fig. 2 . Similar considerations can be made for functions and . The example concerning the LMI problem confirms the capability of the chaotic sequences to decrease convergence time, as observed in Fig. 6 . As reported in Tables XV and XVI, the use of logistic and Gauss maps yielded the best performance.
Concerning the IPD problem, Table XVII shows the results obtained by running the EAs for 100 times for each considered generator. In particular, the mean offline performance, the standard deviation, and the maximum value reached were recorded. As shown in Table XVII , also in this problem, there was at least one chaotic generator, in particular the logistic map, that performed better then all the considered standard RNGs.
The obtained results essentially show that chaotic sequences enhanced the exploitation capability of the evolutionary search in each of the considered problem, both in term of performance and convergence speed.
To investigate if the results obtained depended on the choice of the initial population and to verify the fast convergence of the chaotic EAs, statistical t-tests on the De Jong functions were performed at each generation. The t-tests were used to assess whether the means of two groups were different from each other.
In particular, considering two normal populations and with unknown means and and unknown variances and , the t-test, computed on two random samples of sizes and taken from populations and respectively, is used to test the hypothesis that the two means are equal [28] . In this case, for each t-test, is the sequence of the mean fitness computed on the entire population at each generation for the EAs running with different initial populations and using the best standard random generator. In particular, different samples were considered. is the sequence of the mean fitness computed on the entire population at each generation for the EAs running with different initial populations and using a chaotic generator. Also, in this case, 50 samples were used. The t-tests were applied as follows. The following quantities were computed [28] : (27) where is the th element of the sequence and is the mean value of the sequence computed on the 50 samples, and (28) where is the th element of the sequence and is the mean value of the sequence computed on the 50 samples. the corresponding value of was taken from the table of the distribution [28] with a level of significance . As shown in Tables XVIII-XXII and Figs. 7-11, the assumption ( ) is evidenced for each considered chaotic generator, thus confirming the independence of our results from the choice of the initial population and the fast convergence of the chaotic EAs.
A different set of t-tests were conducted on 50 different TSPs, each with 20 cities with different distances. For these problems, the EAs were run based on Rand 1, logistic, sinusoidal, and Gauss map generators.
Each algorithm was run for 100 generations and the t-tests were performed every generation by using the mean fitness values obtained with Rand 1 for the 50 TSPs as a control sequence and the corresponding values obtained by using each chaotic generator as sequence .
Also, in this case, we tested the hypothesis that , corresponding to verify that . The results obtained are shown in Table XXIII and in Fig. 12 , where the three trends of the values and the corresponding three trends of , with are depicted versus the number of generations. For all the generations, the hypothesis is evidenced, thus confirming that statistically significant fast convergence and better performance was obtained with the chaotic generators. 
VII. CONCLUSION
This paper studied the use of chaotic number generators instead of a random one in EAs. One of the aims of this work is to emphasize how coupling emergent results in different areas, like those of evolutionary computation and complex dynamics, can improve the search for solutions in some optimization problems. In particular, in this paper, numerous examples and statistical tests showed an improvement of the EAs when chaotic sequences were used instead of random processes. The experiments used both a wide class of RNGs and various chaotic time series dynamic generators. The chaotic generators were adopted in the selection procedure, and the crossover and mutation operations, while the initial population was fixed at the same value for each experiment. Four classes of examples were considered to show the suitability of using chaotic number generators instead of standard RNGs. Simulations showed how the best results, in terms of offline performance indexes and minimum number of generations needed, could be reached when these problems were solved by EAs using chaotic generators. Moreover, a statistical analysis using the t-test method was performed in order to validate the improved performance of the EA.
