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The Bloch equation is the fundamental dynamical model applicable to arbitrary two-level sys-
tems. Analytical solutions to date are incomplete for a number of reasons that motivate further
investigation. The solution obtained here for the propagator, which generates the time evolution
of the system and embodies all the system dynamics, is compact and completely general. The
parameter space that results in division by zero in previous treatments is explicitly defined and
accommodated in the solution. Polynomial roots required for the solution are expressed in terms of
a single real root obtained using simple functional forms. A simple graphical rendition of this root is
developed that clarifies and characterizes its dependence on the physical parameters of the problem.
As a result, the explicit time dependence of the system as a function of its physical parameters is
immediately evident. Several intuitive models of system dynamics are also developed. In particular,
the Bloch equation is separable in the proper coordinate system, written as the sum of a relaxation
operator and either a null operator or a commuting rotation. The propagator thus drives either pure
relaxation or relaxation followed by a rotation. The paper provides a basis for increased physical
insight into the Bloch equation and its widespread applications.
PACS numbers: 03.65.Aa, 03.65.Ca, 03.65.Ta, 02.20.-a
I. INTRODUCTION
The Bloch equation needs little formal introduction.
It was proposed originally as a classical, phenomenologi-
cal model for the dissipative dynamics observed in mag-
netic resonance [1]. However, its impact has been more
widespread as a result of its applicability to quantum
two-level systems [2]. The field of quantum optics is a
particularly noteworthy example of its significance be-
yond the realm of magnetic resonance [3]. More recently,
the burgeoning field of quantum computing provides ad-
ditional incentive for understanding Bloch equation dy-
namics due to the necessity of preserving coherence in
the presence of relaxation [4].
A thorough treatment of this fundamental dynamical
model for arbitrary two-level quantum systems, includ-
ing relaxation, is therefore relevant to a host of important
physical systems. Yet, there is to date no complete and
general solution for the Bloch equation. Previous solu-
tions [5–8] share some or all of the following limitations.
They (i) divide by zero at particular, but unspecified,
values of the field and relaxation rates; (ii) are not valid
for arbitrary field orientation, which can be important in
many applications; (iii) are cumbersome, linked to tables
of multiply nested variables with obscure connection to
the physical parameters of the problem; (iv) depend un-
avoidably on the roots of a cubic polynomial, roots that
are only qualitatively specified or are expressed as com-
plicated functions of the physical parameters; (v) provide
only a small measure of the physical insight that might
be expected from an analytical solution.
The present work derives a compact, complete solu-
tion to the Bloch equation. The solutions are valid for
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arbitrary (constant) fields and relaxation rates. The pa-
per begins with a theoretical overview. The intent is to
provide a fairly complete general understanding of the
problem and the formal simplicity of the solution. The
next section is devoted to the explicit form of the solu-
tions. Their dependence on the physical parameters is
fully characterized in a following section. The spin-spin
(transverse) relaxation rate minus the spin-lattice (longi-
tudinal) rate provides a convenient and particularly use-
ful frequency scale for representing system parameters
in the analysis of the Bloch equation. Conditions that
result in division by zero in previous solutions are identi-
fied, yielding quantitative bounds for oscillatory (under-
damped) and non-oscillatory (critically damped and un-
derdamped) dynamics. The polynomial roots required in
the solution are reduced to a single root with a fully char-
acterized dependence on the physical parameters that
admits a simple graphical representation. Next, a sim-
ple vector model is developed that reveals the underly-
ing simplicity of the dynamics, with a modified system
of relaxation rates playing a role analogous to longitu-
dinal and transverse relaxation. The modified rates re-
sult from the interaction/coupling between the fields and
relaxation processes. Additionally, and incidentally, a
method for finding eigenvectors emerges that does not
appear to have been considered previously. The Bloch
equation is also shown to represent a system of three mu-
tually coupled harmonic oscillators, providing additional
perspective. Details of the calculations are provided in
appendices. The concluding appendix applies the solu-
tions to a representative set of cases yielding solutions
that can be straightforwardly verified by other methods.
2II. THEORETICAL OVERVIEW
We first summarize the basic framework of the Bloch
equation to recollect and also define the fundamental pa-
rameters of the problem. The equation describes the dy-
namics of a magnetization M subjected to a static (po-
larizing) magnetic field H0 = H0 zˆ and a sinusoidally al-
ternating field 2Ha cosωat applied orthogonal toH0. For
Ha ≪ H0, the equilibrium magnetization is not apprecia-
bly affected by the applied field and is therefore, to a good
approximation, the time-independent valueM0 = χH0 zˆ
produced by the polarizing field.
One then considers a reference frame rotating about
H0 at an angular frequency ωa equal to the frequency
of the applied field. In this frame, the resulting effec-
tive field He is also time-independent. The evolution of
the magnetization in this frame, neglecting dissipative
effects, is simply a precession about the field at the Lar-
mor frequency ωe = −γHe due to the torque γM ×He
on M , with He = (Ha cosφ,Ha sinφ,H0 − ωa/γ). The
phase φ relative to the x-axis in the rotating frame is ar-
bitrary in the context of a single applied field and can be
set equal to zero. However, the relative phase is required
for problems involving sequentially applied fields.
Relaxation rates Ri are then assigned to each com-
ponent Mi to include dissipative processes. The torque
can be written as a matrix-vector product (Jaynes***),
which, together with relaxation, gives the matrix
Γ =

 R1 ω3 −ω2−ω3 R2 ω1
ω2 −ω1 R3

 (1)
comprised of the rates and the components of ωe. In-
cluding the initial polarization M0 then gives the Bloch
equation in the rotating frame as
M˙(t) + ΓM(t) =M0R3. (2)
In what follows, both He and ωe are referred to as
fields, and we further define the transverse field ω12 as a
component of the total field ωe, with respective magni-
tudes (squared)
ω212 = ω
2
1 + ω
2
2
ω2e = ω
2
1 + ω
2
2 + ω
2
3 . (3)
Framing the problem most generally to include arbi-
trary ωe and distinct relaxation rates might be expected
to complicate the solution compared to previous treat-
ments. However, the symmetry introduced provides con-
cise expressions for Γij = εijk ωk in terms of the usual
Levi-Civita tensor (summed over repeated indices) and
Γii = Ri, resulting in a compact and rather simple solu-
tion.
A. Bloch equation solution
Multiplying Eq. (2) by eΓt and integrating the resulting
exact differential over the interval [0, t ] gives the solution
M(t) = e−ΓtM(0) + (1 − e−Γt)M∞ (4a)
= e−Γt [M(0)−M∞] +M∞ (4b)
as a function of the steady-state M∞ ≡ Γ−1M0R3 and
transient M(0) responses. The crux of the problem is a
solution for the propagator e−Γt.
B. The propagator e−Γ t
The Laplace transform L of e−at is equal to (s+ a)−1
for constant a. The matrix exponential e−Γt for constant
Γ is then the inverse Laplace transform L−1 [ (s1 +Γ)−1 ],
where 1 is the identity element. The inverse Laplace
transform of a function f(s) can be written in terms of
the Bromwich integral as (cf. [9])
L−1[f(s)] = 1
2πi
∫ γ+i∞
γ−i∞
f(s)est ds
= F (t), (5)
where the real constant γ is chosen such that Re (s) < γ
for all singularities of f(s). Closing the contour by an
infinite semicircle in the left half plane ensures conver-
gence of the integral for t > 0. The desired F (t) is then
the sum of the residues of the integrand.
For f(s) = (s1 +Γ)−1, recall the textbook theorem for
the inverse of a matrix A, with terms defined as follows:
(i) A(i|j) is the matrix obtained by deleting row i and
column j of A.
(ii) The cofactor of Aij is Cij = (−1)i+j detA(i|j).
(iii) The adjugate of A is the matrix (adjA)ij = Cji,
i.e., the transpose of the cofactor matrix for A,
which is the same as the cofactors of A transpose.
(iv) Then A−1 = adjA/ detA.
For
A(s) = s1 + Γ, (6)
the elements of adjA(s), are simple (2×2) determinants,
giving
adjA(s) = A0 +A1 s+ 1 s
2, (7)
a polynomial in s with coefficient matrices
(A0)ij = ωi ωj − εijk ωkRk +RkRm δij
(A1)ij = (Rk +Rm) δij − εijk ωk m 6= k 6= i
(8)
Thus, each element of adjA can be constructed from
one of two relatively simple elementary forms, with di-
agonal or off-diagonal elements, respectively, related by
3cyclic permutation of indices. The matrices for the re-
sults above can be found in Appendix D.
The determinant of A(s) is the characteristic polyno-
mial of (−Γ). The resulting third degree polynomial p (s)
is of the form
p (s) = c 0 + c1s+ c2s
2 + s3 (9)
with coefficients
c 0 =
∏
i
Ri +
∑
i
Ri ω
2
i
= R1R2R3

1 + ∑
i6=j 6=k
ω2i
RjRk


c1 = ω
2
e +R1R2 +R1R3 + R2R3
= ω2e +
∑
j<k
RjRk
c2 =
∑
i
Ri . (10)
One therefore has, simply,
A−1(s) = (s1 + Γ)−1 =
adjA(s)
p (s)
(11)
The desired solution for F (t) = e−Γt is then the sum
of the residues of the integrand in Eq. (5),
e−Γt =
∑
res
adjA(s)
p (s)
est. (12)
Recall for reference in what follows that for a function
g(s) with a pole of order k at s = s0, the coefficient of
(s− s0)−1 in the Laurent series expansion of g(s) about
s = s0, i.e., the residue at s0, is
res (s0) =
1
(k − 1) ! lims→s0
d k−1
dsk−1
[ (s− s0)k g(s) ] (13)
The poles clearly occur at the roots of p(s), i.e., the eigen-
values of −Γ.
C. Steady state solution
The steady state response M∞ defined in Eq. (4) is
equal to Γ−1M0R3, with Γ
−1 obtained from Eq. (11) as
adjA(0)/p(0). The dependence on adjA is only in the
third column, sinceM0 is along zˆ, with p(0) given by c0
in Eq. (10). Then
M∞ =
χH0
R1R2
(
1 +
∑
i6=j 6=k
ω2i
RjRk
)

 ω1ω3 + ω2R2ω2ω3 − ω1R1
ω23 +R1R2

 .
(14)
Letting R1 = R2 = 1/T2 and R3 = 1/T1 gives
M∞ → χH0
1 + T1T2 ω212 + T
2
2 ω
2
3

 T2 (ω1ω3T2 + ω2)T2 (ω2ω3T2 − ω1)
1 + T 22 ω
2
3

 ,
(15)
which reduces to Bloch’s result [1], obtained for ω2 = 0.
III. SOLUTIONS FOR THE PROPAGATOR
The results obtained so far provide the basis for a com-
plete, compact, general solution of the Bloch equation.
The solution is valid for all values of the system param-
eters. Degenerate roots of the characteristic polynomial,
which give rise to division by zero in previous solutions,
are fully addressed. In a subsequent section, the solution
provided in the most general form for the case of three
unequal relaxation rates is applied to the more typical
case R1 = R2 for isotropic media.
A. Roots of the characteristic polynomial
The solution for e−Γ t given in Eq. (12) requires the
roots of the characteristic polynomial p(s). As is well
known, the substitution s = z − c2/3 reduces Eq. (9) to
the standard canonical form
p (z − c2/3) = z3 + az + b
= q (z), (16)
where
a = c1 − c22/3
b = 2
(
c2
3
)3
− c1
(
c2
3
)
+ c0 (17)
Solutions for the roots zi are then available as functions
of a and b from standard formulas. However, the roots
are complicated functions of the polynomial coefficients
(and hence, the physical parameters in the Bloch equa-
tion), which hinders physical insight. In Appendix A,
simpler expressions are derived for the roots that reduce
their complexity compared to previous treatments. The
fundamental results are summarized below.
Any polynomial with real coefficients has at least one
real root, assigned here to z1. The solutions can then be
consolidated in a convenient form that does not appear
to have been employed before. The other two roots are
written as a function of z1,
z2,3 ≡ z±
= −1
2
z1 ± i̟ , (18)
in terms of a discriminant
̟2 = 3
[
(z1/2)
2 + a/3
]
, (19)
4which will be positive, negative, or zero depending on the
value of z1, the sign of a, and their relative magnitudes.
The roots are further characterized here in terms of
the positive parameter
γ =
|b/2|
|a/3|3/2 , (20)
leading to the following delineation of the roots:
(i) a > 0 or a < 0 and γ > 1
3 distinct roots (1 real, 2 complex conjugate)
(ii) a < 0 and γ < 1
3 distinct real roots
(iii) a < 0 and γ = 1
2-fold degenerate roots z+ = z− = − 12z1
(iv) a = 0 = b
3-fold degenerate roots zi = 0
The physical parameters that define these effective do-
mains for the roots are derived for the standard case
R1 = R2 in a subsequent section.
In addition, the sign of b determines the sign of z1.
Thus, in all cases, the set of three roots for a given b < 0
is equal and opposite to the set obtained for parameters
that flip the sign of b. The case b = 0 (i.e., γ = 0) reduces
simply to z1 ∼ sgn(0) = 0. From Eqs. (18) and (19),
there are then two additional real or imaginary roots de-
pending on the sign of ̟2.
The roots of p (s) needed for the solution of e−Γ t in
Eq. (12) are then
si = zi − c2/3 , (21)
where, referring to Eq. (10),
c2
3
=
1
3
∑
i
Ri ≡ R¯ (22)
is the average of the relaxation rates.
B. A convenient matrix partitioning
We first seek to avoid transforming the characteris-
tic polynomial to canonical form, solving for these roots,
then transforming back to obtain the roots of the orig-
inal polynomial. The result of this endeavor leads to
additional simplifications in what follows.
Partition Γ as the sum of commuting matrices
Γ = R+ Γp
= R¯ 1 +

 R1p ω3 −ω2−ω3 R2p ω1
ω2 −ω1 R3p

 , (23)
where the diagonal elements of Γp are
Rip = Ri − R¯
=
2
3
Ri − 1
3
∑
j 6=i
Rj . (24)
This partitioning gives c2 =
∑
iRip = 0. Therefore,
the characteristic polynomial for −Γp is in the standard
canonical form q(z) of Eq. (16) with coefficients
a = ω2e +R1pR2p +R1pR3p +R2pR3p
b =
∏
i
Rip +
∑
i
Rip ω
2
i (25)
from Eq. (10). We then have
e−Γt = e−R¯ te−Γp t. (26)
The focus henceforth will be the solution for e−Γp t, ob-
tained from Eq. (12) with roots si = zi given in Eq. (A6)
and adjA→ adjAp obtained from Γp. Using Eqs.(7) and
(8) with relaxation rates Ri → Rip gives
adjAp(z) = A0p +A1p z + 1 z
2
(A0p)ij = ωi ωj − εijk ωkRkp +RkpRmp δij
(A1p)ij = (Rkp +Rmp) δij − εijk ωk m 6= k 6= i
(27)
The partitioning also allows the coefficient matrices to
be found rather easily in terms of Γp as
A0p = Γ
2
p + a1 , A1p = −Γp. (28)
The result for A1p is clear by inspection of the off-
diagonal elements and confirmed using
∑
iRip = 0 for
the diagonal elements. One expands the Rip according
to Eq. (24) to obtain the expression for A0p. More gen-
erally, as can be verified by direct substitution,
A0 = c1 − c2 Γ + Γ2, A1 = c2 − Γ. (29)
The derivation is fairly straightforward and readily gen-
eralized to higher dimensional matrices. However, these
topics exceed the scope of the present work.
Either Eq. (28) or (29) can be used to obtain a concise
implementation of the Cayley-Hamilton theorem, which
states that every square matrix is a solution to its charac-
teristic equation. Thus, Γp is a solution of Eq. (16). One
can solve for Γ3p, and subsequently for all higher powers of
Γp, in terms of the set {1 ,Γp,Γ2p}. The series expansion
of e−Γp t can then be expressed in terms of the same set.
The net result is a relatively simple means for obtaining
the scalar coefficients ai(t) in a solution of the form
e−Γt = e−R¯ t
[
a0(t)1 + a1(t) Γp + a2(t) Γ
2
p
]
. (30)
5C. Simple pole solution
In the case that the roots zi of q (z) are distinct, the
residues are due to simple first-order poles. Factoring
q (z) as
∏
i(z − zi) gives (z − zn)/q (z) =
∏
i6=n(z − zi),
as needed to evaluate the residue of a first order pole at
z = zn. The derivative q
′(z) =
∑
j
∏
i6=j(z−zi) evaluated
at zn is also equal to
∏
i6=n(zn−zi), since the other terms
in the sum vanish at z = zn.
The matrix exponential e−Γpt can then be written sim-
ply and succintly as
e−Γpt =
∑
i
adjAp(zi)
q ′(zi)
e zit (31)
There are thus independent contributions from each root,
with shared dependencies on the fields ωi and relaxation
rates Rip which comprise adjAp according to Eq. (8).
Performing the sum, with substitutions from Eqs. (27)
and (28), and collecting terms according to Eq. (30) gives
a result that can be written compactly as matrix multi-
plication in the form
e−Γpt = (1 ,Γp,Γ
2
p )

 a0(t)a1(t)
a2(t)


= (1 ,Γp,Γ
2
p ) [W1(z1)u1(t) ] ,
W1(z1) =

 z
2
1 + a z
2
2 + 1 z
2
3 + a
−z1 −z2 −z3
1 1 1


u1(t) =

 e
z1t/q ′(z1)
ez2t/q ′(z2)
ez2t/q ′(z2)

 . (32)
The derivative of the characteristic polynomial can be
calculated from either the factored form involving the
roots or the polynomial form in Eq. (9). Each provides
information that might be useful for different applica-
tions.
For parameter values
(i) a > 0 or a < 0 and γ > 1,
̟ is real from Eqs. (A6a) and (A6b), so two of the roots
are complex conjugates. Although Eq. (31) or (32) is the
most straightforward form of the solution and readily
used in numerical calculations, the individual terms are
complex. A more transparently real-valued expression
is obtained by performing the sum in Eq. (31) after ra-
tionalizing complex denominators and writing the roots
z2,3 in terms of z1 using Eqs. (18) and (19), as detailed
in Appendix B. The result is Eq. (32) with
W1(z1)→ 1
3z21 + a

 z
2
1 + a 2z
2
1 −az1
−z1 z1 −(32z21 + a)
1 −1 − 32z1


u1(t)→


ez1t
e−z1t/2 cos̟t
e−z1t/2
sin̟t
̟

 . (33)
The coefficient a can be found in terms of the roots zi
upon expanding the factored form for q(z) to obtain a =
z1z2+z1z3+z2z3. The solution for the matrix exponential
is thus separable into a term the depends directly on the
physical parameters of the problem through Γp, a term
that depends on the roots zi, and a term that gives the
time dependence, which in turn is solely a function of the
roots.
For the case
(ii) a < 0 and γ < 1,
̟ is imaginary, as given by Eq. (A6c), so there are
three real roots. There is no oscillatory behavior in
the straightforward result given in Eq. (32). The solu-
tion can written alternatively in terms of µ = |̟| us-
ing Eq. (33), with ̟ = iµ giving cos̟ t → coshµ t and
sin̟ t/̟ → sinhµ t/µ.
D. Second-order pole solution
For the case
(iii) a < 0 and γ = 1,
two of the three real roots are equal, giving a doubly
degenerate root z2 = z3 = −z1/2, since ̟ = 0 when
γ = 1 in either Eq. (A6b) or Eq. (A6c). The characteristic
polynomial q (z) → (z − z1)(z − z2)2. The contribution
from the first-order pole at z1 is obtained as before from
the i = 1 term of Eq. (31). The residue at z2 is calculated
in Appendix B, leading to a solution that can be written
in the form
e−Γpt = (1 ,Γp, Γ
2
p ) [W2(z2)u2(t) ] ,
W2(z1) =


1
9
8
9
1
3
z1
−4
9
z−11
4
9
z−11 −
1
3
4
9
z−21 −
4
9
z−21 −
2
3
z−11


u2(t) =

 e
z1t
e−z1t/2
te−z1t/2

 . (34)
6There is thus a term linear in the time, t. Note that
Eq. (34) is also the limit of Eq. (33) as ̟ → 0, which
requires a → −3(z1/2)2 according to Eq. (19), providing
an independent verification of the simple-pole result.
E. Third-order pole solution
The case
(iv) a = 0 = b
gives a triply degenerate, real root z1 = 0 for q (z) →
z3. The residue is one-half the second derivative of
adjAp(z) e
zt with respect to z, evaluated at z = 0, giving
e−Γpt =
1
2
(adjAp)
′′
∣∣
0
+ t (adjAp)
′
∣∣
0
+
t2
2
adjAp(0)
= 1 +A1p t+
1
2A0p t
2
= 1 − Γp t+ 12Γ2p t2 . (35)
There is now a term that is quadratic in the time. The
same result is obtained from Eq. (34) in the limit z1 → 0
upon series expansion of the exponential terms.
In addition, the Cayley-Hamilton theorem is simple to
apply directly in this case, since q(Γp) = 0 = Γ
3
p. The se-
ries expansion of e−Γp t is therefore truncated, giving the
Eq. (35) result directly and verifying the self-consistency
of the solutions.
As mentioned at the beginning of the section, the solu-
tions can be further simplified when R1 = R2 to provide
increased insight into the nature of the solutions and the
constraints that determine root multiplicities.
IV. CHARACTERIZATION OF THE
SOLUTIONS
Substituting R1 = R2 gives rates Rip which can be
written in the simple form
R1p = R2p = Rδ, R3p = −2Rδ, (36)
where
Rδ =
R2 −R3
3
≥ 0, (37)
since the transverse relaxation rate R2 is greater than
or equal to the longitudinal rate R3 in physical systems.
The coefficients of the characteristic polynomial for −Γp
then simplify to
a = ω2e − 3R2δ
b = Rδ
[
ω2e − 2R2δ − 3ω23
]
. (38)
The rate Rδ provides a convenient and simplifying fre-
quency scale for characterizing the solutions in the sec-
tions which follow.
A. Criteria for the existence of degenerate roots
The resulting simpler form for the polynomial coeffi-
cients makes possible a straightforward analysis of the
conditions for which there are degeneracies in the roots.
As discussed in section III A, there is a two-fold degener-
acy in the roots for a < 0 and γ = 1. This is equivalent,
using Eq. (20) for γ, to
D(a, b) = (b/2)2 + (a/3)3
= 0. (39)
The trivial solution a = 0 = b gives a three-fold degener-
ate root zi = 0.
Details are deferred to Appendix C, where the exis-
tence of degenerate roots is characterized in terms of
ω23 = λ3R
2
δ/3 and ω
2
12 = λ12R
2
δ/3. (40)
For each ω3 defined by the range 0 ≤ λ3 ≤ 1, one finds
two solutions for λ12 that satisfyD(a, b) = 0 and give real
values for ω12. Thus, for each ω3 ∈ [ 0, R2δ/3 ], there are
two values of ω12 that produce degeneracies in the roots
zi. The two solutions for λ12 can be expressed concisely
in the form
λ12,i = ηi − λ3 + 94 i = 1, 2
ηi =
9
2
√
8λ3 + 1 sinϑi
ϑ1 = sgn(λ3 − λb) 13 sin−1
|8λ23 + 20λ3 − 1|
(8λ3 + 1)3/2
ϑ2 = π/3− ϑ1 (41)
for λb =
3
4 (
√
3− 53 ). The solutions converge at λ3 = 1 to
η1 = η2 = 27/4, giving ω
2
12 = 8(R
2
δ/3). Then a = 0 = b
from Eq. (25), giving a three-fold degenerate root zi = 0
of Eq. (16).
The following simple and explicit criteria define the
characteristics of the roots:
(i) ω23 > R
2
δ/3
there is no real-valued solution for ω212 such that γ = 1,
i.e., D(a, b) = 0, and hence no degenerate roots zi. One
then has the simple-pole solution of Eq. (33).
(ii) ω23 < R
2
δ/3
there are two different real-valued solutions for ω212 as a
function of λ3 that each give a two-fold degeneracy in
the roots zi, requiring the second-order pole solution of
Eq. (34).
(iii) ω23 = R
2
δ/3
gives ω212 = 8(R
2
δ/3) for λ3 = 1, resulting in a three-fold
degenerate root zi = 0 which requires the third-order
pole solution of Eq. (35).
7B. Characterization of the damping
Solutions for the roots zi are characterized according
to whether the discriminant ̟2 of Eq. (19) is positive,
negative, or zero, and can be described, respectively, as
underdamped, overdamped, or critically damped, analo-
gous to a damped harmonic oscillator.
The solution for the propagator in the case of degen-
erate roots (a < 0, γ = 1) has a term linear in time,
characteristic of a critically damped harmonic oscillator.
For a three-fold degeneracy in the roots, there is an ad-
ditional term that is quadratic in the time. The allowed
values of ω23 , as discussed in the previous section, are re-
stricted to the narrow range parameterized according to
0 ≤ λ3 ≤ 1. The two solutions ω212,1 and ω212,2 for each
ω23 , as determined from Eqs. (40) and (41), are the solid
curves plotted in Fig. 1.
Using the same scaling of ω3 and ω12 as in Eq. (40), we
also have
a(λ12, λ3) = (λ12 + λ3 − 9)R2δ/3
b(λ12, λ3) = (λ12 − 2λ3 − 6)R3δ/3
γ(λ12, λ3) =
9
2
|λ12 − 2λ3 − 6|
|λ12 + λ3 − 9|3/2 (42)
Solutions in the range ω212,1 < ω
2
12 < ω
2
12,2 bounded by
the critical damping parameters give a < 0 and γ < 1,
resulting in three distinct real roots and overdamped evo-
lution. The range of bounding values is fairly narrow, be-
coming increasingly so with increasing λ3 and converging
to a single value ω212 = 8R
2
δ/3 as λ3 → 1, as shown in the
figure.
Underdamped, oscillatory solutions are obtained for
all other field values, either ω23 > R
2
δ/3 (i.e., λ3 > 1) or
ω212 ≥ ω212,1 and ω212 ≤ ω212,2 for λ3 ≤ 1.
C. Characterization of the roots
The solution to the Bloch equation has a relatively sim-
ple form and can be expressed in terms of a single root,
z1, of the characteristic polynomial for −Γp. Although
the solutions for z1 have also been expressed in relatively
simple functional form, these forms provide little physical
insight. It remains to shed some light on the dependence
of this root on the field ωe and the relaxation rates.
1. Physical limits of the roots
The roots zi, being functions of a, b and γ, also scale as
Rδ. The associated decay rates are Re(si) = Re(zi)− R¯,
from Eq. (21). Defining
λz = Re(zi)/Rδ. (43)
and using Eq. (37) for Rδ gives the decay rates
Re(si) = λzRδ − R¯
= − (2− λz)
3
R2 − (1 + λz)
3
R3. (44)
The limiting rates are R2 and R3, which therefore con-
strains λz to the range
−1 ≤ λz ≤ 2. (45)
The damping has equal contributions from R2 and R3
for λz = 1/2, with a larger contribution from either R2
or R3 if λz is less than or greater than 1/2, respectively.
The dependence of z1 on ωe and Rδ, calculated accord-
ing to Eqs. (A6), is shown in Fig. 2, where contours of λz
are plotted as a function of λ12 and λ3. As discussed
earlier, there is only one real root for λ3 > 1. When
λ3 ≤ 1, there is also a single real root for values of λ12
outside the narrow bounds that define critical damping.
Within these bounds where the solutions represent over-
damping, any of the three real roots can be designated
as z1, with z± from Eq. (A6c) giving the other two. For
ω12 = 0, the relaxation rate is R3 (i.e., λz = 2), indepen-
dent of the offset parameter λ3, as is well-known. As ω12
increases for fixed ω3, the relaxation rate approaches R2
(λz = −1), with the drop-off from λz = 2 becoming in-
creasingly steep at lower values of ω3. For the other roots
in which Re(z±) = −1/2 z1, the upper limit in Eq. (45)
becomes 1/2.
2. A linear relation for the roots
Equation (16) evaluated at the real root z1 yields the
linear relation
b = −z1a− z31 (46)
for coefficient b that will satisfy Eq. (16) as a function
of a given coefficient a, with slope and intercept deter-
mined by z1. Substituting the expressions for a and b in
Eq. (42), rearranging and collecting terms after writing
9λz = 6λz + 3λz gives
λ12 = ms λ3 + λ
int
12 (47)
with slope ms and intercept λ
int
12
ms =
2− λz
1 + λz
, yint12 = 3(2− λz)(1 + λz). (48)
There is thus a simple graphical representation for the
value of the root z1 as a function of the physical parame-
ters ω12, ω3, Rδ. There are a continuum of field values for
a givenRδ that give the same z1. Lines of constant z1 as a
function of λ12 and λ3 become hyperbolas when Eq. (47)
is rewritten in terms of ω212, ω
2
3 , R
2
δ using Eq. (40).
8V. INTUITIVE REPRESENTATIONS OF
SYSTEM DYNAMICS
In most cases, the parameters of the Bloch equation
yield three distinct roots for the characteristic polyno-
mial p(s) of Eq. (9), described as cases (i) and (ii) in
section IIIA. Exceptions were considered in more detail
in section IV for the condition R1 = R2. To provide ad-
ditional physical insight, we develop a straightforward
vector model of the time evolution for M(t) given in
Eq. (4). This requires the action of the propagator e−Γ t
on an arbitrary vector. An alternative vector model is
also considered, followed by a coupled oscillator model.
The eigensystem for Γ is considered in sections that fol-
low, but one can substitute notation for the partitioned
matrix Γp in the expressions which are derived, since, as
defined in Eq. (23), the matrices differ by a constant R¯
times the identity matrix. The difference in the eigen-
values is also R¯, from Eqs. (21) and (22). Thus −Γ and
−Γp have the same eigenvectors si ≡ zi. Simple an-
alytical expressions for the eigenvectors and other con-
stituents of the model are derived in Appendix D. Each
(unnormalized) eigenvector, which can assume different
analytical forms depending on the scaling, is found to
comprise the columns of adjA(si) = adjAp(zi), as dis-
cussed in Appendix E, providing an alternative method
for calculating an eigenvector.
A. Existing models specific to simple limiting cases
As a point of departure, consider first the simple lim-
iting cases for which the dynamics is already well known
and readily visualized. In the absence of relaxation, i.e.,
all Ri = 0, any magnetization vector M rotates about
the total effective field ωe at constant angular frequency
ωe. The time evolution of a vector under the action of the
propagator has a simple solution in a coordinate system
rotated to align one of the axes with the effective field.
The component ofM along ωe is constant, and the com-
ponents in the plane perpendicular to ωe rotate at angu-
lar frequency ωe in the plane. By constrast, the solution
for each component Mi(t) in the standard (x1, x2, x3)-
coordinate system is more complicated, and it is not im-
mediately apparent by inspection that the solution is a
rotation.
If the relaxation is switched on with equal ratesRi = R
on the diagonal, the relaxation matrixR1 commutes with
the remaining rotation matrix, and the solution is a dy-
namic scaling e−Rt of the rotating vectorM. In addition,
for ω12 = 0 and R1 = R2 6= R3, the relaxation matrix
still commutes with the rotation about nonzero ω3. The
evolution is then a scaling e−R2t of the transverse compo-
nent M12, which rotates at angular frequency ω3 in the
plane perpendicular to ω3, along with exponential decay
e−R3t of component M3, as illustrated in Fig. 3a. In
the case of pure relaxation, with all the field components
ωi = 0, the solution is a non-oscillatory exponential de-
cay e−Rit for each component Mi along coordinate axis
xi.
B. A more general model
With the exception of the above simple cases, there has
been no analogous picture of system dynamics when the
rotation and relaxation do not commute. The combined,
noncommutative action of arbitrary fields and dissipation
rates appears to require something more complex. Yet,
the simple visual model shown in Fig. 3a, which is com-
prised of independent relaxation and rotation elements,
is readily extended to the general case when viewed in an
appropriate coordinate system.
1. One real, two complex conjugate roots
The solution for each componentMi is known to be a
combination of oscillation and bi-exponential decay [5],
as is also evident from the propagator derived in Eq. (12).
The underlying simplicity of the system dynamics can
be demonstrated starting with the eigensystem for Γ (or,
alternatively, Γp, as noted above).
The real eigenvalue s1 of −Γ has a real eigenvector s1
which can be used as one axis of a physical coordinate
system, but the complex roots s+ and s− = s
∗
+ have
associated complex eigenvectors s+ and s− = s
∗
+. The
eigenvectors are most generally not orthogonal, but they
are linearly independent, given the distinct eigenvalues.
Define the real vectors
s˜1 = s1, s˜2 =
1
2 (s+ + s−) , s˜3 = −
i
2
(s+ − s−)
= Re [s+] , = Im [s+] .
(49)
The set {s˜1, s˜2, s˜3} can then be used as an alternative
basis for describing the system evolution. System states
and operators are transformed between bases in the usual
fashion by a matrix P comprised of the {s˜i}, entered as
column vectors. Vector M˜ and matrix Γ˜ in the new basis
are given by
M˜ = P−1M
e−Γ˜t = P−1e−ΓtP
= e−(P
−1ΓP )t (50)
with P invertible since the s˜i are linearly independent.
The potentially tedious process of calculating e−Γ˜ t
from Eq. (50) can be bypassed, with e−Γ˜ t deduced from
the action of Γ on its eigenvectors (see Appendix D). In
terms of constants
s˜1 = −(R¯− z1) and s˜23 = −(R¯+ z1/2), (51)
9the solution M˜(t) = e−Γ˜tM˜(0) for the time dependence
of state vector M˜ in the new basis is found to be
M˜(t) =

 e
s˜1t 0 0
0 es˜23t 0
0 0 es˜23t

 ×

 1 0 00 cos̟t sin̟t
0 − sin̟t cos̟t

 M˜(0) (52)
Viewed in the {s˜i} coordinate system, the component
ofM along s˜1 (i.e., M˜1) decays at the rate R¯−z1, while
components in the (s˜2, s˜3)-plane rotate in the plane and
decay at the rate R¯+ z1/2. Thus, even in the most gen-
eral case of three unequal rates R1, R2, R3, there emerges
a single “planar” relaxation rate R2s and a new “longi-
tudinal” relaxation rate R1s defined as
R1s = |s1| = 1/T1s and R2s = |s23| = 1/T2s. (53)
Defining M˜(t) as the state M(t) − M∞ expressed
in the {s˜i} coordinates and working backwards from
Eq. (52) gives the Bloch equation in this basis as
d
dt
M˜(t) + Γ˜M˜(t) = 0
Γ˜ =

 R1s 0 00 R2s ̟
0 −̟ R2s

 (54)
The diagonal matrix consisting of the relaxation rates
Ris commutes with the matrix of off-diagonal elements,
which generates a rotation about s˜1, and one immedi-
ately obtains the solution given in Eq. (52).
One therefore has considerable latitude in the choice of
s˜2 and s˜3, since all components in the plane they define
decay at the same rate. Rotating these coordinate axes
in the plane by any angle results in an equally valid set of
axes for representing the dynamics. The vectors s˜2 and
s˜3 constructed from a particular column in the coefficient
matrices of Eq. (D7) are related by such a rotation to the
axes constructed from one of the other columns (except-
ing when one of the columns returns the irrelevant zero
vector). By contrast, s˜1 defines the unique axis for lon-
gitudinal decay, so the s˜1 chosen from different columns
must be related by a scale factor.
Note also that the rotation in the plane is not at a con-
stant angular frequency ̟ unless s˜2 and s˜3 are orthog-
onal. A component aligned with s˜2 rotates to s˜3 during
a time defined by the condition ̟t = π/2, then rotates
from there to −s˜2 in the same time. In an oblique coor-
dinate system, the rotations are through different angles
in the same time, so clearly the angular frequency of the
rotation is not constant.
2. Three real roots
In this case, all the eigenvectors are real and the new
basis is simply the eigenbasis {s1, s2, s3} obtained from
the roots
si = −(R¯− zi) (55)
defined in Eq. (21). The real roots zi are obtained for
̟2 < 0 in Eq. (19). Substituting ̟ → iµ in Eq. (18)
gives z2,3 = −1/2 z1 ∓ µ.
The matrix Γ is obviously diagonal in its eigenbasis,
and, by extension, so is the propagator in this basis. Thus
M˜(t) =

 e
s1t 0 0
0 es2t 0
0 0 es3t

 M˜(0) (56)
Each component ofM along s˜i decays at the rate deter-
mined by si. In contradistinction to the rates that emerge
from the oscillatory solutions, here, even in the typical
case of equal transverse rates R1 = R2 and longitudinal
rate R3, we find three distinct rates
Ris = |si| = 1/Tis (57)
due to the coupling of the field with the relaxation pro-
cesses.
Given e−Γ˜t as obtained in Eq. (52) or (56), the prop-
agator in the standard coordinate basis is e−Γt =
Pe−Γ˜tP−1 from Eq. (50). One obtains a simple, factored
solution for the propagator and a correspondingly simple
physical interpretation of the dynamics, with oscillation
frequencies and decay rates hinging upon the primary
real root z1. The dependence of this root on the fields
and relaxation rates has been shown previously in Fig. 2.
3. Degenerate roots
The vector model approach to obtaining the propaga-
tor is only applicable to the case of distinct eigenvalues.
Degenerate eigenvalues do not give the linearly indepen-
dent eigenvectors necessary to define a new coordinate
system. However, the degeneracies are a relatively trivial
component of the parameter space, at least for R1 = R2,
as shown in Fig. 1. Moreover, the solution has to be
continuous as the degeneracies are approached, with a
smooth transition from oscillatory, decaying solutions to
pure decay as one crosses the parameter-space boundary
identifying the degenerate solutions.
C. Discussion and representative examples
The solutions of section III are represented in the stan-
dard coordinate system, expressed in general form for the
case of three unequal relaxation rates. Here, they are ap-
plied to specific physical examples, with R1 = R2. The
trajectories of initial states under the action of the prop-
agator are plotted to illustrate the underlying simplicity
of the dynamics and corroborate the alternative coordi-
nate system that defines the vector model. Parameters
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for the examples are chosen to demonstrate the damping
and rotation that are characteristic of the dynamics for
all but a small region of the parameter space. A purely
damped solution and model dynamics given by Eq. (56)
is rather featureless, by comparison. Unless stated oth-
erwise, the first column of adjAp is chosen to calculate
the coordinate basis {s˜i}.
1. Free precession, ωe = (0, 0, ω3)
When the only field in the rotating frame is the offset
from resonance, ω3, the matrix Γp is the sum of a diag-
onal relaxation matrix and the matrix which generates
a rotation about ω3. Since they commute, the propaga-
tor factors into the product of exponential decay and a
rotation, leading to the standard interpretation of the dy-
namics discussed previously. This example also provides
a simple context for applying the more general vector
model. The eigenvalues are easily obtained as z1 = 2Rδ
and z± = −Rδ±iω3. Then Eq. (D6) gives, upon identify-
ing̟ ≡ ω3 and eliminating common factors in individual
columns,
s˜1 ←

 0 0 00 0 0
0 0 1

 s˜2 ←

 ω3 −3Rδ 03Rδ ω3 0
0 0 0


s˜3 ←

 3Rδ ω3 0−ω3 3Rδ 0
0 0 0

 . (58)
As noted earlier, there is always only one unique nonzero
result for s˜1, with any apparent differences between
columns simply a matter of scale. The nonzero columns
for s˜2 are orthogonal, as are those of s˜3. The columns
thus differ, as expected, by a rotation in the (s˜2, s˜3)-
plane, in this case by 90◦. Choosing the second column
and a left-handed rotation by φ = tan−1(3Rδ/ω3) or the
first column and a right-handed rotation by 90− φ gives
the more typical result s˜2 = (0, 1, 0) and s˜3 = (1, 0, 0)
depicted in Fig. 3a. The model dynamics for an initial
state M0 is a spiral about ωe, which is aligned along
the z-axis, with rotation at constant angular frequency
ωe in the (x, y)-plane, as required. The relaxation rate
obtained from Eq. (44) or Eq. (51) for z1 = 2Rδ, with
λz = 2, is R1s = R3, while the roots z± with λz = −1
give R2s = R2.
2. On resonance, ωe = (ω1, ω2, 0)
On resonance, the root z1 = −Rδ, and ̟2 = ω2e −
(3/2Rδ)
2 from Eq. (F14). The associated eigenvector s˜1
is obtained by inspection from Eq. (D5), with s˜2 and s˜3
obtained from Eqs. (D6) and (D7), giving
s˜1 =

 ω1ω2
0

 s˜2 =

 −ω2ω1
− 32Rδ

 s˜3 =

 00
1

 .
(59)
Thus, on resonance, the propagator still generates a
spiral about the effective field ωe = s˜1 with precession
in the (s˜2, s˜3)-plane orthogonal to s˜1. However, as con-
sidered in section VB1, the rotation frequency driven
by ̟ is not constant, since s˜2 is not perpendicular to
s˜3. The deviation from orthogonality, determined by the
third component of s˜2, is small for fields that are large
compared to Rδ. The respective decay rates R1s and R2s
are R2 and 1/2(R2+R3), using λz = −1 and λz = 1/2 as
determined from z1 and −z1/2. Components along s˜1,
i.e., in the (x, y)-plane, decay at the usual spin-spin relax-
ation rate, as would be expected. Components rotating
in the plane orthogonal to s˜1 experience equal influence,
on average, from their projection onto the longitudinal
z-axis defining ω3 and their projection into the (x, y)-
plane, so one might predict from the model that they
decay at the average of the usual spin-spin and longitu-
dinal relaxation rates. These values for the decay rates
have been obtained previously as elements of the solu-
tion in the standard coordinate system [5] without the
physical interpretation presented here.
The trajectory for an initial stateM0 due to the action
of propagator e−Γt with ωe = (ω1, 0, 0) and nonzero re-
laxation is shown in Fig.3b. Values of the parameters are
given in the caption. For nonzero ω2, the figure is sim-
ply rotated about the z-axis by angle φ = tan−1(ω2/ω1).
The state M0 has been chosen with equal components
parallel and orthogonal to ωe to most clearly illustrate
the dynamics predicted by the vector model. The slight
misalignment between s˜2 and the y-axis is evident in the
figure and becomes more prominent as the magnitude of
the field, ω12, is reduced relative to Rδ.
3. Off resonance, general ωe
Most generally, s˜1 is not aligned with ωe. Dividing
column j of the matrix in Eq. (D5) by (nonzero) ωj quan-
tifies the degree to which s˜1 deviates from ωe, due to the
coupling between the fields and the relaxation. The re-
sult is an expression of the form s1 = ωe + δv, where
vector δv is comprised of the second term in each row of
the jth column divided by ωj .
In addition, s˜1 is typically not orthogonal to the
(s˜2, s˜3)-plane. One then has to further modify intuitions
developed from orthogonal coordinate systems. For ex-
ample, in Fig. 3c, M0 is aligned with the normal to the
(s˜2, s˜3)-plane. It therefore has no orthogonal projection
in the plane and might naively be expected to have no
evolution in the plane. However, s˜1 is distinctly different
than the normal, and M0 is the vector sum of a com-
ponent along s˜1 and a component parallel to the plane,
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which are the quantities relevant for the vector model. As
shown in the figure, the parallel component rotates and
decays in the plane while the component along s˜1 strictly
decays. Similarly, M0 orthogonal to s˜1 as in Fig. 3d
nonetheless has a component along s˜1 in the oblique co-
ordinates that decays to generate the spiral shown in the
figure.
By constrast, the dynamics viewed in standard coor-
dinates is oscillation of each componentMi(t) combined
with relaxation at two separate rates. As in simpler ex-
amples, it can be decoupled into two independent dynam-
ical systems, one of which rotates in a plane and decays
at one rate and another which decays along a fixed axis,
albeit in an oblique coordinate system.
The deviation of s˜1 from the normal to the plane is
quantified in Appendix D off resonance for ω12 of either
x- or y-phase and the case ω1 = ω2 = ω3.
D. Alternative vector model
The Bloch equation is typically represented in vector
form but can be conveniently packaged in matrix form,
which is the approach taken here. The physics of its
solution—the torque on a magnetic moment in a mag-
netic field subject to relaxation of the magnetization—
can be made more explicit by returning to the original
vector operations, motivated by the treatment in [10] for
the rotation of a vector about the field.
Partition Γp into its diagonal elements Rip and off-
diagonal ωi, writing Γp = Rp +Ω. The diagonal matrix
Rp scales each componentMi of a vectorM by Rip, and
Ω implements the cross product (−ωe× ). According to
Eq. (30), the propagator acting on M generates three
separate vectors vn = Γ
n
pM, (n = 0, 1, 2), which can be
represented starting with v0 =M as
ΓpM = (Rp +Ω)v0
= (RpM)− (ωe ×M)
= v1
Γ2pM = (Rp +Ω)v1
= (R2pM)− Rp (ωe ×M)− ωe × (RpM) +
ωe × (ωe ×M)
= (R2pM)−Rp (ωe ×M)− ωe × (RpM) +
ωe (ωe ·M)− ω2eM
= v2 (60)
Each succeeding vn is a nonuniform scaling of the pre-
vious vn−1 added to a vector (vn−1 × ω3) that is or-
thogonal to vn−1. The time dependence of vn is given
by the associated term an(t)e
−R¯t found in Eqs. (33–35).
The an(t) are factored as the product of a matrix W (z1)
and vector u(t). Each an(t) is merely a different linear
combination of the same three simple functions ui(t) that
comprise the components of u, weighted according to the
corresponding elements from row n of the matrix W . A
given vn(t) thus maintains a fixed orientation, changing
length with a time dependence consisting of the different
weightings of the ui(t) for different vn. The trajectory
M(t) = ∑n vn(t) can thus be represented in terms of
the decaying oscillations of three vectors fixed in place.
Alternatively, expand (1 ,Γp,Γ
2
p)W (z1)u(t) and group
terms of the same time dependence ui(t), as, for exam-
ple, in Eq. (B5). The propagator applied to M gives
three different linear combinations of the vn, with a time
dependence ui(t) for the i
th combination. The resulting
interpretation of M(t) is similar to the previous para-
graph, but the functional form of the decaying oscilla-
tions is simpler using this different set of vectors.
E. The Bloch equation as a system of coupled
oscillators
Any quantum N-level system can be represented as a
system of coupled harmonic oscillators [11], albeit requir-
ing negative or even antisymmetric couplings. The Bloch
equation is perhaps particularly interesting, since it in-
corporates dissipation for the most elementary case, i.e.,
2-level systems.
Expressing Eq. (2) in terms of M(t) = M(t) −M∞
yields a homogeneous first-order differential equation and
an alternative route to the solution, Eq. (4b). Differ-
entiating again with respect to time and substituting
M˙ = −ΓM gives
M¨(t) = Γ2M(t), (61)
with
Γ2 =

 −(ω
2
2 + ω
2
3) +R
2
1 ω1ω2 + ω3(R1 +R2) ω1ω3 − ω2(R1 +R3)
ω1ω2 − ω3(R1 +R2) −(ω21 + ω23) +R22 ω2ω3 + ω1(R2 +R3)
ω1ω3 + ω2(R1 +R3) ω2ω3 − ω1(R2 +R3) −(ω21 + ω22) +R23

 . (62)
As considered previously [11], damping is provided by the antisymmetric part of Γ2 in addition to the terms R2i
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on the diagonal. For the system of three coupled oscil-
lators illustrated in Fig. 4, the displacement ri of mass
mi from equilibrium is equal to Mi. We can write the
coupling constants kij = κij + σij in terms of symmetric
κij and anti-symmetric σij connected in parallel. Then,
by inspection, κij = ωiωj and σij = εijk(Ri + Rj)ωk,
assuming unit masses, and kii = −(Γ2)ii −
∑
j kij . For
a given positive σij , a positive displacement of mass mj
results in a positive force on mi. The resulting positive
displacement of mi provides a negative force on mj due
to σji < 0 which opposes the original displacement of mj
and damps the motion. Stated differently, energy trans-
ferred from mj to mi is not reciprocally transferred back
frommi tomj , and the motion is quenched. An antisym-
metric coupling acts as a negative feedback mechanism
that curbs system oscillations.
The usual representation of damped oscillators em-
ploys a velocity-dependent friction force. The above im-
plementation is frictionless. It provides an alternative
model for investigating dissipative processes with the po-
tential for new insights within the well understood con-
text of coupled harmonic oscillations.
VI. CONCLUSION
A complete solution of the Bloch equation has been
presented together with intuitive visual models of its dy-
namics. The solution is valid for arbitrary system param-
eters, yet is simpler than previous solutions. It can be ex-
pressed as the product of three separate terms: one which
depends directly on the physical parameters of the prob-
lem through the matrix Γp, a term that depends on the
roots of a cubic characteristic polynomial for the prob-
lem, and a term that gives the time dependence, which
in turn is solely a function of the roots. Moreover, the
time evolution of the system as a function of the physical
parameters has been made more explicit and apparent.
The solutions depend critically on the three polyno-
mial roots. Quantitative relations have been derived
for the physical parameters that define the possible sys-
tem dynamics: (i) oscillatory, underdamped evolution
for one real and two complex-conjugate roots, (ii) non-
oscillatory, overdamped evolution for three real roots,
and (iii) non-oscillatory, critically damped evolution for
doubly or triply degenerate (real) roots. The damping
rates and the frequency driving the oscillatory behavior
have been reduced to simple functions of a single root
which is obtained as a straightforward function of the
system parameters. In addition, a linear relation has
been derived for the system parameters as a function of
this real root, which provides a straightforward graphi-
cal realization of the damping rates and frequency for a
given physical configuration.
An intuitive dynamical model developed here trans-
forms the Bloch equation to a frame in which damping
commutes with a rotation, providing a propagator for the
time evolution of the system that is the product of a ro-
tation times a decay, in either order. The decay rates in
this frame result from interaction/coupling of the fields
with the spin-lattice and spin-spin relaxation processes.
The model was motivated by well-known visual models
for simple cases such as equal relaxation rates or free pre-
cession (no fields transverse to the longitudinal, z-axis).
The system state in such cases rotates about the effective
field, with concurrent exponential decay of the longitu-
dinal and transverse components. The extended model
retains the same essential features: rotation, exponential
decay of the invariant component in the rotation analo-
gous to longitudinal relaxation, and a separate decay of
the rotating components analogous to transverse relax-
ation. An alternative vector model has also been pro-
vided, as well as a representation of the Bloch equation
as a system of coupled harmonic oscillators. The net re-
sult of the solutions and models is more direct physical
insight into the dynamics of the Bloch equation.
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Appendix A: Cubic Polynomials with Real
Coefficients
The standard solutions for the three roots of Eq. (16),
cast here in terms of
Λ± =
[− b/ 2±√(b/2)2 + (a/3)3 ]1/3, (A1)
are
z =
{
Λ+ + Λ−,−Λ+ + Λ−
2
±√−3 Λ+ − Λ−
2
}
,
= {z1, z±}. (A2)
These solutions can be consolidated in a convenient form
that does not appear to have been employed heretofore.
Substituting (Λ+−Λ−) =
[
(Λ++Λ−)
2−4Λ+Λ−
]1/2
and
noting Λ+Λ− = −a/3 gives
z1 = Λ+ + Λ−
z± = −1
2
z1 ± i
√
3
√(z1
2
)2
+
a
3
= −1
2
z1 ± i̟ (A3)
in terms of a discriminant
̟2 = 3
[
(z1/2)
2 + a/3
]
. (A4)
Any polynomial with real coefficients has at least one
real root. Therefore ̟2 > 0 gives one real and two com-
plex conjugate roots, with three real roots resulting from
̟2 ≤ 0.
One can then employ simple forms for z1 [12, 13]. The
number of conditional dependencies relating the cited ex-
pressions for z1 to the signs and relative magnitudes of a
and b can be further simplified in terms of
α = | a/3 |
β = | b/2 |
γ =
β
α3/2
. (A5)
Then the roots can be calculated according to their do-
main of applicability as
a > 0
ϕ ≡ 13 sinh−1 γ
x1 ≡ sgn(b) sinh ϕ
z1 = −2
√
αx1 (A6a)
̟ =
√
3α(x21 + 1) =
√
3α coshϕ
z± =
√
αx1 ± i̟
a < 0
γ ≥ 1
ϕ ≡ 13 cosh−1 γ
x1 ≡ sgn(b) cosh ϕ
z1 = −2
√
αx1 (A6b)
̟ =
√
3α(x21 − 1) =
√
3α sinhϕ
z± =
√
αx1 ± i̟
→ √αx1 γ = 1
γ ≤ 1
ϕ ≡ 13 cos−1 γ
x1 ≡ sgn(b) cos ϕ
z1 = −2
√
αx1 (A6c)
̟ = i
√
3α(1− x21) = i
√
3α sinϕ
= i µ
z± =
√
αx1 ± µ or, alternatively
ϕ ≡ 13 sin−1 γ
x1 ≡ sgn(b) sin ϕ
z1 = +2
√
αx1 (A6d)
̟ = i
√
3α(1− x21) = i
√
3α cosϕ
= i µ
z± =
√
αx1 ± µ
a = 0
z1 = −sgn(b) 3
√
|b| (A6e)
z± = −1
2
z1(1 ± i
√
3)
For a > 0 or a < 0 and γ > 1, there is one real root and
complex conjugate roots z±. For a < 0, γ < 1, there are
three real roots, with γ = 1 in Eq. (A6b) or (A6c) giving
ϕ = 0 = ̟ and two degenerate roots z+ = z−, while
(A6d) reorders the roots relative to (A6c), so that the
nondegenerate root for the case γ = 1 is one of the z±.
Results for a = 0 are straightforwardly obtained from
Eqs. (A2) and (18), or using the expressions in (A6a)
and (A6b), with sinh−1 γ → cosh−1 γ → ln(2γ) in the
limit γ → ∞. Terms then result that are multiplied by√
α, cancelling the singularity at a = 0. For the case
a = 0 = b, there are three equal roots zi = 0.
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Appendix B: Calculation of e−Γpt
1. First-order pole
Consider the case of one real root z1 and two complex
conjugate roots z2,3 = −1/2z1±i̟, as given by Eq. (18),
with ̟2 = 3(z1/2)
2 + a > 0. Using Eq. (7) for adjAp in
Eq. (31) gives
e−Γpt =
3∑
i=1
adjAp(zi)
q ′(zi)
e zit
=
3∑
i=1
e zit
q ′(zi)
2∑
n=0
Anpz
n
i , (B1)
with q′(zi) =
∏
j 6=i(zi− zj), as discussed in section III C,
and A2p ≡ 1 .
Evaluating the q ′(zi) and using Eq. (19) for ̟
2 gives
q ′(z1) = (z1 − z2)(z1 − z3)
= (3/2z1)
2 +̟2
= 3z21 + a,
q ′(z2) = (z2 − z1)(z2 − z3)
= −q ′(z1)(z2 − z3)/(z1 − z3)
= −i (3z21 + a) 2̟/(3/2 z1 + i̟)
q ′(z3) = [q
′(z2)]
∗ (B2)
Since z3 = z
∗
2 , each coefficient (An)p in Eq. (31) multi-
plies a sum Sn
Sn =
3∑
i=1
zni
ezit
q ′(zi)
= zn1
ez1t
q ′(z1)
+ 2Re
(
zn2
ez2t
q ′(z2)
)
. (B3)
Substituting z2 = −z1/2 + i̟ gives
S0 =
1
3z21 + a
{
ez1t − e−z1t/2
[
cos̟t+ 32z1
sin̟t
̟
]}
S1 =
1
3z21 + a
{
z1e
z1t − e−z1t/2
[
z1 cos̟t− (34z21 +̟2)
sin̟t
̟
]}
S2 =
1
3z21 + a
{
z21e
z1t + e−z1t/2
[
(54z
2
1 +̟
2) cos̟t− 12z1 (34z21 −̟2)
sin̟t
̟
]}
, (B4)
We then have, using Eq. (28) for the (An)p,
e−Γpt = (A0)pS0 + (A1)pS1 + (A2)pS2
= (Γ2p + a)S0 + (−Γp)S1 + 1S2
=
1
3z21 + a
{
ez1t
[
(z21 + a) 1 − z1Γp + Γ2p
]
+ e−z1t/2
[
2z21 1 + z1Γp − Γ2p
]
cos̟t−
e−z1t/2
[
az1 1 + (
3
2z
2
1 + a) Γp +
3
2z1Γ
2
p
] sin̟ t
̟
}
(B5)
Arranging coefficients of (1 ,−Γp,Γ2p) in a matrix for
each time-dependent term in the solution gives the result
in Eq. (33). All three roots are real when ̟2 < 0, which
is the case for a < 0 and γ < 1. Then ̟ → iµ in Eq. (33),
with µ2 = |3(z21/2) + a| and a = −|a|.
2. Second-order pole
The case ̟ = 0 gives doubly-degenerate real roots
z2 = z3 = −z1/2, and the characteristic polynomial
q (z) → (z − z1)(z − z2)2. The residue at s = z2 in
Eq. (12) requires the derivative of estadjAp(s)/(s − z1)
with respect to s, evaluated at s = z2. Expanding adjAp
using Eqs. (7) and (28) as above, utilizing a common de-
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nominator (z2 − z1)2, and substituting z2 = −z1/2 gives
Res(z2) =
t ez2tadjAp(z2)
z2 − z1 −
ez2tadjAp(z2)
(z2 − z1)2 +
ez2t(adjAp)
′
∣∣
z2
z2 − z1
= e−z1t/2
[(
8
9
+
1
3
z1t
)
1 +
(
4
9
z−11 −
1
3
t
)
Γp −
(
4
9
z−21 +
2
3
t z−11
)]
(B6)
The contribution from the first-order pole at z1 is ob-
tained as before from the i = 1 term of Eq. (33) with
a = −3(z1/2)2, since ̟ = 0, to yield the result of
Eq. (34).
Appendix C: Existence of Degenerate Roots
The characteristic polynomial for the case R1 = R2
has degenerate roots for D(a, b) = 0 (cf. Eq. (39)), which
requires a < 0. The special case a = 0 = b discussed in
section IVA gives ω23 = 1 and ω
2
12 = 8, normalized to
R2δ/3. More generally, scale ω
2
3 and ω
2
12 in terms of the
same normalization as
ω23 = λ3 R
2
δ/3, (C1)
where λ3 ≥ 0, and
ω212 = (η − λ3 + 9/4) R2δ/3. (C2)
Then D(a, b) = 0 gives
η3 + aηη + bη = 0, (C3)
with
aη
3
= −
(
3
2
)4
(8λ3 + 1)
bη
2
=
(
3
2
)6
(8λ23 + 20λ3 − 1). (C4)
The roots η 1(λ3) and η±(λ3) of Eq. (C3) can then be
obtained using Eqs. (A6) with the appropriate substitu-
tion of variables. Only those solutions such that ω212 ≥ 0
(i.e., is real) are of interest. The results, outlined in de-
tail below, are that (i) there are no degenerate roots if
ω23 > R
2
δ/3; and (ii) for each ω3 satisfying 0 ≤ ω23 ≤ R2δ/3,
there are two values of ω212 that give degenerate roots.
Note for use in what follows that
· aη < 0 for all λ3 ≥ 0
∴ no Eq. (A6a) solutions for η
· √αη =
√|aη/3| = 94√8λ3 + 1
· bη = 0 for λ3 = 34 (
√
3− 53 ) ≡ λb ≈ 0.05
· D(aη, bη) = 3
12
2 6
λ3 (λ3 − 1)3
· γη(λ3) = |8λ
2
3 + 20λ3 − 1|
(8λ3 + 1)3/2
(cf. Eq. (A5))
γη(0) = 1, γη(λb) = 0, γη(1) = 1
1) If λ3 > 1, then
· D(aη, bη) > 0, equivalent to γη > 1
· there is one real solution η 1 from Eq. (A6b)
· Define ϕη = 13 cosh−1 γη· bη > 0
· η 1 = −2√αη coshϕη
coshϕη ≥ 1 for all ϕη,
2
√
αη >
9
2 (3)
∴ η 1 < − 272
=⇒ ω212 ∼ (η 1 + 94 − λ3) < − 454 − λ3 < 0• No real ω12 such that Eq. (16) has degenerate roots for
ω23 = λ3 R
2
δ/3 > R
2
δ/3
2) If λ3 ≤ 1, then
· ω212 ∼ (η + 94 − λ3) ≥ 0 for η ≥ 0· D(aη, bη) ≤ 0, equivalent to γη ≤ 1
· there are three real solutions η 1, η± from Eq. (A6d)
· Define ϑ = 13 sin−1(γ η)
0 ≤ sinϑ ≤ 12
(a) If λ b ≤ λ3 ≤ 1, then
0 ≤ γη ≤ 1,
0 ≤ ϑ ≤ π/6,
bη ≥ 0
· η 1 = 2√αη sinϑ
∴ η 1 ≥ 0
=⇒ ω212 > 0
· η+ = −√αη sinϑ +
√
3 (αη − αη sin2 ϑ)1/2
= 2
√
αη sin(π/3− ϑ)
∴ η+ ≥ 0
=⇒ ω212 > 0
(b) If 0 ≤ λ3 ≤ λ b, then
1 ≥ γη ≥ 0,
π/6 ≥ ϑ ≥ 0,
bη ≤ 0
· η 1 = −2√αη sinϑ
∴ − 94 ≤ η 1 ≤ 0
=⇒ ω212 ∼ η 1 + 94 − λ3 ≥ 0,
since η 1 ∈ [− 94 , 0 ] as λ3 ∈ [0, λb]
· η+ = √αη sinϑ +
√
3 (αη − αη sin2 ϑ)1/2
= 2
√
αη sin(π/3 + ϑ)
∴ η+ ≥ 0
=⇒ ω212 > 0
• 2 real ω212 such that Eq. (16) has degenerate roots for
0 ≤ ω23 ≤ R2δ/3
The solutions for ω212 become equal at ω
2
3 = R
2
δ/3,
as shown in Fig. 1, corresponding to the case a = 0 =
16
b. There is then a three-fold degenerate root z = 0 of
Eq. (16). Recall that a solution to D(a, b) = 0 for real a, b
requires a = ω212+ω
2
3−3R2δ ≤ 0, which is readily verified
for the solutions obtained above. Scaling a according
to Eqs. (C1) and (C2), dividing by R2δ/3, and using the
maximum value ηmax =
√
αη = 27/4 at λ3 = 1 gives
a ∼ (η − λ3 + 94 ) + λ3 − 9
≤ 274 + 94 − 9 = 0. (C5)
Appendix D: Vector Model
There is a simple physical interpretation for the action
of the propagator e−Γ t when, as is most common, the
matrix Γ has three distinct eigenvalues. Supplementary
details of the model introduced in section VB are pre-
sented here. Consider the case of one real eigenvalue and
two complex conjugate eigenvalues. Results for the other
possibility, that of three real eigenvalues, are obtained
directly from Eq. (D5) in what follows.
The eigenvalues of −Γ are the roots s1 = z1 − R¯ and
s2,3 ≡ s± = −z1/2±i̟−R¯, obtained from Eq. (21), with
real z1 given in Eqs. (A6). The associated eigenvectors
are s1 and the complex conjugate pair s±. The relation
between s± and the real vectors s˜2 and s˜3 defined in
Eq. (49) is
s˜2 =
1
2 (s+ + s−) s˜3 = − i2 (s+ − s−)
s+ = s˜2 + i s˜3 s− = s˜2 − i s˜3 . (D1)
Defining s˜1 ≡ s1 gives a set s˜i of three linearly indepen-
dent vectors that can be used as an alternative basis for
representing arbitrary system states. We then have
−Γ s˜2 = 12 (s+s+ + s−s−) = 12 (s+s+ + s∗+s∗+)
e−Γt s˜2 =
1
2 (e
s+ts+ + e
s∗+ts
∗
+) = Re [ e
s+ts+ ]
= e−(R¯+z1/2) tRe [ ei̟t(s˜2 + i s˜3) ]
= e−(R¯+z1/2) t ( cos̟t s˜2 − sin̟t s˜3 ) . (D2)
Similarly,
e−Γt s˜3 = − i2 (es+ts+ − es
∗
+ts
∗
+) = Im [ e
s+ts+ ]
= e−(R¯+z1/2) t Im [ ei̟t(s˜2 + i s˜3) ]
= e−(R¯+z1/2) t ( sin̟t s˜2 + cos̟t s˜3 ) .
(D3)
These relations, together with e−Γ ts˜1 = e
s1 s˜1, yield
the propagator e−Γ˜ t for the evolution of states M˜ =∑
i M˜is˜i expressed in the {s˜i} basis, as given in Eq. (52).
As noted in Eq. (50), matrix P generated from the {s˜i}
entered as column vectors transforms from the {s˜i} basis
to the standard basis, with P−1 = adjP/ detP giving
the desired M˜ starting with M in the standard basis.
One easily shows that detP = s˜1 · (s˜2 × s˜3), and row i,
column l of adjP is (s˜j × s˜k)l for cyclic permutation of
i = 1, j = 2, and k = 3 to obtain
P−1 =
1
s˜1 · (s˜2 × s˜3)

 · · · (s˜2 × s˜3) · · ·· · · (s˜3 × s˜1) · · ·
· · · (s˜1 × s˜2) · · ·

 (D4)
The eigenvectors needed to construct the real basis are
obtained in the usual fashion as solutions to (s1+Γ)s = 0
for each eigenvalue si. The solution for the three com-
ponents of each eigenvector is overdetermined, by con-
struction, so any one of the three equations is a linear
combination of the other two and is redundant. We are
free to assign any (nonzero) value to one of the compo-
nents, leaving two equations and two unknowns. There
are three different but equivalent forms for the eigenvec-
tor solution depending on which two equations are cho-
sen. Setting the third component equal to one for sim-
plicity gives an expression for the other two components
involving a common denominator. Scaling the result by
this factor gives the following result for eigenvector si,
with the left arrow signifying that the columns of the
matrix map to si:
si ←

 ω
2
1 + (si +R2)(si +R3) ω1ω2 − ω3(si +R3) ω1ω3 + ω2(si +R2)
ω1ω2 + ω3(si +R3) ω
2
2 + (si +R1)(si +R3) ω2ω3 − ω1(si +R1)
ω1ω3 − ω2(si +R2) ω2ω3 + ω1(si +R1) ω23 + (si +R1)(si +R2)

 . (D5)
The different columns give equivalent results, as dis-
cussed in section V. In the absence of relaxation, the
real root of Eq. (9) is s1 = 0 with eigenvector s1 =
(ω1, ω2, ω3), which is the rotation axis for the resulting
time evolution. In the case ωe = 0, in which Γ is al-
ready diagonal, the coordinates reduce to the standard
coordinate system as required.
One might recognize the righthand side of Eq. (D5) as
adjA(si) from Eqs. (7–8), with adjA(si) = adjAp(zi),
since si = zi − R¯ and Ri − R¯ = Rip. We thus have
the real basis vectors s˜2,3 ≡ z˜2,3 equal to the respective
real, imaginary parts of z+ = adjAp(z+) according to
Eq. (49), with z+ = −z1/2+i̟. Then, using Eq. (27) for
adjAp(zi) in polynomial form and eliminating common
scale factors, the real basis vectors defining the oblique
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coordinate system can be written concisely as
s˜1 = z˜1 ← A0p +A1p z1 + 1 z21
s˜2 = z˜2 ← A0p −A1p z1
2
+ 1
[(z1
2
)2
−̟2
]
s˜3 = z˜3 ← A1p − 1 z1 (D6)
The result for z˜1 can be obtained directly from Eq. (D5)
with the substitutions si → zi and Ri → Rip for the
corresponding parameters associated with Γp. One can
readily deduce the coefficient matrices A0p and A1p from
Eq. (D5) and the expression for s˜1 in Eq. (D6) with-
out recourse to the definitions for each element given in
Eq. (27). The matrices are also given as simple functions
of Γp in Eq. (28). For convenient reference, each coeffi-
cient matrix is written below.
A0p =

 ω
2
1 +R2pR3p ω1ω2 − ω3R3p ω1ω3 + ω2R2p
ω1ω2 + ω3R3p ω
2
2 +R1pR3p ω2ω3 − ω1R1p
ω1ω3 − ω2R2p ω2ω3 + ω1R1p ω23 +R1pR2p


A1p = −Γp =

 −R1p −ω3 ω2ω3 −R2p −ω1
−ω2 ω1 −R3p

 , (D7)
with −R1p = R2p + R3p and cyclic permutations, since∑
iRip = 0 by construction in the original matrix parti-
tioning.
1. Measures of obliquity
Bloch equation dynamics are simple in the oblique co-
ordinates of the model, consisting of independent rota-
tion relaxation elements. This section provides examples
that quantify the degree to which the plane of rotation
is oblique to the axis z˜1 representing simple exponential
decay. In what follows, the first column of adjAp is ar-
bitrarily chosen to calculate the coordinate basis {z˜i} in
the case R1 = R2. Similar results are obtained using any
of the other columns.
a. Off resonance, ωe = (0, ω2, ω3)
Off resonance, in contrast to the on-resonance example
of section VC2, z˜1 is neither aligned with ωe, nor is it
orthogonal to the (z˜2, z˜3)-plane. Calculating the z˜i as
above provides the normal to the plane, n˜23 = z˜2 × z˜3.
We then have
z˜1 =

 (z1 +Rδ)(z1 − 2Rδ)ω3(z1 − 2Rδ)
−ω2(z1 +Rδ)

 (D8)
and
n˜23 =

 3ω2ω3Rδ−ω2 (a− z1Rδ + z21 +R2δ )
−ω3 (a+ 2z1Rδ + z21 + 4R2δ )

 , (D9)
which bears little resemblance to z˜1. Yet, scaling z˜1 by
fs = −(n˜23)1/(z˜1)1 from the first components gives, for
components two and three, fsz˜1− n˜23 ∝ q(z1), the char-
acteristic polynomial for −Γp, which is zero when evalu-
ated at its root z1. Thus, within a scale factor or, equiv-
alently, when both both vectors are normalized, we can
write simply
n˜23 =

 −(z˜1)1(z˜1)2
(z˜1)3

 . (D10)
b. Off resonance, ωe = (ω1, 0, ω3)
Similarly, for ω2 = 0,
z˜1 =

 ω
2
1 + (z1 +Rδ)(z1 − 2Rδ)
ω3(z1 − 2Rδ)
ω1ω3

 (D11)
and
n˜23 = −

 ω1ω3ω1 (z1 +Rδ)
1
4 (z1 + 4Rδ)
2 +̟2 − ω21

 , (D12)
Scaling z˜1 by fs = −(n˜23)2/(z˜1)2 gives fsz˜1 − n˜23 ∝
q(z1) for components one and three, so that
n˜23 =

 (z˜1)1−(z˜1)2
(z˜1)3

 (D13)
within a scale factor.
c. ω1 = ω2 = ω3 ≡ ω
In this case,
z˜1 =

 ω
2 + (z1 +Rδ)(z1 − 2Rδ)
ω(ω + z1 − 2Rδ)
−ω(ω + z1 +Rδ)

 (D14)
and
n˜23 = −

 ω(2ω − 3Rδ)1
4 (z1 − 2Rδ)2 + ω(z1 +Rδ) +̟2 − ω2
1
4 (z1 + 4Rδ)
2 − ω(z1 +Rδ) +̟2 − ω2

 .
(D15)
Scaling z˜1 by fs = (n˜23)1/(z˜1)2 gives both fs(z˜1)1 −
(n˜23)2 and fs(z˜1)3−(n˜12)3 proportional to q(z1), so that
the vectors can be scaled to satisfy
n˜23 =

 (z˜1)2(z˜1)1
(z˜1)3

 . (D16)
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Appendix E: An Alternative Method for Calculating
an Eigenvector
Equation (D5) is simply adj (si1 +Γ) from Eqs. (6–8).
One therefore happens upon the modest result, appar-
ently unrecognized, that an eigenvector υ corresponding
to a distinct eigenvalue υ of operator Υ can be obtained
as
υ ∈ adj (υ1 −Υ), (E1)
seen as follows. Recall, the characteristic polynomial
p(s) = det(s1 − Υ) equals zero for eigenvalue s = υ,
and (s1 −Υ)−1 = adj (s1 −Υ)/p(s) from Eq. (11). Then
p(s) = (s1 −Υ) adj (s1 −Υ)
0 = (υ1 −Υ) adj (υ1 −Υ)
∴ Υadj (υ1 −Υ) = υ adj (υ1 −Υ) (E2)
Only a single column of the adjugate matrix is required,
so the method is fairly efficient. However, the trivial zero
eigenvector solution can be one of the columns, requiring
further completion of the adjugate to obtain the desired
eigenvector.
For the case of degenerate eigenvalues, the method
is incomplete. When the nullity (dimension of the null
space) of (υ1 −Υ) equals the order of the degeneracy, k
(i.e, the rank equals the dimension of the operator, n, mi-
nus k), there are k distinct eigenvectors, but the method
fails, returning only the zero eigenvector. If there is not a
complete set of eigenvectors (the degenerate eigenvalue is
defective in that the nullity is less than k), and the rank
is greater than n− k), the method appears to return the
eigenvectors that exist, but one rarely needs these, since
the matrix Υ is not diagonalizable in this case.
Appendix F: Limiting Cases
The solutions are evaluated and confirmed for R1 = R2
and a representative set of limiting cases that can be
readily solved by other methods.
1. Three distinct roots
Three examples are presented representing the sepa-
rate cases a = 0 and b = 0.
(i) b = 0, a 6= 0
According to the defining relations for a and b in Eq. (38),
the condition b = 0 implies ω212 = 2R
2
δ(1 +
1
3λ3), using
Eq. (3) for ω2e and Eq. (40) for ω3. Then
a =
{
R2δ(λ3 − 1) Rδ 6= 0
ω2e Rδ = 0
(F1)
The roots of Eq. (16) are easily obtained, giving
z1 = 0 ̟ =
√
a. (F2)
There are two cases, depending on the sign of a.
(1) a > 0
Then Eq. (33) gives
e−Γp t = 1 − Γp
̟
sin̟t+
(
Γp
̟
)2
(1− cos̟t).(F3)
There is no exponential decay contribution due to this
term, with the overall factor e−R¯t in the final expression
for e−Γt providing a single system decay rate R¯.
Example (1)
Choose Rδ = 0 to obtain
b = 0, a = ω2e , ̟ = ωe
In this case, Eq. (F3) represents a rotation about the field
ωe.
The propagator UR for a rotation about ωe is read-
ily obtained by transforming to a coordinate system
with new z-axis aligned with ωe, rotating by angle
−ωet about this axis, then transforming back to the
original coordinates. Specifying the orientation of ωe
in terms of polar angle θ and azimuthal angle φ rela-
tive to the z- and x-axes, respectively, one has UR =
Uz(−φ)Uy(−θ)Uz(−ωe t)Uy(θ)Uz(φ) in terms of the ele-
mentary operators Uy and Uz for rotations about the y-
and z- axes, respectively. Then UR provides a verification
of the Eq. (F3) result upon substituting cosφ = ω1/ω12,
sinφ = ω2/ω12, cos θ = ω3/ωe, sin θ = ω12/ωe.
(2) a < 0
for λ3 < 1 gives ̟ → i µ = i
√
|a| and
e−Γp t = 1 − Γp
µ
sinhµt+ 2
(
Γp
µ
)2
(coshµt− 1) (F4)
Example (2)
Choose ω21 = 2R
2
δ , ω2 = 0, λ3 = 0 to obtain
b = 0, a = −R2δ , µ = Rδ
Equation (F4) then gives
e−Γp t =
 e
−Rδt 0 0
0 2− eRδt √2 (1 − eRδt)
0 −√2 (1− eRδt) 2 eRδt − 1

 . (F5)
For an independent calculation, the matrix −Γp can be
diagonalized, with eigenvalues given by the zi and associ-
ated real-valued eigenvectors. The simple exponential of
the diagonalized matrix is then transformed back to the
original basis in the standard fashion using the matrix
of eigenvectors and its inverse to obtain e−Γp t as given
above.
(ii) a = 0. b 6= 0
The condition a = 0 implies ω2e = 3R
2
δ, leading to
b = R3δ(1− λ3) (F6)
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and root z1 = −sgn(b)|b|1/3 from Eq. (A6e). For sgn(b) =
±1 and the definition λ˜3 = |1 − λ3|1/3, we have accord-
ingly
z1 = ∓ λ˜3Rδ ̟ =
√
3
2
λ˜3Rδ (F7)
Although the form of Eq. (33) does not simplify in this
case as appreciably as for b = 0, both the root z1, which
determines the decay rate, and the oscillatory frequency
̟ are simple multiples of Rδ.
Example (3)
Choose ω2e → ω21 = 3R2δ , ω2 = 0 = ω3
Most off-diagonal elements of Γp are equal to zero in
this case, and λ˜3 = 1 for the Eq. (F7) input parameters
to Eq. (33). Defining κ = (
√
3/2)Rδ and combining the
sums of trigonometric functions that appear on the diag-
onal gives the succinct form
e−Γp t =
e
1
2
Rδt

 e
− 3
2
Rδt 0 0
0 −2 sin (κt− π6 ) −2 sin(κt)
0 2 sin(κt) 2 sin
(
κt+ π6
)


(F8)
Again, the matrix −Γp is diagonalizable, providing a
simple result for the matrix exponential in the eigenba-
sis and a straightforward means for calculating e−Γpt
as obtained above. The associated eigenvectors are
complex-valued in this case, making the algebra slightly
more tedious. Alternatively, one can readily verify that
d/dt e−Γp t = −Γp e−Γp t.
2. Two equal roots
Degenerate roots require γ = 1. For a given ω23 =
λ3R
2
δ/3, with 0 ≤ λ3 ≤ 1, there are two values ω212 that
satisfy γ = 1. Consider λ3 = 0, in which case Eqs. (40)
and (41) give
(ϑ1, ϑ2) = (−π/6 , π/2 )
(η1, η2) = (−9/4 , 9/2 )
(ω212,1 , ω
2
12,2) = ( 0 , 9/4R
2
δ ) (F9)
(i) ω12 = 0
This is the case of pure relaxation, with Γp reduced to the
diagonal elements {Rδ, Rδ,−2Rδ}. We have a = −3R2δ,
b = −2R3δ < 0, and
z1 = 2Rδ ̟ = 0 (F10)
from Eq. (A6b). Thus, Eq. (34) gives the expected result
e−ΓP t =

 e
−Rδt 0 0
0 e−Rδt 0
0 0 e2Rδt

 . (F11)
(ii) ω212 =
9
4R
2
δ → ω21
Then a = −3R2δ/4 < 0, b = R3δ/4 > 0, and
z1 = −Rδ ̟ = 0 (F12)
resulting in
e−Γp t =
e
1
2
Rδt

 e
− 3
2
Rδt 0 0
0 1− ω1t −ω1t
0 ω1t 1 + ω1t

 . (F13)
Verifying that d/dt e−Γp t = −Γp e−Γp t is fairly straight-
forward and represents the simplest test of the solution,
since Γp is not diagonalizable.
3. Three equal roots
There is a three-fold degenerate root zi = 0 in the case
a = 0 = b, since q(z) → z3. This requires ω2e = 3R2δ
from Eq. (38), which then forces ω23 = R
2
δ/3 in the ex-
pression for b. As noted previously, the Cayley-Hamilton
theorem is simple to apply directly in this case, since
q(Γp) = Γ
3
p = 0. The series expansion of e
−Γp t is there-
fore truncated, giving the Eq. (35) result.
4. On resonance
When ω3 = 0, b can be written in the form Rδ(a+R
2
δ)
from Eq. (38), with a → ω212 − 3R2δ. The characteristic
polynomial then becomes z3 + R3δ + a(z + Rδ), so that,
by inspection,
z1 = −Rδ ̟ =
√
ω212 − (32Rδ)2 (F14)
The solution for e−Γp t using Eq. (33) with the above
parameters yields the solution for e−Γ t obtained origi-
nally in [5] for the case ̟ 6= 0. As discussed above, if
ω12 = 3Rδ/2, there is a two-fold degeneracy in the roots,
giving the solution in Eq. (F13) for e−Γp t.
For ω12 < 3Rδ/2, the sinusoidal terms become the
corresonding hyperbolic functions, as noted earlier, with
cos̟ t → coshµ t and sin̟ t/̟ → sinhµ t/µ, where
now µ =
√
(32Rδ)
2 − ω212.
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FIG. 1. Parameter values of ω212 that give degenerate roots of the characteristic polynomial (a < 0, γ = 1) and critically
damped solutions to the Bloch equation are plotted as a function of ω23 , shown as red (solid) lines calculated using Eq. (41).
The parameters are scaled to R2δ/3 as in Eq. (40). In the interior of the region delineated by these curves (light red), there are
three distinct real roots (a < 0, γ < 1) resulting in overdamped solutions. Outside this region (light blue), one real and two
complex conjugate roots produce oscillatory, underdamped solutions, with a > 0 above the overdamped region and a > 0, γ > 1
below the overdamped region.
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FIG. 2. Contours of the characteristic polynomial’s guaranteed real root z1, calculated according to Eqs. (A6) and normalized
to Rδ, are plotted as a function of ω
2
12 and ω
2
3 normalized as in Fig.1. The root satisfies −1 ≤ z1 ≤ 2, as expected from Eq. (44),
with lines of constant z1 as derived in Eqs. (46–48). The z1 = 0 contour is shown as a dashed line. Contours of the frequency
̟ from Eq. (19) that appears in the oscillatory, underdamped solutions of the Bloch equation are also plotted in the rightmost
panels. Within the overdamped region defined in Fig. 1 and expanded in the lower panels, there is no oscillation or frequency
̟, and only one of the three real roots is plotted.
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FIG. 3. Trajectories for initial vectorM0 acted upon by propagator e
−Γt are displayed in the {s˜1, s˜2, s˜3}-coordinates developed
as the natural system for describing propagator dynamics. The component of M0 along s˜1 decays at the rate R¯ − z1, while
components in the (s˜2, s˜3)-plane rotate in the plane and decay at the rate R¯ + z1/2. The different panels represent different
M0, fields ωe, transverse relaxation rate R2, and longitudinal relaxation rate R3, with details of the predicted system evolution
described in more detail in the text. Physical parameters are in units inverse seconds. (a) Initial state M0 = (−1, 1, 1).
Physical parameters ωe = (0, 0, 10
4), R2 = 400, R3 = 200 give coordinates s˜1 = zˆ, s˜2 = yˆ, s˜3 = xˆ and the well-known
rotation about ωe = ω3 followed by longitudinal and transverse relaxation. (b) Initial state M0 = (1,−1, 0). Parameters
ωe = (5000, 0, 0), R2 = 400, R3 = 200 lead to coordinates s˜1 = xˆ, s˜2 = (0,−1, .02), s˜3 = zˆ. Rotation is also about ωe
for ω3 = 0 (on resonance), but now s˜2 is not perpendicular to s˜3, so the rotation in the plane transverse to s˜1 is not at
constant angular frequency. (c) Parameters ωe = (0, 300, 300), R2 = 100, R3 = 1 lead to non-orthogonal oblique coordinates
s˜1 = (0.12, 0.69, 0, 71), s˜2 = (0.99, 0.04, 0.12), s˜3 = (0., 0.72,−0.70). Initial M0 = (−0.12, 0.69, 0, 71) is normal to the (s˜2, s˜3)-
plane, but has components in the plane and along s˜1 in the oblique coordinate system, so spirals about s˜1 as shown. (d)
Initial M = (−0.99, 0.17, 0) is orthogonal to s˜1. Parameters ωe = (0, 3000, 3000), R2 = 1000, R3 = 1 lead to nearly identical
coordinates as in (c). M0 projects onto s˜1 in oblique coordinates and therefore decays along this direction, resulting in the
spiral as shown.
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FIG. 4. The Bloch equation is shown in the text to model the displacements, from equilibrium positions ri = 0, of an ideal
frictionless system of three unit masses coupled by springs of stiffness kij .
