This paper deals with the problems of robust stability and stabilization for uncertain continuous descriptor systems. We propose a new necessary and sufficient condition in terms of a strict linear matrix inequality (LMI) for a nominal continuous descriptor system to be admissible (stable, regular, and impulse-free). Based on this, the state-feedback admissibility problem is solved and the solution is extended to the case of uncertain descriptor systems. Finally, numerical examples are given to illustrate the results.
Introduction
Intuitively, singular state-space description of linear systems is more general than conventional state-space description. In particular, a descriptor form includes information about static as well as dynamic constraints. Singular systems, both continuous and discrete, have been of interest in the literature since they have many applications (see [5] ), for instance in electrical circuits network, robotics, and economics. It is fair to say that descriptor models give a more complete class of dynamical models than the conventional state-space systems.
Many classical concepts and results obtained for conventional systems have been extended to descriptor systems. Let us quote for instance controllability and observability, pole assignment, stability analysis [8, 10] , and stabilization techniques as well as results including robustness aspects [9, 12, 17] .
The natural generalized Lyapunov equation (GLE) [10] was proven in [8] to fail unless the system is in its Weirstrass form and they proposed a new GLE equivalent to that given in [14] . In [12] , the authors modified the GLE from [14] and proposed a matrix inequality equivalent condition.
In the available literature on descriptor systems, there are two kinds of stabilization problems for singular continuous-time systems. One consists in designing a state-feedback controller in such a way that the closed-loop system is regular, impulse-free, and where x(t) ∈ R n is the state, u(t) ∈ R m is the control input. The matrix E may be singular, we will assume that rank E = r ≤ n. A and B are known real constant matrices with appropriate dimensions. Definition 2.1 [5] . (1) The pair (E,A) is said to be regular if det(sE − A) is not identically zero.
(2) The pair (E,A) is said to be impulse-free if deg(det(sE − A)) = rank E.
In the rest of the paper, the notation is standard unless it is otherwise specified. L > 0 (L < 0) means that the matrix L is a symmetric and positive definite matrix (a symmetric and negative definite). In the sequel, Sym{·} is defined as Sym{X} = (X + X ) for any matrix X.
It is worth noting that the stability property for conventional systems is no more sufficient for singular systems but completed by the regularity and the absence of impulses and this lead us to introduce the notion of admissibility. [5, 9] . The continuous-time singular system (2.1) is said to be admissible if it is regular, impulse-free, and stable.
Definition 2.2
In order to characterize the admissibility of a singular system, let us recall that for a pair (E,A), there exists a transformation couple (U,V ) such that
It comes then that the singular system is said to be admissible if there exist a symmetric and positive matrix X 11 and a nonsingular matrix Y 22 such that the conditions are not tractable for uncertain system and it is preferable to use directly the system matrices. Both conditions will be combined in a unique condition as in [8] . The associated Lyapunov matrix will be neither symmetric nor positive definite. The positivity will be required only on a fraction of the Lyapunov matrix in order to satisfy condition (2.3).
To solve the admissibility problem, we propose a Lyaponuv-type admissibility condition, which is expressed by a strict LMI as given in Theorem 3.1. The goal of this paper is to find a static state-feedback controller u(t) = Kx(t) such that the closed-loop system (E,A + BK) is admissible. This is defined as the static feedback admissibility problem of descriptor systems in this paper. The solvability of the above problems will be characterized by some LMI conditions. If the derived LMI conditions are feasible, the feedback gain matrix can be obtained. If the system contains polytopic uncertainties, the results can be modified to find the static state-feedback gain in such a way that the closed-loop uncertain system is admissible. 4 Descriptor systems: stability and stabilization
Stability analysis
Consider the singular system described by the pair (E,A) and define E ⊥ and E † as follows:
with U and V two nonsingular matrices satisfying 
is positive definite and
Remark 3.2. Note that in [12] the Lyapunov inequality has a solution which is no longer symmetric and must satisfy the condition (V −1 PU ) 12 = 0 and this comes from the equality constraint EP = PE ≥ 0. In Theorem 3.1 we have two strict LMI conditions, and (3.4) is in fact similar to the condition in [12] when we put P = XE + E ⊥ Y and we get EP = EXE which is symmetric, and the positivity condition in EP = PE ≥ 0 is insured by (3.3) as a strict condition. Note also that a software as Matlab can not deal directly with nonstrict condition nor equality constraints.
Proof of Theorem 3.1
Sufficiency. First transform M as follows:
with
It comes then that
which shows that M < 0 necessarily implies 8) and this means that A 22 is invertible or in other words that the system is regular and impulse-free. Moreover, consider the two matrices
that transform the matrix A in a diagonal form as
and transform M into M as
It comes then that 16) which means that condition (3.3) is equivalent to 17) and this ends the proof of the sufficiency part.
Necessity. Assume that the system is stable, regular, and impulse-free or in other words there exist two matrices X 11 > 0 and Y 22 such that Then with similar arguments as in the sufficiency part one can recover condition (3.3) which closes the proof of the theorem.
Stabilization by state feedback
In this section, we address the problem of stabilization by state feedback for the singular system given by
where x(t) ∈ R n is the state and u(t) ∈ R m is the control input. The control law given by a state feedback is then
where the gain K of appropriate dimension is computed in such a way that the singular closed-loop system is admissible. 
is feasible in the variables X, Y , Z, R, and G, then the closed-loop singular system is admissible with the state feedback
It is fair to mention that the result in [7] combined with the criterion in [2] leads also to a condition where the Lyapunov matrix is decoupled.
Proof of Theorem 4.1. The closed-loop singular system is admissible if (and only if ) there exist two matrices X and Y and a state feedback K with matrix X satisfying condition (4.3) and
The above equation can be written as 8) and in the same way we note that (4.4) can be rewritten as
(4.9) 10) and it becomes clear that a change of variable R = KG yields condition (4.5).
It is worth noting that condition (4.4) has been added in Theorem 4.1 in order to obtain condition (4.5) which has the consequence to eliminate the necessity of the condition.
From Theorem 4.1, we can easily be aware that this approach has the advantage to be nicely applicable in the case the system is uncertain with a polytopic description of uncertainty which is the subject of the next section.
Remark 4.3. Theorem 4.1 can easily be extended to system with decentralized control described by the model [18] 
with the control law
In Theorem 4.1, only condition (4.5) has to be replaced by 14) and the controller will be given by
Robust stabilization
In this section, we consider the feedback stabilization problem for systems containing uncertainties. The descriptor system is characterized by the pair (E,A(α,Δ),B(α,Δ)), where matrices A(α,Δ) and B(α,Δ) are given as
A(α,Δ) B(α,Δ) = A(α) B(α)
with matrix Δ representing the norm-bounded uncertainty satisfying the constraint
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and ρ corresponds to the norm-bounded uncertainty radius which, in fact, has to be maximized.
Matrices A(α), B(α), J(α), L a (α), and L b (α) belong to a polytope, that is
The problem for a system corrupted by uncertainty is to preserve its performances for all admissible uncertainties or in other terms for every instance of matrices A(α,Δ) and B(α,Δ). Recall that quadratic stability implies robust stability but the converse is, in general, false. This comes from the fact that for quadratic stability there exists a single couple of matrices (X 11 ,Y 22 ) for all admissible uncertainties. If quadratic admissibility is only sufficient for robust admissibility, it matters to find (sufficient) conditions for robust admissibility that are less conservative than quadratic admissibility. In other words, it is important to derive conditions implicitly involving matrices X and Y that are not constant but dependent on the uncertainty. One possibility is that matrices X and Y comply with
where X i and Y i are valid to assess the admissibility of extreme models. Based upon these notions, the next theorem for Δ = 0, that is without the norm-bounded uncertainty, is proposed. 
is feasible in the variables X i , Y i , V , and R, then the admissible feedback gain is given by
Remark 5.4. In [11] , the authors propose a proportional and derivative (PD) controller. This PD controller allows them to use an augmented system for which the corresponding matrix E is in the form
yielding a single LMI condition, whereas in the present work we restrict ourselves to a simple proportional controller.
Proof of Theorem 5.3. Let matrices X and Y be defined as in (5.6), then multiplying conditions (5.7) by α i and summing up from 1 to p, one gets the same conditions as in Theorem 4.1.
In the case where we consider norm-bounded uncertainties, we need the following lemma [16] .
Lemma 5.5. Let Z, E, F, and Δ be matrices of appropriate dimensions. Assume that Z is symmetric, and Δ Δ ≤ I, then
if and only if there exists a scalar λ > 0 satisfying
Lemma 5.5 enables us to propose the following theorem in the case of both uncertainties, that is, polytopic and norm bounded. 
is feasible in the variables X i ,Y i ,G, and R; then the admissible feedback gain is given by
Remark 5.7. Note that we can take λ = 1 in condition (5.14) and in fact all the decision variables will comply to the following change of variable given here only for
Proof of Theorem 5.6 . The proof of the previous theorem is straightforward from Theorem 2.1 and Lemma 5.5. That is, in the case of both polytopic and norm-bounded uncertainties we take X and Y according to (5.6) and apply Theorem 4.1 where conditions (4.3) and (4.4) remain unchanged and condition (4.5) becomes 
from which we get easily condition (5.14) and this ends the proof.
Remark 5.8. It is worth noting that we can also extend Remark 4.3 to the case of uncertain decentralized control systems with both polytopic and norm-bounded uncertainty.
Illustrative example
Example 6.1. Consider a continuous-time descriptor system as in (4.1) described by the parameters (see [9] ) will robustly render the uncertain closed-loop system stable, regular, and impulse free.
Conclusion
The problem of stability and stabilization for continuous-time descriptor systems has been studied. In terms of a strict LMI, a necessary and sufficient condition for continuous descriptor systems to be admissible has been proposed. This condition is an LMI twin formulation of the well-known improved generalized Lyapunov equation. LMI conditions are obtained to ensure the admissibility of the closed loop via a state-feedback control law. A robust admissible state feedback control law is proposed for polytopic uncertain continuous descriptor systems. Numerical examples are given to illustrate the usefulness of the proposed methods.
