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1. INTRODUCTION 
The purpose of this paper is to give the global bifurcation diagram and 
the stability of the radially symmetric equilibrium solution of the problem 
g=v- [a’(x)Vu] +Af(u), (&X)E(O, a)xD 
u=o on aD, (1.1) 
where I E R+ is the bifurcation parameter, D = {x E RN: jJx(I < 1 }, I( .(I is the 
Euclidean norm, a(x) > 0 is a radially symmetric function in C2(6), 
~(0, .) E H;(D) = W$2(D), and f is a C2-function satisfying 
f(O)=& f'(O)'0 
sgn f"(u) = -sgn U, VUER, UfO 
lim sup f(u)/u<O. 
Ilull -) CJz 
(1.i) 
(l.ii) 
( 1 .iii) 
Equivalently, the bifurcation parameter A could have been considered as 
the radius of the ball D instead of the formulation above. 
The above problem is equivalent to the following one: 
(a*(r)U,),+(N-l)a2(r) ~+y(u)=o, O<r<l (1.2) 
u,(O) = 0, u(l)=O. 
System ( 1.1) defines a dynamical system in HA(D) (see [4]). From the 
theory of regularity of solution of elliptic equations, the equilibrium 
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solutions of (1.1) are smooth enough to justify all the manipulations 
carried out hereafter. The smoothness condition requires that a,(O) = 0. 
The case of a Neumann boundary condition, namely Vu. ri = 0 on do, 
where ri is the unit vector orthogonal to do, will also be discussed. In this 
case condition u( 1) = 0 in (1.2) should be replaced by u,( 1) = 0. 
To summarize our result, let I,, n > 0, be the (n + 1 )th eigenvalue of the 
boundary value problems: 
(a2(r)u,),+(N- l)a2(r) ~+y’(o)#=o. re (0, 1) 
u,(O) = 0, u(l)=O. (1.3) 
Then our main result can be stated as follows. 
THEOREM 1.1. Suppose f satisfies ( li), ( l.ii), (l.iii) and the dzffusion 
function r*a,,+(N-l)ra,<(N-l)afir O<r<l. ZfAE(L,_l,An)r n>l, 
then there are exactly 2n + 1 radially symmetric equilibrium solutions of 
(1.1). For 0 < A< A,,, the only equilibrium solution is the zero one. For A> A,, 
the only stable equilibria are the ones with no zeros in 0 < r < 1. If Ck, k Z 0, 
denotes the branch of solutions of (1.2) emanating from the zero solution at 
A = Izk, then Ck is an unbounded continuum and the solutions in it are 
characterized by having exactly k simple zeros in 0 < r < 1, for all A > I,. 
Theorem 1.1 extends our previous paper [ 1 ] to the case of variable 
diffusion. For the one-dimensional case, i.e., N= 1, the condition on the 
diffusion function a(r), so that ( 1.1) does not possess a nonconstant stable 
equilibrium solution, in the case of a Neumann boundary condition and a 
stable equilibrium solution which vanishes somewhere in (0, l), in the case 
of a Dirichlet boundary condition, becomes urr < 0. 
Therefore, it extends results of Yanagida [2] and Hale and Chipot [S] 
to radially symmetric equilibria of (1.1) in a ball. See Remark 3 at the end 
of this paper. 
Problem (1.1) can also be viewed as a generalization to n-dimensions 
(n = 2, 3) of the selection-migration model considered by Fife and Peletier 
[S], in connection with the study of clines after an appropriate resealing of 
the spatial variable and taking s(x) = A > 0, the intensity of selection as the 
bifurcation parameter. 
The method of proof is to first show that local bifurcations from the zero 
solution occur as expected at the eigenvalues II,. This is accomplished by 
an application of the theorem on bifurcation from a simple eigenvalue. By 
using comparison techniques based on maximum principles, it is proved 
that zero is not an eigenvalue of the linearized equation around any 
radially symmetric equilibrium. This implies that the bifurcating branches 
present no secondary bifurcation and are monotone in A. 
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As for stability, we prove that an equilibrium solution 4, of the problem 
(1.4) 
is an unstable solution of (1.4) and of (1.1) if 4 vanishes somewhere in 
(0, l), provided that the function a’(r) satisfies r2a,,.+ (N- 1) ra,< 
(N- 1)a. In the notation of Theorem 1.1, it means that Co is the only 
branch of stable equilibria. In the case of the Neumann boundary condi- 
tion, iff(a)=jJb)=O then Co= (#=a}u (q5=b}. 
Whenever convenient and the context is clear we will consider solutions 
of (1.4) as solutions of ( 1.1) without further comments. 
2. LOCAL BIFURCATION DIAGRAM 





Let us take, for simplicity, f’(0) = 1. 
LEMMA 2.1. Suppose Lb =inf(jD a’(x) IVu12 dx, jD u2 = l}. Then & 
is the first eigenvalue of (2.1). Moreover it is a simple eigenvalue with a 
corresponding eigenfunction uO( x) > 0 in D. 
Proof. That 1; is the first eigenvalue of (2.1) follows from the varia- 
tional characterization of eigenvalues. If u0 minimizes the quadratic form, 
so does IuJ and therefore we may assume u,, > 0 in D. 
In order to prove that A& is a simple eigenvalue, i.e., that the eigenspace 
corresponding to &, is one-dimensional, we suppose that JI also satisfies 
(2.1) and prove that u0 differs from J/ by a multiplicative constant. 
By combining the equations we obtain: 
0 = uoV(a2 V$) - @(a2 VuO) =V(u,a’V$) -V(ija’ VuO) 
=V[a’(uoV$-$Vuo)]=V[a’u8(t)]=O, in D. 
Integrating by parts it follows that: 
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= jD a2uol(ld ($)dx-JD a2u+($)i2dx 
- 
s 
* a2uo~d - dx 
0 
= -;a2t+tf),2dx. 
To use Green’s Theorem we define $/u,, and each component of V(+/u,) as 
well as its derivatives on aD, using a limit process, so as to make it 
functions of H,(D). Therefore our claim follows. 
LEMMA 2.2. Let A,, be the first eigenvalue of problem (1.3). Then 1; = I,, 
i.e., the eigenfunction referred to in Lemma 2.1, is a radially symmetric 
function in 6. 
Proof: For the sake of simplicity we render the proof just for the case 
N=2. 
By introducing polar coordinates, problem (2.1) with & = Ah, is reduced 
to the following one: 
2 
a ~~60 
(a2uo,,), + a2 f!Z + A + 
(a2) u 
r2 
,“2 03e + A, f ‘(0) 24, = 0, O<r<l 
r 
0<8<27c 
%(l, Q=O, for 0<8<2n. 
(2.2) 
In addition, we know that dim kernel 





z&r, 0)r d0 dr = 1. 
0 0 
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It is easy to see that for any B0 > 0, u,,(r, 8 + 0,) is also a solution of (2.2). 
Therefore, since I, is a simple eigenvalue, there exist a constant k such that 
uO(r, 0) = kuO(r, B0 + e). 
In order to have a*(r, 0) a single-value function we must suppose u0 is 




ui(r, t& + t3) de dr = 
2n + so 
z&r, #)r de dr 
0 0 ff 0 00 
= 
If 1 0 2n 
ui(r,$)rdedr=l. 
0 
Hence k= fl, i.e., uo(r, t9)= +uo(r, 8,+S) for any 8,>0, O<rG 1, 
0 d 8 < 271 and Lemma 2.2 is proved. 
The next lemma can be proved by extending classical results on singular 
Sturm-Liouville problems to the following eigenvalue problem: 
(a’(r) u,),+ (N- 1) a*(r) :+A.f’(O)u =O, rE(O, 1) 
(2.3) 
u,(O) = 0, u(l)=O. 
Let us take f’(0) = 1, for simplicity. 
LEMMA 2.3. The eigenvalues of the singular Sturm-Liouville problem 
(2.3) form an increasing sequence 0 c A0 < I, < . . . -=c A, c . . . such that 
lim, + m 1, = 00. There is a unique eigenfunction u,, n > 0 (except for a 
multiplicative constant) associated to the simple eigenvalue I, and u, has n 
simple zeros in (0, 1). 
We have seen in Lemma 2.2 that I, = &. 
It is worthwhile to remark that when a’(x) = 1, N> 2, f'(0) = 1, then 
A, = cri, where the a,% are the positive zeros of the Bessel function J,,- 2),2 
with corresponding eigenfunctions given by u,(r) = r--(N-2)‘2JCN- 2j,2(a,r). 
Let us just sketch the proof that the eigenvalue 1,‘s are simple. 
To this end we call H,(D) and L:(D), to the functions of Hi(D) n H*(D) 
and L*(D), respectively, which are radially symmetric on D. 
We remark without going through the computations that problem (2.3) 
is equivalent to the integral equation 
u(r) = 40) + A fi P-l f: tNpf~2(tl U(S) ds, O<r<l, (2.4) 
where the kernel K(r, s) = sN- ’ 1: dt/P ‘u*(t) satisfies j; jh IK(r, s)l* dr ds 
< co. 
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Suppose now that for a fixed eigenvalue &, k > 0, there are two solu- 
tions of (2.4), say, ur and u2, with u,(O) # 0 and u*(O) # 0. Consider the 
following solution of (2.4): V(Y) = U,(T) where c= uz(0)/u,(O). Then the 
function w(r) = u(r) - QT) satisfies w(r)=& & +’ S; (dt/P’a’(t))w(s)ds 
and w(0) = 0. 
Resorting now to the uniqueness of the solution of this kind of equation 
in Lp[O, 11, we conclude that u2(r) = cu,(r), 0 <r < 1. This assures us that 
;lk is a simple eigenvalue. 
The operator ,4(1, U) = V[a’( ]lx]l) VU] + Q(U) acting from H,(D) into 
L:(D) is in C2(R+ x H,(D), L:(D)) if H,(D) is equipped with the usual 
norm of H2(D). 
Furthermore, ,4(A, 0) = 0, VA E [w +, and the linearized operator A,(A, 0) 
is self-adjoint. 
Now it is standard procedure to check that the hypotheses of the 
so-called “bifurcation from a simple eigenvalue theorem” are satisfied, thus 
yielding 
LEMMA 2.4. If I, is an eigenvalue of (2.3) with corresponding eigen- 
function d,,, then (A,, 0) is a btfurcation point for solutions of A(& u) = 0, 
with respect to the curue {(A, 0), LE lR+, OE H,(D)} and there is a unique 
C’-curve of solutions (A(s), u(s)) = (A(s), ~4, + u(s)) for IsI : small, such that 
(A(O), u(0)) = (A,,, 0). Moreover locally these bifurcating curves consist of 
radially symmetric equilibrium solutions of ( 1.1). 
More information can be derived about the behavior of the bifurcating 
branch of A(& U) = 0 near a bifurcation point (A,, 0). 
By supposing further that f “‘(0) < 0, well-known computations show 
that the bifurcation curves branch to the right. To illustrate we suppose 
that this is the case throughout this paper. 
Following notation set forth in Theorem 1.1, in a neighborhood of 
(A,, 0) the equilibrium solutions of (1.4) in Ck denoted by dk are charac- 
terized by having k simples zeros in (0, 1). 
The number of zeros follows from the fact that in this neighborhood the 
equilibrium dk of (1.4) can be written as dk(r)=sur.(r) + D(S, r), where 
~(0, r) = (d/ds) ~(0, r) = 0 and uk has k zeros in (0, 1). 
That these zeros are simple follows from an argument based on the 
uniqueness of the solutions of ordinary differential equations. 
Later on this feature of the equilibria in Ck will be proved to hold 
globally and there will be only one equilibrium having a fixed number of 
maxima and minima. 
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3. CONTINUATION OF BIFURCATING BRANCH= 
We consider now A: R+ x H,(D) -L:(D) defined by A(A, u)= 
V. [a’( llx[l) Vu] + A,(u), where H,(D) stands for the radially symmetric 
functions of H(D) = HA(D) n H’(D). 
LEMMA 3.1. 3.1.i. Ck can be continued for all A> &. 
3.l.ii. For any i, j 2 0, i # j, we have Ci n C, = 4, in the sense that for 
any I, A> max{1,, A,}, there are exactly two equilibria with i zeros in (0, 1) 
and two equilibria with j zeros in (0, 1). Moreover for any k 2 0 
cc, - (L O)l n [(A 01, A> 40 0 E H,(D)1 = 4. 
Proof It follows from conditions (l.i), (l.ii), and (l.iii) that for any 
E > 0 there is a constant c, such that uf(u) <au* + c, on R. This growth 
condition on f yields an a priori bound for the solutions of A(,$ u) = 0 with 
u=O on aD and I in a compact set. 
Indeed if u is a solution of the problem referred to above and 
m =min{a2(x), XED} then using the growth restriction on f, Poincare 
inequality, the fact that m > 0, and Green’s first identity we conclude that 
m j lVu12dxdj a*(IIxII) lVul*dx 
D D 
=A ID uf(u)dx<AsK, j” lVuj2dx+Ic,K2, 
D 
where Ki and K, are positive constants. 
The following computation was used, 
i 
V. [a*(r)Vu]u dx 
D 
= Va*(r).Vu.udx+ s s a*(r)u Au dx D D 
=- jD Vu2(r).u.Vu dx- jD V(a’(r)u) Vu dx+j8, a*(r)u $ ds 
=-- s a*(r) WI 2, D 
where r = IIxII. 
Therefore SD IVu12 < ilc,K,/(m - A&K,) and by choosing E small enough 
and for 2 in a compact set we conclude that llVullL2 < K3, K,: const 
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Now let C,, a 3 0, be any fixed bifurcatmg branch and let (1” lncN be an 
increasing sequence of real numbers such that A,, -+ 1 and 1, > A,, for any 
?lEN. 
Let #,, be the corresponding sequence of equilibrium solutions of (1.2), 
i.e., A(&,, 4,) = 0, with 4, E H,(D). 
It follows from the a priori boundedness of solutions that {d,}n, N is a 
bounded sequence in HA(D) and as a consequence there is a subsequence 
{4n,j} such that d,,] --to 4 in HA(D) and d,,] -+ 4 in L2(D). Therefore 
L,f(h,,) -+ Aft41 in L2(D). 
Let us denote r= -div[a’( /[x1( )V .] where f: H;(D) -+ L2(D). It is well 
known that as such, r has a compact resolvent and zero is in the resolvent 
set of f. Therefore 
r-l CAJM,)l --) r-l CVf(@)l in H,(D). 
But A,, = T-‘[A,,, f(4,,,)] and therefore Z(4) = A,(b), i.e., 
div[a2( l/x/l) Vb] + A..(+) = 0 in L*(D), with 4 E Z-Z,(D). 
Finally the claim about the extension on the bifurcating branch Ck, 
k 20, follows from an application of the implicit function theorem. In 
order to do that we need to show that if bk E Ck and A > Izk then zero is not 
in the spectrum of the linearized operator A,,(& dk) = V[a*( j/x/l) VU] + 
Af’( trSk) u acting from 
H,(D) into L:(D). 
This will be shown in the next section. 
4. NONDEGENERACY OF THE BIFURCATING BRANCHES 
The next theorem along with an application of the implicit function 
theorem shows that Ck, k 2 0, is monotone in 1 and presents no secondary 
bifurcations. 
In working toward this goal the relevant point to be proved is that any 
dk E Ck, k 3 0, is a nondegenerate quilibrium solution of (1.4) in the sense 
that zero is not in the spectrum of the linearized operator around #k. 
THEOREM 4.1. Suppose that f satisfies (l.i), (l.ii), (l.iii), that the dijjfi- 
sion function a2(r) satisfies r*u,, + (N - 1) ru, < (N - 1 )a, and that 4 is an 
equilibrium solution of (1.4). Then p = 0 is not an eigenvulue of the following 
boundary value problem: 
(u*(r)~,),+(N-l)u’(r) ~+n/Y4)$=h9 O<r<l (4.1) 
$r(O)=‘Ml)=O. (4.2) 
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Proof. The idea of the proof is to suppose p = 0 and then to show that 
there can be no nontrivial solution of (4.1), (4.2). More specifically we 
prove that if 1(1 is a nontrivial solution of (4.1) with tj,(O) = 0 then 
necessarily $( 1) # 0. We analyse the behavior of 1(1 for the equilibria #k’~ on 
each branch Ck, k 2 0, in the following lemmas. 
LEMMA 4.1. Zf q$, E CO then Theorem 4.1 holds 
Proof We render the proof only for the case do E Co, 4,, > 0, on [0, 1). 
The case do < 0 can be dealt with in similar manner. 
The equality 
can be obtained from (1.2) and shows that &,r <O on (0, 11. 
Let t,Q be a solution of Eq. (4.1), with p = 0. We can assume ti(O) > 0. 
Suppose now, by contradiction, that there is an sO, 0 <s,, < 1, such that 
J/ > 0 on [0, sO) and $(sO) = 0. There are two cases to consider. 
Case 1. If 0 < s0 < 1, by setting c = e/f(&) on [0, so] we obtain after 
some computations, 
< + w- 1) + b2)r+ Wo,rf’(hJ t 
[ 
___ - rr r a2 1 f(4cJ r + p f"(9M ".'-&=O~ 
0 < r < rO, and t,(O) = 0, t(s,,) = 0, t(O) > 0. 
The coefficient of 5 in the above equation is negative so that a maximum 
principle assures us that 4: reaches its maximum at r = 0 and t,(O) < 0. But 
this is a contradiction since t,(O) = 0. Therefore the only possibility is $ = 0 
on CO, soI. 
Case 2. Now suppose s0 = 1 so that J/(1)=0. Hence r(O)>0 and 
5,(O) = 0. 
In order to compute <,( 1) we use L’HGpital’s rule twice and the relations 
&A,,(1)= - 2 Z+(N- l)] #o,,(l) 
[ 
$,,(l)= - 2 g+ (N- I)] $,(l), 
[ 
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to obtain that 
lim t,(r) = 0. 
r-+1 
Noting that the function 
n(r) _ w- 1) I (a*(r)), + ~~o,r(~)f’(hl(~)) 
r a*(r) f(hAr)) 
+ r f”bfUr)) b2 
f(4&)) Oyr 
trJ 
is bounded from below at r = 0 and 
m(r) = W- 1) + (a2(r))r + Vo,Ar) f VOW ~ - 
r a2(r) fGPoW 
is bounded from above at r = 1, a maximum principle assures us that 5 
reaches its maximum on [0, 1 ] at one of the boundary points r = 0, r = 1 
and that they have a nonzero derivative there. This is a contradiction since 
t,(O) = 0 and <,( 1) = 0. Therefore + = 0 on [0, 11. 
Summing up, for an equilibrium #o E Co, there cannot be any nontrivial 
solution $ satisfying simultaneously (4.1) and (4.2) since we have just 
proved that the condition Ic/( 1) = 0 fails to hold. 
LEMMA 4.2. Zf q5, E C, then Theorem 4.1 holds. 
Proof, Suppose $ is a solution of (4.1), with p = 0. It can be supposed 
that $(O) > 0. 
As a consequence there are points r. and rl, 0 <r. < rl < 1, such that 
h(ro) = 0 and 4drl) = 0. 
By replacing tie by #i in Lemma 4.2 we conclude that $ > 0 on [0, r,], 
where I+G is a solution of (4.1), with p = 0. It is our aim now to determine 
the number of zeros of i/j in [ro, l] and their location. Any attempt to 
compare II/ with 4i now, as in the previous case, proves to be fruitless since 
l= t,b/f(qdl) would blow up at r = ro. 
Therefore we compare II/ with di,, as follows. Since ii satisfies (1.2), 
taking derivatives of both sides of the equation, with u = +1, we obtain: 
+f'M II,, a2 - 2aa,f(h 1 l = o 
a4 
for O<r< 1. 
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FIGURE 1 
Next we suppose J/ > 0 or [r,, r,] (see Fig. 1) and set < = aqh,,,/ti (note 
that in the original Eq. (1.4) the diffusion coefficient was a’(r)). Using the 
above equality and boundary conditions we conclude after some computa- 
tions that on [0, r,], 5 satisfies 
l,,+ 24+2”+(N-i! 5, 
[ 1 + u..+w-k. ;., “I5=. [ a ra 
r(o) = 0, arl)=o. 
Note that the coefficients of t, and 5 in the above equation are both 
bounded on every closed subinterval of (0, r,), while the latter one is non- 
positive by assumption. An application of the maximum principle to the 
above equation yields 5 = 0 on [0, r 1] and hence 4 i E 0 on [0, r ,I, which 
is a contradiction. So there is an sO, r. < s0 < rl, such that I&,) = 0. 
The next step is to prove that $ has no zero on (so, 11. To this end we 
suppose that there is an s ,, s,<s,< 1, such that t&i)=O. 
There are two cases to the analysed. 
Case 1. If s0 < S, < 1 then set 5 = $/f(4i) on [so, sl] and proceed just 
as in Case 1 of Lemma 4.1 with +,, replaced by $i and boundary conditions 
ehd = HSl) = 0. 
Again a maximum principle argument implies Ic/ z 0 on [s,,, s, 1. 
Case 2. If S, = 1 we proceed as in Case 1 above and argue as in Lemma 
4.1, Case 2, to conclude that 4, E 0 on [s,, 11, which is a contradiction. 
The case til(0) < 0 can be treated similarly. 
Therefore if d1 E C1 then necessarily $( 1) # 0 and the only solution of 
(4.1), (4.2), with p=O, is $ ~0. 
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FIGURE 2 
We now take &E C2 just to illustrate how the foregoing lemmas can be 
used to prove the other cases. 
If &E CZ, then there are rO, r,, r2, r3, and s0 satisfying 0 < r. < so < rI < 
r2<r3<L ~2(ro)=~2(r2)=$2(1)=0, ~2,r(0)=~2,r(rI)=~2,r(r3)=0, and 
I,&,) = 0 (see Fig. 2). 
The behavior of t+G on [0, r2] can be obtained by using Lemma 4.1 on 
[0, r,] and then Lemma 4.2 on [0, r,]. 
We proceed as in Lemma 4.2 on [r,, r,] to obtain sl, r2 <s, < r3, such 
that $(sl) = 0 and to prove that 1(/ does not vanish on (sl, 11, that is 
Ic/(l)ZO. 
An induction argument now shows that Theorem 4.1 holds for 4, E C,, 
n 2 0. 
If 4 is a nontrivial equilibrium solution of (1.4) then $ has a finite 
number of simple zeros in 0 <r < 1. This is so because the existence of a 
nonsimple zero would imply by the uniqueness of the solution that 4 E 0 
on [0, 11. So this case falls in one of those referred to above. 
The implicit function theorem can now be applied to show that each C,, 
n 20, is monotone in 1 and does not present secondary bifurcation, 
Moreover, there can be no bifurcating branch starting off the set 
{C”,n~O}u{(tl,O)/MR+, OEH(D)}. 
5. STABILITY OF THE EQUILIBRIA 
Throughout this section (5,) will denote the equation 
au 
at= (a2(r)U,), + (N- 1) a2(r) :+ I..(U), O<r<l, 
followed by boundary conditions u,(O) =0 and u( 1) =0 and (5N) will 
denote the same equation with boundary conditions u,(O) = 0, u,( 1) = 0. 
The study of the stability of the equilibria of problem (5,) and (5,) 
505/77/l-7 
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above can be done via comparison techniques by establishing criteria 
which determine the equilibrium stability based on its number of zeros. The 
case a*( llxll) =const follows from a result by Casten and Holland [13], in 
the case of Neumann boundary conditions. 
We first establish stability criteria which hold for the equilibrium 
solutions of problems (5,) and (5,) above and do not depend explicitly on 
the diffusion and reaction functions a’( llxlj ) and f, respectively. Then by 
imposing conditions, which were assumed in the previous sections, we 
prove our claims. 
In what follows stability is meant in the sense of Lyapunov in the 
Sobolev space Hh(O, 1) for problem (5,) and in H’(0, 1) for problem (5N). 
The relationship between the concept of stability of an equilibrium 
solution of (5,) [(S,)] in the sense of Lyapunov and the sign of the largest 
eigenvalue of the linearized operator around the equilibrium solution will 
be used hereafter without further comments. 
The following stability criteria will be useful. 
LEMMA 5.1. Suppose that 4 is an equilibrium solution of (5,) and that 
u l C*(O, 1) satisfies: 
L(u)=(a2o,),+(N-l)a2 ~+y’(&uQo, O<r<l 
40) > 0, u,(O) = 0. 
Zfu(r)>O on (0, 11, then 4 is a stable equilibrium solutions of (5,). 
LEMMA 5.2. Suppose that 4 is an equilibrium solution of (5,) [(S,)] and 
that u E C ‘(0, 1) satisfies: 
L(u)=(a2u,),+(N-l)a2 v’+Af’($)u30, as long us u stays 
r 
positive on (0, l] and v(0) = 0. 
If u(r) vanishes somewhere in (0, 1) [ (0, 1 ] ] then 4 is an unstable 
equilibrium solution of (5,) [(SN)]. 
In order to prove Lemma 5.2 the following Lemma will be needed. 
LEMMA 5.3. Suppose that 0, +, and p are C2-functions satisfying p(O) = 
p(rl)=O, W)#O, P>O on (O,r,), and 
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(a2p,), + (N- 1) a* F + Af’(4)p 3 0 > (a*&), 
+ (iv- 1) a* $+ Afzf’(4)ll/ on (0, rl). 
Then $ must vanish in (0, r,]. 
ProoJ Let us suppose by contradiction that $ > 0 on (0, r,]. Then by 
setting c = p/$, we conclude that 
(r N - ‘u*ljP(Jr > 0 on (0, r,l. 
Integrating this inequality from E to r, where 0 < E < r < rl , it follows that 
rN-‘u2$2~1 > E N-‘u2(E) ‘h*(E) i,(E) on (0, r,l. 
Moreover, 
lirn 5 (E) = lim P,(E) I - P(E) ICI,(E) _ P,(o) 
I Ed.0 &+O **(4 4w) ’ 
which is finite. Therefore by taking the limit as E + 0, the above inequality 
yields r*- ‘u*(r) $‘(r) c, 2 0 on (0, r,]. 
This implies (,a0 on (0, r,], which is a contradiction since c(O) = 
[(rl)=O and $ must vanish in (0, r,]. 
Proof of Lemma 5.2. Suppose that 4 is an equilibrium solution of (5,) 
and that tie is an eigenfunction associated with the largest eigenvalue p. of 
the following problem: 
(a211/Jr + w - 1) a2 ~+~f'(w=P~~ O<r<l 
*r(o) = 0, *(l)=o. 
It is well known that p. is a simple eigenvalue and that tjo has no zeros 
in (0, 1). 
Since by hypothesis v vanishes somewhere in (0, l), let rl stand for the 
first zero of v in (0, 1). Let us suppose by contradiction that Q is stable, that 
is, cl0 < 0 and take It/o > 0 on [O, 1). Then 
(u2v,),+ (N- 1) u* :+ Aff’($4)v202po$o= (a*&,), 
+(N-l)u2 ~+~f’(d)~o on CO, r,) 
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and 
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u(0) = u(r1) = 0. 
Lemma 5.3 implies that tj,, vanishes somewhere in (0, r,]. But since 
11/0 >0 on (0, 1) we conclude p0 satisfies p0 > 0. Therefore 4 must be 
unstable. 
Case (5,) can be proved in a similar manner by allowing now 0 < r, < 1. 
Proof of Lemma 5.1. As in the proof of Lemma 5.2 let tiO be an eigen- 
function associated with the largest eigenvalue p0 of the corresponding 
eigenvalue problem. 
Let us suppose by contradiction that 4 is unstable, that is, p0 > 0. 
As a consequence we have, 
L(u) G 0 < PC&Q, =L(IL,), for O<r< 1. 
Moreover u > 0 on [0, l), v,(O) = 0, u( 1) > 0, and ijO( 1) = 0, rclO,,( 1) < 0. 
The above inequality can be written in the following form: 
(a2rN-‘u,), + rN-‘Af’(d)u 
<O-c (a2rNp1$,.,), + rN-‘A..‘($) I++~, O<r<l. 
Using the fact that Ic/O >O and u > 0 in [0, 1) we obtain 1(10(a2rNp’u,), < 
o(a’r”- ‘$O,r)l, for 0 < r < 1, which in turn can be integrated to yield 
$,-J 1) u,( 1) < u( 1) $,,,( 1 ), that is, 0 6 +,,,( 1 ), in contradiction with the 
conditions above. Therefore p,, < 0 and 4 is a stable equilibrium solution 
of (5,). 
THEOREM 5.1. If the diffusion function a*(r) satisfies the inequality 
r2a,,+ (N- 1) ra, < (N- l)a, for 0 <r < 1, then every nonconstant equi- 
librium solution 4 of (5,), such that #r vanishes somewhere in (0, I), is 
unstable. 
Proof Let 4 be a nonconstant equilibrium solution of (5,) such that 4, 
vanishes somewhere in (0, 1). It may be supposed that r0 is the first zero 
of 4, in (0, 1) and that I$, > 0 in (0, r,,). It is our goal now to compute 
L(ab,), where 
h&L 
L(4,) = Ca2(4Llr + W- 1) a2 7 + Af ‘(4) ad,, 
for r E (0, rO). 
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Since C$ is an equilibrium solution of (5,), it satisfies 




+ Af’(4) 4, = 0, O<r< 1. 
This equation can be used in the manipulation of the expression L(ad,) 
in order to eliminate the term involving f’(4). 
After some computations we conclude that 
L(u(d,)= (N- 1) $a.,-(& 1) 7 
[ 1 (ab,). 
From our hypothesis it follows that I?.(&,) 20 in (0, rO). Let us call 
4~) = 4r) 4dr). 
This function u satisfies L(o) 3 0, u > 0, on (0, rO), u(O) = 0, and u 
vanishes at a point in (0, 1). 
Now we resort to Lemma 5.2 to conclude that 4 is an unstable equi- 
librium solution of (5,). 
THEOREM 5.2. Zf the diffusion function a2(r) satisfies r’u,, + (N- 1) ru, 
< (N - 1 )a on (0, 1) then every nonconstant equilibrium solution of (5,) is 
unstable. 
Proof: Let us suppose that 4 is a nonconstant equilibrium solution of 
(5N). Therefore there must exist rO, 0 < r,, < 1, such that dr(rO) = 0 and 
c$~ #0 on (0, rO), We can suppose without loss of generality that c$~ >0 on 
(0, rd. 
As before, by making u = ~4, on [0, r,], we obtain a function u satisfying 
L(u) > 0, u(O) = u(r) = 0 with 0 < r0 < 1 and Lemma 5.2 implies that 4 is an 
unstable equilibrium solution of (5,). 
THEOREM 5.3. Suppose that the reuction function f is a C2-function 
satisfying 
(i) f@)=O, f'@)>o, 
(ii) sgn f "(u) = -sgn U, for all u l N, u # 0. 
Then, regardless of the diffusion function u2 euery positive or negative 
equilibrium solution of (5,) on (0, 1) is stable. 
Proof: For the sake of simplicity in notation, in this case, we delete 
the square of the diffusion term u2(r), since the derived conditions will 
not depend on it and render the proof only for the case of a positive 
equilibrium solution. 
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Let u E C2(0, 1) satisfy 
L(u)=(au,),+(N- 1)a q,y’(&u=O, O<r<l 
and u,(O) =0 where 4 is a nonconstant positive equilibrium solution of 
(5,). 
Suppose that u vanishes somewhere in (0, 11, say, at rO. 
Consider first the case 0 < r0 < 1. Then by setting [ = u/f(#) on [0, r,], 





r a 1 f(4) ' 
+&f"(d) cc0 
' f(4) ' 
O<r<r, 
i,(O) = 0, i(rd=O 
By virtue of our hypothesis the coefficient of 5 in the above equation is 
negative, so that a maximum principle assures us that l reaches its 
maximum either at r = 0 or at r = r,,. This is not possible since c > 0 on 
(0, ro) and L(O) = l(r,) = 0. 
Therefore only the case r,, = 1 remains to be analysed. 
In working toward this goal, the relevant point to be proved is that 
-f"wm~O 
lim L(s)= 2Cft(0)12 . 
s-1 
This can be accomplished by using L’HBpital’s rule twice and the 
relations f “(0) = 0, u,( 1) d,,( 1) = u,,( 1) #,( 1 ), which can be deduced from 
our hypothesis. 
Then [ would still be governed by the equation above on (0, l), with 
boundary conditions now replaced by c,(O) = 0, c(l) >O, and [ >O on 
(0, 1). 
A maximum principle assures us that c,( 1) < 0, which is a contradiction. 
Hence u cannot vanish in (0, 1 ] and by resorting to Lemma 5.1 we 
conclude that # is a stable equilibrium solution of (5,). 
Under the hypothesis of Theorem 5.3, a nonconstant positive equi- 
librium solution 4 of (5,) is indeed a decreasing function on (0, 11. This 
can be seen from the relation 




and a maximum principle argument in case f(u) vanishes somewhere for 
u > 0. 
In a similar manner it can be seen that if f satisfies the hypothesis of 
Theorem 5.3, a nonconstant negative equilibrium solution of (5,) must be 
an increasing function on (0, 11. 
Remark 1. Under the assumptions of Theorem 5.3 the only possible 
nonvanishing equilibrium solutions of (5,,,) are the zeros off (if they exist) 
and in this case they are stable since at a zero p of f we have f’(p) < 0 if 
p # 0. 
THEOREM 5.4. If the function u*(r) satisfies r2a,,+ (N- 1) ra,< 
(N - 1 )a, then the equilibrium solutions of ( 1.4) in Ck, k 2 0, are stable for 
k = 0 and unstable for k 2 1. 
Therefore summing up the results of this section, we conclude that the 
bifurcation diagram for the equilibrium solutions of (1.4), shown along with 




b. Cb:Stable eq. 
FIGURE 4 
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If the function f has two zeros a and b, a < 0 < 6, then the same diagram 
for the same equation with a Neumann boundary condition is as shown in 
Fig. 4. 
Remark 2. It is worthwhile to note that as far as nondegeneracy and 
stability of the bifurcating branches are concerned, the condition on the 
diffusion function, namely r’a,, + (N - 1) ra, < (N - 1) a, was not required 
for the equilibria on the branch C,,. In other words, if the reaction function 
f satisfies conditions (i) and (ii) of Theorem 5.3, then the branch CO (of 
those equilibria which do not change sign in D) is monotone in A, does not 
present secondary bifurcation, and is stable regardless of the function a’(r). 
Therefore in order that the branch CO loses its monotonicity in L the 
function f is the parameter to be dealt with and f should be allowed to 
have more oscillation. 
Remark 3. As previously remarked, resorting to Remark 2 and the 
results of Section 5 we conclude that Theorem 5.1 and Theorem 5.2 extend 
results of Hale and Chipot [3] and Yanagida [2] to radially symmetric 
equilibria of (1.1) in a ball. 
Remark 4. The present work has consequences in the study of the 
asymptotic behavior of radially symmetric solutions to problem (1.1). 
Namely, resorting to well-known results of dynamical systems it can be 
concluded that, for a fixed 1, “almost all” radially symmetric solutions to 
(1.1) converge to the two equilibria in the branch C,,, one of which is 
positive on D and the other which is negative on D. 
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