The Ekman layer problem in a neutron star crust-core boundary is studied, taking into account possible slippage between the core flow (modelled as a single r-mode oscillation) and the crust, and allowing for a background magnetic field. With the help of a simple toy problem we derive basic estimates for the layer thickness and damping timescales, and show that the slippage enters linearly (instead of quadratically as previously assumed ) in the dissipation expression. In the case of a strong magnetic field we show that the main damping mechanism is the energy stored in the magnetic field itself in the form of propagating Alfvén waves, rather than viscous dissipation. These results are then combined with a revised viscosity coefficient, discussed in a companion paper, and used to compute revised r-mode damping timescales.
more rigorous calculations [Levin & Ushomirsky (2001) , Mendell (2001) , ]. Their combined effect has been recently discussed by Kinney & Mendell (2003) .
The motivation behind the present work is the desire of an improved understanding of the role that the slippage and magnetic field may play in the context of r-mode damping. Somewhat unexpectedly, we find that some of the results in the literature need to be revised. Our toy problem reveals (Sections 3 & 4) that the crust-core slippage enters the viscous dissipation formula linearly, instead of quadratically as assumed in previous studies [Levin & Ushomirsky (2001) , Lindblom, Owen & Ushomirsky (2000) , Kinney & Mendell (2003) ]. Fixing this error immediately results in r-mode Ekman layer damping timescales shorter by a factor ∼ 10 compared to the existing estimates.
Furthermore, when a strong magnetic field is combined with a non-trivial slippage a significant amount of energy is removed by the magnetic field itself in the form of Alfvén waves. For the expected range of slippage values (see Section 2) this energy is typically several times larger than the energy lost by direct viscous dissipation. The overall energy dissipation is considerably enhanced as compared to the case of a vanishing or weak magnetic field, and we again find a linear dependence on the slippage. The key role of the magnetic field energy seems to be overlooked in the studies mentioned above.
The second level of our analysis is devoted to the computation of revised r-mode damping timescales (Section 5) in spherical geometry and the associated r-mode instability window for mature neutron stars, accounting for the lessons we learnt from the toy problem. A novel element that is introduced at this stage is a revised viscosity coefficient for the temperature regime where neutrons (and possibly also protons) behave as a superfluid. The details are presented in a companion paper (Andersson, Comer & Glampedakis 2004 ) where we advocate why such a revision is necessary.
Naturally, the present paper is by no means a complete study of the neutron star crust-core interaction. Several challenging issues are discussed in Sections 5.2-5.4 and in the concluding Section 6, as pointers for future work.
CRUST-CORE SLIPPAGE
The extent to which the crust oscillates in concert with the core fluid can be quantified in terms of the crust shear modulus µ. It is quite easy to show that (see 
and Ω, R are the star's angular frequency and radius, respectively. This means that the elastic restoring force is typically significantly weaker than the Coriolis force that governs the r-modes. This is certainly the case at all rotation rates where the instability is expected to be relevant, eg. in Low-Mass X-ray Binaries (LMXBs) with spin frequencies in the range 270-620 Hz . Because of this fact, the crust tends to move with the mode. To quantify this, we define the core-crust slippage as
where v is the velocity at the base of the crust in the elastic case and v0 is the standard inviscid fluid r-mode velocity. In a recent study , we have shown that Sc ≈ 0.05−0.1 for a wide range of parameters. This agrees well with the numerical results of Levin & Ushomirsky (2001) , who calculated the slippage for a uniform density star with a constant shear modulus crust. They argued that the damping due to the viscous boundary layer was suppressed by a factor S 2 c ∼ 10 −2 − 10 −3 compared to the case of a rigid crust. However, as we shall show in the following Section, this assumption is not correct. The suggestion that the slippage enters quadratically in the energy dissipation formula may have been based on the standard boundary layer problem of a viscous fluid set into motion by an oscillating plate, cf. Bildsten & Ushomirsky (2001) . However, this problem differs from the r-mode problem in one important way (in addition to the various geometric factors due to stars being spherical): In the r-mode problem, there is a leading order flow in the core. As we show in Section 3, this leads to the slippage affecting the r-mode damping linearly. Hence, if we account for the elasticity of the crust the r-mode damping rate is slower than the solid crust damping by a factor 1/Sc ∼ 10.
EKMAN LAYER AT A SLIPPING BOUNDARY
The toy problem we consider is analogous to the oscillating plate problem studied by Landau & Lifshitz (1987) : An infinite, rigidly oscillating incompressible body of fluid in contact with a fixed plate. We use a Cartesian coordinate system with the x = 0 plane identified with the plate. We then have,
and the Navier-Stokes equation
Here ν = η/ρ is the kinematic viscosity coefficient. We assume that the external force is such that the fluid would, in absence of viscosity and physical boundaries, oscillate rigidly with
The above choice gives the real-valued velocity field v = (0, v0 sin ωt, 0). At x = 0 we require a boundary condition that allows for some degree of slippage between the fluid and the plate,
where Sc is the slippage parameter. In the limit Sc → 1 we recover the standard 'non-slip' condition, while the limit Sc → 0 corresponds to a free boundary. In addition, we have the requirement of finite quantities at x → +∞. The fact that the fluid is incompressible leads to vx = 0 and the symmetry of the problem implies that vz = 0 and that all quantities depend on x and t only. The x-component of (4) then gives p = 0. Hence, we are left only with the y-component of (4) which, after linearising, becomes
Now let fy =f e iωt and vy =v e iωt to get the simple second-order ODÊ
where the primes denote derivatives with respect to x. If we now assume that ν is constant 1 we can use standard textbook techniques to deduce that the desired solution is (having taken the real part of the solution which has the required behaviour at x = 0),
where we have defined
From (9) we can see that the fluid velocity is strongly affected by the presence of the plate in a region of extent δE. This is the characteristic thickness of the boundary layer (Landau & Lifshitz (1987) ). Let us now discuss energy dissipation in our system. Taking the inner product of the Navier-Stokes equation with ρ v we end up with an energy-conservation equation (per unit fluid volume),
This equation simply says that the mechanical powerĖ f = ρ vf provided by the external force f partially feeds the fluid's kinetic energyĖ kin = (1/2)ρ∂tv 2 and is partially dissipated by the viscous boundary layer at a rateĖv = ρ ν v v ′′ . In the usual case of a non-slipping boundary the dissipation term can be manipulated further by integrating by parts and using v(x = 0, t) = ∂v/∂x(x → +∞, t) = 0 when integrating over x. In this way we end up with the dissipation formula given by Landau & Lifshitz (see Chapter II, eqn. 16.3 of Landau & Lifshitz (1987) ),
Note that this result is invalidated when we depart from the non-slip condition, in which case one needs to use the initial expression,
This is also true in a more general context; for example, it is evident in the derivation provided in the Landau-Lifshitz book. Their dissipation formula is only valid for a body of fluid with vanishing velocity field at the boundary. In the context of r-mode viscous damping, the studies in the literature employ the spherical extension of (12), [see for example Andersson & Kokkotas (2001) , Lindblom, Owen & Ushomirsky (2000), Mendell (2001) ]. This is correct provided we enforce the non-slip condition at the crust-core interface. However, it is obvious that it leads to an erroneous S 2 c scaling (see for example Kinney & Mendell (2003) ) when we allow for some degree of slippage. As we show below, the correct dependence on Sc is linear. Equation (11) describes instantaneous rates of energy change. A more useful notion is the time-averaged (over one full cycle of fluid oscillation) rate of energy change which we will denote by angular brackets. In this case, it is straightforward to show that Ė kin = 0. That is, in the time-averaged sense, whatever amount of energy is provided by the external force fext, is fully dissipated by viscosity. In other words,
Either part of this equation can be used to compute the desired damping rate. We get,
Next, if we integrate over the 'entire' fluid and note that
we arrive at the final result,
Hence we have shown that the slippage at the fluid-plate interface enters linearly in the viscous dissipation formula. For Sc → 1 (non-slip boundary) this expression reduces to the well-known viscous boundary layer dissipation formula (Landau & Lifshitz (1987) , Bildsten & Ushomirsky (2001) ). In fact, it is straightforward to use the results of Kinney & Mendell (2003) for an r-mode flow modified by the presence of a boundary layer (with the magnetic field neglected and with the slippage hardwired into the crust-core boundary conditions), in combination with the spherical extension of equation (13), and show that the slippage appears linearly in the final result for the damping rate also for that case.
It should be pointed out that in the toy problem of the oscillating plate discussed by Landau & Lifshitz, the slippage would, in fact, enter quadratically in the dissipation formula. Indeed, in some previous studies the r-mode viscous dissipation rate has simply been obtained by adapting the result of this problem. However, the Landau & Lifshitz problem is different from the one discussed here, namely, there is an oscillating plate interacting with a static fluid volume whereas in our set up we have a 'background' flow in the fluid. The slippage would indeed enter quadratically in the Landau-Lifshitz problem by rescaling the plate's amplitude velocity vp → Sc vp (this velocity replaces our v0 in the oscillating plate problem). However, it should be clear that our toy-problem and not that of Landau & Lifshitz is the one that resembles more closely the core r-mode interaction with the crust. The two problems lead to identical damping results only under the non-slip boundary condition. What we have actually shown here is that this agreement is no longer present for a non-trivial slippage.
In Section 5 we discuss the repercussions of our result for calculations of r-mode Ekman damping timescales.
THE EFFECT OF A MAGNETIC FIELD
The toy problem discussed in the previous Section can be generalised to account for the presence of a magnetic field. We assume a uniform and static background magnetic field B0x and superimpose a perturbation b. Then the linearised MHD equations are,
and
together with
Here we have introduced
where σ is the fluid's conductivity.
As previously, the symmetry of the problem dictates that the various quantities will only depend on x and t. From (20) we can deduce that vx = bx = 0, and from the x-component of (18) we obtain p = 0, as before. Furthermore, the y and z components of the equation decouple,
where we have once more assumed a harmonic time-dependence. Since the driving force operates only along theŷ direction we can take vz = 0 which also leads to bz = 0. Hence, we are left with (22) and the y-component of (19) as the only non-trivial equations. Writing vy =v e iωt and by =b e iωt we have,
Combining these two equations (treating both ν and νM as constants) we arrive at a fourth-order ODE
where we have introduced the (background) Alfvén velocity
Trying a solution of the formv = A e ikx we find the four roots
Since for parameters relevant to neutron star matter we have ω νM ≪ (ω ν, v 2 A ) (see the following Section for actual estimates) this expression can be expanded in terms of νM . If, in addition, we require that the solution has the correct behaviour in the B0 → 0 limit, we find that the root that we are interested in is
It is easy to verify that this leads to the result of the previous toy problem in the limit vA → 0. In fact, it is now useful to consider the two extreme cases that lead to
The sign of k has been chosen by requiring that the solution is well-behaved as x → +∞. In order to solve (26) we also need a particular solution to the inhomogeneous problem. Since the right-hand side is a constant, we simply usê
Then the complete solution, satisfying the boundary condition (6), takes the form (after isolating the real part):
where we have decomposed k = kR + i kI . From this result we see that the imaginary part of k determines the extent of the boundary layer in the magnetic case. In other words, in the case when the magnetic field dominates we have a boundary layer of thickness
That is, a strong magnetic field causes the layer to become wider, since v (1967)). In effect, we could have dropped the magnetic diffusivity term from the very beginning and repeated the calculation. We then find,
and then for the real-valued field we obtain
Next, we turn our attention to the issue of energy dissipation in the magnetic case. As before by taking the inner product of the Euler equation with ρ v, we geṫ
This equation describes the balance between the energy E f provided by the driving force f , the fluid's kinetic energy E kin , the energy EM stored in the magnetic field, and finally the energy Ev lost due to viscous dissipation . Averaging and integrating along thex direction gives Ė kin = 0. Hence, the energy provided to the system per oscillation cycle is partially stored in the magnetic field and partially dissipated by viscosity. That is,
with
Several interesting observations can be made regarding these expressions. First of all, in the limit of vanishing or weak magnetic fields, i.e. v 2 A ≪ ω ν, we have kR ≈ −1/δE and kI ≈ 1/δE and we essentially return to the non-magnetic problem examined in the previous Section. In the opposite case of a dominant magnetic field ( v
. Then the various rates are approximated by,
For a non-slipping fluid-plate interface we furthermore have,
where Ė v E is the Ekman damping (17) of the previous Section. For this particular case we conclude that, (i) the viscous dissipation rate is amplified (compared to the standard Ekman result) and (ii) the energy stored in the magnetic field is negligible. It should be noted that the enhancement in dissipation occurs despite the increase in the layer's thickness (which would normally tend to suppress dissipation); it is the Ekman pumping, now operating with the much larger speed vA, which is responsible for this effect.
As soon as we depart from the non-slip case, the magnetic field acquires part of the available energy per cycle, in the form of Alfvén waves propagating along the x direction. In fact, for Sc ≪ 1,
We conclude that, for a slipping fluid-plate interface, most of the energy is lost through the magnetic field which responds to the fluid oscillation by 'emitting' Alfvén waves along thex direction. These waves are eventually damped by viscosity after propagating over a distance ∼ δA. On the other hand, viscous damping (fluid 'rubbing' at the plate) is a less efficient dissipation channel and in the present case has a quasi-quadratic dependence (unlike the linear dependence of the non-magnetic problem) on Sc. The important role of the magnetic field appears to be ignored in Mendell's treatment (Mendell 2001 ) of r-mode dissipation in magnetic neutron stars.
PHYSICAL ESTIMATES

R-mode dissipation timescales
Our previous results can be applied in the computation of Ekman damping timescales for an r-mode oscillation. To begin with, it is useful to parameterise the various expressions in terms of
where T is the temperature, P is the rotational period, and xp is the proton (=electron) fraction. We assume that the crust-core interface is located at ρ ≈ 1.7 × 10 14 g/cm 3 . We then have,
Here we have used two different expressions for the shear viscosity coefficient, valid for a mixture of normal ultra-relativistic electrons and superfluid neutrons. For the case of normal protons the appropriate viscosity is νep since electron-proton (e-p) collisions is the most efficient scattering mechanism for electrons. We have used the formula derived by Easson & Pethick (1979) which also agrees well with the electron-proton viscosity calculated in the classic papers of Flowers & Itoh (1976 . When protons become superconducting, then electron-electron (e-e) interactions is the dominant scattering mechanism, in which case we use the viscosity coefficient νee which is derived from formula (91) of Flowers & Itoh (1976 ). This viscosity is about an order of magnitude smaller than the standard result of Cutler & Lindblom (1987) which has been exclusively used in all previous estimates on neutron star viscous damping:
The difference between the results is caused by the different assumptions regarding electron screening. For more details on this delicate issue we refer the reader to the paper by Andersson, Comer & Glampedakis (2004) . Above a critical temperature Tc ∼ 5 × 10 9 K neutron superfluidity is suppressed (for details and original references see Andersson, Comer & Glampedakis (2004) ) and viscosity is then dominated by neutron-neutron (n-n) scattering. For this regime one can utilise the following approximate formula, given by Cutler & Lindblom (1987) , which nicely fits the Flower-Itoh results,
For the conductivity we use the expression given by Baym, Pethick & Pines (1969) ,
which should be a good approximation unless the protons in the core are superconducting. In this case, conductivity is essentially infinite. From the above numbers we can see that the assumption that ω νM ≪ ω ν, v 2 A is indeed justified. We can also see that we would have Ω ν ≈ v 
For fields stronger than this we would predict that the boundary layer is dominated by the magnetic field and energy would be dissipated from a mode-oscillation according to (42) and (43) (at least as an order of magnitude estimate). In the opposite case, we essentially have the standard Ekman layer which dissipates energy according to (17) . The associated damping timescales are defined as τ = 2 E mode / Ė . We can then deduce that when B ≫ Bcrit and for both limiting cases Sc = 1 and Sc ≪ 1 we have
which is much smaller than unity, i.e. the damping rate is significantly enhanced due to the magnetic field. In the same limit the boundary layer thickness is given by, 
That is, as we have already pointed out, the layer increases in thickness. Similar estimates were found by Mendell (2001) , who studied the magnetic boundary layer dissipation of an r-mode in spherical geometry. From Mendell's results it is straightforward to show that in the strong field limit (and adopting his model I for the radial magnetic field component)
where the 'spherical' Ekman timescale is given by (Lindblom, Owen & Ushomirsky (2000) ):
In these expressions the crust-core interface is located at r = Rc, where the density is ρc. The r-mode frequency is given by ω = 2 Ω/(m + 1) ≡ κ Ω. Our toy-model estimate for the timescales ratio (57) differs only by a factor √ 2 from Mendell's result; a consequence of the different geometry assumed in the two calculations. We expect a similar level of accuracy for our estimate (43) for the magnetic field energyĖM .
As we mentioned in Section 3, it is straightforward to work out in a consistent way [that is, by using the spherical geometry analogue of (13)] the viscous damping timescale, It turns out that this is given simply by dividing the non-slip formula (60) with Sc. This timescale is also the relevant result when B ≪ Bcrit. For the opposite limit B ≫ Bcrit one can, in principle, work out the true spherical extension of the energy rateĖM which is removed from the mode in the form of Alfvén waves. We have chosen not to perform this calculation here in order to keep the analysis simple and avoid issues like (i) the choice of a background magnetic field in neutron stars, and (ii) finding an r-mode solution which is consistent with the presence of a magnetic field. These are important issues, but we leave them for future study. We nevertheless expect our estimates to be accurate up to a factor of order unity.
In summary, for our timescale computations we use,
We are now prepared to compute Ekman layer timescales for two scenarios: (i) the non-magnetic/weak-magnetic field case by using equation (62), and (ii) the strong-field case by using equation (63). The r-mode gravitational-radiation growth timescale is given by the well-known formula (Lindblom, Owen & Morsink (1998) 
Here we shall only be interested in the m = 2 r-mode which is the potentially most unstable one. Figure 1 illustrates results for scenario (i). We have modelled the neutron as a n = 1 polytrope with mass M = 1.4M⊙, radius R = 10 km, temperature T = 10 8 K and crust-core boundary at Rc = 8.5 km. We have set the proton fraction at the interface to xp = 0.025 which is a reasonable value for a density ρ14 ∼ 1.7 (see for example the equations of state in Wiringa et al (1988) ). We have also used slippage estimates taken from Levin & Ushomirsky (2001) and . According to these studies Sc ≈ 0.05 − 0.1 unless there is a resonance between the core r-mode and one of the crustal modes, in which case the slippage rapidly goes to unity. As is evident in Fig. 1 , varying the slippage just shifts the curves up and down but leaves them invariant in every other respect. Three different options for the viscosity coefficient have been considered. When the neutron fluid component is normal then viscosity is dominated by n-n scattering. When neutron superfluidity sets in, the electrons become the main momentum carriers and viscosity is determined by e-p scattering (when protons are normal) and, eventually, e-e scattering dominates when protons become superconducting. At densities corresponding to the crust-core interface protons are always expected to be in a superconductive state below a critical temperature Tc ∼ 1 − 5 × 10 9 K (for more details see Andersson, Comer & Glampedakis (2004) and references therein). Nevertheless, in Fig. 1 we have separately included the e-p viscosity as it is much weaker than the other two viscosity channels. Timescales corresponding to νee and νn are comparable, while the νep timescale is much longer, as anticipated. For comparison we have also plotted timescales computed by choosing ν = ν CL ee (represented by dotted curves in Fig. 1) . These are about a factor three smaller than the e-e and n-n curves.
It is useful to consider these estimates in the context of the data for the most rapidly spinning neutron stars. It has long been known that the two fastest millisecond pulsars have remarkably similar spin periods; PSR B 1937+21 has period 1.56 ms while PSR B1957+20 spins with a period of 1.61ms. If we also consider the data for accreting neutron stars in LMXBs exhibiting X-ray burst oscillations, we can add 4U 1608-522 (period 1.62 ms), SAX J1750.6-2980 (period 1.66 ms), MXB 1743-29 (period 1.70 ms) and 4U 1636-536 (period 1.72 ms) to the sample, see for references. The question is whether this data is consistent with a mechanism that enforces a strict upper limit on the rotation rate, like the r-mode instability. Conceptually there is no reason to rule this out, since the 10% variation in the spin rate of these systems can easily be accounted for by varying the mass and radius of the stars slightly. Given the available estimates, we also note that a normal proton core, combined with superfluid neutrons and slippage in the range Sc ∼ 0.05 − 0.1, seems to be ruled out (as expected), since it would lead to these stars being well inside the unstable range. Adding proton superconductivity makes the e-e curve the relevant one and then one can easily accommodate a wider slippage range, while still keeping the r-modes stable.
In Figure 2 we show r-mode instability windows Pcrit = Pcrit(T ), at which τE = τGR, for the same canonical neutron star model as in Fig.1 . All points below a given curve (labelled by a certain slippage value and choice of viscosity) would lead to an unstable r-mode. A slippage range between 0.1 − 1 seems to fit nicely with the existing data for LMXBs (shaded box in Fig. 2 ). On the other hand, a pronounced slippage (Sc ∼ 0.05) would not seem to be favoured, especially if we were to neglect proton superconductivity. Of course, these observations are just indicative, as we can vary the location of the instability curves by changing the neutron star parameters and the equation of state. We must point out that our r-mode instability curves do not differ substantially from the ones computed by using the Cutler-Lindblom viscosity coefficient (53), despite the significant difference in the timescales themselves. The reason is simple: according to (64) and (60) the critical period scales with viscosity (for m = 2) as Pcrit ∼ ν −1/11 and hence, to some degree, is insensitive to viscosity.
We next consider scenario (ii), the magnetic-field dominated Ekman layer. From (59) it follows that the associated Alfvén damping timescale is independent of the temperature and viscosity as long as the condition B ≫ Bcrit holds. Note, however, that Bcrit ∼ 1/T and therefore this condition will eventually break down for sufficiently low temperatures. This behaviour can be clearly seen from Mendell's results (Figures 1-3 in Mendell (2001) ).
In Figure 3 we show r-mode damping timescales for a magnetic field B = 2 × 10 12 G and the same neutron star model as before. The selected B field is well above Bcrit and at the same time the layer thickness is ∼ 10 −2 R at most (recall that self-consistency of a boundary layer treatment requires δA ≪ R). As expected, for given slippage, these timescales are several times shorter that the ones shown in Fig. 1 . Our timescales are in good agreement with previous calculations [Mendell (2001) , Kinney & Mendell (2003) ] only for the particular case Sc = 1. They are a factor Sc shorter when Sc ≪ 1. The information shown in Figure 3 may not be relevant for all neutron stars. Magnetic field intensities of the order of ∼ 10 12 G may exist only in the relatively young sector of the neutron star population. Instead, it is likely (but far from certain) that old neutron stars in LMXBs have much lower internal magnetic fields ∼ 10 8 G, comparable to their exterior dipole field as deduced by accretion theory and observations of radio pulsars . Hence, it is likely that for these neutron stars the relevant damping timescales are close to the ones shown in Figures 1 & 2 .
The issue of proton superconductivity
Based on our current understanding, we would expect protons to be in their superconducting state throughout most of the neutron star core. As we have pointed out, and discuss in more detail in Andersson, Comer & Glampedakis (2004) , proton superconductivity has already a strong impact on viscosity as it effectively promotes electron-electron scattering (assuming superfluid neutrons) to the dominant viscosity mechanism. This viscosity turns out to be even stronger than the normal neutron fluid viscosity, despite the fact that electrons make up only a small fraction of the total particle population. This, somewhat counterintuitive, result is clearly imprinted on the timescales illustrated in Fig. 1 . There is another important aspect of proton superconductivity which we have consistently ignored in our analysis. That is, the detailed description of the interaction of a superconducting fluid with a magnetic field. For example, according to Mendell (1998) , the usual Alfvén waves are replaced by 'cyclotron-vortex' waves when protons become superconducting. Without going to any more details, we can try to asses the relevance of such effects in the following simplistic way: according to Abney, Epstein & Olinto (1996) and Mendell (1998) , the main effect of proton superconductivity is to increase the Alfvén wave speed by roughly a factor (Hc/B)
1/2 where Hc ≈ 10 15 G is the lower superconductivity critical field. Keeping the rest of our analysis unchanged we see that, in the strong field limit, the new estimates for the layer thickness and damping timescale are, Figure 1 . Ekman damping vs gravitational radiation (GR) growth timescale for a l = m = 2 r-mode, as a function of the star's rotational period. We have modelled the neutron star as a n = 1 polytrope with parameters: T = 10 8 K, M = 1.4M ⊙ , R = 10 km, Rc = 8.5 km. The top panel refers to a non-slipping crust-core interface (Sc = 1) while the bottom panel refers to a highly slipping case (Sc = 0.05). The three Ekman curves in each panel correspond to different choices for the viscosity coefficient depending on which is the dominant microscopic scattering mechanism: neutron-neutron (dashed curves), electron-electron (nearly horizontal solid curves) and electron-proton (dot-dashed curves). The gravitational radiation instability timescale is represented by the steep solid curves. Dotted curves represent timescales obtained by using ν CL ee . The vertical dotted lines mark the period of 1.56 ms, the fastest known millisecond pulsar. 
The first of these expressions indicates that the boundary layer approach is likely not warranted in the superconducting case unless the star is significantly cooler than ∼ 10 9 K. The second expression suggests a significant reduction in the damping timescale, a clear consequence of the increased Alfvén velocity. The potential importance of these results can be easily demonstrated by putting some numbers in the above expressions. For a typical LMXB neutron star B ≈ 2 × 10 8 G, T ≈ 10 8 K and P = 2 ms in which case we get an effective ratio v 2 A /Ων ≈ 1.2. This means that we need to use the full expressions (39), (40) and τ sc A ≈ 565 s. This timescale is smaller than the viscous timescaleτE ≈ 1247 s. Ignoring superconductivity, these numbers would respectively be ≈ 2 × 10 6 s and ≈ 644 s.
For parameters relevant to a younger radio pulsar (T8 ≈ 1, P−3 ≈ 90, B12 ≈ 1) like Vela we get δ
10 G, and τ sc A ≈ 97 s, τA ≈ 529 s,τE = 787 s (where we have again assumed a slippage Sc = 0.1). Based on these data we could argue that proton superconductivity (i) could play an important role for the r-mode damping in LMXBs, and (ii) invalidates the entire boundary-layer framework in the case of younger neutron stars. Both these issues require further detailed work.
Digression: the spin-up problem
Another classic problem where the crust-core coupling plays a central role is the core spin-up timescale following a pulsar glitch. Our aim here is to assess whether some of the results obtained in this paper could be of relevance to that problem.
Among the vast literature on the subject we shall take a closer look to the work of Abney, Epstein & Olinto (1996) where the 'standard' glitch spin-up/relaxation model is used for the case of the Vela pulsar. In particular, the short spin-up time observed during Vela's 1988 'Christmas' glitch sets severe constrains on the timescale of crust-core coupling. For a 'crustinitiated' glitch model, this spin-up timescale is estimated to be tsp ∼ 10 s, while for a 'core-initiated' glitch the timescale is much larger, tsp ∼ 440 s.
A possible spin-up mechanism is provided by the Ekman layer at the crust-core interface. In their paper, Abney, Epstein & Olinto (1996) use the well-known Ekman coupling timescale,
where the Ekman number is defined as E ≡ ν/ΩR 2 . For the particular case of the Vela pulsar (which has a period P ≈ 90 ms) we find a timescale tE ∼ 168 s, after using the e-p Ekman number,
Here R6 = R/(10 6 cm). It is important to note that the kinematic viscosity used in calculating this estimate is ρep/ρp where ρp = xp ρ is the proton fluid density. This spin-up estimate is slightly different from the ∼ 250 s that Abney, Epstein & Olinto (1996) quote. The reason for this discrepancy is that they use Easson's (Easson 1979) estimated Ekman number, which differs from (67) by about a factor of two.
Based on the above result it would seem as if the Ekman layer is not capable of explaining the short, crust-initiated, spin-up timescale. As an alternative let us examine a mechanism based on the star's magnetic field (Abney, Epstein & Olinto 1996) . Assuming that the relevant timescale is the Alfvén crossing time tA = R/vA then in order to push tA down to ∼ 10 s, one has to accommodate an interior field slightly larger than the inferred surface field (see Abney, Epstein & Olinto (1996) for the actual numbers). This result motivated the above authors to consider the effects of proton superconductivity in the same perfunctory manner we used in the previous Section. They conclude that a much weaker magnetic field can then easily yield a tA below 10 s.
For the reasons discussed in Section 5, proton superconductivity has a strong impact on shear viscosity. From our estimates we get,
Note that this number does not agree with Easson's (Easson 1979) e-e Ekman number, as he assumes a proton-dominated screening wavenumber when calculating the electron viscosity coefficient. The estimate (68) then leads to tE ∼ 48 s, considerably smaller than the above e-p based timescale, but still above the desired ∼ 10 s timescale. These estimates suggest that a magnetic field-based mechanism may indeed be the required. Remembering that the above timescales are just order-of-magnitude estimates one could argue that tA with its associated 'error-bars' could be a satisfactory result. In fact, according to Easson (1979) , the actual magnetic field spin-up timescale is not tA but,
For the Vela pulsar we then find a value t Easson A ≈ 2.4 s. Even shorter timescales can be obtained by using the effective superconducting Alfvén velocity.
Taking into account possible crust-core slippage adds another layer of complexity. As the spin-up problem is close to the Landau-Lifshitz oscillating plate problem we expect the spin-up timescale (at least for the non-magnetic case) to scale as tE ∼ S −2 c . Hence, any crust-core slippage will tend to increase the Ekman spin-up timescale. This result, as well, suggests that one may have to fall back to a magnetic field-related spin-up mechanism.
One or two fluids?
At this point, the careful reader will have noticed a crucial (but subtle) difference in the underlying assumptions between the spin-up problem and the toy problem/r-mode calculation of Sections 3-5.
In modelling the spin-up, apart from neutron superfluidity 2 , a coupling of the crust to the charged component (protons and electrons) of the fluid core is implicitly assumed. The relevant kinematic viscosity coefficient should then follow from the viscosity ηep or ηee (depending on whether protons are superconducting or not) divided by the charged component density which is ≈ ρp. This is how Easson (1979) obtains his estimates for the Ekman number. In contrast, the toy problem, as well as all previous studies of r-mode Ekman damping, assume coupling of the crust with both the neutron and charged fluid components. What this really implies is that these two components oscillate 'in concert' more or less like a single fluid and are, consequently, governed by one common Euler and continuity equations. If that is the case, then it is then legitimate to use kinematic viscosities obtained by dividing with the total density ρ.
What is the physical distinction between the two cases? A key physical quantity of the system would be some characteristic 'interaction timescale' tcn between the charged and neutron fluids. In essence, this timescale would gauge the effectiveness of mutual friction (scattering of superfluid/superconductive vortices between themselves or with electrons) in 'locking' the two components together.
In the spin-up problem then, the implicit assumption is that tcn ≫ tE and the system is properly described as a two fluid mixture. The opposite limit of tcn ≪ tE would result in the crust coupling to the entire core. One could argue that observations of relatively long post-glitch relaxation timescales suggest that this is not the case (Alpar et al 1993) .
For the r-mode damping problem, the implicit assumption (once neutron superfluidity is taken into account) is that tcn ≪ Ω −1 (for inertial modes), that is, during one mode oscillation the two fluid components are essentially locked together, described by a single velocity field vn = vc and density ρ. Under these conditions, the system is appropriately modelled as a single fluid. More generally, it is known that the standard two-fluid model for a superfluid neutron star core exhibits two distinct pulsational degrees of freedom. One of these tends to be such that the two fluids are co-moving, while the other has the two components moving out of phase (Epstein 1988; Mendell 1991; Andersson & Comer 2001) . The Ekman layer damping discussed in this paper and elsewhere should be relevant for oscillations belonging to the first class. Of course, in reality one would expect the two degrees of freedom to be mixed (because of the entrainment), see Prix & Rieutord (2002) for a discussion. The extension of the Ekman layer to the general two-fluid problem should be considered a priority for the future.
SUMMARY AND FUTURE CHALLENGES
We have computed r-mode Ekman damping timescales which differ from the results of previous studies in three important aspects. Firstly, as we have shown, the crust-core slippage enters linearly (instead of quadratically) in the relevant formulae. This means that the slippage is not as effective in suppressing Ekman damping as was previously believed. Secondly, we have used a revised viscosity coefficient, for the temperature range in which neutrons are expected to be superfluid, which is about an order of magnitude smaller than the old result of Cutler & Lindblom (1987) . The relevant calculation is presented in the companion paper (Andersson, Comer & Glampedakis 2004 ). Thirdly, we have shown that, in the presence of a strong magnetic field and for slippage less than unity, the mode energy is predominantly channelled through the magnetic field in the form of propagating Alfvén waves, rather than being directly dissipated by the Ekman layer. The overall mode energy damping rate is several times higher than the standard Ekman damping rate. In the opposite case of a weak magnetic field, we essentially recover the results for the non-magnetic problem. Finally, we have given a simple argument for why proton superconductivity may further enhance the impact of the magnetic field. As an aside, we have briefly discussed the relevance of our results to the problem of estimating the neutron star core spin-up during a glitch. Naturally, the analysis presented in this paper is not in any sense complete, and several, potentially important, elements have been neglected. This is not surprising as many key ingredients in the discussion of gravitational-wave driven instabilities, like the viscosity coefficients and the description of the core-crust interaction, are not at all well known. Nevertheless, we think we can learn valuable lessons here.
The shear viscosity coefficients provide a prime example of this. As far as we are aware, work on neutron star oscillations has exclusively used the estimates of Cutler & Lindblom, which in turn originate from Flowers & Itoh. In fact, the original work is based on the equation of state of Baym, Bethe & Pethick (1971) . Clearly this is cause for concern, and studies of the relevant transport coefficients, based on more modern equations of state would certainly be most welcome. As an indication of the likely "error bars", we can use our estimate (49) which suggests that νee ∼ x 5/3 p . As the proton fraction varies by perhaps a factor of two for different equations of state it is reasonable to think that the viscosity coefficient may vary by a factors of four or so. Realistic calculations with explicit error bars would help the modelling of neutron star instabilities.
Another aspect of the problem is the modelling of the crust itself. In most studies, it is almost exclusively assumed that it can be described as a regular 'bcc' lattice. That this is the case in a real neutron star is far from clear. In fact, it seems likely that it is energetically favourable for the nuclei to have a variety of "shapes", ranging from plates to rods to droplets, as the core-crust phase-transition is approached (Pethick & Potekhin (1998) ). An effective description of these exotic phases, possibly based on liquid crystal theory, may well differ significantly from the standard model. This could have considerable effect on the coupling timescales discussed in this paper.
The "complex fluid" aspects of the problem also require much further research. We have briefly touched upon the importance of proton superconductivity, but there are many other issues that merit detailed study. Although it is commonly acknowledged that superfluid components play a crucial role in neutron star dynamics (eg. in pulsar glitches), our understanding of the multi-fluid aspects and the relevant dissipation mechanisms can be improved considerably. Of particular importance for the physics at the core-crust interface will be the superfluid vortices, leading to dissipation due to mutual friction (Alpar, Langer & Sauls (1984) , Mendell (2001) ) and potential pinning (see the discussion in Kinney & Mendell (2003) ). As the parameters required to model dynamical superfluids (like the entrainment coefficients (Comer & Joynt (2003) , Carter, Chamel & Haensel (2004)) are not yet well constrained, much work remains in this area.
Finally, an important refinement of our models would be the description of inertial modes or, indeed, any other family of oscillations in a manner consistent with the presence of superfluidity/superconductivity and/or strong magnetic fields. With few exceptions, relevant studies (including the present one) take the standard r-mode solution (which is valid for a normal, non-magnetic fluid) and then use that solution to study, for example, the coupling of the mode with magnetic fields and the crust. There is a clear inconsistency here which needs to be remedied.
To conclude, in order to describe the core-crust interface of a mature neutron star we need to improve our understanding of much complex physics. It is a difficult, but at the same time extremely exciting, challenge.
