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EXPONENTIAL ERGODICITY FOR A CLASS OF NON-MARKOVIAN
STOCHASTIC PROCESSES
LAURE PE´DE`CHES
Abstract. We prove the convergence at an exponential rate towards the invariant probability measure
for a class of solutions of stochastic differential equations with finite delay. This is done, in this non-
Markovian setting, using the cluster expansion method, inspired from [4] or [14]. As a consequence,
the results hold for small perturbations of ergodic diffusions.
Introduction
The aim of this paper is to prove the exponential ergodicity towards the unique invariant probability
measure for some solutions of stochastic differential equations with finite delay and non regular drift.
We will consider Rd-valued stochastic differential equations of the form :
dxt =
(
g(xt) + σ b((x)
t
t−t0)
)
dt+ σ dBt
for a small additional drift term b, whose only requirement is to be measurable and bounded, and
with certain assumptions on the underlying semi-group of the reference process solution of
dyt = g(yt)dt+ σ dBt
Such an interest in those equations comes from a desire to obtain similar results for stochastic
Cucker-Smale type models (such as the one presented by Ha, Lee and Levy in [6]), which should be
included in a future work.
While results about the existence of invariant probability measures for stochastic differential equa-
tions with delay can be found in the literature, going back to the 1964 paper of Itoˆ and Nisio [8] (see [9]
for a survey on the topic published in 2003 by Ivanov, Kazmerchuk and Swishchuk), they are mainly
valid under strong regularity assumptions on the coefficients. Furthermore, very little has been told
about exponential ergodicity for such processes.
As we are dealing with non-Markovian processes, most standard methods are not available to us.
Our main tool here will be the so-called cluster expansion method, mainly used in statistical mechan-
ics, in particular in Gibbs field theory. As a consequence, our results will hold for irregular but small
(albeit not insignificant) perturbations of the reference process.
Date: June 28th, 2016.
Key words and phrases. cluster expansion, SDE with delay, long-time behaviour.
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Technical results for the adaptation of the cluster expansion methods to Gibbs random fields can be
found in the book [13] by Malyshev and Minlos. Subsequent papers have implemented those methods
for stochastic processes, for example, interacting diffusions systems or one-dimensional non-Markovian
diffusions. It was done by Ignatyuk, Malyshev and Sidoravicius in [7], and, more recently, amongst
others in [4], [5] or [14].
Our main result, the exponential convergence of the semi-group towards the invariant probability
measure, implies that the decay of correlations is exponentially quick, i.e. we have what is called
exponential decorrelation : there exist two constants θ1 and θ2 such that for all f and g measurable
and bounded by 1, it holds :
|cov(f(xt), g(xt+s))| 6 θ1 e−θ2s
It follows that a central limit theorem can be derived from the mixing properties implied by this
inequality.
Contrary to what was done in [4], we do not require for the semi-group associated with the process
to be ultracontractive, but only need some strong form of hypercontractivity. One instance of a well-
known process which is not ultracontractive but verifies our assumptions is the Ornstein-Uhlenbeck
process. We will present some explicit results in this particular setting. Actually, the stochastic
Cucker-Smale model can be seen as a mean-field perturbation of the Ornstein-Uhlenbeck process, and
this led to this work.
Under those less restrictive hypotheses, the lack of ultracontractive bounds for the underlying ref-
erence process introduces several new technical difficulties. We will therefore present a detailed proof
for the obtaining of the cluster estimates. The use of these estimates to get to the final main theorem
follows the lines of, for instance, [12] and will not be detailed here.
We start by introducing our framework, the objects we will manipulate and the assumptions that
will be needed. Then, we set out to obtain a cluster representation for the partition function defined
in the first part. In section 3, we study the cluster estimates and show that they tend to 0 when the
norm of b does. We present the main results in section 4. Finally, in section 5, we explicitly compute
some of the bounds in the Ornstein-Uhlenbeck setting.
1. Framework and assumptions
Let Ω be the space of real Rd-valued continuous functions for some d > 1.
1.1. A few notations. We set the following notations :
• a, a fixed positive number, destined to become quite large ;
• for every j in Z, Ij = [ja, (j + 1)a] ;
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• for every N in N∗, I(N) = [−Na,Na] =
N−1⋃
j=−N
Ij ;
• for every u in Ω, u(N)(t) = u(Na) if t > Na, u(N)(t) = u(t) if −Na 6 t 6 Na, and u(N)(t) =
u(−Na) if t 6 −Na. That is : u(N) is equal to u frozen outside of the interval I(N).
1.2. The stochastic processes under consideration : hypotheses (H1) and (H2). We intro-
duce here the process which will serve as a reference in our work : a stochastic process sufficiently
regular to be exponentially ergodic towards its invariant probability measure. We present all the
assumptions that will be necessary to extend this ergodicity to small perturbations of this process.
We consider the following stochastic differential equation :
(1) dyt = g(yt)dt+ σ dBt
with g : Rd → Rd a smooth function, σ an invertible d × d matrix, and B a standard d-dimensional
Brownian motion.
We assume that (yt)t∈R+ is a R
d-valued stochastic process, solution of (1) with initial condition
y0 = y
0. For every f regular enough, we define Ptf its semi-group at time t, that is, for any given x,
Ptf(x) = Ex[f(yt)], and its infinitesimal generator L =
1
2
∑
i,j
aij∂
2
ij +
∑
i
gi∂i, with aij = (σσ
∗)ij .
We will suppose that (yt) admits a symmetric probability measure µ, i.e. for all f and g smooth
enough,
∫
fLg dµ =
∫
gLf dµ. Thus, µ is an invariant measure : for every f smooth enough,
Eµ[f(yt)] =
∫
f dµ. Since there exists α > 0 such that for all ξ ∈ Rd, ξ∗σσ∗ξ > α|ξ|2, the generator
is uniformly elliptic and it is well-known that µ is absolutely continuous with respect to Lebesgue
measure with a positive density. Thus, µ is of the form dµ(x) = C e−V (x)dx ; in addition, it is known
that V : Rd → R is smooth.
According to Kolmogorov’s characterization of reversible diffusions, in [11], this even implies that µ
is symmetric for the semi-group (Pt)t>0 and that g can be written as g = −1
2
σ ∇V . Thus, equation
(1) becomes :
(2) dyt = −1
2
σ ∇V (yt)dt+ σ dBt
Our assumptions imply that (yt) is non-explosive and (Pt) admits a smooth transition density with
respect to µ, denoted by p(t, x, y). As the process (yt)t>0 is reversible with respect to the stationary
measure µ,
∀ t, x, y, p(t, x, y) = p(t, y, x).
We now introduce two hypotheses which will be essential in the following :
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• (H1) : µ satisfies a Poincare´ inequality : there exists a constant CP such that for all smooth
functions f in L2(µ),
‖ f −
∫
f dµ ‖2L2(µ) 6 CP
∫
|σ ∇f |2 dµ
• (H2) : There exists δ > 0 such that
sup
t>δ
‖p(t, ., .)‖L8(µ⊗µ) <∞
Remark 1. Actually, we only require ‖p(t, ., .)‖L8(µ⊗µ) to be finite for certain values of t and it is
not necessary for the supremum over t to be finite. However, the current form of (H2) simplifies the
writing of the proofs, and it is satisfied by the important case of the Ornstein-Uhlenbeck process, as
will be seen in section 5.
Remark 2. Using Cauchy-Schwarz’s and Jensen’s inequalities,
‖Pδf‖8L8(µ) =
∫ (∫
p(δ, x, y)f(y) µ(dy)
)8
µ(dx)
6
∫ (∫
|f(y)|2 µ(dy)
)4(∫
p(δ, x, y)2 µ(dy)
)4
µ(dx)
6 ‖f‖8L2(µ)
∫ ∫
p(δ, x, y)8 µ(dy)µ(dx)
This means that :
(3) ‖Pδf‖L8(µ) 6 ‖p(δ, ., .)‖L8(µ⊗µ) ‖f‖L2(µ).
Thus, if (H2) is satisfied, Pδ : L2(µ) → L8(µ) is a bounded operator and (Pt)t is hyperbounded,
that is, it verifies a defective log-Sobolev inequality : there exists non-negative constants CLS and ρ
such that for all smooth functions f in L2(µ),∫
f2 ln(f2) dµ−
∫
f2 dµ ln (
∫
f2dµ) 6 CLS
∫
|σ ∇f |2 dµ+ ρ
∫
f2dµ
If, in addition, (H1) is satisfied, the semi-group (Pt)t is hypercontractive, i.e. for every k > 2, there
exists δk such that for every t > δk, Pt : L2 → Lk is bounded by 1. Equivalently, it means that
µ verifies a tight log-Sobolev inequality : there exists a non-negative constant C¯LS such that for all
smooth functions f in L2(µ),∫
f2 ln(f2) dµ−
∫
f2 dµ ln (
∫
f2dµ) 6 C¯LS
∫
|σ ∇f |2 dµ
Remark 3. It is well-known (see [1] for example) that hypothesis (H1) is equivalent to the exponential
convergence of the semi-group towards µ :
(H1b) : There exists a constant CS such that for all f ∈ L2(µ), for all t > 0,
‖ Ptf −
∫
f dµ ‖L2(µ) 6 e−CSt‖ f −
∫
f dµ ‖L2(µ)
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and, moreover, CS = 1/CP (see [3] for a more general statement).
In particular, if (H1) holds and
∫
fdµ = 0, then, for every t > 0,
(4) ‖Ptf‖L2(µ) 6 e−t/CP ‖f‖L2(µ)
We now prove two lemmas, the second one, resulting in part from the first one, taking into account
hypotheses (H1) and (H2) and yielding the assumption we will use in practice, rather than (H1) itself.
Lemma 1. Suppose that (H1) holds true. Then for all smooth f such that
∫
fdµ = 0,
∀t > δ, ‖Ptf‖L8(µ) 6 ‖p(δ, ., .)‖L8(µ⊗µ) e−(t−δ)/CP ‖f‖L8(µ)
Remark 4. It is possible for both sides of the above inequality to be infinite.
Proof. Let t be a positive number with t > δ and f a smooth function such that
∫
fdµ = 0.
For any t > δ, thanks to the inequality (3) proven in remark 2,
‖Ptf‖L8(µ) = ‖Pδ(Pt−δf)‖L8(µ)
6 ‖p(δ, ., .)‖L8(µ⊗µ) ‖Pt−δf‖L2(µ)
As (H1) is supposed to be satisfied, so is (4) ; hence the conclusion of this proof :
‖Ptf‖L8(µ) 6 ‖p(δ, ., .)‖L8(µ⊗µ) e−(t−δ)/CP ‖f‖L2(µ)
6 ‖p(δ, ., .)‖L8(µ⊗µ) e−(t−δ)/CP ‖f‖L8(µ)

Lemma 2. Under hypotheses (H1) and (H2), for t > 2δ,
‖p(t, x, y)− 1‖L8(µ⊗µ) 6 βδ(t)
(‖p(δ, ., .)‖L8(µ⊗µ) ∨ 1)
where βδ(t) = 2Mδ e
−(t−2δ)/CP with Mδ = sup
a>δ
‖p(a, ., .)‖L8(µ⊗µ) ∨ 1
In particular, βδ(t) goes to 0 exponentially fast when t goes to infinity.
Proof. We start by expressing p(t, x, y)− 1 using the semi-group :
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p(t, x, y)− 1 =
∫
(p(t− δ, x, z)p(δ, z, y)− 1)µ(dz)
= Pt−δ(p(δ, ., y))(x)− 1
= Pt−δ(p(δ, ., y)− 1)(x)
Thus, applying lemma 1 for f = p(δ, ., y)− 1 at time t− δ (> δ as t > 2δ),
∫
(p(t, x, y)− 1)8µ(dx) =
∫
P 8t−δ(p(δ, ., y)− 1)(x) µ(dx)
6 ‖p(δ, ., .)‖8L8(µ⊗µ) e−8(t−2δ)/CP ‖p(δ, ., y)− 1‖8L8(µ)
6 28‖p(δ, ., .)‖8L8(µ⊗µ) e−8(t−2δ)/CP
(
‖p(δ, ., y)‖8L8(µ) ∨ 1
)
,
which leads to :∫
(p(t, x, y)− 1)8µ(dx)µ(dy) 6 28‖p(δ, ., .)‖8L8(µ⊗µ) e−8(t−2δ)/CP
(
‖p(δ, ., .)‖8L8(µ⊗µ) ∨ 1
)
Hypothesis (H2) ensures that ‖p(u, ., .)‖L8(µ⊗µ) is bounded uniformly in u for u > δ, hence the
result. 
Remark 5. As can be seen in the proof, Mδ is a priori not the optimal bound (although it can
correspond with ‖p(δ, ., .)‖L8(µ⊗µ) as will be seen in the Ornstein-Uhlenbeck example in section 5) but
will be good enough for our needs (and will simplify later computations).
In what follows, P will be the law, on Ω, of the stationary solution of (2). It will be our reference
measure.
1.3. The perturbed equation. Having established properties and assumptions needed for the ref-
erence process, we turn our attention to the stochastic differential equation with finite delay t0 :
(5) dxt =
(
−1
2
σ ∇V (xt) + σ b((x)tt−t0)
)
dt+ σ dBt
where V , σ and B are as previously defined and b : C0([−t0, 0],Rd) → Rd is a bounded measurable
function.
Let Q be the law of x. For given numbers a and b, and for an interval I, Qa,bI shall be the law of
the stochastic bridge associated with x such that y(inf I) = a and y(sup I) = b.
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Remark 6. We only require b to be bounded and measurable, without any further assumption on its
regularity. This is one of the main advantages of our method.
We give here a few examples (that should be renormalized to be small enough to satisfy the hypotheses
of our main result, Theorem 2) :
• we can consider b of the form b((u)tt−t0) =
∫ t
t−t0
f(ut, us) ds for any trajectory u ∈ Ω with
f bounded and measurable ; for instance, f(x, y) = sign(x − y) or f(x, y) = 1y∈A with A a
subset of Rd (thus obtaining an occupation time);
• we may wish to have a dependence in the past depending on a single time, of the form
b((u)tt−t0) = g(ut−t0) for a certain function g measurable and bounded, but not necessarily
continuous ;
• staying with non continuous perturbation drifts, one can also consider a function with jumps,
such as b((u)tt−t0) = 1(u)tt−t0∈A
with A a subset of C0([−t0, 0],Rd).
Using Girsanov theorem (taken for instance from [12]), we can show that the restriction to some
finite time interval I of the law of x is absolutely continuous with respect to the restricted law of
the reference process y, and that its density is of the form exp(−HI(u))du where the associated
Hamiltonian HI is defined by
(6) HI(u) = −
∫
I
b((u)tt−t0)
∗ dBt +
1
2
∫
I
|b((u)tt−t0)|2 dt
for every trajectory u in the space state Ω. We will denote HN = HI(N).
Our goal is to prove the convergence of the sequence of measures (QN ), defined on Ω by
(7) QN (du) = exp(−HN (u(N)))P (du)
towards a weak solution of the equation (5) that will be time stationary. From this point, classical
results of Gibbs theory shall provide further results, such as the exponential decorrelation.
To this end, we introduce the partition function ZN given by
(8) ZN = Eµ[exp(−HN )]
with Pµ being the law under µ and Eµ the associated expectation.
The aim of our next section will be to write ZN under the form of a cluster expansion. What this
means shall be detailed next.
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2. The cluster representation of the partition function
In this paragraph, we aim to expand the partition function into a “cluster expansion”, that is to
obtain an expression of ZN of the form :
ZN = 1 +
∑
τ
∏
i
Γτi
with the meaning and nature of each of τ , i and Γτi to be determined.
A usual, we write P (X = . |X ′ = Z) for the conditional distribution of X given X ′ = Z, i.e. a
regular desintegration of the P -law of (X,X ′) with respect to the law of X ′.
We start by conditioning with respect to the values taken at times −Na, ..., Na by the process (yt)t:
ZN =
∫
Ω
exp(−HN (u(N)))P (du)
=
∫
R(2N+1)d
∫
Ω
exp(−HN (u(N)))P (du|u(ja) = yj , j = −N, ..., N)
N−1⊗
j=−N
P (y((j + 1)a) = dyj+1|y(ja) = yj)⊗ P (y(−Na) = dy−N )
Thus, first using the Markov property of y and the definition of the bridges Qa,bI , and, second,
introducing the transition densities p(t, ., .) of (yt)t with respect to µ,
ZN =
∫
R(2N+1)d
∫
Ω
exp(−HN (u(N))
N−1⊗
j=−N
Q
yj ,yj+1
Ij
(du)
 N−1⊗
j=−N
P (y(a) = dyj+1|y(0) = yj)
⊗ µ(dy−N )
=
∫
R(2N+1)d
∫
Ω
exp(−HN (u(N)))
N−1⊗
j=−N
Q
yj ,yj+1
Ij
(du)
 N−1⊗
j=−N
p(a, yj , yj+1)µ(dyj+1)
⊗ µ(dy−N )
Next, we re-arrange the terms in a convenient way :
ZN =
∫
R(2N+1)d
∫
Ω
N−1∏
j=−N
exp(−HIj (u(N)))p(a, yj , yj+1)
N−1⊗
j=−N
Q
yj ,yj+1
Ij
(du)
N⊗
j=−N
µ(dyj)
Contrary to what was done, by mistake, between equations (13) and (14) in [4], we cannot exchange
the product and the integral over Ω. This can be corrected in a way by a different decomposition :
we write :
(9) ZN =
∫
R(2N+1)d
∫
Ω
N−1∏
j=−N
αj(a, y, u)
N−1⊗
j=−N
Q
yj ,yj+1
Ij
(du)
N⊗
j=−N
µ(dyj)
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where αj(a, y, u) = exp(−HI−N (u(N)))
√
p(a, y−N , y−N+1) if j = −N
= exp(−HIj (u(N)))
√
p(a, yj−1, yj)p(a, yj , yj+1) if j ∈ {−N + 1, ..., N − 2}
= exp(−HIN−1(u(N)))
√
p(a, yN−2, yN−1)p(a, yN−1, yN ) if j = N − 1
In order to obtain a sum of a product of terms that are “temporally independent” from each other,
we rewrite differently the product of the αj :
N−1∏
j=−N
αj(a, y, u) =
N−1∏
j=−N
(1 + αj(a, y, u)− 1)
= 1 +
∑
S
∏
j∈S
(αj(a, y, u)− 1)
where the sum is taken on all non-empty subsets S of {−N, ...N − 1}.
Thus,
N−1∏
j=−N
αj(a, y, u) = 1 +
∑
p∈N∗
∑
τ1unionsq...unionsqτp
p∏
i=1
∏
j∈τi
(αj(a, y, u)− 1)
with τi of the form {b, b+ 1, ..., b+ r}, b, b+ r ∈ I(N), and d(τi, τj) > 2
Coming back to the expression of the partition function,
ZN =
∫
R(2N+1)d
∫
Ω
1 + ∑
p∈N∗
∑
τ1unionsq...unionsqτp⊂I(N)
p∏
i=1
∏
j∈τi
(αj(a, y, u)− 1)
 N−1⊗
j=−N
Q
yj ,yj+1
Ij
(du)
N⊗
j=−N
µ(dyj)
= 1 +
∑
p∈N∗
∑
τ1unionsq...unionsqτp⊂I(N)
∫
R(2N+1)d
∫
Ω
p∏
i=1
∏
j∈τi
(αj(a, y, u)− 1)
N−1⊗
j=−N
Q
yj ,yj+1
Ij
(du)
N⊗
j=−N
µ(dyj)
The decomposition of the product of the αj was done with in mind the idea of inverting the product
for i from 1 to p and both integrals. This is indeed now possible :
• Notice that j1 ∈ τi1 and j2 ∈ τi2 implies that |j1 − j2| > 2.
Take τi = {bi, ..., bi + ri}.
As
∏
j∈τi
(αj(a, y, u)− 1) only depends on u(t) for
t ∈
⋃
j∈τi
[ja− t0, (j + 1)a] = [(bia− t0)) ∧ (−Na), (bi + ri + 1)a] ⊂ Ibi−1 ∪ ... ∪ Ibi+ri
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and (bi1 + ri1 + 1)a < bi2a− t0 for i1, i2 ∈ {1, ..., p}, i1 6= i2 and a large enough, we have(
Ibi1−1 ∪ ... ∪ Ibi1+ri1
)⋂(
Ibi2−1 ∪ ... ∪ Ibi2+ri2
)
= ∅.
This allows us to invert the product of the αj with the integral over Ω : we thus have
ZN = 1 +
∑
p∈N∗
∑
τ1unionsq...unionsqτp
∫
R(2N+1)d
p∏
i=1
∫
Ω
∏
j∈τi
(αj(a, y, u)− 1)
bi+ri−1⊗
k=bi−1
Q
yk,yk+1
Ik
(du)
 N⊗
j=−N
µ(dyj)
• Moreover, notice that the expression between the square brackets only depends on ybi−1, ybi , ..., ybi+ri .
As a consequence, we can interchange the integral over R2N+1 and the product in i.
Thus, we obtain the following cluster representation of the partition function ZN :
(10) ZN = 1 +
∑
p∈N∗
∑
τ1unionsq...unionsqτp⊂I(N)
p∏
i=1
Γτi
where
(11) Γτ =
∫
R(|τ |+1)d
∫
Ω
∏
j∈τ
(αj(a, y, u)− 1)
max(τ)−1⊗
k=min(τ)−1
W
yk,yk+1
Ik
max(τ)⊗
l=min(τ)−1
µ(dyl)
and the clusters τi are such that :
• τi ⊂ I(N);
• j1, j2 ∈ τi & j3 ∈ [j1, j2]⇒ j3 ∈ τi (connected sets) ;
• j1 ∈ τi1 & j2 ∈ τi2 ⇒ |j1 − j2| > 2 (disjoint sets).
3. Study of the cluster estimates
Having obtained the quantities Γτ , we now wish to control them.
More specifically, we will show that, when the perturbation term b is sufficiently small, there exists
a positive function δ(a), which goes to 0 when a goes to +∞, such that for a large enough,
(12) |Γτ | 6 δ(a)|τ |
where |τ | is the cardinal of τ .
3.1. A generalized Ho¨lder inequality. In order to estimate this coefficient Γτ , we will need to
commute in some way the integrals and the remaining product (over the elements of τ). The following
lemma, taken from [15], will be of a great help in this regard.
Lemma 3. Let (µx)x∈X be a family of probability measures, each one defined on a space Ex, where
the elements x belong to some finite set X . Let us also define a finite family (fi)i of functions on
EX = ×x∈XEx such that each fi is Xi-local for a certain Xi ⊂ X , in the sense that
fi(e) = fi(e|Xi), for e = (ex)x∈X ∈ EX .
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Let ρi > 0 be numbers satisfying the following conditions :
∀x ∈ X ,
∑
Xi3x
1
ρi
6 1.
Then ∣∣∣∣∣
∫
EX
∏
i
fi ⊗x∈X dµx
∣∣∣∣∣ 6∏
i
(∫
EXi
|fi|ρi ⊗x∈Xi dµx
)1/ρi
We apply lemma 3 twice consecutively, first with respect to the integral over Ω, then with respect
to the integral over R(|τ |+1)d. We write τ = {b, ..., b+ r}.
• Set Iτ (y) =
∫
Ω
b+r∏
j=b
(αj(a, y, u)− 1)
b+r−1⊗
k=b−1
Q
yk,yk+1
Ik
(du).
Taking X = {b−1, ..., b+r−1}, Xi = {i−1, i}, EX = Ω, Ex = C◦(Ix,R) and dµx = Qyx,yx+1Ix ,
for (ρj)j∈τ such that ρj > 1 and
1
ρj
+
1
ρj+1
6 1, by lemma 3,
Iτ (y) 6
b+r∏
j=b
g
1/ρj
j
where gj =
∫
Ω
|αj(a, y, u)− 1|ρj Qyj−1,yjIj−1 (du) Q
yj ,yj+1
Ij
(du).
• Let
∼
Γτ =
∫
R(r+2)d
b+r∏
j=b
g
1/ρj
j
b+r⊗
l=-
¯
1
µ(dyl).
Choosing this time X = {b− 1, ..., b+ r}, Xi = {i− 1, i, i+ 1}, EX = R(r+2)d, Ex = Rd and
dµx = µ(yx), for (γj)j∈{−N,...,N} such that γj > 1 and
1
γj−1
+
1
γj
+
1
γj+1
6 1, lemma 3 ensures
that
∼
Γτ 6
b+r∏
j=b
(∫
R3d
|gj |γj/ρj µ(dyj−1) µ(dyj) µ(dyj+1)
)1/γj
.
For every i ∈ τ , every j ∈ {−N, ..., N}, we take ρi = γj = 4.
This leads us to the following inequality :
(13) Γτ 6
∏
j∈τ
[∫
R3d
∫
Ω
(αj(a, y, u)− 1)4 Qyj−1,yjIj−1 (du) Q
yj ,yj+1
Ij
(du) µ(dyj−1) µ(dyj) µ(dyj+1)
]1/4
We now set, for every j ∈ τ ,
Aj(a) =
∫
R3d
∫
Ω
(αj(a, y, u)− 1)4 Qyj−1,yjIj−1 (du) Q
yj ,yj+1
Ij
(du) µ(dyj−1) µ(dyj) µ(dyj+1).
We wish to control this quantity and prove that it goes to 0, uniformly in j, for a large enough a.
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3.2. Decomposition of Aj(a). Using that
xy − 1 = (x− 1)y + (y − 1) and that (xy − 1)4 6 8((x− 1)4y4 + (y − 1)4)
for non-negative x and y, and coming back to the expression of the αj , we can decompose Aj(a) in
two parts that will be dealt with separately :
(14) Aj(a) 6 8Bj(a) + 8Cj(a)
• if j ∈ {−N + 1, ..., N − 2},
Bj(a) :=
∫
R3d
∫
Ω
(e
−HIj (u(N)) − 1)4 p(a, yj−1, yj)2 p(a, yj , yj+1)2
W
yj−1,yj
Ij−1 (du) W
yj ,yj+1
Ij
(du) µ(dyj−1) µ(dyj) µ(dyj+1)
=
∫
Ω
(e
−HIj (u(N)) − 1)4 p(a, u((j − 1)a), u(ja)) p(a, u(ja), u((j + 1)a))P (du)
Cj(a) :=
∫
R3d
∫
Ω
(√
p(a, yj−1, yj)p(a, yj , yj+1)− 1
)4
W
yj−1,yj
Ij−1 (du)W
yj ,yj+1
Ij
(du)µ(dyj−1)µ(dyj)µ(dyj+1)
=
∫
R3d
(√
p(a, x, y)p(a, y, z)− 1
)4
µ(dx) µ(dy) µ(dz)
• if j = −N ,
B−N (a) :=
∫
Ω
(
e−HI−N (u
(N)) − 1
)4
p(a, u(−Na), u((−N + 1)a)) P (du)
C−N (a) :=
∫
R2d
(√
p(a, x, y)− 1
)4
µ(dx) µ(dy)
• if j = N − 1,
BN−1(a) :=
∫
Ω
(
e−HIN−1 (u
(N)) − 1
)4
p(a, u((N − 2)a), u((N − 1)a)) p(a, u((N − 1)a), u(Na))2 P (du)
CN−1(a) :=
∫
R3d
(√
p(a, x, y)p(a, y, z)− 1
)4
µ(dx) µ(dy) µ(dz)
We will now study separately the Bj and the Cj , without omitting the two boundary cases, espe-
cially the one when j = N − 1, which will turn out to be the most troublesome.
3.3. Study of Bj(a).
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3.3.1. When j ∈ {−N + 1, ..., N −2}. We will focus our attention on the case j ∈ {−N + 1, ..., N −2}.
Using Cauchy-Schwarz’s inequality, we again decompose the integral in two parts :
Bj(a) =
∫
Ω
(e
−HIj (u(N)) − 1)4 p(a, u((j − 1)a), u(ja)) p(a, u(ja), u((j + 1)a))P (du)
6
(∫
Ω
(e
−HIj (u(N)) − 1)8 P (du)
)1/2(∫
Ω
p(a, u((j − 1)a), u(ja))2 p(a, u(ja), u((j + 1)a))2P (du)
)1/2
= Kj(a)
(∫
Ω
(e
−HIj (u(N)) − 1)8 P (du)
)1/2
where Kj(a) is bounded uniformly in a. Indeed,
Kj(a)
4 :=
(∫
Ω
p(a, u((j − 1)a), u(ja))2 p(a, u(ja), u((j + 1)a))2 P (du)
)2
6
∫
Ω
p(a, u((j − 1)a), u(ja))4 P (du)
∫
Ω
p(a, u(ja), u((j + 1)a))4 P (du)
= E
[
p(a, y((j − 1)a), y(ja))4]E[p(a, y(ja), y((j + 1)a))4]
=
(∫
R2d
p(a, x, y)4 p(a, x, y) µ(dx) µ(dy)
)2
= ‖p(a, ., .)‖10L5(µ⊗µ)
The main goal of this subsection is to find an upper bound for
∼
Bj(a) =
∫
Ω
(e
−HIj (u(N))− 1)8 P (du)
depending on a going to 0 as soon as a goes to infinity.
What follows is a direct adaptation of what was done in [16] and [4].
We start by noticing that for every x ∈ R,
(e−x − 1)8 = x8
(∫ 1
0
e−tx dt
)8
= x8
∫
[0,1]8
e−(t1+...+t8)x dt1...dt8
and thus
(15)
∼
Bj(a) =
∫
[0,1]8
∫
Ω
HIj (u
(N))8e
−(t1+...+t8)HIj (u(N))P (du) dt1...dt8
Set L(z) =
∫
Ω
e
−zHIj (u(N))P (du).
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Then, L is an holomorphic function, and its eighth derivative is
∂
∂z8
L(z) =
∫
Ω
HIj (u
(N))8e
−zHIj (u(N))P (du)
which means we can rewrite
∼
Bj as
(16)
∼
Bj(a) =
∫
[0,1]8
∂
∂z8
L(z) |z=t1+...+t8 dt1...dt8
On another side, we can obtain an alternative expression of L, using Cauchy-Schwarz’s inequality
and the martingale property of exp(−H) :
L(z) =
∫
Ω
exp
(
z
∫
Ij
b((u)tt−t0)
∗ dBt − z
2
∫
Ij
|b((u)tt−t0)|2 dt
)
P (du)
=
∫
Ω
exp
(
z
∫ (j+1)a
ja
b((u)tt−t0)
∗ dBt − z2
∫ (j+1)a
ja
|b((u)tt−t0)|2 dt
)
× exp
(
2z2 − z
2
∫ (j+1)a
ja
|b((u)tt−t0)|2 dt
)
P (du)
6
(∫
Ω
exp
(
2z
∫ (j+1)a
ja
b((u)tt−t0)
∗ dBt − 2z2
∫ (j+1)a
ja
|b((u)tt−t0)|2 dt
)
P (du)
)1/2
×
(∫
Ω
exp
(
z(2z − 1)
∫ (j+1)a
ja
|b((u)tt−t0)|2 dt
)
P (du)
)1/2
=
(∫
Ω
exp
(
z(2z − 1)
∫ (j+1)a
ja
|b((u)tt−t0)|2 dt
)
P (du)
)1/2
Then, we apply Cauchy’s inequality to L, for ρ such that L is well defined on B(z, ρ) :
(17)
∣∣∣∣ ∂∂z8L(z)
∣∣∣∣ 6 8!ρ8 supv∈B(z,ρ) |L(v)|
Thanks to the above expression of L,
|L(v)|2 6
∫
Ω
exp
(
Re(v(2v − 1))
∫ (j+1)a
ja
|b((u)tt−t0)|2 dt
)
P (du)
Furthermore, Re(v(2v−1)) = 2Re(v)2−2Im(v)2−Re(v) 6 Re(v)(2Re(v)−1) and as |v−z|2 = ρ2,
we have (Re(v) − z) 6 ρ2 for z = t1 + ... + t8, it follows that Re(v) ∈ {x ∈ R : |z − x| < ρ}, hence
Re(v) 6 z + ρ, which implies Re(v(2v − 1)) 6 (z + ρ)(2z + 2ρ− 1) 6 2(z + ρ)2.
Subsequently, |L(v)|2 6
∫
Ω
exp
(
2(ρ+ z)2)a‖b‖2∞
)
P (du), and thus,
(18) sup
v∈C(z,ρ)
|L(v)| 6 exp (a‖b‖2∞(ρ+ z)2))
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Combining (16), (17) and (18),
∼
Bj(a) 6
∫
[0,1]8
8!
ρ8
exp
(
a‖b‖2∞(ρ+ t1 + ...+ t8)2
)
dt1...dt8 6
8!
ρ8
exp
(
a‖b‖2∞(ρ+ 8)2)
)
Thus, for every ρ > 8,
(19)
∼
Bj(a) 6
8!
ρ8
e4a‖b‖
2∞ρ2
We want to determine which ρ > 8 will minimize the right hand side of this last inequality.
Let f be the function given by f(ρ) =
8!
ρ8
e4a‖b‖
2∞ρ2 . Then, f
′
(ρ) =
(
−8
ρ
+ 8a‖b‖2∞ρ
)
f(ρ).
Thus, f
′
(ρ) = 0 if and only if ρ2 =
1
a‖b‖2∞
, which is larger than 8 if and only if
(20) a‖b‖2∞ 6
1
8
,
and the optimal inequality for (19) is
(21)
∼
Bj(a) 6 8!e4(a‖b‖2∞)4
Finally coming back to the expression of Bj , we have obtained, under condition (20),
(22) Bj(a) 6
√
8!e2 ‖p(a, ., .)‖5/2L5(µ⊗µ) (a‖b‖2∞)2
3.3.2. Boundary cases. Remember that
B−N (a) =
∫
Ω
(
e−HI−N (u
(N)) − 1
)4
p(a, u(−Na), u((−N + 1)a)) P (du).
As in the previous case, we can write
B−N (a) 6 K−N (a)
(∫
Ω
(e−HI−N (u
(N)) − 1)8 P (du)
)1/2
where K−N (a)2 =
∫
Ω
p(a, u(−Na), u((−N + 1)a))2 P (du)
This square root can be dealt with in exactly the same fashion as is done above.
Furthermore,
K−N (a)2 = E[p(a, y(−Na), y((−N + 1)a))2]
=
∫
R2d
p(a, x, y)2p(a, x, y) µ(dx) µ(dy)
= ‖p(a, ., .)‖3L3(µ⊗µ)
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Hence the following result :
(23) B−N (a) 6
√
8!e2 ‖p(a, ., .)‖3/2L3(µ⊗µ) (a‖b‖2∞)2
We now turn our attention to
BN−1(a) =
∫
Ω
(
e−HIN−1 (u
(N)) − 1
)4
p(a, u((N − 2)a), u((N − 1)a)) p(a, u((N − 1)a), u(Na))2 P (du)
We proceed in a similar way to decompose BN−1(a) into the product of two terms and we have to
study the quantity :
KN−1(a) =
√∫
Ω
p(a, u((N − 2)a), u((N − 1)a))2 p(a, u((N − 1)a), u(Na))4 P (du)
In order to obtain an upper bound a moment of p(a, ., .) with respect to µ ⊗ µ smaller than 8,
Cauchy-Schwarz’s inequality will not suffice : we have to apply Ho¨lder’s inequality. We choose the
conjugated numbers 3 and 3/2 :
KN−1(a)2 6
(∫
Ω
p(a, u((N − 2)a), u((N − 1)a))6P (du)
)1/3(∫
Ω
p(a, u((N − 1)a), u(Na))6P (du)
)2/3
which leads to
KN−1(a) 6 ‖p(a, ., .)‖7L7(µ⊗µ)
and subsequently to
(24) BN−1(a) 6
√
8!e2 ‖p(a, ., .)‖7/2L7(µ⊗µ) (a‖b‖2∞)2
3.3.3. An uniform bound for Bj(a). From (22), (23) and (24), we deduce that, for every j ∈ {−N, ..., N−
1},
(25) Bj(a) 6
√
8!e2 ‖p(a, ., .)‖7/2L7(µ⊗µ) (a‖b‖2∞)2
3.4. Study of Cj(a).
3.4.1. General cases. As in the previous paragraph, we will first focus on the more general situation,
when j ∈ {−N + 1, ..., N − 2}.
We remind that
Cj(a) =
∫
R3d
(√
p(a, x, y)p(a, y, z)− 1
)4
µ(dx) µ(dy) µ(dz)
Again, we seek an upper bound for Cj(a) which vanishes when a goes to infinity.
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It can be easily checked that for every positive U ,
(26) (
√
1 + U − 1)4 6 1
16
U4,
that for positive x and y,
(27) xy − 1 = (x− 1)(y − 1) + (x− 1) + (y − 1)
and that, thanks to the convexity of u 7→ u4, for any a, b and c,
(28) (a+ b+ c)4 6 27 (a4 + b4 + c4)
Subsequently,
Cj(a) 6
1
16
∫
R3d
(p(a, x, y)p(a, y, z)− 1)4 µ(dx) µ(dy) µ(dz)
6 1
16
∫
R3d
((p(a, x, y)− 1)(p(a, y, z)− 1) + (p(a, x, y)− 1) + (p(a, y, z)− 1))4 µ(dx) µ(dy) µ(dz)
6 27
16
∫
R3d
((p(a, x, y)− 1)(p(a, y, z)− 1))4 µ(dx) µ(dy) µ(dz) + 27
8
∫
R2d
(p(a, x, y)− 1)4µ(dx) µ(dy)
6 27
16
∫
R2d
(p(a, x, y)− 1)8µ(dx) µ(dy) + 27
8
∫
R2d
(p(a, x, y)− 1)4µ(dx) µ(dy)
using, once more, Cauchy-Schwarz’s inequality to obtain the final line.
Furthermore,∫
R2d
(p(a, x, y)− 1)4µ(dx) µ(dy) 6
√∫
R2d
(p(a, x, y)− 1)8µ(dx) µ(dy)
Thus, according to lemma 2,
(29) Cj(a) 6
27
16
βδ(a)
8
(
‖p(δ, ., .)‖8L8(µ⊗µ) ∨ 1
)
+
27
8
βδ(a)
4
(
‖p(δ, ., .)‖4L8(µ⊗µ) ∨ 1
)
3.4.2. Boundary cases. We can check that both boundary cases exhibit an analogous behaviour.
Indeed, on the one hand, recall that
C−N (a) =
∫
R2d
(√
p(a, x, y)− 1
)4
µ(dx) µ(dy)
Thus, thanks to (26) and lemma 2,
C−N (a) 6
1
16
∫
R2d
(p(a, x, y)− 1)4 µ(dx) µ(dy)
6 1
16
√∫
R2d
(p(a, x, y)− 1)8 µ(dx) µ(dy)
6 1
16
βδ(a)
4
(
‖p(δ, ., .)‖4L8(µ⊗µ) ∨ 1
)
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On the other hand,
CN−1(a) =
∫
R3d
(√
p(a, x, y)p(a, y, z)− 1
)4
µ(dx) µ(dy) µ(dz)
Notice that (
√
p(a, x, y)p(a, y, z)− 1)4 6 8(p(a, y, z)− 1)4p(a, x, y)2 + 8(
√
p(a, x, y)− 1)4.
This, with Cauchy-Schwarz’s inequality and the computation of C−N (a) thrown in, leads to
CN−1(a) 6 8
∫
R3d
(p(a, y, z)− 1)4p(a, x, y)2µ(dx) µ(dy) µ(dz)
+ 8
∫
R2d
(
√
p(a, x, y)− 1)4µ(dx) µ(dy)
6 8
√∫
R2d
(p(a, x, y)− 1)8µ(dx) µ(dy)
√∫
R2d
p(a, x, y)4µ(dx) µ(dy)
+
1
2
βδ(a)
4
(
‖p(δ, ., .)‖4L8(µ⊗µ) ∨ 1
)
6 8βδ(a)4
(
‖p(δ, ., .)‖4L8(µ⊗µ) ∨ 1
)
‖p(a, ., .)‖2L4(µ⊗µ)
+
1
2
βδ(a)
4
(
‖p(δ, ., .)‖4L8(µ⊗µ) ∨ 1
)
=
(
8‖p(a, ., .)‖2L4(µ⊗µ) +
1
2
)
βδ(a)
4
(
‖p(δ, ., .)‖4L8(µ⊗µ) ∨ 1
)
3.4.3. Global upper bound for Cj. Taking into account all three cases, when a > 2δ, for every j ∈
{−N, ..., N − 1},
(30) Cj(a) 6
((
27
16
βδ(a)
4 + 8
)(
‖p(δ, ., .)‖4L8(µ⊗µ) ∨ 1
)
+ 4
)
βδ(a)
4
(
‖p(δ, ., .)‖4L8(µ⊗µ) ∨ 1
)
To obtain the control of |Γτ | we are seeking, it remains to put all the pieces together and to deter-
mine its domain of validity with respect to a and b.
3.5. Back to the clusters. Suppose that a > 2δ and that (20) holds, i.e. ‖b‖∞ 6 1√
8a
.
Recall that
(31) Mδ = sup
a>δ
‖p(a, ., .)‖L8(µ⊗µ) ∨ 1
Thus, we can obtain bounds for Bj and Cj easier to deal with : according to (25) and (30) respec-
tively,
(32) Bj(a) 6
√
8!e2 M
7/2
δ (a‖b‖2∞)2
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(33) Cj(a) 6M4δ
(
4 + 2M4δ
(
4 + βδ(a)
4
))
βδ(a)
4
We aim to prove that, for every positive ε, for a large enough (i.e. a larger than some aε), there
exists b(ε) such that if ‖b‖∞ 6 b(ε),
(34) |Γτ | 6 ε|τ |.
Remember that
|Γτ (a)| 6
∏
j∈τ
(8Bj(a) + 8Cj(a))
1/4 ,
so (34) will be satisfied if, for a sufficiently large, both Bj(a) and Cj(a) are smaller than
ε4
16
.
• One can check, by solving a second order inequality in βδ(a)4, that for all a such that
(35) βδ(a)
4 6
(
2 +
1
M4δ
)(√
1 +
ε4
32(1 + 2M4δ )
2
− 1
)
the condition Cj(a) 6
ε4
16
is true.
We remind that βδ was introduced in lemma 2 and is defined by βδ(a) = 2Mδ e
−(a−2δ)/CP ,
with CP the constant associated with the Poincare´’s inequality satisfied by µ, according to
hypothesis (H1).
Using this expression, and setting
(36) aC(ε) = 2δ − CP
4
ln
(
1
16M4δ
(
2 +
1
M4δ
)(√
1 +
ε4
32(1 + 2M4δ )
2
− 1
))
it can be shown that (35) is equivalent to :
a > aC(ε)
Thus, for every a > aC(ε), Cj(a) 6
ε4
16
.
Remark 7. It can be noticed that aC(ε) > 2δ if and only if ε 6 25/2M2δ (8M8δ + 2M4δ + 1)1/4.
• From (32), it can be seen that Bj(a) 6 ε
4
16
if
(37) ‖b‖∞ 6 1
2
√
e(8!)1/8M
7/8
δ
ε√
a
Remark 8. Notice that
ε
2
√
e(8!)1/8M
7/8
δ
6 1√
8
if and only if ε 6
√
e
2
(8!)1/8M
7/8
δ .
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Thus, according to (20), (35) and (37), setting
aε = aC(ε) ∨ (2δ)
that is
(38) aε = 2δ −
[
CP
4
ln
(
1
16M4δ
(
2 +
1
M4δ
)(√
1 +
ε4
32(1 + 2M4δ )
2
− 1
))]
−
where x− = min(x, 0), and
b(ε) =
(
ε
2
√
e(8!)1/8M
7/8
δ
∧ 1√
8
)
1√
aε
,
that is,
(39) b(ε) =
ε
2
√
e(8!)1/8M
7/8
δ
∧ 1√
8√
2δ −
[
CP
4 ln
(
1
16M4δ
(
2 + 1
M4δ
)(√
1 + ε
4
32(1+2M4δ )
2 − 1
))]
−
we have finally obtained the following result :
Proposition 1. Assume that (H1) and (H2) are satisfied. Suppose that a > aε, defined in (38).
Let ε be a positive number such that ‖b‖∞ 6 b(ε), given by (39).
Then, for every cluster Γτ ,
(40) |Γτ | 6 ε|τ |.
Remark 9. In order to connect with classical results about the cluster expansion method, we have to
show that ε can be expressed as a function of b(ε) that will go to 0 when b(ε) goes to 0.
Suppose that
(41) ε 6
(
25/2M2δ (8M
8
δ + 2M
4
δ + 1)
1/4
)
∧
(√
e
2
(8!)1/8M
7/8
δ
)
:= ε0.
Then according to remarks 7 and 8,
(42) b(ε) =
ε
2
√
2eδ (8!)1/8M
7/8
δ
√
1− CP8δ ln
(
1
16M4δ
(
2 + 1
M4δ
)(√
1 + ε
4
32(1+2M4δ )
2 − 1
))
Compute the derivative of b(ε) with respect to ε :
b
′
(ε) =
b(ε)
ε
1 + (8!)1/4e CP M7/4δ
32 δ(1 + 2M4δ )
2
ε2 b(ε)2(√
1 + ε
4
32(1+2M4δ )
2 − 1
)√
1 + ε
4
32(1+2M4δ )
2

b
′
(ε) is positive for every ε in (0, ε0] ; thus, ε 7→ b(ε) is (strictly) increasing from (0, ε0] to (0, bε0 ].
Therefore, b admits a reciprocal function : there exists a function η : (0, bε0 ]→ (0, ε0] such that for
every ε ∈ (0, ε0], η(b(ε)) = ε ; moreover, η is increasing and η(x) goes to 0 when x goes to 0.
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We can now rewrite proposition 1 in a more amenable way :
Proposition 2. Let ε0 be as defined in (41) and associate it bε0 according to (42).
Suppose that a > aε0, as introduced in (38).
If ‖b‖∞ 6 bε0, then, for every cluster Γτ ,
(43) |Γτ | 6 η(‖b‖∞)|τ |
where η, defined just above, is a function that goes to 0 in 0.
4. Main theorem and consequences
Recall that we wish to prove the convergence of the sequence of measures (QN )N , with QN (du) =
exp(−HN (u(N)))P (du), towards a weak stationary solution Q of the perturbed equation (5).
Proposition 2, just above, is the key point to prove this convergence : the cluster representation
(10) of the partition function ZN and the cluster estimate (43) are the crucial elements in order to
obtain in a canonical way an expansion for the measures QN (see [13]).
It has been done in details in both [4] and [14] (see for instance paragraph 3.1.4 of [14], with lemma
10 and what follows) : one obtains a representation of a localized bounded function with respect to
the measure QN and proves its convergence, uniformly in N when ε is small enough.
This leads to the following result :
Theorem 1. Assume (H1) and (H2). For ‖b‖∞ small enough, there exists a unique probability
measure Q on Ω such that :
Q = lim
N→∞
QN
One should note that despite the explicit bounds obtained in (39) and (41), the cluster expansion
method does not furnish an explicit expression for the required smallness of ‖b‖∞.
Further results taken from Gibbs field theory (see proposition 2 and lemma 4 in [4]) ensure that
the probability measure Q is indeed a weak stationary solution of the equation :
(5) dxt =
(
−1
2
σ ∇V (xt) + σ b((x)tt−t0)
)
dt+ σ dBt
Hence our main result :
Theorem 2. Assume (H1) and (H2).
If ‖b‖∞ is small enough, then
• the semi-group associated with the above equation (5) converges towards its unique invariant
probability measure ν exponentially fast ;
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• furthermore, there exists a constructive way of obtaining this measure ν ;
• finally, the property of exponential decorrelation is satisfied : there exist two constants θ1 and
θ2 such that for all f and g measurable and bounded by 1,
|cov(f(xt), g(xt+s))| 6 θ1 e−θ2s
The final assertion follows from the fact that the short-range correlations hold (see, for instance
Theorem 3.1 and Corolllary 3.1 in [17]).
As the correlations decay at an exponential rate, we have strong mixing properties, and, in particu-
lar, the central limit theorem below. Though this process is not Markovian, the proof of the following
corollary is similar to the famous result obtained by Kipnis and Varadhan in [10] expanded in [2].
Corollary 1. If a smooth f is such that
∫
fdν = 0, then
1√
t
∫ t
0
f(xs) ds
(d)−→
t→+∞ N (0, σ
2
f )
with
σ2f := 2
∫ +∞
−∞
Eν [f(x0)f(xs)] ds =
∫
|σ∇f |2 dν
Remark 10. Similar results hold if the diffusion matrix σ is not square, under the assumption that
σσ∗ is invertible.
Remark 11. We recall hypothesis (H2) : there exists δ > 0 such that
sup
t>δ
‖p(t, ., .)‖L8(µ⊗µ) <∞.
It is not optimal, in the sense that it could be weakened and our results would still hold, with similar
computations. Indeed, if, instead of Cauchy-Schwarz’s inequality, we would use Ho¨lder’s inequality
for the study of Bj(a) (resp. Cj(a)) in section 3.3 (resp. 3.4), we could substitute the power 8 in (H2)
by 4 + η for any η > 0 (resp. by 6), the limiting case being BN−1 (resp. CN−1).
Thus, (H2) could be replaced by (H2’) : there exists δ > 0 such that
sup
t>δ
‖p(t, ., .)‖L6(µ⊗µ) <∞,
the counterpart being that condition (20) would then be more restrictive and lead to a greater aε
for a given b(ε).
5. A concrete example : the Ornstein-Uhlenbeck case
Suppose the reference drift g is a linear one.
In order to simplify the writing of the computations, we restrict ourselves to the one-dimensional
situation d = 1 ; the behaviour in higher dimensions is completely similar.
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We are thus considering the one-dimensional Ornstein-Uhlenbeck equation :
(44) dyt = −λyt dt+ σ dBt
where λ and σ are positive parameters and (Bt) is a standard one-dimensional Brownian motion.
It is a process whose explicit expression (with respect to the Brownian motion B) and general
behaviour are well-known ; in particular, it admits the Gaussian law N (0, σ2/2λ), whose density is
given by
µ(dy) =
√
λ
piσ2
e−λy
2/σ2dy,
as its (unique) symmetric probability measure.
Furthermore, the transition density of (yt) with respect to µ is given by
(45) p(t, x, y) =
1√
1− e−2λt exp
(
− λ
σ2(1− e−2λt)
(
(x2 + y2)e−2λt − 2xye−λt
))
.
Thus, all the assumptions made at the beginning of section 1.2 are satisfied, as are hypotheses (H1)
and (H2). Indeed, thanks to a well-known result (see, for instance, [1]) on Poincare´’s inequalities
verified by Gaussian measures, for a smooth function f ,
(46) V arµ(f) 6
σ2
2λ
∫
(f ′)2 dµ
which implies that (H1) holds, with CP = 1/2λ.
Moreover, (H2) follows from the lemma below :
Lemma 4. For every positive t and for k ∈ N∗,
(47)
∫
R2
p(t, x, y)kµ(dx)µ(dy) =
1
(1− e−2λt)k/2−1
√
(1 + (k − 1)e−2λt)2 − k2e−2λt
We thus have immediatly :
Corollary 2. For every integer k,‖p(t, ., .)‖Lk(µ⊗µ) goes to 1 when t goes to infinity, and for every
K > 1, there exists tK such that
(48) sup
t>tK
‖p(t, ., .)‖Lk(µ⊗µ) 6 K
Proof. Set Ik(t) =
∫
R2
p(t, x, y)kµ(dx)µ(dy).
Then, letting Kt =
λ
σ2(1− e−2λt) , ct = 1 + (k − 1)e
−2λt, and dt = ke−λt,
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Ik(t) =
λ
piσ2
(1− e−2λt)−k/2
∫
R2
exp
(
− λ
σ2(1− e−2λt)
(
(1 + (k − 1)e−2λt)(x2 + y2)− 2kxye−λt
))
dxdy
=
λ
piσ2
(1− e−2λt)−k/2
∫
R2
exp
(
−Ktct(x− dt
ct
y)2
)
exp
(
−Ktct(1− d
2
t
c2t
)y2
)
dxdy
=
λ
piσ2
(1− e−2λt)−k/2
√
pi
Ktct
√
pi
Ktct(1− d
2
t
c2t
)
=
λ
σ2
(1− e−2λt)−k/2 1
Kt
√
c2t − d2t
= (1− e−2λt)1−k/2 1√
c2t − d2t
Hence the result we were looking for.

In particular,
‖p(a, ., .)‖8L8(µ⊗µ) = (1− e−2λa)−3(1− 50e−2λa + 49e−4λa)−1/2
which is finite if and only a >
ln(7)
λ
.
Besides, a study of the function a 7→ (1 − e−2λa)−3(1 − 50e−2λa + 49e−4λa)−1/2 shows that it is
decreasing towards 1 on the open interval
(
ln(7)
λ
,+∞
)
.
Thus, for every δ >
ln(7)
λ
,
sup
a>δ
‖p(a, ., .)‖L8(µ⊗µ) <∞
and, furthermore,
(49) sup
a>δ
‖p(a, ., .)‖L8(µ⊗µ) = (1− e−2λδ)−3/8(1− 50e−2λδ + 49e−4λδ)−1/16 = Mδ
where Mδ corresponds to the constant defined in (31). Its graph can be seen in figure 1, when λ is
1 (as Mδ can be seen as a function of the product λδ, the value chosen for λ here is not of much
consequence). Notice that it quickly becomes very close to 1.
The perturbed equation is
(50) dxt =
(−λxt + σb((x)tt−t0)) dt+ σ dBt
where b : C0([−t0, 0],R)→ R is a bounded measurable function.
Remark 12. Having obtained a bound for ‖b‖∞, we can nevertheless make σ vary as it does not appear
in the various computations in order to obtain a larger drift (though, obviously, it also entails a larger
diffusion coefficient).
5.1. Numerical applications.
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Figure 1. On the left, the graph of δ 7→Mδ when λ = 1 ; on the right, the evolution
of ε 7→ b(ε) for λ = 1 and δ = 2
5.1.1. Evolution of the bound b(ε). As ln(7) ∼ 1.95, we can for instance choose δ = 2
λ
.
If we do so, then Mδ = (1− e−4)−3/8(1− 50e−4 + 49e−8)−1/16 ' 1.16.
The evolution of the bound b(ε), defined in (39), supposing that λ = 1, when ε evolves between 0
and 10 can be seen in figure 1.
This curve is, as expected, non-decreasing (remark that it is not linear by parts) : the smaller ε,
the smaller b(ε) : the result will hold only for very small perturbations b of the reference process.
5.1.2. About the choice of δ. For now, fix λ = 1. Here, we are interested in the optimal value for δ,
that is the δ which allows the largest possible window of choice for ‖b‖∞ in order to satisfy proposition
2.
For instance, we set ε = 1 and a = a1. Then, considering b1 := b(1) as a function of δ, we have :
b1(δ) =
1
2
√
2e(8!)1/8
(
δ M
7/4
δ
(
1− CP
8δ
ln
(
2M4δ + 1
16M8δ
(√
1 +
1
32(1 + 2M4δ )
2
− 1
))))−1/2
with Mδ = (1− e−2δ)−3/8(1− 50e−2δ + 49e−4δ)−1/16.
We wish to determine,
δ∗ = argmax
δ>ln(7)
b1(δ)
i.e. the value of δ for which proposition 1 will be satisfied for the largest value of ‖b‖∞.
Differentiating b1 with respect to δ in order to find the points where the derivative vanishes looks
a rather hopeless case.
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Figure 2. b1 as a function of δ with λ = 1
We can nevertheless draw the graph of b1 in figure 2 : there seems to be a clear maximum, in this
case for δ close to 2.22, with a upper-bound for ‖b‖∞ around 0.0325.
Other values of λ provide similar representations, on a different scale. We observe a surprising
correlation, at least at first glance, when looking for the corresponding values for other choices of λ ;
they are gathered in the following table :
λ 0.01 0.1 0.5 1 2 5 10 100
δ∗ 222 22.2 4.44 2.22 1.11 0.44 0.222 0.0222
b1(δ∗) 0.00325 0.0103 0.0230 0.0325 0.0460 0.0728 0.103 0.325
From this, we can conjecture approximate links between λ, δ∗ and b1(δ∗) : it seems that, one the
one hand,
(51) δ∗ ' 2.220296
λ
and, on the other hand,
(52) b1(δ∗) ' 0.3255108
√
λ ' 0, 04850326√
δ∗
Thus, we conjecture that the larger λ (and thus the reference drift term), the smaller δ and the
larger b1(δ∗) (and thus a larger window of possibilities for the perturbation b).
Remark 13. The so-called optimal bound for ‖b‖∞, that is b1(δ∗), is the one discusses in Proposition
1, and is not linked with the one, unknown, that appears in Theorem 2, about which, as previously
mentioned, we are not able to say anything.
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Figure 3. On the left, the optimal value of δ, δ∗, as a function of λ; on the right, the
optimal bound b1(δ∗), depending on λ
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