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Abstract
Sparsification, where the cut values of an input graph are approximately preserved by a
sparse graph (called a cut sparsifier) or a succinct data structure (called a cut sketch), has
been an influential tool in graph algorithms. But, this tool is restricted to undirected graphs,
because some directed graphs are known to not admit sparsification. Such examples, however,
are structurally very dissimilar to undirected graphs in that they exhibit highly unbalanced cuts.
This motivates us to ask: can we sparsify a balanced digraph?
To make this question concrete, we define balance β of a digraph as the maximum ratio of
the cut value in the two directions (Ene et al., STOC 2016). We show the following results:
• For-All Sparsification. If all cut values need to be simultaneously preserved (cf. Benczu´r
and Karger, STOC 1996), then we show that the size of the sparsifier (or even cut sketch)
must scale linearly with β. The upper bound is a simple extension of sparsification of
undirected graphs (formally stated recently in Ikeda and Tanigawa (WAOA 2018)), so our
main contribution here is to show a matching lower bound.
• For-Each Sparsification. If each cut value needs to be individually preserved (Andoni
et al., ITCS 2016), then the situation is more interesting. Here, we give a cut sketch whose
size scales with
√
β, thereby beating the linear lower bound above. We also show that this
result is tight by exhibiting a matching lower bound of
√
β on “for-each” cut sketches.
Our upper bounds work for general weighted graphs, while the lower bounds even hold for
unweighted graphs with no parallel edges.
∗Part of this work was done when the author was a postdoctoral researcher at Duke University and when he was
visiting the Institute of Advanced Study.
†This work was supported in part by NSF grants CCF-1535972, CCF-1955703, and an NSF CAREER Award
CCF-1750140.
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1 Introduction
Graph sparsification, originally introduced by Benczu´r and Karger as a means of obtaining faster
maximum flow algorithms [8], has become a fundamental tool in the design of graph algorithms.
The goal of graph sparsification is to replace an arbitrary graph with a sparse graph (called the
graph sparsifier) on the same set of n vertices but with only O(n · poly(log n, 1/)) edges, while
approximately preserving the value of every cut up to a factor of 1 ±  for any given  > 0. Since
their work, several graph sparsification techniques have been discovered (e.g., [17]), the idea has
been extended to other models of computation such as data streaming (e.g., [1]) and sketching
(e.g., [6]), stronger notions such as spectral sparsification that preserves all quadratic forms have
been proposed (e.g., [46]), and far-reaching generalizations such as the Kadison-Singer conjecture
have been established [38]. On the applications side, graph sparsification has been heavily used to
obtain a tradeoff between algorithmic accuracy and efficiency for a variety of “cut-based” problems
such as maximum flows, minimum cuts, balanced separators, and so on.
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Figure 1: The cut S only
contains a single edge (u, v),
so any sparsifier must con-
tain this edge.
In spite of its widespread use, one restriction is that sparsification
only applies to undirected graphs. There is a fundamental reason
for this restriction – there are directed graphs that simply cannot be
sparsified. Consider, for instance, a complete directed bipartite graph
with n/2 vertices on each side of the bipartition. If even a single arc
in this graph is deleted, then the value of the directed cut with only
this arc (see Fig. 1) is not preserved up to any multiplicative factor.
The reader may complain that this lower bound is rather fragile, in
that a slight change in the definition of sparsification that allows for,
say, an additive error would subvert it, but there are ways to make
this construction much more robust, some of which we will see later
in this paper. Indeed, the lower bound holds even for cut sketches,
where one does not insist on a graph being output as the sparsifier,
but simply a succinct data structure from which the cut values of the
original graph can be (approximately) retrieved. The upshot is that
graph sparsification, like several other graph phenomena, is limited to
undirected graphs and does not apply to directed graphs in general.
A qualitative distinction between directed and undirected graphs
is in terms of the balance of cuts, i.e., the ratio between incoming and outgoing edges in any given
cut. An equivalent view of an undirected graph is by bi-directing its edges, which results in a graph
with perfect balance, i.e., every cut has exactly the same number of incoming and outgoing edges.
In contrast, consider the directed complete bipartite graph described in the previous paragraph –
the cut splitting left and right vertices contains all n2/4 edges in the forward direction and 0 edges
in the backward direction, i.e., the graph is extremely unbalanced from the perspective of cuts.
A few years ago, Ene et al. [16] opined that several graph properties that distinguish between
undirected and directed graphs might be a direct consequence of the (im)balance of cuts. In
other words, while directed graphs that have unbalanced cuts do not satisfy these properties, they
continue to hold for directed graphs where all the cuts are (approximately) balanced, although
these graphs do not have any structural correspondence to any undirected graphs. To test their
hypothesis, they introduced a parameterization of directed graphs by a balance parameter β, which
is defined as the largest ratio between the value of a cut in its two directions. They then showed
that two classic algorithms for undirected graphs, namely oblivious routing and fast approximate
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maximum flows, can be applied to directed graphs as well, as long the value of β is small. More
precisely, the quality of oblivious routing, and the time complexity of approximate maximum flows,
can be expressed in terms of the balance parameter β, and gracefully degrades with increasing β.
In this paper, we ask the natural question:
Can we sparsify a balanced directed graph while preserving its cut values?
More generally, we are interested in knowing if there is a graceful degradation of the sparsification
phenomenon with the cut balance of a digraph, and if so, the precise nature of this dependence. We
consider two different notions of sparsification. The first is the classic version, defined by Benczu´r
and Karger [8], where the goal is to simultaneously preserve all cuts approximately. The second,
weaker, requirement was introduced by Andoni et al. [6] which simply requires us to preserve the
value of any cut approximately, i.e., in response to a cut being queried, the value returned by the
sparsifier should approximately match that in the original graph with (high) constant probability.
1.1 Our Results
“For-All” Sparsification. Recently, Ikeda and Tanigawa [20] showed that there is a sparsifier
for β-balanced directed graphs that uses O˜(βn/2) edges.1 Indeed, this result can be recovered
by using the following simple process: (a) remove all edge directions, (b) sample the resulting
undirected graph using a standard (undirected) sparsification algorithm that samples every edge e
at probability pe that is inversely proportional to the (undirected) edge connectivity λe (see [17]),
but after boosting the sampling probabilities by a factor of β, and (c) use a simple modification of
the analysis from undirected sparsification to argue that the directed cuts are preserved because
of the higher sampling probabilities. A priori, it is not clear that this linear dependence on β is
required; in particular, the use of undirected sparsification as a gadget in sparsifying a digraph
seems suboptimal. Unfortunately, we show that the linear dependence of the size on β is actually
tight.Our lower bound holds not only for sparsifiers, but even for cut sketches, i.e., even if we allow
any data structure from which we can approximately recover the values of all directed cuts of the
original digraph.
Theorem 1.1. Fix any β ≥ 1, 0 <  < 1, and n such that β/ ≤ n/2. Any (1 ± ) for-all cut
sketching algorithm for β-balanced graphs with n vertices must output at least Ω(nβ/) bits in the
worst case.
Our lower bound construction also refutes a conjecture of Ikeda and Tanigawa [20] that replacing
β/λe with the tighter 1/γe in the sampling probabilities pe, where γe is the directed edge connectivity
of e, produces a better sparsifier. We give an example to show that sampling with probabilities
proportional to 1/γe may not even produce a sparsifier, i.e., does not preserve the values of all cuts!
“For-Each” Sparsification. Next, we turn to the weaker notion of sparsification, where we
intend to preserve any cut instead of all cuts simultaneously. Our main result in this paper is to
show that the dependence on β scales as
√
β in “for-each” sparsification, thereby beating the lower
bound in the “for-all” setting. In particular, we give an algorithm that produces a “for-each” cut
sketch of size O˜(
√
βn/), thereby beating the “for-all” sparsifier both in the dependence on β and
. The improved dependence on  was already known for undirected graphs [6], which we inherit.
1Throughout the paper, we use O˜(f(n)) as a shorthand for O(f(n) logO(1) f(n)).
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Our main contribution is in showing that the size of a cut sketch that seeks to preserve the value
of any directed cut approximately in a β-balanced directed graph can have a strictly sub-linear
dependence on the value of β. We also give a near-linear time implementation of our cut sketching
algorithm. Finally, we also give a matching lower bound of Ω(
√
βn), thereby establishing that the
size our cut sketch is tight up to poly-logarithmic factors.
Theorem 1.2. (Upper Bound) For any β-balanced graph with n vertices, m edges, and polynomially-
bounded edge weights, there is an O˜(m+
√
βn/)-time algorithm that constructs a (1± ) for-each
cut sketch of size O˜(
√
βn/) bits.
(Lower Bound) Fix any β ≥ 1, 0 <  < 1, and n such that (β/)1/2 ≤ n/2. Any (1 ± ) for-each
cut sketching algorithm for β-balanced graphs with n vertices must output at least Ω(
√
βn/
√
) bits
in the worst case.
Remark. Although the main focus of this work is to ascertain the dependence of the size of cut
sketches or sparsifiers in directed graphs on β, we note that the dependence on  does not match
in our upper and lower bounds in Theorems 1.1 and 1.2. Since the existing lower bound for the
corresponding questions in undirected graphs are Ω(n/) and Ω(n/2), this yields composite lower
bounds of Ω(βn/+ n/2) and Ω(
√
βn/
√
+ n/) respectively for the directed case. We conjecture
that our upper bound is tight (up to the poly-logarithmic terms) in both cases.
1.2 Our Techniques
We outline the main ideas in our for-each cut sketch. Our starting point are two sketching algorithms
for undirected graphs: cut sketches by Andoni et al. [6] and spectral sketches by Jambulapati
and Sidford [21]. Both algorithms have the same high-level structure. The edges in the input
graph are (recursively) partitioned into (a small number of) “sparse” edges that are preserved
exactly in the sketch, and a set of edge-disjoint “well-connected” subgraphs, for each of which a
separate cut/spectral sketch is produced by sampling edges. A query is answered independently
by these different sketches, and also by the sparse edges preserved exactly, and these responses
are accumulated to produce the overall answer. The methods differ in the details, e.g., in what
well-connectedness means, but both use this generic high-level structure.
Suppose for a digraph, we were to use the same high-level idea of separating into sparse and
dense regions of the graph, and maintaining the former exactly while only preserving a sample of
the latter. The first question is the definition of sparsity itself. To ensure that we store a small
number of edges in the sparse regions, we need to use the undirected definition, i.e., remove edge
directions and recursively remove edges in sparse cuts until we are left with dense components in an
undirected sense. But, then, even if the original digraph were nearly balanced (i.e., β was small),
a specific dense component hence formed can be highly unbalanced (i.e., have large β). Indeed, we
can construct examples where the dense components are not even strongly connected, that is, β is
infinite! So, one cannot hope to compute cut sketches of these dense components.
Moreover, even if we got lucky and each dense component turned out to be a balanced digraph,
it is not clear whether constructing a cut sketch is any easier for well-connected digraphs than on
general ones, even with the same balance parameter. The main issue is that the notion of well-
connectedness (e.g., the absence of sparse cuts, or more generally, expander-like properties) is a
property of the digraph only after removing edge orientations, and does not easily lend itself to a
generalization in the directed context. Indeed, we show that the analysis of variance from these
previous works does not extend to the case of digraphs, and we need a new analytical tool.
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Our main technical contribution is a new global cut sketch construction. Namely, we design a cut
sketch whose variance can be large on individual well-connected regions of the input digraph, but
we crucially show that the cumulative variance of our estimator across all well-connected regions
of the digraph is small. This new variance analysis is the crux of our method: it helps eliminate
the need for individual cut sketches in each dense subgraph, and simplifies the recovery algorithm
to the natural estimator that appropriately scales the number of sampled edges in the queried cut.
1.3 Related Work
Graph Sparsification. Graph sparsification was introduced by Benczu´r and Karger [8] (“for-all”
cut sparsfiers), and has led to research in a number of directions: Fung et al. [17] and Kapralov
and Panigrahy [27] gave new algorithms for preserving cuts in a sparsifier; Spielman and Teng [46]
generalized to spectral sparsfiers that preserved all quadratic forms, which led to further research
both in improving the bounds on the size of the sparsifier [45, 7] and also in the running time
of spectral sparsification algorithms (e.g., [35, 5, 36, 11, 34, 31, 33, 32]); faster algorithms for
fundamental graph problems such as maximum flow utilized sparsification results (e.g., [8, 43]);
Ahn and Guha [1] introduced sparsification in the streaming model, which has led to a large body
of work for both cut sparifiers (e.g., [2, 3, 18]) and spectral sparsifiers (e.g., [26, 25, 24, 4]) in graph
streams; both cut [30, 40] and spectral [44] sparsification have been studied in hypergraphs; etc.
For lower bounds, Andoni et al. [6] showed that any data structure that (1±)-approximately stores
the sizes of all cuts in an undirected graph must use Ω(n/2) bits. Recently, Carlson et al. [10]
improved this lower bound to Ω(n log n/2) bits, matching existing upper bounds.
Andoni et al. [6] first proposed the notion of “for-each” cut (and spectral) sketches, where the
sparsifier preserves the value of any cut rather than all cuts simultaneously. They showed that
for any undirected graph with n vertices, a (1 ± ) for-each cut sketch of size O˜(n/) exists and
can be computed in polynomial time. Subsequently, Jambulapati and Sidford [21] gave the first
nearly-linear time algorithm for constructing (1± ) for-each graph sketches of size O˜(n/). Their
sketch not only approximates cut values, but also approximately preserves the quadratic form of
any undirected Laplacian matrix (and its pseudoinverse) for all vectors.
Directed Graphs. Cohen et al. [15, 14] proposed a directed notion of spectral sparsifiers and
used it to obtain nearly-linear time algorithms for solving directed Laplacian linear systems and
computing various properties of directed random walks. However, their directed spectral sparsifiers
only work for Eulerian graphs, i.e., for β = 1. Zhang et al. [49] proposed a notion of spectral
sparsification that works for all directed graphs, but their definition does not preserve cut values.
More generally, there have been attempts at bridging the divide between directed and undirected
graphs for other problems. For instance, Lin [37] defined the imbalance of a graph as the sum of the
absolute difference of in- and out-capacities at all vertices, and used it to generalize the max-flow
algorithm of Karger and Levine [28] from undirected graphs to digraphs. Digraphs have also been
parameterized by directed extensions of treewidth [22], and similar notions of DAG-width [9, 41] and
Kelly-width [19], which led to FPT algorithms based on these parameters, much like for undirected
bounded treewidth graphs. In spectral graph theory, directed analogs of Cheeger’s inequality have
been defined [12], particularly in the context of analyzing the spectrum of digraphs. Closest to our
work is that of Ene et al. [16] who proposed the balance parameter of digraphs that we use in this
paper, although in the context of oblivious routing and max-flow algorithms.
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2 Preliminaries
Basic Notations. Let G = (V,E,w) be a weighted directed graph with n = |V | vertices and
m = |E| edges. Every edge e ∈ E has a given non-negative weight we ≥ 0. When working with
unweighted graphs, (i.e., we = 1 for all e ∈ E), we will omit the edge weights we.
For two sets of vertices S ⊆ V and T ⊆ V , we use E(S, T ) = {(u, v) ∈ E : u ∈ S, v ∈ T} to
denote the set of edges in E that go from S to T . We use w(S, T ) =
∑
e∈E(S,T )we to denote the
total weight of the edges from S to T . For a vertex u ∈ V and a set of vertices S ⊆ V , we write
E(u, S) for E({u}, S), and we define E(S, u), w(u, S), and w(S, u) similarly.
We often write S as a shorthand for V \ S. Given a component Vi and a subset of its vertices
Si ⊆ Vi, we can similarly define Si = Vi \Si. For example, using this notation, we write w(S, S) for
w(S, V \ S) and similarly w(Si, Si) = w(Si, Vi \ Si).
The conductance of an undirected graph G = (V,E,w) is defined as
φ(G) = min
∅6=S⊂V
w(S, S)
min
(
w(S, V ), w(S, V )
) . (1)
β-Balanced Directed Graphs. Let G = (V,E,w) be a strongly connected digraph. We say G
is β-balanced if β upper bounds the ratio of the cut values in two directions for all cuts in G:
Definition 2.1 (β-Balanced). A strongly connected digraph G = (V,E,w) is β-balanced if, for all
∅ ⊆ S ⊆ V , it holds that w(S, S) ≤ β · w(S, S).
Directed Cut Sparsifiers and Cut Sketches. We consider two notions of sparsification. The
first is the classic “for-all” sparsifier that approximately preserves the values of all cuts.
Definition 2.2 (For-All Cut Sparsifier). Let G = (V,EG, wG) and H = (V,EH , wH) be two weighted
directed graphs. Fix 0 <  < 1. We say H is a (1 ± ) for-all cut sparsifier of G iff the following
holds for all S ⊆ V :
(1− ) · wG(S, V \ S) ≤ wH(S, V \ S) ≤ (1 + ) · wG(S, V \ S).
Instead of a graph that preserves cut values, if we allow any data structure from which the cut
values can be (approximately) recovered, we call it a cut sketch.
Definition 2.3 (For-All Cut Sketch). Let G = (V,E,w) be a weighted directed graph. Fix 0 <  < 1.
A (deterministic) function sk(G) of G is a (1 ± ) for-all cut sketch if there exists a recovering
function f such that, for all S ⊆ V :
(1− ) · w(S, V \ S) ≤ f(S, sk(G)) ≤ (1 + ) · w(S, V \ S).
Next we consider a weaker notion of graph sparsification, where instead of approximating the
value of all cuts, we only require the value of any individual cut to be approximately preserved
with (high) constant probability.
Definition 2.4 (For-Each Cut Sketch). Let G = (V,E,w) be a weighted directed graph. Fix
0 <  < 1. A function g is a for-each (1± )-cut sketch if there exists a recovering function f such
that, for each S ⊆ V , the following condition holds with probability at least 2/3:
(1− ) · f(S, g(G)) ≤ w(S, V \ S) ≤ (1 + ) · f(S, g(G)).
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3 For-Each Cut Sketch
We begin by proving our results in the for-each cut sketch setting. Recall that a cut sketch can
be any arbitrary data structure (not necessarily a graph), and the for-each guarantee only requires
that each cut value is preserved with probability 2/3 (rather than all cut values simultaneously).
3.1 For-Each Cut Sketch: O˜(β1/2n) Upper Bound
In this section, we show how to compute a cut sketch for a weighted β-balanced graph whose size
scales as β1/2 with the balance parameter β. We prove the following theorem:
Theorem 3.1. Let G be an n-vertex β-balanced graph with edge weights in [1, poly(n)]. There
exists a (1± ) for-each cut sketch of size O˜(β1/2n/) bits that approximates the value w(S, V \ S)
of every directed cut S ⊆ V with high probability.
Our approach is inspired by the cut sketching algorithm for undirected graphs by Andoni et
al. [6]. Their intuition is the following: if all edge weights are within a constant factor of each other
and there are no sparse cuts, then sampling (1/) edges incident to each vertex yields a sketch
of size O˜(n/). They extend this to general graphs by partitioning the edges into weight classes,
and storing and removing edges that belong to sparse cuts in each weight class. The remaining
(dense) components satisfy the previous assumptions, so their contribution to the cut value can be
estimated via random sampling.
Overview of Our Approach. We first partition the edges into ` = O(log n) disjoint sets (Ei)
`
i=1
based on their weights. The upshot is that edges in Gi = (V,Ei, w) have roughly the same weight
and we can essentially treat Gi as an unweighted graph. For each graph Gi, we ignore edge
directions, and iteratively remove and store edges belonging to sparse cuts.
Note that Gi may not be balanced because it only contains edges with certain weights, and even
when Gi is balanced the remaining dense components of Gi may not be balanced. Despite this, we
show that random sampling still works for dense components. This is because we can still upper
bound the variance within each component, and in the end, upper bound their sum (i.e., the overall
variance) using the β-balance condition. In other words, we may not get a (1 ± ) approximation
for the cut value in each Gi, but the sum of these estimates is a (1± )-approximation to w(S, S).
In addition, we need to derive a tighter upper bound on the overall variance of our estimator.
If we trace our analysis back to the undirected case, we remove some redundant terms from the
variance bound in the analysis of [6]. This tighter variance bound is crucial for us because without
it, we cannot obtain the right space dependence on β (see Appendix A.1 for more details).
3.1.1 Sketching and Recovery Algorithms
Let G = (V,E,w) be an n-node β-balanced directed graph with edge weights we ∈ [1,poly(n)]. It
is worth noting that, when constructing the cut sketch, we do not know the cut query S ⊆ V . The
cut query S is only given as input to the recovery algorithm.
The Sketching Algorithm. We now describe our overall cut sketching algorithm (Algorithm 1).
At a high level, we partition the edges according to their weight into O(log n) weight classes. For
each weight class, we iteratively store and remove all edges that belong to some λ-sparse cut (defined
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in Equation 2), and when no λ-sparse cuts remain, we sample α incoming and outgoing edges at
each vertex among the remaining edges. The values of λ and α will be specified later in our analysis.
For a directed graph G = (V,E,w), we say that a cut (S, S) is λ-sparse if the following holds:
|E(S, S)|+ |E(S, S)| ≤ λ ·min(|S|, |S|). (2)
Algorithm 1: Compute a (1±O()) for-each cut sketch
Input : An n-vertex β-balanced graph G = (V,E,w) with edge weights we ∈ [1,poly(n)],
and 0 <  < 1.
Output: A (1±O()) for-each cut sketch sk(G) of size O˜(nβ1/2/).
1 Set α = λ = β1/2/.
2 Partition the edges into ` = O(log n) weight classes E1, . . . , E` where
Ei = {e : we ∈ [2i−1, 2i)}
Each weight class Ei defines a (possibly unbalanced) graph Gi = (V,Ei, w).
3 for i = 1 to ` do
4 while there exists a λ-sparse cut (defined in Equation (2)) in Gi do
5 Remove and store all edges (in both directions) that belong to this cut in sk(Gi).
6 In sk(Gi), store the (dense) components {Vij}j of Gi.
7 For every Vij and every u ∈ Vij , store the the number of (remaining) incoming and
outgoing edges at u in Gi, i.e., d
in
ij (u) = |Ei(Vij , u)| and doutij (u) = |Ei(u, Vij)|.
8 At each vertex u ∈ V , sample with replacement α edges from the (remaining) outgoing
edges (u, v) and store them in sk(Gi). Do the same at each vertex for incoming edges.
9 return sk(G) =
⋃
i sk(Gi).
The Recovery Algorithm. Algorithm 2 is our recovery algorithm that queries sk(G), i.e., the
output of Algorithm 1 on Gk. Before describing it, we first establish some notation. Recall that
Algorithm 1 decomposes G into (Gi)
`
i=1 according to the edge weights. Let Vi = (Vij)j denote the
set of dense components in Gi after we iteratively remove the sparse cuts in Gi.
Algorithm 2 approximates w(S, S) by adding the total contribution of the sparse-cut edges and
the dense-component edges. Let JS denote the total weight of sparse-cut edges that go from S to
S in all of the graphs Gi (we store these edges deterministically). Let IS be the estimator for the
total weight of dense-component edges leaving S in all Gi as defined in Algorithm 2. At a high
level, for every graph Gi, every dense component Vij in Gi, and every vertex u ∈ Vij ∩S, IS counts
the total weight of the sampled edges at u that crosses S, with the right normalization based on
the degree of u. Algorithm 2 returns IS + JS as the final answer.
Correctness and Size Guarantees. We will prove the correctness of our recovery algorithm
(Algorithm 2) in Lemma 3.2 and upper bound the output size of our sketching algorithm (Algo-
rithm 1) in Lemma 3.3. Theorem 3.1 follows immediately from Lemmas 3.2 and 3.3.
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Algorithm 2: Query the cut value w(S, S) from sk(G).
Input : A cut query S ⊆ V and a cut sketch sk(G) (output of Algorithm 1).
1 for each sk(Gi) in sk(G) do
2 for each dense component Vij in Gi do
3 Let Sij denote the smaller set of (Vij ∩ S) and (Vij ∩ S).
4 if Sij = Vij ∩ S then
5 Estimate the total weight of edges leaving Sij : For every u ∈ Sij , set
ISij (u) =
doutij (u)
α
α∑
q=1
χij(u, q)wij(u, q) (3)
where doutij (u) is the out-degree of u in Vij , χij(u, q) = 1 if the q-th sampled
outgoing edge at u crosses S and χij(u, q) = 0 otherwise, and wij(u, q) is the
weight of the q-th sampled edge.
6 else
7 Estimate the total weight of edges entering Sij = Vij ∩ S instead:
8 For every u ∈ Sij , set ISij (u) as in (3), using dinij (u) instead of doutij (u), and
χij(u, q) indicates if the q-th sampled incoming edge at u crosses S.
9 The estimated contribution from Vij is IVij =
∑
u∈Sij ISij (u).
10 The estimated contribution from Gi is IGi =
∑
Vij∈Gi IVij .
11 Compute the overall estimate of total weight of dense-component edges as IS =
∑
i IGi .
12 Compute JS , the total weight of λ-sparse cut edges that leaves S in all Gi’s.
13 return IS + JS.
Lemma 3.2 (Correctness of Algorithm 2). Let sk(G) be the output of Algorithm 1. Fix a cut
query S ⊆ V . With probability at least 2/3, the value (IS + JS) returned by Algorithm 2 on input
(S, sk(G)) satisfies ∣∣∣(IS + JS)− w(S, S)∣∣∣ ≤ O() · w(S, S).
We defer the proof of Lemma 3.2 to Section 3.1.2.
Lemma 3.3 (Output Size of Algorithm 1). The output sk(G) of Algorithm 1 has size O˜(n(λ+α)) =
O˜(nβ1/2/).
Proof. Without loss of generality we assume  = Ω(1/n), otherwise we can store all edges exactly
using O˜(n/) bits. Algorithm 1 produces ` = O(log n) weight classes; each weight class defines a
graph Gi. In every Gi:
• First we iteratively store and remove edges in λ-sparse cuts. We can upper bound the total
number of edge removed using the following charging argument: When a λ-sparse cut is
removed, we charge the cut size evenly to the vertices on the smaller side of the cut. Since
the cut is λ-sparse, every vertex on the smaller side gets charged at most λ edges. Each vertex
can be charged at most O(log n) times because it can be in the smaller side O(log n) times.
Therefore, sk(G) stores at most O(λn log n) sparse edges, which takes O(λn log2 n) bits.
8
• On the remaining graph, the connected components are disjoint, so we can also store the
partition of vertices into these dense components in O(n log n) bits.
• We can store the (remaining) in- and out-degree of every vertex in O(n log n) bits.
• We sample O(α) edges at each vertex in V , which requires O(αn log n) bits.
Thus, for every Gi we store O(λn log
2 n + n log n + αn log n) = O˜(n(λ + α)) bits. Since α = λ =
β1/2/, the size of sk(Gi) is O˜(n(λ+ α)). The overall size of sk(G) =
⋃
i sk(Gi) is
O(log n) · O˜(n(λ+ α)) = O˜(nβ1/2/).
3.1.2 Proof of Lemma 3.2: Upper Bounding the Variance of IS
In this section we prove Lemma 3.2 (the correctness of Algorithm 2). Lemma 3.2 follows immedi-
ately from the following lemma and Chebyshev’s inequality.
Lemma 3.4. The estimator returned in Algorithm 2 is unbiased, i.e., E [IS ] + JS = w(S, S).
Moreover, the variance of IS is
Var [IS ] ≤ O
(
β
αλ
)
w(S, S)2.
We defer the proof of Lemma 3.4 and first use it to prove Lemma 3.2.
Proof of Lemma 3.2. Algorithm 1 sets α = λ = β1/2−1, so Lemma 3.4 implies
Var [IS ] ≤ O(2) · w(S, S)2.
By Chebyshev’s inequality, with probability at least 2/3,∣∣∣(IS + JS)− w(S, S)∣∣∣ ≤ O() · w(S, S).
To prove Theorem 3.1, all that remains is to prove Lemma 3.4.
Proof of Lemma 3.4. Recall that our estimator is
IS =
∑
Gi
∑
Vij
∑
u∈Sij
ISij (u),
where i sums over the graphs Gi defined according to the edge weights, j sums over the dense
components in each Gi after all sparse cuts are removed, and u sums over the vertices of Sij .
Without loss of generality, we can assume |Vij ∩ S| ≤ |Vij ∩ S| and hence Sij = Vij ∩ S. Otherwise,
Algorithm 2 works with Vij ∩S and queries for the incoming edges instead. Under this assumption,
we always work with outgoing edges:
ISij (u) =
doutij (u)
α
α∑
q=1
χij(u, q)wij(u, q).
Observe that every edge e ∈ E(S, S) belongs to exactly one Gi, and in that Gi it is either a
sparse-cut edge, or a dense-component edge in exactly one Vij . Consequently, to prove IS + JS is
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unbiased, it suffices to prove that ISij (u) is unbiased. In the dense component Vij of Gi, the total
contribution of edges leaving u to w(S, S) is
doutij (u)∑
r=1
χ(u, r) · w(u, r).
where r indexes the edges leaving u, w(u, r) is the weight of the r-th edge leaving u, and χ(u, r)
indicates if this edge goes from S to S. Let e(u, r) denote the r-th edge leaving u and eij(u, q)
denote the q-th sampled edge leaving u within Vij . Summing over the α sampled edges, we have
E
[
ISij (u)
]
=
doutij (u)
α
·
α∑
q=1
E
[
χij(u, q) · wij(u, q)
]
=
doutij (u)
α
·
α∑
q=1
doutij (u)∑
r=1
Pr[eij(u, q) = e(u, r)] · χ(u, r) · w(u, r)
=
doutij (u)∑
r=1
χ(u, r) · w(u, r),
where the last equality holds because each sample has the same variance, and the q-th sample
is drawn uniformly among all outgoing edges at u, i.e., Pr[eij(u, q) = e(u, r)] =
1
doutij (u)
. The
expectation of ISij (u) is exactly the contribution of edges leaving u to w(S, S), so ISij (u) is unbiased.
For the rest of the proof, we upper bound the variance of IS . We assume without loss of
generality that JS = 0, i.e., no sparse edges were ever stored and removed by Algorithm 1. This is
because we are trying to prove the statement
Var [IS ] ≤ O
(
β
αλ
)
w(S, S)2 = O
(
β
αλ
)
· (E [IS ] + JS)2,
so setting JS = 0 only makes the right-hand side smaller and hence, the proof more difficult.
We introduce some notation: recall that (Vij)j is the set of dense components of Gi and Sij =
Vij ∩ S. We use Xij = |Ei(Sij , Sij)| to denote the number of edges from Sij to Vij ∩ S in Gi, and
Xij = |Ei(Sij , Sij)| the number of edges in the reverse direction. Let Xi =
∑
j Xij and Xi =
∑
j Xij ,
so that Xi is the total number of dense-component edges that go from S to S in Gi.
Since there are no λ-sparse cuts (defined in (2)) at the end of Algorithm 1, we have Xij +Xij >
λmin(|Sij |, |Sij |). Since we assume |Sij | ≤ |Sij |, this condition implies the following for every dense
component Vij :
λ
∣∣Sij∣∣ ≤ Xij +Xij .
Fix any u ∈ Sij . We first upper bound Var
[
ISij (u)
]
and then work our way up the definition
of IS . Since χij(u, q) is a Bernoulli random variable with mean
∣∣∣Ei(u, Sij)∣∣∣ /doutij (u), its variance is
Var
[
χij(u, q)
]
=
∣∣∣Ei(u, Sij)∣∣∣
doutij (u)
·
∣∣Ei(u, Sij)∣∣
doutij (u)
.
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Now from the definition of ISij (u), we have
Var
[
ISij (u)
]
=
doutij (u)
2
α2
α∑
q=1
Var
[
χij(u, q)
]
wij(u, q)
2
≤ d
out
ij (u)
2
α2
· α ·
∣∣∣Ei(u, Sij)∣∣∣
doutij (u)
·
∣∣Ei(u, Sij)∣∣
doutij (u)
· 22i (we ≤ 2i for all e ∈ Ei)
=
22i
α
∣∣∣Ei(u, Sij)∣∣∣ ·∣∣Ei(u, Sij)∣∣
≤ 2
2i
α
∣∣∣Ei(u, Sij)∣∣∣ ·∣∣Sij∣∣ . (∣∣Ei(u, Sij)∣∣ ≤ |Sij |)
In Algorithm 2, we set IVij =
∑
u∈Sij ISij (u), so
Var
[
IVij
]
=
∑
u∈Sij
Var
[
ISij (u)
]
≤
∑
u∈Sij
22i
α
∣∣Sij∣∣ ·∣∣∣Ei(u, Sij)∣∣∣
=
22i
α
·∣∣Sij∣∣ ·Xij (Xij = ∣∣∣Ei(Sij , Sij)∣∣∣)
≤ 2
2i
αλ
(
Xij +Xij
)
Xij . ((Sij , Sij) is not λ-sparse)
Summing across every dense component Vij in Gi, we get
Var
[
IGi
]
=
∑
j
Var
[
IVij
]
≤ 2
2i
αλ
∑
j
(
Xij +Xij
)
Xij
≤ 2
2i
αλ
(
Xi +Xi
)
Xi. (Xi =
∑
j Xij and Xi =
∑
j Xij)
Finally, we sum across the weight classes indexed by i to obtain
Var [IS ] =
∑
i
Var
[
IGi
]
≤ 1
αλ
∑
i
(
2i
)2 (
Xi +Xi
)
Xi
=
1
αλ
∑
i
(
2iXi
)2
+
∑
i
2iXi ·
∑
i
2iXi

≤ 4
αλ
[
w(S, S)2 + w(S, S) · w(S, S)
]
(we ≥ 2i−1 for all e ∈ Ei)
≤ 4
αλ
[
w(S, S)2 + βw(S, S)2
]
(w(S, S) ≤ βw(S, S))
= O
(
β
αλ
)
w(S, S)2.
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3.1.3 A Nearly-Linear Time Sketching Algorithm
In this section, we provide a faster algorithm for computing a (1± ) for-each cut sketch. We prove
the following theorem.
Theorem 3.5. Consider the same setting as in Theorem 3.1. That is, a (1 ± ) for-each cut
sketch of size O˜(β1/2n/) bits exists for any n-vertex β-balanced graph G. Now in addition, we can
compute such a cut sketch in time O˜(m+ β1/2n/).
Notice that the bottleneck of Algorithm 1 is finding (undirected) λ-sparse cuts. For undirected
graphs, Jambulapati and Sidford [21] showed how to construct for-each cut sketches in nearly-linear
time. Instead of trying to repeatedly find sparse cuts, they showed how to sketch expander graphs
(graphs with high conductance) and then decompose the input graph using expander partitioning
algorithms.
Intuitively, we should be able to speed up our algorithm using a similar approach, because
when we partition the graph by removing sparse cuts, we do not look at the direction of the
edges. However, the analysis in [21] does not apply to our setting because they focus on sketching
quadratic forms. The quadratic form of a directed Laplacian ignores edge directions, and hence
does not preserve the directed cut values. On a more technical level, their analysis relies heavily
on the notion of conductance, which is not canonically defined for directed graphs. In our setting,
we cannot bound the variance of our estimator even if we have a directed graph whose undirected
version is an expander (see Appendix A.2 for more details).
The expander decomposition problem has been studied intensively (see, e.g., [23, 47, 29, 48, 39,
42, 13]), where the goal is to partition a graph into disjoint clusters, such that each cluster is inter-
nally well-connected while the number of cross-cluster edges is small. Thus, expander decomposition
has become a powerful algorithmic tool, especially in designing nearly-linear time algorithms for
a wide range of fundamental graph and matrix problems. For our purposes, we use the following
(randomized) subroutine from [42] that partitions a graph into expanders in nearly-linear time.
Lemma 3.6 (Expander Decomposition, [42]). Given an undirected graph G = (V,E) with n = |V |
and m = |E|, there is a randomized algorithm that with high probability finds a partitioning of V
into disjoint set of vertices V1, . . . , Vk in time O˜(m) such that
1. The G[Vi]’s contain at least half of the edges of G:
∑
i |E(Vi, Vi)| ≥ m/2.
2. For every i, G[Vi] has conductance Ω(1/ log
3 n).
Overview of the Faster Sketching and Recovery Algorithms. We now describe our nearly-
linear time for-each cut sketching algorithm for balanced graphs (Algorithm 3). We first partition
the edges into ` = O(log n) weight classes (Ei)
`
i=1 and let Gi = (V,Ei, w). Now for every Gi, instead
of iteratively finding sparse cuts as in Algorithm 1, we invoke Lemma 3.6 to obtain an expander
decomposition, sketch the internal edges of the expanders via random sampling, remove them from
Gi, and repeat this process on the remaining edges.
Formally, we let Gij (and Gi,j) denote the remainder of Gi after (j − 1) iterations; the edge set
is Eij (and Ei,j). Initially, we have Gi1 = Gi. We compute an expander decomposition of Gij , and
then compute a cut sketch sk(Gij) for the edges inside the expanders. We copy the cross-cluster
edges to Gi,j+1 and sketch them later. Observe that Ei,j+1 is a subset of Ei,j , and by Lemma 3.6,
the number of edges in Ei,j+1 is at most half of that of Ei,j . This guarantees that after j = O(log n)
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Algorithm 3: Compute a (1± ) for-each cut sketch for G in nearly-linear time.
Input : A β-balanced graph G = (V,E,w) with edge weights we ∈ [1,poly(n)] and β ≥ 1,
and  ∈ (0, 1).
Output: A (1± ) for-each cut sketch of G.
1 Let α = β
1/2 ln3/2 n
 .
2 Partition the edges into ` = O(log(n)) weight classes (Ei)
`
i=1 where Ei = {e : we ∈ [2i−1, 2i)}.
3 Each weight class Ei defines a (possibly unbalanced) graph Gi = (V,Ei, w).
4 for i = 1 to ` do
5 Let j = 1, Gi1 = Gi, and Ei1 = Ei.
6 while Eij 6= ∅ do
7 Compute a cut sketch sk(Gij) for Gij as follows:
8 (a) Compute and store an expander decomposition (Vijk)k on the undirected,
unweighted version of Gij using Lemma 3.6.
9 (b) For every Vijk, if any vertex u ∈ Vijk has doutijk (u) + dinijk(u) ≤ α, then store and
remove all edges incident to u. Let Eijk denote the remaining edges in Gij [Vijk].
10 (c) For every Vijk and u ∈ Vijk, store the in- and out-degree of u in Vijk, i.e.,
dinijk(u) = |Eijk(Vijk, u)| and doutijk (u) = |Eijk(u, Vijk)|.
11 (d) For every Vijk, at each vertex u ∈ Vijk, sample with replacement α edges from
the outgoing edges at u in Eijk. Do the same at each vertex for incoming edges.
12 Copy the remaining cross-cluster edges to Gi,j+1, i.e., set
Ei,j+1 = Eij \
⋃
k E(Vijk, Vijk), Gi,j+1 = (V,Ei,j+1, w), and j = j + 1;
13 return sk(G) =
⋃
i,j sk(Gij).
iterations, Gij must be empty, which allows us to bound the size of sk(G) and the running time of
Algorithm 3.
One change in Algorithm 3 is that we store all edges incident to low-degree vertices (as proposed
in [21]). Let {Vijk}k be an expander decomposition of Gij . For every Vijk, if there are at most
α (incoming and outgoing) edges at u ∈ Vijk, then we store and remove these edges. Let Eijk
denote the remaining edges in Gij [Vijk]. Finally, for every node u ∈ Vijk, we store its incoming
and outgoing degrees in Eijk, and sample uniformly at random (with replacement) α incoming and
outgoing edges at u within Eijk.
In Algorithm 4, the new query algorithm, we estimate the cut value w(S, S) by summing over
every Gi (defined by edge weights), every Gij (created during recursive expander decomposition),
every expander Vijk in Gij , and finally every node in S ∩ Vijk. Algorithm 4 has two important
changes compared to the previous query algorithm (Algorithm 2): (1) we no longer have sparse-cut
edges, so JS is now an estimator for edges incident to low-degree vertices, and (2) we have one
more index due to recursive expander decomposition and the summation over all expanders Vijk.
Outline of the Rest of the Section. In the rest of this section we prove three key lemmas.
Lemma 3.7 bounds the size of sk(G) outputted by the new sketching algorithm, Lemma 3.8 bounds
its running time, and finally, Lemma 3.9 proves the correctness of the new query algorithm. Theo-
rem 3.5 follows immediately from these three lemmas.
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Algorithm 4: Query the cut value w(S, S) from sk(G)
Input : A cut query S ⊆ V and a cut sketch sk(G) (given by Algorithm 3).
1 for each sk(Gij) in sk(G) do
2 for each expander Vijk in Gij do
3 Let Sijk denote the smaller set of (Vijk ∩ S) and (Vijk ∩ S).
4 if Sijk = Vijk ∩ S then
5 Estimate the total weight of edges leaving Sijk: For every u ∈ Sijk, set
ISijk(u) =
doutijk (u)
α
α∑
q=1
χijk(u, q)wijk(u, q) (4)
where doutijk (u) is the out-degree of u in Vijk, χijk(u, q) = 1 if the q-th sampled
outgoing edge at u crosses S and χijk(u, q) = 0 otherwise, and wijk(u, q) is the
weight of the q-th sampled edge.
6 else
7 Estimate the total weight of edges entering Sijk = Vijk ∩ S instead:
8 For every u ∈ Sijk, set ISijk(u) as in (4), using dinijk(u) instead of doutijk (u), and
χijk(u, q) indicates if the q-th sampled incoming edge at u crosses S.
9 The estimated contribution from Vijk is IVijk =
∑
u∈Sijk ISijk(u).
10 Compute the overall estimate of total weight of dense-component edges as IS =
∑
i,j,k IVijk .
11 Compute JS , the total weight of the edges stored in Step 9(b) of Algorithm 3 that leaves S.
12 return IS + JS.
Lemma 3.7 (Output Size of Algorithm 3). Let G = (V,E,w) be a β-balanced directed graph with
n = |V | and we ∈ [1,poly(n)]. On input (G, β, ), Algorithm 3 outputs a data structure sk(G) of
size O˜(nα) = O˜(nβ1/2/).
Proof. We have ` = O(log n) graphs G1, . . . , G`, one for each edge-weight class. For every Gi, we
iteratively perform expander partitioning and obtain (Gij)j . There are at most O(log n) graphs
Gij for every Gi, because |Eij | ≤ n2 and we have |Ei,j+1| ≤ |Ei,j |/2 by Lemma 3.6.
Therefore, it is sufficient to bound the size of sk(Gij) by O˜(nα). In every sk(Gij):
• The expanders Vijk’s are disjoint, so we can store the vertices they have in O(n log n) bits.
• For every vertex u ∈ ⋃k Vijk, if the number of incoming and outgoing edges at u is at most
α then we store and remove all of them, which takes O(αn log n) bits.
• For every vertex u ∈ ⋃k Vijk, we store the in- and out-degree of u in Eijk, which takes
O(n log n) bits.
• For every vertex u ∈ ⋃k Vijk that have more than α edges, we sample and store α incoming
and outgoing edges at u. They can be stored using O(αn log n) bits.
In summary, the overall size of sk(G) is
O(log n) ·O(log n) ·O(n log n+ αn log n) = O˜(nα) = O˜(nβ1/2/).
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Lemma 3.8 (Running Time of Algorithm 3). Let G = (V,E,w) be a β-balanced directed graph
with n = |V | and we ∈ [1,poly(n)]. On input (G, β, ), Algorithm 3 runs in time O˜(m + nα) =
O˜(m+ nβ1/2/).
Proof. Recall that we have O(log n) graphs (Gi)i, one for each weight class. Computing all the
Gi’s can be done in O˜(m) time by simply checking the weight of every edge.
For each Gi, we construct O(log n) graphs (Gij)j . For every Gij , we first compute an expander
decomposition using Lemma 3.6, which runs in time O˜(m). The cross-cluster edges are sketched
later and they can be copied to Gi,j+1 in time O(m).
For each expander Vijk in Gij , we can check which vertices have degree at most α, store and
remove all edges incident to these vertices in time O˜(αn). Storing the in- and out-degree of every
vertex in (Vijk, Eijk) takes O˜(n) time, and storing 2α sampled incoming and outgoing edges from
each vertex requires O˜(nα) time.
In summary, the overall running time of Algorithm 3 is
O(log n) ·
(
O˜(m) +O(log n) · O˜(m+ nα)
)
= O˜(m+ nα) = O˜(m+ nβ1/2/).
We make some without-loss-of-generality assumptions and introduce some new notation before
proving the correctness of Algorithm 4.
Fix a cut query S ⊂ V . Recall that (Vijk)k is an expander partitioning of Gij given by
Lemma 3.6. Without loss of generality, we can assume |Vijk ∩ S| ≤ |Vijk ∩ S| for every Vijk.
Otherwise, Algorithm 4 works with Vijk ∩S and queries for the incoming edges instead. Under this
assumption, we always have Sijk = Vijk ∩ S. We use Sijk to denote Vijk \ Sijk.
We further assume without loss generality that JS = 0, i.e., there are no low-degree vertices in
every Vijk. This is because JS is unbiased and deterministic, and we want to prove
Var [IS ] ≤ O(2) · w(S, S)2 = O(2) · (E [IS ] + JS)2.
This is harder to prove if we set JS = 0. Under this assumption, Eijk = Eij(Vijk, Vijk).
Lemma 3.9 (Correctness of Algorithm 4). Let sk(G) be the output of Algorithm 3. Fix a cut
query S ⊆ V . With probability at least 2/3, the estimate (IS + JS) returned by Algorithm 4 on
input (S, sk(G)) satisfies ∣∣∣(IS + JS)− w(S, S)∣∣∣ ≤ O() · w(S, S).
Proof. We will show that IS is an unbiased estimator and
Var [IS ] ≤ O(2) · w(S, S).
The lemma then follows from Chebyshev’s inequality.
By our assumption we always work with outgoing edges. Recall that our estimator is
IS =
∑
i
∑
j
∑
k
∑
u∈Sijk
ISijk(u),
where
ISijk(u) =
doutijk (u)
α
α∑
q=1
χijk(u, q)wijk(u, q).
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We first show that IS is unbiased. Every edge e ∈ E of G is counted exactly once in some Vijk;
more specifically, every edge e belongs to exactly one Gi, where it is sketched in some expander
Vijk in some Gij and then removed. Therefore, it is sufficient to prove that ISijk(u) is unbiased.
At u ∈ Vijk, there are doutijk (u) edges and we sample α edges independently, so if we scale the edge
weights by (doutijk/α) and sum over the sampled edges that cross S, we get an unbiased estimator.
Recall that Gij [Vijk] has conductance Ω(
1
log3 n
) and Sijk = Vijk ∩ S. Let Xijk = |Eij(Sijk, Sijk)|
denote the number of edges that go from Sijk to Sijk in Gij , and Xijk the number of edges in the
reverse direction. Let Xij =
∑
kXijk and Xi =
∑
j Xij . Observe that Xi is precisely the total
number of edges that goes from S to S in Gi because every edge appears exactly once in some Vijk.
Our proof here shares the same structure as the proof of Lemma 3.4. We first outline some of
the most significant changes compared to our previous proof.
Storing All Edges of Low-Degree Vertices. In the induced subgraph Gij [Vijk], if the total
incoming and outgoing degree of a vertex u ∈ Vijk is at most α, then we store all these edges. These
edges form the deterministic estimator JS .
Recall that without loss of generality we can assume JS = 0, that is, there are no low-degree in
any Vijk. Thus, for any u ∈ Vijk, we have
doutijk (u) + d
in
ijk(u) ≥ α.
Summing over all vertices u ∈ Sijk (or Sijk), we have
α · |Sijk| ≤ |E(Sijk, Vijk)|+ |E(Vijk, Sijk)| and α · |Sijk| ≤ |E(Sijk, Vijk)|+ |E(Vijk, Sijk)| (5)
Using Conductance Rather Than Sparse Cuts. By the definition the conductance (see Equa-
tion 1), because the conductance of the undirected unweighted version of Gij [Vijk] is Ω(1/ log
3 n),
for any disjoint partition (Sijk, Sijk) of Vijk,
Xijk +Xijk
min
(
|Eij(Sijk, Sijk)|, |Eij(Sijk, Sijk)|
)
+Xijk +Xijk
≥ φ(Gij [Vijk]) = Ω
(
1
log3 n
)
.
Consequently, because |Eij(Sijk, Vijk)| = |Eij(Sijk, Sijk)|+Xijk and so on, we have
min
(
|Eij(Sijk, Vijk)|+ |Eij(Vijk, Sijk)|, |Eij(Sijk, Vijk)|+ |Eij(Vijk, Sijk)|
)
= 2 min
(
|Eij(Sijk, Sijk)|, |Eij(Sijk, Sijk)|
)
+Xijk +Xijk
≤ O(log3 n) · (Xijk +Xijk).
(6)
Recall that we can assume |Sijk| ≤ |Sijk|. Combining Inequalities (6) and (5), we have
α · |Sijk| = α ·min(|Sijk|, |Sijk|)
≤ min
(
|Eij(Sijk, Vijk)|+ |Eij(Vijk, Sijk)|, |Eij(Sijk, Vijk)|+ |Eij(Vijk, Sijk)|
)
≤ O(log3 n) · (Xijk +Xijk).
(7)
We will use Inequality (7) to relate the variance of ISijk =
∑
u∈Sijk ISijk(u) with
(
Xijk +Xijk
)
.
Consequently, the variance of IS is related to Xi =
∑
j
∑
kXijk.
16
Upper Bounding the Variance. We now formally upper bound the variance of IS .
Fix any u ∈ Sijk. We first upper bound Var
[
ISijk(u)
]
. By definition, χijk(u, q) = 1 if the q-th
sampled edge leaving u goes to S (and χijk(u, q) = 0 otherwise), so
Var
[
χijk(u, q)
]
=
∣∣∣Eij(u, Sij)∣∣∣
doutijk (u)
·
∣∣Eij(u, Sijk)∣∣
doutijk (u)
.
Now from the definition of ISijk(u), we have
Var
[
ISijk(u)
]
=
doutijk (u)
2
α2
α∑
q=1
Var
[
χijk(u, q)
]
wijk(u, q)
2
≤ d
out
ijk (u)
2
α2
· α ·
∣∣∣Eij(u, Sijk)∣∣∣
doutijk (u)
·
∣∣Eij(u, Sijk)∣∣
doutijk (u)
· 22i (we ≤ 2i for all e ∈ Eij)
=
22i
α
∣∣∣Eij(u, Sijk)∣∣∣ ·∣∣Eij(u, Sijk)∣∣
≤ 2
2i
α
∣∣∣Eij(u, Sijk)∣∣∣ ·∣∣Sijk∣∣ . (∣∣E(u, Sijk)∣∣ ≤ |Sijk|)
Let IVijk =
∑
u∈Sijk ISijk(u). Summing across every vertex u ∈ Sijk, we get
Var
[
IVijk
]
=
∑
u∈Sijk
Var
[
ISijk(u)
]
≤
∑
u∈Sijk
22i
α
∣∣Sijk∣∣ ·∣∣∣E(u, Sijk)∣∣∣
=
22i
α
∣∣Sijk∣∣ ·Xijk (Xijk = ∣∣∣E(Sijk, Sijk)∣∣∣)
≤ O
(
22i log3 n
α2
)(
Xijk +Xijk
)
·Xijk. (Inequality (7))
The rest of the proof is almost identical to the proof of Lemma 3.4, so we omit some details.
We sum over every expander Vijk in Gij , then over the graphs Gij obtained from recursive
expander partitioning, and finally over the weight classes indexed by i. Let IS =
∑
i
∑
j
∑
k IVijk .
Using the fact that Xij =
∑
kXijk and Xi =
∑
j Xij (and similarly for Xij and Xi), we have
Var [IS ] ≤ O
(
22i log3 n
α2
)∑
i
(
Xi +Xi
)
·Xi
≤ O
(
log3 n
α2
)[
w(S, S)2 + w(S, S) · w(S, S)
]
(we ≥ 2i−1 for all e ∈ Ei)
≤ O
(
log3 n
α2
)[
w(S, S)2 + βw(S, S)2
]
(w(S, S) ≤ βw(S, S))
= O
(
β log3 n
α2
)
w(S, S)2.
As we choose α = β
1/2 ln3/2 n
 in Algorithm 3, we have Var [IS ] ≤ O(2) · w(S, S)2 as needed.
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3.2 For-Each Cut Sketch: Ω(n · (β/)1/2) Lower Bound
In this section, we prove that the size of our for-each cut sketch in Section 3.1 has tight dependence
on β. In particular, we show that (1± ) for-each cut sketches must use Ω(n · (β/)1/2) bits in the
worst case.
Theorem 3.10. Fix β ≥ 1 and 0 <  < 1 where (β/)1/2 ≤ n/2. Any (1±) for-each cut sketching
algorithm for n-node β-balanced graphs must output Ω(n · (β/)1/2) bits in the worst case.
To prove this theorem, we will need the following folklore result from communication complexity:
Lemma 3.11 (Folklore). Given a bit string s ∈ {0, 1}N , if there is a data structure D that allows
one to recover each bit of s with marginal probability at least 2/3, then D must use Ω(N) bits.
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Figure 2: In this example,
the cut value w(S, S) is 2
or 3, depending on value of
w(u, v). Thus, a (1 ± 0.1)-
approximation to w(S, S) al-
lows us to decode the bit in s
corresponding to edge (u, v).
(For readability we omit other
bipartite edges from L to R.)
We first prove a special case of our lower bound (i.e., of
Theorem 3.10) for specific values of β = Θ(n2) and  = Θ(1)
(Lemma 3.12). The proof for this special case is easier to explain
and it contains the key ingredients of our construction for the
general lower bound.
Lemma 3.12. For β = n2 and  = 110 , any (1 ± ) for-each
cut sketching algorithm for n-node β-balanced graphs must output
Ω(n · β1/2) bits in the worst case.
Proof. At a high level, we will encode a bit string s of length
Ω(n2) into an n-node β-balanced graph, such that given a (1± )
for-each cut sketch, we can recover each bit of s with high constant
probability. Then, by Lemma 3.11, the cut sketch must have at
least Ω(|s|) = Ω(n2) = Ω(nβ1/2) bits.
Given a bit string s of length n
2
4 , we construct a graph as
follows. We start with an n2 × n2 complete bipartite digraph where
edges go from left to right. We set the weight of the i-th bipartite
edge to si + 1 (so either 1 or 2). We add a unit-weight cycle that
leaves each side exactly once. See Fig. 2 for an example of our
construction.
We first show that the graph is β-balanced for β = n2. The
graph is strongly connected because it contains a cycle. Note that
all edge weights are in [1, 2] and there are in total n
2
4 + n ≤ n
2
2
edges in the graph. Therefore, for every non-empty set S ⊂ V ,
the total weight of edges leaving (or entering) S is at least 1 and at most n2, so the graph is
(n2)-balanced.
It remains to show that we can recover each bit of s from a (1± ) cut sketch. Let L denote the
left vertices and R the right vertices. Fix any coordinate of s and suppose it corresponds to the
edge (u, v) for some u ∈ L and v ∈ R. To recover this bit of s, we need to decide whether w(u, v)
is 1 or 2. Consider the cut value leaving S = {u} ∪R \ {v}. The cycle contributes a fixed amount
to this cut (independent of s), which is at most 3. More importantly, (u, v) is the only bipartite
edge leaving S. Since  = 110 and the sketch returns this cut value within a factor of (1 ± ) with
probability at least 2/3, we can recover w(u, v) with probability at least 2/3.
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We now describe our lower bound construction for general values of β and .
Proof of Theorem 3.10. Let k = (β/)1/2. We will encode a bit string s of length Ω(nk) into an
n-node graph G such that (1) G is (3β)-balanced, and (2) we can recover each bit of s with high
constant probability given a (1 ± c · ) for-each cut sketch of G where c = 10−2. By Lemma 3.11,
the cut sketch must have at least Ω(nk) = Ω(n · (β/)1/2) bits.
Without loss of generality, we assume k is an integer and n is a multiple of k. We partition n
vertices into t = n/k clusters of size k, which we denote by V1, . . . , Vt. Since we assume n ≥ 2k,
there are at least two clusters.
Let s be a bit string of length k2(t− 1) = Ω(nk). We partition s into (t− 1) blocks where each
block has length k2. We encode the i-th block of s in a k × k complete bipartite digraph where
edges go from Vi to Vi+1. As in the proof of Lemma 3.12, a bipartite edge (u, v) for u ∈ Vi and
v ∈ Vi+1 has weight si,(u,v) + 1 (so either 1 or 2). For every 1 ≤ i ≤ t− 1, we add a cycle between
Vi and Vi+1 that leaves Vi and Vi+1 exactly once. Now, in contrast to the previous construction,
these cycle edges have weight 1/.
We first show that G is (3β)-balanced. Fix any non-empty set S ⊂ V . Let Gi denote the
subgraph between Vi and Vi+1 which contains k
2 bipartite edges and one cycle. Let wi(S, S) denote
the total weight of edges leaving S in Gi. We will show that wi(S, S) and wi(S, S) are within a
factor of 3β of each other. Because G is strongly connected and w(S, S) =
∑t−1
i=1 wi(S, S), we can
conclude that G is (3β)-balanced.
Without loss of generality, we assume both wi(S, S) and wi(S, S) are positive. The cut value
wi(S, S) remains the same if we restrict Gi on vertices (Vi ∪ Vi+1) and consider the cut query
S ∩ (Vi ∪ Vi+1). The cycle contributes equally in both directions, so without loss of generality we
can assume the cycle has minimum contribution, which is 1 . (If the cycle contributes more, the
cut is more balanced.) The total weight of the bipartite edges is at most 2k2 = 2β . Therefore, the
ratio between the cut values in both directions is at most (2β/)+(1/)1/ = 2β + 1 ≤ 3β.
It remains to show that we can recover every bit of s from a cut sketch. Fix any bit of s.
Suppose this bit si,(u,v) corresponds to the edge (u, v) for some u ∈ Vi and v ∈ Vi+1, we query the
cut value leaving
S(u,v) = {u} ∪
(
Vi+1 \ {v}
) t−1⋃
j=i+2
Vj .
The only bipartite edge leaving S(u,v) is the edge (u, v), which has weight either 1 or 2. There are
at most 5 cycle edges leaving S(u,v) (at most 1 from Gi−1, 3 from Gi, and 1 from Gi+1), whose total
weight is fixed and at most 5 . Therefore, if we can compute an (1± c · ) approximation to the cut
value for c = 10−2, we can recover the corresponding bit of s.
4 For-All Cut Sketch
We now turn our attention to the stronger, and more standard, notion of cut sparsification. This
setting differs from the for-each sketch described in Section 3.1.1 in two ways: the data structure
and the performance guarantee. Instead of storing an arbitrary data structure and using a specific
query algorithm, in this setting, the sparsifier H must be an edge-weighted graph on the same vertex
set, and answering a query S ⊂ V amounts to checking the cut value of S in H. Furthermore, with
high probability, H must preserve every cut value within a (1± ) factor.
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4.1 For-All Cut Sparsifier: O˜(βn/2) Upper Bound
For any β-balanced graph G on n vertices, Ikeda and Tanigawa [20] showed that G can be sparsified
by a graph H with O˜(βn/2) edges. More specifically, they proved the following theorem.
Theorem 4.1 (Ikeda and Tanigawa [20]). Let G be a β-balanced graph on n vertices and m edges
with maximum edge weight W . There exists a weighted subgraph H with O(βn log n log(nW )/2)
that is a (1± ) for-all cut sparsifier of G. Furthermore, H can be computed in O˜(m+ β3n) time
with high probability.
As they note, their proof is an adaption of that of Fung et al. [17], who gave a general framework
that unifies the results of sampling according to various edge parameters (e.g., strength, effective
resistance). Ikeda and Tanigawa [20] also showed how their directed sparsification algorithm can
be used to obtain a faster approximation for the directed minimum cut problem (for some values
of β), which was also studied by Ene et al. [16].
4.2 For-All Cut Sparsifier: Ω(βn/) Lower Bound
In this section, we prove a lower bound on the size of for-all cut sketches. Our lower bound has
tight dependence on β. Our main result of this section is the following theorem.
Theorem 4.2. Fix β ≥ 1 and 0 <  < 1 where β/ ≤ n/2. Any (1 ± ) for-all cut sketching
algorithm for n-node β-balanced graphs must output Ω(nβ/) bits in the worst case.
As in Section 3.2, we first prove a special case of our lower bound for β = Θ(n) and  =
Θ(1) (Lemma 4.3). The proof for this special case contains the main ideas of our lower-bound
construction for general values of β and .
Lemma 4.3. Let β = 8n and let  be a sufficiently small universal constant. Any (1 ± ) for-all
cut sketching algorithm for n-node β-balanced graphs must output Ω(βn) bits in the worst case.
We give an overview of how we prove Lemma 4.3. Without loss of generality, we can focus on
deterministic cut sketching algorithms, because running time is not a concern in Lemma 4.3, any
randomized sketching algorithm can be derandomized by enumerating all possible coin flips.
We will choose a set of graphs G such that the following conditions hold:
• Every graph in G is β-balanced.
• The size of G is large (Lemma 4.4).
• There exists a ` with |G|/` = 2Ω(βn) such that, for every graph G ∈ G, there are at most `
graphs in G that can share a (1± )-cut sketch with G (Lemma 4.5).
This way, each cut sketch works for at most ` graphs in G, so any algorithm must produce at least
|G|/` = 2Ω(βn) different cut sketches for all graphs in G, which implies that the algorithm must
output at least log2(|G|/`) = Ω(βn) bits.
Formally, consider the set of graphs G2n with 2n vertices defined as follows: every graph G ∈ G2n
is an unweighted bipartite graph with bipartitions L,R satisfying |L| = |R| = n. Fix a perfect
matching from L to R. The set G2n is defined to contain all graphs G such that the edges from L to
R is exactly this perfect matching (and the set of edges from R to L are arbitrary). Let G2n,β ⊆ G2n
be the subset of graphs in G2n that are β-balanced.
As described above, Lemma 4.4 gives a lower bound on the size of G2n,β.
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Lemma 4.4. Let n0 be a sufficiently large universal constant. If n ≥ n0 and β = 8n, then
|G2n,β| ≥ 2n2/2.
The next lemma upper bounds the maximum number of graphs in G that can share an (1± )-
cut sketch. Notice that if G and H have the same (1± )-cut sketch, then H must be a (1± 3)-cut
sparsifier of G.
Lemma 4.5. Let  > 0 be a sufficiently small universal constant. For every G ∈ G2n, the number
of graphs in G2n that are (1± 3)-cut sparsifiers of G is at most 2n2/4.
The universal constants  and n0 in Lemmas 4.4 and 4.5 will be decided later in the analysis.
We defer the proofs of Lemmas 4.4 and 4.5 to Sections 4.2.1 and 4.2.2, and first use them to prove
Theorem 4.2.
Proof of Theorem 4.2. We work with graphs with 2n vertices (rather than n vertices) to make the
presentation easier. This is equivalent because we aim to prove a lower bound of Ω(βn).
Fix any (1 ± ) for-all cut sketching algorithm. Consider running this algorithm on all graphs
in G2n,β. Every graph in G2n,β is β-balanced, so the algorithm must map every G ∈ G2n,β to a
bit string (i.e., cut sketch), and graphs that are not (1 ± 3)-cut sparsifiers of each other must
be mapped to different strings. By Lemma 4.4, there are at least 2n
2/2 graphs in G2n,β, and by
Lemma 4.5, at most 2n
2/4 graphs can be mapped to the same bit string. Therefore, the algorithm
must output at least 2
n2/2
2n
2/4
= 2n
2/4 distinct bit strings. This implies that the algorithm must output
at least n
2
4 =
1
32βn bits in the worst case.
4.2.1 Proof of Lemma 4.4
In this section we prove Lemma 4.4.
We first prove the following lemma (Lemma 4.6), which states that most of the graphs in G2n
are balanced. Lemma 4.4 follows immediately from Lemma 4.6, because |G2n| = 2n2 and we have
|G2n,β| ≥ (1− 1n)|G2n| ≥ 2n
2/2.
Lemma 4.6. Fix n ≥ n0 where n0 is a sufficiently large universal constant. Consider a graph G
drawn uniformly from G2n. With probability at least 1− 1n , G is β-balanced for β = 8n.
To prove Lemma 4.6, we will establish a set of deterministic conditions (Lemmas 4.7 and 4.8)
and show that these conditions hold with high probability; together, they imply that G is balanced.
Intuitively, these conditions correspond to two special types of cuts. Lemma 4.7 states that the
in- and out-degrees of every vertex in G behave as expected, which implies all singleton cuts are
β-balanced. Lemma 4.8 states that for large sets A ⊆ L and B ⊆ R, the number of edges from B
to A is as expected, which implies any cut S is balanced if both S ∩L and S ∩R are not too large
or too small. As we will see in the proof of Lemma 4.6, it turns out these conditions not only imply
the balance of the above cuts, they are sufficient to imply the balance of all cuts in G.
Formally, the first lemma shows that with high probability, the in-degree of every vertex u ∈ L
and the out-degree of every vertex v ∈ R are concentrated around their expectations.
Lemma 4.7. Fix n ≥ n0 where n0 is a sufficiently large universal constant. For G drawn uniformly
from G2n, with probability at least 1− 1n2 , we have
(i) 38n ≤ |E(R, u)| ≤ 58n for every u ∈ L, and
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(ii) 38n ≤ |E(v, L)| ≤ 58n for every v ∈ R.
Proof. We prove part (i); the proof of (ii) follows similarly. Fix any u ∈ L. For each v, the event
(v, u) ∈ E happens with probability 12 independently. Therefore, the expectation of |E(R, u)| is n2 ,
and by a Chernoff bound, Pr
[∣∣|E(R, u)| − n2 ∣∣ > 18n] ≤ 2 exp(− (1/8)2n/23 ) = exp(−Ω(n)). Part (i)
follows from n ≥ n0 and taking the union bound over all u ∈ L.
The next lemma shows that with high probability, the number of edges from B to A is at least
half of its expectation for all large subsets A ⊆ L and B ⊆ R.
Lemma 4.8. Fix n ≥ n0 where n0 is a sufficiently large universal constant. For G drawn uniformly
from G2n, with probability at least 1− 1n2 , we have
|E(B,A)| ≥ 1
4
|B||A|
for every A ⊆ L,B ⊆ R satisfying |A|, |B| ≥ n8 .
Proof. Let a = |A| and b = |B|. Fix n8 ≤ a, b ≤ n. For a specific pair of sets (A,B) of size (a, b), the
expectation of |E(B,A)| is ab2 . By a standard application of the Chernoff bound, the probability
that the condition in the lemma fails for this pair of (A,B) is at most exp(−Ω(ab)). On the other
hand, the total number of such (A,B) pairs is at most na+b.
Taking the union bound over all possible sets (A,B), the probability that any |E(B,A)| deviates
too much is at most
∑
a,b n
a+b exp
(−Ω(ab)). When a, b ≥ n8 and n ≥ n0, the failure probability is
at most n2 · n2n · exp(−Ω(n2)) = exp(−Ω(n2)) ≤ 1
n2
.
Assuming the high probability events in Lemmas 4.7 and 4.8 happen, we are now ready to prove
Lemma 4.6.
Proof of Lemma 4.6. Recall that β = 8n and G = (L ∪ R,E) is an unweighted bipartite graph
with a perfect matching from L to R. For this proof, we assume the edges from R to L satisfy the
conditions stated in Lemmas 4.7 and 4.8, which happens with probability at least 1− 1n .
Fix any cut S ⊆ V . We will show that S is β-balanced. That is, the total weight of edges
leaving and entering S are within a factor of β of each other. Suppose S = A ∪ B where A ⊆ L
and B ⊆ R, and let A = L \ A and B = R \ B. Observe that the set of edges leaving S is
E(S, S) = E(B,A) ∪ E(A,B), and the set of edges entering S is E(S, S) = E(A,B) ∪ E(B,A).
If A = ∅, then S is β-balanced because E(S, S) = |B| (from the perfect matching) while
3
8n|B| ≤ |E(S, S)| ≤ 58n|B| due to Lemma 4.7 (applied to each vertex in B). A similar argument
holds for the case of B = ∅, so for the rest of the proof, we assume A 6= ∅ and B 6= ∅.
To prove that S is 8n-balanced, it is sufficient to show that S has at least 18n outgoing edges
and at least 18n incoming edges. This is the number of edges in either direction is at most n
2, so
their ratio is at most 8n.
First we assume |A| ≤ 18n and show that both |E(S, S)| and |E(S, S)| are at least 18n.
• (Outgoing edges) Consider any vertex v ∈ B. By Lemma 4.7, we have |E(S, S)| ≥ |E(B,A)| ≥
|E(v,A)| ≥ |E(v, L)| − |A| ≥ 38n− 18n = 14n (see Fig. 3a).
• (Incoming edges, small B) When |B| < 14n, we can pick any u ∈ A and by Lemma 4.7, we
have |E(S, S)| ≥ |E(B,A)| ≥ |E(B, u)| ≥ |E(R, u)| − |B| > 38n− 14n = 18n (see Fig. 3b).
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(a) (Outgoing edges) Any v ∈ B
has at least n/4 edges leaving S
because outgoing degree of v is
large but A is small.
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(b) (Incoming edges, small B)
Any u ∈ A has at least n/8 edges
entering S because incoming de-
gree of u is large but B is small.
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(c) (Incoming edges, large B)
There are at least n/8 matching
edges entering S, because B is
much larger than A.
Figure 3: In these figures, we lower bound the number of outgoing/incoming edges of S when A is
small. More specifically, we lower bound the number of outgoing/incoming edges by the number of
bold colored edges.
• (Incoming edges, large B) When |B| ≥ 14n, we have E(S, S) ≥ E(A,B) ≥ |B| − |A| ≥
1
4n− 18n = 18n (see Fig. 3c).
The case analysis above shows that any cut S with |A| ≤ 18n is β-balanced. Consequently, any
cut S with |A| ≥ 78n is also β-balanced, because any S and S have the same balance factor.
Moreover, by symmetry, we can show that whenever |B| ≤ 18n or |B| ≥ 78n the cut is β-balanced.
Flipping the orientation of every edge does not affect the balance of any cut, but allows us to swap
A and B in the above arguments.
Finally, we are left with the case that 18n ≤ |A|, |B| ≤ 78n. In this case, Lemma 4.8 applies to
both E(B,A) and E(B,A), so in either direction we have at least 14 · n8 · n8 = 1256n2 ≥ 18n edges,
and therefore, the cut is β-balanced.
4.2.2 Proof of Lemma 4.5
In this section, we prove Lemma 4.5, which states that for any graph G ∈ G2n,β, there are at most
2n
2/4 graphs in G2n,β that are (1± 3)-cut sparsifiers of G.
Proof of Lemma 4.5. Let H be a (1 ± 3)-cut sparsifier of G. We first show that G and H must
share many edges in common. Fix any vertex v ∈ R. Let NG(v) and NH(v) denote the set of (out-
)neighbors of v in G and H respectively. Let S = Sv = {v} ∪NG(v) and T = Tv = {v} ∪NH(v).
We will prove that |T \ S| ≤ 3n.
Consider the number of outgoing edges from S in both graphs. In graph G, because v has no
edges leaving S, all outgoing edges from S must be matching edges and hence EG(S, S) ≤ n. In
graph H, EH(S, S) contains all edges in EG(S, S), and in addition, one edge (v, u) for each vertex
u ∈ T \ S (see Fig. 4). Because H is a (1± 3)-cut sparsifier of G, we have
|T \ S| = EH(S, S)− EG(S, S) ≤ 3EG(S, S) ≤ 3n.
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(a) In graph G, the only edges leaving S are
the perfect matching edges.
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(b) In graph H, for every vertex u is in T \S,
(v, u) contributes to |EH(S, S¯)|.
Figure 4: The graph G is given in Fig. 4a and H is given in Fig. 4b. S is the union of v and its
neighbors in G and T is the union of v and its neighbors in H. For every u ∈ T \S, the edge (v, u)
leaves S and it exists in H but not in G. Since H is a (1± 3)-cut sparsifier of G, |T \ S| ≤ 3n.
We can similarly show that |S \ T | ≤ 3n by swapping G and H in this argument. So given a
graph G ∈ G2n, we can encode all graphs H ∈ G2n that are (1 ± 3)-cut sparsifier of G as follows:
for every v ∈ R, we encode NH(v) by writing down the vertices in Sv \Tv and the vertices in Tv \Sv.
The number of possible choices for Sv \ Tv is at most
(
n
3n
) ≤ ( e3)3n ≤ 2n/8 when  is a sufficiently
small constant, and the same is true for Tv \ Sv.
There are n vertices v ∈ R, and for each v, there are at most 2n/8 possible choices for either
Sv \Tv and Tv \Sv. Therefore, we can upper bound the total number of possible H by
(
(2n/8)2
)n
=
2n
2/4.
4.2.3 Proof of Theorem 4.2
Now we prove our for-all cut sketch lower bound for general values of β and .
Proof of Theorem 4.2. We will construct a set G of O(β)-balanced graphs such that, for every graph
G ∈ G, there are at most ` graphs in G that can share a (1± c · ) for-all cut sketch with G, where
c is a sufficiently small universal constant and ` satisfies |G|/` = 2Ω(nβ/).
Let G2k denote the set of digraphs with 2k vertices defined as follows. Every graph in G2k is
a bipartite directed graph with bipartitions L, R satisfying |L| = |R| = k. There is a perfect
matching from L to R with weight 1 and every graph in G2k has the same perfect matching. There
are no other edges from L to R. The edges from R to L are arbitrary and they have unit weight.
Let G2k,8β be the subset of graphs in G2k that are (8β)-balanced.
We now describe the set G. Let k = β/. Without loss of generality, we assume k is an integer,
k ≥ n0 where n0 is the universal constant in Lemma 4.4, and n is a multiple of k. We partition
the n vertices into t = n/k clusters of size k, denoted by V1, . . . , Vt. For every i ∈ {1, . . . , t − 1},
we put a graph Gi ∈ G2k,8β between Vi and Vi+1. The set G contains all possible graphs that can
be constructed in this way. Notice that we immediately have
|G| = |G2k,8β|t−1.
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We first show that every graph G ∈ G is (8β)-balanced. Fix any G ∈ G. Because each Gi is a
strongly connected graph between Vi and Vi+1, the entire graph G is strongly connected. By the
definition of β-balanced graphs, when we take the (edge) union of two β-balanced subgraphs, as
long as the resulting graph is strongly connected, it is guaranteed to be β-balanced as well.
Next we show that for any graph G ∈ G, the number of graphs that can share a (1 + c · )
for-all cut sketch with G is at most (2k
2/4)t−1. The argument is similar to that in the proof of
Lemma 4.5. The main difference is that every matching edge now has weight (1/) and the cut
queries are answered with precision (1± c · ).
Let H be a (1± c · )-cut sparsifier of G. We will show that given G, H can be encoded using
a small number of bits. Let (Hi)
t−1
i=1 denote the corresponding bipartite subgraphs of H. Fix any
i ∈ {1, . . . , t − 1} and v ∈ Vi+1. Let NGi(v) ⊆ Vi denote the set of out-neighbors of v in Gi, and
define NHi(v) similarly. Let
S =
i−1⋃
j=1
Vi ∪NGi(v) ∪ {v}.
Observe that in G, the edges leaving S are
• (k − |NGi(v)|) matching edges from Vi−1 to Vi (if i > 1).
• |NGi(v)| or |NGi(v)| − 1 matching edges from Vi to Vi+1.
• One edge from v to Vi+2 (if i < t− 1).
The total weight of these edges is at most (k + 1) · 1 = O(k/). In H, the set of edges
leaving S includes the above edges, and in addition, one unit-weight edge (v, u) for each vertex
u ∈ NHi(v)\NGi(v). Because H is a (1± c · )-sparsifier of G, the total weight of edges leaving S in
G and H can be off by at most c ·  ·O(k/) = O(ck). In other words, |NHi(v) \NGi(v)| = O(k/).
Consequently, the number of possible choices for the set NHi(v) \NGi(v) is at most
(
k
O(ck)
) ≤ 2k/8
when c is sufficiently small (and the same bound holds for the choice of NGi(v) \ NHi(v)). The
choice for every 1 ≤ i < t and each v ∈ Vi+1 is independent, so the total number of possible H is
at most
(
(2k/4)k
)t−1
.
The lower bound on the size of G2k,8β in Lemma 4.4 continues to hold in this construction. This
is because there are in expectation k2/2 = β2/(22) unit-weight edges in Gi from Vi+1 to Vi, and k
matching edges from Vi to Vi+1 whose total weight is k · (1/) = β/2. Therefore, the balance of the
cut (Vi, Vi+1) in Gi is β/2 in expectation. As in the proof of Lemma 4.6, we can show that, if we
include each edge from Vi+1 to Vi independently with probability 1/2, then with high probability
(in k), the balance of Gi is within a constant factor of its expectation (i.e., Gi is 8β-balanced).
Consequently, there are at least (1− 1k ) · 2k
2 ≥ 2k2/2 choices for each Gi, and the total number of
graphs in G is at least (2k2/2)t−1.
Putting everything together, a (1± c · ) for-all cut sketch has to output at least
log
(
(2k
2/2)t−1
(2k2/4)t−1
)
= Ω(k2t) = Ω
(
β2
2
· n
β/
)
= Ω(nβ/)
bits for all graphs in G.
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Remark. Our analysis refutes a conjecture of Ikeda and Tanigawa [20] that in a directed graph,
importance sampling the edges with probability proportional to 1/γe, where γe is the directed edge
connectivity of e, produces a directed cut sparsifier.
Consider an unweighted bipartite graph G with bipartitions |L| = |R| = n/2. There is a perfect
matching from L to R and a complete graph from R to L. One can verify that the n/2 matching
edges from L to R each have directed connectivity 1, and the n2/4 edges from R to L each have
directed connectivity n2 or (
n
2 − 1). Therefore, if we perform importance sampling with probability
proportional to logc(n)/γe for some constant c, the expected number of edges in the sampled graph
is nearly-linear in
∑
e 1/γe =
n
2 · 1 + n
2
4 ·Θ( 1n) = O(n).
Let H be the sampled graph. Note that in H, every edge of the original perfect matching has
weight 1 because those edges have directed connectivity 1 in G. Take any vertex v ∈ R such that
the out-degree of v in H is o(n). Such a vertex is guaranteed to exist because |E(H)| = o(n2).
Let S = {v} ∪NH(v) and consider the total weight leaving S. Notice that |wG(S, S)− n2 | ≤ 1 and∣∣∣wH(S, S)− |S|∣∣∣ ≤ 1. This implies wG(S, S) = Ω(n) while wH(S, S) = o(n), so H cannot be a cut
sparsifier of G.
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A Technical Comparison with Previous Work
A.1 Comparison with Andoni et al. [6]
We compare (the undirected version of) our analysis with the one in [6] at a more technical level.
For simplicity, suppose the input graph G is unweighted and there are no λ-sparse cuts in G. In
this case, we want to approximate the directed cut value X = |E(S, V \ S)|.
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Both sketching algorithms sample α edges at every vertex u ∈ S for some α. Thus, at each
vertex u ∈ S, we have α independent and identically distributed Bernoulli variables, and each is 1
with probability p = |E(u,S)||E(u,V )| . The variance of this random variable is p(1 − p). Andoni et al. [6]
upper bounded this quantity by (1− p), which resulted in the following bound on Var [IS ]:
Var [IS ] ≤
∑
u∈S
(
d(u)
)2
α2
· α · |S|
d(u)
=
1
α
∑
u∈S
|S| · d(u) = 1
α
|S| · |E(S, V )| ≤ 1
α
|S| · (|S|2 +X) = 1
α
(
|S|3 + |S| ·X
)
.
Our variance bound is obtained by calculating the variance of the estimator more carefully. If
we use the exact value of Var
[
IS(u)
]
, we have
Var [IS ] ≤
∑
u∈S
(
d(u)
)2
α2
· α · |E(u, S)||E(u, V )|
|E(u, S)|
|E(u, V )|
=
1
α
∑
u∈S
|E(u, S)| · |E(u, S)| ≤ 1
α
(
max
u
|E(u, S)|
)(∑
u
|E(u, S)|
)
=
1
α
|S| ·X.
One of our main technical contributions is to remove the |S|3 term from the upper bound on
Var [IS ]. There are two consequences:
• In the undirected setting, the redundant |S|3 term in their analysis is precisely the reason
why they need down-sampling (and consequently a constant-approximate sketch to choose
the right down-sampling rate). By down-sampling, they can guarantee that X = O(1/2)
and |S| ≤ Xλ = O(1/) and hence |S|3 is comparable to |S| ·X. Using our analysis, we do not
need down-sampling for undirected graphs.
• In the directed setting, the redundant |S|3 term causes more severe issues. Even with down-
sampling, we can only guarantee that X = O(1/2) and |S| ≤ X+Xλ ≤ βλX. If we set λ to be
as large as we can afford, i.e., λ = Θ(
√
β), we still have |S|3  |S| ·X and therefore removing
this term is crucial for us to obtain a space complexity with the right dependence on β.
A.2 Comparison with Jambulapati and Sidford [21]
Jambulapati and Sidford [21] constructed graph sketches to approximately preserve quadratic forms.
As an important special case, their sketch can be used to query cut values. In this section, we
compare our proof with (the cut version of) their analysis.
For simplicity, suppose the input graph G is unweighted and the conductance of G is very high
φ(G) = Ω(1). We want to approximate the directed cut value X = |E(S, V \S)|. Similar to Andoni
et al. [6], Jambulapati and Sidford [21] upper bounded Var [IS ] starting with
Var [IS ] ≤
∑
u∈S
(
d(u)
)2
α2
· α · |S|
d(u)
=
1
α
∑
u∈S
|S| · d(u).
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Because they store all edges incident to low-degree vertices, without loss of generality, one can
assume d(v) ≥ α for all v ∈ V . Thus,
Var [IS ] ≤ 1
α
∑
u∈S
d(u) · |S| = 1
α
∑
u∈S
d(u) ·
∑
v∈S
1
≤ 1
α2
∑
u∈S
∑
v∈S
d(u) · d(v)
=
1
α2
|E(S, V )|2.
Then they continued to relate the term |E(S, V )| to X = |E(S, S)| using the fact that φ(G) =
Ω(1) and showed that Var [IS ] ≤ O(2) ·X2.
However, there is no standard generalization of the notion of conductance for directed graphs.
If we look at the undirected version of a directed graph G, the term |E(S, V )| becomes |E(S, S)|+
|E(S, V \ S)| + |E(V \ S, S)|. We are only interested in approximating the directed cut value
X = |E(S, V \S)|, and because the graph is β-balanced, the best bound we have onX = |E(V \S, S)|
is X ≤ βX. This will result in an upper bound of O(β2α · 2)X2 on the variance of the estimator,
and we will have to set α = β/ to make this variance small enough. Consequently, the cut sketch
will have size O˜(nβ) which does not have the right dependence on β.
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