Introduction
Until now, many techniques for the display of 3D images have been studied (Lippmann, 1908; Okano, et al., 1997; Lee, et al., 2001; Shin, et al., 2005; Jang, et al., 2003; Jin, et al., 2004) . The 3D display can be largely classified into two different methods: the stereoscopic display and the real 3D display. Stereoscopic methods provide the user with two different images of the 3D scene. The images are shown independently to the eyes of the observer so that they produce binocular disparity. This method has been conventionally implemented by the use of special glasses. However, the main drawback of stereoscopy is that it produces ocular fatigue due to the conflict between convergence and accommodation.
On the other hand, the real 3D displays can provide different perspectives when the observer displaces parallel to the display. There are many kinds of the real 3D display methods, including multi-view methods, holographic method and integral imaging methods. Among them, integral imaging reconstructs any point of the 3D scene through the intersection of many rays, and thus, it provides the observer with full-parallax images. Its main advantage is to be implemented with the available 2D imaging and display technology, such as charge-coupled device (CCD) sensors and LCD displays. However, there are still some physical limitations, including the poor viewing angle, technological hardware limitations and a wider transmission bandwidth of integral images. However, the authors of this paper expect that these limitations will be overcome in the next few years.
Theoretical background
Integral imaging is a 3D image display technique with full parallax and continuous viewing points. It has been the subject of much research (Lippmann, 1908; Okano, et al., 1997; Lee, et al., 2001; Shin, et al., 2005; Jang, et al., 2003; Jin, et al., 2004) . In the pickup part of integral imaging, the rays coming from 3D objects are recorded as 2D elemental images with a lenslet array (or pinhole array) and a 2D image sensor. In the display part of II, the recorded 2D elemental images are displayed on a display device, and rays coming from the elemental images are then gathered in space to form 3D real images.
Recently, studies have been reported for two kinds of integral imaging according to the gap distance between a lenslet array and a display panel; depth-priority integral imaging (DPII) and resolution-priority integral imaging (RPII) (Jang, et al., 2003; Jin, et al., 2004) . RPII is obtained when the gap distance is not equal to the focal length of the lenslets. It gives 3D images with high resolution and small depth. On the other hand, DPII is obtained by setting the gap equal to the focal length of the lenslets. It provides 3D images with low resolution and large depth through both real and virtual image fields.
Research methodology
In this paper, the authors first review their resolution improvement method of 3D image in DPII using time-multiplexed electrical mask. While the conventional DPII system generates 3D images with the number of lenslets due to observation of a single pixel from each lenslet, the proposed system can generate 3D images with the n×n pixels from each lenslet by using time-multiplexed electrical masks and elemental images.
The proposed DPII system is shown in Fig. 1(a) . The gap between the lens array and the display panel is f, which is the same as the focal length of single lenslet. A transparent LCD display is located in front of lenslet array to display the mask pattern electrically. Mask patterns are white black checker board, as shown in the center of Fig. 1(a) . 4 elemental images for corresponding display have to be generated. The authors of this paper modified the synthesis method of elemental images described in Ref. Jang, et al. (2003) , by considering the center position of white block. The synthesized elemental images are shown in Fig. 1(b) . In the conventional DPII system, a single ray starting from the display panel becomes parallel beam through the lenslet. The size of the integrated beam is the same with lenslet size d. In this method, however, the mask pattern can block the beam partially and the diameter of the integrated beam can reduce to the size of white block (d/2) in electrical mask. This implies that the integrated 3D image point can be reduced to the block size (d/2), and thus, the resolution of 3D image can be improved by 2×2 times. If n×n time-multiplexed electrical masks are used, the resolution of 3D images can be improved by n×n times.
Next, the authors present a new image processing technique related to the elemental image generation for 3D scenes. There are various methods to capture the information of a three-dimensional scene, in this contribution the authors used the Kinect device, which was initially launched by Microsoft as an add-on accessory for the Xbox game console in 2010 (Microsoft Kinect; Shotton, et al., 2011; Kramer, et al., 2012) . Its distinctive hallmark of this device is its capability for capturing simultaneously the RGB image and the depth information in real-time through its own two types of cameras, a RGB camera and an infra-red (IR) one. However, there is big limitation that two cameras are physically separated from each other and have different fields of views. To solve these problems, the authors calibrate both cameras to map each other and reassign its mapped RGBD information into each point located in a 3D virtual space. Next, as shown in Fig. 2 , point cloud system was concluded based on the Kinect's live scene which is defined by point with six values: its (x, y, z) coordinates and RGB color intensities.
To project point cloud onto an integral imaging monitor, all points are rearranged based on its depth distance to prevent wrong projection result, and Fig. 3 shows it well. The units are converted from pixels to millimeters to display into physical monitor system. Finally, the values of points of the micro images are assigned by back projection through the virtual pinholes. 
Results and findings
In integral imaging display, to improve the resolution of 3D images displayed in DPII, the authors performed the preliminary experiments. The optical test system was implemented, as shown in Fig. 4(a) . The authors used the lenslet array, which consisted of 15×15 lenslets which focal length and diameter were 10 mm and 5 mm, respectively. To obtain DPII system, the distance was set between display panel and lenslet array to 10 mm. The elemental images are projected into the rear screen which is used as a display panel. The electrical masks are displayed in transparent LCD. 4 kinds of electrical masks were used to obtain 2×2 time-multiplexed display. 3D images are of two characters: '3' image and 'D' image. '3' and 'D' are located at 30 mm and -30 mm, respectively. Note that DPII system can display 3D images in real and virtual image field at the same time.
The authors observed the 3D images at the different observation angles in the conventional method and the proposed method. The observed images are shown in Fig. 4 . Since 2×2 time-multiplexed display was used, the proposed method as shown in Fig. 4(c) can improve the resolution of 3D images by 2×2 times compared with the conventional method, as shown in Fig. 4(b) . Next, to confirm and prove the utility of the approach done, the human model was captured and tested onto the retina display of the iPad. The authors displayed an integral image which is composed with the back projection from point cloud based on the Kinect's view. Note that in this result shown in Fig. 5 , the reference plane is set, which is virtual pinhole arrays just middle of two human models. As a result, the authors obtained various horizontal and vertical perspectives with floating in front of the display monitor. 
Conclusions
In conclusion, the authors of this paper have presented a review of their previous results for the capture, processing and display of 3D images by using integral imaging technique. The DPII based integral imaging method may be suited for a future real 3D display system. The main advantage of fusing the kinect and the integral imaging concepts is the acquisition speed, and the small amount of handled data. Also, the algorithms proposed are simple. The authors have demonstrated the usefulness of their methods through the optical experiments. In further research, the authors will implement the realtime 3D display system based on integral imaging for the next-generation 3D display system.
