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We present a simple construction of linear size test sets for regular languages and of single 
exponential test sets for context-free languages. In the case of regular sets the size of our test set is 
exactly the number of transitions of the automaton. This improves the best-known upper bounds: 
exponential for regular and doubly exponential for context-free languages. We give also an 
0( 11 log n) time algorithm for the morphism equivalence and an 0( n3 log n) time algorithm to test 
the gsm equivalence on a regular language. An O(n’ log n) time algorithm is given to test the 
equivalence of two deterministic gsm’s as well as that of two deterministic finite transducers. 
1. Introduction 
One of the fundamental areas of research in formal language theory is that related 
to the so-called Ehrenfeucht conjecture; see [S, 9, 12, 131: 
each language L c C * has a finite subset F as a test set. 
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A language F is a test set of a given language L EC* iff F G L and, for any pair of 
morphisms k, 9 : Z*+d *, we have 
VXEL k(x)=g(x) o V.xeF k(x)=g(x). 
In other words, 
for each pair of morphisms, if they “agree” on a finite subset F then they 
agree on the whole set L. 
It was shown that the Ehrenfeucht conjecture is true; see [3, 161. However, in 
general, the construction of a finite test set is noneffective. For regular and context-free 
languages, test sets can be constructed effectively, but so far constructed test sets were 
very large. 
In this paper we deal with the size of the set F in the following two cases: 
Case I: L is a regular language accepted by a given nondeterministic finite automa- 
tion with n transitions. The number n is the size of the problem. 
Case 2: L is a context-free language generated by a context-free grammar with 
y1 symbols (nonterminal and terminal together). Assume for simplicity that the gram- 
mar is in Chomsky normal form. Then the size of the whole grammar is polynomially 
related to the number n of nonterminals (the number of productions is 0(n3)). 
Assume that n is the size of the problem in this case. 
The bounds previously given for regular sets were exponential, and doubly ex- 
ponential for context-free sets; see [2, 71. The sets F consisted of all words of linear size 
and exponential size, respectively. If the alphabet has at least two symbols then there 
are, respectively, exponentially and doubly exponentially many words of such lengths. 
The basic argument in the previously known constructions of test sets for regular 
languages was the pumping lemma. Our construction is different; it gives another 
proof of the existence of finite test sets for regular languages. 
We start with some notation and definitions. Let C,d be arbitrary alphabets and 
k,g arbitrary morphisms Z*+d *. Being a morphism means that k(s)=& and 
k(uw)=k(u)k(w). 
Denote by Eq(k,g) the equality set of morphisms k,g: 
Eq(k,g)= i.x~C*: k(.x)=g(x)). 
Using the notion of equality sets, the test set F can be defined as a subset of 
L satisfying 
FGEq(k,g) G LcEq(k,g) 
for any pair of morphisms k, g : C *-+A *. 
2. Preliminaries 
Denote by F(A) the free group generated by d. Then d * as well as (d *)- ‘, i.e. the 
set of inverses of words in A *, are free submonoids of F(A). 
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(*) The unique continuation property: 
if {~c,x;,~c~Tc;)~I~ and rcl, rr2 end at the same node, then 
i rc17c’, 7c2rr’)c17 for some path 7~‘; 
(**) The edge-covering property: 
for each edge in G, there is a path rc~l7 traversing this edge. 
Lemma 2.2. Let ll be a subset of paths from the initial to the terminal node. If n satisjies 
conditions (*) urd (**) then F = [I71 is a test set for the language L accepted by the 
uutomuton A. 
Proof. Let G be the graph of the automaton A. Assume that we are given two 
morphisms h,g which agree on the set [I7]. This means that 
CW G Eq(k 9). 
Our aim is to prove that, for each initial-terminal path rr, we have 
Cnl~Eq(h> tl). 
For a path 7c~fl and morphisms h,g, define 
~~f,.,~~~=~~f~,,~l~l~. 
Claim 1. If prefixes T(;,x; qftwo paths ~~,,II~EI~ end at the same node then 
ovf,.,(~‘~)=ovf,.,(~;). 
Observe that, for all paths 7z1, nz617, we have 
Cn,l> C~,l~Eq(h> ~1. 
Our claim follows directly from Lemma 2.1(a) and the property (*). The claim 
guarantees that the following definition makes sense: 
for each node 2: denote by Ovf,,,(v) the value of Ovf,,,(n’), where 7~’ is 
a prefix of a path in 17 and rt ends at c. 
Claim 2. Let 7~ be any path starting at the initial node and ending at a node v (not 
necessarily the terminal node). Then 
ovfk,(~)=ovfk,(~). 
The proof of the claim is by induction on the length of the path rr. If TC is of zero length 
then its overflow is the empty word and it equals the overflow of the initial node. 
Assume that the path TI ends with the edge (w, a, II). We have 
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Using the inductive assumption (z’ is shorter), we have 
Ovf,,,(n’)=OVF(w). 
We use the fact that there is a path 4~I7 which passes through the edge (w, a, u) due to 
the property (**). Take a prefix 4’ of this path which ends at the node w. Then we have 
Ovf,,,(4’)=OVF(w) 
because of Claim 1. Hence. 
Now the words spelled by paths 4’( w, a, u) and n = z’( w, a, II) are of the form xa, za, 
where x,z are words and a is a single letter. 
We know that Ovf,,,(x)=Ovf,,,(z). We use the second point of Lemma 2.1 to 
obtain Ovf,,,(xu)=Ovf,,,(zu). But 4’(w, a, v) is a prefix of the path 4~I7, so that 
Ovf,,,($‘(w, a, u))=OVF(V) by Claim 1. Hence, 
Ovf,,,(~)=Ovf,,g(zu)=Ovf,,,(xa)=Ovf,,,(~’(w, a, u))=OVF(t’). 
This completes the proof of the claim. 
Now the statement of the lemma follows from the last claim, because OVF(q,) = E. 
Indeed, the overflow of every path in the graph from the initial node qi to the terminal 
node qf equals the empty word. This completes the proof. 0 
Lemma 2.3. Assume that the graph of the automaton has n edges and that it has exactly 
one uccepting stute and the outdegree of this state is zero. Then there is a set ll ofpaths 
satisfying conditions (*) and (**) whose size is n. The set Ll consists of the paths that are 
not longer than the number of states and it can be constructed in time proportional to its 
total size. 
Proof. Let G be the graph of the automaton. Define two trees ~ the in-tree Tl and the 
out-tree T2. T2 is the BFS tree of G with the root in the initial node qi and Tl is the 
tree of shortest paths from each node to the terminal node qf . Tl can be constructed 
by reversing the directions of all edges and then computing the BFS tree rooted in qf. 
Afterwards the directions are reversed to have their original direction in G. The in-tree 
and out-tree for an example graph are illustrated in Figs. l-3. 
It has to be emphasized that in the construction of the above trees if there are 
transitions p$q and p&q in A then at most one of them is taken to the tree Tl or T2. 
Consequently, in the trees there is at most one edge between any given pair of nodes 
(as opposed to the graph of A). Now we take 
II=fpath(o, a, w): ( c’, a, w) is an edge of G), 
where path( u, a, w) is the path consisting of three parts: the path from qi to u in T2, the 
edge (c’, a, w) and the path from w to qf in Tl. 
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Fig. I. The graph G of the automaton A without labels on edges. 
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Fig. 2. The in-tree Tl of the shortest paths ending at qr 
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Fig. 3. The out-tree T2 of the sortest paths starting from q, 
We call the first part the out-tree path and the last part the in-tree path. The 
edge( u, a, w) is called the special edge of path( v, a, w). Obviously, the set ll satisfies the 
condition (**). It is enough to prove that (*) also holds. 
Assume that { 71,~ ;, bin;} c Il and 7r1, rc2 end at the same node. We prove that 
thereexistsapath~‘suchthat{n,n’,Ir,rc’)cn,Infact,~‘=7c’~,orn’=n;.Thereare 
several cases to be analyzed: 
(A) None of ICY and n2 is an out-tree path. Then both of them contain their special 
edges. This implies that n; and 7~; are in-tree paths. Then X; = 7~; because any two 
in-tree paths starting in the same node are identical. Hence, in this case we can take 
n=rt;=7&. 
(B) Both paths x1,x2 are out-tree paths. Then they are identical because any two 
out-tree paths ending in the same node are the same. We can take n’ = 7~;. 
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(C) One of the paths, say rrr, is an out-tree path, and the other path 7c2 contains its 
special edge. Then n; is an in-tree path. Assume that both paths 7tr , 7-r2 end at the node 
u.Let(u’,a,u)bethelastedgeof~,. Take the path TZ=path (II’, a, u). We claim that 
* 
7t=7tr7&. 
Indeed, the out-tree part of 7i equals the part of rrI from the initial node to u’, 
because these two paths are out-tree paths leading to the same node. Hence, we can 
take in this case rt =n;. 
This completes the proof of the lemma. 0 
3. Results 
Lemmas 2.1 and 2.2 imply our main results. 
Theorem 3.1. For each nondeterministic finite automaton with n transitions, we can 
construct a test set F of size n in the time proportional to the total length of words in F. 
The length of each word in F does not exceed the number of states of the automaton. 
Proof. Assume that the graph of the automaton has n edges. We assumed in 
Lemma 2.2 that it has exactly one accepting state and the outdegree of this state is 
zero. Now we explain why we can drop this assumption. 
Assume that we added a new sink state u to the original automaton A. Next, in the 
graph of A, for each edge ~15112 with u2 accepting, we can add the edge 01 Su. A new 
equivalent automaton A’ is obtained whose only accepting state is v. The set of paths 
chosen in Lemma 2.1 was l7= { path(u, a, w): (u, a, w) is an edge of G}. 
Now it is easy to see that the path of the form path(u1, a, 02) (see Fig. 4) can be 
deleted. The role of each such path is played by path(u1, a, u). Hence, the number of 
paths is now exactly n, where n is the number of transitions of the original automaton 
A. This completes the proof. 0 
Theorem 3.2. For each context-free grammar G of size n, we can construct in 2°(“‘og(n)) 
time a test set of size 2°(“‘og(““. 
I I 
a 
\ /“Z Lrn sink v 
/ 
Cl*. -0- 
VI 1 \ 
'T 
q - 
o- 
L I 
Fig. 4. 
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Proof. It was shown in [2] that it is enough to take as a test set F the set of all words 
with a derivation tree of height O(n). However, it is easy to see that F can be accepted 
by a nondeterministic pushdown automaton with pushdown store of size O(n). This 
automaton can be treated as a nondeterministic finite automaton, whose state is the 
contents of the pushdown store. There are n”‘“‘=20’“‘“g’“‘) possible contents of the 
pushdown store; hence, the finite automaton has 2 o(n’og(n)) states. Now, as the final test 
set, take the test set of the test set F given by Theorem 3.1. 0 
Remark. The best bound known before for context-free languages was 220”“. 
Let h,g be two morphisms. The morphism equality problem for the family of 
regular languages consists in verifying, for a regular language L, whether h(x)=g(x) 
for all words in L: see [6, 71. 
Theorem 3.3. The morphism equality problem ,for regular languages is solvable in 
O(n log n) time, where n is the number qftransitions of the,finite automaton A accepting 
the regular lanyuaye. 
Proof. Take the out-tree T of a given nondeterministic automaton with one accepting 
state (whose outdegree is zero), the same as in the proof of Lemma 2.3. We are given 
morphisms h,y:C*+A*. 
Construct two trees T,, and T, whose edges are labelled by symbols of A, and whose 
paths represent all prefixes of words h(x) and g(x), respectively, for all paths x in T. 
Such trees can be constructed easily in linear time and their sizes are linear. 
Then, for each node CE T, there is a corresponding node h( L’)E Th and the corres- 
ponding node yet,. If .X is the path from the root to t’ in T then h(x) is the path 
from the root to h( L!) in Th. Similarly for y(u). The key observation is the following: 
OVF(c) is a suffix of a path from the root of T, to h(v) or it is a suffix of 
a path from the root of T, to y(c). 
This enables one to process overflows efficiently. Suppose that the morphism h is 
“ahead” of y on a path x of T which ends at the node U. Then OVF( v) is a suffix n’ of 
the path TC from the root of T,, to h(v) in Th and it can be represented by a constant size 
information consisting of three objects: 
l the length k of rr’, 
l the starting node ul, 
l the end node c2 = h( U) of 7~‘. 
One can identify OVF(c) with the triple (01, 02, k). All of these triples can be 
computed easily in linear time traversing the tree Tin, for example, BFS order. 
Assume that overflows of two paths x and y ending at node u and U, respectively, in 
the tree T are represented by triples (ul, u2, k2) and (ul,v2, kl ) in Th and there is 
a transition (u, a, 11) (see Fig. 5). 
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Fig. 5. The overflows of two paths ending at nodes u,t‘, in the tree T are represented by triples 
(~1, ~2, k2),(vl, ~2, kl), respectively, in T,,. There is a transition (u, a, P) of A and (u, u) is not an edge of T. 
We have to check the equality 
Ovf,,,(.xa)=Ovf/I&) (*) 
Claim. Assume that ove$ows on branches of the tree Tare well defined and overflow on 
the branch ending at the accepting state is E. Then L( A)G EQ( h, g) @for each transition 
(u, a, v) of A the equality (*) holds, where x, y are paths in T from the root to u, v. 
Proof of the claim. Assume that, for each transition (u, a, o) of A, equality (*) holds. 
Let y be a path starting at the root (not necessarily a branch of the tree T). Let v be the 
end node of p. It can be easily proved by induction on IyI that there is a branch 7’ of 
T starting at the root, ending at u and satisfying 
Each word of L(A) corresponds to a path y from the root to the terminal node. 
However, it is the same as overflow of the path y’ of T ending at the same node. 
But we assumed that the overflow of the branch of Tending at the accepting state is E. 
This completes the proof of the claim. 0 
Equality (*) can be tested efficiently by using the information about (~1, u2, k2), 
(~1, ~2, kl) and a suitable data structure. A fundamental data structure to deal with 
equalities of subwords of a given word or subpaths of a given tree was invented in [14] 
and then rephrased in [S]. It was called in [S] the dictionary of basic factors. In the 
case of labelled tree T’ the basic factors are subpaths of T’ whose lengths are a power 
of two. The subpaths are given by their endpoints and the lengths. In a preprocessing 
phase a constant size name is associated with each basic factor (subpath) in such a way 
that two subpaths “spelling” the same word have the same names. The preprocessing 
phase has O(nlogn) time complexity; see [S]. 
If we have computed the dictionary of basic factors then each question about the 
equality of two subpaths can be answered in O(logn) time. If the lengths of the 
subpaths are not powers of two then we can decompose them into overlapping 
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subpaths whose lengths are powers of two and the equality problem is reduced to 
equalities between the corresponding parts. Such decompositions can be found in 
logarithmic time. 
We have O(n) questions of the form “Ovf,,,(ua)= Ovf,,,(y)?“, where (u, a, c) is 
a transition of A and x, y are paths in T from the root to, respectively, nodes u, L’ (see 
Fig. 5). Each such question can be easily reduced to the equality between certain 
subpaths. The cost of one question is O(logn); hence, the total complexity of the 
algorithm is O(nlogn). This completes the proof. il 
The gsm equivalence problem for regular languages is to verify whether 
M, (x) = M2(.x) for all XGL, where MI, M2 are given deterministic gsm’s and L is 
a given regular language. We refer the reader to [ 1 I] for the definition of the gsm. The 
size of the problem in this case is the total size of a nondeterministic finite automaton 
accepting L plus the total sizes of the gsm’s MI, M2. 
Theorem 3.4. The gsm equality problem ,for regular languages can be solved in 
O(n3 log n) time. 
Proof. Assume that the automata A, MI, M2 have state sets Q, Qr , Q2, respectively, 
and the input alphabet is 2. A new automaton M is constructed with the state set 
Q x Qr x Qz which is a parallel composition of machines A, MI and M2. The input 
alphabet of M is C’ = Q1 x Q2 x Z. 
Let 6,6,,62 be transition functions of A, MI, M2, respectively. Then from state 
(q, ql, q2) the automaton M can go to state (S(q, a),d,(q,, a), d2(q2, a)) reading the 
input symbol ( ql, q2, a). The accepting states are those triples whose first component 
is an accepting state of A. 
For i= 1, 2, we define the morphisms hi(ql, q2, a)=E,i(q,, a), where 21 and I.2 are 
the output functions of the dgsms MI and M2, respectively. 
It is easy to see that the gsm mappings agree on the language L accepted by the 
automaton A iff the morphisms h,, h2 agree on the language accepted by M. The total 
number of transitions of M is cubic with respect to the total size of A, MI and MZ. 
Hence, the statement of the theorem follows from Theorem 3.3. This completes the 
proof. 0 
We now consider deterministic finite transducers (dft’s); see [l] and [4]. We recall 
that the dft is a generalization of the deterministic general sequential machine (dgsm). 
The basic difference is the dft capability to produce an output without reading an 
input using the so-called c-moves. However, if a machine makes an c-move in a given 
state then no other moves are allowed from this state. Hence, the states are divided 
into two disjoints classes: 
l The set of states in which symbols are read and outputs are produced deterministi- 
tally; 
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l the set of states in which outputs are produced deterministically without reading 
any input symbols. 
Lemma 3.5. For two given dft’s Ml, M2 we can construct in linear time deterministic 
gsm’s Al, A2 such that Ml and M2 are equivalent ifs Al and A, are so. 
Proof. We can assume w.1.o.g that on s-moves the output is nonempty; otherwise, all 
such transitions can be compressed. 
We call the transducer compressed iff all c-transitions are between accepting state 
or from the initial state to an accepting state (the output is always nonempty). It is 
straightforward to transform a given dft to an equivalent compressed dft (some 
E-transitions are compressed). For a given compressed transducer M, we create a gsm 
GSM( M) by replacing each c-transition with output rl by a non-s-transition with the 
same output. A new input symbol $ is placed at each such transition (see Fig. 6). 
It is easy to see that two compressed transducers Ml, M2 are equivalent iff the gsm’s 
GSM( M,) and GSM( M2) are equivalent. This completes the proof. 0 
As a consequence of our proof of Theorem 3.4 and Lemma 3.5, an alternative (see 
[4] and [lo]) and more efficient algorithm for the dft equivalence problem is given. 
The automaton A can be assumed to have a single state. 
Theorem 3.6. The 
time. 
equivalence of two deterministic dft’s can be tested in O(n* log n) 
It is worth noting here that, for single-valued finite transducers, the equivalence 
problem is P-space complete; see [lo]. Such transducers are in between deterministic 
and nondeterministic ones. 
4. Final remarks 
The test sets constructed in Theorem 3.1 are of size n, where n is the total size 
(number of transition) of the automaton. For unbounded alphabets this matches the 
lower bound. We can take a two-state automaton, with one initial and one accepting 
state, such that each transition requires a distinct symbol of the alphabet. In the case 
I I 
=.a S,a 
m-m is transformed to u A n 
Vl v2 Vl v2 
I I 
Fig. 6. 
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when the alphabet is bounded, the problem of the minimal size of the test set is open. 
It has been conjectured (see [13]) that the cardinality of a minimal test set for any 
language is the function of the cardinality of the alphabet. 
The morphism equality problem for regular sets can be solved by a linear-time 
algorithm if we improve the complexity of the data structure used in the proof of 
Theorem 3.3 by a logarithmic factor. A candidate of such a data structure is the suffix 
tree of the tree; however so far the best algorithm to construct it is of complexity 
nlog n; see [IS]. We believe that it is possible to obtain O(n) complexity here. 
The exponential difference between the sizes of test sets for regular and context-free 
languages is partially explained by the fact that the nonlooping finite automaton with 
n states can accept only words of length at most n while a nonlooping grammar (a 
grammar without derivations of the form A -+* r A fl) can generate words of exponen- 
tial size. Moreover, a nonlooping grammar in Chomsky normal form with n symbols 
can generate a language L which requires an exponential number of states for any 
nondeterministic finite automaton accepting L. 
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