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Abstract—In this paper, Decision Support System (DSS) from 
30 years ago to the near future will be studied to investigate the 
development trend of DSS. A typical DSS architecture has been 
described and the requirement of the DSS functionality 
implementation is illustrated in this article. Because all of the 
DSSs are projected-oriented, researchers are focused on 
developing general architecture to adapt as many cases as 
possible. Researchers begin to investigate the dynamic interaction 
and multi-criteria for the DSS application. In the near future, 
with the development of cloud computing, some cloud-based and 
agent-based DSSs will be adopted to various applications.  
Keywords—Decision support system, cloud computing, 
computational intelligence  
I. INTRODUCTION
ecision Support System (DSS) is an information system, 
which is based on interactive computer to support 
decision making in planning, management, operations for 
power utility, business and organizations. The rapid changes 
on decision making, which cannot be easily identified, can be 
assisted by communication technologies and computer-based 
system compiling information gathered from a wide range of 
resources like raw data, documents, experts’ experience & 
knowledge, and business models [1]. Originally, decision 
support concept came from the theoretical studies of decision 
making for organizations by Carnegie Institute of Technology 
and technical practice on interactive computer systems by 
Massachusetts Institute of Technology in the 60s [1]. In 70s, 
‘decision support’ began to grow among academia, and the 
first paper appeared in the conference and journal at that time. 
The DSSs have been introduced to China in 80s. In the earlier 
90s, DSS applications are spread into different areas through 
data warehousing and on-line analytical processes. Since mid 
90s, DSS starts to apply web-based analytical process [24]. 
Recently, with the development of cloud computing 
technology, DSS based on cloud computing technology has 
been proposed [21-23]. Throughout the development of DSS 
in the recent 30 years, there are more than 20 methods to 
implement the DSS. It is difficult to distinguish the best 
principle to solve decision making problems from others since 
proposed DSS systems are usually project-oriented. DSS has 
been involved in a plenty of technical areas which include 
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transportation, electricity and resource dispatch and so on. 
This paper overviews the development of DSS in the past 
30 years, and proposes the future tend. The paper is organized 
as follows: Section II gives the framework requirement of the 
DSS, and typical architectures will be discussed. Section III is 
divided into three parts: past, present and future to look into 
the architectures for different purpose. Finally, a brief 
summary is made in the conclusion.  
II. REQUIREMENT FOR DECISION SUPPORT SYSTEM
A DSS involves a number of scientific areas such as 
computer science, simulation technology, software 
programming and cognitive science and so on. Basically, there 
are three types of problems for decision making, namely 
structured, unstructured and semi-structured. Structured 
problems can be solved by standard solution techniques with 
clearly specified procedures to make a decision. Whereas the 
procedures of unstructured problems are unspecified in 
advance, and most of the decisions procedures are followed 
only once. In semi-structured problems, procedures for 
decision making can be specified but the optimal decision 
making cannot be verified. For different levels in 
organizations and business companies, the objectives of the 
DSSs are not the same. There are three different levels in 
companies and organizations. Firstly, strategic planning, 
including long term policies planning, is used for governing 
resource acquisition, utilization and disposition. Secondly, 
management control ensures the resources can be obtained and 
used effectively and efficiently to achieve the organization 
objectives. Finally, operation control ensures effective 
progress.  
In general, the DSS is project-oriented and the functionality 
is always determined by system architecture. With different 
architectures, DSS functionalities can be summarized as 
follows:  
1. Collecting, managing and providing the organization
external information related to decision questions in 
domains like policy, economy, society, environment, 
market and technology. 
2. Collecting, managing and providing the organization
internal information related to decision questions in 
domains like order request, storage status, production 
capability and finance. 
3. Collecting, managing and providing the feedback of each
alternative decision execution such as contract 
processing, material supply plan, and production 
implementation. 
4. Having a certain capability of data storage and managing
mathematical models which are closely linked with 
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decision making. 
5. Having a certain capability of storing and providing
frequently-used mathematical methodology and 
algorithm, such as regression analysis, linear 
programming, and computational intelligence models. 
6. Having a certain capability of easily adding and
modifying data, model and algorithm. 
7. Having a certain capability of flexibly processing,
collecting, analyzing and forecasting data through 
models and methodology, thereby generating general 
message and projections.  
8. Providing a friendly interface to communicate between
man and machine, and functionality of graphic output. 
Also, there is a capability to meet the request of 
stochastic data query to answer some “what…if…” 
questions and so on.  
9. Providing favorable functionality of data communication
in order to ensure that the required data can be 
collected, processed and delivered to the user in time. 
To include all the functionalities above, a typical DSS 
architecture should have an optimization toolbox, an on-
line analytical processing toolbox, a data mining toolbox, a 
transaction processing system and a database as illustrated 
in Figure 1. Users can generate problems to the DSS and 
obtain the analyzed answers from the user interface. And a 
data mining toolbox can find the required data in large 
database where data related to the problem are located.  
Fig. 1.  A typical structure of DSS 
Requirements for DSS 
In general, there are five types of DSSs to achieve a 
decision making, namely, communication-driven DSS, data-
driven DSS, document-driven DSS, knowledge-driven DSS 
and model-driven DSS [2]. No matter what kind of DSS is 
applied to a certain project, there are some generic 
requirements which are listed as follows: 
1. Be compatible with as many decision processes and
structures as possible. 
2. Should have an interactive interface and friendly to users.
3. Can be accessed and controlled by users.
4. Allow end users to develop DSS without difficult.
5. Support modeling, data access and analysis.
6. Have an ability to work in both standalone and web-
based environment. 
Many areas have been involved with DSS. In reference [12], 
DSS for port planning was discussed. A Decision Support 
System for the Planning of the Workload on a grain terminal 
was illustrated in reference [13]. A DSS with an agent-based 
approach for oil refineries was demonstrated in reference [17]. 
References [23] and [22] gave examples of cloud-based DSS 
for traffic control and driver safety applications. In reference 
[14], the authors described a small helicopter landing case to 
present a DSS framework for dynamic multiple-criteria 
decision making. 
III. PAST, PRESENT AND FUTURE
 This section will give critical discussions about the 
development of Decision Support Systems. Also the 
promoting trend for future DSS system will be investigated.  
Fig. 2.  An XDSS approach [3] 
A. Past
From 1970s to 1980s, comprehensive framework had been
proposed to integrate with knowledge-based systems. The 
proposed DSS usually concentrates on the structure 
improvement during that time. 
More domain-independent and user-friendly systems were 
developed by exploiting expert systems design in reference [3]. 
The proposed DSS structure as shown in Figure 2 was called 
XDSS. The knowledge base consisted of 5 areas, namely, 
domain, data dictionary, model, report generator and graphics 
knowledge. Each component in the architecture was 
maintained by experts. The domain knowledge would 
comprehend the issue that was defined by users and presented 
in the XDSS software. Then, the issue would be separated into 
sub-issues so that the relative knowledge base component 
could be adopted. Finally, a solution would come out through 
all sub-issues integrated with XDSS software.  
A flexible logic-base DSS was proposed in reference [4]. 
The model developed by the authors adopts intentional 
database (IDB) for logic-based system. It means that the user 
could store a number of rules. However, there is another 
extensional database (EDB) for storing the actual data. Two 
kinds of models, namely, coded models and defined models, 
had been applied to the DSS system in order to reduce 
workload. The author believed that the DSS model achieved 
considerable development, and was used for design 
architectures based on IBM’s top down approach so on.  
Model management evolution was divided into 4 
generations and has been described in [5]. Figure 3 
demonstrated these 4 generations for DSS development. The 
author pointed out the advantages of the last generation 
models are: 
1. The system could automatically integrate the model with
data in order to reduce the programming redundancy.
2. Authorized user can access the model without many
problems since many DSS systems were built in a
distributed environment. 
3. High compatibility enables the model management
system to achieve more flexibility for DSS.
Accommodating new database management system, 
model management system can reduce the impact of 
changing database models. 
In reference [6], the framework of DSS for distributed 
computer system has been provided. Optional solutions were 
explored systematically by this methodology when objectives 
conflict with each other.  
Three conceptual steps were developed to assess the DSS 
impact on organizational elements in reference [7]. The first 
step is to establish the DSS to identify the real consequence, at 
least in principle. The second step tries to recognize the 
subsets of the real consequence. And the last step is to 
evaluate both the recognized consequence and predicted 
consequence. The authors also discovered that the DSS could 
serve more when linking to an information network with all 
organizational centres connected together. Integrating with 
personal and organizational knowledge based systems is the 
trend pointed out by the authors.  
Fig. 3.  4 Generations for DSS development [5] 
A framework of DSS for Computer-Integrated 
manufacturing has been discussed in reference [8]. In this 
survey, an information processing approach has been adopted 
to study the manufacturing environment. Some possible 
factors for designing the DSS system, such as the role of 
problem formulation and specification (involving goal setting), 
have been discussed in reference [9]. In 1985, a DSS system 
for global decision-making was reported. It summarized that 
the DSS would achieve more alternatives and better co-
ordination [10]. Inquiry systems can be implemented for ill-
structured organizational problems and developing 
information systems. Strategies for creating a cooperative 
communication between expert system database and deduction 
have been outlined in reference [11]. There were many 
research papers debating on the appropriate mechanisms for 
coupling deduction and data component for an expert system. 
In reference [12], the authors proposed a new perspective in 
decision support system for port planning. A 2-layer 
information management system architecture was shown in 
Figure 4 to illustrate a conceptual distance from the logical to 
physical data structure.  
Fig. 4.  DSS with 2-layer information management system [12] 
B. Present
Around 2010s, DSS researchers began to pay attention to
the multi-criteria decision making and dynamic interaction 
within a DSS. An increasing number of people realized that 
classical DSS cannot afford the dynamic changes in decision 
making of the real world. Besides, DSS frameworks proposed 
during that period also tried to minimize project risk.  
Reference [14] proposed a new framework for dynamic 
multi-criteria decision support system. Classical multi-criteria 
decision making model would be used to find all available 
options. The proposed one introduced a dynamic environment 
where real world decision is taking place. It is worth noting 
that the versatile framework chooses a retention policy for 
historical options and can be widely used in many applications. 
For example helicopter landing was provided to illustrate the 
dynamic DSS system behavior.  
In project management field there are uncertainties & 
constraints, risks in projects and risk interaction need to be 
managed. A risk network model for decision support system in 
managing project risk was shown in Figure 5 [15]. The 
innovation of this framework is that the managerial 
suggestions can be modified, completed and refined, and also 
the managers can provide their knowledge to analyze the 
propagation behavior in the network.  
A collaborative pattern mining for distributed information 
systems was described in reference [16]. Three frameworks 
have been compared with each other, and the advantage of the 
collaborative pattern (CLAP) has been listed. Self-contained 
mining framework is not efficient and feasible for fulfilling 
many objectives. CLAP was proposed to solve these problems 
by using communication network to exchange messages and 
database for information mining.  
The authors in reference [17] added a dashboard between 
the decisions models and decision makers as illustrated in 
Figure 6 to consider both business and engineering decision 
variables, which are sometimes conflict with each other. To 
carry out sub-optimization for decision making, 2-stage 
decision based on optimization and agent-based models had 
been proposed. The first stage is to solve a multi-objective 
robust optimization problem by simulating integrated business 
and engineer models. The variables obtained in stage one 
would transfer to the next stage and process iterates until set 
criteria reached.  
A measurement approach was derived to quantify dynamic 
interaction in knowledge based systems (KBS) based on 
control theory to examine the improvements [18]. The authors 
believed that the decision maker’s initial attitude might affect 
the actual dynamic interaction.  
Neural networks were proposed in reference [19] for 
decision making. To improve the decision making accuracy 
and reduce the misclassification, the authors have made 
comparisons among different cost index to investigate the best 
convergence. The final results made a clear picture that 
increasing number of cost index may lead to slower 
converging for related cost-sensitive decision. 
Fig. 5.  DSS architecture for project risk management [15] 
Fig. 6.  Business and engineering decision model with dashboard [17] 
A text-based decision support system was proposed for 
financial sequence prediction in reference [20]. In this system, 
event sequences can be extracted from shallow text patterns 
and a classifier-based inference engine was applied for 
p r e d i c t i n g  t h e  p o s s i b i l i t y  o f  e v e n t s  o c c u r r i n g . 
A shallow language model was provided to delete the 
incorrectly information. Also, the DSS system could verify the 
priority of event occurrence with both explicit and implicit 
knowledge participation during predicting. The other 
contribution was the inferece engine, which provided a robust 
and efficient means to predict financial texts. These 
contributions made the prediction accuracy of the model 
improved by 7% for un-seen data.  Fig. 7.  DSS structure with cloud-computing technology 
Past Present Future
Concentrating on architecture 
development: 
1. Applying XDSS framework
2. Integrating model management
with data management
3. Employing distributed computer
system
4. Data inference for DSS
5. Aggregating data
6. Expert system for accessing
specific declaration
knowledge 
Concentrating on dynamic 
interaction and multi-criteria 
decisions: 
1. Risk network model for project
risk management
2. Data mining methodology such
as SQLP, PALP and CLAP
3. Agent-based approach
4. Optimization methodology
5. Textual information data
Concentrating on data sharing and 
information acquisition: 
1. Cloud computing technology
2. Agent-based systems
3. Security
4. Integration with intelligent
methods, such as SVM,
swarm optimization and 
evolutionary computing   
Table. 1.  DSS approaches and architectures from the past to the future 
C. Future
Cloud computing was proposed for some future DSS
systems for database and service sharing. Services like 
computation, data access, software applications and so on 
need to be delivered to the client. There are three service 
models comprising together to form a cloud computation 
environment, namely software as a service (SaaS), platform as 
a service (PaaS) and infrastructure as a service (IaaS). Figure 7 
shows the DSS architecture with cloud computing technology.  
A management system for traffic control applied agent-
base was described in reference [22]. 4-layer framwork, 
namely, platform, application, unified and fabric layers have 
been proposed in cloud computing.  
In reference [21], authors proposed a DSS architechture 
based upon cloud computing in order to meet the requirement 
of increasing demands of the information. Cloud is classified 
into three types: private cloud, public cloud and internal cloud. 
The aim of the cloud compution application in DSS is to 
reduce the complexity of managing the technology. 
Comparing with previous DSS systems, another benefit for 
applying cloud computing is that the demand can be scaled, 
the data centre can be streamlined, business processes can be 
improved and starting cost can be minimized. The authors in 
reference [23] demonstrated the requirements for cloud-based 
DSS system. 6 activities and proposed DSS framework and 
design clusters for traffic control has been described.  
To implement DSS in a better way, communication 
technologies become more and more important to achieve data 
mining. As an important trend for communication 
development, cloud computing technologies will be involved 
for decision making. The past to the future trend has been 
discussed in Table 1.  
IV. CONCLUSIONS
This paper overviews the structure and projects in DSS 
development. The current survey gives a brief investigation in 
decision support system from the very beginning to the future. 
As a project-oriented structure, DSS cannot be compatible 
with every project. However, researchers devote themselves to 
make contributions to the DSS in order to design a general 
structure which can be applied into as many applications as 
possible. General DSS functionality and requirement have 
been discussed. Some classical DSS frameworks with 
graphical illustration have also been demonstrated. Cloud 
computing technology could make a real positive difference in 
the future, however, security could be a major issue and full 
attention should be given to this. 
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