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Povzetek
V delu raziskujemo absolutno zvezni del spektra posplo²enih strun. Pokaºemo, da se absolutno
zvezni spekter nekaterih modelnih primerov posplo²enih strun ohrani pod ustreznimi perturbaci-
jami. V prvem delu razvijemo teorijo in orodja, potrebna za deﬁnicijo in izra£un spektra. V
drugem delu predstavimo rezultate in jih dokaºemo.
On the absolutely continuous spectrum of generalized indeﬁnite strings
Abstract
We investigate the absolutely continuous spectrum of generalized indeﬁnite strings. We show
that the absolutely continuous spectrum of two model examples of generalized indeﬁnite strings is
preserved under rather wide perturbations. In the ﬁrst part of the thesis we present the theory and
tools needed for the deﬁnition and computation of the spectrum. In the second part we present
the results and their proofs.
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11. Introduction
The study of spectral types of self-adjoint operators in Hilbert spaces is very important for
understanding the corresponding quantum dynamics. For this reason, a lot of eﬀort has been put
into understanding the most basic model, the single-body Schrödinger operator
(1.1) H = −∆ + V,
for a real-valued function V , called the potential. The standard way to investigate such Schrödinger
operators is through the perturbation theory, where one considers a given operator as a sum of
an operator, whose spectral properties are well understood, with an operator which is relatively
small. The absolutely continuous part of the spectrum turns out to be the most stable. For
example, the seminal result of Deift and Killip [3] says that the absolutely continuous spectrum
of the one-dimensional Schrödinger operator − d2dx2 + V (x) acting in L2(R) coincides with [0,∞)
whenever V is a real-valued potential in L2(R) (see also [8] for further results and references). Note
that the spectrum of the operator − d2dx2 equals [0,∞) and is purely absolutely continuous. The
analogous statement for multi-dimensional operators (??) is known as Simon's conjecture and is
still open [13].
The aim of this thesis is to continue the investigation of the absolutely continuous part of the
spectrum of the so-called generalised indeﬁnite strings, started in [7]. The results of the thesis are
based on the recent preprint [6]. A generalised indeﬁnite string is formally a triple (L, ω, v) such
that L ∈ (0,∞], ω is a real-valued distribution on [0, L) and v is a non-negative Borel measure
on [0, L). The detailed deﬁnition is given in Section 3. To the string (L, ω, v) we associate the
ordinary diﬀerential equation of the form
(1.2) − f ′′ = zωf + z2vf
on [0, L), where z is a complex number called the spectral parameter. Spectral problems of this
form are interesting because they represent a canonical model for operators with a simple spectrum,
see [4, 5]. Additionally, they are also closely related to certain completely integrable nonlinear wave
equations, such as the Camassa-Holm equation (see [7]).
Finally, let us sketch the content of the thesis. In Section 2 we introduce notation and deﬁnitions
of the objects we are about to work with. In the following Section 3 we introduce generalised
indeﬁnite strings and present some general results regarding the solutions of equation (1.2). In
Section 4 we recall some results from the theory of analytic functions with functions appearing in
the thesis. Also, we recall the connection between the theory of generalised indeﬁnite strings and
the theory of canonical systems. In Section 5, well-equipped, we then sketch how to assign a linear
relation to the string and how to deﬁne the spectrum of the string. We also present some tools for
calculating it. In the following section we present four model examples of strings. We are interested
in suitable perturbations of these examples, and in Section 7 we state four theorems which claim
that the absolutely continuous parts of spectra of perturbed strings, given in the examples, are
preserved. Two of them are considered in [7], our goal is to prove analogous results for the other
two (see Theorem 7.3 and Theorem 7.4). Since the details in the computation diﬀer, we have
dedicated a separate section containing the proof to each of the two main results (see Section 8
and 9). Although we do not present the necessary details here, these perturbations can indeed be
interpreted in a certain way as additive perturbations, which are only of the HilbertSchmidt class
in general.
2. Notations and definitions
Our main goal of study is the diﬀerential equation (1.2), but before explaining its meaning, let
us deﬁne some function spaces.
Deﬁnition 2.1. A function deﬁned on a closed interval f : [a, b] → C is said to be absolutely
continuous, if for every positive ε there exists some positive δ so that
n∑
j=1
|f(βj)− f(αj)| < ε,
2for any ﬁnite disjoint collection of segments (α1, β1), . . . , (αn, βn) in [a, b], whose lengths satisfy
n∑
j=1
(βj − αj) < δ.
A function deﬁned on an interval I ⊆ R is said to be locally absolutely continuous if it is
absolutely continuous on every compact subinterval [a, b] ⊂ I.
Clearly, the deﬁnition of the absolute continuity is stronger than uniform continuity (just take
n = 1 in the above deﬁnition). Let us stress that Lipschitz continuous functions satisfy the
condition of absolute continuity, since for ε > 0 in the deﬁnition, we can take δ to be εl , where l is
the Lipschitz constant of the function.
We also need the following characterisation of absolutely continuous functions (see [12, page
148]).
Theorem 2.2. Let f : [a, b]→ C be an absolutely continuous function. Then f is diﬀerentiable at
almost all points of [a, b], f ′ ∈ L1([a, b]) and
f(x) = f(a) +
∫ x
a
f ′(t)dt, a ≤ x ≤ b.
Now, let us introduce the function spaces with which we operate.
Deﬁnition 2.3. For L ∈ (0,∞] we deﬁne
ACloc [0, L) = {f : [0, L)→ C|f is locally absolutely continuous} ,
H1loc [0, L) =
{
f ∈ ACloc [0, L) |f ′ ∈ L2loc [0, L)
}
,
H1[0, L) = {f ∈ H1loc[0, L) | f, f ′ ∈ L2[0, L)},
H1c [0, L) = {f ∈ H1[0, L) | supp(f)is compact in [0, L)},
H˙1[0, L) =
{
{f ∈ H1loc[0, L) | f ′ ∈ L2[0, L), limx→L f(x) = 0}, L <∞,
{f ∈ H1loc[0, L) | f ′ ∈ L2[0, L)}, L =∞,
H˙10 [0, L) =
{
f ∈ H˙1[0, L)|f(0) = 0
}
.
Deﬁnition 2.4. We also introduce the space of distributions H−1loc [0, L) as those linear functionals
ω in the dual H1c [0, L)
∗, which act on functions h ∈ H1c [0, L) with
ω(h) = −
∫ L
0
w(x)h′(x)dx,
for some function w ∈ L2loc[0, L). The function w is then called the normalised anti-derivative of
the distribution ω. We say the ω is a real-valued distribution if its anti-derivative is real-valued
almost everywhere.
Remark 2.5. Clearly, two distributions in H−1loc [0, L) are equal if their anti-derivatives are equal
almost everywhere. Indeed, let w1 and w2 be the anti-derivatives of ω1 and ω2. If the set N =
{x|w1(x) 6= w2(x)} is of positive Lebesgue measure, we can ﬁnd a compact set K in it of positive
measure, then deﬁne the function hK(x) = −
∫
K
w2 − w1dt +
∫ x
0
(w2 − w1)χK(t)dt. Next, we see
that
ω1(hK)− ω2(hK) =
∫ L
0
(w2 − w1)h′Kdt =
∫
K
|w2 − w1|2dt,
which is strictly positive, and hence ω1 6= ω2.
Particular kinds of distributions in H−1loc [0, L) arise from Borel measures on [0, L). Particularly
when v is such a measure, then it deﬁnes a linear functional on H1c [0, L) as follows
v(h) =
∫
[0,L)
hdv.
The normalised anti-derivative of v is given by the left continuous distribution function v(x) =∫
[0,x)
dv. Throughout the thesis, by the distribution or cumulative function of a measure, we always
mean the left continuous distribution function as deﬁned here. To verify this fact, we need to apply
3the FubiniTonelli theorem to − ∫ L
0
h′(x)
∫
[0,x)
dvdx (this theorem applies since both measures are
σ-ﬁnite and h′ is integrable).
Many times in the thesis we identify a measure with its cumulative function, in particular
when taking integrals. We also work with the total variation of the diﬀerence of two non-negative
measures. We denote the total variation of a measure µ with |µ|, and it equals µ+ + µ−, where
µ+ and µ− come from the Jordan decomposition of µ, meaning they are non-negative, mutually
singular measures and µ = µ+ − µ−. Mostly in this thesis the total variation occurs with the
diﬀerence of two non-negative measures µ and ν, where ν is absolutely continuous with respect to
the Lebesgue measure. In that case the total variation of the diﬀerence equals
|µ− ν| = µs +
∣∣∣∣dµacdx − dνdx
∣∣∣∣ · x,
where µs is the singular part of µ from the Lebesgue decomposition, and dνdx ,
dµ
dx are the Radon
Nikodym derivatives of µac and ν. Throughout the thesis, the Lebesgue measure is denoted with
dx or just x or analogous with the corresponding integral variable, and the Lebesgue measure of a
set A is denoted with |A|.
3. Generalised indefinite strings
3.1. Deﬁnition and general results.
Deﬁnition 3.1. The triple S = (L, ω, v), where L is a number in (0,∞], ω a real-valued distri-
bution in H−1loc [0, L) and v a non-negative σ-ﬁnite Borel measure on [0, L), is called a generalised
indeﬁnite string. We denote with w the normalised anti-derivative of the distribution ω and with
v the cumulative function of v. Furthermore, splitting the measure v with respect to the Lebesgue
decomposition into vac + vs, we can also split v = vac + vs, where vac is the cumulative function of
vac and vs of vs.
To the string S we associate the diﬀerential equation
−f ′′ = zωf + z2vf
where z ∈ C is called a spectral parameter. The equation is understood in a distributional, or
weak sense, meaning that a function f ∈ H1loc[0, L) is the solution if, for every h ∈ H1c [0, L), the
following equation holds
∆fh(0) +
∫ L
0
f ′(x)h′(x)dx = zω(fh) + z2v(fh)
for a complex constant ∆f . As the distribution, −f ′′ is presented with its anti-derivative ∆f − f ′.
This, together with integration by parts, allows us to generalise the second order diﬀerential equa-
tion to the functions which are only diﬀerentiable once. The solutions which are not diﬀerentiable
twice but satisfy the above condition, are called week solutions.
Let us show that the constant ∆f that appears in the condition for solutions, is unique. Let
∆˜f be another constant satisfying the above equation, then both ∆f − f ′ and ∆˜f − f ′ would
be anti-derivatives of the distribution in the left-hand side, but the anti-derivatives of the same
distributions coincide almost everywhere, which implies that ∆f = ∆˜f .
The constant ∆f presents the initial value of the derivative of function f and it also contains
the information of the right hand-side distribution, in particular it is dependent on the spectral
parameter. Therefore, for a solution f(z, ·) of equation (1.2) we will denote the corresponding
constant with f ′(z, 0−).
The constant f ′(z, 0−) also satisﬁes (f + g)′(z, 0−) = f ′(z, 0−) + g′(z, 0−) and (αf)′(z, 0−) =
αf ′(z, 0−), because all other quantities in the above equation are linear in f and similarly, it also
satisﬁes f ′(z, 0−) = f¯ ′(z¯, 0−)
Remark 3.2. If ω is the distribution corresponding to a smooth function w and if v is absolutely
continuous with respect to the Lebesgue measure with v′ being a smooth function, then the condition
for the solution to (1.2) transforms to
f ′(z, 0−)h(0)− lim
x↓0
(f ′(x) + zw(x)f(x) + z2v(x)f(x))h(x)−
∫ L
0
f ′′(x)h(x)dx
4= z
∫ L
0
w′(x)f(x)h(x)dx+ z2
∫ L
0
f(x)h(x)v′(x)dx
after integrating by parts on both sides. This is further equivalent to
−f ′′ = zw′f + z2v′f
as a classical diﬀerential equation. Note also that in this case the constant f ′(z, 0−) coincides
with f ′(0) + zw(0)f(0) + z2v(0)f(0). Since both equations have two dimensional space of solutions,
which we ﬁnd out later, the solutions to equation (1.2) coincide with the solutions of this classical
diﬀerential equation.
Let us now introduce test functions hx(t) lying in H1c [0, L) given by
hx(t) =
{
x− t, t ∈ [0, x),
0, t ∈ [x, L),
for each x ∈ [0, L). These functions are useful because their derivatives are indicator functions of
[0, x). The indicator function of a set E ⊂ R is always denoted with χE throughout the thesis.
Henceforth, the following is true.
Lemma 3.3. If two distributions coincide on all hx, they are equal.
Proof. Let us denote ω = ω1 − ω2, and prove that if ω(hx) = 0 for all hx, then ω ≡ 0. The claim
then follows by linearity of distributions. We denote w as the normalised anti-derivative of ω. Let
0 < y < x < L, then
0 = ω(hx − hy) =
∫ L
0
w(t)χ(y,x)(t)dt =
∫ x
y
w(t)dt.
Combined with the monotone convergence theorem this gives us that∫ L
0
w(t)χU (t)dt =
∫
U
w(t)dt = 0
holds for every open set U ⊂ [0, L) . From outer regularity of the Lebesgue measure and from
another application of the monotone convergence theorem we get that∫ L
0
w(t)χE(t)dt = 0
for every measurable E ⊂ [0, L), which implies that w = 0 almost everywhere. But that means
ω ≡ 0. 
If f is a solution to equation (1.2), it has to satisfy
f ′(z, 0−)x+
∫ L
0
f ′(t)h′x(t)dt = zω(fhx) + z
2v(fhx),
for every x ∈ [0, L). We denote nz the normalised anti-derivative of the distribution zω + z2v.
Concretely, expressed with anti-derivatives of ω and v, we have nz(x) = zw(x) + z2v(x). Taking
into account that h′x equals −χ[0,x) the above equation reads as
f ′(z, 0−)x− f(x) + f(0) = −
∫ x
0
nz(t)(f(t)(x− t))′dt
which then gives
f(x) = f(0) + f ′(z, 0−)x+
∫ x
0
nz(t)(f
′(t)(x− t)− f(t))dt.
Since both sides of the equation are locally absolutely continuous functions, we get that if f is a
solution of (1.2), then for almost all x ∈ [0, L) it satisﬁes
f ′(x) = f ′(z, 0−) + nz(x)(f ′(x)(x− x)− f(x)) +
∫ x
0
nz(t)f
′(t)dt
or equivalently
(3.1) f ′(x) + nz(x)f(x) = f ′(z, 0−) +
∫ x
0
nz(t)f
′(t)dt.
5Remark 3.4. Since the solution f belongs to the space H1loc [0, L) its derivative f
′ belongs to
L2loc [0, L) and hence it is not continuous in general. Equation (3.1) implies that after adding the
term nzf , f ′ + nzf becomes locally absolutely continuous.
This equation also allows us to rewrite equation (1.2) as a system of ﬁrst order diﬀerential
equations, which furthermore gives us some good results.
Proposition 3.5. For every d1, d2 ∈ C there is a unique solution f ∈ H1loc [0, L) to equation (1.2),
with the initial conditions
(3.2) f(0) = d1, f ′(z, 0−) = d2.
Additionally if z, d1 and d2 are real, then f is real-valued.
Proof. We use the fact that the ﬁrst order system of diﬀerential equations
(3.3) F ′ =
[ −nz 1
−n2z nz
]
F, F (0) =
[
d1
d2
]
has a unique locally absolutely continuous solution which is real, if the coeﬃcients and initial data
are real, since nz ∈ L2loc [0, L) and hence also in L1loc [0, L). We can ﬁnd the proof of this fact in [14,
Theorem 1.2.1, page 4].
Let us proceed to the uniqueness part. Let f ∈ H1loc [0, L) be a solution of (1.2) with f(0) =
d1 and f ′(z, 0−) = d2. We deﬁne F =
[
f
f ′ + nzf
]
which has locally absolutely continuous
components by equation (3.1). It also implies that F is a solution to the system (3.3). Additionally
if d1, d2 and z are real so is F and consequently f .
To prove existence let us take the solution (f, g) of the system (3.3). The ﬁrst equation of
the system gives that f ′ = −nzf + g, which means that g = f ′ + nzf and that f ′ is locally
square integrable, since f and g are locally absolutely continuous, hence locally bounded, and nz
is locally square integrable. Therefore f ∈ H1loc [0, L). The second equation gives g′ = −n2zf + nzg.
Combining them we see that f satisﬁes (f + nzf)′ = nzf ′ which is, together with the initial data,
equivalent to equation (3.1). Taking the reverse step we used before, we see that f solves
f(x) = d1 + d2x+
∫ x
0
nz(t)(hx(t)f(t))
′dt
for all x ∈ [0, L) , which means that
d2hx(0) +
∫ L
0
f ′(t)h′x(t)dt = ω(fhx) + v(fhx), ∀x ∈ [0, L) .
Therefore the distributions −f ′′ and ωf + vf agree on all hx and hence they are the same by
Lemma 3.3. 
Deﬁnition 3.6. For a solution f to equation (1.2), we deﬁne its quasi-derivative with
f [1](x) = f ′(x) + zw(x)f(x).
Quasi-derivativation is linear, because
(αf + βg)[1] = (αf + βg)′ + zw(αf + βg) = αf [1] + βg[1].
By (3.1), we have
f [1](x) = f ′(z, 0−) +
∫ x
0
nz(t)f
′(t)dt− z2v(x)f(x)
= f ′(z, 0−) + z
∫ x
0
w(t)f ′(t)dt+ z2
(∫ x
0
v(t)f ′(t)dt− v(x)f(x)
)
,
for almost all x ∈ [0, L), which after the application of the Fubini-Tonelli theorem gives
(3.4) f [1](x) = f ′(z, 0−) + z
∫ x
0
w(t)f ′(t)dt− z2
∫
[0,x)
fdv.
We infer that the quasi-derivative is left continuous, because
∫
[0,xn)
fdv converge to
∫
[0,x)
fdv if
xn ↑ x as n→∞.
6Corollary 3.7. For d1, d2 and z ∈ C let fz be the solution to equation (1.2) with the initial
conditions (3.2). Then the functions
z 7→ fz(x), z 7→ f ′z(x) + nz(x)fz(x), z 7→ f [1]z (x)
are entire in z for every x ∈ [0, L) and the function
z 7→ f ′z(x)
is entire in z for almost every x ∈ [0, L).
Proof. Let F be a solution of the equivalent system (3.3). From the proof of [14, Theorem 1.2.1,
page 4] we get that the components of F are a convergent series in z in the whole complex
plane, which gives that fz and f ′z + nzfz are entire for every x ∈ [0, L). Since we have that
f
[1]
z (x) = (f ′z + nzfz) − z2v(x)fz(x) also f [1]z is entire for every x ∈ [0, L). Similarly, we have
that f ′z(x) = (f
′
z + nzfz) − nz(x)fz(x) and hence it is entire in z where it exists, because nz is a
polynomial of a degree, two at the most. 
In the thesis we need the following result. We omit its proof.
Proposition 3.8 ([4, page 9]). If z ∈ C\R, then there exists a unique up to scalar multiple non-
trivial solution ψ with ψ(0) 6= 0 to equation (1.2) which lies in H˙1[0, L) and L2([0, L) , v). Such a
solution is called a Weyl solution.
When working with distributions, integration by parts is a frequently used tool. Every formula
obtained through integration by parts, when we are able to use it, meaning when the functions
are smooth enough, has its analogue in the language of distributions. Let us now take a look at a
concrete example. If w and v are smooth and f is a solution of (1.2), it satisﬁes∫ x
0
|f ′|2dt = f¯(x)f ′(x)− f¯(0)f ′(0)−
∫ x
0
f ′′f¯dt
= f¯(x)f ′(x)− f¯(0)f ′(0) + z
∫ x
0
w′|f |2dt+ z2
∫ x
0
v′|f |2dt.
But since also f¯ is a solution of the conjugated equation, we have∫ x
0
|f ′|2dt = f¯ ′(x)f(x) + z¯
∫ x
0
w′|f |2dt+ z¯2
∫ x
0
v′|f |2dt.
Multiplying the ﬁrst equation by z¯, the second one by z and substracting the equations gives us
(z − z¯)
(∫ x
0
|f ′|2dt+
∫ x
0
|f ′|2v′dt
)
= z¯f¯(0)f ′(0)− zf(0)f¯ ′(0) + zf(x)f¯ ′(x)− z¯f¯(x)f ′(x).
In the following lemma we make the analogous calculation in the general case.
Lemma 3.9. Every solution f to equation (1.2) satisﬁes the identity
(z − z¯)
(∫ x
0
|f ′|2dt+
∫
[0,x)
|zf |2dv
)
=z¯f¯(z, 0)f ′(z, 0−)− zf(z, 0)f ′(z, 0−)
+ zf(z, x)f [1](z, x)− z¯f¯(z, x)f [1](z, x),
(3.5)
for every x ∈ [0, L) .
Proof. We start with the quantity
I =
∫ x
0
f ′(z, t)f ′(z, t)dt =
∫ L
0
f ′(z, t)f ′(z, t)χ[0,x)dt.
On the one hand, since f is a solution of (1.2) and f ′(z, t)χ[0,x) is a derivative of f¯x(z, t) : =
(f¯(z, t)− f¯(z, x))χ[0,x), which is absolutely continuous and supported on [0, x], we have
7I =− f ′(z, 0−)f¯x(z, 0) + zω(ff¯x) + z2v(ff¯x)
=− f ′(z, 0−)(f¯(z, 0)− f¯(z, x))− z
∫ L
0
w(t)(f(z, t)f¯x(z, t))
′dt
+ z2
∫
[0,L)
f(z, t)(f¯(z, t)− f¯(z, x))χ[0,x)dv(t)
=− f ′(z, 0−)f¯(z, 0) + f ′(z, 0−)f¯(z, x)− z
∫ x
0
w(t)(f ′(z, t)(f¯(z, t)− f¯(z, x))
+ f(z, t)f ′(z, t))dt+ z2
∫
[0,x)
|f |2dv − z2f¯(z, x)
∫
[0,x)
fdv
=− f ′(z, 0−)f¯(z, 0) + f¯(z, x)
(
f ′(z, 0−) + z
∫ x
0
w(t)f ′(z, t)dt− z2
∫
[0,x)
fdv
)
− z
∫ x
0
w(t)(f ′(z, t)f¯(z, t) + f(z, t)f ′(z, t))dt+ z2
∫
[0,x)
|f |2dv
and therefore∫ x
0
|f ′|2dt =− f ′(z, 0−)f¯(z, 0) + f¯(z, x)f [1](z, x)
− z
∫ x
0
w(t)(f ′(z, t)f¯(z, t) + f(z, t)f ′(z, t))dt+ z2
∫
[0,x)
|f |2dv.
Similarly, taking into account that f¯ solves the conjugated equation (1.2) and setting fx(z, t) =
(f(z, t)− f(z, x)χ[0,x), we get∫ x
0
|f ′|2dt =− f ′(z, 0−)f(z, 0) + f(z, x)f¯ [1](z, x)
− z¯
∫ x
0
w(t)(f ′(z, t)f¯(z, t) + f(z, t)f ′(z, t))dt+ z¯2
∫
[0,x)
|f |2dv.
We get the identity from the assertion of the lemma by multiplying the ﬁrst equality by z¯, the
second by z and then substracting. 
3.2. Fundamental system of solutions.
Deﬁnition 3.10. Let θ and φ be two solutions of equation (1.2). We deﬁne their Wronski deter-
minant with
W(θ, φ) = θ(0)φ′(z, 0−)− θ′(z, 0−)φ(0).
Moreover, these two solutions are called the fundamental system of solutions if their Wronski
determinant equals one.
Note that Proposition 3.5 guarantees, that the fundamental system of solutions exists. For some
constants a, b, c, d ∈ C with ad − bc = 1, we can ﬁnd two solutions to equation (1.2), one with
initial data (a, c) and the other one with (b, d). Then their Wronski determinant equals one.
The constant f ′(z, 0−) contains the information about the initial value of the derivative of
solution f , and hence the Wronski determinant deﬁned here is similar to the usual Wronski deter-
minant w(f, g) = f(0)g′(0)− g(0)f ′(0). In fact, since f ′(z, 0−) is the initial value of f ′ + nzf , we
can connect it to the usual Wronski determinant, which results in the following assertion.
Lemma 3.11. For two solutions θ and φ of equation (1.2) we have
W(θ, φ) = θ(x)φ′(x)− θ′(x)φ(x)
for almost all x ∈ [0, L). Solutions θ and φ are linearly independent if, and only if, their Wronski
determinant is not zero.
Proof. To prove that the function deﬁned by W(x) = θ(x)φ′(x) − θ′(x)φ(x) is constant we ﬁrst
notice that it equals W(x) = θ(x)(φ′(x)+nz(x)φ(x))−(θ′(x)+nz(x)θ(x))φ(x), since the additional
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diﬀerentiating it gives
θ(x)′(φ(x)+nz(x)φ(x))+θ(x)(φ′(x)+nz(x)φ(x))′−(θ′(x)+nz(x)θ(x))′φ(x)−(θ′(x)+nz(x)θ(x))φ(x)′.
We use (3.1) to compute the derivatives and we get that W′ is equal to
θ(x)′ (φ(x)′ + nz(x)φ(x)) + θ(x)nz(x)φ(x)′ − nz(x)θ(x)′φ(x)− (θ(x)′ + nz(x)θ(x))φ(x)′
for almost all x ∈ (0, L). But this equals zero. Therefore the function W is constant on (0, L),
because it is locally absolutely continuous, and so it is equal to its evaluation at x = 0, which
proves the ﬁrst part of the assertion.
Because of the equality
W(θ, φ) =
∣∣∣∣ θ φθ′ φ′
∣∣∣∣ ,
the solutions are linearly dependent if, and only if, the above determinant is zero. 
This helps us establish the next result, which is crucial for understanding the space of solutions.
Lemma 3.12. Let θ and φ be a fundamental system of solutions of equation (1.2). Then every
other solution f can be written as
f = d1θ + d2φ
for some complex constants d1 and d2.
Proof. Denote the matrix function
X =
[
θ φ
θ′ + nzθ φ′ + nzφ
]
.
Since its columns are solutions to the ﬁrst order system (3.3), it solves the matrix analogue of the
system. Let f be a solution to (1.2). We set[
d1
d2
]
= X(0)−1
[
f(0)
(f ′ + nzf)(0)
]
and deﬁne
F = X
[
d1
d2
]
.
Note that the inverse of X(0)−1 exists, because the determinant of X(0) equals 1 by assumption.
Since X is a matrix solution of the system (3.3), so is F , and at x = 0 we have
F (0) = X(0)
[
d1
d2
]
= X(0)X(0)−1
[
f(0)
(f ′ + nzf)(0)
]
=
[
f(0)
(f ′ + nzf)(0)
]
.
By uniqueness of solutions of the initial value problem (3.3) we get that
F =
[
f
(f ′ + nzf)
]
,
but the ﬁrst component of F equals d1θ + d2φ. 
Together with the fact that there exist two linearly independent solutions to equation (1.2), this
lemma implies that we can have no more than two linearly independent solutions. Therefore the
dimension of the space of solutions equals two.
For every z ∈ C we ﬁx the fundamental system of solutions θ(z, ·) and φ(z, ·) of equation (1.2)
which satisﬁes
(3.6) θ(z, 0) = φ′(z, 0−) = 1, θ′(z, 0−) = φ(z, 0) = 0.
Therefore every other solution of (1.2) can be expressed by θ and φ as
f(z, ·) = f(0)θ(z, ·) + f ′(z, 0−)φ(z, ·),
because both sides are solutions and agree in initial value and corresponding constant and hence
they coincide by the uniqueness part of Proposition 3.5. Functions θ and φ have many useful
properties and we are often helped by them in this thesis.
9Lemma 3.13. The functions θ and φ satisfy the following symmetry relations:
(3.7) θ(z, x) = θ(z, x), φ(z, x) = φ(z, x), ∀z ∈ C,∀x ∈ [0, L) .
Proof. Let us ﬁx z ∈ C and show that θ(z, x) is a solution to the equation −f ′′ = zω+z2v. Because
θ(z, ·) is a solution of (1.2), we have that∫ L
0
θ′(z, x)h′(x)dx = −
∫ L
0
nz(x)θ
′(z, x)h′(x)dx
for every h ∈ H1c [0, L) and the constant θ′(z, 0−) = 0 by the deﬁnition of θ(z, ·). Conjugating the
above equality gives ∫ L
0
θ′(z, x) · h′(x)dx = −
∫ L
0
nz(x) · θ′(z, x) · h′(x)dx
but since w and v are real-valued this further gives∫ L
0
θ′(z, x) · h′(x)dx = −
∫ L
0
nz¯(x) · θ′(z, x) · h′(x)d
which proves the assertion. The equality θ(z, x) = θ(z, x) follows from the uniqueness of solutions,
since both functions satisfy the same initial value conditions. Analogously we prove the assertion
for the function φ. 
Much can be said of θ and φ at z = 0. We notice, that when z = 0, equation (1.2) is of the
form −f ′′ = 0, which has solutions f(x) = c1 + c2x. In that case the corresponding constant
f ′(z, 0−) = (f ′ − nzf)(0) = f ′(0) = c2 and hence
θ(0, x) = 1, φ(0, x) = x, θ[1](0, x) = θ′(0, x) = 0, and φ[1](0, x) = φ′(0, x) = 1.
Notice that because θ[1](0, x) = 0 the function z 7→ 1z θ[1](z, x) is analytic for all x ∈ [0, L) and its
derivatives at zero are(
θ[1](z, x)
z
)(n)∣∣∣∣∣
z=0
=
1
n+ 1
(
θ[1](z, x)
)(n+1)∣∣∣∣
z=0
, n ∈ N ∪ {0} ,
which can be veriﬁed by expanding both functions in the Taylor series. Whenever we have a
function f(z, x) dependent of the complex variable z and the real variable x, which is analytic in z
for every x, we denote the derivatives with respect to the complex variable with dots f˙ , f¨ , . . . Let
us conclude this section with a calculation of the derivatives of θ and φ which we will need later
on.
Proposition 3.14. For every x ∈ [0, L) the following equations hold true
θ˙[1](0, x) = 0
θ˙(0, x) = −
∫ x
0
w(t)dt,
θ¨[1](0, x) = −2
∫ x
0
w(t)2 − 2
∫
[0,x)
dv
φ˙[1](0, x) =
∫ x
0
w(t)dt
θ¨(0, x) =
(∫ x
0
w(t)dt
)2
− 2
∫ x
0
∫ t
0
w(t)2dsdt− 2
∫ x
0
∫
[0,t)
dvdt
φ˙(0, x) =
∫ x
0
∫ t
0
w(s)dsdt−
∫ x
0
w(t)tdt
φ¨[1](0, x) =
(∫ x
0
w(t)dt
)2
− 2
∫ x
0
w(t)2tdt− 2
∫
[0,x)
tdv(t).
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Proof. Remember, that because θ and φ are solutions of the diﬀerential equation (1.2), they satisfy
θ[1](z, x) = θ′(z, 0−) + z
∫ x
0
w(t)θ′(z, t)dt− z2
∫
[0,x)
θ(z, t)dv(t),
φ[1](z, x) = φ′(z, 0−) + z
∫ x
0
w(t)φ′(z, t)dt− z2
∫
[0,x)
φ(z, t)dv(t),
as established in (3.4). Diﬀerentiating the ﬁrst equation gives
θ˙[1](z, x) =
∫ x
0
w(t)θ′(z, t)dt+ z
d
dz
∫ x
0
w(t)θ′(z, t)dt− d
dz
z2
∫
[0,x)
θ(z, t)dv(t),
and after evaluating at z = 0
θ˙[1](z, x) =
∫ x
0
w(t)θ′(0, t)dt = 0,
because θ′(0, t) = θ[1](0, t) = 0 for all t ∈ [0, L). Next, we deﬁne the matrix function
Y (z, x) =
[
θ(z, x) −zφ(z, x)
− 1z θ[1](z, x) φ[1](z, x)
]
,
which is entire for all x ∈ [0, L). Using the above formulas for quasi-derivatives and the deﬁnition,
we calculate[
1 0
0 1
]
+ z
∫ x
0
[ −w(t) −1
w(t)2 w(t)
]
Y (z, t)dt+ z
∫
[0,x)
[
0 0
1 0
]
Y (z, t)dv(t)
=
[
1 0
0 1
]
+ z
∫ x
0
[
w(t)θ(z, t) + 1z θ
[1](z, t) zw(t)φ(z, t)− φ[1](z, t)
w(t)2θ(z, t)− w(t)z θ[1](z, t) −zw(t)2φ(z, t) + w(t)φ[1](z, t)
]
dt
+ z
∫
[0,x)
[
0 0
θ(z, t) −zφ(z, t)
]
dv(t)
=
[
1 0
0 1
]
+
∫ x
0
[
θ′(z, t) −zφ′(z, t)
−w(z)θ′(z, t) zw(t)φ′(z, t)
]
dt+
∫
[0,x)
[
0 0
zθ(z, t) −z2φ(z, t)
]
dv(t)
=
[
1 +
∫ x
0
θ′(z, t)dt
∫ x
0
φ′(z, t)dt
− ∫ x
0
w(t)θ′(z, t)dt+ z
∫
[0,x)
θ(z, t)dv(t) 1 + z
∫ x
0
w(t)φ′(z, t)dt+ z2
∫
[0,x)
φ(z, t)dv(t)
]
.
Therefore Y satisﬁes the integral equation
(3.8) Y (z, x) =
[
1 0
0 1
]
+ z
∫ x
0
[ −w(t) −1
w(t)2 w(t)
]
Y (z, t)dt+ z
∫
[0,x)
[
0 0
1 0
]
Y (z, t)dv(t).
Diﬀerentiating it with respect to z we get
Y˙ (z, x) =
∫ x
0
[ −w(t) −1
w(t)2 w(t)
]
Y (z, t)dt+ z
∫ x
0
[ −w(t) −1
w(t)2 w(t)
]
Y˙ (z, t)dt
+
∫
[0,x)
[
0 0
1 0
]
Y (z, t)dv(t) + z
∫
[0,x)
[
0 0
1 0
]
Y˙ (z, t)dv(t).
Evaluating at zero, and taking into account that
(
d
dz
θ[1](z,x)
z
)∣∣∣
z=0
= 12 θ¨
[1](0, x), we end up with
Y˙ (0, x) =
[
θ˙(0, x) −φ(0, x)
− 12 θ¨[1](0, x) φ˙[1](0, x)
]
=
∫ x
0
[ −w(t) −1
w(t)2 w(t)
]
dt+
∫
[0,x)
[
0 0
1 0
]
dv(t)
which proves the second three equations.
Diﬀerentiating (3.8) twice with respect to z, gives
Y¨ (z, x) =2
∫ x
0
[ −w(t) −1
w(t)2 w(t)
]
Y˙ (z, t)dt+ z
d
dz
∫ x
0
[ −w(t) −1
w(t)2 w(t)
]
Y˙ (z, t)dt
+ 2
∫
[0,x)
[
0 0
1 0
]
Y˙ (z, t)dv(t) + z
d
dz
∫
[0,x)
[
0 0
1 0
]
Y˙ (z, t)dv(t)
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and evaluating at zero
Y¨ (0, x) =
[
θ¨(0, x) −φ˙(0, x)
∗ φ¨[1](0, x)
]
= 2
∫ x
0
[ −w(t) −1
w(t)2 w(t)
] [
θ˙(0, x) −φ(0, x)
− 12 θ¨[1](0, x) φ˙[1](0, x)
]
dt
+ 2
∫
[0,x)
[
0 0
1 0
] [
θ˙(0, x) −φ(0, x)
− 12 θ¨[1](0, x) φ˙[1](0, x)
]
dv(t)
=2
∫ x
0
[
w(t)
∫ t
0
w(s)ds+ 12 θ¨
[1](0, t) w(t)t− ∫ t
0
w(s)ds
∗ −w(t)2t+ w(t) ∫ t
0
w(s)ds
]
dt+ 2
∫
[0,x)
[
0 0
∗ −t
]
dv(t).
Finally, by integration by parts we derive∫ x
0
w(t)
∫ t
0
w(s)dsdt =
(∫ t
0
w(s)ds
)2∣∣∣∣∣
x
0
−
∫ x
0
∫ t
0
w(s)ds · w(t)dt,
which gives ∫ x
0
w(t)
∫ t
0
w(s)dsdt =
1
2
(∫ x
0
w(t)dt
)2
.
Inserting it into above calculation proves the last three equations. 
4. Auxiliary facts
In this section, we introduce some classes of analytic functions which we work with in this thesis,
and collect some of their properties. We also introduce some other results regarding the theory of
generalised indeﬁnite strings.
4.1. Herglotz-Nevanlinna and Bounded type functions.
Deﬁnition 4.1. Let z ∈ C\R and ψ(z, ·) be a non-trivial solution to equation (1.2) which lies in
H˙1[0, L) and L2([0, L) , v). We deﬁne the Weyl-Titchmarsh function associated with the string by
m(z) =
ψ′(z, 0−)
zψ(z, 0)
, z ∈ C\R.
Remark 4.2. Note that ψ(z, ·) exists and the denominator is nonzero due to Proposition 3.8. Also
m is independent of the choice of the non-trivial solution ψ, since the solutions are unique up to a
multiplicative constant and corresponding constants ψ′(z, 0−) are linear.
Let θ and φ be the fundamental system of equation (1.2) satisfying (3.6), as introduced in the
previous section. Then the solution deﬁned by
(4.1) ψ(z, x) = θ(z, x) + zm(z)φ(z, x)
lies in H˙1[0, L) and L2([0, L) , v) for every z ∈ C\R.
Deﬁnition 4.3. Analytic function f : C\R → C is called the Herglotz-Nevanlinna function if
it maps the upper complex half-plane into the closure ot the upper half-plane and satisﬁes the
symmetry relation
f(z) = f(z¯).
Since every non-constant analytic function is an open map, a non-constant Herglotz-Nevanlinna
function actually maps C+ into itself.
The main motivation of this deﬁniton is the fact that the function m, deﬁned above, belongs to
this class.
Proposition 4.4 ([4, page 11]). The Weyl-Titchmarsh function m is a Herglotz-Nevanlinna func-
tion.
We omit the proof since it contains work with linear relations. That m maps the upper half-
plane into itself roughly follows from the identity (3.5) for the function ψ deﬁned as above, and
the symmetry relation follows from (3.7).
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Deﬁnition 4.5. A meromorphic function f : C+ → C is said to be of bounded type if it is a ratio
of two bounded analytic functions deﬁned on C+.
The set of all functions of bounded type in the upper complex half-plane form a ﬁeld and we
denote it by N (C+).
That the set of all bounded type functions form an algebra follows from the fact that the product
of bounded function is bounded and the sum of bounded functions is again bounded. If a function
is not identically zero, then its inverse is a meromorphic function and it is still a ratio of two
bounded, analytic functions, which asserts that N (C+) is a ﬁeld.
Let us now show that some familiar families of functions are of bounded type in C+.
Example. (i) Polynomials are of bounded type in the upper half-plane. Indeed, if p(z) =∑n
j=1 anz
n, with an 6= 0, then there exists the limit
lim
z→∞
p(z)
(z + i)n
= an.
Since p(z)(z+i)n is continuous on C+, it is bounded there and hence also in C+. On the other
hand, |1/(z + i)n| ≤ 1 in C+, and hence p is of bounded type due to
p(z) =
p(z)/(z + i)n
1/(z + i)n
.
Because N (C+) is a ﬁeld, this implies that all rational functions are of bounded type in C+.
(ii) Let c be a positive constant. The function z 7→ eicz, maps the upper complex half-plane
into the unit disc since
|eicz| = eRe(icz) = e−cImz ≤ 1.
Therefore it is of bounded type, and hence also 1eicz which is equal to e
−icz. Therefore,
eicz is of bounded type if c is an arbitrary real constant.
Similarly, z 7→ − 1z maps C+ into itself, and hence e−ic
1
z is bounded for z ∈ C+ and
henceforth of bounded type. We conclude, that e
ic
z is of bounded type for any real constant
c.
Similarly, as in the example we use the fact that a restriction of the Herglotz-Nevanlinna function
to the C+ misses the whole lower half-plane to show that it is of bounded type.
Lemma 4.6. Every Herglotz-Nevanlinna function is of bounded type in the upper half-plane.
Proof. Let f be Herglotz-Nevanlinna. Since we have Imf(z) ≥ 0 in C+, we can estimate
|f(z) + i| ≥ Im(f(z) + i) = Imf(z) + 1 ≥ 1
which implies that the function q given by
q(z) =
1
f(z) + i
, z ∈ C+,
is bounded by one. Therefore 1− iq(z) is bounded by 2 and hence
f(z) = f(z) + i− i = 1
q(z)
− i = 1− iq(z)
q(z)
,
which shows that f is of bounded type. 
In the following few results, we deal with a particular kind of fractions of functions from the fun-
damental system and their quasi-derivatives, and show that they belong to the Herglotz-Nevanlinna
class.
Lemma 4.7. The functions
−φ
[1](z, x)
zφ(z, x)
, and − θ
[1](z, x)
zθ(z, x)
,
are Herglotz-Nevanlinna functions for every x ∈ (0, L).
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Proof. Since all functions appearing in the fractions are entire, the analyticity of the fractions
follows from the fact that for z 6∈ R, the functions φ(z, x) and θ(z, x) can not be zero. Let us
show this. Let's suppose that φ(z, x) was zero for some x > 0 and z 6∈ R. Then the right-hand
side of (3.5) would vanish, since φ(z, 0) = 0, but the left-hand side is clearly non-zero, which is a
contradiction. Similarly, we can also conclude the same for θ(z, x).
Let us now compute the imaginary part of −φ[1](z,x)zφ(z,x) :
2Im
(
−φ
[1](z, x)
zφ(z, x)
)
=
φ[1](z, x)
z¯φ(z, x)
− φ
[1](z, x)
zφ(z, x)
=
zφ(z, x)φ[1](z, x)− z¯φ(z, x)φ[1](z, x)
|z|2|φ(z, x)|2 .
Using equality (3.5), this furthermore equals
2Imz ·
(∫ x
0
|φ′|2dt+ ∫
[0,x)
|zφ|2dv
)
|z|2|φ(z, x)|2 ,
which is of the same sign as Imz. The symmetry relationm(z) = m(z¯) follows from φ(z, x) = φ(z¯, x)
and φ[1](z, x) = φ[1](z¯, x).
Analogous steps prove that the second function in the claim is Herglotz-Nevanlinna. The only
diﬀerence is that in this case the role of φ(z, 0) = 0 takes θ′(z, 0−) = 0.

Corollary 4.8. The functions
− φ
′(z, x)
zφ(z, x)
, and − θ
′(z, x)
zθ(z, x)
,
are Herglotz-Nevanlinna functions for almost all x ∈ (0, L).
Proof. Where the derivative exists, we can express
− φ
′(z, x)
zφ(z, x)
= −φ
[1](z, x)
zφ(z, x)
+
zw(x)φ(z, x)
zφ(z, x)
= −φ
[1](z, x)
zφ(z, x)
+ w(x).
Because w(x) is real, − φ′(z,x)zφ(z,x) is Herglotz-Nevanlinna. Similarly for the second function. 
Lemma 4.9. The function
mx(z) : = − θ(z, x)
zφ(z, x)
, z ∈ C\R,
is Herglotz-Nevanlinna for all x ∈ (0, L).
Proof. Because φ(z, x) 6= 0 for non-real z and x > 0, the function mx is analytic. Next, we set
ψx(z, t) = θ(z, t) +mx(z)zφ(z, t), t ∈ [0, L) , z ∈ C\R.
Deﬁned thus, we have
ψx(z, x) = 0, ψx(z, 0) = 1, and ψ′x(z, 0−) = zmx(z).
Evaluating the identity (3.5) for the solution ψx we get
2Imz
(∫ x
0
|ψ′x|2dt+
∫
[0,x)
|zψx|2
)
= |z|2mx(z)− |z|2mx(z) = 2|z|2Immx(z),
which together with the symmetry relation gives that mx is Herglotz-Nevanlinna. 
In particular, all those functions are of bounded type in the upper complex half-plane, which
we use, together with some manipulation of terms, to show the following result.
Lemma 4.10. The functions
(4.2) z 7→ θ(z, x), z 7→ 1
z
θ[1](z, x), z 7→ φ(z, x), z 7→ φ[1](z, x)
are of bounded type in the upper complex half-plane.
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Proof. In the case x = 0, the statement is true. Let us now exclude this case. Notice, that one has
1
z2
(
θ(z, x)
zφ(z, x)
)−1(
φ′(z, x)
zφ(z, x)
− θ
′(z, x)
zθ(z, x)
)−1
=
φ(z, x)
zθ(z, x)
· zφ(z, x)θ(z, x)
φ′(z, x)θ(z, x)− θ′(z, x)φ(z, x) = φ
2(z, x).
Since all functions in the brackets are of bounded type in the upper complex half-plane, as well as
all rational functions are, we conclude that φ2 is of bounded type in the upper complex half-plane,
because functions of bounded type form an algebra. Therefore we can express
φ2(z) =
P (z)
Q(z)
, z ∈ C+,
where P and Q are analytic and bounded in C+. Since φ has no zeros in C+ and it is analytic,
functions P and Q also have no zeros. Hence, due to the fact that C+ is simply connected, there
exist square roots p and q of P and Q respectively, meaning that p2(z) = P (z) and q2(z) = Q(z)
for all z ∈ C+. Note also, that p and q are bounded, because |p|2 = |P | and |q|2 = |Q|. It follows
that
p2
q2
= φ2,
from which we deduce that φ = ±pq , by using the continuity and identity principle for analytic
functions. Therefore φ is of bounded type in the upper half-plane and hence also φ[1], since it is a
product of bounded type functions
φ[1] =
φ[1]
zφ
zφ.
Similarly, starting with(
θ(z, x)
zφ(z, x)
)(
φ′(z, x)
zφ(z, x)
− θ
′(z, x)
zθ(z, x)
)−1
=
θ(z, x)
zφ(z, x)
· zφ(z, x)θ(z, x)
φ′(z, x)θ(z, x)− θ′(z, x)φ(z, x) = θ
2(z, x),
we get that θ is of bounded type and therefore also 1z θ
[1]. 
The class of bounded type functions is useful for us because under some additional assumptions
we can connect the values of bounded type function in C+ with its boundary values (see [11, page
128]).
Theorem 4.11 (Nevanlinna factorisation). Let f : C+ → C be of bounded type and let z1, . . . , zN
be its non-real zeros. Then the following holds:
(i) if f has analytic continuation across the whole real line, it admits the Nevanlinna factori-
sation
f(z) = C
N∏
n=1
z − zn
z − zn exp
(
−iβz + 1
pii
∫
R
(
1
t− z −
t
1 + t2
)
log |f(t)|dt
)
, z ∈ C+
for some constant C with modulus one and a real constant β.
(ii) if f has analytic continuation across R\ {0}, it admits the Nevanlinna factorisation
f(z) = C
N∏
n=1
z − zn
z − zn exp
(
−iβz + iγ
z
+
1
pii
∫
R
(
1
t− z −
t
1 + t2
)
log |f(t)|dt
)
, z ∈ C+
for some constant C with modulus one and real constants β and γ.
Additionally, in both cases, we have that∫
R
log |f(t)|
1 + t2
dt <∞.
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4.2. Canonical systems. The next thing we are about to establish in this section is connecting
the theory of generalised indeﬁnite strings, with the theory of canonical systems in standard form
with a trace-normed Hamiltonian on the semi-axis. The idea is drawn from the similarity of the
integral equation (3.8) with the canonical system. The theory of canonical systems is very well
developed and useful for our theory, so we transform equation (3.8) into a canonical system which
is the integral equation of the form
U(z, t) = I − z
∫ t
0
[
0 1
−1 0
]
H(s)U(z, s)ds, t ∈ [0,∞) , z ∈ C,
where H(s) is a non-negative matrix with trace identically equal to one and with locally integrable
entries.
We start with introducing the function ζ : [0, L]→ [0,∞] with
ζ(x) = x+
∫ x
0
w(t)2dt+
∫
[0,x)
dv.
Let us point out that because w is a locally square integrable and v is σ-ﬁnite, the value ∞ can
only be taken at L. The function ζ is right continuous and strictly increasing with
(4.3) ζ(x)− ζ(y) ≥ x− y, ∀x, y : x > y.
Additionally, although ζ is not necessarily locally absolutely continuous, it is almost everywhere
diﬀerentiable with
(4.4) ζ ′(x) = 1 + w(x)2 + v′ac(x).
The proof of this claim can be found in [12, Theorem 7.15, page 143]. From monotonicity it follows
that the complement of the range of ζ is countable or a ﬁnite union of intervals. Its generalised
inverse ξ : [0,∞)→ [0, L] is given with
ξ(s) = sup {x ∈ [0, L) |ζ(x) ≤ s} .
It is a non-decreasing function, because the supremum of a set is not less than the supremum of
its subset. Also, we should emphasize that ξ is constant on every interval which is included in the
complement of the range of ζ. The image outlines the situation.
Lemma 4.12. For every x ∈ [0, L] we have ξ(ζ(x)) = x.
Proof. By the deﬁnition, ξ(ζ(x)) = sup(y|ζ(y) ≤ ζ(x)), and since x satisﬁes the condition in the
supremum, we conclude that ξ(ζ(x)) ≥ x. The other inequality is established with by using the
fact that ζ is increasing. We take z > x. Then ζ(z) > ζ(x) and therefore ξ(ζ(x)) ≤ z. Limiting z
to x we get that ξ(ζ(x)) ≤ x. 
From this lemma, we can also calculate ζ(ξ(s)) for s ∈ Range(ζ). Because s is of the form ζ(x),
we have ζ(ξ(s)) = ζ(ξ(ζ(x))) = ζ(x) = s.
For s 6∈ Range(ζ), it holds ζ(ξ(s)) > s. Suppose the contrary ζ(ξ(s)) ≤ s. Since s is not in the
range of ζ this would imply ζ(ξ(s)) < s. By right continuity of ζ there would exist y > ξ(s) with
ζ(y) < s which would by the deﬁnition of ξ(s) give y ≤ ξ(s), which would be a contradiction.
Lemma 4.13. The function ξ is Lipschitz continuous with Lipschitz constant l ≤ 1.
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Proof. Because ξ is non-decreasing, we need to prove that for s > t ≥ 0 we have ξ(s)− ξ(t) ≤ s− t.
Note that if both s and t are in the range of ζ, then we have
ξ(s)− ξ(t) ≤ ζ(ξ(s))− ζ(ξ(t)) = s− t,
where we used (4.3), and equality established above. Additionally, if s and t are both from the
same component of the complement of the range of ζ, then ξ(s)− ξ(t) = 0, which clearly satisﬁes
the condition.
Let now s > t ≥ 0 be such that they are not in the same component of Range(ζ)c. Let yn be a
non-decreasing sequence satisfying t < ζ(yn) ≤ s, such that limn→∞ yn = ξ(s), which exists by the
deﬁnition of ξ(s) and the fact that t is less than s and not in the same component of Range(ζ)c. We
set sn : = ζ(yn). Because ζ is increasing, the sequence sn is non-decreasing and, by construction,
bounded with s. Therefore it converges to some s∗ ≤ s. For every n ∈ N using the above lemma,
the estimate established afterwards and inequality (4.3), we compute
ξ(sn)− ξ(t) ≤ ζ(ξ(sn))− ζ(ξ(t)) = sn − ζ(ξ(t)) ≤ sn − t.
Taking limits on the both sides we get the desired inequality
lim
n→∞ ξ(sn)− ξ(t) = limn→∞ yn − ξ(t) = ξ(s)− ξ(t) ≤ limn→∞ sn − t = s
∗ − t ≤ s− t.

Because ξ is Lipschitz continuous, it is clearly also locally absolutely continuous. Therefore ξ′
exists almost everywhere and from monotonicity and the above lemma it satisﬁes 0 ≤ ξ′ ≤ 1 almost
everywhere.
Before we proceed, let us state a useful theorem from the measure theory which we often use.
Theorem 4.14 ([2, page 190]). Let F and f be Borel measurable functions from R to R. Let µ
be a non-negative Borel measure on R. Then the following is true∫
R
F (f(x))dµ(x) =
∫
R
F (y)dµ ◦ f−1(y),
where the measure µ ◦ f−1 is given with µ ◦ f−1(E) = µ(f−1(E)).
The theorem is a generalisation of applying the new variable to the integral with respect to the
arbitrary Borel measure and it is proved in the standard way. First, for the indicator function,
it follows from the deﬁnition of the measure µ ◦ f−1 and hence it holds for all step functions by
linearity. For arbitrary function we ﬁnd a sequence of step functions which monotonically converge
to it, and prove the theorem by using the monotone convergence theorem. Throughout this thesis,
we refer to it as the application of the new variable. Using this, we prove the lemma below.
Lemma 4.15. For every s > 0 the following holds true∫ t
0
F (ξ(s))ds =
∫ ξ(t)
0
F (s)(1 + w(s)2)ds+
∫
[0,ξ(t))
Fdv + (t− ζ(ξ(t)))F (ξ(t))
for every Lebesgue measurable function F .
Proof. From the above theorem we get that∫
[0,∞)
F (ξ(s))χ[0,x)(ξ(s))ds =
∫
[0,L)
Fχ[0,x)d(x ◦ ξ−1),
where x ◦ ξ−1 is given with
x ◦ ξ−1([0, x)) = |ξ−1([0, x))| = | [0, ζ(x)) | = ζ(x).
Therefore the measure d(x ◦ ξ−1) = (1 + w2(x))dx+ dv, and hence the above integral equals∫ x
0
F (s)(1 + w(s)2)ds+
∫
[0,x)
Fdv.
On the other hand, the indicator function χ[0,x)(ξ(s)) = χξ−1[0,x)(s) = χ[0,ζ(x))(s) which gives the
equality ∫ ζ(x)
0
F (ξ(s))ds =
∫ x
0
F (s)(1 + w(s)2)ds+
∫
[0,x)
Fdv.
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This establishes that for t ∈ Range(ζ) we have∫ t
0
F (ξ(s))ds =
∫ ξ(x)
0
F (s)(1 + w(s)2)ds+
∫
[0,ξ(x))
Fdv.
Let t now be in the complement of Range(ζ). Then ξ is constant on [t, ζ(ξ(t))), and therefore we
have ∫ t
0
F (ξ(s))ds+ F (ξ(t))(ζ(ξ(t))− t) =
∫ ζ(ξ(t))
0
F (ξ(s))ds,
which by an already proven case equals∫ ξ(t)
0
F (s)(1 + w(s)2)ds+
∫
[0,ξ(t))
Fdv.
Note that if t is in the range of ζ, then the term t− ζ(ξ(t)) = 0 and therefore the assertion of the
lemma is proved. 
We are now in a position to prove the proposition which connects (3.8) with a canonical system
in standard form with a trace-normed Hamiltonian on the semi-axis.
Proposition 4.16. Matrix function U(z, s) deﬁned by
U(z, s) =
[
1 0
z(s− ζ(ξ(s))) 1
]
Y (z, ξ(s)), z ∈ C, s ∈ [0,∞) ,
solves the following system
U(z, s) = I − z
∫ t
0
[
0 1
−1 0
]
H(s)U(z, s)ds,
where the Hamiltonian is given with
H(s) =
[
1− ξ′(s) ξ′(s)w(ξ(s))
ξ′(s)w(ξ(s)) ξ′(s)
]
.
Proof. Because for s, which are not in the range of ζ the derivative ξ′(s) = 0, the function ξ′(s)(s−
ζ(ξ(s))) ≡ 0. Using this fact, we compute
I − z
∫ t
0
[
0 1
−1 0
]
H(s)U(z, s)ds = I − z
∫ t
0
[
0 1
−1 0
]
H(s)Y (z, ξ(s))ds
= I − z
∫ t
0
[
ξ′(s)w(ξ(s)) ξ′(s)
ξ′(s)− 1 −ξ′(s)w(ξ(s))
]
Y (z, ξ(s))ds
which furthermore equals
I−z
∫ t
0
[
ξ′(s)w(ξ(s))θ(z, ξ(s))− ξ′(s) 1z θ[1](z, ξ(s)) ξ′(s)φ[1](z, ξ(s))− ξ′(s)w(ξ(s))zφ(z, ξ(s))
ξ′(s)w(ξ(s)) 1z θ
[1](z, ξ(s))− (1− ξ′(s))θ(z, ξ(s)) (1− ξ′(s))zφ(z, ξ(s))− ξ′(s)w(ξ(s))φ[1](z, ξ(s))
]
ds.
Where we can, we transform the integrals by using the new variable ξ(s), elsewhere we use the
above lemma, and we continue the equality with
I + z
∫ ξ(t)
0
[
1
z θ
[1](z, s)− w(s)θ(z, s) w(s)zφ(z, s)− φ[1](z, s)
−θ(z, s)− w(s) 1z θ[1](z, s) + θ(z, s)(1 + w(s)2) zφ(z, s) + w(s)φ[1](z, s)− zφ(1 + w(s)2)
]
ds
+ z
∫
[0,ξ(t))
[
0 0
θ(z, s) −zφ(z, s)
]
dv(s) + z
[
0 0
(t− ζ(ξ(t)))θ(z, ξ(t)) −zφ(z, ξ(t))(t− ζ(ξ(t)))
]
=I + z
∫ ξ(t)
0
[ −w(s) −1
w(s)2 w(s)
]
Y (z, s)dt+ z
∫
[0,ξ(t))
[
0 0
1 0
]
Y (z, s)dv(s) +
[
0 0
z(t− ζ(ξ(t))) 0
]
Y (z, ξ(t))
=Y (z, ξ(s)) +
[
0 0
z(t− ζ(ξ(t))) 0
]
Y (z, ξ(t)) =
[
1 0
z(t− ζ(ξ(t))) 1
]
Y (z, ξ(t)) = U(z, s).
The trace of H equals 1 and its diagonal entries are non-negative. For non-negative deﬁnitness of
H, we compute its determinant
detH(s) = ξ′(s)(1− ξ′(s))− ξ′(s)ξ′(s)w(ξ(s))2.
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It is greater or equal to zero, because the function∫ t
0
(1− ξ′(s)− ξ′(s)w(ξ(s))2ds = t− ξ(t)−
∫ ξ(t)
0
w(s)2ds
= t− ξ(t)− ζ(ξ(t)) + ξ(t) +
∫
[0,ξ(t))
dv
= t− ζ(ξ(t)) +
∫
[0,ξ(t))
dv
is non-decreasing, because ζ(ξ(t)) is locally either constant or equal to t. Finally, entries of H
are locally integrable, because ξ′ is bounded, ξ maps compact sets into compact sets, since it is
continuous function and w is locally integrable. 
Using the well-developed theory of such systems, we get the following important results. The ﬁrst
one deals with the correspondence between generalised indeﬁnite strings and Herglotz-Nevanlinna
functions and indeed it says that it is one to one.
Theorem 4.17 ([4, page 16]). The mapping which maps a generalised indeﬁnite string to its Weyl-
Titchmarsh function is a bijection from the set of all generalised indeﬁnite strings to the set of all
Herglotz-Nevanlinna functions.
Next one deals with the convergence of Weyl-Titchmarsh functions of converging strings.
Theorem 4.18 ([4, page 19]). Let (Ln, ωn, vn), n ∈ N and (L, ω, v) be generalised indeﬁnite
strings, and let wn, w, ζn, ζ, mn and m be deﬁned as usual. Then the Weyl-Titchmarsh functions
mn converge locally uniformly to m if, and only if,
sup
{
x ∈ {0} ∪
[
0, lim inf
k→∞
Lnk
)
| lim sup
k→∞
ζnk(x) <∞
}
= L
holds for each subsequence nk and
lim
n→∞
∫ x
0
wn(t)dt =
∫ x
0
w(t)dt, lim
n→∞
∫ x
0
ζn(t)dt =
∫ x
0
ζ(t)dt,
locally uniformly for all x ∈ [0, L) .
For the detailed proofs of these claims we refer to Section 6 in [4]. The problem solved in the
ﬁrst of the two theorems is called the inverse spectral problem, which is also the reason for the
name of the article. The connection with the canonical systems also gives us the information on
the growth of the functions from the fundamental system (3.6). It is important for us, because it
is closely related to the constant β in the Nevanlinna factorisation from Theorem 5.1.
Theorem 4.19. Let f(z, x) be one of the entries of the matrix function Y given in (3.8). It holds
lim sup
y→∞
1
y
log |f(iy, x)| =
∫ x
0
√
v′ac(t)dt.
Proof. Connecting Theorem 11 and Lemma 17 in [10, page 31] gives that all entries of U(z, s)
satisfy
lim sup
y→∞
1
y
u(iy, t) =
∫ t
0
√
detH(s)ds, ∀s ∈ [0,∞) ,
and therefore also for all s ∈ Range ζ. If we evaluate the above equation at t = ζ(x) we get
lim sup
y→∞
1
y
u(iy, ζ(x)) =
∫ ζ(x)
0
√
detH(s)ds.
Because on the image of ζ the term t− ζ(ξ(t)) is zero, the matrices U(z, t) and Y (z, ξ(t)) coincide
and hence every entry of Y (z, ξ(s)) satisﬁes
lim sup
y→∞
1
y
f(iy, ξ(ζ(x))) = lim sup
y→∞
1
y
f(iy, x) =
∫ ζ(x)
0
√
detH(s)ds.
Let us now compute that integral. First, the determinant equals
detH(s) = ξ′(s)(1− ξ′(s))− ξ′(s)2w(ξ(s))2
19
Because ξ is locally constant outside of the range of ζ, where the determinant vanishes. Be-
cause we have ξ(ζ(t)) = t, we also have ξ′(ζ(t))ζ ′(t) = 1 in all points where both deriva-
tives exist. Let us show that ξ′(ζ(t)) exists for almost all t ∈ [0, L) . We denote the set N =
{x ∈ [0,∞) |ξ is not diﬀerentiable at x}. Then ξ′(ζ(t)) does not exist at all the points of ζ−1(N) =
ξ(N). Since N is of the Lebesgue measure zero and the Lebesgue measure is outer regular, for
every ε > 0 there exists an open set U , that contains N and is of a measure less than ε. But
since ξ is non-decreasing, it maps U into a union of intervals, since U is a countable union of open
intervals. Because ξ is Lipschitz continuous with its constant 1, clearly all intervals in ξ(U) are
shorter than the ones in U and therefore |ξ(U)| ≤ |U | < ε. But by monotonicity of measures, we
have |ξ(N)| ≤ |ξ(U)| < ε and hence ξ(n) is of the measure zero. Therefore, for almost all t ∈ [0, L)
we have
ζ ′(t) =
1
ξ′(ζ(t))
.
We are now in a position to compute the integral∫ ζ(x)
0
√
detH(s)ds =
∫ ζ(x)
0
√
ξ′(s)(1− ξ′(s))− ξ′(s)2w(ξ(s))2ds,
but since ξ′(s) = 0 outside of the range of ζ,
=
∫
[0,ζ(x)]∩Range ζ
ξ′(s)
√
1
ξ′(s)
− 1− w(ξ(s))2ds.
After applying the new variable t = ξ(s), we get that it is further equal to∫
[0,x]
√
1
ξ′(ζ(t))
− 1− w(t)2dt,
because for s in range of ζ, the equality t = ξ(s) implying s = ζ(t), and
ξ([0, ζ(x)] ∩ Range ζ) = ξ([0, ζ(x)]) = [0, ξ(ζ(x))] = [0, x] ,
because for every s 6∈ Range ζ the point ζ(ξ(s)) maps with ξ to the same point. Additionally, if
s < ζ(x), also ζ(ξ(s)) ≤ ζ(x), due to monotonicity of both functions. Finally, taking into account
the above calculation and (4.4) we conclude that∫ ζ(x)
0
√
detH(s)ds =
∫ x
0
√
ζ ′(t)− 1− w(t)2dt =
∫ x
0
√
v′ac(t)dt.

Establishing the next result also needs work with linear relations and so we omit the proof.
Here, and henceforth, we employ the convention that whenever L appears in a denominator, the
corresponding fraction is interpreted as zero if L is inﬁnite.
Lemma 4.20 ([4, page 13]). We have
lim
ε↓0
iεm(iε) = − 1
L
.
5. The spectrum
To deﬁne the spectrum of equation (1.2), we ﬁrst need to assign to it a linear relation on a
suitable Hilbert space. Since it is not really relevant for our thesis we only sketch the construction.
For further details look at [4, Section 4]. We start with the space H = H˙10 [0, L) × L2([0, L) ; v),
which turns out to be a Hilbert space, when equipped with the scalar product
〈f, g〉 =
∫ L
0
f ′1g¯
′
1dx+
∫
[0,L)
f2g¯2dv.
Then we introduce a linear relation T ⊂ H × H saying that (f, g) ∈ H × H belongs to T if, and
only if,
(5.1) − f ′′1 = ωg1 + vg2 and vf2 = vg1.
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Both equations have to be understood in the distributional sense, meaning that both sides have
to coincide when evaluating arbitrary function from H1c [0, L). Although the linear relation T is in
general not the graph of a linear operator, with its help we can construct an appropriate operator
which turns out to be self-adjoint. Let us now take a look what is the kernel of the relation
T − z, for a complex number z. The relation T − z denotes {(f, g − zf)| (f, g) ∈ T}. The kernel
contains all f ∈ H, for which there exists g ∈ H so that we have (f, g) ∈ T and g − zf = 0,
which means that g1 = zf1 and g2 = zf2. Plugging it into the ﬁrst equation in (5.1), we get
−f ′′1 = zωf1 + zvf2. Taking into account the second one, we get vf2 = vg1 = zvf1, which implies
that −f ′′1 = zωf1 + z2vf1, which is exactly equation (1.2). So if there exists a solution f1 of (1.2)
which lies in H˙10 [0, L) and zf1 lies in L
2([0, L) ; v), then (f1, zf1) lies in the kernel of T − z.
But since we are not going into the details of the above connection, we proceed slightly diﬀerently.
Let us begin with the Nevanlinna representation of the Weyl-Titchmarsh function m.
Theorem 5.1. The Weyl-Titchmarsh function m can be written in the form
m(z) = c1z + c2 − 1
Lz
+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ), z ∈ C\R,
for some constants c1 ≥ 0 and c2 ∈ R and µ is a non-negative Radon measure on R with µ({0}) = 0
such that the integral ∫
R
1
1 + λ2
dµ(λ)
converges.
Proof. Because m is a Herglotz-Nevanlinna function it admits Imm(z) ≥ 0 for Imz > 0 it can be
represented as
m(z) = c1z + c2 +
1
pi
∫
R
(
1
λ− z −
λ
1 + λ2
)
dν(λ), z ∈ C+
where c1 ≥ 0, c2 ∈ R and ν is a non-negative Radon measure with∫
R
1
1 + λ2
dν(λ) <∞.
We can ﬁnd the proof of the assertion in [11, page 84]. We now deﬁne the Borel measure µ by
ν = piµ+ 1Lδ0, where δ0 denotes the point measure concentrated at 0, plug it into the formula for
m and get
m(z) = c1z + c2 − 1
Lz
+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ),
for all z ∈ C+. Because m admits m(z) = m(z¯) the above formula holds also for z ∈ C−. We
calculate
lim
ε↓0
iεm(iε) = lim
ε↓0
−c1ε2 + iεc2 − iε
Liε
+ iε
∫
R
(
1
λ− iε −
λ
1 + λ2
)
dµ(λ)
= − 1
L
+ lim
ε↓0
∫
R
(
− ε
2
λ2 + ε2
+ iελ
(
1
λ2 + ε2
− 1
1 + λ2
))
dµ(λ)
= − 1
L
− lim
ε↓0
∫
R
ε2
λ2 + ε2
dµ(λ) + lim
ε↓0
∫
R
iελ
1− ε2
(1 + λ2)(λ2 + ε2)
dµ(λ)
= − 1
L
−
∫
R
χ{0}dµ = − 1
L
− µ({0}),
where we used the monotone convergence theorem on the ﬁrst integral and the dominant conver-
gence theorem on the second integral, because we can estimate
ελ
1− ε2
(1 + λ2)(λ2 + ε2)
≤ ελ
(1 + λ2)(λ2 + ε2)
≤ λ
2
(1 + λ2)2λ2
=
1
2
1
1 + λ2
.
This implies that µ({0}) = 0 together with Corollary 4.20. We conclude that µ is non-negative. It
holds ∫
R
1
1 + λ2
dµ(λ) =
1
pi
∫
R
1
1 + λ2
dν(λ)− 1
piL
<∞.
Finally, µ is Radon, because it is a linear combination of Radon measures. 
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It turns out that the operator part of the linear relation T is unitarily equivalent to the multipli-
cation with the independent variable in L2(R;µ). For proof, take a look at [4, Section 5]. This result
allows us to deﬁne the spectrum of equation (1.2) just by using the measure µ. In the deﬁnition
below, with the support of some measure ν we mean the set {λ ∈ R| ∀ε > 0, ν((λ− ε, λ+ ε)) > 0} .
Deﬁnition 5.2. The measure µ from Theorem 5.1 is called the spectral measure of the string S.
We deﬁne the spectrum of the string as the support of the measure µ. We denote it with σ(S).
Furthermore, we can decompose µ by using the Lebesgue's decomposition theorem, and we get
µ = µac + µs,
where µac and µs are mutually singular measures and µac is absolutely continuous with respect to
the Lebesgue measure. Furthermore, µs can be decomposed into
µs = µsc + µpp,
where also µsc µpp are mutually singular, µpp is a sum of point mass measures, µsc has no point
masses and it is concentrated on the set with the Lebesgue measure zero. The non-negative mea-
surable function ρ which satisﬁes dµac(x) = ρ(x)dx is called the spectral function of the string
S.
The decomposition of the measure gives rise to the decomposition of the spectrum. We deﬁne
σac(S) = suppµac, σsc(S) = suppµsc and σpp(S) = suppµpp.
Furthermore, we deﬁne the discrete spectrum σdisc(S), as those points from σpp(S) which are
isolated points of σ(S). Finally, the essential spectrum σess(S) equals σ(S)\σdisc(S).
We see, that from the deﬁnition of the essential spectrum we have the inclusions σac(S) ⊂ σess(S)
and σsc(S) ⊂ σess(S).
In this thesis we are interested in understanding the absolutely continuous part of the spectrum
of a particular class of generalised indeﬁnite strings, which are a suitable perturbation of some
explicitly solvable cases. Later, when stating the results, we also require the following deﬁnition.
Deﬁnition 5.3. We say, that the absolutely continuous part of the spectrum is essentially supported
on a set A, if, for every subset of A of positive Lebesgue measure, the spectral measure is also
positive.
The condition in the deﬁnition is equivalent to the Lebesgue measure being absolutely continuous
with respect to the spectral measure on the set A. We denote this with x|A  µ|A. Let us show
that this also implies that x|A  µac|A. Let E ⊂ A be a set with µac(E) = 0. Since µs is mutually
singular to the Lebesgue measure, it is supported on a set N of zero Lebesgue measure. Therefore,
we have that µ(E\N) = µac(E\N) = 0 and therefore also |E\N | = 0. But on the other hand
|E| = |E\N |+ |E ∩N | = 0, which proves the assertion.
We see, that if the absolutely continuous part of the spectrum is essentially supported on
some interval I, then it is contained in the absolutely continuous part of the spectrum, because
for every point λ ∈ I, we have that |(λ − ε, λ + ε)| > 0, for every positive ε, and hence also
µac((λ− ε, λ+ ε)) > 0, which implies that λ ∈ σac(S). Henceforth, the interval I is also included
in the essential spectrum.
Since, in principle, we compute the Weyl-Titchmarsh function of the string and not the spectral
measure, it remains to develop the tools, which connect the spectral measure with the values of
m. The ﬁrst result shows how the measure of the singletons is calculated.
Lemma 5.4. If x ∈ R\ {0} then
lim
y↓0
yImm(x+ iy) = µ({x}).
Proof. As in the proof of the above theorem we calculate
lim
y↓0
Imm(x+iy) = lim
y↓0
y
(
c1y +
y
L(x2 + y2)
+
∫
R
y
(λ− x)2 + y2 dµ(λ)
)
= lim
y↓0
∫
R
y2
(λ− x)2 + y2 dµ(λ).
Applying the monotone convergence theorem we get
lim
y↓0
yImm(x+ iy) =
∫
R
χ{x}dµ = µ({x}).

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To determine the Borel measure, we need to know all its values of the sets ([x, y)), for every
real x < y. The next result, together with the lemma above suﬃce to calculate it.
Theorem 5.5 ([11, page 84], Stieltjes inversion formula). If −∞ < a < b <∞, then
lim
y↓0
∫ b
a
Imm(x+ iy)dx = ν((a, b)) +
1
2
ν({a}) + 1
2
ν({b}),
where ν = piµ+ 1Lδ0.
The result above is expressed with ν, which is the measure from the original Nevanlinna fac-
torisation, since the assertion is simpler in this form, as otherwise we should consider all possible
cases of the position of zero relatively to the interval [a, b]. The proof of the theorem is lengthy
and technical, so we omit it. Let us stress, that for an interval (a, b) ⊂ R\(−ε, ε) for some positive
ε, the above formula reads as
1
pi
lim
y↓0
∫ b
a
Imm(x+ iy)dx = µ((a, b)) +
1
2
µ({a}) + 1
2
µ({b}).
Finally, we need to calculate the spectral function.
Theorem 5.6 (Fatou's theorem). For almost all x ∈ R it holds
1
pi
lim
ε↓0
Imm(x+ iε) = ρ(x).
Proof. The imaginary part of m equals
Imm(x+ iy) = c1y +
1
pi
∫
R
y
(λ− x)2 + y2 dν(λ),
where ν = piµ+ 1Lδ0. From [11, page 86] we get that
dνac
dx
(x) = lim
ε↓0
Imm(x+ iε)
for almost all x ∈ R. On the other hand dνacdx (x) = pi dµacdx (x) = piρ(x). 
We see, that the point masses of µ appear at the poles of the Weyl-Titchmarsh function m, and
the continuous part of µ comes from the discontinuities of m. Therefore, much can be told if m
admits analytic continuation over some interval in the real axis.
Corollary 5.7. Suppose there exists an open neighbourhood U of the interval (a, b) ⊂ R such that
m has an analytic continuation on U . Then the spectral measure µ((a, b)) = 0.
Proof. We denote the analytic continuation with m as well. Because m is a Herglotz-Nevanlinna
function, for every x ∈ (a, b) we have that
Imm(x) = lim
y↓0
Imm(x+ iy) ≥ 0, and Imm(x) = lim
y↑0
Imm(x+ iy) ≤ 0
and hence m(x) ∈ R. Therefore also limy↓0 yImm(x + iy) = 0 and so by Corollary 5.4 we get
µ({x}) = 0. Let a < c < d < b and ε > 0 be such that [c, d]× [0, ε] ⊂ U . Since Imm is continuous
on [c, d]× [0, ε] it is also bounded, and therefore by the dominant convergence theorem
lim
y↓0
∫ d
c
Imm(x+ iy)dx =
∫ d
c
lim
y↓0
Imm(x+ iy)dx = 0.
Taking into account Stieltjes inversion formula and the above fact, we conclude
µ((c, d)) = µ([c, d)) = µ((c, d]) = 0.
By countable additivity of µ it also follows that µ((a, b)) = 0. 
Similarly, we also get a good result if the restriction ofm to the upper complex half-plane admits
continuous continuation to an interval in the real axis.
Corollary 5.8. Let for some real numbers a < b and ε > 0, the function m has continuous
continuation on [a, b]× [0, ε]. We then have µ((a, b)) = µac((a, b)).
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Proof. For every x ∈ [a, b] the imaginary part of m is bounded on {x} × [0, ε] by continuity, and
therefore lim
y↓0
yImm(x + iy) = 0. With the same argument as in the previous corollary, we apply
the dominant convergence theorem and get
µ((a, b)) +
1
2
µ({a}) + 1
2
µ({b}) = µ((a, b)) = lim
y↓0
∫ b
a
Imm(x+ iy)dx
=
∫ b
a
lim
y↓0
Imm(x+ iy)dx =
∫ b
a
ρ(x)dx = µac((a, b)).

Let us conclude this section with the auxiliary results regarding the Herglotz-Nevanlinna func-
tions, which follows from the Nevanlinna factorisation.
Lemma 5.9. Let f be Herglotz-Nevanlinna function. Then it holds
(i) f satisﬁes the bound
|f(z)| ≤M |z|,
for all imaginary z with |z| > 1, for some positive constant M .
(ii) If f has analytic continuation over some interval (a, b), then f |(a,b) is real, continuous
and non-decreasing.
Proof. Since f is Herglotz-Nevanlinna, it admits the factorisation
f(z) = c1z + c2 +
1
pi
∫
R
(
1
λ− z −
λ
1 + λ2
)
dν(λ),
where c1 ≥ 0, c2 ∈ R and ν is a non-negative, regular Borel measure satisfying∫
R
1
1 + λ2
dν(λ) = M˜ <∞.
To show the ﬁrst claim, let us estimate the integral part in the factorisation. If we evaluate the
factorisation at iy, we get
f(iy) = c1iy + c2 +
1
pi
∫
R
(
λ+ iy
λ2 + y2
− λ
1 + λ2
)
dν(λ)
= c1iy + c2 +
1
pi
∫
R
(
λ(1− y2)
(λ2 + y2)(1 + t2)
+
iy
y2 + λ2
)
dν(λ).
Let us now analyse the function λ(1−y
2)
λ2+y2 . It is clearly smooth, and the limits to inﬁnity are zero.
Therefore it is bounded, and the extremes are in the points where the derivative is zero. The
numerator of the derivative equals (1 − y2)(λ2 + y2) − 2λ2(1 − y2) which has zeros in ±y. This
gives, that ∣∣∣∣λ(1− y2)λ2 + y2
∣∣∣∣ ≤ ∣∣∣∣±y(1− y2)2y2
∣∣∣∣ ≤ y2 + 12y ≤ y,
for all y > 1. We also estimate yy2+λ2 ≤ y1+λ2 . Consequently we can estimate
|f(iy)| ≤ c1y + c2 + y
pi
∫
R
2
1 + λ2
dν(λ) ≤ y
(
c1 + c2 +
2M˜
pi
)
.
Let f have analytic continuation over some interval (a, b). Using the same argument as in
Corollary 5.7 we show that f |(a, b) is real-valued and that ν((a, b)) = 0. Pick some x ∈ (a, b). Due
to the continuity of f , we have
f(x) = lim
y↓0
Ref(x+ iy) = lim
y↓0
Re
(
c1(x+ iy) + c2 +
1
pi
∫
R\(a,b)
(
1
λ− x− iy −
λ
1 + λ2
)
dν(λ)
)
= c1x+ c2 + lim
y↓0
1
pi
∫
R\(a,b)
(
λ− x
(λ− x)2 + y2 −
λ
1 + λ2
)
dν(λ)
which is by the monotone convergence theorem equal
c1x+ c2 +
1
pi
∫
R\(a,b)
(
1
λ− x −
λ
1 + λ2
)
dν(λ).
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Let now a < y < x < b. Then
f(x)− f(y) = c1(x− y) + 1
pi
∫
R\(a,b)
1
λ− x −
1
λ− y dν(λ)
= c1(x− y) + 1
pi
∫
R\(a,b)
x− y
(λ− x)(λ− y)dν(λ),
which is non-negative, because c1 ≥ 0, x−y ≥ 0 and (λ−x)(λ−y) is positive on R\(a, b). Clearly,
f |(a,b) is continuous, because it is a restriction of the analytic function. 
The next result translates the convergence of Weyl-Titchmarsh functions gained in Theorem 4.18
into the suitable convergence of spectral measures.
Lemma 5.10 ([9, page 164]). If the Weyl-Titchmarsh functions mn converge locally uniformly to
the Weyl-Titchmarsh function m, then the corresponding spectral measures µn satisfy∫
R
fdµn −→
∫
R
fdµ, as n→∞,
for every continuous, compactly supported function f .
This kind of convergence of measures is called the vague convergence. Let us now show what
can be inferred in respect of the vague limit of Radon measures, which is the case we are dealing
with here.
Lemma 5.11. If the Radon measures µn converge vaguely to a Radon measure µ, then we have
that
lim sup
n→∞
µn(K) ≤ µ(K) and lim inf
n→∞ µn(U) ≥ µ(U)
for every compact set K and every relatively compact, open set U .
Proof. Let K be a compact set and U relatively compact and open. Because µ is the Radon
measure, it satisﬁes
µ(K) = inf
{∫
fdµ| f ≥ χK
}
and µ(U) = sup
{∫
gdµ| 0 ≤ g ≤ χU
}
.
Let us pick the continuous, non-negative functions f, g with compact support, which satisfy f ≥ χK
and g ≤ χU . Then for every natural number n we have by a monotonicity of measures
µn(K) ≤
∫
fdµn and
∫
gdµn ≤ µn(U),
and hence by the vague convergence also
lim sup
n→∞
µn(K) ≤
∫
fdµ and
∫
gdµ ≤ lim inf
n→∞ µn(U).
Therefore the inequalities hold true also for the inﬁmum and supremum respectively. 
Remark 5.12. The converse statement is also true, but we do not need it in the thesis. For proof,
look into [1, page 190].
6. Examples
Equipped with all the necessary tools, we can now compute the spectra of some explicitly
solvable cases.
Example A. Let L be inﬁnite, w(x) = x and v ≡ 0. Because the coeﬃcients are smooth equa-
tion (1.2) is equivalent to
−f ′′ = zf.
If z 6= 0, its every solution if of the form f(z, x) = c1ei
√
zx + c2e
−i√zx, where
√
z is one of the
two square roots of z. To get the solution ψ(z, ·) as in Lemma 3.8, we deﬁne √z as the root which
has the argument in [0, pi). Then the map z 7→ √z is analytic on C\ [0,∞) . Let us now show that
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for z ∈ C\R the function ψ(z, x) = ei
√
zx has a square integrable derivative and therefor lies in
H˙1[0, L):∫ ∞
0
|ψ′(z, x)|2dx =
∫ ∞
0
|i√zei
√
zx|2dx = |√z|
∫ ∞
0
e2Rei
√
zxdx = |√z|
∫ ∞
0
e−2xIm
√
zdx =
|√z|
2Im
√
z
<∞,
because Im
√
z > 0. Of course ψ(z, ·) is also in L2([0,∞) , v). This gives
m(z) =
ψ′(z, 0−)
zψ(z, 0)
=
ψ′(z, 0) + zw(0)ψ(z, 0) + z2v(0)ψ(z, 0)
zψ(z, 0)
=
i
√
z
z
=
i√
z
, z ∈ C\R.
We see that this function has analytic continuation on C\ [0,∞) and is discontinuous on [0,∞).
Therefore by Lema 5.7 the spectral measure µ((−∞, 0)) = 0 and hence σ(S) ⊂ [0,∞). We can also
calculate
lim
y↓0
Imm(x+ iy) =
1√
x
for x > 0. This implies that lim
y↓0
yImm(x+ iy) = 0 for all x > 0, which means µ({x}) = 0. Let us
now take 0 < c < d < ∞ and ε > 0. Because m can be extended to [c, d] × [0, ε] as a continuous
function, we have by the dominant convergence theorem
lim
y↓0
∫ d
c
Imm(x+ iy)dx =
∫ d
c
lim
y↓0
Imm(x+ iy)dx =
∫ d
c
1√
x
dx.
By Stieltjes inversion formula we get
µ((c, d)) =
1
pi
∫ d
c
1√
x
dx,
from which we conclude that the spectrum coincides with [0,∞), it is purely absolutely continuous
and the spectral measure is ρ(λ) = 1
pi
√
λ
.
In the next example we deal with the case where the coeﬃcients switch roles, meaning that the
distribution vanishes and the measure equals x.
Example B. Again let L = ∞, but now ω ≡ 0 and v is the Lebesgue measure restricted to
[0,∞). Therefore we have w(x) = 0 and v(x) = x. Because of the smoothness of those functions,
equation (1.2) is equivalent to
−f ′′ = z2f.
For non-zero z, its solutions are of the form c1eizx + c2e−izx. For z ∈ C+ the Weyl solution is
ψ(z, x) = eizx which is true because Reiz = −Imz < 0. This further gives that
m(z) =
ψ′(z, 0) + nz(0)ψ(z, 0)
zψ(z, 0)
= i, z ∈ C+.
Its imaginary part equals 1 for all z ∈ C+ and hence the spectral measure has no point masses and
is absolutely continuous where the spectral function ρ(λ) equals 1pi . The spectrum is again purely
absolutely continuous and coincides with R.
Similarly, we can compute the spectrum of the following two string, because we can solve the
corresponding diﬀerential equation.
Example C. Suppose that L =∞, the anti-derivative of ω is given by
w(x) =
x
1 + 2αx
for some positive α, and that the measure v vanishes identically. Then equation (1.2) is equivalent
to the diﬀerential equation
−f ′′(x) = z
(1 + 2αx)2
f(x)
which has solutions
f(z, x) = c1(1 + 2αx)
1
2 +
i
√
z−α2
2α + c2(1 + 2αx)
1
2− i
√
z−α2
2α .
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Because the integral∫ ∞
0
2α
∣∣∣∣∣12 + i
√
z − α2
2α
∣∣∣∣∣
∣∣∣∣(1 + 2αx)− 12 + i√z−α22α ∣∣∣∣2 dx = C ∫ ∞
0
(1 + 2αx)−1−Im
√
z−α2
2α dx
is ﬁnite whenever Im
√
z − α2 is positive, the Weyl solution for z ∈ C\R can be taken as
ψ(z, x) = (1 + 2αx)
1
2 +
i
√
z−α2
2α ,
where the square root is taken such that its values lie in the upper complex half-plane. Therefore the
square root is taken with the cut along the positive part of the real axis and the map z 7→ √z − α2
is analytic on C\ [α2,∞). The corresponding Weyl-Titchmarsh function is then
m(z) =
ψ′(z, 0+)
zψ(z, 0)
=
2α( 12 +
i
√
z−α2
2α )
z
=
α+ i
√
z − α2
z
=
1
α− i√z − α2 , z ∈ C\R.
This map is analytic on C\ [α2,∞) since values of −i√z − α2 are in the right complex half-
plane and therefore α − i√z − α2 is never zero. Analogously as in Example A we conclude that
spectrum coincides with
[
α2,∞) and it is purely absolutely continuous with the spectral function
ρ(λ) =
√
λ−α2
λ .
Again, we can switch the role of coeﬃcients.
Example D. Let L be inﬁnite, ω ≡ 0 and
dv =
1
(1 + 2αx)2
dx.
The equivalent diﬀerential equation is
−f ′′(x) = z
2
(1 + 2αx)2
f(x)
with solutions
f(z, x) = c1(1 + 2αx)
1
2 +
i
√
z2−α2
2α + c2(1 + 2αx)
1
2− i
√
z2−α2
2α .
Again the Weyl solution is of the form
ψ(z, x) = (1 + 2αx)
1
2 +
i
√
z2−α2
2α
where we need to deﬁne
√
z2 − α2 so that its values are in C+. It turns out that it holds true,
if we deﬁne the root as +
√
z − α −√z + α where +√· is taken with the cut along the positive part of
the real axis and takes values in the upper complex half-plane, and −
√· is cut along the negative
part of the real axis and takes values in the right complex half-plane. The map z 7→ √z2 − α2 is
analytic on C\ ((−∞,−α] ∪ [α,∞)). For details see Section 9. Similary, as in Example C, we get
the Weyl-Titchmarsh function
m(z) =
2α( 12 +
i
√
z2−α2
2α )
z
=
α+ i
√
z2 − α2
z
=
z
α− i√z2 − α2 , z ∈ C\R.
This implies that the spectrum is absolutely continuous, it equals (−∞,−α]∪[α,∞) and the spectral
function is given with
ρ(λ) =
√
λ2 − α2
λ
=
√
1− α
2
λ2
, |λ| > α.
7. Formulation of the results
In the above examples, the spectrum of each string is purely absolutely continuous. Therefore,
the essential spectrum also coincides with the same interval and the absolutely continuous part
is essentially supported on it. It turns out, that these two properties continue to hold under a
rather wide class of perturbations. The next two results have been established in [7] (see relative
Theorems 3.1 and 3.2).
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Theorem 7.1 ([7, page 7]). Let the string (∞, ω, v) satisfy the condition∫ ∞
0
|w(x)− w0 − ηx|2dx <∞,
∫
[0,∞)
dv <∞,
for some real constant w0 and some positive constant η. Then the essential spectrum of the string
coincides with the interval [0,∞) and the absolutely continuous spectrum is essentially supported
on [0,∞).
Theorem 7.2 ([7, page 7]). Let the string (∞, ω, v) satisfy the condition∫ ∞
0
x|w(x)− w0 − ηx
1 + 2αx
|2dx <∞,
∫
[0,∞)
xdv(x) <∞,
for some real constant w0 and some positive constant η. Then the essential spectrum of the string
coincides with the interval
[
α2
η ,∞
)
and the absolutely continuous spectrum is essentially supported
on
[
α2
η ,∞
)
.
Tha main aim of the thesis is to ﬁnd the analogues of Theorem 7.1 and Theorem 7.2 for
Examples B and D.
Theorem 7.3. Let L be inﬁnite, and ω and v satisfy the following conditions∫ ∞
0
|w(x)− w0|2dx <∞,
∫
[0,∞)
dvs +
∫ ∞
0
(η −
√
v′ac)
2dx <∞,
for some real constant w0 and some positive constant η. Then the essential spectrum of the string
coincides with R and the absolutely continuous spectrum is essentially supported on R.
Theorem 7.4. Let L be inﬁnite, and ω and v satisfy the conditions∫ ∞
0
x|w(x)− w0|2dx <∞,
∫
[0,∞)
x
∣∣∣∣√v′ac(x)− η1 + 2αx
∣∣∣∣2 dx <∞, ∫
[0,∞)
xdvs <∞,
for some real constant w0 and some positive constant η. Then the essential spectrum of the string
coincides with
(
−∞,−αη
]
∪
[
α
η ,∞
)
and the absolutely continuous spectrum is essentially supported
on
(
−∞,−αη
]
∪
[
α
η ,∞
)
.
Remark 7.5. About the singular continuous spectrum we can only say that it is included in I,
because it is included in the essential spectrum, and the pure point spectrum can not have accumu-
lation points outside of I.
In this thesis we prove Theorems 7.3 and 7.4. We follow the approach developed in [7]. Let
us also mention that the results of the thesis are based on the recent preprint [6]. Theorems 7.3
and 7.4 are dealt with in separate sections, due to the variation in details.
8. Proof of Theorem 7.3
Let us ﬁrst consider the case where in addition to the assumptions of the theorem, there exists
R > 0 such that w(x) = 0 for x ≥ R and that v coincides with the Lebesgue measure on [R,∞).
In this case, for every z ∈ C+ there exists a solution ψ(z, ·) of equation (1.2) which equates to
ψ(z, x) = eizx
for all x ≥ R. This function clearly has a square integrable derivative, and it lies in L2([0,∞) , v),
because Imz > 0 and v coincides with the Lebsgue measure on [R,∞). With it, we deﬁne
(8.1) a(z) =
izψ(z, 0) + ψ′(z, 0−)
2iz
, z ∈ C+.
Expressed with the fundamental system given with (3.6), we have ψ(z, x) = ψ(z, 0)θ(z, x) +
ψ′(z, 0−)φ(z, x). Its quasi derivative is also of the form ψ[1](z, x) = ψ(z, 0)θ[1](z, x)+ψ′(z, 0−)φ[1](z, x).
Evaluating both at x = R we get
ψ(z,R) = eizR = ψ(z, 0)θ(z,R) + ψ′(z, 0−)φ(z,R),
ψ[1](z,R) = izeizR = ψ(z, 0)θ[1](z,R) + ψ′(z, 0−)φ[1](z,R).
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We can solve this system for ψ(z, 0) and ψ′(z, 0−) to obtain
ψ(z, 0) = eizR(φ[1](z,R)− izφ(z,R)), ψ′(z, 0−) = eizR(izθ(z,R)− θ[1](z,R)),
where we used that θ(z,R)φ[1](z,R) − θ[1](z,R)φ(z,R) = θ(z,R)φ′(z,R) − θ′(z,R)φ(z,R) = 1,
since the term with w cancels out and of the use of Lemma 3.11. After plugging this into the
deﬁnition of a, we get for z ∈ C+ that
(8.2) 2e−izRa(z) = θ(z,R) +
i
z
θ[1](z,R)− izφ(z,R) + φ[1](z,R).
Because θ[1](0, R) = 0, the right-hand side of the above formula is an entire function, and
therefore a has analytic continuation to the whole complex plane.
Similarly as we deﬁned a, we now set for z ∈ C+
b(z) =
izψ(z, 0)− ψ′(z, 0−)
2iz
.
Plugging in the formulas for f(z, 0) and ψ′(z, 0−) we get that also b has analytic continuation and
it holds
2e−iRzb(z) = θ(z,R) +
i
z
θ[1](z,R) + izφ(z,R)− φ[1](z,R).
Since for real z also θ(z,R), φ(z,R) and its quasi-derivatives are real, we can compute that
|a(z)|2 − |b(z)|2 = Re(a(z)− b(z))(a(z) + b(z))
= Re(izφ(z,R)− φ[1](z,R))(θ(z,R) + iz−1θ[1](z,R))
= Re(izφ(z,R)− φ[1](z,R))(θ(z,R)− i
z
θ[1](z,R))
= θ(z,R)φ[1](z,R)− θ[1](z,R)φ(z,R) = 1,
for z ∈ R.
From the deﬁnitions of a and b, we see that for z ∈ C+ we can express
a(z) + b(z) =
2izψ(z, 0)
2iz
= ψ(z, 0), and a(z)− b(z) = 2ψ
′(z, 0−)
2iz
=
ψ′(z, 0−)
iz
.
Therefore we have
m(z) =
ψ′(z, 0−)
zψ(z, 0)
=
iz(a(z)− b(z))
z(a(z) + b(z))
= i
a(z)− b(z)
a(z) + b(z)
, z ∈ C+.
Suppose that for some real z 6= 0, there was a(z) + b(z) = 2(θ(z,R) + iz θ[1](z,R)) = 0. Then it
would hold θ(z,R) = θ[1](z,R) = θ′(z,R) = 0 and therefore the Wronski determinant W(θ, φ) =
θ(z,R)φ′(z,R)−θ′(z,R)φ(z,R) would be zero, which would be a contradiction. For z = 0 we have
θ(0, R) = 1 and lim
z→0
1
z θ
[1](z,R) = θ˙[1](0, R) = 0 by Lemma 3.14. Since a and b are entire functions,
ia−ba+b is analytic in C+ and has no poles on R, we conclude that m has continuous continuation
on C+, and hence by Lemma 5.8 the spectrum of the string is purely absolutely continuous and
equals the whole real line.
Now we compute the spectral measure
ρ(x) =
1
pi
lim
y↓0
Imm(x+ iy) =
1
pi
Imi
a(x)− b(x)
a(x) + b(x)
=
1
pi
Re
(a(x)− b(x))(a¯(x) + b¯(x))
|a(x) + b(x)|2
=
1
pi
|a|2 − |b|2
|a(x) + b(x)|2 =
1
pi
1
|a(x) + b(x)|2 .
Later, we approximate our string with strings satisfying all the assumptions from the beginning
of this section. But just the fact that the spectra of strings from the approximation equal R and
are absolutely continuous does not imply that the same holds true for the limit string. In fact, its
spectrum can be totally arbitrary. Therefore, we need to derive some quantities which behave well
when passing to the limit and which provide information on the spectrum of the string.
First, we connect values of a in the upper complex half-plane with its values on the real line,
using the Nevanlinna factorisation.
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Proposition 8.1. The function a admits Nevanlinna factorisation of the form
a(z) = C exp
(
−iβz + 1
pii
∫
R
(
1
t− z −
t
1 + t2
)
log |a(t)|dt
)
, z ∈ C+,
where β ∈ R and |C| = 1 and the integral ∫
R
log |a(t)|
1 + t2
dt
converges.
Proof. Let us show that a has no zeros in the upper half-plane. Suppose ζ ∈ C+ was a zero of a.
Then by its deﬁnition we would have ψ′(ζ, 0−) = −iζψ(ζ, 0) which would imply
m(ζ) =
ψ′(ζ, 0−)
ζψ(ζ, 0)
= −i,
which would contradict the fact that m maps the upper half-plane into itself. That a is of bounded
type in the upper half-plane follows from equation (8.2) and Lemma 4.10. We can now apply the
ﬁrst point in Theorem 4.11, because a has analytic continuation to the whole complex plane, which
proves the assertion. Theorem 4.11 also gives us that the integral∫
R
log |a(t)|
1 + t2
dt
is ﬁnite. 
The factorisation allows us to connect the boundary values of a with the coeﬃcients ω and v,
since they appear in the derivatives of the fundamental system at zero. Deriving both expressions
of a, we derive the following formula, which is called the trace formula.
Corollary 8.2. The following identity holds true
2
pi
∫
R
log |a(t)|
t2
dt = −2β +
∫ ∞
0
|w(x)|2dx+
∫
[0,∞)
d(v − x).
Proof. Remember, that for every z ∈ C we have
2e−izRa(z) = θ(z,R) +
i
z
θ[1](z,R)− izφ(z,R) + φ[1](z,R).
Evaluating it at z = 0 we get
2a(0) = θ(0, R) + iθ˙[1](0, R) + φ[1](0, R) = 2
which gives a(0) = 1. We continue with diﬀerentiating the above equation
−2iRe−izRa(z) + 2e−izRa˙(z) = θ˙(z,R) + i
(
θ[1](z,R)
z
)(1)
− iφ(z,R)− izφ˙(z,R) + φ˙[1](z,R)
and evaluating it at zero
−2iR+ 2a˙(0) = θ˙(0, R) + i
2
θ¨[1](0, R)− iφ(0, R) + φ˙[1](0, R) = −i
∫ R
0
w(t)2dt− i
∫
[0,R)
dv − iR.
Therefore we have
a˙(0) = − i
2
(∫ R
0
w(t)2dt+
∫
[0,R)
d(v − x)
)
.
In particular, this gives the Taylor expansion near zero
a(z) = 1− z i
2
(∫ R
0
w(t)2dt+
∫
[0,R)
d(v − x)
)
+O(z2),
and therefore on the real axis we have
log |a(t)| = 1
2
log(1 + c2t2 +O(t2)) = O(t2),
because the limit
lim
t→0
log(1 + c2t2 +O(t2))
t2
= lim
x→0
2ct+O(t)
1+c2t2+O(t2)
2t
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exists. This implies that the function
t 7→ log |a(t)|
t2
, t ∈ R
is continuous and from the above proposition we have
(8.3)
∫
R
log |a(t)|
t2
dt <∞.
Because all functions in the right hand side of (8.2) are of bounded type by Lemma 4.10, so is
the function a, and hence by using the factorisation from the above proposition we have
d
dz
log a(z) =
a˙(z)
a(z)
= −iβ + 1
pii
∫
R
log |a(t)|
(t− z)2 dt, z ∈ C+.
For y > 0 we get
a˙(iy)
a(iy)
= −iβ + 1
pii
∫
R
log |a(t)|
(t− iy)2 dt
and taking limits when y tends to 0, by using the dominant convergence theorem and the esti-
mate (8.3) we get that
a˙(0) = −iβ + 1
pii
∫
R
log |a(t)|
t2
dt.
Combining both calculations of a˙(0) proves the assertion. 
Next, we also need to connect the constant β with the coeﬃcients of the string. This is done in
two steps. In the ﬁrst one we show how can we obtain it from the values of the function a.
Lemma 8.3. The constant β can be calculated from a in the following way
β = lim
y→∞
1
y
log |a(iy)|.
Proof. From the Nevanlinna factorisation we get
log |a(iy)| = Re
(
−iβiy + 1
ipi
∫
R
(
1
t− z −
t
1 + t2
)
log |a(t)|dt
)
= βy +
y
pi
∫
R
log |a(t)|
t2 + y2
dt.
Computing the limit
lim
y→∞
1
pi
∫
R
log |a(t)|
t2 + y2
dt = 0,
by using the dominant convergence theorem, which applies because of estimate (8.3), we see that
indeed
1
y
(
βy +
y
pi
∫
R
log |a(t)|
t2 + y2
dt
)
−→ β,
as y →∞. 
Since the integral part in the Nevanlinna factorisation of a converges to zero, the constant
β contains the information on the growth of a when Imz goes to inﬁnity. Understanding the
equation from Example B gives the expectation that the constant β is connected with the absolutely
continuous part of the measure v.
Let us now calculate the limit from the above lemma, using the expression (8.2). For the
computation, we need to know the asymptotic values of the functions from the fundamental system
of solutions, for which we require some additional, technical assumptions.
Lemma 8.4. If there exists ε > 0, such that the measure dv coincides with c2dx for some constant
c > 0 and if w ≡ 0 on the interval [R− ε,R] , then for imaginary z
φ[1](z,R)
zφ(z,R)
= −ci+O(|z|e−2εImz) and θ
[1](z,R)
zθ(z,R)
= −ci+O(|z|e−2εImz).
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Proof. Let z be purely imaginary. Because θ and φ are solutions of (1.2), they also solve the
ordinary diﬀerential equation
−f ′′(x) = (cz)2f(x)
for x ∈ (R − ε,R), since the coeﬃcients are smooth there. Since w(x) = 0 for x ∈ (R − ε,R), we
have θ[1](z, x) = θ′(z, x) and hence
θ(z, x) = θ(z,R− ε) cos(cz(x−R+ ε)) + θ[1](z,R− ε) sin(cz(x−R+ ε))
cz
,
θ[1](z, x) = −czθ(z,R− ε) sin(cz(x−R+ ε)) + θ[1](cz,R− ε) cos(z(x−R+ ε)).
Because θ and θ[1] are continuous, this implies that
θ[1](z,R)
zθ(z,R)
=
−czθ(z,R− ε) sin(czε) + θ[1](z,R− ε) cos(czε)
zθ(z,R− ε) cos(czε) + c−1θ[1](z,R− ε) sin(czε) .
Dividing the numerator and the denominator by −zθ(z,R− ε) cos(czε), and denoting
mε(z) = −θ
[1](z,R− ε)
zθ(z,R− ε)
we get
θ[1](z,R)
zθ(z,R)
=
c tan(czε) +mε(z)
−1 + c−1mε(z) tan(czε) .
Expressing the tangens function with exponents we get
tan(czε) =
eiczε − e−iczε
i(eiczε + e−iczε)
=
i− ie2iczε
1 + e2iczε
= i− 2e
2iczε
1 + e2iczε
= i+O(e−2cεImz).
Therefore
θ[1](z,R)
zθ(z,R)
=
ci+O(e−2cεImz) +mε(z)
−1 + c−1mε(z)(i+O(e−2cεImz)) .
Furthemore, since mε is Herglotz-Nevanlinna function, it admits |mε(z)| ≤ C|z| for imaginary z,
as established in Lemma 5.9, and we therefore get
θ[1](z,R)
zθ(z,R)
= −ic+ O(e
−2cεImz) +O(|z|e−2cεImz)
−1 + c−1mε(z)i+O(|z|e−2cεImz))
= −ic+ O(|z|e
−2cεImz)
−1 + c−1mε(z)i+O(|z|e−2cεImz))
= −ic+O(|z|e−2cεImz).
Using similar arguments we can also see that
φ[1](z,R)
zφ(z,R)
= −ic+O(|z|e−2cεImz).

In our case, the constant c from the above lemma can be taken as one, but we need the result
to maintain generality, since we also use it in the proof of Theorem 7.4.
Connecting the above results, we can get the required expression for β.
Proposition 8.5. Suppose in addition that there exists ε > 0 such that w(x) = 0 for x ∈ [R− ε,∞)
and v coincides with the Lebesgue measure on [R− ε,∞). Then
β =
∫ R
0
√
v′ac(t)dt−R.
Proof. Let us now denote E(z) = 2eiRza(z) which also equals
E(z) = θ(z,R) +
i
z
θ[1](z,R)− izφ(z,R) + φ[1](z,R).
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If we divide it by θ(z,R), we get
E(z)
θ(z,R)
= 1 + i
θ[1](z,R)
zθ(z,R)
− izφ(z,R)
θ(z,R)
+
φ[1](z,R)
θ(z,R)
= 1 + i
θ[1](z,R)
zθ(z,R)
+
zφ(z,R)
θ(z,R)
(
−i+ φ
[1](z,R)
zφ(z,R)
)
.
Because also zφ(z,R)θ(z,R) is Herglotz-Nevanlinna, by using Lemma 5.9 and the above lemma we can
estimate ∣∣∣∣ E(z)θ(z,R)
∣∣∣∣ = ∣∣∣∣2 +O(|z|e−2εImz)− (2i+O(|z|e−2εImz))zφ(z,R)θ(z,R)
∣∣∣∣
≤ 2 +O(|z|e−2εImz) + C|z|(2 +O(|z|e−2εImz)) ≤ D|z|,
for imaginary z with a large enough imaginary part. Similarly, we estimate∣∣∣∣ E(z)θ(z,R)
∣∣∣∣ ≥ Re( E(z)θ(z,R)
)
= 2 +O(|z|e−2εImz) + 2Im
(
zφ(z,R)
θ(z,R)
)
+O(|z|2e−2εImz) ≥ 1,
for imaginary z with a large enough imaginary part, because Im
(
zφ(z,R)
θ(z,R)
)
> 0 for Imz > 0.
Therefore,
log |θ(z,R)| ≤ log |E(z)| ≤ log(D|z|) + log |θ(z,R)|.
It follows that
lim sup
y→∞
1
y
log |E(iy)| = lim sup
y→∞
1
y
log |θ(iy, R)| =
∫ R
0
√
v′ac(t)dt.
On the other hand
lim sup
y→∞
1
y
log |E(iy)| = R+ lim sup
y→∞
1
y
log |a(iy)| = R+ β.

Using this, together with the trace formula, we derive the following inequality, which is the key
to proving Theorem 7.3.
Corollary 8.6. The quantities corresponding to the string satisfy the equality
(8.4)
2
pi
∫
R
log |a(t)|
t2
dt =
∫ ∞
0
|w(x)|2dx+
∫
[0,R)
dvs +
∫ R
0
(1−
√
v′ac)
2dx.
Proof. By Corollary 8.2 we have
2
pi
∫
R
log |a(t)|
t2
dt = −2β +
∫ ∞
0
|w(x)|2dx+
∫
[0,∞)
d(v − x)
and taking into account the above proposition
2
pi
∫
R
log |a(t)|
t2
dt = 2R− 2
∫ R
0
√
v′ac(t)dt+
∫ ∞
0
|w(x)|2dx+
∫
[0,∞)
d(v − x).
Spliting the measure v into its singular and absolutely continuous part vs + vac, we compute
2R− 2
∫ R
0
√
v′ac(t)dt+
∫
[0,∞)
d(v − x) = 2R− 2
∫ R
0
√
v′ac(t)dt+
∫
[0,R)
d(v − x)
=
∫
[0,R)
dvs +
∫
[0,R)
d(vac + x)− 2
∫ R
0
√
v′ac(t)dt
=
∫
[0,R)
dvs +
∫ R
0
v′ac + 1− 2
√
v′acdx
=
∫
[0,R)
dvs +
∫ R
0
(1−
√
v′ac)
2dx.
Adding the term
∫∞
0
|w(x)|2dx to both sides, we get the desired equality. 
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Furthermore, we only need to transform the estimate in terms of the spectral measure. On the
one hand, we use the connection between functions m, a and b, and on the other, the connection
between m and ρ.
Corollary 8.7. For every compact set Ω ⊂ R\ {0} it holds
1
pi
∫
Ω
log(CΩt
2ρ(t))
1
t2
dt ≥ −
∫ ∞
0
|w(x)|2dx−
∫
[0,R)
dvs −
∫ R
0
(1−
√
v′ac)
2dx,
where Cω = 4pimax
{
t−2|t ∈ Ω}.
Proof. First, we need to connect the spectral function ρ with function a. Since a is entire, for real
t we have
1
|a(t)|2 =
4
|a(t)+b(t)|2
|2a(t)|2
|a(t)+b(t)|2
=
4piρ(t)∣∣∣1 + a(t)−b(t)a(t)+b(t) ∣∣∣2 =
4piρ(t)∣∣∣i+ ia(t)−b(t)a(t)+b(t) ∣∣∣2 =
4piρ(t)
|i+m(t+ i0)|2
which together with the estimate of the denominator |i+m(t+i0)| ≥ Im(i+m(t+i0)) = 1+ρ(t) ≥ 1
gives 1|a(t)|2 ≤ 4piρ(t). Setting CΩ = 4pimax
{
t−2|t ∈ Ω}, we end up with
1
|a(t)|2 ≤ CΩt
2ρ(t), or equivalently − 2 log |a(t)| ≤ log(CΩt2ρ(t)).
Integrating the inequality over Ω with respect to dtt2 and dividing by pi gives
1
pi
∫
Ω
log(CΩt
2ρ(t))
1
t2
dt ≥ − 2
pi
∫
Ω
log |a(t)| 1
t2
dt,
and applying (8.4) proves the assertion because on the real line we have |a(t)|2 ≥ 1, and henceforth
log |a(t)| ≥ 0. 
We are now ready to prove Theorem 7.3. Let us state it again for convenience.
Theorem. Let the string S = (∞, ω, v) satisfy the condition∫ ∞
0
|w(x)− w0|2dx <∞,
∫
[0,∞)
dvs +
∫ ∞
0
(η −
√
v′ac)
2dx <∞,
for some real constant w0 and some positive constant η. Then the essential spectrum of the string
coincides with R and the absolutely continuous spectrum is essentially supported on R.
Proof. Let us ﬁrst consider the case, when w0 = 0 and η = 1, that is∫ ∞
0
|w(x)|2dx <∞,
∫
[0,∞)
dvs +
∫ ∞
0
(1−
√
v′ac)
2dx <∞.
Next, we construct a sequence of strings (Ln, ωn, vn), all of them also satisfying the assumptions
at the beginning of this chapter and which converges to the string S in the sense of Theorem 4.18.
For every n ∈ N, let Ln =∞ and Rn > n+ 1 such that∫ ∞
Rn−1
|w(x)|2dx < 1
n
, and
∫
[Rn−1,∞)
dvs +
∫ ∞
Rn−1
(1−
√
v′ac)
2dx <
1
n
.
We set ωn = ωχ[0,Rn−1), which means that its anti-derivatives satisfy wn = wnχ[0,Rn−1), and the
measure vn is deﬁned as v on [0, Rn − 1) and as the Lebesgue measure on [Rn − 1,∞). Concretely
dvn = χ[0,Rn−1)dv + χ[Rn−1,∞)dx. By construction we have∫ ∞
0
|wn(x)− w(x)|2dx =
∫ ∞
Rn−1
|w(x)|2 < 1
n
.
Moreover, by the monotone convergence theorem, for every x ∈ (0,∞]
lim
n→∞
∫ x
0
|wn(t)|2dt =
∫ x
0
|w(t)|2dt,
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and
lim
n→∞
∫
[0,∞)
dvns +
∫ ∞
0
(√
v′n,ac(x)− 1
)2
dx = lim
n→∞
∫
[0,Rn−1)
dvs +
∫ Rn−1
0
(√
v′ac(x)− 1
)2
dx
=
∫
[0,∞)
dvs +
∫ ∞
0
(
√
v′ac(x)− 1)2dx.
Let us now show, that the assumptions of Theorem 4.18 are satisﬁed. First, we require that,
for every subsequence nk, the supremum
sup
{
x ≥ 0| lim sup
k→∞
ζnk(x) <∞
}
=∞.
Pick x ≥ 0. We have ζnk(x) = x +
∫ x
0
w2nk(t)dt +
∫
[0,x)
dvnk −→ x +
∫ x
0
w2(t)dt +
∫
[0,x)
dv < ∞,
as k →∞ which gives that the above supremum is indeed inﬁnite. Second, let R <∞ and n ∈ N
such that Rn > R+ 1. Then we have∣∣∣∣∫ x
0
w(t)dt−
∫ x
0
wn(t)dt
∣∣∣∣ = ∣∣∣∣∫ x
0
w(t)dt−
∫ x
0
w(t)χ(0,Rn−1)(t)dt
∣∣∣∣ = 0.
This implies, that the functions
∫ x
0
wn(t)dt converge locally uniformly to
∫ x
0
w(t)dt. Finally, we
also have∣∣∣∣∫ x
0
ζ(t)dt−
∫ x
0
ζn(t)dt
∣∣∣∣ ≤ ∫ x
0
|ζ(t)−ζn(t)|dt =
∫ x
0
(∫ t
0
(w(s)2 − wn(s)2)ds+
∫
[0,t)
d(v − vn)
)
dt = 0,
which asserts that
∫ x
0
ζn(t)dt −→
∫ x
0
ζ(t)dt locally uniformly. Therefore, Theorem 4.18 gives that
the Weyl-Titchmarsh functionsmn converge locally uniformly tom. Consequently, by Lemma 5.10,
we ﬁnd that the spectral measures satisfy
lim
n→∞
∫
R
fdµn =
∫
R
fdµ,
for every continuous, compactly supported function f .
Let us now pick a compact set Ω ⊂ R\ {0} of positive Lebesgue measure. By Lemma 5.11
µ(Ω) ≥ lim sup
n→∞
µn(Ω).
As established earlier in this chapter, all measures µn are absolutely continuous with respect to
the Lebesgue measure, with dµn(t) = ρn(t)dt and therefore
µ(Ω) ≥ lim sup
n→∞
∫
Ω
ρn(t)dt.
Because |Ω| > 0, we can introduce a probability measure on Ω given by dν = 1K dtt2 , where the
constant K =
∫
Ω
dt
t2 > 0. We continue the inequality with the application of Jensen's inequality
and get
lim sup
n→∞
∫
Ω
ρn(t)dt = lim sup
n→∞
K
CΩ
∫
Ω
CΩρn(t)t
2 dt
Kt2
≥ lim sup
n→∞
K
CΩ
exp
(∫
Ω
log
(
CΩρn(t)t
2
) dt
Kt2
)
.
Finally, we use Corollary 8.7 and get that
µ(Ω) ≥ lim sup
n→∞
K
CΩ
exp
(
− pi
K
(∫ ∞
0
|wn(x)|2dx+
∫
[0,∞)
dvns +
∫ ∞
0
(
√
v′n,ac(x)− 1)2dx
))
=
K
CΩ
exp
(
− pi
K
(∫ ∞
0
|w(x)|2dx+
∫
[0,∞)
dvs +
∫ ∞
0
(
√
v′ac(x)− 1)2dx
))
,
which is indeed positive. Let now A ⊂ R be arbitrary set with positive Lebesgue measure. Then
also A\ {0} has positive Lebesgue measure, and therefore by inner regularity, we can ﬁnd a compact
set Ω ⊂ A\ {0} with positive Lebesgue measure, and by the case already proven µ(A) ≥ µ(Ω) > 0.
Therefore dt  dµ which means that the absolutely continuous part of µ is essentially supported
on R. Therefore, the essential spectrum also coincides with R.
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Let now w0 and η be arbitrary. Since∫ ∞
0
|w(x)− w0|2dx+
∫
[0,∞)
dvs +
∫ ∞
0
(
√
v′ac(x)− η)2dx <∞,
so is ∫ ∞
0
∣∣∣∣w(x)− w0η
∣∣∣∣2 dx+ ∫
[0,∞)
d
vs
η2
+
∫ ∞
0
(√
v′ac(x)
η2
− 1
)2
dx <∞.
Therefore we deﬁne the string S˜ = (∞, ω˜, v˜) as v˜ = vη2 and the antiderivative of ω˜ is given with
w˜(x) = w(x)−w0η . By the case already proven, the absolutely continuous part of spectrum of S˜ is
essentially supported on R and the essential spectrum coincides with R. Let us now connect the
spectrum of S with the spectrum of S˜. Let ψ˜(z, x) be a solution of (1.2) lying in H˙1 [0,∞) and
L2([0, L) , v˜). clearly, it also lies in L2([0,∞) , v) and by deﬁnition, for every h ∈ H1c ([0,∞)) it
satisﬁes
ψ˜′(z, 0−)h(0) +
∫ ∞
0
ψ˜′(z, x)h′(x)dx = −z
∫ ∞
0
w˜(x)(ψ˜h)′(x)dx+ z2
∫
[0,L)
ψ˜hdv˜,
which gives
ψ˜′(z, 0−)h(0)+
∫ ∞
0
ψ˜′(z, x)h′(x)dx = −z
η
∫ ∞
0
w(x)(ψ˜h)′(x)dx−z
η
w0ψ˜(z, 0)h(0)+
(
z
η
)2 ∫
[0,∞)
ψ˜hdv.
We conclude, that ψ˜(z, ·) is a solution of
−f ′′ = z
η
ωf +
z2
η2
vf,
with its corresponding constant ψ˜′(z, 0−) + zηw0ψ˜(z, 0) and hence its Weyl-Titchmarsh function
can be calculated as
m
(
z
η
)
=
ψ˜′(z, 0−) + zηw0ψ˜(z, 0)
z
η ψ˜(z, 0)
= ηm˜(z) + w0,
or equivalently
m(z) = ηm˜(ηz) + w0.
Therefore, the imaginary parts are connected by Imm(z) = ηImm˜(z). Since L = ∞, both µ({0})
and µ˜({0}) are zero, and for x 6= 0, we have
µ({x}) = lim
y↓0
yImm(x+ iy) = lim
y↓0
yηm˜(ηx+ iηy) = lim
t↓0
tm˜(ηx+ it) = µ˜({ηx}).
Similarly, by the Stieltjes inversion formula
µ((a, b)) +
µ({a}) + µ({b})
2
= lim
y↓0
∫ b
a
Imm(x+ iy)dx = lim
y↓0
∫ b
a
ηImm˜(ηx+ iηy)dx
= lim
y↓0
∫ ηb
ηa
Imm˜(t+ iηy)dt = µ˜((ηa, ηb)) +
µ˜({ηa}) + µ˜({ηb})
2
.
We conclude, that µ(E) = µ˜(ηE) for every Borel set E. Therefore, if we take a compact set Ω
with positive Lebesgue measure, we have that µ(Ω) = µ˜(ηΩ) which has already proved positive in
a previous case. This proves that the absolutely continuous part of spectrum of S is essentially
supported on R and also that the essential spectrum equals R. 
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Remark 8.8. Note that the condition
∫∞
0
d|v − x| < ∞ is stronger than ∫
[0,∞) dvs +
∫∞
0
(1 −√
v′ac)
2dx <∞, because∫
[0,∞)
dvs +
∫ R
0
(1−
√
v′ac)
2dx ≤
∫
[0,∞)
dvs +
∫ ∞
0
|1−
√
v′ac| · |1 +
√
v′ac|dx
=
∫
[0,∞)
dvs +
∫
[0,R)
|1− v′ac|dx
=
∫
[0,∞)
dvs +
∫
[0,R)
d|vac − x|
=
∫
[0,∞)
d|v − x|,
where we used the triangle inequality |1−√v′ac| ≤ |1 +√v′ac|, which holds due to the positivity of
terms.
9. Proof of Theorem 7.4
Let us ﬁrst consider the case when α = 1, η = 1 and w0 = 0. This means that∫ ∞
0
|w(x)|2xdx <∞, and
∫
[0,∞)
xd|v − x
1 + 2x
| <∞.
Furthermore, let us assume that there exists R > 0 so that on [R,∞) the anti-derivative w ≡ 0
and the measure v coincides with 11+2xdx, which we denote with v1. On [0, R] let w be piecewise
constant with ﬁnitely many jumps, and let v be piecewise linear with ﬁnitely many discontinuities
and ﬁnitely many points where its derivative is not continuous.
Next, we deﬁne
k(z) = +
√
z − 1 −√z + 1, z ∈ C\ (−∞,−1] ∪ [1,∞) ,
where ±
√· is the root with the plane slit along the positive or negative part of the real axis. Let us
denote R1 = (−∞,−1] ∪ [1,∞) and C1 = C\R1. We extend the deﬁnition of k to the whole real
line with the upper limit k(x) = k(x+ i0). Concretely, we have
k(x) =

−√x2 − 1, x ≤ −1,
i
√
1− x2, x ∈ (−1, 1),√
x2 − 1, x ≥ 1.
To see that k takes values in C+, we introduce the map
ζ−1(z) = z + k(z), z ∈ C1,
as well as
ζ(z) =
1
2
(
z +
1
z
)
, z ∈ C+.
Let us show that the maps are inverses to onef another, which also justiﬁes the notation. We start
with computing
k(ζ(z))2 = ζ(z)1 − 1 = 1
4
(
z2 + 2 +
1
z2
)
− 1 = 1
4
(
z2 − 2 + 1
z2
)
=
(
1
2
(
z − 1
z
))2
.
Since for |x| ≥ 1 the solutions ζ(z) = x are z1,2 = x ±
√
x2 − 1, which are real, the map k ◦ ζ is
analytic on C+, because ζ is analytic on C+ and take values in C1, where k is analytic. Next, for
y = 10, we have ζ(iy) = 5i − 120 i and therefore the argument of +
√
ζ(iy)− 1 is near pi4 and the
argument of −
√
ζ(iy) + 1 is also near pi4 , hence the argument of k(ζ(iy)) is near
pi
2 and therefore
its imaginary part is positive. From the above equailty we conclude, that k(ζ(iy)) = + i2
(
5− 120
)
.
Because also 12
(
z − 1z
)
is analytic in C+, we conclude by using the continuity of k ◦ ζ and the
identity principle that
k(ζ(z)) =
1
2
(
z − 1
z
)
, z ∈ C+.
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It follows, that for all z ∈ C+ we have
ζ−1(ζ(z)) = ζ(z) + k(ζ(z)) =
1
2
(
z +
1
z
)
+
1
2
(
z − 1
z
)
= z.
Additionally, for z ∈ C1
ζ(ζ−1(z)) =
1
2
(
z + k(z) +
1
z + k(z)
)
=
1
2
(
z2 + k(z)2 + 2zk(z) + 1
z + k(z)
)
=
1
2
(
2z2 + 2zk(z)
z + k(z)
)
= z,
because z + k(z) 6= 0 for every z ∈ C+. Since the imaginary part Imk(ζ(z)) = Im 12
(
z − 1z
)
=
Imz
2 +
Imz
2|z|2 is positive for all z ∈ C+ and since ζ is surjective onto C1, it follows that for every
z ∈ C1 the imaginary part of k(z) is positive. Henceforth, the solution ψ(z, x) to equation (1.2),
which equals (1 + 2x)
1
2 +
ik(z)
2 for x ≥ R, lies in H˙1[0, L) and L2([0,∞) , v), since∫
[0,∞)
|ψ|2dv = M +
∫
[R,∞)
|(1 + 2x) 1+ik(z)2 |2 1
(1 + 2x)2
dx = M +
∫ ∞
R
(1 + 2x)−1−Imk(z)dx <∞.
Therefore, the Weyl-Titchmarsh function can be calculated as
m(z) =
ψ′(z, 0−)
zψ(z, 0)
, z ∈ C1\ {0} .
Again we deﬁne the function
a(z) =
ψ′(z, 0−) + (ik(z)− 1)ψ(z, 0)
2ik(z)
, z ∈ C1.
Let us stress out that at z = 0, the solution ψ is constant and equals 1 which implies that ψ(0, 0) = 1
and ψ′(0, 0−)0. This gives a(0) = 1.
Next, we express the Weyl solutions in terms of a fundamental system ψ(z, x) = ψ(z, 0)θ(z, x)+
ψ′(z, 0−)φ(z, x). Evaluating ψ and ψ[1] at x = R we get
(1 + 2R)
1+ik(z)
2 = ψ(z, 0)θ(z,R) + ψ′(z, 0−)φ(z,R), and
(1 + ik(z))(1 + 2R)
ik(z)−1
2 = ψ(z, 0)θ[1](z,R) + ψ′(z, 0−)φ[1](z,R),
which furthemore gives
ψ(z, 0) = (1 + 2R)
ik(z)+1
2 φ[1](z,R)− (1 + ik(z))(1 + 2R) ik(z)−12 φ(z,R)
ψ′(z, 0−) = (1 + ik(z))(1 + 2R) ik(z)−12 θ(z,R)− (1 + 2R) ik(z)+12 θ[1](z,R).
(9.1)
When we plug it into the deﬁnition of a, we get
a(z) =
(1 + ik(z))(1 + 2R)
ik(z)−1
2 θ(z,R)− (1 + 2R) ik(z)+12 θ[1](z,R)
2ik(z)
+
(ik(z)− 1)((1 + 2R) ik(z)+12 φ[1](z,R)− (1 + ik(z))(1 + 2R) ik(z)−12 φ(z,R))
2ik(z)
,
which after multiplying with 2ik(z)(1 + 2R)−
ik(z)+1
2 gives
(9.2)
2ik(z)(1 + 2R)−
ik(z)+1
2 a(z) =
1 + ik(z)
1 + 2R
θ(z,R)− θ[1](z,R) + z
2
1 + 2R
φ(z,R) + (ik(z)− 1)φ[1](z,R).
Since the functions k and (1 + 2R)−
ik(z)+1
2 are analytic and non-zero in C1, we conclude that a is
analytic in C1. Also, we set a(x) = a(x+ i0) for |x| > 1.
We also deﬁne
b(z) =
(1 + ik(z))ψ(z, 0)− ψ′(z, 0−)
2ik
, z ∈ C1,
which can be expressed with functions from the fundamental system as
2ik(z)(1+2R)−
1+ik(z)
2 b(z) = −θ(z,R) ik(z) + 1
1 + 2R
+θ[1](z,R)−φ(z,R) (1 + ik(z))
2
1 + 2R
+φ[1](z,R)(1+ik(z)),
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which asserts, that b is analytic in C1. Also we extend its deﬁnition to |x| > 1 with b(x) = b(x+i0).
Taking into account the deﬁnitions of a and b, we get that for z ∈ C1
a(z) + b(z) = ψ(z, 0) and a(z)− b(z) = ψ
′(z, 0−)− ψ(z, 0)
ik(z)
,
and hence
a(z)− b(z)
a(z) + b(z)
=
zm(z)
ik(z)
− 1
k(z)
,
from where we express
m(z) =
ik(z)
z
a(z)− b(z)
a(z) + b(z)
+
1
z
.
Therefore, m is a meromorphic function in C1, which already asserts that the spectrum on the
interval (−1, 1) consists only of isolated points, which are poles of m, and it is purely discrete.
Suppose that for some |x| > 1 we had a(x) + b(x) = 0, which would imply
0 = a(x+i0)+b(x+i0) = ψ(x+i0, 0) = (1+2R)
ik(x)+1
2 φ[1](x,R)−(1+ik(x))(1+2R) ik(x)−12 φ(x,R) = 0,
and hence if we multiply with (1 + 2R)−
ik(x)+1
2
φ[1](x,R)− 1 + ik(x)
1 + 2R
φ(x,R) = 0.
But since for real x with |x| > 1 also k(x), φ and φ[1] are real, this would imply φ(x,R) = 0, which
can-not occur, due to (3.5). Henceforth, m has a continuous continuation on [c, d]× [0, ε] for every
positive ε and every compact interval [c, d] in [−1, 1]c, because the functions k, a and b have it.
This asserts that the spectrum of the string on [−1, 1]c is purely absolutely continuous. Let us also
compute the spectral function. So let x ∈ [−1, 1]c and start with
ρ(x) =
1
pi
Im
(
ik(x)
x
a(x)− b(x)
a(x) + b(x)
+
1
x
)
=
1
pi
k(x)
x
Re
(
a(x)− b(x)
a(x) + b(x)
)
=
1
pi
k(x)
x
Re
(
(a(x)− b(x))(a(x)− b(x))
|a(x) + b(x)|2
)
=
1
pi
k(x)
x
|a(x)|2 − |b(x)|2
|a(x) + b(x)|2 .
Using that k(x), θ(x,R), φ(z,R), θ[1](x,R) and φ[1](z,R) are real, we also get
Re
(
(a(x)− b(x))(a(x) + b(x))
)
= Re
(
ψ′(x, 0−)− ψ(z, x)
2ik(x)
ψ(x, 0)
)
= Im
(
ψ′(x, 0−)ψ(x, 0)
2k(x)
)
,
which after plugging the above expressions for ψ′(x, 0−) and ψ(x, 0) gives
Im
(
(1 + 2R)
ik(x)+1
2
2k(x)
(
1 + ik(x)
1 + 2R
θ(x,R)− θ[1](x,R)
)(
φ[1](x,R)− 1 + ik(x)
1 + 2R
φ(x,R)
)
(1 + 2R)
−ik(x)+1
2
)
=Im
(
1 + 2R
2k(x)
(
1 + ik(x)
1 + 2R
θ(x,R)− θ[1](x,R)
)(
φ[1](x,R)− 1− ik(x)
1 + 2R
φ(x,R)
))
=
1 + 2R
2k(x)
(
k(x)
1 + 2R
θ(x,R)
(
φ[1](x,R)− φ(x,R)
1 + 2R
)
+
k(x)
1 + 2R
φ(x,R)
(
θ(x,R)
1 + 2R
− θ[1](x,R)
))
= W(θ, φ) = 1.
Therefore |a(x)|2 − |b(x)|2 = 1 and hence
(9.3) ρ(x) =
1
pi
k(x)
x
1
|a(x) + b(x)|2 =
1
pi
√
x2 − 1
|x|
1
|a(x) + b(x)|2 .
The plan for proving the theorem is similar to that undertaken in the previous case. We need
to derive the trace formula, which connects the values of the spectral measure with the coeﬃcients
of the string. In order to do so, we ﬁrst investigate the function a, since it is related with the
Weyl-Titchmarsh function m, and therefore also with the spectral function.
Lemma 9.1. The function a has ﬁnitely many zeros, all of which lie in the interval (−1, 1).
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Proof. First, let us observe that if for some non-real z we had a(z) = 0, this would imply ψ′(z, 0−) =
(1− ik(z))ψ(z, 0) and furthermore
m(z) =
1− ik(z)
z
.
In Example D we got that 1+ik(z)z is a Herglotz-Nevanlinna function and hence its imaginary part
is of the same sign as the imaginary part of z. But we have
1− ik(z)
z
+
1− ik(z)
z
=
2
z
,
from which we get that
Im
1− ik(z)
z
=
−2Imz
|z|2 − Im
1 + ik(z)
z
,
which contradicts the fact that m is a Herglotz-Nevanlinna function. Therefore, all zeros of a are
real. Additionally, on [−1, 1]c we have the equality |a|2 = 1 + |b|2, which gives that all zeros of a
necessary lie in [−1, 1].
To show that there are only a ﬁnite number of them, let us ﬁrst show that m has ﬁnitely many
poles in [−1, 1]. Some z is a pole of m, if, and only if, ψ(z, 0) = 0, which is by the (9.1) equivalent
to
φ[1](z,R)
φ(z,R)
=
1 + ik(z)
1 + 2R
,
and since the point zero is not a pole of m it is further equivalent to
−φ
[1](z,R)
zφ(z,R)
= − 1 + ik(z)
z(1 + 2R)
.
The left hand-side is a Herglotz-Nevanlinna and a meromorphic function, hence it has only ﬁnitely
many poles in [−1, 1], and it is non-decreasing away from the poles, by Lemma 5.9. On the other
hand, the right hand-side equals
−1−
√
1− x2
x(1 + 2R)
,
which is a continuous and strictly decreasing function, because its limit to zero equals zero, and
its derivative equals
− 1−
√
1− x2
x2
√
1− x2(1 + 2R) ,
which is strictly negative away from zero. Therefore, the number of solutions of the above equation
is at most the number of poles of the left hand-side increased by one. Let us denote the poles of
m with −1 ≤ λ1 < . . . < λM ≤ 1. The zeros of a that lie in C1, are exactly those numbers, that
solve ψ′(z, 0−) + (ik(z)− 1)ψ(z, 0) = 0, which is equivalent to
ψ′(z, 0−)
zψ(z, 0)
=
1− ik(z)
z
,
because ψ(z, 0) and ψ′(z, 0−) can not be zero simultaneously and a(0) = 1. But the left hand-side in
the above equation is a meromorphic continuation of a Herglotz-Nevanlinna function, and therefore
evaluated along (−1, 1)\ {λ1, . . . , λM} it is real, continuous and non-decreasing by Lemma 5.9, but
the right hand-side equals
1 +
√
1− x2
x
,
which is a strictly decreasing function with a pole at zero. Therefore, on every interval (λj , λj+1)
not containing zero, we have exactly one solution, and hence a zero of a, on the interval (λj0 , λj0+1)
which contains zero we have two solutions, one lying in (λj0 , 0) and the other one in (0, λj0+1),
and on possible intervals [−1, λ1) and (λM , 1] we have at most one. Therefore a has M + 2 zeros
at the most. The diagram below outlines the situation described. 
Remark 9.2. We denote all zeros of a lying in the open interval (−1, 1) with κ1, . . . , κN . From
the proof we can also see that the poles λj, together with the point zero, and the zeros κj intertwine,
meaning that for every pole λj there exists a zero κl(j) such that |λj | > |κl(j)|, and that no distinct
poles share the same zero.
40
Again, we want to use the Nevanlinna factorisation of the function a, therefore we need to show
that it is of bounded type in the upper complex half-plane. This property follows from the fact
that the functions θ and φ are the solutions to equation (1.2) which is the reason for some of their
good properties.
Lemma 9.3. The functions θ(z,R), φ(z,R), θ[1](z,R) and φ[1](z,R) are algebraic combinations
of rational functions and exponents with purely imaginary coeﬃcients in the exponent.
Remark 9.4. For convenience, in the proof we say for a function which is an algebraic combination
of rational functions and exponents with purely imaginary coeﬃcients, that it is of the appropriate
form.
Proof. Let us ﬁrst show that every solution f of the diﬀerential equation (1.2), whose initial data
f(z, 0) and f ′(z, 0−) are of the appropriate form, is also of the appropriate form. Let 0 = x0 <
x1 < · · · < xn = R be all discontinuities of w, v and v′. By assumptions there is only a ﬁnite
number of them. On the interval (xj , xj+1) we have that w ≡ wj and dv = β2j dx for some
non-negative constant βj . Since these are smooth functions, the solution f solves the ordinary
diﬀerential equation
−f ′′ = z2β2j f
on the interval (xj , xj+1). Therefore, for x ∈ (xj , xj+1) we have
f(z, x) = f(z, xj) cos(zβj(x− xj)) + 1
zβj
f ′(z, xj+) sin(zβj(x− xj)),
where f ′(z, xj+) denotes the right limit. Hence we also have
f ′(z, x) = f ′(z, xj+) cos(zβj(x− xj))− zβjf(z, xj) sin(zβj(x− xj)), x ∈ (xj , xj+1).
This gives us that if f(z, xj) and f ′(z, xj+) are of the appropriate form, so is f(z, x) for all x ∈
(xj , xj+1), and due to continuity also f(z, xj+1), as well as f ′(z, x) and the left limit f ′(z, xj+1−),
because cos(zβjx) = 12 (e
izβjx + e−izβjx), which has a purely imaginary constant in the exponent,
and likewise for the sine function. Additionally, remember that for all x ≥ xj equation (3.1) gives
f ′(z, x)+nz(x)f(z, x) = f ′(z, 0−)+
∫ x
0
f ′(z, t)nz(t)dt = f ′(z, xj+)+nz(xj+)f(xj)+
∫ x
xj
f ′(z, t)nz(t)dt,
which gives that
f ′(z, xj+1+) = f ′(z, xj+) + nz(xj+)f(xj)− nz(xj+1+)f(z, xj+1) +
∫ xj+1
xj
f ′(z, t)nz(t)dt.
But we have nz(t) = zw(t) + z2v(t) which on (xj , xj+1) furthermore equals zwj + z2(β2j t + vj)
for some constant vj ≥ 0, which is a polynomial in z and also in t, and hence all the quantities
in the right hand-side of the above formula are of the appropriate form, because the integral of
sin(zβj(t − xj))(βt + α) is a product of polynomial in t with sine and cosine functions, and the
constants are rational functions in z. With ﬁnitely many applications of this result we conclude that
f(z,R) and f ′(z,R−) are of the appropriate form, since f ′(z, 0+) = f ′(z, 0−)−nz(0+)f(z, 0) is of
the appropriate form. This also implies that f [1](z,R) = f ′(z,R) + zw(R)f(z,R) = f ′(z,R−) +
zw(R−)f(z,R) is of the appropriate form, because the quasi-derivative is left continuous.
The assertion of the lemma now follows readily, because
θ(z, 0) = φ′(z, 0−) = 1 and φ(z, 0) = θ′(z, 0−) = 0.
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
Remark 9.5. Since the functions θ(z,R), φ(z,R), θ[1](z,R) and φ[1](z,R) are entire, we get that
they are actually combinations of polynomials and exponents.
By using this we can derive a suitable factorisation of the function a, which connects the values
in C1 with the integral of boundary values.
Corollary 9.6. The function a admits a Nevanlinna-type factorisation of the form
a(z) = C
N∏
n=1
z + k(z)− zn
z + k(z)− zn exp
(
−iβ(z + k(z)) + i γ
z + k(z)
+
1
pii
∫
R1
k(z)
t− z
log |a(t)|
k(t)
dt
)
.
Proof. We evaluate the equality (9.2) at the point ζ(z) for z ∈ C+ and get
i
(
z − 1
z
)
(1 + 2R)−
i
4 (z− 1z )− 12 a(ζ(z)) =
1 + i2
(
z − 1z
)
1 + 2R
θ(ζ(z), R)− θ[1](ζ(z), R)
+
ζ(z)2
1 + 2R
φ(ζ(z), R) +
(
i
2
(
z − 1
z
)
− 1
)
φ[1](ζ(z), R).
Due to the previous lemma, the right hand-side is a combination of polynomials and exponents
with imaginary constants evaluated in z+ 1z , multiplied with polynomials,
1
z and
1
z2 . Hence, it is a
combination of polynomials in z, polynomials in 1z , exponents with imaginary constants in z and
exponents with imaginary constants in 1z , and therefore a function of bounded type which admits
analytic continuation on C\ {0}. If we denote it with F (z), Theorem 4.11 gives that it admits
factorisation
F (z) = C1
N∏
n=1
z − zn
z − zn exp
(
−iβ1z + iγ1
z
+
1
pii
∫
R
(
1
t− z −
t
1 + t2
)
log |F (t)|dt
)
, z ∈ C+,
where |C1| = 1, β1, γ1 ∈ R and zn are all zeros of F and hence also all zeros of a ◦ ζ. Therefore, if
κn is a zero of a, then zn = κn + i
√
1− κ2n.
But also i
(
z + 1z
)
(1 + 2R)−
i
4 (z− 1z )− 12 is non-zero and of bounded type in C+ and has analytic
continuation to C\ {0}, and hence it equals
C2 exp
(
−iβ2z + iγ2
z
+
1
pii
∫
R
(
1
t− z −
t
1 + t2
)(
log |t− 1
t
| − 1
2
log |1 + 2R|
)
dt
)
,
for some constant |C2| = 1, and real β2, γ2. Observe that for real, non-zero t we have log |F (t)| =
log |t− 1t | − 12 log |1 + 2R|+ log |a(ζ(t))|, which asserts that after division of factorisations we get
(9.4)
a(ζ(z)) = C
N∏
n=1
z − zn
z − zn exp
(
−iβz + iγ
z
+
1
pii
∫
R
(
1
t− z −
t
1 + t2
)
log |a(ζ(t))|dt
)
, z ∈ C+.
If we evaluate this formula at ζ−1(z) for some z ∈ C1, we get
a(z) = C
N∏
n=1
z + k(z)− zn
z + k(z)− zn exp
(
−iβ(z + k(z)) + i γ
z + k(z)
+
1
pii
∫
R
(
1
t− z − k(z) −
t
1 + t2
)
log |a(ζ(t))|dt
)
.
Finally, we apply the new variable ζ(t) and we end up with
a(z) = C
N∏
n=1
z + k(z)− zn
z + k(z)− zn exp
(
−iβ(z + k(z)) + i γ
z + k(z)
+
1
pii
∫
R1
k(z)
t− z
log |a(t)|
k(t)
dt
)
.
The detailed computation of the integral transformation is made in the following lemma. 
Let us emphasize, that Lemma 9.3 is really needed in the proof, since just the fact that the
functions from the fundamental system of solutions are of bounded type in the upper complex
half-plane does not suﬃce because we want to use the factorisation on the pre-composed function
a with a rational function ζ. Let us now compute the transformation of the above integral in detail.
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Lemma 9.7. We have the equality
∫
R
log |a(ζ(t))|
(
1
t− z −
t
t2 + 1
)
dt =
∫
R1
k(z)
t− z
log |a(t)|
k(t)
dt.
Proof. For real, non-zero t we have ζ(t) = t
2+1
2t . We use a new variable µ =
t2+1
2t , which has
inverse t = µ+k(µ) for t ∈ R1 and t = µ−k(µ) for t ∈ (−1, 1)\0. We also compute the derivatives
dt = (1± µk(µ) )dµ. We denote
I =
∫
R
log |a(ζ(t))|
(
1
t− ζ−1(z) −
t
t2 + 1
)
dt.
Before we proceed, let us notice that for every µ ∈ R1 the continuations a(ζ(µ + k(µ))) and
a(ζ(k + k(µ))) might not coincide, but let us show that the absolute values do. It is true, because
if we evaluate k ◦ ζ at µ+ k(µ) we get
k(ζ(µ+k(µ))) =
1
2
(
µ+ k(µ)− 1
µ+ k(µ)
)
=
1
2
µ2 + 2µk(µ) + k(µ)2 − 1
µ+ k(µ)
=
1
2
2µk(µ) + 2k(µ)2
µ+ k(µ)
= k(µ)
and if we evaluate it at µ− k(µ) we get
k(ζ(µ−k(µ))) = 1
2
(
µ− k(µ)− 1
µ− k(µ)
)
=
1
2
µ2 − 2µk(µ) + k(µ)2 − 1
µ− k(µ) =
1
2
−2µk(µ) + 2k(µ)2
µ− k(µ) = −k(µ),
which are also real numbers. Taking into account that a(ζ(z)) admits
i
(
z − 1
z
)
(1 + 2R)−
i
4 (z− 1z )− 12 a(ζ(z)) =
1 + i2
(
z − 1z
)
1 + 2R
θ(ζ(z), R)− θ[1](ζ(z), R)
+
ζ(z)2
1 + 2R
φ(ζ(z), R) +
(
i
2
(
z − 1
z
)
− 1
)
φ[1](ζ(z), R),
that ζ(z) converge to µ as z → µ± k(µ), and that all θ(µ,R) θ[1](µ,R), φ(µ,R) and φ[1](µ,R) are
real, justiﬁes the claim. Therefore we proceed with
I =
∫ −1
−∞
+
∫ 0
−1
+
∫ 1
0
+
∫ ∞
1
=
∫ −1
−∞
log |a(µ)|
(
1
µ+ k(µ)− ζ−1(z) −
µ+ k(µ)
(µ+ k(µ))2 + 1
)(
1 +
µ
k(µ)
)
dµ
+
∫ −∞
−1
log |a(µ)|
(
1
µ− k(µ)− ζ−1(z) −
µ− k(µ)
(µ− k(µ))2 + 1
)(
1− µ
k(µ)
)
dµ
+
∫ 1
∞
log |a(µ)|
(
1
µ− k(µ)− ζ−1(z) −
µ− k(µ)
(µ− k(µ))2 + 1
)(
1− µ
k(µ)
)
dµ
+
∫ ∞
1
log |a(µ)|
(
1
µ+ k(µ)− ζ−1(z) −
µ+ k(µ)
(µ+ k(µ))2 + 1
)(
1 +
µ
k(µ)
)
dµ
=
∫
R1
log |a(µ)|
((
1
µ+ k(µ)− ζ−1(z) −
µ+ k(µ)
(µ+ k(µ))2 + 1
)(
1 +
µ
k(µ)
)
−
(
1
µ− k(µ)− ζ−1(z) −
µ− k(µ)
(µ− k(µ))2 + 1
)(
1− µ
k(µ)
))
dµ.
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Let's compute the part with ζ−1(z) separately:
1
µ+ k(µ)− ζ−1(z)
(
1 +
µ
k(µ)
)
− 1
µ− k(µ)− ζ−1(z)
(
1− µ
k(µ)
)
=
1
k(µ)
· (µ+ k(µ))(µ− k(µ)− ζ
−1(z))− (k(µ)− µ)(µ+ k(µ)− ζ−1(z))
(µ− ζ−1(z))2 − k(µ)2
=
1
k(µ)
· µ
2 − k(µ)2 − ζ−1(z)(µ+ k(µ))− k(µ)2 + µ2 + ζ−1(z)(k(µ)− µ)
µ2 − k(µ)2 − 2µζ−1(z) + ζ−1(z)2
=
1
k(µ)
· 2− 2ζ
−1(z)µ
1− 2µ(z + k(z)) + z2 + 2zk(z) + k(z)2
=
1
k(µ)
· 2− 2(z + k(z))µ
1− 2µ(z + k(z)) + z2 + 2zk(z) + k(z)2
=2
1
k(µ)
· (z − k(z))(z + k(z))− (z + k(z))µ−2µ(z + k(z)) + 2z2 + 2zk(z)
=
1
k(µ)
· z − k(z)− µ
z − µ
=
1
k(µ)
·
(
1 +
k(z)
µ− z
)
.
The remaining part similarly:
− µ+ k(µ)
(µ+ k(µ))2 + 1
(
1 +
µ
k(µ)
)
+
µ− k(µ)
(µ− k(µ))2 + 1
(
1− µ
k(µ)
)
=
=− 1
k(µ)
· (µ+ k(µ))
2((µ− k(µ))2 + 1) + (µ− k(µ))2((µ+ k(µ))2 + 1)
((µ+ k(µ))2 + 1)((µ− k(µ))2 + 1)
=− 1
k(µ)
· (µ
2 − k(µ)2)2 + (µ+ k(µ))2 + (µ2 − k(µ)2)2 + (µ− k(µ))2
(µ2 − k(µ)2)2 + (µ+ k(µ))2 + (µ− k(µ))2 + 1
=− 1
k(µ)
· (1)
2 + (µ+ k(µ))2 + (1)2 + (µ− k(µ))2
(µ2 − k(µ)2)2 + (µ+ k(µ))2 + (µ− k(µ))2 + 1
=− 1
k(µ)
· 2 + 2µ
2 + 2k(µ)2
1 + 2µ2 + 2k(µ)2 + 1
= − 1
k(µ)
· 2 + 4µ
2 + 2
4µ2 + 4
=− 1
k(µ)
.
Putting it together we end up with
I =
∫
R1
log |a(µ)| 1
k(µ)
(
k(z)
µ− z
)
dµ.

We now proceed towards calculating the function a and its derivatives at z = 0. First, we notice,
that
k(0) =
√−1 = i, k˙(0) = z
k(z)
∣∣∣∣
z=0
= 0 and k¨(0) =
k(z)− zk˙(z)
k(z)2
∣∣∣∣∣
z=0
= −i.
If we evaluate (9.2) at z = 0, we get
−2(1 + 2R)0a(0) = 0− θ[1](0, R) + 0− 2φ[1](0, R) = −2,
and hence a(0) = 1, since θ[1](0, R) = 0 and φ[1](0, R) = 1. Diﬀerentiating (9.2) gives
2ik˙(1 + 2R)−
ik+1
2 a+ 2ik log(1 + 2R)(1 + 2R)−
ik+1
2
(
− ik˙
2
)
a+ 2ik(1 + 2R)−
ik+1
2 a˙
=
ik˙
1 + 2R
θ +
1 + ik
1 + 2R
θ˙ − θ˙[1] + 2z
1 + 2R
φ+
z2
1 + 2R
φ˙+ ik˙φ[1] + (ik − 1)φ˙[1],
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where we omitted the points of functions due to transparency. Evaluating it at z = 0, we get
−2a˙(0) = −2φ˙[1](0, R),
which together with Lemma 3.14 gives
a˙(0) =
∫ R
0
w(t)dt.
Diﬀerentiating (9.2) twice, and noticing that the terms in the left hand-side which do not contain
k¨ or a¨ vanish after evaluation, since they contain k˙, renders
2ik¨(1 + 2R)−
ik+1
2 a+ 2ik log(1 + 2R)(1 + 2R)−
ik+1
2
(
− ik¨
2
)
a+ 2ik(1 + 2R)−
ik+1
2 a¨+ k˙ · (. . .)
=
ik¨
1 + 2R
θ+
1 + ik
1 + 2R
θ¨+2
ik˙
1 + 2R
θ˙−θ¨[1]+ 2
1 + 2R
φ+
z2
1 + 2R
φ¨+
2z
1 + 2R
φ˙+ik¨φ[1]+(ik−1)φ¨[1]+2ik˙φ˙[1].
Finally, we evaluate it at zero and get
2 + log(1 + 2R)− 2a¨(0) = θ(0, R)
1 + 2R
− θ¨[1](0, R) + 2R
1 + 2R
+ φ[1](0, R)− 2φ¨[1](0, R).
Noticing that θ(0, R) = 1 and φ[1](0, R) = 1, we express
a¨(0) = 1 +
log(1 + 2R)
2
− 1
2(1 + 2R)
+
1
2
θ¨[1](0, R)− R
1 + 2R
− 1
2
+ φ¨[1](0, R)
=
log(1 + 2R)
2
+
1
2
θ¨[1](0, R) + φ¨[1](0, R).
But the term with logarithm equals
log(1 + 2R)
2
=
∫ R
0
dx
1 + 2x
=
∫
[0,R)
(1 + 2x)dv1(x),
which together with Lemma 3.14 implies
a¨(0) = −
∫ R
0
w(x)2(1 + 2x)dx−
∫
[0,R)
(1 + 2x)d(v(x)− v1(x)) +
(∫ R
0
w(x)dx
)2
.
On the other hand, we can also evaluate the Nevanlinna type factorisation of a established in
Corollary 9.6 and its derivatives at zero. Evaluating the factorisation at zero gives
1 = a(0) = C
N∏
n=1
i− zn
i− z¯n exp
(
β + γ +
1
pi
∫
R1
log |a(t)|
tk(t)
dt
)
.
We take the absolute values of both sides and logarithm, to obtain
(9.5) 0 =
N∑
n=1
log
∣∣∣∣ i− zni− z¯n
∣∣∣∣+ β + γ + 1pi
∫
R1
log |a(t)|
tk(t)
dt.
Taking the logarithm of the factorisation and then diﬀerentiating gives
a˙(z)
a(z)
=
N∑
n=1
1 + k˙(z)
z + k(z)− zn −
N∑
n=1
1 + k˙(z)
z + k(z)− z¯n − iβ(1 + k˙(z))−
iγ(1 + k˙(z))
(z + k(z))2
+
1
pii
∫
R1
log |a(t)|
k(t)
k˙(z)(t− z) + k(z)
(t− z)2 dt
and evaluation at zero
(9.6) a˙(0) =
N∑
n=1
1
i− zn −
N∑
n=1
1
i− z¯n − iβ + iγ +
1
pi
∫
R1
log |a(t)|
k(t)t2
dt.
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Finally, diﬀerentiating twice, we get
a¨(z)
a(z)
− a˙(z)
2
a(z)2
=
N∑
n=1
k¨(z)(z + k(z)− zn)− (1 + k˙(z))2
(z + k(z)− zn)2 −
N∑
n=1
k¨(z)(z + k(z)− z¯n)− (1 + k˙(z))2
(z + k(z)− z¯n)2
− iβk¨(z)− iγ k¨(z)(z + k(z))
2 − (1 + k˙(z))22(z + k(z))
(z + k(z))4
+
1
pii
∫
R1
log |a(t)|
k(t)
(k¨(z)(t− z)− k˙(z) + k˙(z))(t− z)2 − (k˙(z)(t− z) + k(z))2(z − t)
(t− z)4 dt,
and evaluating at zero
a¨(0)− a˙(0)2 =
N∑
n=1
−i(i− zn)− 1
(i− zn)2 −
N∑
n=1
−i(i− z¯n)− 1
(i− z¯n)2 − β − γ
+
1
pi
∫
R1
log |a(t)|
k(t)
(
2
t3
− 1
t
)
dt.
(9.7)
To get the desired formulas, it remains to compute the constants β and γ. We proceed similarly
as in the previous section.
Proposition 9.8. If there exist positive numbers c and ε, such that v = c2dx, and w ≡ 0 on
[R− ε,R], then
β = γ =
1
2
∫ R
0
√
v′ac(t)dt−
1
4
log(1 + 2R).
Proof. We denote E(z) = 2ik(z)(1 + 2R)−
ik(z)+1
2 a(z), which also by (9.2) equals
E(z) =
1 + ik(z)
1 + 2R
θ(z,R)− θ[1](z,R) + z
2
1 + 2R
φ(z,R) + (ik(z)− 1)φ[1](z,R),
and therefore
E(z)
zθ(z,R)
=
1 + ik(z)
z
1
1 + 2R
− θ
[1](z,R)
zθ(z,R)
+
z
1 + 2R
φ(z,R)
θ(z,R)
+ (ik(z)− 1)φ
[1](z,R)
zθ(z,R)
=
1 + ik(z)
z
1
1 + 2R
− θ
[1](z,R)
zθ(z,R)
+
zφ(z,R)
θ(z,R)
(
1
1 + 2R
+
ik(z)− 1
z
φ[1](z,R)
zφ(z,R)
)
.
Note that the limits limy→∞
ik(iy)±1
iy = limy→∞
√
−1− 1y2 = i, whichby using Lemma 8.4, Lemma 5.9
and the fact that zφ(z,R)θ(z,R) is a Herglotz-Nevanlinna give that for a large enough y, so that we also
have
∣∣∣ ik(iy)±1iy − i∣∣∣ ≤ min{ 12c(1 + 2R), 1} gives∣∣∣∣ E(iy)iyθ(iy, R)
∣∣∣∣ ≤ ∣∣∣∣1 + ik(iy)iy 11 + 2R + ic+O(ye−2cεy)
∣∣∣∣
+
∣∣∣∣ iyφ(iy, R)θ(iy,R)
∣∣∣∣ ∣∣∣∣( 11 + 2R + ik(iy)− 1iy (−ic+O(ye−2cεy))
)∣∣∣∣
≤ 1
1 + 2R
+
3c
2
+O(ye−2cεy) + C|y|
(
1
1 + 2R
+ c+
c2
2
(1 + 2R)
)
+O(y2e−2cεy) ≤ Dy,
for a suitable constant D. On the other hand, we can also estimate∣∣∣∣ E(iy)iyθ(iy, R)
∣∣∣∣ ≥ Im( E(iy)iyθ(iy, R)
)
≥ 1
1 + 2R
+
1
2
c+O(ye−2cεy) + Im
(
iyφ(iy, R)
θ(iy, R)
)(
1
1 + 2R
− ic ik(iy)− 1
iy
)
+O(y2e−2cεy)
≥ 1
1 + 2R
+
1
2
c+O(ye−2cεy) +O(y2e−2cεy) ≥ 1
1 + 2R
,
for all y big enough, because ik(iy)−1iy is purely imaginary. Hence, we obtained the estimate
− log(1 + 2R) + log |θ(iy,R)| ≤ log
∣∣∣∣E(iy)iy
∣∣∣∣ ≤ log |θ(iy, R)|+ logDy,
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which asserts that
lim sup
y→∞
1
y
log
∣∣∣∣E(iy)iy
∣∣∣∣ = lim sup
y→∞
1
y
log θ(iy, R) =
∫ R
0
√
v′ac(t)dt.
On the other hand,
lim sup
y→∞
1
y
log
∣∣∣∣E(iy)iy
∣∣∣∣ = lim sup
y→∞
1
y
log
∣∣∣∣∣2ik(iy)(1 + 2R)−
ik(iy)+1
2 a(iy)
iy
∣∣∣∣∣
= lim sup
y→∞
1
y
log
∣∣∣(1 + 2R)− ik(iy)+12 ∣∣∣+ lim sup
y→∞
1
y
log |a(iy)| .
We compute these limits separately. The ﬁrst one, taking into account that ik(iy) = −
√
y2 + 1
gives
lim sup
y→∞
1
y
log
∣∣∣(1 + 2R)− ik(iy)+12 ∣∣∣ = lim sup
y→∞
√
y2 + 1 + 1
2y
log(1 + 2R) =
1
2
log(1 + 2R).
To compute the second limit, we use the Nevanlinna factorisation of a ◦ ζ established in (9.4), and
apply the calculation from the proof of Lemma 8.3, together with the fact that limy→∞ γy2 = 0,
and limy→∞ 1y log
∣∣∣ iy−zniy−z¯n ∣∣∣ = 0 to obtain
β = lim
y→∞
1
y
log |a(ζ(iy))|.
But ζ(iy) = 12
(
iy + 1iy
)
= i(y
2−1)
2y and therefore
lim
y→∞
1
y
log |a(iy)| = lim
t→∞
2t
t2 − 1 log
∣∣∣∣a(i t2 − 12t
)∣∣∣∣ = limt→∞ 1t log
∣∣∣∣a(i t2 − 12t
)∣∣∣∣ · limt→∞ 2t2t2 − 1 = 2β.
Connecting the results, we get
β =
1
2
lim sup
y→∞
1
y
log |θ(iy,R)| − 1
4
log(1 + 2R) =
1
2
∫ R
0
√
v′ac(t)dt−
1
4
log(1 + 2R).
The equality β = γ follows from (9.6), since all other quantities in the equation are real, because
for every zero zn we have |zn|2 = 1. 
For simplicity and transparency, let us denote g(x) =
√
v′ac(x). Let us now connect the compu-
tations of β and γ with previous formulas achieved from evaluating the derivatives of a to derive
the trace formulas.
Proposition 9.9. The following equalities hold for the string S
1
2
N∑
n=1
log
1 +
√
1− κ2n
1−√1− κ2n − 1pi
∫
R1
log |a(t)|
k(t)
dt
t
=
∫ ∞
0
g(x)− 1
1 + 2x
dx,
−
N∑
n=1
√
1− κ2n
κn
+
1
pi
∫
R1
log |a(t)|
k(t)
dt
t2
=
∫ ∞
0
w(x)dx,
and
N∑
n=1
√
1− κ2n
κ2n
+
1
2
N∑
n=1
log
1−√1− κ2n
1 +
√
1− κ2n
+
2
pi
∫
R1
log |a(t)|k(t)
t3
dt
=
∫ ∞
0
(1 + 2x)w(x)2dx+
∫
[0,∞)
(1 + 2x)dvs(x) +
∫ ∞
0
(1 + 2x)
(
g(x)− 1
1 + 2x
)2
dx.
(9.8)
Proof. Let us ﬁrst stress out, that
β + γ =
∫ R
0
g(x)dx− 1
2
log(1 + 2R) =
∫ R
0
g(x)dx−
∫ R
0
dx
1 + 2x
=
∫ ∞
0
g(x)− 1
1 + 2x
dx,
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since g coincides with 11+2x on [R,∞) , and zn = κn + i
√
1− κ2n. Plugging it into (9.5) and
simplifying
N∑
n=1
log
∣∣∣∣ i− zni− z¯n
∣∣∣∣ = 12
N∑
n=1
log
κ2n + (1−
√
1− κ2n)2
κ2n + (1 +
√
1− κ2n)2
=
1
2
N∑
n=1
log
1−√1− κ2n
1 +
√
1− κ2n
,
gives
0 =
1
2
N∑
n=1
log
1−√1− κ2n
1 +
√
1− κ2n
+
∫ ∞
0
g(x)− 1
1 + 2x
dx+
1
pi
∫
R1
log |a(t)|
k(t)
dt
t
,
which is equivalent to the ﬁrst equality.
For the second, we take the real parts of both sides in (9.6), and get
a˙(0) =
∫ ∞
0
w(x)dx =
N∑
n=1
i− z¯n − i+ zn
(i− zn)(i− z¯n) +
1
pi
∫
R1
log |a(t)|dt
k(t)t2
,
but
N∑
n=1
i− z¯n − i+ zn
(i− zn)(i− z¯n) =
N∑
n=1
2i
√
1− κ2n
−1 + |zn|2 − 2iκn = −
N∑
n=1
√
1− κ2n
κn
,
which establishes the second formula.
For the last one, we compute
N∑
n=1
−i(i− zn)− 1
(i− zn)2 −
N∑
n=1
−i(i− z¯n)− 1
(i− z¯n)2 =
N∑
n=1
izn(i− z¯n)2 − iz¯n(i− zn)2
(i− zn)2(i− z¯n)2
=
N∑
n=1
izn(−1− 2iz¯n + z¯2n)− iz¯n(−1− 2izn + z2n)
(−2iκn)2
=
N∑
n=1
2i(z¯n − zn)
(−2iκn)2
= −
N∑
n=1
√
1− κ2n
κ2n
,
and
a¨(0)− a˙(0)2 = −
∫ R
0
w(x)2(1 + 2x)dx−
∫
[0,R)
(1 + 2x)d(v(x)− v1(x)).
Therefore, equation (9.7) gives
−
∫ R
0
w(x)2(1 + 2x)dx−
∫
[0,R)
(1 + 2x)d(v(x)− v1(x))
=−
∫ ∞
0
w(x)2(1 + 2x)dx−
∫
[0,∞)
(1 + 2x)d(v(x)− v1(x))
=−
N∑
n=1
√
1− κ2n
κ2n
−
∫ ∞
0
g(x)− 1
1 + 2x
dx+
1
pi
∫
R1
log |a(t)|
k(t)
(
2
t3
− 1
t
)
dt,
because on [R,∞) the function w ≡ 0 and the measures v and v1 coincide. Finally, adding it
0 = −
∫ ∞
0
g(x)− 1
1 + 2x
dx+
1
2
N∑
n=1
log
1 +
√
1− κ2n
1−√1− κ2n − 1pi
∫
R1
log |a(t)|
k(t)
1
t
dt,
gives
−
∫ ∞
0
w(x)2(1 + 2x)dx−
∫
[0,∞)
(1 + 2x)d(v(x)− v1(x))
=−
N∑
n=1
√
1− κ2n
κ2n
+
1
2
N∑
n=1
log
1 +
√
1− κ2n
1−√1− κ2n − 2
∫ ∞
0
g(x)− 1
1 + 2x
dx+
2
pi
∫
R1
log |a(t)|
k(t)
(
1
t3
− 1
t
)
dt.
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After rearranging the terms and splitting dv = dvac + dvs = g2dx+ dvs, we get
N∑
n=1
√
1− κ2n
κ2n
− 1
2
N∑
n=1
log
1 +
√
1− κ2n
1−√1− κ2n + 2pi
∫
R1
log |a(t)|
k(t)
(
1
t
− 1
t3
)
dt
=
∫ ∞
0
w(x)2(1 + 2x)dx+
∫
[0,∞)
(1 + 2x)dvs(x) +
∫ ∞
0
g2(x)(1 + 2x)− 1
1 + 2x
dx− 2
∫ ∞
0
g(x)− 1
1 + 2x
dx.
To obtain the last equation, it remains to notice, that∫ ∞
0
g2(x)(1 + 2x) +
1
1 + 2x
− 2g(x)dx =
∫ ∞
0
(1 + 2x)
(
g2(x) +
1
(1 + 2x)2
− g(x) 1
1 + 2x
)
dx
=
∫ ∞
0
(1 + 2x)
(
g(x)− 1
1 + 2x
)2
dx
and
2
pi
∫
R1
log |a(t)|
k(t)
(
1
t
− 1
t3
)
dt =
2
pi
∫
R1
log |a(t)|k(t)
t3
dt.

Note that the integral term in the equality (9.8) is non-negative, since on R1 the function a
admits |a| ≥ 1 and hence its logarithm value is positive. In the following lemma we deal with the
remaining terms in the left hand-side of (9.8).
Lemma 9.10. The function deﬁned by
G(s) =
s
1− s2 +
1
2
log
1− s
1 + s
, s ∈ [0, 1) ,
is strictly increasing on (0, 1) and strictly positive on (0, 1) . Moreover, it satisﬁes G(s) > 23s
3, for
all s ∈ (0, 1).
Proof. We begin by calculating the derivative of G
G′(s) =
1− s2 + 2s2
(1− s2)2 +
1
2
· 1 + s
1− s ·
−1− s− 1 + s
(1 + s)2
=
1 + s2
(1− s2)2 −
1− s2
(1− s2)2 =
2s2
(1− s2)2 .
This shows that function is strictly increasing on (0, 1), and the positivity follows, since G(0) = 0.
This also implies that
G(s) =
∫ s
0
2r2
(1− r2)2 dr >
∫ s
0
2r2dr =
2
3
s3.

This estimates, together with the trace formula (9.8), yields the following inequalities crucial
for the proof the theorem.
Corollary 9.11. For the string S the following inequalities hold
2
pi
∫
R1
log |a(t)|k(t)
t3
dt ≤
∫ ∞
0
(1 + 2x)w(x)2dx+
∫
[0,∞)
(1 + 2x)dvs(x)
+
∫ ∞
0
(1 + 2x)
(
g(x)− 1
1 + 2x
)2
dx
(9.9)
and
2
3
M∑
n=1
(1− λ2n)
3
2 ≤
∫ ∞
0
(1 + 2x)w(x)2dx+
∫
[0,∞)
(1 + 2x)dvs(x)
+
∫ ∞
0
(1 + 2x)
(
g(x)− 1
1 + 2x
)2
dx.
(9.10)
Proof. Since all κn are in (−1, 1)\0, we have that
√
1− κ2n ∈ (0, 1), and hence G(
√
1− κ2n) > 0,
which gives
2
pi
∫
R1
log |a(t)|k(t)
t3
dt ≤
∫ ∞
0
(1+2x)w(x)2dx+
∫
[0,∞)
(1+2x)dvs(x)+
∫ ∞
0
(1+2x)
(
g(x)− 1
1 + 2x
)2
dx.
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To prove the second inequality, remember that from Lemma 9.1 we get that for each pole λj
there exists a zero κl(j), such that |λj | > |κl(j)| and that all l(j) are distinct. Therefore, for every
j = 1, . . . ,M we have 1 − λ2j < 1 − κ2l(j), and due to monotonicity of G also G
(√
1− λ2j
)
<
G
(√
1− λ2j
)
. Hence, we have
∑M
j=1G
(√
1− λ2j
)
<
∑M
j=1G
(√
1− λ2l(j)
)
. Using the estimate
for G from the above lemma, we get that the left hand-side is greater than 23
∑M
j=1(1−λ2j )
3
2 , but the
right hand-side is smaller than
∑N
j=1G
(√
1− λ2j
)
, because the possible terms added are positive,
and hence by (9.8) we get that it is smaller than
∫∞
0
(1 + 2x)w(x)2dx +
∫
[0,∞)(1 + 2x)dvs(x) +∫∞
0
(1 + 2x)
(
g(x)− 11+2x
)2
dx. Connecting the estimates gives the desired inequality
2
3
M∑
j=1
(1−λ2j )
3
2 <
∫ ∞
0
(1 + 2x)w(x)2dx+
∫
[0,∞)
(1 + 2x)dvs(x) +
∫ ∞
0
(1 + 2x)
(
g(x)− 1
1 + 2x
)2
dx.

While the estimate (9.10) is already in the suitable form, the estimate (9.9) has yet to be
transformed into the terms of the spectral measure. We do it similarly as in the previous section
and obtain the following estimate.
Corollary 9.12. For every compact set Ω in (−∞,−1) ∪ (1,∞), we have the estimate
1
pi
∫
Ω
log
(
ρ(t)
4pit3
k(t)
)
k(t)
t3
dt ≥ −
(∫ ∞
0
(1 + 2x)w(x)2dx+
∫
[0,∞)
(1 + 2x)dvs(x)
+
∫ ∞
0
(1 + 2x)
(
g(x)− 1
1 + 2x
)2
dx
)
.
Proof. For |t| > 1 we compute using (9.3)∣∣∣∣1− b(t)− a(t)b(t) + a(t)
∣∣∣∣2 = 4|a(t)|2|a(t) + b(t)|2 = 4pi tk(t)ρ(t)|a(t)|2
and on the other side, we can estimate∣∣∣∣1− b(t)− a(t)b(t) + a(t)
∣∣∣∣2 ≥ Re(1− b(t)− a(t)b(t) + a(t)
)2
= 1 +
|a(t)|2 − |b(t)|2
|a(t) + b(t)|2 ≥ 1.
Therefore, we get
|a(t)|−2 ≤ 4pit
k(t)
ρ(t),
and hence also
|a(t)|−2 ≤ 4pit
3
k(t)
ρ(t).
Taking the logarithm of both sides and integrating over Ω with respect to the (positive) measure
k(t)
pit3 dt, we get
− 2
pi
∫
Ω
log |a(t)|k(t)
t3
dt ≤ 1
pi
∫
Ω
log
(
ρ(t)
4pit3
k(t)
)
k(t)
t3
dt,
but since log |a(t)|k(t)t3 is positive, this implies
− 2
pi
∫
R
log |a(t)|k(t)
t3
dt ≤ 1
pi
∫
Ω
log
(
ρ(t)
4pit3
k(t)
)
k(t)
t3
dt.
The desired estimate now follows from the previous corollary. 
We are now in a position to prove Theorem 7.4 which is stated again below.
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Theorem. Let L be inﬁnite, and ω and v satisfy the condition∫ ∞
0
x|w(x)− w0|2dx <∞,
∫
[0,∞)
xdvs(x) +
∫ ∞
0
x
(
g(x)− η
1 + 2αx
)2
dx| <∞,
for some real constant w0 and some positive constant η. Then the essential spectrum of the string
coincides with
(
−∞,−αη
]
∪
[
α
η ,∞
)
and the absolutely continuous spectrum is essentially supported
on
(
−∞,−αη
]
∪
[
α
η ,∞
)
.
Proof. Let us start by proving the theorem in the case, where w0 = 0 and η = α = 1. This means
that ∫ ∞
0
x|w(x)|2dx <∞, and
∫
[0,∞)
xdvs(x) +
∫ ∞
0
x
(
g(x)− 1
1 + 2x
)2
dx <∞,
where w is the normalised anti-derivative of ω and dv = dvs + g2dx. Since w ∈ L2loc([0,∞)) and v
is locally ﬁnite this also implies that∫ ∞
0
(1 + 2x)|w(x)|2dx+
∫
[0,∞)
(1 + 2x)dvs(x) +
∫ ∞
0
(1 + 2x)
(
g(x)− 1
1 + 2x
)2
dx = M <∞,
because for x > 1 we can estimate 1 + 2x ≤ 3x and because [0, 1] is compact.
Let us construct an approximating sequence of strings Sn = (∞, ωn, vn), n ∈ Z≥2, which all
satisfy the assumptions at the begining of this section and that they converge to S in view of
Theorem 4.18. First, we ﬁnd Rn > n, such that both∫ ∞
Rn
(1 + 2x)|w(x)|2dx < 1
n
,
∫
[Rn,∞)
(1 + 2x)dvs(x) +
∫ ∞
Rn
(1 + 2x)
(
g(x)− 1
1 + 2x
)2
dx <
1
n
.
Let wn be a piece-wise constant function vanishing on [Rn − εn,∞) for some positive εn, such that∫ Rn
0
|w(x)− wn(x)|2 ≤ 1
nRn
.
We set ωn as the distribution whose anti-derivative coincides with wn. Similarly, let gn be piece-
wise constant function on [0, Rn] and strictly positive on x ∈ (Rn − εn, Rn] so that it satisﬁes∫ Rn
0
|gn(x)− g(x)|2dx < 1
nRn
and that it equals 11+2x for x > Rn. Additionally, let vn,s be a ﬁnitely supported non-negative
measure on [0, Rn) satisfying∫
[0,∞)
dvn,s =
∫
[0,∞)
dvs,
∫
[0,∞)
xdvn,s(x) ≤
∫
[0,∞)
xdvs(x),
and that for almost every x ∈ [0,∞) we have∫
[0,x)
dvn,s →
∫
[0,x)
dvs, n→∞.
Then the measure vn is deﬁned as dvn = g2nχ[0,Rn)dx+ dvn,s.
By construction the string (∞, ωn, vn) satisﬁes all the assumptions at the beginning of the
section. It also holds∫ ∞
0
(1 + 2x)|wn(x)|2dx =
∫ Rn
0
(1 + 2x)|wn(x)|2dx =
∫ Rn
0
(1 + 2x)|wn(x)− w(x) + w(x)|2dx
≤
∫ Rn
0
(1 + 2x)
(|wn(x)− w(x)|2 + |w(x)|2 + 2|wn(x)− w(x)| · |w(x)|) dx
≤ 1 + 2Rn
Rnn
+M + 2
√
1 + 2Rn
Rnn
√
M,
where we used the Cauchy-Schwarz inequality. Similarly, we have the estimate∫
[0,∞)
(1 + 2x)dvn,s(x) ≤
∫
[0,∞)
(1 + 2x)dvs(x),
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and after another application of Cauchy-Schwarz inequality∫ ∞
0
(1 + 2x)
(
gn(x)− 1
1 + 2x
)2
dx =
∫ Rn
0
(1 + 2x)
(
gn(x)− g(x) + g(x)− 1
1 + 2x
)2
dx
≤ 1 + 2Rn
Rnn
+M + 2
√
1 + 2Rn
Rnn
√
M.
Therefore there exists a constant B > 0 so that for every n ≥ 2 we have
∫ ∞
0
(1 + 2x)|wn(x)|2dx+
∫
[0,∞)
(1 + 2x)dvn,s(x) +
∫ ∞
0
(1 + 2x)
(
gn(x)− 1
1 + 2x
)2
dx < B.
(9.11)
Let us also show, that the assumptions of Theorem 4.18 are fulﬁlled. First, for almost every
x > 0 we have that
x+
∫ x
0
|wn(t)|2dt+
∫
[0,x)
dvn → x+
∫ x
0
|w(t)|2dt+
∫
[0,x)
dv, n→∞,
which is ﬁnite, and hence for every x > 0, the limes superior lim supk→∞ ζnk(x) is also ﬁnite.
Next, to show that
∫ x
0
wn(t)dt converges locally uniformly to
∫ x
0
w(t)dt, we estimate using the
Cauchy-Schwarz inequality ∫ x
0
|wn(t)− w(t)|dt ≤
√
x
√
1
nRn
,
for all n such that Rn is greater than x. Finally, that
∫ x
0
ζn(t)dt converges locally uniformly
to
∫ x
0
ζ(t)dt follows from the Cauchy-Schwarz inequality and the fact that that if
∫
[0,t)
dvn,s →∫
[0,t)
dvs pointwise for almost every t > 0, then
∫ x
0
∫
[0,t)
dvn,sdt converge locally uniformly to∫ x
0
∫
[0,t)
dvsdt, see [9, page 968].
Therefore, Theorem 4.18 asserts that the Weyl-Titchmarsh functions mn converge locally uni-
formly to m and hence for every continuous function f : R→ C with compact support we have∫
R
fdµn →
∫
R
fdµ,
as n→∞.
Let us now take a compact set Ω ⊂ (−∞,−1) ∪ (1,∞) of positive Lebesgue measure. By
Lemma 5.11 we have that
µ(Ω) ≥ lim sup
n→∞
µn(Ω),
and since µn is purely absolutely continuous on [−1, 1]c, we have that
µn(Ω) =
∫
Ω
ρn(t)dt.
Because
∫
Ω
dt > 0, we can deﬁne a probability measure on Ω with dν = 1DΩ ·
k(t)
4pit3 dt, where
DΩ =
∫
Ω
k(t)
4pit3 dt is a positive constant, and apply Jensen's inequality, to obtain
µ(Ω) ≥ lim sup
n→∞
DΩ exp
(
1
DΩ4pi
∫
Ω
log
(
ρn(t)
4pit3
k(t)
)
k(t)
t3
dt
)
,
which furthermore, by Corollary 9.12, is greater than
lim sup
n→∞
DΩ exp
(
− 1
DΩ4pi
(∫ ∞
0
(1 + 2x)wn(x)
2dx+
∫
[0,∞)
(1 + 2x)d
∣∣∣∣vn(x)− x1 + 2x
∣∣∣∣
))
.
Due to the above established convergence of strings, concretely the inequality (9.11), µ(Ω) is indeed
positive. Therefore, also for any set A ⊂ (−∞,−1] ∪ [1,∞) , with positive Lebesgue measure we
have µ(A) > 0, since µ is regular. Hence the absolutely continuous part of the spectrum is
essentially supported on (−∞,−1] ∪ [1,∞). Therefore also the essential spectrum contains R1.
To prove the reverse inclusion, let us pick an open, relatively compact interval I ⊂ (−1, 1). We
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denote with δ = dist(I, {−1, 1}), which is positive due to compactness of the closure of I. From
the estimate (9.10) we also get that the sum over the poles lying in I admits the bound
2
3
∑
λnj ∈I
(1− λn2j )
3
2 ≤
∫ ∞
0
(1 + 2x)w(x)2dx+
∫
[0,∞)
(1 + 2x)d|v(x)− v1(x)|,
but the left hand-side is greater or equal to KI 23δ
3
2 , where KI is the number of poles of mn lying
in I. Therefore we get the bound that
KI ≤ 3
2
δ−
2
3
∫ ∞
0
(1 + 2x)w(x)2dx+
∫
[0,∞)
(1 + 2x)d|v(x)− v1(x)|,
which is a ﬁnite number. Let us now show, that the measure µ is also ﬁnitely supported in the
interval I. Let us assume, that there exist distinct points x0, . . . , xk in I ∩ supp(µ), where k is
strictly greater then KI . Then we can ﬁnd suﬃciently small and positive ε, so that all intervals
(xj − ε, xj + ε) are disjoint and contained in I. By Lemma 5.11 we get
µ((xj − ε, xj + ε)) ≤ lim inf
n→∞ µn((xj − ε, xj + ε)),
but since xj is in the support of µ, the left hand-side is strictly positive, which furthermore implies
that there exists Nj so that for all n > Nj also µn((xj − ε, xj + ε)) is positive. Therefore, for
n > max {N0, . . . , Nk} all the numbers µn((xj − ε, xj + ε)), j = 0, . . . , k are positive, but this can
not be true, since µn is supported on a set of power less then KI . We conclude, that the support
of µ intersected with I is a ﬁnite set and hence all points are isolated, which implies that I is
contained in the complement of the essential spectrum. Since I was arbitrary, we conclude that
σess(S) = R\(−1, 1).
Let us now generalise the proof to the case, when α is an arbitrary positive number, but η
still equals one and w0 zero. We consider the string Sα = (∞, ωα, vα) where ωα is given with its
anti-derivative
wα(x) = w
(x
α
)
,
and the distribution function of vα is given with
vα(x) = αv
(x
α
)
.
This is equivalent to vα = αv ◦ α−1, where the right hand-side evaluated on a meaurable set E
equals αv
(
1
αE
)
. Because the integral
∫∞
0
(1 + 2αx)w(x)2dx converges, so does∫ ∞
0
(1 + 2t)w
(
t
α
)2
dt
α
,
and hence also
∫∞
0
(1 + 2t)wα(t)2dt. Similarly with the measures∫
[0,∞)
(1 + 2αx)d
∣∣∣∣v(x)− x1 + 2αx
∣∣∣∣ = 1α
∫
[0,∞)
(1 + 2αx)d
∣∣∣∣αv(x)− αx1 + 2αx
∣∣∣∣
which is after the application of the new variable t = αx equal
1
α
∫
[0,∞)
(1 + 2t)d
∣∣∣∣αv ◦ α−1(t)− t1 + 2t
∣∣∣∣ = 1α
∫
[0,∞)
(1 + 2t)d |vα − v1| ,
and hence the integral
∫
[0,∞)(1+2t)d |vα − v1| converges. We conclude, that the essential spectrum
of the string Sα equals R1 and the absolutely continuous part is essentially supported on R1. It
remains to ﬁnd the connection with the spectrum of S. Therefore, let ψα be the solution of
−f ′′ = zωαf + z2vαf , which lies in L2([0,∞) , vα) and in H˙1([0,∞)). This means, that there
exists a constant ψα′(z, 0−), so that for every hα ∈ Hc([0,∞)) we have
ψα′(z, 0−)hα(0) +
∫ ∞
0
ψα(z, x)′hα(x)′dx =− z
∫ ∞
0
wα(x)(ψα(z, x)hα(x))′dx
+ z2
∫
[0,∞)
ψα(z, x)hα(x)dvα(x).
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We deﬁne ψ(αz, t) = ψα(z, αt) and h(t) = hα(αt) and transform all the integrals using the new
variable αt = x, and get
ψα′(z, 0−)h(0)+ 1
α
∫ ∞
0
ψ′(αz, t)h′(t)dt = −z
∫ ∞
0
w(t)(ψ(αz, t)h(t))′dt+αz2
∫
[0,∞)
ψ(αz, t)h(t)dv,
because ψ′(αz, t) = αψα(z, αt)′ and h′(t) = αhα(αt)′. This means, that ψ(αz, ·) solves
αψα′(z, 0−)h(0) +
∫ ∞
0
ψ′(z, t)h′(t)dt = −αz
∫ ∞
0
w(t)(ψ(z, t)h(t))′dt+ (αz)2
∫
[0,∞)
ψ(z, t)h(t)dv,
for every h ∈ Hc([0,∞)), which means that it solves the diﬀerential equation
−f ′′ = αzωf + (αz)2vf,
with its constant ψ′(αz, 0−) = αψα′(z, 0−). Clearly it also lies in L2([0,∞) , v) and in H˙1([0,∞)),
which we verify using the same new variable. Therefore, the Weyl-Titchmarsh function m of string
S can be calculated as
m(αz) =
ψ′(αz, 0−)
ψ(αz, 0)
=
αψα′(z, 0−)
ψα(z, 0)
= αmα(z),
where mα is the Weyl-Titchmarsh function of Sα. Using the same arguments as in the proof of
Theorem 7.3 we conclude, that the spectral measures are related with µ(αE) = µα(E) for every
measurable set E. Therefore for every compact set ω in (−∞,−α) ∪ (α,∞) of positive Lebesgue
measure, we have that µ(ω) = µα(α−1Ω) is positive, by the case already proven, which asserts that
the absolutely continuous part of the spectrum of S is essentially supported on (−∞,−α]∪ [α,∞).
Similarly, for every compact interval I ⊂ (−α, α) we have that α−1I is compact in (−1, 1), and µα
is ﬁnitely supported on α−1I. Hence µ is ﬁnitely supported on I, which implies that σess(S) ⊂ Ic,
and Henceforth σess(S) = (−∞,−α] ∪ [α,∞).
For further generalisation on arbitrary constants η > 0 and w0, we deﬁne
w˜(x) =
w(x)− w0
η
and v˜ = η−2v,
which translates the general case to the case when η = 1 and w0 = 0. The measures are then
connected with µ(E) = µ˜(ηE), as established in the proof of Theorem 7.3, which asserts that the
essential spectrum of S coincides with
(
−∞,−αη
]
∪
[
α
η ,∞
)
. 
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10. Raz²irjeni povzetek v sloven²£ini
10.1. Uvod. Analiza spektra sebi adjungiranih operatorjev na Hilbertovih prostorov je zelo po-
membna pri razumevanju kvantne dinamike. Zaradi tega je bilo vloºenega veliko truda v razu-
mevanje enega najosnovnej²ih modelov, eno dimenzionalnega Shrödingerjevega operatorja, ki je
oblike
H = − d
2
dx2
+ V (x),
za neko funkvijo V , ki ji pravimo potencial. Pripadajo£a Schrödingerjeva ena£ba je potem lastna
ena£ba oblike
Hψ = Eψ,
kjer je E konstanta, ki predstavlja energijo sistema, ψ pa funkcija. Klasi£en pristop k raziskovanju
Schrödingerjevih operatorjev je tako imenovana teorija perturbacije, kjer obravnavamo vsoto dveh
operatorjev, pri £emer poznamo spekter in lastnosti prvega, drugi pa je ustrezno majhen. Izkaºe
se, da je absolutno zvezni del spektra najbolj stabilen. Na primer, enega ve£jih rezultatov iz
tega podro£ja sta pokazala Deift in Killip leta 1999 [3], ki pravi da se absolutno zvezni spekter
operatorja − d2dx2 + V (x) na L2(R) ujema z intervalom [0,∞), £e je potencial V iz prostora L2(R).
Poudarimo, da se interval [0,∞) ujema s spektrom operatorja − d2dx2 in je v celoti absolutno zvezen.
Analogna trditev za ve£ dimenzionalni Schrödingerjev operator je znana kot Simonova domneva
in je ²e vedno odprta [13].
Glavni cilj magistrskega dela je nadeljevati raziskovanje absolutno zveznega dela spektra tako
imenovanih posplo²enih strun, na£eto v [7]. Formalno je posplo²ena struna torjica (L, ω, v), kjer je
L²tevilo iz (0,∞], ω distribucija na ustreznih funkcijah na [0, L) in v nenegativna Borelova mera
na [0, L). Posplo²eni struni priredimo navadno diferencialno ena£bo
(10.1) − f ′′ = zωf + z2vf,
na intervalu [0, L), kjer je z kompleksna konstanta imenovana spektralni parameter. Spektralni
problemi take oblike so pomembni, saj predstavljajo kanoni£ni model za operatorje z enostavnim
spektrom, opisano v [4, 5]. Prav tako so tudi tesno povezani z nekaterimi nelinearnimi valovnimi
ena£bami, na primer s Camassa-Holmovo ena£bo in Kortewegde Vriesovo ena£bo.
V za£etku dela predstavimo funkcijske prostore, s katerimi operiramo, natan£no deﬁniramo
posplo²ene strune in razloºimo pomen diferencialne ena£be (10.1). Nadalje si ogledamo nekaj splo-
²nih rezultatov glede strun, nekaj rezultatov iz kompleksne analize, ki jih potrebujemo pri analizi
spektra, in poveºemo teorijo posplo²enih strun s standardnimi Hamiltonovimi kanoni£nimi sistemi.
Dobro opremljeni deﬁniramo spekter posplo²enih strun in podamo orodja, ki so potrebna za izra-
£un spektra. Potem predstavimo dva primera posplo²enih strun, katerih diferencialni ena£bi znamo
eksplicitno re²iti, kar nam je v veliko pomo£ pri izra£unu spektra. Prva diferencialna ena£ba je
oblike −f ′′ = z2f , druga pa −f ′′ =
(
z
1+2αx
)2
f . V kon£nici magistrskega dela predstavimo glavna
rezultata (izrek 7.3 in izrek 7.4), ki pravita da se absolutno zvezni spekter zgornjih diferencialnih
ena£b ohranja pri ustreznih aditivnih perturbacijah. Ker se dokaza razlikujeta v ra£unskih detaj-
lih, v magistrskem delu namenimo vsakemu svoje poglavje. Na obravnavane perturbacije lahko v
dolo£enem smislu gledamo kot na aditivne perturbacije HilbertSchmidtovega razreda, £esar pa v
delu ne pokaºemo.
10.2. Deﬁnicije in oznake. Predstavimo sedaj funkcijske prostore, katerih funkcije uporabljamo.
Deﬁnicija 10.1. Funkcija deﬁnirana na kompaktnem intervalu f : [a, b]→ C je absolutno zvezna,
£e za vsako pozitivno ²tevilo ε obstaja pozitivno ²tevilo δ, tako da velja
n∑
j=1
|f(βj)− f(αj)| < ε,
za vsako naravno ²tevilo n in vsake disjunktne intervale (α1, β1), . . . , (αn, βn) vsebovane v [a, b],
katerih dolºine zado²£ajo
n∑
j=1
(βj − αj) < δ.
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Funkcija deﬁnirana na poljubnem intervalu je lokalno absolutno zvezna, £e je absolutno zvezna
na vsakem kompaktnem podintervalu.
Ker zgornja deﬁnicija ni zelo predstavljiva, navedimo izrek iz analize, ki karakterizira absolutno
zvezne funckije.
Izrek 10.1 ([12, str. 148]). Naj bo funkcija f : [a, b]→ C absolutno zvezna. Potem je f odvedljiva
skoraj povsod na intervalu [a, b], odvod f ′ ∈ L1([a, b]) in velja
f(x) = f(a) +
∫ x
a
f ′(t)dt, a ≤ x ≤ b.
S pomo£jo absolutne zveznosti, sedaj deﬁniramo naslednje funkcijske prostore.
Deﬁnicija 10.2. Za L ∈ (0,∞] naj bodo
ACloc [0, L) = {f : [0, L)→ R|f je lokalno absolutno zvezna} ,
H1loc [0, L) =
{
f ∈ ACloc [0, L) |f ′ ∈ L2loc [0, L)
}
,
H1[0, L) = {f ∈ H1loc[0, L) | f, f ′ ∈ L2[0, L)},
H1c [0, L) = {f ∈ H1[0, L) | supp(f) je kompakten v [0, L)},
H˙1[0, L) =
{
{f ∈ H1loc[0, L) | f ′ ∈ L2[0, L), limx→L f(x) = 0}, L <∞,
{f ∈ H1loc[0, L) | f ′ ∈ L2[0, L)}, L =∞,
H˙10 [0, L) =
{
f ∈ H˙1[0, L)|f(0) = 0
}
.
Deﬁniramo tudi prostor distribucij H−1loc [0, L), kot linearni funkcionali ω iz duala H
1
c [0, L)
∗, ki
evalvirajo testne funkcije h ∈ H1c [0, L) s predpisom
ω(h) = −
∫ L
0
w(x)h′(x)dx,
za neko funkcijo w ∈ L2loc[0, L). Potemtakem funkciji w re£emo anti-odvod distribucije ω in re£emo
da je ω realna distirbucija, £e ima w skoraj povsod realne vrednosti.
10.3. Posplo²ene strune.
Deﬁnicija 10.3. Trojici S = (L, ω, v), kjer je L ²tevilo iz (0,∞], ω realna distribucija iz H−1loc [0, L)
in v nenegativna sigma-kon£na Borelova mera na [0, L), re£emo posplo²ena struna. Anti-odvod
distribucije ω ozna£imo z w in kumulativno funkcijo mere v ozna£imo z v.
Struni S priredimo navadno diferencialno ena£bo
−f ′′ = zωf + z2vf,
kjer je z kompleksno ²tevilo imenovano spektralni parameter. Zgornjo ena£bo je treba razumeti v
smislu distribucij, kar pomeni, da je f ∈ H1loc [0, L) re²itev, £e za vsako testno funkcijo h ∈ H1c [0, L)
velja
∆fh(0) +
∫ L
0
f ′(x)h′(x)dx = zω(fh) + z2v(fh),
za neko kompleksno konstanto ∆f . Izkaºe se, da je konstanta enoli£na in jo zaradi povezanosti
z za£etno vrednostjo odvoda funkcije f ozna£imo z f ′(z, 0−). Anti-odvod desne strani v zgornji
ena£bi ozna£imo z nz in poudarimo, da zado²£a nz(x) = zw(x) + z2v(x).
Poudarimo, da v primeru, ko sta anti-odvod distribucije ω in kumulativna funkcija mere v gladki
funkciji, je ena£ba (10.1) ekvivalentna diferencialni ena£bi −f ′′ = zw′f+z2v′f , kar lahko preverimo
z integracijo po delih. V tem primeru dobimo, da je konstanta f ′(z, 0−) za neko re²itev f(z, ·),
enaka lim
x↓0
f ′(z, x) + zw(x)f(z, x) + z2v(x)f(z, x).
Oglejmo si sedaj slede£e testne funkcije
hx(t) =
{
x− t, t ∈ [0, x),
0, t ∈ [x, L),
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za x ∈ [0, L). e je f ∈ H1loc [0, L) re²itev ena£be (10.1), mora zado²£ati
f(x) = f(0) + f ′(z, 0−)x+
∫ x
0
nz(t)(f
′(t)(x− t)− f(t))dt
in posledi£no tudi
f ′(x) + nz(x)f(x) = f ′(z, 0−) +
∫ x
0
nz(t)f
′(t)dt.
S pomo£jo tega izra£una poveºemo re²itve diferencialne ena£be (10.1) s sistemom dveh navadnih
diferencialnih ena£b prvega reda, kar porodi naslednji rezultat.
Trditev 10.2 ([4, str. 5]). Za vsaki konstanti d1, d2 ∈ C obstaja natanko ena re²itev f ∈ H1loc [0, L)
ena£be (10.1), ki zado²£a
f(0) = d1, f
′(z, 0−) = d2.
Nadalje, £e so z, d1 in d2 realna ²tevila, potem ima f realne vrednosti.
Iz dokaza obstoja re²itev sistema diferencialnih ena£b sklepamo tudi, da sta funkciji z 7→ f(z, x)
in z 7→ f ′(z, x)+nz(x)f(z, x) celi. Prav tako s pomo£jo trditve ugotovimo, da je prostor re²itev di-
ferencialne ena£be (10.1) dvorazseºen. Za nadaljno raziskovanje strun je prav tako zelo pomembna
naslednja trditev.
Trditev 10.3 ([4, str. 9]). e je spektralni parameter z ∈ C\R, potem obstaja do multiplikativnega
skalarja natan£no enoli£na re²itev ψ ena£be (10.1), ki zado²£a ψ(0) 6= 0, in ki leºi v prostoru
H˙1[0, L) in L2([0, L) , v). Vsaki taki re²itvi re£emo Weylova re²itev.
10.4. Spekter. Za deﬁnicijo spektra strune najprej potrebujemo struni prirediti nek linearen ope-
rator na nekem Hilbertovem prostoru. Pokaºimo na kratko, kako se ju konstruira, natan£en in
detajlen rezultat si lahko ogledamo v [4, poglavje 4]. Najprej deﬁniramo Hilbertov prostor H kot
pare funkcij iz H˙1[0, L)× L2([0, L) ; v), na katerega nadanemo skalarni produkt s predpisom
〈f, g〉 =
∫ L
0
f ′1g¯
′
1dx+
∫
[0,L)
f2g¯2dv.
Potem deﬁniramo linearno relacijo T ⊂ H×H s pogojem, da par (f, g) ∈ H×H pripada T natanko
tedaj, ko velja
(10.2) − f ′′1 = ωg1 + vg2 and vf2 = vg1.
Obe ena£bi je treba razumeti v smislu distribucij, kar pomeni, da se morata obe strani ena£be
ujemati, ko evalviramo na poljubni testni funkciji iz H1c [0, L). eprav v splo²nem relacija T ne
predstavlja grafa linearnega operatorja, z njeno pomo£jo konstruiramo ustrezen operator. Poglejmo
si sedaj, kak²no je jedro T − z, ki vsebuje vse pare (f, g− zf), za katere je g− zf = 0 in za katere
je (f, g) ∈ T . Iz prvega pogoja dobimo g1 = zf1 in g2 = zf2 in s pomo£jo prve ena£be v (10.2)
dobimo −f ′′1 = zωf1 + zvf2. Spomo£jo druge ena£be v (10.2) dobimo vf2 = vg1 = zvf1, in ko
zdruºimo sklepe, dobimo da f1 zado²£a −f ′′1 = zωf1 + z2vf1, kar je ravno ena£ba (10.1).
Z namenom da se izognemo delu z linearnimi ralacijami, se v magistrskem delu lotimo deﬁnicije
spektra na nekoliko druga£en na£in. Najprej predstavimo tako imenovano Weyl-Titchmarshovo
funkcijo s predpisom
m(z) =
ψ′(z, 0−)
ψ(z, 0)
, z ∈ C\R,
kjer je funkcija ψ re²itev ena£be (10.1), dobljena iz trditve 10.3. Izkaºe se, da funkcija m pripada
razredu Herglotz-Nevanlinna, kar pomeni da je m analiti£na na C\R, da slika zgornjo polravnino
v zaprtje zgornje polravnine in da zado²£a simetri£ni relaciji m(z¯) = m(z). Dokaz lahko najdemo
v [4, str. 11]. Nato uporabimo tako imenovano Herglotz-Nevanlinna faktorizacijo za funkcijo m, s
pomo£jo katere lahko funkcijo m zapi²emo v obliki
m(z) = c1z + c2 − 1
Lz
+
∫
R
(
1
λ− z −
λ
1 + λ2
)
dµ(λ), z ∈ C\R,
za neki konstanti c1 ≥ 0 in c2 ∈ R, kjer je µ nenegativna Radonova mera na R, ki zado²£a
µ({0}) = 0 in ∫
R
1
1 + λ2
dµ(λ) <∞.
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V primeru ko je L =∞, £len 1Lz interpretiramo kot ni£.
Izkaºe se, da je operatorski del relacije T , unitarno podoben operatorju mnoºenju z neodvisno
spremenljivko v L2(µ) [4, poglavje 5], kar nam omogo£a deﬁnirati spekter strune samo s pomo£jo
m in µ. Spomnimo se, da je nosilec neke mere ν mnoºica {λ ∈ R| ∀ε > 0, ν((λ− ε, λ+ ε)) > 0} .
Deﬁnicija 10.4. Radonovi meri µ iz faktorizacije zgoraj re£emo spektralna mera strune S. Spekter
strune deﬁnramo kot nosilec mere µ in ga ozna£imo s σ(S).
S pomo£je Lebesguove dekompozicije mere µ = µac + µs na absolutno zvezni del in singularni
del in nadaljnega razcepa µs = µsc + µpp na singularno zvezni del in diskretni del (angle²ko pure
point) razcepimo tudi spekter na absolutno zvezni del, singularno zvezni del in to£kasti del
σac(S) = suppµac, σsc(S) = suppµsc in σpp(S) = suppµpp.
Z ρ(x) ozna£imo Radon-Nikodymov odvod absolutno zveznega dela mere in mu re£emo spektralna
funkcija.
Deﬁniramo tudi diskretni spekter σdisc(S), kot tiste to£ke iz σpp(S), ki so izolirane to£ke v σ(S),
bistveni spekter σess(S) pa je enak σ(S)\σdisc(S).
V delu nas predvsem zanima absolutno zvezni del spektra. Poudarimo, da po deﬁnciji velja
σac(S) ⊂ σess(S). e velja, da je na neki mnoºici A Lebesguova mera absolutno zvezna proti
spektralni meri, pravimo, da je µ bistveno podprta na mnoºici A. Pogoj je izpolnjen, £e velja
µ(E) > 0 za vsako podmnoºico E ⊂ A, katere Lebesguova mera je pozitivna. V tem primeru je
Lebesguova mera absolutno zvezna proti absolutno zveznem delu spektralne mere in velja A ⊂
σac(S).
Navedimo sedaj nekaj rezultatov iz teorije mere, ki nam omogo£ajo izra£unati spektralno mero
s pomo£jo Weyl-Titchmarshove funkcije. Najprej izra£unamo to£kovne mase.
Lema 10.4. Za x ∈ R\ {0} velja
lim
y↓0
yImm(x+ iy) = µ({x}).
S pomo£jo naslednjega rezultata, lahko dokon£no izra£unamo spektralno mero.
Izrek 10.5 ([11, str. 84], Stieltjesova formula inverzije). Naj bo interval (a, b) ⊂ R\(−ε, ε) za neko
pozitivno ²tevilo ε. Potem velja
1
pi
lim
y↓0
∫ b
a
Imm(x+ iy)dx = µ((a, b)) +
1
2
µ({a}) + 1
2
µ({b}).
Na podoben na£in pridemo tudi do spektralne funkcije.
Izrek 10.6 ([11, str. 86], Fatoujev izrek). Za skoraj vse x ∈ R velja
1
pi
lim
ε↓0
Imm(x+ iε) = ρ(x).
Vidimo, da to£kasti spekter nastopi pri polih funkcije m, zvezni del spektra pa nastopi pri
nezveznosti m vzdolº realne osi. Zato ni presene£enje, da lahko veliko povemo o spektru, £e ima
m analiti£no nadaljevanje preko nekega intervala na realni osi.
Lema 10.7. Naj za interval (a, b) ⊂ R obstaja odprta okolica U , da ima funkcija m analiti£no
nadaljevanje na U . Potem velja µ((a, b)) = 0.
Podobno sklepamo tudi v primeru, ko ima Weyl-Titchmarshova funkcija zvezno nadaljevanje
do nekega intervala (a, b) ⊂ R. V tem primeru je spekteralna mera na intervalu (a, b) absolutno
zvezna proti Lebesguovi meri.
Opremljeni s potrebnimi orodji, si oglejmo sedaj nekatere strune, katerih diferenicalne ena£be
znamo re²iti.
Primer 10.5. (i) Naj bo struna S dolo£ena z L =∞, w(x) = x in v ≡ 0. V tem primeru je
ena£ba (10.1) ekvivalentna diferencialni ena£bi −f ′′ = zf , ki ima re²itve oblike f(z, x) =
Aei
√
zx + Be−i
√
zx. Izmed re²itev potrebujemo tisto, katere odvod leºi v L2(R) in katere
za£etna vrednost je neni£elna. Tak²na re²itev je ψ(z, x) = ei
√
zx, za z ∈ C\R, kjer je√
z deﬁniran kot tisti koren ²tevila z, katerega imaginarni del je pozitiven, torej tista veja
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korena, ki ima kompleksno ravnino prerezano vzdolº pozitivnega dela realne osi. Posledi£no
je Weyl-Titchmarshova funkcija enaka
m(z) =
lim
x↓0
ψ′(z, x) + zx
zψ(z, x)
=
i√
z
.
Ker ima m analiti£no nadaljevanje preko negativnega dela realne osi, je spektralna mera
tam ni£elna, in ker ima m zvezno raz²iritev na (0,∞), je spektralna mera tam absolutno
zvezna proti Lebesguovi. Ker je spektralna mera singletona 0 enaka ni£, je torej spekter
strune S enak intervalu [0,∞) in je v celoti absolutno zvezen.
(ii) Naj bosta sedaj vlogi mere in distribucije obrnjeni, torej naj bo L = ∞, ω ≡ 0 in v = x.
Potem je ena£ba (10.1) ekvivalentna −f ′′ = z2f, kar ima re²itve f(z, x) = Aeizx+Be−izx.
Weylova re²itev je v tem primeru za z ∈ C+ enaka ψ(z, x) = eizx, kar pomeni, da je Weyl-
Titchmarshova funkcija enaka
m(z) =
iz
z
= i, z ∈ C+,
kar ima zvezno raz²iritev na celo realno os, kar pomeni da se spekter strune ujema z ab-
solutno zveznim delom in je enak celi realni osi.
(iii) Oglejmo si druºino strun odvisno od pozitivnega parametra α, katerih pripadajo£o diferen-
cialno ena£bo znamo re²iti. Naj bo L =∞, w(x) = x1+2αx in v ≡ 0. Diferencialna ena£ba
se v tem primeru glasi
−f ′′(x) = z
(1 + 2αx)2
f(x).
Re²itve te diferencialne ena£be so funkcije f(z, x) = A(1+2αx)
1
2 +
i
√
z−α2
2α +B(1+2αx)
1
2− i
√
z−α2
2α .
Weylova re²itev za z ∈ C\R je funkcija ψ(z, x) = (1 + 2αx) 12 + i
√
z−α2
2α , kjer je koren spet
deﬁniran na prerezani kompleksni ravnini vzdolº pozitivnega dela realne osi. Sledi, da je
Weyl-Titchmarshova funkcija enaka
m(z) =
2α( 12 +
i
√
z−α2
2α )
z
=
α+ i
√
z − α2
z
=
1
α− i√z − α2 , z ∈ C\R,
kar ima analiti£no raz²iritev na interval (−∞, α2) in zvezno raz²iritev na interval [α2,∞).
Od tod sklepamo, da je spekter v celoti absolutno zvezen in enak
[
α2,∞).
(iv) Zamenjajmo spet vlogi mere in distribucije. Potem se prirejena diferencialna ena£ba glasi
−f ′′(x) = z2(1+2αx)2 f(x), ki ima re²itve oblike
f(z, x) = A(1 + 2αx)
1
2 +
i
√
z2−α2
2α +B(1 + 2αx)
1
2− i
√
z2−α2
2α .
Weylova re²itev za z ∈ C\R je v tem primeru enaka ψ(z, x) = (1+2αx) 12 + i
√
z2−α2
2α , kjer je
koren
√
z2 − α2 deﬁniran kot +√z − α −√z + α, kjer je +√· veja korena z ravnino prerezano
vzdolº pozitivnega dela realne osi, −
√· pa veja z ravnino prerezano vzdolº negativnega dela.
Izra£unamo Weyl-Titchmarshovo funkcijo
m(z) =
2α( 12 +
i
√
z2−α2
2α )
z
=
α+ i
√
z2 − α2
z
=
z
α− i√z − α2 , z ∈ C\R,
od koder sklepamo da je spekter absolutno zvezen in sovpada z (−∞,−α] ∪ [α,∞).
10.5. Rezultati. V vseh primerih zgoraj je spekter v celoti absolutno zvezen in sovpada z ustre-
znim intervalom. Posledi£no je tudi bistveni spekter isti interval in absolutno zvezni del spektra
je bistveno podprt na njem. Izkaºe se, da se ti dve lastnosti ohranita za precej veliki razred
perturbacij. Za vsakega izmed zgornjih primerov navedimo izrek z natan£no formulacijo.
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Izrek 10.8. Naj struna (∞, ω, v) zado²£a pogoju∫ ∞
0
|w(x)− w0 − ηx|2dx <∞,
∫
[0,∞)
dv <∞,
za neko realno ²tevilo w0 in pozitivno ²tevilo η. Potem se bistveni spekter strune ujema z intervalom
[0,∞) in absolutno zvezni del je bistveno podprt na intervalu [0,∞).
Izrek 10.9. Naj struna (∞, ω, v) zado²£a pogoju∫ ∞
0
|w(x)− w0 − ηx
1 + 2αx
|2xdx <∞,
∫
[0,∞)
xdv(x) <∞,
za realno konstanto w0 in pozitivno konstanto η. Potem je bistveni spekter strune enak intervalu[
α2
η ,∞
)
in absolutno zvezni del je bistveno podprt na intervalu
[
α2
η ,∞
)
.
Izrek 10.10. Naj bo L neskon£en in naj ω in v zado²£ata∫ ∞
0
|w(x)− w0|2dx <∞,
∫
[0,∞)
d|v − ηx| <∞,
za nek realni w0 in pozitiven η. Potem je bistveni spekter strune ujema enak celi realni osi in
absolutno zvezni del je bistveno podprt na R.
Izrek 10.11. Naj bo L neskon£en in naj ω in v zado²£ata∫ ∞
0
|w(x)− w0|2(1 + 2αx)dx <∞,
∫
[0,∞)
(1 + 2αx)d|v − η x
1 + 2αx
| <∞,
za nek realni w0 in pozitiven η. Potem bistveni spekter strune sovpada z intervalom
(
−∞,−αη
]
∪[
α
η ,∞
)
in absolutno zvezni del spektra je bistveno podprt na intervalu
(
−∞,−αη
]
∪
[
α
η ,∞
)
.
Iz trditve, da je bistven spekter strune enak intervalu I in da je absolutno zvezni del spektra
bistveno podprt na I sklepamo, da se absolutno zvezni del spektra ujema z I. Ni£ pa ne moremo
sklepati o singularno zveznem spektru, razen da je vsebovan v I, in o to£kastem spektru, razen da
nima stekali²£ izven I.
V magistrskem delu natan£no dokaºemo izreka 10.10 in 10.11. Glavne ideje sledijo £lanku [7],
kjer tudi najdemo dokaza izrekov 10.8 in 10.9.
