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Abstract
In this paper we solve a selection problem for multidimensional SDE dXε(t) = a(Xε(t)) dt+
εσ(Xε(t)) dW (t), where the drift and diffusion are locally Lipschitz continuous outside of a fixed
hyperplane H . It is assumed that Xε(0) = x0 ∈ H , the drift a(x) has a Hoelder asymptotics as
x approaches H , and the limit ODE dX(t) = a(X(t)) dt does not have a unique solution.
We show that if the drift pushes the solution away of H , then the limit process with certain
probabilities selects some extremal solutions to the limit ODE. If the drift attracts the solution
to H , then the limit process satisfies an ODE with some averaged coefficients. To prove the last
result we formulate an averaging principle, which is quite general and new.
1 Introduction
Consider an ODE
du(t)
dt
= a(u(t));
u(0) = 0,
(1.1)
where a is a continuous function of linear growth that satisfies a local Lipschitz condition everywhere
except of the point u = 0. Then uniqueness of the solution to (1.1) may fail; e.g. for a(u) =√
|u|sgn(u) the ODE (1.1) has multiple solutions ±t2/4, t ≥ 0.
Consider a perturbation of (1.1) by a small noise:
duε(t) = a(uε(t))dt+ εdW (t), (1.2)
uε(0) = 0,
where W is a Wiener process. Equation (1.2) has a unique strong solution due to the Zvonkin-
Veretennikov theorem [23]. It easy to see that a family of distributions of {uε} is weakly relatively
compact because a has a linear growth. Moreover, any limit point of {uε} as ε → 0 satisfies
equation (1.1) because a is continuous. Hence, if the limit limε→0 uε (in distribution) exists, then
this limit may be considered as a natural selection of a solution to (1.1).
The corresponding problem was originated in papers by Bafico and Baldi [2, 3], who considered
the one-dimensional case; other generalizations see, for example, in [4, 5, 6, 7, 8, 9, 12, 15, 19, 20,
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21, 22] and references therein. Investigations in multidimensional case are much complicated than
in the one-dimensional one. There are still no simple sufficient conditions that ensure existence
of a limit limε→0 uε and a characterization of this limit. One of the reason for this is the absence
of the linear ordering in the multidimensional case. Indeed, in the one-dimensional situation the
are only two ways to exit from the point 0: one way to the right and another to the left. The
probability of going left or right can be easily obtained since there are explicit formulas for hitting
probabilities for one-dimensional diffusions. The equation for the limit process outside of 0 must
satisfy the original ODE because a is Lipschitz continuous there.
In this paper we consider the multidimensional case, where the Lipcshitz condition for a may
fail at a hyperplane. Let us describe the corresponding model. Consider an SDE
duε(t) = a(uε(t))dt+ εσ(uε(t))dW (t);
uε(0) = x
0,
(1.3)
where a : Rd → Rd, σ : Rd → Rd×m are measurable functions, W is an m-dimensional Wiener
process.
Assume that a and σ are of linear growth, σ is continuous and satisfies the uniform ellipticity
condition. This ensures existence and uniqueness of a weak solution to (1.3) and relative compact-
ness for the distributions of {uε}.
Set H := Rd−1×{0}. Suppose that the initial starting point x0 ∈ H and that the drift a satisfies
the local Lipschitz property in Rd \H.
Note that the definition of a onH is inessential because uε spends zero time inH with probability
1 due to the non-degeneracy of the diffusion coefficient.
The case when a is globally Lipschitz continuous in the lower half-space Rd− := R
d−1 × (−∞, 0)
and and the upper half-space Rd+ := R
d−1 × (0,∞) was investigated in [20]. The result was
formulated in terms of the vertical components of a±(x0) := limx→x0,x∈Rd±
a(x). In this paper we
investigate the case when the drift has Ho¨lder-type asymptotic in a neighborhood of H. Namely,
we will assume that
A1. ad(x) = |xd|
γb(x), where γ < 1, xd is the d-th coordinate of x = (x1, ..., xd), and b is a
globally Lipschitz continuous function in Rd+ and R
d
−, b
±(x) 6= 0, x ∈ H.
A2. ak, k = 1, . . . , d− 1, are globally Lipschitz functions in R
d
+ and R
d
−.
This case has new features, and the proofs will be based on new ideas compared to the proofs
from [20]. To illustrate the difference, let us recall briefly results of [20], where the case γ = 0 was
considered, and sketch the expected results in the case γ ∈ (0, 1).
Case 1. (The vector field a pushes outwards the hyperplane) Denote by n = (0, ..., 0, 1) the
normal vector to the hyperplane H. Assume that γ = 0 and ±(a±(x),n) > 0, x ∈ H. Then there
are two solutions u± to
du(t) = a(u(t))dt (1.4)
that start at x0 ∈ H and exit from H immediately to the upper and the lower half spaces, respec-
tively. It was proved in [20] that if γ = 0, then the limit process u0 immediately leaves H and
moves as u± with probabilities proportional to |(a±(x0),n)|. The corresponding proof was similar
to the one-dimensional situation. It used some comparison principle adapted to the multidimen-
sional situation. Investigations for arbitrary γ ∈ (0, 1) will be similar, but selection probabilities
will be different.
Remark 1.1. It was assumed in [20] that the noise is additive, i.e., σ is the identity matrix and
m = d. The case of multiplicative noise is completely analogous.
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Remark 1.2. If γ = 0 and the vector field a pushes away H from one side of H and attracts from
another side (for example, (a±(x),n) > 0), then there is a unique solution to (1.4) that starts at
x0 ∈ H. This solution exits from H immediately (to the upper half space in our case) and the limit
process u0 equals this solution of the ODE, see [20].
If γ ∈ (0, 1), the result is similar. Assume, for example, that b±(x0) > 0. Then there exists a
unique solution to (1.4) that exit H immediately (there may be other solutions that stay in H).
Moreover this solution exits to the upper half space and the limit process u0 equals this solution.
We do not prove this result in this paper. The proof is similar to [20].
Case 2. (The vector field a pushes towards the hyperplane) Assume that γ = 0 and±(a±(x),n) <
0, x ∈ H. It can be seen that any limit point of {uε} must stay at H with probability 1. It was
proved in [20] that the limit process u0 satisfies an ODE on H with the drift PH(p+(x)a
+(x) +
p−(x)a
−(x)), where PH is the orthogonal projection to H and the coefficients p±(x) are equal to
a∓
d
(x)
a−d (x)−a
+
d (x)
. Note that this multidimensional result has no one-dimensional analogues, where the
limit is zero process. In multidimensional case the first (d− 1) coordinates may change while d-th
coordinate stays zero.
The idea of proof was to analyze the time spent by uε in upper and lower half-spaces. It was
seen that since any limit process stays at H and uε is close close to H for small ε, then the times
spent in upper and lower half-spaces in a neighborhood of x ∈ H are proportional to the d-th
coordinates a−d (x) and a
+
d (x), respectively (they are not zero if γ = 0). Note that, the proof in
[20] was independent of the type of a noise. The small noise might be arbitrary process that (a)
ensures existence a solution and (b) converges to 0 uniformly in probability as ε→ 0 (however, the
corresponding results were formulated for Brownian noise only).
The proof from [20] does not work if ad(x)→ 0 as x approaches to H. The time spent in upper
and lower half-spaces might depend on the asymptotic of decay of ad in a neighborhood of H. In
this paper we prove the result when a satisfies assumptions A1, A2 with γ ∈ (0, 1), b+(x) < 0 and
b−(x) > 0 for x ∈ H.
It appears that if we scale the vertical coordinate ε−δud,ε(t) for a special choice of δ > 0, then
a pair (u1,ε(t), ..., ud−1,ε(t)) and ε
−δud,ε(t) can be considered as components of a Markov process
in a “slow” and “fast” time, respectively. Hence the description of the limit process for {uε} is
closely related to the averaging principle for Markov processes. We will see that the limit process
satisfies an ODE on H whose coefficients are an averaging of functions of a±k , k = 1, ..., (d− 1) over
a stationary distribution of a scaled vertical component given the other components were frozen.
The idea to use some scaling for small-noise problem was effectively used in one-dimensional case
if the drift is a power-type function and the noise is a Levy α-stable process or even more general.
Remark 1.3. The case γ = 1 is critical. If ad(x) ∼ xdb(x), where b
±(x) 6= 0, x ∈ H, then the limit
process may be non-Markov and satisfy certain equation [20] that depends somehow on a Wiener
process W (that formally should disappear in a limit equation).
The paper is organized as follows. In section 2 we formulate the problem and the main results.
The proofs for the cases when the drift pushes outwards H and towards H are given in §3 and §4,
respectively.
In subsection 2.3 we also formulate an averaging principle, which is quite general and new result.
The proof of averaging principle is postponed to section 5.
Acknowledgements. The work of A. Kulik was supported by the Polish National Science Cen-
ter grant 2019/33/B/ST1/02923. Research of A. Pilipenko was partially supported by Norway-
Ukrainian cooperation in mathematical education Eurasia 2016-Long-term CPEA-LT-2016/10139
and by the Alexander von Humboldt Foundation within the Research Group Linkage Programme
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2 Main results
Let us represent uε(t) as a pair (Xε(t), Yε(t)), where Yε is the last coordinate of uε and Xε consists
of the first d− 1 coordinates. Below we study only the general problem for the pair (Xε(t), Yε(t)),
which can be easily be reformulated for uε. For notational convenience, we assume below that Xε
is a d-dimensional process but not (d− 1) dimensional one.
The general setup is the following. Let Xε, Yε be stochastic processes with values in R
d and R,
respectively. Assume that the pair Xε, Yε satisfies the following SDE
dXε(t) = ψ
(
Xε(t), Yε(t)
)
dt+ ε b
(
Xε(t), Yε(t)
)
dB(t),
dYε(t) = ϕ(Xε(t), Yε(t))Y
γ
ε (t) dt+ εβ
(
Xε(t), Yε(t)
)
dW (t),
Xε(0) = x
0, Yε(0) = 0,
(2.1)
where B,W are Wiener processes (multidimensional and one-dimensional), that may be dependent.
Denote
yγ := |y|γ(1Iy>0 − 1Iy<0);
H := Rd × {0}.
Assume that
B1 ψ(x, y) = ψ+(x, y)1Iy≥0 + ψ
−(x, y)1Iy<0 and ϕ(x, y) = ϕ
+(x, y)1Iy≥0 + ϕ
−(x, y)1Iy<0, where
functions ψ±, ϕ± are bounded, continuous in x, y.
We assume that domains of ψ±, ϕ± are the whole space x ∈ Rd, y ∈ R, despite we use their
values on the corresponding half-spaces only. The functions ψ,ϕ may have jump discontinuity on
H.
B2 ϕ±(x, 0) 6= 0 for any x ∈ Rd ;
B3 β(x, y) = β+(x, y)1Iy≥0 + β
−(x, y)1Iy<0, where β
± are bounded, continuous and separated
from zero function in the whole space Rd×R; function b is bounded and continuous in (Rd×R)\H;
B4 γ ∈ (0, 1).
Under assumptions B1–B4 there exists a weak solution to (2.1).
Indeed, it follows from the standard compactness arguments that there exists a weak solution
to
dXˆε(t) =
ψ
β2
(
Xˆε(t), Yˆε(t)
)
dt+ ε
b
β
(
Xˆε(t), Yˆε(t)
)
dB(t),
dYˆε(t) = εdW (t),
Xˆε(0) = x
0, Yˆε(0) = 0.
Note that all coefficients may be discontinuous in H but the processes spend zero time there with
probability 1. Any redefinition of coefficients in H does not affect the equations.
Using the transformation of time arguments, see for example [13], we get a solution to
d
ˆˆ
Xε(t) = ψ
( ˆˆ
Xε(t),
ˆˆ
Yε(t)
)
dt+ ε b
( ˆˆ
Xε(t),
ˆˆ
Yε(t)
)
dB(t),
d
ˆˆ
Yε(t) = εβ
( ˆˆ
Xε(t),
ˆˆ
Yε(t)
)
dW (t),
ˆˆ
Xε(0) = x
0,
ˆˆ
Yε(0) = 0.
Finally, Girsanov’s theorem yields existence of a weak solution to (2.1) .
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Remark 2.1. If b is non-degenerate, then existence of a solution can be proved without transforma-
tion of time arguments.
2.1 Repulsion from the hyperplane
In this subsection we assume that ϕ±(x, 0) > 0 for all x ∈ Rd. Then sgn(y)ϕ(x, y)yγ > 0, y 6= 0
and the drift pushes away from the hyperplane Rd × {0}.
Suppose that assumptions B1–B4 holds true and functions ψ±, ϕ± are locally Lipschitz contin-
uous in (x, y) ∈ Rd × R.
Then there are unique solutions (X+(t), Y +(t)) and (X−(t), Y −(t)) to the unperturbed system
(i.e., ε = 0):
dX(t) = ψ
(
X(t), Y (t)
)
dt,
dY (t) = ϕ(X(t), Y (t))Y γ(t) dt,
X(0) = x0, Y (0) = 0,
such that Y +(t) > 0 and Y −(t) < 0 for all t > 0.
Indeed, set Y˜ (t) := Y 1−γ(t). Then
X(t) = x0 +
∫ t
0
ψ
(
X(s), Y˜
1
1−γ (s)
)
ds,
Y˜ (t) = (1− γ)
∫ t
0
ϕ
(
X(s), Y˜
1
1−γ (s)
)
ds.
Since γ ≥ 0, the functions (x, y˜)→ ψ±(x, y˜) and (x, y˜)→ ϕ±(x, y˜) are locally Lipschitz continuous.
So, equations
X±(t) = x0 +
∫ t
0
ψ±
(
X±(s), (Y˜ ±(s))
1
1−γ
)
ds,
Y˜ ±(t) = (1− γ)
∫ t
0
ϕ±
(
X±(s), (Y˜ ±(s))
1
1−γ
)
ds.
have unique solutions (X±(t), Y˜ ±(t)) and these solutions are such that Y˜ +(t) > 0 and Y˜ −(t) < 0 for
all t > 0. Making the inverse change of variables we get the desired functions Y ±(t) = (Y˜ ±(t))
1
1−γ .
The solution does not explode in a finite time because ψ±, ϕ± are bounded by assumption B1.
Theorem 2.1. The distribution of (Xε, Yε) in C([0, T ]) converges weakly as ε→ 0 to the measure
p−δ(X−,Y −) + p+δ(X+,Y +)
where
p± =
(
ϕ+(x0,0)
(β+(x0,0))2
) 1
γ+1
(
ϕ−(x0,0)
(β−(x0,0))2
) 1
γ+1
+
(
ϕ+(x0,0)
(β+(x0,0))2
) 1
γ+1
(2.2)
and δ(X+,Y +), δ(X−,Y −) means the unit mass that concentrated on the functions (X
+, Y +) and
(X−, Y −), respectively.
The proof is given in §3.
Remark 2.2. If ±ϕ±(x, 0) > 0 (or ±ϕ±(x, 0) < 0) for all x ∈ Rd, then the limit process is
(X+(t), Y +(t)) (respectively (X−(t), Y −(t)) ) with probability 1.
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Remark 2.3. If we have inequality ϕ+(x0, 0) > 0 and ϕ−(x0, 0) < 0 only at the initial point (and
hence in some neighborhood by continuity of coefficients), then the functions (X±(t), Y ±(t)) are
well defined up to the moment τ±H := inf{t > 0 : Y
±(t) = 0} of the first return to H. In this case
we have the convergence in distribution for the stopped processes:
(Xε(· ∧ τ
+
H ∧ τ
−
H ), Yε(· ∧ τ
+
H ∧ τ
−
H ))⇒ p−δ(X−(·∧τ+H∧τ
−
H ),Y
−(·∧τ+H∧τ
−
H ))
+ p+δ(X+(·∧τ+H∧τ
−
H ),Y
+(·∧τ+H∧τ
−
H ))
.
The proof is essentially the same, but it involves routine localization arguments in addition.
2.2 Attraction to the hyperplane
In this subsection we assume that ϕ±(x, 0) < 0 for all x ∈ Rd.
Suppose that assumptions B1–B4 holds true and ψ± are locally Lipschitz in x for any fixed y.
Theorem 2.2. For any T > 0 we have the uniform convergence in probability
lim
ε→0
sup
t∈[0,T ]
‖(Xε(t), Yε(t))− (X(t), 0)‖ = 0,
where X(t) is a solution to the following ODE
dX(t) = ψ¯(X(t))dt, X(0) = 0,
and
ψ(x) = ψ+(x, 0)
(
(β+(x,0))2
ϕ+(x,0)
) 1
γ+1
(
(β−(x,0))2
ϕ−(x,0)
) 1
γ+1
+
(
(β+(x,0))2
ϕ+(x,0)
) 1
γ+1
+ ψ−(x, 0)
(
(β−(x,0))2
ϕ−(x,0)
) 1
γ+1
(
(β−(x,0))2
ϕ−(x,0)
) 1
γ+1
+
(
(β+(x,0))2
ϕ+(x,0)
) 1
γ+1
,
(2.3)
The proof is given in §4.
Remark 2.4. Note that
ϕ+(x, 0)
− 1
γ+1
ϕ+(x, 0)
− 1
γ+1 + ϕ−(x, 0)
− 1
γ+1
= π(x)([0,∞)),
ϕ−(x, 0)
− 1
γ+1
ϕ+(x, 0)
− 1
γ+1 + ϕ−(x, 0)
− 1
γ+1
= π(x)((−∞, 0)),
where π(x) is the stationary distribution for the SDE
dy(x)(t) = (ϕ+(x, 0)1Iy(x)(t)>0 + ϕ
−(x, 0)1Iy(x)(t)<0)(y
(x)(t))γ dt+ β
(
x, 0) dW (t).
Hence,
ψ(x) = ψ+(x, 0)π(x)([0,∞)) + ψ−(x, 0)π(x)((−∞, 0)),
i.e., the drift of the limit equation is the averaging of ψ± over the stationary distribution of an SDE
with frozen x variable. The corresponding relation between the averaging principle and averaging
of coefficients in the limit equation for the small noise perturbation problem will be seen from the
proof.
In the next subsection we formulate an averaging principle, which is applied in the proof of
Theorem 2.2. We consider more general SDEs than (2.1) because the idea of the proof is universal.
The corresponding result may be interesting by itself.
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2.3 Averaging
Let for ε > 0 the processes Xε(t), Yε(t) take values in R
d,Rk and have the form
Xε(t) = Xε(0) +
∫ t
0
aε
(
Xε(s), Yε(t)
)
ds+
∫ t
0
σε
(
Xε(s), Yε(s)
)
dBεs
+
∫ t
0
∫
Rm
cε
(
Xε(s−), Yε(s−), u
)[
N ε(du,ds)− 1|u|≤ρν
ε(du)ds
]
+ ξε(t),
Yε(t) = Yε(0) + ε
−1
∫ t
0
Aε
(
Xε(s), Yε(s)
)
ds+ ε−1/2
∫ t
0
Σε
(
Xε(s), Yε(s)
)
dW εs
+
∫ t
0
∫
Rl
Cε
(
Xε(s−), Yε(s−), z
)[
Qε(dz,ds)− 1|z|≤ρε
−1µε(dz)ds
]
,
(2.4)
where Bεt ,W
ε
t are Brownian motions and N
ε(du,dt), Qε(dz,dt) are Poisson point measures on a
common filtered probability space (Ωε,Fε,Pε), and the random measures N ε(du,dt), Qε(dz,dt)
have the intensity measures νε(du)dt and ε−1µε(dz)dt, respectively. These random measures are
involved into the system in the partially compensated form, which is quite typical for the Le´vy-
driven SDEs; what is a bit unusual is the choice of the cutoff functions 1|u|≤ρ, 1|z|≤ρ with the number
ρ > 0 to be specified separately. This choice will become clear later, when we describe the limit
behavior of the Le´vy measures νε(du), µε(dz) as ε→ 0. Note that here and below we do not assume
a uniqueness of a solution to prelimit equation (2.4).
The factor ε−1 in the intensity measure for Qε(dz,dt) and the factors ε−1, ε−1/2 at the integrals
w.r.t. ds and dW εs in the equation for Yε mean that the evolution of the component Yε happens at
the ‘fast’ time scale ε−1t, which we will also call the ‘microscopic’ time scale. The component Xε
evolves at the ‘slow’, or ‘macroscopic’ time scale t; its evolution involves the deterministic term,
two stochastic terms (continuous and partially compensated jump parts), and a residual term ξε,
for which we do not impose any structural assumptions, and only require it to be asymptotically
small in the following sense:
H0. (Negligibility of the residual term). The process ξε(t) is an adapted ca`dla`g process, and for
any T > 0,
sup
t∈[0,T ]
|ξε(t)| → 0, ε→ 0
in probability.
The aim of this subsection is to get the averaging principle (AP) for the ‘slow’ component Xε.
Let us stress that the framework we adopt is quite general; in particular,
• the two-scale system (2.4) is fully coupled in the sense that the coefficients of the ‘slow’
component depend on the ‘fast’ one, and vice versa;
• the noises for the ‘slow’ and the ‘fast’ component are allowed to be dependent;
• the coefficients of the ‘slow’ component can be discontinuous.
Let us introduce further assumptions on the system (2.4). Note that all the assumptions listed
below are quite natural and non-restrictive.
H1. (Bounds for the coefficients). There exists a constant C such that
|aε(x, y)| ≤ C, |σε(x, y)| ≤ C, |Σε(x, y)| ≤ C, |cε(x, y, u)| ≤ C|u|, |Cε(x, y, z)| ≤ C|z|
for all values of x, y, u, z.
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In addition, for any R > 0 there exists a constant CR such that
|Aε(x, y)| ≤ CR, x ∈ R
d, |y| ≤ R.
H2. (Bounds for the Le´vy measures). There exist constants C and p > 0 such that∫
Rm
(|u2| ∧ 1)νε(du) ≤ C,
∫
Rl
(|z2|1|z|≤1 + |z|
p1|z|>1)µ
ε(dz) <∞.
H3. (The coefficients of the fast component are convergent). There exist continuous functions
A(x, y),Σ(x, y), C(x, y, z) such that
Aε(x, y)→ A(x, y), Σε(x, y)→ Σ(x, y), and Cε(x, y, z)→ C(x, y, z) as ε→ 0
uniformly on every compact set in Rd × Rk,Rd × Rk, and Rd ×Rk × (Rl \ {0}), respectively.
To introduce the next condition, let us define the weak convergence of a family of Le´vy measures
on Rm in the following way: νε(du) =⇒ ν(du) if for every continuous function ϕ with a support
compactly embedded into Rm \ {0},∫
Rm
ϕ(z) νε(dz)→
∫
Rm
ϕ(z) ν(dz), ε→ 0.
H4. (The Le´vy measures of the noises are weakly convergent). There exist Le´vy measures ν(du),
µ(dz) on Rm,Rl respectively such that
νε(du) =⇒ ν(du) and µε(dz) =⇒ µ(dz) as ε→ 0.
In addition,
ν({u : |u| = ρ}) = 0, µ({z : |z| = ρ}) = 0. (2.5)
Condition (2.5) yield that the cutoff functions 1|u|≤ρ, 1|z|≤ρ used in (2.4) are a.s. continuous
w.r.t. the measures ν(du), µ(dz), respectively. Note that there exists at most countable set of
levels ρ such that (2.5) fails, hence one can always choose ρ to satisfy this condition. Of course,
changing the cutoff level would change the drift coefficients respectively.
Next, assume that the drift of the fast component performs an attraction to origin.
H5. (The drift condition for the microscopic dynamics) There exist κ > 0 and c, r > 0 such that
Aε(x, y) · y ≤ −c|y|κ+1, |y| ≥ r. (2.6)
In addition, the balance condition holds:
κ+ p > 1, (2.7)
where p is introduced in the assumption H2.
Consider a family of ‘frozen microscopic equations’
dy(t) = A
(
x, y(t)
)
dt+Σ
(
x, y(t−)
)
dWt +
∫
Rl
C
(
x, y(t−), z
) [
Q(dz,ds)− 1|z|≤1µ(dz)ds
]
, (2.8)
where W is a Wiener process and Q(dz,dt) is an independent Poisson point measure with the
intensity measure µ(dz)dt. For the corresponding ‘frozen dynamics’ we introduce a separate family
of assumptions.
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F0. (The ‘frozen microscopic dynamics’ is well defined and Feller). For any x and any initial value
y(0) = y, the SDE (2.8) has a unique weak solution, which is a Markov process. Furthermore we
denote the corresponding family of Markov processes by y(x), x ∈ Rd, and write P
(x)
t (y,dy
′) for the
corresponding family of transition probabilities.
We also denote
P frozent f(x, y) =
∫
Rk
f(x, y′)P
(x)
t (y,dy
′), t ≥ 0,
the semigroup of operators corresponding to the two-component process (x, y(x)) in which the first
component is constant and the second one is the Markov process specified above. We assume that
this semigroup is Feller.
For this family, we assume the following mixing property, which is actually the local Dobrushin
condition, uniform in parameter x; see [16, Section 2].
F1. (The ‘frozen microscopic dynamics’ is locally mixing). There exists h > 0 such that, for any
R > 0 there exists ρ = ρR > 0 such that, for any x, y1, y2 with |x| ≤ R, |y1| ≤ R, |y2| ≤ R
‖P
(x)
h (y1,dy
′)− P
(x)
h (y2,dy
′)‖TV ≤ 1− ρ,
where P
(x)
t (y,dy
′) denotes the transition probability of the process y(x), and the total variation
distance between probability measures is defined as
‖λ1 − λ2‖TV = sup
A
(λ1(A)− λ2(A)).
We note that assumptions F1, H5 ensure that, for each x ∈ R
d, the laws of y
(x)
t converge to the
invariant probability measure (IPM) π(x)(dy) with an explicitly rate; see Proposition 5.1 below.
For the coefficients of the ‘slow’ component, we assume a weaker analogue of H3, where the
convergence and continuity of the limiting coefficients may fail on an exceptional set, which should
be negligible, in a sense.
H6. (The coefficients of the slow component are convergent). There exist functions a(x, y), σ(x, y),
c(x, y, u) and an open set B ⊂ Rd × Rk such that, for any compact set K ⊂ B,
aε(x, y)→ a(x, y) and σε(x, y)→ σ(x, y) as ε→ 0
uniformly on K, and for any R > 1
cε(x, y, u)→ c(x, y, u), ε→ 0
uniformly on K × {u : R−1 ≤ |u| ≤ R}. The set ∆ = (Rd × Rk) \B satisfies
π(x){y : (x, y) ∈ ∆} = 0 for any x ∈ Rd.
In addition, the functions a(x, y), σ(x, y), and c(x, y, u) are continuous on B and B × (Rm \ {0}),
respectively.
Define the averaging of the limiting drift coefficient for the macroscopic component w.r.t. the
family of IPMs for the frozen microscopic one:
a(x) =
∫
Rk
a(x, y)π(x)(dy).
Next, consider the limiting diffusion matrix and compensated/non-compensated jump kernels for
the macroscopic component,
b(x, y) = σ(x, y)σ(x, y)∗, K(ρ)(x, y,A) = ν({u : |u| ≤ ρ, c(x, y, u) ∈ A}),
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K(ρ)(x, y,A) = ν({u : |u| > ρ, c(x, y, u) ∈ A}),
and introduce the corresponding averaged characteristics as
b(x) =
∫
Rk
b(x, y)π(x)(dy), K(ρ)(x,dv) =
∫
Rk
K(ρ)(x, y,dv)π
(x)(dy),
K
(ρ)
(x,dv) =
∫
Rk
K(ρ)(x, y,dv)π(x)(dy).
Finally, we introduce an auxiliary technical assumption.
A0. The averaged coefficients a(x), b(x) are continuous. The averaged Le´vy kernels K(ρ)(x,dv),
K
(ρ)
(x,dv) depend on x continuously, in the sense that
K(ρ)(x
′,dv) =⇒ K(ρ)(x,dv) and K
(ρ)
(x′,dv) =⇒ K
(ρ)
(x,dv) as x′ → x.
Remark 2.5. It is easy to give a sufficient condition for A0 to hold. Namely, it is enough to assume,
in addition to H0 −H6, F0,F1, that the transition probabilities P
(x)
t (y,dy
′) are continuous in x
w.r.t. the total variation convergence for each y ∈ Rk, t ≥ t0. Then, because of the convergence
(5.6), the same continuity holds for the family of the IPMs π(x)(dy). The latter continuity, combined
with H1,H2, H4, and H6, yields the required continuity of the averaged coefficients.
Now we are ready to formulate our main statement.
Theorem 2.3. Assume H0 −H6, F0,F1, and A0 to hold,
Xε(0)→ x
0, ε→ 0,
in probability and {Yε(0)} be bounded in probability.
Then the family {Xε, ε > 0} is weakly compact in D([0,∞),R
d), and any of its weak limit point
as ε→ 0 is a solution to the martingale problem (L,C∞0 ) with
Lϕ(x) = ∇ϕ(x) · a(x) +
1
2
∇2ϕ(x) · b(x) +
∫
Rm
(
ϕ(x+ v)− ϕ(x)−∇ϕ(x) · v
)
K(ρ)(x,dv)
+
∫
Rm
(
ϕ(x+ v)− ϕ(x)
)
K
(ρ)
(x,dv)
= ∇ϕ(x) · a(x) +
1
2
∇2ϕ(x) · b(x)+
+
∫
Rk
∫
Rm
(
ϕ(x+ c(x, y, u)) − ϕ(x)−∇ϕ(x) · c(x, y, u)1I|u|≤ρ
)
ν(du)π(x)(dy),
(2.9)
where ϕ ∈ C∞0 .
If the martingale problem (2.9) is well posed, then Xε weakly converges as ε → 0 to its unique
solution with X(0) = x0.
3 Proof of Theorem 2.1
The proof almost copying the proof of Theorem 3.1 in [20]. Thus we only sketch the main steps of
the proof.
Step 1. The sequence {(Xε, Yε)} is weakly relatively compact. The proof follows from bound-
edness of functions ϕ,ψ, b, β.
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Therefore, to prove the Theorem it suffices to verify that any subsequence {(Xεn , Yεn)} contains
sub-subsequence {(Xεnk , Yεnk )} that converges to the desired limit. Without loss of generality we
will assume that {(Xε, Yε)} is weakly convergent by itself.
Step 2. Estimate for the time spent by Yε in a neighborhood of 0.
We will use the following general statement.
Lemma 3.1. Assume that processes {ηε(t)} satisfy the following SDE
dηε(t) = aε(t)η
γ
ε (t)dt+ εbε(t)dW (t),
ηε(0) = 0,
where |γ| < 1, and aε(t), bε(t) are Ft-adapted processes such that
aε(t) ≥ A > 0, 0 < C1 ≤ bε(t) ≤ C2
for all ω, t, ε.
Set
τε(δ) := inf{t ≥ 0 : |ηε(t)| ≥ δ}.
Then there is a constant K = K(A,C1, C2) such that
∀δ > 0 ∃ε0 > 0 ∀ε ∈ (0, ε0) : Eτε(δ) ≤ Kδ
1−γ .
The proof of Lemma is quite standard. We postpone it to the Appendix.
Without loss of generality we will assume that
ψ±(x, 0) ≥ c1 > 0 and 0 < c2 ≤ β(x) ≤ c3 for all x ∈ R
d, (3.1)
where c1,2,3 are some positive constants. This assumption does not restrict generality, since the
general case can be considered using a localization. Under this additional assumption, Lemma 3.1
applied to
τε(δ) := inf{t ≥ 0 : |Yε(t)| ≥ δ}.
and the Chebyshev inequality yield
∀δ > 0 ∃ε0 > 0 ∀ε ∈ (0, ε0) : P(τε(δ) ≥ δ
1−γ
2 ) ≤ Kδ
1−γ
2 . (3.2)
Remark 3.1. It can be seen from the construction of Y ± that the inequality (3.2) is valid for
τ±(δ) := inf{t ≥ 0 : |Y ±(t)| ≥ δ} also.
Step 3. We see from (3.2) that with high probability the random variable τε(δ) is dominated
by δ
1−γ
2 . It follows from the standard estimates for moments of SDEs that for small t we have
E sup
s∈[0,t]
|Xε(s)− x
0|2 ≤ Ct,
where constant C can be selected independently of ε ∈ [0, 1].
So, we have the following estimates
∃C1 > 0 ∀δ > 0 ∃ε0 > 0 ∀ε ∈ (0, ε0) : P( sup
t∈[0,τε(δ)]
|Xε(t)− x
0| ≥ δ
1−γ
6 ) ≤ C1δ
1−γ
6 , (3.3)
P( sup
t∈[0,τε(δ)]
|X±(t)− x0|+ |Y ±(t)| ≥ 2δ
1−γ
6 ) ≤ C1δ
1−γ
6 . (3.4)
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Verify, for example, (3.3):
P( sup
t∈[0,τε(δ)]
|Xε(t)− x
0| ≥ δ
1−γ
6 ) ≤ P(τε(δ) > δ
1−γ
2 ) +P( sup
t∈[0,δ
1−γ
2 ]
|Xε(t)− x
0| ≥ δ
1−γ
6 ) ≤
δ
1−γ
2 +
E sup
t∈[0,δ
1−γ
2 ]
|Xε(t)− x
0|2
δ
1−γ
3
≤ δ
1−γ
2 +
Cδ
1−γ
2
δ
1−γ
3
≤ C1δ
1−γ
6 .
Note also that
sup
t∈[0,τε(δ)]
|Yε(t)| = |Yε(τε(δ))| = δ a.s. (3.5)
by the definition of τε(δ).
Step 4. We denote by (Xx,y(t), Y x,y(t)) a solution to the corresponding ODE that starts from
x ∈ Rd, y 6= 0. This solution never hits Rd×{0}, recall (3.1). We have correctness of the definition
of (Xx,y(t), Y x,y(t)) because in all other points coefficients satisfy the local Lipschitz condition.
If we wish to highlight that y > 0 (or y < 0), then the corresponding solution is denoted by
(X+,x,y(t), Y +,x,y(t)) (or (X−,x,y(t), Y −,x,y(t)), respectively).
Let ω be such that Yε(τε(δ)) = δ, i.e., the process Yε hits δ earlier than −δ. Then for this ω we
have
sup
t∈[0,T ]
(
|Xε(t)−X
+(t)|+ |Yε(t)− Y
+(t)|
)
≤
sup
t∈[0,T ]
(
|Xε(τε(δ) + t)−X
+,Xε(τε(δ)),Yε(τε(δ))(t)|+ |Yε(τε(δ) + t)− Y
+,Xε(τε(δ)),Yε(τε(δ))(t)|
)
+
sup
t∈[0,T ]
(
|X+,Xε(τε(δ)),Yε(τε(δ))(t)−X+(τε(δ) + t)|+ |Y
+,Xε(τε(δ)),Yε(τε(δ))(t)− Y +(τε(δ) + t)|
)
+
sup
t∈[0,T ]
(
|X+(τε(δ) + t)−X
+(t)|+ |Y +(τε(δ) + t)− Y
+(t)|
)
+ sup
t∈[0,τε(δ)]
(|Xε(t)− x
0|+ |Yε(t)|) =
I1 + ...+ I4.
Select small δ > 0 and after that select ε0 > 0 from (3.2). It follows from (3.3), (3.4), and
construction of (X+, Y +) in §2.1 that I2, I3, I4 are small with high probability.
To estimate I1 we need the following statement on integral equations. Let f(t) = (fX(t), fY (t))
be a non-random continuous function, and functions X±,x,y(f) , Y
±,x,y
(f) satisfy the integral equation
X±,x,y(f) (t) = x+
∫ t
0
ψ±
(
X±,x,y(f) (s), Y
±,x,y
(f) (s)
)
ds+ fX(t),
Y ±,x,y(f) (t) =
∫ t
0
ϕ±(X±,x,y(f) (s), Y
±,x,y
(f) (s))(Y
±,x,y
(f) )
γ(s) ds+ fY (t), t ∈ [0, T ],
X±,x,y(f) (0) = x, Y
±,x,y
(f) (0) = y.
Remark 3.2. We do not assume that a pair X±,x,y(f) , Y
±,x,y
(f) is a unique solution. Recall also that the
domains of ψ±, ϕ± is the whole space.
Lemma 3.2.
∀δ > 0 ∀R ≥ 1 ∃α > 0 ∀x ∈ [−R,R] ∀t ∈ [0, T ] ∀f, ‖f‖∞ < α
∀y ∈ [
1
R
,R] : |X+,x,y(f) (t)−X
+,x,y(t)|+ |Y +,x,y(f) (t)− Y
+,x,y(t)| ≤ δ
∀y ∈ [−R,−
1
R
] : |X−,x,y(f) (t)−X
−,x,y(t)|+ |Y −,x,y(f) (t)− Y
−,x,y(t)| ≤ δ.
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The proof of the Lemma is standard. Notice that if α is small enough, then Y ±,x,y(f) (t) 6= 0, t ∈
[0, T ] and coefficients of the integral equations are locally Lipschitz continuous if y 6= 0.
Let ω be such that Yε(τε(δ)) = δ. Then
|Xε(τε(δ) + t)−X
+,Xε(τε(δ)),Yε(τε(δ))(t)|+ |Yε(τε(δ) + t)− Y
+,Xε(τε(δ)),Yε(τε(δ))(t)| =(
|X+,x,δ(f) (t)−X
+,x,δ(t)|+ |Y +,x,δ(f) (t)− Y
+,x,δ(t)|
) ∣∣∣
x=Xε(τε(δ))
,
where
f(t) :=
(
ε
∫ τε(δ)+t
τε(δ)
b
(
Xε(s), Yε(s)
)
dB(s), ε
∫ t
0
β
(
Xε(s), Yε(s)
)
dW (s)
)
,
Since b and β are bounded we have the uniform convergence in probability:
ε sup
t∈[0,T ]
(
|
∫ τε(δ)+t
τε(δ)
b
(
Xε(s), Yε(s)
)
dB(s)|+ |
∫ t
0
β
(
Xε(s), Yε(s)
)
dW (s)|
)
P
→ 0, ε→ 0
for any δ > 0.
This, (3.3), (3.5), and Lemma 3.2 give us convergence
sup
t∈[0,T ]
(
|Xε(τε(δ) + t)−X
Xε(τε(δ)),Yε(τε(δ))(t)|+ |Yε(τε(δ) + t)− Y
Xε(τε(δ)),Yε(τε(δ))(t)|
)
P
→ 0, ε→ 0
for any δ > 0.
Step 5. The proof of the Theorem follows from Step 4 and the next estimate of probabilities
P(Yε(τε(δ)) = ±δ).
Lemma 3.3. ∀µ > 0, δ0 > 0 ∃δ ∈ (0, δ0):
p+ − µ ≤ lim inf
ε→0
P(Yε(τε(δ)) = δ) ≤ lim sup
ε→0
P(Yε(τε(δ)) = δ) ≤ p
+ + µ,
p− − µ ≤ lim inf
ε→0
P(Yε(τε(δ)) = −δ) ≤ lim sup
ε→0
P(Yε(τε(δ)) = −δ) ≤ p
− + µ,
where p± are defined in (2.2).
Proof of Lemma 3.3. Let ν > 0 be arbitrary. Select δ1 > 0 such that
|ϕ±(x, y)− ϕ±(x0, 0)| ≤ ν, 0 < (β±(x0, 0))2 − ν < (β±(x, y))2 < (β±(x0, 0))2 + ν (3.6)
as |x− x0| < δ1, |y| ∈ [0, δ1].
Set σε(δ) := inf{t ≥ 0 : |Xε(t)− x
0| ≥ δ}.
It follows from (3.3) that P
(
σε(δ
1−γ
6 ) < τε(δ)
)
< Cδ
1−γ
6 for small ε. Hence, if δ
1−γ
6 < δ1, then
with probability greater than 1−Cδ
1−γ
6 the process Yε exits [−δ, δ] before Xε exits [−δ1, δ1]. Hence,
without loss of generality we will assume that (3.6) is satisfied for all (x, y).
Set
sε(y) :=

∫ y
0 exp{−
2(ϕ+(x0,0)+ν)zγ+1
ε2(γ+1)(β+(x0,0)2−ν)}dz, y ≥ 0;
∫ y
0 exp{−
2(ϕ−(x0,0)−ν)|z|γ+1
ε2(γ+1)(β−(x0,0)2+ν)
}dz, y ≤ 0.
Then
ϕ(x, y)yγs′ε(y) +
ε2
2
β2(x, y)s′′ε(y) ≤ 0
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for all x, y (recall that we assume that (3.6) is satisfied for all (x, y) ).
So
0 ≥ Esε(Yε(τε(δ))) = sε(δ)P(Yε(τε(δ)) = δ) + sε(−δ)P(Yε(τε(δ)) = −δ) =
sε(δ)P(Yε(τε(δ)) = δ) + sε(−δ)(1−P(Yε(τε(δ)) = δ)) = (sε(δ)− sε(−δ))P(Yε(τε(δ)) = δ) + sε(−δ).
Therefore
lim sup
ε→0
P(Yε(τε(δ)) = δ) ≤ lim
ε→0
−sε(−δ)
sε(δ)− sε(−δ)
=
lim
ε→0
∫ 0
−δ exp{−
2(ϕ−(x0,0)−ν)|z|γ+1
ε2(γ+1)((β−(x0,0))2+ν)
}dz∫ 0
−δ exp{−
2(ϕ−(x0,0)−ν)|z|γ+1
ε2(γ+1)((β−(x0,0))2+ν)}dz +
∫ δ
0 exp{−
2(ϕ+(x0,0)+ν)zγ+1
ε2(γ+1)((β+(x0,0))2−ν)}dz
=
(
ϕ+(x0,0)+ν
(β+(x0,0))2−ν
) 1
γ+1
(
ϕ−(x0,0)−ν
(β−(x0,0))2+ν
) 1
γ+1
+
(
ϕ+(x0,0)+ν
(β+(x0,0))2−ν
) 1
γ+1
.
Here we used the following∫ δ
0
exp{−
Azγ+1
ε2
}dz =
1
1 + γ
(
ε2
A
)
1
1+γ
∫ Aδγ+1
ε2
0
e−tt
1
1+γ
−1dt ∼
1
1 + γ
(
ε2
A
)
1
1+γ Γ(
1
1 + γ
), ε→ 0
for any A > 0, δ > 0.
Since, ν was arbitrary, this completes the proof of Lemma 3.3 and Theorem 2.1.
4 Proof of Theorem 2.2
At the beginning notice that
Yε ⇒ 0, ε→ 0. (4.1)
Indeed, by Itoˆ’s formula we have
Y 2ε (t) ≤ Cε
2 + 2ε
∫ t
0
Yε(s)β
(
Xε(s), Yε(s)
)
dW (s),
where C is independent of ε. Hence we get an estimate
∀ε > 0 sup
t∈[0,T ]
EY 2ε (t) ≤ Cε
2.
It follows from the Doob inequality that
sup
t∈[0,T ]
|2ε
∫ t
0
Yε(s)β
(
Xε(s), Yε(s)
)
dW (s)|
P
→ 0, ε→ 0.
This completes the proof of (4.1).
Let δ > 0 be a fixed number. Notice that
ε−δYε(t) = ε
δ(γ−1)
∫ t
0
ϕ(Xε(s), Yε(s))(ε
−δYε(t))
γ dt+
ε1−δ−
δ(γ−1)
2 ε
δ(γ−1)
2
∫ t
0
β
(
Xε(s), Yε(s)
)
dW (s) =
14
∫ t
0
ϕ(Xε(s), ε
δε−δYε(s))(ε
−δYε(t))
γ d(εδ(γ−1)t)+
ε1−
δ(γ+1)
2
∫ t
0
β
(
Xε(s), ε
δε−δYε(s)
)
dWε(ε
δ(γ−1)s),
where Wε(t) = ε
δ(γ−1)
2 W (ε−δ(γ−1)t) is a Wiener process.
If 1− δ(γ+1)2 = 0, i.e., δ =
2
γ+1 , then the process Y˜ε(t) := ε
−δYε(t) = ε
−2
γ+1Yε(t) satisfies the SDE
Y˜ε(t) =
∫ t
0
ϕ(Xε(s), ε
2
γ+1 Y˜ε(s))Y˜
γ
ε (s) d(ε
2(γ−1)
γ+1 s) +
∫ t
0
β
(
Xε(s), ε
2
γ+1 Y˜ε(s)
)
dWε(ε
2(γ−1)
γ+1 s).
Set ε˜ = ε
2(1−γ)
γ+1 . Therefore
dXε(t) = aε˜
(
Xε(t), Y˜ε(t)
)
dt+ bε˜
(
Xε(t), Y˜ε(t)
)
dB(t),
dY˜ε(t) = αε˜(Xε(t), Y˜ε(t)) dε˜
−1t+ βε˜
(
Xε(t), Y˜ε(t)
)
dWε˜(ε˜
−1t),
(4.2)
where
aε˜(x, y) = ψ(x, ε
2
γ+1 y) = ψ(x, ε˜
1
1−γ y), bε˜(x, y) = εb(x, ε
2
γ+1 y) = ε˜(γ+1)/2(1−γ)b(x, ε˜
1
1−γ y),
αε˜(x, y) = ϕ(x, ε
2
γ+1 y)yγ = ϕ(x, ε˜
1
1−γ y)yγ , βε˜(x, y) = β(x, ε
2
γ+1 y) = β(x, ε˜
1
1−γ y).
We see that the system (4.2) has the form (2.4). Let us apply Theorem 2.3, where k = 1,
aε(x, y) := aε˜(x, y), σ
ε(x, y) = cε(x, y, u) = Cε(x, y, z) = 0,
Aε(x, y) := αε˜(x, y), Σ
ε(x, y) := βε˜(x, y),
ξε(t) := ε˜
(γ+1)/2(1−γ)
∫ t
0
b(Xε(s), ε˜
1
1−γ Y˜ε˜(s))dB(s).
Conditions H0, H1, and H2 are obviously true.
Conditions H3, H4 are satisfied with
A(x, y) = (ϕ+(x, 0)1Iy>0 + ϕ
−(x, 0)1Iy<0)y
γ , Σ(x, y) = β+(x, 0)1Iy≥0 + β
−(x, 0)1Iy<0,
C(x, y, z) = 0, ν = µ = 0.
Without loss of generality we will assume that
ϕ±(x, 0) ≤ c < 0 for all x ∈ Rd, (4.3)
where c is a constant. The general case can be considered using a localization. Hence, condition
H5 is satisfied with κ = γ.
Consider equation with frozen coefficients
dy(x)(t) = (ϕ+(x, 0)1Iy(x)(t)>0 + ϕ
−(x, 0)1Iy(x)(t)<0)(y
(x)(t))γ dt
+
(
β+(x, 0)1Iy(x)(t)≥0 + β
−(x, 0)1Iy(x)(t)<0
)
dW (t).
(4.4)
Existence and uniqueness of a weak solution to equation with frozen coefficients, and the strong
Markov property follows from [10]. Hence condition F0 holds true.
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To verify condition F1, we modify the argument from [16, Section 3.3.2]. Because the diffusion
coefficient in (4.4) is discontinuous, we do not have a good reference to state that the transition
probability density p(x)(t, y, y′) is continuous in x, y, y′. In order to overcome this minor difficulty
we use the following localization argument. Consider the SDE
dy(x,+)(t) = ϕ+(x, 0)(|y(x,+)(t)| ∧ 2)γsgn(y(x,+)(t)) dt+ β+(x, 0) dW (t). (4.5)
This is an SDE with a constant diffusion coefficient and bounded and Ho¨lder continuous drift
coefficient, hence the standard analytic theory (e.g. [11]) yields that its transition probability
density p(x,+)(t, y, y′) is continuous in x, y, y′. Then for y0 = 1 and every t0 > 0 it holds that
sup
|x|≤R
‖P
(x,+)
t0 (y,dy
′)− P
(x,+)
t0 (y0,dy
′)‖TV = sup
|x|≤R
∫
|p
(x,+)
t0 (y, y
′)− p
(x,+)
t0 (y0, y
′)|dy′ → 0, y → y0.
The coefficients of the equations (4.4), (4.5) coincide on [0, 2], and thus the laws of the solutions to
these equations, stopped at the moment of exit from [0, 2], coincide. Taking t0 small enough, we
can guarantee that each of these solutions stay in [0, 2] up to the time t0 with probability ≥
5
6 if the
initial value y stays in [12 ,
3
2 ]. By the coupling characterization of the TV distance (the ‘Coupling
Lemma’, e.g. [16, Theorem 2.2.2]), this yields that, for such t0,
sup
y1,y2∈[
1
2
, 3
2
],|x|≤R
‖P
(x)
t0 (y1,dy
′)− P
(x,+)
t0 (y2,dy
′)‖TV ≤
(
1−
5
6
)
+
(
1−
5
6
)
=
1
3
.
Combining these two estimates we see that there exist t0 > 0 and r > 0 small enough, so that
sup
y1,y2∈[1−r,1+r],|x|≤R
‖P
(x)
t0 (y1,dy
′)− P
(x)
t0 (y2,dy
′)‖TV <
3
4
;
in the RHS we could actually take any number > 13 +
1
3 =
2
3 . This proves the local Dobrushin
condition in a small ball centered at y0 = 1. To extend this condition to a large ball |y| ≤ R, we
use another standard argument, based on the support theorem. Namely, y(x) can be represented
as an image of a Brownian motion under the time change and the change of measure; see [13].
Since the Wiener measure in C0(0,∞) has a full topological support, it is easy to show using this
representation that, for any t1 > 0, there exists δ > 0 such that
P
(x)
t1 (y, [1− r, 1 + r]) ≥ δ, |x| ≤ R, |y| ≤ R.
Take h = t0 + t1 and for x, y1, y2 with |x| ≤ R, |y1| ≤ R, |y2| ≤ R consider two processes Y
1
t , Y
2
t
which start at y1, y2 respectively, solve (4.4) independently up to the time t1, and then provide the
maximal coupling probability on the time interval [t1, t1 + t0], conditioned on their values at the
time t1 (we can construct such a process using the Coupling Lemma for probability kernels, [16,
Theorem 2.2.4].) Then
‖P
(x)
h (y1,dy
′)− P
(x)
h (y2,dy
′)‖TV ≤ P(Y
1
h 6= Y
2
h )
=
∫
R2
‖P
(x)
t0 (z1,dy
′)− P
(x)
t0 (z2,dy
′)‖TV P
(x)
h (y1,dz1)P
(x)
h (y2,dz2)
≤ 1− P
(x)
t1 (y1, [1− r, 1 + r])P
(x)
t1 (y2, [1− r, 1 + r])
+
∫
[1−r,1+r]2
‖P
(x)
t0 (z1,dy
′)− P
(x)
t0 (z2,dy
′)‖TV P
(x)
h (y1,dz1)P
(x)
h (y2,dz2)
≤ 1 +
(
−1 +
3
4
)
P
(x)
t1
(y1, [1− r, 1 + r])P
(x)
t1
(y2, [1 − r, 1 + r])
≤ 1−
δ2
4
.
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for any |x| ≤ R, |y1| ≤ R, |y2| ≤ R, which completes the proof of F1.
The invariant probability measure π(x)(dy) equals, see [14, Exercise 5.40]:
π(x)(dy) = c(x)
(
exp
{
ϕ+(x, 0)
(β+(x, 0))2
yγ+1
(γ + 1)
}
1Iy≥0 + exp
{
ϕ−(x, 0)
(β−(x, 0))2
yγ+1
(γ + 1)
}
1Iy<0
)
dy,
where
c(x)−1 =
∫
R
(
exp
{
ϕ+(x, 0)
(β+(x, 0))2
yγ+1
(γ + 1)
}
1Iy≥0 + exp
{
ϕ−(x, 0)
(β−(x, 0))2
yγ+1
(γ + 1)
}
1Iy<0
)
dy =
Γ( 1γ+1)
(γ + 1)
((
(γ + 1)(β+(x, 0))2
ϕ+(x, 0)
) 1
γ+1
+
(
(γ + 1)(β−(x, 0))2
ϕ−(x, 0)
) 1
γ+1
)
.
Condition H6 is satisfied with a(x, y) = ψ+(x, 0)1Iy>0 +ψ−(x, 0)1Iy<0, σ(x, y) = c(x, y, z) = 0, and
B = Rd × {0}.
The averaged coefficient
a(x) = ψ+(x, 0)π(x)([0,∞)) + ψ−(x, 0)π(x)((−∞, 0)) =
ψ+(x, 0)
(
(β+(x,0))2
ϕ+(x,0)
) 1
γ+1
(
(β−(x,0))2
ϕ−(x,0)
) 1
γ+1
+
(
(β+(x,0))2
ϕ+(x,0)
) 1
γ+1
+ ψ−(x, 0)
(
(β−(x,0))2
ϕ−(x,0)
) 1
γ+1
(
(β−(x,0))2
ϕ−(x,0)
) 1
γ+1
+
(
(β+(x,0))2
ϕ+(x,0)
) 1
γ+1
is Lipschitz continuous, b¯(x) = 0, K(ρ)(x,dv) = K
(ρ)
(x,dv) = 0. So, condition A0 holds true and
the corresponding martingale problem has a unique solution.
This with (4.1) concludes the proof.
5 Proof of Theorem 2.3
The weak compactness of the family {Xε, ε > 0} in D([0,∞),R
d) follows, in a standard way, from
the negligibility assumption H0 and the boundedness assumptions H1,H2. Under the assumptions
of the theorem, for any C∞0 -function ϕ the function Lϕ is continuous and bounded. Hence, in
order to prove that any weak limit point of the family {Xε, ε > 0} as ε → 0 solves the MP (2.9),
it is enough to show that, for any C∞0 -function ϕ, any s1 . . . , sq < s < t, and any continuous and
bounded function Φ : Rd×q → R
EεΦ(Xε(s1), . . . ,Xε(sq))
[
ϕ(Xε(t))− ϕ(Xε(s))−
∫ t
s
Lϕ(Xε(r)) dr
]
→ 0, ε→ 0, (5.1)
we denote by Eε the expectation w.r.t. Pε. Denote
X˜ε(t) = Xε(t)− ξε(t)
= Xε(0) +
∫ t
0
aε
(
Xε(s), Yε(t)
)
ds+
∫ t
0
σε
(
Xε(s), Yε(s)
)
dBεs
+
∫ t
0
∫
Rm
cε
(
Xε(s−), Yε(s−), u
)[
N ε(du,ds)− 1|u|≤ρν
ε(du)ds
]
.
(5.2)
Observe that Lϕ is a bounded and continuous function. So, by H0 relation (5.1) is equivalent to
EεΦ(X˜ε(s1), . . . , X˜ε(sq))
[
ϕ(X˜ε(t))− ϕ(X˜ε(s))−
∫ t
s
Lϕ(X˜ε(r)) dr
]
→ 0, ε→ 0. (5.3)
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Denote
bε(x, y) = σε(x, y)(σε(x, y))∗, Kε(ρ)(x, y,A) = ν
ε({u : |u| ≤ ρ, cε(x, y, u) ∈ A}),
K(ρ),ε(x, y,A) = νε({u : |u| > ρ, cε(x, y, u) ∈ A}),
and
Lεϕ(x, y) = ∇ϕ(x) · aε(x, y) +
1
2
∇2ϕ(x) · bε(x, y) +
∫
Rm
(
ϕ(x+ v)− ϕ(x) −∇ϕ(x) · v
)
Kε(ρ)(x,dv)
+
∫
Rm
(
ϕ(x+ v)− ϕ(x)
)
K(ρ),ε(x, y,dv).
Then by the Itoˆ formula we have
ϕ(X˜ε(t))− ϕ(X˜ε(s)) =
∫ t
s
Lεϕ(Xε(r), Yε(r)) dr + (martingale part). (5.4)
Applying H0 once again, we get that, to prove (5.1) and (5.3), it is enough to prove, for any
s1 . . . , sq < t,
EεΦ(Xε(s1), . . . ,Xε(sq))
(
Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t))
)
→ 0, ε→ 0. (5.5)
Before proving (5.5), we formulate and prove two auxiliary statements.
5.1 Auxiliaries, I: uniform ergodic rate for the frozen microscopic dynamics
Proposition 5.1. Let conditions H1 −H5, F0,F1 hold. If κ ∈ (0, 1) and p > 0 are from these
conditions, then for every R > 0 there exists C such that for any x, y with |x| ≤ R, |y| ≤ R
‖P
(x)
t (y,dy
′)− π(x)(dy′)‖TV ≤ Ct
− p+κ−1
1−κ . (5.6)
If κ ≥ 1, then there exists a > 0 such that, for every R > 0 and any x, y with |x| ≤ R, |y| ≤ R,
‖P
(x)
t (y,dy
′)− π(x)(dy′)‖TV ≤ Ce
−at
with a constant C depending on R.
Proof. The required statement is actually obtained, though not in this precise form, in [16, Sec-
tion 3]. The difference between the current situation and the one studied in [16] is that the ergodic
rates were obtained there for individual processes (while here we have a family indexed by x) and
separately for diffusions and Le´vy driven SDEs (while here we have both types of the noise involved
simultaneously). This difference is not crucial, and we just give a short outline of the argument,
referring to [16] for details.
The convergence conditions H3,H4 yield that the bounds from the conditions H1,H2 and the
drift condition H5 remain true for the limiting coefficients A(x, y),Σ(x, y), C(x, y, z) and Le´vy
measure µ(du). Then we have the following: if V ∈ C2 is a function such that V (y) ≥ 1 and
V (y) = |y|p, |y| ≥ 2, then for any x ∈ Rd the semimartingale decomposition holds
V (y(x)(t)) = V (y(x)(0)) +
∫ t
0
AV (x, y(x)(s)) ds+ (martingale part), (5.7)
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where the function AV (x, y) satisfies
AV (x, y) ≤
{
CV − aV V (y)
p+κ−1
p , κ ∈ (0, 1);
CV − aV V (y), κ ≥ 1
(5.8)
with some constants CV , aV > 0. For the proof of this statement, see [17], Proposition 2.5.
Given (5.7), (5.8) we can proceed analogously to [16, Sections 3.3,3.4]. Namely, for κ ∈ (0, 1)
we use [16, Theorem 3.2.3] and [16, Example 3.2.6] to show that
EyV˜ (y
(x)(h)) − V˜ (y) ≤ C˜V − c˜V V˜ (y)
p+κ−1
p , (5.9)
where h is the same as in the assumption F1, C˜V , c˜V > 0 are some new constants, and V˜ is a new
function which is equivalent to V in the sense that, for some positive constants c1, c2
c1V ≤ V˜ ≤ c2V.
Following the proof of [16, Theorem 3.2.3] and calculations of [16, Example 3.2.6] line by line, we
easily see that, because the constants CV , cV in (5.8) do not depend on x, the constants C˜V , c˜V ,
c1, c2 and the function V˜ can be chosen uniformly for x ∈ R
d.
Inequality (5.9) is actually the Lyapunov condition for the skeleton chain y
(x,h)
k = y
(x)(kh), k ≥ 0
for the process y(x), see [16, Section 2.8]. Combined with the local Dobrushin condition assumed
in F1, we get by [16, Corollary 2.8.10] for κ ∈ (0, 1) the inequality
‖P
(x)
kh (y,dy
′)− π(x)(dy′)‖TV ≤ C(1 + k)
− p+κ−1
1−κ V˜ (y),
where we have used the identity
p+ κ− 1
p
(
1−
p+ κ− 1
p
)−1
=
p+ κ− 1
1− κ
.
Since Lyapunov condition and the local Dobrushin condition are uniform in x, the constant C here
can be chosen uniformly for x ∈ Rd; one can easily check this following line by line the proofs of
[16, Corollary 2.8.10] and the theorems it is based on: [16, Theorem 2.7.5] and [16, Theorem 2.8.6].
Since the total variation distance ‖P
(x)
t (y,dy
′) − π(x)(dy′)‖TV is non-increasing in t and V (y) is
locally bounded, this completes the proof of the required statement in the case κ ∈ (0, 1).
For κ ≥ 1, we can argue in a completely analogous way, using [16, Corollary 2.8.3].
5.2 Auxiliaries, II: weak convergence of the microscopic dynamics to the frozen
one
Consider the following microscopic analogue of (2.4). Assume that (xε, yε) is a solution (maybe
non-unique) to the equation
xε(t) = xε(0) + ε
∫ t
0
aε
(
xε(s), yε(t)
)
ds+ ε1/2
∫ t
0
σε
(
xε(s), yε(s)
)
dbεs
+
∫ t
0
∫
Rm
Cε
(
xε(s−), yε(s−), u
)[
nε(du,ds)− 1|u|≤ρεν
ε(du)ds
]
+ ζε(t),
yε(t) = yε(0) +
∫ t
0
Aε
(
xε(s), yε(s)
)
ds+
∫ t
0
Σε
(
xε(s), yε(s)
)
dwεs
+
∫ t
0
∫
Rl
cε
(
xε(s−), yε(s−), z
)[
qε(dz,ds)− 1|z|≤ρµ
ε(dz)ds
]
,
(5.10)
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where bεt , w
ε
t are Brownian motions and n
ε(du,dt), qε(dz,dt) are Poisson point measures on a com-
mon filtered probability space (Ω˜ε, F˜ε, P˜ε), and the random measures nε(du,dt), qε(dz,dt) have
the intensity measures ενε(du)dt and µε(dz)dt, respectively, ζε(t) is an adapted ca`dla`g process.
System (5.10) naturally appears e.g. if we consider the original system (2.4) at the ‘microscopic
time scale’ εt with an initial time shift by t0:
xε(t) = Xε(t0 + εt), yε(t) = Yε(t0 + εt), and ζ
ε(t) = ξε(t0 + εt)− ξε(t0). (5.11)
For a fixed pair of functions (ρ(ε), ̺(ε)) such that ρ(ε)→ 0 and ̺(ε)→ 0 as ε→ 0, and constants
R > 0, T > 0 denote by K(ρ, ̺,R, T ) the class of all families {(xε, yε), ε > 0} which satisfy (5.10)
on some probability space with non-random initial values xε(0), yε(0), |xε(0)| ≤ R, |yε(0)| ≤ R and
P˜ε
(
sup
s≤T
|ζε(s)| > ρ(ε)
)
≤ ̺(ε).
Proposition 5.2. Let conditions H1 −H5, F0 hold. Then for any 0 < t < T and any bounded
continuous function f : Rd × Rk → R and R > 0,
sup
{(xε,yε)}∈K(ρ,̺,R,T )
∣∣∣E˜εf(xε(t), yε(t))− P frozent f(x, y)∣∣∣
x=xε(0),y=yε(0)
∣∣∣→ 0, ε→ 0, (5.12)
where
P frozent f(x, y) =
∫
Rk
f(y′)P
(x)
t (y,dy
′), t ≥ 0.
Proof. Assuming the contrary, we will have that there exists a sequence xεn(·), yεn(·) of solutions
to (5.10) with |xεn(0)| ≤ R, |yεn(0)| ≤ R such that(
E˜εnf(xεn(t), yεn(t))− P
(x)
t f(x, y)
∣∣∣
x=xεn(0),y=yεn (0)
)
6→ 0, n→∞. (5.13)
Without loss of generality, after passing to a subsequence, we can assume that xεn(0) → x∗ and
yεn(0)→ y∗ as n→∞. Then it is easy to show that, for any c > 0,
lim
n→∞
P˜εn
(
sup
s∈[0,T ]
|xεn(s)− x∗| > c
)
= 0. (5.14)
Next, denote by P∗ the law in D([0, T ],Rk) of y(x∗) with y(x∗)(0) = y∗. Since the P
∗-probability
for y(·) to have a jump at the point t is 0, the function F (y(·)) = f(y(t)) is a.s. continuous
on D([0, T ],Rk). Thus, in order to prove that (5.13) fails, it is enough to show that the laws of
yεn , n ≥ 1 weakly converge in D([0, T ],R
k) to P∗. Such a statement is quite standard, and we just
outline its proof here.
By (5.14), the continuity assumption H3, and convergence of the noise H4 it is easy to prove
that any weak limit point to {yεn} solves (2.8). By the weak uniqueness assumption F0, this yields
that any weak limit point to {yεn} has the law P
∗.
That is, to prove the required weak convergence it is enough to prove that {yεn} is weakly
compact in D([0, T ],Rk).
To prove the weak compactness, we use L2-moment bounds for the increments of the process
yεn combined with a truncation of the large jumps. Namely, by H2 for any fixed δ > 0 there exists
Qδ such that
P˜ε
(
N([0, T ] × {|z| > Qδ}) > 0
)
< δ, ε > 0.
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Thus it is enough to prove weak compactness for every ‘truncated’ family {yεn,Q}, Q > 0, where
yε,Q satisfies an analogue of (5.10) with the integral for q
ε taken over {|z| ≤ Q} instead of Rl. For
such a ‘truncated’ family, applying [17, Proposition 2.5] we get that
|yεn,Q(s)|
2 = |yεn,Q(0)|
2 +
∫ s
0
H(r) dr + (martingale part), (5.15)
where H is bounded. Combining this with the maximal martingale inequality, we get that
E˜εn sup
s∈[0,T ]
|yεn,Q(s)|
2
is bounded. Since the coefficient Aε(x, y) is bounded locally in y, the above bound and the (uniform)
bounds for Cε, µε from H1, H2 yield the required weak compactness of {yεn}. Summarizing all
the above, we have that {yεn} weakly converges to P
∗. Combined with (5.14), this contradicts to
(5.13) and proves the required statement.
5.3 End of the proof of Theorem 2.3
In this subsection we complete the proof of (5.5). This will conclude proof of the Theorem.
Denote
Lϕ(x, y) = ∇ϕ(x) · a(x, y) +
1
2
∇2ϕ(x) · b(x, y) +
∫
Rm
(
ϕ(x+ v)− ϕ(x) −∇ϕ(x) · v
)
K(ρ)(x, y,dv)
+
∫
Rm
(
ϕ(x+ v)− ϕ(x)
)
K(ρ)(x, y,dv) =
(5.16)
∇ϕ(x) · a(x, y) +
1
2
∇2ϕ(x) · b(x, y)+ ∫
Rm
(
ϕ(x+ c(x, y, u)) − ϕ(x)−∇ϕ(x) · c(x, y, u)1I|u|≤ρ
)
ν(du).
Next, since the set B from the condition H6 is open, there exists a sequence of continuous functions
χj(x, y), j ≥ 1 such that
(i) 0 ≤ χj(x, y) ≤ 1, j ≥ 1;
(ii) each χj has a support compactly embedded to B;
(iii) for each x, y, χj(x, y)ր χ∞(x, y) = 1B(x, y), j →∞.
Recall the notation f(x) =
∫
Rk
f(x, y)π(x)(dy).
The following lemma collects several simple statements used in the proof.
Lemma 5.1. The following properties hold:
(a) there exists C > 0 such that |Lεϕ(x, y)| ≤ C, ε > 0 for all x, y;
(b) Lεϕ→ Lϕ, ε→ 0 uniformly on each compactum K ⊂ B;
(c) there exists C > 0 such that |Lϕ(x, y)| ≤ C for all (x, y) ∈ B;
(d) χj(x)→ 1, j →∞ uniformly on {|x| ≤ R} for each R > 0;
(e) χjLϕ(x) → Lϕ(x), j → ∞ uniformly on {|x| ≤ R} for each R > 0, where L is defined in
(2.9);
21
(f) for any T > 0,
Eε|X˜ε(t)− X˜ε(s)|
2 ∧ 1 ≤ C|t− s|, s, t ∈ [0, T ],
where X˜ is defined in (5.2),
and
sup
t∈[0,T ],ε>0
Pε(|Xε(t)| > R)→ 0, R→∞;
(g) for any T > 0,
sup
t∈[0,T ],ε>0
Pε(|Yε(t)| > R)→ 0, R→∞.
Proof. Statement (a) follows directly from the assumptions H1, H2. Statement (b) can be derived,
in a standard way, using the convergence assumptionsH4,H6 and the bounds from the assumptions
H1, H2. Statement (c) follows from (a) and (b).
To prove statement (d), we first mention that each function χj is continuous by the assumption
F0. These functions converge monotonously, at each x ∈ R
d, to the function
χ∞(x) =
∫
Rk
1B(x, y)π
(x)(dy) ≡ 1,
where the last identity holds by the assumption H6. Then the required uniform convergence follow
by the Dini theorem.
To prove statement (e), we first use statements (c) and (d) to get
|χjLϕ(x)− Lϕ(x)| = |χjLϕ(x)− χ∞Lϕ(x)| ≤ C(1− χj(x))→ 0, j →∞
uniformly for x with |x| ≤ R. Then the required statement follows by the identity
Lϕ(x) =
∫
Rk
Lϕ(x, y)π(x)(dy) =
∫
Rk
(
∇ϕ(x) · a(x, y) +
1
2
∇2ϕ(x) · b(x, y)
)
π(x)(dy)
+
∫
Rk
∫
Rm
(
ϕ(x+ v)− ϕ(x) −∇ϕ(x) · v
)
K(ρ)(x,dv)π
(x)(dy)
+
∫
Rk
∫
Rm
(
ϕ(x+ v)− ϕ(x)
)
K(ρ)(x, y,dv)π(x)(dy)
= ∇ϕ(x) · a(x) +
1
2
∇2ϕ(x) · b(x) +
∫
Rm
(
ϕ(x+ v)− ϕ(x)−∇ϕ(x) · v
)
K(ρ)(x,dv)
+
∫
Rm
(
ϕ(x+ v)− ϕ(x)
)
K
(ρ)
(x,dv)
= Lϕ(x).
Statement (f) can be obtained using the same ‘truncation of large jumps’ argument as in the proof
of Proposition 5.2 and the bounds from the assumptions H1, H2; we omit the details.
To prove statement (g), we treat Yε(t) as the value of the process yε from (5.10) taken at the
(large) time instant τ = ε−1t with ζε(τ) = ξε(ετ), i.e., yε(τ) = Yε(ετ). Without loss of generality we
can assume that the constant κ in the assumption H5 satisfies κ ≤ 1. Then by [17, Theorem 2.8],
for every pY < p+ κ− 1,
sup
τ≥0,ε>0
Eε|yε(τ)|pY <∞,
here we have used that the initial values yε(0) = Yε(0) are bounded. This immediately yields (g).
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Now we are ready to prove (5.5). Fix N > 0, and write denote by Pεt−εN ,E
ε
t−εN the conditional
probability and conditional expectation w.r.t. Fεt−εN . For ε small enough, we have sq < t − εN
and thus
EεΦ(Xε(s1), . . . ,Xε(sq))
(
Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t))
)
= EεΦ(Xε(s1), . . . ,Xε(sq))E
ε
t−εN
(
Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t))
)
.
By the assumption H0, there exist functions ρ(ε)→ 0, ̺(ε)→ 0 such that
Pε
(
sup
s∈[0,T ]
|ξε(s)| > ρ(ε)
)
≤ ̺(ε),
here T > t is a fixed number. For a given R > 0, consider the Fεt−εN -measurable set
Ωεt,N,R =
{
ω : Pεt−εN
(
sup
s∈[0,T ]
|ξε(s)| > ρ(ε)
)
≤ R̺(ε)
}
,
then by the Markov inequality
Pε(Ωε \Ωεt,N,R) ≤
1
R̺(ε)
Eε
[
Pεt−εN
(
sup
s∈[0,T ]
|ξε(s)| > ρ(ε)
)]
=
1
R̺(ε)
Pε
(
sup
s∈[0,T ]
|ξε(s)| > ρ(ε)
)
≤
̺(ε)
R̺(ε)
=
1
R
.
We have seen in the proof of Lemma 5.1 that Lϕ = χ∞Lϕ, thus by statement (c) of this lemma
the function Lϕ is bounded. The functions Φ,Lε are bounded, as well, hence∣∣∣EεΦ(Xε(s1), . . . ,Xε(sq))(Lεϕ(Xε(t), Yε(t)) − Lϕ(Xε(t)))∣∣∣
≤ CPε(|Xε(t− εN)| > R) + CP
ε(|Yε(t− εN)| > R) +
C
R
+CEε1
Ω˜εt,N,R
∣∣∣Eεt−εN(Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t)))∣∣∣ ,
(5.17)
where we denote
Ω˜εt,N,R = Ω
ε
t,N,R ∩ {|Xε(t− εN)| ≤ R, |Yε(t− εN)| ≤ R}.
Fix j ≥ 1, decompose
Eεt−εN
(
Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t))
)
= Eεt−εN
(
Lεϕ(Xε(t), Yε(t))− L
εϕ(Xε(t), Yε(t))χj(Xε(t), Yε(t))
)
+Eεt−εN
(
Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t), Yε(t))
)
χj(Xε(t), Yε(t))
+
(
Eεt−εNLϕ(Xε(t), Yε(t))χj(Xε(t), Yε(t))− P
frozen
N (χjLϕ)(Xε(t− εN), Yε(t− εN))
)
+
(
P frozenN (χjLϕ)(Xε(t− εN), Yε(t− εN)) − χjLϕ(Xε(t− εN))
)
+
(
χjLϕ(Xε(t− εN)) − Lϕ(Xε(t− εN))
)
+
(
Lϕ(Xε(t− εN))− Lϕ(Xε(t))
)
.
(5.18)
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Let us estimate each term in the decomposition (5.18). For the first term, we simply write using
Lemma 5.1 (a)
|Eεt−εN
(
Lεϕ(Xε(t), Yε(t))− L
εϕ(Xε(t), Yε(t))χj(Xε(t), Yε(t))
)
| ≤ CEεt−εN
(
1− χj(Xε(t), Yε(t))
)
(5.19)
For the second term, we recall that the support of χj is compactly embedded to B, thus by Lemma
5.1 (b) ∣∣∣Eεt−εN(Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t), Yε(t)))χj(Xε(t), Yε(t))∣∣∣
≤ sup
x,y
∣∣∣Lεϕ(x, y) − Lϕ(x, y))∣∣∣χj(x, y)→ 0, ε→ 0. (5.20)
To estimate the third term in (5.18), observe first that the function χjLϕ is continuous, which folows
from H4, H6 similarly to Lemma 5.1 (b). Next, define the pair xε, yε by (5.11) with t0 = t−εN and
take P˜ε = Pεt−εN,ω, the regular version of the conditional probability. Then, for a.a. ω ∈ Ω˜
ε
t,N,R,
the pair xε, yε w.r.t. the probability P
ε
t−εN,ω belongs to the class K(ρ, 2R̺,R, 2N) in the notation
introduced before Proposition 5.2. Applying this Proposition, we get
Eε1
Ω˜εt,N,R
∣∣∣Eεt−εNLϕ(Xε(t), Yε(t))χj(Xε(t), Yε(t))− P frozenN (χjLϕ)(Xε(t− εN), Yε(t− εN))∣∣∣→ 0, ε→ 0.
(5.21)
To estimate the fourth term, we use Proposition 5.1; without loss of generality we assume that
κ < 1. Since the function χjLϕ is bounded, Proposition 5.1 yields
Eε1
Ω˜εt,N,R
∣∣∣P frozenN (χjLϕ)(Xε(t− εN), Yε(t− εN))− χjLϕ(Xε(t− εN))∣∣∣ ≤ CN− p+κ−11−κ . (5.22)
For the fifth term, we have simply
Eε1
Ω˜εt,N,R
∣∣∣(χjLϕ(Xε(t− εN)) − Lϕ(Xε(t− εN))∣∣∣ ≤ sup
|x|≤R
|χjLϕ(x)− Lϕ(x)|. (5.23)
For the sixth term, we have simply
Eε1Ω˜εt,N,R
∣∣∣Lϕ(Xε(t− εN))− Lϕ(Xε(t))∣∣∣→ 0, ε→ 0 (5.24)
by Lemma 5.1,(f) and uniform continuity of Lϕ on compacts. Summarizing the estimates (5.17)
and (5.19) – (5.24), we get
lim sup
ε→0
|EεΦ(Xε(s1), . . . ,Xε(sq))
(
Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t))
)
|
≤ C sup
s≤t,ε>0
Pε(|Xε(s)| > R) + C sup
s≤t,ε>0
Pε(|Yε(s)| > R) +
C
R
+ CN−
p+κ−1
1−κ + sup
|x|≤R
|Lϕχj(x)− Lϕ(x)|
+ C lim sup
ε→0
Eε1
Ω˜εt,N,R
Eεt−εN
(
1− χj(Xε(t), Yε(t))
)
(5.25)
Similarly to (5.21) – (5.23), we have
lim sup
ε→0
Eε1
Ω˜εt,N,R
Eεt−εN
(
1− χj(Xε(t), Yε(t))
)
≤ CN−
p+κ−1
1−κ + sup
|x|≤R
(1− χj(x)),
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thus
lim sup
ε→0
|EεΦ(Xε(s1), . . . ,Xε(sq))
(
Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t))
)
|
≤ C sup
s≤t,ε>0
Pε(|Xε(s)| > R) + C sup
s≤t,ε>0
Pε(|Yε(s)| > R) +
C
R
+CN−
p+κ−1
1−κ + sup
|x|≤R
|Lϕχj(x)− Lϕ(x)| + C sup
|x|≤R
(1− χj(x)).
(5.26)
The constants R,N, j in the above inequality are arbitrary. Taking first j →∞, N →∞ for a fixed
R, we get by Lemma 5.1(d),(e) that we get
lim sup
ε→0
|EεΦ(Xε(s1), . . . ,Xε(sq))
(
Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t))
)
|
≤ C sup
s≤t,ε>0
Pε(|Xε(s)| > R) + C sup
s≤t,ε>0
Pε(|Yε(s)| > R) +
C
R
.
(5.27)
Then by Lemma 5.1 (f),(g) we can pass to the limit R→∞ and finally get
lim sup
ε→0
∣∣∣EεΦ(Xε(s1), . . . ,Xε(sq))(Lεϕ(Xε(t), Yε(t))− Lϕ(Xε(t)))∣∣∣ = 0.
This proves (5.5) and completes the entire proof.
6 Appendix.
Proof of Lemma 3.1. Set ζε(t) = inf{s ≥ 0 :
∫ s
0 b
2
ε(z)dz ≥ t}. Making the change of time η˜ε(t) :=
ηε(ζε(t)), we see that η˜ε(t) satisfies assumptions of this Lemma with another constant A˜ > 0 and a
new Wiener process W˜ (t) =W (ζε(t)) but with b˜ε(t) ≡ 1. Since (C2)
−2t ≤ ζε(t) ≤ (C1)
−2t, without
loss of generality we will assume that bε(t) ≡ 1.
Set Lε := Ax
γ d
dx +
ε2
2
d2
dx2
. Denote
vε(x) :=
∫ |x|
0
exp{
−2Ayγ+1
(γ + 1)ε2
}
(∫ y
0
2
ε2
exp{
2Azγ+1
(γ + 1)ε2
}dz
)
dy.
We have Lεvε(x) ≥ 1, sgn(x)v
′
ε(x) ≥ 0, and vε(0) = 0.
Then by Ito’s formula we have
Evε(ηε(τε(δ) ∧ n)) = E
∫ τε(δ)∧n
0
(
aε(s)η
γ
ε (s)v
′
ε(ηε(s)) +
ε2
2
v′′ε (ηε(s))
)
ds ≥
E
∫ τε(δ)∧n
0
(
Aηγε (s)v
′
ε(ηε(s)) +
ε2
2
v′′ε (ηε(s))
)
ds = E
∫ τε(δ)∧n
0
Lεvε(ηε(s))ds ≥
E
∫ τε(δ)∧n
0
1ds = Eτε(δ) ∧ n.
Passing n→∞ and applying the Fatou lemma we get a.s. finiteness of τε(δ). Since vε(ηε(τε(δ))) =
vε(δ) = vε(−δ), we get the estimate
Eτε(δ) ≤ vε(δ).
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Let x > 0 be arbitrary. Changing the variables s := z
γ+1
ε2 and t :=
yγ+1
ε2 we get
vε(x) =
2ε
2
γ+1
(γ + 1)ε2
∫ |x|γ+1
ε2
0
exp{−2At/(γ + 1)}
∫ t 1γ+1 ε 2γ+1
0
exp{
2Azγ+1
(γ + 1)ε2
}dz
 t −γγ+1 dt =
2ε
4
γ+1
(γ + 1)2ε2
∫ |x|γ+1
ε2
0
exp{−2At/(γ + 1)}
(∫ t
0
exp{2As/(γ + 1)}s
−γ
γ+1 ds
)
t
−γ
γ+1 dt =
2
(γ + 1)2
ε
2(1−γ)
γ+1
∫ |x|γ+1
ε2
0
exp{−2At/(γ + 1)}
(∫ t
0
exp{2As/(γ + 1)}s
−γ
γ+1 ds
)
t
−γ
γ+1 dt.
(6.1)
It follows from L’Hoˆpital’s rule that for any α > 0 and β > −1:∫ t
0
eαssβds ∼ α−1eαttβ, t→ +∞.
So ∫ t
0
exp{2As/(γ + 1)}s
−γ
γ+1 ds ∼
γ + 1
2A
exp{2At/(γ + 1)}t
−γ
γ+1 , t→ +∞.
Applying this and L’Hoˆpital’s rule we get∫ u
0
exp{−2At/(γ + 1)}
(∫ t
0
exp{2As/(γ + 1)}s
−γ
γ+1 ds
)
t
−γ
γ+1 dt ∼
γ + 1
2A
∫ u
0
exp{−2At/(γ + 1)}
(
exp{2At/(γ + 1)}t
−γ
γ+1
)
t
−γ
γ+1 dt =
γ + 1
2A
∫ u
0
t
−2γ
γ+1 dt =
(γ + 1)2
2A(1 − γ)
u
1−γ
γ+1 , u→ +∞.
Therefore, we get from (6.1) the following equivalence for any fixed x 6= 0 as ε→ 0 :
vε(x) ∼
ε→0
Kε
2(1−γ)
γ+1
(
|x|γ+1
ε2
)−2γ
γ+1
+1
= K2ε
2(1−γ)
γ+1
(
|x|γ+1
ε2
) 1−γ
γ+1
= K2ε
2(1−γ)
γ+1 |x|1−γε
2(γ−1)
γ+1 = K2|x|
1−γ ,
where K is a constant independent of δ.
This yields that for any fixed δ ≥ 0:
lim sup
ε→0
Eτε(δ) ≤ lim sup
ε→0
Evε(δ) = K2δ
1−γ .
This completes the proof of the Lemma.
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