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It may not take super powers to understand 
super computing, but the next three reports by 
students at Earl Haig Secondary School, analyze 
the super-computer research of a University of 
Mary Washington course. 
Using new perspectives from their own online 
computing course, the Earl Haig S.S. students 
wrote critical analyses of the Washington com-
puter course conclusions.
  The students looked at the advantages and 
disadvantages of problem solving with computer 
codes on a single processor and dozens of pro-
cessors. 
The problem to solve for the UoMW students 
was filling a virtual knapsack. No, you do not 
have super powers because you filled your own 
knapsack today! But it does take a super com-
puter to figure out every possible way to fill it in a 
timely fashion.
The students in Washington demonstrated 
techniques for code parallelization with Mes-
sage Passing Interface and Open Multi Process-
ing. Those coding techniques were initialized at 
UoMW and executed at the University of Texas, 
where the super-computer resides. 
Across Canada and international borders, the 
results of that research have inspired undergrads 
and secondary students alike. Here are the reac-
tions of three super thinkers from Earl Haig S.S.
Peut-être on n’a pas besoin des super pou-
voirs pour comprendre super-ordinateurs, parce 
que les trois prochains rapports d'étudiants de 
Earl Haig Secondary School, analyser la re-
cherche d’un cours de super-ordinateur par 
l'Université de Mary Washington.
En utilisation leur nouvelles perspectives de 
leur propre cours d'informatique en ligne, les 
élèves de SS Earl Haig ont écrit analyses cri-
tiques des conclusions sur le cours d'informatique 
Washington.
Les étudiants se sont penchés sur les avan-
tages et les inconvénients de résoudre les codes 
informatiques sur un seul processeur et des 
dizaines de processeurs.
Le problème à résoudre pour les étudiants 
UoMW était de remplir un sac à dos virtuel . Il 
necessite un super-ordinateur pour comprendre 
tous les moyens possibles de le remplir en temps 
opportun.
Les étudiants de Washington ont montré des 
techniques de parallélisation avec Message 
Passing Interface et Open Multi Processing. Ces 
techniques ont été initialisés à l’Université de 
Mary Washington et exécutés à l'Université du 
Texas, où le super-ordinateur réside.
Partout au Canada et les frontières internatio-
nales, les résultats de cette recherche ont inspiré 
étudiants de premier cycle et élèves du secon-
daire de même. Voici les réactions des trois 
penseurs superbes de Earl Haig SS.
Undergraduate students at the University of Mary 
Washington participated in a parallel computing 
course. It allowed them to write programs to: solve 
their selected problem serially, parallelize them, and 
execute their parallel programs on the Ranger Su-
percomputer, at the University of Texas.
 The focus of the exercise was to learn and prac-
tise implementations of parallel computation. A stu-
dent in the course selected the 0-1 knapsack prob-
lem and wrote a parallel program with both MPI and 
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OpenMP. The results of the MPI program exhibited 
an overall efficiency of 82-86%, and the OpenMP 
version an 89% efficiency over the serial program. 
The course promotes high performance computing 
(HPC) skills amongst youth. 
The expectation of the experiments was for the 
OpenMP runs to be faster than the MPI program 
due to the added necessary network connection of 
MPI. The results indicated this to be accurate, as 
the OpenMP speedup and efficiency were greater 
than that of the MPI program’s speed test results. 
However, the OpenMP program lost efficiency as 
cores were added. This loss of efficiency can be 
linked to OpenMP’s extra network connection[1]. The 
OpenMP compiler extension uses separate subrou-
tine threads, running simultaneously, while sharing 
the same memory space, and therefore, is best run 
on a single server rather than several[2].
When running the program to work with 11 pos-
sible items to put in the knapsack, the serial program 
was faster than the MPI program.  The MPI version 
code ran using 48 cores, with only 1 item available, 
was less efficient than the serial, OpenMP, and MPI 
runs with fewer number of cores[1].   The longer run-
times of the MPI program in both of these results 
also indicates the additional network traffic required 
of communication between nodes. Even with MPI, 
processor communication takes time, and in some 
scenarios such as the two noted, this time demanded 
exceeds that of other calculation methods. However, 
when larger quantities of items were used in the pro-
grams the runtime differences between serial and 
parallel programs were large[1]. 
The increase in efficiency for the parallel pro-
grams was expected to be linear. This hypothesis 
was formulated due to lack of implementation of any 
intelligent selection of item combinations in the algo-
rithm. Rather, a brute force approach of attempting 
all possible combinations before coming to an an-
swer was used. 
The results collected did not support the hypoth-
esis, and a suggested explanation is the test did not 
include a sufficient amount of items, which was 14 at 
most in the experiments performed.  The lack of data 
can be connected to limitations on supercomputer 
time allotted per student in the course[1]. The method 
in which programs are parallelized may also have af-
fected the data. As the number of items to calculate 
increased, the amount of network message transfer-
ring between processors increased, and therefore 
prevented a linear calculation speed increase. As 
well, program runtimes were calculated in seconds 
rather than milliseconds. So when the parallel pro-
grams ran less than a second, which was the case 
with an item count of less than 11, no data could be 
collected for analyses[1]. 
The research conducted at the University of Mary 
Washington on parallel programming methods can 
be connected to other similar course work and ex-
periments being conducted around the world. 
Students at Earl Haig Secondary School in To-
ronto, Ont., in the Online Research Co-op program 
were provided a similar course experience with an 
introductory education in HPC parallel computing us-
ing the MPI library. 
Parallel programming continues to provide a 
method for large-scale calculations, in short time 
frames, using multiple processors to more effectively 
complete tasks. This in turn allows for data that was 
once unthinkable to be gathered in fields such as 
weather prediction and astrophysics. Providing more 
opportunities to learn parallel programming can al-
low for further advancement of our knowledge of the 
universe. 
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Students at the University of Mary Washington 
were required to parallelize the 0-1 knapsack prob-
lem with Message Passing Interface (MPI) and Open 
Multi Processing (OpenMP).
MPI is a library specification to send and re-
ceive messages on a distributed network, whereas 
OpenMP is used to specify shared memory parallel-
ism on multi-core processors in C/C++[1].   
The 0-1 knapsack problem involves items that 
have weight and value; the student’s task is to maxi-
mize the total value of items in the bag, but the bag’s 
total weight is limited. The 0-1 knapsack problem is 
also a NP-complete problem because the item is 
either placed inside of the bag or not; there are no 
copies of one item[2]. The time it takes to solve such 
a problem increases as the size of the problem in-
creases. These characteristics of NP-complete prob-
lems make them suitable for parallel programming.
Brute force algorithm was applied to solve the 
knapsack problem because only minor changes 
were required. Also, it was easier to parallelize unlike 
more complicated algorithms. C++ library’s next_per-
mutation function was used to generate the possible 
permutations; each item in a permutation is placed 
as long as there was a space[2]. Once an item with a 
weight that will bring the total weight over limit was 
encountered, the permutation received the total score 
and moved on to the next permutation. After all the 
permutations end the maximum score was obtained. 
This formed the basics of the sequential program.
As a control, the text file of item sets was used for 
all three versions of the program (OpenMP, MPI, and 
sequential) [2]. Parallel versions divided up the permu-
tations and assigned them to available CPU cores for 
processing. Each core ran an OpenMP thread or MPI 
process that tests an equal number of permutations. 
The factorial number system—factoradic— was used 
for parallel programming since the programmer does 
not have to generate each permutation between the 
first and the intended permutation[2]. The permutation 
on which the thread or process starts can be deter-
mined with the MPI Rank or OpenMP thread ID and 
the number of permutations per thread. In OpenMP, 
each thread kept the best combination, with the high-
est value, after processing every permutation; it com-
pared its maximum value to the global maximum and 
replaced the global max if its max was greater. 
MPI operations had slight differences because 
MPI does not have a shared memory; instead each 
MPI process sent its best permutation and total val-
ue to the master process.  The master process then 
compared its max with other processers’ maximum 
value to find and print the best combination[2].
Both the sequential and the MPI version with 
48 cores took one second to process the problem 
when there were less than eleven items that could 
be placed into the knapsack. This demonstrated that 
parallel programming is unnecessary for small prob-
lems. 
The parallel version did significantly reduce the 
processing time when the size of the knapsack ex-
panded to fourteen items. While the sequential ver-
sion took approximately 62 minutes, the MPI version 
took less than two minutes[2]. Since the time was 
measured in seconds instead of a smaller unit, the 
efficiency and speedup with less than twelve items 
remained vague. The speedup of the OpenMP ver-
sion, when there were thirteen and fourteen items, 
was not proportional to the number of cores when it 
should have been because it is a parallel program. 
One explanation for the result is that loads became 
less balanced because of malfunctioned compu-
tations that might have taken a longer time to pro-
cess[2]. The students also expected a linear speedup, 
however, that was not achieved. The number of ob-
jects in the knapsack could have been too small to 
produce the expected results[2].
The runtime of the programs clearly display the 
superiority of parallel programs with many nodes 
over sequential programs in this respect. Sequential 
programs took the longest to run, whereas MPI with 
48 cores took the least time to run[2]. OpenMP per-
formed better at efficiency and speedup compared 
with MPI; the students reasoned that MPI’s extra 
network communication must have hindered its per-
formance in these areas[2]. OpenMP and MPI using 
16 cores had approximately the same speedup. MPI 
using 32 cores and 48 cores took longer for speedup. 
For speedup and efficiency of parallel programs, it 
is hard to make a judgment about what would happen 
if more items were allowed in the knapsack because
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the tables only contain data for when there were 13, 
14, and 15 items in the knapsack[2].  If the students 
had more time to test larger numbers of items per-
haps a linear speedup could be observed and a more 
predictable pattern could be seen with runtime, ef-
ficiency, and speedup.
The project exhibits the efficiency of parallel pro-
grams when solving problems without a fast solution, 
such as the 0-1 knapsack problem. It would be better 
if the number of items in the knapsack extended to 30 
instead of 14, and if smaller units of time were used 
so that more concrete patterns could be seen. 
Parallel programming has the potential to predict 
global weather patterns, stock markets, and analyze 
large amounts of data such as DNA sequences. Busi-
nesses, governments, and researchers will heavily 
employ such a powerful tool. 
The project also showcases different parallel ver-
sions so that the students may identify the weak-
nesses or strengths of OpenMP and MPI. It helps to 
determine when to use one or the other to generate 
the most efficient program with the fastest runtime 
and speedup. 
The students at the University of Mary Washing-
ton mentioned a hybrid version of OpenMP and MPI 
as a possible addition to the project[2]. It would help 
analyze or model data, efficiency, and time matter. 
Learning how to solve large problems in the least 
amount of time is invaluable and essential for the in-
formation age.
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Undergraduates wrote programs in a parallel pro-
gramming course to solve the 0-1 knapsack optimi-
zation problem with Memory Passing Interface (MPI) 
and Open Multi-Processing (OpenMP)[3].    
The knapsack problem is an optimization prob-
lem. The goal is to select items and weights in order 
to maximize the total value in the knapsack, while 
keeping within the restraints of the total possible 
weight. The 0-1 knapsack problem maintains that 
each object can only be put into the knapsack once, 
or not at all. 
MPI is a portable communication system used to 
supply programmers with a standardized distributed-
memory parallel programming system that is useful 
on a variety of machines. Distributed-memory clus-
ters, or shared memory computers, utilize MPI to al-
low communication between the various CPU’s with-
out relying on multi-threading systems, like OpenMP 
does[1]. This allows for fast communication and mul-
tiple processes to run at once. 
OpenMP is a similar system. It uses an API that 
supports the above goals of distributed-memory and 
shared memory, parallel programming systems in C/
C++, which is simple and useful on many different 
systems[2]. 
The knapsack problem is often found in comput-
er contests as a basic introduction to more difficult 
concepts such as dynamic programming. If dynamic 
programming is used on a larger basis it is similar to 
parallel programming due to the use of subroutines 
to solve the larger problem. 
Understanding how MPI and OpenMP work in par-
allel systems and how they affect the performance 
of these systems is important. Knowing how to use 
them in real life applications can often change how 
code will run and how fast it will be able to give the 
required answers.
The 0-1 knapsack problem is well suited for teach-
ing parallelization with MPI and OpenMP. The sim-
plest way to solve this un-parallelized is through the 
use of dynamic programming, which works on simi-
lar properties. Putting the objects into the knapsack 
is solely based on one factor, such as total value or 
value/weight ratio, which does not work for every ex-
ample. It is necessary to use multiple subroutines to 
find the most valuable way of putting the objects in 
and comparing each value to the next. 
Since each processor in a cluster is able to run 
simultaneously; sending each processor a specific 
number of subroutines to run will make this program 
run faster than it would with only one core. This al-
lows for the easy demonstration of the power of par-
allel coding. 
The students started off with a serial program that 
used brute force to find the best possible solution, 
by finding every possible permutation and then com-
paring them. While using small amounts of values, 
it would work fine, but as the amount increased, the 
time required to do them all would also increase. Due 
to its simplicity, students used C++ standard library’s 
next_permutation function to find each permutation. 
The brute force methods allowed students to easily 
error trap and then parallelize their code[3].
The students saw how much faster the code be-
came by parallelizing it because multiple subroutines 
did each a part of the question. In this experiment, 
they parallelized their code in two forms: MPI and 
OpenMP. Both still used the brute force method to 
solve the problem. To easily compare the results from 
the serial code, as well as make it easier to parallel-
ize; they used a lexicographical permutation depen-
dent algorithm[3]. To find which orderings to give to 
each processor to solve, they used a factorial num-
ber system called factoradic[3]. What the code essen-
tially did in both was find the best permutation that 
each core could before giving those permutations to 
the main processor, which would then find the best 
out of those options, thus displaying the solution to 
the problem. 
Due to the OpenMP version using threads and 
MPI version using its own processes there can be 
different results for the code in each running[1][2]. This 
will allow the students to see which type of parallel 
processing is good for what kind of program. It teach-
es them how and when to use each in the future.
In the results they found that with 10 or less val-
ues, the serial code would actually beat the paral-
lelized code because sending it through the paral-
lelization process was slower than just having one 
core do the full code. For the MPI version it actually 
took around 1 second compared to the serial code, 
which ran under that speed, demonstrating how the 
parallelization slows down the code in order to do its 
algorithms. 
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However, as the amount of values increased the se-
rial code quickly became almost unusable, it was 
slowed down heavily. The mere addition of 4 more 
values to 14 values caused the serial code to take al-
most 62 minutes to complete[3]. However, the MPI and 
OpenMP versions with 1 core both ran at an average 
of around 2 minutes when 14 values were input[3]. 
This showed the students how much faster parallel 
programming was compared to serial codes when 
working with large sets of data. As well, upon using 
more cores, the time was almost cut in half for every 
added core, therefore showing the students that with 
more processors running, the workload could be fur-
ther reduced. However, due to the increase in cores, 
the program actually had to use more time holding 
communications between each processor, thereby 
increasing the speed-up time and lowering the total 
efficiency.
In terms of the performance of the MPI version, 
versus the OpenMP version, students could see that 
OpenMP had a slightly shorter output time than the 
MPI version, at 260 seconds compared to 271 sec-
onds for the 14 values test. That gave OpenMP an 
overall higher efficiency than MPI[3]. However, due to 
its use of multiple threads to communicate between 
the processors, OpenMP had a slower speed-up time 
than MPI, which does not use threads. This shows 
that when there are fewer values for OpenMP it will 
actually run slower. This is due to the amount of com-
munication required, which means for more cores it 
will run slower as the amount of communication re-
quired increases. 
The knapsack problem is useful in demonstrating 
the abilities of a parallel system to new students. We 
easily see major differences between the workings of 
a serial code and a parallel code. It showed when it 
is necessary to use serial code, and when it would be 
faster to utilize parallel code. In addition, this project 
highlighted the difference in use between MPI based 
parallel programming and OpenMP based paral-
lel programming. We saw the specifics of how each 
worked, and how that could be taken advantage of 
in order to further maximize parallel code efficiency. 
I would like to see a more time consuming code, 
and OpenMP versions running on more than just 1 
core. That would allow further testing of how OpenMP 
works as it will allow the students to fully compare it 
to MPI, and allow them to see which aspects of one 
are superior to the other.
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