In this contribution we derive the super-trellis structure of turbo codes. We show that this structure and its associated decoding complexity depend strongly on the interleaver applied in the turbo encoder. We provide upper bounds for the super-trellis complexity. Turbo codes are usually decoded by an iterative decoding algorithm, which is sub-optimum. Applying the super-trellis structure, we can optimally decode simple turbo codes and compare the associated bit error rate results to those of iterative algorithms.
Fig. 1. System model of the Turbo encoder
Section VI discusses the results obtained, which is followed by our conclusions in Section VII. Figure 1 shows the model of a conventional turbo encoder. The encoder consists of three parallel branches connected to the encoder input, which generate the three constituent parts of the codeword c = (u; c (1) ; c (2) ). The vector of K binary encoder input symbols used for generating a codeword is referred to as the information word u = (u 1 ; . . . ; u K ). This information word u directly forms the systematic part of the codeword. The other two branches, referred to as the first and the second component, respectively, contain the scramblers scr (1) and scr (2) , which are also often referred to as component encoders, processing the information symbols in order to generate the component codewords c (1) and c (2) constituting the parity part of the codeword c. Throughout the paper, we use the following terminology. Capitals denote random variables, whereas lower-case letters represent their specific manifestations.
II. System model and terminology
Variables with a superscript, such as • (1) and • (2) , are associated with the first and second component, respectively. The first component scrambler scr (1) is fed with the information symbols u (1) = u obeying their original ordering. The second component scrambler scr (2) is fed with a permuted version u (2) of the information word. The third branch contains therefore an interleaver, which is going to play a major role in our forthcoming elaborations. The vector containing the element-wise transpositions performed by the interleaver is denoted by π = (π 1 ; . . . ; π K ). Interleaving of u (1) = u is achieved by permuting the vector elements generating u (2) , such that u (2) πi = u ( 
1) i
for i = 1 . . . K. For the sake of simplicity, we assume identical scramblers in both components. As usual, the scrambler is a binary shift register with a feed-back branch as exemplified in Figure 2 . This structure is also often referred to as a recursive systematic convolutional (RSC) code. Any such scrambler represents a Finite State Machine (FSM)
F s = (U s ; C s ; S s ; γ s ), whose input value set is binary U s ∈ {0; 1} and the corresponding output value set is also binary C s ∈ {0; 1}. We note here explicitly that the subscript s refers to the state machine of 
Any FSM F(t) = (U(t); C(t); S(t); γ(t))
-which can be potentially also time-variant, as indicated by (t) -exhibits the Markovian property, i.e. the state transition at a given discrete time instant t + 1 with the associated ending state S t+1 and output symbol C t+1 depends only on the starting state S t and the input symbol U t+1 (and possibly on the time t, if the FSM is time-variant, which manifests itself in a trellis structure that is different at different time instants t in the sequence of consecutive trellis stages -an issue to be augmented in more depth at a later stage), but not on any of the previous states S t or input symbols U t +1 with t < t. Observe that a transition and its associated input and output symbols have the same time index as the terminating state of the transition.
In our forthcoming elaborations, we will make use of the following three terms. The pre-history of a FSM as regards to time t represents the state transitions and their associated FSM input, that the FSM traversed through before and including the time instant t, i.e. the trellis section left of S t in Figure 3 .
By contrast the post-history represents the transitions after and excluding time instant t, i.e. the trellis section right of S t . The current state S t represents therefore the interface between the pre-history of the FSM and its post-history in the following sense:
If a sequence of FSM states S t− = (. . . ; S t−2 ; S t−1 ; S t = s), s ∈ S s corresponds to a valid sequence of state transitions constituting the pre-history with respect to time t and a sequence S t+ = (S t = s; S t+1 ; S t+2 ; . . .) corresponds to a valid sequence of state transitions constituting the post-history, then we can combine the sequences, and S = (. . . ; S t−2 ; S t−1 ; S t = s; S t+1 ; S t+2 ; . . .) represents a valid sequence of state transitions for the FSM. The only necessary and sufficient condition for combining the pre-and post-history is that the value s of the interface state S t between the left and right trellis sections must be the same. If S t+ = (S t =s; S t+1 ; S t+2 ; . . .) with s =s, then combining the pre-and post-history results in an invalid sequence, i.e. in an invalid history for the FSM. In other words, such a sequence of state transitions is illegitimate, since both s t =s and s t =s should hold, implying a contradiction. Note that the terms "sequence of states" and "sequence of state transitions" are used synonymously, since the transitions can directly be derived from the sequence of states.
III. Introducing the turbo code super-trellis
In this section we will develop a model of an FSM F T (t) = (U T ; C T ; S T (t); γ T (t)) for a Turbo encoder, where the subscript T refers to the state machine of the turbo encoder. The parameter t indicates that the turbo encoder FSM is time-variant, which manifests itself in a trellis structure that is different at different time instants t, exhibiting different legitimate transitions at different instants t, as we will show at a later stage. It is possible to find the turbo encoder's FSM by modelling all of its four constituent elements in Figure 1 by their respective FSMs and combining these. For the two component scramblers of Figure 1 it is relatively straightforward to find the corresponding FSMs (see above). For the systematic branch of the encoder in Figure 1 the corresponding FSM consists of a single state, where the output symbol equals the input symbol. The only device in the turbo encoder that poses difficulties is the interleaver, which introduces memory, since the complete vector of input symbols u (1) must have been inserted into the interleaver, before the vector of output symbols u (2) can be read out. It is therefore cumbersome to model the interleaver by an FSM, which would be complex. Hence we will choose a different way of finding the FSM of the complete turbo encoder.
The trellis that is associated with the turbo encoder FSM will be referred to as the turbo code's supertrellis in order to distinguish it clearly from the component scrambler trellises. Several proposals have already been made to find a tree representation of a turbo code [11] and its super-trellis (e.g. [6] , where it is referred to as the hyper-trellis). In contrast to [6] , the structure presented in this contribution differs in that the complexity of the super-trellis is not only dependent on the interleaver length K but also on the interleaver structure. We will show that for simple interleavers the complexity of the super-trellis can be drastically reduced. In these cases, an optimum turbo decoder based on this super-trellis can be implemented and its performance can be directly compared to that of the sub-optimum iterative turbo decoder. Let us continue our discourse with an example.
A. Turbo encoder super-state
Example 1: For the sake of explanation, let us consider a turbo code incorporating the scrambler of Figure 2 and a simple two-column interleaver of total interleaving length of K bits obeying the following mapping:
Let us now introduce the concept of super-trellis in the context of turbo codes. We assume that the turbo encoder's input symbols are given by U 1 . . . U K , where the ordering of the symbols is important and for the turbo encoder's set we have U T ∈ {0; 1}. The time-domain transition-index of the super-trellis is denoted by t, which can be different from the corresponding transition index of the individual trellises associated with the component codes, as it will be shown during our further discourse. Let us consider the positions of the first five input symbols, namely that of U 1 . . . U 5 in both component trellises, which is illustrated in Figure 4 . Entering U 5 in the turbo encoder's FSM corresponds to t = 5.
In the upper component trellis in Figure 4 the symbols U
1 . . . U 
1 ; . . . ; S
5 ) corresponding to these input symbols constitute therefore the pre-history of the first component trellis with respect to t = 5. (We note that the component trellises emanate at t = 0 from the zero-state S 
K/2+2 . Hence, the corresponding transitions are located in the 2nd component trellis seen at the bottom of Figure 4 in two different sections. Consequently, the pre-history wrt t = 5 -i.e. wrt bits U 1 . . . U 5 , which belong to the first five transitions of the turbo code super-trellis associated with the discrete time instants of t = 0 . . . 5 -corresponds to the transitions of the 2nd component trellis in these two distinct trellis sections of Figure 4 . The post-history of the 2nd component trellis wrt t = 5 is constituted by the two remaining sections of the trellis, which are indicated by dots in Figure 4 . The interface between the pre-and post-history, which is associated with t = 5, is formed in the 2nd component trellis by the
K/2+2 ), which we will refer to as the 'interface' states in the 2nd component trellis. These issues are further augmented below as follows. An arbitrary input sequence is given by
where the corresponding state-transitions in both sections of the 2nd component trellis at the bottom of Figure 4 -which constitute the pre-history related to t = 5 -are represented by:
Every valid post-history
can therefore be combined with S 
Hence, as a super-state of the example turbo encoder's FSM at time instant t = 5 we define the above 4-tuple, which is constituted by the states of the component scramblers of the FSMs as follows:
K/2+2 ).
B. Turbo encoder super-trellis
Let us now investigate the migration from t = 5 to t = 6, or equivalently, let us search for the superstate S * 6 under the assumption that the super-state S * 5 and the most recent turbo encoder input symbol U 6 are known. For the input symbols of the 1st component scrambler we have U 6 = U (1) 6 , such that the transition associated with U 6 in the 1st component trellis is directly adjacent to the transitions in the pre-history S (1) 5− (upper trellis in Figure 4 ). Since the value s
is known from S * 5 , the value u 6 of U 6 dictates the transition (s K/2+3 holds. In Figure 4 the corresponding transition (index K/2 + 3 of the 2nd component trellis) therefore emanates from S (2) K/2+2 in the right trellis section, which belongs to the prehistory. Since the value s
Hence the pre-history of state transitions for the 2nd component code becomes S (2) 6− = (S
K/2+3 ). From this we can easily infer the interfaces of the 
6− ), which is formed by the two pre-histories regarding time instant t = 6. Hence the super-state of the turbo encoder at this time instant can be identified by exploiting the knowledge of
6 ; S
6 ; s
3 ; s
where both the state transitions (s
5 ; s
6 ) and (s
K/2+2 ; s (2) K/2+3 ) are associated with the value u 6 of the input symbol U 6 .
C. Generalised Definition of the Turbo Encoder Super-States
As an extension of our previous introductory elaborations in this section we will present a generalised definition of the super-state transitions in the super-trellis, which also defines implicitely the super-states associated with the super-trellis. For the sake of illustration the definition will be followed by the example of a simple super-trellis in Section III-D.
First we have to introduce a set of indeces I 
We initialize the index set by including only the (non-existent) transition index 0: I
pre (0) = {0}. Evolution from time instant t to t + 1: the previous super-state s * t is assumed to be known. For the 1st component code the relation U t+1 = U (1) t+1 holds, hence the input symbol U t+1 = u t+1 specifies the transition (S j ). This transition is not part of the pre-history wrt t and hence j ∈ I (2) pre (t). Updating the set of indeces means that I (2) pre (t + 1) = I (2) pre (t) ∪ {j}. In order to proceed from (j − 1) to j, we have to distinguish between four different cases or scenarios, as far as the 2nd component trellis is concerned, which will be detailed below and will also be augmented in the context of an example in Section III-D and Fig. 6 . In fact, the reader may find it beneficial to follow the philosophy of our forthcoming generic discussions on a case by case basis by referring to the specific example of Section III-D and Fig. 6 .
(1) In order to encounter our first scenario, the following condition must be met: j − 1 ∈ I (2) pre (t) and j + 1 ∈ I (2) pre (t). The state with index j − 1, S (2) j−1 , thus is one of the interface states in the vector, representing the super-state S * t , whereas the state with index j, S (2) j , is not an interface state at time instant t. This implies that the transition (S 
t+1 -and also the old interface state S
j , where (s
j ) is associated with u t+1 . We will refer to this transition from t to t + 1 as right-extension, since in the 2nd component trellis a section is extended to the right in Figure 4 . Again, these issues will be exemplified in Section III-D and j−1 . In analogy to scenario (1) we will refer to this case as left-extension.
(3)
The third potential scenario encountered by the 2nd trellis is, when j − 1 ∈ I (2) pre (t) and j + 1 ∈ I (2) pre (t). This implies that neither the state associated with the index j − 1, i.e. S 
j , is not adjacent to any of the transitions, which are already contained in the prehistory wrt to t. In the pre-history wrt t + 1 this transition hence constitutes a separate section of the 2nd component trellis, which consists of only one transition. This section possesses the two interface states S (2) j−1 and S (2) j . In order to obtain the super-state S * t+1 , one has to substitute the interface state S will be s (2) j , determined by the transition (s
We will refer to this scenario as the opening of a new section in the 2nd component trellis. These aspects will be revisited in Section III-D and Fig. 6 , where the transition t = 1 → 2 corresponds to this specific scenario.
(4)
The last possible scenario encountered by the 2nd trellis is, when j − 1 ∈ I (2) pre (t) and j + 1 ∈ I (2) pre (t). The state associated with the index j − 1, i.e. S j ) -which is the transition at time instant t + 1 in the 2nd component trellis -is not contained in the pre-history wrt t, nonetheless this transition is determined by S * t due to its fixed start-and end-states constituted by s (2) j−1 and s (2) j , respectively. We will revisit these issues in the context of Section III-D and Fig. 6 , where the transition t = 6 → 7 constitutes an example of scenario (4). t+1 . However, it may happen that for the interface states s (2) j−1 and s
If this fixed transition (s
j ) is illegitimate, since this state transition is non-existent for the FSM of the component scramblers. In this case, assuming the value s * t for S * t constitutes a contradiction due to the illegitimate transition and this transition is therefore deemed invalid. Furthermore, it can occur that although the transition (s
j ) is legitimate, it is not associated with the current specific value u t+1 of the input symbol for the component scrambler FSM. Hence for this reason pairing the super-state s * t and the input symbol u t+1 is impossible. Therefore in the super-trellis no transition emerges from the super-state S * t = s * t , which is associated with u t+1 . This may appear to be a contradiction, since this super-state seems to have been reached due to the sequence of input symbols U 1 . . . U t and since in the super-trellis a path is supposed to exist for all possible sequences of input symbols U 1 . . . U t+1 , regardless of the specific value of the input symbol U t+1 . However, the fusion of two trellis sections must always be preceded by the opening of a new section in the 2nd component trellis, and -as we infer from scenario (3) -several super-states are reached with equal probability from a sequence of input symbols At higher coding rates, the scrambler outputs are punctured, which also has to be taken into account in the output vectorC of the turbo encoder FSM. Let us now illustrate the above concepts with the aid of another example.
D. Example of a super-trellis
Example 2: Let us now examine the super-trellis of a simple turbo code, incorporating the memory M = 1 scrambler of Figure 5 and a 4 row×2 column rectangular interleaver resulting in K = 8, which is shown in Table I . The output of the turbo encoder is not punctured. The segments of the super-trellis that is developed in the forthcoming paragraphs for time instants t = 0 . . . 8, are displayed in Figure 6 .
The index j = π t+1 denotes in the 2nd component trellis the transition belonging to time t + 1, i.e. to the transition index t + 1 in the super-trellis. Let us now consider Figure 6 , where at t = 0: we initialize the super-state to S * 0 = (S
0 ; S
0 ) = (0; 0) and the index set to I (2) pre (0) = 0. t = 0 → 1: We have j = π t+1 = π 1 = 1, since U 1 is at position 1 at the bottom of Table I . As j − 1 = 0 ∈ I (2) pre (0) and j + 1 = 2 ∈ I (2) pre (0), this corresponds to scenario (1) described in Subsection III-C, i.e. the right-extension of an existing section in the 2nd component trellis (S 
1 ; S
1 ). The possible values for S * 1 -which depend on the value of U 1 -are displayed in Table II . t = 1 → 2: We have j = π t+1 = π 2 = 5, since U 2 is at position 5 at the bottom of Table I . Now we find that j − 1 = 4 ∈ I (2) pre (1) and j + 1 = 6 ∈ I (2) pre (1), thus neither S 
4 , as seen in Table II . At this stage careful further tracing of the super-trellis evolution with the aid of Fig. 6 and Table II is . t = 6 → 7: j = π t+1 = π 7 = 4, since U 7 is at position 7 at the bottom of Table I . Since j −1 = 3 ∈ I (2) pre (6) and j + 1 = 5 ∈ I (2) pre (6), i.e. both S We see from Table II that S * 8 can only assume the values (0; 0) and (1; 1), since the last bit is the same in both the original and in the interleaved sequences. In other words, in our simple example at time instant t = 8 the memory of the interleaver in Table I has been exhausted. Hence both component scramblers have actually completed calculating the parity in the information word u and must hence be in the same state. For a random interleaver this may, however, be not the case.
If one or both component trellises are terminated by zeros, we impose the restriction of S From Table II and Figure 6 , we can clearly see that the turbo code super-trellis is time-variant, ie the structure of the trellis sections depends on the time instant t, exhibitig different legitimate transitions for different t values. More explicitly, the super-trellis is different for t = 2 → 3 and t = 3 → 4, while it is identical for t = 2 → 3 and for t = 4 → 5. For the time instants t = 2 . . . 6 we observe a periodicity in the super-trellis, manifesting itself in two different trellis sections, which are repeated alternately. This periodicity corresponds to the number of columns in the interleaver, which in our case was two. It is also easy to see that the constraint length of the super-trellis is three, while that of the component scramblers is two. Hence the memory introduced by the interleaver has increased the constraint length of the code. These issues will be augmented in more depth in Section VI. Following the above simple example it may now be a worthwhile revisiting the generic super-trellis sturcture of Section III-C before proceeding further.
IV. Complexity of the turbo code super-trellis
With the goal of estimating the associated complexity of the turbo code super-trellis, we will assume that the turbo encoder considered comprises two indentical scramblers having a memory of M and an interleaver of length K.
A. Rectangular interleavers
We will consider simple ρ × χ-rectangular interleavers, having ρ rows and χ columns. The data is written into the interleaver on a row by row basis and read out on a column by column basis. Upon using the previous definition of the time instant t (transition at time instant t in the super-trellis is due to the input symbol U t of the turbo encoder FSM), the 1st component trellis is only extended to the right • for ρ = χ the trellis complexity is minimal for both of the above mentioned orderings of the symbols.
In summary of the above elaborations, when ρ > χ, we can exchange the two decoders, as in Example 2 and the maximum number of super-trellis states can be formulated as ≤ 2 2·M ·min(ρ,χ) .
B. Uniform interleaver
Instead of considering a specific random interleaver, we will now derive an upper bound for the supertrellis complexity, averaged over all possible interleavers, a scenario, which is referred to as the so-called uniform interleaver [6] of length K.
Without loss of generality, we define the time t such that the transition in the super-trellis at time instant t is associated with the input symbol U t . This implies that the order of the input symbols of the abstract or hypothetical turbo encoder FSM is the same as for the real turbo encoder, i.e. U FSM,t = U t .
Hence, only one section exists in the 1st component trellis, which is extended to the right upon increasing t.
The specific input symbol of the 2nd component scrambler -which belongs to the input symbol U t and hence is input to the 2nd scrambler simultaneously with U t entering the 1st one -is U (1) A section is situated directly at the left of S (2) l . This implies that a transition, which already belongs to the pre-history wrt t is directly adjacent to the left of this state in the 2nd component trellis. The input symbol U (2) l , which belongs to this transition must have been therefore already an input symbol of the turbo encoder FSM, hence the relation ∃m ∈ {1 . . . t}, l = π m must hold. For an arbitrary l and when averaged over all possible interleavers π, this condition is met with a probability of p 1 (t) = t/K.
(2) no section exists directly to the right of S (2) l , or correspondingly that the transition with index l + 1, which is directly adjacent at the right, does not belong to the pre-history of the super-trellis wrt t.
Hence, the relation l + 1 = π m , ∀m ∈ {1 . . . t} must hold. Under the assumption that condition (1) is fulfilled, condition (2) will hold with a probability of p 2 (t) = (K − t)/(K − 1).
For every state S (2) l , l = 1 . . . K − 1 the probability that it represents the right interface to a section in the 2nd component trellis at time instant t is therefore p 12 
Condition (2) is cancelled for state S (2) K , since the end of the trellis is located directly to the right of it. If the 2nd component trellis is terminated, then we have S in the 1st component trellis we obtain for the maximum total number of interfaces in both trellises under the assumption of a uniform interleaver, as defined above:
and therefore the following bound accrues: 
Bound for the uniform interleaver

The following upper bound holds for the number of super-states in the minimal super-trellis of a turbo code, averaged over all possible interleavers of length K:
E [ S T (t) ] ≤ 2 M ·nmax = 2 M +M ·(K+1) 2 /(2K) for t = 1 . . . K.
V. Optimum decoding of turbo codes
Having illuminated the super-trellis structure of turbo codes, we can now invoke this super-trellis, in order to optimally decode simple turbo codes. Let us commence by defining the task a decoder should carry out. Specifically, the goal of a decoder may be that of finding the codeword c i with the highest probability of having been transmitted, upon reception of the sequence y, which is formulated as identifying the index i:
where argmax() returns the index of the maximum and P (c l |y) is the conditional probability that c l is the transmitted codeword when y is received. These decoders are usually referred to as Maximum A Posteriori Sequence Estimation (MAPSE) schemes, since they estimate a complete codeword or the associated information word. By contrast, Maximum A Posteriori Symbol-by-Symbol Estimation (MAPSSE)
schemes [4] attempt to find the most probable values of all symbols contained in the information word or codeword.
It is straightforward to show that for memoryless Additive White Gaussian Noise (AWGN) channels, the decision rule of Eq. (3) for MAPSE decoding can be simplified to the following Maximum Likelihood Sequence Estimation (MLSE) type decoding using Bayes' rule, if all codewords c l appear with the same probability:
For MLSE decoding of a codeword transmitted over a memoryless AWGN channel, our decoding goal is equivalent to finding the valid codeword c l that is closest to the received sequence y in terms of the Euclidean distance. We can thus introduce a Euclidian metric
for each codeword, and having calculated the whole set of metrics, we opt for the codeword having the lowest metric, yielding:
When the code used can be described by a trellis, i.e. when the code symbols are generated by a FSM, the task of finding the minimum metric can be accomplished by using a dynamic programming method, such as the Viterbi algorithm. This algorithm reduces the number of metrics to be calculated by introducing metrics associated with paths in the trellis, which can be recursively updated, if the path is extended by one transition. The maximum number of paths/metrics, that has to be kept in memory, is 2 · S , if S is the set of states in the trellis and each state transition is associated with a binary input symbol. This can be achieved without ever discarding the optimum path in the sense of Equation (5).
A. Comparison with iterative decoding
Since we have found a super-trellis representation for turbo codes, we can now invoke the appropriately modified Viterbi algorithm in order to MLSE decode the turbo code. In the Appendix, the optimality of this decoding approach is proven. Similarly, the algorithm [4] proposed by Bahl et al. could be used in order to MAPSSE decode the turbo code along its super-trellis, obtaining exact A posteriori probabilities for the information and code symbols. We have however implemented an MLSE decoder, since several other attempts have already been undertaken in order to MLSE decode turbo codes [13] , [14] , [15] and since the complexity of an MLSE decoder is considerably lower than that of a MAPSSE decoder.
In contrast to the aforementioned proposals for MLSE decoding of turbo codes, when the super-trellis is used, the super-trellis decoding imposes no restrictions on the information word length K of the code, only on the super-trellis complexity and therefore on the structure of the interleaver. Here we opted for rectangular interleavers having a low number of columns and compared the decoding BER results to those of an iterative "turbo" decoder.
All turbo codes in the following examples contain two identical component scramblers. The first component scrambler was terminated at the end of the information word, whereas the second component
trellis was left open at its right end. Puncturing was applied, in order to obtain a turbo code of rate 1/2.
The code symbols were transmitted over an AWGN channel using Binary Phase Shift Keying (BPSK).
E b /N 0 represents the received energy per transmitted information bit E b divided by the one-sided noise power spectral density N 0 . The conventional, iterative "turbo" decoder benchmarker used the MAPSSE algorithm [4] for decoding the component codes.
First we consider a turbo code with component scramblers of memory M = 1 and a two-column interleaver, as used above for Example 2. We examine a turbo code with a 499 × 2 rectangular interleaver, i.e. the information word length is K = 998. Figure 7 shows the BER results of our simulations. We have used a Viterbi decoder for the "MLSE decoded" super-trellis as well as the "iterative" turbo decoder and plotted the BER results after the 1st and 16th iteration. We observe that for this example the code performance is quite low (also displayed is the BER for uncoded transmission with the same symbol energy E s = 1 2 E b as for the coded transmission with rate 1/2). There is virtually no difference between the MLSE decoder and the iterative one. Furthermore, we note that there is no BER improvement for more than one iteration.
All turbo codes used in the following simulations incorporate component scramblers of memory M = 2, interleaver. This is due to an edge effect at the end of the super-trellis (or at the end of the two component trellises), which shall not be discussed in more detail here, and which causes an error-floor. Figure 9 shows the performance of the iterative algorithm for the turbo code with the 333× 3 interleaver. Specifically, the BER is shown after 1, 2, 4, 8 and 16 iterations, as is the BER curve for the non-iterative MLSE decoder.
The performance improvements of the iterative decoder appear to saturate after a few iterations, exhibiting a performance gap with respect to the non-iterative MLSE decoder. In Figure 10 we see that a clear gap [16] , where the number of rows approximately equals the number of columns. For high information word lengths K one normally employs random interleavers, in order to achieve a good coding performance. The super-trellises, which belong to these schemes, are fairly complex, as it was detailed in Section IV, and hence they cannot be used for non-iterative MLSE decoding in pratical codecs.
B. Comparison with conventional convolutional codes
In this subsection we do not wish to assess the performance of the iterative decoding algorithm in comparison to the optimum one. Instead, we compare the performance of a turbo code to that of conventional convolutional codes, whose trellis exhibits the same complexity as that of the turbo code super-trellis. Furthermore, in Figure 13 we compared a turbo code having component scramblers of memory M = 2 and a 333 × 3 rectangular interleaver, which has a maximum of 4096 super-states, with a convolutional code of the same trellis complexity. Specifically, the convolutional code's memory was M = 12 and the octal generator polynomials were 10533 o and 17661 o , which are optimal according to [17] . Similarly to the previous case, for medium and high SNRs the performance of this convolutional code is significantly better, than that of the optimally decoded turbo code of the same trellis complexity.
In order to summarize, for both cases we found that a conventional convolutional code is far more powerful than a non-iterative MLSE-decoded turbo code of the same trellis complexity.
VI. Discussion of the results
As mentioned earlier, when inspecting the super-trellis of Figure 6 and Table II, the trellis periodicity with period 2 -which is based on the periodicity of the 4×2 rectangular interleavers employed -is apparent.
In other words, we stated before that the structure of the trellis segments depends on the time instant t, exhibitig different legitimate transitions for different t values. More explicitly, the trellis was different for t = 2 → 3 and t = 3 → 4, while it wass identical for t = 2 → 3 and for t = 4 → 5. We found that ρ × χ rectangular interleavers exhibit a periodicity in the super-trellis (if edge effects are ignored), which has a period of min(ρ, χ). By rearranging the interface states of the super-state vector one can 
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3 ), in order to ensure that the two interface states, that have replaced two previous interface states for generating super-stateS * t+1 fromS * t (see Subsection III-C, scenario (1)), are always placed as the first two vector elements, whereas the remaining interface states are the last two elements of the super-state vector. Table III shows the corresponding super-state transitions for these re-labelled super-states. Note that re-labelling of the super-states does not affect the output vectorC t associated with a (re-labelled) super-state transition, which thus remains the same. Figure 14 shows a part of the super-trellis for Example 2, which has been rendered time-invariant by the above re-labelling of the super-states. It is readily inferred that the constraint length for this example was 2 for the component scramblers, which increased to 3 for the super-trellis. The minimum free Hamming distance for this rate 1/3 code is δ free = 5, Although turbo codes, which exhibit a complex super-trellis, cannot be non-iterative MLSE-decoded for complexity reason, they can be subjected to iterative decoding. Indeed, the more complex the super- are reduced. This is also the reason that throughout our simulations the iterative algorithm was unable to reach the performance of the non-iterative MLSE decoding, while according to [6] this is possible on average accross the range of all feasible interleavers, although nearly all of these interleavers result in a relatively high super-trellis complexity. Another example of convolutional codes having a high constraint length, which is decodable in an iterative fashion, is represented by the so-called Low Density Parity
Check Codes [18] . Conventional turbo codes have a high number of super-states in their super-trellis and hence they are superior to conventional convolutional codes having a low number of states. The advantage of turbo codes is that they are amenable to low complexity iterative decoding, although their super-trellis structure is not optimal in terms of maximising the minimum Hamming distance δ min . The low minimum
Hamming distance of turbo codes is also reflected by the so-called error-floor of the bit error rate curve [6] , [8] . In general the code performance is only determined at medium to high Signal-to-Noise rations (SNR) by δ min of the code. At low SNR, where turbo codes show a high power efficiency, the convenient shaping of the distance profile of turbo codes employing a random interleaver, which has been described in [7] , is more important than achieving a high δ min . The complex super-trellis of the turbo code does not endeavour to optimise δ min , but instead it is responsible for the attractive shaping of the distance profile. Specifically, although there exist low-weight paths in the super-trellis, nonetheless, in comparison to other types of channel codes, only a low number of these paths exists.
If we consider for example a conventional non-recursive convolutional code with a free distance of δ free , a single "1" in the information sequence at the input of the encoder results in a non-zero weight path, which is associated with a low output weight δ 1 with δ free ≤ δ 1 ≤ L/R , where L is the constraint length, R is the rate of the code and • denotes the upwards rounding (ceiling) function. Accordingly, one can
give l·δ 1 as the upper bound of the associated codeword weight for every information word of length K of a block-based or zero-terminated convolutional code, which contains l binary "1" symbols. In case of a small l value there are at least K l codewords of a block-based or zero-terminated conventional convolutional code, which produce a low output weight of w ≤ l · δ 1 . For the class of recursive convolutional codes this statement holds as well, since for every recursive convolutional code, there is a non-recursive code, that has the same set of codewords and only differs in the mapping from information bits to codewords. The same statement can be derived for turbo codes with a rectangular interleaver, which is due to the fact, that a time-invariant super-trellis exists in this case, which exhibits a different trellis structure at different instants t. In a turbo code incorporating a random interleaver however, there are much fewer codewords of a low weight [8] , [6] . In contrast to rectangular interleavers, in conjunction with the random interleavers the number of low-weight paths does not increase with K, which is the reason for the interleaver gain [6] , [8] .
VII. Conclusion
We have shown that turbo codes can be described by means of a super-trellis, if the trellises of the component scramblers and the interleaver structure are known. For rectangular interleavers one can model this super-trellis as time-invariant, so that it resembles the trellis of a conventional convolutional code.
We have also argued that a 'good' conventional convolutional code of the same trellis complexity can be more powerful, than a turbo code. On the basis of simulations we have found that iterative decoding is suboptimum, at least for the investigated simple rectangular interleavers having a low number of columns.
We have presented an upper bound for the super-trellis complexity of turbo codes based on rectangular interleavers and an upper bound for the super-trellis complexity averaged over all possible interleavers.
The second bound gives rise to the supposition that the complexity of a turbo code having a random interleaver is of the same magnitude as that of a random code. 
According to Equation (8 expresses a functional dependence, which does not have to be further specified here. Furthermore, from Equation (7), we obtain a second dependence for the states at the end of the sections:
(s 
Again, g 2 represents a functional dependence, whose actual nature is irrelevant in this context. 
In the discarding process of decoding stage t + 1, any super-path 
