In this paper we propose the use of a set of weights in fuzzy modelling, the class weights, which are assigned to each class of a classification problem. We automatically generate a fuzzy model, using a three-stage methodology: (i) generation of a crisp model from a decision tree, induced from the data, (ii) transformation of the crisp model into a fuzzy one, and (iii) optimization of the fuzzy model's parameters. Based on this methodology, the generated fuzzy model includes the Θ f parameters, which are all the parameters included in the sigmoid functions. In addition, local, global and class weights are included, thus the fuzzy model is optimized with respect to all these parameters ( Θ f , local, global and class weights). The class weight introduction, which is a novel approach, grants to the fuzzy model the ability to identify the individual importance of each class and thus more accurately reflect the underlying properties of the classes under examination, in the domain of application. The above described methodology is applied to five known medical classification problems, obtained from the UCI machine learning repository, and the obtained classification accuracy is high.
Introduction
Fuzzy logic is the extension of the classical crisp (binary) logic into a multivariate form. Fuzzy logic is closer to the human logic, thus being able to deal with real world noisy and imprecise data [1] . Fuzzy models experience several advantages, compared to crisp ones, mainly being more flexible on the decision boundaries, and thus characterized by their higher ability to adjust to a specific domain of application and more accurately reflect its particularities. A fuzzy model can be created by defining an initial crisp model (set of rules) and then fuzzyfing it. This approach is a complex task since several issues must be defined for the fuzzy model to be generated. First, the origin of the rules must be addressed, which determines the philosophy of the method; if expert's knowledge is used then the generated fuzzy model will be knowledge-based while, if data mining techniques are employed then a data-driven fuzzy model will be generated. In the fuzzyfication step, there are several fundamental features related to the definition of the fuzzy model, such as the fuzzy membership function, the fuzzy operators, the defuzzyfication approach and the use of weights. Following this approach, the generated fuzzy model resembles the decision making processes of the initial crisp model and thus its parameters must be tuned before being able to identify the particularities of a specific problem. This "tuning" can be performed using parameter optimization.
Several approaches have been proposed in the literature for the development of knowledge -based fuzzy models. In most of them the model is trained using a known optimization technique, i.e. fuzzy rules with simulated annealing [2] , fuzzy rules with modified controlled random search [3] . Also, several research attempts exist in the literature, which integrate data mining techniques with fuzzy modeling towards the generation of a fuzzy model. More specifically, the presented approaches can be classified into three main categories: (i) induction of a crisp decision tree from the data and then its fuzzyfication, resulting into a fuzzy decision tree [4] [5] [6] [7] , (ii) induction of a fuzzy decision tree, integrating fuzzy techniques during the tree construction [8, 9] , (iii) induction of a crisp decision tree, extraction of a set of rules from it and fuzzyfication of these rules [10] .
Concerning use of weights in fuzzy modelling, two approaches have been presented: (i) local weights, which are used to indicate the relative degree of importance of a proposition contributing to its consequent, thus one local weight is assigned to each fuzzy conjunct. Local weights play an important role in many real world problems. For example, in medical diagnostic systems it is common to observe that a particular symptom combined with other symptoms may lead to a possible disease and thus it is important to assign a local weight to each symptom in order to show the relative degree (weight) of each symptom leading to the consequent (a disease) [11, 12] ; (ii) global weights, which are used to represent the relative degree of importance of each rule's contribution, thus one global weight is assigned to each fuzzy rule [13] .
In this work, we use a specific realization of a previously reported methodology for automated fuzzy model generation [14] which includes three stages. Initially, a crisp model is created, then it is transformed into the respective fuzzy model, and finally, all parameters of this fuzzy model are optimized. During the transformation of the crisp model into the respective fuzzy, several new parameters are introduced, corresponding to the fuzzyfication of the decision boundaries. In addition, three sets of weights are employed in the fuzzy model, local and global weights and class weights, which are introduced for the first time, and indicate the relative importance of each class. All three sets of weights are also optimized. The integration of all three types of weights (local, global and class) in a single fuzzy model grants additional flexibility and thus the model is more adaptable to fuzzy decision boundaries and can more accurately identify the underling properties of a specific application domain.
Materials and Methods
In our realization, the crisp model is generated from a decision tree, induced from the data. The transformation of the crisp model into a fuzzy one is made using the sigmoid function, as fuzzy membership function, the min and max operators for norm T and norm S functions, respectively, and the maximum defuzzifier. The optimization of the fuzzy model's parameters is conducted using a simplex-based local optimization technique.
Crisp model creation
In order to construct the crisp model, an initial set of rules must be extracted from an annotated dataset, thus a rule-mining technique is employed based on decision trees with the C4.5 inductive algorithm [15] . The produced tree can be easily transformed into a set of rules, as follows:
Cond , is created for every leaf of the tree, by parsing the tree from the root node to that leaf. The feature tests encountered along the path form the conjuncts of the condition:
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where c w is a class weight, Θ f is defined as:
and W is a set containing all weights introduced in the fuzzy model:
Thus:
. This equation denotes the implicit input-output formula of the fuzzy model.
Parameter optimization
The fuzzy model 
Results
In order to evaluate the proposed methodology several well known datasets obtained from the UCI machine learning repository [17] were employed. Table 1 presents all datasets that were employed, along with the number of samples included, the number of attributes used in each dataset and the number of classes. These datasets were selected because they belong to the biomedical domain and in addition none or very few values are missing in each dataset. Based on these datasets, evaluation was performed in terms of classification accuracy. The ten fold stratified cross validation method, was used for the evaluation. The procedure was applied to each fold, generating ten different decision trees and, subsequently, ten different fuzzy models. Table 2 
Discussion and conclusions
In this paper we perform an analysis concerning weights in fuzzy modeling. w ) increase the classification accuracy of the initial decision trees. More specifically, for the liver_d, pima_d and heart_statlog datasets, the average classification accuracy gradually increases with the optimization of each weight set, while for the breast_c and heart_c the average classification accuracy increases until stage 3, while the optimization stage 4 causes a decrease. However, in all cases the average classification accuracy of the initial decision tree is improved: an increase of 1.15%, 2.96%, 1.83%, 0.33% and 3.18% is reported for breast_w, heart_statlog, pima_d, heart_c and liver_d datasets, respectively, while the average increase for all employed datasets is 1.89%. Table 3 presents a comparison of the results obtained by similar approaches presented in the literature. The three datasets included (breast_c, heart_c and pima_d) are those that are reported in at least two of these research attempts while the works of Suarez et al. [4] , Abonyi et al. [10] , Crockett et al. [7] and Olaru et al. [5] have presented results for at least two datasets, which are also used in the evaluation of the proposed methodology. Overall accuracy results (mean values) are also presented in Table 3 : in the first line of the overall section, the mean accuracy corresponds to all three datasets, in the second to the datasets employed by Abonyi et al. and the third line corresponds to the datasets employed by Crockett et al. In general, the results obtained in this work are comparable or better than those reported in the literature. Crockett et al. [7] Abonyi et al. [10] Olaru et al. [5] This Future work will focus on the employment of different local or global optimization techniques. The importance of the order of the optimization stages has not been evaluated; optimizing the weight set in a different order may result to different classification results. Also, the reduction of the fuzzy model's complexity can be handled during the decision tree pruning or by pruning the fuzzy rules.
