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T´ıtulo en espan˜ol
Procedimiento iterativo para la prediccio´n de datos perdidos en las covariables
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Title in English
Iterative procedure for the prediction of missing data in the covariates asso-
ciated with a study of longitudinal response.
Resumen: Muchos son los supuestos que se requieren para poder modelar
datos que provienen de un estudio longitudinal, entre estos es de destacar
la necesidad de contar con una base de datos completa en el escenario del
ana´lisis estad´ıstico. El disen˜o de procedimientos que permitan la prediccio´n de
valores perdidos en los registros evaluados reiteradamente para cada unidad
experimental toman una importancia relevante hoy en d´ıa, mas aun cuando hay
supuestos de por medio que aluden a dependencia entre la respuesta observada
y aquella que es ausente.
El presente trabajo pretende dar a conocer un procedimiento basado en ciclos
iterativos que permite predecir informacio´n no-observada en las covariables
continuas asociadas a la respuesta longitudinal bajo el supuesto de dependencia
en la pe´rdida dado por un patro´n MAR. Este procedimiento se basa en el
disen˜o de modelos marginales, definidos cada uno de ellos por modelos aditivo
fundamentado en bases de Spline cu´bicos y ajustados por validacio´n cruzada
que da origen a un para´metro de suavizamiento oportuno para definir un ajuste
adecuado a la hora de predecir aquellos datos que por razones ajenas al evento
aleatorio esta´n perdidos.
Abstract: Many are the assumptions that are needed to be able to shape data
that come from a longitudinal study, between these it is of emphasizing the
need to be provided with a finished database in the scenario of the statistical
analysis. The design of procedures that allow the prediction of missing values
in the records evaluated repeatedly for each experimental unit take a relevant
importance today even more when there are assumptions that allude to depen-
dency between the response observed and that which is absent. The present
work aims to promote a procedure based on iterative cycles that allows predict
non-observed information in the covariates associated with the longitudinal
response under the assumption of dependence given by a MAR pattern. This
procedure is based on the design of marginal models defined each of them by
additive models based on foundations of cubic Spline and adjusted by cross-
validation that gives origin to a timely finishing smoothing parameter to define
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a proper fit in predicting those data that are lost for reasons unrelated to the
random event.
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Introduccio´n
En el escenario de ana´lisis estad´ıstico mucho son los supuestos requeridos para contar
con un modelo adecuado que describa´ las caracter´ısticas de intere´s de una base de datos
bajo estudio. Tales supuestos son diversos y estos esta´n en funcio´n de la informacio´n dis-
ponible para cada sujeto o unidad experimental. Disponer de una base de datos completa
es dentro de los requerimientos ba´sicos, el primer supuesto que se espera que los datos
cumplan, sin embargo en vista de las condiciones iniciales que definen el evento aleatorio
muchas de ellas impredecibles, las pretensiones de una base de datos completa se escapa de
la realidad y aquello que habitualmente en la literatura estad´ıstica se suele llamar “datos
completos” se traduce en “datos disponibles”.
La presencia de datos faltantes es una situacio´n recurrente en estudios estad´ısticos y es
por ello que hoy d´ıa existen diversas metodolog´ıas que pretenden “recuperar” informa-
cio´n ausente, pero cada una de e´stas particularizan escenarios o asumen supuestos que en
ocasiones son dif´ıciles de validar con la informacio´n disponible. Aplicar me´todos de impu-
tacio´n no debe entenderse como un fin en si mismo, puesto que la aplicacio´n inapropiada
de e´stos puede generar mas problemas de los resuelve, en ocasiones los requerimientos
para que tales me´todos aplicados brinden soluciones apropiadas no se adecuan de forma
conveniente a los datos observados y en este punto algunos usuarios de la estad´ıstica no se
percatan de lo inconveniente de las conclusiones obtenidas, pues dejan a un lado verificar
lo adecuado de la base de datos respecto al me´todo de imputacio´n que se aplico´.
Este trabajo tiene como objetivo exponer un procedimiento de ciclos iterativos, fun-
damentado en modelos marginales aditivos que permita “recuperar” informacio´n faltante
en las covariables continuas asociadas a una respuesta longitudinal a partir de actualiza-
ciones que provienen de un modelo general aditivo que se ajusta a si mismo luego de cierta
cantidad de ciclos, en el cual la presencia de para´metros de suavizamiento contribuye a
vi
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definir los ya mencionados modelos marginales los cuales son las herramientas esenciales
para valorar la dependencia entra las variables que definen una unidad experimental, asu-
miendo que las perdidas esta´n dadas por un patro´n MAR.
Es de destacar que el hecho de evaluar las asociaciones entre las distintas covariables
que hacen parte de una unidad experimental, es motivado entre otras cosas por la poca
literatura en el a´mbito estad´ıstico que considera las covariables en estudios de medidas
repetidas. Un ana´lisis puntal de las covariables dentro del modelo de intere´s abre un matiz
de posibilidades en el cual el concepto de dependencia toma un sentido mas amplio, puesto
que la respuesta de intere´s evaluada reiteradamente en un intervalo de tiempo predetermi-
nado se considera como el resultado final de la conjuncio´n de covariables continuas, bajo
las relaciones matema´ticas expresadas por el modelo propuesto.
En general el material con el cual dispone el lector es una puesta en escena que pretende
ser otra alternativa de los ya habituales procedimientos utilizados en escenario de perdidas,
tales como; la imputacio´n mu´ltiple, el algoritmo esperanza maximizacio´n con sus diversas
extensiones catalogadas como Monte Carlo EM que utilizan herramientas bayesiana para
dar solucio´n parcial a la ausencia de informacio´n.
Arlington Zah`ır Llerena Mart´ınez
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Capı´tulo1
Lineamientos de la propuesta
Pese a la diversidad de alternativas que se han brindado a la problema´tica de pe´rdida
en estudios longitudinales, la nocio´n de informacio´n faltante dentro de este tipo de escena-
rios aun sigue siendo elemento de intere´s en el ana´lisis estad´ısticos, motivando as´ı futuras
investigaciones gracias a los nuevos conceptos que se han propuesto y que de acuerdo al
evento en estudio se requiere evaluar la conveniencia de los modelos propuestos. Los con-
ceptos como dependencia entre covariables continuas y mecanismo de pe´rdida impactan
de manera determinante no solo las estimaciones de los datos ausentes, sino tambie´n la de
los para´metros del modelo estad´ıstico propuesto e induce al investigador en esta disciplina
a considerar diversos puntos de vista la gran mayor´ıa de ellos fundamentado en me´todos
nume´ricos y herramientas de simulacio´n.
Un gran impulso han tenido recientemente los estudios que involucran la nocio´n de
informacio´n no-observada que manifiesta dependencia con los datos presentes en medidas
repetidas, mas aun cuando este tipo de estudios describen caracter´ısticas muy propias de
investigaciones relacionadas con ciencias de la salud y con estudios econo´micos. Es claro
que las variables aleatorias correlacionadas de ı´ndole continuo surgen en distintos escena-
rios de disciplinas fundamentales y son la materia prima para un estudio estad´ıstico que
no pretende mas que describir relaciones de causa y efecto; por ejemplo en ensayos cl´ınicos
una respuesta continua junto con sus covariables asociadas en un tratamiento medico son
evaluadas reiteradamente en lapsos distintos de tiempo para cuantificar la reaccio´n de un
individuo a un fa´rmaco en particular. Esta y otras situaciones experimentales permiten
visualizar circunstancias donde las covariables continuas anidadas a una respuesta longitu-
dinal son elementos vitales para definir las caracter´ısticas que delimitan el llamado estado
1
1.1. JUSTIFICACIO´N 2
de la naturaleza.
Sin dejar de lado los escenarios sobre los cuales la propuesta puede desenvolverse, se expo-
ne a continuacio´n el tema a tratar en este trabajo y los diferentes aspectos que delimitaran
el desarrollo del mismo; relacionada con la prediccio´n de datos perdidos en las covariables
continuas asociadas a la respuesta continua longitudinal.
A partir de la nocio´n de modelos marginales aditivos definidos por bases Spline se
pretende evaluar la asociacio´n entre las distintas covariables continuas que definen los
datos disponibles en una unidad experimental, siendo tal asociacio´n fundamental para
realizar el ejercicio de actualizacio´n de los datos ausentes, cuando se asume que la pe´rdida
de informacio´n esta dada por el patro´n Missing at random1, ver (Rubin et al, 1976, pag.
581–592).
1.1. Justificacio´n
Los escenarios en los cuales se presentan la ausencia de informacio´n en (ADL)2 son
diversos y esta variedad no solo se debe al tipo de informacio´n a registrarse por unidad
experimental sino tambie´n al tipo de asociacio´n que guardan las variables registradas en
un tiempo dado. Tal asociacio´n es dif´ıcil de cuantificar cuando existen sospechas de algu´n
vinculo entre la informacio´n disponible y aquella que es ausente, en este caso el concep-
to de patrones de perdida juegan un papel determinante puesto que es una herramienta
estad´ıstica que debe considerar el investigador antes de valorar de manera apresurada las
conclusiones obtenidas en un modelo preliminar propuesto. Es probable que el modelo pre-
liminar no considere dentro del ana´lisis factores que hablan acerca del impacto que pueden
tener las perdidas sobre la estimacio´n de para´metros que definen el modelo y como los
v´ınculos de asociacio´n entre las variables registradas son alterados cuando por motivos
ajenos al evento aleatorio el investigador no puede registrar la informacio´n que se dispon´ıa
a tomar en una unidad experimental.
La intencio´n de la propuesta esta encaminada a solventar ciertas dificultades en el campo
de la recuperacio´n de informacio´n perdida y a dilucidar posibles alternativas en la solu-
cio´n de un problema en particular; ausencia de informacio´n en las covariables continuas
asociadas a una respuesta cuando se asume un patro´n de perdida MAR en un estudio
longitudinal.
Las dificultades que trae consigo el no registro de la informacio´n ha originado diferentes
1Se opta por el nombre en ingles con el fin de respetar la escritura original y estar acorde con el acro´nimo que
lo representa MAR.
2El acro´nimo hace referencia al Ana´lisis de datos longitudinales.
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metodolog´ıas que cubren un rango muy limitado de condiciones iniciales dadas general-
mente por las pretensiones del ana´lisis, la estructura de los datos, el grado de dependencia
que manifiesta la respuesta con la covariable asociada o´ mas aun el impacto que puede
generar datos perdidos en las mismas covariables anidadas a la respuesta. Esta situacio´n
a primera vista no es fa´cil de visualizar en eventos de registros recurrentes, pero en inves-
tigaciones relacionadas con ciencias econo´micas, me´dicas y de ı´ndole bioestad´ıstico parece
ser natural la presencia de datos perdidos en las covariables que dependen de la presencia
de otras variables. ¿Como medir tal grado de asociacio´n entre las variables registradas? o
¿como puede el usuario de la estad´ıstica describir el mecanismo o´ patro´n de pe´rdida de la
variable de intere´s?. Los estudios que involucran los anteriores escenarios han sido diversos
y ha tomado mucha acogida el enfoque bayesiano en vista de las facilidades en el orden
computacional que hoy d´ıa los procesadores brindan y por la informacio´n que trae consigo
la distribucio´n -a priori-, ver (Ibrahim et al, 2005) y (Stubbendick et al, 2003). En estos
art´ıculos el profesor Joseph G. Ibrahim brinda soluciones parciales a la problema´tica de
pe´rdida de informacio´n en las covariables de un modelo lineal generalizado (GLM) y en
un modelo lineal de efectos mixtos (LME)3, pero en esta soluciones prevalece la aplicacio´n
del algoritmo esperanza maximizacio´n (EM) junto con el muestreador de Gibbs siendo dos
procedimientos estad´ısticos que requieren un gasto computacional fuerte. De igual manera
en el art´ıculo (Honaker, King & Blackwell et al, 2011) se describe una variante del pro-
cedimiento de imputacio´n mu´ltiple (MI) a partir de un entorno en el software R llamado
Amelia, este otro punto de vista brinda diversas soluciones al problema de perdida de in-
formacio´n en un estudio longitudinal, sin embargo estas soluciones tienen inconvenientes
en te´rminos del rango de valores de las variables imputadas, es decir en algunas ocasiones
la informacio´n que hace parte de la imputacio´n puede ser negativa, lo cual puede llegar
a ser inconsistente con el evento aleatorio en estudio, lo que implica tener no solo una
solucio´n en el procedimiento de (MI), sino muchas de ellas para luego conjugarlas en una
solucio´n definitiva. Por lo tanto se requieren otros procedimientos alternativos que no sola-
mente utilicen la asociacio´n entre las variables registradas en un estudio longitudinal sino
ademas faciliten la prediccio´n de los valores perdidos, en este sentido el presente trabajo
solventa estas dificultades siendo una alternativa de ana´lisis fundamentado en el disen˜o
de modelos marginales aditivos v´ıa Spline que se conjugan para definir un modelo general
donde se realiza un ajuste a partir de para´metros de suavizamiento y en el cual la perdida
se predice reiteradamente cuando se procede a realizar diversos ciclos dentro de una unidad
experimental hasta obtener una patro´n de convergencia tanto de la prediccio´n realizada
como de los para´metros de suavizamiento que definen los modelos marginales aditivos.
3Los acronimos (GLM) y (LME) pertenecen a la literatura estadistica en ingle´s; los modelos lineales generalizados
y los modelos lineales de efectos mixtos.
Capı´tulo2
Estudios longitudinales
El ana´lisis de datos longitudinales es un tema de intere´s frecuente en estad´ıstica en
vista de la evaluacio´n o registro reiterado de cierta variable en un intervalo de tiempo, este
tipo de situaciones es comu´n en diferentes a´reas del conocimiento tales como las ciencias
sociales, la medicina, estudios epidemiologicos y otros campos de las ciencias naturales1.
Debido a la naturaleza misma de este tipo de datos, una caracter´ıstica fundamental que
los distingue y que es necesario considerar a la hora del modelamiento para validar la
inferencia es; la correlacio´n dada entre las mediciones de la variable respuesta dentro de
cada individuo durante un intervalo de tiempo. Adema´s se supone que las mediciones entre
los individuos son independientes. Lo anterior induce a considerar un escenario donde las
mediciones son correlacionadas dentro e independientes entre unidades experimentales.
De este modo, se quiere identificar co´mo la variable respuesta es afectada por las covariables
asociadas y por diversos factores que pueden alterar la realizacio´n de la respuesta. Por
ejemplo, en estudios de medicina interesa evaluar el efecto de la dosis de un medicamento
u otros factores asociados sobre el progreso de alguna enfermedad. Para ello se deben
proponer modelos que sean de fa´cil interpretacio´n pra´ctica, siendo ademas suficientemente
flexibles de acuerdo al escenario en el que se presenten los datos de intere´s y desarrollar
te´cnicas de estimacio´n y de inferencia segu´n el modelo propuesto que permitan dilucidar
las caracter´ısticas propias de los datos.
1En ciencias econo´micas se presentan estudios de esta misma naturaleza, aun que el nombre asignado es diferente
su fundamento es el mismo que el (ADL).
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2.1. Descripcio´n de los datos longitudinales
Un estudio de datos longitudinales se presenta cuando un conjunto de N individuos o
unidades experimentales es observado a trave´s del tiempo, registrando los valores de la(s)
respuesta(s) de intere´s junto con las respectivas covariables2 que pueden depender o no
del instante en que sean medidas, es decir;
{yi(t),xi(t) : t ≥ 0}, siendo i = 1, 2, . . . , N. (2.1)
El objetivo del modelamiento es identificar la evolucio´n de la(s) variable(s) respuesta(s) en
el tiempo y su dependencia respecto a un conjunto de factores que influyen en el cambio3.
El arreglo cla´sico y de intere´s en este caso esta dado por la tabla (2.1) presentada a
continuacio´n:
Momento de medicio´n
Individuo 1 · · · j · · · n
1 y1(t1) · · · y1(tj) · · · y1(tn)
...
...
...
...
...
...
i yi(t1) · · · yi(tj) · · · yi(tn)
...
...
...
...
...
...
N yN (t1) · · · yN (tj) · · · yN (tn)
Tabla 2.1: Arreglo de un conjunto de unidades con registro longitudinal dispuestos en un so´lo grupo que corres-
ponde a una unidad de observacio´n.
N : nu´mero de unidades experimentales.
tj : tiempo j-e´simo de registro de la respuesta.
yi(tj) : realizacio´n de la variable respuesta del i-e´simo individuo en el tiempo tj .
El arreglo anterior permite definir un estudio balanceado en el cual las observaciones son
registradas en los mismos tiempos y hay la misma cantidad de registro por unidad ex-
perimental, se suele utilizar en e´ste caso la nocio´n de temporalmente alineados, siendo en
ocasiones el mas fa´cil de tratar.
2Las variables aleatorias que representan las covariables asociadas a un ADL estan dadas por la notacio´n cla´sica,
es decir: x
3Esta definicio´n corresponde a la brindada en la referencia (Fitzmaurice et al, 2004, pag. 22).
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De acuerdo a la descripcio´n general, el proceso es observado en un conjunto discreto de
tiempo T = {t1, . . . , tn} el cual es comu´n para todos los individuos, luego la respuesta
puede ser escrita como un vector aleatorio de dimensio´n n× 1, definido como
yi = {yi(t) : t ∈ T}
= [yi1, . . . , yin]
T
De igual forma se asume una variacio´n o cambio en las covariables asociadas a la respuesta,
por lo tanto es necesario considerar a {xi(t) : t ≥ 0} como un vector de dimensio´n 1× p.
En el tiempo tj las covariables asociada a la realizacio´n yij corresponden al vector;
xij = xi(tj)
= [xi(1)(tj), xi(2)(tj), . . . , xi(p)(tj)]
= [xij(1), xij(2), . . . , xij(p)]
La coleccio´n completa de covariables asociadas a la i-e´sima unidad experimental con vector
de respuesta dado por yi, esta contenida en una matriz de dimensio´n n× p,
Xi =

xi1
xi2
...
xin

En algunas ocasiones las observaciones en el tiempo son no-balanceadas, es decir es-
tas var´ıan por individuo y ademas los registros pueden no ser evaluados en tiempos si-
multa´neos4. Para caso de desbalance por unidad experimental es necesario considerar;
ni : nu´mero de mediciones del i-e´simo individuo.
Para una completa descripcio´n de la tabla (2.1) en el caso de considerar los vectores
respuesta yi por unidad experimental de diferente dimensio´n, se requiere tener el conjunto
discreto de tiempo T indexado por i de manera que se tiene;
Ti = {ti1, . . . , tini},
y la dimensio´n de yi y Xi esta´n dadas por; ni × 1 y ni × p, respectivamente, ver (Diggle
et al, 2004, Cap´ıtulo 3) y (Daniel et al, 2008, pag. 16).
Al considerar tanto la respuesta dada como las covariables asociadas a esta, es posible
tratar con la matriz de informacio´n disponible para cada unidad experimental, la cual se
define como; [yi,Xi] siendo i = 1, 2, . . . , N .
4En el escenario de la propuesta se considera un estudio longitudinal donde los registros son en tiempo simulta-
neos.
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2.2. Modelamiento de datos longitudinales
En el estudio de datos longitudinales se han disen˜ado diversas te´cnicas de modela-
miento, unas mas adecuadas que otras estando estas en funcio´n de las caracter´ısticas a
considerar dentro del ana´lisis. Es preciso tener en cuenta que el modelo a proponer se debe
ajustar correctamente a los datos y no los datos al modelo. Cada una de las te´cnicas tienen
fortalezas y debilidades. Unas por ejemplo consideran directamente o indirectamente la
correlacio´n dentro de cada unidad experimental, algunos procedimientos optan por dar a
conocer una dependencia explicita entre la respuesta de intere´s y sus covariables asociadas
y otros involucran los efectos aleatorios espec´ıficos de cada sujeto. Lo anterior permite
visualizar la diversidad de matices que exhiben datos de esta naturaleza. Y es propio del
investigador decidir cuales de las te´cnicas de modelamiento disponibles son ma´s adecuadas
para el ana´lisis de la base de datos con la cual cuenta.
2.2.1. Enfoque parame´trico
Bajo los lineamientos de los modelos lineales, la teor´ıa y los me´todos de regresio´n con
observaciones repetidas han sido de estudio exhaustivo, ver (Diggle et al, 2004, Cap´ıtulo
4). Ademas los elementos mismo que permiten definir los modelos de regresio´n en estudios
longitudinales son de fa´cil interpretacio´n.
Modelos de regresio´n cla´sico
En el caso ma´s sencillo de este enfoque es habitual tener;
yij = x
T
i βj + εij , j = 1, 2, . . . , n, i = 1, 2, . . . , N (2.2)
donde yij denota la variable respuesta de la j-e´sima medicio´n en la i-e´sima unidad expe-
rimental para j = 1, . . . , n y i = 1, . . . , N , xTi = [xi1, . . . , xip] es un vector de covariables
conocidos y βj = [β1j , . . . , βpj ]
T es un vector de p constantes desconocidas (para´metros)
por estimar. Debido a la naturaleza misma de los datos se espera que los εij este´n corre-
lacionados dentro de cada sujeto pero no entre sujetos. Se supone que los errores siguen
una distribucio´n normal con media cero y varianza desconocida.
El modelo dado a conocer en la expresio´n (2.2) generalmente se define para todas las
unidades experimentales en forma matricial;
Y = XB + ε (2.3)
donde
Y = [y1,y2, . . . ,yN ]
T, X = [x1,x2, . . . ,xN ]
T,
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ε = [ε1, ε2, . . . , εN ]
T, B = [β1,β2, . . . ,βn],
y cada elemento de las matrices anteriores definidas como;
yi = [yi1, yi2, . . . , yin]
T, xi = [xi1, xi2, . . . , xip]
T,
εi = [εi1, εi2, . . . , εin]
T, βj = [β1j , β2j , . . . , βpj ]
T,
Asumiendo el supuesto distribucional εi ∼ Nn(0,Σ), con i = 1, 2, . . . , N donde Σ es una
matriz de covarianza comu´n para todas las unidades experimentales.
A partir de las propiedades del a´lgebra de matrices y las nociones misma de los modelos de
regresio´n se puede demostrar que los estimadores de B y Σ, denotados respectivamente
por Bˆ , Σˆ se obtienen por ma´xima verosimilitud y los resultados esta´n dados por;
Bˆ = (XTX)−1XTY (2.4)
y
Σˆ =
1
N
(X −XBˆ)T(X −XBˆ) (2.5)
Note que Bˆ es un estimador deB obtenido por el me´todo de mı´nimos cuadrados ordinarios
(OLS), y que si uj denota la j-e´sima columna de Y se tiene que;
βˆj = (X
TX)−1XTuj (2.6)
es el estimador de ma´xima verosimilitud de βj para j = 1, 2, . . . , n. Ademas un estimador
insesgado de Σ esta dado por;
S =
1
N − p(X −XBˆ)
T(X −XBˆ) (2.7)
El problema de este escenario de ana´lisis es que no considera de manera explicita, la
caracter´ısticas mas relevante de un ADL; la dependencia entre las componentes de yi para
cada unidad experimental. El vector aleatorio εi esta condicionado por las particularidades
de los modelos lineales y estas son muy restringidas para el escenario de intere´s.
Modelo lineal de efectos mixtos
Debido a que muchos estudios se caracterizan por la asociacio´n entre medidas dentro
de una unidad experimental y la presencia de covariables dependientes del tiempo quiza´s
pueda alterar las estimaciones de los para´metros, los modelos lineales cla´sicos son en oca-
siones insuficientes. Por tanto se opta por considerar una extensio´n de e´stos, los llamados
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modelos lineales mixtos (LME).
Este tipo de modelos se adecuan mejor a la estructura de los datos y permite modelar
expl´ıcitamente la variacio´n dentro y entre sujetos.
La estructura general de los modelos lineales mixtos para datos longitudinales esta dada
por;
yij = x
T
ijβ + zijbi + εij , (2.8)
bi ∼ Nq(0,D), εi ∼ Nni(0,Λi),
j = 1, 2, . . . , ni, i = 1, 2, . . . , N
donde ni es la cantidad de registros en la i-e´sima unidad experimental, siendo yij y εij
el valor de la variable respuesta y el error asociado a la j-e´sima medicio´n de la i-e´sima
unidad experimental respectivamente. Se considera a β como un vector p × 1 de efectos
fijos, bi es el vector de efectos aleatorios de dimensio´n q× 1, xij es el vector de dimensio´n
p × 1 de covariables asociadas a los efectos fijos, zij es el vector de dimensio´n q × 1 de
covariables asociadas a los efectos aleatorios de la j-e´sima medicio´n en la i-e´sima unidad
experimental.
El vector aleatorio εi = [εi1, εi2, . . . , εini ]
T es de dimensio´n ni × 1 y esta definido por los
errores εij asociado con la i-e´sima unidad experimental, ademas D y Λi son matrices de
covarianza denominadas componentes de varianza del (LME), ver (Laird & Ware et al,
1982, pag. 963–974). Para cada i = 1, 2 . . . , N se asume que bi y εi son independientes.
El modelo dado a conocer en la expresio´n (2.8) se expresa de forma mas general;
yi = Xiβ +Zibi + εi (2.9)
bi ∼ Nq(0,D), εi ∼ Nni(0,Λi), i = 1, 2, . . . , N
donde yi = [yi1, yi2, . . . , yini ]
T, Xi = [xi1,xi2, . . . ,xini ]
T y Zi = [zi1, zi2, . . . ,zini ]
T. Asu-
miendo que Cov(εi, bi) = 0 se tiene;
yi ∼ Nni(Xiβ,Σi), i = 1, 2, . . . , N (2.10)
donde Σi = ZiDZ
T
i + Λi, puesto que se tiene bi ∼ Nq(0,D) y εi ∼ Nni(0,Λi) donde
i = 1, 2, . . . , N , en vista de la descomposicio´n de la matriz Σi se utiliza generalmente el
termino componentes de varianza.
El me´todo de ma´xima verosimilitud (ML) y ma´xima verosimilitud restringida (REML)
son dos procedimientos habituales para la estimacio´n de para´metros y los componentes
de varianza en (LME), ver (Zhang & Wu et al, 2006, Cap´ıtulo 1) y (Pinheiro et al, 2000,
Cap´ıtulo 5).
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El modelo dado a conocer en (2.9) permite caracterizar el comportamiento de cada unidad
experimental a partir de la estimacio´n de β y la prediccio´n de bi puesto que este u´ltimo
es un vector aleatorio. Bajos las condiciones del modelo (2.9), es posible demostrar que el
mejor predictor lineal insesgado (BLUP) de bi esta dado por;
BLUP(bi) = DZ
T
i Σ
−1
i
(
yi −XiβˆWSL
)
, i = 1, 2, . . . , N. (2.11)
donde βˆWSL es el estimador de β obtenido a trave´s de mı´nimos cuadrados ponderados
(WSL) definido por;
βˆWSL = (X
TΣ−1X)−1XTΣ−1y (2.12)
donde y = [y′1,y′2, . . . ,y′N ]
T, X = [X ′1,X
′
2, . . . ,X
′
N ]
T y Σ = diag[Σ1,Σ2, . . . ,ΣN ],
ver (Fitzmaurice et al, 2004, Cap´ıtulo 8).
En la pra´ctica D y Λi son matrices de covarianza desconocidas por lo tanto se trabaja
con una aproximacio´n de la expresio´n (2.11) que permite predecir bi a partir de;
bˆi = DˆZ
T
i Σˆ
−1
i
(
yi −Xiβˆ
)
, i = 1, 2, . . . , N. (2.13)
donde Dˆ y Σˆ son las estimaciones de las matrices de covarianza D y Σ respectivamen-
te y βˆ es obtenido de la formulacio´n (2.12) remplazandoΣ por Σˆ = diag[Σˆ1, Σˆ2, . . . , ΣˆN ].
A partir de la formulacio´n (2.9) junto con (2.10) es posible caracterizar la correlacio´n
entre las medidas repetidas en el vector de respuesta yi dentro de una unidad experimental
como la contribucio´n del termino ZiDZ
T
i que habla acerca de la variacio´n entre individuos
y la contribucio´n del termino Λi el cual se refiere a la matriz de covarianza para la i-e´sima
unidad experimental. Por lo tanto, si la medida del error definida por el vector εi dentro
de una unidad experimental permite caractarizar independencia en un estudio prelimi-
nar, las medidas en el vector de respuesta parcial yi que dan origen al estudio longitudinal
pueden ser todav´ıa correlacionadas gracias a la variacio´n entre las unidades experimentales.
Con el fin de facilitar los ca´lculos en las expresiones (2.12) y (2.13) por lo general se
asume que Λi tienen la forma mas simple, es decir;
Λi = σ
2Ini , i = 1, 2, . . . , N (2.14)
Cuando bi y εi se conocen bajo el supuesto de normalidad las estimaciones por (ML) de
σ2 y D esta´n dadas por;
σˆ2 = 1m
N∑
i=1
εTi εi, Dˆ =
1
N
N∑
i=1
bib
T
i (2.15)
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Donde m =
∑N
i=1 ni, debido a que εi y bi no se conocen las expresiones anteriores no
son computables, sin embargo hay dos maneras de superar esta dificultad a partir de la
utilizacio´n del algoritmo (EM) basado en (ML) o (REML)5, en este caso se optara por el
(ML).
Las estimaciones (ML) de σ2 y D se obtienen a partir de la maximizacio´n de la funcio´n
de log-verosimilitud generalizada (2.16);
L(β, b, D˜,Λ | y) = (2pi)−m2 |Λ|−12 exp
{
−12 [y −Xβ −Zb]TΛ−1[y −Xβ −Zb]
}
× (2pi)
−qn
2 |D˜|−12 exp
(
−12bTD˜
−1
b
)
(2.16)
donde qn es la dimensio´n de b siendo los vectores respuesta de la misma dimensio´n n
y y = [y′1,y′2, . . . ,y′N ]
T, X = [X ′1,X
′
2, . . . ,X
′
N ]
T, Z = diag[Z1,Z2, . . . ,ZN ], Λ =
diag[Λ1,Λ2, . . . ,ΛN ], D˜ = diag[D,D, . . . ,D] y Σ = diag[Σ1,Σ2, . . . ,ΣN ].
Al integrar la expresio´n (2.16) sobre los efectos aleatorios, es decir L(β, D˜,Λ | y) =∫
L(β, b, D˜,Λ | y)db y al hallar el logaritmo de la expresio´n resultante se obtiene;
`(β, D˜,Λ | y) = −12m log 2pi − 12 log |Σ| − 12(y −Xβ)TΣ−1(y −Xβ) (2.17)
Con el vector de para´metros de efectos fijos dado por la expresio´n (2.12), es decir; β =
βˆWSL. Por lo tanto la clave del algoritmo (EM) basado en (ML) es sustituir las estimaciones
de σˆ2 y Dˆ en (2.15) con;
E(σˆ2 | y,β = βˆWSL) y E(Dˆ | y,β = βˆWSL) (2.18)
Para dar consecucio´n al algoritmo (EM) se requiere que se parta del supuesto de norma-
lidad de y | β, b ∼ N (Xβ +Zb,Λ) y b ∼ N (0, D˜) donde b = [b′1, b′2, . . . , b′N ]T y ademas
que si se asume que (2.14) es una aproximacio´n adecuada, entonces se tiene;
E(σˆ2 | y,β = βˆWSL) = 1m
N∑
i=1
{εˆTi εˆi + σ2[ni + σ2tr(Σ−1i )]} (2.19)
E(Dˆ | y,β = βˆWSL) = 1N
N∑
i=1
{bˆibˆT + [D −DZTi Σ−1i ZiD]}
En el lado derecho de las expresiones (2.19) los te´rminos σ2 y D son desconocidos, sin
embargo al proporcionarles valores iniciales se pueden actualizar los valores de σˆ2 y Dˆ
5Parte del material expuesto en esta seccion esta dado en (Zhang & Wu et al, 2006, Cap´ıtulo 2).
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utilizando (2.19) hasta obtener una convergencia, esta es la idea fundamental del algoritmo
(EM) en (LME). Para simplificar los valores iniciales, se puede partir de σˆ2 = 1 y Dˆ = I,
esto permite general el ciclo principal para el algoritmo (EM) basado en (ML);
(1) Dados σˆ2 y Dˆ, calcular βˆ y bˆi a partir de las expresiones (2.12) y (2.13),
(2) Dado βˆ y bˆi, actualizar σˆ
2 y Dˆ utilizando la expresio´n (2.18),
(3) Alternar los pasos (1) y (2) hasta observar un patro´n de convergencia.
Si r = 0, 1, 2, . . . son los indices de secuencia en las iteraciones y βˆ(r), bˆi(r) son los valores
estimados de β y bi. A continuacio´n se describe el algoritmo (EM) basado en (ML);
Paso 0: Establecer r = 0, lo que permite definir σˆ2(0) = 1 y Dˆ(0) = I,
Paso 1: Establecer r = r + 1, esto permite actualizar βˆ(r) y bˆi(r) utilizando;
βˆ(r) =
( N∑
i=1
XTi Σˆ
−1
i(r−1)Xi
)−1( N∑
i=1
XTi Σˆ
−1
i(r−1)yi
)
bˆi(r) = Dˆ(r−1)ZTi Σˆ
−1
i(r−1)
(
yi −Xiβˆ(r)
)
, i = 1, 2, . . . , N.
Donde Σˆi(r−1) = ZiDˆ(r−1)ZTi + σˆ2(r−1)Ini siendo i = 1, 2, . . . , N
Paso 2: Actualizar σˆ2(r) y Dˆ(r) a partir de;
σˆ2(r) =
1
m
N∑
i=1
{εˆTi(r)εˆi(r) + σˆ2(r−1)[ni + σˆ2(r−1)tr(Σˆ
−1
i(r−1))]}
Dˆ(r) =
1
N
N∑
i=1
{bˆi(r)bˆ
T
i(r) + [Dˆ(r−1) − Dˆ(r−1)ZTi Σˆ
−1
i(r−1)ZiDˆ(r−1)]}
Donde εi(r) = yi −Xiβˆ(r) −Zibˆi(r)
Paso 3: Repetir el Paso 1 y Paso 2 hasta obtener un patro´n de convergencia.
Al visualizarse un patro´n de convergencia en los pasos anteriores, el algoritmo (EM) basado
en (ML) arroja una estimacio´n de Σi que para efectos pra´cticos es u´til en la medida en
que permite describir la correlacio´n entre las componentes que definen a el vector yi.
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Una ventaja de los modelos lineales de efectos mixtos (LME), es la disponibilidad
de las formulaciones anteriores en software estad´ısticos comerciales tales como el paquete
lme4 de R y el PROC MIXED de SAS. Ademas se puede establecer un vinculo entre este
tipo de modelos y los modelos marginales aditivos definidos por bases Spline6.
2.2.2. Enfoque no parame´trico
Recientemente te´cnicas de regresio´n no parame´tricas han sido consideradas en el ana´li-
sis de datos longitudinales pues e´stas permiten una dependencia funcional de la variable
respuesta sobre las covariables asociadas. En los art´ıculo (Hart & Wehrly et al, 1986),
(Altman et al, 1990) se desarrollaron me´todos kernel para la estimacio´n de la esperanza
de la variable respuesta y se proponen procedimientos de seleccio´n de anchos de banda a
trave´s de Validacio´n Cruzada Ordinaria (OCV). En el art´ıculo de (Rice & Sinverman et al,
1991) se consideran los Splines y se propone una metodolog´ıa para elegir los para´metros
del suavizamiento por medio de un puntaje que se da a conocer a partir de (OCV). Estos
me´todos so´lo consideran el efecto del tiempo y no tienen en cuenta la importancia del
efecto de posibles covariables.
Para cuantificar la influencia de las covariables, en los art´ıculos (Zeger et al, 1994), (Moy-
yed & Diggle et al, 1994) estudiaron un modelo semiparame´trico de la forma;
yij = µ(tij) + x
T
ijβ + εi(tij) j = 1, 2, . . . , ni, i = 1, 2, . . . , N (2.20)
donde β = [β1, β2, . . . , βp]
T es un vector de constantes desconocidas, µ(tij) es una funcio´n
suave arbitraria del tiempo t y el te´rmino de error εi(tij) es un proceso estoca´stico con
media cero. En estos art´ıculos los autores se inclinaron por el procedimiento de ajuste
(backffiting) en el cual inicialmente se estima µ(tij) mediante una clase de estimadores
kernel y posteriormente se estima β y µ(tij) por procedimientos iterativos de ciclos. En el
art´ıculo (Hoover, Rice & Yang et al, 1998) se trata con una generalizacio´n de dicho modelo
en la que los coeficientes pueden variar con el tiempo. El modelo es de la forma;
yij = x
T
ijβ(tij) + εi(tij) j = 1, 2, . . . , ni, i = 1, 2, . . . , N (2.21)
donde β(tij) = [β1(tij), β2(tij), . . . , βp(tij)]
T es un vector de funciones suaves arbitrarias
de t y el te´rmino de error εi(tij) es un proceso estoca´stico con media cero. Modelos de esta
clase se llaman Modelos de Coeficientes Variantes con el Tiempo (TVCM)7.
En los procedimientos que se proponen en (Hoover, Rice & Yang et al, 1998) no se presta
6Esta idea es fundamental para el desarrollo de la propuesta, ver cap´ıtulo 4 del documento.
7Respetando las siglas en ingle´s.
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atencio´n a la estructura de correlacio´n de εi(tij) pues se cree que en muchas situaciones
modelar la estructura de correlacio´n del termino de error es complicado y con poca con-
tribucio´n al ana´lisis.
Ma´s avances en este sentido se pueden ver en diversos art´ıculos que consideran variantes
de los ya mencionados. Es de aclarar que los modelos no parame´tricos considerados hasta
aqu´ı no tienen en cuenta las caracter´ısticas especificas de cada uno de las unidades expe-
rimentales. En ese sentido y en vista de la flexibilidad de la dependencia funcional que
ofrecen las te´cnicas no parame´tricas (Wu & Liang et al, 2004) proponen un Modelo de
Coeficientes Dina´micos de Variacio´n Aleatoria (RVCM)8, donde incorporan en el mode-
lo las caracter´ısticas propias de cada unidad experimental. Este modelo es diferente del
modelo no parame´trico esta´ndar (TVCM) en el sentido que los coeficientes dependientes
del tiempo se asumen espec´ıficos para cada unidad, considerados como realizaciones de
procesos estoca´sticos. Esta estrategia permite incorporar espec´ıficamente las variaciones
dentro y entre unidades experimentales en los estimadores de los coeficientes dina´micos.
All´ı la estimacio´n de los coeficientes se hace mediante un algoritmo de ajuste con regresio´n
polinomial local, ver (Fan & Gijbels et al, 1996).
Dentro de la propuesta se utilizan modelos marginales fundamentados en bases Spline
para establecer una relacio´n entre las distintas covariables que hacen parte de la matriz
[yi,Xi] siendo i = 1, 2, . . . , N con el fin de predecir datos perdidos en las covariables a
partir de ciclos, los cuales esta´n fundamentado en el llamado procedimiento ajuste (backf-
fiting).
2.3. Caracterizacio´n de las covariables en el ADL
El caso que es de intere´s en la propuesta esta relacionada con la valoracio´n de una
respuesta longitudinal la cual esta asociada con un conjunto de covariables siendo estas
dependientes o no del tiempo. La definicio´n presentada en la seccio´n (2.1) en donde la
respuesta longitudinal se define a partir de {yi(t),xi(t) : t ≥ 0}, siendo i = 1, 2, . . . , N ,
permite considerar no una respuesta longitudinal unidimensional sino un vector de res-
puesta, en el cual la presencia de covariables sera´n fundamentales para un estudio mas a
fondo del tipo de dependencia existente entre las variables que definen el llamado vector
de respuesta.
El arreglo dispuesto en la tabla (2.2) ilustra el registro de informacio´n en un estu-
dio longitudinal para la i-e´sima unidad experimental, se observa que la presencia de las
8Respetando las siglas en ingle´s.
2.3. CARACTERIZACIO´N DE LAS COVARIABLES EN EL ADL 15
covariables ampl´ıan el margen de informacio´n disponible en el estudio.
Unidad Puntos del Respuesta de Covariables
experimental tiempo Ti intere´s y continuas x
1 yi1 xi1,1 xi1,2 xi1,3 . . . xi1,p
2 yi2 xi2,1 xi2,2 xi2,3 . . . xi2,p
3 yi3 xi3,1 xi3,2 xi3,3 . . . xi3,p
...
...
...
...
...
...
...
i j yij xij,1 xij,2 xij,3 . . . xij,p
...
...
...
...
...
...
...
ni yini xini,1 xini,2 xini,3 . . . xini,p
Tabla 2.2: Representacio´n de las i-e´sima respuesta en un estudio longitudinal con covariables continuas asociadas.
Con el fin de realizar la valoracio´n del tipo de relacio´n existente entre las distintas com-
ponentes que hacen parte del llamado vector de respuesta, se hace necesario estudiar los
distintos escenarios en los cuales las covariables pueden ingresar al modelo. Una adecuada
interpretacio´n del impacto de las covariables en (ADL) requiere una cuidadosa atencio´n
puesto que diversos escenarios en estudios de medidas repetidas utilizan un gran margen
de covariables asociadas a una respuesta en particular, sumado a muchos supuestos con el
fin de validar un modelo propuesto; la llamada propiedad de exogeneidad y su contraparte
endogeneidad.
Las variables exo´genas, las cuales son determinadas previamente fuera del modelo tales
como; an˜os de escolaridad, lugar de residencia, etc. Son un supuesto esta´ndar para la
gran mayor´ıa de los modelos longitudinales y se mantiene para ambos casos; covariables
temporales y no temporales, ver (Song et al, 2006, Cap´ıtulo 2). Su forma mas simple de
interpretacio´n conduce a modelos en los cuales se establece la independencia entre los
errores asociados a la respuesta y la supuesta covariable que contribuye a definir yij para
j = 1, 2, . . . , ni e i = 1, 2, . . . , N .
Las llamadas covariables dependientes en el tiempo pueden ser determin´ısticas o funcio-
nes estoca´sticas. Al referirse al termino determin´ısticas se habla por ejemplo de fechas de
calendario, edad del individuo participante en el estudio, etc.
La perspectiva estoca´stica de las covariables es mas dif´ıcil de tratar puesto que se
necesita considerar una dependencia explicita entre las columnas que definen la matriz de
covariables Xi asociadas al vector de respuesta yi donde i = 1, 2, . . . , N , en tal caso se
define; Xi = [x(i,1),x(i,2), . . . ,x(i,p)], donde x(i,k) es un vector columna
9 de dimensio´n
9El sub-indice (i, k) se refiere al k-e´simo vector columna que hace parte de la matriz de covariables Xi asociada
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ni×1 para k = 1, 2, . . . , p. Tal vector es el que contribuye a definir una asociacio´n del tipo
marginal10 de la forma;
yi = fk(x(i,k),β(k,i)) + ε(i,k), (2.22)
k = 1, 2, . . . , p, i = 1, 2, . . . , N
donde se asocia el vector de respuesta longitudinal yi y el k-e´simo vector columna de Xi
a partir de una funcio´n vectorial fk(·, ·) la cual puede ser definida de distintas formas con
la presencia de un vector de para´metros β(k,i), para el caso de la propuesta se utilizaran
bases Spline, ε(i,k) es el vector de errores usual en los modelos lineales. Es necesario tener
en cuenta que la construccio´n de modelos marginales hace necesario considerar algu´n tipo
de dependencia entre las componentes que definen a x(i,k) = [xi1,k, xi2,k, . . . , xini,k]
T.
Por otro lado una covariable cambiante en el tiempo por lo general sera exo´gena si es
completamente externa al proceso de medicio´n, por ejemplo; niveles diarios de polucio´n
en el aire en una ciudad se estudian con el fin de evaluar el nu´mero de eventos de asma
en un paciente, ver ejemplos en (Daniel et al, 2008, Cap´ıtulo 1).
Cuando se realiza la medicio´n de la covariable estoca´stica en el mismo nivel de la respues-
ta de intere´s, esta tiende a ingresar al modelo como variable endo´gena, ya que puede ser
estimada considera´ndola como funcio´n de las restantes componentes que definen el vector
renglo´n xij y la respuesta yij en el tiempo tj .
Lo anterior permite conocer los distintos escenarios en los cuales ingresan las covaria-
bles asociadas a una respuesta longitudinal, cabe destacar que muchas de las situaciones
mencionadas en estudios me´dicos, sociolo´gicos y en ciencias naturales son cubiertas por
un tipo particular de covariable aun no comentadas, aquellas que manifiestan una realiza-
cio´n por categor´ıas y que brinda una manera de clasificar los datos de acuerdo a ciertas
combinaciones de categor´ıas; las covariables catego´ricas. En las ciencias de las salud y del
comportamiento es muy frecuente encontrarse con variables de esta ı´ndole. El sexo, la raza,
la clase social, el lugar de procedencia, participar o no en un programa de intervencio´n,
el tipo de tratamiento aplicado, padecer o no una enfermedad o un determinado s´ıntoma,
etc., son ejemplos habituales de algunas variables catego´ricas sobre las que u´nicamente
es posible obtener una medida de tipo nominal (u ordinal, pero con muy pocos valores).
Tales variables ingresan en un estudio longitudinal y son parte determinante en la reali-
zacio´n de la variable respuesta, por tanto es necesario abordar y evaluar su impacto en
la respuesta mas aun cuando estas variables catego´ricas permiten clasificar o reorganizar
al i-e´simo vector de respuesta yi, para mayores detalles ver el cap´ıtulo 4.
10Estos modelos marginales seran presentados y definidos en el cap´ıtulo 4 y son fundamentales para definir
asociaciones parciales entre respuesta y covariable asociada.
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la informacio´n en la muestra. Esta organizacio´n esta´ dada habitualmente por el disen˜o de
una tabla de contingencia donde las entradas representaran criterios de clasificacio´n.
Capı´tulo3
Patrones de pe´rdida e informacio´n
disponible
En estudios estad´ısticos y en general en procedimientos de ı´ndole aleatorio, no to-
das las observaciones planeadas son realmente obtenidas y esto se hace mas evidente en
estudios realizado con seres humanos, en particular en ensayos cl´ınicos o en eventos que
guardan relacio´n con cuestiones bioestad´ıstica o epidemiolo´gicas, donde factores de orden
psicolo´gico son determinantes en la presencia de un individuo en un experimento progra-
mado.
Puesto que en general casi ningu´n evento aleatorio esta exento de sufrir de carencias debido
a pe´rdidas en la respuesta de intere´s o inclusive en sus covariables asociadas independiente
de la procedencia de la informacio´n, diversos me´todos han sido desarrollados con el fin
de brindar soluciones parciales a cuestiones que involucran ausencia de informacio´n. Es-
tos avances se han hecho mas proliferos en el u´ltimo cuarto de siglo y algunos de ellos
optan por algoritmos que inducen soluciones computaciones, entre los cuales se destacan
el algoritmo de esperanza maximizacio´n (EM) y el llamado procedimiento de imputacio´n
mu´ltiple (MI) con sus diversas variantes. Estas herramientas han sido de mucha utilidad
gracias al margen de aplicaciones y al desarrollo de software alguno de ellos disponibles
para el pu´blico en general los cuales traen consigo estas rutinas implementadas.
3.1. Caracter´ısticas de los patrones de perdida
La nocio´n de perdida de informacio´n en estudios estad´ısticos se define hoy en d´ıa a
partir de las caracter´ısticas propias de los patrones de perdida. Diversos art´ıculos han
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abordado el tema de patrones de perdida en estudios estad´ısticos de acuerdo a las carac-
ter´ısticas mismas de los datos a estudiar. El marco conceptual de lo que se hace llamar
patrones de pe´rdida fue dado en el art´ıculo (Rubin et al, 1976, pag. 581–592). En este
documento a rasgos generales se distingue entre “Missing completely at random” MCAR
, “Missing at random” MAR y “Missing not at random” MNAR1.
De manera preliminar los mecanismos de pe´rdida se definen en te´rminos de sus implica-
ciones dentro del ana´lisis estad´ıstico, las caracter´ısticas de estos esta´n dadas por;
Patro´n de perdida MCAR: Si el mecanismo de pe´rdida no esta relacionado con las
condiciones iniciales que definen el muestreo de los datos2 y no existe asociacio´n al-
guna entre la ausencia de informacio´n y las conclusiones que se obtiene de la base de
datos luego de un ana´lisis estad´ıstico preliminar, el patro´n de perdida esta dado por
condiciones aleatorias ajenas al evento en estudio, por ejemplo algunas observaciones
son ausentes debido a problemas te´cnico en el aparato de medicio´n, inasistencia de
un miembro del personal a cargo del estudio puesto que se enfermo un d´ıa no apro-
piado o por que el paciente en observacio´n no pudo asistir en vista de problemas no
relacionados con el estudio. Tales eventos son probables que ocurran independiente
del sujetos bajo ana´lisis y conducen a pensar en que no hay relacio´n de la perdida
con los datos registrado en un tiempo posterior.
En te´rminos pra´cticos un conjunto de datos ausentes manifiestan un patro´n de per-
dida MCAR cuando no hay motivo para pensar que estas perdidas dependan de la
realizacio´n de las variables observadas. En de aclarar que la dependencia no sola-
mente se refiere al vector de variable respuesta de intere´s para la i-e´sima unidad
experimental es decir yi siendo i = 1, 2, . . . , N , la dependencia puede involucrar la
matriz de covariables Xi asociadas a tal respuesta longitudinal.
Bajo este escenario, la informacio´n disponible generalmente se considera una sub-
muestra aleatoria del conjunto dado, por tanto el sesgo en las estimaciones provienen
de la aleatoriedad en la sub-muestra mas no de un mecanismo intr´ınseco de depen-
dencia.
Los datos que son perdidos y que manifiestan las caracter´ısticas anteriormente men-
cionadas suelen describir el patro´n denominado “Missing completely at random” o
MCAR, ver (Carpenter et al, 2007, Capitulo 1).
Si se asume este patro´n de perdida en una muestra aleatoria para una ana´lisis es-
tad´ıstico posterior, el mecanismos que describen las ausencias que generalmente esta
1Respetando la literatura en ingle´s y sus acro´nimos asociados.
2Al hablar de condiciones iniciales se hace referencia, por ejemplo particularidades misma de las unidades expe-
rimentales bajo estudio, o factores ya sean ambientales, psicologicos que alteran la respuesta longitudinal o el acopio
de las mismas.
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asociado con la distribucio´n de un vector binario indicador de perdida no requiere
ser incluido dentro del modelo que se asumen para los datos registrados, ver (Ken-
ward et al, 2007, Cap´ıtulo 7) y (Little et al, 2002, Cap´ıtulo 3). Esto se debe a la
no-relacio´n de la informacio´n faltante con los datos observados.
Por otro lado, aun que el investigador intente ser cuidadoso en el registro de la in-
formacio´n de intere´s, es imposible controlar todos los factores que puedan alterar el
buen desempen˜o del evento aleatorio y en vista de no tener un control puntual de
las variables que impactan la respuesta, es posible que desconozca el tipo de relacio´n
que guarda un conjunto de variables aleatorias con la respuesta registrada y al des-
conocer tales asociaciones, puede que ignore elementos que permitan cuantificar la
relacio´n entre las columnas de la matriz [yi,Xi]
3 para i = 1, 2, . . . , N , por lo tanto
no hay garant´ıa alguna que en una muestra dada con perdida ya sea en la respuesta
de intere´s o en las covariables asociadas el patro´n de perdida presentado manifieste
ausencias completamente aleatorias. Sin embargo el investigador puede restringir su
estudio a un conjunto limitado de covariables dentro del margen que posee; aquellas
que afectan de manera significativa la respuesta de intere´s y dentro de ese conjunto
de covariables las ausencias presentadas pueden presentar caracter´ısticas similares
al patro´n “Missing completely at random”, para mayores detalle dirigirse a (Diggle
et al, 2004, pag. 283).
Patro´n de perdida MAR: Un escenario que es mas apropiado en el ana´lisis de datos
longitudinales que presentan perdidas y que la gran mayor´ıa de paquetes estad´ısti-
cos4 considera cuando se realiza la imputacio´n de informacio´n faltante es el llamado
mecanismo “Missing at random” o MAR.
Los condicionamientos bajo los cuales aplica el mecanismo MCAR limita el marco de
estudio de la pe´rdida de informacio´n en modelos estad´ısticos. Considerar datos no-
observados los cuales no esta´n asociados con la realizacio´n de las variables aleatorias
que definen la muestra dada, en la pra´ctica deja abierta dudas sobre lo convenien-
te de tal supuesto. El motivo por el cual un dato es perdido dentro de un estudio
estad´ıstico es diverso y en esta diversidad se puede intuir algu´n grado de relacio´n
entre la pe´rdida y la informacio´n que es observada en un intervalo de tiempo prees-
tablecido.
En el escenario de perdida del patro´n MAR se considera una dependencia entre el
dato ausente y la informacio´n que tiene a la mano el investigador, por lo que la
3La matriz [yi,Xi] define la informacio´n que trae consigo una unida experimental en un estudio longitudinal,
ver cap´ıtulo 2 del documento.
4Un paquete estad´ıstico que apela mucho a este mecanismo de pe´rdida es; SAS Institute Inc. (2012) SAS/IML
Software: Changes and Enhancements Through Release 9.11. SAS Institute Inc., Cary, NC.
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palabra “condicional” toma un papel determinante.
Es de destacar que si los datos ausentes manifiestas un patro´n “Missing at random”,
lo interesante de este escenario y en el art´ıculo (Rubin et al, 1976, pag. 581–592) se
da a conocer, es que la inferencia a partir de la funcio´n de verosimilitud en un modelo
estad´ıstico que considera ausencia bajo el mecanismo MAR no requiere especificacio-
nes de un supuesto distribucional para el vector binario indicador de perdida y esto
reduce la complejidad de las expresiones matema´ticas cuando se proponen modelos
para los “datos disponibles” por que la funcio´n de verosimilitud considera solo los
datos presentes5 como funcio´n del conjunto de para´metros indexados al modelo.
Patro´n de perdida MNAR: El escenario mas general de pe´rdida de informacio´n y que
hoy d´ıa hace parte de la gran mayor´ıa de consultas en ana´lisis estad´ıstico sobre todo
en ensayos cl´ınicos es el llamado mecanismo “Missing not at random” o MNAR, aun
que la literatura actual opta por la palabra No-ignorable. Este mecanismo de pe´rdida
de informacio´n trae consigo aspectos un tanto mas generales que los dos mecanismos
mencionados anteriormente, ver (Bradshaw et al, 2010). La generalidad de este no
solo involucra la dependencia de la ausencia con la informacio´n disponible si no
ademas se concibe el escenario en el cual la perdida es inducida por otras perdidas,
cabe resaltar al igual que se hizo en el mecanismo MAR, al hablar de dependencia de
los datos perdidos con la informacio´n disponible no solo se habla de la respuesta de
intere´s en el estudio longitudinal yi(tj), tambie´n involucra las covariables asociada a
tal respuesta.
Puesto que el mecanismo No-ignorable de perdida trata de establecer a trave´s de
supuesto en la distribucio´n de un vector binario indicador de perdida la relacio´n
entre la informacio´n ausente y el mecanismo que la genera, la valoracio´n del efecto
que produce la pe´rdida en el estudio es mas dif´ıcil de evaluar puesto que debe tenerse
en cuenta;
• Observar como la distribucio´n de datos difiere de una unidad experimental a
otra cuando hay ausencia de informacio´n.
• Describir la relacio´n estad´ıstica entre el cambio de la variable observada en un
tiempo dado y la realizacio´n de la misma cuando hay por ejemplo pe´rdida en
los datos asociados a las covariables.
Al considerar estos aspectos en el ana´lisis de los datos de un evento aleatorio con
pe´rdida se intenta no solo utilizar la informacio´n disponible sino cualquier elemento
que hable de como se distribuye e´sta en cada unidad experimental, mas aun cuando
5Generalmene esto aplica bajo el supuesto de distribucio´n normal de los datos observados.
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se realiza un registro reiterativo en diferentes intervalos de tiempo.
La definicio´n misma de este mecanismo de pe´rdida trae consigo de manera impl´ıcita
un hecho; el cual se refiere a que la informacio´n registrada no es definitiva para
obtener conclusiones parciales en el modelo propuesto, por que de ser as´ı se estar´ıa
considerando el escenario de pe´rdida MAR. Por lo tanto bajo este mecanismo de
pe´rdida, la dificultad para el ana´lisis se centra en la poca informacio´n relativa a los
ausentes con la cual se cuenta luego de asumir una distribucio´n del vector indicador
de pe´rdida que se basa en la informacio´n observada.
En general en estad´ıstica la materia prima son los datos de la muestra, si en tal
muestra hay perdidas con mecanismo MNAR, no solo la informacio´n disponible en
tal muestra es importante, es necesario valorar el tipo de relacio´n entre las pe´rdidas
que muy probablemente son inducida por datos no registrados. Para observar un
ejemplo de este mecanismo de pe´rdida ver (Ibrahim et al, 2001, pag. 559–560).
De acuerdo con las caracter´ısticas de los diversos patrones de perdida, la solucio´n
al problema de datos no-observados la cual esta asociada con los procedimientos de
imputacio´n de informacio´n deben involucrar relaciones matema´ticas que hablen acerca
del tipo de asociacio´n que definen las variables aleatorias en la matriz [yi,Xi] siendo
i = 1, 2, . . . , N . Por tanto al conocer o cuantificar la asociacio´n en la i-e´sima unidad entre
los elementos del vector [yij , xij,1, xij,2, . . . , xij,p] para j = 1, 2, . . . , ni es posible realizar
una “recuperacio´n” de la informacio´n perdida a partir de los datos observados, esto permite
redefinir el concepto estad´ıstico de imputacio´n de informacio´n.
Se puede denominar imputacio´n a diversos procedimientos que utilizan como materia
prima la informacio´n contenida en una muestra aleatoria, la asociacio´n que exhiben las
variables aleatorias en e´sta, datos de estudios retrospectivos y muy probablemente variables
auxiliares del evento para asignar un valor a aquellas variables que manifiestas registros
no-observados ya sea por que se carece de la informacio´n debido a factores ajenos al
evento aleatorio o por que se intuye que los registros recolectados no corresponden al patro´n
visualizado dentro del estudio de intere´s6.
La razo´n principal para optar por la imputacio´n es contar con una base de datos
completa y consistente, pero dentro de este proceso es necesario considerar diferentes
aspectos que van mas alla´ de cual dato perdido imputar y la escogencia del me´todo a
utilizar. Los criterios generales a considerar son;
• Luego de asignar un valor a las componentes ausentes dentro de la matriz de informacio´n
[yi,Xi] siendo i = 1, 2, . . . , N , se espera que la distribucio´n de probabilidad que definen
6Para mayores detalles del concepto dirigirce a la pagina wed: http://www.multiple-imputation.com/ del Prof.
Dr. Stef van Buuren Netherlands Organizacio´n de investigaciones cient´ıficas aplicadas (TNO).
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los datos completos sea muy pro´xima a la distribucio´n real de la informacio´n que arroja
el evento aleatorio.
• Se pretende que el me´todo de imputacio´n aplicado no altere de manera significativa la
relacio´n entre las variables consideradas en el estudio.
• Es necesario que los registros imputados sean consistentes con la realizacio´n de las
variables presentes, es decir que se muevan dentro de los mismos rangos de valores
de las variables ya establecidas y que se cumplan con los dos requisitos mencionados
anteriormente, conservacio´n de la distribucio´n y de la correlacio´n.
Los tres criterios mencionado son elementos a considerar para la escogencia de un me´todo
de imputacio´n apropiado, es de aclarar que no sera´n los u´nicos que determinen la con-
veniencia del procedimiento, por que en u´ltimas quien da las pautas iniciales sobre cual
procedimiento a utilizar son los datos con los cuales se cuentan.
3.2. Datos ausentes en estudios longitudinales
La estructura de correlacio´n que reflejan los datos longitudinales hace dif´ıcil el trata-
miento de valores perdidos, puesto que en esta situacio´n los datos no observados describen
patrones muchos ma´s complejos. Adema´s los valores ausentes son una fuente sustancial de
sesgo en las estimaciones especialmente cuando la proporcio´n de datos perdidos es gran-
de en comparacio´n con la totalidad de datos disponibles, siendo esto perjudicial para la
aleatoriedad de la muestra en estudio, lo cual podr´ıa conducir a conclusiones engan˜osas
por no decir erro´neas dentro del ana´lisis. Por lo tanto es necesario un estudio completo
de aquellos factores que contribuyen a una mejor descripcio´n de cuestiones que involucran
recuperacio´n7 de informacio´n faltante, ver (Fitzmaurice et al, 2004, pag. 375–397).
En relacio´n con los procedimientos estad´ısticos, el tratamiento de valores perdidos en
estudios longitudinales es complicado por los siguientes factores;
• El nivel de datos incompletos puede variar de un estudio a otro. Es ma´s habitual por
ejemplo en los estudios observacionales involucrar una cantidad sustancial de datos per-
didos que en los ensayos cl´ınicos. Esto es porque en el primero no hay un procedimiento
de control puntual para el registro de informacio´n a diferencia del u´ltimo que algu-
nos esfuerzos pueden hacerse para evitar datos perdidos tales como seguimientos a los
pacientes, registro de informacio´n extra o valerse de estudios retrospectivos, etc. Esta
7El te´rmino de recuperacio´n de informacio´n no aplica en el sentido literal en vista de la incapacidad de los
me´todos estad´ıstico para tal proceso, lo que se busca es la mejor estimacio´n del dato perdido, su realizacio´n exacta
nunca se obtendra´.
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informacio´n no es u´til en los estudios de supervisio´n, ver (Carpenter et al, 2007, pag.
14).
• El mecanismo de pe´rdida es muy diverso al tratar caso por caso y esto condiciona la
situacio´n a analizar. Anteriormente se mencionaron los patrones MCAR, MAR y el
MNAR. Entre los tres casos el patro´n MNAR o No-ignorable es el ma´s dif´ıciles de tra-
tar, porque en este escenario los datos perdidos esta´n en funcio´n de los observado y
quiza´s manifiesten alguna dependencia con la informacio´n que no se pudo registrar lo
cual incluye covariables asociadas a las respuesta longitudinal. Para manejar los MNAR
adecuadamente, en los modelos probabil´ısticos es indiscutible que se requiera una des-
cripcio´n subyacente del mecanismo de pe´rdida, ver (Ibrahim et al, 2005).
• Las razones que han llevado a datos incompletos son mu´ltiples, una de estas puede ser
la reubicacio´n de los individuos dentro del escenario experimental, retiro forzoso por
razones personales o sugerencia medicas e inclusive estos pueden abstenerse a responder
preguntas en un estudio motivado por razones asociadas a creencias personales. Bajo este
escenario el termino “dropout” es muy utilizado y se asocia a un estudio longitudinal
en el cual hay abandono de un sujeto ya sea por elementos de ı´ndole personal o por
cualquier otra motivacio´n sin previo aviso, un ejemplo comu´n de tal situacio´n es cuando
un paciente experimenta efectos adversos en un tratamiento medico sin hacercelo saber
al supervisor medico de turno. Por otro lado, patrones de pe´rdida intermitente se refiere
al escenario donde el sujeto completa el estudio pero manifiesta inasistencias espora´dicas
en algunas ocasiones del tiempo dentro de este.
No hay un criterio universal o enfoque para el tratamiento de valores perdidos. En esencia
la comprensio´n del mecanismo de probabilidad de co´mo se generan los datos perdidos es
clave para validar las conclusiones obtenidas.
Considere por ejemplo un escenario hipote´tico de un estudio longitudinal que invo-
lucra seis personas, cada una tiene tres visitas, ver (Song et al, 2006, Cap´ıtulo 13). La
mitad de ellas son asignadas aleatoriamente a un tratamiento esta´ndar y la otra mitad
a un nuevo tratamiento, la variable de intere´s esta´ dada por la situacio´n experimental.
La figura (3.1) exhibe patrones de intere´s en el ana´lisis8. Un patro´n de datos completos
se refiere al caso en el cual no hay valores perdidos, como se muestra en la ilustracio´n
(a) de la figura (3.1). Un patro´n de pe´rdida univariado se refiere a la situacio´n donde
los valores perdidos ocurren en la u´ltima visita, como en la ilustracio´n (b). En el panel
(c) se muestra un patro´n uniforme de pe´rdida, en el cual los valores perdidos ocurren de
8El arreglo en la figura (3.1) es a partir de la tabla (2.1)
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Figura 3.1: Representacio´n gra´fica de las realizaciones efectivas de una variables asociada a una respuesta.
manera conjunta. Este es una especie de mecanismo de ausencia compartiendo el mismo
tiempo de abandono. La ilustracio´n (d) muestra un patro´n mono´tono de pe´rdida donde
una observacio´n esta ausente y todas las observaciones a partir de ese punto tambie´n lo
son. Los casos ilustrados (b) y (d) son llamados comu´nmente en la literatura estad´ıstica
como patrones de pe´rdida mono´tonos.
Un patro´n arbitrario de pe´rdida, se refiere al caso en el cual los valores no registrados
ocurren sin patro´n alguno visible, combinaciones arbitraria e intermitente de valores per-
didos, es decir no se visualiza una secuencia de ausencias. La ilustracio´n (e) muestra un
escenario mixto de valores perdidos intermitente con ausencias presentes.
3.3. Informacio´n disponible
Dentro de un estudios estad´ıstico que involucra medidas repetidas de una unidad
experimental, las circunstancias en las cuales el investigador registra la informacio´n son
determinantes para brindarle credibilidad a la misma, en vista de las condiciones iniciales9
que define el evento aleatorio.
Una cosa son los datos u observaciones destinadas a ser registradas en un intervalo de
tiempo predeterminado [0,T] y otra cosa es lo que la realidad le ofrece al investigador.
9Estas condiciones iniciales estan dadas por el tipo de informacion a registrar, las condicines que definen el
muestreo y las caractaristicas mismas de las unidades experiementales.
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Cuando se destinan tiempos de observacio´n comu´n para todos los individuos t1, t2, . . . , tni ,
los datos con la intencio´n a ser recogidos para la i-e´sima unidad experimental no so-
lo involucra la informacio´n primaria que en muchos casos es solo el vector yi siendo
i = 1, 2, . . . , N , el caso que trata la iniciativa considera como informacio´n de intere´s a;
(yi1,xi1), (yi2,xi2), . . . , (yini ,xini), donde yij = yi(tj) es el j-e´simo componente del vector
yi y xij = xi(tj) corresponde al j-e´simo renglo´n de la matriz de covariables asociada el
vector de respuesta, es decir se tiene; [yi,Xi] asumiendo que para un vector de respuesta
dado existe un conjunto de covariables continuas asociadas. Lo anterior corresponde a
la descripcio´n de las observaciones dispuestas a ser recogidas “datos completos”. Pero la
realidad brinda en muchas ocasiones otro escenario, el de los “datos disponibles” que se
traduce de acuerdo a la notacio´n utilizada en [yi,Xi,obs ] para i = 1, 2, . . . , N , aquel sub-
conjunto de los “datos completos” que son observados en la realidad en vista de pe´rdida de
informacio´n ya sea en el vector de respuesta o en las covariables de tal vector, ver (Daniel
et al, 2008, pag. 86).
Capı´tulo4
Modelo de prediccio´n de datos perdidos en
las covariables
En este cap´ıtulo se propone un modelo de prediccio´n para los datos perdidos en las
covariables continuas asociadas a la respuesta de intere´s cuando los registros provienen de
un estudio longitudinal.
En la primera seccio´n se parte de un arreglo longitudinal dispuesto en la tabla (4.1),
con el fin de disponer de la notacio´n apropiada para plantear el modelo propuesto. En
la segunda seccio´n se analiza la construccio´n de un modelo general aditivo a partir de
modelos marginales definidos por bases Spline para cada una de las unidades experimen-
tales disponible en el estudio, posteriormente se define los grados de suavizamiento de los
modelos marginales por Validacio´n Cruzada Generalizada (GCV), se realiza la transicio´n
de modelos marginales aditivos a modelos lineales de efectos mixtos (LME) con el fin de
describir y cuantificar el tipo de dependencia entre las componentes del vector columna
x(i,k) el cual hace parte de la matriz de covariables Xi asociada al vector respuesta yi
siendo i = 1, 2, . . . , N , y por u´ltimo se conjugan los modelos marginales en un modelo
general, siento esta la herramienta utilizada para la prediccio´n de los datos ausentes en la
matriz de covariable asumiendo un patro´n de perdida MAR.
4.1. Etapa preliminar en el modelo
El arreglo dispuesto en la tabla (4.1) ilustra un conjunto de vectores respuesta yi
siendo i = 1, 2, . . . , N en un estudio longitudinal con sus respectivas covariables asociadas,
la disposicio´n misma de la organizacio´n permite visualizar la informacio´n para el ana´lisis
27
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Arreglo de un Estudio longitudinal con las covariables asociadas
Unidad Puntos del Respuesta de Covariables
experimental tiempo T intere´s y Continuas xij
1 y11 x11,1 . . . x11,p
...
...
...
. . .
...
1 j y1j x1j,1 . . . x1j,p
...
...
...
. . .
...
n1 y1n1 x1n1,1 . . . x1n1,p
1 y21 x21,1 . . . x21,p
...
...
...
. . .
...
2 j y2j x2j,1 . . . x2j,p
...
...
...
. . .
...
n2 y1n2 x2n2,1 . . . x2n2,p
...
...
...
. . .
...
1 yi1 xi1,1 . . . xi1,p
...
...
...
. . .
...
i j yij xij,1 . . . xij,p
...
...
...
. . .
...
ni yini x2ni,1 . . . x2ni,p
...
...
...
. . .
...
1 yN1 xN1,1 . . . xN1,p
...
...
...
. . .
...
N j yNj xNj,1 . . . xNj,p
...
...
...
. . .
...
nN yNnN xNnN ,1 . . . xNnN ,p
Tabla 4.1: Representacio´n de las respuestas en un estudio longitudinal con las covariables asociadas.
y los v´ınculos de asociacio´n que induce el (ADL).
En esta disposicio´n cada componente yi(tj) del vector de respuesta yi en la i-e´sima uni-
dad experimental es registrada en diversos tiempos Ti = {t1, t2, . . . , tni} lo que permite
observar hasta j = 1, 2, . . . , ni componentes por cada unidad experimental. Se establece
una asociacio´n entre la respuesta de intere´s yij = yi(tj) y un vector renglo´n de covariables
continua xij que contribuira´n a caracterizar la relacio´n funcional en te´rminos de modelos
marginales aditivos.
En el ana´lisis que se llevara´ a cabo se parte tanto de la respuesta de intere´s como
las covariables asociadas a e´sta, siendo toda la informacio´n disponible de ı´ndole continuo,
por tanto la matriz de informacio´n de “datos completos” para cada unidad experimental
deber´ıa ser; [yi,Xi] siendo i = 1, 2, . . . , N , pero en vista de datos perdidos en las cova-
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riables asociadas, se cuenta con una submatriz de “datos disponibles” para cada unidad
experimental definida como [yi,Xi,obs ]
1.
El procedimiento inicia con el ana´lisis y caracterizacio´n de las covariables continuas en
el modelo a definir, esto es motivado por las nociones mismas que encierran el mode-
lamiento en los estudios de regresio´n. Se asume que la respuesta de intere´s yi(tj) para
i = 1, 2, . . . , N , es el resultado de la conjuncio´n y relacio´n existente entre los diversos
componentes del vector renglo´n de covariables xij continuas, lo cual induce a pensar en
una relacio´n de correspondencia;
xij,1, xij,2, . . . , xij,p yi(tj) = yij-ﬀ
El diagrama conmutativo anterior ilustra una correspondencia entre la respuesta yij
en el instante tj y el vector [xij,1, xij,2, . . . , xij,p] que representa el j-e´simo renglo´n de la
matriz de covariables Xi de dimensio´n ni×p anidada a el vector de respuesta longitudinal
yi. Si se puntualiza en el tiempo de medida en el cual se registra la informacio´n de intere´s,
en tal caso se hace referencia a j-e´simo renglo´n de la matriz [yi,Xi], es decir [yi(tj),xij ]
siendo yi(tj) = yij la respuestas de intere´s y xij = [xij,1, xij,2, . . . , xij,p] el vector renglo´n
de covariables continuas asociado. Luego el j-e´simo renglo´n de la matriz [yi,Xi] siendo
i = 1, 2, . . . , N se refiere al tiempo en el cual fue registrada la informacio´n de intere´s junto
con sus covariables. Una revisio´n de la tabla (4.1) permitira´ establecer la disposicio´n de
los datos para el ana´lisis posterior.
4.1.1. Ana´lisis sobre las covariables continuas
Mas alla´ de dar a conocer un procedimiento estad´ıstico que invita al usuario del
mismo a adentrarse sobre la relacio´n existente entre respuesta longitudinal y covariables
asociadas, se pretende realizar un ana´lisis detallado acerca de los niveles de asociacio´n que
exhiben las covariables entre si dentro de la matriz [yi,Xi] siendo i = 1, 2, . . . , N y como la
flexibilidad en las relaciones de dependencia pueden contribuir en la tarea de “actualizar”
la informacio´n pe´rdida cuando se parte de una estimacio´n inicial de las perdidas dada por
el procedimiento de (MI). Siendo esto un punto de partida, es muy diferente iniciar el
ana´lisis desde la informacio´n registrada totalmente en este caso yi(tj), que iniciarlo desde
las covariables xij asociadas a tal respuesta.
1La definicio´n de estos te´rminos esta´n dados en el cap´ıtulo 2 y 3 del presente documento.
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Por ejemplo desde un punto de vista preliminar es de intere´s para el usuario de la estad´ısti-
ca realizar un diagrama de perfiles de la respuesta con el fin de observar la evolucio´n de
e´sta dentro del intervalo de tiempo Ti = {t1, t2, . . . , tni} en el cual es realizado el estudio
longitudinal.
Como herramienta dentro de la discusio´n el diagrama de perfiles brinda informacio´n del
evento aleatorio pero no es suficiente para caracterizarlo totalmente, es probable que el
diagrama de perfiles de a conocer relaciones crecientes o decrecientes, pero ¿que´ origina
tal tendencia en la respuesta longitudinal? y ¿como la relacio´n que guarda las covariables
y la respuesta afecta a tal cambio?, preguntas de esta naturaleza pueden ser parcialmente
tratadas en la medida en que se consideren todos los factores que afectan el estudio lon-
gitudinal, es decir cuando el modelo se adentra en las covariables y el tipo de asociacio´n
que exhiben las cuales trascienden en la respuesta misma.
Disposicio´n de la informacio´n
A manera de ilustracio´n se supone que para la i-e´sima unidad experimental, se cuenta
con una disposicio´n de informacio´n tal como la ilustra la tabla (4.2);
Unidad Puntos del Respuesta de Covariables
experimental tiempo Ti intere´s y continuas x
1 yi1 xi1,1 xi1,2 xi1,3 . . . xi1,p
2 yi2 xi2,1 NA xi2,3 . . . xi2,p
3 yi3 xi3,1 xi3,2 xi3,3 . . . NA
...
...
...
...
...
...
...
i j yij xij,1 xij,2 NA . . . NA
...
...
...
...
...
...
...
ni yini NA xini,2 xini,3 . . . xini,p
Tabla 4.2: Representacio´n de las i-e´sima respuesta en un estudio longitudinal con perdidas en las covariables
continuas asociadas.
La idea de fondo es poder realizar una “actualizacio´n” de los datos perdidos repre-
sentados por NA2 en la tabla (4.2) en funcio´n de una prediccio´n que se llevara a cabo por
medio de un modelo general aditivo definido a partir de modelos marginales los cuales se
fundamentan por bases de Spline cu´bico.
2La notacio´n utilizada para la pe´rdida “NA: not available”, proviene de la terminolog´ıa habitual para datos
ausentes utilizado en el software R el cual sera utilizado para los ejercicios de ciclos iterativos en la propuesta.
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Se habla del termino actualizar en vista de que inicialmente se realizara una impu-
tacio´n de los datos perdidos a partir del procedimiento de imputacio´n mu´ltiple (MI), esto
se lleva a cabo con el fin de contar con un conjunto de “datos completos” que de origen a
una “semilla” para un procedimiento de ciclos iterativos que finalizara con la prediccio´n de
los datos ausentes en la matriz de datos Xi de acuerdo a modelos de asociacio´n fundamen-
tados en bases Spline definidos en las covariables y criterios de convergencia establecidos
de antemano despue´s de cierto nu´mero de rutinas.
El procedimiento inicia con la definicio´n de un modelo que de a conocer una funcio´n
hipote´tica de dependencia Fk∗(,i)(·) entre el vector columna de por ejemplo la k∗-e´sima
covariable donde inicialmente se actualizara la informacio´n pe´rdida y los restantes vectores
columnas de la matriz [yi,Xi], observe la presencia del vector de respuesta longitudinal
3,
siendo k = 0, 1, 2, . . . , p condicionado a k 6= k∗, por lo tanto se busca definir una funcio´n
que permita asociar la realizacio´n del vector;
x(i,k∗) =

xi1,k∗
xi2,k∗
xi3,k∗
...
xij,k∗
...
xini,k∗

(4.1)
con los otros k-e´simo vectores columna de informacio´n disponible dentro de la i-e´sima
unidad experimental definida como [yi,x(i,1),x(i,2), . . . ,x(i,p)]. Estos vectores columnas
sera´n considerados variables predictoras e ingresaran al modelo propuesto a partir de una
transformacio´n de tal manera que todas las componentes que definen algu´n vector que
hace parte de una variable predictora tengan un mismo rango en el cual se muevan, este
rango sera el intervalo [0, 1].
La transformacio´n que se aplicara sobre la respuesta y las distintas componentes de los
vectores columnas considerados variables predictoras en la i-e´sima unidad experimental
esta dada por;
yij −mı´n({yi1, yi2, . . . , yini})
ma´x({yi1, yi2, . . . , yini})
,
xij,k −mı´n({xi1,k, xi2,k, . . . , xini,k})
ma´x({xi1,k, xi2,k, . . . , xini,k})
, (4.2)
k = 1, 2, · · · , p y k 6= k∗
3La respuesta longitudinal yi(tj) sera etiquetada con k = 0, puesto que ingresara al modelo con una variable
auxiliar que contribuira´ a la prediccio´n de los datos perdidos.
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La aplicacio´n de tal transformacio´n es motivada por diversos factores, entre esos se desta-
can;
Al disen˜ar el modelo general aditivo para la actualizacio´n a partir de la prediccio´n
dada por el modelo, la diversidad de las unidades de medida con las cuales se registran
las variables predictora puede repercutir en el planteamiento del modelo, por lo tanto
al realizar tal transformacio´n todas las variables predictoras ingresaran al modelo
con un mismo rango como dominio,
En vista de que todas las variables predictoras del modelo marginal aditivo tienen
un mismo rango como dominio esto permitira´ atenuar problemas de variabilidad en
el sesgo propios de los modelos aditivos fundamentados por bases Spline.
Al expresar el vector de covariables (4.1) de la matriz de datos asociada a la i-e´sima
unidad experimental [yi,Xi] como funcio´n de las restantes covariables, se busca contar
con un modelo de prediccio´n hipote´tico que conduzca no solo a realizar una actualizacio´n
de los datos perdidos en la columna x(i,k∗) sino tambie´n un ajuste de tal prediccio´n en la
medida en que se consideren elementos como los para´metros de suavizamiento propios de
los modelos aditivos.
El modelo general de prediccio´n se forma por la conjuncio´n de modelos marginales aditivos,
por lo tanto se tiene una funcio´n conjunta de la forma;
x(i,k∗) = Fk∗(,i)(yi,x(i,1),x(i,2), . . . ,x(i,p)) + εk∗(,i), (4.3)
k = 0, 1, 2, · · · , p, k 6= k∗
Donde la funcio´n Fk∗(,i)(·) es definida por combinaciones lineales de bases Spline.
Con respecto a los sub-indice de la funcio´n general Fk∗(,i)(·) se define la asociacio´n;
k∗(, i) =

k∗ : k∗-e´sima covariable que es considerada respuesta parcial,
 : se refiere a la(s) covariable(s) k = 0, 1, 2, · · · , p con k 6= k∗
i : i-e´sima unidad experimental sobre la cual se trabaja.
Esta notacio´n se conservara durante todo el documento con algunas variante de la misma
que se comentaran en el momento oportuno.
Caracter´ısticas del modelo general aditivo
Lo que procede es definir la funcio´n de prediccio´n Fk∗(,i)(·), la cual es caracterizada
por modelos marginales aditivos. El ana´lisis iniciara con una descripcio´n general de las
nociones que involucra los modelos aditivos.
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Como una extensio´n de los modelos lineales generalizados, los modelos aditivos pre-
sentan un escenario general para establecer la relacio´n de dependencia entre un conjunto
de variables aleatorias que se asumen esta´n asociadas las unas a las otras, siendo e´sta
nocio´n vital, puesto que contribuye a establecer el fundamento del mecanismo de pe´rdida
MAR.
La idea central es remplazar la usual funcio´n lineal de las covariables en los modelos de
regresio´n por funciones de suavizamiento. Gracias a la flexibilidad de e´stas funciones de
suavizamiento, el modelo de prediccio´n es ideal puesto que el usuario controla factores
tales como el sesgo y la varianza de las funciones suaves a partir de λ, el para´metro de
suavizamiento.
Este control con la cual dispone el usuario, le brinda una herramienta eficaz para juzgar el
grado de ajuste en el modelo y contribuye a la interpretabilidad del mismo en la medida
en que si agregan covariables al modelo e´stas ingresan como efectos aditivos.
Siendo el modelo aditivo un enfoque no-parame´trico, existen diferentes puntos de vistas
que permiten definirlo, en esta ocasio´n se optara por bases Splines.
El punto de vista tomado en el suavizamiento es que los datos muestren caracter´ısticas
de la forma funcional en lugar de imponer formas r´ıgidas parame´tricas habituales en me-
todolog´ıas para imputar datos. La inclinacio´n por este me´todo de prediccio´n se deben a
varios factores, entre estos se destacan aquellos que se relacionan con;
• Al dejar a un lado la imposicio´n de formas r´ıgidas parame´tricas le permitimos a la datos
direccionar la tendencia que manifiesta los registros longitudinales mas aun cuando hay
elementos que influyen en esta tendencia, esto hace referencia a las covariables continuas
asociada a la respuesta.
Todo esto conduce a estudiar los tres principales usos del suavizamiento;
• Uso descriptivo, un diagrama de suavizamiento puede ser usado para mejorar la apa-
riencia visual de la relacio´n respuesta parcial y covariables contribuyendo al ob-
servador a discernir sobre la tendencia que arroja la dependencia.
• Permite estimar la asociacio´n entre la respuesta parcial media y los predictores,
luego mantiene las mismas caracter´ısticas fundamentales de los modelos de regresio´n.
• Es de destacar que se puede examinar el efecto o contribucio´n de cada predictor sepa-
radamente en ausencia de interaccio´n siendo e´sta idea fundamental para el ana´lisis que
se propone en la iniciativa.
Las anteriores caracter´ısticas son herramientas fundamentales que contribuyen a una ac-
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tualizacio´n apropiada de los datos perdidos estimados inicialmente por (MI)4 cuando estos
manifiestan asociacio´n con los datos observados.
4.2. Modelo de asociacio´n entre las covariables
Puesto que en los modelos aditivos el efectos de los predictores ingresan de manera
aditiva, para una unidad experimental dada [yi,x(i,1), . . . ,x(i,p)] siendo i = 1, 2, . . . , N
con j = 1, 2, . . . , ni medidas repetidas y k = 0, 1, 2, . . . , p predictores continuos.
La j-e´sima componente del vector columna x(i,k∗) en (4.1) se asocia con las restantes
covariables que se tratan como variables predictoras siendo k = 0, 1, 2, · · · , p con k 6= k∗ a
partir del modelo;
xij,k∗ = c+ f0(yij,0,βk∗(0,i)) +
p∑
k=1
k 6=k∗
fk(xij,k,βk∗(k,i)) + εij,k∗ , (4.4)
j = 1, 2, . . . , ni, i = 1, 2, . . . , N
siendo c una constante, βk∗(k,i) un vector de para´metros asociado a cada modelo marginal
y como en los modelos habituales de regresio´n los errores εij,k∗ son independientes
5 a los
xij,k, E(εij,k∗) = 0 y var(εij,k∗) = σ
2.
Las funciones fk(·, ·) para k = 0, 1, . . . , p, de dos argumentos permiten definir los modelos
marginales aditivos y son relaciones matema´ticas suaves de cada predictor que sera´n des-
crita para la propuestas por bases Splines.
Aun que es posible definir te´rminos mas complejos para la expresio´n (4.4) tales como in-
teracciones, la cuestio´n a tener en cuenta es la interpretabilidad de tales te´rminos, no se
pretende finalizar con un modelo saturado no solo por problemas de ı´ndole computacional
si no ademas por cuestiones de interpretabilidad dentro de la iniciativa.
Para estimar las fk(·, ·) usando los me´todos convencionales de modelos lineales, se requiere
que e´stas sean representada en la expresio´n (4.4) en te´rminos de combinaciones lineales
de funciones base de los predictores y los nodos asociados a los mismos. Esto se puede
hacer escogiendo unas bases, definidas en el espacio de funciones en el cual las fk(·, ·) (o
una aproximacio´n de e´sta) son elementos pertenecientes.
4El ana´lisis parte de un procedimieto de estimacion inicial dado por Imputacion Multiple (MI), por lo tanto se
cuenta con una base de datos completa para el estudio de las covariables continuas.
5Mas adelante se considera un caso general en donde este supuesto de errores independientes se hace menos
restrictivo considerando una transicio´n a un (LME).
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Escoger una base, equivale a la eleccio´n de algunas funciones base, las cuales sera´n trata-
das como completamente conocidas: si s(x, x∗k,w) es la w-e´sima de tales funciones base
6,
entonces se supone que las fk(·, ·) tienen una representacio´n para cada variable que toma
el papel de predictora siendo k = 0, 1, 2, . . . , p con k 6= k∗, as´ı;
fk(xij,k,βk∗(k,i)) = γk,1,i + γk,2,i xij,k +
wk−2∑
w=1
s(xij,k, x
∗
k,w)γk,w+2,i, (4.5)
j = 1, 2, . . . , ni, i = 1, 2, . . . , N
para algunos valores de las componentes del vector de para´metro
βk∗(k,i) = [γk,1,i, γk,2,i, . . . , γk,wk,i]
T, siendo estas componentes necesarias para definir el
modelo marginal. Sustituyendo (4.5) en (4.4) se obtiene un modelo lineal suavizado que
asocia la componente xij,k∗ y el vector [yij,0, xij,1, . . . , xij,k∗−1, xij,k∗+1, . . . , xij,p].
Las componentes fk(·, ·) para k = 0, 1, 2, . . . , p en la expresio´n (4.5) permiten definir
el vector de funciones fk(·, ·) de dimensio´n ni × 1, el cual tiene la forma;
fk(x(i,k),βk∗(k,i)) =

fk(xi1,k,βk∗(k,i))
fk(xi2,k,βk∗(k,i))
...
fk(xini,k,βk∗(k,i))
 (4.6)
las componentes fk(xij,k,βk∗(k,i)) que deben satisfacer el modelo (4.4) sera´n definidas de
acuerdo a (4.5) con la presencia de funciones bases fundamentadas en Spline cu´bicos, sien-
do e´sta;
Una curva que se compone de secciones de polinomios de tercer grado que se unen
con el fin de definir una tendencia continua en la cual la primera y segunda derivada
esta´n definidas. Los puntos donde se unen las secciones, son llamados los nodos y son
determinantes para definir un suavizamiento que puede ser ajustado.
4.2.1. Seleccio´n de los nodos en Splines Cu´bicos
Para contar con un adecuado desempen˜o de la bases fundamentadas en Splines cu´bi-
cos se debe tener a la mano una buena localizacio´n de los nodos junto con una cantidad
oportuna de e´stos.
6El subindice w y x∗k,w hace referencia al nu´mero de nodos y al nodo respectivamente sobre el cual se aplica la
funcio´n base s(·, ·) dadas las covariables.
4.2. MODELO DE ASOCIACIO´N ENTRE LAS COVARIABLES 36
Independiente del me´todo utilizado para ubicar los nodos, la notacio´n asignada para iden-
tificarlos esta dada por; {x∗k,w : k = 0, 1, 2, . . . , p, w = 1, 2, . . . , wk − 2}, siendo wk el
nu´mero de para´metros asociado a la k-e´sima covariable despue´s de aplicarle la funcio´n de
suavizamiento.
Dos me´todos son ampliamente utilizados para llevar a cabo su ubicacio´n;
• Igualmente espaciados: Este me´todo toma wk−2 puntos igualmente espaciados en el
rango de las covariables a utilizar, teniendo k = 0, 1, 2, . . . , p de e´stas. Si el rango sobre
el cual se distribuyen los nodos es el intervalo [a, b], entonces los wk−2 nodos se definen
para este caso como;
x∗k,w = a+
(b− a)w
(wk − 1) ; w = 1, 2, . . . , wk − 2
Siendo este me´todo de colocacio´n de los nodos independiente de la variable predictora
y es usualmente empleado cuando se cree que las realizaciones de la variable predictora
esta´n uniformemente distribuidas en el rango de intere´s.
• En los cuantiles de la covariable: Este me´todo utiliza una muestra de los cuantiles
de la variable predictora para ubicar los distintos nodos. Si x(1), x(2), . . . , x(ni) son los
estad´ısticos de orden de la covariable asociada a la respuesta parcial, los wk − 2 nodos
esta´n definidos como;
x∗k,w = x(1+[wni/(wk−1)]); w = 1, 2, . . . , wk − 2
donde [·] denota la parte entera de su argumento. Evidentemente la posicio´n de los
nodos esta influenciada por la distribucio´n misma de la covariable que ingresara en el
modelo marginal.
Cuando el me´todo de ubicacio´n de los nodos haya sido especificado la tarea restante es
escoger el nu´mero de nodos a utilizar.
En general wk−2 debe ser mas pequen˜o que el taman˜o de muestra en la i-e´sima unidad ex-
perimental ni, para evitar problemas de singularidad en los procedimientos de estimacio´n.
Dado que wk−2 debe ser entero las opciones para ajustar la cantidad de nodos es limitada
mas aun cuando se pretende ingresar diversas covariables al modelo general aditivo. En
base a esto el investigador puede optar por usar todas las distintas realizaciones de la va-
riable predictora como nodos, e´sto en muchas ocasiones conduce a un sobre-suavizamiento,
dado que habra´ muchos nodos en uso y la curva resultante sera bastante ondulante mos-
trando drama´ticos cambios sobre cortas vecindades alrededor de un punto perteneciente
a las realizaciones de la covariable en estudio, ver (Zhang & Wu et al, 2006, Cap´ıtulo 3).
El procedimiento que se aplicara en la iniciativa estara´ dado por:
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La ubicacio´n de los nodos sera´ en los cuantiles de la distribucio´n de la variable
predictora,
La cantidad de nodos depende del nu´mero de covariables que toman el papel de
variable predictora las cuales permitira´n definir un modelo al estilo de la expresio´n
(4.4) asumiendo que las fk(·, ·) para k = 0, 1, 2, . . . , p son de la forma (4.5).
Es necesario mencionar ciertas caracter´ısticas dentro del disen˜o del modelo general aditivo
la cuales esta´n relacionadas con la cantidad de nodos que se asignan a cada variable
predictora. Dada la ubicacio´n de los nodos y la cantidad con la cual se trabajara´ siendo
esta u´ltima condicionada por la dimensio´n de la muestra de registros longitudinales ni en
cada unidad experimental i = 1, 2, . . . , N y por la cantidad de covariables involucrada en
el ana´lisis k = 0, 1, 2, . . . , p, se hace necesario mencionar lo siguiente;
Al decir que la cantidad de nodos esta condicionado a el nu´mero de variables predic-
toras y al taman˜o de la muestra en cada unidad experimental, se establece una fuerte
restriccio´n en la medida en que un nu´mero grande de variables predictoras obliga a
considerar muy pocos nodos para cada una de ellas y de manera inversa muy pocas
variable predictoras permite observar flexibilidad en la tendencia de asociacio´n entre
la respuesta parcial y variable predictora puesto que en este caso un mayor nu´mero
de nodos pueden ingresar al modelo marginal aditivo.
El usuario del procedimiento propuesto puede brindarle mayor prelacio´n a cierta(s)
covariable(s) dentro del modelo, puesto que desde su punto de vista tal covariable
impacta de manera determinante la respuesta parcial, en tal caso le puede asignar
mayor cantidad de nodos dentro del ana´lisis y as´ı le permite al modelo marginal
aditivo hacer un estudio mas detallado de la tendencia entre la supuesta variable
predictora de mayor impacto y la respuesta parcial.
Hay muchas alternativas equivalentes de escribir una base de Splines cu´bicos. Una de esas
base de uso, resulta del enfoque muy general para Splines que puede ser encontrado en los
libros de (Wahba et al, 1990), (Gu et al, 2002) y (Zuur et al, 2009, pag. 47).
La base para la k-e´sima covariable en los dos primeros nodos esta dada por;
s(xij,k, x
∗
k,1) = 1, s(xij,k, x
∗
k,2) = xij,k . . . y para el caso mas general, en el x
∗
k,w-e´simo
nodo; s(xij,k, x
∗
k,w) donde w = 1, 2, . . . , wk − 2, la expresio´n general esta dada por;
s(xij,k, x
∗
k,w) =
[(
x∗k,w − 12
)2 − 112] [(xij,k − 12)2 − 112]× (14)
−
[(|xij,k − x∗k,w| − 12)4 − 12 (|xij,k − x∗k,w| − 12)2 + 7240]× ( 124) (4.7)
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Usando estos Spline cu´bicos como base para las fk(·, ·) en (4.5), la expresio´n (4.4) define
las componentes del modelo general aditivo;
x(i,k∗) = Fk∗(,i)(yi,x(i,1),x(i,2), . . . ,x(i,p)) + εk∗(,i), siendo
Fk∗(,i)(yi,x(i,1),x(i,2), . . . ,x(i,p)) = Xk∗(,i)Bk∗(,i).
Estando la matriz Xk∗(,i) definida como;
Xk∗(,i) =

xk∗(,i1)
xk∗(,i2)
...
xk∗(,ini)
 (4.8)
Donde el j-e´simo renglo´n de la matriz aumentada Xk∗(,i) del modelo general aditivo para
la i-e´sima unidad experimental con k = 0, 1, 2, . . . , p y k 6= k∗ covariables continuas es:
xk∗(,ij) = [1, yij,0, s(yij,0, y
∗
0,1), s(yij,0, y
∗
0,2), . . . , s(yij,0, y
∗
0,w0−2),
xij,1, s(xij,1, x
∗
1,1), s(xij,1, x
∗
1,2), . . . , s(xij,1, x
∗
1,w1−2),
xij,2, s(xij,2, x
∗
2,1), s(xij,2, x
∗
2,2), . . . , s(xij,2, x
∗
2,w2−2), . . . ,
xij,p, s(xij,p, x
∗
p,1), s(xij,p, x
∗
p,2), . . . , s(xij,p, x
∗
p,wp−2)] (4.9)
Y el vector de para´metros estar´ıa dado por;
Bk∗(,i) = [β0,1,i, β0,2,i, . . . , β0,w0,i, β1,2,i, β1,3,i, . . . , β1,w2,i, . . . , βp,2,i, βp,3,i, . . . , βp,wp,i]
T
En el cual las componentes βk,wk,i del vector general Bk∗(,i) esta´n asociadas con las com-
ponentes γk,wk,i del vector de para´metros asociados a los modelos marginales βk∗(k,i).
Con respecto a los sub-indices para las componentes del vector de para´metros se tiene;
βk,wk,i =

k : k-e´sima covariable que ingresa al modelo,
wk : nu´mero de para´metros asociados a la k-e´sima covariable,
i : i-e´sima unidad experimental.
Por lo tanto el modelo general propuesto x(i,k∗) = Fk∗(,i)(yi,x(i,1),x(i,2), . . . ,x(i,p)) +
εk∗(,i) permite asociar el k
∗-e´simo vector columna con las restantes variables de la matriz
[yi,Xi] a partir de la definicio´n de un modelo lineal suavizado caracterizado por la presen-
cia de bases Spline expresada en la forma Xk∗(,i)Bk∗(,i), lo que procede en este punto es
realizar el ajuste de las distintas componentes del vector de funciones fk(x(i,k),βk∗(k,i)),
es decir ajustar los modelos marginales aditivos.
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4.2.2. Modelos marginales definidos por las variables predictoras
El j-e´simo renglo´n de la matriz de disen˜o Xk∗(,i) para la i-e´sima unidad experimental
dado a conocer por la expresio´n (4.9), se define por la conjuncio´n de modelos marginales
aditivos y gracias a las caracter´ısticas mismas de los modelos aditivos, cada una de las
covariables que ingresa al modelo como variable predictora entra como un efecto aditivo.
Es posible definir la funcio´n general Fk∗(,i)(yi,x(i,1),x(i,2), . . . ,x(i,p)) a partir de modelos
marginales aditivos los cuales tienen la forma dada a continuacio´n;
xij,k∗ = f0(yij,0,βk∗(0,i)) + εij,0, xij,k∗ = f1(xij,1,βk∗(1,i)) + εij,1,
xij,k∗ = f2(xij,2,βk∗(2,i)) + εij,2, . . . xij,k∗ = fp(xij,p,βk∗(p,i)) + εij,p
Estos modelos marginales asocian cada componente del vector x(i,k∗) con las dema´s
variables de la matriz [yi,Xi]. Se asumen que cada una de la funciones fk(·, ·) para
k = 0, 1, 2, . . . , p, siendo k∗ 6= k esta´n definidas segu´n (4.5), es decir;
f0(yij,0,βk∗(0,i)) = γ0,1,i +γ0,2,i yij,k=0 +
wk=0−2∑
w=1
s(yij,k=0, y
∗
k=0,w)γ0,w+2,i (4.10a)
f1(xij,1,βk∗(1,i)) = γ1,1,i +γ1,2,i xij,k=1 +
wk=1−2∑
w=1
s(xij,k=1, x
∗
k=1,w)γ1,w+2,i (4.10b)
f2(xij,2,βk∗(2,i)) = γ2,1,i +γ2,2,i xij,k=2 +
wk=2−2∑
w=1
s(xij,k=2, x
∗
k=2,w)γ2,w+2,i (4.10c)
...
...
...
fp(xij,p,βk∗(p,i)) = γp,1,i +γp,2,i xij,k=p +
wk=p−2∑
w=1
s(xij,k=p, x
∗
k=p,w)γp,w+2,i (4.10d)
Los te´rminos constantes γk,wk,i son las diferentes componentes del vector de para´metros
βk∗(k,i), es decir los coeficientes de regresio´n que define cada modelo marginal.
Luego el modelo general de regresio´n x(i,k∗) = Fk∗(,i)(yi,x(i,1),x(i,2), . . . ,x(i,p)) +εk∗(,i)
se define a partir de cada uno de los modelos marginales expuestos en (4.10), y al esta-
blecer por ejemplo la relacio´n (4.10c) entre xij,k∗ y xij,k=2 no solo se pretende evaluar
el impacto de xij,k=2 sobre la respuesta parcial xij,k∗ que es a la cual se le actualizara
aquellos datos que inicialmente fueron estimados por (MI), tambie´n se buscan elementos
que permitan dilucidar patrones expl´ıcitos de dependencia ya sea creciente, decreciente o
constante fundamentales para la descripcio´n de los datos.
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En te´rminos pra´cticos si se parte de la expresio´n (4.10c), la matriz de disen˜o parcial mar-
ginal definida para xij,k=2 sera aumentada puesto que se le agregan vectores columnas
que corresponden a las bases Spline de acuerdo a la expresio´n (4.7) evaluadas tanto en la
covariable xij,k=2 como en los nodos de la misma x
∗
k=2,w siendo w = 1, 2, . . . , w2 − 2.
La matriz dispuesta en (4.11) ilustra el arreglo de la matriz de disen˜o del modelo marginal
xij,k∗ = fk(xij,k,βk∗(k,i)) + εij,k;
Xk∗(k,i) =

1 xi1,k s(xi1,k, x
∗
k,1) s(xi1,k, x
∗
k,2) · · · s(xi1,k, x∗k,w2−2)
1 xi2,k s(xi2,k, x
∗
k,1) s(xi2,k, x
∗
k,2) · · · s(xi2,k, x∗k,w2−2)
...
...
...
...
...
...
1 xini,k s(xini,k, x
∗
k,1) s(xini,k, x
∗
k,2) · · · s(xini,k, x∗k,w2−2)
 (4.11)
Lo que prosigue es realizar el ajuste de los modelos marginales aditivos con base en la
nocio´n de funcio´n de ondulacio´n para contar con un modelo marginal aditivo ajustado por
un para´metro de suavizamiento.
Grados de suavizamiento en los modelo marginales
Un procedimiento para escoger el grado de suavizamiento en los modelos marginales
aditivos (4.10) es tratar de hacer pruebas de hipo´tesis para la seleccio´n de wk dentro de
un grupo definido de opciones. Sin embargo tal enfoque es quiza´s problema´tico, dado que
un modelo basado en wk − 1 nodos igualmente espaciados por lo general no siempre se
puede anidar dentro de un modelo con wk nodos espaciados tambie´n uniformemente, ver
(Hastie et al, 1990, Cap´ıtulo 6). Es posible comenzar con una grilla fina de nodos y de
manera emp´ırica hacer redistribuciones de e´stos, partiendo de un conjunto amplio a un
conjunto con un menor nu´mero de nodos distribuidos en un intervalo predeterminado,
pero los espacios que resulten con desigual proporcio´n de nodos pueden tener un desem-
pen˜o pobre en el modelo marginal, ver (Wood et al, 2006, Cap´ıtulo 3). Ademas, para estos
modelos marginales aditivos que involucran regresio´n Spline el ajuste de los mismos tiende
a depender no solo de la uniformidad de los nodos sobre un intervalo sino tambie´n de la
funcio´n que permite ubicarlos en tal intervalo.
Una alternativa para controlar el suavizamiento en las expresiones (4.10a), (4.10b), (4.10c)
y (4.10d) es mediante una medida de bondad de ajuste entre las componentes xij,k∗
y la funcio´n fk(·, ·) la cual viene dada en los modelos de regresio´n por el coeficiente∑ni
j=1[xij,k∗ − fk(xij,k,βk∗(k,i))]2, sumado a un procedimiento que controle la suavidad
de fk(·, ·) la cual se asume que pertenece a un espacio de Sobolev7 W(d
∗)
2 , esta medida
7El espacio de Sobolev W
(d∗)
2 , provee condiciones generales de continuidad de las funciones elegibles como
curvas de regresio´n, que en este caso esta´n dadas por; fk(·, ·), ver (Wood et al, 2006, Cap´ıtulo 4).
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de suavidad en este espacio esta dado por;
∫ 1
0 [f
′′
k (t,βk∗(k,i))]
2dt, lo que suele llamarse en la
literatura de modelos aditivos como una ondulacio´n que penaliza los modelos marginales
para ser ajustado por mı´nimos cuadrados.
De acuerdo a lo anterior, si en la i-e´sima matriz de datos asociada a una unidad
experimental [yi,Xi] siendo i = 1, 2, . . . , N , se continua el ana´lisis sobre x(i,k∗) como
columna inicial para actualizar algunas de sus componentes, de acuerdo a la expresio´n
(4.4) a partir de la construccio´n de modelos marginales (4.10) donde se consideran a las
k = 0, 1, 2, . . . , p y k 6= k∗ covariables como variables predictoras y en donde la matriz de
disen˜o de cada modelo marginal estar´ıa dado por; Xk∗(k,i) dada a conocer en (4.11), en
lugar de ajustar un modelo marginal aditivo por la minimizacio´n de;
ni∑
j=1
[xij,k∗ − fk(xij,k,βk∗(k,i))]2, k = 0, 1, 2, . . . , p, k 6= k∗
Que se traduce de acuerdo a las nociones de modelos de regresio´n en;
||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2
se podr´ıa ajustar un modelo marginal por la minimizacio´n de;
||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2 + λk
∫ 1
0
[f ′′k (t,βk∗(k,i))]
2dt, (4.12)
donde la expresio´n integral en (4.12) penaliza el modelo en un llamada “ondulacio´n” y es
definida sobre el espacio de Sobolev, ver (Ortiz et al, 2009, pag. 60) y (Wood et al, 2006,
Cap´ıtulo 4), definido como;
W
(d∗)
2 =
{
f : f (d) absolutamente continua para 0 ≤ d ≤ d∗ − 1;
∫ 1
0
[f (d
∗)(t,β)]2dt <∞
}
Por tanto se buscan encontrar el vector de funciones; fk(x(i,k),βk∗(k,i)) definido en la
expresio´n (4.6) que asocie las componentes de x(i,k∗) que es la respuesta parcial con las
componentes de x(i,k) que es la k-e´sima variable predictora siendo k = 0, 1, 2, . . . , p y
k 6= k∗, para tener;
mı´n
fk∈W(d
∗)
2
{
[x(i,k∗) − fk(x(i,k),βk∗(k,i))]T[x(i,k∗) − fk(x(i,k),βk∗(k,i))] + λk
∫ 1
0
[f ′′k (t,βk∗(k,i))]
2dt
}
La compensacio´n entre el ajuste del modelo y la suavidad del mismo es controlado por el
para´metro de suavidad λk, ver (Wood et al, 2000). De manera que se tiene;
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Si λk →∞ esto conduce a una estimacio´n de la linea recta para fk(·, ·),
Si λk = 0 resulta en una estimacio´n de regresio´n Spline no penalizada.
Puesto que fk(·, ·) es lineal en los para´metros, ver expresio´n (4.5), la penalizacio´n puede
ser escrita como una forma cuadra´tica8 de βk∗(k,i);∫ 1
0
[f ′′k (t,βk∗(k,i))]
2dt = βTk∗(k,i)Sk∗(k,i)βk∗(k,i), (4.13)
donde Sk∗(k,i) es una matriz de coeficientes conocida, ver (Hastie et al, 1990, pag. 28–29).
Tal matriz resulta de la funcio´n de base Spline definida anteriormente en la expresio´n
(4.7), por tanto las componentes de la matriz Sk∗(k,i) esta´n definidas como; Swr+2,wc+2 =
s(x∗wr , x
∗
wc) para
9 wr, wc = 3, 4, . . . , wk mientras que los dos primeros renglones y columnas
de Sk∗(k,i) son 0, es decir
10;
Sk∗(k,i) =

0 0 0 0 · · · 0
0 0 0 0 · · · 0
0 0 s(x∗k,3, x
∗
k,3) s(x
∗
k,3, x
∗
k,4) · · · s(x∗k,3, x∗k,wk)
0 0 s(x∗k,4, x
∗
k,3) s(x
∗
k,4, x
∗
k,4) · · · s(x∗k,4, x∗k,wk)
...
...
...
...
...
...
0 0 s(x∗k,wk , x
∗
k,3) s(x
∗
k,wk
, x∗k,4) · · · s(x∗k,wk , x∗k,wk)

El problema de ajustar un modelo marginal se reduce en tratar con una regresio´n Spline
penalizada y corresponde a minimizar;
||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2 + λkβTk∗(k,i)Sk∗(k,i)βk∗(k,i), (4.14)
k = 0, 1, 2, . . . , p, k 6= k∗
Estimar los grados de suavizamiento para el modelo, se traduce en una cuestio´n que es; el
de estimar el para´metro de suavizamiento λk.
El estimador del vector de para´metro βk∗(k,i) por mı´nimos cuadrados en el modelo mar-
ginal aditivo de acuerdo a ciertas propiedades en el a´lgebra de matrices para la expresio´n
penalizada (4.14) esta dado por:
βˆk∗(k,i) =
[
XTk∗(k,i)Xk∗(k,i) + λkSk∗(k,i)
]−1
XTk∗(k,i) × x(i,k∗) (4.15)
8La demostracion de como obtener la forma cuadratica sobre βk∗(k,i) esta dada en el ape´ndice A del documento.
9Los te´rminos r, c aluden al r-e´simo reglo´n y la c-e´sima columna en la matriz Sk∗(k,i).
10Una descripcio´n de esta matriz se encuentra en (Gu et al, 2002, pag. 30).
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De manera similar al me´todo de estimacio´n cla´sica, la matriz hat Hk∗(k,i), para el modelo
marginal puede ser escrita como11:
Hk∗(k,i) = Xk∗(k,i)
[
XTk∗(k,i)Xk∗(k,i) + λkSk∗(k,i)
]−1
XTk∗(k,i) (4.16)
De acuerdo a lo anterior una estimacio´n del vector de funciones esta dado por;
fˆk(x(i,k),βk∗(k,i)) = Hk∗(k,i) × x(i,k∗). Es necesario mencionar ciertas caracteristicas de
esta matriz Hk∗(k,i) que suele llamarse en el escenario de modelos aditivos como matriz de
suavizamiento;
Es sime´trica,
Tiene valores propios en el intervalo [0, 1]
Siendo estas dos caracteristicas cualidades apropiadas para la aplicacio´n del suavizamiento
v´ıa Spline, ver (Hastie et al, pag. 121–123).
Desde el punto de vista de ca´lculos y aspectos computacionales en el software R se prefieren
expresiones simples, por lo tanto la perspectiva de ortogonalidad es oportuna, ver (Thisted
et al, 1988). Es posible definir la expresio´n;
||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2 + λkβTk∗(k,i)Sk∗(k,i)βk∗(k,i) =
∣∣∣∣∣∣∣∣[x(i,k∗)0wk×1
]
−
[
Xk∗(k,i)√
λkAk∗(k,i)
]
βk∗(k,i)
∣∣∣∣∣∣∣∣2
(4.17)
Donde Ak∗(k,i) define una ra´ız cuadrada de la matriz Sk∗(k,i) tal que A
T
k∗(k,i)Ak∗(k,i) =
Sk∗(k,i) y λk es el para´metro de suavizamiento
12 para el modelo marginal asociado.
La suma de te´rminos cuadrados en el lado izquierdo de la expresio´n (4.17), es solo la matriz
objetivo para los mı´nimos cuadrados junto con una matriz extra de penalizacio´n, mientras
que el vector de respuesta al lado derecho de la expresio´n ha sido aumentado con wk ceros.
Ak∗(k,i) puede ser obtenida a partir de una descomposicio´n espectral y descomposicio´n
Cholesky.
4.2.3. Para´metro de suavizamiento de los modelos marginales
El valor otorgado a λk determina el grado de detalle en el suavizamiento del modelo
marginal aditivo a partir de una medida de bondad y ajuste entre xij,k∗ y fk(xij,k,βk∗(k,i))
11Las demostraciones de las expresiones (4.15), (4.16) y (4.17) esta´n dadas en el ape´ndice A del documento.
12Este valor del para´metro de suavizamiento se determina a partir de validacio´n cruzada generalizada (GCV).
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siendo k = 0, 1, 2, . . . , p y k 6= k∗ dado a conocer en la expresio´n (4.14). Si se expresa tal
modelo en te´rminos de funciones de ajuste marginal considerando el vector de funciones;
fk(x(i,k),βk∗(k,i)) = [fk(xi1,k,βk∗(k,i)), fk(xi2,k,βk∗(k,i)), . . . , fk(xini,k,βk∗(k,i))]
T
es posible realizar el ajuste del modelo marginal aditivo controlando los valores que toma
el para´metro λk.
Si el valor que toma λk es pequen˜o, se visualiza cierto grado de “ondulacio´n” en la gra´fica
de dispersio´n que genere el modelo marginal y en caso contrario se dejara a un lado
tales detalles de “ondulacio´n”. Por lo tanto, la estimacio´n a partir de Spline dada por;
fˆk(xij,k,βk∗(k,i)) estara´ cercana a fk(xij,k,βk∗(k,i)) condicionado al grado de ajuste que se
permita en el suavizamiento, lo que se traduce en la presencia del para´metro λk. Un criterio
adecuado para la escogencia de λk es minimizar una medida global de error cuadra´tico
MSE13;
MSE(λk) =
1
ni
ni∑
j=1
(fˆk(λk,ij) − fk(λk,ij))2,
k = 0, 1, 2, . . . , p, k 6= k∗, i = 1, 2, . . . , N
donde fˆk(λk,ij) ≡ fˆk(xij,k,βk∗(k,i)) se define por las componentes del vector de funcio´n
fˆk(x(i,k),βk∗(k,i)) = Hk∗(k,i) × x(i,k∗) estableciendo un rango para el λk, de igual forma
se tiene que fk(λk,ij) ≡ fk(xij,k,βk∗(k,i)) es la funcio´n de ajuste ideal.
Dado que fk(λk,ij) es desconocida, MSE(λk) no puede ser usada directamente, pero es
posible derivar un estimador de E(MSE(λk)) + σ
2, el cual es el error cuadrado medio de
una nueva variable, ver (Hastie et al, 1990, pag. 42–52). Si fˆ
[−j]
k(λk,ij)
es el modelo ajustado
con todos los datos excepto el j-e´simo componente del vector de respuesta parcial x(i,k∗),
se define el puntaje de validacio´n cruzada ordinario (OCV) como;
Vo(λk) = 1
ni
ni∑
j=1
(fˆ
[−j]
k(λk,ij)
− xij,k∗)2,
k = 0, 1, 2, . . . , p, k 6= k∗, i = 1, 2, . . . , N
Esto da lugar a una puntuacio´n de cada dato que es retirado, calculando la diferencia al
cuadrado entre el ajuste en ausencia de la j-e´sima medicio´n de x(i,k∗) y el valor teo´rico:
estas diferencias cuadradas se promedian sobre todos los datos asumiendo que se establece
13Gran parte del material expuesto en esta seccio´n se da a conocer en la literatura concerniente a modelos aditivos,
solo se hicieron convenciones en notacion de acuerdo a los intereses de la propuesta, ver (Wood et al, 2000).
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el modelo marginal aditivo xij,k∗ = fk(xij,k,βk∗(k,i)) + εij,k = fk(λk,ij) + εij,k, se obtiene
como resultado;
Vo(λk) = 1
ni
ni∑
j=1
(fˆ
[−j]
k(λk,ij)
− fk(λk,ij) − εij,k)2
=
1
ni
ni∑
j=1
[
(fˆ
[−j]
k(λk,ij)
− fk(λk,ij))2 − 2(fˆ [−j]k(λk,ij) − fk(λk,ij))εij,k + ε
2
ij,k
]
donde Vo(λk) es calculado para un conjunto de valores de λk, siendo este conjunto un
rango previamente establecido con el fin de hallar una minimizacio´n teniendo en cuenta
que E(εij,k) = 0 y ademas la independencia entre εij,k y fˆ
[−j]
k(λk,ij)
. El segundo termino en
la suma anterior desaparece y el valor esperado toma la forma;
E(Vo(λk)) = 1
ni
E
 ni∑
j=1
(fˆ
[−j]
k(λk,ij)
− fk(λk,ij))2
+ σ2
Si el retiro de la j-e´sima medicio´n en fˆ
[−j]
k(λk,ij)
no altera la aproximacio´n fˆ
[−j]
k(λk,ij)
≈ fˆk(λk,ij)
con taman˜os de muestra considerable, es posible establecer la relacio´n; E(Vo(λk)) ≈
E(MSE(λk)) + σ
2. Por tanto la escogencia de λk es con el fin de minimizar Vo(λk), el
cual es un enfoque razonable para reducir al mı´nimo MSE(λk). El procedimiento anterior
para escoger los λk es conocido habitualmente en la literatura estad´ıstica como validacio´n
cruzada, ver (Hastie et al, pag. 42–49).
Si el modelo marginal a construir es evaluado solo por la capacidad de ajustar los datos
bajo ana´lisis, luego siempre sera un tanto complicado seleccionar un modelo apropiado
puesto que esto depende del objetivo del ana´lisis y de la bondad que los estad´ısticos
bajo estudio brinden. El procedimiento de validacio´n cruzada permite tener un rango de
aproximacio´n en el ajuste del modelo marginal que de cierta manera es posible graduar
dado la escogencia de los nodos x∗k,wk , las funciones base s(·, ·) y el rango de valores que
tome el para´metro de suavizamiento λk. La escogencia de un modelo que maximice la
capacidad de predecir los datos en funcio´n de la informacio´n con la cual se cuenta es
lo que se busca pero el hecho de dejar a un lado el j-e´simo dato de x(i,k∗) dificulta los
ca´lculos, por ello se debe ser cuidadoso en este ana´lisis. Es ineficiente para los ca´lculos de
Vo(λk) dejar por fuera un dato y luego ajustar el modelo para el conjunto formado por
ni − 1 datos resultantes de informacio´n, se puede demostrar que;
Vo(λ) = 1
ni
ni∑
j=1
(xij,k∗ − fˆk(λk,ij))2/(1−Hjj)2,
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k = 0, 1, 2, . . . , p, k 6= k∗, i = 1, 2, . . . , N
donde fˆk(λk,ij) es la funcio´n de ajuste para todos los datos y Hjj es el j-e´simo elemento
de la diagonal principal de la correspondiente matriz de influencia Hk∗(k,i). En la pra´ctica
los pesos 1−Hjj son a menudo remplazados por la media de los pesos tr(I −Hk∗(k,i))/ni,
con el fin de lograr un puntaje de validacio´n cruzada generalizado (GCV);
Vg(λk) =
ni
∑ni
j=1(xij,k∗ − fˆk(λk,ij))2
[tr(I −Hk∗(k,i))]2
(4.18)
(GCV) tiene ventajas computacionales sobre (OCV), y tambie´n tiene ventajas en te´rminos
de la invarianza, ver (Wahba et al, 1990, pag. 53) y (Wood et al, 2000). En cualquier caso
se puede mostrar que minimiza E(MSE(λk)) para muestras grandes.
Para la aplicacio´n y el ajuste de los distintos modelos marginales definidos por las expre-
siones (4.10) el rango dado al para´metro λk es [1× 10−8; 1.559 × 10−8].
4.2.4. Transicio´n de modelos marginales a modelos de efectos mixtos
Hay una relacio´n cercana entre los modelos marginales aditivos definidos a partir de
bases Splines que esta´n condicionados a la expresio´n (4.12) y los modelos lineales de efectos
mixtos (LME), ver (Zhang & Wu et al, 2006, pag. 57–60).
La idea fundamental de tal relacio´n esta´ en la descomposicio´n en valores singulares (SVD)
de la matriz de ondulacio´n Sk∗(k,i) para k = 0, 1, 2, . . . , p con k 6= k∗ definida por la
expresio´n marginal de la covariable que ingresa al ana´lisis como variable predictora, la
funcio´n de ondulacio´n en el modelo marginal fue definida en la expresio´n (4.13) como;∫ 1
0
[f ′′k (t,βk∗(k,i))]
2dt = βTk∗(k,i)Sk∗(k,i)βk∗(k,i),
Lo cual define una forma cuadratica conveniente para una descomposicio´n en valores sin-
gulares (SVD) de Sk∗(k,i), que se escribe como; Sk∗(k,i) = Ukθk∗m(k,i)U
T
k , donde Uk es
una matriz ortonormal la cual contiene todos los valores propios de Sk∗(k,i) y θk∗m(k,i) es
una matriz diagonal.
Dado que Sk∗(k,i) es una matriz de ondulacio´n
14, e´sta tiene dos valores propios de
valor cero y los restantes diferentes de cero. Por tanto θk∗m(k,i) = diag(0,θk,2) donde 0
es una matriz de dimensio´n de 2 × 2 y θk,2 es una matriz diagonal con todos los valores
14La descripcio´n matemat´ıca de la matriz de ondulacio´n es dada en el libro (Zhang & Wu et al, 2006, pag. 56).
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propios diferente de cero de Sk∗(k,i).
Se procede a dividir a Uk en una matriz por bloques [Uk,1,Uk,2], en donde Uk,1 consiste en
las dos primeras columnas de Uk y Uk,2 contiene las restantes, a partir de esta disposicio´n
se define15;
Xk∗m(k,i) = Xk∗(k,i)Uk,1 Zk∗m(k,i) = Xk∗(k,i)Uk,2 (4.19)
βk∗m(k,i) = U
T
k,1βk∗(k,i) bk∗m(k,i) = U
T
k,2βk∗(k,i)
Luego continuando el ana´lisis sobre la respuesta parcial x(i,k∗), es posible reescribir la
expresio´n (4.14) para obtener;
||x(i,k∗) −Xk∗m(k,i)βk∗m(k,i) −Zk∗m(k,i)bk∗m(k,i)||2 + λkbTk∗m(k,i)θk∗m(k,i)bk∗m(k,i) (4.20)
Bajo el supuesto de normalidad de los errores se tiene;
µˆk∗m(k,i) = Xk∗m(k,i)βˆk∗m(k,i) +Zk∗m(k,i)bˆk∗m(k,i)
donde βˆk∗m(k,i) y bˆk∗m(k,i) son los mejores predictores insesgados lineales (BLUPs)
16 de;
x(i,k∗) = Xk∗m(k,i)βk∗m(k,i) +Zk∗m(k,i)bk∗m(k,i) + εk∗m(k,i) (4.21)
Para mantener la misma filosof´ıa de (LME) son necesario los supuestos;
bk∗m(k,i) ∼ N (0,Dk∗m(k,i)) y εk∗m(k,i) ∼ N (0,Λk∗m(k,i)) para k = 0, 1, 2, . . . , p con k 6= k∗.
Se hace necesario mencionar una caracter´ıstica determinante de la matriz Λk∗m(k,i), la cual
se refiere a su cualidad de ser definida positiva, siendo e´sto fundamental para los ca´lculos.
Al realizar la transicio´n de un modelo marginal aditivo fundamentado por bases Spline a
un modelo lineal de efectos mixtos (LME), es posible utilizar todas las herramientas de los
procedimientos de (LME) para obtener una matriz que brinde informacio´n respecto a la
asociacio´n que guardan las diversas componentes de la respuesta parcial que para el caso
es el vector columna; x(i,k∗), en vista de que es a e´sta covariable a quien se le realizara la
actualizacio´n inicial de algunas de sus componentes. Las herramientas habituales para el
ana´lisis de (LME) son expuestas en los textos (Zhang & Wu et al, 2006, pag. 19), (Pinheiro
et al, 2000, Cap´ıtulo 5).
De acuerdo a la teor´ıa de (LME) la matriz de covarianza del vector de respuesta par-
cial x(i,k∗) esta´ dada por; Cov(x(i,k∗)) = Zk∗m(k,i)Dk∗m(k,i)Z
T
k∗m(k,i) +Λk∗m(k,i).
15En el sub-indice k∗m(k, i), la presencia de m se traduce en la conversio´n al (LME) y se extendera´ tal notacio´n
para los distintos valores de k, k∗ e i.
16El acro´nimo (BLUP) corresponde a la literatura en ingles del concepto.
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A partir de las anteriores formulaciones es posible observar la correlacio´n entre las medi-
das repetidas en el vector de respuesta parcial dentro de una unidad experimental como
la contribucio´n del termino Zk∗m(k,i)Dk∗m(k,i)Z
T
k∗m(k,i) que habla acerca de la variacio´n
entre individuos y la contribucio´n del termino Λk∗m(k,i) el cual se refiere a la matriz de
covarianza dentro de la unidad en estudio. Por lo tanto si la medida del error definida
por el vector εk∗m(k,i) dentro de una unidad experimental inducen a inclinarse por inde-
pendencia en un estudio preliminar, las medidas en la respuesta parcial que provienen del
estudio longitudinal x(i,k∗) pueden ser todav´ıa correlacionadas gracias a la variacio´n entre
las unidades experimentales.
Estimacio´n de la matriz de covarianza de la respuesta parcial
en los modelos marginales
La transicio´n de modelos marginales aditivos a modelos lineales de efectos mixtos
permite considerar un elemento determinante del (ADL), el cual se refiere a la relacio´n
existente entre las componentes x(i,k∗) puesto que segu´n lo expuesto en la seccio´n (2.1) el
estudio longitudinal considera {yi(t),xi(t) : t ≥ 0} para i = 1, 2, . . . , N , donde la respuesta
yi(tj) = yij y las covariables xij esta´n asociadas entre si y evolucionan en el tiempo, por lo
tanto existe la posibilidad que las componentes en el vector de respuesta parcial el x(i,k∗)
este´n asociadas o correlacionadas entre s´ı.
Al establecer el modelo marginal x(i,k∗) = fk(x(i,k),βk∗(k,i))+ε(i,k) es necesario vin-
cular dentro del ana´lisis la matriz Cov(x(i,k∗)).
De acuerdo a la expuesto en el cap´ıtulo 2 del presente documento relacionado con modelos
lineales de efectos mixtos es posible realizar una estimacio´n de la matriz de covarianza del
vector de respuesta parcial x(i,k∗) a partir del algoritmo (EM) fundamentado en (ML), la
ventaja de la relacio´n existente entre el modelo marginal aditivos condicionado a;
||x(i,k∗)−Xk∗(k,i)βk∗(k,i)||2 +λkβTk∗(k,i)Sk∗(k,i)βk∗(k,i) y (LME) asociado dado por la trans-
formacio´n (4.19), es la prediccio´n inicial del vector de efectos aleatorios obtenidos a partir
de; bk∗m(k,i) = U
T
k,2βk∗(k,i).
Si se definen los diferentes modelos marginales para todas las unidades experimentales
esta´n condicionados a;
||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2 + λkβTk∗(k,i)Sk∗(k,i)βk∗(k,i), k 6= k∗, i = 1, 2, . . . , N
Es posible definir una prediccio´n inicial de los distintos vectores aleatorios bk∗m(k,i) apelan-
do al producto UTk,2βk∗(k,i) correspondiente a cada i = 1, 2, . . . , N , por lo tanto al final se
cuenta con el conjunto de vectores [bk∗m(k,1), bk∗m(k,2), . . . , bk∗m(k,N)]. Lo que contribuira´ a
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poder hacer una estimacio´n de; Cov(x(i,k∗)) = Σk∗m(k,i) = Zk∗m(k,i)Dk∗m(k,i)Z
T
k∗m(k,i) +
σ2k∗m(k,i)Λk∗m(k,i) a partir del algoritmo (EM) asociado a (LME), ver (Zhang & Wu et al,
2006, pag. 23–25).
De igual manera que en el ana´lisis de (LME) del cap´ıtulo 2 se asume por cuestiones
de facilidad en los ca´lculos que;
Λk∗m(k,i) = σ
2
k∗m(k,i)Ini , k 6= k∗, i = 1, 2, . . . , N (4.22)
Y puesto que se conocen los vectores [bk∗m(k,1), bk∗m(k,2), . . . , bk∗m(k,N)], esto permite de-
finir una estimacio´n inicial para Dk∗m(k,) dada por;
Dˆk∗m(k,) =
1
N
N∑
i=1
bk∗m(k,i)b
T
k∗m(k,i) (4.23)
Dadas las expresiones (4.22) y (4.23) es posible definir un conjunto de pasos que dan como
resultados una estimacio´n de Σk∗m(k,i), siendo estos pasos fundamentados por el algoritmo
(EM) y siendo similares a los brindados en el cap´ıtulo 2 relacionados con los (LME).
Si r = 0, 1, 2, . . . son los indices de secuencia en las iteraciones, se tiene;
Paso 0: Establecer r = 0, lo que permite definir σˆ2k∗m(k,i)(0) = 1 y
Dˆk∗m(k,)(0) =
1
N
∑N
i=1 bk∗m(k,i)b
T
k∗m(k,i),
Paso 1; Asumiendo que se parte de;
Σˆk∗m(k,i)(r−1) = Zk∗m(k,i)Dˆk∗m(k,)(r−1)ZTk∗m(k,i) + σˆ
2
k∗m(k,i)(r−1)Ini
siendo i = 1, 2, . . . , N .
Puesto que εk∗m(k,i) = x(i,k∗) −Xk∗m(k,i)βk∗m(k,i) −Zk∗m(k,i)bk∗m(k,i)
Paso 2: Se procede a hacer la actualizacio´n de σˆ2k∗m(k,i) y de la matriz Dˆk∗m(k,), a
partir de;
σˆ2k∗m(k,i)(r) =
1
m
N∑
i=1
{εˆTkm(k∗,i)(r)εˆkm(k∗,i)(r)+
σˆ2k∗m(k,i)(r−1)[ni + σˆ
2
k∗m(k,i)(r−1)tr(Σˆ
−1
k∗m(k,i)(r−1))]}
Dˆk∗m(k,)(r) =
1
N
N∑
i=1
{bˆk∗m(k,i)(r)bˆ
T
k∗m(k,i)(r)+
[Dˆk∗m(k,)(r−1) − Dˆk∗m(k,)(r−1)ZTi Σˆ
−1
k∗m(k,i)(r−1)Zk∗m(k,i)Dˆk∗m(k,)(r−1)]}
donde m =
∑N
i=1 ni
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Paso 3: Repetir el Paso 1 y Paso 2 hasta obtener un patro´n de convergencia.
Al obtener un patro´n de convergencia en el ciclo expuesto anteriormente, el usuario
del procedimiento contara con una estimacio´n de la matriz de covarianza del vector
de respuesta parcial x(i,k∗) dado por Σˆk∗m(k,i)(r−1) = Zk∗m(k,i)Dˆk∗m(k,)(r−1)ZTk∗m(k,i) +
σˆ2k∗m(k,i)(r−1)Ini siendo i = 1, 2, . . . , N que dependera´ del nu´mero de (r)-iteraciones que
se lleven acabo.
Es de aclarar que el procedimiento anterior se define para el modelo marginal x(i,k∗) =
fk(x(i,k),βk∗(k,i)) + ε(i,k), el cual asocia el vector columna x(i,k∗) con x(i,k), dentro de
la i-e´sima unidad experimental, si se consideran los diversos k = 0, 1, 2, · · · , p con k 6= k∗
cada modelo marginal;
x(i,k∗) = f0(x(i,0),βk∗(0,i)) + ε(i,0) ⇒ Σˆk∗m(0,i)
x(i,k∗) = f1(x(i,1),βk∗(1,i)) + ε(i,1) ⇒ Σˆk∗m(1,i)
x(i,k∗) = f2(x(i,2),βk∗(2,i)) + ε(i,2) ⇒ Σˆk∗m(2,i)
...
x(i,k∗) = fp(x(i,p),βk∗(p,i)) + ε(i,p) ⇒ Σˆk∗m(p,i) (4.24)
tendra´ asociado una matriz de covarianza Σˆk∗m(k,i) para k = 0, 1, 2, · · · , p con k 6= k∗,
estas matrices de covarianza cuantifica el grado de asociacio´n de las diferentes compo-
nentes de x(i,k∗) cuando se asocia tal vector con los restantes vectores de la matriz
[yi,x(i,1),x(i,2), . . . ,x(i,p)]. Por lo tanto una matriz que conjugue las diferentes matri-
ces Σˆk∗m(k,i) para k = 0, 1, 2, · · · , p con k 6= k∗ esta dada por;
P k∗(,i) =
1
p
p∑
k=0
k 6=k∗
[Σˆk∗m(k,i)] =
1
p
p∑
k=0
k 6=k∗
[Zk∗m(k,i)Dˆk∗m(k,)Z
T
k∗m(k,i) + σˆ
2
k∗m(k,i)Ini ] (4.25)
La matriz P k∗(,i) contiene todas las contribuciones de las distintas matrices de covarianza
Σˆk∗m(k,i), cuando se consideran los distintos modelos marginales x(i,k∗) = fk(x(i,k),βk∗(k,i))+
ε(i,k) para k = 0, 1, 2, · · · , p con k 6= k∗ en la i-e´sima unidad experimental.
4.3. Conjugacio´n de los modelos marginales
Lo que procede en este punto es conjugar los distintos modelo marginales definidos
en las expresiones (4.10) con sus respectivos para´metros de suavizamiento λk asociados,
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determinados por la expresio´n (4.18) para finalizar con un modelo general aditivo de
la forma x(i,k∗) = Fk∗(,i)(yi,x(i,1),x(i,2), . . . ,x(i,p)) + εk∗(,i), en donde los xij,k∗ este´n
asociados con las dema´s variables que forman la matriz [yi,Xi] a partir de la expresio´n
(4.4) la cual es definida por bases Spline. Esto permitira´ contar con un modelo de asociacio´n
adecuado para la actualizacio´n de los datos perdidos con un patro´n MAR sobre la columna
x(i,k∗).
Asumiendo que se ha realizado el ana´lisis marginal expuesto en las secciones anteriores,
al conjugar los diversos modelos marginales dentro de la i-e´sima unidad experimental con
i = 1, 2, . . . , N , se busca minimizar;
ni∑
j=1
[
xij,k∗ − f0(yij,0,βk∗(0,i))−
p∑
k=1
k 6=k∗
fk(xij,k,βk∗(k,i))
]2
+λ0
∫ 1
0
[f ′′0 (t,βk∗(0,i))]
2dt
+
p∑
k=1
k 6=k∗
λk
∫ 1
0
[f ′′k (t,βk∗(k,i))]
2dt, i = 1, 2, . . . , N. (4.26)
para todas las funciones fk(·.·) con k = 0, 1, . . . , p y k 6= k∗ doblemente diferenciables
definidas a partir de Spline cu´bicos, segu´n la expresio´n (4.5).
Antes de analizar la solucio´n de la expresio´n (4.26) es necesario comentar algunas carac-
teristicas de e´sta;
Cada funcio´n en la expresio´n (4.26) es penalizada por constantes separadas λk, las
cuales contribuyen al suavizamiento de las funciones.
Si los λk son todos cero, la solucio´n es cualquier conjunto de funciones que interpole
o satisfaga; f0(yij,0,βk∗(0,i)) +
∑p
k=1
k 6=k∗
fk(xij,k,βk∗(k,i)) = xij,k∗ para j = 1, 2, . . . , ni.
En otras palabras si cada λk tiende al infinito el termino de penalizacio´n tambie´n
lo hace a menos que f ′′k (t,β) = 0 para k = 0, 1, . . . , p, es decir a menos que cada
fk(·, ·) sea lineal. Por lo tanto el problema se traduce en los mı´nimos cuadrados
esta´ndar, considerando a x(i,k∗) como el vector de respuesta parcial con componentes
continuos.
El vector de para´metros general Bk∗(,i) el cual conjuga el conjunto de para´metros βk∗(k,i)
asociado a los modelo marginales (4.10), puede ser escrito como una forma cuadratica en
donde el termino de penalizacio´n
∫ 1
0 [f
′′
k (t,βk∗(k,i))]
2dt se expresa a partir de;∫ 1
0
[f ′′0 (t,βk∗(0,i))]
2dt = BTk∗(,i)S
∗
k∗(0,i)Bk∗(,i),
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∫ 1
0
[f ′′1 (t,βk∗(1,i))]
2dt = BTk∗(,i)S
∗
k∗(1,i)Bk∗(,i),
. . . ,
∫ 1
0
[f ′′p (t,βk∗(p,i))]
2dt = BTk∗(,i)S
∗
k∗(p,i)Bk∗(,i)
Donde se observa la presencia de una nueva matriz S∗k∗(k,i) de dimensio´n ni × ni que se
definen a partir de las matrices Sk∗(k,i) con k = 0, 1, 2, . . . , p con k 6= k∗ las cuales parten
de la expresio´n (4.13) y los coeficientes dados por (4.7).
A manera de ilustracio´n, si todas las matrices S∗k∗(k,i) para k = 0, 1, 2, . . . , p con k 6= k∗ son
agrupadas con el fin de definir Sk∗(,i), tal matriz estar´ıa dada por; Sk∗(,i) ≡ λ0S∗k∗(0,i) +∑p
k=1
k 6=k∗
λkS
∗
k∗(k,i), expresado en forma de matriz diagonal por bloques se tiene:
Sk∗(,i) = diag
[
λ0S
∗
k∗(0,i), λ1S
∗
k∗(1,i)[−1,−1],
. . . , λk∗−1S∗k∗(k∗−1,i)[−1,−1], λk∗+1S
∗
k∗(k∗+1,i)[−1,−1],
. . . , λpS
∗
k∗(p,i)[−1,−1]
]
[ni×ni]
En este caso la notacio´n S∗k∗(k,i)[−1,−1] quiere decir que a la matriz S
∗
k∗(k,i) se le retira tanto
el primer renglo´n como su primera columna. La necesidad de retirar el primer renglo´n y
la primera columna de la matriz S∗k∗(k,i) es debido a que cada modelo marginal en (4.10)
tiene un intercepto, al conjugar los distintos modelos marginales para definir el modelo
general aditivo, se considera un solo intercepto el cual estar´ıa dado por el primer modelo
marginal xij,k∗ = fk(yij,k=0,βk∗(0,i)) + εij,0.
La matriz Sk∗(,i) da a conocer una disposicio´n sime´trica en el cual las distintas matrices
de ondulacio´n λkS
∗
k∗(k,i) para k = 0, 1, . . . , p y k 6= k∗ hacen parte de la diagonal principal
de la matriz Sk∗(,i) .
La anterior descripcio´n permite reescribir (4.26) en las expresiones;
||x(i,k∗) −Xk∗(,i)Bk∗(,i)||2 + λ0BTk∗(,i)S∗k∗(0,i)Bk∗(,i) +
p∑
k=1
k 6=k∗
λkB
T
k∗(,i)S
∗
k∗(k,i)Bk∗(,i)
(4.27a)
||x(i,k∗) −Xk∗(,i)Bk∗(,i)||2 +BTk∗(,i)Sk∗(,i)Bk∗(,i) =
∣∣∣∣∣∣∣∣[x(i,k∗)0
]
−
[
Xk∗(,i)
Ak∗(,i)
]
Bk∗(,i)
∣∣∣∣∣∣∣∣2
(4.27b)
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Donde Ak∗(,i) es una ra´ız cuadrada tal que A
T
k∗(,i)Ak∗(,i) = Sk∗(,i), ademas para ambas
expresiones (4.27a) y (4.27a) el j-e´simo renglo´n de la matriz aumentada Xk∗(,i) para la
i-e´sima unidad experimental con k = 0, 1, 2, . . . , p y k 6= k∗ covariables continuas esta
dado por las expresiones (4.8) y (4.9), es decir:
xk∗(,ij) = [1, yij,0, s(yij,0, y
∗
0,1), s(yij,0, y
∗
0,2), . . . , s(yij,0, y
∗
0,w0−2),
xij,1, s(xij,1, x
∗
1,1), s(xij,1, x
∗
1,2), . . . , s(xij,1, x
∗
1,w1−2),
xij,2, s(xij,2, x
∗
2,1), s(xij,2, x
∗
2,2), . . . , s(xij,2, x
∗
2,w2−2), . . . ,
xij,p, s(xij,p, x
∗
p,1), s(xij,p, x
∗
p,2), . . . , s(xij,p, x
∗
p,wp−2)] (4.28)
4.3.1. Expresio´n final para actualizar los datos perdidos en las covaria-
bles
En este punto ya se cuenta con los elementos necesario para poder actualizar la esti-
macio´n inicial de los datos ausentes hecha por (MI) en las covariables continuas bajo un
patro´n de perdida MAR en una unidad experimental dada, cuando la columna de infor-
macio´n que los contiene dentro de una unidad experimental [yi,Xi] para i = 1, 2, . . . , N ,
se expresan en funcio´n de los datos observados a partir de un modelo general aditivo
del tipo; x(i,k∗) = Fk∗(,i)(yi,x(i,1),x(i,2), . . . ,x(i,p)) + εk∗(,i) que se caracteriza por las
expresiones (4.27), donde las funciones de suavizamiento esta´n dadas por secciones de po-
linomios cu´bicos a partir de la expresio´n (4.7) y los para´metros de suavizamiento λk para
k = 0, 1, 2, . . . , p con k 6= k∗ fueron determinados de manera individual para los distintos
modelos marginales por validacio´n cruzada generalizada (GCV) definida por la expresio´n
(4.18).
Con el fin de considerar la matriz de covarianza del vector x(i,k∗), la cual contie-
ne informacio´n de la asociacio´n que guardan los distintos componentes de x(i,k∗), se
reescribe las expresiones (4.27), considerando la matriz P k∗(,i), e´sta matriz ingresara
como una ponderacio´n. Por lo tanto se tiene que el modelo general aditivo x(i,k∗) =
Fk∗(,i)(yi,x(i,1),x(i,2), . . . ,x(i,p)) + εk∗(,i) esta condicionado a;[
x(i,k∗) −Xk∗(,i)Bk∗(,i)
]T
P−1k∗(,i)
[
x(i,k∗) −Xk∗(,i)Bk∗(,i)
]
+ λ0B
T
k∗(,i)S
∗
k∗(0,i)Bk∗(,i) +
p∑
k=1
k 6=k∗
λkB
T
k∗(,i)S
∗
k∗(k,i)Bk∗(,i) (4.29)
Se cuenta con una expresio´n general para actualizar la estimacio´n de los perdidos en las
covariables que inicialmente se hab´ıa hecho por (MI) considerando a la respuesta parcial, el
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vector de covariables x(i,k∗) como funciones de la restantes variables que ingresan al modelo
de forma aditiva controladas por un para´metro de suavizamiento λk determinado por el
puntaje validacio´n cruzada generalizado (GCV) y ademas se valora la relacio´n existente
entre las componentes que definen el vector respuesta parcial por la presencia de la
matriz P k∗(,i) para la i-e´sima unidad experimental.
La actualizacio´n de las componentes de x(i,k∗) se realiza a partir de la estimacio´n del
vector de para´metros general Bk∗(,i) en la expresio´n (4.29), tal estimacio´n esta dada por
el a´lgebra de matrices, por lo tanto se obtiene;
Bk∗(,i) =
+ 2
[
2XTk∗(,i)P
−1
k∗(,i)Xk∗(,i) + λ0(S
∗
k∗(0,i) + S
∗T
k∗(0,i)) +
p∑
k=1
k 6=k∗
λk(S
∗
k∗(k,i) + S
∗T
k∗(k,i))
]−1
×
XTk∗(,i)P
−1
k∗(,i)x(i,k∗) (4.30)
Conociendo la estimacio´n del vector de para´metro general, la actualizacio´n corresponde a
una prediccio´n en el cual s´ı la j-e´sima componente del vector x(i,k∗) es pe´rdida esta sera
actualizada por el renglo´n correspondiente del producto Xk∗(,i)βk∗(,i), donde el j-e´simo
renglo´n de la matriz resultante esta dada por;
[β0,1,i + β0,2,iyij,0 + β0,3,is(yij,0, y
∗
0,1) + β0,4,is(yij,0, y
∗
0,2) + · · ·+ β0,w0,is(yij,0, y∗0,w0−2)
+ β1,2,ixij,1 + β1,3,is(xij,1, x
∗
1,1) + β1,4,is(xij,1, x
∗
1,2) + · · ·+ β1,w1,is(xij,1, x∗1,w1−2)
+ β2,2,ixij,2 + β2,3,is(xij,2, x
∗
2,1) + β2,4,is(xij,2, x
∗
2,2) + · · ·+ β2,w2,is(xij,2, x∗2,w2−2) + · · ·
+ βp,2,ixij,p + βp,3,is(xij,p, x
∗
p,1) + βp,4,is(xij,p, x
∗
p,2) + . . .+ βp,wp,is(xij,p, x
∗
p,wp−2)] (4.31)
As´ı de esta manera se reemplaza la j-e´sima estimacio´n inicial del dato perdido en el vector
columna x(i,k∗) por el j-e´sima renglo´n del producto Xk∗(,i)Bk∗(,i) cuando se cuenta con
el vector de para´metros general dado por (4.30).
Si se realizan ciclos con el fin de obtener un patro´n de convergencia en el procedimiento
anterior, se define un podrecimiento general que permite actualizar la informacio´n perdida
en las covariables en un estudio longitudinal cuando se parte de una estimacio´n inicial.
4.4. Pasos a seguir que describen el procedimiento de ma-
nera general
El procedimiento descrito anteriormente, hace parte de un conjunto de pasos similar
al que se ilustra en el diagrama conmutativo de la figura (4.1), el cual al llevarlo a cabo
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Datos i,0
Datos i,1 x(i,k∗) Datos i,2
Datos i,3 x(i,2)
Datos i,4 x(i,1)
?
MI
- -
Fk∗(·,i)
?
?
ﬀ
F2(·,i)
6
ﬀ
F1(·,i)
Figura 4.1: Diagrama conmutativo que ilustra el ciclo inicial que da origen a las iteraciones necerarias para la
i-e´sima unidad experimental.
permitira´ finalizar con una base de datos parcial donde los registros perdidos en las cova-
riables sera´n actualizados por un procedimiento iterativo de ciclos que se define a partir de
un modelo general aditivo fundamentado por modelos marginales los cuales se delimitan
por bases Spline.
Con el fin de contar con un procedimiento sistema´tico se exponen los diversos pasos que
conducen a realizar el procedimiento propuesto en la iniciativa, es este hipote´tico escenario
hay perdidas en algunas componentes de los vectores de covariables x(i,1),x(i,2),x(i,k∗)
para la i-e´sima unidad experimental en el j-e´simo tiempo de registro, por lo tanto la
perdida puede estar dada en cualquier j = 1, 2 . . . , ni. Los pasos esta´n dados por;
Paso 0: Disponer los datos con los cuales se cuenta de acuerdo a la tabla (4.1), lo
cual permite definir la matriz de datos disponibles para cada unidad experimental;
[yi,Xi,obs ] siendo i = 1, 2, . . . , N , por tanto se define Datos i,0
Paso 1: Estimacio´n inicial de las pe´rdidas en las covariables continuas a partir de
(MI). Esto se realiza para cada una de las matrices [yi,Xi] siendo i = 1, 2, . . . , N ,
lo que conduce a definir Datos i,1
Paso 2: Dentro de la i-e´sima unidad experimental se define la funcio´n
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x(i,k∗) = Fk∗(,i)(yi,x(i,1),x(i,2), . . . ,x(i,p)) + εk∗(,i) la cual asocia la realizacio´n
del k∗-e´simo vector de covariables como funcio´n de las restantes variables aleatorias,
estas ingresan al modelo aditivo como variables predictoras auxiliares, lo que permite
definir un modelo general aditivo que tiene la forma para las distintas componentes
de x(i,k∗) dada por;
xij,k∗ = c+ f0(yij,0,βk∗(0,i)) +
p∑
k=1
k 6=k∗
fk(xij,k,βk∗(k,i)) + εij,k∗ , (4.32)
j = 1, 2, . . . , ni, i = 1, 2, . . . , N
Siendo c constante y las fk(·, ·) para k = 0, 1, 2, . . . , p con k 6= k∗ se definen a partir
de;
fk(xij,k,βk∗(k,i)) = γk,1,i + γk,2,i xij,k +
wk−2∑
w=1
s(xij,k, x
∗
k,w)γk,w+2,i, (4.33)
j = 1, 2, . . . , ni, i = 1, 2, . . . , N
para algunos valores de los para´metros desconocidos, γk,w,i los cuales son de intere´s,
ademas la funcio´n s(·, ·) es definida por la expresio´n (4.7).
(2a) El modelo (4.32) se define por la conjuncio´n de modelos marginales aditivos del
tipo; x(i,k∗) = fk(x(i,k),βk∗(k,i)) + ε(i,k) siendo k = 0, 1, . . . , p y k 6= k∗ dentro
de la i-e´sima unidad experimental con i = 1, 2, . . . , N . Estando cada modelo
marginal condicionado a;
ni∑
j=1
{
xij,k∗ − f0(yij,k=0,βk∗(0,i))
}2
+ λ0β
T
k∗(0,i)Sk∗(0,i)βk∗(0,i)
ni∑
j=1
{
xij,k∗ − f1(xij,k=1,βk∗(1,i))
}2
+ λ1β
T
k∗(1,i)Sk∗(1,i)βk∗(1,i)
ni∑
j=1
{
xij,k∗ − f2(xij,k=2,βk∗(2,i))
}2
+ λ2β
T
k∗(2,i)Sk∗(2,i)βk∗(2,i)
... +
...
ni∑
j=1
{
xij,k∗ − fp(xij,k=p,βk∗(p,i))
}2
+ λpβ
T
k∗(p,i)Sk∗(p,i)βk∗(p,i)
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(2b) Escogencia de los para´metros de suavizamiento λ0, λ1, . . . , λp a partir de (GCV),
observar expresio´n (4.18), definidos para los modelos marginales aditivos men-
cionados anteriormente.
Paso 3: Conjugacio´n de los modelos marginales anteriores, para definir un modelo
como el dado en la expresio´n (4.32), estando tal modelo condicionado a;[
x(i,k∗) −Xk∗(,i)Bk∗(,i)
]T
P−1k∗(,i)
[
x(i,k∗) −Xk∗(,i)Bk∗(,i)
]
+ λ0B
T
k∗(,i)S
∗
k∗(0,i)Bk∗(,i) +
p∑
k=1
k 6=k∗
λkB
T
k∗(,i)S
∗
k∗(k,i)Bk∗(,i) (4.34)
Paso 4: Actualizacio´n de los datos perdidos en el vector x(i,k∗) a partir del modelo
general aditivo (4.32) el cual esta condicionado por la expresio´n (4.34), por tanto se
define Datos i,2
Paso 5: Se repite el procedimiento desde el paso (2) hasta el paso (5) considerando
en tal caso el vector de covariable x(i,2) como respuesta parcial y las restantes co-
variables como variables predictoras, esto conduce a definir los Datos i,3 . De igual
manera para el vector de covariable x(i,1), lo que finaliza con los Datos i,4 . Esta
u´ltima matriz de informacio´n ya actualizada ingresara como matriz de datos de en-
trada a un nuevo ciclo el cual seria el segundo y se procede a repetir los pasos de (2)
al (5) lo que conducir´ıa a definir un tercer ciclo.
Luego de haber realizado (t + 1)-ciclos, se revisan la matriz de entrada que corres-
ponde a Datos i,1 y la matriz de salida de este mismo ciclo el cual corresponde a
Datos i,4 , si la diferencia entra las componentes actualizadas entre los datos que
ingresan al ciclo y aquellos que salen del ciclo no es significativa, menor que un valor
 previamente establecido de acuerdo a criterios de convergencia relacionados con
ana´lisis nume´rico, el (t+ 1)-e´simo ciclo no contribuye de manera determinante en la
actualizacio´n de los datos perdidos, por tanto se suspende el procedimiento iterativo
y as´ı la i-e´sima unidad experimental cuenta con unos datos completos en el cual los
datos perdidos en las covariables fueron estimados a partir de la informacio´n dispo-
nible que fue la materia prima para definir un procedimiento c´ıclico que converge
luego de (t) ı´teraciones.
Con respecto a elementos matema´ticos que fundamenten la convergencia de los resultados
dispuesto en los diversos ciclos dirigirse a la referencia (Penkova et al, 2011), en este
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documento se dan a conocer diversas herramientas metodolo´gicas fundamentado en ana´lisis
nume´rico que garantiza la convergencia del procedimiento propuesto.
Capı´tulo5
Aplicacio´n
Los datos a continuacio´n provienen de una investigacio´n dada a conocer en el art´ıculo
(Milner & Kubota et al, 2005) sobre un estudio de medidas repetidas que evalu´a los
efectos de decisiones democra´ticas en la pol´ıtica comercial, evaluada a partir de la variable
respuesta tasa arancelaria media(tariff) en nueve pa´ıses de Asia durante el periodo
comprendido entre los an˜os 1981–1999.
5.1. Descripcio´n de la base de datos
En este conjunto de datos se incluyen diversas variables algunas de ellas como informa-
cio´n auxiliar dentro del registro tales como; an˜o(year), pa´ıs(country) y otras variables
como elementos determinantes en el modelo a proponer, es decir como covariables aso-
ciadas a la respuesta: producto interno bruto percapital(gdp.pc), reserva internacional
bruta(intresmi), una medida de apertura financiera(fiveop) y una medida de homoge-
neidad americana(usheg)1, estas u´ltimas 4 variables son consideradas como continuas en
el estudio. Toda la informacio´n anterior se traduce como la informacio´n dispuesta a ser
registrada lo que permite definir los llamados “datos completos”.2
> Datos
1Esta medida de homogeneidad muy utilizada en EEUU, se refiere a las exportaciones como porcentaje de las
exportaciones e importaciones mundiales.
2Es posible acceder a la bases de datos total al ingresar a la direccio´n de la pagina wed:
http://www.princeton.edu/∼hmilner/published.html y buscar el art´ıculo (Milner & Kubota et al, 2005).
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year country tariff gdp.pc intresmi fiveop usheg
1 1981 SriLanka 29.4 461.0236 1.9373473 12.4 0.2593112
2 1982 SriLanka 74.1 473.7634 1.9644299 12.5 0.2558008
3 1983 SriLanka 41.3 489.2266 1.6639363 12.3 0.2655022
. . . . . . . .
. . . . . . . .
. . . . . . . .
19 1999 SriLanka 43.9 814.2686 NA NA 0.3083147
20 1981 India 74.3 236.0894 5.5428457 12.4 0.2593112
21 1982 India 92.6 239.6947 5.9615273 12.5 0.2558008
22 1983 India 69.2 252.0074 5.6787739 12.3 0.2655022
. . . . . . . .
. . . . . . . .
. . . . . . . .
38 1999 India 32.2 450.2433 NA NA 0.3083147
39 1981 Indonesia 34.3 534.1083 2.9180412 12.4 0.2593112
40 1982 Indonesia 27.2 529.7137 2.0481887 12.5 0.2558008
41 1983 Indonesia 48.7 563.8297 2.2353837 12.3 0.2655022
. . . . . . . .
. . . . . . . .
. . . . . . . .
57 1999 Indonesia 10.9 961.8376 NA NA 0.3083147
58 1981 Korea 19.8 3937.6125 1.0570642 12.4 0.2593112
59 1982 Korea 23.7 4171.4204 1.1417191 12.5 0.2558008
60 1983 Korea 23.7 4583.0039 0.9219497 12.3 0.2655022
. . . . . . . .
. . . . . . . .
. . . . . . . .
76 1999 Korea 8.7 12086.2324 NA NA 0.3083147
77 1981 Malaysia 10.6 2397.0015 3.6918523 12.4 0.2593112
78 1982 Malaysia 38.7 2476.0813 3.2455084 12.5 0.2558008
79 1983 Malaysia 38.0 2563.2966 2.8454931 12.3 0.2655022
. . . . . . . .
. . . . . . . .
. . . . . . . .
95 1999 Malaysia 14.3 4525.9541 NA NA 0.3083147
96 1981 Nepal 21.9 156.3544 7.7400808 12.4 0.2593112
97 1982 Nepal 36.7 158.1348 7.7678432 12.5 0.2558008
98 1983 Nepal 22.1 149.5029 4.7332282 12.3 0.2655022
. . . . . . . .
. . . . . . . .
. . . . . . . .
114 1999 Nepal 17.7 222.2162 NA NA 0.3083147
115 1981 Pakistan 78.3 333.4097 2.5595610 12.4 0.2593112
116 1982 Pakistan 77.6 345.6995 3.0479228 12.5 0.2558008
117 1983 Pakistan 77.0 359.2879 4.5125327 12.3 0.2655022
. . . . . . . .
. . . . . . . .
. . . . . . . .
133 1999 Pakistan 53.4 507.8308 NA NA 0.3083147
134 1981 Philippines 34.6 1171.4153 2.9328992 12.4 0.2593112
135 1982 Philippines 31.4 1182.9126 1.7864840 12.5 0.2558008
136 1983 Philippines 29.5 1176.8947 0.9042833 12.3 0.2655022
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. . . . . . . .
. . . . . . . .
. . . . . . . .
152 1999 Philippines 10.1 1137.7983 NA NA 0.3083147
153 1981 Thailand 32.3 1161.3615 2.7221076 12.4 0.2593112
154 1982 Thailand 31.5 1199.7605 3.0265975 12.5 0.2558008
155 1983 Thailand 33.0 1243.6954 2.4778438 12.3 0.2655022
. . . . . . . .
. . . . . . . .
. . . . . . . .
171 1999 Thailand 17.1 2717.2185 NA NA 0.3083147
5.2. Construccio´n del modelo general de prediccio´n
En primera instancia se procede a analizar el diagrama de perfiles asociado a la res-
puesta longitudinal en estudio, con el fin de conocer la tendencia que describe la tasa
arancelaria media (tarriff) dentro del intervalo de tiempo de intere´s 1981–1999. La fi-
gura (5.1) ilustra3 la tendencia de la tasa arancelaria media la cual es decreciente durante
el intervalo en el cual es registrada la informacio´n, sin embargo a partir del an˜o 1996 se
comienza a evidenciar un cambio en esta tendencia.
Otro elemento descriptivo utilizado de manera recurrente en estudio de medidas repe-
tidas es la estimacio´n de estad´ısticos preliminares de resumen sobre la respuesta (tariff)
para cada una de las distintas unidades dispuestas como en la tabla (2.1), la salida en R
expuesta a continuacio´n brinda los resultados obtenidos los cuales pueden ser considerados
como herramientas estad´ısticas que validan un ejercicio descriptivo mas no concluyente,
ver (Davis et al, Cap´ıtulo 2) para mas detalles;
> resumen1(resp.t, tiempos)
min max tmin tmax slope pearson spearman median mean sum
tariff.1 6.0720366 74.18885 1996 1982 -1.1873645 -0.4776625 -0.47673416 28.30000 31.70468 602.3889
tariff.2 30.0000000 100.00000 1998 1986 -3.4424184 -0.8389840 -0.77665650 70.92038 64.79038 1231.0172
tariff.3 9.5000000 48.71771 1998 1983 -1.3685461 -0.7852317 -0.82807018 23.71884 23.57724 447.9676
tariff.4 0.8517392 36.93911 1995 1985 -1.1027865 -0.7537557 -0.82001788 13.40000 15.87877 301.6966
tariff.5 4.1892666 38.78626 1995 1982 -1.2881009 -0.6241164 -0.60728395 14.30000 18.62042 353.7879
tariff.6 11.0000000 62.05972 1995 1991 -0.7551472 -0.3172489 -0.46666667 22.41309 28.05794 533.1008
tariff.7 38.2197768 78.37432 1997 1981 -2.1069334 -0.9333379 -0.95033197 65.00000 62.38904 1185.3917
tariff.8 10.1000004 34.60000 1999 1981 -1.1812280 -0.9348171 -0.97406829 27.60000 23.90000 454.1000
tariff.9 15.4955531 56.12530 1984 1997 -0.2323906 -0.1169109 -0.07017544 34.32774 34.33530 652.3708
La salida en R expuesta anteriormente da a conocer ciertos estad´ısticos tales como el es-
tad´ıstico de Pearson, el de Spearman y otros estad´ısticos como tiempo en el cual se obtuvo
3El perfil discontinuo rojo en la figura (5.1) se refiere el perfil promedio durante el intervalo 1981–1999.
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Figura 5.1: Gra´fica del perfiles de la respuesta longitudinal, tasa arancelaria media (tarriff).
el menor y mayor registro de la respuesta tasa arancelaria media (tarriff), pendiente de
la recta de regresio´n que asocia cada uno de los instantes de tiempo Ti = {t1, t2, . . . , t19}
con el vector de respuesta yi = [yi1, yi2, . . . , yi19]
T dentro de cada unidad experimental
i = 1, 2, . . . , 9. Es de aclarar que estos estad´ısticos no consideran la relacio´n existente en-
tre yij y yij′ siendo j 6= j′, tan solo asumen que yi1, yi2, . . . , yi19 es una muestra aleatoria
y sobre tal muestra se evalu´an los estad´ıstico.
Con respecto a las perdidas, la base de datos da a conocer ciertos registros no-
observados en algunos componentes de la matriz de covariables continuas Xi asociados al
vector de respuesta yi, siendo i = 1, 2, . . . , 9. El escenario de la propuesta considera un
tipo de dependencia particular entre la informacio´n disponible en la matriz de datos y la
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informacio´n ausente. En el cap´ıtulo 3 se comento que la matriz de informacio´n de “datos
completos” para cada unidad experimental deber´ıa ser; [yi,Xi] siendo i = 1, 2, . . . , N , pe-
ro en vista de pe´rdidas en las covariables asociadas a la respuesta longitudinal, se cuenta
con una submatriz de “datos disponibles” para cada unidad experimental definida como
[yi,Xi,obs ]. Partiendo de las covariables, el supuesto de dependencia bajos el cual se ini-
ciara el ana´lisis sera el MAR, es decir Missing at random. Este patro´n de pe´rdida involucra
la dependencia entre la informacio´n ausente y la informacio´n disponible, por lo tanto la
materia prima para realizar la prediccio´n de las componentes continuas en las covariables
no sera otro que la informacio´n con la cual se dispone dentro de cada unidad experimental,
que para el caso sera´n los pa´ıses (country).
El ana´lisis a continuacio´n es realizado sobre cada una de las unidades experimentales, en
este caso solo se dara´ a conocer para una de ellas U.exp = 7 que se refiere al pa´ıs Pakistan,
la disposicio´n de datos para este caso es;
> U.exp7
year country tariff.7 pop.7 gdp.pc.7 intresmi.7 fiveop.7 usheg.7
115 1981 Pakistan 78.30000 85096000 333.4097 2.5595610 12.4 0.2593112
116 1982 Pakistan 77.60000 87436144 345.6995 3.0479228 12.5 0.2558008
117 1983 Pakistan 77.00000 89831888 359.2879 4.5125327 12.3 0.2655022
118 1984 Pakistan 77.00000 92284304 367.4550 2.5139329 12.3 0.2988009
119 1985 Pakistan 77.00000 94794432 384.8838 2.2084200 12.3 0.2952431
120 1986 Pakistan 66.00000 97353880 395.3834 2.2022588 12.5 0.2886563
121 1987 Pakistan 68.90000 99953232 409.9492 2.2189448 12.5 0.2734092
122 1988 Pakistan 69.00000 102621984 429.7351 1.5439408 12.6 0.2756469
123 1989 Pakistan 65.00000 105269632 439.7046 1.6029303 12.6 0.2785387
124 1990 Pakistan 64.80000 107975056 447.8007 1.2045232 12.7 0.2608332
125 1991 Pakistan 66.00000 110750016 460.3921 1.2399414 12.8 0.2589872
126 1992 Pakistan 61.10000 113561960 484.1700 1.4281969 13.1 0.2623017
127 1993 Pakistan 56.00000 116444160 481.2280 1.6599897 13.2 0.2812928
128 1994 Pakistan 51.00000 119401848 487.5894 3.4947820 13.2 0.2783585
129 1995 Pakistan 50.70000 122374952 500.1006 2.0452147 13.2 0.2627195
130 1996 Pakistan 41.70000 125409848 506.8169 0.9035686 13.2 0.2681700
131 1997 Pakistan 38.20000 128457312 499.8134 1.2861589 13.2 0.2844036
132 1998 Pakistan 46.50000 131582000 500.3802 NA NA 0.2956678
133 1999 Pakistan 53.40000 134790000 507.8308 NA NA 0.3083147
Una gra´fica de dispersio´n que de a conocer la asociacio´n existente entre las covariables
continuas es un punto de partida oportuno para conocer la dependencia funcional entre
las variables dadas. Para tal ilustracio´n solo se considera la informacio´n disponible en la
U.exp = 7. Es de aclara que con el fin de colaborar a visualizar una tendencia entre las pa-
rejas de puntos de las covariables relacionadas en la figura (5.2) se realiza un suavizamiento
loess, ver (Chambers & Hastie et al, pag. 309–377). Esta gra´fica permite reconocer que
ciertas dependencias son muy explicitas; tendencias casi lineales, por ejemplo (tariff.7)
versus (gdp.pc.7) y tambie´n entre (gdp.pc.7) versus (fiveop.7). Pero esta misma ten-
dencia lineal de visualizacio´n no aplica para las dema´s covariables asociadas. Esto se debe
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Figura 5.2: Gra´fica de dispersio´n de las covariables disponibles en la matriz U.exp7.
a varios factores que pueden repercutir en las relaciones de dependencia, entre esas es de
destacar; el tipo de variables relacionadas, la magnitud de las mismas y por supuestos la
naturaleza intr´ınseca de la caracter´ısticas que miden en el pa´ıs bajo estudio.
Inicialmente se tratara con la cuestio´n de la magnitud de las variables en consideracio´n;
las unidades con la cual se miden las variables (tariff.7), (gdp.pc.7), (intresmi.7),
(fiveop.7) y (usheg.7) son propias de definiciones de conceptos econo´micos, ver (Milner
& Kubota et al, 2005). Con estas definiciones se obtienen ordenes de magnitud diversos y
para las intenciones de la propuesta y en la bu´squeda de mayor facilidad e interpretacio´n
de los modelo marginales aditivo a utilizar, es conveniente usar la transformacio´n dada a
conocer en la expresio´n (4.2) en cada una de las columnas de la submatriz U.exp7.
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Segu´n el planteamiento en la propuesta se define un modelo que relacione los datos
ausentes que se presentan por ejemplo en el vector columna (intresmi.7) como funcio´n
de las restantes covariables, donde estas u´ltimas esta´n transformadas de tal manera que
todas ellas tengan un mismo rango en el cual se muevan, este rango sera el intervalo [0, 1].
Al expresar una covariable en la matriz de datos U.exp7 como funcio´n de las restantes
variables se busca contar con modelos marginales preliminares que conduzcan a realizar
una actualizacio´n4 de los datos perdidos en la columna (intresmi.7), siempre y cuando
estos modelos marginales se hayan conjugado en un modelo general aditivo Fk∗(,i)(·).
Luego de haberse actualizado los datos perdido en (intresmi.7) se procede ha repetir el
procedimiento pero en esta ocasio´n se trata a la covariable (fiveop.7) como respuesta
preliminar, es decir se busca una expresio´n que asocie a e´sta como funcio´n de las restantes
covariables habiendo actualizado los faltantes sobre (intresmi.7). Todo el procedimiento
conducira´ a un ejercicio c´ıclico que es posible repetir perio´dicamente de acuerdo a la
cantidad de covariables que manifiesten pe´rdidas.
De acuerdo a las caracter´ısticas del evento aleatorio en estudio es necesario considerar a
la variable (tariff.7) la cual es formalmente la respuesta longitudinal como covariable
auxiliar dentro de las funciones de prediccio´n a proponer, en tal caso e´sta covariable auxiliar
contribuira´ a definir un modelo aditivo mas general y en vista de las caracter´ısticas de
las pe´rdidas en la base de datos las cuales describen un patro´n MAR no hay motivo para
excluir a (tariff.7) a no ser que un resultado estad´ıstico apoye la afirmacio´n de dejarla a
un lado del ana´lisis, e´sta se mantendra´ como covariable auxiliar. Por tanto las covariables
continuas que contribuira´n en la estimacio´n de las componentes pe´rdidas en (intresmi.7)
y que sera´n tratadas como variables predictoras en la submatriz U.exp7 son; (tariff.7),
(gdp.pc.7), (fiveop.7) y (usheg.7).
Otro elemento a considerar es que en vista de la necesidad de definir modelos mar-
ginales aditivo con las componentes que se refieren a covariables continuas en la matriz
U.exp7, hay un factor a tener en cuenta el cual es; las pe´rdidas en los elementos de algunas
de las covariables a tratar sera´n estimadas5 por el procedimiento de imputacio´n mu´ltiple
(MI), con el fin de contar con un conjunto de “datos completos” iniciales, es decir una
“semilla”. Ademas al realizar tal imputacio´n permitira´ partir con un inicio oportuno que
valide un ejercicio iterativo c´ıclico. Por lo tanto la matriz de datos disponibles es;
> U.exp7
4El te´rmino actualizacio´n se refiere para el caso a una re-estimacio´n de un dato faltante a partir de un valor
inicial que se obtendra´ por (MI), tambie´n se asocia a un procedimiento c´ıclico que busca una convergencia para un
resultado definitivo.
5Se marcan los datos imputados por (MI) con un asterisco (*) en la matriz U.exp7.
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year country tariff.7 gdp.pc.7 intresmi.7 fiveop.7 usheg.7
115 1981 Pakistan 78.30000 333.4097 2.5595610 12.40000 0.2593112
116 1982 Pakistan 77.60000 345.6995 3.0479228 12.50000 0.2558008
117 1983 Pakistan 77.00000 359.2879 4.5125327 12.30000 0.2655022
118 1984 Pakistan 77.00000 367.4550 2.5139329 12.30000 0.2988009
119 1985 Pakistan 77.00000 384.8838 2.2084200 12.30000 0.2952431
120 1986 Pakistan 66.00000 395.3834 2.2022588 12.50000 0.2886563
121 1987 Pakistan 68.90000 409.9492 2.2189448 12.50000 0.2734092
122 1988 Pakistan 69.00000 429.7351 1.5439408 12.60000 0.2756469
123 1989 Pakistan 65.00000 439.7046 1.6029303 12.60000 0.2785387
124 1990 Pakistan 64.80000 447.8007 1.2045232 12.70000 0.2608332
125 1991 Pakistan 66.00000 460.3921 1.2399414 12.80000 0.2589872
126 1992 Pakistan 61.10000 484.1700 1.4281969 13.10000 0.2623017
127 1993 Pakistan 56.00000 481.2280 1.6599897 13.20000 0.2812928
128 1994 Pakistan 51.00000 487.5894 3.4947820 13.20000 0.2783585
129 1995 Pakistan 50.70000 500.1006 2.0452147 13.20000 0.2627195
130 1996 Pakistan 41.70000 506.8169 0.9035686 13.20000 0.2681700
131 1997 Pakistan 38.20000 499.8134 1.2861589 13.20000 0.2844036
132 1998 Pakistan 46.50000 500.3802 1.4927765* 12.88619* 0.2956678
133 1999 Pakistan 53.40000 507.8308 3.0273893* 12.04457* 0.3083147
Y si a la anterior matriz se le aplica la transformacio´n (4.2) sobre las columnas
(tariff.7), (gdp.pc.7), (fiveop.7) y (usheg.7) puesto que sera´n e´stas las que per-
mitira´n actualizar la estimacio´n inicial realizada por (MI) en la columna (intresmi.7),
se tiene como matriz presta para el ana´lisis;
> U.exp7.t
Tariff.7 Gdp.pc.7 Intresmi.7 Fiveop.7 Usheg.7
1 1.00000000 0.0000000 2.5595610 0.3076188 0.06684740
2 0.98071643 0.0704608 3.0479228 0.3941667 0.00000000
3 0.96577420 0.1483662 4.5125327 0.2210716 0.18473979
4 0.96577420 0.1951905 2.5139329 0.2210716 0.81883384
5 0.96577420 0.2951139 2.2084200 0.2210716 0.75108466
6 0.69183260 0.3553110 2.2022588 0.3941667 0.62565456
7 0.76405361 0.4388205 2.2189448 0.3941667 0.33531017
8 0.76654395 0.5522577 1.5439408 0.4807147 0.37792135
9 0.66692882 0.6094152 1.6029303 0.4807147 0.43298944
10 0.66194814 0.6558324 1.2045232 0.5672618 0.09582974
11 0.69183260 0.7280220 1.2399414 0.6538098 0.06067853
12 0.56980404 0.8643464 1.4281969 0.9134529 0.12379396
13 0.44279479 0.8474791 1.6599897 1.0000000 0.48543392
14 0.31827588 0.8839507 3.4947820 1.0000000 0.42955712
15 0.31080477 0.9556809 2.0452147 1.0000000 0.13174937
16 0.08667074 0.9941866 0.9035686 1.0000000 0.23554189
17 0.00000000 0.9540338 1.2861589 1.0000000 0.54467096
18 0.20620887 0.9572836 1.4927765* 0.7284077* 0.75917116
19 0.38047551 1.0000000 3.0273893* 0.0000000* 1.00000000
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5.2.1. Modelos marginales aditivos definidos por las covariables
Se procede a definir los modelos marginales aditivos que contribuira´n a realizar la
actualizacio´n de los datos perdidos en (Intresmi.7). Estos modelos marginales aditivos
fundamentados en bases de Splines cu´bicos sera´n definidos a partir de las columnas de la
submatriz U.exp7.t y tienen la forma funcional similar a las expresiones (4.10).
Para facilitar la identificacio´n de los diversos modelos marginales aditivos y las varia-
bles que ingresan en cada uno de ellos la tabla (5.1) da a conocer sub-indices asociados a
las distintas covariables. En e´sta tabla se establece una relacio´n entre el sub-indice k∗ y k
k-e´sima Nombre de la covariable
0 Tariff
1 Gdp.pc
2 Intresmi
3 Fiveop
4 Usheg
Tabla 5.1: Sub-indices asociados a las covariables de la base de Datos.
siendo el primero de ellos un subconjunto del segundo, puesto que si se inicia el ana´lisis
tratando a la covariable (Intresmi.7) como respuesta parcial, es decir como el vector
columna x(7,2), las restantes covariables sera´n predictoras en el modelo a definir y son las
etiquetadas con k = 0, 1, 3, 4.
Gracias a las caracter´ısticas misma del modelo aditivo, en donde las covariables in-
gresan a e´ste como efectos aditivos, es posible realizar el ana´lisis marginal de la respuesta
parcial. Luego tal covariable considerada variable dependiente se expresara´ como funcio´n
de las restantes variables predictoras a partir de modelos marginales independientes, para
posteriormente conjugar los resultados individuales de tal manera que se llegue a la expre-
sio´n (4.4) a partir de la expresio´n (4.5). Por lo tanto, los modelos marginales a plantear
en la 7 unidad experimental de acuerdo a la base de datos esta´n dados por;
Intresmi.7j = f0(Tariff.7j,k=0,β2(0,7)) + εij,0,
Intresmi.7j = f1(Gdp.pc.7j,k=1,β2(1,7)) + εij,1,
Intresmi.7j = f3(Fiveop.7j,k=3,β2(3,7)) + εij,3,
Intresmi.7j = f4(Usheg.7j,k=4,β2(4,7)) + εij,4
Siendo j = 1, 2, . . . , 19 y estando cada una de la funciones fk(·, ·) para k = 0, 1, 3, 4
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definidas as´ı;
f0(Tariff.7j,k=0,β2(0,7)) = γ0,1,7 +γ0,2,7 Tariff.7j
+
wTariff.7−2∑
w=1
s(Tariff.7j , Tariff.7
∗
w)γ0,w+2,7 (5.1a)
f1(Gdp.pc.7j,k=1,β2(1,7)) = γ1,1,7 +γ1,2,7 Gdp.pc.7j
+
wGdp.pc.7−2∑
w=1
s(Gdp.pc.7j , Gdp.pc.7
∗
w)γ1,w+2,7 (5.1b)
f3(Fiveop.7j,k=3,β2(3,7)) = γ3,1,7 +γ3,2,7 Fiveop.7j
+
wFiveop.7−2∑
w=1
s(Fiveop.7j , Fiveop.7
∗
w)γ3,w+2,7 (5.1c)
f4(Usheg.7j,k=4,β2(4,7)) = γ4,1,7 +γ4,2,7 Usheg.7j
+
wUsheg.7−2∑
w=1
s(Usheg.7j , Usheg.7
∗
w)γ4,w+2,7 (5.1d)
En te´rminos pra´ctico si se parte de la expresio´n (5.1c), la matriz de disen˜o parcial definida
por (Fiveop.7) sera´ aumentada ya que se le agregan vectores columnas que corresponden
a las bases Splines de acuerdo a la expresio´n (4.7) evaluadas tanto en la covariable parcial
(Fiveop.7) como en los diversos nodos previamente escogidos, ademas se evalu´a el grado
se asociacio´n que exhibe la gra´fica de suavizamiento que define el modelo marginal (5.1c)
siendo esto importante a la hora de escoger la cantidad de nodos a utilizar dentro del
ana´lisis.
Con el fin de ilustrar ca´lculos iniciales se dan a conocer los resultados sobre la covariable
(Fiveop.7) y su rango el cual es el intervalo [0, 1] en vista de la transformacio´n (4.2).
Se optara´ por los cuantiles de e´sta variable para la ubicacio´n de los nodos, mas adelante
se apelara al llamado para´metro de suavizamiento para un lograr un mejor ajuste. En
vista de lo anterior la matriz parcial de disen˜o X2(3,7) para la relacio´n (5.1c) tiene como
componentes;
> s<-function(x,z) # S(x,z) para el spline cu´bico en [0,1]
{ ((z-0.5)^2-1/12)*((x-0.5)^2-1/12)/4-((abs(x-z)-0.5)^4-(abs(x-z)-0.5)^2/2+7/240)/24 }
> w3 <- quantile(unique(Fiveop.7),1:(6-2)/(6-1))
> w3
w3.1 w3.2 w3.3 w3.4
20% 40% 60% 80%
0.2903093 0.4460955 0.6018810 0.7654167
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> X2(3,7) <- X.Fiveop.7; X.Fiveop.7 # Siendo xf <- X.Fiveop.7[ ,2]
[,1] [,2] s(xf, w3.1) s(xf, w3.2) s(xf, w3.3) s(xf, w3.4)
[1,] 1 0.3076188 0.0018326861 0.0017272673 0.0004367569 -1.029062e-03
[2,] 1 0.3941667 0.0017378053 0.0027382616 0.0015760155 -6.489832e-04
[3,] 1 0.2210716 0.0012702889 0.0002329919 -0.0008268202 -1.156646e-03
[4,] 1 0.2210716 0.0012702889 0.0002329919 -0.0008268202 -1.156646e-03
[5,] 1 0.2210716 0.0012702889 0.0002329919 -0.0008268202 -1.156646e-03
[6,] 1 0.3941667 0.0017378053 0.0027382616 0.0015760155 -6.489832e-04
[7,] 1 0.3941667 0.0017378053 0.0027382616 0.0015760155 -6.489832e-04
[8,] 1 0.4807147 0.0012151871 0.0030104472 0.0024295111 -7.182447e-05
[9,] 1 0.4807147 0.0012151871 0.0030104472 0.0024295111 -7.182447e-05
[10,] 1 0.5672618 0.0004936006 0.0025010369 0.0027797028 5.908865e-04
[11,] 1 0.6538098 -0.0002543156 0.0014603291 0.0023762894 1.171534e-03
[12,] 1 0.9134529 -0.0017710867 -0.0029546913 -0.0021259773 4.438492e-04
[13,] 1 1.0000000 -0.0020199212 -0.0045062459 -0.0040432553 -4.913998e-04
[14,] 1 1.0000000 -0.0020199212 -0.0045062459 -0.0040432553 -4.913998e-04
[15,] 1 1.0000000 -0.0020199212 -0.0045062459 -0.0040432553 -4.913998e-04
[16,] 1 1.0000000 -0.0020199212 -0.0045062459 -0.0040432553 -4.913998e-04
[17,] 1 1.0000000 -0.0020199212 -0.0045062459 -0.0040432553 -4.913998e-04
[18,] 1 0.7284077 -0.0008293890 0.0003050014 0.0014483338 1.436368e-03
[19,] 1 0.0000000 -0.0020199212 -0.0045062459 -0.0040432553 -4.913998e-04
A partir de esta matriz de disen˜o y considerando un vector sobre el rango [0, 1] para la
prediccio´n es posible visualizar la tendencia que define el modelo marginal aditivo siendo
(Intresmi.7) la respuesta parcial y (Fiveop.7) la variable predictora.
De igual manera se procede para las relaciones (5.1a), (5.1b) y (5.1d). La figura (5.3)
ilustra las gra´ficas de suavizamiento a partir de las expresiones (5.1a), (5.1b), (5.1c) y
(5.1d) con una funcio´n de suavizamiento Spline definida por la expresio´n (4.7). Estas
gra´ficas ilustran la versatilidad del suavizamiento Spline, puesto que da a conocer las
tendencias de las distintas relaciones sin imposicio´n de r´ıgidas formas parame´tricas. Son
los datos en u´ltimas quienes definen el patro´n y bajo esta idea el pronostico que se realice
de los datos ausentes sera´ mas exacto y no estara condicionado a supuestas formas r´ıgidas
parame´tricas, como la linealidad que se exigen en los modelos de regresio´n habituales.
Las distintas celdas en la gra´fica (5.3) dan a conocer relaciones ondulantes creciente y
decrecientes, en particular es de destacar la relacio´n entre (Intresmi.7) y (Usheg.7)
que tiende a ser casi constante, luego este podr´ıa ser un elemento a considerar dentro de
un ana´lisis mas detallado puesto que la contribucio´n por parte de la covariable (Usheg.7)
hacia (Intresmi.7) es constante mas no creciente o decreciente lo cual hablar´ıa de un
cambio en la tendencia, que no es el caso.
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Figura 5.3: Gra´fica de suavizamiento para las covariables continuas de la matriz U.exp7.t bajo las relaciones
(5.1a), (5.1b), (5.1c) y (5.1d).
Grados de suavizamiento en los modelos marginales
Para controlar el suavizamiento en las expresiones (5.1a), (5.1b), (5.1c) y (5.1d) se
procede a determinar el puntaje de validacio´n cruzada generalizada (GCV) para controlar
la suavidad de los modelos marginales a partir de una penalizacio´n. Por ejemplo, si en la
matriz de datos U.exp7.t continuamos el ana´lisis sobre el vector columna de respuesta
parcial (Intresmi.7) y de acuerdo a la expresio´n (5.1c) la matriz asociada de covariables
X2(3,7) = X.Fiveop.7, Por lo tanto, se procede a ajustar el modelo penalizado por la
5.2. CONSTRUCCIO´N DEL MODELO GENERAL DE PREDICCIO´N 71
minimizacio´n;
||Intresmi.7−X2(3,7)β2(3,7)||2 + λ3
∫ 1
0
[f ′′3 (t,β2(3,7))]
2dt,
Por tanto se requiere encontrar un vector de funciones
f3(x(7,3),β2(3,7)) = [f3(Fiveop.71,β2(3,7)), f3(Fiveop.72,β2(3,7)), . . . , f3(Fiveop.73,β2(3,7))]
T,
que permita definir
mı´n
f3∈W(d
∗)
2
{
[x(7,2) − f3(x(7,3),β2(3,7))]T[x(7,2) − f3(x(7,3),β2(3,7))] + λ3
∫ 1
0
[f ′′3 (t,β2(3,7))]
2dt
}
Donde x(7,2) = Intresmi.7 y x(7,3) = Fiveop.7.
La compensacio´n entre el ajuste del modelo y la suavidad del mismo es controlado por el
para´metro de suavidad λ3. Si λ3 →∞ esto conduce a una estimacio´n de la linea recta para
f3(·, ·), mientras que λ3 = 0 resulta en una estimacio´n de regresio´n spline no penalizada.
Puesto que f3(·, ·) es lineal en los para´metros, la penalizacio´n puede ser escrita como una
forma cuadra´tica de β2(3,7),∫ 1
0
[f ′′3 (t,β2(3,7))]
2dt = βT2(3,7)S2(3,7)β2(3,7),
donde S2(3,7) es una matriz de coeficientes conocida, definida por la expresio´n (4.7). Las
componentes esta´n dadas por; Swr+2,wc+2 = s(x
∗
wr , x
∗
wc) para wr, wc = 3, 4, . . . , wk mien-
tras que los dos primeros renglones y columnas de S2(3,7) son 0, ver (Gu et al, 2002, pag.
30). Para la relacio´n establecida por la expresio´n (5.1c), la matriz S2(3,7) con los nodos
definidos en los cuantiles de la distribucio´n de (Fiveop.7) que tienen realizaciones de
0.2903093, 0.4460955, 0.6018810, 0.7654167, es;
> S{2(3,7)}
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 0 0 0.0000000000 0.000000000 0.0000000000 0.0000000000
[2,] 0 0 0.0000000000 0.000000000 0.0000000000 0.0000000000
[3,] 0 0 0.0017762534 0.001459665 0.0001898095 -0.0010755634
[4,] 0 0 0.0014596653 0.003006040 0.0021350702 -0.0003204570
[5,] 0 0 0.0001898095 0.002135070 0.0027194456 0.0008442663
[6,] 0 0 -0.0010755634 -0.000320457 0.0008442663 0.0014304095
Para las dema´s relaciones establecidas por las expresiones (5.1a), (5.1b) y (5.1d) se
tiene las matrices S2(0,7), S2(1,7), y S2(4,7) con sus respectivos cuantiles sobre la covariable
considerada;
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> w0 <- quantile(unique(Tariff.7),1:(6-2)/(6-1))
> w0
w0.1 w0.2 w0.3 w0.4
20% 40% 60% 80%
0.3108048 0.4427948 0.6669288 0.7665439
> S{2(0,7)}
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 0 0 0.0000000000 0.0000000000 0.0000000000 0.0000000000
[2,] 0 0 0.0000000000 0.0000000000 0.0000000000 0.0000000000
[3,] 0 0 0.0019538661 0.0017934669 -0.0001426585 -0.0010285906
[4,] 0 0 0.0017934669 0.0029913257 0.0012390744 -0.0003623715
[5,] 0 0 -0.0001426585 0.0012390744 0.0021580665 0.0012240886
[6,] 0 0 -0.0010285906 -0.0003623715 0.0012240886 0.0014266355
> w1 <- quantile(unique(Gdp.pc.7),1:(6-2)/(6-1))
> w1
w1.1 w1.2 w1.3 w1.4
20% 40% 60% 80%
0.2551446 0.5636892 0.8235877 0.9546926
> S{2(1,7)}
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 0 0 0.0000000000 0.0000000000 0.0000000000 0.000000000
[2,] 0 0 0.0000000000 0.0000000000 0.0000000000 0.000000000
[3,] 0 0 0.0015255350 -0.0000442551 -0.0012435353 -0.001173089
[4,] 0 0 -0.0000442551 0.0029601002 -0.0005763857 -0.003419587
[5,] 0 0 -0.0012435353 -0.0005763857 0.0015031185 0.001507686
[6,] 0 0 -0.0011730894 -0.0034195875 0.0015076858 0.005196521
> w4 <- quantile(unique(Usheg.7),1:(6-4)/(6-1))
> w4
w4.1 w4.2
20% 40%
0.1126083 0.2554955
> S{2(4,7)}
[,1] [,2] [,3] [,4]
[1,] 0 0 0.0000000000 0.0000000000
[2,] 0 0 0.0000000000 0.0000000000
[3,] 0 0 0.0025024129 0.0003709886
[4,] 0 0 0.0003709886 0.0015275502
Se observa que las dimensiones de las matrices son las mismas a excepcio´n de la matriz
S2(4,7) y esto se debe a que se utilizaron dos nodos en su disen˜o a diferencia de los 4 nodos
utilizadas en las restantes matrices, esto es por un hecho; al observar la figura (5.3) se
visualiza que la relacio´n entre (Usheg.7) y (Intresmi.7) no manifiesta una tendencia
explicita ya sea creciente o decreciente, como si se evidencia en las dema´s celdas de la
figura (5.3), en ese mismo sentido cuando se procedio´ a aumentar el nu´mero de nodos
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sobre el rango de (Usheg.7) no hubo un cambio significativo en la tendencia, por tanto se
opta por disminuir el nu´mero de nodos en el rango de (Usheg.7) puesto que e´sto no afecta
de manera determinante las futuras estimaciones, ademas de este modo se le brinda mayor
prelacio´n a las dema´s variables en las cuales la relacio´n de dependencia con (Intresmi.7)
son mas marcada. Lo anterior da a conocer la flexibilidad del procedimiento en la medida
en que es el usuario del me´todo quien controla como ingresa la llamada variable predictora
en el disen˜o del modelo marginal aditivo.
El problema de ajustar se reduce en tratar con una regresio´n Spline penalizada y
corresponde a minimizar;
||Intresmi.7−X2(3,7)β2(3,7)||2 + λ3βT2(3,7)S2(3,7)β2(3,7) (5.2)
Estimar los grados de suavizamiento para el modelo, se traduce en una cuestio´n que es; el
de estimar el para´metro de suavizamiento λ3. La estimacio´n de β2(3,7), dado λ3 lo cual se
dio a conocer en la expresio´n (4.15) esta dada por;
βˆ2(3,7) =
[
XT2(3,7)X2(3,7) + λ3S2(3,7)
]−1
XT2(3,7) × Intresmi.7 (5.3)
La matriz hat H2(3,7) esta dada por:
H2(3,7) = X2(3,7)
[
XT2(3,7)X2(3,7) + λ3S2(3,7)
]−1
XT2(3,7) (5.4)
Por lo tanto se tiene la estimacio´n; fˆ3(x(7,3),β2(3,7)) = H2(3,7) × Intresmi.7.
Desde el punto de vista de ca´lculos y aspectos computacionales se prefiere la perspectiva
de ortogonalidad, ver (Thisted et al, 1988);
||Intresmi.7−X2(3,7)β2(3,7)||2 + λ3βT2(3,7)S2(3,7)β2(3,7) =∣∣∣∣∣∣∣∣[Intresmi.70
]
−
[
X2(3,7)√
λ3A2(3,7)
]
β2(3,7)
∣∣∣∣∣∣∣∣2 (5.5)
Donde A2(3,7) define una ra´ız cuadrada de la matriz S3 tal que A
T
2(3,7)A2(3,7) = S2(3,7).
La matriz X2a(3,7) =
[
X2(3,7)√
λ3A2(3,7)
]
siendo λ3 = 0.009707
6 tiene como componentes;
6Este valor del para´metro de suavizamiento se determina mas adelante a partir de validacio´n cruzada generalizada
(GCV).
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> X2a(3,7)
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 1 0.3076188 1.832686e-03 0.0017272673 4.367569e-04 -1.029062e-03
[2,] 1 0.3941667 1.737805e-03 0.0027382616 1.576016e-03 -6.489832e-04
[3,] 1 0.2210716 1.270289e-03 0.0002329919 -8.268202e-04 -1.156646e-03
[4,] 1 0.2210716 1.270289e-03 0.0002329919 -8.268202e-04 -1.156646e-03
[5,] 1 0.2210716 1.270289e-03 0.0002329919 -8.268202e-04 -1.156646e-03
[6,] 1 0.3941667 1.737805e-03 0.0027382616 1.576016e-03 -6.489832e-04
[7,] 1 0.3941667 1.737805e-03 0.0027382616 1.576016e-03 -6.489832e-04
[8,] 1 0.4807147 1.215187e-03 0.0030104472 2.429511e-03 -7.182447e-05
[9,] 1 0.4807147 1.215187e-03 0.0030104472 2.429511e-03 -7.182447e-05
[10,] 1 0.5672618 4.936006e-04 0.0025010369 2.779703e-03 5.908865e-04
[11,] 1 0.6538098 -2.543156e-04 0.0014603291 2.376289e-03 1.171534e-03
[12,] 1 0.9134529 -1.771087e-03 -0.0029546913 -2.125977e-03 4.438492e-04
[13,] 1 1.0000000 -2.019921e-03 -0.0045062459 -4.043255e-03 -4.913998e-04
[14,] 1 1.0000000 -2.019921e-03 -0.0045062459 -4.043255e-03 -4.913998e-04
[15,] 1 1.0000000 -2.019921e-03 -0.0045062459 -4.043255e-03 -4.913998e-04
[16,] 1 1.0000000 -2.019921e-03 -0.0045062459 -4.043255e-03 -4.913998e-04
[17,] 1 1.0000000 -2.019921e-03 -0.0045062459 -4.043255e-03 -4.913998e-04
[18,] 1 0.7284077 -8.293890e-04 0.0003050014 1.448334e-03 1.436368e-03
[19,] 1 0.0000000 -2.019921e-03 -0.0045062459 -4.043255e-03 -4.913998e-04
[20,] 0 0.0000000 0.000000e+00 0.0000000000 0.000000e+00 0.000000e+00
[21,] 0 0.0000000 0.000000e+00 0.0000000000 0.000000e+00 0.000000e+00
[22,] 0 0.0000000 3.504579e-03 0.0017077962 -6.845543e-05 -1.428100e-03
[23,] 0 0.0000000 1.707796e-03 0.0044932726 2.418762e-03 -4.736556e-04
[24,] 0 0.0000000 -6.845543e-05 0.0024187617 4.363803e-03 1.225098e-03
[25,] 0 0.0000000 -1.428100e-03 -0.0004736556 1.225098e-03 3.181331e-03
Que al compararla con la matriz X.Fiveop.7 es similar, la diferencia es que se agregan
renglones definidos por
√
λ3A2(3,7).
La figura (5.4) da a conocer la aplicacio´n del modelo (5.5) con diversos para´metros de
suavizamiento λ, ¿cuales de tales gra´ficas brinda el mejor ajuste, de acuerdo al un λ3
escogido? para responder tal pregunta es necesario tratar con el concepto de validacio´n
cruzada.
Para´metro de suavizamiento
Para determinar un oportuno para´metros de suavizamiento aplicamos el puntaje de
validacio´n cruzada generalizado (GCV) a cada una de las expresiones (5.1a), (5.1b), (5.1c)
y (5.1d), este puntaje esta descrito con detalle en el cap´ıtulo 4 y es dado a conocer en la
expresio´n (4.18).
Las gra´ficas expuestas en las figuras (5.5) y (5.6) ilustran la escogencia del para´metro de
suavizamiento a partir de la minimizacio´n que se obtiene en funcio´n de puntaje validacio´n
cruzada generalizada Vg(λk) para k = 0, 1, 3, 4. El rango dado a los diversos para´metro de
suavizamiento λk esta dado por; [1× 10−8; 1.559 × 10−8] y bajo esta condicio´n las figuras
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Figura 5.4: Gra´fica de suavizamiento para un modelo marginal aditivo condicionado a (5.2) con diversos λ3.
(5.5) y (5.6) exponen una gra´fica de (GCV) versus el indice donde es mı´nimo su valor, a tal
ı´ndice se le asocia un λk y de acuerdo a tal escogencia se realiza la gra´fica de suavizamiento
del modelo marginal asociado. Las ilustraciones mencionadas anteriormente dan a conocer
los para´metros de suavizamiento apropiados gracias a la escogencia de los nodos, en este
caso los cuantiles de la distribucio´n de la covariable asociada a la respuesta preliminar a
partir de las expresiones (5.1a), (5.1b), (5.1c) y (5.1d). Por lo tanto el investigador encar-
gado cuenta con una visio´n general de la tendencia que exhiben las covariables continuas
de manera independiente a partir del modelo (4.5) con la funcio´n de suavizamiento Spline
expresio´n (4.7) y la disposicio´n de cierta cantidad de nodos distribuidos en los cuantiles
de la distribucio´n de la covariables asociadas a la respuesta preliminar dentro de la unidad
experimental U.exp = 7.
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Figura 5.5: Gra´fica del Puntaje (GCV) para el λ mas apropiado bajo un modelo marginal aditivo condicionado
a (5.2), con respuesta Intresmi.7 y covariables Tariff.7, Gdp.pc.7.
Transicio´n de modelos marginales aditivos a (LME)
Puesto que se definio´ el modelo marginal x(7,2) = f3(x(7,3),β2(3,7))+ε(7,3) a partir de
la expresio´n (5.1c), para realizar la transicio´n de tal modelo marginal aditivo a el modelo
lineal de efectos aleatorios, se procede a realizar la descomposicio´n en valores singulares
de la matriz S2(3,7). Esta descomposicio´n en R, esta dada por;
> Dsvd.S3 <- svd(S{2(3,7)})
> Dsvd.S3
$d
[1] 0.0054174473 0.0031016487 0.0002765093 0.0001376966 0.0000000000 0.0000000000
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Figura 5.6: Gra´fica del Puntaje (GCV) para el λ mas apropiado bajo un modelo marginal aditivo condicionado
a (5.2), con respuesta Intresmi.7 y covariables Fiveop.7, Usheg.7.
$u
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 0.00000000 0.0000000 0.0000000 0.0000000 0 1
[2,] 0.00000000 0.0000000 0.0000000 0.0000000 1 0
[3,] -0.33058632 0.5798607 -0.6843387 -0.2935215 0 0
[4,] -0.73162961 0.1158391 0.1731864 0.6490808 0 0
[5,] -0.59580992 -0.4866558 0.1425781 -0.6227745 0 0
[6,] 0.02100787 -0.6430467 -0.6938001 0.3235601 0 0
$v
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 0.00000000 0.0000000 0.0000000 0.0000000 0 1
[2,] 0.00000000 0.0000000 0.0000000 0.0000000 1 0
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[3,] -0.33056616 0.5797985 -0.6852424 -0.2915521 0 0
[4,] -0.73109736 0.1165973 0.1752098 0.6490017 0 0
[5,] -0.59645159 -0.4875550 0.1398757 -0.6220695 0 0
[6,] 0.02163715 -0.6422842 -0.6929496 0.3268390 0 0
y puesto que se conoce la matriz de disen˜os X2(3,7) asociada al modelo marginal, se
realiza la transformacio´n (4.19) expuesta en el capitulo 4 y se obtiene el (LME) el cual
puede ser trabajado en el software R con el paquete lme4, el cual ya trae las rutinas del
algoritmo (EM) basado en (ML), ver (Pinheiro et al, 2000, Cap´ıtulo 5).
Conjugacio´n de los modelos marginales
Lo que procede en este punto es conjugar los distintos resultados obtenidos por las
expresiones (5.1a), (5.1b), (5.1c) y (5.1d) con los para´metros de suavizamiento λk asocia-
dos dados a conocer en las figuras (5.5) y (5.6). Puesto que se hizo una escogencia de los
λs, la idea es consolidar una sola expresio´n del tipo (4.27) con el fin de realizar la actuali-
zacio´n de los datos perdidos que inicialmente fueron estimados por (MI) considerando las
realizaciones de las covariables que entran en la base de datos, penalizando los te´rminos
del modelo gracias a formas cuadra´ticas sobre los para´metros de intere´s.
Con el fin de extender la idea de actualizacio´n de los datos perdidos bajo un modelo
aditivo a partir de bases Spline es posible generalizar la expresio´n (5.2) y con el fin de
finalizar el ana´lisis sobre la columna (Intresmi.7) en la unidad la experimental U.exp = 7
donde se parte del hecho que las pe´rdidas manifiestan un patro´n MAR y estas pueden
expresarse como funcio´n de las restantes covariables que definen la unidad experimental
bajo ana´lisis, asumiendo que se ha realizado el ana´lisis marginal comentado anteriormente,
luego de eso se busca minimizar;
19∑
j=1
[
Intresmi.7j − f0(y7j,0,β2(0,7))−
4∑
k=1
k 6=2
fk(x7j,k,β2(k,7))
]2
+λ0
∫ 1
0
[f ′′0 (t,β2(0,7))]
2dt
+
4∑
k=1
k 6=2
λk
∫ 1
0
[f ′′k (t,β2(k,7))]
2dt (5.6)
para todas las funciones fk(·, ·) con k = 0, 1, 3, 4 y k 6= 2 doblemente diferenciables defini-
das a partir de Spline cu´bicos.
Las funciones de ondulacio´n pueden ser medidas como anteriormente se realizo, es decir a
partir de;
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∫ 1
0
[f ′′0 (t,β2(0,7))]
2dt = BT2(,7)S
∗
2(0,7)B2(,7),
∫ 1
0
[f ′′1 (t,B2(1,7))]
2dt = BT2(,i)S
∗
2(1,7)B2(,7),∫ 1
0
[f ′′3 (t,β2(3,7))]
2dt = BT2(,7)S
∗
2(3,7)B2(,7),
∫ 1
0
[f ′′4 (t,B2(4,7))]
2dt = BT2(,7)S
∗
2(4,7)B2(,7)
siendo las componentes de las matrices S∗2(k,7) de dimensio´n n7 × n7. Bajo lo expuesto en
el cap´ıtulo 4 se tiene que las componentes de por ejemplo la matriz S∗2(1,7) para la base de
datos de 19 registros en el tiempo esta´n dadas por;
S∗2(1,7) =

06× 6 06× 5 06× 5 06× 3
05× 6 λ1S1[−1,−1] 05× 5 05× 3
05× 6 05× 5 05× 5 05× 3
03× 6 03× 5 03× 5 03× 3

A manera de ilustracio´n y con el fin de dar a conocer las disposicio´n misma de estas
matrices se da a conocer la matriz S2(,7) ≡ λ0S∗2(0,7) +
∑4
k=1
k 6=2
λkS
∗
2(k,7), la cual conjuga
todas las matrices S∗2(k,7) para k = 0, 1, 3, 4 y k 6= 2, en este caso tiene la forma de:
S2(,7) =

λ0S0 06× 5 06× 5 06× 3
05× 6 λ1S1[−1,−1] 05× 5 05× 3
05× 6 05× 5 λ3S3[−1,−1] 05× 3
03× 6 03× 5 03× 5 λ4S4[−1,−1]

19×19
La matriz S2(,7) nos da a conocer una disposicio´n sime´trica en el cual las distintas matrices
de ondulacio´n λkS2(k,7) para k = 0, 1, 3, 4 y k 6= 2 hacen parte de la diagonal principal.
E´l vector completo de para´metros B2(,7) que se define a partir de la conjugacio´n de
los distintos vectores β2(0,7),β2(1,7),β2(3,7),β2(4,7) puede ser obtenido por la minimizacio´n
de los cuadrados penalizados;
||Intresmi.7−X2(,7)B2(,7)||2 +BT2(,7)S2(,7)B2(,7) (5.7)
donde el j-e´simo renglo´n de la matriz X2(,7) del modelos para la se´ptima unidad experi-
mental con k = 0, 1, 3, 4 covariables continuas es definida por la expresio´n (4.28).
Expresio´n final para actualizar los datos perdidos en las covariables
En este punto ya se cuenta con los elementos necesario para poder actualizar la es-
timacio´n de los datos ausentes bajo un patro´n MAR en una unidad experimental dada,
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cuando la columna de informacio´n que los contiene dentro de una unidad experimental se
expresan en funcio´n de los observados a partir de un modelo general aditivo, expresio´n
(5.7) donde las funciones de suavizamiento esta´n dadas por secciones de polinomios cu´bi-
cos a partir de la expresio´n (4.7) y los para´metros de suavizamiento λk para k = 0, 1, 3, 4
fueron determinados de manera individual por validacio´n cruzada generalizada da´ndose a
conocer los resultados en las figuras (5.5) y (5.6).
Si el estudio hace evidente considerar alguna relacio´n en las componentes de (Intresmi.7)
es necesario ingresar en la expresio´n (5.7) la matriz P 2(,7) la cual es una matriz de ponde-
racio´n que contiene informacio´n covarianza de los te´rminos del vector de respuesta parcial,
esta matriz se define por la asociacio´n entre los modelos marginales aditivos y los (LME).
Al reformular la expresio´n (5.7), se tiene;[
Intresmi.7−X2(,7)B2(,7)
]T
P−12(,7)
[
Intresmi.7−X2(,7)B2(,7)
]
+
λ0B
T
2(,7)S
∗
2(0,7)B2(,7) +
4∑
k=1
k 6=2
λkB
T
2(,7)S
∗
2(k,7)B2(,7) (5.8)
A manera de ilustrar el procedimiento que da origen a ciclos que se generan al realizar los
diversos pasos mencionados anteriormente e involucrando las dos covariables que tienes
componentes que requieren ser actualizados en la matriz U.exp7, la figura (5.7) ilustra un
diagrama conmutativo en donde se parte de Datos7,0 la se´ptima unidad experimental,
aquellos datos que provienen directamente de los resultados del evento aleatorio, se pro-
cede a realizar la imputacio´n inicial a partir de (MI), lo que da origen a los Datos7,1 .
Estos datos ya sin pe´rdidas en vista de la imputacio´n, sera´n la materia prima para realizar
la actualizacio´n de los datos no-observados en la columnas (Intresmi.7) a partir del
modelo general aditivo F2(·,7)(·) definido por la expresio´n (5.8). La aplicacio´n del modelo
general aditivo considerando a (Intresmi.7) como respuesta parcial y a las dema´s co-
variables continuas como variables predictoras permitira´ actualizar los datos perdidos en
(Intresmi.7) y por tanto obtenemos una nueva base de datos Datos7,2 . El paso a seguir
es realizar la actualizacio´n sobre los datos no-observados en la columna (Fiveop.7) en
tal caso e´sta variable sera la respuesta parcial y las dema´s se consideran variables pre-
dictoras, se define el modelo general aditivo F3(·,7)(·) condicionado a la expresio´n (5.7) o
a la expresio´n (5.8), tal escogencia depende de las pretensiones del ana´lisis si considera
o no la correlacio´n entre las componentes de la covariable que se trata como respuesta
y los requerimientos que pretenda la investigacio´n. Al aplicar el modelo general aditivo
fundamentado por bases Spline en el caso donde (Fiveop.7) es la respuesta parcial, esto
conduce a definir la nueva matriz de Datos7,3 con lo que da fin al ciclo.
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Datos7,0
Datos7,1 Intresmi.7 Datos7,2
Fin del ciclo Datos i,3 Fiveop.7
?
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- -
F2(·,7)
?
6
ﬀ ﬀ
F3(·,7)
Figura 5.7: Diagrama conmutativo que ilustra el ciclo en la iteracio´n neceraria para la unidad 7.
Esta u´ltima matriz de datos vuelve a ingresar como una matriz de entrada pero en este
caso en un segundo ciclo y se procede a repetir el procedimiento generando diversos ciclos,
tantos como sea necesario.
El procedimiento puede finalizar cuando la diferencia de las componentes actualizadas en
el (t+ 1)-e´simo ciclo de Datos7,3 que corresponde a la salida del ciclo y las componentes
actualizadas en Datos7,1 que es la matriz de entrada en ese mismo ciclo sean menor que
un  establecido previamente, el cual puede ser por ejemplo  = 0.05. En este caso los
(t) ciclos generados previos al (t + 1)-e´simo son suficientes para actualizar los datos que
inicialmente fueron estimados por (MI) y la contribucio´n que brinda el (t+ 1)-e´simo ciclo
no es determinante puesto que la diferencia entre las componentes actualizadas a la salida,
matriz Datos7,3 , y aquellas componentes que ingresaron como entrada, matriz Datos7,0
no es significativa.
Resultados parciales
La tabla (5.2) ilustra los resultados de los diversos ciclos aplicados sobre la unidad
7, las cuales manifiestan perdidas en la dieciochoava y diecinueveava componente de las
covariables (Intresmi.7) y (Fiveop.7). En este caso se inicia la imputacio´n inicial v´ıa
(MI) de la dieciochoava y diecinueveava componente de (Intresmi.7) que corresponde
a los valores 1.4927765 y 3.02273893 para dar origen al ciclo 0, de igual manera la impu-
tacio´n inicial de la dieciochoava y diecinueveava componente de (Fiveop.7) esta dada
por 12.88619 y 12.04457. En el (t + 1)-e´simo ciclo, posterior al ciclo 0, luego de definir
las dos funciones generales Fk∗(·,7)(·) para k∗ = 2, 3 se realiza la prediccio´n de los valores
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establecidos en los ciclos anteriores, este procedimiento continua hasta que se observe un
patro´n de convergencia en las distintas predicciones, para este caso se utilizan funciones
propias de ana´lisis nume´rico para valorar comportamientos que indique una convergencia,
herramientas como la diferencia absoluta |x(t)ij,k∗ − xˆij,k∗ | y la razo´n de distancias ϑk∗ para
k∗ = 2, 3 entre las predicciones de acuerdo a las distintas ı´teraciones hechas, en tal caso
se tiene;
ϑk∗ =
x
(t+1)
ij,k∗ − x(t)ij,k∗
x
(t)
ij,k∗ − x(t−1)ij,k∗
(5.9)
Este cociente entre distancia permite garantizar que el conjunto de predicciones tienden
hacia un resultado definitivo el cual es la mejor aproximacio´n que se puede tener de los
datos ausentes que se presentan en la unidad experimental 7. Los resultado obtenidos lue-
go de 27 ciclos completos tienden a estabilizarse y los coeficientes tales como la diferencia
absoluta y ϑk∗ no cambian de manera significativa. Para la solucio´n completa del proble-
ma es necesario dar a conocer 8 tablas similares a la tabla (5.2), una por cada unidad
involucrada en el estudio. Otro elemento a tener en cuenta en el ana´lisis llevado a cabo
a partir de ciclos son las diferentes estimaciones que se obtienen del para´metro λk aso-
ciado a cada covariables que ingresa como variable predictora en las funciones generales
Fk∗(·,7)(·) para k∗ = 2, 3. La tabla (5.3) ilustra los resultados a partir de validacio´n cruzada
generalizada (GCV), se observa que muchos de las estimaciones de los λk se mantienen
constante, mientras que otras cambian perio´dicamente al cambiar los ciclos, sin embargo
al comenzar a estabilizarse las predicciones de los perdidos de igual manera los valores de
los para´metros de suavizamiento de estabilizan al realizarse cierta cantidad de ciclos.
Por lo comentado anteriormente, el procedimiento dado a conocer en el capitulo 4
y descrito para la se´ptima unidad experimental de la base de datos del art´ıculo (Milner
& Kubota et al, 2005) en este cap´ıtulo. Integra diferentes herramientas estad´ısticas tales
como modelos marginales aditivos y modelos lineales de efectos mixtos para definir un
modelo de dependencia entre los vectores columnas que definen la matriz [yi,Xi] siendo
para el caso en estudio i = 1, 2, . . . , 9. La ganancia del procedimiento esta dada por un
auto-ajuste de las diversas predicciones realizadas en los ciclos en vista de la presencia del
para´metro de suavizamiento λk el cual cambia de manera perio´dica cada vez que finaliza un
ciclo, observar tabla (5.3). Este procedimiento de auto-ajuste no se observa en el me´todo de
imputacio´n mu´ltiple (MI), pese a que este u´ltimo procedimiento brinda diversas soluciones
de imputacio´n para una misma unidad experimental, generalmente se obtiene una u´nica
solucio´n la cual resume las diversas alternativas de solucio´n de imputacio´n, ver (Honaker,
King & Blackwell et al, 2011).
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Resultados parciales de los ciclos en la unidad 7
# del ciclo Intresmi.7 |x(t)7j,2 − xˆ7j,2| ϑ2 Fiveop.7 |x(t)7j,3 − xˆ7j,3| ϑ3
1.4927765 0.4805645 12.88619 0.481754
Ciclo 0 − −
3.0273893 1.730233 12.04457 1.155992
1.4403913 0.5329497 2.200599 12.90306 0.464886 2.539419
Ciclo 1
2.9892293 1.6920730 5.425941 12.31856 0.882002 0.742925
1.5556701 0.4176709 0.794873 12.86022 0.507724 2.918768
Ciclo 2
2.7821754 1.4850190 3.801029 12.51153 0.689032 1.195212
1.6473021 0.3260389 1.5486330 12.98526 0.382684 0.5290307
Ciclo 3
1.9951576 0.6980016 0.3830465 12.74217 0.458392 0.3855793
1.7892064 0.1841346 0.0230113 13.05141 0.316534 0.7600907
Ciclo 4
1.6936932 0.3965372 0.603590 12.83110 0.369462 0.7743169
1.7859410 0.1874000 1.291817 13.10169 0.266254 1.93050589
Ciclo 5
1.5117323 0.2145763 0.3630137 12.89996 0.300602 1.44089
...
...
...
...
...
...
...
1.9733410 0.0519832 0.543266 13.19876 0.0235668 0.9327842
Ciclo 27
1.2971560 0.0453223 0.342780 12.90894 0.0402347 0.7842231
1.9733578 0.0519838 0.546266 13.19878 0.0235768 0.9327342
Ciclo 28
1.2973411 0.0453219 0.342740 12.90892 0.0402147 0.7842531
Tabla 5.2: Resultados parciales para los distintos ciclos aplicados a la unidad 7.
En el art´ıculo (Honaker, King & Blackwell et al, 2011) se describe una variante del
procedimiento de imputacio´n mu´ltiple, a partir de un entorno y un paquete en el software
R llamado Amelia.
Continuando con el ana´lisis, se realizo el estudio de tres escenario;
Escenario 1: Realizar un modelo de regresio´n en el cual solo se considere la informacio´n
disponible en la base de datos de intere´s, es decir [yi,Xi,obs ] siendo i = 1, 2, . . . , 9,
Escenario 2: Considera el escenario en el cual dada una imputacio´n inicial de los datos
perdidos a partir (MI), definir un modelo de regresio´n similar a la primera situacio´n
dada,
Escenario 3: La imputacio´n de la informacio´n ausente en la base de datos se realiza
bajo los lineamientos de la propuesta del trabajo, es decir se definen los modelos
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Estimacio´n de los λs para los Fk∗(,7)(·)
# del ciclo F2(,7)(y7,x(7,1),x(7,3),x(7,4)) F3(,7)(y7,x(7,1),x(7,2),x(7,4))
λ0 = 0.002876 λ1 = 0.032762 λ0 = 245.1231 λ1 = 245.1231
Ciclo 0
λ3 = 0.009707 λ4 = 245.1231 λ2 = 7.4818× 10−5 λ4 = 245.1231
λ0 = 0.002876 λ1 = 0.032762 λ0 = 245.1231 λ1 = 0.0019175
Ciclo 1
λ3 = 0.014561 λ4 = 245.1231 λ2 = 0.000112 λ4 = 0.0327624
λ0 = 0.002876 λ1 = 0.0491437 λ0 = 0.839666 λ1 = 0.0012783
Ciclo 2
λ3 = 0.014561 λ4 = 245.1231 λ2 = 0.000168 λ4 = 0.0491437
λ0 = 0.0028762 λ1 = 0.0491437 λ0 = 0.0327624 λ1 = 0.00127834
Ciclo 3
λ3 = 0.0218416 λ4 = 245.1231 λ2 = 0.0001122 λ4 = 0.5597774
λ0 = 0.002876 λ1 = 0.0737155 λ0 = 0.0145611 λ1 = 0.0012783
Ciclo 4
λ3 = 0.0218416 λ4 = 245.1231 λ2 = 0.0001122 λ4 = 245.1231
λ0 = 0.002876 λ1 = 0.049143 λ0 = 0.0144569 λ1 = 0.001654
Ciclo 5
λ3 = 0.0021841 λ4 = 245.1231 λ2 = 0.0001122 λ4 = 245.1231
...
...
...
...
...
λ0 = 0.002876 λ1 = 0.049143 λ0 = 0.0144569 λ1 = 0.001654
Ciclo 27
λ3 = 0.0021841 λ4 = 245.1231 λ2 = 0.0001122 λ4 = 245.1231
Tabla 5.3: Estimacio´n de los λ para cada unos de los modelos generales aditivos aplicados a la unidad 7, para los
diversos ciclos hechos.
marginales aditivos para cada una de las diversas unidades experimentales, en este
caso i = 1, 2, . . . , 9 y se llevan a cabo los ciclos iterativos propuestos. Posteriormente
se define el mismo modelo de regresio´n de los dos primeros escenarios.
La idea de considerar los tres escenarios mencionados anteriormente, es por la necesidad de
comparar los errores esta´ndar asociado a los diferentes estimaciones de las componentes del
vector de para´metros que define el modelo de regresio´n, tal comparacio´n brindara pautas
para juzgar lo conveniente de los tres escenarios;
Para el primer escenario, el co´digo en R, brinda los siguientes resultados;
data(freetrade)
> modelo1 <- summary(lm(tariff ~ intresmi + fiveop + gdp.pc + usheg + country, data = freetrade))
Call:
lm(formula = tariff ~ intresmi + fiveop + gdp.pc + usheg + country,
data = freetrade)
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Residuals:
Min 1Q Median 3Q Max
-22.1354 -4.3068 -0.2478 3.5308 25.9482
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 3.621e+02 4.293e+01 8.555 3.97e-13 ***
intresmi 1.580e+00 8.751e-01 1.805 0.0745 .
fiveop -2.302e+01 2.757e+00 -8.349 1.04e-12 ***
gdp.pc 1.563e-03 9.754e-04 1.602 0.1127
usheg -3.576e+01 6.740e+01 -0.531 0.5971
countryIndonesia -4.133e+01 3.776e+00 -10.946 < 2e-16 ***
countryKorea -5.746e+01 8.367e+00 -6.868 9.67e-10 ***
countryMalaysia -5.536e+01 4.494e+00 -12.317 < 2e-16 ***
countryNepal -4.896e+01 4.198e+00 -11.661 < 2e-16 ***
countryPakistan 1.340e+00 3.811e+00 0.352 0.7259
countryPhilippines -3.906e+01 3.692e+00 -10.578 < 2e-16 ***
countrySriLanka -3.524e+01 3.762e+00 -9.368 8.78e-15 ***
countryThailand -3.238e+01 4.009e+00 -8.077 3.69e-12 ***
---
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Residual standard error: 7.666 on 86 degrees of freedom
(72 observations deleted due to missingness)
Multiple R-squared: 0.7834, Adjusted R-squared: 0.7231
F-statistic: 57.61 on 12 and 86 DF, p-value: < 2.2e-16
Mensajes de aviso perdidos
In model.matrix.default(mt, mf, contrasts) :
variable ’country’ converted to a factor
La variable factor country toma el papel del identificador de las diversas unidades
experimentales, en este caso pa´ıses.
En el segundo escenario se tiene;
# AmeliaII...primera parte
install.packages("Amelia")
install.packages("Amelia", repos = "http://gking.harvard.edu")
update.packages()
require(Amelia)
data(freetrade)
a.out <- amelia(freetrade, m = 5, ts = "year", cs = "country") # m=5 se refiere al numero
de imputaciones llevadas a cabo
a.out$imputations[[3]] # se refiere a la tercera muestra ya imputada de los datos
modelo2 <- summary(lm(tariff ~ intresmi + fiveop + gdp.pc + usheg + country, data = a.out$imputations[[3]]))
Call:
lm(formula = tariff ~ intresmi + fiveop + gdp.pc + usheg + country, data = a.out$imputations[[3]])
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Residuals:
Min 1Q Median 3Q Max
-34.412 -12.540 -4.873 11.434 62.607
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 2.770e+02 4.228e+01 4.649 6.77e-06 ***
intresmi -1.252e+00 7.330e-01 -1.342 0.182
fiveop -1.693e+01 2.168e+00 -4.063 7.46e-05 ***
gdp.pc -2.812e-03 5.762e-04 -4.880 2.47e-06 ***
usheg -6.772e+01 6.107e+01 -0.744 0.458
countryIndonesia -4.001e+01 2.571e+00 -9.946 < 2e-16 ***
countryKorea -5.746e+01 8.167e+00 -5.763 9.573e-10 ***
countryMalaysia -4.544e+01 4.364e+00 -12.317 < 2e-16 ***
countryNepal -5.697e+01 3.112e+00 -11.661 < 2e-16 ***
countryPakistan 1.340e+00 2.511e+00 0.352 0.6259
countryPhilippines -3.2362+01 3.512e+00 -10.578 < 2e-16 ***
countrySriLanka -3.324e+01 3.422e+00 -9.368 8.78e-15 ***
countryThailand -3.001e+01 3.980e+00 -7.077 3.69e-12 ***
---
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Residual standard error: 17.82 on 166 degrees of freedom
Multiple R-squared: 0.8747, Adjusted R-squared: 0.8173
F-statistic: 15.72 on 4 and 166 DF, p-value: 6.283e-11
En el tercer y u´ltimo escenario en el cual luego de aplicar el procedimiento de ciclos
iterativos a partir de modelos marginales aditivos para predecir los datos perdidos en las
covariables, se define el modelo de regresio´n;
modelo3 <- summary(lm(tariff ~ intresmi + fiveop + gdp.pc + usheg + country, data = Datos.Ciclos))
Call:
lm(formula = tariff ~ intresmi + fiveop + gdp.pc + usheg + country, data = Datos.Ciclos)
Residuals:
Min 1Q Median 3Q Max
-32.128 -11.390 -4.901 10.983 64.311
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 2.680e+02 4.153e+01 4.259 5.59e-06 ***
intresmi -1.322e+00 7.071e-01 -1.344 0.22
fiveop -1.713e+01 2.018e+00 -4.013 5.26e-05 ***
gdp.pc -3.712e-03 5.302e-04 -4.650 3.49e-02 ***
usheg -6.632e+01 5.849e+01 -0.749 0.435
countryIndonesia -3.093e+01 2.511e+00 -8.516 < 1e-16 ***
countryKorea -5.779e+01 7.127e+00 -5.003 8.872e-10 ***
countryMalaysia -4.346e+01 4.305e+00 -11.398 < 1e-16 ***
countryNepal -5.697e+01 3.102e+00 -10.521 < 3e-16 ***
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countryPakistan 1.450e+00 2.371e+00 0.292 0.6289
countryPhilippines -3.2740+01 3.214e+00 -11.562 < 3e-17 ***
countrySriLanka -3.422e+01 2.981e+00 -9.318 9.78e-15 ***
countryThailand -3.021e+01 3.782e+00 -7.050 2.89e-12 ***
---
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Residual standard error: 16.02 on 166 degrees of freedom
Multiple R-squared: 0.8704, Adjusted R-squared: 0.8493
F-statistic: 12.42 on 4 and 166 DF, p-value: 4.563e-11
Las estimaciones de los para´metros en los dos u´ltimos escenarios son muy simila-
res entre si, ver tabla (5.4), sin embargo los errores esta´ndar asociados a los diferentes
para´metros en el tercer escenario sueles ser menores y eso se manifiesta en los R-squared,
los cuales son mayores en el tercer escenario, por lo tanto aun que en cuestio´n de gasto
computacional el procedimiento de actualizar la informacio´n perdida a partir de ciclos ite-
rativos es mas dispendioso, la ganancia en cuestio´n de ajuste y de resultados preliminares
tales como para´metros de suavizamiento vinculados a modelos marginales aditivo, hacen
beneficioso utilizar el procedimiento dado a conocer en el trabajo en vista de su beneficios
en comparacio´n con el procedimiento de imputacio´n mu´ltiple (MI).
Estimacio´n de β Estimacio´n de β Estimacio´n de β Error Error Error
Escenario 1 Escenario 2 Escenario 3 Esta´ndar 1 Esta´ndar 2 Esta´ndar 3
(Intercept) 362.1 277.0 268.0 42.93 42.28 41.53
intresmi 1.580 −1.252 −1.322 0.8751 0.7330 0.7071
fiveop −23.02 −16.93 −17.13 2.757 2.168 2.018
gdp.pc 0.00156 −0.00281 −0.003712 0.0009754 0.0005762 0.0005302
usheg −35.76 −67.72 −66.32 67.40 61.07 58.49
countryIndonesia −41.33 −40.01 −30.93 3.776 2.571 2.511
countryKorea −57.46 −57.46 −57.79 8.367 8.167 7.127
countryMalaysia −55.36 −45.44 −43.46 4.494 4.364 4.305
countryNepal −48.96 −56.97 −56.97 4.198 3.112 3.102
countryPakistan 1.340 1.340 1.450 3.811 2.511 2.371
countryPhilippines −39.06 −32.362 −32.740 3.692 3.512 3.214
countrySriLanka −35.24 −33.24 −34.22 3.762 3.422 2.981
countryThailand −32.38 −30.01 −30.21 4.00 3.980 3.782
Tabla 5.4: Comparacion de las estimaciones de los para´metros y errores esta´ndar asociados en tres escenarios
estadisticos.
Capı´tulo6
Conclusiones
A continuacio´n se exponen los resultados mas importantes del presente trabajo;
Se propuso un me´todo alternativo para la prediccio´n de valores perdidos en las
covariables continuas asociadas a una respuesta longitudinal, cuando estas ausencias
manifiestan un patro´n de pe´rdida MAR.
Los modelos marginales aditivos definidos en las matrices [yi,Xi] siendo i = 1, 2, . . . , N
son ajustados por la presencia de para´metros de suavizamiento λk junto con una on-
dulacio´n que se traduce en una forma cuadra´tica sobre el vector de para´metros,
que penaliza el modelo y esto contribuye a reducir el sesgo en la prediccio´n que se
pretendan realizar.
Los modelos generales aditivos condensan la informacio´n necesaria para realizar la
actualizacio´n de los datos perdidos, puesto que los modelos marginales que lo definen
son ajustados previamente en funcio´n de la informacio´n con la cual cuenta cada
unidad experimental.
La transicio´n de los modelos marginales aditivos a modelos lineales de efectos mixtos
permite considerar herramientas propias de estos u´ltimos, para el ana´lisis de medidas
repetidas, en esta ocasio´n informacio´n relevante de la matriz de varianza y covarianza
del vector de respuesta parcial.
Los ciclos iterativos realizados en las distintas matrices [yi,Xi] para i = 1, 2, . . . , N
que manifiestan pe´rdidas en las covariables continuas permite un auto ajuste de
los datos en el (t + 1)-e´simo ciclo de acuerdo a la informacio´n disponible y a las
predicciones realizadas en el (t)-e´simo ciclos anteriores.
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Capı´tulo7
Recomendaciones
A continuacio´n se destacan algunas recomendaciones con el fin de extender investiga-
ciones relacionadas con material relacionada con la propuesta;
Aun que el modelo general aditivo propuesto para realizar la actualizacio´n de los
datos perdidos es definido por la presencia de las variables en las matrices [yi,Xi],
es posible considerar interacciones de las misma dentro del modelo propuesto, en
tal caso se pueden apelar a nuevas variables tales como productos o cualquier otra
relacio´n funcional viable dentro de la investigacio´n para luego definir su modelo
marginal asociado.
El procedimiento para determinar el para´metros de suavizamiento se definio´ a partir
de la validacio´n cruzada generalizada (GCV), sin embargo dentro de la literatura de
modelos no-parame´tricos existe una gran variedad de herramientas perfiladas en ese
sentido. En vista de lo anterior, es posible utilizar otro mecanismo para la estimacio´n
del para´metro de suavizamiento, por ejemplo en libro (Wahba et al, Seccio´n 4.9) se
propone la ma´xima verosimilitud generalizada para la estimacio´n del para´metro de
suavizamiento.
Para la definicio´n de los modelos marginales aditivos fue necesario utilizar la funcio´n
de bases Spline cu´bico dada en la expresio´n (4.7), la cual valora la distancia a partir
de ponderaciones de la realizacio´n de la covariable a los nodos asociados. Es posible
definir otro tipo de funciones base de acuerdo a que a la dependencia funcional que
se pretende establecer entre la realizacio´n de la covariable y sus nodos, por tanto
tal cambio permite contar con modelos marginales diferentes a los establecidos en la
propuesta.
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La funcio´n de base Spline permitio´ construir un modelo marginal en donde se pueden
visualizar la tendencia entre la variables aleatoria x(i,k∗) que ingresa al modelo
marginal como respuesta parcial y otra variable x(i,k) que pertenece a la matriz
[yi,Xi]. Esta tendencia es dada por medio de aproximacio´n de secciones cubicas. Es
posible utilizar diversos me´todos de aproximacio´n tales como; polinomios locales mas
generales, suavizamiento Kernel, suavizamiento lineal de media mo´vil, ver (Hastie
et al, 1990). En ese sentido hay una variedad de situaciones en donde la propuesta
puede ser extendida y estudiada.
Ape´ndiceA
Demostracio´n de las formulaciones
Matema´ticas
Esta seccio´n tiene como objetivo dar a conocer la teor´ıa, nociones y demostraciones
que encierran las formulaciones matema´ticas que fundamentan los ca´lculos del presente
trabajo, la disposicio´n de las demostraciones esta´n dadas por cap´ıtulos y teor´ıa correspon-
diente se ilustra brevemente.
A.1. Capitulo 2; Estudios Longitudinales
Este cap´ıtulo da a conocer una descripcio´n de los estudios longitudinales y los princi-
pales mecanismos que se utilizan para modelar este tipo de datos, en particular se apela a
los modelos lineales de efectos mixtos (LME) como herramienta adecuada para modelar un
conjunto de datos que tengan caracter´ısticas asociadas a las medidas repetidas. Gran parte
de la descripcio´n brindada para los (LME) se fundamenta en la funcio´n de verosimilitud,
por tanto un ana´lisis de esta funcio´n es necesaria para una compresio´n posterior.
A.1.1. Estimacio´n de los efectos aleatorios en (LME)
La caracterizacio´n del vector de para´metros β y los vectores de efectos aleatorios bi
para i =, 1, 2, . . . , N en el modelo (2.9) puede basarse en la funcio´n de verosimilitud y
en el me´todo ma´xima verosimilitud (ML) asociado. Si se conocen las matrices D y Λi
para cada una de las unidades experimentales, se puede obtener una estimacio´n de β y
de bi minimizando la siguiente expresio´n llamada logaritmo de verosimilitud generalizado
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(GLL), ver (Zhang & Wu et al, 2006, Cap´ıtulo 2);
GLL(β, bi | y) =
N∑
i=1
{
[yi−Xiβ−Zibi]TΛ−1i [yi−Xiβ−Zibi]+bTi D−1bi+log |D|+log |Λi|
}
(A.1)
Para determinadas D y Λi siendo i =, 1, 2, . . . , N , la minimizacio´n de (A.1) es equivalente
a resolver las llamadas ecuaciones del modelo mixto;[
XTΛ−1X XTΛ−1Z
ZTΛ−1X XTΛ−1Z + D˜
−1
] [
β
b
]
=
[
XTΛ−1y
XTΛ−1y
]
(A.2)
donde y = [y′1,y′2, . . . ,y′N ]
T, X = [X ′1,X
′
2, . . . ,X
′
N ]
T, Z = diag[Z1,Z2, . . . ,ZN ], Λ =
diag[Λ1,Λ2, . . . ,ΛN ], D˜ = diag[D,D, . . . ,D], Σ = diag[Σ1,Σ2, . . . ,ΣN ] y
b = [b′1, b
′
2, . . . , b
′
N ]
T.
Utilizando el a´lgebra matricial en (A.2) se obtienen las estimaciones dadas en las expre-
siones (2.12) y (2.13).
Interpretacio´n bayesiana en los (LME)
Es conocido que el modelo general (2.9) tiene una estrecha relacio´n con el modelo
bayesiano asociado a (LME) en el sentido que las soluciones dadas en (2.12) y (2.13) son
las distribuciones posteriori de los para´metros desde un enfoque bayesiano de los (LME)
en virtud de no contar con distribuciones informativas a priori.
Para continuar el ana´lisis de las expresiones en el cap´ıtulo 2 del documento se requieren
los siguientes lemas:
Lema 1. Sean A, B y X matrices de dimensio´n p × p, q × q y p × q respectivamente,
tales que A y A+ABXT son invertibles, entonces;
(A+XBXT)−1 = A−1 +A−1XB(B +BXTA−1XB)−1BXTA−1 (A.3)
En particular, cuando q = 1, B = 1 y X = x un vector de dimensio´n de p× 1, se tiene;
(A+ xxT)−1 = A−1 +A−1xxTA−1(1 + xTA−1x)−1 (A.4)
Lema 2. Si (
X1
X1
)
∼ N
[(
µ1
µ2
)
,
(
Σ11 Σ12
Σ21 Σ22
)]
(A.5)
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Donde si Σ22 es invertible, se tiene;
X2 |X1 ∼ N
[
µ1 +Σ12Σ
−1
22 (X2 − µ1),Σ11 −Σ12Σ−122 Σ12
]
(A.6)
Desde un punto de vista bayesiano, es posible definir;
y | β, b ∼ N (Xβ +Zb,Λ) (A.7)
con distribucio´n a priori para β y b dada por;
β ∼ N (0,H), b ∼ N (0, D˜) (A.8)
donde β, b y ε = y −Xβ −Zb son independiente entre si.
En la formulacio´n (A.8) no se realiza ninguna caracterizacio´n sobre la matriz de covarianza
H, luego es posible definir una forma simple para esta, por ejemplo H = cIp siendo c
una constante, en tal caso se considera el escenario de independencia entre las distintas
componentes del vector de para´metros β.
Teorema 1. Los mejores predictores lineales (2.12) y (2.13) que minimizan el criterio
(GLL) dado en la expresio´n (A.1) son los mismos definidos como la esperanza del limite a
posteriori del problema bayesiano (A.7) y (A.8) con H−1, esto es;
βˆ = l´ım
H−1→0
E(β | b), bˆ = l´ım
H−1→0
E(b | y) (A.9)
ademas, en vista de que H−1 → 0, se define las siguientes distribuciones posteriori;
β → N
(
βˆ, (XTΣX)−1
)
b→ N
(
bˆ, D˜ − D˜ZTQZD˜
)
(A.10)
ε | y → N (εˆ,Λ−ΛQΛ)
donde εˆ = y −Xβˆ −Zbˆ y Q = Σ−1 −Σ−1X(XΣ−1X)−1XTΣ−1.
Se observa que los estimadores de β y de b esta´n en funcio´n de los para´metros des-
conocidos D˜ y Λ es por ello que el procedimiento de estimacio´n algoritmo (EM) opta
por brindarle valores iniciales a tales matrices aleatorias, observar las expresiones (2.14) y
(2.15), con el fin de definir un procedimiento iterativo que permite obtener una estimacio´n
de estas matrices.
El teorema (1) brinda las distribuciones limites a posteriori de β, b y ε en el marco ba-
yesiano (A.7) y (A.7) cuando H−1 → 0. Otro resultado para tener en cuenta, ver (Zhang
& Wu et al, 2006, Cap´ıtulo 2), es el siguiente teorema;
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Teorema 2. Si se parte de las expresiones (A.7) y (A.7), es posible tener;
b | y,β ∼ N
[
D˜ZΣ−1(y −Xβ), D˜ZΣ−1ZD˜
]
(A.11)
ε | y,β ∼ N
[
ΛΣ−1(y −Xβ),Λ−ΛΣ−1Λ
]
Por tanto, bajo el teorema (2) se tiene E(b | y,β = βˆ) = bˆ y E(ε | y,β = βˆ) = εˆ.
Las distintas formulaciones anteriores permite definir los pasos del algoritmo (EM) basado
en (ML) para contar con un procedimiento iterativo en el cual se da una estimacio´n de la
matriz Cov(yi) = Σi siendo i = 1, 2, . . . , N .
A.2. Capitulo 4; Modelo de prediccio´n de las pe´rdidas en
las covariables
Cada una de las distintas formulaciones en este capitulo se basan en las nociones de
modelos de regresio´n, por lo tanto las expresiones obtenidas en este cap´ıtulo se determinan
con la teor´ıa correspondiente modelos lineales, por ejemplo la expresio´n (4.15) la cual da
a conocer la estimacio´n del vector de para´metros βk∗(k,i) asociado al modelo marginal
x(i,k∗) = fk(x(i,k),βk∗(k,i))+ε(i,k) se obtiene por el procedimiento de minimizacio´n. Esta
estimacio´n del vector de para´metros parte de la expresio´n (4.14), la cual puede ser reescrita
como;
[x(i,k∗) −Xk∗(k,i)βk∗(k,i)]T[x(i,k∗) −Xk∗(k,i)βk∗(k,i)] + λkβTk∗(k,i)Sk∗(k,i)βk∗(k,i), (A.12)
k = 0, 1, 2, . . . , p, k 6= k∗
Al hallar la derivada de la expresio´n (A.12), la cual se escribe como;
∂
∂βk∗(k,i)
(
[x(i,k∗) −Xk∗(k,i)βk∗(k,i)]T[x(i,k∗) −Xk∗(k,i)βk∗(k,i)]
)
+ ∂∂βk∗(k,i)
(
λkβ
T
k∗(k,i)Sk∗(k,i)βk∗(k,i)
)
Al resolver esta derivada parcial se obtiene;
−2XTk∗(k,i)(x(i,k∗) −Xk∗(k,i)βk∗(k,i)) + λk(Sk∗(k,i) + STk∗(k,i))βk∗(k,i)
En vista de la simetr´ıa de la matriz Sk∗(k,i), es posible reducir la expresio´n anterior y al
igualarla a cero se obtiene;
−XTk∗(k,i)x(i,k∗) +XTk∗(k,i)Xk∗(k,i)βk∗(k,i) + λkSk∗(k,i)βk∗(k,i) = 0
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−XTk∗(k,i)x(i,k∗) +
[
XTk∗(k,i)Xk∗(k,i) + λkSk∗(k,i)
]
βk∗(k,i) = 0
βˆk∗(k,i) =
[
XTk∗(k,i)Xk∗(k,i) + λkSk∗(k,i)
]−1
XTk∗(k,i) × x(i,k∗) (A.13)
La expresio´n (A.13) corresponda a la estimacio´n del vector de para´metros, dado a conocer
en la formulacio´n (4.15).
En ese mismo sentido la estimacio´n del vector de para´metros generalBk∗(,i) se obtiene
resolver la derivada parcial a la expresio´n (4.29), es decir;
∂
∂βk∗(k,i)
([
x(i,k∗) −Xk∗(,i)Bk∗(,i)
]T
P−1k∗(,i)
[
x(i,k∗) −Xk∗(,i)Bk∗(,i)
])
+ ∂∂βk∗(k,i)
( p∑
k=0
k 6=k∗
λkB
T
k∗(,i)S
∗
k∗(k,i)Bk∗(,i)
)
(A.14)
Al resolver tal derivada parcial se obtiene;
−2XTk∗(,i)P−1k∗(,i)(x(i,k∗) −Xk∗(,i)Bk∗(,i)) +
p∑
k=0
k 6=k∗
λk(S
∗
k∗(k,i) + S
∗T
k∗(k,i))Bk∗(,i)
Al igualar a cero la expresio´n anterior, se obtiene;[
2XTk∗(,i)P
−1
k∗(,i)Xk∗(,i) +
p∑
k=0
k 6=k∗
λk(S
∗
k∗(k,i) + S
∗T
k∗(k,i))
]
Bk∗(,i) = +2X
T
k∗(,i)P
−1
k∗(,i)x(i,k∗)
(A.15)
Al despejar la expresio´n (A.15) en te´rminos del vector de para´metros general para el
modelo general aditivo, se obtiene la expresio´n (4.30).
Por otro lado, la expresio´n (4.17) la cual se define como;
||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2 + λkβTk∗(k,i)Sk∗(k,i)βk∗(k,i) =
∣∣∣∣∣∣∣∣[x(i,k∗)0wk×1
]
−
[
Xk∗(k,i)√
λkAk∗(k,i)
]
βk∗(k,i)
∣∣∣∣∣∣∣∣2
Donde Ak∗(k,i) define una ra´ız cuadrada de la matriz Sk∗(k,i) tal que A
T
k∗(k,i)Ak∗(k,i) =
Sk∗(k,i) y λk es el para´metro de suavizamiento, parte del analisis a continuacio´n;∣∣∣∣∣∣∣∣[x(i,k∗)0wk×1
]
−
[
Xk∗(k,i)√
λkAk∗(k,i)
]
βk∗(k,i)
∣∣∣∣∣∣∣∣2 = ||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2
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+ ||0wk×1 −
√
λkAk∗(k,i)βk∗(k,i)||2
= ||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2 + || −
√
λkAk∗(k,i)βk∗(k,i)||2
= ||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2
+ [
√
λkAk∗(k,i)βk∗(k,i)]
T[
√
λkAk∗(k,i)βk∗(k,i)]
= ||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2
+ (
√
λk)
2βTk∗(k,i)A
T
k∗(k,i)Ak∗(k,i)βk∗(k,i)
= ||x(i,k∗) −Xk∗(k,i)βk∗(k,i)||2 + λkβTk∗(k,i)Sk∗(k,i)βk∗(k,i)
Y se obtiene la expresio´n definida en (4.17).
Por otro lado gran parte de las formulaciones en el cap´ıtulo 4 se basan en la igualdad;∫ 1
0
[f ′′k (t,βk∗(k,i))]
2dt = βTk∗(k,i)Sk∗(k,i)βk∗(k,i), (A.16)
la demostracio´n de la expresio´n anterior, se realiza considerando las definicio´n de la funcio´n
fk(·, ·) dada en la expresio´n (4.5) junto con la expresio´n (4.7). Los pasos generales para
la demostracio´n de la expresio´n (A.16), se definen igualando cada uno de los lados de la
expresio´n (A.16) a una tercera expresio´n y a partir de la propiedad transitiva, se asume
la igualdad entre las formulaciones dadas.
Inicialmente se asume que |xij,k − x∗k,w| = xij,k − x∗k,w, con el otro caso, es decir; |xij,k −
x∗k,w| = −(xij,k − x∗k,w) se obtienen los mismo resultados.
Se define inicialmente
∫ 1
0 [f
′′
k (t,βk∗(k,i))]
2dt, a partir de (4.5) junto con (4.7) se tiene;
fk(xij,k,βk∗(k,i)) = γk,1,i + γk,2,i xij,k +
wk−2∑
w=1
{
[(x∗k,w − 12)2 − 112 ][(xij,k − 12)2 − 112 ](14)
− [(xij,k − x∗k,w − 12)4 − 12(xij,k − x∗k,w − 12)2 + 7240 ]( 124)
}
f ′k(xij,k,βk∗(k,i)) = γk,2,i +
wk−2∑
w=1
{
(14)[(x
∗
k,w − 12)2 − 112 ][2(xij,k − 12)]
− ( 124)[4(xij,k − x∗k,w − 12)3 − (xij,k − x∗k,w − 12)]
}
γk,w+2,i
f ′′k (xij,k,βk∗(k,i)) =
wk−2∑
w=1
{
(12)[(x
∗
k,w − 12)2 − 112 ]− [(12)(xij,k − x∗k,w − 12)2 − 124 ]
}
γk,w+2,i
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Para tener una expresio´n que representa la solucio´n de [f ′′k (t,βk∗(k,i))]
2 es necesario recor-
dar que es posible definir la igualdad;
(∑p
k=1 xk
)2
=
∑p
k=1 x
2
k + 2
∑p
k=1
k 6=k∗
xkxk∗ .
Por lo tanto se tiene;
f ′′k (xij,k,βk∗(k,i)) = (
1
2)
wk−2∑
w=1
{
(12)[(x
∗
k,w − 12)2 − 112 ]− [(xij,k − x∗k,w − 12)2 − 112 ]
}
γk,w+2,i
[f ′′k (xij,k,βk∗(k,i))]
2 = (14)
[
wk−2∑
w=1
{
(12)[(x
∗
k,w − 12)2 − 112 ]− [(xij,k − x∗k,w − 12)2 − 112 ]
}
γk,w+2,i
]2
= (14)
wk−2∑
w=1
{
[(x∗k,w − 12)2 − 112 ]− [(xij,k − x∗k,w − 12)2 − 112 ]
}2
γ2k,w+2,i
+ (12)
wk−2∑
w=1
w 6=w∗
[{
[(x∗k,w − 12)2 − 112 ]− [(xij,k − x∗k,w − 12)2 − 112 ]
}
γk,w+2,i
×
{
[(x∗k,w∗ − 12)2 − 112 ]− [(xij,k − x∗k,w∗ − 12)2 − 112 ]
}
γk,w∗+2,i
]
∫ 1
0
[
f ′′k (xij,k,βk∗(k,i))
]2
dt = (14)
wk−2∑
w=1
γ2k,w∗+2,i
[
4
3x
∗2
k,w − 13x∗k,w + 130
]
+ 12
wk−2∑
w=1
w 6=w∗
γk,w+2,iγk,w∗+2,i
[
x∗k,w
(
4
3x
∗
k,w∗ − 16
)
− 16x∗k,w∗ + 130
]
(A.17)
Al considerara la forma cuadra´tica βTk∗(k,i)Sk∗(k,i)βk∗(k,i) en la expresio´n (A.15), la solucio´n
de e´sta, si el vector de para´metros del modelo marginal aditivo esta dado por; βTk∗(k,i) =
[γk,1,i, γk,2,i, . . . , γk,wk,i], y la matriz Sk∗(k,i) dada por;
Sk∗(k,i) =

0 0 0 0 · · · 0
0 0 0 0 · · · 0
0 0 s(x∗k,3, x
∗
k,3) s(x
∗
k,3, x
∗
k,4) · · · s(x∗k,3, x∗k,wk)
0 0 s(x∗k,4, x
∗
k,3) s(x
∗
k,4, x
∗
k,4) · · · s(x∗k,4, x∗k,wk)
...
...
...
...
...
...
0 0 s(x∗k,wk , x
∗
k,3) s(x
∗
k,wk
, x∗k,4) · · · s(x∗k,wk , x∗k,wk)

(A.18)
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Esto permite definir la forma cuadra´tica βTk∗(k,i)Sk∗(k,i)βk∗(k,i) de la siguiente manera;
βTk∗(k,i)Sk∗(k,i) =
[
0, 0,
wk∑
w=3
γk,w,is(x
∗
k,w, x
∗
k,3),
wk∑
w=3
γk,w,is(x
∗
k,w, x
∗
k,4),
. . . ,
wk∑
w=3
γk,w,is(x
∗
k,w, x
∗
k,wk
)
]
βTk∗(k,i)Sk∗(k,i)βk∗(k,i) = γk,3,i
wk∑
w=3
γk,w,is(x
∗
k,w, x
∗
k,3) + γk,4,i
wk∑
w=3
γk,w,is(x
∗
k,w, x
∗
k,4)+
· · ·+ γk,wk,i
wk∑
w=3
γk,w,is(x
∗
k,w, x
∗
k,wk
)
βTk∗(k,i)Sk∗(k,i)βk∗(k,i) =
wk∑
w=3
[
wk∑
q=3
γk,q,is(x
∗
k,w, x
∗
k,q)
]
=
wk∑
w=3
{
wk∑
q=3
γk,q,i
{
[(x∗k,q − 12)2 − 112 ][(x∗k,w − 12)2 − 112 ](14)
− [(x∗k,w − x∗k,q − 12)4 − 12(x∗k,w − x∗k,q − 12)2 + 7240 ]( 124)
}}
Al realizar el cambio de sub-indices se tiene como expresio´n final;
βTk∗(k,i)Sk∗(k,i)βk∗(k,i) =
wk−2∑
w=1
{
wk−2∑
q=1
γk,q,i
{
[(x∗k,q − 12)2 − 112 ][(x∗k,w − 12)2 − 112 ](14)
− [(x∗k,w − x∗k,q − 12)4 − 12(x∗k,w − x∗k,q − 12)2 + 7240 ]( 124)
}}
(A.19)
En la doble sumatoria dada a conocer en la expresio´n (A.19), al realizarla habra´ coinci-
dencia entre x∗k,w y x
∗
k,w, en tal caso se definira´ la expresio´n
1
2 [(x
∗
k,w − 12)2 − 112 ]2 − 1720 . Al
dar desarrollo a la expresio´n (A.19) se obtiene una expresio´n similar a (A.17).
Ape´ndiceB
Sintaxis en el software R
Este ape´ndice tiene como intencio´n dar a conocer una parte del co´digo y la sintaxis
en el software R para llevar acabo el ana´lisis de la base de datos dispuesto en el art´ıculo
(Milner & Kubota et al, 2005), en la descripcio´n a continuacio´n no se da a conocer el
algoritmo de los ciclos, solo se exponen las diferentes rutinas que deben incluirse en los
ciclos siendo estos definidos en R por el loop que define el comando while. Todo el co´digo
de expondra´ por secciones de acuerdo a las descripciones del cap´ıtulo 5. Es de aclara que
alguna parte del co´digo fue gracias a cambios y sugerencias tomada del libro (Wood et al,
2006).
Base de datos
install.packages("Amelia"); install.packages("Amelia", repos = "http://gking.harvard.edu")
update.packages(); require(Amelia); memory.size (8000); data(freetrade); freetrade
Imputacio´n de los datos, ciclo 0
summary(freetrade)
summary(lm(tariff ~ polity + pop + gdp.pc + year + country, data = freetrade))
a.out <- amelia(freetrade, m = 5, ts = "year", cs = "country")
a.out; a.out$imputations[[3]] # tercera muestra ya imputada
hist(a.out$imputations[[3]]$tariff, col = "grey", border = "white")
save(a.out, file = "imputations.RData"); write.amelia(obj=a.out, file.stem = "outdata")
write.amelia(obj=a.out, file.stem = "outdata", format = "dta")
a.out.more <- amelia(freetrade, m = 10, ts = "year", cs = "country", p2s = 0)
a.out.more <- ameliabind(a.out, a.out.more)
a.out.more
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Ana´lisis covariables continuas
U.exp7 <- freetrade[115:133,]; U.exp7; attach(U.exp7)
gdp.pc.7 <- gdp.pc ; intresmi.7 <- intresmi; fiveop.7 <- fiveop; usheg.7 <- usheg
U.exp7 <- data.frame(tariff.7, gdp.pc.7, intresmi.7, fiveop.7, usheg.7); U.exp7
u.exp7 <- na.omit(U.exp7); u.exp7
pairs(u.exp7, panel=function(x,y) { points(x,y, col="navy"); lines(lowess(x,y), col="red")},
main=expression(paste("Relacio´n entre las variables que forman la matriz U.exp7")))
a.out <- amelia(freetrade, m = 7, ts = "year", cs = "country")
a.out; a.out$imputations[[7]] # se refiere a la 7 muestra ya imputada de los datos
tariff.1 <-a.out$imputations[[7]][1:19, 3]; tariff.2 <-a.out$imputations[[7]][20:38, 3]
tariff.3 <-a.out$imputations[[7]][39:57, 3]; tariff.4 <-a.out$imputations[[7]][58:76, 3]
tariff.5 <-a.out$imputations[[7]][77:95, 3]; tariff.6 <-a.out$imputations[[7]][96:114, 3]
tariff.7 <-a.out$imputations[[7]][115:133, 3]; tariff.8 <-a.out$imputations[[7]][134:152, 3]
tariff.9 <-a.out$imputations[[7]][153:171, 3];
resp.t <-rbind(tariff.1,tariff.2, tariff.3, tariff.4,
tariff.5, tariff.6, tariff.7, tariff.8, tariff.9)
#-------------------------
# * gra´fico de perfiles *
#-------------------------
N <- nrow(resp.t) # numero de individuos
Z <- resp.t # Matriz de datos
p <- ncol(Z) # nu´mero de medidas repetidas
ybarra <- apply(resp.t,2,mean) # vector de promedios
tresp.t <- 1:p
miny <- min(na.omit(Z)) # mı´nimo de la variable y
maxy <- max(na.omit(Z)) # ma´ximo de la variable y
plot(tresp.t, tresp.t, type = "n", ylim = c(miny,maxy), las = 1,
xlab = "A~nos de registros desde 1981-1999", ylab = "Tasa arancelaria media",
xaxt="n", main=expression(paste("Diagrama de perfiles de la respuesta longitudinal")))
for(i in 1:N){ lines(tresp.t, Z[i,], col = "navy")}
lines(tresp.t, ybarra, col = "red", type="b")
axis(1, at = tresp.t, labels = expression("81","82","83","84","85","86","87","88","89",
"90","91","92","93","94","95","96","97","98","99"))
abline(h = 10*(1:10), v = tresp.t, lty = 2, lwd = .1, col = "gray70")
Ana´lisis descriptivo de la respuesta continua
#* resumen1 * devuelve una matriz con las estadı´sticas de resumen de un grupo
#* resumen1(datos, tpo, medida=c("min","max","tmin","tmax","slope","pearson",
# "spearman","median","mean","sum"))
# ARGUMENTS
#* datos conjuto de datos
#* tpo vector de tiempos o medidas repetidas
#* medida vector estadı´sticos de resumen
# - "min" mı´nimo
# - "max" ma´ximo
# - "tmin" tiempo en el que se alcanza el mı´nimo
# - "tmax" tiempo en el que se alcanza el ma´ximo
# - "slope" pendiente
# - "pearon" coeficiente de correlacio´n de Pearson
# - "spearman" coeficiente de correlacio´n de Spearman
# - "median" mediana
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# - "mean" media
# - "sum" suma
#=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=
resumen1 <- function(datos, tpo, medida=c("min","max","tmin","tmax","slope",
"pearson","spearman","median","mean","sum")) {
datos <- as.matrix(datos)
tpo <- as.matrix(tpo)
stopifnot (length(tpo)==ncol(datos))
medida <- as.matrix(match.arg(medida,c("min","max","tmin","tmax","slope",
"pearson","spearman","median","mean","sum"), several.ok=TRUE))
ftmin <- function(x){
temp <- as.matrix(cbind(tpo,x))
tmin <- temp[temp[,2]==min(x)][1]
return(tmin)}
ftmax <- function(x){
temp <- as.matrix(cbind(tpo,x))
tmax <- temp[temp[,2]==max(x)][1]
return(tmax)}
beta1 <- function(x) coefficients(lm(x~tpo))[2]
pear <- function(x) cor(x,tpo,method="pearson")
spear <- function(x) cor(x,tpo,method="spearman")
min <- as.matrix(apply(datos,1,min))
max <- as.matrix(apply(datos,1,max))
tmin <- as.matrix(apply(datos,1,ftmin))
tmax <- as.matrix(apply(datos,1,ftmax))
slope <- as.matrix(apply(datos,1,beta1))
pearson <- as.matrix(apply(datos,1,pear))
spearman <- as.matrix(apply(datos,1,spear))
median <- as.matrix(apply(datos,1,median))
mean <- as.matrix(apply(datos,1,mean))
sum <- as.matrix(apply(datos,1,sum))
resumen1 <- cbind(min,max,tmin,tmax,slope,pearson,spearman,median,mean,sum)
colnames(resumen1) <- c("min","max","tmin","tmax","slope","pearson",
"spearman","median","mean","sum")
resumen1 <- subset(resumen1, select=medida)
return(resumen1)}
# * end * resumen1
tiempos <- c(1981,1982,1983,1984,1985,1986,1987,1988,
1989,1990,1991,1992,1993,1994,1995,1996,1997,1998,1999); resumen1(resp.t, tiempos)
Aplicacio´n de la transformacio´n y gra´fica multivariada
U.exp7i <-a.out$imputations[[7]][115:133,]; U.exp7i; attach(U.exp7i)
Tariff.7 <- U.exp7$tariff.7 - min(U.exp7$tariff.7); Tariff.7 <- Tariff.7/max(Tariff.7)
Pop.7 <- pop - min(pop); Pop.7 <- Pop.7/max(Pop.7)
Gdp.pc.7 <- gdp.pc - min(gdp.pc); Gdp.pc.7 <- Gdp.pc.7/max(Gdp.pc.7)
Fiveop.7 <- fiveop - min(fiveop); Fiveop.7 <- Fiveop.7/max(Fiveop.7)
Usheg.7 <- usheg - min(usheg); Usheg.7 <- Usheg.7/max(Usheg.7)
Intresmi.7t <- intresmi - min(intresmi); Intresmi.7t <- Intresmi.7t/max(Intresmi.7t)
Intresmi.7 <- intresmi; fiveop.7 <- fiveop
U.exp7.t <- data.frame(Tariff.7, Gdp.pc.7, Intresmi.7, Fiveop.7, Usheg.7); U.exp7.t
pairs(U.exp7.t, panel=function(x,y) { points(x,y, col="navy"); lines(lowess(x,y), col="red")},
main=expression(paste("Relacio´n entre las variables que definen la matriz U.exp7 transformada")))
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Definicio´n de las bases Spline
# Analisis a partir de Splines-----------------------------------------------------------
sk<-function(x,z) # S(x,z) para el spline cu´bico en [0,1]
{ ((z-0.5)^2-1/12)*((x-0.5)^2-1/12)/4-((abs(x-z)-0.5)^4-(abs(x-z)-0.5)^2/2+7/240)/24}
#----------------------------------------------------------------------------------------
spl.X<-function(x,xk)
# Dise~nando la matriz del modelo para la regresio´n a partir de spline cu´bicos
{ q<-length(xk)+2 # nu´mero de para´metros
n<-length(x) # nu´mero de datos
X<-matrix(1,n,q) # Matriz inicial del modelo
X[,2]<-x # segunda columna de la matriz, los datos x
X[,3:q]<-outer(x,xk,FUN=sk) # Matriz de dise~no aplicando R(x,xk) sobre las columnas 3:q
X}
par(mfrow=c(2,2))
plot(Tariff.7, Intresmi.7,xlab="Tasa arancelaria media (Tariff.7)",
ylab="Reserva internacional Bruta (Intresmi.7)", col="blue")
xk0 <- quantile(unique(Tariff.7),1:(6-2)/(6-1)); xk0
Xp<-spl.X(Tariff.7, xk0) ; Xp # generando la matriz del modelo
modP.1<-lm(Intresmi.7~Xp-1) # ajustando el modelo, mod.1 = Intresmi.7
xp<-0:100/100 # x valores para prediccio´n
Xpi<-spl.X(xp,xk0) # matriz de prediccio´n
lines(xp,Xpi%*%coef(modP.1)) # gra´fica de los spline ajustado
plot(Gdp.pc.7, Intresmi.7,xlab="Producto interno percapital (Gdp.pc.7)",
ylab="Reserva internacional Bruta (Intresmi.7)", col="blue")
xk1 <- quantile(unique(Gdp.pc.7),1:(6-2)/(6-1)); xk1
Xg<-spl.X(Gdp.pc.7, xk1) ; Xg # generando la matriz del modelo
modG.1<-lm(Intresmi.7~Xg-1) # ajustando el modelo, mod.1 = Intresmi.7
Xgi<-spl.X(xp,xk1) # matriz de prediccio´n
lines(xp,Xgi%*%coef(modG.1)) # gra´fica de los spline ajustado
# xk2 se reserva a la covariable Intresmi
plot(Fiveop.7 , Intresmi.7,xlab="Medida de apertura financiera (Fiveop.7)",
ylab="Reserva internacional Bruta (Intresmi.7)", col="blue")
xk3 <- quantile(unique(Fiveop.7),1:(6-2)/(6-1)); xk3 # Escogencia de algunos "knots"
Xf<-spl.X(Fiveop.7, xk3) ; Xf # generando la matriz del modelo
modT.1<-lm(Intresmi.7~Xf-1) # ajustando el modelo
Xfi<-spl.X(xp,xk3) # matriz de prediccio´n
lines(xp, Xfi%*%coef(modT.1)) # gra´fica de los spline ajustado
plot(Usheg.7, Intresmi.7,xlab="Medida de homogeneidad (Usheg.7)",
ylab="Reserva internacional Bruta (Intresmi.7)", col="blue")
xk4 <- quantile(unique(Usheg.7),1:(6-4)/(6-1)) ; xk4 # xk5<-1:2/5
Xu<-spl.X(Usheg.7, xk4) ; Xu # generando la matriz del modelo
modU.1<-lm(Intresmi.7~Xu-1) # ajustando el modelo, mod.1 = Intresmi.7
Xui<-spl.X(xp,xk4) # matriz de prediccio´n
lines(xp,Xui%*%coef(modU.1)) # gra´fica de los spline ajustado
Caracterizacio´n de la matriz de suavizamiento
spl.S<-function(xk)
# Configurando la matrix de regresio´n spline,Dada la secuencia de nudos xk
{ q<-length(xk)+2 # nu´mero de para´metros
S<-matrix(0,q,q) # matriz inicia en 0
S[3:q,3:q]<-outer(xk,xk,FUN=sk) # aplicacio´n de la funcio´n base
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S}
S0 <- spl.S(xk0); S1 <- spl.S(xk1); S3 <- spl.S(xk3); S4 <- spl.S(xk4) # Matriz de Fiveop.7
S0; S1; S3; S4
Ss.23 <- Xf%*%(solve(t(Xf)%*%Xf+0.009707*S3))%*%t(Xf); Ss.23 # Matriz de suavizamiento para S3
Dsvd <- svd(Ss.23) # descomposicio´n SVD
# Descomposicio´n ortogonal--------------------------------------------------------------
Sqr <- qr( S3 ) # Crea una estructura QR
qr.R( Sqr ) # Retorna la matriz R
qr.Q( Sqr ) # Retorna la matriz Q truncada
qr.Q( Sqr, complete = TRUE ) # Retorna la matriz Q completa
#----------------------------------------------------------------------------------------
mat.sqrt<-function(S) # Matriz de raı´z cuadrada
{ d<-eigen(S,symmetric=TRUE)
rS<-d$vectors%*%diag(d$values^0.5)%*%t(d$vectors)
rS}
#----------------------------------------------------------------------------------------
prs.fit<-function(y,x,xk,lambda)
{ q<-length(xk)+2 # dimensio´n de la base
n<-length(x) # nu´mero de datos
XA <- rbind(spl.X(x,xk),mat.sqrt(spl.S(xk))*sqrt(lambda)) # matriz aumentada del modelo
y[(n+1):(n+q)]<-0 # vector aumentado de datos
lm(y~XA-1) # ajuste de la regresio´n penalizada spline
}
XA <- rbind(spl.X(Fiveop.7,xk3),mat.sqrt(spl.S(xk3))*sqrt(0.009707397)) ; XA # Ejemplo
Validacio´n cruzada generalizada
xk10 <- quantile(unique(Fiveop.7),1:(6-2)/(6-1))
mod.2lambda1<-prs.fit(Intresmi.7,Fiveop.7,xk10,0.01) # ajuste con lambda=0.001
mod.2lambda2<-prs.fit(Intresmi.7,Fiveop.7,xk10,0.00001) # ajuste con lambda=0.0001
mod.2lambda3<-prs.fit(Intresmi.7,Fiveop.7,xk10,0.0000001) # ajuste con lambda=0.000001
mod.2lambda4<-prs.fit(Intresmi.7,Fiveop.7,xk10,0.000000001)# ajuste con lambda=0.00000001
Xp<-spl.X(xp,xk10)
par(mfrow=c(2,2))
plot(Fiveop.7, Intresmi.7, xlab="Fiveop.7", main=expression(lambda == 0.01), col = "blue");
lines(xp,Xp%*%coef(mod.2lambda1), col = "red") # gra´fica de los datos & spl. ajustados
plot(Fiveop.7, Intresmi.7, xlab="Fiveop.7", main=expression(lambda == 0.00001), col = "blue");
lines(xp,Xp%*%coef(mod.2lambda2), col = "red") # gra´fica de los datos & spl. ajustados
plot(Fiveop.7, Intresmi.7, xlab="Fiveop.7", main=expression(lambda == 0.0000001), col = "blue");
lines(xp,Xp%*%coef(mod.2lambda3), col = "red") # gra´fica de los datos & spl. ajustados
plot(Fiveop.7, Intresmi.7, xlab="Fiveop.7", main=expression(lambda == 0.000000001), col = "blue");
lines(xp,Xp%*%coef(mod.2lambda4), col = "red") # gra´fica de los datos & spl. ajustados
# Gra´ficas simultaneas con lambda por GCV en una sola celda con respuesta Intresmi.7
par(mfrow=c(2,2))
xk11 <- quantile(unique(Tariff.7),1:(6-2)/(6-1))
lambda<-1e-8; n<-length(Intresmi.7);V<-0
for (i in 1:60) # Bucle a trave´s de los para´metros
{ mod<-prs.fit(Intresmi.7,Tariff.7,xk11,lambda) # ajustando el modelo, dado lambda1
trA<-sum(influence(mod)$hat[1:n]) # encontrando tr(A)
rss<-sum((Intresmi.7-fitted(mod)[1:n])^2) # suma de residuales al cuadrado
V[i]<-n*rss/(n-trA)^2 # obteniendo el score GCV
lambda<-lambda*1.5 # aumento de lambda
}
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V; min(V); i<-(1:60)[V==min(V)]; i; 1.5^(i-1)*1e-8
plot(1:60,V,type="l",main=expression(paste("Puntaje por GCV")),
ylab=expression(paste("V"[g](lambda))),
xlab="Indice de GCV ", col = "navy") # gra´fica del score
i<-(1:60)[V==min(V)] # extraer los indices de min(V)
mod.3<-prs.fit(Intresmi.7,Tariff.7,xk11,1.5^(i-1)*1e-8) # ajustar un modelo optimo
Xp<-spl.X(xp,xk11) #
plot(Tariff.7, Intresmi.7, main=expression(paste("Ajuste o´ptimo por GCV con ",
lambda[0] == 0.002876)), col = "blue");
lines(xp,Xp%*%coef(mod.3), col="red") # lambda=1.5^(31)*10^(-8)
xk12 <- quantile(unique(Gdp.pc.7),1:(6-2)/(6-1))
lambda<-1e-8; n<-length(Intresmi.7);V<-0
for (i in 1:60) # Bucle a trave´s de los para´metros
{ mod<-prs.fit(Intresmi.7,Gdp.pc.7,xk12,lambda) # ajustando el modelo, dado lambda1
trA<-sum(influence(mod)$hat[1:n]) # encontrando tr(A)
rss<-sum((Intresmi.7-fitted(mod)[1:n])^2) # suma de residuales al cuadrado
V[i]<-n*rss/(n-trA)^2 # obteniendo el score GCV
lambda<-lambda*1.5 # aumento de lambda
}
V; min(V); i<-(1:60)[V==min(V)]; i; 1.5^(i-1)*1e-8
plot(1:60,V,type="l",main=expression(paste("Puntaje por GCV")),
ylab=expression(paste("V"[g](lambda))), xlab="Indice de GCV", col = "navy") # gra´fica del score
i<-(1:60)[V==min(V)] # extraer los indices de min(V)
mod.3<-prs.fit(Intresmi.7,Gdp.pc.7,xk12,1.5^(i-1)*1e-8)# ajustar un modelo optimo
Xp<-spl.X(xp,xk12) #
plot(Gdp.pc.7, Intresmi.7, main=expression(paste("Ajuste o´ptimo por GCV con ",
lambda[1] == 0.032762)), col = "blue");
lines(xp,Xp%*%coef(mod.3), col="red") # lambda=1.5^37*10^(-8)
Modelo de ajuste
matriz.D<-function(x1,x2,x3,x4,q=6)
# Obtener X, S_1, S_2, S_3 y S_4 para el modelo de tres covariables
{ # Escogencia de los nodos "knots"
n<-length(x1)
x1k <- quantile(unique(x1),1:(q-2)/(q-1))
x2k <- quantile(unique(x2),1:(q-2)/(q-1))
x3k <- quantile(unique(x3),1:(q-2)/(q-1))
x4k <- quantile(unique(x4),1:(q-4)/(q-1))
S <- list() # las matrices penalizadas...
S[[1]] <- S[[2]] <- S[[3]] <- S[[4]] <- matrix(0,3*q+1,3*q+1)
S[[1]][2:q,2:q] <- spl.S(x1k)[-1,-1]
S[[2]][(q+1):(2*q-1),(q+1):(2*q-1)] <- spl.S(x2k)[-1,-1]
S[[3]][(2*q):(2*q+4), (2*q):(2*q+4)] <- spl.S(x3k)[-1,-1]
S[[4]][(2*q+5):(2*q+7), (2*q+5):(2*q+7)] <- spl.S(x4k)[-1,-1]
# Obtener la matriz del modelo...
X<-matrix(1,n,3*q+1)
X[,2:q]<-spl.X(x1,x1k)[,-1] # 1st smooth
X[,(q+1):(2*q-1)]<-spl.X(x2,x2k)[,-1] # 2nd smooth
X[,(2*q):(2*q+4)]<-spl.X(x3,x3k)[,-1] # 3nd smooth
X[,(2*q+5):(2*q+7)]<-spl.X(x4,x4k)[,-1] # 3nd smooth
list(X=X,S=S)
}
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mod0.TGFU <- matriz.D(Tariff.7, Gdp.pc.7, Fiveop.7, Usheg.7); mod0.TGFU$X; mod0.TGFU$S
St <- mod1.TGFU$S[[1]]+ mod1.TGFU$S[[2]] + mod1.TGFU$S[[3]] + mod1.TGFU$S[[4]]; St
# Ajuste del modelo------------------------------------------------------------------------
fit.am<-function(y,X,S,lambdas)
# Funcio´n de ajuste para 4 covariable en el modelo aditivo
{ # Obteniendo la sqrt de la matriz total penalizada...
rSt <- mat.sqrt(lambdas[1]*S[[1]]+lambdas[2]*S[[2]]+lambdas[3]*S[[3]]+lambdas[4]*S[[4]])
B <- ncol(X) # nu´mero de para´metros
n <- nrow(X) # nu´mero de datos
X1 <- rbind(X,rSt) # matriz aumentada X
y1<-y;y1[(n+1):(n+B)]<-0 # datos aumentados
b<-lm(y1~X1-1) # Ajustando el modelo
trA<-sum(influence(b)$hat[1:n]) # tr(A)
norm<-sum((y-fitted(b)[1:n])^2) # RSS
list(model=b,gcv=norm*n/(n-trA)^2,lambdas=lambdas)
}
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