Интеллектуализация разработки распределенных пакетов прикладных программ на основе непрерывной интеграции программного обеспечения и конфигурирования by Бычков И. В., Феоктистов А. Г., Горский С. А., Костромин Р. О. et al.
Искусственный интеллект и науки о данных 
VII Международная конференция и молодёжная школа «Информационные технологии и нанотехнологии» (ИТНТ-2021) 
033232 
Интеллектуализация разработки распределенных пакетов 
прикладных программ на основе непрерывной интеграции 
программного обеспечения и конфигурирования ресурсов 
 
И.В. Бычков1, А.Г. Феоктистов1, С.А. Горский1, Р.О. Костромин1 
 
1Институт динамики систем и теории управления им. В.М. Матросова СО РАН, Лермонтова 134, 
Иркутск, Россия, 664033 
 
Аннотация 
В докладе предложен подход к поддержке непрерывной интеграции программного 
обеспечения и конфигурирования ресурсов в инструментальном комплексе Orlando 
Tools при подготовке и проведении крупномасштабных вычислительных 
экспериментов. Представлены аспекты интеллектуализации этих процессов с 
использованием концептуального моделирования и мультиагентных технологий. 
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1. Введение 
Потребность в проведении крупномасштабных научных экспериментов в распределенных 
средах неуклонно растет. В настоящее время средства разработки научных пакетов, как правило, 
не поддерживают непрерывную интеграцию программного обеспечения и конфигурирование 
необходимых ресурсов в полной мере. Это негативно отражается на качестве программного 
обеспечения и увеличивает как сроки его разработки, так и время проведения экспериментов [1]. 
Проблемы, возникающие при использовании известных инструментариев непрерывной 
интеграции в распределенных средах с разнородными ресурсами, обсуждаются в [2, 3]. Доклад 
посвящен разработке новых средств создания распределенных пакетов прикладных программ 
(РППП) в распределенной среде на основе мультиагентных технологий, интеллектуального 
анализа ретроспективных и текущих данных, а также машинного обучения агентов. 
2. Поддержка вычислений в распределенной среде на основе 
непрерывной интеграции программного обеспечения 
Предложен подход к непрерывной интеграции как прикладного, так и системного 
программного обеспечения в процессе разработки РППП на основе модульного подхода. Он 
реализован в инструментальном комплексе Orlando Tools (OT) [4]. В нем выделяются два уровня 
непрерывной интеграции. На первом уровне решаются задачи автоматизации разработки 
модулей путем интеграции средств OT с системой GitLab [5]. Второй уровень, связанный с 
объединением модулей в рамках РППП и размещением пакета на ресурсах среды, полностью 
реализуется OT. Инструментальный комплекс обеспечивает автоматизацию как разработки 
программного кода, его сборки и тестирования на уровне модулей, так и развертывания пакета 
на ресурсах среды с его последующим тестированием в целом. Концептуальная модель среды, 
поддерживаемая в OT и представляющая знания о программно-аппаратном обеспечении, 
является основой поддержки всех процессов непрерывной интеграции. 
3. Конфигурирование ресурсов среды и их настройка 
OT обеспечивает формирование требуемой конфигурации ресурсов среды и их настройку. В 
соответствии с новыми требованиями к ресурсам среды, необходимым в процессе решения 
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задач, в рамках OT разработана специализированная подсистема управления конфигурациями 
ресурсов, обеспечивающая автоматизацию их виртуализации, запуска и настройки. В процессе 
своей работы данная подсистема использует средство управления конфигурациями Ansible [6], 
а также платформу OpenStack [7] для запуска виртуальных машин (ВМ) и управления 
виртуализированными ресурсами. В качестве таких ресурсов могут выступать ресурсы центров 
коллективного пользования, а также ресурсы облачных и туманных платформ. Для запуска ВМ 
на ресурсах коллективного пользования формируются системные задания, направляемые в 
общие очереди локальных менеджеров этих ресурсов. Распределение ВМ между узлами среды 
реализуется мультиагентной системой управления потоками заданий. Агенты используют 
систему мониторинга ресурсов для получения, обработки, хранения, интеллектуального анализа 
и применения данных (как текущих, так и ретроспективных) о процессах их функционирования. 
4. Заключение 
Практическая значимость результатов исследования заключается в уменьшении числа 
ошибок и сбоев при разработке и применении РППП, сокращении времени, необходимого для 
проведения экспериментов, и повышении эффективности использования ресурсов. Данные, 
извлекаемые в рамках непрерывной интеграции и конфигурации ресурсов используются в 
гибридной имитационной модели анализа функционирования компонентов информационно-
вычислительных систем и их программно-аппаратных инфраструктур, а также в процессе 
машинного обучения агентов, представляющих данные компоненты. 
Исследования проведены в рамках выполнения научной темы «Технологии разработки и 
анализа предметно-ориентированных интеллектуальных систем группового управления в 
недетерминированных распределенных средах». 
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