Abstract. In this paper we study finite dimensional approximations to Boussinesq type equations. Our methods are based on infinite dimensional center manifold theory. The main advantage of our approach is that we can handle both well-posed and ill-posed versions of the Boussinesq equation. We show that for suitable initial conditions, our approximations describe the dynamics accurately for long enough times. Furthermore, the PDEs are reduced to linear ODEs.
Introduction
Boussinesq [Bou72] developed a perturbation theory for surface motions in a long wave regime and developed models of the motion of the free surface that are very good approximations of the classical problem. The subject of well posedness for the full water wave problem has been studied by several authors like Levi-Civita [LC25] , Friedrichs and Hyers [FH54] , Beale [Bea77] , Amick and Toland [AT81] , Kano and Nishida [KN85] , among others. However, the full water wave equations are quite complex and therefore Boussinesq's perturbation theory yields simplified equations that give realistic results in the appropriate regimes.
One of these equations is
(1) (1 − α∆)u tt = u xx + ε(u 2 ) xx , α > 0, α, ε > 0 are parameters, x ∈ [0, 1], and we impose periodic boundary conditions u(t, 0) = u(t, 1), 0 ≤ t < ∞, as well as mean zero
In the long wave regime the perturbation theory yields the well known Boussinesq equation, which is given by (2) u tt = u xx + αu xxxx + ε(u 2 ) xx , α > 0.
Although equation (2) looks simpler than (1), it is ill-posed. However, using techniques of center manifold [DlLV02] , we will show the main result of the paper (theorem 4.4) which asserts that certain nontrivial solutions of (2) approximate solutions of (1) for sufficient long times.
Recently, there has been a considerable mathematical interest in the Boussinesq equation, see for instance the paper by W. Craig [Cra85] , Kuksin and Pöschel [KP96] . Boussinesq-type equations also arise in several other physical applications such as vibrations in a nonlinear string, ion sound waves in a plasma [CS74] , as well as being a model to study non-linear PDEs.
The plan of the paper is the following: in section 2 we review the existence of solutions of (1) by energy methods and the center manifold theory for (2).
In section 3 we construct finite dimensional approximations to (2) and (1). Furthermore these approximations are close to each other. This is a confirmation of the heuristic principle that (2) and (1) are equivalent for long wave solutions.
In section 4 we prove that those approximations to (2) and (1) stay close to the respective equations. This holds for general initial conditions of (1), and initial conditions of (2) that are in the center manifold. Therefore, by combining these results with the ones in the previous section, we obtain that (2) is a suitable approximation of (1) for long times.
A final remark is that the approximation property only holds for suitable initial data of (2). In fact, even the linear part of (2) has blow up for general initial conditions in arbitrarily small time, and it is believed that the non-linear equation shares these features. This is in contrast with equation (1) which is well-posed by energy methods. However, we believe that the blow-up mechanism for (2) does not reflect the physics of the problem but the finite dimensional approximations of the center manifold that we construct should contain all the relevant physical information.
Energy methods

Recall that the Sobolev space
in which D α u is the weak derivative of u. Since the functions we use have zero mean, we choose
which is in fact the norm in
To avoid unnecessary parenthesis we write
The space of bounded functions on Ω is denoted by L ∞ (Ω) and is equipped with the norm
To simplify notation, we use the convention that a function
The first result that we state next is the well-posedness of (1) using energy methods:
Then, there exists T * > 0 and a solution u of (1) such that
Proof
We will prove a-priori energy estimates, that is, we assume that a solution u exists and is sufficiently differentiable, then we prove estimates in Sobolev norms. Once this estimates are proven, the existence can be shown using standard techniques (see [SS98] , for instance, for examples with nonlinear wave equations).
Applying the D m−1 to (1) and multiplying it by D m−1 u t , we have
Thus, integrating by parts, (3) can be written as
Using Cauchy-Schwartz inequality in (4), we have
which implies Theorem 2.1. Note that as α → 0,
The center manifold theory from [DlLV02] implies the existence of a finite dimensional manifold which is invariant under (2), as we explain next.
Theorem 2.2 (Center manifold [DlLV02] ). For any r > 1, there exists a
, with 0 ⊂ W and locally invariant by (2) in some neighborhood of the origin, T c W = X c , in which X c is the finite-dimensional subspace spanned by the eigenvectors corresponding to the eigenvalues of the linear part of (2) with purely imaginary part. Furthermore, the solutions in this manifold are locally well posed in time.
Remark 2.3. A C r−1+Lip manifold is a manifold that admits local charts whose r − 1 derivatives are Lipschitz.
To see that this theorem applies to equation (2), observe that the eigenvalues of the linear part
and only finitely many of these eigenvalues lie on the imaginary axis. Therefore, X c is spanned by the eigenvectors corresponding to the eigenvalues {λ k (α)} k<k , with
in which [·] denotes the integer part.
Finite dimensional approximations
The idea of this section is to construct approximate solutions to (2) and (1) using only a finite number of Fourier modes. To this end, we assume that the parameter ε is sufficiently small and write an approximate solutionũ of equation (2) as a finite sum of terms:
satisfies a linear equation. These equations are:
and, for 1 ≤ i ≤ M , they can be written in the compact form:
Similarly, for equation (1), we take the approximationū
with w 0 = 0, w 1 = . . . = w M = 0 at t = 0. As before, the equations for w i , 0 ≤ i ≤ M , are linear, and are given by Therefore these approximations, and, in particular, the ones for equation (2), are well posed for such initial conditions and bounded in any Sobolev space.
Remark 3.2. We assume that the initial conditions for both approximations coincide, that is v i (x, 0) = w i (x, 0), for all 0 ≤ i ≤ M . Now, we can state the following lemma which ensures the proximity between v i and w i for all 0 ≤ i ≤ M . 
Proof
This proof will be done by induction over i. For i = 0, v 0 and w 0 satisfy
(1 − α∆)(w 0 ) tt = (w 0 ) xx .
We can rewrite (11) and (12) in the following way
and
First, we estimate the term A(z 0 − y 0 ). Observe that z 0 and y 0 only have the first N Fourier modes different from zero. Therefore,
in which we used that for w = (
To handle the term (A − B)y 0 , note that
By Taylor expansion we have
and so
Consequently, by taking α small enough depending on N , we obtain that there exists a positive constant C(N ), for which
Therefore,
Thus, applying Gronwall inequality, we have that, for t ≥ 0
Hence, taking T 1/α,
Note that y 0 is the solution of a finite dimensional linear ordinary differential equation with constant coefficients. Therefore, it is bounded for all times, and so
uniformly as α → 0. Suppose we have the claim for 0 ≤ i ≤ j − 1. We must prove it for i = j ≤ M . If j ≥ 1, v j and w j satisfy
(1 − α∆)(w j ) tt = (w j ) xx + N j (w 0 , . . . , w j−1 ) (15) in which N j was defined in (8).
Let
Then, (15) can be written as
As above for the case j = 0, and using the notation:
, we obtain:
First we will estimate τ . From (8), for α small enough, we have
Therefore, from the inductive hypothesis, there exists a constant C j (N ) such that
Thus, applying Gronwall inequality, we have, for 0 ≤ t ≤ T ,
Observe that y j is a solution of a linear finite dimensional ordinary differential equation with constant coefficients. Therefore, it is bounded for all times, and so
This completes the proof.
Stability of Finite Dimensional Approximations
In this section, we prove stability of the finite dimensional approximations. That is, we prove that the solutions of (2) and (1) stay close to their respective approximations given in (6)-(7) and (9)-(10). This will be given by Lemma 4.1 and Lemma 4.3.
Lemma 4.1. Let u be a solution of (2) with initial conditions in
Remark 4.2. The bounds depend only on the initial conditions for u andũ in
and not on its difference.
Proof
Define, for m ≥ 2, the quantity
. We claim that there exists constants K 1 and K 2 such that
These constants depend on bounds for the solution u and approximated solutionũ in
which can be estimated from the initial data.
To prove (18) let us compute d dt E 1 . We can rewrite (2) and (6)-(7) as:
in which A was defined in (13), and we have used the notation
Note that for i = 1, 2,
For z 1 this holds by the energy estimates and the assumption on the initial data. For z 2 this is an immediate consequence that there are only finitely many Fourier modes different from zero -therefore z 2 is bounded in any Sobolev space.
Moreover, if we define
Integrating by parts,
and using Young's inequality 
Note that since
C 1 andĈ 2 can be estimated from the initial conditions. The main point here is not that
small, but that they are bounded by the initial data.
Then,
1 . Now, let us bound J . Let us denote
In an analogous way with I,
Integrating by parts, Thus, integrating by parts, we can write (20) in the following way
and using Cauchy-Schwartz inequality and that Therefore, using that
we obtain, by considering solving the ODE in the equality case, If α is sufficiently small, it is possible to approximate the initial conditions of u 2 arbitrarily well byũ 2 by truncating the initial condition to finitely many Fourier modes. Then, since u 2 is itself bounded, the constant K 1 in lemma 4.1 is bounded. Therefore, for ε sufficiently small, u 2 andũ 2 stay close, see lemma 4.1.
The approximationsũ 2 andū 1 stay close together as long as α is sufficiently small, by lemma 3.3.
The solution u 1 exists, and is bounded, for times that blow up as ε α 1/2 → 0, see theorem 2.1. Finally, lemma 4.3 states thatū 1 and u 1 stay close together, as long as ε α 1/2 and ε are sufficiently small.
