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Abstract
We propose a definition of equivariant (with respect to an Iwahori subgroup)
K-theory of the formal power series model QG of semi-infinite flag manifold and
prove the Pieri-Chevalley formula, which describes the product, in the K-theory of
QG, of the structure sheaf of a semi-infinite Schubert variety with a line bundle
(associated to a dominant integral weight) over QG. In order to achieve this, we
provide a number of fundamental results on QG and its Schubert subvarieties in-
cluding the Borel-Weil-Bott theory, whose special case is conjectured in [BF2]. One
more ingredient of this paper besides the geometric results above is (a combinatorial
version of) standard monomial theory for level-zero extremal weight modules over
quantum affine algebras, which is described in terms of semi-infinite Lakshmibai-
Seshadri paths. In fact, in our Pieri-Chevalley formula, the positivity of structure
coefficients is proved by giving an explicit representation-theoretic meaning through
semi-infinite Lakshmibai-Seshadri paths.
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1 Introduction.
Let G be a connected and simply-connected simple algebraic group over C, and let X
be the flag variety of G. The torus-equivariant Grothendieck group KH(X) of X affords
rich structures from the perspective of geometry and representation theory. One of the
highlights there is the positivity of the structure constants of the products among natural
classes (called the Schubert classes; see Anderson-Griffeth-Miller [AGM], and Baldwin-
Kumar [BK]), which serves as a basis of its interaction with the eigenvalue problems [Kl]
and Gaudin models [MTV]. There is a variant of this theme (called the Pieri-Chevalley
formula), namely the structure constants of the products between Schubert classes and
(ample) line bundles in KH(X), which is also known to be positive by Mathieu [Mat] and
Brion [B].
Pittie and Ram [PR] initiated a program to describe such a positive structure constant
by relating them with the standard monomial theory (SMT for short). In particular,
they gave an explicit meaning of each structure coefficient in the Pieri-Chevalley formula
in terms of Lakshmibai-Seshadri paths (LS paths for short; see, e.g., [Li]), which carries
almost all information about simple G-modules. Their program is subsequently completed
by Littelmann-Seshadri [LiSe] and Lenart-Shimozono [LeSh] (see also Lenart-Postnikov
[LeP]).
Peterson [P] noticed that the quantum K-theory of X should be intimately connected
with the K-theory of the “affine version” of X (see Lam-Shimozono [LaSh] and Lam-Li-
Mihalcea-Shimozono [LLMS]). In view of Givental-Lee [GL] and Braverman-Finkelberg
[BF1, BF2], the quantum K-theory of X can be defined through the space of quasi-maps,
whose union forms a dense subset of the formal power series model QG of semi-infinite
flag manifolds (cf. Finkelberg-Mirkovic´ [FM]).
Therefore, it is quite natural to make some rigorous sense of KH(QG) and provide the
Pieri-Chevalley formula using SMT, which is compatible with the pictures provided by
Pittie-Ram and Peterson. This is what we perform in this paper by affording two new
theories: 1) the Borel-Weil-Bott theory of QG that enables us to define and calculate a
version of KH(QG), and 2) the SMT of level-zero modules over quantum affine algebras.
We remark that the level-zero modules over quantum affine algebras admit an interpre-
tation through the geometry of affine Grassmannian (of Langlands dual type), which
is the “affine version” of X (see, e.g., Lenart-Naito-Sagaki-Schilling-Shimozono [LNS32,
Introduction]).
In order to explain our results, theories, and ideas more precisely, we need some
notation. Let g denote the Lie algebra of G, and let gaf denote the associated untwisted
affine Lie algebra; we fix a Borel subgroup B of G and a maximal torus H ⊂ B, and set
N := [B,B]. Let W = NG(H)/H be the Weyl group, which is generated by the simple
reflections si, i ∈ I; W can be thought of as acting on the dual space h
∗ of the Cartan
subalgebra h := Lie(H). We set Waf := W ⋉ Q∨, with Q∨,+ :=
∑
i∈I Z≥0α
∨
i ⊂ Q
∨ :=⊕
i∈I Zα
∨
i (the coroot lattice). Let P =
⊕
i∈I Z̟i ⊂ h
∗ be the weight lattice generated
by the fundamental weights ̟i, i ∈ I, and set P
+ :=
∑
i∈I Z≥0̟i.
For an algebraic group E over C, we denote by E((z)) and E[[z]] the space of C((z))-
valued points and the space of C[[z]]-valued points of E, respectively, viewed as an (ind-
)scheme over C. Let ev0 : G[[z]] → G be the evaluation map at z = 0, and set I :=
ev
−1
0 (B), an Iwahori subgroup of G[[z]]; we also set I˜ := I ⋊ C
∗, the semi-direct product
group, where the group C∗ (of loop rotations) acts on I as the dilation on z. Now,
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we define QratG := G((z))/HN((z)), which is a pure ind-scheme of infinite type. Then
the set of I-orbits is in natural bijection with Waf ; let QG(x) denote the I-orbit closure
corresponding to x ∈ Waf . We define QG := QG(e).
Our first main result is the following:
Theorem 1 (
.
= Theorem 4.26 and Corollary 4.27). For each x ∈ Waf , the scheme QG(x)
is normal. In addition, there is an explicit P+-graded algebra RG such that QG = ProjRG;
here our Proj is the P+-graded one.
We remark that Theorem 1 affirmatively answers [BF2, Conjecture 2.1] and relevant
speculations therein. Also, as we see below, the scheme QG is far from being “compact”
(cf. [Kat2, Theorem A] and [FGT, (7.1)]). In order to prove Theorem 1 naturally, we
introduce a “semi-infinite” Bott-Samelson-Demazure-Hansen tower that yields a normal
ring RG. From the construction, RG contains the projective coordinate ring of QG. More-
over, on the basis of the fact that RG is generated by the primitive degree terms, a detailed
comparison with the computation for the dense subset in [BF2] implies that the inclusion
must be an isomorphism.
For each x ∈ Waf and λ ∈ P , we have an associated G[[z]]-equivariant line bundle
OQG(x)(λ) over QG(x). Also, for each x ∈ W and λ ∈ P
+, we have a Demazure submodule
V −x (λ), in the sense of [Kas3], of the level-zero extremal weight module V (λ) (of extremal
weight λ) over the quantum affine algebra Uq(gaf) associated to gaf .
Theorem 2 (
.
= Theorem 4.29). For each x ∈ Waf and λ ∈ P , we have
gchH i(QG(x),OQG(x)(λ)) =
{
gchV −x (−w◦λ) if i = 0 and λ ∈ P
+,
0 otherwise,
where gch denotes the character taking values in (Z((q−1)))[P ], and w◦ ∈ W is the longest
element.
The higher cohomology vanishing part of Theorem 2 is based on the fact that the
ring RG is free over a polynomial ring with infinitely many variables (Theorem 4.28),
which is also an interesting result in its own. We should mention that Theorem 2 have
an ind-model counterpart in [BF2], but there are no implications between these and the
two proofs are totally different.
Proposition 3 (
.
= Proposition 5.1). For each x ∈ Waf , every I˜-equivariant line bundle
over the scheme QG(x) is isomorphic to some OQG(x)(λ) up to character twist.
Although RG itself is highly infinite-dimensional (it is not even finitely generated), it
admits a grading such that it is almost like an Artin algebra in a graded sense. Moreover,
Proposition 3 supplies “graded indecomposable projectives” of RG. These two facts,
combined with Theorem 2, assert that the category of I˜-equivariant sheaves on QG (and
on QratG ) behaves almost like the category of coherent sheaves on an affine scheme.
This series of observations enables us to define a reasonable variant of an equivariant
K-group K ′
I˜
(QG) of QG (and KI˜(Q
rat
G ) of Q
rat
G ) with respect to I˜; see Section 5 for details.
They are rather involved, partly because we need to specify a class of formal power series
that is large enough to afford the Pieri-Chevalley rule, and at the same time is small
enough so that the Euler character map is injective. Nevertheless, we can prove that
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K ′
I˜
(QG) contains (the classes of) the sheaves [OQG(y)(λ)] for each λ ∈ P and relevant
y ∈ Waf . We also prove that our KI˜(Q
rat
G ) is natural enough so that it admits a nil-DAHA
action as an analog of Kostant-Kumar [KK] for QratG (see Section 6 for details).
Here we recall that in Ishii-Naito-Sagaki [INS] and Naito-Sagaki [NS3], the semi-
infinite path model of the crystal basis of V −x (λ) is constructed for every λ ∈ P
+ and
x ∈ Waf ; it is a specific subset of the set of “semi-infinite” LS paths B
∞
2 (λ) of shape
λ parametrizing the global crystal basis of V (λ). Note that it is endowed with three
functions
ι, κ : B
∞
2 (λ) −→Waf and wt : B
∞
2 (λ) −→ P ⊕ Zδ,
which are called the initial/final directions and the weight, respectively. We set
B
∞
2
x(λ) :=
{
η ∈ B
∞
2 (λ) | κ(η)  x
}
.
In order to make use of the path model above to derive the Pieri-Chevalley formula for
QratG , we additionally need a combinatorial version of the semi-infinite SMT. This consists
of the definition of the initial direction ι(η, x) ∈ Waf of a semi-infinite LS path η with
respect to x (based on the existence of the semi-infinite analog of the so-called Deodhar
lift), and of the description of tensor product decomposition of crystals in terms of ι(•, x)
(Theorem 3.1 and Theorem 3.5). We remark that our ι(η, x) is an analogue of the one
in [LiSe, LeSh] in the setting of level-zero extremal weight modules over Uq(gaf). Using
them, we obtain our Pieri-Chevalley formula:
Theorem 4 (
.
= Theorem 5.10). For λ ∈ P+ and x ∈ W≥0af := W ×Q
∨,+, we have
[OQG(λ)] · [OQG(x)] =
∑
η∈B
∞
2
x(−w◦λ)
efin(η)qnul(η) · [OQG(ι(η, x))] ∈ K
′
I˜
(QG), (1.1)
where fin(η) ∈ P and nul(η) ∈ Z for η ∈ B
∞
2 (−w◦λ) are defined by:
wt(η) = fin(η) + nul(η)δ.
Once generalities on K ′
I˜
(QG) and the semi-infinite SMT are given, our strategy for the
proof of Theorem 4 is along the line of [LiSe]. Namely, we compare the functionals
P ∋ λ 7→
∑
i≥0
(−1)i gchH i(QG, E ⊗OQG OQG(λ)) ∈ C[P ]((q
−1)),
where [E ] is taken from the both sides of (1.1).
This paper is organized as follows. In Section 2, we fix our notation for untwisted
affine Lie algebras, and then recall some basic facts about semi-infinite LS paths, extremal
weight modules, and their Demazure submodules. In Section 3, we state a combinatorial
version of standard monomial theory for level-zero extremal weight modules, and also its
refinement for Demazure submodules; the proofs of these results are given in Sections 7, 8,
and 9. In Section 4, we first review the formal power series model QG of semi-infinite flag
manifold, and then introduce a semi-infinite version of Bott-Samelson-Demazure-Hansen
tower for QG. Then, we study the cohomology spaces of line bundles over QG, and prove
the higher cohomology vanishing; also, we describe the spaces of global sections in terms
of Demazure submodules of extremal weight modules. As an application, we prove the
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normality of the semi-infinite Schubert varieties QG(x), x ∈ W
≥0
af . In Section 5, after
giving a definition of I˜-equivariant K-group K ′
I˜
(QG) of QG (and KI˜(Q
rat
G ) of Q
rat
G ), we
establish the Pieri-Chevalley formula (Theorem 5.10) by combining our geometric results
with the semi-infinite SMT. Also, in Section 6, we show that our K-groupK
I˜
(QratG ) admits
a natural nil-DAHA action. Appendices mainly contain some technical results concerning
the semi-infinite Bruhat order; in particular, we prove the existence of analogs of Deodhar
lifts for the semi-infinite Bruhat order.
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2 Algebraic setting.
2.1 Affine Lie algebras.
A graded vector space is a Z-graded vector space over C all of whose homogeneous sub-
spaces are finite-dimensional. Let V =
⊕
m∈Z Vm be a graded vector space with Vm its
subspace of degree m. We define
gdimV :=
∑
m∈Z
(
dimVm
)
qm.
Also, we denote by V ∨ (resp., V ∗) the full (resp., restricted) dual of V ; note that V ∗ :=⊕
m∈Z(V
∗)m, with (V
∗)m := (V−m)
∗. In addition, we set V̂ :=
∏
m∈Z Vm, which is a
completion of V .
Let G be a connected, simply-connected simple algebraic group over C, and B a Borel
subgroup with unipotent radical N . We fix a maximal torus H ⊂ B, and take the opposite
Borel subgroup B− of G that contains H . In the following, for an (arbitrary) algebraic
group E over C, we denote its Lie algebra Lie(E) by the corresponding German letter
e; in particular, we write g = Lie(G), b = Lie(B), n = Lie(N), and h = Lie(H). Thus,
g is a finite-dimensional simple Lie algebra over C with Cartan subalgebra h. Denote
by {α∨i }i∈I and {αi}i∈I the set of simple coroots and simple roots of g, respectively, and
set Q :=
⊕
i∈I Zαi, Q
+ :=
∑
i∈I Z≥0αi, and Q
∨ :=
⊕
i∈I Zα
∨
i , Q
∨,+ :=
∑
i∈I Z≥0α
∨
i ; for
ξ, ζ ∈ Q∨, we write ξ ≥ ζ if ξ − ζ ∈ Q∨,+. Let ∆ and ∆+ be the set of roots and positive
roots of g, respectively, with θ ∈ ∆+ the highest root of g. For a root α ∈ ∆, we denote
by α∨ its dual root. We set ρ := (1/2)
∑
α∈∆+ α and ρ
∨ := (1/2)
∑
α∈∆+ α
∨. Also, let ̟i,
i ∈ I, denote the fundamental weights for g, and set
P :=
⊕
i∈I
Z̟i, P+ :=
∑
i∈I
Z≥0̟i. (2.1)
Let gaf =
(
g⊗C[z, z−1]
)
⊕Cc⊕Cd be the untwisted affine Lie algebra over C associated
to g, where c is the canonical central element, and d is the scaling element (or the degree
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operator), with Cartan subalgebra haf = h ⊕ Cc ⊕ Cd. We regard an element µ ∈ h∗ :=
HomC(h, C) as an element of h∗af by setting 〈µ, c〉 = 〈µ, d〉 := 0, where 〈· , ·〉 : h
∗
af × haf →
C is the canonical pairing of h∗af := HomC(haf , C) and haf . Let {α
∨
i }i∈Iaf ⊂ haf and
{αi}i∈Iaf ⊂ h
∗
af be the set of simple coroots and simple roots of gaf , respectively, where
Iaf := I ⊔ {0}; note that 〈αi, c〉 = 0 and 〈αi, d〉 = δi0 for i ∈ Iaf . Denote by δ ∈ h
∗
af the
null root of gaf ; recall that α0 = δ− θ. Also, let Λi ∈ h
∗
af , i ∈ Iaf , denote the fundamental
weights for gaf such that 〈Λi, d〉 = 0, and set
Paf :=
(⊕
i∈Iaf
ZΛi
)
⊕ Zδ ⊂ h∗, P 0af :=
{
µ ∈ Paf | 〈µ, c〉 = 0
}
; (2.2)
notice that P 0af = P ⊕ Zδ, and that
〈µ, α∨0 〉 = −〈µ, θ
∨〉 for µ ∈ P 0af . (2.3)
Let W := 〈si | i ∈ I〉 and Waf := 〈si | i ∈ Iaf〉 be the (finite) Weyl group of g and
the (affine) Weyl group of gaf , respectively, where si is the simple reflection with respect
to αi for each i ∈ Iaf , with length function ℓ : Waf → Z≥0, which gives the one on W
by restriction; we denote by e ∈ Waf the identity element, and by w◦ ∈ W the longest
element. For each ξ ∈ Q∨, let tξ ∈ Waf denote the translation in h
∗
af by ξ (see [Kac,
Sect. 6.5]); for ξ ∈ Q∨, we have
tξµ = µ− 〈µ, ξ〉δ if µ ∈ h
∗
af satisfies 〈µ, c〉 = 0. (2.4)
Then,
{
tξ | ξ ∈ Q
∨
}
forms an abelian normal subgroup of Waf , in which tξtζ = tξ+ζ holds
for ξ, ζ ∈ Q∨. Moreover, we know from [Kac, Proposition 6.5] that
Waf ∼= W ⋉
{
tξ | ξ ∈ Q
∨
}
∼= W ⋉Q∨;
we also set
W≥0af :=
{
wtξ | w ∈ W, ξ ∈ Q
∨,+
}
⊂Waf . (2.5)
Denote by ∆af the set of real roots of gaf , and by ∆
+
af ⊂ ∆af the set of positive real
roots; we know from [Kac, Proposition 6.3] that ∆af =
{
α + nδ | α ∈ ∆, n ∈ Z
}
, and
∆+af = ∆
+ ⊔
{
α + nδ | α ∈ ∆, n ∈ Z>0
}
. For β ∈ ∆af , we denote by β
∨ ∈ haf its dual
root, and sβ ∈ Waf the corresponding reflection; if β ∈ ∆af is of the form β = α+nδ with
α ∈ ∆ and n ∈ Z, then sβ = sαtnα∨ ∈ W ⋉Q∨.
Finally, let Uq(gaf) denote the quantized universal enveloping algebra over C(q) as-
sociated to gaf , with Ei and Fi, i ∈ Iaf , the Chevalley generators corresponding to αi
and −αi, respectively. We denote by U
−
q
(gaf) the negative part of Uq(gaf), that is, the
C(q)-subalgebra of Uq(gaf) generated by Fi, i ∈ Iaf .
2.2 Parabolic semi-infinite Bruhat graph.
In this subsection, we fix a subset J ⊂ I. We set QJ :=
⊕
i∈J Zαi, Q
∨
J :=
⊕
i∈J Zα
∨
i ,
Q∨,+J :=
∑
i∈J Z≥0α
∨
i , ∆J := ∆ ∩ QJ , ∆
+
J := ∆
+ ∩ QJ , and WJ := 〈si | i ∈ J〉. Also, we
denote by
[ · ]J : Q
∨
։ Q∨J (resp., [ · ]
J : Q∨ ։ Q∨I\J) (2.6)
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the projection from Q∨ = Q∨I\J ⊕Q
∨
J onto Q
∨
J (resp., Q
∨
I\J) with kernel Q
∨
I\J (resp., Q
∨
J ).
Let W J denote the set of minimal(-length) coset representatives for the cosets in W/WJ ;
we know from [BB, Sect. 2.4] that
W J =
{
w ∈ W | wα ∈ ∆+ for all α ∈ ∆+J
}
. (2.7)
For w ∈ W , we denote by ⌊w⌋ = ⌊w⌋J ∈ W J the minimal coset representative for the
coset wWJ in W/WJ . Also, following [P] (see also [LaSh, Sect. 10]), we set
(∆J)af :=
{
α + nδ | α ∈ ∆J , n ∈ Z
}
⊂ ∆af , (2.8)
(∆J)
+
af := (∆J)af ∩∆
+
af = ∆
+
J ⊔
{
α + nδ | α ∈ ∆J , n ∈ Z>0
}
, (2.9)
(WJ)af :=WJ ⋉
{
tξ | ξ ∈ Q
∨
J
}
=
〈
sβ | β ∈ (∆J)
+
af
〉
, (2.10)
(W J)af :=
{
x ∈ Waf | xβ ∈ ∆
+
af for all β ∈ (∆J)
+
af
}
; (2.11)
note that if J = ∅, then (W ∅)af = Waf and (W∅)af =
{
e
}
. We know from [P] (see also
[LaSh, Lemma 10.6]) that for each x ∈ Waf , there exist a unique x1 ∈ (W
J)af and a
unique x2 ∈ (WJ)af such that x = x1x2; we define a (surjective) map
ΠJ : Waf ։ (W
J)af , x 7→ x1, (2.12)
where x = x1x2 with x1 ∈ (W
J)af and x2 ∈ (WJ)af .
Definition 2.1. Let x ∈ Waf , and write it as x = wtξ for w ∈ W and ξ ∈ Q
∨. We define
the semi-infinite length ℓ
∞
2 (x) of x by: ℓ
∞
2 (x) = ℓ(w) + 2〈ρ, ξ〉.
Definition 2.2 ([Lu1], [Lu2]; see also [P]).
(1) The (parabolic) semi-infinite Bruhat graph BG
∞
2
(
(W J)af
)
is the ∆+af -labeled, di-
rected graph with vertex set (W J)af whose directed edges are of the following form:
x
β
−→ sβx for x ∈ (W
J)af and β ∈ ∆
+
af , where sβx ∈ (W
J)af and ℓ
∞
2 (sβx) = ℓ
∞
2 (x)+1.
When J = ∅, we write BG
∞
2 (Waf) for BG
∞
2
(
(W ∅)af
)
.
(2) The semi-infinite Bruhat order is a partial order  on (W J)af defined as follows:
for x, y ∈ (W J)af , we write x  y if there exists a directed path from x to y in
BG
∞
2
(
(W J)af
)
; we write x ≺ y if x  y and x 6= y.
Remark 2.3. In the case J = ∅, the semi-infinite Bruhat order on Waf is just the generic
Bruhat order introduced in [Lu1]; see [INS, Appendix A.3] for details. Also, for a general
J , the parabolic semi-infinite Bruhat order on (W J)af is nothing but the partial order on
J-alcoves introduced in [Lu2] when we take a special point to be the origin.
In Appendix A, we recall some of the basic properties of the semi-infinite Bruhat order.
For x ∈ (W J)af , let Lift(x) denote the set of lifts of x in Waf with respect to the map
ΠJ : Waf ։ (W
J)af , that is,
Lift(x) :=
{
x′ ∈ Waf | Π
J(x′) = x
}
; (2.13)
for an explicit description of Lift(x), see Lemma B.1. The following proposition will be
proved in Appendix B.
Proposition 2.4. If x ∈ Waf and y ∈ (W
J)af satisfy the condition that y  Π
J(x), then
the set
Liftx(y) :=
{
y′ ∈ Lift(y) | y′  x
}
(2.14)
has the minimum element with respect to the semi-infinite Bruhat order on Waf ; we denote
this element by min Liftx(y).
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2.3 Semi-infinite Lakshmibai-Seshadri paths.
In this subsection, we fix λ ∈ P+ ⊂ P 0af (see (2.1) and (2.2)), and set
J :=
{
i ∈ I | 〈λ, α∨i 〉 = 0
}
⊂ I. (2.15)
Definition 2.5. For a rational number 0 < a < 1, we define BG
∞
2
λ,a
(
(W J)af
)
to be the
subgraph of BG
∞
2
(
(W J)af
)
with the same vertex set but having only the edges of the
form x
β
−→ y with a〈xλ, β∨〉 ∈ Z.
Definition 2.6. A semi-infinite Lakshmibai-Seshadri (LS for short) path of shape λ is a
pair
π = (x ; a) = (x1, . . . , xs ; a0, a1, . . . , as), s ≥ 1, (2.16)
of a strictly decreasing sequence x : x1 ≻ · · · ≻ xs of elements in (W
J)af and an increasing
sequence a : 0 = a0 < a1 < · · · < as = 1 of rational numbers satisfying the condition that
there exists a directed path from xu+1 to xu in BG
∞
2
λ,au
(
(W J)af
)
for each u = 1, 2, . . . , s−1.
We denote by B
∞
2 (λ) the set of all semi-infinite LS paths of shape λ.
Following [INS, Sect. 3.1] (see also [NS3, Sect. 2.4]), we endow the set B
∞
2 (λ) with a
crystal structure with weights in Paf by the map wt : B
∞
2 (λ)→ Paf and the root operators
ei, fi, i ∈ Iaf ; for details, see Appendix C. We denote by B
∞
2
0 (λ) the connected component
of B
∞
2 (λ) containing πλ := (e ; 0, 1) ∈ B
∞
2 (λ).
If π ∈ B
∞
2 (λ) is of the form (2.16), then we set
ι(π) := x1 ∈ (W
J)af (resp., κ(π) := xs ∈ (W
J)af); (2.17)
we call ι(π) (resp., κ(π)) the initial (resp., final) direction of π. For x ∈ Waf , we set
B
∞
2
x(λ) :=
{
π ∈ B
∞
2 (λ) | κ(π)  ΠJ(x)
}
. (2.18)
2.4 Extremal weight modules and their Demazure submodules.
In this subsection, we fix λ ∈ P+ ⊂ P 0af (see (2.1) and (2.2)). Let V (λ) denote the
extremal weight module of extremal weight λ over Uq(gaf), which is an integrable Uq(gaf)-
module generated by a single element vλ with the defining relation that vλ is an “extremal
weight vector” of weight λ; recall from [Kas2, Sect. 3.1] and [Kas3, Sect. 2.6] that vλ is an
extremal weight vector of weight λ if and only if (vλ is a weight vector of weight λ and)
there exists a family {vx}x∈Waf of weight vectors in V (λ) such that ve = vλ, and such that
for every i ∈ Iaf and x ∈ Waf with n := 〈xλ, α
∨
i 〉 ≥ 0 (resp., ≤ 0), the equalities Eivx = 0
and F
(n)
i vx = vsix (resp., Fivx = 0 and E
(−n)
i vx = vsix) hold, where for i ∈ Iaf and k ∈ Z≥0,
the E
(k)
i and F
(k)
i are the k-th divided powers of Ei and Fi, respectively; note that the
weight of vx is xλ. Also, for each x ∈ Waf , we define the Demazure submodule V
−
x (λ) of
V (λ) by
V −x (λ) := U
−
q
(gaf)vx. (2.19)
We know from [Kas1, Proposition 8.2.2] that V (λ) has a crystal basis B(λ) and the
corresponding global basis
{
G(b) | b ∈ B(λ)
}
; we denote by uλ the element of B(λ) such
that G(uλ) = vλ, and by B0(λ) the connected component of B(λ) containing uλ. Also, we
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know from [Kas3, Sect. 2.8] (see also [NS3, Sect. 4.1]) that V −x (λ) ⊂ V (λ) is compatible
with the global basis of V (λ), that is, there exists a subset B−x (λ) of the crystal basis B(λ)
such that
V −x (λ) =
⊕
b∈B−x (λ)
C(q)G(b) ⊂ V (λ) =
⊕
b∈B(λ)
C(q)G(b). (2.20)
Remark 2.7 ([NS3, Lemma 4.1.2]). For every x ∈ Waf , we have V
−
x (λ) = V
−
ΠJ (x)
(λ) and
B−x (λ) = B
−
ΠJ (x)
(λ).
We know the following from [INS, Theorem 3.2.1] and [NS3, Theorem 4.2.1].
Theorem 2.8. There exists an isomorphism Φλ : B(λ)
∼
→ B
∞
2 (λ) of crystals such that
Φ(uλ) = πλ and such that Φλ(B
−
x (λ)) = B
∞
2
x(λ) for all x ∈ Waf ; in particular, we have
Φλ(B0(λ)) = B
∞
2
0 (λ).
Let x ∈ Waf . If x is of the form x = wtξ for some w ∈ W and ξ ∈ Q
∨, then vx ∈ V (λ)
is a weight vector of weight xλ = wλ− 〈λ, ξ〉δ; note that wλ ∈ λ− Q+. Also, for i ∈ I
(resp., i = 0 ∈ Iaf), the Chevalley generator Fi (resp., F0) of Uq(gaf) acts on V (λ) as
a (linear) operator of weight −αi ∈ Q (resp., −α0 = θ − δ ∈ Q + Z<0δ). Therefore,
the Demazure submodule V −x (λ) = U
−
q
(gaf)vx has the weight space decomposition of the
form:
V −x (λ) =
⊕
k∈Z
(⊕
γ∈Q
V −x (λ)λ+γ+kδ︸ ︷︷ ︸
=:V −x (λ)k
)
,
where V −x (λ)k =
{
0
}
for all k > −〈λ, ξ〉; in addition, by Theorem 2.8, together with
the definition of the map wt : B
∞
2 (λ) → Paf (see (C.3)), we see that if γ /∈ −Q
+,
then V −x (λ)λ+γ+kδ =
{
0
}
for all k ∈ Z, since Wafλ ⊂ λ − Q+ + Zδ by the assumption
that λ ∈ P+. Here we claim that V −x (λ)k is finite-dimensional for all k ∈ Z with k ≤
−〈λ, ξ〉; we show this assertion by descending induction on k. Let U−
q
(g) denote the
C(q)-subalgebra of U−
q
(gaf) generated by Fi, i ∈ I. If k = −〈λ, ξ〉, then the assertion is
obvious since V −x (λ)−〈λ, ξ〉 = U
−
q
(g)vx and V (λ) is an integrable Uq(gaf)-module. Assume
that k < −〈λ, ξ〉. Observe that V −x (λ)k is a U
−
q
(g)-module generated by F0V
−
x (λ)k+1.
Because F0V
−
x (λ)k+1 is finite-dimensional by our induction hypothesis, and V (λ) is an
integrable Uq(gaf)-module, we deduce that V
−
x (λ)k = U
−
q
(g)(F0V
−
x (λ)k+1) is also finite-
dimensional, as desired.
Now, we define the graded character gchV −x (λ) of V
−
x (λ) to be
gchV −x (λ) :=
∑
k∈Z
(∑
γ∈Q
dim
(
V −x (λ)λ+γ+kδ
)
eλ+γ
)
qk; (2.21)
observe that
gchV −x (λ) ∈
(
Z[eν | ν ∈ P ]︸ ︷︷ ︸
=Z[P ]
)
[[q−1]]q−〈λ, ξ〉. (2.22)
For γ ∈ Q and k ∈ Z, we set fin(λ+ γ + kδ) := λ+ γ ∈ P and nul(λ+ γ + kδ) := k ∈ Z.
Then, by Theorem 2.8, we have
gchV −x (λ) =
∑
π∈B
∞
2
x(λ)
efin(wt(π))qnul(wt(π)). (2.23)
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3 Combinatorial standard monomial theory for semi-
infinite LS paths.
In this section, we fix λ, µ ∈ P+ ⊂ P 0af (see (2.1) and (2.2)), and set
J :=
{
i ∈ I | 〈λ, α∨i 〉 = 0
}
, K :=
{
i ∈ I | 〈µ, α∨i 〉 = 0
}
.
3.1 Standard paths.
We consider the following condition (SP) on π ⊗ η ∈ B
∞
2 (λ)⊗ B
∞
2 (µ):{
there exist x, y ∈ Waf such that x  y in Waf ,
and such that ΠJ(x) = κ(π), ΠK(y) = ι(η);
(SP)
we set
S
∞
2 (λ+ µ) :=
{
π ⊗ η ∈ B
∞
2 (λ)⊗ B
∞
2 (µ) | π ⊗ η satisfies condition (SP)
}
.
Theorem 3.1. The set S
∞
2 (λ+µ)⊔ {0} is stable under the action of the Kashiwara (or,
root) operators ei, fi, i ∈ Iaf , on B
∞
2 (λ) ⊗ B
∞
2 (µ); in particular, S
∞
2 (λ + µ) is a crystal
with weights in Paf . Moreover, S
∞
2 (λ+ µ) is isomorphic as a crystal to B
∞
2 (λ+ µ).
We will give a proof of Theorem 3.1 in Section 7.
3.2 Defining chains.
Definition 3.2. Let π = (x1, . . . , xs ; a) ∈ B
∞
2 (λ) and η = (y1, . . . , yp ; b) ∈ B
∞
2 (µ). A
defining chain for π ⊗ η is a sequence x′1, . . . , x
′
s, y
′
1, . . . , y
′
p of elements in Waf satisfying
the condition: 
x′1  · · ·  x
′
s  y
′
1  · · ·  y
′
p in Waf ;
ΠJ(x′u) = xu for 1 ≤ u ≤ s;
ΠK(y′q) = yq for 1 ≤ q ≤ p;
(DC)
we call x′1 (resp., y
′
p) the initial element (resp., the final element) of this defining chain.
Proposition 3.3. Let π ∈ B
∞
2 (λ) and η ∈ B
∞
2 (µ). Then, π⊗ η ∈ S
∞
2 (λ+ µ) if and only
if there exists a defining chain for π ⊗ η ∈ B
∞
2 (λ)⊗ B
∞
2 (µ).
We will give a proof of Proposition 3.3 in Section 8.1.
Now, let η = (y1, . . . , yp ; b) ∈ B
∞
2 (µ). For each x ∈ Waf such that κ(η) = yp 
ΠK(x), we define a specific lift ι(η, x) ∈ Waf of ι(η) = y1 ∈ (W
K)af as follows. Since yp 
ΠK(x) by the assumption, it follows from Proposition 2.4 that Liftx(yp) has the minimum
element min Liftx(yp) =: y˜p. Similarly, since yp−1  yp = Π
K(y˜p), it follows again from
Proposition 2.4 that Lifty˜p(yp−1) has the minimum element min Lifty˜p(yp−1) =: y˜p−1.
Continuing in this way, we obtain y˜p, y˜p−1, . . . , y˜1. Namely, these elements are defined
by the following recursive procedure (from p to 1):{
y˜p := min Liftx(yp),
y˜q := min Lifty˜q+1(yq) for 1 ≤ q ≤ p− 1.
(3.1)
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Finally, we set
ι(η, x) := y˜1; (3.2)
this element is sometimes called the initial direction of η with respect to x.
Proposition 3.4. Let π ∈ B
∞
2 (λ) and η ∈ B
∞
2 (λ). Then, π ⊗ η ∈ S
∞
2 (λ + µ) (or
equivalently, there exists a defining chain for π⊗ η ∈ B
∞
2 (λ)⊗B
∞
2 (µ) by Proposition 3.3)
if and only if κ(π)  ΠJ (ι(η, x)) for some x ∈ Waf such that κ(η)  Π
K(x).
We will give a proof of Proposition 3.4 in Section 8.2.
3.3 Demazure crystals in terms of standard paths.
We set S :=
{
i ∈ I | 〈λ + µ, α∨i 〉 = 0
}
= J ∩ K. For each x ∈ Waf , we define
S
∞
2
x(λ+µ) ⊂ S
∞
2 (λ+µ) to be the image of B
∞
2
x(λ+µ) =
{
ψ ∈ B
∞
2 (λ+µ) | κ(ψ)  ΠS(x)
}
under the isomorphism B
∞
2 (λ+ µ) ∼= S
∞
2 (λ+ µ) in Theorem 3.1.
Theorem 3.5. Let x ∈ Waf . For π⊗ η ∈ B
∞
2 (λ)⊗B
∞
2 (µ), the following conditions (D1),
(D2), and (D3) are equivalent:
π ⊗ η ∈ S
∞
2
x(λ+ µ); (D1){
there exists a defining chain for π ⊗ η whose final element, say y,
satisfies the condition that ΠS(y)  ΠS(x);
(D2)
κ(η)  ΠK(x) and κ(π)  ΠJ(ι(η, x)). (D3)
Therefore, we have
S
∞
2
x(λ+ µ) =
{
π ⊗ η | η ∈ B
∞
2
x(µ) and π ∈ B
∞
2
ι(η, x)(λ)
}
,
and hence (see (2.23))
gchV −x (λ+ µ) =
∑
η∈B
∞
2
x(µ)
efin(wt(η))qnul(wt(η))
∑
π∈B
∞
2
ι(η, x)
(λ)
efin(wt(π))qnul(wt(π))
︸ ︷︷ ︸
= gch V −
ι(η, x)
(λ) by (2.23)
. (3.3)
We will give a proof of Theorem 3.5 in Section 9.
4 Semi-infinite Schubert varieties and their resolu-
tions.
4.1 Geometric setting.
An (algebraic) variety is an integral separated scheme of finite type over C. Also, a pro-
affine space is a product of finitely many copies of SpecC[xm | m ≥ 0], equipped with a
truncation morphism SpecC[xm | m ≥ 0] → SpecC[xm | 0 ≤ m ≤ n] for n ≫ 0; by a
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morphism of pro-affine spaces, we mean a morphism of schemes that is also continuous
with respect to the topology induced by the truncation morphisms (this topology itself is
irrelevant to the Zariski topology). For a C-vector space V , we set P(V ) := (V \{0})/C×.
We usually regard P(V ) as an algebraic variety over C when dimV <∞, or as an ind/pro-
scheme when dimV =∞ in accordance with the topology of V .
For an algebraic group E, let E[[z]], E((z)), and E[z] denote the set of C[[z]]-valued
points, C((z))-valued points, and C[z]-valued points of E, respectively; the corresponding
Lie algebras are denoted by e[[z]], e((z)), and e[z], respectively, with E replaced by its
German letter e = Lie(E). Also, we denote by R(E) the representation ring of E.
Recall that G is a connected, simply-connected simple algebraic group over C; con-
cerning the Lie algebra g = Lie(G) and its untwisted affinization gaf , we use the notation
of Section 2.
We have an evaluation map ev0 : G[[z]] −→ G at z = 0. Let I := ev
−1
0 (B) be an
Iwahori subgroup of G[[z]]. Also, for each i ∈ Iaf , we have a minimal parahoric subgroup
I ⊂ I(i) ⊂ G[[z]] corresponding to αi, so that I(i)/I ∼= P1. Note that both G[[z]] and
I admit an action of Gm obtained by the scalar dilation on z; we denote the resulting
semi-direct product groups by G˜[[z]] and I˜, respectively. The (finite) Weyl group W of g
is isomorphic to NG(H)/H , and Q
∨ is isomorphic to H((z))/H [[z]], both of which fit in
the following commutative diagram involving the (affine) Weyl group Waf of gaf :
0 −−−→ Q∨ −−−→ Waf −−−→ W −−−→ e
∼=
x ∼=x ∼=x
H((z))/H [[z]] −−−→ NG((z))(H)/H [[z]] −−−→ NG((z))(H)/H((z))︸ ︷︷ ︸
=NG(H)/H
,
where the first row is exact, and the rightmost isomorphism in the second row holds since
NG((z))(H) ∼= NG((z))(H((z))) ∼= (NG(H))((z)). In particular, we have a lift w˙ ∈ NG((z))(H)
for each w ∈ Waf . Now, for x ∈ Waf and i ∈ Iaf , we set
si ∗ x :=
{
x if six < x,
six if six > x,
(4.1)
where we denote by > the ordinary Bruhat order on Waf . Then, the set Waf becomes a
monoid, which we denote by Waf , under the product ∗; this monoid is also obtained as a
subset of the generic Hecke algebra associated to (Waf , Iaf) by setting ai = 1 and bi = 0
for i ∈ Iaf in [Hu2, Sect. 7.1, Theorem].
4.2 Semi-infinite flag manifolds.
Here we review two models of semi-infinite flag manifold associated to G, for which the
basic references are [FM] and [FFKM].
Let L(λ) denote the (finite-dimensional) irreducible highest weight g-module of highest
weight λ ∈ P+. Recall that for each λ, µ ∈ P+, we have a canonical embedding of
irreducible highest weight g-modules (and hence of G-modules) up to scalars:
L(λ+ µ) →֒ L(λ)⊗C L(µ). (4.2)
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The embedding (4.2) induces an embedding
L(λ+ µ)⊗C R →֒
(
L(λ)⊗C L(µ)
)
⊗C R ∼= (L(λ)⊗C R)⊗R (L(µ)⊗C R) (4.3)
for every commutative, associative C-algebra R.
Theorem 4.1 ([BG, 1.1.2]). Let K be a field containing C. The set of collections {ℓλ}λ∈P+
of one-dimensional K-vector subspaces ℓλ in L(λ)⊗CK such that ℓλ⊗K ℓµ = ℓλ+µ for every
λ, µ ∈ P+ (under the embedding (4.3)) is in bijection with the set of closed K-points of
G/B.
For a g-module V , we set V [[z]] := V ⊗C C[[z]] and V ((z)) := V ⊗C C((z)).
Definition 4.2. Consider a collection L = {Lλ}λ∈P+ of one-dimensional C-vector sub-
spaces Lλ in L(λ)[[z]] = L(λ) ⊗C C[[z]] (resp., L(λ)((z)) = L(λ) ⊗C C((z))). The datum
L is called a formal (resp., rational) Drinfeld-Plu¨cker (DP for short) datum if for every
λ, µ ∈ P+, the equality
Lλ+µ = Lλ ⊗C L
µ (4.4)
holds under the embedding (4.3), where Lλ ⊗C L
µ is considered to be its image under
the map L(λ)[[z]] ⊗C L(µ)[[z]] → L(λ)[[z]] ⊗C[[z]] L(µ)[[z]] (resp., L(λ)((z))⊗C L(µ)((z)) →
L(λ)((z))⊗C((z))L(µ)((z))); we sometimes refer to a collection {u
λ}λ∈P+ of nonzero elements
uλ ∈ Lλ, λ ∈ P+, as a formal (resp., rational) DP datum. Let QG (resp., Q
rat
G ) denote
the set of formal (resp., rational) DP data.
Remark 4.3. By the compatibility condition (4.4), a DP datum {Lλ}λ∈P+ is determined
completely by a collection {ui}i∈I of nonzero elements u
i ∈ L̟i for i ∈ I. We call this
collection {ui}i∈I DP coordinates.
Let L = {Lλ}λ∈P+ ∈ QG. We define degL
λ to be the degree of a nonzero element in
Lλ, viewed as an L(λ)-valued formal power series (if it is bounded). For each ξ ∈ Q∨,+,
a DP datum of degree ξ is a formal DP datum L = {Lλ}λ∈P+ such that degL
λ ≤ 〈λ, ξ〉
for all λ ∈ P+. For each ξ ∈ Q∨,+, let QG(ξ) denote the set of formal DP data of degree
ξ. Here we note that if ξ, ζ ∈ Q∨,+ satisfy ξ ≤ ζ , i.e., ζ − ξ ∈ Q∨,+, then QG(ξ) ⊂ QG(ζ).
We set QG :=
⋃
ξ∈Q∨,+ QG(ξ); observe that
QG(ξ) ⊂ QG ⊂ QG for each ξ ∈ Q
∨,+.
Also, we remark thatQG has a natural G[[z]]-action, and that its subsets QG(ξ), ξ ∈ Q
∨,+,
and QG are stable under the action of G on QG.
Lemma 4.4. We have an embedding
QG ∋ {L
λ}λ∈P+ 7→ {[L
̟i ]}i∈I ∈
∏
i∈I
P(L(̟i)[[z]]), (4.5)
which gives the set QG a (reduced) structure of an infinite type closed subscheme of∏
i∈I P(L(̟i)[[z]]). In particular, QG is separated.
Proof. Because a DP datum {Lλ}λ∈P+ is determined uniquely by {L
̟i}i∈I (see Re-
mark 4.3), the map above is injective. Also, condition (4.4) is equivalent to saying that
the image of Lλ ⊗C L
µ lies in the C-vector subspace L(λ + µ)[[z]] ⊂
(
L(λ) ⊗C L(µ)
)
[[z]]
for all λ, µ ∈ P+. This condition imposes infinitely many equations on
∏
i∈I P(L(̟i)[[z]])
that define QG as its closed subscheme. Since each P(L(̟i)[[z]]) is separated, so is QG.
This proves the lemma.
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Theorem 4.5 ([FM]). The set of G[[z]]-orbits in QG is labeled by Q
∨,+. The codimension
of the G[[z]]-orbit corresponding to ξ ∈ Q∨,+ is equal to 2〈ρ, ξ〉.
Corollary 4.6. The set of I-orbits in QG is in bijection with the set W
≥0
af =
{
wtξ | w ∈
W, ξ ∈ Q∨,+
}
.
Proof. Apply (the consequence of) the Bruhat decomposition G[[z]] =
⊔
w∈W Iw˙I to each
G[[z]]-orbit in QG described in Theorem 4.5.
For each x = wtξ ∈ W
≥0
af , we denote by O(x) the I-orbit of QG that contains a unique
(H×Gm)-fixed point corresponding to {z〈̟i, ξ〉vww◦̟i}i∈I (see Lemma 4.4), where for each
λ ∈ P+ and w ∈ W , we take and fix a nonzero vector vwλ of weight wλ in L(λ); note that
the codimension of O(x) ⊂ O(e) is given by ℓ
∞
2 (x). We set QG(x) := O(x) ⊂ QG. For
x, y ∈ W≥0af , we have
QG(x) ⊂ QG(y) ⇐⇒ x  y ([FFKM, Sect. 5.1])
⇐⇒ xw◦  yw◦ (see [P, Lecture 13]).
Also, we have QG(e) = QG by inspection; in fact, e ∈ W
≥0
af is the minimum element in
the semi-infinite Bruhat order restricted to W≥0af .
For ξ ∈ Q∨,+ and x ∈ W≥0af , we set QG(x, ξ) := QG(ξ) ∩QG(x), and for x ∈ W
≥0
af , we
set QG(x) :=
⋃
ξ∈Q∨,+ QG(x, ξ).
For each ξ ∈ Q∨,+, we have an embedding
ıξ : QG ∋ {L
λ}λ∈P+
(
= {uλ}λ∈P+
)
7→ {z〈λ, ξ〉uλ}λ∈P+ ∈ QG.
Thus we have its direct limit QratG
∼= lim−→ξQG, on which we have an action of G((z)). By its
construction, the embedding ıξ is G[[z]]-equivariant, and sends the I-orbit O(x) to O(xtξ).
Now, by Lemma 4.4, we have a G[[z]]-equivariant line bundle OQG(̟i) obtained by
the pullback of the i-th O(1) through (4.5). For λ =
∑
i∈I mi̟i ∈ P , we set OQG(λ) :=⊗
i∈I OQG(̟i)
⊗mi (as a tensor product of line bundles). Also, for each x ∈ W≥0af , we have
the restriction OQG(x)(λ) obtained through (4.5), which is I˜-equivariant. Similarly, we
have (B × Gm)-equivariant line bundles OQG(x,ξ)(λ) and OQG(x)(λ) by further pullbacks
(the latter is G[z]-equivariant whenever x = tζ for some ζ ∈ Q
∨,+); we set
Hn(QG(x), OQG(x)(λ)) := lim←−
ξ
Hn(QG(x, ξ), OQG(x, ξ)(λ)) for n ∈ Z≥0. (4.6)
Let λ ∈ P+. As explained in [Kat1, Theorem 1.6], the restricted dual of the Demazure
submodule V −e (−w◦λ) (see (2.19)) of the extremal weight Uq(gaf)-module V (−w◦λ) of
extremal weight −w◦λ gives rise to an integrable g[z]-module (by taking the classical
limit q → 1), called the global Weyl module; we denote it by W (λ). Here we note that
global Weyl modules carry natural gradings arising from the dilation of the z-variable.
Theorem 4.7 ([BF2, Proposition 5.1]). For λ ∈ P , we have
H0(Q˚G, OQG(λ))
∼=
{
W (λ)∗ if λ ∈ P+,
{0} otherwise,
where Q˚G denotes the open dense G[[z]]-orbit in QG.
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Theorem 4.8 ([BF1, Theorem 3.1] and [Kat1, Theorem 4.12]). For each λ ∈ P and
x ∈ W≥0af , we have
gch H˙n(QG(x), OQG(x)(λ)) =
{
gchV −x (−w◦λ) if λ ∈ P
+ and n = 0,
0 otherwise,
where H˙n(QG(x), OQG(x)(λ)) denotes the space of Gm-finite vectors in (4.6).
Remark 4.9. The assertion of [Kat1, Theorem 4.12] is only for x ∈ W . The assertion of
the form above easily follows from the isomorphism QG(x) ∼= QG(xtξ) for x ∈ W and
ξ ∈ Q∨,+, which is obtained by means of ıξ.
Lemma 4.10. For each λ ∈ P++ :=
∑
i∈I Z>0̟i, the sheaf OQG(λ) is very ample.
Proof. The proof is exactly the same as that of [Kat1, Corollary 2.7].
4.3 Bott-Samelson-Demazure-Hansen towers.
In this subsection, we construct two kind of (pro-)schemes of infinite type, which can be
thought of as “resolutions” of QG(x) for x ∈ W
≥0
af , and study their properties.
Lemma 4.11 ([Mac2, (2.4.1)]). If ξ ∈ Q∨ is a strictly antidominant coweight, i.e.,
〈αi, ξ〉 < 0 for all i ∈ I, then ℓ(tξ) = −2〈ρ, ξ〉, and ℓ(wtξ) = ℓ(tξ)− ℓ(w) for all w ∈ W ;
hence we have ℓ(wtξ) = −ℓ
∞
2 (wtξ) for all w ∈ W .
Lemma 4.12.
(1) ℓ
∞
2 (xt−2mρ∨) + ℓ
∞
2 (t2mρ∨) = ℓ
∞
2 (x) for all x ∈ Waf and m ∈ Z.
(2) There exists m0 ≥ 0 such that −ℓ
∞
2 (xt−2mρ∨) = ℓ(xt−2mρ∨) for all m ≥ m0.
Proof. Part (1) is obvious from the definition of ℓ
∞
2 ( · ). For part (2), write x as x =
wtξ ∈ Waf for some w ∈ W and ξ ∈ Q
∨, and take m0 ≥ 0 such that ξ − 2m0ρ
∨ is strictly
antidominant. Then we see from Lemma 4.11 that −ℓ
∞
2 (xt−2mρ∨) = ℓ(xt−2mρ∨) for all
m ≥ m0. This proves the lemma.
Remark 4.13. Keep the setting of Lemma 4.12 (2). We have
ℓ(xt−2(m0+m)ρ∨) = ℓ(xt−2m0ρ∨) +mℓ(t−2ρ∨) = ℓ(xt−2m0ρ∨) + ℓ(t−2mρ∨)
for all m ≥ 0.
In what follows, we fix x ∈ W≥0af unless stated otherwise. For this x, we take m0 ≥ 0
as in Lemma 4.12 (2), and fix reduced expressions
xt−2m0ρ∨ = si′1si′2 · · · si′ℓ′ and t−2ρ
∨ = si′′1 si′′2 · · · si′′ℓ , (4.7)
where i′1, . . . , i
′
ℓ′ , i
′′
1, . . . , i
′′
ℓ ∈ Iaf , with ℓ
′ = ℓ(xt−2m0ρ∨) and ℓ = ℓ(t−2ρ∨). We concatenate
these sequences periodically to obtain an infinite sequence
i = (i′1, i
′
2, i
′
3, . . . , i
′
ℓ′︸ ︷︷ ︸
for xt−2m0ρ∨
, i′′1, i
′′
2, . . . , i
′′
ℓ︸ ︷︷ ︸
for t−2ρ∨
, i′′1, i
′′
2, . . . , i
′′
ℓ︸ ︷︷ ︸
for t−2ρ∨
, i′′1, . . .) ∈ I
∞
af , (4.8)
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and write it as: i = (i1, i2, . . .) ∈ I
∞
af ; remark that si1si2 · · · sik is reduced for all k ≥ 0.
For k ∈ Z≥0, we set ik := (i1, i2, . . . , ik).
Let k ∈ Z≥0, and let j = (ij1 , . . . , ijt) be a subsequence of ik, where 1 ≤ j1 < · · · <
jt ≤ k. We set σ(j) = σk(j) :=
{
1, 2, . . . , k
}
\
{
j1, . . . , jt
}
. We identify a subsequence j
of ik with a subsequence j
′ of ik′ if and only if σk(j) = σk′(j
′) (as subsets of Z>0); namely, if
k′ ≥ k, then j = (ij1, . . . , ijt) ⊂ ik and j
′ = (ij1 , . . . , ijt , ik+1, . . . , ik′) ⊂ ik′ are identified.
Thus, we identify a subsequence j of ik with a subsequence of i by taking the limit in
lim
−→k
ik = i.
Let k ∈ Z≥0, and let j = (ij1, ij2, . . . , ijt) be a subsequence of ik. We set
x(j; k) := sij1 ∗ sij2 ∗ · · · ∗ sijt ∈Waf .
Remark 4.14. Let k′ ∈ Z≥0 be such that k′ ≥ k. Because the sequence j above is identified
with the subsequence (ij1, . . . , ijt , ik+1, . . . , ik′) of ik′, we have
x(j; k′) := sij1 ∗ · · · ∗ sijt︸ ︷︷ ︸
=x(j;k)
∗sik+1 ∗ · · · ∗ sik′ ∈Waf .
Lemma 4.15. Let m ∈ Z≥0, and let j be a subsequence of iℓ′+mℓ. Then, there exists
m1 ≥ m such that x(j; ℓ
′ +m′ℓ) = x(j; ℓ′ +m′′ℓ) · t−2(m′−m′′)ρ∨ for every m
′ ≥ m′′ ≥ m1.
In particular, the element x(j) := x(j; ℓ′ +m′ℓ) · t2(m′+m0)ρ∨ ∈ Waf does not depend on the
choice of m′ ≥ m1.
Proof. We first note that
x(j; ℓ′ +m′ℓ) = x(j; ℓ′ +m′′ℓ) ∗
(m′ −m′′) times︷ ︸︸ ︷
(si′′1 ∗ si′′2 ∗ · · · ∗ si′′ℓ )︸ ︷︷ ︸
corresponding to t−2ρ∨
∗ · · · ∗ (si′′1 ∗ si′′2 ∗ · · · ∗ si′′ℓ )︸ ︷︷ ︸
corresponding to t−2ρ∨
.
Since y ∗ si = ysi if and only if ℓ(ysi) = ℓ(y) + 1 for y ∈ Waf and i ∈ Iaf , it suffices to
show that there exists m1 ≥ m such that
ℓ(x(j; ℓ′ +m′′ℓ) · t−2nρ∨) = ℓ(x(j; ℓ
′ +m′′ℓ)) + ℓ(t−2nρ∨) (4.9)
for all n > 0 and m′′ ≥ m1. Let k ∈ Z≥0 be such that k ≥ m. Since x(j; ℓ′ + kℓ) =
x(j; ℓ′ +mℓ) ∗ t−2(k−m)ρ∨ and ℓ(t−2(k−m)ρ∨) = (k −m)ℓ, we see that
ℓ(x(j; ℓ′ + kℓ)) ≥ (k −m)ℓ; (4.10)
note that ℓ(y ∗ y′) ≥ max
{
ℓ(y), ℓ(y′)
}
for y, y′ ∈ Waf , as is verified by induction. Now,
for each integer k ≥ m, we set
dk := ℓ(t−2ρ∨)︸ ︷︷ ︸
=ℓ
−
{
ℓ(x(j; ℓ′ + (k + 1)ℓ))− ℓ(x(j; ℓ′ + kℓ))
}
;
observe that dk ∈ Z≥0. Also, for k ≥ m, we have
(k −m)ℓ = ℓ(x(j; ℓ′ + kℓ))− ℓ(x(j; ℓ′ +mℓ)) +
k−1∑
k′=m
dk′.
If dk > 0 for infinitely many k ≥ m, then (k − m)ℓ > ℓ(x(j; ℓ
′ + kℓ)) for k ≫ m, which
contradicts (4.10). Hence we deduce that dk > 0 only for finitely many k ≥ m. Thus, if
we set m1 := max
{
k ≥ m | dk > 0
}
, then (4.9) holds. This proves the lemma.
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Lemma 4.16. For each y, y′ ∈ Waf such that y  y
′, there exists m2 ∈ Z≥0 such that
yt−2mρ∨ ≥ y
′t−2mρ∨ in the ordinary Bruhat order on Waf for all m ≥ m2.
Proof. It suffices to prove the assertion in the case that y
β
−→ sβy = y
′ for some β ∈ ∆+af .
Here we see from [INS, Corollary 4.2.2] that β is either of the following forms:
(i) β = α with α ∈ ∆+; (ii) β = α+ δ with −α ∈ ∆+.
Moreover, if y = wtξ with w ∈ W and ξ ∈ Q
∨, then γ := w−1α ∈ ∆+ in both cases above.
Also, it follows from [INS, Proposition A.1.2] that
ℓ(w) =
{
ℓ(wrγ)− 1 in case (i),
ℓ(wrγ)− 1 + 2〈ρ, γ
∨〉 in case (ii).
(4.11)
If we set ζ := ξ − 2mρ∨ for m ∈ Z, then yt−2mρ∨ = wtξ−2mρ∨ = wtζ , and
sβ(yt−2mρ∨) = sα+kδwtζ, where k = 0 in case (i), and k = 1 in case (ii),
= wtζst−ζw−1α+kδ = (yt−2mρ∨)sγ+nδ, with n := k + 〈γ, ζ〉. (4.12)
Therefore, in case (i) (resp., case (ii)), we deduce from [LNS31, Proposition 5.1 (1) (resp.,
(2)) with v = e], together with equalities (4.11) and (4.12) that y′t−2mρ∨ = sβyt−2mρ∨ =
(yt−2mρ∨)sγ+nδ < yt−2mρ∨ for all m≫ 0. This proves the lemma.
Lemma 4.17. For each y ∈ Waf such that y  x, there exist k ∈ Z≥0 and a subsequence
j of ik such that y = x(j).
Proof. By Lemma 4.16, there exists m ≫ 0 such that the assertion of Lemma 4.12 (2)
holds for m0 +m instead of m0 (see also Remark 4.13), and such that
yt−2(m0+m)ρ∨ < xt−2(m0+m)ρ∨ = xt−2m0ρ∨ · t−2mρ∨ ;
note that iℓ′+mℓ gives a reduced expression for xt−2(m0+m)ρ∨ . By the Subword Property
(see, e.g., [BB, Theorem 2.2.2]), yt−2(m0+m)ρ∨ is obtained as a subexpression of the reduced
expression for xt−2(m0+m)ρ∨ corresponding to iℓ′+mℓ. Namely, there exists a subsequence
j = (ij1, . . . , ijt) of iℓ′+mℓ such that
yt−2(m0+m)ρ∨ = sij1 · · · sijt = sij1 ∗ · · · ∗ sijt = x(j, ℓ
′ +mℓ).
Let us take m1 ≫ m as in Lemma 4.15. Then, we see by Remark 4.13 that for m
′ ≥ m1,
x(j, ℓ′ +m′ℓ) = x(j, ℓ′ +mℓ) ∗ t−2(m′−m)ρ∨
= x(j, ℓ′ +mℓ) · t−2(m′−m)ρ∨ = yt−2(m′+m0)ρ∨ .
Thus, we obtain y = x(j), as desired. This proves the lemma.
For each i ∈ Iaf and y ∈ Waf , we define a map
qi,y : I(i)×
I QG(y)→ Q
rat
G , (p, L) 7→ pL. (4.13)
Lemma 4.18. Let y ∈ W≥0af , and i ∈ Iaf . If siy  y, then the map qi,y induces a P
1-
fibration I(i) ×I QG(y) → QG(y), which we also denote by qi,y. If e  siy  y, then the
map qi,y induces a birational map I(i)×
IQG(y)→ QG(siy), which we also denote by qi,y.
In both cases, the map qi,y is proper.
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Proof. If siy  y, then the action of I(i) stabilizes O(y)∪O(siy) ⊂ QG(y). Hence taking
the closure in QG implies that QG(y) admits an I(i)-action. Therefore, the assertions
hold in this case since I(i)/I ∼= P1.
If e  siy  y, then q
−1
i,y (O(siy)) contains Is˙iI ×
I O(y). Here we deduce from Lem-
mas A.2 and A.4 that if y′ ∈ Waf satisfies y
′ ≻ y, then siy
′ ≻ siy; in particular, we
have ℓ
∞
2 (siy) < ℓ
∞
2 (siy
′). Hence we have Is˙iI ×
I O(y) = q−1i,y (O(siy)). In addition,
the unipotent one-parameter subgroup of I corresponding to αi gives an isomorphism
A1 × s˙iO(y) ∼= O(siy). Therefore, qi,y is birational. Also, by applying the same ob-
servation for siy instead of y, we deduce that qi,y is obtained as the restriction of the
P1-fibration qi,siy to a closed subscheme. Hence qi,y defines a proper map. This proves the
lemma.
For each k ∈ Z≥0, we set x(k) := siksik−1 · · · si1x. We claim that
ℓ
∞
2 (x(k + 1)) = ℓ
∞
2 (x(k)) + 1 for all k ≥ 0. (4.14)
Indeed, since x(k+1) = sikx(k) for k ≥ 0, we see by (A.5) that ℓ
∞
2 (x(k+1)) = ℓ
∞
2 (x(k))±1
for each k ≥ 0. Therefore, it suffices to show that
ℓ
∞
2 (x((m−m0)ℓ+ ℓ
′)) = ℓ
∞
2 (x(0)) + (m−m0)ℓ+ ℓ
′ for all m ≥ m0; (4.15)
note that x(0) = x. We see by the definition that x((m −m0)ℓ + ℓ
′) = (xt−2mρ∨)
−1x =
t2mρ∨ . Hence we compute:
ℓ
∞
2 (x((m−m0)ℓ+ ℓ
′)) = ℓ
∞
2 (t2mρ∨) = 2〈ρ, 2mρ
∨〉 = −mℓ
∞
2 (t−2ρ∨)
= mℓ(t−2ρ∨) = mℓ by Lemma 4.11. (4.16)
Also, by Lemma 4.12 (1), we have ℓ
∞
2 (xt−2m0ρ∨) + ℓ
∞
2 (t2m0ρ∨) = ℓ
∞
2 (x). Here we deduce
that ℓ
∞
2 (xt−2m0ρ∨) = −ℓ(xt−2m0ρ∨) = −ℓ
′ by Lemma 4.12 (2), and that ℓ
∞
2 (t2m0ρ∨) = m0ℓ.
Hence we obtain ℓ
∞
2 (x) = −ℓ′ +m0ℓ. Combining this equality with (4.16) shows (4.15),
as desired.
Now, we set
QG(ik) := I(i1)×
I I(i2)×
I · · · ×I I(ik)×
I O(x(k)). (4.17)
We also define its ambient space
Q#G(ik) := I(i1)×
I I(i2)×
I · · · ×I I(ik)×
I QG(x(k)).
Since sikx(k) = x(k − 1) and x(k)  x(k − 1) for each k ≥ 1 (see (4.14)), we have an I˜-
equivariant embedding O(x(k−1)) →֒ I(ik)×
IO(x(k)) by the latter case of Lemma 4.18,
and hence an I˜-equivariant embedding QG(ik−1) →֒ QG(ik) for each k ≥ 1. By infinite
repetition of these embeddings, we obtain a scheme of infinite type
QG(i) := lim−→
k
QG(ik) =
⋃
k≥0
QG(ik), (4.18)
endowed with an I˜-action. Also, the multiplication of components yields an I˜-equivariant
morphism
m : QG(i) −→ QG(x).
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Similarly, we have mk : Q
#
G(ik)→ QG(x) for each k ≥ 0. The natural inclusion QG(ik) →֒
Q#G(ik) yields a map QG(i) → Q
#
G(ik) by taking the product of factors at position > k
from the left in (4.17). Namely, we collect the maps
QG(ik′) ∋ (p1, . . . , pk′, L) 7→ (p1, . . . , pk, pk+1 · · · pk′L) ∈ Q
#
G(ik)
for k′ > k through (4.18), where pj ∈ I(ij), 1 ≤ j ≤ k
′, and L ∈ O(x(k′)); here each
closed point of QG(ik′) is an equivalence class with respect to the I
k′-action, and the map
above respects equivalence classes. This yields a factorization of m through arbitrary mk
in such a way that
QG(i)→ Q
#
G(ik′)→ Q
#
G(ik)→ QG(x) (4.19)
for each k′ ≥ k. This also yields an inclusion
QG(i) →֒ Q
#
G(i) := lim←−
k
Q#G(ik),
which fits into the following commutative diagram of I˜-equivariant morphisms for k < k′:
QG(i)
  //
m
 ''P
PP
PP
PP
PP
PP
PP
++❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
Q#G(i)
ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
 %%❏
❏
❏
❏
❏
❏
❏
❏
❏
QG(x) Q
#
G(ik)mk
oo Q#G(ik′).
oo
Lemma 4.19. The scheme QG(i) is separated and normal.
Proof. The scheme QG(i) is an inclusive union of countably many open subschemes each
of which is isomorphic to a pro-affine space bundle over a finite successive P1-fibrations.
Since each of such a space is separated, we deduce the desired separatedness.
Also, by its construction, each QG(ik) is a union of pro-affine spaces labeled by subse-
quences of ik (so that QG(ik) is covered by a total of 2
k-copies of open cover consisting of
pro-affine spaces). Thus, QG(i) is a union of countably many pro-affine spaces. Since all
of these pieces are normal, we deduce the desired normality. This proves the lemma.
For each subsequence j ⊂ ik, we obtain an I-stable pro-affine space O(j) ⊂ QG(ik) by
replacing I(ij), 1 ≤ j ≤ k, with Is˙ijI (resp., I) if ij ∈ j (resp., ij 6∈ j) in (4.17); we refer to
O(j) as the stratum corresponding to a subsequence j of ik.
Lemma 4.20.
(1) For each k ∈ Z≥1, it holds that QG(ik) =
⊔
j⊂ik
O(j).
(2) Let k ∈ Z≥1, and let j and j′ be subsequences of ik. Then, O(j) ⊂ O(j′) in QG(ik)
if and only if j ⊂ j′(⊂ ik).
Proof. The proofs of the assertions are straightforward by the definitions.
If we regard O(j) as a locally closed subscheme of QG(i) via (4.18) for j ⊂ ik, then
its images in Q#G(ik) and Q
#
G(ik′) for k < k
′ are isomorphic through (4.19). Therefore,
we can freely replace m with mk when we analyze a single stratum in QG(i). We set
QG(j) := O(j), where the closure is taken in QG(i).
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Lemma 4.21. We have QG(i) =
⊔
jO(j), where j runs over all subsequences of i such
that |σ(j)| <∞.
Proof. Since QG(i) =
⋃
k≥1QG(ik), the assertion is a consequence of Lemma 4.20 and the
consideration just above.
Lemma 4.22. The map m is surjective.
Proof. By Lemma 4.17, each fiber of m along an (H × Gm)-fixed point is nonempty.
Because applying the I˜-action to the set of (H × Gm)-fixed points exhausts QG(x) by
Corollary 4.6, we conclude that m is surjective, as required. This proves the lemma.
Lemma 4.23. The map mk is I˜-equivariant, birational, and proper for each k ≥ 1.
Proof. Since ℓ
∞
2 (x(k)) − ℓ
∞
2 (x) = k for each k ≥ 1, repeated application of Lemma 4.18
shows that mk is birational and proper for each k ≥ 1; this is because mk is obtained as
the base change of the composite of morphisms of type qij , x(j) for 1 ≤ j ≤ k. This proves
the lemma.
The map m is also I˜-equivariant and birational since the embedding QG(i) ⊂ Q
#
G(i) is
open.
4.4 Cohomology of line bundles over QG.
In this subsection, keeping the setting of the previous subsection, we also assume that
x = e, the identity element; in this case, we can (and do) take the m0 (in Lemma 4.12 (2))
to be 0, so that we have ℓ′ = 0 (see (4.7)). In particular, we have QG(x) = QG(e) = QG.
For each λ ∈ P , the I˜-equivariant line bundle OQG(x(k))(λ) induces a line bundle over
QG(ik) for each k ∈ Z≥0.
Proposition 4.24. For each λ ∈ P , we have an isomorphism
H0(QG(i), OQG(i)(λ))
∼= W (λ)∗
of I˜-modules. In particular, the left-hand side carries a natural structure of graded g[z]-
module.
Proof. We adopt the notation of the previous subsection, with x = e, m0 = 0, and
ℓ′ = 0. Also, since ℓ(t−2ρ∨) = ℓ(w◦)+ ℓ(w◦t−2ρ∨), we can rearrange the reduced expression
(i′′1, . . . , i
′′
ℓ ) = (i1, . . . , iℓ) for t−2ρ∨ , if necessary, in such a way that the first ℓ(w◦)-entries
(i1, . . . , iℓ(w◦)) give rise to a reduced expression for w◦.
The map m factors as m′ ◦ m′′, where m′′ is the map obtained by collapsing the first
ℓ(w◦)-factors in QG(i) as:
QG(i) = I(i1)×
I · · · ×I I(iℓ(w◦))×
I X → G[[z]]×I X, (4.20)
withX a certain scheme admitting an I˜-action, andm′ is the natural mapG[[z]]×IX → QG
induced by the action. In particular, we deduce that m∗OQG(i)(λ) admits a G˜[[z]]-action,
and hence that the space of global sections of m∗OQG(i)(λ) is a g[z]-module.
Now, for each m ∈ Z≥0, we have QG(iℓ(w◦)+ℓm) ⊂ QG(i). Also, for each k ∈ Z≥0,
we have an inclusion QG(ik) →֒ QG(ik+ℓ) by sending the stratum O(j) corresponding to
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j ⊂ ik to the one corresponding to j+ ⊂ ik+ℓ, which is obtained by shifting all the entries
by ℓ (so that {1, 2, . . . , ℓ} ∩ j+ = ∅ and |σk+ℓ(j+)| = |σk(j)| + ℓ); this corresponds to
twisting Imagem = QG to QG(t2ρ∨). It follows that the Gm-action on the line bundle
OQG(ik)(λ) is twisted by t2ρ∨ , whose actual effect is of degree −2〈λ, ρ
∨〉. In particular,
the structure map πm : QG(iℓ(w◦)+ℓm)→
{
pt
}
for m ∈ Z≥0 factors as:
πm ∼=
(
(π1)
∗
)m
(π0), (4.21)
where the maps π0 and π1 are projections
π0 : I(i1)×
I I(i2)×
I · · · ×I I(iℓ(w◦))×
I O(w◦)→
{
pt
}
,
π1 : I(i1)×
I I(i2)×
I · · · ×I I(iℓ)/I→
{
pt
}
, (4.22)
and (π1)
∗ means the pullback obtained by identifying
{
pt
}
with I/I ∈ I(iℓ)/I in (4.22).
For each i ∈ Iaf and an I-module M , we define Di(M) to be the space of (H ×Gm)-
finite vectors in H0(I(i)/I, I(i) ×I M∗); this can be thought as a left exact endo-functor
in the category of (H ×Gm)-semi-simple I-modules. We set
D−2ρ∨ := Dsi1 ◦Dsi2 ◦ · · · ◦Dsiℓ and Dw◦ := Dsi1 ◦Dsi2 ◦ · · · ◦Dsiℓ(w◦)
.
Then, successive application of the Leray spectral sequence to (4.21), together with the
fact that the Gm-twist commutes with the whole construction, yields
H0(QG(i), OQG(i)(λ))
∼=
−→ lim
←−
m
Dm−2ρ∨
(
Dw◦
(
C[O(w◦t2mρ∨)]⊗ C−t−2mρ∨λ
))
,
where we have used the equality w◦t2mρ∨w◦ = t−2mρ∨ .
In view of (4.20) with X replaced by O(w◦t2mρ∨), Theorem 4.7 implies
Dw◦
(
C[O(w◦t2mρ∨)]⊗ C−t−2mρ∨λ
)
∼= W (λ)∗,
where the grading of the right hand side is shifted by −2m〈λ, ρ∨〉. Hence, [Kat1, Theo-
rem 4.13] (cf. [Kas3, Lemma 2.8] and [Kat1, Corollary 4.8]) implies
Dm−2ρ∨
(
Dw◦
(
C[O(w◦t2mρ∨)]⊗ C−t−2mρ∨λ
))
∼= W (λ)∗
without grading shift. Therefore, we conclude
H0(QG(i),OQG(i)(λ))
∼= W (λ)∗
for the choice of i fixed at the beginning of the proof. The assertion for a general i follows
from the fact that
Dm−2ρ∨
∼= Dsj1 ◦ · · · ◦Dsjmℓ
holds for an arbitrary reduced expression sj1 · · · sjmℓ for t−2mρ∨ . This completes the proof
of the proposition.
Theorem 4.25 (Kneser-Platonov; see, e.g., [Gil, Proof of Theorem 5.8]). The subset
G[z] ⊂ G[[z]] is dense.
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Proof. The original claim is that G((z)) is generated by the set of C((z))-valued points of
the unipotent groups of G. Because the set of C(z)-valued points in a one-dimensional
unipotent group is dense in the set of C((z))-valued points in the sense that we can
approximate the latter by the former up to an arbitrary order of z, it follows that we
can approximate G((z)) by elements of G(z) up to an arbitrary order of z. Since such an
approximation of an element of G[[z]] is achieved by elements that are regular at z = 0,
we conclude the assertion.
Theorem 4.26. We have m∗OQG(i)
∼= OQG. In particular, the scheme QG is normal.
Proof. We (can) employ the same reduced expression for t−2ρ∨ as in the proof of Propo-
sition 4.24; recall the last sentence of the proof. The pullback defines a map m∗OQG →
OQG(i), whose adjunction in turn yields OQG → m∗OQG(i). From this, by twisting by
OQG(λ) for some λ ∈ P
+, we obtain the following short exact sequence:
0→ OQG(λ)→ m∗OQG(i)(λ)→ Coker→ 0,
from which we deduce a g[z]-module inclusion
H0(QG,OQG(λ)) →֒ H
0(QG,m∗OQG(i)(λ))
∼= H0(QG(i),OQG(i)(λ)),
by taking their global sections. The rightmost one is isomorphic to W (λ)∗ by Proposi-
tion 4.24. In particular, we have algebra homomorphisms:⊕
λ∈P+
Γ(QG,OQG(λ)) ⊂
⊕
λ∈P+
Γ(QG,m∗OQG(i)(λ))
∼=
⊕
λ∈P+
Γ(QG(i),OQG(i)(λ))
∼=
⊕
λ∈P+
W (λ)∗;
let us denote the leftmost one by R′G and the rightmost one by RG. Since QG(i) is normal,
we deduce that RG is normal when localized with respect to homogeneous elements in
W (̟i)
∗ for each i ∈ I. For the same reason, RG is an integral domain. The ring structure
of RG is induced by the unique (up to scalar) g[z]-module map
W (λ+ µ) −→W (λ)⊗CW (µ), λ, µ ∈ P
+, (4.23)
of degree zero. In view of [Kat1, Proof of Theorem 3.3], we deduce that the multiplication
map W (λ)∗⊗W (µ)∗ → W (λ+ µ)∗ is surjective since (4.23) is injective. Therefore, RG is
a normal ring generated by terms of primitive degree (see, e.g., [Ha, Chap. II, Exerc. 5.14];
cf. [Kat1, Proof of Theorem 3.3]).
From the above, it suffices to prove R′G = RG. For this purpose, it is enough to
prove that the associated graded ring of the projective coordinate ring R′′G of QG, which
is arising from its structure of a closed subscheme of
∏
i∈I P(L(̟i)[[z]]), contains RG
(see, e.g., [EGAI, Sect. 2.6] for convention). Recall that the projective coordinate ring
of P(L(̟i)[[z]]) is
⊕
n≥0 S
n
(
L(̟i)[z]
∗
)
, where SnV denotes the n-th symmetric power of
a vector space V . Thanks to the surjectivity of multiplication map of RG, it is further
reduced to seeing that for each i ∈ I, every element of the part W (̟i)
∗ of degree ̟i
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in RG is written as the quotient of an element of
∏
i∈I S
〈λ, α∨i 〉
(
L(̟i)[z]
∗
)
by some power
of monomials in elements of L(̟j)[z]
∗ ⊂ W (̟j)
∗, j ∈ I (note that this condition is
particularly apparent in types A and C since W (̟i) = L(̟i)[z] for each i ∈ I).
By [BF2, Proof of Theorem 3.1], each QG(ξ), ξ ∈ Q
∨,+, is a projective variety with
rational singularities. By the Serre vanishing theorem [EGAIII, The´ore`me 2.2.1] applied
to the ideal sheaf that defines QG(ξ) (inside the product of finite-dimensional projective
spaces in P(L(̟i)[[z]]) obtained by bounding the degree; cf. [Kat1, (2.1)]), the restriction
map ⊗
i∈I
H0
(
P(L(̟i)[[z]]),O(〈λ, α∨i 〉)
)
→ H0(QG(ξ),OQG(ξ)(λ)) (4.24)
is surjective for sufficiently large λ ∈ P+, where we have used the fact that⊗
i∈I
H0(P(L(̟i)[[z]]),Fi) ∼= H0
(∏
i∈I
P(L(̟i)[[z]]),⊠i∈IFi
)
holds for vector bundles Fi of finite rank on P(L(̟i)[[z]]).
Claim 1. For a given degree n ∈ Z≤0, we can choose λ ∈ P+ and ξ ∈ Q∨,+ sufficiently
large in such a way that for every m ∈ Z>0, the restriction map
W (mλ)∗ ⊂W (mλ)∨ = H0(QG,OQG(mλ)) −→ H
0(QG(ξ),OQG(ξ)(mλ))
is injective at degree greater than or equal to n.
Proof of Claim 1. Let us denote by W (̟i)
∗
≥n ⊂ W (̟i)
∗ and W (̟i)≤−n ⊂ W (̟i) the
direct sum of the homogeneous components ofW (̟i)
∗ of degree greater or equal to n, and
the the direct sum of the homogeneous components of W (̟i) of degree less than or equal
to −n, respectively. Also, let RnG be the subring of RG generated by the W (̟i)
∗
≥n, i ∈ I;
every homogeneous component of RG of degree greater than or equal to n is contained in
RnG by the surjectivity of multiplication map and the fact that W (λ)
∗ is concentrated in
nonpositive degrees. The value of a section of a line bundle over ProjRG (our Proj here
is the P+-graded proj, by which we mean that the H-quotient of the subset of the affine
spectrum in
∏
i∈I
(
W (̟i) \ {0}
)
) arising from RnG at a point is determined completely by
its image under the projection
pr :
∏
i∈I
P
(
Ŵ (̟i)
)
\ Z −→
∏
i∈I
P
(
W (̟i)≤−n
)
induced by the g[z]-module surjection W (̟i) → W (̟i)≤−n, where Z denotes the loci
in which pr is not well-defined; for the notation Ŵ (̟i), see Section 2.1. Thanks to
Theorem 4.25, we deduce that
pr(QG \ Z) = pr(QG \ Z)
as the set of closed points. Since the restriction of pr to QG(ξ) \ Z for each ξ ∈ Q
∨,+ is a
morphism of Noetherian schemes, it follows that pr(QG(ξ) \ Z) is a constructible subset
of
∏
i∈I P
(
W (̟i)≤−n
)
. Moreover, the irreducibility of QG(ξ) forces pr(QG(ξ) \ Z) to be
irreducible. Therefore, the equality
pr(QG \ Z) =
⋃
ξ∈Q∨,+
pr(QG(ξ) \ Z)
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implies that there exists some ξ ∈ Q∨,+ such that
pr(QG(ξ) \ Z) ⊂ pr(QG \ Z) (4.25)
is Zariski dense, since
∏
i∈I P (W (̟i)≤−n) is a Noetherian scheme.
Thanks to [BF2, Proposition 5.1] (cf. Theorem 4.8), we can find λ (by replacing ξ
with a larger one if necessary) such that the assertion holds for m = 1. Now we assume
the contrary to deduce the assertion for m > 1. Then, we have an additional equation
on pr(QG \ Z) ⊂
∏
i∈I P
(
W (̟i)≤−n
)
vanishing along QG(ξ) by (taking sum of) the
multiplication of W (λ)∗≥n. However, this is impossible in view of (4.25) since ProjRG is
reduced (and hence RnG is integral). Thus we have proved Claim 1.
We return to the proof of Theorem 4.26. We fix n ∈ Z≤0 and β ∈ Q∨,+ such that
Claim 1 holds. By replacing λ if necessary to guarantee the surjectivity of the restriction
map (4.24) with keeping the situation of Claim 1, we deduce that all the maps⊗
i∈I H
0
(
P(L(̟i)[[z]]),O(〈λ, α∨i 〉)
)
// H0(QG,OQG(λ)) _
⊗
i∈I S
〈λ, α∨i 〉
(
L(̟i)[z]
∗
)
//W (λ)∗
⊗
i∈I H
0
(
P(L(̟i)[[z]]),O(〈λ, α∨i 〉)
)
//H0(QG(ξ),OQG(ξ)(λ))
(4.26)
are surjective at degree n from the commutativity of the diagram and the surjectivity of
the bottom horizontal map. For a degree n element f ∈ W (̟i)
∗ and degree zero element
hj ∈ L(̟j)
∗ ⊂W (̟j)
∗ for each j ∈ I, we can choose sufficiently large integers Ni, i ∈ I,
such that
f ·
∏
j∈I
h
Nj
j ∈ S
1+Ni
(
L(̟i)[z]
∗
)
·
∏
j∈I, j 6=i
SNj
(
L(̟j)[z]
∗
)
⊂ RG
as the corresponding claim is true after sending to the bottom line of (4.26). This forces
W (̟i)
∗ to be contained in the part of degree ̟i of the associated graded ring of R
′′
G, as
required. This completes the proof of the theorem.
Corollary 4.27. The projective coordinate ring RG of QG arising from the embedding by
means of the DP-coordinates is isomorphic to
⊕
λ∈P+ W (λ)
∗.
Theorem 4.28. The projective coordinate ring RG of QG in Corollary 4.27 is free over
the polynomial algebra AG given by the lowest weight components with respect to the H-
action.
Proof. During this proof, we denote by vλ ∈ W (λ) the unique haf-eigenvector of weight λ
(which is determined up to a scalar, and is the specialization of the corresponding vector
of V (λ) through q→ 1).
For each λ ∈ P+, we set
C[A(λ)] :=
⊗
i∈I
S〈λ, α
∨
i 〉C[z] ∼=
⊗
i∈I
C[z(i)1 , . . . , z
(i)
〈λ, α∨i 〉
]
S〈λ,α∨
i
〉 .
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By the results [FL, N], due to Fourier-Littelmann and Naoi, we know that W (λ) is a free
module over C[A(λ)], and the λ-isotypical component ofW (λ) is free of rank one. Here we
define the polynomial algebra AG by collecting the (−λ)-isotypical component of W (λ)
∗
for all λ ∈ P+. It follows that the ring AG is of the form⊗
i∈I
S•C[z]∗ ∼=
⊕
λ∈P+
⊗
i∈I
S〈λ, α
∨
i 〉C[z]∗ ∼=
⊕
λ∈P+
C[A(λ)]∗.
Let ψ ∈ W (µ)∗ and ξ ∈ C[A(λ−µ)]∗ ⊂ AG, where λ, µ, λ − µ ∈ P+, and assume
that both of them are homogeneous with respect to P -weights and degrees. Then, we
find a product of haf-eigen PBW basis element F1 ∈ U(n
−[z]) and monomials f1, f2 ∈
U(h[z]z) ∼= S•(h[z]z) such that ψ(F1f1vµ) 6= 0 and ξ(f2v(λ−µ)) 6= 0 by the Poincare´-
Birkhoff-Witt theorem. It follows that (ψ · ξ)(F1f1f2vλ) 6= 0, since we need to collect the
terms F1m1vµ⊗m2vλ−µ, with m1m2 = f1f2, in the tensor product through the embedding
W (λ) ⊂ W (µ) ⊗W (λ − µ). This means that 0 6= ψ · ξ ∈ W (λ)∗; in particular, the ring
RG is torsion-free as an AG-module.
Now, let us fix i0 ∈ I and λ ∈ P
+ so that 〈λ, α∨i0〉 = 0, and set λm := λ +m̟i0 for
each m ∈ Z≥0. We also set A
i0
G := S
•C[z]∗ ⊂ AG for the fixed i0. For each m, l ∈ Z≥0
such that m ≥ l, we denote by W (λ;m, l) the space (C[A(l̟i0 )]∗ ·W (λm−l)∗)∗, which is a
b[z]-submodule of W (λm). From this description, we have an inclusion
W (λ;m, l) ⊂W (λ;m, l − 1)
when l > 0. In particular, W (λ;m, l)∗ is a quotient of W (λ;m, l − 1)∗.
By repeated use of (the dual of) the surjectivity of the multiplication map of RG, we
have an embedding:
Φ : W (λm) →֒ W (̟i0)
⊗m ⊗W (λ). (4.27)
For 0 ≤ l ≤ m, let W(λ;m, l) denote the linear span of pure tensors(
m⊗
j=1
vi0,j
)
⊗ v ∈ W (̟i0)
⊗m ⊗W (λ) (4.28)
of haf -eigenvectors in which at most l-elements of {vi0,j}
m
j=1 is of the form z
ev̟i0 for some
e ∈ Z≥0. If we denote by W (λ;m, l)′ the preimage of W(λ;m, l) through Φ, then we have
W (λ;m, l− 1)′ ⊂W (λ;m, l)′
whenever l > 0. By construction, {W (λ;m, l)′}0≤l≤m forms a Z-graded increasing filtra-
tion whose associated graded modules
grlW (λm) :=W (λ;m, l)
′/W (λ;m, l− 1)′, l ∈ Z≥0,
stratify W (λm).
Here, W (̟i0)
⊗m ⊗W (λ) admits a graded decomposition coming from the number of
elements in {vi0,j}
m
j=1 of the form z
ev̟i0 for e ∈ Z≥0 through (4.28) and (4.27). It follows
that the space W(λ;m, l) is the annihilator of the subspace
∑
w∈Sm
m∑
a=l
w(C[A(̟i0)]⊗a ⊗W (̟i0)
⊗m−a)∗ ⊗W (λ)∗ ⊂ (W (̟i0)
⊗m)∗ ⊗W (λ)∗, (4.29)
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where Sm permutes the tensor factors of W (̟i0)
⊗m. Pulling back by Φ, we deduce that
W (λ;m, l − 1)′ is the annihilator of the space (4.29) in W (λm) through the embedding
(4.27). Therefore, W (λ;m, l − 1)′ ⊂ W (λm) is exactly the annihilator of C[A(l̟i0 )]∗ ·
W (λm−l)
∗ ⊂W (λm)
∗. It follows that we have a canonical isomorphism
grlW (λm)
∼= W (λ;m, l)/W (λ;m, l + 1).
If we define a subquotient M(λ;n) of RG for each n ∈ Z≥0 by
M(λ;n) :=
⊕
l≥0
M(λ;n)l, M(λ;n)l = (grlW (λn+l))
∗ ,
then M(λ;n) admits an Ai0G-action.
From the construction of M(λ;n)l through {W (λ;m, l)}m,l≥0, we deduce thatM(λ;n)
is generated by M(λ;n)0 as an A
i0
G-module. Also, from the construction of M(λ;n)l
through {W (λ;m, l)′}m,l≥0, we deduce that the dual of the multiplication map is the
natural map
C[A(l̟i0 )]⊗ gr0W (λn)→ gr0 W (λn+l)
of C[A(λn+l)]-modules. The (C[A(m̟i0 )], b[z])-modules grlW (λm), 0 ≤ l ≤ m, stratify
W (λm). In addition, the maximality of W (λ;m, l)
′ guarantees that each grlW (λm) is
torsion-free as a C[A(λm)]-module.
For each λ ∈ P+, we can regard W (λ) as a module corresponding to a vector bundle
(or a free sheaf) W(λ) over A(λ), where A(λ) denotes SpecC[A(λ)]; its fiber is known to
be the tensor product of local Weyl modules W (µ, x), where µ ∈ P+ and x ∈ C runs
over the configurations of points determined by a point of A(λ) (see, e.g., [Kat1, Theorem
1.4]).
The spaces grlW (λm), 0 ≤ l ≤ m, give torsion-free sheaves Wl(λm) on A
(λm) that
stratify W(λm). Hence a section of Wl(λm) is an equivalence class of the set of sections
A(λm) → W(λm) whose specialization to a general point gives an element of the tensor
product of local Weyl modules
v =
∑
k
⊗
i,j
v
(k)
i,j ∈
⊗
i∈I
〈λ, α∨i 〉⊗
j=1
W (̟i, xi,j) (4.30)
such that exactly l-elements in {v
(k)
i0,j
}mj=1 are highest weight vectors, and the other vectors
do not have a highest weight component for each k.
Since every two points in {xi,j}i,j are generically distinct, each pure tensor in (4.30)
divides {1, 2, . . . , m} into two subsets S1 and S2, with #S1 = l, so that {xi0,j}j∈S1 carries
a highest weight vector (i.e., v
(k)
i0,j
= zev̟i0 for some e ∈ Z≥0) and {xi0,j}j∈S2 carries a vec-
tor lying in non-highest-weight components (as a b-module). The coordinates {xi0,j}j∈S1
gives rise to the action of C[A(l̟i0 )] on grlW (λm), while the coordinates {xi0,j}j∈S2 gives
rise to a C[A(λm−l)]-module structure on grlW (λm), and these two module structures are
(mutually commutative and) distinct. It follows that every pair of elements of C[A(l̟i0 )]
and gr0W (λm−l) appears as a section in Wl(λm) after a generic localization. This partic-
ularly gives us the Sm-action on C[A(l̟i0 )]⊠ C[A(λm−l)] and grlW (λm) that changes the
order of the highest weight vectors and the one of non-highest weight vectors (or mixes up
S1 and S2). Therefore, grlW (λm) itself is torsion-free as a C[A
(l̟i0 )]⊠C[A(λm−l)]-module.
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BecauseM(λ;n) is generated byM(λ;n)0 as an A
i0
G-module, we have an injective map
η : grlW (λm) →֒ C[A
(l̟i0 )]⊗ gr0W (λm−l)
of C[A(l̟i0 )] ⊠ C[A(λm−l)]-modules, which is an isomorphism after a localization to some
Zariski open subset of A(l̟i0 ) × A(λm−l).
Since grlW (λm), 0 ≤ l ≤ m, stratifies W (λm), we deduce that the M(λ;n)’s, with λ
varying, give a stratification of the AG-module RG. Hence, in order to prove that RG is
free over Ai0G, it suffices to verify that each M(λ;n) is a free A
i0
G-module. By construction,
the image of η contains C ⊗ gr0W (λm−l), which gives a C[A
(l̟i0 )]-module generator of
grl W (λm). Therefore, the map η must be an isomorphism. As a consequence, we conclude
that
C[A(l̟i0)]∗ ⊗M(λ;n)0 ∼= M(λ;n)l
through the multiplication map. In other words, M(λ;n) is a free Ai0G-module.
Because the above argument is consistent with the filtrations and their associated
graded modules arising from a different choice of i0 ∈ I, we can vary i0 ∈ I and construct
the associated graded modules inductively on a fixed total order on I. This gives a
stratification of RG that is free over AG. Hence the ring RG itself is free over AG. This
completes the proof of the theorem.
Theorem 4.29. For each λ ∈ P , we have
gchHn(QG,OQG(λ)) =
{
gchV −e (−w◦λ) if λ ∈ P
+ and n = 0,
0 otherwise.
Proof. We know that QG is a closed subscheme of
∏
i∈I P(L(̟i)[[z]]) by (4.5). Therefore,
we have a countable set Ω of I-tuples of (H × Gm)-eigenvectors of
⊔
i∈I L(̟i)[[z]], one
for each i ∈ I, so that it induces an affine open cover U := {US}S⊂Ω of QG (where
US :=
{
f 6= 0 | f ∈ S
}
) that is closed under intersection.
Now, the maps L(̟i)[[z]] \ {0} → P(L(̟i)[[z]]), i ∈ I, induce a (right) H-fibration Q˜G
that defines an open scheme of
∏
i∈I L(̟i)[[z]], which corresponds to specifying a nonzero
vector u̟i instead of a one-dimensional C-vector subspace L̟i ∋ u̟i in the definition of
DP data; its closure Q̂G, which corresponds to allowing u
̟i = 0 in a DP datum, is an
affine subscheme of
∏
i∈I L(̟i)[[z]] of infinite type. We set Z := Q̂G \ Q˜G, which is a
closed subscheme of Q̂G. Also, the pullback U˜S of US to Q˜G defines an affine open subset
of Q̂G. By the finiteness of the defining functions, U˜S →֒ Q̂G is quasi-compact by [EGAI,
Proposition 1.1.10]. For each finite subset S ⊂ Ω, we set U˜S := {U˜T}T⊂S, which is again
a collection of affine subschemes that is closed under intersections, and U˜S :=
⋃
T⊂S U˜T .
In addition, we set Z˜S := Q̂G \ U˜
S .
Let us denote the natural projection Q˜G → QG by π. Since QG is a (right) free
quotient of Q˜G by H , we deduce that OQG(λ) = (π∗OQ˜G)
(H,λ), where •(H,λ) denotes the
λ-isotypical component with respect to the right H-action. Because discarding open sets
(in such a way that the remaining ones are closed under intersection) in the C˘ech complex
defines a projective system of complexes satisfying the Mittag-Leffler condition, [EGAIII,
Proposition 13.2.3] yields an isomorphism
Hn(Q˜G,OQ˜G)
∼= lim←−
S
Hn(U˜S,O
Q˜G
) for each n ∈ Z≥0. (4.31)
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We have
Hn(QG,OQG(λ))
∼= Hn(Q˜G,OQ˜G)
(H,λ) for n ∈ Z≥0, (4.32)
since the right H-action on Q˜G is free, and it induces a semi-simple action on the level of
C˘ech complex.
The long exact sequence of local cohomologies (see [SGAII, Expose´ I, Corollaire 2.9])
yields:
· · · → Hn
Z˜S
(Q̂G,OQ̂G)→ H
n(Q̂G,OQ̂G)→ H
n(U˜S,O
Q̂G
)→ Hn+1
Z˜S
(Q̂G,OQ̂G)→ · · · .
(4.33)
Since Q̂G is affine, this induces
Hn(U˜S,O
Q̂G
)
∼=
−→ Hn+1
Z˜S
(Q̂G,OQ̂G) for n ≥ 1 (4.34)
by [EGAIII, The´ore`me 1.3.1]. Here the quasi-compactness of the embedding U˜S →֒ Q̂G,
together with [SGAII, Expose´ II, Proposition 5], implies that
Hn
Z˜S
(Q̂G,OQ̂G)
∼= Hn(KS(C[Q̂G])), (4.35)
where KS(C[Q̂G]) denotes the (cohomological) C[Q̂G]-Koszul complex defined through
S ⊂ Ω (see [EGAIII, (1.1.2)]).
In view of (4.33), the comparison of (4.31) and (4.35) via (4.34) yields an isomorphism
HnZ(Q̂G,OQ̂G)
∼= lim←−
S
Hn(KS(C[Q̂G])) ∼= lim←−
S
Hn
Z˜S
(Q̂G,OQ̂G). (4.36)
We know from [EGAIII, Proposition 1.1.4] that the Koszul complex KS(C[Q̂G]) has trivial
cohomology at degree < n if S contains a regular sequence of length n. Here we see from
Corollary 4.27 that C[Q̂G] =
⊕
λ∈P+ W (λ)
∗. Also, by Theorem 4.28, we can rearrange
Ω if necessary in such a way that for each i ∈ I, the set of the i-th components of the
elements in Ω contain a regular sequence of arbitrary length. Then, we deduce from (4.36)
that
HnZ(Q̂G,OQ̂G) = {0} for all n ∈ Z≥0.
Therefore, (4.33) and the affinity of Q̂G imply that
Hn(Q˜G,OQ̂G) = H
n(Q˜G,OQ˜G) = {0} for all n > 0.
In view of (4.32) and Theorem 4.7, we conclude the assertion of the theorem.
Corollary 4.30. For each x ∈ W≥0af , the scheme QG(x) is normal. Moreover, for each
λ ∈ P and x ∈ W≥0af , we have
gchHn(QG(x),OQG(x)(λ)) =
{
gch V −x (−w◦λ) if λ ∈ P
+ and n = 0,
0 otherwise.
. (4.37)
In particular, we have
gchH0(QG(x),OQG(x)(λ)) ∈ (Z((q
−1)))[P ] ( (Z[P ])((q−1)). (4.38)
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Proof. Once we know the normality of QG and the cohomology vanishing result in The-
orem 4.29, the same argument as in [Kat1, Theorem 4.7] (see Theorem 4.8) yields all the
assertions except for the last one.
The last assertion on the character estimate follows from a result about extremal
weight modules ([Kas2, Corollary 5.2]) and the fact that U−
q
(g) is concentrated on sub-
spaces of q-degree ≤ 0.
Corollary 4.31. For an arbitrary x ∈ W≥0af , we take i as in (4.8). Then we have
m∗OQG(i)
∼= OQG(x).
Proof. We adopt the notation of Section 4.3. The map m factors as the composite of
the map m for t2m0ρ∨ and a successive composite of the qik,x(k) for 1 ≤ k ≤ ℓ
′. The case
x = tξ for ξ ∈ Q
∨,+ is clear since QG(tξ) ∼= QG (through ıξ). Therefore, it suffices to
show that (qi,x)∗OI(i)×IQG(x)
∼= OQG(six) for each x ∈ W
≥0
af and i ∈ Iaf such that six ≺ x.
This assertion itself follows from Corollary 4.30 and [Kat1, Theorem 4.7] (in view of
Lemma 4.10). Hence we obtain the assertion of the corollary.
5 K-theory of semi-infinite flag manifolds.
We keep the notation and setting of Section 4.3.
Proposition 5.1. Every I˜-equivariant locally free sheaf of rank one (i.e., line bundle) on
QG(x) is of the form χ⊗C OQG(x)(λ) for some λ ∈ P and an I˜-character χ.
Proof. For x = e, the boundary of the open G[[z]]-orbit O in QG is of codimension at
least two, and the open G[[z]]-orbit O has a structure of pro-affine bundle over G/B. In
particular, an I˜-equivariant line bundle over O is the pullback of a B × Gm-equivariant
line bundle over G/B. Because every line bundle over G/B carries a unique G-equivariant
structure by [KKV, Sect. 3.3], and B-equivariant structures of the trivial line bundle OG/B
are in bijection with P (since H0(G/B, OG/B) = C), we deduce that every B-equivariant
line bundle over G/B is an H-character twist of a G-equivariant line bundle, which is
obtained as the restriction of some OQG(λ). Consequently, the assertion follows for x = e.
Now, for y1, y2 ∈ W
≥0
af such that y1  y2, the restriction map transfers an I˜-equivariant
line bundle overQG(y1) to an I˜-equivariant line bundle overQG(y2). Also, for an arbitrary
x ∈ W≥0af , we can find ξ ∈ Q
∨,+ such that
QG(xtξ) ⊂ QG(tξ) ⊂ QG(x) ⊂ QG(e) = QG (5.1)
by (the proof of) Lemma 4.17, since x = x(j)  t2mρ∨ for m ≫ 0. Because we have
QG(tξ) ∼= QG as schemes with an I˜-action, we conclude that a nonisomorphic pair of
(˜I-equivariant) line bundles over QG restricts to a nonisomorphic pair of (˜I-equivariant)
line bundles over QG(tξ). Since QG(xtξ) ∼= QG(x), the same is true for line bundles over
QG(x). Therefore, by means of (5.1), we deduce the assertion of the proposition for an
arbitrary x ∈ W≥0af from the case x = e. This proves the proposition.
The following is an immediate consequence of Corollary 4.30 and Proposition 5.1.
Corollary 5.2. For each I˜-equivariant line bundle L over QG(x), we have
Hn(QG(x), L) = {0} for all n > 0.
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Lemma 5.3. For each I˜-equivariant quasi-coherent sheaf E on QG such that
Γ(QG, E(λ)) = {0} for all λ ∈ P , where E(λ) = E ⊗OQG OQG(λ),
we have E = {0}.
Proof. By the quasi-coherence and I˜-equivariance, every nonzero section of E has an I˜-
stable support, which must be a union of I-orbits. In addition, it defines a regular section
on a complement of finitely many hyperplanes having poles of finite order around the
boundary points. Therefore, Lemma 4.10 implies the desired result.
Theorem 5.4. Let E be an I˜-equivariant quasi-coherent OQG-module satisfying the fol-
lowing conditions:
gdimΓ(QG, E(λ))
∗ ∈ Z[[q]] for every λ ∈ P ; (5.2)
there exists λ0 ∈ P such that Γ(QG, E(λ)) = {0}
for all λ ∈ P with 〈λ, α∨i 〉 < 〈λ0, α
∨
i 〉 for some i ∈ I.
(5.3)
Then, we have a resolution · · · → P2E → P
1
E → P
0
E → E → 0 of I˜-equivariant OQG-modules
such that
(1) gdimΓ(QG, P
k
E (λ))
∗ ∈ Z[[q]] for every k ≥ 0 and λ ∈ P ;
(2) for each k ≥ 0, the I˜-equivariant OQG-module P
k
E is a direct sum of line bundles (if
we forget the I-module structure);
(3) for each m ∈ Z and λ ∈ P , the number of direct summands PkE (λ) of
⊕
k≥0P
k
E (λ)
contributing to the homogeneous subspace of degree m of Γ(QG,
⊕
k≥0P
k
E (λ)) is
finite.
Moreover, we have Hn(QG, E) = {0} for all n > 0.
Proof. Let
RG :=
⊕
λ∈P+
W (λ)∗ =
⊕
λ∈P+
H0(QG, OQG(λ))
be the projective coordinate ring. Thanks to Lemma 5.3, the sheaf E is determined by
the RG-module
M(E) :=
⊕
λ∈P
H0(QG, E(λ)).
Because M(E) is nonpositively graded and each homogeneous subspace with respect to
the (P ×Z)-grading is finite-dimensional, we obtain a surjection P 0E → M(E), where P
0
E is
a direct sum of (P × Z)-graded projective RG-modules tensored with I˜-modules; indeed,
we can construct the desired maps inductively by starting with λ = λ0 ∈ P , and then by
adding the ̟i, i ∈ I, repeatedly, by means of the projectivity of RG. Since a (graded)
projective RG-module is obtained from RG by a grading shift and an I˜-module twist, we
deduce that P 0E
∼= M(P0E ) as (P × Z)-graded RG-modules for a certain direct sum P
0
E
of I˜-equivariant line bundles (with some twist of the I˜-equivariant structure). Here the
surjectivity of P 0E → M(E) of RG-modules implies that P
0
E → E is also surjective. Also,
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by our character estimate, we deduce that gdimΓ(QG, P
0
E(λ))
∗ ∈ Z[[q]]. Now, let Ξ(E) be
the set of those pairs (λ, m) ∈ P × Z for which
⊕
µ∈λ−P+
(⊕
n>m
Γ(QG, E(µ))n
)
⊕
⊕
µ∈λ−P+, µ6=λ
Γ(QG, E(µ))m = {0}.
Then, we can rearrange P0E , if necessary, to assume that
gdim ker
(
Γ(QG, P
0
E(λ))→ Γ(QG, E(λ))
)∗
∈ Z[[q]] for all λ ∈ P ; (5.4)
Γ(QG, P
0
E(λ))
∗ = {0} for all λ ∈ P with 〈λ, α∨i 〉 < 〈λ0, α
∨
i 〉 for some i ∈ I; (5.5)
ker
(
Γ(QG, P
0
E(λ))→ Γ(QG, E(λ))
)
m
= {0} for every (λ,m) ∈ Ξ(E). (5.6)
Thanks to (5.4) and (5.5), we can replace E with ker
(
PkE → P
k−1
E
)
repeatedly (with the
convention P−1E = E) to apply the procedure above in order to obtain P
k+1
E for each k ≥ 0.
This yields an I˜-equivariant resolution
· · · → P2E → P
1
E → P
0
E → E → 0, (5.7)
in which each PkE is a direct sum of I˜-equivariant line bundles (with some twist by I˜-
modules). By the construction, we have
∅ =
⋂
k≥0
Ξ(ker dk) ⊂ P × Z,
and hence the resolution (5.7) satisfies the first two of the requirements. Also, taking
into account (5.5) and (5.6), we see that the resolution (5.7) satisfies the third one of the
requirements.
Finally, by applying Corollary 5.2, we conclude the desired cohomology vanishing.
This completes the proof of the theorem.
Corollary 5.5. Keep the setting of Theorem 5.4. We have∑
k≥0
gdimΓ(QG, P
k
E (λ))
∗ ∈ Z[[q]] for all λ ∈ P,
and an (unambiguously defined) equality
gdimΓ(QG, E(λ))
∗ =
∑
k≥0
(−1)k gdimΓ(QG, P
k
E (λ))
∗ ∈ Z[[q]] for all λ ∈ P.
Proof. By Theorem 5.4 (3), there are only finitely many terms PkE (λ) contributing to each
homogeneous subspace of a fixed q-degree of Γ(QG, E(λ))
∗. Therefore, the projective
resolution afforded in Theorem 5.4 implies the desired result. This proves the corollary.
We say that a condition depending on λ ∈ P holds for λ ≫ 0 if there exists γ ∈ P
and the condition holds for every λ ∈ γ + P+.
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For an element f ∈ (Z[P ])[[q−1]], we define |f | ∈ (Z≥0[P ])[[q−1]] as follows:
f =
∑
n∈Z≤0
(∑
ν∈P
cν,ne
ν
)
︸ ︷︷ ︸
∈Z[P ]
qn ⇒ |f | :=
∑
n∈Z≤0
(∑
ν∈P
|cν,n|e
ν
)
︸ ︷︷ ︸
∈Z≥0[P ]
qn.
We now define K ′
I˜
(QG) to be the following set of formal infinite sums, modulo equivalence
relation ∼:{
f =
∑
λ∈P
fλ · [OQG(λ)]
∣∣∣∣∣ fλ ∈ (Z[P ])[[q−1]], λ ∈ P , satisfy condition (#)
}/
∼
where condition (#) is given by:∑
λ∈P
|fλ| · gchH
0(QG, OQG(λ+ µ)) ∈ (Z≥0[P ])[[q
−1]] for every µ ∈ P , (#)
and the equivalence relation ∼ is:
f ∼ 0 ⇐⇒
∑
λ∈P
fλ · gchH
0(QG, OQG(λ+ µ)) = 0 if µ≫ 0. (∼)
By construction, K ′
I˜
(QG) is topologically spanned by classes of I-equivalent line bundles.
Hence we deduce that the following map is well-defined:
PicI˜QG ×K
′
I˜
(QG)→ K
′
I˜
(QG),(
L, f =
∑
fλ[O(λ)]
)
7→ [L] · f =
∑
fλ[L ⊗O(λ)].
By Corollary 5.5, each E from Theorem 5.4 satisfies
[E ] :=
∑
k≥0
(−1)k[PkE ] ∈ K
′
I˜
(QG).
In particular, thanks to Corollary 4.30, we have [OQG(x)(λ)] ∈ K
′
I˜
(QG) for every x ∈ W
≥0
af
and λ ∈ P .
Let Fun(C[P ])[[q−1]] P denote the space of (C[P ])[[q−1]]-valued functions on P , and let
Funf(C[P ])[[q−1]] P ⊂ Fun(C[P ])[[q−1]] P
be the subset consisting of those functions that are zero on γ+P+ for some γ ∈ P . Then
we form a (C[P ])[[q−1]]-module quotient
Funess(C[P ])[[q−1]] P := Fun(C[P ])[[q−1]] P/Fun
f
(C[P ])[[q−1]] P.
For each µ ∈ P , we regard the assignment
P ∋ λ 7→
{
gchV −e (−w◦(λ+ µ)) if λ+ µ ∈ P
+,
0 otherwise,
as an element of Fun(C[P ])[[q−1]] P , which we denote by Ψ([OQG(µ)]). Passing to the quo-
tient, we obtain a map Ψ : {[OQG(µ)]}µ∈P ∋ [OQG(µ)] 7→ Ψ([OQG(µ)]) ∈ Fun
ess
(C[P ])[[q−1]] P .
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Theorem 5.6. The map Ψ extends to an injective (Z[P ])[[q−1]]-linear map Ψ : K ′
I˜
(QG)→
Funess(C[P ])[[q−1]] P .
Proof. We assume the contrary to deduce a contradiction. Let C ∈ K ′
I˜
(QG), and expand
the C as:
C =
∑
n∈Z≤0, ν, µ∈P
cn,ν,µ q
neν · [OQG(µ)], with cn,ν,µ ∈ Z,
inside K ′
I˜
(QG). We have Ψ(C) = 0 if and only if there exists γ ∈ P such that∑
n∈Z≤0, ν, µ∈P
cn,ν,µ q
neν · gch V −e (−w◦(λ+ µ)) = 0 for µ ∈ γ + P
+.
This is exactly the condition C ∼ 0. Hence the map Ψ defines an injective map. It is
(Z[P ])[[q−1]]-linear by construction.
For countably many elements Cp, p ≥ 0, in K
′
I˜
(QG) that represent the classes of
I˜-equivariant quasi-coherent sheaves, we expand them as:
Cp =
∑
λ∈P
aλ(Cp)[OQG(λ)], with aλ(Cp) ∈ (Z[P ])[[q
−1]]
by using the procedure of Theorem 5.4; we say that the sum
∑
p≥0Cp converges absolutely
to an element of K ′I(QG) if there exists some λ0 ∈ P (uniformly for all p ≥ 0) such that
aλ(Cp) = 0 for all λ ∈ P with 〈λ, α
∨
i 〉 < 〈λ0, α
∨
i 〉 for some i ∈ I, and if the number of
those (λ, p) ∈ P ×Z≥0 for which aλ(Cp) has a nonzero term of q-degree m is finite for each
m ∈ Z. It is straightforward to see that
∑
p≥0Cp defines an element of K
′
I˜
(QG), which
does not depend on the order of the Cp’s.
Remark 5.7. Since the coefficients for K ′
I˜
(QG) are in Z, the sum
∑
p≥0Cp must “diverge”
or “oscillate” when it does not converge absolutely.
Proposition 5.8. Let fy ∈ (Z[P ])[[q−1]], y ∈ W
≥0
af . Then the formal sum∑
y∈W≥0af
fy · [OQG(y)] (5.8)
converges absolutely to an element of K ′I(QG) if and only if
∑
y∈W≥0af
|fy| ∈ (Z≥0[P ])[[q−1]].
Moreover, in this case, the equation∑
y∈W≥0af
fy · [OQG(y)] = 0
implies fy = 0 for all y ∈ W
≥0
af .
Proof. First, we remark that [OQG(y)] ∈ K
′
I˜
(QG) for each y ∈ W
≥0
af by Corollary 4.30 and
Theorem 5.4. More precisely, by means of the cohomology vanishing:
H∗(QG, OQG(y)(µ)) = {0} if µ /∈ P
+,
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we can take λ0 = 0 in Theorem 5.4 by setting E = OQG(y). In addition, we have
H0(QG, OQG(y)) = C. Hence the construction in Theorem 5.4 implies that
[OQG(y)] = [OQG ] +
∑
λ∈−P+
ay(λ)[OQG(λ)] ∈ K
′
I˜
(QG) (5.9)
for some ay(λ) ∈ (Z[P ])[[q−1]]. Therefore, the coefficient of [OQG ] in (5.8) must be the
sum
∑
y∈W≥0af
fy, which unambiguously defines an element of (Z[P ])[[q−1]] if and only if
the coefficient (∈ Z) of each qn, n ∈ Z≤0, in the sum
∑
y∈W≥0af
fy converges absolutely (see
Remark 5.7). This proves the first assertion.
We prove the second assertion. Let us assume the contrary to deduce a contradiction.
Let S be the set of those y ∈ W≥0af for which fy 6= 0; denote by n0 the maximal q-degree of
all fy, y ∈ S. Also, let S1 be the set of those y ∈ S for which τ(y) 6> τ(y
′) for any y′ ∈ S,
where for y ∈ W≥0af of the form y = wtξ with w ∈ W and ξ ∈ Q
∨,+, we set τ(y) := ξ;
since a polynomial ring (of finite variables) is Noetherian, we deduce that |S1| <∞. We
choose and fix y0 ∈ S1 such that
P# :=
{
λ ∈ P+ | 〈λ, τ(y0)〉 < 〈λ, τ(y)〉 for all y ∈ S with y 6= y0
}
is Zariski dense in h∗. Let n1 denote the maximal q-degree of those fy, y ∈ S1, for which
τ(y) = τ(y0). Then, the subset
P## :=
{
λ ∈ P+ | 〈λ, τ(y0)〉 < 〈λ, τ(y)〉+ n0 − n1 for all y ∈ S with y 6= y0
}
of P# is still Zariski dense in h∗.
For each λ ∈ P##, the coefficient of the part of degree
(
n1 − 〈λ, τ(y0)〉
)
of
Ψ
 ∑
y∈W≥0af
fy · [OQG(y)]
 (λ)
is equal to ∑
w∈W
f
(n1)
wtτ(y0)
· chL−w(−w◦λ),
where f
(n1)
y ∈ Z[P ] is the part of degree n1 of fy; here, for w ∈ W and µ ∈ P+, L−w(µ) :=
U(b−)L(µ)wµ denotes the (opposite) Demazure submodule of L(µ). This defines a Z[P ]-
valued function of λ ∈ P##; note that the above is a finite sum. Here we have the equality
chL−w(−w◦λ)
∗ = Dww◦(e
λ) in terms of the Demazure operator Dww◦ for each w ∈ W (see
[Kum, Theorem 8.2.9]); recall that the Demazure operator Di = Dsi, i ∈ I, is defined by
Di(e
µ) := (eµ−esiµ−αi)/(1−e−αi) for µ ∈ P . Also, we know by [Mac1, pp. 28–29] that the
operators Dw, w ∈ W , form a set of Z[P ]-linearly independent Z-linear operators acting
on Z[P ]. Therefore, we obtain f (n1)wtτ(y0) = 0 for all w ∈ W . This is a contradiction, and
hence we cannot take the S1 above from the beginning. Thus, we conclude the desired
result. This completes the proof of the proposition.
Corollary 5.9 (of Theorem 5.6). Let x ∈ W≥0af and λ ∈ P
+. Consider a collection
fy(λ) ∈ (Z[P ])[[q−1]], y ∈ W
≥0
af , such that
∑
y∈W≥0af
fy(λ) · [OQG(y)] converges absolutely in
K ′
I˜
(QG). Then,
[OQG(x)(λ)] =
∑
y∈W≥0af
fy(λ) · [OQG(y)] (5.10)
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if and only if
gch V −x (−w◦(λ+ µ)) =
∑
y∈W≥0af
fv(λ) · gchV
−
y (−w◦µ) for µ≫ 0. (5.11)
Proof. We have an expansion
[OQG(x)(λ)] =
∑
y∈W≥0af
fy(λ) · [OQG(y)]
inside K ′
I˜
(QG). From this, by twisting by the line bundle O(µ) for µ ∈ P
+, we obtain
[OQG(x)(λ+ µ)] =
∑
y∈W≥0af
fy(λ) · [OQG(y)(µ)].
By Corollary 4.30, this equation in turn implies (5.11), which proves the “only if” part of
the assertion.
We now assume (5.11). Then we have
Ψ([OQG(x)(λ)]) =
∑
y∈W≥0af
fy(λ) ·Ψ([OQG(y)])
by Corollary 4.30. Therefore, by Theorem 5.6, we deduce that both sides of (5.10) repre-
sent the same class in K ′
I˜
(QG). Thus, we have proved the “if” part of the assertion. This
proves the corollary.
Theorem 5.10 (Pieri-Chevalley formula for semi-infinite flag manifolds). For each λ ∈
P+ and x ∈ W≥0af , there holds the equality
[OQG(λ)] · [OQG(x)] =
∑
η∈B
∞
2
x(−w◦λ)
efin(wt(η))qnul(wt(η)) · [OQG(ι(η, x))]
in K ′
I˜
(QG).
Proof. By Theorem 3.5, we have
gchV −x (−w◦(λ+ µ)) =
∑
η∈B
∞
2
x(−w◦λ)
efin(wt(η))qnul(wt(η)) · gchV −ι(η, x)(−w◦µ)
for each µ ∈ P+. Taking into account the fact that the LHS is zero if λ + µ 6∈ P+, and
the RHS is zero if µ 6∈ P+, we conclude the above equation for µ ≫ 0. Here we see
from Section 2.4 that nul(wt(η)) ∈ Z≤0 for each η ∈ B
∞
2
x(−w◦λ). Also, we deduce from
(2.22) that for each m ∈ Z≤0, there exist only finitely many η ∈ B
∞
2
x(−w◦λ) such that
nul(wt(η)) ≥ m. Because gdimH0(QG, OQG(ι(η, x))(µ)) ∈ Z[[q
−1]] by Corollary 4.30, we
deduce that ∑
η∈B
∞
2
x(−w◦λ)
efin(wt(η))qnul(wt(η)) · [OQG(ι(η, x))] ∈ KI˜(QG).
From this, by applying Corollary 5.9, we conclude the desired result. This proves the
theorem.
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6 nil-DAHA action on KI˜(Q
rat
G ).
Definition 6.1 (cf. [CF, Sect. 1.2]). The nil-DAHA HH (of adjoint type) is the unital
Z[q±1]-algebra generated by Ti, i ∈ Iaf , and e(ν), ν ∈ P , subject to the following relations:
Ti(Ti + 1) = 0 for each i ∈ Iaf ;
if
mij times︷ ︸︸ ︷
sisj · · · =
mij times︷ ︸︸ ︷
sjsi · · ·, then
mij times︷ ︸︸ ︷
TiTj · · · =
mij times︷ ︸︸ ︷
TjTi · · · for each i, j ∈ Iaf ;
e(ν1)e(ν2) = e(ν1 + ν2) and e(0) = 1 for each ν1, ν2 ∈ P ;
Tie(ν)− e(siν)Ti =
e(siν)− e(ν)
1− e(αi)
for each ν ∈ P and i ∈ Iaf .
(6.1)
We define H to be the Z[q−1]-subalgebra of HH generated by Ti, i ∈ I, and e(ν), ν ∈ P .
Proposition 6.2. The assignment
e(̟i) : [Cλ ⊗C OQG(µ)] 7→ [C−̟i+λ ⊗C OQG(µ)],
Ti : [Cλ ⊗C OQG(µ)] 7→
e(−λ)− e(−siλ+ αi)
1− e(αi)
[OQG(µ)],
for each i ∈ I and λ, µ ∈ P , equips K ′
I˜
(QG) with an action of the subalgebra H of HH
through the identifications:
q 7→ q−1, Ti 7→ Ti − 1 for i ∈ I, e(ν) 7→ e(ν) for ν ∈ P.
Proof. By the construction, K ′
I˜
(QG) contains a dense subset isomorphic to (Z[P ])[[q−1]]⊗Z
KG(G/B) (see Proposition 5.1). Also, we have a surjection (Z[P ])[q−1] ⊗Z KG(G/B) ։
Z[q−1]⊗ZKB(G/B); see, e.g., [KK, (3.17)]. Here, for each i ∈ I, the action of Ti is identical
to the action of the Demazure operator Di = Dsi , and the action of e(̟i) corresponds
to the twist by the B-character −̟i; these define an H-action on KB(G/B) by [KK,
Sect. 3]. Notice that both of the actions of e( · ) and Ti, i ∈ I, are neutral with respect to
tensoring with OG/B(λ) for each λ ∈ P , and that they also commute with the Gm-twist
corresponding to q−1. Therefore, the H-action on KB(G/B) ∼= Z[P ][OG/B ] induces an
H-action on (Z[P ])[q−1]⊗Z KG(G/B) through
(Z[P ])[q−1]⊗Z KG(G/B) ∼= (Z[P ])[q−1]⊗Z Z[P ][OG/B] =
⊕
λ∈P
(Z[P ])[q−1][OG/B(λ)],
where the second factor of the leftmost one is responsible for the factors {[OG/B(λ)]}λ∈P .
Finally, we complete (Z[P ])[q−1]⊗ZKB(G/B) to obtain the desired assertion. This proves
the proposition.
Corollary 6.3. The H-action in Proposition 6.2 is induced by the I˜-character twists and
the convolution action of the structure sheaves through qi,e for i ∈ I (see (4.13)).
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Proof. The assertion holds for the actions of H on KB(G/B) and Z[q−1]⊗ZKB(G/B) by
[KK, Sect. 3]. Also, by Lemma 4.18, for each i ∈ I, the map qi,e is a P1-fibration, and
hence
Rk(qi,e)∗OI(i)×IQG ∼=
{
OQG if k = 0,
{0} if k 6= 0.
This implies that the convolution action of I(i)/I, i ∈ I, on QG fixes the classes of
[OQG(λ)] for each λ ∈ P by the projection formula. Taking into account the fact that
the twist of R(˜I) ∼= R(B × Gm) has an effect through the fiber of qi,e, we conclude that
Ti, i ∈ I, is identical to the convolution action induced by qi,e through the inclusion
Z[q−1]⊗Z KB(G/B) ⊂ K ′
I˜
(QG). This proves the corollary.
For each ξ ∈ Q∨,+, the natural inclusion map ıξ : QG →֒ QG induces an inclusion (ıξ)∗ :
K ′
I˜
(QG) →֒ K
′
I˜
(QG) of (Z[P ])[[q−1]]-modules such that (ıξ)∗[OQG(x)(λ)] = [OQG(xtξ)(λ)] for
each x ∈ Waf . We define
K
I˜
(QratG ) := Z((q
−1))⊗Z[[q−1]] lim−→
K ′
I˜
(QG).
Theorem 6.4 ([BF4]). The assignment
e(̟i) : [Cλ ⊗C OQG(tξ)(µ)] 7→ [C−̟i+λ ⊗C OQG(tξ)(µ)] for i ∈ I,
Ti : [Cλ ⊗C OQG(tξ)(µ)]
7→

e(−λ)− e(−s0λ)
1− e(α0)
[OQG(tξ)(µ)] + e(−s0λ)[OQG(s0tξ)(µ)] for i = 0,
e(−λ)− e(−siλ+ αi)
1− e(αi)
[OQG(tξ)(µ)] for i 6= 0,
where ξ ∈ Q∨,+, and λ, µ ∈ P , equips K
I˜
(QratG ) with an action of HH through the identifi-
cations:
q 7→ q−1, Ti 7→ Ti − 1 for i ∈ Iaf , e(ν) 7→ e(ν) for ν ∈ P .
Proof. Thanks to [KK, Sect. 3] (and Lemma 4.18), for each i ∈ I, the action of Ti is
induced by the pushforward of an I˜-equivariant inflated sheaf through qi,e (see Section 4.3),
and the action of e(̟i) is induced by an I˜-character twist. Because these geometric
counterparts commute with the pullback through ıξ for each ξ ∈ Q
∨,+, our formulas
define an action of H on K
I˜
(QratG ) induced by Proposition 6.2.
Now, we have
fg − e−α0s0(fg)
1− e−α0
=
f − s0(f)
1− e−α0
g + s0(f)
g − e−α0s0(g)
1− e−α0
for f, g ∈ (C[P ])((q−1)). (6.2)
Let p0,tξ : I(0) ×
I QG(tξ) → P1 be the inflation of the structure map of QG(tξ), and let
E(W ) denote the vector bundle over P1 ∼= I˜(0)/I˜ associated to an I˜-module W . Then, by
taking into account equation (6.2), Corollary 4.30 and Theorem 5.4, and [Kat1, Corol-
lary 4.8], we deduce that for each λ, µ ∈ P , ν ∈ P , and ξ ∈ Q∨,+ such that s0tξ ∈ W
≥0
af ,∑
m,n≥0
(−1)m+n gchHm
(
QG, Rn(q0,tξ)∗
(
C−ν ⊗C OQG(tξ)(λ)
)
⊗OQG OQG(µ)
)
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=
∑
m≥0
(−1)m gchHm
(
I(0)×I QG, C−ν ⊗C OQG(tξ)(λ+ µ)
)
=
∑
m≥0
(−1)m gchH0
(
P1, Rm(p0,tξ)∗
(
C−ν ⊗C OQG(tξ)(λ+ µ)
))
=
∑
m≥0
(−1)m gchH0
(
P1, C−ν ⊗C E
(
H0(QG(tξ), OQG(tξ)(λ+ µ))
∗
))
=
e−ν · gchV −tξ (−w◦(λ+ µ))− e
−α0s0(e
−ν · gchV −tξ (−w◦(λ+ µ)))
1− e−α0
=
e−ν − s0(e
−ν)
1− e−α0
gch V −tξ (−w◦(λ+ µ)) + e
−s0ν gchV −s0tξ(−w◦(λ+ µ))
=
e−ν − s0(e
−ν)
1− e−α0
Ψ([OQG(tξ)(λ)])(µ) + e
−s0νΨ([OQG(s0tξ)(λ)])(µ), (6.3)
where the first and fourth equalities follow by the Leray spectral sequence. In particular,
the term (6.3) represents the image under Ψ of the convolution of [C−µ ⊗C OQG(tξ)(λ)]
with respect to q0,tξ . Therefore, from the injectivity of Ψ, we conclude that T0 is induced
by the pushforward of an I˜-equivariant inflated sheaf through q0,tξ for some ξ ∈ Q
∨,+.
From the above, we deduce that the actions Ti, i ∈ Iaf , and e(ν), ν ∈ P , generate
the convolution action of Schubert cells and the I˜-character twists of the (thin) affine flag
manifold G((z))/I on QratG (or rather, on QG). In particular, the Ti, i ∈ Iaf , generate the
nil-Hecke algebra of affine type by [KK, Sect. 3]. Therefore, their commutation relations
with e(̟i), i ∈ I, imply that the Ti, i ∈ Iaf , and the e(̟i), i ∈ I, satisfy the relations for
HH (see also [BF4, Sect. 3.4]); we remark that their convention differs from ours by the
twist by the Serre duality and line bundle twist [BF4, Sects. 3.1 and 3.21].
Finally, we complete the proof by observing that T0 preserves KI˜(Q
rat
G ) by inspection.
7 Proof of Theorem 3.1.
7.1 Affine Weyl group action.
Let B be a regular crystal in the sense of [Kas2, Sect. 2.2] (or, a normal crystal in the
sense of [HK, p. 389]); for example, B
∞
2 (λ) for λ ∈ P+ is a regular crystal by Theorem 2.8,
and hence so is B
∞
2 (λ)⊗ B
∞
2 (µ) for λ, µ ∈ P+. Then we know from [Kas1, Sect. 7] that
the affine Weyl group Waf acts on B as follows: for b ∈ B and i ∈ Iaf ,
si · b :=
{
fni b if n := 〈wt(b), α
∨
i 〉 ≥ 0,
e−ni b if n := 〈wt(b), α
∨
i 〉 ≤ 0.
(7.1)
Also, for b ∈ B and i ∈ Iaf , we define e
max
i b = e
εi(b)
i b and f
max
i b = f
ϕi(b)
i b, where
εi(b) := max
{
n ≥ 0 | eni b 6= 0
}
and ϕi(b) := max
{
n ≥ 0 | fni b 6= 0
}
; note that if b ∈ B
satisfies eib = 0 (resp., fib = 0), i.e., εi(b) = 0 (resp., ϕi(b) = 0), then f
max
i b = si ·b (resp.,
emaxi b = si · b).
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7.2 Connected components of B
∞
2 (λ).
Let λ ∈ P+, and write it as λ =
∑
i∈I mi̟i, with mi ∈ Z≥0; note that J =
{
i ∈
I | 〈λ, α∨i 〉 = 0
}
=
{
i ∈ I | mi = 0
}
. We define Par(λ) to be the set of I-tuples of
partitions ρ = (ρ(i))i∈I such that ρ
(i) is a partition of length (strictly) less than mi for
each i ∈ I; a partition of length less than 0 (or 1) is understood to be the empty partition
∅. Also, for ρ = (ρ(i))i∈I ∈ Par(λ), we set |ρ| :=
∑
i∈I |ρ
(i)|, where for a partition
ρ = (ρ1 ≥ ρ2 ≥ · · · ≥ ρm), we set |ρ| := ρ1 + · · ·+ ρm. We endow the set Par(λ) with a
crystal structure as follows: for ρ ∈ Par(λ) and i ∈ Iaf ,
eiρ = fiρ := 0, εi(ρ) = ϕi(ρ) := −∞, wt(ρ) := −|ρ|δ.
We recall from [INS, Sect. 7] the relation between Par(λ) and the set Conn(B
∞
2 (λ))
of connected components of B
∞
2 (λ). We set Turn(λ) :=
{
k/mi | i ∈ I \ J and 0 ≤ k ≤
mi
}
. By [INS, Proposition 7.1.2], each connected component of B
∞
2 (λ) contains a unique
element of the form: (
ΠJ(tξ1), . . . , Π
J(tξs−1), e ; a0, a1, . . . , as
)
, (7.2)
where s ≥ 1, ξ1, . . . , ξs−1 ∈ Q
∨
I\J such that ξ1 > · · · > ξs−1 > 0 =: ξs, and au ∈ Turn(λ)
for all 0 ≤ u ≤ s. For each element of the form (7.2) (or equivalently, each connected
component of B
∞
2 (λ)), we define an element ρ = (ρ(i))i∈I ∈ Par(λ) as follows. First, let
i ∈ I \J ; note that mi ≥ 1. For each 1 ≤ k ≤ mi, take 0 ≤ u ≤ s such that au is contained
in the interval
(
(k − 1)/mi, k/mi
]
. Then we define ρ
(i)
k to be 〈̟i, ξu〉, the coefficient of
α∨i in ξu; we know from (the proof of) [INS, Proposition 7.2.1] that ρ
(i)
k does not depend
on the choice of u above. Since ξ1 > · · · > ξs−1 > 0 = ξs, we see that ρ
(i)
1 ≥ · · · ≥ ρ
(i)
mi−1
≥
ρ
(i)
mi = 0. Thus, for each i ∈ I \ J , we obtain a partition of length less than mi. For i ∈ J ,
we set ρ(i) := ∅. Thus we obtain an element ρ = (ρ(i))i∈I ∈ Par(λ), and hence a map
from Conn(B
∞
2 (λ)) to Par(λ). Moreover, we know from [INS, Proposition 7.2.1] that this
map is bijective; we denote by πρ ∈ B
∞
2 (λ) the element of the form (7.2) corresponding
to ρ ∈ Par(λ) under this bijection.
Remark 7.1. Let ρ = (ρ(i))i∈I ∈ Par(λ), with ρ
(i) = (ρ
(i)
1 ≥ · · · ) for i ∈ I; note that
ρ
(i)
1 = 0 if ρ
(i) = ∅. It follows from the definition that
ι(πρ) = Π
J(tξ1), where ξ1 =
∑
i∈I
ρ
(i)
1 α
∨
i ∈ Q
∨
I\J . (7.3)
For ρ ∈ Par(λ), we denote by B
∞
2
ρ (λ) the connected component of B
∞
2 (λ) containing
πρ. Also, we denote by B
∞
2
0 (λ) the connected component of B
∞
2 (λ) containing πλ =
(e ; 0, 1); note that πλ = πρ for ρ = (∅)i∈I . We know from [INS, Proposition 3.2.4] (and
its proof) that for each ρ ∈ Par(λ), there exists an isomorphism B
∞
2
ρ (λ)
∼
→
{
ρ
}
⊗ B
∞
2
0 (λ)
of crystals, which maps πρ to ρ⊗ πλ. Hence we have
B
∞
2 (λ) =
⊔
ρ∈Par(λ)
B
∞
2
ρ (λ) ∼=
⊔
ρ∈Par(λ)
{
ρ
}
⊗ B
∞
2
0 (λ) as crystals. (7.4)
The following lemma is shown by induction on the (ordinary) length ℓ(x) of x; for
part (1), see also [NS3, Remark 3.5.2]
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Lemma 7.2.
(1) Let λ ∈ P+. If π ∈ B
∞
2 (λ) is of the form (7.2), then for x ∈ Waf ,
x · π =
(
ΠJ(xtξ1), . . . , Π
J(xtξs−1), Π
J(x) ; a0, a1, . . . , as
)
. (7.5)
(2) Let λ, µ ∈ P+. Let ρ ∈ Par(λ), χ ∈ Par(µ), and ξ, ζ ∈ Q∨. Then, for x ∈ Waf ,
x ·
(
(tξ · πρ)⊗ (tζ · πχ)
)
= (xtξ · πρ)⊗ (xtζ · πχ). (7.6)
Let ξ ∈ Q∨. It follows from Lemma A.5 (3) that if π = (x1, . . . , xs ; a) ∈ B
∞
2 (λ), then
Tξπ :=
(
ΠJ(x1tξ), . . . , Π
J(xstξ) ; a
)
∈ B
∞
2 (λ); (7.7)
the map Tξ : B
∞
2 (λ)→ B
∞
2 (λ) is clearly bijective, with T−1ξ = T−ξ. We can verify by the
definitions that
Tξeiπ = eiTξπ, Tξfiπ = fiTξπ for π ∈ B
∞
2 (λ) and i ∈ Iaf ,
εi(Tξπ) = εi(π), ϕi(Tξπ) = ϕi(π) for π ∈ B
∞
2 (λ) and i ∈ Iaf ,
wt(Tξπ) = wt(π)− 〈λ, ξ〉δ,
(7.8)
where Tξ0 is understood to be 0.
Remark 7.3. Let ρ ∈ Par(λ), and assume that πρ is of the form (7.2). For ξ ∈ Q
∨, we see
from (7.5) and (7.7) that
Tξπρ =
(
ΠJ(tξ1+ξ), . . . , Π
J(tξs−1+ξ), Π
J(tξ) ; a0, a1, . . . , as
)
= tξ · πρ,
which implies that Tξπρ ∈ B
∞
2
ρ (λ). Therefore, it follows from (7.8) that Tξ(B
∞
2
ρ (λ)) =
B
∞
2
ρ (λ).
7.3 Quantum Lakshmibai-Seshadri paths.
Let λ ∈ P+. Let cl : R ⊗Z Paf ։ (R ⊗Z Paf)/Rδ denote the canonical projection.
For an element π = (x1, . . . , xs ; a0, a1, . . . , as) ∈ B
∞
2 (λ), we define a piecewise-linear,
continuous map cl(π) : [0, 1] → (R ⊗Z Paf)/Rδ by (cl(π))(t) := cl(π(t)) for t ∈ [0, 1] (for
π, see (C.2)). As explained in [NS3, Sect. 6.2], the set
{
cl(π) | π ∈ B
∞
2 (λ)
}
is identical
to the set B(λ)cl of all “projected (by cl)” LS paths of shape λ, introduced in [NS1, (3.4)]
and [NS2, page 117] (see also [LNS32, Sect. 2.2]). Also, by [LNS32, Theorem 3.3], B(λ)cl
is identical to the set QLS(λ) of all quantum LS paths of shape λ, introduced in [LNS32,
Sect. 3.2]. We can endow the set B(λ)cl = QLS(λ) with a crystal structure with weights
in cl(Paf) in such a way that
ei cl(π) = cl(eiπ), fi cl(π) = cl(fiπ) for π ∈ B
∞
2 (λ) and i ∈ Iaf ,
wt(cl(π)) = cl(wt(π)) for π ∈ B
∞
2 (λ),
εi(cl(π)) = εi(π), ϕi(cl(π)) = ϕi(π) for π ∈ B
∞
2 (λ) and i ∈ Iaf ,
(7.9)
where we understand that cl(0) = 0. The next theorem follows from [NS1, Proposi-
tion 3.23 and Theorem 3.2].
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Theorem 7.4.
(1) For every λ ∈ P+, the crystal QLS(λ) = B(λ)cl is connected.
(2) For every λ, µ ∈ P+, there exists an isomorphism QLS(λ)⊗QLS(µ) ∼= QLS(λ+µ)
of crystals. In particular, QLS(λ)⊗QLS(µ) is connected.
Lemma 7.5. Let λ, µ ∈ P+, and set J :=
{
i ∈ I | 〈λ, α∨i 〉 = 0
}
, K :=
{
i ∈ I |
〈µ, α∨i 〉 = 0
}
. Each connected component of B
∞
2 (λ)⊗ B
∞
2 (µ) contains an element of the
form: (tξ · πρ)⊗ πχ for some ξ ∈ Q
∨
I\(J∪K), ρ ∈ Par(λ), and χ ∈ Par(µ).
Proof. Let π ∈ B
∞
2 (λ) and η ∈ B
∞
2 (µ). By Theorem 7.4 (2), there exists a monomial X
in root operators on QLS(λ)⊗QLS(µ) such that X
(
cl(π)⊗cl(η)
)
= cl(πλ)⊗cl(πµ); recall
that πλ = (e ; 0, 1) ∈ B
∞
2 (λ) and πµ = (e ; 0, 1) ∈ B
∞
2 (µ). It follows from (7.9) and the
tensor product rule for crystals that X(π⊗ η) is of the form π1⊗ η1 for some π1 ∈ B
∞
2 (λ)
such that cl(π1) = cl(πλ) and η1 ∈ B
∞
2 (µ) such that cl(η1) = cl(πµ). Here, we see from
[NS3, Lemma 6.2.2] that{
π ∈ B
∞
2 (λ) | cl(π) = cl(πλ)
}
=
{
tξ · πρ | ρ ∈ Par(λ), ξ ∈ Q
∨
}
,{
η ∈ B
∞
2 (µ) | cl(η) = cl(πµ)
}
=
{
tζ · πχ | χ ∈ Par(µ), ζ ∈ Q
∨
}
.
(7.10)
Therefore, X(π⊗η) =
(
tξ1 ·πρ
)
⊗
(
tζ1 ·πχ
)
for some ρ ∈ Par(λ), ξ1 ∈ Q
∨ and χ ∈ Par(µ),
ζ1 ∈ Q
∨. Also, by (7.6), we have t−ζ1 ·
(
(tξ1 ·πρ)⊗ (tζ1 ·πχ)
)
= (tξ1−ζ1 ·πρ)⊗πχ; we deduce
from (7.5) and (A.3) that tξ1−ζ1 ·πρ = tξ2 ·πρ, with ξ2 = [ξ1−ζ1]
J , where [ · ]J : Q∨ ։ Q∨I\J
is the projection in (2.6). We set γ := [ξ2]K ∈ Q
∨
K , where [ · ]K : Q
∨
։ Q∨K is the
projection defined as in (2.6); we deduce from (7.5) and (A.3) that t−γ · πχ = πχ. In
addition, we set ξ := ξ2 − γ; notice that ξ ∈ Q
∨
I\(J∪K). Summarizing the above, we have
(t−γt−ζ1) ·X(π ⊗ η) = (t−γt−ζ1) ·
(
(tξ1 · πρ)⊗ (tζ1 · πχ)
)
= t−γ ·
(
(tξ1−ζ1 · πρ)⊗ πχ
)
= t−γ ·
(
(tξ2 · πρ)⊗ πχ
)
= (tξ2−γ · πρ)⊗ (t−γ · πχ)
= (tξ · πρ)⊗ πχ.
Because the action of the affine Weyl group Waf on B
∞
2 (λ)⊗ B
∞
2 (µ) is defined by means
of root operators (see (7.1)), we conclude that π ⊗ η and (tξ · πρ) ⊗ πχ above are in the
same connected component of B
∞
2 (λ)⊗ B
∞
2 (µ). This proves the lemma.
7.4 Proof of Theorem 3.1.
Recall that λ, µ ∈ P+, and J =
{
i ∈ I | 〈λ, α∨i 〉 = 0
}
, K =
{
i ∈ I | 〈µ, α∨i 〉 = 0
}
.
Proposition 7.6. The set S
∞
2 (λ+µ)⊔{0} is stable under the action of the root operators
ei, fi, i ∈ Iaf , on B
∞
2 (λ)⊗ B
∞
2 (µ).
Proof. We give a proof of the assertion only for ei, i ∈ Iaf ; the proof for fi, i ∈ Iaf , is
similar. Let π ⊗ η ∈ S
∞
2 (λ+ µ), and i ∈ Iaf . We may assume that ei(π⊗ η) 6= 0. Then it
follows from the tensor product rule for crystals that
ei(π ⊗ η) =
{
(eiπ)⊗ η if ϕi(π) ≥ εi(η),
π ⊗ (eiη) if ϕi(π) < εi(η);
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recall from Remark C.2 that
εi(η) = −m
η
i and ϕi(π) = H
π
i (1)−m
π
i . (7.11)
Let x, y ∈ Waf be such that x  y and Π
J(x) = κ(π), ΠK(y) = ι(η) (see (SP)); we write
x and y as: {
x = κ(π)x1 with x1 ∈ (WJ)af ,
y = ι(η)y1 with y1 ∈ (WK)af .
(7.12)
Case 1. Assume that ϕi(π) ≥ εi(η), i.e., ei(π⊗η) = (eiπ)⊗η. Note that κ(eiπ) is equal
either to κ(π) or to siκ(π) by the definition of the root operator ei. If κ(eiπ) = κ(π), then
there is nothing to prove. Hence we may assume that κ(eiπ) = siκ(π). Then we deduce
from the definition of the root operator ei that the point t1 = min
{
t ∈ [0, 1] | Hπi (t) = m
π
i
}
is equal to 1, and hence
Hπi (1) = m
π
i and 〈κ(π)λ, α
∨
i 〉 < 0. (7.13)
By (7.11), the equality in (7.13), and our assumption that ϕi(π) ≥ εi(η), we see that
mηi ≥ 0, and hence m
η
i = 0; in particular, we obtain 〈ι(η)µ, α
∨
i 〉 ≥ 0. In addition, it
follows from (7.13) that κ(π)−1αi ∈ −
(
∆+ \∆+J
)
+ Zδ. Since x1 ∈ (WJ)af by (7.12), we
have
x−1αi = x
−1
1 κ(π)
−1αi ∈ −
(
∆+ \∆+J
)
+ Zδ ⊂ −∆+ + Zδ. (7.14)
Also, since siκ(π) = κ(eiπ) ∈ (W
J)af and x1 ∈ (WJ)af , we have
ΠJ(six) = Π
J(siκ(π)x1) = siκ(π) = κ(eiπ).
If y−1αi ∈ ∆
+ + Zδ, then we see from Lemma A.4 (2) (applied to the case J = ∅)
and (7.14) that six  y in Waf . Therefore, six, y ∈ Waf satisfy condition (SP) for
ei(π ⊗ η) = (eiπ) ⊗ η. If y
−1αi ∈ −∆
+ + Zδ, then we see from Lemma A.4 (3) (applied
to the case J = ∅) and (7.14) that six  siy in Waf . We now claim that Π
K(siy) = ι(η).
Indeed, since 〈ι(η)µ, α∨i 〉 ≥ 0 as seen above, we have ι(η)
−1αi ∈
(
∆+ ⊔ (−∆+K)
)
+ Zδ.
In addition, since y1 ∈ (WK)af , we deduce that y
−1αi = y
−1
1 ι(η)
−1αi is contained in(
∆+ ⊔ (−∆+K)
)
+ Zδ. However, since y−1αi ∈ −∆+ + Zδ by our assumption, we have
y−1αi ∈ −∆
+
K +Zδ, which implies that sy−1αi ∈ (WK)af . Therefore, we obtain Π
K(siy) =
ΠK(ysy−1αi) = Π
K(y) = ι(η), as desired. Thus, six, siy ∈ Waf satisfy condition (SP) for
ei(π ⊗ η) = (eiπ)⊗ η.
Case 2. Assume that ϕi(π) < εi(η), i.e., ei(π ⊗ η) = π ⊗ (eiη). If ι(eiη) = ι(η), then
there is nothing to prove. Hence we may assume that ι(eiη) = siι(η). Then we deduce
from the definition of the root operator ei that 〈ι(η)µ, α
∨
i 〉 < 0; observe that with notation
in (C.5) and (C.6), t0 = 0, and H
η
i (t) is strictly decreasing on [t0, t1] = [0, t1]. Thus we
obtain ι(η)−1αi ∈ −
(
∆+ \ ∆+K
)
+ Zδ. In addition, since y1 ∈ (WK)af (see (7.12)), we
deduce that
y−1αi = y
−1
1 ι(η)
−1αi ∈ −
(
∆+ \∆+K
)
+ Zδ ⊂ −∆+ + Zδ,
which implies that y ≻ siy by Lemma A.2. Since x  y, we get x ≻ siy. Also, since
siι(η) = ι(eiη) ∈ (W
K)af and y1 ∈ (WK)af , we have
ΠK(siy) = Π
K(siι(η)y1) = siι(η) = ι(eiη).
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Thus, x, siy ∈ Waf satisfy condition (SP) for ei(π ⊗ η) = π ⊗ (eiη).
This completes the proof of the proposition.
By this proposition, S
∞
2 (λ+µ) is a subcrystal of B
∞
2 (λ)⊗B
∞
2 (µ). Hence our remaining
task is to prove that S
∞
2 (λ+µ) ∼= B
∞
2 (λ+µ) as crystals. Recall from Lemma 7.5 that each
connected component of B
∞
2 (λ)⊗ B
∞
2 (µ) contains an element of the form: (tξ · πρ)⊗ πχ
for some ξ ∈ Q∨I\(J∪K), ρ ∈ Par(λ), and χ ∈ Par(µ).
Proposition 7.7. Let ρ = (ρ(i)) ∈ Par(λ), χ = (χ(i)) ∈ Par(µ), and ξ =
∑
ciα
∨
i ∈
Q∨I\(J∪K). Then,
(tξ · πρ)⊗ πχ ∈ S
∞
2 (λ+ µ) (7.15)
if and only if
ci ≥ χ
(i)
1 for all i ∈ I \ (J ∪K). (7.16)
Proof. We first show the “only if” part; assume that (7.15) holds. We see that
κ(tξ · πρ) = Π
J(tξ) by (7.5);
ι(πχ) = Π
K(tζ1), with ζ1 =
∑
i∈I
χ
(i)
1 α
∨
i ∈ Q
∨
I\K by (7.3).
Since (7.15) holds, there exist x, y ∈ Waf such that x  y in Waf , and such that{
ΠJ(x) = κ(tξ · πρ) = Π
J(tξ),
ΠK(y) = ι(πχ) = Π
K(tζ1);
we write x and y as: {
x = ΠJ(tξ)x1 with x1 ∈ (WJ)af ,
y = ΠK(tζ1)y1 with y1 ∈ (WK)af .
Because x ∈ Waf is a lift of Π
J(tξ) ∈ (W
J)af , it follows from Lemma B.1 that x = vtξ+γ
for some v ∈ WJ and γ ∈ Q
∨
J . Similarly, we have y = v
′tζ1+γ′ for some v
′ ∈ WK and
γ′ ∈ Q∨K . Because x  y in Waf , we deduce from Lemma A.5 (1) (applied to the case
J = ∅) that ξ + γ ≥ ζ1 + γ
′, which implies (7.16) since γ, γ′ ∈ Q∨J∪K .
We next show the “if” part; assume that (7.16) holds. Recall that
κ(tξ · πρ) = Π
J(tξ) by (7.5);
ι(πχ) = Π
K(tζ1), with ζ1 =
∑
i∈I
χ
(i)
1 α
∨
i ∈ Q
∨
I\K by (7.3).
We set γ :=
∑
i∈J\K χ
(i)
1 α
∨
i ∈ Q
∨
J . Then it follows from (7.16) that ξ+γ ≥ ζ1 since I \K =
(I \ (J ∪K)) ⊔ (J \K). Hence we deduce from Lemma A.5 (2) that x := tξ+γ  tζ1 =: y
in Waf . It is obvious that Π
K(y) = ι(πχ). Also, since γ ∈ Q
∨
J , we see from (A.3) that
ΠJ(x) = ΠJ(tξ) = κ(tξ ·πρ). Thus, x and y satisfy condition (SP) for (tξ ·πρ)⊗πχ, which
implies (7.15). This proves the proposition.
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Proposition 7.8. Each connected component of S
∞
2 (λ+µ) contains a unique element of
the form: (tξ · πρ) ⊗ πχ for some ρ ∈ Par(λ), χ ∈ Par(µ), and ξ ∈ Q
∨
I\(J∪K) satisfying
condition (7.16) in Proposition 7.7. Therefore, there exists a one-to-one correspondence
between the set Conn(S
∞
2 (λ + µ)) of connected components of S
∞
2 (λ + µ) and the set of
triples (ρ, χ, ξ) ∈ Par(λ) × Par(µ) × Q∨I\(J∪K) satisfying condition (7.16) in Proposi-
tion 7.7.
Proof. The “existence” part follows from Lemma 7.5 and Proposition 7.7. Hence it suffices
to prove the “uniqueness” part. Let (ρ, χ, ξ) and (ρ′, χ′, ξ′) be elements in Par(λ) ×
Par(µ)×Q∨I\(J∪K) satisfying condition (7.16) in Proposition 7.7, and suppose that (tξ ·πρ)⊗
πχ and (tξ′ ·πρ′)⊗πχ′ are contained in the same connected component of S
∞
2 (λ+µ). Then
there exists a monomial X in root operators such that X((tξ ·πρ)⊗πχ) = (tξ′ ·πρ′)⊗πχ′ .
By the tensor product rule for crystals, we see that X((tξ ·πρ)⊗πχ) = X1(tξ ·πρ)⊗X2πχ
for some monomials X1, X2 in root operators. Then we have X1(tξ · πρ) = tξ′ · πρ′ , which
implies that tξ ·πρ and tξ′ ·πρ′ are contained in the same connected component of B
∞
2 (λ),
and hence so are πρ and πρ′ . Therefore, by the uniqueness of an element of the form (7.2)
in a connected component of B
∞
2 (λ) (see Section 7.2), we deduce that ρ = ρ′. Similarly,
we obtain χ = χ′. Suppose, for a contradiction, that ξ 6= ξ′; we may assume that for some
k ∈ I \(J∪K), the coefficient of α∨k in ξ is greater than that in ξ
′, i.e., the coefficient of α∨k
in ξ′−ξ is a negative integer. Because (tξ ·πρ)⊗πχ and (tξ′ ·πρ′)⊗πχ′ = (tξ′ ·πρ)⊗πχ are
contained in the same connected component, there exists a monomial Y in root operators
such that Y
(
(tξ ·πρ)⊗πχ
)
= (tξ′ ·πρ)⊗πχ = (tξ+(ξ′−ξ) ·πρ)⊗πχ. Here, the same argument
as in the proof of [INS, Lemma 7.1.4] (or, as in the proof of [INS, Proposition 7.1.2]) shows
that
Y N
(
(tξ · πρ)⊗ πχ
)
= (tξ+N(ξ′−ξ) · πρ)⊗ πχ for all N ∈ Z≥1.
Since this element is contained in S
∞
2 (λ+µ) for all N ∈ Z≥1 by Proposition 7.6, it follows
from Proposition 7.7 that the coefficient of α∨k in ξ + N(ξ
′ − ξ) is greater than or equal
to χ
(k)
1 for all N ≥ 1. This contradicts the fact that the coefficient of α
∨
k in ξ
′ − ξ is a
negative integer. This proves the proposition.
Now, we write λ and µ as: λ =
∑
i∈I mi̟i and µ =
∑
i∈I ni̟i. For (ρ, χ, ξ) ∈
Par(λ)×Par(µ)×Q∨I\(J∪K) satisfying (7.16), define ω = (ω
(i))i∈I ∈ Par(λ+µ) as follows.
Write ρ, χ, and ξ as:
ρ = (ρ(i))i∈I , with ρ
(i) = (ρ
(i)
1 ≥ · · · ≥ ρ
(i)
mi−1
≥ 0) for i ∈ I,
χ = (χ(i))i∈I , with χ
(i) = (χ
(i)
1 ≥ · · · ≥ χ
(i)
ni−1
≥ 0) for i ∈ I,
ξ =
∑
i∈I\(J∪K)
ciα
∨
i ; recall that ci ≥ χ
(i)
1 for all i ∈ I \ (J ∪K).
Let i ∈ I.
• If i ∈ J ∩K (note that mi = ni = 0), we set ω
(i) := ∅;
• if i ∈ J \ K (note that mi = 0), we set ω
(i) := χ(i), which is a partition of length
less than ni = 0 + ni = mi + ni;
• if i ∈ K \ J (note that ni = 0), we set ω
(i) := ρ(i), which is a partition of length less
than mi = mi + 0 = mi + ni;
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• if i ∈ I \ (J ∪K), we set
ω(i) = (ρ
(i)
1 + ci ≥ · · · ≥ ρ
(i)
mi−1
+ ci ≥ ci ≥ χ
(i)
1 ≥ · · · ≥ χ
(i)
ni−1
),
which is a partition of length less than (mi − 1) + 1 + (ni − 1) + 1 = mi + ni; note
that |ω(i)| = |ρ(i)|+ |χ(i)|+mici.
It follows that ω = (ω(i))i∈I ∈ Par(λ+µ). Thus we obtain a map Θ from the set of those
(ρ, χ, ξ) ∈ Par(λ) × Par(µ) × Q∨I\(J∪K) satisfying (7.16) to the set Par(λ + µ); we can
easily deduce that the map Θ is bijective. Also, by direct calculation, we have
wt
(
(tξ · πρ)⊗ πχ︸ ︷︷ ︸
satisfying (7.16)
)
= wt(tξ · πρ) + wt(πχ) = tξ
(
λ− |ρ|δ
)
+
(
µ− |χ|δ
)
= (λ+ µ)−
(
|ρ|+ 〈λ, ξ〉+ |χ|
)
δ
= (λ+ µ)−
|ρ|+ ∑
i∈I\(J∪K)
mici + |χ|
 δ
= (λ+ µ)−
∣∣Θ(ρ, χ, ξ)∣∣δ.
We claim that the connected component of S
∞
2 (λ + µ) containing (tξ · πρ) ⊗ πχ is
isomorphic, as a crystal, to
{
Θ(ρ, χ, ξ)
}
⊗ S
∞
2
0 (λ + µ), where S
∞
2
0 (λ + µ) denotes the
connected component of S
∞
2 (λ+ µ) containing πλ ⊗ πµ = (e ; 0, 1)⊗ (e ; 0, 1) ∈ B
∞
2 (λ)⊗
B
∞
2 (µ). Indeed, let us consider the composite of the following bijections:
B
∞
2
ρ (λ)⊗ B
∞
2
χ (µ)
T−ξ⊗id
−→ B
∞
2
ρ (λ)⊗ B
∞
2
χ (µ) (see (7.8) and Remark 7.3)
∼
→
({
ρ
}
⊗ B
∞
2
0 (λ)
)
⊗
({
χ
}
⊗ B
∞
2
0 (µ)
)
(see the comment preceding (7.4))
∼
→
({
ρ
}
⊗
{
χ
})
⊗
(
B
∞
2
0 (λ)⊗ B
∞
2
0 (µ)
)
(by the tensor product rule for crystals)
∼
→
{
Θ(ρ, χ, ξ)
}
⊗
(
B
∞
2
0 (λ)⊗ B
∞
2
0 (µ)
)
,
where the last map sends (ρ⊗ χ)⊗ (π ⊗ η) to Θ(ρ, χ, ξ)⊗ (π ⊗ η) for each π ∈ B
∞
2
0 (λ)
and η ∈ B
∞
2
0 (µ). We deduce by (7.8) and the tensor product rule for crystals that the
composite of these bijections is an isomorphism of crystals, which sends (tξ · πρ)⊗ πχ to
Θ(ρ, χ, ξ) ⊗ (πλ ⊗ πµ). Therefore, the connected component of S
∞
2 (λ + µ) containing
(tξ · πρ)⊗ πχ is mapped to
{
Θ(ρ, χ, ξ)
}
⊗ S
∞
2
0 (λ+µ) under this isomorphism of crystals.
It follows from Proposition 7.8 and the bijectivity of Θ that
S
∞
2 (λ+ µ) ∼=
⊔
ω∈Par(λ+µ)
{
ω
}
⊗ S
∞
2
0 (λ+ µ). (7.17)
Proposition 7.9. As crystals, S
∞
2
0 (λ+ µ)
∼= B
∞
2
0 (λ+ µ).
Proof. Write λ and µ as: λ =
∑
i∈I mi̟i with mi ∈ Z≥0, and µ =
∑
i∈I ni̟i with
ni ∈ Z≥0, respectively. We know from [Kas2, Conjecture 13.1 (iii)], which is proved in
[BN, Remark 4.17], that there exists an isomorphism B(λ + µ)
∼
→
⊗
i∈I B((mi + ni)̟i)
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of crystals, which maps uλ+µ to
⊗
i∈I u(mi+ni)̟i ; the restriction of this isomorphism to
B0(λ+µ) ⊂ B(λ+ µ) gives an embedding B0(λ+µ) →֒
⊗
i∈I B0((mi+ni)̟i) of crystals.
Also, we know from [Kas2, Conjecture 13.2 (iii)], which is proved in [BN, Remark 4.17],
that for each i ∈ I, there exists an embedding B0((mi + ni)̟i) →֒ B(̟i)
⊗(mi+ni) of
crystals, which maps u(mi+ni)̟i to u
⊗(mi+ni)
̟i ; recall from [Kas2, Proposition 5.4] that
B(̟i) is connected. Thus we obtain an embedding
B0(λ+ µ) →֒
⊗
i∈I
B0((mi + ni)̟i) →֒
⊗
i∈I
B(̟i)
⊗(mi+ni)
of crystals, which maps uλ+µ to
⊗
i∈I u
⊗(mi+ni)
̟i . Here, we recall from [Kas2, Sect. 10]
that for each j, k ∈ I, there exists an isomorphism B(̟j)⊗ B(̟k)
∼
→ B(̟k)⊗ B(̟j) of
crystals, which maps u̟j⊗u̟k to u̟k⊗u̟j . Hence we obtain an isomorphism of crystals
⊗
i∈I
B(̟i)
⊗(mi+ni) ∼→
(⊗
i∈I
B(̟i)
⊗mi
)
⊗
(⊗
i∈I
B(̟i)
⊗ni
)
=: B,
which maps
⊗
i∈I u
⊗(mi+ni)
̟i to
(⊗
i∈I u
⊗mi
̟i
)
⊗
(⊗
i∈I u
⊗ni
̟i
)
=: b. From these, we obtain
an embedding B0(λ+ µ) →֒ B of crystals, which maps uλ+µ to b. Similarly, we obtain an
embedding B0(λ)⊗B0(µ) →֒ B of crystals, which maps uλ⊗ uµ to b. Consequently, there
exists an isomorphism of crystals from B0(λ + µ) to the connected component (denoted
by S0(λ+µ)) of B0(λ)⊗B0(µ) containing uλ⊗uµ, which maps uλ+µ to uλ⊗uµ. Now, by
Theorem 2.8, we have an isomorphism B0(λ + µ)
∼
→ B
∞
2
0 (λ + µ) of crystals, which maps
uλ+µ to πλ+µ. In addition, we have an isomorphism B0(λ) ⊗ B0(µ)
∼
→ B
∞
2
0 (λ) ⊗ B
∞
2
0 (µ)
of crystals, which maps uλ ⊗ uµ to πλ ⊗ πµ; by restriction, we obtain an isomorphism of
crystals from S0(λ+µ) to S
∞
2
0 (λ+µ). Summarizing, we obtain the following isomorphism
of crystals:
B
∞
2
0 (λ+ µ)
∼
→ B0(λ+ µ)
∼
→ S0(λ+ µ)
∼
→ S
∞
2
0 (λ+ µ),
πλ+µ 7→ uλ+µ 7→ uλ ⊗ uµ 7→ πλ ⊗ πµ.
This proves the proposition.
By using (7.17), Proposition 7.9, and (7.4) (with λ replaced by λ + µ), we conclude
that
S
∞
2 (λ+ µ) ∼=
⊔
ω∈Par(λ+µ)
{
ω
}
⊗ S
∞
2
0 (λ+ µ)
∼=
⊔
ω∈Par(λ+µ)
{
ω
}
⊗ B
∞
2
0 (λ+ µ)
∼= B
∞
2 (λ+ µ)
as crystals. This completes the proof of Theorem 3.1.
Corollary 7.10. For each ω ∈ Par(λ + µ), the element πω ∈ B
∞
2 (λ + µ) is mapped to
(tξ · πρ)⊗ πχ ∈ S
∞
2 (λ + µ) for some ξ ∈ Q∨I\(J∪K) and ρ ∈ Par(λ), χ ∈ Par(µ) satisfying
(7.16) under the isomorphism B
∞
2 (λ+ µ) ∼= S
∞
2 (λ+ µ) of crystals in Theorem 3.1.
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8 Proof of Propositions 3.3 and 3.4.
Recall that λ, µ ∈ P+, and that J =
{
i ∈ I | 〈λ, α∨i 〉 = 0
}
, K =
{
i ∈ I | 〈µ, α∨i 〉 = 0
}
.
8.1 Proof of Proposition 3.3.
The “if” part is obvious from the definition of defining chains and condition (SP). Let
us prove the “only if” part. Assume that π ⊗ η ∈ S
∞
2 (λ + µ), and write π and η as:
π = (x1, . . . , xs ; a) ∈ B
∞
2 (λ) and η = (y1, . . . , yp ; b) ∈ B
∞
2 (µ), respectively. It follows
from (SP) that there exist x′s, y
′
1 ∈ Waf such that x
′
s  y
′
1 in Waf , and such that Π
J(x′s) =
xs, Π
K(y′1) = y1; we write x
′
s = xsz1 for some z1 ∈ (WJ)af , and y
′
1 = y1z2 for some
z2 ∈ (WK)af . Now we set {
x′u := xuz1 for 1 ≤ u ≤ s,
y′q := yqz2 for 1 ≤ q ≤ p.
Because x1  x2  · · ·  xs in (W
J)af by the definition of semi-infinite LS paths,
it follows from Lemma A.7 that x′1  x
′
2  · · ·  x
′
s in Waf . Similarly, we see that
y′1  y
′
2  · · ·  y
′
p in Waf . Combining these inequalities with the inequality x
′
s  y
′
1, we
obtain x′1  · · ·  x
′
s  y
′
1  · · ·  y
′
p in Waf . Since Π
J(x′u) = xu for all 1 ≤ u ≤ s, and
ΠJ(y′q) = yq for all 1 ≤ q ≤ p, the sequence x
′
1, . . . , x
′
s, y
′
1, . . . , y
′
p is a defining chain for
π ⊗ η. This completes the proof of Proposition 3.3.
8.2 Proof of Proposition 3.4.
We write π and η as: π = (x1, . . . , xs ; a) ∈ B
∞
2 (λ) and η = (y1, . . . , yp ; b) ∈ B
∞
2 (µ),
respectively. First, we prove the “only if” part. Take an (arbitrary) defining chain
x′1, . . . , x
′
s, y
′
1, . . . , y
′
p ∈ Waf for π ⊗ η. It suffices to show the following claim.
Claim 1. Let x ∈ Waf be such that y
′
p  x; note that κ(η) = yp = Π
K(y′p)  Π
K(x) by
Lemma A.8. Then, κ(π)  ΠJ(ι(η, x)).
Proof of Claim 1. For the given x ∈ Waf , we define y˜p, y˜p−1, . . . , y˜1 = ι(η, x) as in (3.1).
We show by descending induction on q that
y′q  y˜q for all 1 ≤ q ≤ p. (8.1)
Because y′p  x and Π
K(y′p) = yp, it follows that y
′
p ∈ Liftx(yp), and hence y
′
p 
min Liftx(yp) = y˜p. Assume that q < p. Since y
′
q  y
′
q+1 by the definition of defining
chains, and since y′q+1  y˜q+1 by our induction hypothesis, we obtain y
′
q  y˜q+1. In
addition, we have ΠK(y′q) = yq. From these, we deduce that y
′
q ∈ Lifty˜q+1(yq), and hence
y′q  min Lifty˜q+1(yq) = y˜q. Thus we have shown (8.1). Hence we have x
′
s  y
′
1  y˜1 =
ι(η, x) by the assumption. Therefore, it follows from Lemma A.8 that
κ(π) = xs = Π
J(x′s)  Π
J(ι(η, x)). (8.2)
This proves Claim 1.
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Next, we prove the “if” part. We define y˜p, y˜p−1, . . . , y˜1 = ι(η, x) as in (3.1). By the
definitions, we have {
ι(η, x) = y˜1  y˜2  · · ·  y˜p  x,
ΠK(y˜q) = yq for 1 ≤ q ≤ p.
(8.3)
Write ι(η, x) ∈ Waf as: ι(η, x) = Π
J(ι(η, x))z with z ∈ (WJ)af . Since κ(π)  Π
J(ι(η, x))
by the assumption, we deduce from Lemma A.7 that x′s := κ(π)z  Π
J(ι(η, x))z =
ι(η, x) = y˜1. Similarly, if we set x
′
u := xuz for 1 ≤ u ≤ s, then we have{
x′1  x
′
2  · · ·  x
′
s ( ι(η, x) = y˜1),
ΠJ(x′u) = xu for 1 ≤ u ≤ s.
(8.4)
Concatenating the sequences in (8.3) and (8.4), we obtain a defining chain
x′1  x
′
2  · · ·  x
′
s  y˜1  y˜2  · · ·  y˜p (8.5)
for π ⊗ η ∈ B
∞
2 (λ)⊗ B
∞
2 (µ). This completes the proof of Proposition 3.4.
9 Proof of Theorem 3.5.
Recall that λ, µ ∈ P+, and that J =
{
i ∈ I | 〈λ, α∨i 〉 = 0
}
, K =
{
i ∈ I | 〈µ, α∨i 〉 = 0
}
,
and S =
{
i ∈ I | 〈λ+ µ, α∨i 〉 = 0
}
= J ∩K.
9.1 Proof of (D2) ⇔ (D3).
We prove the implication (D2) ⇒ (D3). Let x′1, . . . , x
′
s, y
′
1, . . . , y
′
p =: y be a defining
chain for π ⊗ η such that ΠS(y)  ΠS(x). Write x as: x = ΠS(x)z for some z ∈ (WS)af ;
note that (WS)af ⊂ (WJ)af ∩ (WK)af . We deduce from Lemma A.7 that
ΠS(x′1)z, . . . , Π
S(x′s)z, Π
S(y′1)z, . . . , Π
S(y′p) = Π
S(y)z
is also a defining chain for π ⊗ η such that ΠS(ΠS(y)z) = ΠS(y)  ΠS(x). Hence we
may assume from the beginning that y  x. We deduce from Lemma A.8 that κ(η) =
ΠK(y)  ΠK(x). Also, the inequality κ(π)  ΠJ(ι(η, x)) was shown in Claim 1 in the
proof of Proposition 3.4.
The implication (D3) ⇒ (D2) follows from the fact that the defining chain (8.5) for
π ⊗ η satisfies the desired condition in (D2).
9.2 Proof of (D1) ⇔ (D2).
Let D
∞
2
x(λ+µ) denote the set of elements in B
∞
2 (λ)⊗B
∞
2 (µ) satisfying condition (D2) (or
equivalently, condition (D3)); by Proposition 3.3, we see that D
∞
2
x(λ+ µ) ⊂ S
∞
2 (λ+ µ).
Lemma 9.1 (cf. [NS3, Lemma 5.3.1 and Proposition 5.3.2]).
(1) The set D
∞
2
x(λ + µ) ∪ {0} is stable under the action of the root operator fi for all
i ∈ Iaf .
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(2) The set D
∞
2
x(λ+µ)∪ {0} is stable under the action of the root operator ei for those
i ∈ Iaf such that 〈x(λ + µ), α
∨
i 〉 ≥ 0.
(3) Let i ∈ Iaf be such that 〈x(λ+ µ), α
∨
i 〉 ≥ 0. Then,
D
∞
2
x(λ+ µ) =
{
eni (π ⊗ η) | π ⊗ η ∈ D
∞
2
six
(λ+ µ), n ≥ 0
}
\ {0}. (9.1)
Proof. (1) Let π ⊗ η ∈ D
∞
2
x(λ + µ), and let i ∈ Iaf ; we may assume that fi(π ⊗ η) 6= 0.
We give a proof only for the case that fi(π ⊗ η) = π ⊗ fiη; the proof for the case that
fi(π ⊗ η) = fiπ ⊗ η is similar. We write π and η as: π = (x1, . . . , xs ; a) ∈ B
∞
2 (λ) and
η = (y1, . . . , yp ; b) ∈ B
∞
2 (µ), respectively. Let x′1  · · ·  x
′
s  y
′
1  · · ·  y
′
p be a
defining chain for π ⊗ η such that ΠS(y′p)  Π
S(x). Take 0 ≤ t0 < t1 ≤ 1 as in (C.7)
(with π replaced by η); note that Hηi (t) is strictly increasing on the interval [t0, t1]. We
see from (C.8) that fiη is of the form:
fiη := (y1, . . . , yk, siyk+1, . . . , siym, siym+1, ym+1, . . . , yp ; b
′)
for some 0 ≤ k ≤ m ≤ p−1 and some increasing sequence b′ of rational numbers in [0, 1].
Here, since Hηi (t) is strictly increasing on the interval [t0, t1], it follows that 〈ynµ, α
∨
i 〉 > 0,
and hence that y−1n αi ∈ (∆
+ \∆+K)+Zδ for all k+1 ≤ n ≤ m+1. Hence we deduce that
(y′n)
−1αi ∈ (∆
+ \∆+K) + Zδ ⊂ ∆
+ + Zδ for all k + 1 ≤ n ≤ m+ 1 (9.2)
since y′n = ynzn for some zn ∈ (WK)af . Therefore, it follows from Lemma A.4 (3) (applied
to the case J = ∅) that siy
′
k+1  · · ·  siy
′
m+1. Also, we see from (A.5) that siy
′
m+1  y
′
m+1.
Thus we obtain
siy
′
k+1  · · ·  siy
′
m+1  y
′
m+1  · · ·  y
′
p; (9.3)
note that ΠK(siy
′
n) = siyn for all k + 1 ≤ n ≤ m+ 1 by Lemma A.2 since siyn ∈ (W
K)af .
If t1 6= 1, then κ(fiη) = κ(η) = yp, and the final element of the sequence (9.3) is y
′
p, which
satisfies ΠS(y′p)  Π
S(x) by our assumption. If t1 = 1, then m+1 = p, κ(fiη) = siκ(η) =
siyp, and the final element of the sequence (9.3) is siy
′
m+1 = siy
′
p. Since siy
′
m+1  y
′
m+1
as shown above, we deduce from Lemma A.8 that ΠS(siy
′
p) = Π
S(siy
′
m+1)  Π
S(y′m+1) =
ΠS(y′p)  Π
S(x). In what follows, we will give a defining chain for fi(π ⊗ η) = π ⊗ (fiη)
in which the sequence (9.3) lies at the tail.
Case 1. Assume that the set
{
1 ≤ n ≤ k | 〈ynµ, α
∨
i 〉 6= 0
}
is nonempty, and let k0
be the maximum element of this set. Because the function Hηi (t) attains its minimum
value mηi at t = t0, it follows that 〈ykµ, α
∨
i 〉 = 〈yk−1µ, α
∨
i 〉 = · · · = 〈yk0+1µ, α
∨
i 〉 = 0,
and 〈yk0µ, α
∨
i 〉 < 0, which implies that y
−1
n αi ∈ ∆K + Zδ for all k0 + 1 ≤ n ≤ k, and
y−1k0 αi ∈ −(∆
+\∆+K)+Zδ. Hence we deduce that (y
′
n)
−1αi ∈ ∆K+Zδ for all k0+1 ≤ n ≤ k,
and (y′k0)
−1αi ∈ −(∆
+ \ ∆+K) + Zδ. Therefore, there exists k0 ≤ k1 ≤ k such that
(y′n)
−1αi ∈ ∆
+
K + Zδ for all k1 + 1 ≤ n ≤ k, and such that (y
′
k1
)−1αi ∈ −∆
+ + Zδ; recall
from (9.2) that (y′k+1)
−1αi ∈ ∆
++Zδ. Hence, in this case, we deduce from Lemma A.4 (1)
and (3) that y′k1  siy
′
k1+1
 · · ·  siy
′
k  siy
′
k+1; since (y
′
n)
−1αi ∈ ∆K + Zδ for all
k1+1 ≤ n ≤ k, we see by Remark A.3 that Π
K(siy
′
n) = Π
K(y′n) = yn for all k1+1 ≤ n ≤ k.
Thus, we obtain a defining chain
x′1  · · ·  x
′
s  y
′
1  · · ·  y
′
k1
 siy
′
k1+1
 · · ·  siy
′
m+1  y
′
m+1  · · ·  y
′
p (9.4)
for fi(π ⊗ η) = π ⊗ (fiη).
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Case 2. Assume that the set
{
1 ≤ n ≤ k | 〈ynµ, α
∨
i 〉 6= 0
}
is empty, i.e., 〈ynµ, α
∨
i 〉 = 0
for all 1 ≤ n ≤ k; note that (y′n)
−1αi ∈ ∆K + Zδ for all 1 ≤ n ≤ k. If there exists
1 ≤ k1 ≤ k such that (y
′
n)
−1αi ∈ ∆
+
K+Zδ for all k1+1 ≤ n ≤ k, and (y
′
k1
)−1αi ∈ −∆
+
K+Zδ,
then we obtain a defining chain of the form (9.4) for fi(π ⊗ η) = π ⊗ (fiη) in exactly the
same way as in Case 1. Hence we may assume that (y′n)
−1αi ∈ ∆
+
K+Zδ for all 1 ≤ n ≤ k.
It follows from Lemma A.4 (3) and (9.2) that
siy
′
1  · · ·  siy
′
k  siy
′
k+1  · · ·  siy
′
m+1  y
′
m+1  · · ·  y
′
p; (9.5)
note that by Remark A.3, ΠK(siy
′
n) = Π
K(y′n) = yn for all 1 ≤ n ≤ k. Now, we define u0
to be the maximum element of the set
{
1 ≤ u ≤ s | 〈xuλ, α
∨
i 〉 6= 0
}
∪ {0}. We claim that
if u0 ≥ 1, then 〈xsλ, α
∨
i 〉 = 〈xs−1λ, α
∨
i 〉 = · · · = 〈xu0+1λ, α
∨
i 〉 = 0, and that if u0 ≥ 1,
then 〈xu0λ, α
∨
i 〉 < 0; this would imply that x
−1
u αi ∈ ∆J + Zδ for all u0 + 1 ≤ u ≤ s,
and that if u0 ≥ 1, then x
−1
u0
αi ∈ −(∆
+ \ ∆+J ) + Zδ. Indeed, since 〈ynµ, α
∨
i 〉 = 0 for
all 1 ≤ n ≤ k by our assumption, we see that Hηi (t) is identically zero on the interval
[0, t0], and hence m
η
i = 0, from which it follows that εi(η) = −m
η
i = 0 by Remark C.2.
Here we recall that fi(π ⊗ η) = π ⊗ fiη (if and) only if ϕi(π) ≤ εi(η) by the tensor
product rule for crystals. Hence we see that ϕi(π) = H
π
i (1) − m
π
i = 0 by Remark C.2.
Since 〈xsλ, α
∨
i 〉 = 〈xs−1λ, α
∨
i 〉 = · · · = 〈xu0+1λ, α
∨
i 〉 = 0 by our assumption, we obtain
〈xu0λ, α
∨
i 〉 < 0 if u0 ≥ 1, as desired. Therefore, by the same argument as in Case 1, we
get 0 ≤ u0 ≤ u1 ≤ s such that (x
′
u)
−1αi ∈ ∆
+
J + Zδ for all u1 + 1 ≤ u ≤ s, and such
that (x′u1)
−1αi ∈ −∆
+ + Zδ if u1 ≥ 1; recall that (y′1)
−1αi ∈ ∆
+
K + Zδ. Also we note
that by Remark A.3, ΠJ(six
′
u) = Π
J(x′u) = xu for all u1 + 1 ≤ i ≤ s. In this case, by
Lemma A.4 (1) and (3), together with (9.5), we obtain a defining chain
x′1  · · ·  x
′
u1
 six
′
u1+1
 · · ·  six
′
s  siy
′
1  · · ·  siy
′
m+1  y
′
m+1  · · ·  y
′
p
for fi(π ⊗ η) = π ⊗ (fiη). This proves part (1).
(2) Let π ⊗ η ∈ D
∞
2
x(λ + µ), and let i ∈ Iaf be such that 〈x(λ + µ), α
∨
i 〉 ≥ 0; we
may assume that ei(π ⊗ η) 6= 0. Since π ⊗ η ∈ D
∞
2
x(λ + µ), there exists a defining chain
for π ⊗ η whose final element, say y ∈ Waf , satisfies Π
S(y)  ΠS(x). We can show the
following claims by arguments similar to those in part (1).
Claim 1.
(i) If ei(π ⊗ η) = eiπ ⊗ η, or if ei(π ⊗ η) = π ⊗ (eiη) and κ(eiη) = κ(η), then there
exists a defining chain for ei(π ⊗ η) whose final element is y.
(ii) If ei(π ⊗ η) = π ⊗ (eiη) and κ(eiη) = siκ(η), then there exists a defining chain for
ei(π ⊗ η) whose final element is siy.
In case (i) of Claim 1, it is obvious that ei(π⊗η) ∈ D
∞
2
x(λ+µ). In case (ii) of Claim 1,
we see by the definition of the root operator ei that with notation in (C.5) and (C.6),
t1 = 1, and the function H
η
i (t) is strictly decreasing on [t0, t1] = [t0, 1]. Hence we have
〈κ(η)µ, α∨i 〉 < 0, which implies that κ(η)
−1αi ∈ −(∆
+ \∆+K) + Zδ. Since Π
K(ΠS(y)) =
ΠK(y) = κ(η), we see that (ΠS(y))−1αi ∈ −(∆
+ \∆+K) + Zδ ⊂ −(∆
+ \∆+S ) + Zδ, which
implies that 〈ΠS(y)(λ + µ), α∨i 〉 < 0. Also, it follows from Lemma A.2 that siΠ
S(y) ∈
(W S)af and Π
S(siy) = siΠ
S(y). Here, by the assumption, we have 〈ΠS(x)(λ + µ), α∨i 〉 =
〈x(λ + µ), α∨i 〉 ≥ 0. Therefore, we deduce from Lemma A.4 (2), together with Π
S(y) 
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ΠS(x), that ΠS(siy) = siΠ
S(y)  ΠS(x). Thus, we conclude that ei(π⊗ η) ∈ D
∞
2
x(λ+ µ).
This proves part (2).
(3) If 〈x(λ+µ), α∨i 〉 = 0, then Π
S(six) = Π
S(x) by Remark A.3, and hence D
∞
2
six
(λ+
µ) = D
∞
2
x(λ+ µ). Hence the assertion is obvious from part (2).
Assume that 〈x(λ + µ), α∨i 〉 > 0. Then we see from Lemma A.2 that Π
S(six) =
siΠ
S(x) ∈ (W S)af and Π
S(six)  Π
S(x), which implies that D
∞
2
x(λ + µ) ⊃ D
∞
2
six
(λ + µ).
Therefore, by part (2), we obtain the inclusion ⊃ in (9.1). In order to show the opposite
inclusion ⊂ in (9.1), it suffices to show that fmaxi (π ⊗ η) ∈ D
∞
2
six
(λ + µ) for all π ⊗ η ∈
D
∞
2
x(λ+ µ). In view of part (1), this assertion itself follows from the following claim.
Claim 2. Let π ⊗ η ∈ D
∞
2
x(λ + µ). If fi(π ⊗ η) = 0, i.e., ϕi(π ⊗ η) = 0, then π ⊗ η ∈
D
∞
2
six
(λ+ µ).
Proof of Claim 2. We write π and η as: π = (x1, . . . , xs ; a) and η = (y1, . . . , yp ; b),
respectively. Let x′1  · · ·  x
′
s  y
′
1  · · ·  y
′
p be a defining chain for π ⊗ η such that
ΠS(y′p)  Π
S(x). We see from Lemma A.8 that ΠS(x′1)  · · ·  Π
S(x′s)  Π
S(y′1)  · · · 
ΠS(y′p) is also a defining chain for π ⊗ η satisfying Π
S(ΠS(y′p)) = Π
S(y′p)  Π
S(x). Hence
we may assume from the beginning that x′1, . . . , x
′
s, y
′
1, . . . , y
′
p ∈ (W
S)af .
Assume first that the set{
1 ≤ q ≤ p | (y′q)
−1αi 6∈ (∆
+
K \∆
+
S ) + Zδ
}
=
{
1 ≤ q ≤ p | (y′q)
−1αi ∈
(
(∆ \∆+K) ⊔∆
+
S
)
+ Zδ
} (9.6)
is nonempty. Let q1 be the maximum element of this set; notice that 〈y
′
q(λ+ µ), α
∨
i 〉 > 0
and 〈yqµ, α
∨
i 〉 = 〈y
′
qµ, α
∨
i 〉 = 0 for all q1 < q ≤ p. Note that fi(π ⊗ η) = 0 implies
fiη = 0 by the tensor product rule for crystals, and hence H
η
i (1) − m
η
i = 0. From this
it follows that 〈y′q1µ, α
∨
i 〉 = 〈yq1µ, α
∨
i 〉 ≤ 0, and hence (y
′
q1
)−1αi ∈ ((−∆
+) ⊔ ∆+S ) + Zδ
by the definition of q1, which implies that 〈y
′
q1(λ + µ), α
∨
i 〉 ≤ 0. Therefore, we see from
Lemma A.4 (1) and (3) that
x′1  · · ·  x
′
s  y
′
1  · · ·  y
′
q1  siy
′
q1+1  · · ·  siy
′
p; (9.7)
note that ΠK(siy
′
q) = Π
K(y′q) for all q1 < q ≤ p since 〈y
′
qµ, α
∨
i 〉 = 0. Thus the sequence
(9.7) is also a defining chain for π⊗ η. If q1 = p, then the final element of (9.7) is y
′
p, and
〈y′p(λ + µ), α
∨
i 〉 ≤ 0. Hence it follows from Lemma A.4 (1) that y
′
p  siΠ
S(x) = ΠS(six).
If q1 < p, then the final element of (9.7) is siy
′
p, and 〈y
′
p(λ + µ), α
∨
i 〉 > 0. This implies
that siy
′
p ∈ (W
S)af by Lemma A.2, and that siy
′
p  siΠ
S(x) = ΠS(six) by Lemma A.4 (3).
Hence we conclude that π ⊗ η ∈ D
∞
2
six
(λ+ µ).
Assume next that the set in (9.6) is empty, that is, (y′q)
−1αi ∈ (∆
+
K \ ∆
+
S ) + Zδ
for all 1 ≤ q ≤ p; notice that 〈y′q(λ + µ), α
∨
i 〉 > 0 for all 1 ≤ q ≤ p. Also, since
〈yqµ, α
∨
i 〉 = 〈y
′
qµ, α
∨
i 〉 = 0 for all 1 ≤ q ≤ p, we have H
η
i (t) = 0 for all t ∈ [0, 1],
and hence εi(η) = 0. Since fi(π ⊗ η) = 0 by the assumption, we obtain fiπ = 0 by
the tensor product rule for crystals. Let u1 be the maximum element of the set
{
1 ≤
u ≤ s | (x′u)
−1αi 6∈ (∆
+
J \ ∆
+
S ) + Zδ
}
∪ {0}. Then we have 〈x′u(λ + µ), α
∨
i 〉 > 0 and
〈x′uλ, α
∨
i 〉 = 〈xuλ, α
∨
i 〉 = 0 for all u1 < u ≤ s. In addition, we can show by the same
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argument as above that if u1 ≥ 1, then 〈x
′
u1(λ + µ), α
∨
i 〉 ≤ 0. Therefore, it follows from
Lemma A.4 (1) and (3) that
x′1  · · ·  x
′
u1
 sixu1+1  · · ·  six
′
s  siy
′
1  · · ·  siy
′
p. (9.8)
In the same way as for (9.7), we can verify that the sequence (9.8) is a defining chain for
π ⊗ η satisfying the condition in (D2). This proves Claim 2.
This completes the proof of Lemma 9.1.
Corollary 9.2 (cf. [NS3, Corollary 5.3.3]). Let x ∈ Waf , and i ∈ Iaf . For every π ⊗ η ∈
D
∞
2
x(λ+ µ), we have f
max
i (π ⊗ η) ∈ D
∞
2
six
(λ+ µ).
Proof. If 〈x(λ+ µ), α∨i 〉 ≥ 0, then the assertion follows from the proof of Lemma 9.1 (3).
If 〈x(λ + µ), α∨i 〉 < 0, then we have Π
S(six) = siΠ
S(x)  ΠS(x) by Lemma A.2, and
hence D
∞
2
six
(λ + µ) ⊃ D
∞
2
x (λ + µ). Therefore, the assertion follows from Lemma 9.1 (1).
This proves the corollary.
Lemma 9.3. Let x, y ∈ Waf .
(1) If ΠS(y)  ΠS(x) in (W S)af , then y ·
(
tξ · πρ ⊗ πχ) ∈ D
∞
2
x(λ+ µ) for all (ρ, χ, ξ) ∈
Par(λ)× Par(µ)×Q∨I\(J∪K) satisfying (7.16).
(2) If y ·
(
tξ · πρ ⊗ πχ) ∈ D
∞
2
x(λ + µ) for some (ρ, χ, ξ) ∈ Par(λ)× Par(µ)× Q
∨
I\(J∪K)
satisfying (7.16), then ΠS(y)  ΠS(x).
Proof. (1) By the definitions (see (7.2)), πρ ∈ B
∞
2 (λ) and πχ ∈ B
∞
2 (µ) are of the form:{
πρ = (Π
J(tξ1), . . . , Π
J(tξs−1), e ; a),
πχ = (Π
K(tζ1), . . . , Π
K(tζp−1), e ; b)
(9.9)
for some ξ1, . . . , ξs−1 ∈ Q
∨
I\J such that ξ1 > · · · > ξs−1 > 0, and ζ1, . . . , ζp−1 ∈ Q
∨
I\K such
that ζ1 > · · · > ζp−1 > 0, respectively. Also, recall from (7.5) that
tξ · πρ = (Π
J(tξ1+ξ), . . . , Π
J(tξs−1+ξ), Π
J(tξ) ; a), (9.10)
and from Lemma 7.2 that
y ·
(
tξ · πρ ⊗ πχ) = (y · (tξ · πρ))⊗ (y · πχ), with{
y · (tξ · πρ) = (Π
J(ytξ1+ξ), . . . , Π
J(ytξs−1+ξ), Π
J(ytξ) ; a),
y · πχ = (Π
K(ytζ1), . . . , Π
K(ytζp−1), Π
K(y) ; b).
(9.11)
Now, if χ = (χ(i))i∈I ∈ Par(µ), with χ
(i) = (χ
(i)
1 ≥ χ
(i)
2 ≥ · · · ) for i ∈ I, then we
have ζ1 =
∑
i∈I χ
(i)
1 α
∨
i by (7.3); we set γ :=
∑
i∈J\K χ
(i)
1 α
∨
i ∈ Q
∨
J . Since (ρ, χ, ξ) satisfies
(7.16), and χ
(i)
1 = 0 for all i ∈ K, we deduce that ξ + γ ≥ ζ1, and hence that
ξ1 + ξ + γ > · · · > ξs−1 + ξ + γ > ξ + γ ≥ ζ1 > · · · > ζp−1 > 0.
Therefore, it follows from Lemma A.5 (2) (applied to the case J = ∅) that
ytξ1+ξ+γ ≻ · · · ≻ ytξs−1+ξ+γ ≻ ytξ+γ  ytζ1 ≻ · · · ≻ ytζp−1 ≻ y = yt0 in Waf ; (9.12)
note that by Lemma A.1, ΠJ(ytξu+ξ+γ) = Π
J(ytξu+ξ) for all 1 ≤ u ≤ s since γ ∈ Q
∨
J .
Hence the sequence (9.12) is a defining chain for y ·
(
tξ ·πρ⊗πχ). Since Π
S(y)  ΠS(x) in
(W S)af by the assumption, we conclude that y ·
(
tξ · πρ ⊗ πχ) ∈ D
∞
2
x(λ+ µ). This proves
part (1).
(2) We divide the proof into several steps.
Step 1. Assume that x = tζ′ for some ζ
′ ∈ Q∨, and y = tξ′ for some ξ
′ ∈ Q∨; in this
case, in order to prove that ΠS(y)  ΠS(x) in (W S)af , it suffices to show that [ξ
′]S ≥ [ζ ′]S
(see Lemma A.5 (2)). In the same way as for (9.11), we obtain
y ·
(
tξ · πρ ⊗ πχ) = (y · (tξ · πρ))⊗ (y · πχ), with{
y · (tξ · πρ) = (Π
J(tξ1+ξ+ξ′), . . . , Π
J(tξs−1+ξ+ξ′), Π
J(tξ+ξ′) ; a),
y · πχ = (Π
K(tζ1+ξ′), . . . , Π
K(tζp−1+ξ′), Π
K(tξ′) ; b).
(9.13)
Here, since y ·
(
tξ ·πρ⊗πχ) ∈ D
∞
2
x(λ+µ) satisfies condition (D2) (or equivalently, condition
(D3); see Section 9.2), we have
κ(y · πχ)  Π
K(x) and κ
(
y · (tξ · πρ))
)
 ΠJ(ι(y · πχ, x)). (9.14)
We deduce from the first inequality in (9.14) that ΠK(tξ′) = κ(y ·πχ)  Π
K(x) = ΠK(tζ′),
which implies that [ξ′]K ≥ [ζ ′]K by Lemma A.5 (2). Since I \ S = (I \ K) ⊔ (K \ S),
it remains to show that [ξ′]K\S ≥ [ζ
′]K\S. We define y˜p, y˜p−1, . . . , y˜1 by the recursive
procedure (3.1), that is,
y˜p := min Liftx(Π
K(tξ′)), with x = tζ′ ,
y˜p−1 := min Lifty˜p(Π
K(tζp−1+ξ′)),
...
y˜1 := min Lifty˜2(Π
K(tζ1+ξ′)) = ι(y · πχ, x).
Claim 1. The elements y˜q, 1 ≤ q ≤ p, are of the form: y˜q = tζq+ξ′+γq for some γq ∈ Q
∨
K ,
where we set ζp := 0.
Proof of Claim 1. We show the assertion by descending induction on 1 ≤ q ≤ p. Assume
that q = p. We see from Lemma B.1 that y˜p = zptξ′+γp for some zp ∈ WK and γp ∈ Q
∨
K .
Since zptξ′+γp = y˜p  x = tζ′, it follows from Lemma A.5 (1) and(2) that tξ′+γp  tζ′ = x
in Waf . Also, we have tξ′+γp ∈ Lift(Π
K(tξ′)) by Lemma B.1. Combining these, we obtain
tξ′+γp ∈ Liftx(Π
K(tξ′)). Since y˜p = zptξ′+γp  tξ′+γp in Waf by Remark A.6, we deduce
that y˜p = tξ′+γp by the minimality of y˜p.
Assume that q < p; by our induction hypothesis, we have y˜q+1 = tζq+1+ξ′+γq+1 for some
γq+1 ∈ Q
∨
K . Also, we see from Lemma B.1 that y˜q = zqtζq+ξ′+γq for some zq ∈ WK and
γq ∈ Q
∨
K . Now, the same argument as above shows that
y˜q = zqtζq+ξ′+γq  tζq+ξ′+γq  tζq+1+ξ′+γq+1 = y˜q+1,
and that tζq+ξ′+γq ∈ Lift(Π
K(tζq+ξ′)). Hence we obtain y˜q = tζq+ξ′+γq by the minimality of
y˜q. This proves Claim 1.
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Because y˜1  · · ·  y˜p  x in Waf , it follows from Lemma A.5 (2) and Claim 1 that
ζ1 + ξ
′ + γ1 ≥ ζ2 + ξ
′ + γ2 ≥ · · · ≥ ζp + ξ
′ + γp ≥ ζ
′;
in particular, we have
[ζ1 + ξ
′ + γ1]K\S ≥ [ζ
′]K\S. (9.15)
Also, we see by the second inequality in (9.14) and Claim 1 that
ΠJ(tξ+ξ′) = κ(y · (tξ · πρ))  Π
J(ι(y · πχ, x)) = Π
J(tζ1+ξ′+γ1),
which implies that [ξ + ξ′]J ≥ [ζ1 + ξ
′ + γ1]
J by Lemma A.5 (2); in particular, we have
[ξ + ξ′]K\S ≥ [ζ1 + ξ
′ + γ1]K\S. Here, since ξ ∈ Q
∨
I\(J∪K), we have [ξ + ξ
′]K\S = [ξ
′]K\S.
Therefore, we deduce that
[ξ′]K\S ≥ [ζ1 + ξ
′ + γ1]K\S. (9.16)
Combining (9.15) and (9.16), we obtain [ξ′]K\S ≥ [ζ
′]K\S, as desired.
Step 2. Assume that x = tζ′ for some ζ
′ ∈ Q∨, and write y ∈ Waf as y = vtξ′ for some
v ∈ W and ξ′ ∈ Q∨. Let us show the assertion by induction on ℓ(v). If ℓ(v) = 0, i.e.,
v = e, then the assertion follows from Step 1. Assume that ℓ(v) > 0. We take i ∈ I such
that ℓ(siv) = ℓ(v)−1; note that y
−1αi ∈ −∆
++Zδ. Since 〈yλ, α∨i 〉 ≤ 0 and 〈yµ, α
∨
i 〉 ≤ 0,
we see by the definition of the root operator fi and (9.11) that fi
(
y ·
(
tξ · πρ ⊗ πχ)
)
= 0,
and hence that
emaxi
(
y ·
(
tξ · πρ ⊗ πχ)
)
= (siy) ·
(
tξ · πρ ⊗ πχ). (9.17)
Since x = tζ′ , we have 〈x(λ + µ), α
∨
i 〉 = 〈λ + µ, α
∨
i 〉 ≥ 0. Therefore, by Lemma 9.1 (2),
together with (9.17), we obtain (siy) ·
(
tξ ·πρ⊗πχ) ∈ D
∞
2
x(λ+µ). Hence, by our induction
hypothesis, we have ΠS(siy)  Π
S(x). Here we recall that 〈y(λ + µ), α∨i 〉 ≤ 0 since
y−1αi ∈ −∆
+ + Zδ. If 〈y(λ+ µ), α∨i 〉 < 0, then Π
S(y)  siΠ
S(y) = ΠS(siy)  Π
S(x) by
Lemma A.2 and Remark A.3. If 〈y(λ + µ), α∨i 〉 = 0, then Π
S(y) = ΠS(siy)  Π
S(x) by
Remark A.3. In both cases, we obtain ΠS(y)  ΠS(x), as desired.
Step 3. Let x, y ∈ Waf . We see from [AkK] that there exist i1, . . . , iN ∈ Iaf such that
〈sin−1 · · · si1x(λ+ µ), α
∨
in〉 ≥ 0 for all 1 ≤ n ≤ N , and such that siN · · · si1x = tζ′ for some
ζ ′ ∈ Q∨. Let us show the assertion by induction on N . If N = 0, i.e., x = tζ′, then
the assertion follows from Step 2. Assume that N > 0; for simplicity of notation, we set
i := i1. It follows from Corollary 9.2 that
fmaxi
(
y ·
(
tξ · πρ ⊗ πχ)
)
∈ D
∞
2
six
(λ+ µ). (9.18)
Case 3.1. Assume that 〈y(λ+ µ), α∨i 〉 ≤ 0; note that 〈yλ, α
∨
i 〉 ≤ 0 and 〈yµ, α
∨
i 〉 ≤ 0.
We see by the definition of the root operator fi and (9.11) that f
max
i
(
y ·
(
tξ · πρ ⊗ πχ)
)
=
y ·
(
tξ · πρ ⊗ πχ). Hence, by our induction hypothesis, we have Π
S(y)  ΠS(six). Here
we recall that 〈x(λ + µ), α∨i 〉 ≥ 0. If 〈x(λ + µ), α
∨
i 〉 = 0, then we have Π
S(six) = Π
S(x)
by Remark A.3. If 〈x(λ + µ), α∨i 〉 > 0, then it follows from Lemma A.2 that Π
S(six) =
siΠ
S(x)  ΠS(x). In both cases, we obtain ΠS(y)  ΠS(x), as desired.
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Case 3.2. Assume that 〈y(λ + µ), α∨i 〉 > 0; note that 〈yλ, α
∨
i 〉 ≥ 0 and 〈yµ, α
∨
i 〉 ≥ 0.
We see by the definition of the root operator ei and (9.11) that ei
(
y ·
(
tξ · πρ ⊗ πχ)
)
= 0,
and hence
fmaxi
(
y ·
(
tξ · πρ ⊗ πχ)
)
= (siy) ·
(
tξ · πρ ⊗ πχ).
Hence, by our induction hypothesis, we have ΠS(siy)  Π
S(six). As in Case 3.1, we see
that ΠS(six)  Π
S(x), and hence ΠS(siy)  Π
S(x). Also, since 〈y(λ + µ), α∨i 〉 > 0, it
follows from Lemma A.2 that ΠS(siy) = siΠ
S(y), and hence from Lemma A.4 (2) that
ΠS(y)  ΠS(x).
This proves part (2), and completes the proof of Lemma 9.3.
Now, the equivalence (D1) ⇔ (D2) follows from the next lemma.
Lemma 9.4. Let ψ ∈ B
∞
2 (λ + µ), and assume that ψ is mapped to π ⊗ η ∈ S
∞
2 (λ + µ)
under the isomorphism B
∞
2 (λ+ µ) ∼= S
∞
2 (λ+ µ) in Theorem 3.1. Let x ∈ Waf .
(1) If ψ ∈ B
∞
2
x(λ+ µ), then π ⊗ η ∈ D
∞
2
x(λ+ µ).
(2) If π ⊗ η ∈ D
∞
2
x(λ+ µ), then ψ ∈ B
∞
2
x(λ+ µ).
Proof. By [NS3, Lemma 5.4.1], there exist i1, i2, . . . , iN ∈ Iaf satisfying the conditions
that{
〈sin−1sin−2 · · · si2si1x(λ+ µ), α
∨
in〉 ≥ 0 for all 1 ≤ n ≤ N , and
fmaxiN f
max
iN−1
· · · fmaxi2 f
max
i1 ψ = tξ′ · πω for some ξ
′ ∈ Q∨ and ω ∈ Par(λ+ µ).
We prove part (1) by induction on N . Assume that N = 0, i.e., ψ = tξ′ · πω; recall from
(7.5) that κ(ψ) = ΠS(tξ′). Since ψ ∈ B
∞
2
x(λ+ µ) by the assumption, we have
ΠS(tξ′) = κ(ψ)  Π
S(x). (9.19)
By Corollary 7.10, ψ = tξ′ · πω is mapped to tξ′ ·
(
tξ · πρ ⊗ πχ
)
, which is π ⊗ η, for some
ξ ∈ Q∨I\(J∪K) and ρ ∈ Par(λ), χ ∈ Par(µ) satisfying (7.16) under the isomorphism B
∞
2 (λ+
µ) ∼= S
∞
2 (λ + µ) of crystals in Theorem 3.1. Therefore, we deduce from Lemma 9.3 (1),
together with (9.19), that π ⊗ η ∈ D
∞
2
x(λ+ µ).
Assume that N > 0. For simplicity of notation, we set i1 := i; note that 〈x(λ +
µ), α∨i 〉 ≥ 0. We see from [NS3, Corollary 5.3.3] that f
max
i ψ ∈ B
∞
2
six
(λ + µ). By our
induction hypothesis, we have fmaxi (π ⊗ η) ∈ D
∞
2
six
(λ + µ). Since π ⊗ η = eki f
max
i (π ⊗ η)
for some k ≥ 0, we deduce from Lemma 9.1 (3) that π ⊗ η ∈ D
∞
2
x(λ + µ). This proves
part (1).
We can prove part (2) similarly, using Lemma 9.3 (2) instead of Lemma 9.3 (1).
Appendices.
A Basic properties of the semi-infinite Bruhat order.
We fix J ⊂ I and λ ∈ P+ ⊂ P 0af (see (2.1) and (2.2)) such that
{
i ∈ I | 〈λ, α∨i 〉 = 0
}
= J .
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Lemma A.1 ([INS, Lemmas 2.3.3 and 2.3.5]).
(1) It holds that {
ΠJ(w) = ⌊w⌋ for all w ∈ W ;
ΠJ(xtξ) = Π
J(x)ΠJ(tξ) for all x ∈ Waf and ξ ∈ Q
∨;
(A.1)
in particular,
(W J)af =
{
wΠJ(tξ) | w ∈ W
J , ξ ∈ Q∨
}
. (A.2)
(2) For each ξ ∈ Q∨, the element ΠJ(tξ) is of the form: Π
J(tξ) = zξtξ+φJ(ξ) for (a
unique) zξ ∈ WJ and φJ(ξ) ∈ Q
∨
J .
(3) For ξ, ζ ∈ Q∨,
ΠJ(tξ) = Π
J(tζ) ⇐⇒ ξ − ζ ∈ Q
∨
J . (A.3)
Lemma A.2 ([INS, Remark 4.1.3]). Let x ∈ (W J)af , and i ∈ Iaf . Then,
six ∈ (W
J)af ⇐⇒ 〈xλ, α
∨
i 〉 6= 0 ⇐⇒ x
−1αi ∈ (∆ \∆J ) + Zδ. (A.4)
Moreover, in this case,{
x
αi−→ six ⇐⇒ 〈xλ, α
∨
i 〉 > 0 ⇐⇒ x
−1αi ∈ (∆
+ \∆+J ) + Zδ,
six
αi−→ x ⇐⇒ 〈xλ, α∨i 〉 < 0 ⇐⇒ x
−1αi ∈ −(∆
+ \∆+J ) + Zδ.
(A.5)
Remark A.3. Keep the setting of Lemma A.2. If x−1αi ∈ ∆J + Zδ, i.e., 〈xλ, α∨i 〉 = 0,
then ΠJ(six) = x.
Lemma A.4 ([NS3, Lemma 2.3.6]). Let x, y ∈ (W J)af be such that x  y, and let i ∈ Iaf .
(1) If 〈xλ, α∨i 〉 > 0 and 〈yλ, α
∨
i 〉 ≤ 0, then six  y.
(2) If 〈xλ, α∨i 〉 ≥ 0 and 〈yλ, α
∨
i 〉 < 0, then x  siy.
(3) If 〈xλ, α∨i 〉 > 0 and 〈yλ, α
∨
i 〉 > 0, or if 〈xλ, α
∨
i 〉 < 0 and 〈yλ, α
∨
i 〉 < 0, then
six  siy.
Lemma A.5 ([NNS, Lemmas 4.3.3–4.3.5]).
(1) Let w, v ∈ W J , and ξ, ζ ∈ Q∨. If wΠJ(tξ)  vΠ
J(tζ), then [ξ]
J ≥ [ζ ]J , where
[ · ]J : Q∨ ։ Q∨I\J is the projection in (2.6).
(2) Let w ∈ W J , and ξ, ζ ∈ Q∨. Then, wΠJ(tξ)  wΠ
J(tζ) if and only if [ξ]
J ≥ [ζ ]J .
(3) Let x, y ∈ (W J)af and β ∈ ∆
+
af be such that x
β
−→ y in BG
∞
2
(
(W J)af
)
. Then,
ΠJ(xtξ)
β
−→ ΠJ (ytξ) in BG
∞
2
(
(W J)af
)
for all ξ ∈ Q∨. Therefore, if x  y, then
ΠJ(xtξ)  Π
J (ytξ) for all ξ ∈ Q
∨.
Remark A.6. Let w ∈ W . Since w ≥ e in the ordinary Bruhat order on W , we see that
w  e in the semi-infinite Bruhat order on Waf . Hence it follows from Lemma A.5 (3)
that wtξ  tξ for all ξ ∈ Q
∨.
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Lemma A.7. Let x, y ∈ (W J)af be such that x  y in (W
J)af . Then, xz  yz in Waf
for all z ∈ (WJ)af .
Proof. Let z ∈ (WJ)af . We know from [P] (see also [A, Theorem 3.3]) that ℓ
∞
2 (xz) =
ℓ
∞
2 (x) + ℓ
∞
2 (z) and ℓ
∞
2 (yz) = ℓ
∞
2 (y) + ℓ
∞
2 (z). Also, we may assume that x
β
−→ y in
BG
∞
2
(
(W J)af
)
for some β ∈ ∆+af ; by the definition of BG
∞
2
(
(W J)af
)
, we have y = sβx,
with ℓ
∞
2 (y) = ℓ
∞
2 (x) + 1. Therefore, yz = sβxz, and
ℓ
∞
2 (yz) = ℓ
∞
2 (y) + ℓ
∞
2 (z) = ℓ
∞
2 (x) + 1 + ℓ
∞
2 (z) = ℓ
∞
2 (xz) + 1.
Thus, we obtain xz
β
−→ yz in BG
∞
2 (Waf), as desired.
Lemma A.8 ([INS, Lemma 6.1.1]). If x, y ∈ Waf satisfy x  y, then Π
J(x)  ΠJ(y).
B Proof of Proposition 2.4.
Lemma B.1. Let x ∈ (W J)af , and write it as: x = wΠ
J(tξ) ∈ (W
J)af for some w ∈ W
J
and ξ ∈ Q∨ (see (A.2)). Then, Lift(x) =
{
w′tξ+γ | w
′ ∈ wWJ , γ ∈ Q
∨
J
}
.
Proof. We set L :=
{
w′tξ+γ | w
′ ∈ wWJ , γ ∈ Q
∨
J
}
. We first prove that L ⊂ Lift(x).
Let w′tξ+γ ∈ L. Then we see from (A.1) and (A.3) that Π
J(w′tξ+γ) = Π
J(w′)ΠJ(tξ+γ) =
⌊w′⌋Π(tξ) = wΠ(tξ) = x. This proves the inclusion L ⊂ Lift(x).
We next show that L ⊃ Lift(x). Each element of Lift(x) is of the form xz for some
z ∈ (WJ)af = WJ ⋉ Q∨J ; we write z as z = v1tγ1 for some v1 ∈ WJ and γ1 ∈ Q
∨
J . Since
ΠJ(tξ) = v2tξ+γ2 for some v2 ∈ WJ and γ2 ∈ Q
∨
J , we have xz = (wΠ
J(tξ))(v1tγ1) =
w(v2tξ+γ2)(v1tγ1) = wv2v1tv−11 (ξ+γ2)+γ1 , which is of the form wvtξ+γ for some v ∈ WJ and
γ ∈ Q∨J . Thus, this element is contained in L. This proves the opposite inclusion, and
hence the lemma.
Now, we give a proof of Proposition 2.4. If J = I, then the assertion is obvious. Hence
we may assume that J $ I.
Step 1. Assume that x = tξ for some ξ ∈ Q
∨, and y = ΠJ(tζ) for some ζ ∈ Q
∨; since
ΠJ(tξ) = y  Π
J(x) = ΠJ(tξ) by the assumption, it follows from Lemma A.5 (1) that
[ζ ]J ≥ [ξ]J , where [ · ]J : Q∨ ։ Q∨I\J is the projection in (2.6). We set γ := [ζ − ξ]J ∈ Q
∨
J ,
where [ · ]J : Q
∨
։ Q∨J is the projection in (2.6); note that [ζ − γ]J = [ξ]J . We claim that
tζ−γ is the minimum element of Liftx(y). It is clear by Lemma B.1 that tζ−γ ∈ Lift(y).
In addition, since [ζ − γ]J = [ζ ]J ≥ [ξ]J and [ζ − γ]J = [ξ]J , we have ζ − γ ≥ ξ, and hence
tζ−γ  tξ = x by Lemma A.5 (2). Thus, tζ−γ ∈ Liftx(y). Now, by Lemma B.1, each
element y′ ∈ Liftx(y) ⊂ Lift(y) is of the form y
′ = v′tζ−γ′ for some v
′ ∈ WJ and γ
′ ∈ Q∨J .
Since v′tζ−γ′ = y
′  x = tξ in Waf by the assumption, we deduce from Lemma A.5 (1)
that ζ − γ′ ≥ ξ; in particular, [ζ − γ′]J ≥ [ξ]J . Here, since γ = [ζ − ξ]J by the definition,
we have [ζ − γ′]J ≥ [ξ]J = [ζ − γ]J . Also, since γ, γ
′ ∈ Q∨J , we have [ζ − γ
′]J = [ζ − γ]J .
Combining these, we obtain ζ−γ′ ≥ ζ−γ. Therefore, by Remark A.6 and Lemma A.5 (2),
y′ = v′tζ−γ′  tζ−γ′  tζ−γ. Thus, tζ−γ is the minimum element of Liftx(y).
In the following, we fix Λ ∈ P+ and λ ∈ P+ such that
{
i ∈ I | 〈Λ, α∨i 〉 = 0
}
= ∅ and{
i ∈ I | 〈λ, α∨i 〉 = 0
}
= J . Note that 〈Λ, β∨〉 6= 0 for all β ∈ ∆af .
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Step 2. Let x ∈ Waf , and assume that y = Π
J(tζ) for some ζ ∈ Q
∨. We deduce
from [AkK] that there exist i1, . . . , iN ∈ Iaf such that 〈sin−1 · · · si1xΛ, α
∨
in〉 > 0 for all
1 ≤ n ≤ N , and such that siN · · · si1x = tξ for some ξ ∈ Q
∨. We show the assertion of the
proposition by induction on N . If N = 0, then the assertion follows from Step 1. Assume
that N ≥ 1; for simplicity of notation, we set i := i1 ∈ Iaf . Since
〈xΛ, α∨i 〉 > 0 (B.1)
by the assumption, it follows that x−1αi ∈ ∆
+, and hence 〈ΠJ(x)λ, α∨i 〉 = 〈xλ, α
∨
i 〉 ≥ 0.
Also, by Lemma A.2 and Remark A.3,
ΠJ(six) =
{
siΠ
J(x) if 〈xλ, α∨i 〉 > 0,
ΠJ(x) if 〈xλ, α∨i 〉 = 0.
(B.2)
Case 2.1. Assume that i ∈ I \ J , and hence 〈yλ, α∨i 〉 = 〈λ, α
∨
i 〉 > 0; note that siy ∈
(W J)af by Lemma A.2. We first claim that siy  Π
J(six). Indeed, if 〈Π
J(x)λ, α∨i 〉 =
〈xλ, α∨i 〉 > 0, then it follows from Lemma A.4 (3), (B.2), and the assumption y  Π
J(x)
that siy  siΠ
J(x) = ΠJ(six). If 〈Π
J(x)λ, α∨i 〉 = 〈xλ, α
∨
i 〉 = 0, then it follows from
Lemma A.2, (B.2), and the assumption y  ΠJ(x) that siy ≻ y  Π
J(x) = ΠJ(six). In
both cases, we obtain siy  Π
J(six), as desired. Hence, by our induction hypothesis,
Liftsix(siy) =
{
y′′ ∈ Waf | Π
J(y′′) = siy and y
′′  six
}
has the minimum element y′′min. We next claim that siy
′′
min ∈ Liftx(y). Indeed, since
〈y′′minλ, α
∨
i 〉 = 〈Π
J(y′′min)λ, α
∨
i 〉 = 〈siyλ, α
∨
i 〉 = −〈yλ, αi〉 < 0, it follows from Lemma A.2
that ΠJ(siy
′′
min) = siΠ
J(y′′min) = si(siy) = y, which implies that siy
′′
min ∈ Lift(y). In
addition, the inequality 〈y′′minλ, α
∨
i 〉 < 0 above implies that 〈y
′′
minΛ, α
∨
i 〉 < 0. Since
〈sixΛ, α
∨
i 〉 < 0 by (B.1), we deduce from Lemma A.4 (3), together with the assumption
y′′min  six, that siy
′′
min  x. Thus we get siy
′′
min ∈ Liftx(y), as desired. Finally, we claim
that
siy
′′
min is the minimum element of Liftx(y). (B.3)
Let y′ ∈ Liftx(y). Since 〈y
′λ, α∨i 〉 = 〈yλ, α
∨
i 〉 = 〈λ, α
∨
i 〉 > 0 by our assumption, we see
that (y′)−1αi ∈ ∆
+ + Zδ, and hence 〈y′Λ, α∨i 〉 > 0. Also, since 〈xΛ, α
∨
i 〉 > 0 by (B.1),
it follows from Lemma A.4 (3) that siy
′  six, which implies that siy
′ ∈ Liftsix(siy).
Therefore, we obtain siy
′  y′′min. Since 〈y
′′
minΛ, α
∨
i 〉 < 0 as seen above, and 〈siy
′Λ, α∨i 〉 <
0, we deduce from Lemma A.4 (3) that y′  siy
′′
min. This shows (B.3).
Case 2.2. Assume that i ∈ J , and hence 〈yλ, α∨i 〉 = 〈λ, α
∨
i 〉 = 0. We first claim that
y  ΠJ(six). Indeed, if 〈Π
J(x)λ, α∨i 〉 = 〈xλ, α
∨
i 〉 > 0, then it follows from Lemma A.4 (1),
(B.2), and the assumption y  ΠJ(x) that y  siΠ
J(x) = ΠJ(six). If 〈Π
J(x)λ, α∨i 〉 =
〈xλ, α∨i 〉 = 0, then y  Π
J(x) = ΠJ(six) by (B.2). In both cases, we obtain y  Π
J(six),
as desired. Hence, by our induction hypothesis,
Liftsix(y) =
{
y′′ ∈ Waf | Π
J(y′′) = y and y′′  six
}
has the minimum element y′′min. We set
y′min :=
{
y′′min if 〈y
′′
minΛ, α
∨
i 〉 > 0,
siy
′′
min if 〈y
′′
minΛ, α
∨
i 〉 < 0;
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remark that y′min  y
′′
min by Lemma A.2. First, we show that y
′
min ∈ Liftx(y). Since
y′′min ∈ Lift(y) and i ∈ J , it follows from Remark A.3 that y
′
min ∈ Lift(y). Also, since
〈xΛ, α∨i 〉 > 0, we see by Lemma A.2 that six  x. Hence we have y
′
min = y
′′
min  six  x
if 〈y′′minΛ, α
∨
i 〉 > 0. If 〈y
′′
minΛ, α
∨
i 〉 < 0, then we deduce from Lemma A.4 (3) that y
′
min =
siy
′′
min  si(six) = x since y
′′
min  six. Thus, in both cases, we obtain y
′
min ∈ Liftx(y), as
desired. Next, we show that
y′min is the minimal element of Liftx(y). (B.4)
Let y′ ∈ Liftx(y). If 〈y
′Λ, α∨i 〉 < 0, then it follows from Lemma A.4 (1) that y
′  six,
and hence y′ ∈ Liftsix(y). This implies that y
′  y′′min. If 〈y
′′
minΛ, α
∨
i 〉 > 0, then we have
y′  y′′min = y
′
min by the definition. If 〈y
′′
minΛ, α
∨
i 〉 < 0, then we see from Lemma A.2
that y′  y′′min  siy
′′
min = y
′
min. Assume now that 〈y
′Λ, α∨i 〉 > 0. Since 〈xΛ, α
∨
i 〉 > 0, it
follows from Lemma A.4 (3) that siy
′  six. In addition, since i ∈ J and y
′ ∈ Lift(y),
we see from Remark A.3 that ΠJ(siy
′) = y. Hence we obtain siy
′ ∈ Liftsix(y), so that
siy
′  y′′min; note that 〈siy
′Λ, α∨i 〉 < 0 by our assumption. If 〈y
′′
minΛ, α
∨
i 〉 > 0, then we
deduce from Lemma A.4 (2) that y′  y′′min = y
′
min. If 〈y
′′
minΛ, α
∨
i 〉 < 0, then we deduce
from Lemma A.4 (3) that y′  siy
′′
min = y
′
min. Thus, in all cases, we have shown that
y′  y′min, as desired.
Case 2.3. Assume that i = 0. In this case, we have 〈yλ, α∨0 〉 = 〈λ, α
∨
0 〉 < 0 since
α0 = −θ + δ, where θ ∈ ∆
+ is the highest root. By the same argument as that at the
beginning of Case 2.2, we see that y  ΠJ(s0x). Hence, by the induction hypothesis,
Lifts0x(y) =
{
y′′ ∈ Waf | Π
J(y′′) = y and y′′  s0x
}
has the minimum element y′′min. Since 〈xΛ, α
∨
0 〉 > 0 by (B.1), it follows from Lemma A.2
that s0x  x, which implies that y
′′
min ∈ Liftx(y). Here we claim that
y′′min is the minimal element of Liftx(y).
Let y′ ∈ Liftx(y). Then we have 〈y
′Λ, α∨0 〉 < 0. Indeed, we deduce from Lemma B.1
that y′ = ztζ+γ for some z ∈ WJ and γ ∈ Q
∨
J . Since z ∈ WJ and θ ∈ ∆
+ \ ∆+J (recall
that J $ I), we see that z−1θ ∈ ∆+ \∆+J , and hence that 〈y
′Λ, α∨0 〉 = 〈Λ, −z
−1θ∨〉 < 0.
Since 〈xΛ, α∨0 〉 > 0 by (B.1), it follows from Lemma A.4 (1) that y
′  s0x, and hence
y′ ∈ Lifts0x(y). This shows that y
′  y′′min.
Step 3. Let x ∈ Waf , y ∈ (W
J)af , and write y as y = vΠ
J(tζ) for some v ∈ W
J and
ζ ∈ Q∨. We show the assertion by induction on ℓ(v). If ℓ(v) = 0, then the assertion
follows from Step 2. Assume that ℓ(v) ≥ 1, and take i ∈ I such that 〈vλ, α∨i 〉 < 0;
note that in this case, v−1αi ∈ −(∆
+ \ ∆+J ), and siv ∈ W
J (see, for example, [LNS31,
Lemmas 5.8 and 5.9]), and hence that siy ∈ (W
J)af . Also, for all y
′ ∈ Lift(y), we have
〈y′λ, α∨i 〉 = 〈yλ, α
∨
i 〉 = 〈vλ, α
∨
i 〉 < 0, which implies that
〈y′Λ, α∨i 〉 < 0. (B.5)
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Case 3.1. Assume that 〈xΛ, α∨i 〉 > 0; note that 〈Π
J(x)λ, α∨i 〉 = 〈xλ, α
∨
i 〉 ≥ 0. Since
〈yλ, α∨i 〉 = 〈vλ, α
∨
i 〉 < 0, it follows from Lemma A.4 (2) that siy  Π
J (x). Hence, by our
induction hypothesis,
Liftx(siy) =
{
y′′ ∈ Waf | Π
J(y′′) = siy and y
′′  x
}
has the minimum element y′′min. Since 〈y
′′
minλ, α
∨
i 〉 = 〈siyλ, α
∨
i 〉 > 0, it follows that
(y′′min)
−1αi ∈ ∆
+, and hence 〈y′′minΛ, α
∨
i 〉 > 0. This implies that siy
′′
min  y
′′
min  x by
Lemma A.2. In addition, we see by Lemma A.2 that ΠJ(siy
′′
min) = siΠ
J(y′′min) = si(siy) =
y. Therefore, we conclude that siy
′′
min ∈ Liftx(y). Here we claim that
siy
′′
min is the minimum element of Liftx(y). (B.6)
Let y′ ∈ Liftx(y). Since 〈xΛ, α
∨
i 〉 > 0 by the assumption, and 〈y
′Λ, α∨i 〉 < 0 by (B.5),
we deduce from Lemma A.4 (2) that siy
′  x. In addition, we see by Lemma A.2 that
ΠJ(siy
′) = siΠ
J(y′) = siy, which implies that siy
′ ∈ Liftx(siy), and hence siy
′  y′′min.
Because 〈y′′minΛ, α
∨
i 〉 > 0 and 〈siy
′Λ, α∨i 〉 > 0, it follows from Lemma A.4 (3) that y
′ 
siy
′′
min. This shows (B.6).
Case 3.2. Assume that 〈xΛ, α∨i 〉 < 0; note that 〈xλ, α
∨
i 〉 ≤ 0. Since 〈yλ, α
∨
i 〉 < 0, it
follows from Lemma A.4 (2) and (3), together with Lemma A.2 and Remark A.3, that
siy  Π
J (six). Hence, by our induction hypothesis,
Liftsix(siy) =
{
y′′ ∈ Waf | Π
J(y′′) = siy and y
′′  six
}
has the minimum element y′′min; as in Case 3.1, we obtain 〈y
′′
minΛ, α
∨
i 〉 > 0. Since
〈sixΛ, α
∨
i 〉 > 0, we deduce from Lemma A.4 (3) that siy
′′
min  x. In addition, we
see by Lemma A.2 that ΠJ(siy
′′
min) = siΠ
J(y′′min) = si(siy) = y, which implies that
siy
′′
min ∈ Liftx(y). Here we claim that
siy
′′
min is the minimum element of Liftx(y). (B.7)
Let y′ ∈ Liftx(y). Since 〈y
′λ, α∨i 〉 = 〈yλ, α
∨
i 〉 < 0, it follows that 〈y
′Λ, α∨i 〉 < 0. Also,
since 〈xΛ, α∨i 〉 < 0 by the assumption, we deduce from Lemma A.4 (3) that siy
′  six.
In addition, we see by Lemma A.2 that ΠJ(siy
′) = siΠ
J(y′) = siy, which implies that
siy
′ ∈ Liftsix(siy), and hence siy
′  y′′min. Because 〈y
′′
minΛ, α
∨
i 〉 > 0 and 〈siy
′Λ, α∨i 〉 > 0,
it follows from Lemma A.4 (3) that y′  siy
′′
min. This shows (B.7).
This completes the proof of Proposition 2.4.
C Crystal structure on B
∞
2 (λ).
We fix λ ∈ P+ ⊂ P 0af (see (2.1) and (2.2)). Let
π = (x ; a) = (x1, . . . , xs ; a0, a1, . . . , as) ∈ B
∞
2 (λ). (C.1)
Define π : [0, 1] → R ⊗Z Paf to be the piecewise-linear, continuous map whose “direction
vector” on the interval [au−1, au] is xuλ ∈ Paf for each 1 ≤ u ≤ s, that is,
π(t) :=
u−1∑
k=1
(ak − ak−1)xkλ+ (t− au−1)xuλ for t ∈ [au−1, au], 1 ≤ u ≤ s. (C.2)
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We know from [INS, Proposition 3.1.3] that π is an (ordinary) LS path of shape λ,
introduced in [Li, Sect. 4]. We set
wt(π) := π(1) =
s∑
u=1
(au − au−1)xuλ ∈ Paf . (C.3)
Now, we define root operators ei, fi, i ∈ Iaf . Set{
Hπi (t) := 〈π(t), α
∨
i 〉 for t ∈ [0, 1],
mπi := min
{
Hπi (t) | t ∈ [0, 1]
}
.
(C.4)
As explained in [NS3, Remark 2.4.3], all local minima of the function Hπi (t), t ∈ [0, 1],
are integers; in particular, the minimum value mπi is a nonpositive integer (recall that
π(0) = 0, and hence Hπi (0) = 0).
We define eiπ as follows. If m
π
i = 0, then we set eiπ := 0, where 0 is an additional
element not contained in any crystal. If mπi ≤ −1, then we set{
t1 := min
{
t ∈ [0, 1] | Hπi (t) = m
π
i
}
,
t0 := max
{
t ∈ [0, t1] | H
π
i (t) = m
π
i + 1
}
;
(C.5)
notice that Hπi (t) is strictly decreasing on the interval [t0, t1]. Let 1 ≤ p ≤ q ≤ s be such
that ap−1 ≤ t0 < ap and t1 = aq. Then we define eiπ to be
eiπ := (x1, . . . , xp, sixp, sixp+1, . . . , sixq, xq+1, . . . , xs;
a0, . . . , ap−1, t0, ap, . . . , aq = t1, . . . , as);
(C.6)
if t0 = ap−1, then we drop xp and ap−1, and if sixq = xq+1, then we drop xq+1 and aq = t1.
Similarly, we define fiπ as follows. Note that H
π
i (1)−m
π
i is a nonnegative integer. If
Hπi (1)−m
π
i = 0, then we set fiπ := 0. If H
π
i (1)−m
π
i ≥ 1, then we set{
t0 := max
{
t ∈ [0, 1] | Hπi (t) = m
π
i
}
,
t1 := min
{
t ∈ [t0, 1] | H
π
i (t) = m
π
i + 1
}
;
(C.7)
notice that Hπi (t) is strictly increasing on the interval [t0, t1]. Let 0 ≤ p ≤ q ≤ s − 1 be
such that t0 = ap and aq < t1 ≤ aq+1. Then we define fiπ to be
fiπ := (x1, . . . , xp, sixp+1, . . . , sixq, sixq+1, xq+1, . . . , xs;
a0, . . . , ap = t0, . . . , aq, t1, aq+1, . . . , as);
(C.8)
if t1 = aq+1, then we drop xq+1 and aq+1, and if xp = sixp+1, then we drop xp and ap = t0.
In addition, we set ei0 = fi0 := 0 for all i ∈ Iaf .
Theorem C.1 (see [INS, Theorem 3.1.5]).
(1) The set B
∞
2 (λ)⊔{0} is stable under the action of the root operators ei and fi, i ∈ Iaf .
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(2) For each π ∈ B
∞
2 (λ) and i ∈ Iaf , we set{
εi(π) := max
{
n ≥ 0 | eni π 6= 0
}
,
ϕi(π) := max
{
n ≥ 0 | fni π 6= 0
}
.
Then, the set B
∞
2 (λ), equipped with the maps wt, ei, fi, i ∈ Iaf , and εi, ϕi, i ∈ Iaf ,
defined above, is a crystal with weights in Paf .
Remark C.2. Let π ∈ B
∞
2 (λ), and i ∈ Iaf . If eiπ 6= 0, then we deduce from the definition
of the root operator ei that m
eiπ
i = m
π
i +1. Hence it follows that εi(π) = −m
π
i . Similarly,
we have ϕi(π) = H
π
i (1)−m
π
i .
D A formula for graded characters of Demazure sub-
modules.
Proposition D.1. For each x ∈ Waf and ξ ∈ Q
∨, there holds the equality
gchV −xtξ(λ) = q
−〈λ, ξ〉 gchV −x (λ). (D.1)
Proof. Let π = (x1, . . . , xs ; a) ∈ B
∞
2 (λ). We see that
π ∈ B
∞
2
x(λ)⇒ xs  Π
J(x)⇒ ΠJ(xstξ)  Π
J(ΠJ(x)tξ) by Lemma A.5 (3)
⇒ ΠJ(xstξ)  Π
J(xtξ) by (A.1)
⇒ Tξ(π) ∈ B
∞
2
xtξ
(λ);
for the definition of Tξ, see (7.8). From this, we conclude that Tξ(B
∞
2
x(λ)) ⊂ B
∞
2
xtξ
(λ).
Replacing x by xtξ, and Tξ by T−ξ, we obtain T−ξ(B
∞
2
xtξ
(λ)) ⊂ B
∞
2
x(λ), and hence
B
∞
2
xtξ
(λ) ⊂ Tξ(B
∞
2
x(λ)). Combining these, we conclude that Tξ(B
∞
2
x(λ)) = B
∞
2
xtξ
(λ).
Therefore, using (2.23), we compute:
gchV −xtξ(λ) =
∑
π∈B
∞
2
xtξ
(λ)
efin(wt(π))qnul(wt(π)) =
∑
π∈B
∞
2
x(λ)
efin(wt(Tξ(π)))qnul(wt(Tξ(π)))
=
∑
π∈B
∞
2
x(λ)
efin(wt(π)−〈λ, ξ〉δ)qnul(wt(π)−〈λ, ξ〉δ) by (7.8)
=
∑
π∈B
∞
2
x(λ)
efin(wt(π))qnul(wt(π))−〈λ, ξ〉 = q−〈λ, ξ〉 gchV −x (λ).
This proves the proposition.
62
References
[AkK] T. Akasaka and M. Kashiwara, Finite-dimensional representations of quantum affine
algebras, Publ. Res. Inst. Math. Sci. 33 (1997), 839–867.
[AGM] D. Anderson, S. Griffeth, and E. Miller, Positivity and Kleiman transversality in
equivariant K-theory of homogeneous spaces, J. Eur. Math. Soc. 13 (2011), 57–84.
[A] T. Arakawa, Two-sided BGG resolutions of admissible representations, Represent.
Theory 18 (2014), 183–222.
[BK] S. Baldwin and S. Kumar, Positivity in T -equivariant K-theory of flag varieties
associated to Kac-Moody groups II, Represent. Theory 21 (2017), 35–60.
[BN] J. Beck and H. Nakajima, Crystal bases and two-sided cells of quantum affine alge-
bras, Duke Math. J. 123 (2004), 335–402.
[BB] A. Bjo¨rner and F. Brenti, “Combinatorics of Coxeter Groups”, Graduate Texts in
Mathematics Vol. 231, Springer, New York, 2005.
[BF1] A. Braverman and M. Finkelberg, Semi-infinite Schubert varieties and quantum K-
theory of flag manifolds, J. Amer. Math. Soc. 27 (2014), 1147–1168.
[BF2] A. Braverman and M. Finkelberg, Weyl modules and q-Whittaker functions, Math.
Ann. 359 (2014), 45–59.
[BF3] A. Braverman and M. Finkelberg, Twisted zastava and q-Whittaker functions, J.
London Math. Soc. 96 (2017), 309–325.
[BF4] A. Braverman and M. Finkelberg, unpublished notes.
[BG] A. Braverman and D. Gaitsgory, Geometric Eisenstein series, Invent. Math. 150
(2002), 287–384.
[B] M. Brion, Positivity in the Grothendieck group of complex flag varieties, J. Algebra
258 (2002), 137–159.
[CF] I. Cherednik and B. Feigin, Rogers-Ramanujan type identities and nil-DAHA, Adv.
Math. 248 (2013), 1050–1088.
[FFKM] B. Feigin, M. Finkelberg, A. Kuznetsov, and I. Mirkovic´, Semi-infinite flags. II. Local
and global intersection cohomology of quasimaps’ spaces, in “Differential Topology,
Infinite-dimensional Lie Algebras, and Applications”, pp. 113–148, Amer. Math. Soc.
Transl. Ser. 2, Vol. 194, Amer. Math. Soc., Providence, RI, 1999.
[FM] M. Finkelberg and I. Mirkovic´, Semi-infinite flags. I. Case of global curve P1, in
“Differential Topology, Infinite-dimensional Lie Algebras, and Applications”, pp.
81–112, Amer. Math. Soc. Transl. Ser. 2, Vol. 194, Amer. Math. Soc., Providence,
RI, 1999.
[FGT] S. Fishel, I. Grojnowski, and C. Teleman, The strong Macdonald conjecture and
Hodge theory on the loop Grassmannian, Ann. Math. 168 (2008), 175–220.
[FL] G. Fourier and P. Littelmann, Weyl modules, Demazure modules, KR-modules, crys-
tals, fusion products and limit constructions, Adv. Math. 211 (2007), 566–593.
[GL] A. Givental and Y.-P. Lee, Quantum K-theory on flag manifolds, finite-difference
Toda lattices and quantum groups, Invent. Math. 151 (2003), 193–219.
[Gil] P. Gille, Le proble`me de Kneser-Tits, Se´minaire Bourbaki Vol. 2007/2008, Aste´risque
No. 326 (2009), Exp. No. 983, vii, 39–81 (2010).
63
[EGAI] A. Grothendieck and J. Dieudonne´, “Ele´ments de Ge´ome´trie Alge´brique. I: Le lan-
gage des sche´mas”, Inst. Hautes E´tudes Sci. Publ. Math. No. 4, 1960.
[EGAIII] A. Grothendieck and J. Dieudonne´, “Ele´ments de Ge´ome´trie Alge´brique. III: E´tude
cohomologique des faisceaux cohe´rents. I.”, Inst. Hautes E´tudes Sci. Publ. Math. No.
11, 1961.
[SGAII] A. Grothendieck, “Cohomologie Locale des Faisceaux Cohe´rents et The´ore`mes de
Lefschetz Locaux et Globaux. Fasc. I: Expose´s 1–8; Fasc. II: Expose´s 9–13”, Se´minaire
de Ge´ome´trie Alge´brique 1962, Troisie`me e´dition, corrige´e, Re´dige´ par un groupe
d’auditeurs Institut des Hautes E´tudes Scientifiques, Paris 1965.
[Ha] R. Hartshorne, Algebraic Geometry, Graduate Texts in Mathematics Vol. 52,
Springer-Verlag, New York-Heidelberg, 1977.
[HK] J. Hong and S.-J. Kang, “Introduction to Quantum Groups and Crystal Bases”,
Graduate Studies in Mathematics Vol. 42, Amer. Math. Soc., Providence, RI, 2002.
[Hu2] J. E. Humphreys, “Reflection Groups and Coxeter Groups”, Cambridge Studies in
Advanced Mathematics Vol. 29, Cambridge University Press, Cambridge, 1990.
[INS] M. Ishii, S. Naito, and D. Sagaki, Semi-infinite Lakshmibai-Seshadri path model for
level-zero extremal weight modules over quantum affine algebras, Adv. Math. 290
(2016), 967–1009.
[Kac] V. G. Kac, “Infinite Dimensional Lie Algebras”, 3rd Edition, Cambridge University
Press, Cambridge, UK, 1990.
[Kas1] M. Kashiwara, Crystal bases of modified quantized enveloping algebra, Duke Math.
J. 73 (1994), 383–413.
[Kas2] M. Kashiwara, On level-zero representations of quantized affine algebras, Duke Math.
J. 112 (2002), 117–175.
[Kas3] M. Kashiwara, Level zero fundamental representations over quantized affine algebras
and Demazure modules, Publ. Res. Inst. Math. Sci. 41 (2005), 223–250.
[Kat1] S. Kato, Demazure character formula for semi-infinite flag manifolds, preprint 2016,
arXiv:1605.04953.
[Kat2] S. Kato, Frobenius splitting of thick flag manifolds of Kac-Moody algebras, preprint
2017, arXiv:arXiv:1707.03773.
[Kl] A. Klyachko, Stable bundles, representation theory and Hermitian operators, Selecta
Math. (N.S.) 4 (1998), 419–445.
[KKV] F. Knop, H. Kraft, and T. Vust, The Picard group of a G-variety, in “Algebraische
Transformationsgruppen und Invariantentheorie”, pp. 77–87, DMV Sem. Vol. 13,
Birkha¨user, Basel, 1989.
[KK] B. Kostant and S. Kumar, T -equivariant K-theory of generalized flag varieties, J.
Differential Geom. 32 (1990), 549–603.
[Kum] S. Kumar, “Kac-Moody Groups, their Flag Varieties and Representation Theory”,
Progress in Mathematics Vol. 204, Birkha¨user Boston, Boston, MA, 2002.
[LaSh] T. Lam and M. Shimozono, Quantum cohomology of G/P and homology of affine
Grassmannian, Acta Math. 204 (2010), 49–90.
[LLMS] T. Lam, C. Li, L. Mihalcea, and M. Shimozono, A conjectural Peterson isomorphism
in K-theory, arXiv:1705.03435.
64
[LNS31] C. Lenart, S. Naito, D. Sagaki, A. Schilling, and M. Shimozono, A uniform model
for Kirillov-Reshetikhin crystals I: Lifting the parabolic quantum Bruhat graph, Int.
Math. Res. Not. 2015 (2015), 1848–1901.
[LNS32] C. Lenart, S. Naito, D. Sagaki, A. Schilling, and M. Shimozono, A uniform model for
Kirillov-Reshetikhin crystals II: Alcove model, path model, and P = X, Int. Math.
Res. Not. 2017 (2017), 4259–4319.
[LeP] C. Lenart and A. Postnikov, Affine Weyl groups in K-theory and representation
theory, Int. Math. Res. Not. 2007 (2007), no. 12, Art. ID: rnm038, 65 pp.
[LeSh] C. Lenart and M. Shimozono, Equivariant K-Chevalley rules for Kac-Moody flag
manifolds, Amer. J. Math. 136 (2014), 1175–1213.
[Li] P. Littelmann, Paths and root operators in representation theory, Ann. of Math. (2)
142 (1995), 499–525.
[LiSe] P. Littelmann and Seshadri, A Pieri-Chevalley type formula for K(G/B) and stan-
dard monomial theory, in “Studies in memory of Issai Schur”, pp. 155–176, Progr.
Math. Vol. 210, Birkha¨user Boston, Boston, MA, 2003.
[Lu1] G. Lusztig, Hecke algebras and Jantzen’s generic decomposition patterns, Adv. Math.
37 (1980), 121–164.
[Lu2] G. Lusztig, Periodic W -graphs, Represent. Theory 1 (1997), 207–279.
[Mac1] I.G. Macdonald, “Notes on Schubert Polynomials”, Publications du Laboratoire de
combinatoire et d’informatique mathe´matique Vol. 6, De´p. de mathe´matiques et
d’informatique, Universite´ du Que´bec a` Montre´al, 1991.
[Mac2] I.G. Macdonald, “Affine Hecke Algebras and Orthogonal Polynomials”, Cambridge
Tracts in Mathematics Vol. 157, Cambridge University Press, Cambridge, 2003.
[Mat] O. Mathieu, Positivity of some intersections in K0(G/B), J. Pure Appl. Algebra 152
(2000), 231–243.
[MTV] E. Mukhin, V. Tarasov, and A. Varchenko, Schubert calculus and representations of
the general linear group, J. Amer. Math. Soc. 22 (2009), 909–940.
[NNS] S. Naito, F. Nomoto, and D. Sagaki, Specialization of nonsymmetric Macdonald poly-
nomials at t =∞ and Demazure submodules of level-zero extremal weight modules,
arXiv:1511.07005, to appear in Trans. Amer. Math. Soc., DOI:10.1090/tran/7114.
[NS1] S. Naito and D. Sagaki, Crystal of Lakshmibai-Seshadri paths associated to an inte-
gral weight of level zero for an affine Lie algebra, Int. Math. Res. Not. 2005 (2005),
no. 14, 815–840.
[NS2] S. Naito and D. Sagaki, Path model for a level-zero extremal weight module over a
quantum affine algebra. II, Adv. Math. 200 (2006), 102–124.
[NS3] S. Naito and D. Sagaki, Demazure submodules of level-zero extremal weight modules
and specializations of Macdonald polynomials, Math. Z. 283 (2016), 937–978.
[N] K. Naoi, Weyl modules, Demazure modules and finite crystals for non-simply laced
type, Adv. Math. 229 (2012), 875–934.
[P] D. Peterson, Quantum Cohomology of G/P , Lecture notes, Massachusetts Institute
of Technology, Spring 1997.
[PR] H. Pittie and A. Ram, A Pieri-Chevalley formula in the K-theory of a G/B-bundle,
Electron. Res. Announc. Amer. Math. Soc. 5 (1999), 102–107.
65
