Particle smoothing methods are used for inference of stochastic processes based on noisy observations. Typically, the estimation of the marginal posterior distribution given all observations is cumbersome and computational intensive. In this paper, we propose a simple algorithm based on path integral control theory to estimate the smoothing distribution of continuous-time diffusion processes with partial observations. In particular, we use an adaptive importance sampling method to improve the effective sampling size of the posterior over processes given the observations and the reliability of the estimation of the marginals. This is achieved by estimating a feedback controller to sample efficiently from the joint smoothing distributions. We compare the results with estimations obtained from the standard Forward Filter/Backward Simulator for two diffusion processes of different complexity. We show that the proposed method gives more reliable estimations than the standard FFBSi when the smoothing distribution is poorly represented by the filter distribution.
I. INTRODUCTION
In many fields of science and engineering access to physical time varying processes is limited to time series of noisy, indirect measurements. In order to extract information about the hidden process giving rise to these observations, one needs knowledge of so-called filtering and/or smoothing distributions. Estimations of these distributions are important, for instance, to estimate the state of the system at a certain time for prediction, tracking, estimations of model parameters in an expectation-maximization procedure or model comparison.
In this paper, we restrict ourselves to the class of models where the latent process is described by the following stochastic differential equations (SDE),
where dW t is a Wiener process and σ 2 dyn (x, t) is the variance of the noise in the system. This means we consider only continuous time processes that need to be discretized with an arbitrarily small dt to perform the numerical integration, i.e. to sample from the latent process (1) . In addition, we consider a time interval between observations larger than the integration step dt but otherwise, the observation model g(y t |x t ) has no restrictions.
In what follows, we denote the time series of J observations y 0:T := (y t1 , y t2 , . . . , y t J ) with a discrete index j ∈ {1, . . . , J} ⊂ N labeling the time for each observation 0 ≤ t 1 ≤ · · · ≤ t J ≤ T ∈ R. On the contrary, the hidden process is denoted as x [0,T ] := (x t ) t∈[0,T ]⊂R to remark that it should be understood as a continuous path in the latent state space X.
We are interested in the joint smoothing distribution of a state-space model (SSM) in the context of continuous time diffusion processes with observations at discrete times. Smoothing is an offline procedure to estimate the joint posterior distribution-or its marginals at any time-given all observations in the time series, i.e. the joint smoothing distribution is p(x [0,T ] |y 0:T ) and its marginals p(x t |y 0:T ). In this context, the transition probability f (x t+dt |x t ) for infinitesimal time steps dt defines a prior distribution over processes p(x [ where s, t j ∈ [0, T ] for all j = 1, . . . , J. We call (2) the prior induced by the uncontrolled dynamics (1) . We build on the adaptive importance sampler presented in [1] for estimating the smoothing distribution using a parametrized feedback control. This is based on the numerical integration of (1) with an added control term u(x, t) to obtain weighted samples of the posterior distribution p(x [0,T ] |y 0:T ). The control function u(x, t) is learned by an iterative scheme obtained from recent work on importance sampling and feedback control estimation for the path integral method in stochastic control theory [2] , [1] . For this reason we call this method Adaptive Path Integral Smoother (APIS).
In [1] , an example of the smoothing estimations was presented, but there was no complete analysis of the properties of this method. It is important to study the proposed method in more detail because of particularities in the smoothing problem and the strong degeneracy of the weights coming from the particular form of the discrete cost function for a continuous diffusion process. In this article, we fill this gap by showing the scalability of the method for a larger number of observations and dimensions, a thorough analysis of the resulting effective sampling size and a comparison of the proposed method with the vanilla flavor forward filter backward simulator which is the basis for many interesting alternatives to APIS.
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In general, given a SSM, one can apply many variations of particle filtering/smoothing methods to estimate the state distributions conditioned on the observations, for instance [3] , [4] , [5] , [6] , [7] . These methods rely heavily on the filtering distribution, which is used as an importance sampler to obtain the particle representation of the smoothing solution. If the filtering particle representation overlaps significantly with the smoothing distribution, then these methods are capable of estimating accurately the latter.
If for any reason-e.g. model mismatch, high dimensionality-the filtering distribution is not close to the smoothing distribution, methods based purely on filtering representations might be unreliable due to the poor representation of the smoothing distribution via the filtering particles. An example of this arises in the estimation of the smoothing distribution via the forward filter/backward simulator (FFBSi) . Depending on the problem, this algorithm might need a very high number of filtering particles in the forward pass to have a reliable backward sampling by an approximation of the backward kernel based on filter particles [8] , or it might suffer from degeneracy [6] .
For stochastic continuous time systems t ∈ R, that are formulated as in (1) , there is an additional difficulty. The transition probability is only given as a Gaussian for an infinitesimal time step dt → 0. Accurate simulations of the dynamic equations require a small time discretization and thus a large number of integration steps. The efficiency can be significantly increased by replacing the standard Euler integration procedure by a higher order integration scheme [9] .
However, this acceleration cannot be used in the backward computation step that is part of the two-filter and the forwardbackward scheme. The reason is that these methods assume that the transition density between observation points is available in closed form to perform the backward pass. Therefore, it is not obvious how to incorporate higher order integration schemes in the backward computation step. See, however, [10] for some interesting work that allows higher order integration schemes using kernel density estimation.
The small integration step also reveals the degeneracy problems of most existing particle smoothers. The variance of the Gaussian f (x t |x t−dt ) given by the SDE (1) is proportional to dt. Hence, for a sufficiently small integration step, the transition probability from particle j at time t − dt to particle i at time t might be exponentially suppressed for all pairs of particles unless x i t was generated from x j t−dt . Therefore, the backward step in the forward-backward smoothers will select the same transitions as the filtering solution and the net result is that no reweighting of the trajectories is accomplished. Even worse, for the case of the two-filter smoothers, all weights might be zero with probability 1 because forwardparticles are sampled independently of backward-particles. Again, the reason for both is the dependency of the backward pass on the forward transition density [6] . This problem is specially relevant for the cases when the filtering particles do not represent the smoothing distribution well enough, for instance, when model mismatch decreases the overlap of both distributions because the data has a small likelihood. This under-representation will have as a consequence an increase in the variance of the estimate, cf. section §III. For this reason, our main focus for comparing APIS with an existing particle smoother will not be the computational complexity but rather the reliability of the estimates, specially when the likelihood of the data is low. Since the aforementioned degeneracy is less pronounced in the case of forward-backward methods and many of this type are based on the FFBSi, we compare our method with the standard version of the latter.
The adaptive method that we propose in this paper does not suffer from these shortcomings. It does not contain a backward step, so it can be accelerated by using higher order integration schemes. Moreover, it ameliorates significantly the degeneracy problem that arises when the smoothing distribution is poorly represented by the filtering distribution by modifying the stochastic process to target the posterior. Furthermore, if the optimal control solution is available the effective sample size is only limited by the numerical errors coming from the time discretization and the sample error. This makes the degeneracy of the particles almost independent of the number of observations, i.e. the ESS decays very slowly and can be increased by the precision of the sampling procedure. In addition, the variance of the estimations are lower because APIS does not require resampling [4] , [11] .
At this point, it should be noted that the relation between filtering of continuous-time diffusion processes and control is not new. Namely, in [12] , [13] the authors show the relation between the Zakai equation-giving the unnormalized conditional density of a diffusion process-and the Hamilton-Jacobi equation of a stochastic control problem. Furthermore, in [14] it is remarked that the solution to the Kushner-Stratonovich equation-giving the normalized probability density conditioned on noisy measurements-is given in terms of a normalized Feynman-Kac formula similar to the solution of the PI control theory in [15] .
The relation between optimal stochastic control and filtering/smoothing has been used in several papers. For instance, in [16] the authors present a very interesting procedure to estimate the smoothing distribution in terms of finding an optimal trajectory and a covariance around it. The estimate of the smoothing distribution is obtained by finding a minimum of the optimal cost-to-go function J(x, t) with a linear approximation of the drift and the state-observation function. This procedure approximates J(x, t) as a quadratic function and results in Riccati equations for the evolution of the covariance, very much in the deterministic flavor of the Kalman smoothing procedure. Nevertheless, it is not recognized that the solution of the optimal cost-to-go function can be written semiexplicitly and thus approximations are needed. The procedure presented here is different in flavor because we do not seek to find the evolution of the optimal process-or approximations to them-with a deterministic system of equations, but rather sample from the joint probability distribution as efficiently as possible. To the best of the authors knowledge, a particle method for the smoothing distribution using stochastic optimal control has not been attempted. An additional method for particle filtering is [18] . In this interesting approach, the optimal control is written in terms of a gain function and an innovation process dependent on the observation model. Using this form, the optimal control estimation becomes the problem of finding the solution to an Euler-Lagrange boundary value problem that the gain function must satisfy. Unfortunately, the gain function must be obtained for every time t, which renders the solution inefficient. For this reason, the authors propose a numerical approximation of the gain function which has a quadratic computational cost in the number of particles. To the best of our knowledge, there has been no attempt to extend this frameworks to the joint smoothing distribution. Here, the additional difficulty of the degeneracy of the weights and the corresponding poor representation of the smoothing marginals for times t T are crucial.
Furthermore, the observation model considered in the aforementioned papers is a nonlinear transformation of the state with Gaussian additive noise. Although in [18] it is noted that one could extend their approach to other observation models, one would need to derive the filter by modifying the likelihood in the optimization problem.
We believe that the present paper fills both gaps, the efficient sampling from the joint smoothing distribution and the generalization to other observation models.
A. Outline
This paper is organized as follows. First, in the following subsections we review the forward filter backward simulation (FFBSi) method used to compare our results. We end the introduction with a review of the main concepts in path integral (PI) control theory and show how computing the joint smoothing distribution for diffusion processes in continuous time is equivalent to a PI control problem. In section §II, we give an update rule to estimate a feedback controller and present the APIS algorithm. In section §III we present numerical examples to compare the FFBSi, the Filter-Smoother (FS) and APIS method with the ground truth given by the Kalman smoother. We study the mean squared error of all methods depending on the likelihood of the data and the behavior of the effective sampling size (ESS) for increasing number of observations given the correct parametrization of the optimal controller. Further, we show that even in the case of estimating a suboptimal linear feedback controller for a non-linear model, APIS improves drastically the ESS and the estimation of the smoothing distribution becomes more reliable. In section §IV we comment on different important aspects of the comparisons made and on further considerations for the proposed algorithm. Finally, we outline possible extensions of the current algorithm that will be addressed in future work.
B. Particle Smoothers
1) Overview: It is well known, that in the forward filtersmoother the ESS of the marginal smoothing distribution at early times drops exponentially as more observations are taken into account. This so-called path degeneracy is just another manifestation of the degeneracy of the importance weights and it increases the variance of the estimations at the beginning of the time-series where t T [4] , [8] , [19] .
This degeneracy has been studied for many years and there are sophisticated algorithms to tackle this problem, [5] , [6] , [7] , [8] , [10] , [20] , [21] , [22] , to mention some of them. However, many of these methods suffer from a O(N 2 ) computational complexity, where N is the number of particles, or suffer from cumbersome design choices [7] , [23] , which makes them unpractical in many cases.
For instance, in [6] , the degeneracy problem of the forwardbackward and two-filter smoothers is addressed by drawing new particles from the smoothing marginals directly. This procedure is based on a backward filter and thus, requires the choice of an artificial prior at each time point, which affects the efficiency of the sampling. Although, the computational complexity of this approach is linear in the number of particles, it is not clear how to choose the artificial density in a canonical way.
Backward simulation based approaches on the other hand, use the existing forward filter particles to sample from the joint smoothing distribution by sampling from an estimation of the backward pass constructed given the filter particles. Although this improves the particle diversity, usually the number of forward particles needs to be high. Since applying the backward pass for a number M of particles has a complexity O(M N ), several approaches have been developed to lower the computational effort while maintaining reliable estimates. For instance, in [20] a rejection sampling approach was suggested to avoid the computational complexity of evaluating all backward weights. There, the proposal distribution is taken to be the filter weights and thus, the acceptance probability is proportional to the transition kernel f . Although this reduces the complexity of the backward pass, this does not solve the degeneracy problem for a finite number N of particles for the same reasons discussed earlier.
Interesting approaches that could ameliorate the degeneracy of other smoothers were developed in [21] , [22] . Both methods propose to use Metropolis-Hastings moves to sample new positions when generating the trajectories of the joint smoothing distribution given existing particle systems. This in principle could move particles to higher density regions of the smoothing distribution. For instance, in [21] , the Metropolis-Hastings Improved Particle Smoother (MH-IPS) samples from the trajectory by performing Gibbs sampling over the state at each time t. This is done by Metropolis-Hasting sampling using some predefined proposal distribution. This improvement can be used on top of any smoother to increase its particle diversity.
Unfortunately, here the proposal density is also a crucial design choice affecting the efficiency of the method. In addition, the single state updates performed by this algorithm could make it subject to the strong dependencies between state variables [8] , resulting in a high rejection rate or a poor mixing whenever the discretization of the underlying SDE is sufficiently thin.
2) Forward Filter/Backward Simulation (FFBSi): In this subsection we present the basic forward filter backward simulator used to address the degeneracy of the Filter-Smoother (FS) samples. We follow [8] . Using Bayes rule and the conditional independence property of SSMs, consider the following which gives an expression suggesting a sampling scheme starting at t = T drawing x T ∼ p(x T |y 0:T ) and propagating backwards according to p(x t |x t+dt , y 0:t ). In [24] it is shown that, under the assumption that the system is fully dominated, the state process (x [T,t] ) is an inhomogeneous Markov process with a backward transition kernel given by
Notice that the above density is only dependent on the forward transition density and the filtering density at time t. Hence, to propagate particles backwards and approximate the joint smoothing distribution we need a particle representation of the filtering densities. This dependency on the filtering approximation for the backward propagation is the reason for the name of this algorithm and the source of problems when considering unlikely events. From (3) it is easy to see that having the particle representation of the filtering distribution p(x t |y 0:t ), there is a procedure to propagate backwards the particles obtained at t = T , conditioned on the filtering system. Given weighted particles
obtained by sequential importance sampling [3] , [8] , [25] , we can retrieve trajectories by sampling x t from the filtering particles at t given that the backward particle is in statex t+dt at t + dt. Thus, we can initialize at the end-time T a number M of particles and propagate them backwards. To see this, substitute for each time t = T, . . . , 0 the filtering distribution in (3) by its particle approximation,
where
is the support of the particle clouds at each time t and the weights [w k t ] k=1,...,N are normalized such that N k=1 w k t = 1. This gives the following particle representation for the backward transition between filter particle clouds at t + dt and t,
are the normalized smoothing weights. Thus, similar to the filter weights, these are a point-wise representation of the backward transition density and by sampling according to them, we are able to select particles independently at time t. In this way we can obtain a collection of M backward
which are i.i.d. conditioned on the filter particles.
C. Path Integral Control Theory and the Smoothing Distribution
Stochastic optimal control theory deals with systems where their evolution over time is uncertain, i.e. random noise with a known probability affects the dynamics of the system. The aim is to find a control function u(x, t) that minimizes a given cost function C(x, u) composed in general of a state cost V (x, t) and a control cost to limit the allowed controls. Here we will introduce the basic concepts of a subclass of problems in stochastic control theory called Path Integral control (PI) problems, for more details please see [15] , [2] , [1] .
In PI control problems the control enters linearly and additive in the dynamics. In addition, the control cost is quadratic such that low control amplitudes are preferred. The system is expressed as a stochastic process X t in continuous time t ∈ R described by the following n-dimensional stochastic differential equation (SDE)
where W t is an m-dimensional Brownian motion and σ dyn (x, t) ∈ R n×m is a symmetric positive definite matrix dependent on the n-dimensional state 1 x and with drift given by F (x, t). Notice that the process is influenced by the control function.
Each realization of the above process is a trajectory that accumulates a path cost given by
The cost to be optimized is defined as the expectation of the path cost over all possible realizations of the process X [t,T ] under the controlled dynamics (6) starting at X t = x t and ending at some X T , i.e.
Notice that this cost function is defined for each time t at a given state x t and is dependent on the control sequence u [t,T ] := {u s (X s , s)} s∈[t,T ]⊂R . This means that changing the control sequence, for instance to reduce the state cost V (X s , s) in the future T ≥ s ≥ t, will affect the expected cost. Hence, there is a trade off between reducing the state cost and using arbitrary large controls, so we wish to find for all times and states a control function u(x, t) that minimizes this cost,
Then, the optimal control u *
is the solution to this minimization and the resulting cost landscape J(x, t) is called optimal cost-to-go. The meaning of this optimal cost "landscape" is that the state cost V (x, t) and the needed control are optimized simultaneously. This can be understood as choosing a control function, which minimizes the state cost, while deviating as little as possible from the original model given by (1) .
We can express the expectation over the trajectories in (7) as a Kullback-Leibler (KL) divergence between the controlled dynamics (6) and the uncontrolled process with u = 0. To see this consider the following. It is known, see e.g. [26, Appendix B] , that a transition probability of the controlled process between two infinitesimal time slices [s, s + ds] given by a Gaussian
where (•) denotes the transpose. Thus, the total correction term for the controlled process on the interval [t, T ] with initial state X t = x t is exp(´T t 1 2 u 2 ds +´T t u dW s ) and we have for the probability over trajectories generated by (6)
where p 0 x [0,T ] denotes the probability over uncontrolled trajectories. From this, we see that 2
is the KL divergence between the distribution over trajectories under the control u and the distribution over trajectories from the uncontrolled dynamics. Thus, the optimal cost-to-go is a sum of terms, the second is the KL divergence just mentioned and the first, the expected path cost under the state cost V (x, t),
Since the control u determines fully the distribution p u , we can replace the minimization w.r.t. u with a minimization with respect to p u subject to the normalization constraint
The optimal control distribution that minimizes (9) in the whole time interval [0, T ] is thus given by
The above result gives us a different perspective to the smoothing problem in continuous time. We embed the problem of estimating the smoothing distribution in a control theoretic setting with observations as target states. We wish to steer 2 Note that Eu ´T t u(Xs, s) dWs = 0 as a stochastic integral.
this particles with the importance control u to reduce their variance or, more precisely, the variance of their importance weights. We call it the importance control because it induces an importance sampling scheme for the diffusion process at hand, which is optimal when u [0,T ] = u * [0,T ] . The embedding is easy to see if we identify the cost with the negative log-likelihood´T 0 V (x t , t)dt = − log p(y 0:T |x [0,T ] ) given by the observation model g(y|x) and the observed time series y 0:T . We readily see that the cost parametrized by the observations 3 gives the following posterior distribution over states,
Hence, the smoothing distribution can be identified with the optimal control distribution (10) with a discrete path cost. This posterior assigns high probability to processes that are close to the observations-with low cost-but deviate as little as possible from the uncontrolled dynamics given by the model.
If an importance control is used, the joint smoothing distribution (11) in terms of the controlled process
The exponential factor includes the correction term seen in (8) resulting in importance weights α u needed to correct for the change of measure from the uncontrolled to the controlled dynamics. Hence, sampling from the controlled dynamics p(x [0,T ] |u [0,T ] ) and weighting each particle with their corresponding weight gives a particle system representing the joint smoothing distribution. Moreover, it is easy to see now the degeneracy problem arising when sampling from the uncontrolled dynamics p(x [0,T ] ) and the reason for the reduction of the variance of the weights when using an importance control. The exponential weighting of the likelihood involved in the smoothing distribution and its large variance due to the uncontrolled dynamics decreases exponentially the probability of most of the trajectories sampled. It is at this point where we can fully appreciate the potential of our method; by approximating the optimal feedback control we can stay close to the observations and reduce the variance of the weights.
In addition, we do not require any assumption on the drift or on the log-likelihood function, making this framework ideal to deal with non-linear systems and non-Gaussian observation noise in a straight forward manner.
II. METHOD
In the last section, we showed the equivalence between the stochastic path integral control problem and the estimation of the smoothing distribution in a continuous time stochastic system. In addition, we motivated the quadratic control cost originated by the importance sampling scheme. In [2] , [27] , [1] a procedure to estimate a feedback controller was presented and the optimal importance sampling problem framed as an optimal control problem. Hence, one can use these results for estimating a feedback control to improve the efficiency of an importance sampler targeting the joint smoothing distribution. This procedure should then reduce the variance of the importance weights to increase the effective sampling size (ESS) of the target distribution and ameliorate the weight degeneracy of the forward sampling.
In this section we have a closer look at importance sampling using a feedback controller and the resulting path-weights that are used to estimate the smoothing distribution. We present the mathematical results in which our method is based, followed by the algorithm used to sample from the smoothing distribution in section §III.
A. Importance Sampling and the Path Integral Solution 1) Importance sampling of diffusion processes in continuous time: We present here the main results needed for APIS without going into much detail and refer the interested reader to [2] for a detailed and formal treatment of importance sampling via feedback control estimation.
According to our discussion above, consider the cost defined for the entire path of a particle X [0,T ] as
where u s = u(X u , s) denotes the controlled applied to the particle at times 0 ≤ s ≤ T . Then, the following importance weights representing the joint smoothing distribution are defined to correct for the change in measure due to the controlled transition probability (8) and to account for the path-cost given by the observations,
Since the weights are normalized we have V ar(α u ) + 1 = E[(α u ) 2 ] and the effective sampling size (ESS) is defined by [28] ,
Hence, reducing the variance of the weights increases the efficiency of the sampling procedure. Notice that the weights α u depend on S u and thus already contain the whole information available from all observations. In [2] upper and lower bounds for the variance of the weights were found. On the one hand, the upper bound shows that the optimal importance control for sampling processes is the optimal control in the control theoretic sense because, when the importance control u approaches the optimal control u * , the variance of the weights reduces to zero and the ESS becomes maximal,
On the other hand, the lower bound gives a measure of how close the importance control is to the optimal control in terms of a bound given by the variance of the weights,
is the weighted average. Hence, in principle, this could be used as a guidance for the design of controllers by selecting functions that respect the above relation. The efficient design of the importance control would go beyond the scope of the present work and we leave this to future work. Furthermore, given the optimal control, we could sample from the smoothing distribution straightforward without considering the importance weights α u , because they become deterministic due to eq. (16). Nevertheless, it is difficult to find the precise parametrization of the optimal control and this could be a limitation for the reduction of the weight variance. Our experience is, however, that a linear feedback controller suffices to improve the ESS in a remarkable way.
Finally, notice that the ESS is a useful measure to judge the expected quality of the estimations. However, it is not the only one and one has to keep in mind that it is a sensitive measure of the quality of the sampling because the cost gets exponentiated. Hence, a small variance in the cost results in a large drop of the ESS. A better behaved measure is an entropic measure of the weights [4] given by
which is related to the expected cost w.r.t. the posterior distribution. Although this is a better behaved measure of efficiency, we will test the efficiency of our method in terms of the ESS using (15) to reveal the stability of the procedure across various realizations of the forward process.
2) Estimation of the Importance Feedback Control: We turn now our attention to the estimation of the feedback control to improve the sampling of a smoothing distribution. First, we present the general result from [2] and then show how to apply these ideas.
The main theorem in [2] states that given a test function
Notice that the limit term on the right-hand side of (19) needs to be approximated usually by a single step δt = dt. Larger intervals smoothen the results, but could lead to inaccuracies in the estimations. This might be important if dt is very small or the number of particles is small.
The relation (19) holds at any time, for any test function r and any control u. Furthermore, the weighted average is independent of the control used, which means that the estimates are w.r.t. the target distribution. For instance, for r = 1 and u = 0 we have u * t dW t /δt, so the expectation of the optimal control is the expectation of the noise under the target distribution. The larger contributions to the expectation are given by the noise realizations that minimize the cost. These give the preferred direction in average so we can use the relation to find an open-loop controller 4 that represents the expected optimal control at time t. Ideally, we would like to find the control u for which the expectation of the noise under the target distribution vanishes at each time.
The expectation in (19) is over the state space, so there is no information about the state dependency of the optimal control. However, consider some parametrization of the optimal control given by 5 u
where A t ∈ R m×k are the time-dependent parameters of the control and h : R n × R → R k are the k "basis" functions of the optimal feedback controller. In addition, consider the above test function to be also k-dimensional, r(x, t) ∈ R k . Then, we have m × k linear equations 6 for m × k unknown parameters A t for each time t,
where h t ⊗ r t is the outer product and u t ∈ R m . From (21) we see that, if we assume that the crosscorrelation matrix h t ⊗ r t is invertible for each time, we can obtain in principle the (optimal) control u * from any importance control u. Naturally, in practice the estimation of the optimal feedback control might not be straightforward as it is not obvious how to choose its correct parametrization. Moreover, a bad importance control u might decrease the ESS and result in poor estimates of the weighted expectations in (21) . However, if the parametrization gives a good approximation of the optimal control and we have a suitable importance control, sample estimates in (21) can be used to obtain an estimation of the feedback control defined in (20) . These are somewhat strong assumptions but if one thinks of the parametrization (20) to be a Taylor expansion of the optimal control function, it is reasonable to believe that even a linear feedback controller might suffice to improve the efficiency of sampling and the accuracy of our estimations, cf. section §III.
To ensure the quality of the importance control we assume u has the same parametrization (20) as the optimal control u * . Thus, we can interpret (21) as a fixed point iteration procedure. This allows to derive a learning rule (22) for the parameters of the control at each time t. For this, consider as test functions the basis functions, i.e. r(x, t) = h(x, t). Then, from (21) we obtain following iterative update rule after approximating the limit in the second term of the RHS by a single integration step dt,
4 An open-loop controller is a state independent control function, i.e. it only depends on time. 5 Note that it is not possible to know, in general, the correct parametrization of the optimal control, but we assume some parametrization. 6 Component-wise, this is for each time t, l = 1, . . . , k and i = 1, . . . , m where H t = h t ⊗ h t is the cross-correlation k × k−matrix between basis functions and dQ(h t ) := dW t ⊗ h t is a m × k matrix containing the cross-correlation of the basis functions with the noise terms in each dimension. From this discussion we see that it is possible to estimate a close-loop controller 7 for which we assume a parametrization. To do this, we need to estimate the cross-correlation of the basis functions H t and the term dQ(h t ). Both can be obtained by sampling the system integrating (6) for a number N of particles and weighting each path with its corresponding α u . Then, the expectation for each time t is a weighted average over the particle system {x i t } i=1,...,N at that time. Thus, we have
for the cross-correlation matrix and
where dW i t is the noise realization of the i-th particle at time t.
Learning a controller in this way improves the efficiency of sampling. Moreover, we can use the variance of the weights as a measure of the approximation to the optimal control and of the efficiency of the importance sampler.
B. Adaptive Path Integral Smoother
In the previous section we obtained a simple update rule (22) to learn the time-dependent control parameters for a feedback controller with basis functions h(x). With all elements in place, we proceed now with the main contribution of this paper. Algorithm 1 describes 8 the adaptive importance sampling procedure to obtain samples from the joint smoothing distribution. This is a simple algorithm of O(I max · T · N ), where I max is the maximum number of iterations specified. The computational complexity grows linear in the number of particles N and in the number of discretization steps T for the integration of the stochastic process.
This algorithm starts by sampling N particles from the uncontrolled dynamics (1) to estimate the first importance control from the statistics of the particles via (22) . A learning rate η < 1 and an annealing procedure help reduce the number of particles needed to bootstrap 9 the scheme. The latter is done by increasing the ESS such that a predetermined minimum percentage γ of particles is used for the estimation. We ensure this by introducing a temperature λ > 1 and multiplying the cost for each particle i ∈ {1, . . . , N } by its inverse, i.e. 7 A close-loop controller receives state-feedback, i.e. the control is dependent on the current state xt. For this reason, sometime we also refer to such controllers, feedback controllers. 8 The flexibility of APIS makes it possible to modify the algorithm according to certain objectives. For this reason the pseudocode is presented in a general form. 9 We use here the word "bootstrap" in the usual meaning of starting a process and should not be confused with the resampling methods. S i u ← S i u /λ. This will increase the ESS and is repeated until N ef f > N γ. With this newly defined weights, one can estimate the control parameters for each time independently using (22) , (23), (24) .
Having an estimation of the importance control, one can repeat the above procedure 10 until a maximal number of iterations I max or a stopping threshold θ ess for the ESS N ef f /N is reached. Then, the resulting weighted particles are used to estimate the smoothing distribution.
In general, there is of course a trade-off between the choice of the learning rate, the amount of iterations and the number of particles needed, but we observe that the convergence of the ESS to a maximal value for a specified parametrization of the control is very fast once it has bootstrapped, so usually a number of iterations I max N can be chosen. The number N of particles must be in general high to have a good estimate of the control, but all particles can be sampled independently, so this step is trivially parallelizable. As a general rule, the higher N , less iterations are needed. However, when reducing the learning rate, it is possible to reduce by at least one order of magnitude the number of particles needed to bootstrap the APIS and improve the ESS keeping all other parameters fixed.
In addition, the annealing procedure makes it possible to bootstrap the algorithm even if the number of observations is large such that the weight degeneracy is high. Naturally, higher number of particles will lead to better quality of samples from the smoothing distribution. Nevertheless, the number of iterations needed to bootstrap the procedure and escape from the low ESS region where annealing is needed, does not depend significantly from the annealing threshold γ. Thus, one should choose a γ 1 as small as possible, usually γ = 0.01 − 0.05 should suffice for a sufficiently large N .
A crucial aspect of the APIS is the susceptibility of the ESS to different components of the algorithm. One constraint to the ESS comes from the importance distribution chosen at time t = 0 to initialize the particles. Hence, depending on the problem at hand, one has to think of an initialization scheme for the particles. Here, we implement an adaptive initialization of the particles for each iteration such that particles are initialized according to a proposal distribution close to the smoothing marginal p(x 0 |y 0:T ). For this, we use as importance distribution at time t = 0 a Gaussian with the statistics obtained from the weighted particle system from the previous iteration 11 . Thus, one has to include following correction factor in the original cost function for this importance sampling step. For all particles i = 1, . . . , N , we have
whereμ 0 ,σ 2 0 are the estimated mean and the variance of the posterior at time t = 0, respectively, and p(x 0 ) is the prior distribution of the system at time t = 0. Hence, the cost for every particle is initialized with S i u,0 . Alternatively, one could 10 Notice that the annealing procedure is done only if N ef f /N < γ. 11 Notice that we defined our example problems in section §III to have a observation at t = 0. If the problem is defined differently, other initialization procedures may be needed.
Algorithm 1 Adaptive Path Integral Smoother
1: Input: Observations y 0:T = (y t1 , y t2 , . . . , y t J ), control parametrization u 0 (x, t) = A 0 t h 0 (x t , t), learning rate η < 1, particles N , iterations I max , ESS threshold θ ess < 1, annealing temperature λ > 1 and threshold γ. 2: Output: Smoothing particle system {x i [0,T ] , α i u } i=1:N and importance controller u(x, t). 3: while N ef f /N < θ ess or n ≤ I max do 4: if n=0 then 5:
end if 10:
:N according to (6) and (14) . 11: Calculate:
while N ef f /N < γ do 13:
Estimate α u from (14) 15:
end while 17:
18:
for t = 0, . . . , T do
19:
Estimate: H t and dQ(h t ) with (23) and (24) 20:
end for 22: n ← n + 1 23: end while also think of a more general kernel density estimator to deal with multimodal distributions.
Another constraint to the ESS is the parametrization of the controller, which defines the proposal distribution of the process. As mentioned earlier, eq. (16) shows very clearly that the closer the importance controller to the optimal controller, the higher the ESS will be after convergence. For this reason, algorithm 1 is presented to show a more general form of the control parametrization than the one used in section §III to remark the fact that another parametrization could be learned.
III. RESULTS
In this section, we present some numerical results to show that the PI importance sampling scheme improves efficiently the estimations of the smoothing distribution (SD) in a diffusion process. First, we show in the most simple case of a Brownian motion the performance of the new APIS and compare it to FS and FFBSi given the ground truth. We will see that when the observation is unlikely, e.g. the process giving rise to it was rare or there is a model mismatch in the dynamics, the FFBSi has problems estimating the SD but APIS is able to estimate it correctly. Second, we present numerical estimations of the SD of a neural network model with partial observations in only one dimension and sparse in time. We show that even a linear feedback controller-clearly suboptimal in this scenario-is capable to improve the sampling efficiency to the extend that the degeneracy of the particles is significantly ameliorated. This slows down the decay of the ESS for increasing larger time series, as opposed to the known exponential decay.
We used the FFBSi described in [8] . We use as proposal distribution 12 for the filtering the forward integration of the SDE (1) . For APIS, we use a linear feedback controller standardized w.r.t. the target distribution, i.e. h(x, t) := (1, z(x, t)) , where z(x, t), x ∈ R m and each component z i is defined as
where x is the state of the system under consideration and µ i (t) = x t,i , σ 2 i (t) = (x t,i − µ i (t)) 2 are the mean and variance respectively of the state component w.r.t. smoothing distribution 13 at time t. This particular definition of the basis functions is of course at this point problematic because we do not have estimations for the statistics of the smoothing distribution. Nevertheless, this choice splits (22) such that the updates for the open-and close-loop controllers are independent, makes the update numerically more stable and, since bootstrapping with the annealing procedure ensures a fixed ESS at the beginning, we can estimate statistics that will get closer with each iteration to the smoothing statistics.
For completeness, we give the explicit expressions for the controller and update rules used for this parametrization. The control has a very simple form u(x, t) = a t z(x t , t)+b t , where a t ∈ R m×m is a squared matrix of the same dimension as the state and b t ∈ R m is an open-loop controller. Then, the crosscorrelation matrix becomes,
where C t is the correlation matrix of the state variables. We have component-wise for C ii t = 1 and for i = j
For dQ(h(x, t)) we have a matrix in R m×(m+1) with elements
for each i, j = 1, . . . , m. This gives the explicit update rules for a standardized linear feedback controller,
Finally, in the examples here, we used as a prior distribution p(x 0 ) for the state at time t = 0 a Gaussian distribution
with mean and variance µ 0 , σ 2 0 , respectively. Thus, the explicit initialization of the cost to correct for the adaptive Gaussian importance distribution with meanμ 0 = µ(0) and variancê σ 2 0,i = σ i (0) 2 in each dimension i, is given by
for all particles l = 1, . . . , N .
A. A simple system with an unlikely observation
If a time series has unlikely observations given the underlying diffusion model, the ESS will be very low. This underrepresentation of the smoothing distribution is a consequence of a small overlap between the filtering and the smoothing distribution. Hence, the degeneracy of the particles is high and a large number of particles is needed to obtain a mediocre representation of the smoothing distribution at all times. The consequence is a very poor estimation.
We study this for a simple model. Consider a Brownian motion with observations at y 0 = 0 and y τ = 5. The model is given by a Gaussian prior centered at x 0 = 0 with variance σ 2 0 = 4, a random walk with x s+ds ∼ N (x s , σ 2 dyn ds) and Gaussian observations y ti=0,τ ∼ N (x t=0,τ , σ 2 obs ) where σ dyn = σ obs = 1, τ = ds · T = 0.99 is the end-time and ds = 0.01 is the integration step. This is a simple system for which we know the exact solution given by the Kalman smoother, shown in figure 1. Notice that almost everywhere, only few of the filtering particles could be in the high density region of the smoothing distribution. Hence, there are only few dominant particles, which give a poor representation of the smoothing distribution. This situation may be motivated by thinking of a model mismatch by which we disregard a small positive drift.
To show the degeneracy of the FFBSi, we compare the particle distribution given by both methods, using a learning rate η = 0.2 and I max = 15 iterations for the APIS. In figure 2 we show a violin plot 14 with a particular realization of the particles obtained with FFBSi and APIS at different times t = 0, 0.1, 0.2, . . . , 0.99. For these particular realizations we used N = N f b = M = 2000, where N f b is the number of particles in the forward filter, M the number of particles in the backward pass and N the number of particles in APIS. The amount of particles is relatively high, so the filter distribution is well represented. However, the large number of forward samples is still not enough to give a good representation of the smoothing distribution. Notice the bad mixing of the particles such that none of the FFBSi histograms (black) resemble a Gaussian. The concentration of samples in few places worsens for even higher values of y τ . On the contrary, APIS histograms (blue) give a better discrete representation of the Kalman smoother because the particles are more uniformly distributed w.r.t. a Gaussian density function around the mean of the solution.
The poor representation of the backward kernel can also be seen in the mean ESS of the backward particles, obtained from the ESS of each particle at each time given by 5 and averaged over all particles. In figure 3 , we observe indeed an increase of the ESS in average for all backward particles but the ESS is between 2% and 7% over the entire time interval with a very high standard deviation. In comparison, APIS increases the ESS of the whole path from 1.5% to 98% (not shown).
This under-representation of the smoothing distribution by the filtering has consequences for the performance of the FFBSi algorithm. In what follows we consider besides FFBSi and APIS a simple forward filter-smoother (FS). We compare all methods using as performance measure the mean squared error (MSE) of the posterior mean and the variance,
where µ KS and σ 2 KS are the mean and variance of the ground truth obtained by the Kalman smoother, andx j is the estimated mean of each method in each of the R runs.
In figure 4 we show ∆E µ,σ (t) for the mean and variance. For these estimations we used 2000 particles for all methods. For the APIS the marginal posteriors were estimated using the last particle system obtained after I max iterations. We ran R = 250 times each of the methods and averaged the resulting error to avoid effects of the particular sampling realizations.
We observe that, when an observation is unlikely, the APIS has an accuracy two orders of magnitude better than FS and FFBSi. Note also that in this specific case the FFBSi does not improve the accuracy relative to the standard filter-smoother.
In addition, we show how the methods perform in terms of the likelihood of the observation given a Brownian motion without drift. For this, we use the same system as above, but the last observation at different end positions y τ ∈ {0, 0.75, 1.5, 2.25, 3, 3.75, 4.5, 5.25}. For each y τ we perform 100 runs and estimate ∆E µ,σ (t). After these estimations, we average the resulting mean squared error over time E µ,σ = 1 τ´τ 0 ∆E µ,σ (t)dt to get a single measure of the performance for each method dependent on the position of the final observation y τ . Figure 5 shows the error for the mean E µ (left) and the error for the variance E σ (right) as the observation deviates from the mean of the filter solution.
Notice that in both graphs in figure 5 the error for the APIS is virtually independent of the position of the observation while, for the other methods considered, there is a rapid decay in the accuracy attributed to a rapid decay in the ESS (as defined in [6] , not shown). Hence, the more unlikely the data set, the higher the error of the forward-backward scheme. Notice the logarithmic scale in figure 5 .
Until now, we have shown a simple scenario to expose the degeneracy of the backward pass and the adaptation of APIS to the likelihood of the data resulting in an MSE imperceptive to it. To finalize, we will study in more detail the ESS and error of APIS for higher number of observations in the case of the correct parametrization of the optimal controller. We consider again a Wiener process with σ 2 dyn = 0.75, σ 2 obs = 0.9 and a time horizon τ = ds · T = 2.99. The prior is centered at x 0 = 0 with variance σ 2 0 = 4. First we study the performance of APIS dependent on the number of observations N obs . For this, we generate a and estimate the mean and variance of the posterior for the first 100, 200 and all observations. We perform 100 runs and estimate the average ESS and the total error τ E µ,σ over time.
In figure 6 we observe a linear decay of the ESS due to a linear increase in the variance of the estimate (not shown). The reduction of the ESS can be easily overcome when the number of particles increase. In figure 7 , we see that the ESS increases quickly and almost saturates for higher number of particles 15 . The time series y 0:τ considered had 300 observations but the ESS increased above 85%, just below the estimated value for 100 observations in figure 6 .
The observed increase of the ESS shown in figure 7 can be improved even further by simply decreasing the learning rate η. Naturally, learning the controller will take longer, thus, more iterations are needed. This is shown in figure 8 , where the mean ESS for the case with dt = 10 −3 is about 83% compared to 69% in figure 7 for the same number of particles N = 1000.
In the example with 300 observations the discretization dt was decreased while increasing proportionally the number of particles, such that N dt = 1. Reducing the discretization while increasing the number of particles improves the sampling efficiency (top-right in figure 8 ) and the MSE of both estimates decrease (bottom graphs).
From these observations we conclude that the ESS for the smoothing distribution can be increased arbitrarily with enough computational resources and, most importantly, with the correct parametrization of the optimal control, as expected from identifying (10) and (11) .
B. A Neural Network Firing Rate Model
In this subsection we consider a firing rate model of a neural network with five neurons. This system is given by the following 5 dimensional non-linear diffusion model dx t = −x t dt + tanh(Jx t + θ + A sin(ωt))dt + σ dyn dW t where J ∈ R 5×5 , θ ∈ R 5 are an antisymmetric connectivity matrix and a threshold value respectively. The elements of the vector A ∈ R 5 are the amplitudes of sinusoidal inputs for each neuron with frequencies given by ω ∈ R 5 .
To generate the observations, these values were chosen randomly from a Gaussian distribution J ij N (0, σ J = 2) with the antisymmetric constraint, J ij = −J ji , and θ i N (0, σ θ = 0.75), A i N (0, σ A = 2) and ω i N (π/5, σ ω = π) for all i, j = 1, . . . , 5. In addition we set σ 2 dyn = 0.05 and an integration step of dt = 0.01. Furthermore, we assumed a Gaussian observation model with y ti N (x 1 (t i ), σ obs = 0.1) for i = 1, . . . , N obs . We sample an observation every ∆ obs = 10dt. Furthermore, we defined as prior a Gaussian with mean and variance of µ 0 = 0, σ 2 0 = 1 respectively. To propagate the particles we use a simple Euler-Maruyama method with a control term u(x t , t),
For now, a fixed initial condition at x 0 = 0 is assumed. Hence, in this case, the adaptive initialization of the APIS is not needed. The reason for considering a fixed initial condition is to examine the ESS of APIS and FS, without having the effect of initializing with an importance distribution. In figure 9 on the left, we see the improvement of APIS visa-vis the ESS of FS. The figure on the right shows the decay of the ESS of APIS for different number of observations, from 60 to 100 observations. The decay can be understood as an expression of the weight degeneracy problem when using a suboptimal control for the importance sampling. Nevertheless, the decay of the ESS is ameliorated significantly with a linear feedback controller. In fact, an estimation performed with N obs = 120, showed a convergence of the mean ESS at around 7% ESS when using N = 6000 particles and around 10% when using N = 20000 particles (not shown). When compared to the ESS obtained at 100 observations, this suggests that the ESS is flattening for longer time series at a value around 7 − 10% of the samples size.
We compare now the estimate variance in APIS, FS and FFBSi. To estimate the smoothing distribution, we use in all In this setting, we examine the variance of the estimateŝ µ,σ 2 dependent on the number of observations considered, i.e. the length of the time series. We start at N obs = 60 and increase the number of observations by 10 each time up to N obs = 100. Each algorithm was repeated 10 times to estimate the variance. As seen in figure 10 , the estimator variance obtained via APIS is lower than those obtained via FS and FFBSi. Notice that the figures show the variance of the estimates scaled by the estimated variance of the posterior averaged over 10 runs. The scaled quantity was averaged over time and dimensions to get a single value for the entire time series. For the longest run with N obs = 100 APIS needed 1611.2 s and FFBSi 1769.6 s in average. Finally, we performed R = 12 independent runs to estimate the posterior using FS, FFBSi and APIS for a similar setting as above, but with N obs = 50 and with the prior defined above to sample the initial state at t = 0 when generated the data. Hence, in this example, the adaptive initialization of the particles in ??.??s used (γ = 0.02). To estimate the posterior we used N = 7500, N f b = 5000 forward particles and M = 2500 backward particles such that both APIS and FFBSi had the same cpu time available. In that time, APIS increased the ESS to a predefined threshold θ ess = 0.2.
The graphs in figure 11 show the estimations of the mean (top-left) and the variance (bottom) of the partially observed neuron 1 and the mean of the hidden neuron 5 (top-right) averaged over 12 runs. We notice that all methods have very reliable estimations of the mean for the observed neuron. However, the estimation of the mean for hidden neurons using FS and FFBSi do have noticeable higher variance. Notice the high standard deviation of the mean estimate for both FS and FFBSi across all 12 runs (dashed lines on the top right figure) . The mean estimations for other hidden neurons have similar features (not shown). Furthermore, the estimation of the variance of the observed neuron is also less reliable for both FS and FFBSi, specially towards times much smaller than the horizon time t T , figure 12 . The variance in the estimations of the hidden neurons 2-5 are also larger for the FFBSi and FS (not shown).
The improvement on the quality of the estimations is done by increasing the ESS iteratively. In figure 13 we observe that the ESS for the first iterations is around 2% due to the annealing procedure and, at subsequent iterations, APIS improves the sampling up to values around 20% of the number of forward particles. This is a remarkable improvement vis-a-vis sampling with the uncontrolled dynamics (around 0.03%). The red markers in the figure show the ESS of the samples used to estimate the smoothing distribution. Notice that although at the very beginning the ESS increases up to 8%, the increase is unstable and drops fast.
IV. DISCUSSION
In this work, we present a new smoothing algorithm for diffusion processes in continuous time given noisy, sparse measurements. This method is based on an adaptive importance sampling scheme which estimates a feedback controller after each iteration. We start by showing a simple scenario to expose the degeneracy of the backward pass when the likelihood of the data is small, which leads to an increase in the MSE for the FFBSi. Although we showed this in a simple example with two observations, it is to be expected that the problem will sharpen for time series with many more observations if there is a systematic error in the model. In addition, we show that having the right parametrization for the optimal control, we can sample almost with 100% efficiency the posterior. The ESS is in this case limited by the accuracy of the sampling procedure.
Moreover, we demonstrate that APIS gives better estimates than FFBSi and FS by increasing the effective sampling size. We studied this on a non-linear system with a linear feedback controller. Although we observe a stronger decay in the ESS if the controller is suboptimal, it is not as drastic as the known degeneration of the FS and APIS is able to obtain higher accuracy. Furthermore, the ESS appears to flatten after many observations, albeit a much higher number of particles needed. This suggests that the reduction of the decay of the ESS for longer time series depends on the characteristics of the system and after a certain number of observations, the ESS might not be affected by observations as significantly as before. Unfortunately, as our first example showed, even with the optimal controller to counter act the decay one would need higher and higher precision.
It is interesting to notice that the results in our example with a Wiener process remind us of the results in [6] on the degeneracy of the backward pass when the forward transition probability vanishes for almost all particle pairs between subsequent time slices. We interpret this degeneracy as an effect of a poor particle representation of the smoothing distribution and notice that APIS modifies the transition probability to obtain Notice the logarithmic scale and the larger variance of both FS and FFBSi estimates compared to APIS. It is possible to see that, towards the end and at the beginning, the FS and FFBSi have similar variance. APIS is capable of maintaining a variance of an order of magnitude smaller and much more constant at all times. Figure 13 . Effective Sample Size (ESS) for each run. Red markers symbolize accepted samples used in the estimations of the smoothing distribution (θess = 0.2). a particle representation of the smoothing distribution that is independent of the filtering particle representation. Hence, our method differs from forward-backward and two-filter methods in the fundamental aspect that APIS does not suffer from this type of degeneracy because it samples directly from a joint probability distribution adapted towards the joint smoothing distribution and it does not need any backward pass and resampling step.
Although we acknowledge many important developments in other particle methods-some of them having a linear computational complexity in the number of particles, e.g. [6] , [21] , [22] -we use the FFBSi basic method to show in detail the degeneracy of the backward pass for diffusion processes. In addition, since some of the improvements made in the last years are based on modifications of the FFBSi [8] , we expect APIS to give better estimations than these modifications. We think, however, that a fair, extensive comparison of all stateof-the-art methods goes beyond the scope of this work but deserves to be addressed in the future.
Moreover, methods based on the two-filter algorithm require design choices which might affect the performance drastically and make a fair comparison problematic. Nevertheless, it is interesting to notice that the optimal resampling step at time t − 1 in the O(N ) two-filter algorithm [6] is given by marginals of the form p(y t:T |x t−1 )w t−1 where w t−1 are the filter weights. This is approximated by a single observation "look-ahead" distribution p(y t |x t−1 )w t−1 . We expect our approach to give better estimations than this procedure because the estimated feedback controller contains information of all future observations from time t − 1 onwards. In other words, APIS effectively implements a "look-ahead" transition probability considering all observations. This makes APIS an attractive alternative to the O(N ) two-filter algorithm.
There is also more to consider when dealing with many observations. Each observation decreases exponentially the amount and quality of particles useful for estimates. Since APIS learns an importance sampler u(x, t), there is a way of dealing with this scenario. We can start with a subset of observations and learn a controller. Then, we add observations, iterate until convergence and so on. This will merely change the measure on the process space and the controller could adapt more easily than when all observations are considered simultaneously.
In the present work, we assumed that the uncontrolled dynamic is a good initialization of APIS. This is naturally not the case, as one could find more efficient initializations of the controller using other methods. For instance, one could try as a good initialization a linear feedback controller around the solution to the optimal trajectory as in [16] . However, the initialization of the controller will have an impact on the performance that is not to be taken lightly and APIS might take longer to improve the proposed controller.
Unfortunately, there is no proof of convergence that ensures that the controller learned by (22) gives the optimal control given the parametrization. Hence, one can not claim the optimality of the controller under the predefined parametrization. However, we do have a measure of optimality given by (16) and (17), which can be used to asses the "goodness" of the learned controller. This said, the question of optimality under a certain parametrization is a very interesting question that deserves to be explored.
Furthermore, the stability of the algorithm given a certain set of basis function is an open question. In our experience, radial basis functions can a good choice whenever the state space needs to be "tessellated", [29] . Linear basis functions are very robust to learn, however, they might lead to problems whenever the posterior has multiple pronounced modes. Locally linear functions such as x exp(−x 2 ) can also be readily learned, as opposed to higher order polynomial terms, especially whenever the state space is multidimensional. The correct choice of basis functions is an important question since it has major impact on the efficiency of the algorithm.
Finally, although the efficiency of our proposed method also suffers from the weight degeneracy for increasing time series, the decrease in the ESS is ameliorated to a great extend. In fact, at some point the slope of the decay starts to flatten, suggesting that even with a linear feedback controller the ESS does not decay to 1/N if the computational effort improves the estimate of the controller, i.e. one would need to decrease dt and increase N simultaneously to avoid further degeneracy. Nevertheless, better control improves the situation, so the search of an efficient parametrization of the importance controller is a promising research direction. The application of universal function approximations such as deep neural networks to avoid the weight degeneracy will be an important contribution to the solution of this challenge. This approach will be addressed in a following article.
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