Uniform boundedness and convergence of global solutions are proved for quasilinear parabolic systems with a single nonzero cross-diffusion in population dynamics. Gagliardo-Nirenberg type inequalities are used in the estimates of solutions in order to establish W 1 2 -bounds uniform in time. By using the uniform bound, convergence of solutions are established for systems with large diffusion coefficients in the weak competition case.
Introduction
In an attempt to model spatial segregation phenomena between two competing species, Shigesada et al. [13] proposed the following quasilinear parabolic system in 1979: where Ω ⊂ R n is a bounded smooth domain and α ij 0, d i , a i , b i , c i are positive constants for i, j = 1, 2. In system (1.1) u and v are nonnegative functions which represent the population densities of two competing species. d 1 and d 2 are the diffusion rates of the two species, respectively. a 1 and a 2 denote the intrinsic growth rates, b 1 and c 2 account for intra-specific competitions, b 2 and c 1 are the coefficients for inter-specific competitions. When α 11 = α 12 = α 21 = α 22 = 0, (1.1) reduces to the well-known Lotka-Voltera competition-diffusion system. α 11 and α 22 denote self-diffusion, and α 12 , α 21 are crossdiffusion pressures. By adopting the coefficients α ij (i, j = 1, 2), system (1.1) takes into account the pressures created by mutually competing species. For more details on the backgrounds of this model we refer the reader to [10] [11] [12] [13] .
To describe results on system (1.1) we use the following notation throughout this paper.
Notation.
Let Ω be a region in R n . (Ω) .
The local existence of solutions to (1.1) was established by Amann [1] [2] [3] . According to his results system (1.
1) has a unique nonnegative solution u(·, t), v(·, t) in C([0, T ), W 1 p (Ω)) ∩ C ∞ ((0, T ), C ∞ (Ω)), where T ∈ (0, ∞] is the maximal existence time for the solution u, v.
The following result is also due to Amann [2] . System (1.1) is a special case of the concrete example (7), (8) in Introduction of [2] , and the results stated in Theorem 1.1 are from the theorem in Introduction of [2] . So far the existence of nonnegative global solutions for system (1.1) has been proved under very restrictive hypotheses only. Kim [7] proved the global existence of smooth nonnegative solutions for n = 1, d 1 = d 2 , and α 11 = α 22 = 0. Deuring [4] showed the global existence of classical positive solutions to system (1.1) with α 11 = α 22 = 0 and small coefficients depending on the initial values for n 1. In case n = 2, Lou et al. [8] proved that system (1.1) with α 21 = 0 has a unique smooth global solution. The arguments used in [8] still hold in the case n = 1 with a minor modification. Yagi [14] established the global existence for system (1.1) with n = 2 under the condition either 0 < α 21 < 8α 11 , 0 < α 12 < 8α 22 , or α 21 = α 22 = 0, α 11 > 0. Kim [7] and Yagi [14] obtained estimates of Gronwall's type depending on T to prove the global existence. And yet the qualitative properties of those global solutions have not been proved for system (1.1) in the special cases mentioned above.
In this paper we study system (1.1) for Ω = [0, 1] ∈ R 1 with α 21 = 0 so that it is rewritten as follows: [5, 12] ) to system (1.2), we have for every x ∈ [0, 1] and t 0 that u(x, t) 0, and
where m 0 is a positive constant satisfying m 0 a 2 /c 2 and
In order to prove that u(x, t) is also uniformly bounded independent of t, we consider the following three cases for system (1.2):
12 , where C is the positive constant from the calculus inequality (3.3).
Applying Gagliardo-Nirenberg type inequalities, we establish the uniform W 1 2 -bound independent of T , the maximal existence time, for the solutions obtained in Theorem 1.1. Thus we have the global existence and the uniform L ∞ -bound of the solutions from Theorem 1.1 and the Sobolev embedding theorems. Using the uniform boundedness of u(x, t) and v(x, t), we obtain convergence results on the solution in the weak competition case for large
Here we state the main theorems of this paper. 
and T = +∞.
where 
is the stable constant steady-state of system (1.2) in the weak competition case. In order to prove the convergence theorems, first we observe the time derivative of H (u(t), v(t)) for the solution of system (1.2):
From the weak competition condition for every δ such that
we have
Now using the uniform boundness results in (1.3) and Theorem 1.2, it is given that
2) and condition (1.4) for every constant γ such that
we have the following inequality:
From (2.1) and (2.3) we have
We obtain the L 2 convergences |u(t) −ū| 2 → 0, |v(t) −v| 2 → 0 as t → ∞ by using the uniform boundedness of (u(
Applying the calculus inequality (3.4) to the functions u(x, t) −ū and v(x, t) −v, we obtain the convergence
]). By using the Sobolev embedding theorem we show that (u(t), v(t)) converges to
We also obtain that (ū,v) is locally asymptotically stable in C([0, 1]) by using the fact that H (u(t), v(t)) is decreasing for t 0. Thus we conclude that (ū,v) is globally asymptotically stable. ✷
Calculus inequalities
where
for all a in the interval j/m a < 1, provided one of the following three conditions:
(The positive constant C depends only on n, m, j, q, r, a.)
Proof. We refer the reader to Theorem 10.1 in Part 1 of Friedman [5] or Nirenberg [9] for the proof of this well-known calculus inequality. ✷ Corollary 3.1. There exist positive constants C and C such that for every function u in 
for every 0 < < 1.
.
Thus now for f we have
Hence by passing limits in inequality (3.7) for f i , we obtain inequality (3.7) for f ∈ W 1 2 ([0, 1]) and thus inequality (3.6) for every 0 < < 1. ✷
Uniform boundedness
By taking integration of the first equation in (1.2) over the domain [0, 1], we have
The above inequalities show that 
, and thus there exists a positive constant M 1 depending only on a 2 , c 2 such that
for a positive constant τ 0,3 .
Proof of Theorem 1.2 in case (i)
Proof.
Step 1. We multiply the first equation in (1.2) by u and integrate over [0, 1] to have
The mixed term of u and v in the last line of (4.1.1) is estimated as follows: Now adding (4.1.2) and (4.1.7), we have
for the simplicity of notation. Here we can choose small enough so that C 2 > 0. Then finally for t > τ 1 > 0 we have (1.2). In the following we estimate the terms on the right-hand side of (4. 
Substituting (4.1.17) and (4.1.18) into (4.1.16), we obtain 
, the maximal solution to system (1.2). We also conclude that T = +∞ from Theorem 1.1. ✷
Proof of Theorem 1.2 in case (ii)
Proof. In the case (ii) the first equation and the second of system (1.2) are rewritten as follows:
(4.2.1)
Step 1. In order to find the bound of the L 2 -norm of u, we first estimate |v x | ∞ . Let A denote the operator defined by
with the domain of definition
It is well know that −A generates an analytic semigroup {e −At : t 0} in L 2 ([0, 1]) and that, for any α 0, the fractional power A α of A is well defined (see [11, Section 2.6]). Moreover, for any t > 0, A α e −At acts continuously from L 2 to L 2 with norm bounded by
where C α , δ are positive constants independent of t. The α-norm of φ ∈ D(A α ) is defined by φ α := |A α φ| 2 in this proof. We will make use of the interpolation inequality 
and φ x = 0 at x = 0, 1}. Now we consider the abstract integral version of the second equation of system (4
From (4.2.8) and (4.2.4) we have
for γ < 1/2 and 3/4 < α < 1, where w 1 is a continuous nonnegative function and
Substituting (4.2.11) and (4.2.12) into (4.2.10) leads to
Here we use (1.3), (4.2.7), and (4.2.5) to estimate |v x | ∞ :
for 3/4 < β < α < 1, where w is a nonnegative continuous function and w(t) → 0 as t → ∞. Now we estimate the L 2 -norm of u using the estimate (4.2.14) of v. By multiplying the first equation in (4.2.1) by u and integrating over [0, 1], for t > τ 1,1 we have 
Here we let τ be a positive number such that k(t) < 2k(0) for every t ∈ (0, τ ]. For t > τ from (4.2.16) we have , v) , the maximal solution to system (1.2). We also conclude that T = +∞ from Theorem 1.1. ✷
Proof of Theorem 1.2 in case (iii)
Proof. We rewrite the first equation and the second of system (1.2) by using the conditions in (i):
Step 1. By multiplying the first equation in (4.3.1) by u and integrating over [0, 1], we have
The mixed term of u and v in the last line of (4.3.2) is estimated as follows: , v) , the maximal solution to system (1.2). We also conclude that T = +∞ from Theorem 1.1. ✷
