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A VALUATION THEORETIC CHARACTERIZATION
OF RECURSIVELY SATURATED REAL CLOSED
FIELDS
PAOLA D’AQUINO, SALMA KUHLMANN, AND KAREN LANGE
Abstract. We give a valuation theoretic characterization for a
real closed field to be recursively saturated. This builds on work
in [KKMZ], where the authors gave such a characterization for
κ-saturation, for a cardinal κ ≥ ℵ0. Our result extends the char-
acterization of Harnik and Ressayre [HR] for a divisible ordered
abelian group to be recursively saturated.
1. Introduction
Recursive saturation was introduced by Barwise and Schlipf in [BS].
Definition 1.1. Let L be a computable language. An L-structure
M is recursively saturated if for every computable set of L-formulas
τ(x, y¯) and every tuple a¯ in M, if τ(x, a¯) is finitely satisfiable in M,
then τ(x, a¯) is realized inM.
For an arbitrary infinite cardinal κ, κ-saturation has been investigated
in terms of valuation theory for divisible ordered abelian groups in [K90]
and for real closed fields in [KKMZ] (see §3). In this paper we prove an
analogous valuation theoretic characterization for recursively saturated
real closed fields (see §5). Our result extends that of [HR] for recur-
sively saturated divisible ordered abelian groups (see §4). Countable
recursively saturated real closed fields have already been described in
terms of their integer parts and models of Peano Arithmetic in [DKS].
2. Preliminaries
2.1. Scott sets and recursive saturation. A subset T ⊂ 2<ω is a
tree if every substring of an element of T is also an element of T . If
σ, τ ∈ 2<ω, we let σ ≺ τ denote that σ is a substring of τ . A sequence
f ∈ 2ω is a path through a tree T if for all σ ∈ 2<ω with σ ≺ f , we
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have σ ∈ T . For any σ ∈ 2<ω, the length of σ, denoted by length(σ),
is the unique n ∈ ω satisfying σ ∈ 2n.
Definition 2.1. A nonempty set S ⊂ R is a Scott set if
(1) S is computably closed, i.e., if r1, . . . rn ∈ S and r ∈ R is
computable from r1 ⊕ . . . ⊕ rn (the Turing join of r1, . . . , rn),
then r ∈ S.
(2) If an infinite tree T ⊂ 2<ω is computable in some r ∈ S, then
T has a path that is computable in some r′ ∈ S.
The following characterization was given by Scott in [S]. A countable
Scott set is the collection of subsets of ω coded in some nonstandard
model of Peano Arithmetic. This characterization was extended to
Scott sets of cardinality ω1 by Knight and Nadel in [KN]. Hence,
under CH, all Scott sets arise as collections of subsets of ω coded in
nonstandard models of Peano Arithmetic.
Fact 2.2. Any Scott set S is an Archimedean real closed field.
Definition 2.3. [MM, Defintion 1.2] Let L be a computable language
and S ⊂ P (ω). An L-structure M is S-saturated if
(1) every type realized in M is computable from some s ∈ S, and
(2) if τ(x, y¯) is computable in some s ∈ S and m¯ is a tuple in M
such that τ(x, m¯) is finitely satisfiable in M , then τ(x, m¯) is
realized in M .
Scott sets are intimately connected with recursively saturated models
in the following sense.
Lemma 2.4. [MM, Lemma 1.3] Let L be a computable language. An
L-structure M is recursively saturated if and only if M is S-saturated
for some Scott set S.
2.2. Some valuation theoretic notions. We first summarize some
background on divisible ordered abelian groups (see [K00] and [K90]).
Let (G,+, 0, <) be a divisible ordered abelian group, i.e., an ordered
Q-vector space. Given A ⊂ G, we let 〈A〉Q denote the smallest di-
visible ordered subgroup of G containing A. For any x ∈ G, let
|x| = max{x,−x}. For non-zero x, y ∈ G, we define x ∼ y if there exists
n ∈ N such that n|x| ≥ |y| and n|y| ≥ |x|. We write x y if n|x| < |y|
for all n ∈ N. Clearly, ∼ is an equivalence relation, and [x] denotes the
equivalence class of any non-zero x ∈ G. Let Γ := {[x] : x ∈ G \ {0}}.
We define a total order <Γ on Γ in terms of  as follows [y] <Γ [x]
if x  y (notice the reversed order). Given a linear order (A,<) and
A1, A2 ⊂ A, we use the notation A1 < A2 to indicate that a1 < a2 for
all a1 ∈ A1 and a2 ∈ A2.
Definition 2.5. (a) We call Γ the value set of G.
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(b) The map v : G → Γ ∪ {∞} defined by v(0) := ∞ and v(x) = [x]
if x 6= 0 is a valuation on G (and (G, v) is a valued Q-vector space),
i.e., for every x, y ∈ G, v(x) = ∞ if and only if x = 0, v(nx) = v(x)
for all n ∈ Z×, and v(x + y) ≥ min{v(x), v(y)}. We call v the natural
valuation on G.
(c) The rational rank of G, denoted rk(G), is the linear dimension of G
as a Q-vector space.
(d) For every γ ∈ Γ, fix x ∈ γ and choose a maximal Archimedean
subgroup Aγ ofG containing x. We call Aγ the Archimedean component
associated to γ. For each γ, Aγ is isomorphic to an ordered subgroup of
(R,+, 0, <). Furthermore, we can calculate the isomorphism type of Aγ
in terms of any x ∈ γ. Given x, y ∈ γ, we let y
x
= sup{r ∈ Q | rx < y},
and let Aγ,x = { yx | y ∈ γ} ∪ {0}. Then, Aγ ∼= Aγ,x.
(e) Given Γ a linearly ordered set and {Bγ | γ ∈ Γ} a family of (ad-
ditive) Archimedean groups, the Hahn group G = ⊕γ∈ΓBγ is the set
of functions f : Γ → ∪γ∈ΓBγ such that f(γ) ∈ Bγ and the support
of f , supp(f) = {γ ∈ Γ | f(γ) 6= 0}, is finite. The operation of G is
componentwise addition and the order is the lexicographical order.
(f) A set {g1, . . . , gn} ⊂ G is called valuation independent if for all
q1, . . . , qn ∈ Q, v(
∑
qigi) = min{v(gi) | qi 6= 0}. A Q-basis {g1, . . . , gn}
for G is called a valuation basis if it is valuation independent.
We need the following theorem from [B].
Theorem 2.6 (Brown). Every valued vector space of countable dimen-
sion admits a valuation basis.
Definition 2.7. Let λ be an infinite ordinal. A sequence (aρ)ρ<λ con-
tained in G is pseudo Cauchy if for every ρ < σ < τ < λ we have
v(aσ − aρ) < v(aτ − aσ). We say that x ∈ G is a pseudo limit of the
pseudo Cauchy sequence (aρ)ρ<λ if v(x − aρ) = v(aρ+1 − aρ) for all
ρ < λ. Note that if (aρ)ρ<λ is a pseudo Cauchy sequence then for all
ρ < σ < λ, v(aσ − aρ) = v(aρ+1 − aρ).
Now we recall analogous notions for real closed fields. Any real closed
field (R,+, ·, 0, 1, <) has a natural valuation v, that is the natural valu-
ation associated with the divisible ordered abelian group (R,+, 0, < ).
We define an addition on the value set v(R×) by setting v(x) + v(y)
equal to v(xy) for all x, y ∈ v(R×). The value set, equipped with this
addition, is a divisible ordered abelian group.
Definition 2.8. (a) We call G = v(R×) the value group of R.
(b) The valuation ring of R is OR := {r ∈ R | v(r) ≥ 0}, and the valu-
ation ideal of R is µR := {r ∈ R | v(r) > 0}.
(c) The residue field k is the quotient OR/µR. The field k is a real
closed Archimedean field, i.e., isomorphic to a subfield of R. Given any
a ∈ OR, we denote the residue of a by a ∈ k. Notice that (R,+, 0, <)
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has a unique Archimedean component up to isomorphism, which is
isomorphic to (k,+, 0, <).
(d) Given an ordered abelian group G and an Archimedean field k, the
field of generalized power series over G, denoted K = k((G)), con-
sists of formal expressions of the form Σg∈Gcgtg, where cg ∈ k and
{g ∈ G | cg 6= 0} is well-ordered. Again, the addition is pointwise, the
order is lexicographic and the multiplication is given by the convolution
formula. Note that v(K×) = G and K = k.
(e) If R is a real closed field, given X ⊂ R, we let 〈X〉rc denote the real
closure of Q(X) in R.
3. Background on κ-saturated structures
We now recall the characterization of ℵα-saturation for divisible or-
dered abelian groups given in [K90]. We need the notion of ηα-sets (see
[R]). An ηα-set is a linear order (A,<) such that, whenever A1, A2 ⊂ A
have cardinality less than ℵα and A1 < A2, then there is an a ∈ A
such that A1 < a < A2. Observe that an η0-set is simply a dense linear
order without endpoints.
Theorem 3.1. [K90] Let G be a divisible ordered abelian group, and
let ℵα ≥ ℵ0. Then G is ℵα-saturated in the language of ordered groups
if and only
(i) the value set of G is an ηα-set,
(ii) all the Archimedean components of G are isomorphic to R, and
(iii) every pseudo Cauchy sequence in a divisible subgroup of G with a
value set of cardinality less than ℵα has a pseudo limit in G.
Notice that in the case of ℵ0-saturation the necessary and sufficient
conditions reduce only to (i) and (ii).
The following characterization of ℵα-saturated real closed fields was
obtained in [KKMZ].
Theorem 3.2. [KKMZ, Theorem 6.2] Let R be a real closed field, v
its natural valuation, G its value group and k its residue field. Let
ℵα ≥ ℵ0. Then R is ℵα-saturated in the language of ordered rings if
and only if
(i) G is ℵα-saturated,
(ii) k ∼= R,
(iii) every pseudo Cauchy sequence in a subfield of R of absolute tran-
scendence degree less than ℵα has a pseudo limit in R.
In the proof of Theorem 3.2 the dimension inequality (see [EP]) is
crucially used in the case of ℵ0-saturation. This says that the rational
rank of the value group of a finite transcendental extension of a real
closed field is bounded by the transcendence degree of the extension.
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4. Recursively saturated divisible ordered abelian
groups
Harnik and Ressayre state the following result in [HR] and sketch a
proof just for the necessity of condition (ii). We include here a complete
proof.
Theorem 4.1. Let G be a divisible ordered abelian group. Then G is
recursively saturated in the language of ordered groups if and only if
(i) the value set Γ of G is a dense linear order without endpoints,
i.e., the value set of G is an η0-set, and
(ii) all Archimedean components of G equal a common Scott set S.
Proof. Suppose G is recursively saturated. We show (i) and (ii).
(i) Let g, g′ ∈ G such that g, g′ > 0 and v(g) < v(g′). The partial type
β(x, g, g′) = {ng′ < x | n ∈ N} ∪ {x < ng | n ∈ N}
is computable and finitely satisfiable (since v(g) < v(g′) and G is divis-
ible). By recursive saturation, there is some h ∈ G such that h realizes
β(x, g, g′) in G. Hence, v(g) < v(h) < v(g′). A similar argument shows
that Γ has no greatest or least element.
(ii) Since G is recursively saturated, G is S-saturated for some Scott
set S by Lemma 2.4. Let g ∈ G be nonzero. We show that A[g],g = S.
For any real r, the partial type δr(x, y) consisting of the formulas
qy < x < q′y for all q, q′ ∈ Q satisfying q < r < q′
has the same Turing degree as r. Since G is S-saturated and divisible
and S is computably closed, r ∈ S if and only if the type δr(x, g) is
realized in G. By definition, δr(x, g) is realized in G if and only if
r ∈ A[g],g. Hence, A[g],g = S.
Now, let G be a divisible ordered abelian group satisfying (i) and
(ii). Let S ⊂ R be the Scott set such that S = A[g],g for all g ∈ G
by (ii). We show that G is recursively saturated. Let τp(x, y¯) be a
computable partial type with |y¯| = n, and let g¯ = (g1, . . . , gn) be an n-
tuple from G so that τp(x, g¯) is finitely satisfiable in G. Let δ(y¯) be the
complete type of g¯ in G. The proof follows the structure of the proof
of Theorem 3.1 for the case of ℵ0-saturation. However, now we also
ensure that τp(x, y¯)∪δ(y¯) can be extended, computably in some r ∈ S,
to a complete type τ(x, y¯) such that τ(x, g¯) is also finitely satisfiable
in G.
Set G′ = 〈g¯〉Q. By Theorem 2.6, we may assume that g¯ is a valuation
basis for G′; it is computable to substitute each occurrence of gi in
τp(x, g¯) with its definition over such a basis. Similarly, we may assume
that g1, g2, . . . , gn > 0 and v(g1) ≤ v(g2) ≤ . . . ≤ v(gn).
We regroup g1, . . . , gn in blocks
g11, . . . , g1l1 , g21, . . . , g2l2 , . . . , gk1, . . . , gklk
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so that v(gij) = v(gi1) and v(gij) 6= v(gi′j′) for i 6= i′. Let rij := gijgi1 for
1 ≤ j ≤ li and 1 ≤ i ≤ k.
Claim 4.2. The complete n-type δ(y¯) of a valuation basis g¯ for a fi-
nite dimensional divisible ordered abelian group is computable from an
element in the Scott set S. Specifically, δ(y¯) is computable from the
Turing join r′ of rij for all 1 ≤ i ≤ k and 1 ≤ j ≤ li.
Proof. By (ii), rij ∈ A[gi1],gi1 = S. So, r′ ∈ S. We isolate a subset δp(g¯)
of δ(g¯) that is computable in r′ and show that we can computably
deduce the order of any two terms in g¯ from δp(g¯). Since the theory of
divisible ordered abelian groups admits effective quantifier elimination,
we conclude that δ(g¯) is computable in r′. (For ease of reading, we
describe the type δp and prove our claim in terms of the parameters g¯
rather than some free variables y¯.)
Let δp(g¯) be the partial type consisting of the formulas:
(a) 0 < gi1 ∧ gi1 > ng(i+1)1 for all 1 ≤ i < k and all n ∈ N, and
(b) qgi1 < gij (if q < rij) or qgi1 > gij (if q > rij) for all q ∈ Q,
1 ≤ i ≤ k, and 1 ≤ j ≤ li.





be a term in g¯ where all sij ∈ Z. It suffices to show that we can deter-
mine whether t(g¯) > 0. Let i be the least index such that sij 6= 0. Since
g¯ is a valuation basis, t(g¯) > 0 if and only if ti(g¯) :=
∑
1≤j≤li sijgij > 0.
But ti(g¯) > 0 if and only if
∑
1≤j≤li sijrij is positive (see also [H], Propo-
sitions 12 and 13). Hence, we can r′-computably determine whether
term t(g¯) > 0. 
Since τp(x, y¯) is computable, Claim 4.2 guarantees that τp(x, y¯) ∪ δ(y¯)
is computable in r′. Then, there is an r′-computable infinite tree T such
that any path through T encodes a complete consistent type τ(x, y¯)
extending τp(x, y¯) ∪ δ(y¯). Since S is a Scott set and T is computable
in r′ ∈ S, there is some r ∈ S such that r computes a complete exten-
sion τ(x, y¯) of τp(x, y¯) ∪ δ(y¯). By construction of T , τ(x, g¯) is finitely
satisfiable in G. We show that τ(x, g¯) is realized in G.
Recall that G′ = 〈g¯〉Q, and let Γ′ be the value set for G′. We let
B := {b ∈ G′ | τ(x, g¯) ` b ≤ x} and C := {c ∈ G′ | τ(x, g¯) ` x ≤ c}.
By quantifier elimination for divisible ordered abelian groups, to realize
the type τ(x, g¯), it suffices to realize the r-computable partial type
(1) {b ≤ x | b ∈ B} ∪ {x ≤ c | c ∈ C}.
If τ(x, g¯) ` x = a for any a ∈ B ∪ C, then the type in (1) is realized
by a ∈ B ∪ C ⊂ G. So, suppose otherwise. Let G′′  G be such that
there is some x0 ∈ G′′ that realizes τ(x, g¯) in G′′. Consider the set
∆ = {v(d− x0) | d ∈ G′}.
Since G′ has finite rank and 〈g¯, x0〉Q ⊇ G′, ∆ is finite and so it has a
maximum element. We fix d0 ∈ G′ such that v(d0−x0) is the maximum
RECURSIVELY SATURATED REAL CLOSED FIELDS 7
of ∆. Suppose that d0 ∈ B (the case that d0 ∈ C is symmetric). We
show that the following r-computable partial type (2) is realized in G:
(2) {b− d0 < x′ | b ∈ B} ∪ {x′ < c− d0 | c ∈ C}.
Clearly, x′ satisfies this cut if and only if x′ + d0 satisfies (1). We need
to examine two cases below (we omit the proofs of Claims 4.3 and 4.4;
see the analogous proofs in [K90]).
Case 1 (Residue Transcendental) - ∆ has a maximum, which is in Γ′.
Claim 4.3. (see [K90, Theorem C]) There exist b0 ∈ B and c0 ∈ C
such that for all b ∈ B and c ∈ C with b0 ≤ b and c ≤ c0,
v(b− d0) = v(x0 − d0) = v(c− d0) and, hence,
v(b− x0) = v(x0 − d0) = v(c− x0).
It follows that for all b ∈ B and c ∈ C with b ≥ b0 and c ≤ c0,
b− d0
b0 − d0 <
x0 − d0
b0 − d0 <
c− d0
b0 − d0 .




b0 − d0 < x






b0 − d0 | c0 ≥ c ∈ C
}
.
Also, rˆ ∈ S since r ∈ S. By (ii), S = A[b0−d0],b0−d0 . So, there is some
gˆ ∈ G such that gˆ
b0−d0 = rˆ, and gˆ fills the cut in (2) since rˆ fills the cut
in (3).
Case 2 (Value Transcendental) - ∆ has a maximum, not in Γ′.
Set ∆1 := {v(c−d0) | c ∈ C} and ∆2 := {v(b− d0) | b ∈ B & b > d0}.
Claim 4.4. (see [K90, Theorem C]) ∆1 < v(d0 − x0) < ∆2.
Since G′ has finite rank, ∆1 and ∆2 are finite and form a cut in the
value set Γ. By (i), Γ is a dense linear order without endpoints, so
there is some y ∈ G with y > 0 that fills this cut in Γ. Then, for all
c ∈ C and b ∈ B with b > d0, we have v(b− d0) > v(y) > v(c− d0) so
b− d0 < y < c− d0. Hence, y fills the cut given in (2). This completes
the proof that G is recursively saturated.

Remark 4.5. Given any Scott set S and any dense linear order with-
out endpoints Γ, the Hahn group G = ⊕ΓS is thus an example of
a recursively saturated divisible ordered abelian group. Hence, every
Scott set S appears as the Archimedean component of a recursively
saturated divisible ordered abelian group.
For countable groups, these are the only examples:
Corollary 4.6. A countable divisible ordered abelian group G is re-
cursively saturated if and only if G is isomorphic to ⊕QS for some
countable Scott set S.
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Proof. By Theorem 2.6, every countable divisible ordered abelian group
admits a valuation basis. Therefore, G is isomorphic to ⊕γ∈Γ Aγ (see
[K00, Corollary 0.5]). By Theorem 4.1, the value set Γ of G is a count-
able dense linear order without endpoints (and therefore, Γ ∼= Q) and
each Aγ ∼= S for some countable Scott set S. 
5. Recursively saturated real closed fields
We now give an analogous characterization of recursively saturated
real closed fields. We need the following definition.
Definition 5.1. Let R be a real closed field and r ∈ R. Let d¯ be a finite
tuple of parameters in R. We say that a length ω sequence of elements
(ai)i<ω in 〈d¯ 〉rc is computable in r over d¯ if there is an r-computable
sequence of formulas (θi(x, y¯))i<ω such that θi(x, d¯) defines ai in R for
all i < ω.
Theorem 5.2. If R is a real closed field with natural valuation v,
value group G, and residue field k, then R is recursively saturated in
the language of ordered rings if and only if there is a Scott set S such
that
(i) G is recursively saturated with Archimedean components all equal
to S;
(ii) (k,+, ·, 0, 1, <) ∼= (S,+, ·, 0, 1, <);
(iii) every pseudo Cauchy sequence of length ω that is computable in
an element of S over some finite tuple of parameters in R has a
pseudo limit in R; and
(iv) every type realized by some finite tuple a¯ in R is computable in an
element of S.
Proof. Suppose that R is recursively saturated. By Lemma 2.4, R is
S-saturated for some Scott set S, and hence, (iv) holds for this S. We
show that conditions (i), (ii), and (iii) also hold with respect to S.
(ii) Since R is S-saturated as an ordered field, the reduct (R,+, 0, <)
is also S-saturated (and so recursively saturated by Lemma 2.4) as a
divisible ordered abelian group. By Theorem 4.1, the Archimedean
components A[r],r of (R,+, 0, <) equal S for all nonzero r ∈ R. In par-
ticular, A[1],1 = S. Hence, (k,+, 0, <) ∼= (S,+, 0, <). Since R is a real
closed field, k is ordered field isomorphic to a real closed field K ⊂ R.
By Hölder’s Theorem, the resulting ordered group isomorphism φ from
(S,+, 0, <) to (K,+, 0, <) has the form φ(x) = sx for some s ∈ R. We
show that φ is the identity function and hence a field isomorphism.





∈ S ∩ K. Then, S = K (given t ∈ S, t
s
∈ S so φ( t
s
) = t ∈ K,
and the other inclusion is similar). Since φ is an ordered group isomor-
phism, φ is the identity.
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(i) We now show that G is S-saturated. Then, the necessity of (i)
follows from Theorem 4.1.
We prove that (2) of Definition 2.3 holds. Let g¯ = (g1, . . . , gn) be an
n-tuple from G. Suppose that β(x, y¯) is a partial type in the language
of ordered groups computable from an element in S. Further suppose
that β(x, g¯) is finitely satisfiable in G. Let G′ = 〈g¯〉Q. We may also
assume that β(x, y¯) is a complete r-computable type for some r ∈ S
and that g¯ is a basis for G′, as in the proof of sufficiency of Theorem
4.1.
If β(x, g¯) ` x = g for any g ∈ G′, then we are done. Otherwise, let
B := {b ∈ G′ | β(x, g¯) ` b < x} and C := {c ∈ G′ | β(x, g¯) ` x < c}. It
suffices to fill the following r-computable cut in G:
(4) {b < x | b ∈ B} ∪ {x < c | c ∈ C}.
Take a tuple d¯ = (d1, . . . , dn) in R so that di > 0 and v(di) = gi for




dqii ∈ R | qi ∈ Q for 1 ≤ i ≤ n}
is a section for G′ in R. We show that there is an r-computable partial
type in the language of ordered rings β˜(x, y¯) such that if β˜(x, d¯) is
realized in R, then the cut described by β(x, g¯) is filled in G. Since g¯ is
a basis for G′, every element of G′ can be expressed as some
∑n
i=1 qigi
for some q1, . . . , qn ∈ Q.
Since r ∈ S computes the complete type β(x, y¯), we can r-computably
decide for a given (q1, . . . , qn) ∈ Qn if
∑n
i=1 qigi ∈ B or
∑n
i=1 qigi ∈ C.
We let the partial type β˜(x, y¯) consist of all formulas of the form
n∏
i=1
yqii < x if
n∑
i=1







for all (q1, . . . , qn) ∈ Qn.
The partial type β˜(x, y¯) is computable in r ∈ S, and β˜(x, d¯) is finitely
satisfiable in R because R is a dense linear order without endpoints.
Since R is S-saturated, there exists some d ∈ R such that d realizes
β˜(x, d¯) in R. By definition of β˜(x, d¯), we have that B < v(d) < C. So,
v(d) realizes β(x, g¯) in G, as desired.
The argument that (1) of Definition 2.3 holds is similar. Indeed,
given g¯ an n-tuple in G that, without loss of generality, is a basis
for 〈g¯〉Q and d¯ a tuple in R such that v(di) = gi for 1 ≤ i ≤ n, we
can compute the type of g¯ in G from the type of d¯ in R using the
translation described above. Since R is S-saturated, the type of d¯ is
computable in some r ∈ S, so the type of g¯ is computable in S. Thus,
G is S-saturated.
(iii) Let (ai)i<ω be a pseudo Cauchy sequence that is computable in
some r ∈ S over a finite tuple of parameters d¯ in R. By Definition 5.1,
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there is an r-computable sequence of formulas (θi(x, y¯))i<ω such that
θi(x, d¯) defines ai in R. The partial type ν(x, y¯) consisting of the for-
mulas
(∃zi, zi+1)(θi(zi, y¯) ∧ θi+1(zi+1, y¯)) ∧ n|x− zi+1| < |zi − zi+1|)
for all n ∈ N is computable in r ∈ S. We show ν(x, d¯) is finitely
satisfiable in R. Given a finite set of formulas D ⊂ ν(x, d¯), let j < ω
be the largest number such that θj(x, d¯) appears as a subformula of an
element in D. Then, aj+1 ∈ R satisfies all formulas in D since (ai)i<ω is
pseudo Cauchy. Since R is S-saturated, there is some a ∈ R such that
a realizes ν(x, d¯) in R. This implies that v(a− ai+1) > v(ai+1 − ai) for
all i < ω. Since v(a− ai) ≥ min{v(a− ai+1), v(ai+1 − ai)}, it follows
that v(a− ai) = v(ai+1 − ai) for all i < ω. Hence, a is a pseudo limit
of (ai)i<ω, as required. So, (i), (ii), (iii), and (iv) are necessary if R is
recursively saturated.
We assume that there is a Scott set S for which conditions (i), (ii),
(iii), and (iv) hold for R. We show that R is S-saturated, and hence,
recursively saturated by Lemma 2.4.
Let a¯ = (a1, . . . , an) be a finite tuple from R, and let τp(x, y¯) be
an r′-computable set of formulas for some r′ ∈ S such that τp(x, a¯) is
finitely satisfiable in R. Without loss of generality, we may assume that
a¯ is a transcendence basis for 〈a¯〉rc; it is computable to substitute each
occurrence of ai in τp(x, a¯) with its definition over such a basis. We first
extend τp(x, y¯) to a complete type τ(x, y¯) computable in an element of S
so that τ(x, a¯) is also finitely satisfiable in R. Let δ(y¯) be the complete
type of a¯ in R. By (iv), the type δ(y¯) is computable in some s ∈ S,
so τp(x, y¯) ∪ δ(y¯) is computable in r′ ⊕ s ∈ S. Since τp(x, a¯) ∪ δ(a¯) is
finitely satisfiable in R, there is an (r′⊕s)-computable infinite tree such
that any path through it encodes a complete consistent type extending
τp(x, y¯) ∪ δ(y¯). Since S is a Scott set and this tree is computable in
r′ ⊕ s ∈ S, there is some r ∈ S such that r computes a complete
consistent extension τ(x, y¯) of τp(x, y¯) ∪ δ(y¯). We may suppose that
τ(x, y¯) ` x > 0.
Let R′ = 〈a¯ 〉rc, and let G′ be the value group of R′. Let
B := {b ∈ R′ | τ(x, a¯) ` b ≤ x} and C := {c ∈ R′ | τ(x, a¯) ` x ≤ c}.
The theory of real closed fields, like the theory of divisible ordered
abelian groups, admits quantifier elimination in the language of ordered
rings. Hence, to realize the type τ(x, a¯), it suffices to realize the r-
computable partial type
(5) {b ≤ x | b ∈ B} ∪ {x ≤ c | c ∈ C}.
If τ(x, a¯) ` x = a for any a ∈ B ∪ C, then the type in (5) is realized
by a ∈ B ∪ C ⊂ R. Hence, suppose not. Let R′′  R be such
that there is some x0 ∈ R′′ realizing τ(x, a¯) in R′′. Consider the set
∆ = {v(d − x0) | d ∈ R′}. We examine three cases, as we did for
Theorem 4.1.
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Case 1 (Immediate Transcendental) - ∆ has no maximum.
Let ∆B := {v(d − x0) | d ∈ B} and ∆C := {v(d− x0) | d ∈ C}. At
least one of ∆B and ∆C is cofinal in ∆. Suppose that ∆B is cofinal
in ∆ (as the other case is symmetric). We construct a pseudo Cauchy
sequence in B that is computable in some element of S over parameters
a¯ and has a pseudo limit a ∈ R satisfying B < a < C. Since a¯ is a
transcendence basis of R′, there is a computable enumeration of for-
mulas {ψi(x, y¯)}i<ω such that every element in R′ is defined by exactly
one formula in this sequence over the parameters a¯ (by effective quan-
tifier elimination for real closed fields). Let a˜i denote the element in
R′ defined by ψi(x, a¯) in R. Note that it is r-computable to determine
whether a˜i < a˜j or a˜j < a˜i in R′ and whether a˜i ∈ B or a˜i ∈ C.
We define a tree T ⊂ 2<ω computable in r so that every path through
T corresponds to a pseudo Cauchy sequence in B whose limit realizes
the partial type in (5). Condition (iii) and the fact that S is a Scott
set imply that the partial type in (5) is realized in R. For any σ ∈ 2<ω,
we put σ ∈ T if the following three properties hold.
(I) For all i < length(σ), if a˜i ∈ C, then σ(i) = 0;
(II) For all i < length(σ), set a′i := 0 if for all j ≤ i, σ(j) = 0, and
otherwise, set a′i := a˜j′ where j′ = max{j ≤ i | σ(j) = 1}. (Note
that a′i ∈ B since x0 > 0.) Then,
(∀j ≤ i < length(σ))(a˜j ∈ B =⇒ a˜j ≤ a′i), i.e.,
{a˜j | a˜j ∈ B & j ≤ i} ≤ a′i ≤ {a˜j | a˜j ∈ C & j ≤ i}.
(III) (∀ i < j < k < m = length(σ))
(σ(i) = σ(j) = σ(k) = 1 =⇒ m|a˜k − a˜j| < |a˜j − a˜i|).
It is clear that T is a tree and computable in r by definition.
We now show that T is infinite. Since ∆B has no largest element,
there exists a cofinal sequence in ∆B (which is then cofinal in ∆).
Moreover, since R′ is countable and B < x0 < C in R′′, we can choose
the cofinal sequence (v(a˜il − x0))l<ω ∈ ∆B so that (il)l<ω and (v(a˜il −
x0))l<ω are increasing and satisfying the following property (reminiscent
of (II)):
(II′) for each n < ω, set a′n := 0 if no j ≤ n equals some il and oth-
erwise set a′n := a˜il′ where index il′ = max{il | il ≤ n}. Then,
(∀ j ≤ n)(a˜j ∈ B =⇒ a˜j ≤ a′n).
We prove that there is a path P ′ through T . Define P ′ ∈ 2ω so that
P ′(j) = 1 if and only if j = il for some l ∈ ω. Let σn = P ′  n. It
is clear that σn satisfies (I) and (II) by definition. We show that σn
satisfies (III). Suppose i < j < k < n with
σn(i) = σn(j) = σn(k) = 1,
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i.e., i = il, j = il′ and k = il′′ with l < l′ < l′′. It suffices to show that
v(a˜j − a˜i) < v(a˜k − a˜j). We have that
v(a˜il − x0) < v(a˜il′ − x0) < v(a˜il′′ − x0) and
v(a˜j − a˜i) = min{v(a˜il′ − x0), v(a˜il − x0)} = v(a˜il − x0). Hence,
v(a˜k − a˜j) = min{v(a˜il′′ − x0), v(a˜il′ − x0)} = v(a˜il′ − x0) so
v(a˜j − a˜i) < v(a˜k − a˜j), as desired.
Hence, T is an infinite tree computable in r. Since S is a Scott set,
there exists a path P through T computable in some t ∈ S. Note that
B has no maximum element in R′ since ∆B has no largest element.
Hence, there are infinitely many j < ω such that P(j) = 1 by property
(II) of T . Uniformly in l < ω, we can t-computably find the index
kl such that P(kl) = 1 and |{j ≤ kl | P(j) = 1}| = l. By property (III)
of the definition of T , the sequence (a˜kl)l<ω is pseudo Cauchy. Since
(ψkl(x, y¯))l<ω is t-computable, the sequence (a˜kl)l<ω has a pseudo limit
a ∈ R by (iii).
Since ∆B is cofinal in ∆ and (a˜kl)l<ω is cofinal in B by property (II)
of T , we have that (v(a˜kl − x0))l<ω is cofinal in ∆. We have that
v(a− x0) ≥ min{v(a− a˜kl), v(a˜kl − x0)},
v(a− a˜kl) = v(a˜kl+1 − a˜kl) (since a is a pseudo limit), and
v(a˜kl+1 − a˜kl) ≥ min{v(a˜kl+1 − x0), v(a˜kl − x0)} = v(a˜kl − x0)
(since a˜kl < a˜kl+1 < x0 by definition of T ). We can conclude that
v(a−x0) ≥ v(a˜kl−x0) for all l < ω and, thus, that v(a−x0) > v(d−x0)
for all d ∈ R′.
We show that B < a < C holds in R, and so a realizes the type in
(5). Let b ∈ B ⊂ R′. We claim that b < a. If not, a ≤ b < x0, and
hence, v(b−x0) ≥ v(a−x0), a contradiction. The argument that a < c
for any c ∈ C is similar. Similarly, a < C.
We now suppose that ∆ has a maximum element g. Let d0 ∈ R′ be
such that v(d0 − x0) = g. The remaining two cases, corresponding to
g ∈ G′ and g 6∈ G′, are proved essentially as in Theorem 3.2 [KKMZ,
Theorem 6.2]. We include the outline of these proofs for completeness
but omit the proofs of Claims 5.3 and 5.4, which correspond to Claims
4.3 and 4.4 respectively in the group case.
Case 2 (Residue Transcendental) - ∆ has a maximum g ∈ G′.
Let a ∈ R′ be such that a > 0 and v(d0 − x0) = g = v(a).
Claim 5.3. (see [KKMZ, Theorem 6.2])There exist b0 ∈ B and c0 ∈ C
such that for all b ∈ B with b ≥ b0 and for all c ∈ C with c ≤ c0, we
have
v(b− d0) = g = v(a) = v(c− d0) and, hence,
v(b− x0) = g = v(a) = v(x0 − d0) = v(c− x0).
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| c ∈ C & c ≤ c0
}
.
It suffices to find some x′ ∈ R realizing the type in (6) since then
x = a · x′ + d0 realizes the type in (5). From Claim 5.3, one can prove
that the sets
{q ∈ Q | q < b− d0
a
& b0 ≤ b ∈ B} and {q ∈ Q | c− d0
a
< q & c0 ≥ c ∈ C}
form an r-computable cut in R filled by some t′ ∈ R. Since t′ is
computable in r, we have t′ ∈ S ∼= k by (ii) and so there is some x′ ∈ R
with x¯′ = t′. Then, x′ ∈ R realizes the partial type in (6).
Case 3 (Value Transcendental) - ∆ has a maximum g 6∈ G′.
We suppose that d0 ∈ B; the case that d0 ∈ C is similar. Consider
the sets ∆1 = {v(c−d0) | c ∈ C} and ∆2 = {v(b−d0) | b ∈ B & b > d0}.
Claim 5.4. (see [KKMZ, Theorem 6.2]) ∆1 < g < ∆2.
The real closed field R′ has finite absolute transcendence degree, so
G′ has finite rational rank (see [SZ], §10). Take d1, . . . , dn ∈ R′ so that




dqii ∈ R′ | qi ∈ Q for 1 ≤ i ≤ n}
is a section for G′ in R′. We show that there is an r-computable partial
type β(y, v(d1), . . . , v(dn)) (in the language of ordered groups) that
describes the cut given by ∆1 ∪∆2 in G′.
Since {v(di) | 1 ≤ i ≤ n} is a basis for G′, every element in G′ equals∑n
i=1 qiv(di) for some (q1, . . . , qn) ∈ Qn. Since r ∈ S computes ∆1 and
∆2, it is r-computable to determine whether a given (q1, . . . , qn) ∈ Qn
satisfies
∑n
i=1 qiv(di) ∈ ∆1 or
∑n
i=1 qiv(di) ∈ ∆2. We let β(x, y1, . . . , yn)
be the r-computable partial type consisting of the formulas
n∑
i=1
qiyi < x if
n∑
i=1







for all (q1, . . . , qn) ∈ Qn. Since G is divisible, β(x, v(d1), . . . , v(dn)) is
finitely satisfiable in G.
By (i), Lemma 2.4, and Theorem 4.1, G is S-saturated. Since r ∈ S,
there exists some h ∈ G realizing β(x, v(d1), . . . , v(dn)) in G. Thus,
∆1 < h < ∆2 in G. Let a ∈ R satisfy v(a) = h and a > 0. Then, for
all c ∈ C and b ∈ B with b > d0,
v(c− d0) < v(a) < v(b− d0) and so, b− d0 < a < c− d0.
Thus, B < a+ d0 < C, so a+ d0 realizes the type given in (5).
Therefore, in each of the three cases, τ(x, a¯) is realized in R. This
completes the proof that R is recursively saturated. 
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Remark 5.5. (1) For countable real closed fields, the four conditions
in Theorem 5.2 are equivalent to the existence of an integer part that
is a nonstandard model of Peano Arithmetic by Theorems 5.1 and 5.2
in [DKS].
(2) Let S be a Scott set. Proposition 3.1 in [DKS] together with the
results mentioned in §2.1 give a recursively saturated real closed field
with residue field S (under CH). Marker (personal communication)
has recently observed that for any Scott set S there is a recursively
saturated real closed field R with residue field S, regardless of the
status of CH.
(3) Condition (iv) does not follow from the other three conditions in
Theorem 5.2, as witnessed by the following example of D. Marker [M].
Let S be a countable Scott set. By Corollary 4.6, G = ⊕QS is recur-
sively saturated. Then, R = S((G)) satisfies the first three conditions
listed in Theorem 5.2, but R realizes 2-types of arbitrary complexity.
Let f ∈ 2ω, and let a = ∑n<ω f(n)tng for some g ∈ G with g > 0.
Then, f is computable in the complete type δ(x, y) of (a, g). So, R
does not satisfy (iv).
(4) In Theorem 4.1, we use a valuation basis for G to avoid the need
for a condition like (iv). However, a real closed field of finite absolute
transcendence degree need not admit a valuation transcendency basis;
see [Ku] for a precise definition of valuation transcendency basis and
counterexamples.
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