We introduce the first system towards the novel task of answering complex multisentence recommendation questions in the tourism domain. Our solution uses a pipeline of two modules: question understanding and answering. For question understanding, we define an SQL-like query language that captures the semantic intent of a question; it supports operators like subset, negation, preference and similarity, which are often found in recommendation questions. We train and compare traditional CRFs as well as bidirectional LSTM-based models for converting a question to its semantic representation. We extend these models to a semisupervised setting with partially labeled sequences gathered through crowdsourcing. We find that our best model performs semi-supervised training of BiDiL-STM+CRF with hand-designed features and CCM (Chang et al., 2007) constraints.
Introduction
We are motivated by the goal of building an information agent for tourists -one that would perform various roles of a travel agent, such as helping decide the city to visit, recommending points * This work was carried out as part of PhD research at IIT Delhi. The author is also a regular employee at IBM Research. of interest, finding travel routes, and even creating optimized itineraries. Our paper develops a key component of such an agent -a QA system for directly answering recommendation questions. As a first step, we focus our paper on questions that are entity-seeking, i.e., expect one or more entities as answer. These include the large fraction of tourist questions that ask for hotels, restaurants, points of interest and other services that would serve a user's specific needs the best. Figure 1 shows an example of such a question, where the user is interested in finding a hotel that satisfies some constraints and preferences; an answer to this question is thus the name of a hotel (entity).
A preliminary analysis of such questions from popular tourism forums reveals that almost all of them contain multiple sentences -they often elaborate on a user's specific situation before asking their question. We name these MSRQs -multi-sentence recommendation questions. An answering system needs to retrieve answer entities from background knowledge sources that may have information about each candidate entity. This includes review sites like TripAdvisor, Booking.com, travel guides such as WikiTravel, 1 or online services like Google Places. 2 Understanding MSRQs raises several novel challenges. MSRQs use informal language, express a wide variety of intents and requirements in each question, and express user preferences and constraints in addition to those for the answer. The questions can be unnecessarily belabored requiring the system to reason about what is important and what is not. Moreover, the querying module needs to incorporate the various constructs found in recommendation questions. 
Contributions
We present the first system for the novel task of answering entity-seeking MSRQs from background corpora in the tourism domain. We make three main technical contributions: a query language to represent MSRQs, a question understanding module to parse the question into our language, and answering systems that perform retrieval over knowledge sources to return answer entities. Query Language:
For question understanding, we define a recommendation question language (RQL) that captures the semantic intent of an MSRQ. RQL is an SQL-like language with operators chosen to cover various entity-seeking MSRQs. It expresses both attributes of the answer and the user. We construct a dataset of MSRQs and their RQL representations (9200 annotated tokens), used as training data. Question Understanding: We take a sequence labeling approach for question understanding. The current state of the art for sequence labeling uses bidirectional LSTMs with a final CRF layer . However, because our dataset is relatively small, it was not clear a priori whether a purely neural solution for sequence labeling will be competitive with the more traditional feature engineering methods. In response, we perform extensive experiments and combine various approaches to construct our best model. It includes (1) neural features, (2) hand-designed features (3) constraints capturing additional domain knowledge, and (4) semi-supervised learning over crowdsourced data. Our final model runs the Constraint Driven Learning Algorithm (CoDL) (Chang et al., 2007) for semi-supervised learning over a BiDiLSTM+CRF with additional features and constraints modeled using constraint conditional modeling (CCM) (Chang et al., 2007) . We evaluate the incremental value of each addition to the model. End-to-End QA Experiments: After parsing the question into RQL, our corpus-specific query generators convert the parse into queries that can be fired on the knowledge source for generating answers. Since answering MSRQs is a novel task, there are no direct baselines. We therefore, compare our system against a QA system -WebQA (Vtyurina and Clarke, 2016) which was designed to handle multi-sentence questions; the original WebQA system returned passages as answers, but we adapt it to return entity answers from our knowledge sources for fair comparison. We use two knowledge sources: (1) an offline corpus of reviews for about half a million entities crawled from Google Places, TripAdvisor, WikiTravel and Booking.com; (2) full online Google Places API. We find that our RQL-based QA dramatically outperforms baselines obtaining 20 pt accuracy, and 17 pt recall improvements.
Related Work
To the best of our knowledge, we are the first to explicitly understand and directly answer multisentence recommendation by returning entities using a background corpus. Our work is related to the research in question understanding and other forms of QA. Question Answering Systems: There are two common approaches for QA systems -joint and pipelined, both with different advantages. The joint systems usually train an end-to-end neural architecture, with a softmax over candidate answers (or spans over a given passage) as the final layer (Iyyer et al., 2014; Rajpurkar et al., 2016) . Such systems can be rapidly retrained for different domains, as they use minimal hand-constructed or domain-specific features. But, they require huge amounts of labeled QA pairs for training.
In contrast, a pipelined approach (Fader et al., 2014; Berant and Liang, 2014; Fader et al., 2013; Kwiatkowski et al., 2013; Vtyurina and Clarke, 2016; Wang and Nyberg, 2016) divides the task into two components -question processing (understanding) and querying the knowledge source. Since each of these are simpler sub-problems, such methods can be built with relatively less training data, but require more annotation efforts per domain.
It is important to note that for answering an MSRQ, the answer space can include thousands of candidate entities per question, with large unstructured review documents about each entity that help determine the best answer entity. We briefly summarize popular approaches in QA systems for easy comparison of our work with existing literature in Table 1 : QA systems and can be broadly classified based on (a) type of questions they answer (b) nature of KB/Corpus used for answering (c) nature of answers returned by the answering system
The problem of directly returning answers to questions from background knowledge sources has been studied, but primarily for single sentence factoid-like questions (Fader et al., 2014; Berant and Liang, 2014; Yin et al., 2015; Sun et al., 2015; Saha et al., 2016; Khot et al., 2017; Lukovnikov et al., 2017) . Reading comprehension tasks (Rajpurkar et al., 2016; Trischler et al., 2016; Joshi et al., 2017; Trivedi et al., 2017) require answers to be generated from unstructured text also only return answers for simple singlesentence questions. Other works have considered multi-sentence questions, but in different settings, such as the specialized setting of answering multiple-choice SAT and science questions (Seo et al., 2015; Clark et al., 2016; Khot et al., 2017; Guo et al., 2017) , mathematical word problems , and textbook questions (Sachan et al., 2016) . Community QA systems (Bogdanova and Foster, 2016; Shen et al., 2015; Qiu and Huang, 2015; Tan et al., 2015) match questions with user-provided answers, instead of entities from background knowledge-source. IRbased systems (Wang and Nyberg, 2016) 
query the
Web for open-domain questions, but return long (1000 character) passages as answers; they haven't been tested on recommendation questions. The techniques that can handle MSRQs (Vtyurina and Clarke, 2016; Wang and Nyberg, 2016) typically perform retrieval using keywords extracted from questions; these do not understand the questions well and can't answer many tourism questions, as our experiments show. The more traditional solutions (e.g., semantic parsing) that parse the questions deeply can process only single-sentence questions (Fader et al., 2014; Berant and Liang, 2014; Fader et al., 2013; Kwiatkowski et al., 2013) .
Finally, systems such as QANTA (Iyyer et al., 2014 ) also answer complex multi-sentence questions but their methods can only select answers from a small list of entities and also require large amounts of training data with redundancy of QA pairs. In contrast, the subset of Google Places we experiment with has close to half a million entities. Further, in our task, the reviews about each entity are significantly longer 3 than passages (or similar length articles) that have traditionally been used in QA tasks and it is only recently that the task of QA via neural machine comprehension of long documents has been proposed (Trivedi et al., 2017) . Semantic Representation of Questions: QA systems use a variety of different intermediate semantic representations. Most of them, including the rich body of work in NLIDB and semantic parsing, parse single sentence questions into a query based on the underlying ontology or DB schema (Pazos R. et al., 2013; Saha et al., 2016; Zettlemoyer, 2009; Liang, 2011; Trivedi et al., 2017) . Open QA (Fader et al., 2014) uses an open-domain representation for factoid single-sentence QA.
Recent works build neural models that represent a question as a continuous-valued vector (Bordes et al., 2014a,b; Xu et al., 2016; Chen et al., 2016; . Some systems rely on IR and do not construct explicit semantic representations at all (Sun et al., 2015; Vtyurina and Clarke, 2016) ; instead, they rely on selecting keywords from the question for querying. They can handle multi-sentence questions, but do not understand questions deeply. To the best of our knowledge no (Lukovnikov et al., 2017; Bordes et al., 2014b Bordes et al., , 2015 Single Sentence Structured (Open IE style KBs) Entity (Fader et al., 2014; Berant and Liang, 2014 ) Structured + Unstructured (Open IE style KBs with supporting text passages on entities ) Entity (Das et al., 2017) Structured (Databases) Tables/ Table rows (Saha et al., 2016; Pazos R. et al., 2013) 
Unstructured
Text Spans (Rajpurkar et al., 2016; Trischler et al., 2016; Trivedi et al., 2017; Chen et al., 2017; Joshi et al., 2017) 
Text Passages (Vtyurina and Clarke, 2016; Nyberg, 2016, 2015) Multiple choice answers Answers from specified choices (Guo et al., 2017; Khot et al., 2017) Multi-sentence Unstructured Text (Answer) passages (Singh and Simperl, 2016; Romeo et al., 2016; Srba and Bielikova, 2016; Bogdanova and Foster, 2016 ) Unstructured (QA pairs) Entity (Iyyer et al., 2014 ) Semi-structured meta-data + Unstructured (Entity Reviews)
Entity
Our work 
System Architecture
Our QA system broadly consists of two modules (see Figure 2 ): question understanding, and answer generation. As motivated earlier, the modularized two-step architecture allows us to tackle different aspects of the problem independently. The semantic representation generated by the question understanding module is generic and not tied to a specific corpora or ontology. This allows the answering module to be optimized efficiently for each knowledge source, as well as allows the integration of multiple data sources, each with their own schema and strengths for answering. We first describe the details of our question representation (Section 4). Further sections describe the question understanding (Section 5) and Q→ s e l e c t x where C C→ C | (C and C) answer generation (Section 6) modules in detail. Examples of some user questions and the answer entities returned by our system are shown in Table  8 .
RQL Representation
Since we build the first system of its kind, we need to balance representation expressiveness and its answerability. For our first version, we make the assumption that the MSRQ is asking only one final question, and that the expected answer is one or more entities. This precludes Boolean, comparison, 'why'/'how', and multiple part questions. We now describe RQL, our language for representing such MSRQs.
We choose a relatively open question representation for RQL. It makes minimal assumptions about the answering knowledge sources and therefore, minimizes schema or ontology specific semantic vocabulary. Another advantange is that RQL with small changes could be rapidly adapted to a non-tourism domain (see Table 2 for examples of RQL queries for automobiles and electronics domains). At the same time, we note that RQL can easily be extended to include more schemaspecific semantic labels, if required.
We illustrate RQL's representation choices by means of an example (Figure 1) . Here, the user is interested in finding a hotel that satisfies some constraints and preferences. The question includes some information about the user herself, which may or may not be relevant for answering.
RQL resembles an SQL-like language. Since each question has an entity (or more) as an answer, it denotes the desired answer by x. Each answer will have a type (referred to by the semantic label x.type), e.g., 'place to stay'. Many tourism questions may be about facilities, which may have an x.location. To accommodate other characteristics of the answer entity, RQL defines x.attributeany phrase describing the answer that is not type or location is marked as an attribute. Users often expect personalized answers and explain their individual situation in their question. To accommodate aspects of a user that may be important while answering, RQL defines a special entity called user. It maintains user.attribute and user.location for user's features; 'three daughters in their young 20s' will be marked user.attribute in our example.
An analysis of tourism forum questions reveals that RQL can adequately represent almost all tourism questions that satisfy our assumptions. Notice the limited semantic vocabulary for candidate answers (type, location, attribute) -this aligns with our goal of making minimal assumptions about the knowledge sources. Operators: Another key feature of RQL is that it maximizes the coverage of common operators found in a recommendation question, so that a robust down-stream QA or IR system can meaningfully answer it. In addition to standard logical connectives like AND, OR and NOT (for example, the phrase "not very spicy" may be represented as x.attribute NOT = 'very spicy'), RQL also defines four more operators (PREF, NEAR, IN, and SIMILAR) to represent common constructs in MSRQs.
PREF expresses a preference that is not a constraint, e.g., "I would prefer to eat sushi" (x.attribute PREF = 'sushi'). The NEAR operator is used when a user requires recommendations that are geographically close to a location specified in the question (e.g "near Salzburg" will be annotated as x.location NEAR 'Salzburg').
SIMILAR is used when a user mentions similar entities. For instance, "I have been to Red Hoods and wanna visit a similar place" will be annotated as x SIMILAR = 'Red Hoods'. We note that mention of entities such as 'Red Hoods' can be very informative, since these typically represent siblings of the answer -instances of the type of the desired answer. We name these as sibling entities.
Finally, IN is used when a user explicitly provides a list of sibling entities among which she wants an answer. An example is "I have shortlisted Red Hoods, Cafe China and Royals. Help me"; RQL construct will be x IN {'Red Hoods', 'Cafe China', 'Royals'}. Curly brackets denote an enumerated set. RQL also uses a special square bracket symbol to denote a range. For example, "location between New York and New Jersey" will translate to x.location IN ['New York', 'New Jersey']. These operators may also be nested, for example, "preferably not Red Hoods or Royals" will be x PREF NOT IN {'Red Hoods', 'Royals'}.
Formally, RQL language is defined in Figure 3 . A query Q is generated by a set of clauses C. Each clause C can generate a label L with operator R and a terminal '<phrase>' generated by T and T . A separate rule with L is written for NEAR operators since they only support x.location.
Two expert annotators with background in NLP annotate 150 user questions (9200 annotated tokens) with their RQL representations. These questions are chosen randomly from a popular tourism forum site. The annotators resolve their differences in person to produce a combined labeled set, which serves as training data for question understanding in the rest of the paper.
Question Understanding
Before describing implementation details of our question understanding component, we present some background on Constrained Conditional Models (CCMs) (Chang et al., 2007) and BiDiL-STM+CRF as these are at the core of our question understanding component.
Background on Sequence Labeling
Constraint Conditional Models (CCMs) extend CRFs (Lafferty et al., 2001) by allowing an expert to express domain knowledge through hard or soft Kg" & x.attribute="upto $1000",x NOT SIMILAR "Miele" Table 2 : RQL representations in different domains constraints. CCMs use an alternate learning objective expressed as the difference between the original CRF log-likelihood and a constraint violation penalty (Chang et al., 2007) :
Here, x (i) is the i th sequence and y (i) its labeling. φ and w are feature and weight vectors respectively. d C k and ρ k denote the violation score and weight associated with k th constraint. The w parameters are learned analogous to a vanilla CRF and computing ρ parameters resorts to counting. Hard constraints have an infinite weight. Inference in CCMs is formulated as an Integer Linear Program (ILP); see Chang et al.(2007) for details. Constraints driven learning (CODL) is a semisupervised iterative weight update algorithm, where the weights at each step are computed using a combination of the models learned on the labeled and the unlabeled set (Chang et al., 2007 ). CoDL's weight update equation is:
Here, t denotes the iteration number. Learn function learns the parameters of the model on examples supplied as its argument. The parameters at iteration t = 0 are learned only using the labeled data. U (t) denotes the unlabeled set whose values have been filled in using parameters at iteration t. γ controls the relative importance of the labeled and unlabeled examples. Bidirectional LSTM based CRF is a state of the art neural approach for sequence labeling . The output of BiDi LSTM network at each time step feeds into a CRF layer. The consecutive outputs of the LSTM states are connected to each other in the CRF layer and consist of a state transition matrix that contain the probabilities of transitions between output labels. It can be seen as a combination of neural feature engineering and CRF's joint inference.
Semantic Labeling of Questions
We now discuss our approach to parse an MSRQ into its RQL representation. We could use a fullblown CFG parsing approach. But given that the context-free component of our grammar is limited (most clauses are conjunctive), we, instead, use a combination of sequence labeling and operator post-processing. Our token-level label set directly corresponds to semantic labels in RQL: {x.type, x.attribute, x.location, x.sibling, user.attribute, user.location, other}. Here, x.sibling refers to sibling entities and other label captures all tokens not assigned any of the semantic labels. For now, we mark operator words as other and handle them separately as a post-processing step using a set of lexical rules.
Our sequence labeling task dataset is relatively small. Because neural approaches are often more effective in large data settings, we experimented with both solutions -traditional CRFs and BiDiL-STM CRF. We further improve performance using CCM constraints and crowdsourcing more data.
Supervised Labeling Conditional Random Field:
We first pose the sequence labeling task as a single linear chain CRF (Lafferty et al., 2001 ) over the MSRQ. We implement a number of features as follows. (a) Lexical features for capitalization, indicating numerals etc., token-level features based on POS and NER (b) hand-designed x.type and x.attribute specific features. These include indicators for guessing potential types, based on targets of WH (what, where, which) words and certain verb classes; dependency parse features that aid in attribute detection, e.g., for every noun and adjective, an attribute indicator feature is on if any of its ancestors is a potential type as indicated by type feature; indicator features for descriptive phrases (Contractor et al., 2016) , such as adjective-noun pairs. (c) For each token, we include cluster ids generated from a clustering of word2vec vectors (Mikolov et al., 2013) run over a large tourism corpus. (d) We also use the counts of a token in the entire post, as a feature for that token (Vtyurina and Clarke, 2016) .
Constrained Conditional Model: Since we label multi-sentence questions, we need to capture patterns spanning across sentences. One method of doing so would be to model these patterns as features defined over non-adjacent tokens (labels). But this can make the modeling quite complex. Instead, we model them as global constraints over the set of possible labels using CCMs. We design the following constraints: (i) type constraint (hard): every question must have at least one x.type token, and (ii) attribute constraint (soft), which penalizes absence of an x.attribute label in the sequence. (iii) a soft constraint that prefers all x.type tokens occur in the same sentence. The last constraint helps reduce erroneous x.type labels but allows the labeler to choose x.type-labeled tokens from multiple sentences only if it is very confident. Thus, while the first two constraints are directed towards improving recall, the last constraint helps improve precision of x.type labels.
BiDi LSTM based sequence modeling: We also experiment with neural approaches by modeling each question using a bi-directional LSTM CRF. The input states in the LSTM are modeled using a 200 dimension word vector representation of the token. These word vector representations were pre-trained using the word2vec model (Mikolov et al., 2013) on a large collection of 80, 000 tourism questions.
We extend the basic BiDiLST CRF model in two ways to improve performance in our low-data setting (see Figure 4) . First, we allow use of hand- crafted features by representing each unique feature set as a one-hot vector and concatenating this feature vector with the word-vector representation of each token 4 . Second, we enforce the CCM constraints during inference and the model is trained end-to-end using back-propagation. To the best of our knowledge, this combined model of BiDiL-STM CRF with CCM constraints is a novel contribution of our work.
Crowd-sourced Data Collection
In order to obtain a larger amount of labeled data for our task, we decided to make use of crowdsourcing (Amazon Mechanical Turk). Since our labeling task can be fairly complex, we divide our crowd task into multiple steps. We first ask crowd to (i) filter out forum questions that are not recommendation questions. For the questions that remain, the crowd provides (ii) user. * labels, and (iii) x. * labels. For each step, instead of directly asking for token labels, we ask a series of indirect questions that lead us to the desired labels. For example, for x.type, we ask workers to highlight the text that describes what the user is asking for as shown below:
• "Which sequence of words in the question tells you what the user is asking for? Label only one sequence from a single sentence; we prefer a continuous sequence."
• "What is the shortest sequence of words in "A1 (answer to the question above)" that de- This alternate way of labeling by asking a series of questions is inspired by (He et al., 2015) . We obtain two sets of labels (different workers) on each question. Unfortunately, despite breaking the task into simpler steps, we see disagreement among the workers on some labels (see Table 3 for token-level disagreement statistics). Some of the disagreement results from labeling errors due to complex nature of the task. In other cases, the disagreement results from their choosing one of the several possible correct answers. E.g., in the phrase "good restaurant for dinner" one worker labels x.type ='restaurant', x.attribute ='good' and x.attribute ='dinner', while another worker simply chooses the entire phrase as x.type. We find it difficult to relate expert-guidelines to the crowd in a succinct and clear manner.
Since most of our posts have some disagreement among the workers, how do we incorporate this data into our supervised learning setting? We devise the novel idea of only keeping the labels where the two annotators agree and disregarding the other labels, resulting in partially labeled sequences. . This is different from disregarding the entire example where there is any disagreement, which would result in loss of significant (correctly labeled) data. We use this partial supervision, along with our original training set, in a semisupervised learning setting, to learn the parameters of our CCM model. To the best our knowledge, we are the first to exploit partial supervision from a crowd-sourcing platform in this manner.
Semi-Supervised Labeling
In order to use these partially labeled sequences, we adapt the original CoDL algorithm to work with partial labels. We replace the unlabeled set U by the partially labeled set; inference over the set involves predicting only the missing labels. This can be still be done using an ILP based formulation. Rest of the update equation remains the same. In the case of the BiDiLSTM CRF based formulation, the modeling remains the same as described, except the Learn function now corresponds to training the neural network via backpropagation.
Operator Post-processing & RQL Generation
To construct the final RQL query, we need to identify the appropriate operator for each labeled phrase. For each operator, we start with a manually curated set of seed words, and expand it using synonym and antonym counter fitted word vectors (Mrksic et al., 2016) . The resulting set of trigger words flag the presence of an operator in a sentence. A set of deterministic rules estimate the scope of each operator. Rules use semantic labels from sequence labeling, along with some tokenlevel features such as part of speech tags to identify scope. For instance, a token (or a set of continuous tokens with the same label) labeled by our sequence tagger that occur within a specified window of a trigger word for "negation", are in its scope. A secondary set of rules are used to compose operators with each other. For instance, if a phrase that is in scope for "negation" is also in scope for a "disjunction", then the "negation" applies to all tokens in scope of the disjunction. Further, in this case the disjunction converts to a conjunction by laws of Boolean algebra.
Evaluation
This evaluation answers the questions: (1) which model obtains the best performance for our semantic tagger, and (2) what is the incremental contribution of features, CCM constraints and crowdsourced annotation for our task. We additionally learn about effectiveness of neural models for sequence labeling in low-data setting. Evaluation Details: We use the 150 expertannotated tourism forum questions as our dataset and perform leave-one out cross-validation. Our current implementation trains only a subset of the labels {x.type, x.attribute, x.location, other} -these are most important for downstream QA. We use the Mallet toolkit 5 for CRF implementation and the GLPK ILP-based solver 6 for CCM inference.
For expts with semi-supervised learning, we add 400 partially-annotated questions from crowdsourced workers to our training set. We retain token labels marked the same by two workers for Table 4 : Sequence tagger F1 using CRF with all features, CCM with all features & constraints, and semi-supervised CCM over partially labeled crowd data. The second set of results mirror these numbers using a Bi-directional LSTM CRF. Results are statistically significant (paired t-test,p value<0.000124). every question, and treat the other labels as unknown. We pay a total of $1.02 per question for this annotation. We still compute a leave one out cross-validation on our original 150 expertannotated questions (complete crowd data is included in each training fold). For CoDL learning we set γ to 0.9 as per original authors' recommendations. Sequence-tagged tokens identify phrases for each semantic label, which become units for constructing the final RQL query. So, instead of reporting metrics at the token level, we compute a more meaningful joint metric over tagged phrases. We define a matching-based metric that first matches each extracted segment with the closest one in the gold set, and then computes segment level precision using constituent tokens. Analogously, recall is computed by matching each segment in gold set with the best one in extracted set. As an example, for Figure 1 , if the system extracts "convenient to the majority" and "local budget" for x.attribute then our matching-metric will compute precision as 0.75 (1.0 for "convenient to the majority" and 0.5 for "local budget)" and recall as 0.45 (1.0 for "budget", 0.0 for "best" and 0.364 for "convenient to the majority ... like to see"). Results: Table 4 reports the performance of our semantic labeler under different configurations. We find that using a CRF based system using all features gives us an aggregate F1 of 50.8. The use of our CCM constraints have a significant impact on overall performance, raising aggregate F-score by over 4 points. Table 4 shows that the CoDL training procedure for semi-supervised CCM boost the aggregate F-scores by a further 1.5 points. In order to see how useful our semisupervised approach is, we also train a CCM based model that makes use of the complete crowdsourced dataset for training, by adding conflicting labels for a question as two independent training data points. As can be seen, without a semisupervised approach, the noisy crowd-labeled sequences hurts the performance significantly.
We also repeated the experiments using a BiDi LSTM+CRF using only the pre-trained wordembeddings as input features. We were surprised to find that it performs at par with the vanilla CRF model that uses all our engineered features. This speaks to the effectiveness of neural models even in low data scenarios. Our further extension on adding our features to the neural model yield a 5 pt performance boost. Both CCM constraints and semi-supervision improve F-scores by one point each. Overall, our best model combines neural features, hand-designed features, CCM constraints with semi-supervised learning over partially annotated crowd data.
Effect of features:
We perform an ablation study over our feature sets to learn about incremental importance of each feature (detailed results omitted due to lack of space). We find that descriptive phrases, and hand-constructed type and attribute indicators improve the performance of each label by 2-3 points. Word2vec features help type detection because x.type labels often occur in similar contexts, leading to informative vectors for typical type words. Frequency of non stopword words in the post are an indicator of the word's relative importance, and the feature also helps improves overall performance. 
Effect of constraints:
A closer inspection of Table 4 reveals that the vanilla CRF configuration sees more benefit in using our CCM constraints as compared to the BiDiLSTM+CRF based setup (4pt vs 1pt). To understand why, we study the detailed precision-recall characteristics of individual labels; the results for x.type are reported in Table 5 . We find that the BiDiLSTM+CRF based setup has significantly higher recall than its equivalent vanilla CRF counter-part while the opposite trend is observed for precision. As a result, since two of the three constraints employed by us in CCM are oriented towards improving recall 7 , we find that they improve overall F1 more by finding tags that were otherwise of lower probability (i.e. improving recall). However, note that the semisupervised CCMs have similar performance benefits in both configurations.
Error Analysis:
Identifying attributes is the toughest task among all semantic labels. Attributes may be associated with entities irrelevant in answering a query. E.g., in "Staying in a fancy house, looking for a clean beach. Ideas??", 'fancy' is associated with the 'house', and is irrelevant to the beaches being queried for. Moreover, depending on the phrasing of a question, there is a confusion between attribute and type entities: 'Moroccan Food' in "Looking for Moroccan Food" is a type; while in "Looking for a restaurant with good Moroccan Food", we mark it is an attribute. This confusion is also reflected in Table 3 , where workers agree the least on attributes. Operator Labeling: We also evaluate the operator labeling component from Section 5.3. We create rules for commonly occurring operatorsdisjunctions, negations, and preferences. 8 The default operator between semantic labels is a conjunction. Table 6 reports the accuracy of our rules as evaluated by an author. The 'Gold' columns denote the performance when using gold semantic label mentions. The 'System' columns are the performance when using labels generated by our sequence tagger. We find a significant drop in detection of disjunctions and preferences. A detailed study reveals that nearly 70% of all disjunction clauses occur in the context of attribute labels and almost all preferences are expressed for attributes. Since system's recall for x.attr is low, the pipeline under-performance is not entirely surprising. 9 However, as the next section shows, the 7 Recall that we require at least one x.type (hard constraint) and prefer at least one x.attr (soft constraint) 8 Our current system ignores IN and SIMILAR operators 9 There is a more severe drop in disjunctions because for a Table 6 : Performance of operator detection using gold sequence labels, and system generated labels low recall for these tags is not very problematic for the end QA task, as they are relatively infrequent. Moreover, even if we miss some attributes, the other attributes can often lead us to correct answers.
Answer Generation
The answer generation component serves as a translation layer from an RQL parse to the schema and querying mechanism of the knowledge source for retrieving entity answers. To demonstrate the ease of integrating different types of knowledge sources, we experiment with two different knowledge sources: (i) an Apache Lucene data store containing data from Google Places, reviews from Trip Advisor, and Booking.com as well as articles from WikiTravel, resulting in data for 480,000 unique entities, (ii) the full Google Places collection queried using its Web API.
We randomly select 150 new unseen questions (different from the questions used in the previous section), from a tourism forum website and manually remove 45 of those that were not entityseeking. For the remaining 105 questions our annotators manually look up the actual entityanswers for those questions and this forms our test set for the answering task. Baselines: As a baseline, we adapt and reimplement a recent tfidf scheme (called WebQA) originally meant for finding appropriate Google results to answer questions posed in user forums (Vtyurina and Clarke, 2016) . WebQA first shortlists a set of top 10 words in the question using tfidf computed over the set of all questions; it forms a query by selecting 3 words based on supervised training data. Since we don't have any supervised data, we select the top 3 words in the shortlist as the query (space separated). Further, we improve this to a WebQAManual system in which an expert chooses 3-4 best words manually. Lucene-based QA: We construct the background knowledge source by indexing data from four valid disjunction match we need at least two sets of attribute phrases correctly identified in the same query.
sources. Using a list of 3500 cities that have a population over 100,000: (i) we query Google Places API 10 and obtain records on 405,000 entities (hotels, attractions, restaurants, and other service providers); each record contains the Google Places type, 11 address, overall rating, map coordinates but only five user reviews. (ii) we collect hotel data from Booking.com and index upto 75 reviews per hotel, and (iii) we index reviews of attractions and places to visit for each city using TripAdvisor.com. This results in a total of 454,000 distinct entities. (iv) To answer questions where users are asking for a city or places around a city, we add the full collection of WikiTravel 12 containing 26,000 cities along with its text. For each entity's textual data (reviews, WikiTravel articles etc), we remove stop words, lemmatize it, and index as a record into Apache Lucene.
Data collected from Booking.com and TripAdvisor.com does not contain a default "type" field.
We index such records by marking their Lucene types as "lodging" for hotels and "point of interest" for attractions, since these values are used by other records from Google Places to refer to such entities. All other entities from Google Places retain their Google place type as the Lucene type. We also associate each city entity with a special Lucene type called "city". We also store its geographical coordinates using the Google Maps API.
Our answer generator needs to translate a question's RQL representation into a Lucene Query. It first selects the most appropriate Lucene type for the answer by calculating the cosine similarity between RQL x.type phrase and all Lucene types in counter-fitted word vector embedding space (Mrksic et al., 2016) . It uses phrases from x.attribute to query the text fields, and applies filters on location using x.location and question meta-data. We also use the x.type phrases to query the text fields, as sometimes descriptive phrases get included as part of the x.type (e.g, "budget hotel"). Negations, disjunctions and conjunctions are enforced appropriately using Lucene BooleanQuery 13 . For now, we ignore PREF and other non-standard operators when forming the Lucene query. For fairness, the WebQA baselines also enforce location filters using question metadata and use in-built Lucene query parsers to generate queries.
As a back-off strategy, in case the system returns no results (sometimes because of a very strict query), we relax the query by replacing conjuctions with disjunctions between x.attr tags. For the baseline systems the back-off strategy drops least important (low tf-idf weighted) terms from the query.
In order to answer queries that have N EAR operators, a Lucene query is first generated to identify candidate locations (of type City) by using the map co-ordinates and the Lucene Geo-point distance query API 14 . A second query is then generated that selects the best entities from these cities using the x.attribute and the entities' text fields. This example demonstrates how some questions may require specialized query generation and our RQL representation enables easy translations into native KB query language. Google Places based QA: While Lucene store has a large number of entities, it often has very few reviews for many of them. This may often miss the reviews necessary to match with attributes expressed in the question. For the second setting, our answer generator translates an RQL parse directly into a Google Places API query. This makes use of all of Google Places knowledge, as well as its advanced IR capability, while offering less control on the query langugage.
We generate Google Places query via the transformation: "concat (x.attribute) x.type in x.location", with operators applied at appropriate labels. Here, concat lists all attributes in a spaceseparated fashion. This query under-exploits our rich semantic representation, but still returns more answers than Lucene due to its coverage.
In case the API returns no results, we relax our query by dropping x.attributes and then requerying Google Places. This is sometimes helpful because RQL may contain a lot of x.attribute tags that overwhelm the API 15 . A downside of dropping x.attribute tags, however, is that any strict selectional preferences expressed by the user in the question may be lost because we don't identify if some x.attribute tags are more important than others. Table 8 : Some sample questions from our test set and the answers returned by our system. Answers in green are identified as correct while those in red are incorrect.
Results: Table 7 reports Accuracy@3, which gives credit if any one of the top three answers is a correct answer. It also reports Mean Reciprocal Rank (MRR). Both of these measures are computed only on the subset of attempted questions (any answer returned). Recall is computed as the percentage of questions answered correctly within the top three answers over all questions. In case the user question requires more than one entity type 16 , we mark an answer correct as long as one of them is attempted and answered correctly. For Lucene, while all systems answer nearly equal number of questions, RQL-QA has a 7-11 pt point higher accuracy. This is because of the type constraints enforced while querying. Some of its errors are due to incorrect matching of textual types (e.g., 'things to do') to KB types (tour agencies) due to faulty word-vector distances.
RQL-QA for Google Places answers many more questions than Lucene-based QA because the online API has high review coverage. Moreover, its query processor is likely more sophisticated than Lucene's, for e.g., in handling types like 'things to do'. RQL-QA has an 20 point higher accuracy with a 17 point higher recall compared to WebQA (manual), because of a more directed and effective query to Google Places API. Table 8 shows some questions and the topranked answer entity returned by our system. As can be seen our system supports a variety of question intents/entities and due to our choice of an open semantic representation, we are not limited to specific entity types, entity instances, attributes or locations. For example, in Q1 the user is looking for "local dinner suggestions" on Christmas eve, and the answer entity returned by our system is to dine at the "St. Peter Stiftskulinarium" in Salzburg, while in Q2 the user is looking for recommendations for "SOM tours" (Sound of Music Tours). A quick internet search shows that our system's answer, 'Bob's Special Tours', is famous for their SOM tours in that area. This question also requests for restaurant suggestions in the old town, but since we focus on returning answers for just one x.type, this part of the question is not attempted by our system. Questions with more than one x.type requests are fairly common and this sometimes results in confusion for our system especially if x.attribute tags relate to different 16 A question can ask for multiple things, eg., 'museums' as well suggestions for "hotels".
x.type values. Since we do not attempt to disambiguate or link different x.attribute tags to their corresponding x.type values, this is often a source of error. Our constraint that forces all x.type labels to come from one sentences mitigates this to some extent, but this is can still be a source of errors. Q9 is a complicated question with strict location, budget and attribute constraints and the top ranked returned entity "Hotel Pegasus Crown" fulfills the most requirements of the user 17 . Q4 is incorrect because the entity returned does not fulfil the location constraints of being close to the "bazar" while Q5 returns an incorrect entity type. Error Analysis: As can be seen in Table 7 our best system attempts approximately 47% of the questions with an acceptable degree of accuracy for the challenging task of answering MSRQs. We conducted a detailed error study on our test set of 105 questions which is summarized in Table  9 . We find that approximately 37% of questions were not answered by our system due to limitations of Google Places, i.e. either an answer was not returned for unknown reasons or the question was un-answerable with the data available in the knowledge source. Another 21% of the questions were answered incorrectly by the knowledge source, sometimes due to shallow query translation from RQL, while approximately 42% of the recall loss in the system can be traced to errors in the RQL representation.
Conclusion and Future Work
We have presented the novel task of answering entity-seeking multi-sentence recommendation questions in the tourism domain. As a first solution, we proposed a pipelined model consisting of two steps: (a) Question Understanding (b) Question Answering. We proposed an SQL-like query representation for capturing the semantic content of a question. We formulated the task of generating the semantic representation as a sequence labeling task and presented a CRF based model using BiDiLSTM based as well as handtuned features, trained in a semi-supervised setting. Our model explicitly makes use of constraints. For answering, we have proposed to construct knowledge source specific queries from our question representation, which are fired over underlying knowledge sources. We have presented 17 The hotel does not offer a spa and even with manual search we could not find a better answer Query requesting places "around" a city, or between two cities, x.type extracted as "day trips", "cruises" etc. Requests for x.type where queries were about bus services, activities and train stations. Table 9 : Classification of errors made by our answering system (using Google Places web API as knowledge source) an end-to-end evaluation of our system over two answer repositories, showing that our model significantly outperforms the baseline models.
We see our paper as the first attempt towards end to end QA in the challenging setting of multisentence questions answered directly on the basis of information in large textual corpora. It opens up several future research directions, which can be broadly divided in two categories. First, we would like to improve on the existing system in the pipelined setting. Error analysis on our test set suggests the need for a deeper IR system that parses constructs from our semantic representation to execute multiple sub-queries. Currently, between 37-58% of recall loss is due to limitations in the knowledge source and query formulation, while a sizeable 42% may be addressed by improvements to question understanding.
As a second direction, we would like to train an end to end neural system to solve our task. This would require generating a large dataset of labeled QA pairs which could perhaps be sourced semiautomatically using data available in tourism QA forums. However, answer posts in forums can often refer to multiple entities and automatically inferring the exact answer entity for the question can be challenging. Further, we would have to devise efficient techniques to deal with hundreds of thousands of potential class labels (entities). Comparing the performance of the pipelined model and the neural model, and examining if one works better than the other in specific settings would also be interesting to look at.
Exploring other question types such as suggestions for itineraries, fact-check or yes-no questions, experimenting in different domains such as consumer electronics, automobiles etc could also be an interesting direction of future work.
