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Introduction
Beginning with the beautiful theorem of Komlós [35] , the literature [4, 5, 36] in the field of mathematical finance developed an extremely useful skill of extracting a convergent sequence of convex combinations from a sequence of integrable functions (scalar or vector-valued functions) or nonnegative random variables, which led GordanŽitković to the idea of convex compactness in 2010 [43] by introducing the concept of convex compactness for a convex set of a linear topological space. According to [43] , a convex set C is convexly compact if every family of closed convex subsets of C with the finite intersection property has a nonempty intersection. Since convex compactness is weaker than compactness, by replacing compactness with convex compactness Gordaň Zitković could successfully generalize some basic theorems of fundamental importance in both nonlinear analysis and mathematical economics, see [43] for concrete applications of convex compactness. For a closed convex subset C of a
Hausdorff locally convex space, it is easy to see from the James theorem [34] that C is convexly compact if and only if C is weakly compact, so the fundamental importance of convex compactness lies in that it is a suitable substitution for weak compactness for a closed convex subset of a not locally convex space since it often makes no sense to speak of weak compactness in such a linear topological space.
Let L 0 be the topological algebra of equivalence classes of real-valued random variables on a given probability space (Ω, F , P ), which is endowed with the topology of convergence in probability, and L 0 + the nonnegative orthant of L 0 . Since L 0 fails the local convexity property in a dramatic fashion: if (Ω, F , P )
is non-atomic, the topological dual is trivial, i.e., equals {0}, which is just why most of classical functional analysts are not interested in L 0 for a quite long time. However, financial backgrounds arouse financial mathematicians' interest in L 0 and L 0 + , for example, see [43] for the relevant comments, while a series of papers are devoted to developing a new set of functional analytic tools which do not rely on local convexity to meet the needs of mathematical finance, see [1, 43] and the reference therein.
On the other hand, another approach to the study of a large class of topological linear spaces (which are not locally convex and include L 0 ) earlier began from a new viewpoint-namely from the viewpoint of the theory of random conjugate spaces [12, 33] , in particular the random conjugate space of L 0 is itself ! The suitable framework supporting the idea of random conjugate spaces are random normed modules (and more general random locally convex modules introduced later), which were studied independently by Guo [13, 14] and by
Haydon, Levy and Raynaud [33] at the early stage. When a random normed module or a random locally convex module E over the real number field (denoted by R) with base (Ω, F , P ) is endowed with a natural topology (called the (ε, λ)-topology, for example, the (ε, λ)-topology on L 0 is just the usual topology of convergence in probability), it is a topological module over the topological algebra L 0 . The L 0 -module of continuous module homomorphisms from E to L 0 is naturally called the random conjugate space of E with respect to the (ε, λ)-topology, denoted by E * ε,λ . Armed with the notion of a random conjugate space, a large number of basic theorems in classical functional analysis can be generalized to the corresponding random settings [13, 16, 27, 23, 26] .
Since the (ε, λ)-topology is essentially of local nonconvexity, the development [13, 16, 27, 23, 26] forms a complement to the theory of locally convex spaces. In 2009, motivated by financial applications, Filipović, et.al introduced the notion of a locally L 0 -convex module and studied convex analysis over this module in [9] , which led directly to another kind of topology for a random locally convex module, called the locally L 0 -convex topology. Subsequently, Guo in [20] established the connection between some basic results derived from the two kinds of topologies-the (ε, λ)-topology and the locally L 0 -convex topology for a random locally convex module. The two kinds of topologies have their respective advantages and disadvantages, for example, the (ε, λ)-topology is weaker and hence natural for the study of problems in probability theory and functional analysis, whereas the locally L 0 -convex topology is stronger and can guarantee the relevant L 0 -convex sets in question to have an interior point (which provide much convenience for the study of continuity and subdifferentiability for an
Combining the advantages of the two kinds of topologies leads directly to a well-developed random convex analysis over a random locally convex module [27, 28, 29, 30] , the other closely related important contributions [10, 11, 39, 42, 6, 3] have also been made, in particular a nice fixed point theorem in (L 0 ) d , as a counterpart of the classical Brouwer fixed point theorem, was recently established by Drapeau, et.al in [6] .
The theory of classical convex optimization, variational inequalities and their relations, which was initiated by G.Stampacchia, H.Brezis and G.J.Minty, et.al., is a power tool for various kinds of mathematical branches, see [2] , [8] and the reference therein. With the above deep advances in random functional analysis and in particular in random convex analysis, we naturally hope to generalize some basic theorems of classical convex optimization and variational inequalities from a convex function on a reflexive Banach space to an L 0 -convex function on a random reflexive random normed module. The biggest difficulty in our work is that the usual weak compactness method in the case of a reflexive Banach space fails to be valid for our main objectives-L 0 -convex sets and L 0 -convex functions in question, since the relevant L 0 -convex sets here are no longer compact in the topology which we can consider, for example, it is known from [19] that the random closed unit ball {ξ ∈ L 0 | |ξ| ≤ 1} of L 0 is not compact in the topology of convergence in probability unless (Ω, F , P ) is purely atomic. Similarly, the random closed unit ball of a random reflexive random normed module is no longer random weakly compact, see also [19] . with the classical case, there are two kinds of topologies-the (ε, λ)-topology and the locally L 0 -convex topology for random locally convex modules and we are forced to simultaneously consider them in order to finish our work, rather than in the case of usual locally convex spaces we only need to consider a kind of topology, so our work involves more than the corresponding classical case.
The remainder of this paper is organized as follows: Section 2 first recapitulates some known basic notions and facts and then introduces the concept of L 0 -convex compactness and develop its theory with a series of characterization theorems. Section 3 first proves that a proper, stable and T clower semicontinuous L 0 -quasiconvex function on an L 0 -convexly compact set can attain its minimum, and we further establish a Minty type characterization for a minimum point of a Gâteaux-differentiable L 0 -convex function by variational inequalities. Finally, Section 4 establishes an existence criterion for the solutions of variational inequalities of "elliptic" type for an L 0 -convex function defined on a random reflexive random normed module.
Throughout this paper, unless otherwise stated, (Ω, F , P ) always denotes a given probability space, K the scalar field R of real numbers or C of complex numbers, L 0 (F , K) the algebra of equivalence classes of K-valued F -measurable random variables defined on (Ω, F , P ), in particular we simply write L 0 for
for the set of equivalence classes of extended real-valued random variables on (Ω, F , P ). Here, equivalence is understood as usual, namely two random variables are equivalent if they equals P -almost surely. Proposition 1.1 below can be regarded as a random version of the classical supremum principle. The
all ω ∈ Ω, where ξ 0 and η 0 are arbitrarily chosen representatives of ξ and η respectively. Proposition 1.1. [7] . (L 0 , ≤) is a complete lattice, for any nonempty subset H ofL 0 , H and H denote the supremum and infimum of H, respectively, and the following statements hold:
(1) There exists two sequences {a n , n ∈ N } and {b n , n ∈ N } in H such that n≥1 a n = H and n≥1 b n = H. (2) If H is directed upwards (downwards), namely there exists h 3 ∈ H for any h 1 and h 2 ∈ H such that h 3 ≥ h 1 h 2 (resp., h 3 ≤ h 1 h 2 ), then {a n , n ∈ N } (resp., {b n , n ∈ N }) can be chosen as nondecreasing (resp., nonincreasing).
(3) As a sublattice ofL 0 , L 0 is conditionally complete, namely any nonempty subset with an upper (resp., a lower) bound has a supremum (resp., an infimum).
In the field of probability theory or mathematical finance, Proposition 1.1 often occurs in a different (but equivalent) version: letL 0 be the set of extended real-valued random variables on (Ω, F , P ), an essential order ≤ onL 0 is defined by ξ ≤ η iff ξ(ω) ≤ η(ω) for P -almost surely all ω ∈ Ω, then any nonempty subset H ofL 0 has an essential supremum and an essential infimum, denoted by esssup H and essinf H, respectively, it is clear that esssup H and essinf H are unique in the sense of P -almost surely equality. Further, for any nonempty subfamily A of F , esssup A denotes such an F -measurable set G that I G = esssup{I A : A ∈ A}, called an essential supremum of A, similarly, one can understand essinf A. Here, I A denotes the characteristic function of A, namely I A (ω) = 1 for ω ∈ A and 0 otherwise.
As usual, throughout this paper we denote byĨ A the equivalence class of I A for any A ∈ F . For two elements ξ and η ofL 0 , ξ > η means that ξ ≥ η but
Finally, for ξ and η inL 0 and A ∈ F , ξ > η on A means that ξ 0 (ω) > η 0 (ω) for P -almost surely all ω ∈ A for arbitrarily chosen representatives ξ 0 and η 0 of ξ and η, respectively, similarly, one can understand ξ ≥ η on A.
L 0 -convex compactness and its characterization
The main results of this section are Proposition 2.13, Corollary 2.14, 
· is a mapping from E to L 0 + such that the following axioms are satisfied:
(RNM-2) x + y ≤ x + y for all x and y ∈ E;
In addition, · is called the L 0 -norm on E and x the L 0 -norm of x for any
satisfies (RN M − 1) and (RN M − 2) as above. 
and P is a family of L 0 -seminorms on E such that { x : · ∈ P} = 0 implies x = θ (namely P is separated).
The most simplest example of RN modules is L 0 (F , K) with the L 0 -norm Let (Ω, E, P ) be a probability space and F a σ-subalgebra of E, let us first recall from [37] the notion of a generalized conditional mathematical expectation 
, where L p (E) stands for the usual Banach space of p-integrable (p < +∞) or essentially bounded (p = +∞) functions on (Ω, E, P ).
Example 2.3. [32, 9] Let (Ω, E, P ) be a probability space and F a σ-subalgebra
is defined as follows: [32] and general L p F (E) was given in [9] .
The (ε, λ)-topology for L 0 (F , K) was introduced by B.Schweizer and A.Sklar in [38] : for any given positive numbers ε and λ such that λ < 1, let
which is called the (ε, λ)-topology for L 0 (F , K) and is exactly the topology of convergence in probability. It is obvious that L 0 (F , K) is also a topological algebra over K under the (ε, λ)-topology. In fact, B.Schweizer and A.Sklar also introduced the (ε, λ)-topology for random normed spaces which are more general than random normed modules, see [38] .
To introduce the (ε, λ)-topology for a random locally convex module, let (E, P) be a random locally convex module with base (Ω, F , P ), for any finite
nonempty subfamily Q of P, ε > 0 and 0 < λ < 1. Then we have the following:
Proposition 2.4. [18, 24] Let (E, P) be a random locally convex module over K with base (Ω, F , P ). Then {U θ (Q, ε, λ) | Q is a finite nonempty subfamily of P, ε > 0, 0 < λ < 1} forms a local base at θ of some Hausdorff linear topology for E, called the (ε, λ)-topology. Furthermore, E is a topological module over the topological algebra L 0 (F , K) when E and L 0 (F , K) are endowed with their respective (ε, λ)-topology.
In the sequel, the (ε, λ)-topology for any random locally convex module is always denoted by T ε,λ . For any random locally convex module (E, P) over
is called the random conjugate space of (E, P) with respect to the (ε, λ)-topology, denoted by (E, P) * ε,λ or briefly by E * ε,λ . Definition 2.5. [18, 26] Let E be a left module over the algebra
++ . In 2009, Filipović, et.al [9] first introduced another kind of topology for L 0 (F , K), called the locally
this topology if there is some V θ (ε) for any fixed element g ∈ G such that
2009, on the basis of this, Filipović,et.al [9] introduced the notion of a locally
is a topological module over the topological ring L 0 (F , K) and T has a local base at θ (the null element of E) whose every member is L 0 -convex, L 0 -absorbent and L 0 -balanced, at which time, T is a locally L 0 -convex topology on E. This leads directly to the following:
Let (E, P) be a random locally convex module over K with base (Ω, F , P ). Then {U θ (Q, ε) | Q is a finite nonempty subfamily of P and
For the sake of convenience, from now on, the locally L 0 -convex topology for an arbitrary random locally convex module, its locally L 0 -convex topology is always denoted by T c . Furthermore, for any random locally convex module
is called the random conjugate space of (E, P) with respect to the locally L 0 -convex topology, denoted by
An · Qn still belongs to P for any sequence {Q n | n ∈ N } of finite nonempty subfamilies of P and for any countable partition {A n | n ∈ N } of Ω to F .
Another crucial notion is the following:
is said to have the countable concatenation property if there is g ∈ G for any sequence {g n | n ∈ N } in G and for any countable partition {A n | n ∈ N }
of Ω to F such thatĨ An g =Ĩ An g n for all n ∈ N . Furthermore, if E has the countable concatenation property, we always write H cc (G) for the smallest set which contains G and has the countable concatenation property, called the countable concatenation hull of G, where G is a subset of E.
In general, g as in Definition 2.7, which satisfiesĨ An g =Ĩ An g n , ∀n ∈ N for any given {g n } and {A n }, is unique, for example, this is true for any random locally convex module, at which time we can write g = ∞ n=1Ĩ An g n . It is also easy to verify that the random conjugate space E * ε,λ of a random locally convex module (E, P) always has the countable concatenation property. Besides, it is well known that L p F (E) has the countable concatenation property for each p ∈ [1, +∞], see [29] . Proposition 2.8 below throughly describes the relation between E * ε,λ and E * c .
Proposition 2.8. [20, 30] Let (E, P) be any random locally convex module.
Then the following statements hold:
(1) (see [20] ). E * ε,λ = E * c if P has the countable concatenation property, specially E * ε,λ = E * c for any random normed module (E, · ).
As (1) of Proposition 2.8 shows that E * ε,λ = E * c for any random normed module (E, · ) over K with base (Ω, F , P ), so we can simply write
is a random normed module over K with base (Ω, F , P ), likewise, (E * * , · * * ) can be defined, called the random biconjugate space of E. In the sequel, we still briefly write · for · * or · * * , which will not cause any confusion.
Just as in classical functional analysis, the canonical embedding mapping
for all f ∈ E * and all
x ∈ E, is L 0 -norm-preserving. Naturally, if J is surjective, then E is said to be random reflexive. Since E * is always T ε,λ -complete for any random normed module (E, · ), of course, E * * is also T ε,λ -complete, so that any random reflexive random normed module is always T ε,λ -complete. Besides, all L p F (E) are random reflexive for p ∈ (1, +∞), see [20] . Now, we can return to the theme of this section by beginning with the following: Definition 2.9. Let (E, T ) be a topological module over the topological algebra
subsets of G has a nonempty intersection whenever this family has the finite
Remark 2.10. When F reduces to a trivial σ-algebra, namely F = {Ω, ∅}, (E, T ) reduces to an ordinary topological linear space and G to an ordinary convex set, then the concept of L 0 -convex compactness in Definition 2.9 reduces to that of convex compactness, which was introduced by G.Žitković in [43] , so the L 0 -convex compactness is a generalization of convex compactness. On the other hand, when F is a generic σ-algebra, since an L 0 -convex subset is also a convex subset, then it is natural that we should compare the notions of convex compactness and L 0 -convex compactness. The concept of L 0 -convex compactness only impose certain restriction on the family of "closed L 0 -convex subsets" of G, rather than on the larger family of "closed convex subsets" of G, and thus the concept of L 0 -convex compactness always seems weaker than that of convex compactness for an L 0 -convex subset, but our Theorem 2.21 and Remark 2.22 show that the two notions concide for a class of important closed convex subsets-closed L 0 -convex subsets of a complete RN module. Since we have not known whether this is true for a general random locally convex module, we still would like to retain the notion of L 0 -convex compactness in order to make this paper self-contained. Finally, L 0 -convex compactness of an L 0 -convex subset does not imply that the set is closed, so the concept of relative L 0 -convex compactness will provide us some convenience in the following work.
Similarly to Definition 2.3 of [43] , we have the following:
F in(Γ) denote the family of finite subsets of Γ. A net {y β , β ∈ B} is said to be a subnet of L 0 -convex combinations of {x α , α ∈ Γ} if there exists a mapping D : B → F in(Γ) such that the following two items hold:
Proposition 2.12 below is an L 0 -version of Proposition 2.4 of [43] , but its proof is omitted since the proof is a word-by-word copy of that of Proposition 2.4 of [43] .
any net {x α , α ∈ Γ} in G there exists a subnet {y β , β ∈ B} of L 0 -convex combinations of {x α , α ∈ Γ} such that {y β , β ∈ B} converges to some y ∈ E (in fact, y must belong to G).
As was stated in [43] , Proposition 2.12 is a characterization in terms of generalized sequences, we would like to give some variants of Proposition 2.12, which provide much convenience for the purpose of this paper. In particular, these variants give the more precise relation between B and Γ in Proposition 2.12, as a consequence, Corollary 2.14 and Theorem 2.16 below will play a crucial role in the sequel of this paper.
Proposition 2.13. Let (E, T ) be a topological module over the topological
and U a local base of the topology T . Then an
Proof. Sufficiency is similar to that of Proposition 2.4 of [43] , so is omitted.
Necessity. By the necessity of Proposition 2.12 there exists a subnet {z β , β ∈ B} of L 0 -convex combinations of {x α , α ∈ Γ} such that z β converges to some y ∈ E. By Definition 2.11, there exists a mapping D : B → F in(Γ) such that the following two items hold:
(2) for each α ∈ Γ there exists β ∈ B such that α
From (2), one can see that for each α ∈ Γ there exists β ∈ B such that
it is also obvious that the net {y (α,U) , (α, U ) ∈ Γ×U} converges to y.
Corollary 2.14. Let (E, T ) be a metrizable topological module over the
Proof. Let U = {U n , n ∈ N } be a countable local base of E such that U n+1 ⊂ U n for each n ∈ N . Further, let y be as in the proof of Proposition 2.13, then
for each n ∈ N completes the proof.
For a random locally convex module (E, P) over K with base (Ω, F , P ).
For a relatively L 0 -convexly compact L 0 -convex subset G of E and any net over K with base (Ω, F , P ) such that E has the countable concatenation property.
Theorem 2.16. Let (E, P) be a random locally convex module over K with base (Ω, F , P ) such that E has the countable concatenation property. Further, if G is a relatively L 0 -convexly compact L 0 -convex subset of the topological module (E, T ε,λ ) and {x α , α ∈ Γ} is a net in G, then there exists a net {y (α,U) , (α, U ) ∈ Γ × U} convergent to some y ∈ E with respect to the locally L 0 -convex topology T c , where U is an arbitrarily chosen local base of T c , for
Proof. Let y be as stated in Proposition 2.
completes the proof.
The characterization concerning L 0 -convexly compact sets in L 0 is the following: sequence {g n | n ∈ N } in G such that g n converges almost surely to b, and hence lim n→∞ inf k≥n g k = lim n g n = b. According to the relative L 0 -convex compactness of G and Corollary 2.14, we can get a sequence {g
(2). Sufficiency. We can, without loss of generality, assume that G is closed with respect to the topology of convergence in probability (otherwise, we will consider G) and will only need to prove that G is L 0 -convexly compact. Since 
} is a nondecreasing net, while
Let (E, P) be a random locally convex module over K with base (Ω, F , P ).
Since the (ε, λ)-topology T ε,λ on E is a linear topology, one can speak of T ε,λ -boundedness. It is known and also clear that a subset G of E is T ε,λ -bounded iff for each · ∈ P one can have lim n→+∞ sup g∈G P ( g ≥ n) = 0, namely
probabilistically bounded in terms of [38] ). Another notion of boundedness is crucial for this paper: a subset G of E is said to be almost surely bounded if
is bounded in order for each · ∈ P. According to the resonance theorem in random normed modules [13, 16, 21] , the following result was already obtained and will be used in this paper:
Proposition 2.18. [13, 16] Let (E, P) be a random locally convex module over K with base (Ω, F , P ) and G a subset of E. Then the following statements are true:
Lemma 2.19. Let (E, P) be a random locally convex module over K with base
compact with respect to T ε,λ , then G must be almost surely bounded.
Proof. First observing (by Proposition 2.12) that {Re(f (g)) : g ∈ G} is also
g ∈ G} is a.s. bounded. If K = R, then we are done. If K = the complex number field, then by consideringf ∈ E * defined byf (x) = f (ix) for any
x ∈ E, where i stands for the ordinary imaginary unit, we again have that
g ∈ G} is a.s. bounded, and hence {|f (g)| : g ∈ G} also almost surely bounded for each f ∈ E * ε,λ , which in turn implies G is almost surely bounded by Proposition 2.18.
To give a most powerful characterization for a closed L 0 -convex subset to be L 0 -convexly compact, namely Theorem 2.21 below, whose proof needs Lemma 2.20 below as well as a special case of Theorem 3.6 below whose proof is postponed to Section 3 of this paper.
Let (E, · ) be a T ε,λ -complete RN module over K with base (Ω, F , P ) and
Lemma 2.20.
[17] Let (E, · ) be a T ε,λ -complete RN module over K with base
(Ω, F , P ) and p a positive number such that 1 ≤ p < +∞. Define the canonical
Let (E, · ) be a T ε,λ -complete RN module and E * * its second random conjugate space, the canonical mapping J : E → E * * is defined by J(x)(f ) = f (x) for any x ∈ E and f ∈ E * , then J is L 0 -norm-preserving by the Hahn-Banach theorem for random linear functionals, if, in addition, J is also surjective, then (E, · ) is said to be random reflexive. In 1997, Guo proved in [17] that (E, · ) is random reflexive if and only if L p (E) is reflexive for any given p such that 1 < p < +∞, which was further used by Guo and Li in 2005 in [23] to prove that (E, · ) is random reflexive if and only if each f ∈ E * can attain its L 0 -norm on the random closed unit ball of E.
Let (B, · ) be a Banach space, the famous James' weak compactness determination theorem [34] says that a nonempty weakly closed subset G of B is weakly compact if and only if for each f ∈ B ′ there exists g 0 ∈ G such
Since when G is convex, G is weakly there exists g 0 ∈ G such that Re(f (g 0 )) = sup{Re(f (g)) : g ∈ G}, the special case can be generalized to a T ε,λ -complete RN module as follows:
convexly compact if and only if for each f ∈ E * there exists g 0 ∈ G such that
Proof. Necessity. Definef :
is obvious thatf is stable, L 0 -convex and T c -semicontinuous, sof satisfies the condition of Theorem 3.6 below of this paper.
Sufficiency. First, we assert that G is a.s. bounded, it only needs to verify that {|f (g)| : g ∈ G} is a.s. bounded by the resonance theorem [16, 21] or Proposition 2.18. In fact, since for each f ∈ E * there exists g 0 ∈ G such that
g ∈ G} is bounded above by Now, we can, without loss of generality, assume that there exists ξ ∈ L 0 ++ (F ) such that g ≤ ξ for any g ∈ G, we can further assume ξ = 1 (since otherwise, we may first consider G := G/ξ := {g/ξ : g ∈ G} by noticing that G and G have the same L 0 -convex compactness). Then it is very easy to verify that G is a bounded closed convex subset of the Banach space (L 2 (E), · 2 ), in fact, the (ε, λ)-topology and the · 2 -topology coincide on G by the Lebesgue dominance convergence theorem. Next, we will prove G is a weakly compact subset of L 2 (E).
Let F be any given continuous linear functional on L 2 (E), then by Lemma
On the other hand, {Re(f (g)) : g ∈ G} is directed upwards: for any g 1 and g 2 in G, let A = (Re(f (g 1 )) ≤ Re(f (g 2 ))) and
. So, by Proposition 1.1 there exists a sequence {g n , n ∈ N } in G such that {Re(f (g n )), n ∈ N } converges a.s. to {Re(f (g)) : g ∈ G} = Re(f (g 0 )) in a nondecreasing fashion, further by noticing that |Re(f (g n ))| ≤ |f (g n )| ≤ f for each n ∈ N and
g ∈ G}. To sum up, G is weakly compact by the classical James theorem, which is also equivalent to saying that G is convexly compact, G is ,of course,
Remark 2.22. By definition, for a T ε,λ -closed L 0 -convex subset G of a T ε,λ -complete RN module (E, · ), its convex compactness obviously implies its L 0 -convex compactness, but the process of proof of Theorem 2.21 shows that the converse is also true by proving that G is linearly homeomorphic to a convexly compact subset G of the Banach space L 2 (E). We wonder whether this is also true or not for a T ε,λ -closed L 0 -convex subset of a T ε,λ -complete random locally convex module?
For a complex number z = 0, arg(z) denotes the principal argument of z, we specify arg(z) ∈ [0, 2π), whereas we make the convention arg(z) = 2π when
is a realvalued random variable, if we use arg(ξ) for the equivalence class of arg(ξ 0 (·)),
Corollary 2.23. Let (E, · ) be a T ε,λ -complete random normed module over K with base (Ω, F , P ). Then E is random reflexive iff every T ε,λ -closed, L 0 -convex and almost surely bounded subsets of E is L 0 -convexly compact.
Proof. (1). Necessity. Since E is random reflexive, it follows from [17, 23] that
L 0 -convex and almost surely bounded subset of E and further let ξ ∈ L 0 ++ such that g ≤ ξ for all g ∈ G. We can, without loss of generality, suppose that ξ = 1 (otherwise, we can consider 1 ξ G in the place of G). Then G is a closed convex subset of the closed unit ball {x ∈ L 2 (E) | x 2 ≤ 1}, and hence a weakly compact set of L 2 (E), which, of course, implies that G is L 0 -convexly compact.
(2). Sufficiency. Let U (1) = {x ∈ E : x ≤ 1}, then for each f ∈ E * there exists some g 0 ∈ U (1) such that Re(f (g 0 )) = {Re(f (g)) : g ∈ U (1)}.
, from which one can easily see that
. To sum up, we have that 
.., p n ∈ E. Then there exists a finite
which case E has the direct sum decomposition as n i=0Ĩ Ai E and each such A i is unique up to the almost sure equality.
Corollary 2.25. Let (E, P) be a finitely generated random locally convex module over K with base (Ω, F , P ), for example, let E = n i=0Ĩ Ai E be the same as in Proposition 2.24 (we can, without loss of generality, assume P (A i ) > 0 for each i with 0 ≤ i ≤ n). Then (E, T ε,λ ) is isomorphic onto a closed submodule of
in the sense of topological modules. In particular, any T ε,λ -closed, almost surely bounded and
where the symbol T stands for the transpose operation of a vector.
Proof. By Lemma 3.4 of [24], eachĨ
the sense of a topological module for each i with 1 ≤ i ≤ n (we can omitĨ A0 E since it is {θ}).
Denote by J the above isomorphism from E onto
G is almost surely bounded, it is, of course, T ε,λ -bounded, then J(G) is also T ε,λ -bounded, which further implies that J(G) is almost surely bounded since
since it is T ε,λ -closed, almost surely bounded and L 0 -convex, this means G is L 0 -convexly compact, too.
Attainment of infima and Minty type variational inequalities for
In this section, (E, P) always denotes a given random locally convex module over the real number field R with base (Ω, F , P ) and
The main results of this section are Lemma 3.3, Theorem 3.5, Theorem L 0 -convex and L 0 -quasiconvex functions defined on the whole space were already studied in [9, 30, 31, 28, 10, 11] , Definition 3.1 below will be convenient for us in this paper.
and y ∈ G and ξ ∈ L 0 + such that 0 ≤ ξ ≤ 1, where we adopt the convention that 0 · (±∞) = 0, +∞ ± (−∞) = +∞.
x ∈ G and all A ∈ F . 
Remark 3.2. In Definition 3.1, if G contains the null θ of E and has the countable concatenation property, then the stability, σ-stability and the local property of f coincide. Generally, if G has the countable concatenation property, then it is easy to verify that the stability of G can also imply the σ-stability of
G.
Although an element x ∈ E may not belong to G, it is possible that there exists some A ∈ F such thatĨ A x ∈Ĩ A G := {Ĩ A g | g ∈ G}, we are often interested in esssup{A ∈ F |Ĩ A x ∈Ĩ A G}, as shown for the family E in the proof of [20, Theorem 3.13] .
Lemma 3.3. Let E(x, G) = {A ∈ F |Ĩ A x ∈Ĩ A G} and S(x, G) = esssup(E(x, G)) for any x ∈ E. Then we have the following statements:
(1) E(x, G) is directed upwards (in fact, is closed under the finite union operation) for any fixed x ∈ E.
Proof. (1). Its proof is omitted since this proof is the same as that of E in [20,
(2). The proof of (2) is obvious.
(3). By (1), there exists a nondecreasing sequence {A n | n ∈ N } in E(x, G)
(4). It is easy to see that both B c and S(x, G) belong to E(Ĩ B x, G), so
In classical convex analysis, it is quite easy to extend a convex function defined on a closed convex subset to one defined on the whole space, see [8, p.34] , whereas it is completely another matter to extend an L 0 -convex function defined on a T ε,λ -closed L 0 -convex subset G to one defined on the whole L 0 -module E. Now, on the basis of Lemma 3.3, Lemma 3.4 below arrives at this aim, in particular when f : G →L 0 is the constant function with value 0 on G.
We can obtain a special functionf : E →L 0 given byf (x) =Ĩ S(x,G) c (+∞) for any x ∈ E, denoted by X G and called the indicator function of G. By the way, Lemma 3.4 and X G will play a crucial role in the section and in particular in the next section of this paper.
Lemma 3.4. Let θ ∈ G and f : G →L 0 be a mapping. Define the mappinḡ
(1)f is an extension of f .
(2) f is local ifff is local.
(3) f is proper ifff is proper.
(6) f is proper and T ε,λ -lower semicontinuous ifff is proper and T ε,λ -lower semicontinuous.
(7) f is proper and T c -lower semicontinuous ifff is proper and T c -lower semicontinuous.
Proof. (1) . is obvious.
(2). The locality off obviously implies the locality of f . Conversely, let f be local, then, for each B ∈ F and x ∈ E, by definition:f (x) =
, which further implies that
. Its proof is omitted since its proof is completely similar to that of Theorem 3.2 of [9] .
(5). The L 0 -convexity off obviously implies the L 0 -convexity of f .
Conversely, by (4) the L 0 -convexity of f implies that both f is local and epi(f )
is L 0 -convex, which in turn means thatf is local by (2) and
(6) and (7) both are obvious.
Theorem 3.5. Let (E, P) be such that both E and P have the countable concatenation property, θ ∈ G and f : G →L 0 a proper and local function.
Then the followings are equivalent:
(1) f is T c -lower semicontinuous.
(2) f is T ε,λ -lower semicontinuous.
for any x ∈ G and any net {x α , α ∈ Γ} in G such that
Proof. Letf be the extension of f as in Lemma 3.4, then Theorem 2.13 of [28] shows that (1), (2), (3) and (4) are equivalent to another forf , so they are still equivalent for f by Lemma 3.4.
In the sequel of this paper, for the sake of convenience we adopt the following convention: let ξ and η be inL 0 and arbitrarily choose ξ 0 and η 0 as representatives of ξ and η respectively, since A = {ω ∈ Ω | ξ 0 (ω) < η 0 (ω)} is unique up to a set of zero probability, we briefly write (ξ < η) for A, similarly one can understand such symbols as (ξ ≤ η), (ξ = η), (ξ = η) and so on.
Theorem 3.6. Let (E, P) be a random locally convex module over R with base
(Ω, F , P ) such that both E and P have the countable concatenation property, G
Proof. We can, without loss of generality, assume θ ∈ G (otherwise, we make a translation), and let
downwards: for any x 1 and
by the stability of f . Thus, by Proposition 1.1 there exists a sequence {x n , n ∈ N } in G such that {f (x n ), n ∈ N } converges to η in a nonincreasing way.
By the L 0 -convex compactness of G and Theorem 2.16 there exists a net {y (n,U) , (n, U ) ∈ N ×U} convergent in T c to some y 0 ∈ E such that the following two conditions are satisfied:
Since E has the countable concatenation property, it is easy to check that the T ε,λ -closedness and L 0 -convexity of G imply that G has the countable concatenation property so that each y (n,U) ∈ G. Further, y 0 ∈ G since G is also
Further, since f is σ-stable by the fact that θ ∈ G and f is local at this
. Now, by the T c -lower semicontinuity of f and Theorem 3.5, f (y 0 ) ≤ limf (y (n,U) ) ≤ lim n f (x n ) = η, which means that
Definition 3.7. Let (E, · ) be a random normed module over R with base
(Ω, F , P ) and G ⊂ E. A mapping f : G →L 0 is coercive if there exists some A ∈ F of positive probability such that {f (u n ), n ∈ N } converges almost surely to +∞ on A for any sequence {u n , n ∈ N } in G such that { u n , n ∈ N } converges almost surely to +∞ on A.
Theorem 3.8. Let (E, · ) be a random reflexive random normed module over
Proof. Denote {f (x) | x ∈ G} by η, then as in the proof of Theorem 3.6 there exists a sequence {x n , n ∈ N } in G such that {f (x n ), n ∈ N } converges to η in a nonincreasing way. Since f is proper, we can, without loss of generality,
First, we can assert that {x n , n ∈ N } is almost surely bounded. Otherwise, there exists some A ∈ F with positive probability such that n∈N x n = +∞ on A. To produce a contradiction, we prove that there exists a sequence {x * n , n ∈ N } in G with the following properties:
(1) for each n ∈ N there exists a finite partition
In fact, let
By noting that (1) and (2) automatically hold when n = 1(by taking x * 1 = x 1 ), that is to say, we have proved the above assertion for n ≤ 2. Let the assertion hold for n = k(k > 2), then there exists a finite partition {B
j=1Ĩ Bj x j with B k+1 = A and B j = B By the coercivity of f , {f (x * n ), n ∈ N } converges almost surely to +∞ on
by the stability of f , which contradicts to the assumption on f (x 1 ).
f (x 1 )}, then G 1 is both T ε,λ -closed and T c -closed since G 1 has the countable concatenation property (since E has the property by the T ε,λ -completeness of
course, has the countable concatenation property, by Theorem 3.6 there exists
Remark 3.9. Let (E, P) be a random locally convex module over R with base
for all x, y ∈ G and λ ∈ L 0 + with 0 ≤ λ ≤ 1, where (x = y) = ( · ∈P x − y > 0). It is easy to see that if f in Theorem 3.6 and Theorem 3.8 is strictly L 0 -convex, then y 0 must be unique.
Corollary 3.10. Let (E, · ) and G be the same as in Theorem 3.8, a(·, ·) :
all x ∈ E(where α is some fixed element of L 0 ++ ), then for any given l ∈ E * there exists a unique u ∈ G which achieves minimum over G of the
Proof. It is omitted since it is similar to that of Remark 1.1 of [8, Chapter
As is shown in [8, Chapter II, Section 2], Minty type variational inequalities can characterize solutions of minimazation problems, we introduce the notion of Gâteaux derivatives (slightly more general than that in [28] ) to obtain an L 0 -module version of Minty type variational inequalities.
Definition 3.11. Let (E, P) be a random locally convex module over R with base (Ω, F , P ) and f : E →L 0 is a proper function, f is Gâteaux-differentiable at x ∈ dom(f ) if there exists g ∈ E *
ε,λ such that the almost sure limit of {
, n ∈ N } exists whenever {λ n , n ∈ N } is a sequence in L 0 ++ such that λ n ↓ 0 and g(y) = the a.s-lim λn↓0
for all y ∈ E, at which time g is also called the Gâteaux-derivative of f at x, denoted by f
at each point of G, in which case f ′ is said to H-continuous on G if for each
Remark 3.12. Definition 3.11 is designed for a proper function defined on the whole random locally convex module (E, P). Then for a function f only defined on a T ε,λ -closed L 0 -convex subset G of E, when we speak of Gâteaux-differentiability of f on G we mean that there exists an extensionf of f onto E such thatf is Gâteaux-differentiable on G(please note that Lemma 3.4 guarantees the existence of such an extension). On the other hand, by
++ } always exists (although the infimum may be any element ofL 0 ), further it is easy to check for an L 0 -convex
++ } is nondecreasing in the sense :
. In particular, when f is Gâteaux-differentiable at x, taking λ = 1 and
Lemma 3.13. Let (E, P) be a random locally convex module over R with base
differentiable on G, then we have the following statements:
for all x, y ∈ G. Remark 3.14. In classical case, the converse of (3) of Lemma 3.13 is also true, but in our current case, this is still open. 
Theorem 3.16. Let (E, P) and G be the same as in Theorem 3.15. If f 1 :
0 a proper L 0 -convex function and f = f 1 + f 2 , then the following statements are equivalent to each other :
Corollary 3.17. [Proximity mappings] Let (E, (·, ·)) be a T ε,λ -complete random inner product module over R with base (Ω, F , P ).
a proper, T c -lower semicontinuous and L 0 -convex function and f = f 1 + ϕ.
Then there exists a unique element u ∈ E such that
This induces a mapping P rox ϕ : E → E by u = P rox ϕ (x), called the proximity mapping with respect to ϕ. v ∈ E) by Riesz's representation theorem [27, Theorem 4.3] . Now, one can easily verify that f is coercive as in [8, P.39] . Finally, taking G = E in Theorem 3.8 and noticing Remark 3.9 yields that there exists a unique u ∈ E such that
Remark 3.18. Theorem 3.16 can be used to characterize u = P rox ϕ (x) in the following two equivalent ways :
In particular, when ϕ = the indicator function X G of a T ε,λ -closed L 0 -convex subset G of E, (1) and (2) above become (3) and (4) below, respectively:
Thus u is just the projection of x onto G.
Finally, according to the above (1) or (2) and the stability of ϕ, one can easily verify that P rox ϕ (·) : E → E also has the stability, namely, P rox ϕ (Ĩ A x 1 + I A c x 2 ) =Ĩ A P rox ϕ (x 1 ) +Ĩ Ac P rox ϕ (x 2 ) for all x 1 , x 2 ∈ E and A ∈ F , further by noticing that E has the countable concatenation property, then one can also see that P rox ϕ (·) even has the σ-stability!
The existence of solutions of a general variational inequality
The main result of this section is Theorem 4.1 below, throughout this section (E, · ) always denotes a given random reflexive random normed module over R with base (Ω, F , P ).
f ∈ E * and M : E → E * a mapping satisfying the following conditions:
and A ∈ F ;
(M-2) M is weakly sequentially continuous over any finitely generated submod-
is exactly the topology of convergence in probability) whenever {x n , n ∈ N } in V converges in T ε,λ
, n ∈ N } converges almost surely to +∞ on A whenever { v n , n ∈ N } converges almost surely to +∞ on some A ∈ F with P (A) > 0.
Then for any given f ∈ E * there exists at least one u ∈ E such that the following is satisfied :
Before we give the proof of Theorem 4.1, let us first recall: E is random reflexive, it must be T ε,λ -complete and hence also have the countable concatenation property, from this one can easily see that (M − 1) also implies
An M (v n ) for all sequence {v n , n ∈ N } and all countable partitions {A n , n ∈ N } of Ω to F ).
Proof of Theorem 4.1 is more involved than its classical counterpart- 
and T ε,λ -continuous mapping. Then f has a fixed point.
Lemma 4.3. Theorem 4.1 is true if E is finitely generated and dom(ϕ) is almost surely bounded.
Proof. Since E is finitely generated, Corollary 2.25 guarantees that (E, · )
can be identified with a T ε,λ -closed submodule of T ε,λ -complete random inner 
it is easy to see that M is continuous from (E, T ε,λ )
to (E, T ε,λ ), namely T ε,λ -continuous, so is the mapping sending u ∈ E to u + f − M (u). Now, we prove that prox ϕ (·) : E → dom(ϕ) ⊂ E is T ε,λ -continuous (moreover, Lipschitz continuous): in fact, let x 1 and x 2 belong to E and u 1 = prox ϕ (x 1 ) and u 2 = prox ϕ (x 2 ), then by the property given in Remark 3.18 one can have:
, and by addition:
Thus the composite mapping T : 
The case for L 0 -modules is much more complicated than that for ordinary linear spaces, to overcome the complications we prove the following key lemma which is freguently employed in the process of Proof of Theorem 4.1. 
Arbitrarily taking a sequence {λ n , n ∈ N } such that 0 < λ n < 1 on Ω and
Since w is arbitrary, (i) holds. 
Now, for r sufficiently large such that r ≥ v 0 , we can put v = v 0 in (1) and find that (1) becomes the following:
At the present time, we can assert that the net {u r , r ≥ v 0 } is alomst surely bounded. Otherwise, there exist some A ∈ F of positive probability and a sequence {r n , n ∈ N } such that r n ∈ L 0 ++ and r n ≥ v 0 for each n ∈ N and such that n≥1 u rn = r≥ v0 u r = +∞ on A. By the same technique as in Proof of Theorem 3.8, there exists a sequence {u * rn , n ∈ N } in E such that the followings are satisfied: Now, for any given r 0 ≥ ξ 0 , we will prove the following assertion: Proof of Theorem 4.1. Let V be the family of finitely generated submodules of E which contains v 0 , V is directed by the usual inclusion relation, namely
On the other hand, since V does not necessarily have a largest element, we can not use a single random inner product (·, ·) but return to the usual pairing between E * and E : v * , u or v * (u) for any v * ∈ E * and u ∈ E. Since V is arbitrarily chosen from V, for each v ∈ E, one can always choose a V from V such that v ∈ V , so that we can have:
Finally, by Lemma 4.4, (7) amounts to the following:
This completes the proof of Theorem. Proof. Taking G = E in Proposition 4.7 will complete the proof.
Proposition 4.9. Let E be a T ε,λ -complete random inner product module and M : E → E a T ε,λ -continuous module homomorphism such that, for some α ∈ L 0 ++ , (M (v), v) ≥ α v 2 for all v ∈ E, then for any given f ∈ E there exists a unique u ∈ E such that M (u) = f .
Proof. E and E * are identified, it is easy to check that M satisfies all the conditions as in Theorem 4.1, then by Corollary 4.8 there exists a unique u ∈ E such that M (u) = f .
