tioned papers deal with mixtures of distributions of continuous as well 'as discrete type, but always of two components, depending on one or two parameters. The first paper concernig the estimation of the mixture of more than two Bernoulli distributions was written by Blischke [19] . He applied there factorial moments.Subsequently Hasselblad gave a method of the estimation of parameters of the mixture of k>3 normal distributions N(mit 6^) derived from the maximum likelihood method. The most recent papers in this field are papers of Kabir [21] and Gridgeman [22] . The latter deals with the estimation of parameters of the mixture of normal distributions N(0, 6^).
In the interesting paper [21] Simplifying the right-hand side and using the fact that the m^ are the roots of equation (3.4), we obtain
Similarly we obtain the next k-1 equations. Hence we have a system of k equations Since the determinants corresponding to the first and the third matrix are Vandermonde's determinants and consequantly in view of (1.3) are different from zero, we infer that the matrix M is non-singular (to obtain this conclusion we have applied also conditions (1.2)). This implies that the system (3.5) has exactly one solution expressed by Cramer's formulas. Hence the coefficients a^,a 2 ,...,a k of equation (3«4-) can be expressed rationally by means of the ordinary moments a r of the mixture, and consequently they can be expressed ratio-A nally by the ordinary moments m r . As estimators a r for the ordinary moments a r (r=1,2,...,2k) of.the mixture (1.1) we take the ordinary moments of the sample (1.4), and as estimators for M defined by formulas (3.3) we take
It is known that the ordinary moments of a sample of an arbitrary order (provided they exist) are un-biased and consistent estimators of the ordinary moments of the general 
