We present a simple approach to the problem of estimating the regression slope parameter from spatially misaligned point data. We assume a linear regression model with errors and covariates from two independent Gaussian spatial processes where covariate and response are observed at different locations. Correlation in the covariate is exploited to predict unobserved covariates via kriging. Kriged values are used to find weighted least squares estimates of regression parameters in a 'krige-and-regress' (KR) procedure. The variance of this estimator is calculated, and a variance estimator is proposed. Because the model and assumptions make it possible to write down the joint likelihood of the data, a maximum likelihood (ML) estimator can be found. Under regularity conditions, this estimator is asymptotically normal with asymptotic variance given by the inverse information matrix, which yields a variance estimator for the ML estimator of the regression parameters. The KR and ML estimators are compared in an example using Environmental Protection Agency data and a simulation study is conducted. While the ML estimator of the slope parameter has a smaller variance than the KR estimator, the ML variance estimator is too small to be used for inference whereas the KR variance estimator gives approximately correct inference.
INTRODUCTION
Advances in data-gathering techniques have led to a wealth of potential predictor variables to explain a spatial response. However, when data come from different sources, the spatial locations and scales rarely coincide. Recent works in reconciling data of incompatible spatial scales are reviewed in Gotway and Young (2002) . Much of focus in spatial problems has typically been in spatial prediction or 'kriging'; however, Zhu et al. (2003) tackle a complicated spatial regression problem with misaligned data. In this paper, we present a simpler approach to the problem of estimating the regression slope parameter from spatially misaligned point data when most of the assumptions of simple linear regression are met.
The model
Suppose Y = [Y 1 . . . Y n ] is a vector of responses, observed at spatial locations s 1 . . . s n , and that X(·) and (·) are spatially autocorrelated stationary Gaussian random processes defined on a set containing all the s i . Let X i and i denote X(s i ) and (s i ), respectively. Assume that at each location s i
Let X = [X 1 . . . X n ] and = [ 1 . . . n ] . Assume the predictor process X(·) and the error process (·) are independent of each other. Let µ X denote the mean of the predictor process, and suppose the error process has mean 0. Suppose further that X has not been observed, but that observations W = [W 1 . . . W m ] from the predictor process have been observed at spatial locations t 1 . . . t m , i.e. where X and W are the covariance matrices of X and W respectively, and XW is the n × m cross-
If X had been observed, the parameter vector β = [β 0 β 1 ] could be estimated by weighted least squares (WLS) asβ
where X = [1 n×1 X] and = cov( ). In practice, must be estimated. With X unobserved, a natural approach is to use observations W to predict X by kriging, then use predictionsX in place of X in Equation (2). This krige-and-regress (KR) approach is developed in Section 2.
Joint normality of [Y X W] implies that Y and W are jointly normal and that X and W are jointly normal. Joint normality of X and W is exploited in Section 2 to obtain predictionsX. Joint normality of Y and W can be exploited to obtain maximum likelihood (ML) estimates of the parameters. Section 3 gives details about the ML estimator.
Section 4 illustrates both KR and ML estimators using a data set obtained from the EnvironmentalSince X and W are generated by the same spatial process, X can be predicted from W by kriging (Cressie, 1993) . If the covariance matrices XW and W were known, this prediction would be the best linear unbiased prediction (BLUP) of X given W and would be computed as
where BLUE(µ X ) is the best linear unbiased estimator of µ X from W,
and
In practice, XW and W must be estimated, usually by fitting a parametric model to the covariance exhibited by W, the observations from the predictor process. Cressie (1993) lists some common parametric semivariogram models and describes a number of estimation methods, including method-ofmoments (MOM), weighted least squares, and restricted maximum likelihood (REML). The Gaussian assumption makes REML a natural choice, and this is what is used in Sections 4 and 5. Section 4 introduces the three-parameter exponential semivariogram model, which is the model used in Sections 4 and 5.
REML estimates can be found numerically using S-Plus, MATLAB, or a number of other software packages. The numerical procedures used require initial values for θ X . A natural method for finding reasonable initial values is to plot the MoM semivariogram estimate (this can be done using S-Plus's variogram function in the spatial module), then fit a parametric function by eye by choosing a variogram function and parameters suggested by the plot, then overlaying the MoM plot with a plot of the parametric semivariogram and adjusting either the parameters or the function as necessary. This is the procedure used in Section 4. 
There is no guarantee thatˆ is positive definite, or even non-negative definite. When it is not non-negative definite, the unweighted KR estimate (5) can be used. In the simulation study reported in Section 5,ˆ was always positive definite.
Withˆ andX as above, the KR estimate of β iŝ
The parameter of interest is the slope parameter β 1 . Denote the KR estimate of this parameter bŷ β 1,KR .
It is important to note that if no spatial covariance in the predictor process is detected, i.e.ˆ XW is zero, thenX = W1 m×1 , soX is not full rank andX ˆ −1 X is not invertible. This is sensible, since ifˆ XW is zero, then W gives no information about X other than its mean and cannot be used to estimate β.
Estimating the variance ofβ 1,KR
In keeping with the KR paradigm of substitutingX for X in the WLS formula (2), a natural variance estimator forβ KR is
In the simulation study described in Equation (5) 
where M = 1 1×n −1 1 n×1 −1 − −1 1 n×n −1 . The variance of the expression in Equation (8) can be calculated by first conditioning on W:
where
These calculations follow from
and the fact that M1 n×1 = 0. Q 1 , Q 2 and Q 3 can be estimated by substituting the above-described estimates of W , XW and . The natural estimate of µ X isμ 1. Repeatedly generate random vectorsŴ from a normal (μ X 1 m×1 ,ˆ W ) distribution, whereμ X is from Equation (13) and W has been estimated from the observed X vector (e.g. via REML, as described above). 2. For eachŴ generated, findQ 1 ,Q 2 andQ 3 , estimates of Q 1 , Q 2 and Q 3 , by substituting estimates for the parameters in Equation (10), (11) and (12) Thus an alternative variance estimator to the naïve estimator (7) is
The performance of this variance estimator is illustrated in Sections 4 and 5.
MAXIMUM LIKELIHOOD
The assumptions described in Section 1 imply
The joint density of Y and W is therefore
In Section 2, XW and W were estimated by assuming a parametric semivariogram function for the predictor process, so that these unknown matrices are functions of a vector of unknown parameters. Maximum likelihood estimation requires that the unknown is also determined by a vector of 
with respect to the parameters φ = [β µ X θ X θ ] . Typically, θ X and θ are each of length 3, so minimisation of Equation (15) is a problem in nine-dimensional space. The minimisation is a straightforward constrained optimisation problem (the semivariogram parameters must be positive) that can be accomplished numerically. Estimation in Sections 4 and 5 is done using Matlab.
Numerical optimisation functions require initial values for all parameters. Obvious initial values for β and µ X are β KR andμ X , respectively. REML estimates of θ X obtained using W can be used as initial values for θ X .
Obtaining reasonable initial values for θ is more complicated. Equation (6) gives the estimate of used to calculateβ KR . As noted in Section 2,ˆ may not be positive definite. Furthermore, it is unlikely that it will resemble a matrix obtained from a parametric semivariogram function of distance. However, givenˆ , the distances and the parametric function, useful initial values for θ may be obtained by solving the elements ofˆ for θ . Details for the exponential semivariogram model are given in Section 4.
The result of the numerical optimisation is a vector of ML estimates for all nine parameters:
and the ML estimate of the slope parameter β 1 is the second element ofφ:
As with the KR estimator, problems occur when there is a lack of spatial dependence in W. When XW ≈ 0, the negative log-likelihood l cannot be minimised uniquely for β 1 . (17) is much too small, leading to inference that is much too optimistic
Estimating the variance ofβ

EXAMPLE
The data set used in this example is a subset of data obtained from the EPA's EMAP program. Observations on rivers and streams in the Mid-Altantic region were taken, and EPA's goal was to relate stream characteristics with land use variables (Herlihy et al., 1998) . The variables used below are chloride concentrations (cl) and per cent of the watershed in forest (for.nlcd). A log transformation of cl and a logit transformation of for.nlcd give variables that look approximately normal and approximately linearly related. Some of the sites were visited more than once, so the data set was edited to include only the initial observation per site, leaving 558 observations. These initial visits occurred over three consecutive years, so there may be temporal correlation in addition to the spatial correlation, but this aspect of the data was ignored in this example. There was no evidence of anisotropy in variogram plots of the data, so we assume that the spatial correlation is isotropic.
The assumed model is
for the ith site, where Y i = log(cl) i and X i = logit(for.nlcd) i , and
Using the complete data set, the weighted least squares estimate of β 1 can be obtained as in Equation (2), once an estimate of has been found. To estimate , the residuals e from an unweighted least squares regression were calculated:
The MoM variogram estimator of e was plotted in order to select a semivariogram model and starting parameter values to estimate by REML. An exponential model appears to fit, so the ijth element of is
where h ij denotes the distance between the location of points i and j. A rough fit to the MoM plot can be found using θ = [0.4 0. The WLS estimate of β isβ
The estimated variance ofβ WLS,1 is the (2, 2) entry in (X ˆ −1 X) −1 , which gives a standard error of SE(β WLS,1 ) = 0.0116
To check the performance of KR and ML on misaligned data, the 558 locations in the data set are randomly split into two equal halves. The covariate X i =logit(for.nlcd) is assumed to have been observed on one half, and the response Y i =log(cl) is assumed to have been observed on the other. The KR and ML estimates, along with their standard errors, are calculated as described in Sections 2 and 3. The random splitting was repeated 250 times. The performance of the estimators can then be compared with each other.
The ML and KR estimators can also be compared to the WLS estimate calculated by taking the response vector from the random half of the data set where X i are assumed to have been observed. The weighting matrixˆ −1 was estimated by REML using the aligned response vector. The estimate of β obtained by WLS, can then be compared to the KR and ML estimates obtained from the misaligned data. An example of a random splitting of the locations is shown in Figure 1 . It should be noted that some of the points which are to be kriged are outside the convex hull of the W's, which may make kriging inappropriate. In this example and in the simulation study in Section 5, we assume stationarity and joint normality between W and X, regardless of the locations, so that predictingX by kriging is valid.
In order to automate the estimation of the KR and ML estimators, it was necessary to fix initial values for the REML estimation of θ X . This initial value of [2 2 5] was found by plotting the MoM estimate of the variogram from the complete vector of X values, and fitting an exponential variogram model by eye. Similarly, the REML estimation of R was given an initial value of [0.4 0.4 2] , the rough fit to the MoM plot of the residuals of the WLS regression described above. A small simulation study shows that results using these initial values are nearly the same as if the initial values were determined by fitting a variogram by eye to a plot using only a random half of the data.
As suggested in Section 3, the initial value of θ for the ML optimisation was found by manipulating the elements ofˆ . For notational convenience in the following, let denote . Assume is given by an exponential semivariogram model as in Equation (20). (Note that is 279 × 279, since the 558 locations have been split.) Suppose i 1 and j 1 are the errors at locations separated by a distance of h 1 , and i 2 and j 2 are the errors at locations separated by a distance of h 2 . If h 1 = h 2 , then < 0.00001). The very small values are close to the positivity constraint on the covariance parameters, and occasionally the optimisation function will 'get stuck' near the boundary, particularly if the initial values were close to the boundary. In practice, the covariance parameter estimates should be checked, and if they seem suspiciously large or small, several different initial values should be tried to ensure that the true maximum of the observed likelihood function is being found. Figure 2 shows a plot of ML estimates of β 1 vs. KR estimates. The KR estimator is more variable; the variance of the 250 KR estimates is 0.0124 whereas the variance of the ML estimates is only 0.0046. Both estimators have similar means. The mean of the KR estimator is −0.414 and the mean of the ML estimator is −0.42. These results suggest that, while the ML point estimator is preferable to the KR point estimator, KR has a reasonable variance estimator whereas the ML variance estimator is too small. This hypothesis is explored in Section 5.
SIMULATIONS
This section gives results of a simulation study where data similar to the rivers data were simulated, and KR and ML estimates of β 1 were found. The following simulation was iterated 350 times.
Using the 558 locations from the rivers data of Section 4, a vector X f (the subscript denotes the full set of 558 locations) was simulated with
where X is determined by the exponential semivariogram model (20) depending on the parameters θ X . Table 2 lists the values of the parameters.
As described in Section 4, the 558 locations were randomly split into two halves. Accordingly, X f was split into X and W, each of length 279.
An error vector was generated with where is determined by the exponential semivariogram model (20) depending on the parameters θ , which are given in Table 2 . Finally, Y was calculated according to model (1) where β is also given in Table 2 .
From the simulated data [Y W] , KR and ML estimates of β 1 were calculated as described in Section 4. The ML variance estimate (17) and the KR variance estimates (7) and (14) were also calculated. Figure 3 shows a plot of the ML estimate vs. the KR estimate. As in Figure 2 , the ML estimate is less variable than the KR estimate. Since the true value of β 1 is known here, the mean squared error (MSE) of each estimator can be estimated as
MSE(β 1,KR ) ≈ 0.021 Both estimators are approximately unbiased. The mean of the ML estimates is −0.3661, and the mean of the KR estimates is −0.3782, whereas the true value of β 1 is −0.3737. Table 3 lists coverage of nominal KR 95% confidence intervals where the standard error is calculated using var(β) 1,KR from Equation (14) and where it is calculated using var naïve from Equation (7). Both variance estimates give over 96% coverage. However, it is not recommended that the naïve variance estimator be used in general because it ignores errors in theX vector. Table 3 also shows nominal ML 95% confidence intervals where the standard error is calculated using the information-based asymptotic variance estimate var(β 1,ML ) from Equation (17). The intervals cover β 1 only 44.9% of the time. In light of Figure 3 and Equation (21), the poor coverage must be due to the inadequacy of the asymptotic variance estimator.
CONCLUSIONS
The simulation study discussed in Section 5 confirms the results suggested in Section 4. The KR estimator of the slope parameter β 1 has a higher variance than the ML estimator does. The MSE of the KR estimator appears to be about 50% more than that of the ML estimator (0.015 vs. 0.021). However, the information-based asymptotic variance estimator for the ML estimator is much too small, giving only about 45% coverage with nominal 95% confidence intervals. A possible explanation for this is that the sample actually consists of only one (multivariate) observation, not a large enough sample for the asymptotics to be useful.
On the other hand, the KR variance estimator is based on the true finite-sample variance and performs fairly well in simulations, yielding over 96% coverage for 95% nominal confidence intervals. The naïve KR variance estimator, found by substitutingX in the standard WLS variance estimate formula, also performs well, but it is not clear that this will be true in general.
