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EXTERIOR MULTIPLICATION WITH SINGULARITIES:
A SAITO’S THEOREM ON VECTOR BUNDLES
IN MEMORY OF PAWE L DOMAN´SKI
B. JAKUBCZYK
Abstract. Let E be a vector bundle over a suitable differential manifold M
and let ∧pE denote p-exterior product of E. Given sections ω1, . . . , ωk of E
and a section η of ∧pE, we consider the problem if η can be written in the
form
η =
∑
ωi ∧ γi,
where γi are sections of ∧p−1E. An obvious necessary condition Ω ∧ η = 0,
where Ω = ω1 ∧ · · · ∧ ωk, has to be supplemented with a condition that the
form Ω has sufficiently regular singularities at points where Ω(x) = 0. Such a
local condition is suggested by an algebraic theorem of K. Saito and is given
in terms of the depth of the ideal defined by coefficients of Ω. Working in the
smooth, real analytic or holomorphic (with M Stein manifold) category, we
show that the condition is sufficient for the above property to hold. Moreover,
in the smooth category it is sufficient for existence of a continuous right inverse
to the operator defined by (γ1, . . . , γk) 7→
∑
ωi ∧ γi. All these results are also
proven in the case where E is a bundle over a suitable closed subset of M .
1. Introduction.
Consider the following problems. Given differential 1-forms ω1, . . . , ωk and a
differential p-form η on a manifold M , we ask if there exist (p-1)-forms γ1, . . . , γk
such that η =
∑
ωi∧γi? If the answer is positive and the forms ω1, . . . , ωk are fixed,
can we find a linear continuous (in the C∞ topology) operator η 7→ (γ1, . . . , γk)
which solves the problem?
To examine the first of the above problems note that the obvious necessary
condition on η is Ω∧η = 0, where Ω = ω1∧· · ·∧ωk. It is also sufficient, locally around
points x ∈M where Ω(x) 6= 0, and the difficulty of the first problem is reduced to
points where Ω vanishes. Both questions appear, e.g., when the Moser homotopy
method is used in problems of equivalence of contact or symplectic structures with
singularities (see [10], [11]). In order to apply the method one has to solve the so
called homological equation and is faced with both above problems ([11]).
In this paper we consider the first problem for Cr sections ω1, . . . , ωk of a vector
bundle E overM , Cr sections η of the exterior product bundle ∧pE and Cr sections
γ1, . . . , γk of ∧p−1E. Here Cr is one of the categories C∞, Cω (real analytic), or
Chol (holomorphic, in which case M is a Stein manifold). We restrict the class
of possible singularities of Ω by introducing a depth condition on the ideals of
germs generated by the coefficients of Ω. Using an algebraic theorem of K. Saito
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[15] we show that under the depth condition the necessary condition Ω ∧ η = 0
is also sufficient for our property (Th. 3.1). Moreover, in the C∞ category we
show that the same condition is sufficient for the existence of a continuous linear
operator η 7→ (γ1, . . . , γk) which is right inverse to (γ1, . . . , γk) 7→ η =
∑
ωi ∧ γi
(Th. 3.5). We also prove analogous results for M replaced by a closed subset
X ⊂ M satisfying appropriate conditions (Th. 3.8 and Th. 3.9). For solving in
C∞ category the continuity part of the problem we use results of Doman´ski and
Vogt [4]. In the case k = 1 the question can be stated in terms of exactness and
splitting of natural complexes which can be viewed as global Koszul complexes.
This case was analyzed in detail in [3].
In order to make the paper accessible for a wider audience we present the results
in elementary way.
2. Algebraic preliminaries
Let R be a commutative ring with unit. Given a proper ideal I of R, we say
that a sequence of elements a1, . . . , aq of I is regular if ai is a non-zero-divisor in
R/(a1, . . . , ai−1) for i = 1, . . . , q, (in particular, a1 is a non-zero-divisor in R). Here
(a1, . . . , ai) denotes the ideal in R generated by the elements a1, . . . , ai. The depth
of a proper ideal I ⊂ R, denoted depth I, is defined as the supremum of lengths
of regular sequences in I. Additionally, one defines depthR = ∞. For additional
information concerning the depth we refer to [5] or [10], Appendix 1.
Remark 2.1. Note that the depth of a proper ideal I ⊂ R can not exceed the
number of its generators. If R is a local ring with a unique maximal ideal m, then
I ⊂ m and depth I can not exceed the number of generators of m . More generally,
if I1 ⊂ I2 ⊂ R then depth I1 ≤ depth I2.
Remark 2.2. We will use the notion of depth for ideals in the rings of function
germs at given points ofM . Recall that in the holomorphic category the depth of an
ideal of holomorphic function germs coincides with the codimension of the analytic
set germ of zeros of this ideal, see [7], Chapter 5.3. In the real analytic category
the depth of an ideal coincides with the codimension of the set of its complex zeros
since complexification does not change the depth, see [14].
Consider a free moduleM of rank m over a commutative ring R with unity and
let e1, . . . , em be a free basis of M. We denote by ∧pM the p-th exterior product
of M. Fix elements ω1, . . . , ωk of M and consider their exterior product in ∧kM
Ω = ω1 ∧ · · · ∧ ωk =
∑
1≤i1<···<ik≤m
ai1···ik ei1 ∧ · · · ∧ eik .
Let I(Ω) denote the ideal in R generated by the coefficients ai1···ik . Clearly, it is
independent of the choice of the basis in M.
We will use the following result.
Lemma 2.3 (Saito [15]). If R is Noetherian and depth I(Ω) = q + 1 then for any
p = 1, . . . , q and any η ∈ ∧pM satisfying Ω∧ η = 0 there exist γ1, . . . , γk ∈ ∧p−1M
such that
η =
∑
j=1,...,k
ωj ∧ γj .
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3. Main results.
3.1. Bundles over M . In our considerations we will fix a category Cr which be
any of the three categories: C∞ (smooth), Cω (real analytic), Chol (holomorphic).
Let E denote a vector bundle of class Cr of rank m over a manifold M . In the first
two cases we assume thatM is a second countable real differential manifold of class
Cr. In the last case we assume that M is a complex Stein manifold (for example,
a pseudoconvex domain in Cn).
We denote by Λrp(M ;E) the linear space ofC
r sections of the p-th skew-symmetric
power of E denoted ∧pE. In particular, Λr0(M) = Λ
r
0(M ;E) is the space of C
r func-
tions onM , also denoted by Cr(M). Note that Cr(M) is also a ring and Λrp(M ;E)
are modules over Cr(M). Local sections in Λrp(M ;E) of the bundle ∧
pE can be
written in the form
η =
∑
1≤i1<···<ip≤m
fi1···ip ei1 ∧ · · · ∧ eip ,
where ”∧” denotes the pointwise skew symmetric product, fi1···ip are local functions
of class Cr on M and e1, . . . em are local, pointwise linearly independent sections
of E of class Cr.
Fix 1 ≤ k ≤ m and consider sections ω1, . . . , ωk of E of class Cr. Denote
Ω = ω1 ∧ · · · ∧ ωk.
The sections ω1, . . . , ωk define two linear operators A, B which form a diagram
(1) (Λrp−1(M ;E))
k A−→Λrp(M ;E)
B
−→Λrp+k(M ;E)
where
(2) A(γ1, . . . , γk) =
∑
1≤j≤k
ωj ∧ γj ,
(3) Bη = Ω ∧ η.
Clearly, BA = 0 thus we have ImA ⊂ kerB and (1) is a complex. Note that A and
B are also homomorphisms of the corresponding modules. Our first problem is to
determine when ImA = kerB, i.e., when the complex (1) is exact. Explicitly, we ask
when for any η ∈ Λrp(M ;E) satisfying Ω∧η = 0 there exist γ1, . . . , γk ∈ Λ
r
p−1(M ;E)
such that
(4) η =
∑
1≤j≤k
ωj ∧ γj.
In order to state a sufficient condition for this property we define the singular set
Sing(Ω) as the set of points where ω1, . . . , ωk are linearly dependent or, equivalently,
Sing(Ω) = {x ∈M | Ω(x) = 0}.
For a fixed x ∈M and a local basis near x of Cr sections e1, . . . , em of the bundle
E we can write
Ω =
∑
1≤i1<···<ik≤m
fi1···ik ei1 ∧ · · · ∧ eik .
The ideal Irx(Ω) is defined as the ideal of germs at x of functions of class C
r
generated by the coefficients (fi1···ik) of the above expansion. If x 6∈ Sing(Ω) then
this ideal coincides with the ring Crx(M) of function germs at x of class C
r, otherwise
it is a proper ideal of Crx(M) independent of the choice of a local basis in E.
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Theorem 3.1. In any of the categories Cr, r = ω, hol, the complex (1) is exact if
(5) p < min{ depth Irx(Ω) : x ∈ Sing(Ω) }.
If all data: M , E, ω1, . . . , ωk, and the depth condition are considered in the category
Cω, then the complex (1) is also exact in the smooth category.
In particular, if in the above framework η is a section of E and depth Ix(Ω) ≥ 2
for any x ∈ Sing(Ω) then ω1∧· · ·∧ωk∧η = 0 is a sufficient (and necessary) condition
that there are functions fi on M such that η =
∑
i fi ωi.
Remark 3.2. If x 6∈ Sing(Ω) then ω1, . . . , ωk are pointwise linearly independent
locally around x and elementary arguments show that the local versions hold in
all three categories without assuming analyticity of the data in the C∞ case. If
Sing(Ω) is empty then also the global C∞ version holds without analyticity of the
data (see Lemma 5.2). If x ∈ Sing(Ω) then the theorem holds locally, i.e. for germs
at x ∈M , if p < depth Irx(Ω) (Lemma 5.1).
Remark 3.3. For k = 1 the above result and Theorems 3.5, 3.8 and 3.9 were proven
in [3]. As shown there, the results in the C∞ category hold without assuming real
analyticity of the data.
Remark 3.4. Clearly, ifM , E are real analytic and ωi are real analytic sections of
E then they define linear operators A, B (and the ideals Irx(Ω)) in both categories
C∞ and Cω. The necessity of assuming real analyticity of the data in order to get
exactness in the C∞ category follows from the fact that we use the Saito lemma in
our proofs. The lemma is applied for rings of germs of real analytic or holomorphic
functions which are Noetherian. The ring of germs of smooth functions is not
Noetherian and we do not know if the lemma holds in the smooth category.
The continuity part of our problem can be solved in the C∞ category as follows.
For a fixed p consider the complex (1) in the C∞ category,
(6) (Λ∞p−1(M ;E))
k A−→Λ∞p (M ;E)
B
−→Λ∞p+k(M ;E).
All three spaces are spaces of smooth sections of vector bundles thus they have
natural C∞ topologies which make them Fre´chet spaces. Recall that a continuous
linear operator A : X → Y between linear locally convex topological spaces splits
if its image is closed in Y and there is a continuous right inverse operator A+ :
ImA→ X , where ImA has the topology induced from Y . Similarly, one says that
a complex X
A
−→Y
B
−→Z of such spaces splits if ImA = kerB and A splits.
The following results hold in the C∞ topologies.
Theorem 3.5. (a) If M , E and ω1, . . . , ωk are smooth, and the complex (6) is
exact, then it splits for any p ≥ 1.
(b) If M , E and ω1, . . . , ωk are of class C
ω, then the complex (6) is exact and it
splits, for any p ≥ 1 satisfying p < depth Iωx (Ω) for all x ∈ Sing(Ω).
Clearly, the second statement follows from the first and Theorem 3.1. Note that
for p > rankE the complex (6) and the first statement in Theorem 3.5 are trivial.
Remark 3.6. In the holomorphic category one can use the compact-open topol-
ogy in the spaces of holomorphic functions and holomorphic sections of the bundle
E over a Stein manifold M , which makes them Fre´chet spaces. In this cases the
technique presented in [3], Th. 2.3, allows to obtain results analogous to the above
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theorem, under additional assumptions that M has finitely many connected com-
ponents and is strongly pseudoconvex or it satisfies the strong Liouville property.
Problem 3.7 (cf. [3], Problem 2.4). Is the same true for any Stein manifold?
3.2. Bundles over X. The same results can be stated for sections of analogous
bundles over a closed subset X of M . As before, if not stated otherwise, the mani-
foldM , the bundle E, and functions, sections etc., are considered in a fixed category
Cr which is C∞, Cω or Chol. In the real analytic and holomorphic categories we
additionally assume that X is an analytic subset of M , i.e. it is locally defined as
the set of zeros of a family of real analytic (resp. holomorphic) functions.
Here it will be more convenient to treat Λrp(M ;E) as the module over the ring
of functions Cr(M). Denote by Cr(M,X) the subring of Cr(M) of Cr functions
vanishing on X and let Λrp(M,X ;E) denote the module over C
r(M) of Cr sec-
tions of the p-th skew-symmetric power of E which vanish on X . In particular,
Cr(M,X) = Λr0(M,X ;E). The spaces Λ
r
p(M,X ;E) are, in a natural way, modules
over the ring Cr(M). Define the quotient rings
(7) Cr(X) = Cr(M)/Cr(M,X) =: Λr0(X ;E)
and the quotient modules over Cr(M), and also over Cr(X),
Λrp(X ;E) = Λ
r
p(M ;E)/Λ
r
p(M,X ;E), p ≥ 1.
Elements of Λrp(X ;E), called C
r sections ω : X → ∧pE, can be written in the form
ωM + Λ
r
p(M,X ;E), where ωM :M → ∧
pE is a section of class Cr. For any x ∈ X
the value ω(x) in the fiber Ex of E is well defined. Similarly, one can write germs
or local sections. In particular, a local basis e1, . . . , em of E on X is understood
as a collection of pointwise linearly independent local sections X → E of class Cr,
each taken modulo local elements in Λr1(M,X ;E). Again, locally in X the elements
of Λrp(X ;E) can be written as
η =
∑
1≤i1<···<ip≤m
fi1···ip ei1 ∧ · · · ∧ eip ,
where fi1···ip are locally defined functions in C
r(X).
Fix 1 ≤ k ≤ m and consider elements ω1, . . . , ωk ∈ Λr1(X ;E). Again, we denote
Ω(x) = ω1(x) ∧ · · · ∧ ωk(x), x ∈ X.
The elements ω1, . . . , ωk define linear operators AX , BX in the diagram
(8) (Λrp−1(X ;E))
k AX−→ Λrp(X ;E)
BX−→ Λrp+k(X ;E),
where
(9) AX(γ1, . . . , γk) =
∑
ωj ∧ γj and BXη = Ω ∧ η.
As before, BXAX = 0 thus ImAX ⊂ kerBX and the diagram defines a complex.
We may ask the question when it is exact, i.e., ImAX = kerBX .
The singular set of Ω, Sing(Ω) = {x ∈ X | Ω(x) = 0} is now a subset of X . For
a fixed x ∈ X we can choose a basis of Cr sections e1, . . . , em : X → E, defined in
a neighbourhood of x, and write
Ω =
∑
1≤i1<···<ik≤m
fi1···ik ei1 ∧ · · · ∧ eik ,
where the coefficients are locally defined Cr functions on X .
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Analogously to (7) define the quotient ring Crx(X) = C
r
x(M)/C
r
x(M,X), where
Crx(M) is the ring of germs at x of local functions of class C
r on M and Crx(M,X)
the ring of germs of such functions vanishing on X . We denote by
(10) IrX,x(Ω) ⊂ C
r
x(X)
the ideal of Crx(X) generated by the coefficients (fi1···ik) of the above expansion.
(If x 6∈ Sing(Ω) then this ideal coincides with the ring Crx(X).)
Theorem 3.8. Let X ⊂M be a closed real analytic and coherent subset, in the case
of real analytic category, and complex analytic in the case of holomorphic category.
Then, in both categories, the complex (8) is exact for each p ≥ 1 satisfying
(11) p < min{ depth IrX,x(Ω) : x ∈ Sing(Ω) }.
If the above assumptions in the real analytic category hold, together with the depth
condition, then the complex (8) is also exact in the smooth category.
Recall that a sheaf F of modules over a sheaf of rings R is called coherent if it
satisfies two conditions: (a) it is of finite type (i.e., locally it is generated by a finite
family of sections); (b) given any finite family of sections s1, . . . , sk of F over an
open subset U ⊂ M , the sheaf of relations, i.e. of elements (f1, . . . , fk) ∈ (R(U))k
such that f1s1 + · · ·+ fksk = 0, is of finite type.
An analytic subset X ⊂M of a real analytic (resp. holomorphic, Stein) manifold
M is called coherent if the sheaf O(M,X) of real analytic (resp. holomorphic)
function germs vanishing on X is coherent (over the sheaf O). This is equivalent
to say that the sheaf of function germs vanishing on X is of finite type (the sheaf
of relations is always of finite type). All analytic subsets of Stein manifolds as well
as every real analytic manifold are coherent by a theorem of Oka (see [2, Prop. 4],
for more information on coherence and real analytic coherent sets see [13]).
Conditions for splitting of the considered complex can be given in C∞ category
as follows. For a fixed p consider the complex
(12) (Λ∞p−1(X ;E))
k AX−→ Λ∞p (X ;E)
BX−→ Λ∞p+k(X ;E).
All three spaces above have well defined C∞ topologies and are Fre´chet spaces, as
quotients of Fre´chet spaces with C∞ topologies. Clearly, the operators AX and BX
are linear and continuous.
Recall that a closed subset X ⊂ M has the extension property (in the category
C∞) if there exists a linear continuous operator S : C∞(X) → C∞(M) such that
S(f)|X = f or, more precisely, the natural quotient map Q : C∞(M) → C∞(X)
has a continuous linear right inverse.
Theorem 3.9. (a) If M and E are smooth, ω1, . . . , ωk ∈ Λ∞1 (X ;E), the closed
subset X ⊂ M has the extension property, and the complex (12) is exact, then it
splits for any p ≥ 1.
(b) If M and E are Cω, ω1, . . . , ωk ∈ Λω1 (X ;E), and the set X is a closed coherent
analytic subset of M , then the complex (12) is exact and it splits for any p ≥ 1
satisfying p < depth IωX,x(Ω), for all x ∈ Sing(Ω) ⊂ X.
Remark 3.10. If E is a trivial bundle,M , E, ω1, . . . , ωk are real analytic, andX ⊆
M is a closed semicoherent subanalytic (in particular, semianalytic or subanalytic
and coherent) subset then the operator AX in (12) has a continuous linear right
inverse even if the complex is not exact (see [1, Th. 0.1.3 and Cor. 8.4]).
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4. Local and global exactness of sheaf complexes
For proving Theorems 3.1 and 3.5 we need an elementary result in sheaf theory.
Consider a metrizable topological space X which has the Lindelo¨f property, i.e. any
open cover of X has a countable subcover. Let F , G, and H be sheaves of modules
over X and consider a complex
(13) F
A
−→G
B
−→H,
where A and B are morphisms of sheaves of modules. Such a complex is called
exact if the corresponding complex of fiber morphisms
(14) Fx
Ax−→Gx
Bx−→Hx
is exact for any x ∈ X . Recall that any fiber, say Fx, can be identified with the
module of germs at x of local sections of F (over a ring Rx).
The morphisms A and B define homomorphisms of modules of global sections
(15) F(X)
AX−→G(X)
BX−→H(X),
which also forms a complex, i.e., BXAX = 0.
Recall that a sheaf of rings R (respectively, o sheaf of modules F) is called
soft if for any closed subset S ⊂ X the restriction map R(X) → R(S) (resp.
F(X)→ F(S)) is surjective. All rings will be assumed commutative with unity. If
X is metrizable then the following separability condition is sufficient for softness of
R and, more generally, for softness of any sheaf of modules over R, (cf. [6], Chapter
A, § 4, Thm. 2).
Property (P). For any closed subset S ⊂ X and any open neighbourhood W of
S in X there is a global section ϕ ∈ R(X) such that ϕ|S = 1 and ϕ|X\W = 0.
Note that any smooth manifold M and its sheaf of germs of C∞ functions has
this property, as well as any closed subset X and its sheaf of rings defined by the
sections in C∞(X ∩ U) = C∞(U)/C∞(U,X ∩ U), for open subsets U ⊂M .
We will say that a sheaf of unital ringsR on X has the partition of unity property
if for any open cover {Ui} of X there is a family of sections ϕi : X →R satisfying
suppϕi ⊂ Ui and locally finite, i.e., for any x ∈ X there is a neighbourhood of x
on which all but finitely many ϕj vanish, and
∑
i ϕi(x) = 1x for all x ∈ X (here 1x
denotes the unit in the fiber ring Rx).
In the analytic categories of the preceding sections the above conditions can not
be used. Instead, we will use the following properties of a sheaf of modules F over
a sheaf or rings R.
Property (A). For any x ∈ X and any germ sx ∈ Fx there is a finite number
of global sections s1, . . . , sq ∈ F(X) such that sx =
∑
aisi,x, where si,x are values
(equivalently, germs) at x of si and ai are elements of Rx.
Property (B). The first cohomology group H1(F) of F vanishes.
Proposition 4.1. (a) If the sheaf R has the partition of unity property or the
subsheaf kerA ⊂ F has the property (B) then exactness of the complex of modules
(14) implies exactness of the complex of modules (15).
(b) If the sheaf of rings R has the property (P) or the subsheaf kerB ⊂ G has
the property (A) then exactness of the complex of modules (15) implies exactness
of the complex of modules (14)
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Even if the proposition is hardly novel, we present its detailed proof since it
provides additional insight into our results.
Proof. We first prove that exactness of (14) implies exactness of (15). Suppose that
β ∈ kerBX . We have to prove that there exists α ∈ F(X) such that
(16) β = AXα.
Let βx denote the germ of β at x ∈ X . Then βx ∈ kerBx and exactness of (14)
implies that there is a germ αx such that
(17) βx = Axαx.
Having αx at any x ∈ X we will construct a global α satisfying (16). Each equality
of germs (17) can be replaced by an equality of sections defined in neighbourhoods
U(x) of x, β|U(x) = AαU(x), where αU(x) is a local section which represents the
germ αx. Since X has the Lidelo¨f property, from the open cover {Ux}x∈X we may
select a countable subcover {Ui} of X and, denoting αi = αUi , we may write
(18) β|Ui = Aαi.
There is no reason that αi and αj coincide on Ui ∩ Uj . In the case of the
sheaf of rings R having the partition of unity property we may choose a partition
subordinate to the cover {Ui} which is a locally finite family {ϕi} of sections of R
such that
∑
ϕi = 1X , where 1X is the unity section in R(X). Define
α =
∑
i
ϕiαi.
Such α has the desired property as
AXα = AX(
∑
ϕiαi) =
∑
ϕiAXαi =
∑
ϕiβ|Ui = β.
In there is no partition of unity we proceed differently. In order to suitably modify
αi we denote Uij = Ui ∩ Uj and define the cochain of local sections γij : Uij → F ,
γij(x) = αi(x)− αj(x), x ∈ Uij .
It follows from (18) that γij : Uij → kerA, thus γij are local sections of the subsheaf
kerA ⊂ F . The cochain is a cocycle since γij + γjk + γki = 0 on Ui ∩ Uj ∩ Uk. It
follows from property (B) of the sheaf kerA that, after possibly going to a subcover,
there exists a coboundary which consists of sections σi : Ui → kerA such that
γij(x) = σi(x) − σj(x), x ∈ Ui ∩ Uj .
Define α¯i : Ui → F ,
α¯i = αi − σi.
Then for x ∈ Ui ∩ Uj we have
α¯i − α¯j = αi − αj − σi + σj = γij − γij = 0.
This means that all α¯i can be glued together to a global section α¯ of F . Moreover,
since σi take values in kerA, we have that Aα¯i = Aαi. Therefore, Aα¯|Ui = Aα¯i =
Aαi = βUi , thus so constructed global section α¯ has the desired property (16).
In order to prove the second statement consider a germ βx ∈ Gx such that
Bxβx = 0. If the sheaf of rings R has the property (P) then the sheaf kerB is soft
and then there exists a global section β of kerB such that its germ at x coincides
with βx. Otherwise we can use the property (A) of the subsheaf kerB ⊂ G which
implies that there are global sections s1, . . . , sq of kerB such that βx =
∑
aisi,x,
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where si,x are germs at x of si and ai are elements of Rx. Then β =
∑
aisi is
a global section of kerB and its germ at x coincides with the given germ βx. In
both cases we have global section β of kerB which has the given germ βx at x. It
now follows from exactness of the complex (15) that there is a global section α of
F such that β = AXα. This implies that Axαx = βx and shows exactness of the
complex (14). 
5. Proofs of the theorems
Let us fix a category Cr, r = ∞, ω, or hol, and a point x ∈ M . The operators
defined in (8), (9) have their germ versions AX,x, BX,x and the germ version of the
complex has the form
(19) (Λrp−1(X, x;E))
k AX,x−→ Λrp(X, x;E)
BX,x
−→ Λrp+k(X, x;E)
where x means that we take germs at x of Cr sections of the corresponding bundles.
The proof of Theorem 3.8 and its special case, Theorem 3.1, follows from the
following lemmata. In all of them we assume that X ⊂M is a closed subset which,
in the Cω and Chol categories, is an analytic subset.
Lemma 5.1. (a) In the categories Cω, Chol, for any x ∈ X we have kerBX,x =
ImAX,x if p < depth I
r
X,x(Ω).
(b) The same holds in the C∞ category if M , E, ω1, . . . , ωk are of class C
ω, the
subset X ⊂M is real analytic, and the depth inequality holds for IωX,x(Ω).
Proof. The rings of germs of real analytic functions and the ring of germs of
holomorphic functions are Noetherian rings with unity and so are the quotient
rings Crx(X) = C
r
x(M)/C
r
x(M,X). Thus we can use Lemma 2.3 to see that
kerBX,x = ImAX,x in the categories C
ω and Chol. The second statement fol-
lows from the first and the fact that the ring of smooth germs, say at the origin
in Rn, is flat over the ring of real analytic germs at the origin ([12], Chapter VI,
Corollary 1.12). This implies that exactness of the complex (19) for germs in the
real analytic category implies its exactness in the smooth category. 
Lemma 5.2. In any of the categories Cr, r =∞, ω, hol, assuming in the category
Cω that X ⊂M is a coherent analytic subset, the global complex (8) is exact if and
only if its germ version (19) is exact for any x ∈ X.
Proof. Let us first note that the modules of sections appearing in the complex (8)
are well defined over open subsets of X . Thus sheaves of modules
(20) Sr(X, (∧p−1E)k), Sr(X,∧pE), Sr(X,∧p+kE)
of Cr section-germs of the corresponding bundles over X are well defined (over the
sheaves of rings of Cr function-germs on X).
We will show that the lemma can be reduced to Proposition 4.1. We first show
this in the case of smooth category. As mentioned in Section 4, the sheaf of rings
R of smooth function germs on a second countable manifold M has the partition
of unity property and the property (P). Similarly, the sheaf of rings R of function
germs on X defined by the sections in C∞(X ∩ U) = C∞(U)/C∞(U,X ∩ U), for
any open U ⊂ M , has analogous properties. This means that Proposition 4.1 is
applicable to the complexes (8) and (19) and it implies Lemma 5.2 in the case of
smooth category.
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In order to reduce the lemma to Proposition 4.1 in the categories Cω and Chol we
will first prove that in these cases the above sheaves are coherent. As in both cases
the proof is analogous, we fix our attention on one of them, namely the category
Chol. Denote by O(M) and O(X) the sheaves of germs of complex analytic func-
tions onM and X , respectively. Then O(X) is the quotient sheaf O(M)/O(M,X),
with O(M,X) the subsheaf of analytic functions vanishing on X . Since X was as-
sumed to be a closed analytic subset of the Stein manifold M , both sheaves O(M)
and O(M,X) are coherent, by a theorem of Oka, the sheaf R(X) is coherent as
a quotient of two coherent sheaves. Furthermore, the sheaf O(M,∧pE) of germs
of holomorphic sections of the bundle ∧pE is coherent since coherence is a local
property and, for any contractible pseudoconvex open subset U ⊂M , O(U,∧pE) is
isomorphic to a Cartesian product (O(U))k with k a positive integer. The subsheaf
O(M,X ;∧pE) of sections vanishing on X is again coherent and again O(X,∧pE)
is coherent as the quotient of these two sheaves. In an analogous way one can show
that the sheaves Or(X, (∧p−1E)k) and Or(X,∧p+kE) are coherent.
Since the operators AX and BX can be treated as morphisms of the sheaves
Or(X, (∧p−1E)k)→ Or(X,∧pE) and Or(X,∧pE) → Or(X,∧p+kE), we addition-
ally have that that the kernel subsheaves kerAX and kerBX are coherent, by The-
orem 2, Section 13 in [15].
The proof of coherence of the above sheaves in the real analytic category is
analogous, where we additionally use the assumption that the closed subset X ⊂M
is coherent, i.e. the sheaf of rings of Cω functions vanishing on X is coherent. (In
the complex category it was always coherent.) Moreover, by the same theorem in
[15] the kernel subsheaves kerAX and kerBX are also coherent.
It follows from the fact that the sheaves in (20) are coherent that they satisfy
properties (A) and (B) in Section 4. Namely, in the holomorphic category this
follows from Theorems A and B of H. Cartan which hold for Stein manifolds.
In the real analytic category this can be deduced from real versions of Cartan’s
Theorems A and B proved in the case of M = Rn in [2], Thm. 3, and from the
Grauert embedding theorem saying that every Cω manifold, countable at infinity,
can be embedded as a closed Cω submanifold in Rn, for suitable n (for this version
see also [8], III. 3.7).
Since in both real analytic and holomorphic categories the involved sheaves have
the properties (A) and (B) required in Proposition 4.1, exactness of the global
complex (8) is equivalent to exactness of its germ version (19) for any x ∈ X . 
Proof of Theorems 3.1 and 3.8. It is enough to prove Theorem 3.8 as Theorem 3.1
is its special case. Consider the global complex (8). The assumptions of the theorem
imply that Lemma 5.1 can be applied for any positive p such that p < depth Irx(Ω)
for all x ∈ Sing(Ω), and also for x /∈ Sing(Ω) since in this case the ideal Irx(Ω)
coincides with the ring of all germs at x, therefore depth Irx(Ω) = ∞. It follows
from the lemma that the local (germ) version of this complex is exact for germs at
any x ∈M . Using Lemma 5.2 we deduce then that the global complex (8) is exact
in the considered categories Cr, r =∞, ω and hol. ✷
In order to prove Theorems 3.5 and 3.9 we will use the following lemmata. The
following simple fact, needed for proving the next lemma, , says that the extension
property for functions implies the extension property for sections of a vector bundle.
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Lemma 5.3. If E is a smooth vector bundle over a smooth manifoldM and a closed
subset X ⊂ M has the extension property then there exists a linear continuous
operator L : C∞(X ;E) → C∞(M ;E) such that L(e)|X = e, i.e., the natural
quotient map Q : C∞(M ;E)→ C∞(X ;E) has a continuous linear right inverse.
Proof. Let S : C∞(X) → C∞(M) be an extension operator. For a trivial bundle
E we can choose its global basis and use the extension operator component-wise.
In general, if dimM = n and E has rank m then there exist generic smooth global
sections e1, . . . , em+n : M → E such that at each point of M they span the whole
fiber of E. This follows from the transversality theorem (see e.g. [9], Ch. 3, Th.
2.1). Namely, the set of m × (m + n) matrices having rank smaller then m is a
codimension n+ 1 stratified set (a finite set of submanifolds of codimension n+ 1
and larger) in the space of all real matrices of this size. The same property have col-
lections of linearly dependent m+n vectors in the fibers of E. By the transversality
theorem there is a generic sequence of smooth sections (e1, . . . , em+n) :M → Em+n
transversal at each point x to these submanifolds and, since the codimensions of
them are larger then the dimension of M , transversality means no intersection, i.e.
at no point the sections (e1, . . . , em+n) span a subspace smaller then the fiber Ex.
Having such sections we construct the operator L. Let {Ui}i≥1 and {Vi}i≥1 be
locally finite open covers of M such that Ui ⊂⊂ Vi ⊂⊂ M and for each i there
is a fixed subset of n sections, among sections e1, . . . , em+n, which are linearly
independent on Vi. Then, given a section e : X → E, we can find smooth functions
f i1, . . . , f
i
m+n on Vi ∩ X such that e|Vi∩X =
∑
j f
i
jej on Vi ∩ X . Let (ϕi) be a
partition of unity on X subordinate to the cover {X ∩ Ui} and let ψi :M → [0, 1]
be smooth functions such that suppψi ⊂ Vi and ψi|Ui = 1. We define an extension
operator
Le =
∑
1≤j≤m+n
∑
i≥1
ψiS(ϕif
i
j)ej, ,
where we take S(ϕif
i
j) = 0 if Ui ∩X = ∅. We can easily see that L : C
∞(X ;E)→
C∞(M ;E) is continuous in the C∞ topologies and (Le)|X = e, i.e., L is a continuous
right inverse to the natural quotient operator QE : C
∞(M ;E)→ C∞(X ;E). 
The following results are simplified versions of Lemmata 3.4 and 3.6 from [3].
Recall that a subspace Y1 of a Fre´chet space Y is called complemented if it is closed
and there exists another closed subspace Y2 such that Y = Y1 ⊕ Y2.
Let s denote the space of rapidly decreasing real or complex sequences
s = {a = (an)n∈N : ∀ k ‖an‖k := sup
n∈N
{nk|an| <∞}}.
With the topology defined by the sequence of seminorms ‖ · ‖k this is a nuclear
Fre´chet space isomorphic, via the Fourier transform, to the space C∞(S1). Let s∞
denote the countable product of copies of the Fre´chet space s, where the topology
in s∞ is given by the sequence of topologies induced by projections onto finite
subproducts. Note that s is a complemented subspace of s∞.
Lemma 5.4. If M is a non-compact C∞ manifold then the spaces C∞(M) and
s∞ are isomorphic as Fre´chet spaces. If X ⊂ M has the extension property then
C∞(M,X) and C∞(X) are isomorphic to complemented subspaces of C∞(M) and,
thus, to complemented subspaces of s∞. Under the same assumptions the space of
smooth sections C∞(M ;E) of a vector bundle E is isomorphic to s∞ and the spaces
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C∞(M,X ;E), C∞(X ;E) are isomorphic to complemented subspaces of s∞. The
same holds in the case of M compact if the space s∞ is replaced with s.
Proof. For M non-compact manifold the statements on C∞(M) and C∞(M ;E)
are consequences of Theorem 2.4 in [4]. IfM is compact then, using the same proof
as of Th.2.3 in [16], one can show that the Fre´chet spaces C∞(M) and C∞(M ;E)
are isomorphic to the Fre´chet space s.
If X has the extension property then denoting the extension operator by S :
C∞(X) → C∞(M) and the restriction (quotient) map by Q : C∞(M) → C∞(X)
we see that the operator P = SQ : C∞(M) → C∞(M) is a continuous projection
and the space C∞(M) is the direct sum
C∞(M) = ker(P )⊕ ker(I − P ) = C∞(M,X)⊕ ImS,
thus C∞(M,X) and C∞(X) ≃ ImS are complemented subspaces of the space
C∞(M) isomorphic to s, if M is compact, and to s∞ if M is not compact. The
analogous property of the spaces of sections of E follows by using Lemma 5.3
and replacing the operator S above by the operator L. One then obtains that
C∞(M ;E) = C∞(M,X ;E)⊕ ImL and thus C∞(M,X ;E) and C∞(X ;E) ≃ ImL
are complemented subspaces of the space C∞(M ;E) isomorphic to s or s∞. 
Lemma 5.5 ([3], Lem. 3.6). Every exact complex of Fre´chet spaces
0 −→ X0
T0−→X1
T1−→X2
T2−→ · · ·
Tn−→Xn+1
splits (i.e. for i = 0, . . . , n− 1 the operators Ti : Xi → ImTi have continuous linear
right inverses) if X0, . . . , Xn are complemented subspaces of s
∞.
Remark 5.6. The Fre´chet spaces C∞(M), C∞(M,E), s and s∞ can be endowed
with natural gradings and then all morphisms (isomorphisms) appearing in the
above lemmata are graded isomorphisms (see [4] and [3] for details).
Proof of Theorem 3.5. The complex (6) can be completed to the complex
(21) 0 −→ kerA −→ (Λ∞p−1(M ;E))
k A−→Λ∞p (M ;E)
B
−→Λ∞p+k(M ;E),
where the second arrow denotes the operator of inclusion. In order to show the first
statement note that the complex is exact at the first two spaces (by definition of the
arrows) and it is also exact at the third space by the assumption of the theorem.
The space (Λ∞p−1(M ;E))
k of smooth sections of the vector bundle (∧p−1E)k overM
is isomorphic to the Fre´chet space s∞, or to s, by Lemma 5.4. By the same lemma
the spaces Λ∞p (M ;E) and Λ
∞
p+k(M ;E) of smooth sections of the vector bundles
∧pE and ∧p+kE over M are isomorphic to s or s∞. We can thus use Lemma 5.5
to deduce that the exact sequence (21) splits, in particular (6) splits. The second
statement follows from the first and Theorem 3.1. ✷
Proof of Theorem 3.9. The proof is analogous to the above proof with the spaces
(Λ∞p−1(M ;E))
k, Λ∞p (M ;E), Λ
∞
p+k(M ;E) replaced with (Λ
∞
p−1(X ;E))
k, Λ∞p (X ;E),
and Λ∞p+k(X ;E). In this case, however, in order to use Lemma 5.4 we have to check
that the subset X ⊂ M has the extension property. This is assumed in the first
statement of the theorem and the conclusion follows from Lemma 5.5. In the second
statement the extension property follows from our assumptions that M is a real
analytic manifold and X is a closed real analytic subset of M and from Theorem
0.2.1 in [1]. Then the second statement follows from the first and Theorem 3.8. ✷
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