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This thesis is concerned with various direct and indirect methods of 
handling missing data in analysis of structural equation models. 
Monte-Carlo studies are conducted to compare the asymptotic behaviors of 
these methods. The effects of sample sizes, patterns of missing data, 
proportions of missing data, and true parameter values are investigated. 
For the case with continuous data, the results indicate that the direct 
method with maximum likelihood estimation is the best method for analyzing 
continuous data. This direct method gives accurate parameter estimates 
and their standard errors estimates. Furthermore, the goodness-of-fi t 
statistics have an expected asymptotic chi-squared distribution in 
moderate and ~ large samples. ~ On the other hand, the indirect methods give 
rather bad estimates of th~ factor loadings and uniquenesses relating' to 
the variables with missing entries, and hence do not have the desirable 
asymptotic properties for statistical inference. For the case with 
polytomous data, the resul ts show that the indirect methods again give 
poor estimates whose statistical properties are unclear for inference. 
/ 
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CHAPTER 1 
Introduction 
In the process of data collection, missing observations are frequently 
encountered. For . instance, female respondents in a heal th survey may 
refuse to report their experiences of abortion. In industrial experiments 
some results may be missing due to mechanical breakdowns unrelated to the 
experimental process. Missing data may also occur when a subject quit a 
longi tudinal study. Wi th a long time tradi tion, the issue of analyzing 
incomplete data has drawn much attention in many areas of applied 
statistics. For example, Anderson (1957) proposed the maximum likelihood 
estimation of parameters of a multivariate normal distribution with 
missing data restricted to a triangular pattern . Buck (1960) suggested 
. estimating the missing entries by use of a regression model obtained from 
the complete obse~ved data. Later, Hocking and Smith (1968) suggested a 
method for estimating parameters of the multivariate normal distribution 
based on incomplete data of general missing pattern. Afifi and Elashoff 
o (1966) reviewed the literature ori the issue of handling missing data in 
analysis of multivariate data. In addition, Afifi and . Elashoff (1967; 
1969a, b) considered the estimation of bivariate regression parameters 
wi th missing observations" and gave asymptotic distributions of several 
estimators for the parameters. Ch an and Dunn (1972) investigated the 
treatment of missing values in discriminant analysis. Gleason and Staelin 
(1975) proposed a method of estimating missing entries using the major 
principal components obtained from the observed complete data. More 
discussions concerning ~issing data are available from Rubin (1976), 




and Rubin ( 1987) . More recently, direct methods of handling incomplete 
data in general structural equation models analysis have been established 
(see Lee, 1986, 1987). 
In recent decades, techniques of structural equation modeling 
(Bentler, 1980; JBreskog, 1978) with continuous latent and observed 
variables has been widely employed to assess multivariate data in various 
behavioral and social sciences. Several comprehensive discussions on 
structural equation models can be found in the perspectives of psychology 
(Bentler, 1980, 1986), sociqlogy (Bielby and Hauser, 1977), and economics 
(Goldberger 1972; Aigner et al. 1984). These standard techniques have 
been implemente~ into computer programs. Nowadays, two widely used 
computer softwares in structural equation models analysis are LISREL VII 
(JBreskog & SBrbom, 1989) and EQS (Bentler, 1989). 
In many prac~ical uses, the assumption of continuous observed 
variables is violated. For example, investigators in behavioral and 
social sciences often come , acros~ si tuations where only dichotomous or 
polytomous observations are obtained for continuous variables such as 
attitude items, rating scales and performance items. A typical case is 
when a subject in a behavioral s~udy is asked to answer a question on a 











Many examples of .this kind can be found in psychology ·(Lazarsfeld, 1959; 
Lord & Novick, 1968), b,iometrics (Ashford & Sowden, 1970; Finny, 1971), 
and econometrlcs (Nerlove & Press, 1973; Schrriidt & Strauss,1975). When 
2 
analyzing this sort of data, routinely applying standard techniques which 
assume continuous variables may lead to erroneous conclusions (see Olsson, 
1979). Consequently, a lot of efforts have been devoted to study 
polytomous variables with rigour, see, e.g. Olsson et al. (1982), Poon & 
Lee (1987), Lee, Poon & Bentler (1990a,b). 
In general, methods of handling incomplete data in structural equation 
modeling can be roughly classified as direct methods (Finkbeiner, 1979; 
Lee, 1986, 1987) and indirect methods. The direct methods directly 
estimate the structural parameters using both complete and incomplete 
data, and hence require the implementation of new computer programs. 
However, these methods are still attractive because they provide estimates 
with clear asymptotic statistical properties that allow investigators to 
perform various statistical analyses on the model. On the other hand, the 
indirect met-hods include two steps in estimating the parameters. In the 
first step, missing entries are filled with an imputation procedure such 
as mean replacement, regression imputation and principal component 
imputation. In the second ·step, . parameters of the model are estimated 
based on the 'created' complete data via standard programs. These methods 
do not need implementing new complicated programs to estimate the 
strutural parameters, and thus demand less computational effort in 
attaining the solution. Because the process of imputation creates 
dependent observations, the statistical properties of the indirect 
parameter estimates and the resulting model are not yet clear. This is 
the major drawback of the indirect methods. 




to investigate and compare the accuracy and the asymptotic behaviors of 
various direct and indirect methods of handling incomplete data in the 
context of the confirmatory factor analysis model (Lawley & Maxwell, 
1971). As far as we know, very few studies on this important topic have 
been published, especially on the asymptotic behaviors of the indirect 
imputation mehtods. On investigation, focuses are on the accuracy and 
asymptotic properties of parameter estimates, and the asymptotic behaviors 
of the goodness-of-fit statistics obtained in various direct and indirect 
methods. A Monte-Carlo study on the analysis of continuous data is 
presented in Chapter 2. Both the maximum likelihood (ML) estimation and 
the generalized ieast squares (GLS) estimation are considered. The 
methods of handling missing data to be investigated consist of the direct 
methods proposed by Lee (1986), and the indirect methods associated with 
the following imputation procedures: mean rep 1 acemen t , regression 
imputation, -and principal component imputation. Besides, the listwise 
deletion method which uses only the complete data to estimate the 
~ 
structural parameters is also considered. The effects of sample sizes, 
missing . pa~terns, proportions of ~issing data, and true parameter values 
are evaluated. In Chapter 3, a Monte-Carlo study on the analysis of 
polytomous data is presented. Here, only the indirect methods with the 
mean replacement and the regress.ion imputation procedures are studied. 
Similarly, the effects of sample sizes, missing patterns, proportions of 
missirtg data, tru~ parameter values, and true thresholds are investigated. 
Finally, some concluding remarks and discussions are given in Chapter 4. 
In th~ whole study, data are simulated as random samples from 
mUltivarlate - normal - distributions. 
. 
. 
Furthermore, missing entries are 
4 
arranged in such a way where data are missing completely at random (Rubin, 
1976; Little & Rubin, 
longitudinal type are 
1987). For simplicity, only the missing data in 
considered. More complicated type of missing 






Analysis of structural Equation Models with Continuous Data 
§2.1 The Model 
Suppose X = (X , 
,.., 1 . . . , 
X ) 
Pi 
is a random vector from the mul tivariate 
normal population N[O, ~], where ~ is a covariance matrix with some latent 
structure. In the present study, the structural equation model used to 
describe the covariance structure is based on the confirmatory factor 
analysis model (Lawley & Maxwell, 1971), which is a measurement model 
defined by: 
X = /\f + e (2.1) 
'where /\ is a p x k matrix of factor loadings , f is a vector of k latent 
,.., - 1 
factors, and e is a vector of p unique measurement errors. 
1 
covariance matrix /of X, ~, can be expressed as follows: 
Then the 
(2.2) 
Let ~ be the q by 1 vector that contains all free unknown parameters 
in /\, t and ~, then ~ may be expressed as a matrix function of e, i.e., 
~(e) . As a result, the fundamental purpose of the confirmatory factor 
analysis is to estimate ~ based on the random sample. 
Let ~ be the sample ,covariance matrix of a random sample of N complete 
6 
and independent observations from N[O, L]. The ordinary maximum 
likelihood (ML) estimate of ~, denoted bye, is obtained by minimizing the 
function 
F(e) (2.3) 
On the other hand, the ordinary generalized least squares (GLS) estimate 
~ 
of ~, denoted by ~, is defined as the vector minimizing the function 
(2.4) 
-1 
where W is a positive definite weight matrix which converges to L in 
probability. 
It is well known that the ML and GLS estimations have the following 
asymptotic properties: 
(P2.1). The asymptotic distributions of (N-1)1/2(9-e) and (N-1)1/2(B-9) 
are both Fultivariate normal with zero mean vector and covariance 
matrix: 
2{(aLlae)(L@L)-1(aLlae)' }-1. (2.5) 
~ ~ ~ ~ 
(P2.2). The asymptotic distributions of the following goodness-of-fit 
statistics, (N-1)F(8) and (N-1)G(B), are both chi-squared with 
, ~ ~ 
-1 2 p (p +1) - q degrees of freedom. 
1 1 
One of our primary. interest is to study whether estimations using the 
various indirect methods still possess the above nice asymptotic 
statistical properties. ~ 
7 
§2.2 Mehtods of Handling Incomplete Data 
0) In this thesis, we will mainly deal with incomplete observations x 
"'j 
from N[O, ~], for i = 1, ... , m, ; J = 1, ... , Ni' where m is the number of 
missing patterns in the sample (i = 1 for the pattern that contains 
complete observations), and N is the corresponding sample size. Several 
. 1 
direct and indirect methods which are commonly used in analyzing the 
structural equation model with xCi) are br;iefly described as follows. 
. "'J 
Direct Method (MDM & GDM) 
The direct method devised by Lee (1986) tries to estimate the 
parameters using both complete and incomplete data. In this method 
observations of different missing pattern are considered as coming from 
several independent populations whose covariance structures ~.'s depend on 
"'1 
the same parameter vector 9. Both GLS and ML approaches are considered in 
estimation of 9. 
Let Pi be the number of components in each observed random vector of 
Pattern i, n = N - 1, i 1 
m 
n = L n, and c = n In. 
.i =1 1 1 i Then the direct ML 
method (MDM) gives the estimate of the parameter vector 9, denoted bye, 
'" -M 
by minimizing the function 
m 
F(9) = L c 1 { logl~il + tr(~i~~l) - logl~il - Pi }, i=l (2.6) 
where S is the sample covariance matrix of pattern i, . and ~ = K ~ K ' 
"'i -1 -i - -I 
is the corresponding covariance matrix. Here, ~i is a Pi x P1 matrix of 




as before, the direct GLS (GDM) estimate of e, denoted bye, is obtained 
,.,M 
by minimizing the function 
m 
G(e) = 2-1 L c tr {(S - L )W } 2 , 




where W is a posi tive defini te weight matrix which converges to L , in 
"'1 -1 
probability. 
Furthermore, it follows from Lee (1986) that the following results are 
true: 
(P2. 3). The asymptotic distribution of n1/ 2 (9 - e) and n1/ 2 (8 - e) ,are 
-M ,., ...... M 
both multivariate normal with zero mean vector and certain 
-1 
covariance matrix 2Q , where, assuming c . tends to A E (0, 1) as 
1 1 




(P2. 4). The asymptotic distributions of the goodness-of-fi t statistics, 
- "- -1 m 
'nF(e ) and nG(e ), are both chi-squared with 2 L. P. (p.+1) - q 
-M -M 1=1 1 1 
J degrees of freedom. 
The behaviors of the direct methods with respect to these properties are 
to be studied in detail. 
Some widely used imputation procedures that are associated wi th the 
indirect methods are m~an replacement, regression imputation, and pricipal 
component imputation. 
Mean Replacement Method (MMR & GMR) 
9 
/i 
Proposed by Wilks (1932), this handy expedient method simply fills the 
missing entry of any variable with the mean of all its non-missing values. 
For example, the estimate of the kth missing component is given by 
"" X 
k = L 
lEA ' J=l (k) 




where x (i) is 
jk the k
th t f (i ) d A componen 0 x an denotes the subset of 
..., J (k) 
. {1 ' 2 }' th' A l' ff x (i). t·· indIces in , , .. . , m WIlE IS no m1ss1ng ~ (k) jk 
Regression Imputa~ion Method (MRI & GRI) 
The technique of estimating missing entries by using regression 
equations was proposed by Buck (1960) and extended by Gleason & Staelin 
.( 1975) . Based on the N complete data, a mul tiple regression model is 
1 
buil t up, wi th the variables having missing data being the dependent 
variables and al ~ non-missing variables being the independent variables. 
Consequently, the regression coefficients are calculated and the missing 
entries are then imputed with the predicted values. 
Suppose x = (x, ... , x , x)' is an observation wi th x missing, 
- 1 k-l k k 
the regression imputation ,method gives the estimate by 
"" ,.., --1 
X = (J' ~ (x, ... , x )' 
k -(k)-ll 1 k-l (2.10) 
-where ~(k) is a (k-1) x 1 vector containing , the estimated covariances of 
x and x , j = 1 ,. ... ,' k-l; and ~ is the estimated covariance matrix of 
k J -11 
x, 
1 
. . . , X 
k-l Here, a- and ~ are obtained from the Ncomplete data. 
. -(k) -11 1 
10 
Principal Component Imputation Method (MPI & GPI) 
Motivated by Dear (1959), Gleason & Staelin (1975) suggested a method 
to estimate the missing values by using the major principal components 
obtained from the complete observations. First, an estimate of ~, say ~ 
, ,., 
is computed based on the N complete data. 
1 
Then the singular value 
decomposition procedure is used to find the orthogonal eigenvectbrs of ~. 
Let 9 = [9' 9']' be a k x s (s ~ k) matrix of principal components of ~, 
-1' ,.,2 
where 9 and 9 are (k-1) x sand 1 x s sub-matrices, respectively. Then 
-1 -2 
the principal component esti~ate of x
k 
in ~ is ' given by 
. . . , x )' . 
k-1 
(2.11) 
From results of a pilot study, the first s principal components explaining 
around 60% of the total variation were used in our study. 
Based on the 'created' complete data obtained from these imputation 
\ 
procedures, the tndirect methods compute the ordinary ML and GLS solutions 
via standard programs such as LISREL VII (Joreskog & Sobom, 1989) and EQS 
(Bentler, 1989). 
Finally, the listwise deletion, method applies the ordinary ML approach 
(MLD) or GLS approach (GLD) to obtain the solution via LISREL VII or EQS 
using only the first N complete data. 
1 This method has been criticized 
because of the loss of tinformation and accuracy of its parameter estimates 
(Cohen & Cohen, 1975; Frane, 1976; Gleason & Staelin, 1975). However, for 
completeness, this method_ is also included in our study. 
11 
§2.3 Design of the Monte-Carlo Study 
Before the generation of data, some constraints are imposed on the 
confirmatory factor analysis model considered in this study. First of 
all, an oblique two-factor model is selected. Second, data are generated 
from the multivariate normal distribution N[O, ~]. Following the 
suggestions of Anderson and Gerbing (1984), and Boomsma (1985) to 
alleviate the problem of non-convergenc~ and improper solutions, five 
indicator variables are assigned to each factor. Furthermore, the 
following forms of the param~ter matrices in model (2.2) are taken: 
( A A A 0 0 0 A A 0 0 )' 1\ 11 21 31 71 81 = 0 0 0 A A A 0 0 A A 
42 52 62 92 10,2 




where zeros and 
( 
ones stand for fixed values. As a result, variables 1, 2, 
3, 7, and 8 are constrained to load only on factor 1 while the other five 
variables are linked only to factor 2. In addition, there is a total of 
21 free unknown parameters to be estimated in the model. During the 
generation of data, four factors are controlled: sample sizes, missing 
patterns, proportions of missing data, and true parameter values. 
Sample Sizes 
The simulation studies conducted by Boomsma (1982, 1985), and Anderson 
and Gerbing ( · ~984) concluded that samples of size 200 were enough to avoid 
12 
drawing incorrect conclusions in the confirmatory factor analysis. In the 
present study, three sample sizes 200, 350, and 600 are selected to 
represent comparatively small, moderate and large samples respectively. 
Missing Patterns 
Three fixed patterns of missing data are considered in this study. , 
Pattern 1 represents the complete data; pattern 2 corresponds to the data 
with missing values on the 9th and 10th variables, while pattern 3 refers 
to those with missing values on the last four variables. By such 
arrangement, both factors have some indicator variables whose values are 
not observed. Consequently, we can have more comprehensive examination of 
the effects of missing conditions on the parameter estimates related to 
each factor. 
Proportions of Missing Data 
( 
In o'rder to generate incomplete data-sets, two proportions of missing 
data are imposed on complete data-sets in conjunction wi th the missing 
pattern. For each sample size, the ratios of sizes of each missing 









N ) = (9/12 
3 
2112 




The first onerep'resents a small missing proportion while the second one 
indicates a large missing rate. 
13 
True Parameter Values 
In this study, ~ may be a covariance matrix or a correlation matrix. 
As to investigate the performances of various methods under different 
choices of ~, three sets of true parameter values are chosen as follows: 
IV 
Set 1: A = A =A = A = A = A =A = A = A = A = 0.80, 
11 21 31 71 81 42 52 62 92 10,2 
A. = 0.60, and 1/'11= 0.36, i = 1, 
't' 21 't' ... , 
10. 
Set 2: A = 0.70, A = 0.80, A = 0.65, A = 0.75, A = 0.70, 
11 21 31 71 81 
A = 0.65, A = 0.70, A = 0.80, A = 0.75, A = 0.65, 




= 0.70, 1/1 22 = 0.60, 1/133= 0.90, 1/1 44 = 0.80, 1/1 = O. 90, 55 
1/1 66 = 0.80, 1/177= 1.10, 1/188= 0.80, 1/199= 0.90, 1/110,10= 
1.00. 
\ 
Set 3: A ~ 0.60, A 0.65, i\ 0.60, A = 0.65, = 0.60, A = = = 
11 21 31 71 81 
A ' = 0.65, A = 0.60, A = 0~ · 60 , A = 0.65, A = 0.60, 
42 52 62 92 10,2 
</> 21 = 0.30, 
1/1
11 
= 0.90, 1/122= 1.00, 1/133= 1.20, 1/144= 0.70, 1/1 55 = 1.00, 
1/1 66 = 0.80, 1/177= 1.10, 1/1 88 = 0.90, 1/199= 1.20, 1/110,10= 1.00. 
Here, set 1 represents a correlation structure with high factor loadings 
and factor correlation; set 2 represents a covariance structure wi th 
moderate fac~or loadings and factor correlation while set 3 refers to a 
covariance structure with .low factor loadings and factor correlation. 
14 
Given these model specifications, computer programs written in FORTRAN 
IV wi th double precision are implemented to generate data and produce 
estimates by means of various direct and indirect methods. In generation 
of the complete data from N[9, - L], the IMSL subroutines RNSET, DCHFAC and 
DRNMVN (IMSL, 1987) are used. Consequently, the incomplete data-sets are 
obtained by imposing conditions of missing patterns and missing 
proportions. The missing cases are assigned such that data are missing 
completely at random (Rubin, 1976; Little & Rubin, 1987). 
In addition, ' based on all simulated N + N + N complete data, 
123 
solutions from the ordinary maximum likelihood method (MOM) and the 
ordinary generalized least squares method (GOM) are also given for 
reference. Both MOM and GOM solutions are considered optimal in the sense 
that they produce most accurate estimates and enjoy the nice statistical 
properties stated in (P2.1) and (P2.2). 
( 
§2.4 Results of the Monte-Carlo S~udy 
For each combination of the control factors, we generated more than 
- 100 replications, and retained 10q replications in which both ML and GLS 
solutions in all methods are proper solutions. A very small number of 
non-convergent or improper solutions wi th heywood cases were discarded. 
In order to carry out ,investigation, parameter estimates, their standard 
errors estimates calculated from the asymptotic covariance matrix of the 
estimate of~, as well as ~he goodness-of-fit (GOF) statistics obtained by 
each method -were computed and recorded for every replication. The 
15 
comparison of behaviors of the various methods are primarily based on the 
accuracy of parameter estimates, the asymptotic normali ty of parameter 
estimates, and the asymptotic behaviors of the goodness-of-fit statistics. 
Accuracy of Parameter Estimates 
For the comparison of accuracy of the various estimates, the following 
two statistics are needed. 
(1) The mean value of the estimates: 
where 
100 
e = L e(k)/ 100, 





is the ML or GLS estimate of 
parameter vector 8 in the kth replication; 
the i th element 
(2) The root mean squared errors (RMS) about the ture values: 





For each combination, " these statistics were calculated for every 
parameter estimate of each method under consideration. Results of the two 
statistics for the vari9us estimates using maximum likelihood (ML) 
estimation are reported in Tables 1 - 9, while those for the estimates 
obtained via generalized least squares (GLS) estimation are reported in 
Tables 10 - 18. 
Due to ,the specificatfons of parameters in our confirmatory factor 





respect to the missing pat tern. It is observed that es t ima tes of such 
parameters have similar performances. For instance, estimates of ~ and 71 
A
S1
' both directly related to the third missing pattern, 
accuracy and other asymptotic properties. 
have similar 
From these tables, it can be seen that the choices of true parameter 
values, sample sizes and missing conditions have an overall effect on the 
accuracy of parameter estimates. In general, no matter which method is 
used, the accuracy of estimates increases with higher factor loadings and 
factor correlation, larger sample sizes, and fewer missing data. 
For all methods included in this study, the ML · estimates, in 
particular those of the uniquenesses, seem to be more accurate than the 
GLS estimates. This is coherent to the founding of Joreskog & Goldberger 
(1972), which suggested that GLS estimates of the uniquenesses were 
generally smaller than the ML estimates. In our study, the means of the 
GLS estimates, esJ eciallY those of the uniquenesses, are smaller than the 
true values, thus leading to large~ root mean squared errors when compared 
to the ML estimates. This phenomenon is particularly apparent in small 
samples (N = 200). 
For factor loadings ~ ,~ ~ ~ ~, . ~ and uniquenesses 1/. 
11 21 ' 31 ' 42' 52 62 'f' 11 ' 
•.. , I/J , which are all linked to the non-missing variables, it is 
. 66 
found that all indirect methods as well as the direct method yielded 
accurate estimates which are very close to the true population values. 
The listwise deletion method, on the other hand, led to estimates with the 
largest root mean squarea errors as it threw away much information carried 
17 
by the incomplete data in the process of estimation. 
For factor loadings i\. , i\. and uniquenesses I/J , I/J , which are 
92 10,2 99 10,10 
corresponding to the variables with fewest observations, the performance 
of the direct method is the best among the methods of handling missing 
data for both ML and GLS estimation, and the listwise deletion method is 
better than the indirect methods using various imputation procedures for 
each sample size. In fact, all indirect methods, especially the one with 
mean imputation, give some rather poor estimates. The reason for this 
phenomenon may probably be explained as below. For the mean imputation 
method, all missing entries are replaced by the sample mean value, defined 
by (2.9). Hence, the variations of the 'created' data corresponding to 
the missing variables are greatly reduced and thus much smaller than the 
true variances. For the regression imputation procedure, it can be seen 
from (2. 10) - that same estimates ,.., (j 
""(k) and from the complete 
observations are used to impute the missing entries, hence also resulting 
in decreases of ~ar ia t ions in the , created' data. Similarly, for the 
principal component imputation progedure, from (2.11) and same reasoning 
as above, we also expect the reduction of variation in the 'created' data. 
As a result, es t ima tes of 









and ~2 + are 
10,2 
significantly smaller than the corresponding true variances. For the mean 
imputation procedure, all the corresponding parameters are severely 
under-estimated, while' for the regression and principal component 
imputation methods, the uniqueness parameters'- are under-estimated. This 
phenomenon is more ' obvious in samples wi th large missing proportions. 
Furthermore, t~eir root 'mean squared errors are also affected. 
18 
Similar resul ts are also observed in the estimation of A , A ~ , l/J 
71 81 77 
and ./. 
"'88· Again, the direct methods produce the most accurate estimates. 
For the indirect estimates, the ,. degree of under-estimation is not so 
serious as the number of missing observations are less. 
Therefore, for ML and GLS estimation of parameters associated with the 
missing variables, the performance of the qirect method is better than the 
listwise deletion method which in turn is better than the indirect 
imputation methods. 
Finally, it seems that all methods give accurate estimates as the 
optimal MOM & GOM methods for the factor correlation ifJ , al though the 
21 
performance of the listwise deletion method is slightly worse than the 
others. 
Asymptotic Normali( Y of Parameter Estimates 
Since there are totally 21 parameter estimates in the confirmatory 
factor analysis model considered in the study, it is extremely difficult 
to test whether they follow an asymptotic multivariate normal distribution 
as stated in (P2.1) and (P2.3). An alternative is to test the marginal 
normality of each estimate. Therefore, according to (P2.1) and (P2.3), we 
computed the following ,values for both ML and GLS estiamtes, 
S-E ( 9- (k) ) k = 1 100· 1 21 ' , , ..• , ,1 = , ... , ,where 9 is the true parameter 1 . 1 
value, - (k) th 9 1 may be · the ML or GLS estimate at the k replication, and 




-from the program based on the estimated asymptotic covariance matrix of 9. 
Then the Kolmogorov-Smirnov (K-S) test (Siegel, 1956) in the SPSSX NPAR 
TEST procedure (SPSS, 1988a) was employed to check if these 'standardized' 
values follow the standard normal distribution. Moreover, a more 
intuitive graphical analysis was done by examining the p-p plots (Wilk & 
Gnanadesikan, 1968) of these 'standardized' values against standard normal 
variates. The p-p plots ' were obtained via MINITAB (Ryan, Joiner, & Ryan, 
1985), and SPSSPC (SPSS, 1988b). 
For the indirect methods, we observed that in general the 
'standardized' values of ML and GLS type parameter estimates seem not to 
follow the standard normal distribution. About 60% of the corresponding 
p-values of the K-S test are less than 0.05, and the p-p plots reveal 
patterns deviating far away from the linear pattern. The non-normality of 
, standardized~ values becomes more serious for parameter estimates that 
are directly related to the missing components. This phenomenon is most 
\ probably attributed to the inaccuracy of these parameter estimates and the 
dependence of the 'created' data. 
On the other hand, the normality test results of the 'standardized' 
values from the ML direct (MDM) method are very similar to those from the 
optimal (MOM) method across all samples. Around 90% of the corresponding 
p-values of the K-S test (see Tables 19 & 20) are greater than 0.05,_ 
suggesting that these 'standardized' values conform to the standard normal 
distribution with certain degree of random error. In company, most of the 
associated p-p plots show ~ a straight line relationship, which agrees with 
the K-S ' test , results. ' The corresponding behaviors of the listwise 
20 
deletion method (MLD) are similar to those from the optimal method. These 
similar results are not reported here because the listwise method has been 
shown to be inferior to the direct method in terms of accuracy_ 
To investigate the asymptotic property of the MDM estimates further, 
we compared their sample standard errors with the averages of their 
estimated standard errors obtained in the estimated asymptotic covariances 
of e. It is found that these two standard errors are very close to each 
-K 
other, even for the estimates whose 'standardized' values do not follow 
the standard normal distribu~ion. Only six pairs of the standard errors 
have an absolute difference exceeding 0.01 (see Tables 21 & 22). This 
finding suggests that for the ML direct method, the estimated standard 
errors are very accurate. 
However, the results of the K-S test are not good for the GLS direct 
(GDM) and listwise deletion (GLD) methods. The 'standardized' values of 
( 
these estimates, especially those of the uniquenesses, do not follow the 
standard normal distribution as it can be seen that most K-S p-values are 
less than 0.05. 
Asymptotic Behaviors of the various Goodness-of-fit Statistics 
According to asymptotic properties (P2.2) & (P2. 4), the 
goodness-of-fi t statistics of the optimal MOM & GOM estimation for the 
model under investigation are both chi-squared with 34 degrees of freedom, 
while those of the ' direct . MDM & GDM estimation follow the chi-squared 
distribution with 91 degrees of freedom. 
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In order to investigate the above properties of the goodness-of-fi t 
(GDF) statistics of the various fitted procedures, the Kolmogorov-Smirnov 
(K-S) test (Siegel, 1956) and the p-p plot (Wilk & Gnanadesikan, 1968) 
were again employed to check for discrepancy from the theoretic 
distributions. The two-tailed p-values of the K-S test statistics are 
reported in Table 23 and a few p-p plots are presented in Figure 2. 
As expected, the goodness-of-fit statistics of listwise deletion 
methods with ML and GLS estim.ations have similar distribution as those of 
their correponding optimal methods, which obviously conform to the 
theoretic chi-squared distribution with 34 degrees of freedom. This is 
substantiated by the large p-values of the K-S test and the striking 
linear pattern in the associated p-p plots. 
It is also noted that in moderate and large samples (N = 350, 600), 
values of the goodi1ess-of-fi t statistics generated from the ML direct 
method seem to follow the chi-sqD:ared distribution wi th 91 degrees of 
freedom, because all but one of the the p-values of the K-S test are 
greater than 0.05, resulting in not rejecting the null hypothesis that the 
values have the theoretic chi-squar~d distribution. Meanwhile, their p-p 
plots reveal a near straight line relationship. But in small samples (N = 
200), the values of the goodness-of-fit statistics are much bigger than 
expected, hence the co~responding p-values are close to 0.00 and the p-p 
plots show a downward curved pattern. Therefo~e, samples with small sizes 
should be treated with care in applying the goodness-of-fit statistics. 
22 
For the goodness-of-fi t statistics of the GLS direct method, it is 
surprising to find out that these values are always much bigger than the 
corresponding theoretic chi-squared values even in large samples. 
With regard to all three imputation methods, it is found that across 
all samples, the goodness-of-fit statistics of both ML and GLS estimation 
are more sizable than the theoretic values of the chi-squared distribution 
with 34 degrees of freedom. The p-values: of the K-S test are close to 
0.00, indicating a serious departure from the theoretic chi-squared 
distribution. In addition, '. most of their p-p plots have an apparent 
downward curvature. 
In order to study the asymptotic behaviors of changes in the 
goodness-of-fit statistic between two hierarchical models, we carried ' out 
further study - on the ML direct method with A fixed at its true values. 
42 
The changes in the goodness-of-fit statistics were calculated for every 
/ 
case. According to property (P2.4), these changes are expected to follow 
the chi-squared distribution with o~e degree of freedom. As a result, the 
K-S test and the p-p plot were obtained for these changes to check this 
distributional property. For the three selected sample sizes, p-values of 
the K~S test are all greater than 0 ~ 05, and the p-p plots show an apparent 
linear pattern, indicating that these changes conform well to the 
chi-squared distribution with one degree of freedom. 
statistic can be used , to test the null hypothesis . Ho: 
Hence, this 
A = O. 
42 
This 
property is helpful in · constructing modification indices of parameter 
estimates in a hierarchical model building process. 
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CHAPTER 3 
Analysis of Structural Equation Model with Polytomous Data 
§3.1 The Model 
Let X = (X, ... , X )' be a p -dimensional continuous random vector 
1 P 1 
1 
coming from the multivariate normal distribution N[O, R], where R is a 
correlation structure. In many situations the exact value of X is 
unobservable. Suppose the information of X is given by a polytomous 
random vector 2 = (2 , ... ,2 )', which is defined by 
,., 1 P
1 
2 = h(k) 
k 
if a ~ X ~ a 
k,h(k) k k,h(k)+l (3.1) 
for k = 1, . . . , P 1 ' h (k) = 1, ... , n(k) . Here a's are the kth k,h(k) 
variable's threshold parameters wi th a = -00 a = +00 and n(k) 
k,l ' k,n(k)+l ' 
is the number of categories from which observations come for the kth 
variable. The mljor purpose is to analyze the underlying correlation 
structure _ ~ based on the polytomous ,data. 
Similar to the case of analyzing continuous data, the structural 
equation model used to analyze . the correlation structure is the 
confirmatory factor analysis model (Lawley & Maxwell, 1971): 
R = I\.ipl\.' + 'l! (3.2) 
where I\. is the factor loading matrix, ip is the factor correlation matrix 
and ~ is a diagonal mat-rix containing the uniquenesses. As R is a 
correlationma~rix, the following constraints are imposed on model (3.2): 
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(A4?A') + l/J = 1, for i = 1, ... , p. 
,.,,.,,., 11 11 1 
(3.3) 
Let 9 be a q by 1 vector containing all the independent unknown 
parameters in A, 4? and ~, then R can be expressed as a matrix function of 
9, R(9). Thus, the purpose of the correlation structure analysis is to 
,., ,.,,., 
estimate the parameter vector 9 based on the observed polytomous data. 
§3.2 Methods of· Handling Incomplete Data 
In the present study, we : are mainly concerned with situations where 
missing data occur. 
1, ... , m, j = 1, 
S th . 1 t b t . 2 ( i) . uppose ere are lncomp e e 0 serva lons ,1 = 
-J 
... , N, where m is the number of distinct missing 
1 
patterns in the sample and N is the number of random polytomous vectors 
I 
of missing pattern i. We use i = 1 to represent the pattern corresponding 
to the complete observations, and let PI be the number of components in 
each observed ran( om polytomous vector of pattern i. 
the indirect methods using mean replacement and 
We are interested in 
regression imputation 
procedures to handle missing data. These two methods are briefly 
described as follows. 
Mean Replacement Method (DMR) 
Same as the mean replacement method for continuous data, this method 






L N I 
lEA (k) 
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For the kth 
(3.5) 
(1) th . th 
where z is the k comp~nent of the J polytomous observation in the 
Jk 
i th missing pat tern, and A(k) denotes the subset of indices in {1, 2,- ... , 
} . th· A 1· ff (1 ). t·· m WIlE Z IS no mIssIng. (k) Jk Since z may not be an integer, k 
we set the estimate of the kth missing component to be 
z = [z + 0~5] 
k k 
(3.6) 
where [y] denotes the largest integer part of y. 
Regression Imputation Method (DRI) 
Following the idea of Gleason & Staelin (1975) in estimating missing 
values for continuous data, Lee . & Chiu (1990) extended the regression 
imputation method to estimating missing entries in polytomous vectors. 
Suppose that x = (x, ... ,x , x)' is a continuous observation with x 
,., 1 k-1 k k 
missing, then-from (2.10) the regression estimate of x is 
k 
. ., x )'. 
k-1 
,., 
Here e (k) is the (k-1) by 1 vector consisting of 
correlations of x and (x , .. '. , x )' and R is k 1 k-1 ' "'11 





Now consider the corresponding polytomous observation ~ = (Zl' ... , 
Z , z )' with z m is sing. 
k-1 k k 
'" We first obtain the parameter estimate e (k)' 
R and the threshold estimate a based on the N complete data via the 
"'11 '" 1 
partitioned maximum likelihood estimation method described in Lee & Chiu 






,.., ,.., ,.., ,..., ,.., ,.." 
ex. = ex. - ex. and ex. = ex. + ex. 






. L (a - a ). 
k,J+l k,J 
J=2 
Then the x on the right hand side of (3.7) corresponding to z is taken 
1 1 
as 
+ a )/2 for z = h(i), i = 1, ... , k-1; and 
l,h(l)+l i 
. . . , x )'. 
k-l 
Finally, the regression estimate of z is given by 
k 
"." ,...,,...,,.., 
z = h(k) if ex. ~ x ~ ex. 
k k,h(k) k k,h(k)+l 
(3.8) 
(3.9) 
Based on the 'created' complete data obtained from these imputation 
procedures, the indirect methods compute the estimates of the confirmatory 
factor analysis mo~el through the ordinary GLS estimation (DOM) procedure 
for polytomous data (Lee, Poon & Bentler, 199Gb). 
§3.3 Design of the Monte-Carlo Study 
Same as in the study of , continuous data, some constraints are imposed 
on the confirmatory factor analysis model under consideration. An oblique 
two-factor model is used, with three indicator variables assigned to each 
factor. Meanwhile, the specifications of the parameter matrices in model 
(3.2) are as follows. 
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A [ A A A = 11 21 31 0 0 0 
'It = D i ag { tP , tP , 11 22 
0 0 0 
A A A 
42 52 62 
... , tP }, 
66 
r ~ = [ </>21 1 
where zeros and ones stand for fixed values. The contraints in (3.3) are 
set to be: 
I/J 1 1 = 1 - A2 for i = 1, 2, 3 and 11 
tP
JJ 
= 1 - A~2 for j = 4, 5, 6. 
Therefore, variables 1, 2, & 3 are linked only to factor 1 while 
variables 4, 5, & 6 load only on factor 2. In addition, there are totally 
7 free parameters (6 factor loadings and the factor correlation) to be 
estimated in the model. In the process of data generation, five 
factors are manipulated: sample sizes, missing patterns, proportions 
of missing data, true parameter values, and true thresholds. 
Sample Sizes 
Like the study of continuous confirmatory factor analysis, three 
sample sizes 200, 350, and 600 are ?elected to represent relatively small, 
moderate, and large samples repectively. 
Missing Patterns 
For each samplesiz~, two fixed patterns of missing data are 
considered in - the po-lytomous confirmatory factor analysis. Pattern 1 
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refers to the complete data and pattern 2 corresponds to the data wi th 
missing values on the 5th and 6th variables. 
Proportions of Missing Data 
Together with the missing pattern, two proportions of missing data are 
imposed on complete data-sets to generate incomplete data-sets. For each 










(1/2 1/2) . 
The first one represents a small missing proportion, and the second one 
corresponds to a large scale of missing data. 
True Parameter Values 
( 
In order to examine the behaviors of the various methods under 
different choices of R, two sets of true parameter values are chosen in 
this study to represent the correlation structure. 
Set 1: A 
11 
= A 21 = A 31 
At. = 0.60. 
'f' 21 
Set 2: A = 0.70, A 11 21 ' 
A = 0.60, A 42 52 
~21 - 0.30. 
= A 42 - A = A - 52' 62 = 0.80, 
= 0.65, A = 0.60, 31 
= 0.65, A = 0.70, 62 
Here, set 1\ corresponds' to high factor loadings and factor correlation, 
29 
while set 2 is associated wi th mixed and moderate factor loadings and 
factor correlation~ 
True Thresholds 
In generation of the polytomous data from the continuous data, we need 
thresholds for categorization. In the present study, three categories are 
assumed for each of the six polytomous vari~bles. In order to investigate 
the effect of symmetry of the thresholds on the paramter estimates, two 
sets of true thresholds are considered. 
Set 1 : a = (-00, -0.70, 0.70, +(0)' , for i = 1, ... , 6. 
"'i 
Set 2: a = (-00, -1.00, 0.20, +(0)' , for i = 1, 3, 5, and 
",1 
a = (-00, -0.20, 1.00, +(0)' , for j = 2, 4, 6. 
"'j 
Note set 1 refers to symmetric thresholds and set 2 refers ' to asymmetric 
thresholds. ~ 
Given these model specifications and controlled factors, computer 
programs written in FORTRAN IV with double precision are implemented to 
generate data and produce various estimates. In generation of the 
complete polytomous data, the IMSL subroutines RNSET, DCHFAC and DRNMVN 
( IMSL, 1987) are called to generate the continuous data from N [9, R] . 
'" 
Then the continuous data are transformed into polytomous form using the 
preassigned thresholds. _The incomplete data-sets are obtained by imposing 
conditions of missing patterns and missing proportions. The missing cases 
are assigned such that data are missing completely at random (Rubin, 1976; 
Li t tIe & Rubin, '1987). For the purp6se of standard comparison, we also 
30 
obtain the optimal solutions of ,the ordinary method (DOM) based on all Nl 
+ N generated data. 
2 
§3.4 Results of the Monte-Carlo Study 
For each combination of the control factors, we generated more than 
100 replications and retained 100 replications where all methods produced 
proper solutions. A very few replications with non-convergent and 
improper solutions were discarded. In each replication, parameter 
estimates, their standard errors estimates computed from the asymptotic 
covariance matrix of the , estimate of e, and the goodness-of-fi t (GOF) 
statistics obtained in every method were computed and recorded. 
Accuracy of Structural Parameter Estimates 
Comparison of accuracy of the various estimates are based on two 
statistics: means ( of the estimates as in (2.12), and the root mean squared 
errors (RMS) about their true values as in (2.13). For each combination 
of the control factors, these statistics were computed for every parameter 
estimate of each method under study. Resul ts of these statistics are 
presented in Tables 24 - 35. 
It is found that no matter which method is used, choices of true 
parameter values in ~ & !, sample sizes, and missing conditions have an 
overall effect , on the accuracy of structural parameter estimates. In 
general, the root -mean squared errors of estimates become larger in 
samples wl th lower true factor loadings and factor correlation, smaller 
31 
sample sizes, and larger missing proportions. On the other hand, the 
choice of thresholds, whether symmetric or asymmetric, has no apparent 
effect on the accuracy of structural parameter estimates. 
Regarding the factor loadings All' A2l , and A31 , related to the first 
factor's indicator variables whose values are all observed, the estimates 
obtained in the two indirect methods are quite close to the optimal DOM 
estimates in terms of their means and root mean squared errors. 
Nevertheless, for A , 
42 
and A , 
62 
corrresponding to the second 
factor's indicator variables of which some values are missing, the 
indirect estimates are rather poor. While the regression imputation (DRI) 
estimates are always far above the true population values, the mean 
replacement (DMR) estimates always under-shoot the true values. 
Furthermore, this situation deteriorates as more missing values occur. 
The root mean squared errors of both DRI & DMR estimates are large when 
I 
compared to those of the DOM estimates. 
The estimates of the factor correlation ~ obtained through the two 
21 
imputation methods are close to the optimal DOM estimates. 
Accuracy of Threshold Estimates 
Generally speaking, , the precision of the threshold estimates increase 
as the smaple size increases. However, the precision changes little when 
symmetric true thresholds are used instead of asymmetric ones. -
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For thresholds a, a, a, and a, which are related to the 
-1 -2 -3 -4 
non-missing variables, their estimates obtained in the two indirect 
methods are very close to those of the optimal (DOM) method. 
Considering thresholds a & a, which are directly corresponding to 
. -5-6 
the missing variables, however, the indirect (DRI & DMR) estimates are 
rather poor since they tend to under-estimate the smaller thresholds a & 
52 
a , and over-estimate the larger threshol.ds a & a thus leading to 
62 53 63' 
exceptionally large root mean squared errors. 
Asymptotic Normality of Structural Parameter Estimates 
According to standard theory~ the seven stuctural parameter estimates 
have an asymptotic mul tivariate normal distribution. As it is difficul t 
to test the multivariate normality, we try to test the marginal normality 





(e-(k)_ ) /S-EC-(k») k 1·' . e e, = , ... , 100; 1 = 1, ... , 7 
1 1 1 
th -(k) is the i element of the true parameter vector 9, 9. is the 
- 1 
estimate at the kth replication, _ and SE(e(k») is the corresponding 
1 
estimated standard error of e(k) obtained from · the estimated asymptotic 
1 
covariance matrix of 9. As in the continuous case, the Kolmogorov-Smirnov 
(K-S) test (Siegel, 1956) and the p-p plot (Wilk & Gnanadesikan, 1968) are 
used here to check if these ' standardized' values follow the standard 
normal distrubution. ' 
.... 
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The results of the K-S test are really bad for estimates obtained via 
the regression imputation (DRI) method and the mean replacement - (DMR) 
method. Over 80% of the K-S p-values are smaller than 0.05, suggesting 
the rejection of the null hypothesis that the 'standardized' values follow 
the standard normal distribution. In addition, most of the corresponding 
p-p plots reveal a~apparent curvature~ which indicates serious departure 
from standard normality. 
Asymptotic Behaviors of the Goodness-of-fit Statistics 
Given the model specifications, the goodness-of-fit (GOF) statisti~s 
are expected to have the asymptotic chi-squared distribution with 8 
degrees of freedom. Again, the Kolmogorov-Smirnov (K-S) test (Siegel, 
1956) and the p-p plot (Wilk & Gnanadesikan, 1968) are used to check for 
discrepancy from the theoretic distribution. 
For the regr' ssion imputation method, it is observed that the 
goodness-of-fit statistics are muc~ bigger than expected in all samples. 
The p-values of the K-S test (see Table 36) are close to 0.00, showing 
serious departure from the theoretic chi-squared distribution with 8 
degrees of freedom. 
On the other hand, the goodness-of-fit statistics obtained in the mean 
replacement method seem ,to follow the expected chi-squared distribution in 
samples corresponding to moderate true factor loadings and factor 
correlation (Set 2 parameter values). In these samples, all but one of 
the p-values of the K-S 'test are greater than 0.05 and the p-p plots have 
34 
a straight line relationship. However, in samples with high true factor 
loadings and factor correlation (Set 1 parameter values), the DMR 
goodness-of-fit statistics do hot conform to chi-squared distribution with 
8 degrees of freedom as most K-S p~values are smaller than 0.05. 
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CHAPTER 4 
Summary and Discussion 
In this thesis, several direct and indirect methods of handling 
incomplete data in analyzing structural equation models are investigated. 
Simulation studies are conducted to compare the accuracy and asymptotic 
behaviors of the various estimates and the goodness-of-fit statistics of 
the fitted models. The effects of sample sizes, missing . patterns, 
proportions of missing data, and true parameter values on the estimation 
are examined. 
Based on the resul ts, we can conclude that the direct (MDM) method 
with maximum likelihood estimation is the- best method of handling missing 
data in confirmatory factor analysis wi th continuous data. It gives 
accurate parameter estimates and their standard errors estimates. With 
moderate and large sample sizes, its goodness-of-fi t statistic has the 
) 
expected chi-squared distribution. The asymptotic behaviors of its 
estimates are also reasonably good for statistical inference of the model. 
On the other hand, it is gemonstrated that the indirect methods using 
various imputation procedures produce rather poor estimates, especially 
for those parameters direct~y linked to the missing components. Moreover, 
the asymptotic behaviors of the goodness-of-fi t statistics obtained via 
indirect methods are unclear so that further st~tistical analysis on the 
resulting model cannot be performed. Therefore, the ML direct method is 
recommended fof -dealing with missing data. 
For the I con.~irmatory factor analysis models wi th polytomous data, 
36 
two indirect methods are studied: regression imputation and mean 
replacement. It is demonstrated that the parameter estimates of the two 
indirect methods are not very accurate. In particular , estimates for 
those parameters related to the missing variables are really poor. The 
asymptotic statistical properties of these estimates are not clear. 
Besides, the goodness-of-fit statistics of the indirect methods have no 
clear asymptotic distribution properties. Thus, no further statistical 
inference can be made on the indirect esti~ates and the resulting model. 
Therefore, the indirect methods are not recommended for trea tment of 
missing observations. 
The results of this thesis are based on the assumption that data come 
from multivariate normal distributions. As the normality assumption may 
be violated in practice, more robust methods of handling missing data 
should be studied in the future. Moreover, one should be cautious in 
generalizing these findings because the results are confined to the 
two-factor conf!pmatory factor analysis models. The performances of the 
various methods in more general str.uctural equation models analysis need 
to be examined. Finally, we consider here only the missing data in 
longitudinal type. More general missing patterns can be handled by 
modifying the computer programs. , We expect that the resul ts will be 
similar to those in this study. 
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: Table 1 
N = 600 
N = 450 
1 
N = 100 
2 
N = 50 
3 
N = 600 
N = 300 
1 
N = 150 
2 
N = 150 
3 
Means and Root Mean Squared Errors of Estimates from Various ML Methods 
in Analysis of Continuous Data 
Parameter's 
True Value 
Mean of Estimate 
MOM MDM MR! MMR MP! MLD 
Root Mean Squared Error 
MOM MDM MR! MMR MP! MLD 
0.80 0.80 0.80 0.80 0~79 0.80 0.80 0.04 0.04 0.04 0.04 0.04 0.04 
0.80 0.80 0.80 0.80 0.79 0.80 0.80 0.04 0.04 0.04 0.04 0.04 0.04 
0.80 0.79 0.79 0.79 0.79 0.79 0.79 0.04 0.04 0.04 0.04 0.04' 0.04 
0.80 0.80 0.80 0.80 0.79 0.80 0.80 0.03 0.03 0.03 0.04 0.03 0.04 
0.80 0.80 0.80 0.80 0.79 0.81 0.80 0.04 0.04 0.04 0.04 0.04 0.04 
0.80 0.80 0.80 0.80 0.79 0.80 0.80 0.04 0.04 0.04 0.04 0.04 0.04 
0.80 0.80 0.80 0.80 0.75 0.81 0.80 0.03 0.04 0.04 0.06 0.04 0.04 
0.80 0.80 0.80 0.80 0.75 0.81 0.80 0.04 0.04 0.04 0.06 0.04 0.04 
0.80 0.80 0.80 0.79 0.63 0.82 0.79 0.04 0.04 0.04 0.17 0.04 0.04 
0.80 0.80 0.80 0.79 0.63 0.82 0.80 0.04 0.04 0.05 0.17 0.05 0.05 
0.36 0.36 0.36 0.36 0.37 0.36 0.36 0.02 0.02 0.02 0.02 0.02 0.03 
0.36 0.36 0.36 0.36 0.37 0.36 0.36 0.03 0.03 0.03 0.03 0.03 0.03 
0.36 0.37 0.37 0 ~ 37 0.38 0.37 0.37 0.03 0.03 0.03 0.03 0.03 0.03 
0.36 0.36 0.36 0.36 0.38 0.35 0.36 0.03 0.03 0.03 0.04 0.02 0.03 
0.36 0.36 0.36 0.35 0.38 0.35 0.36 0.03 0.03 0.03 0.03 0.03 0.03 
0.36 0.36 0.36 0.36 0.38 0.35 0.36 0.03 0.03 0.03 0.03 0.02 0.03 
0.36 0.36 0.36 0.32 0.35 0.32 0.35 0.03 0.03 0.05 0.03 0.05 0.03 
0.36 0.35 0.36 0.32 0.35 0.32 0.35 0.02 0.02 0.04 0.02 0.04 0.03 
0.36 0.36 0.36 0.26 0.35 0.26 0.36 0.02 0.03 0.10 0.03 0.10 0.03 
0.36 0.36 0.36 0.26 0.34 0.26 0.36 0.03 0.03 0.10 0.03 0.110.03 
0.60 0.60 0.60 0.60 0.59 0.58 0.59 0.03 0.03 0.03 0.03 0.03 0.04 
0.80 0.80 0.80 0.80 0.78 0.80 0.80 0.04 0.04 0.04 0.04 0.04 0.05 
0.80 0.80 0.80 0.80 0.79 0.80 0.79 0.04 0.04 0.04 0.04 0.04 0.05 
0.80 0.79 0.79 0.80 0.78 0.80 0.79 0.04 0.04 0.04 0.04 0.03 0.05 
0.80 0.80 0.80 0.81 0.79 0.81 0.79 0.03 0.03 0.04 0.04 0.04 0.05 
0.80 0.80 0.80 0.81 0.79 0.81 0.80 0.04 0.04 0.04 0.04 0.04 0.05 
0.80 0.80 0.80 0.81 0.79 0.81 0.79 0.04 0.04 0.04 0.04 0.04 0.05 
0.80 0.80 0.80 0.79 0.64 0.82 0.80 0.03 0.04 0.04 0.17 0.05 0.05 
0.80 0.80 0.80 0.79 0.63 0.82 0.80 0.04 0.04 0.04 0.17 0.05 0.05 
0.80 0.80 0.80 0.78 0.44 0.84 0.79 0.04 0.05 0.05 0.36 0.06 0.05 
0.80 0.80 0.80 0.78 0.44 0.84 0.80 0.04 0.05 0.05 0.36 0.07 0.05 
0.36 0.36 0.36 0.35 0.38 0.35 0.36 0.02 0.02 0.02 0.03 0.02 0.03 
0.36 0.36 0.36 0.35 0.38 0.35 0.36 0.03 0.03 0.03 0.03 0.03 0.03 
0.36 0.37 0.37 0.36 0;39 0.36 0.36 0.03 0.03 0.03 0.04 0.03 0.04 
0.36 0.36 0.36 0.35 0.38 0.34 0.36 0.03 0.03 0.03 0.04 0.03 0.04 
0.36 0.36 0.36 0.34 0.38 0.34 0.36 0.03 0.03 0.04 0.03 0.03 0.04 
0.36 0.36 0.36 0.35 0.38 0.34 0.36 0.03 0.03 0.03 0.04 0.03 0.04 
0.36 0.36 0.35 0.26 0.34 0.26 0.35 0.03 0.03 0.110.03 0.110.04 
O. 36 O. 35 O. 35 O. 26 O. 34 O. 26 O. 35 ' O. 02 O. 03 O. 10 O. 03 O. 11 O. 04 
0.36 0.36 b.36 0.17 0.30 0.17 0.36 0.02 0.03 0.19 0.06 0.19 0.03 
0.36 0.36 0.36 0.17 0.30 0.16 0.36 0.03 0.03 0.19 0.06 0.20 0.03 
0.60 0.60 0.60 0.60 0.60 0.56 0.59 0.03 0.03 0.03 0.03 0.05 0.04 
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Table 2 Means and Root Mean Squared Errors of Estimates from Various ML Methods 
in Analysis of Continuous Data 
Sample 
Size 
, N = 350 
N = 263 
1 
N = 58 
2 
N = 29 
3 
N = 350 
N = 175 
1 
N = 88 
2 




Mean of Estimate 
MOM MDM MRI MMR MPI MLD 
Root Mean Squared Error 
MOM MDM MRI MMR MPI MLD 
0.80 0.80 0.80 0.80 0.80 0.80 0.81 0.05 0.05 0.05 0.05 0.05 0.06 
0.80 0.80 0.80 0.80 0.80 0.80 "0.81 0.05 0.05 0.05 0.05 0.05 0.06 
0.80 0.80 0.80 0.80 0.79 0.80 0.80 0.05 0.05 0.05 0.05 0.05 0.06 
0.80 0.80 0.80 0.80 0.79 0.80 0.80 0.04 0.05 0.05 0.05 0.04 0.05 
0.80 0.80 0.80 0.80 0.79 0.80 0.80 0.04 0.04 0.04 0.04 0.04 0.05 
0.80 0.81 0.81 0.81 0.80 0.82 0.81 0.04 0.04 0.05 0.04 0.05 0.05 
0.80 0.81 0.81 0.80 0.76 0.81 0.81 0.04 0.04 0.04 0.06 0·.05 0.05 
0.80 0.80 0.80 0.80 0.75 0.81 0.80 0.04 0.04 0.04 0.06 0.05 0.05 
0.80 0.810.80 0.80 0.64 0.83 0.80 0.04 0.05 0.05 0.17 0.06 0.05 
0.80 0.80 0.81 0.80 0.64 0.830.81 0.05 0.05 0.050.17 0.06 0.05 
0.36 0.36 0.36 0.36 0.37 0.36 0.36 0.03 0.03 0.03 0.04 0.03 0.04 
0.36 0.35 0.36 0.35 0.36 0.35 0.36 0.04 0.04 0.04 0.04 0.04 0.04 
0.36 0.36 0.36 0.36 0.37 0.36 0.36 0.04 0.04 0.04 0.04 0.04 0.04 
0.36 0 .. 36 0.36 0.36 0.38 0.35 0.36 0.03 0.03 0.03 0.04 0.03 0.03 
0.36 0.36 0.36 0.35 0.37 0.35 0.36 0.03 0.04 0.04 0.04 0.04 0.04 
0.36 0.36 0.35 0.35 0.37 0.35 0.36 0.03 0.04 0.04 0.04 0.03 0.04 
0.36 0.35 0.35 0.32 0.35 0.32 0.35 0.03 0.03 0.05 0.03 0.05 0.04 
0.36 0.36 0.36 0.33 0.36 0.33 0.36 0.03 0.03 . 0.05 0.03 0.05 0.04 
0.36 0.36 0.36 0.26 0.35 0.26 0.36 0.04 0.04 0.10 0.04 0.100.04 
0.36 0.36 0.36 0.26 0.35 0.26 0.36 0.03 0.04 0.10 0.04 0.110.04 
0.60 0.60 0.59 0.60 0.60 0.58 0.60 0.04 0.04 0.04 0.04 0.04 0.05 
A 0~80 0.80 0.80 0.81 0.79 0.81 0.81 
All 0.80 0.80 0.80 0.81 0.79 0.81 0.81 
A21 0.80 0.80 0.80 0.80 0 ~ 78 0.80 0.80 
A31 0.80 0.80 0.80 0.81 0.78 0.81 0.79 
A42 0.80 0.80 0.80 0.81 0.79 0.81 0.80 
A52 0.80 0.81 0.81 0.82 0.80 0.83 0.80 
A62 , 0.80 0.81 0.81 0.80 0.65 0.83 0.81 
A7l 0.80 0.80 0.80 0.79 0.64 0.82 0.80 
81 A ~ 0.80 0.810.80 0.78 0.44 0.85 0.80 
A92 0.80 0.80 0.81 0.79 0.44 0.85 0.80 
~10.2 0.36 0.36 0.36 0.35 0.38 0.35 0.36 
~11 0.36 0.35 0.36 0.35 0.37 0.35 0.36 
~22 0.36 0.36 0.36 0.36 0. ,38 0.35 0.36 
~33 0.36 0.36 0.36 0.35 0.38 0.34 0.36 
~44 0.36 0.36 0.36 0.34 0.38 0.34 0.36 
~55 0.36 0.36 0.35 0.34 0.38 0.33 0.35 
~66 0.36 0.35 0.35 0.26 0.34 0.25 0.35 
~77 0.36 0.36 0.36 0.26 0.34 0.26 0.35 
~88 0.36 0.36 0.36 0.17 0.310.17 0.36 
~99 0.36 0.36 0.36 0.17 0.30 0.16 0.36 
~~~,10 0.60 0.60 0.59 0.60 0.60 0.56 0.60 
, . 43 
0.05 0.05 0.05 0.05 0.05 0.07 
0.05 0.05 0.05 0.05 0.05 0.07 
0.05 0.05 0.05 0.05 0.05 0.06 
0.04 0.05 0.05 0.05 0.05 0.06 
0.04 0.04 0.05 0.05 0.04 0.06 
0.04 0.04 0.05 0.04 0.05 0.06 
0.04 0.05 0.05 0.16 0.06 0.06 
0.04 0.05 0.05 0.16 0.05 0.07 
0.04 0.06 0.06 0.36 0.08 0.06 
0.05 0.06 0.06 0.36 0.08 0.07 
0.03 0.03 0.04 0.04 0.030.05 
0.04 0.04 0.04 0.04 0.04 0.05 
0.04 0.04 0.04 0.04 0.04 0.05 
0.03 0.03 0.04 0.04 0.03 0.04 
0.03 0.04 0.05 0.04 0.04 0.05 
0.03 0.04 0.04 0.04 0.04 0.04 
0.03 0.04 0.110.04 0.110.04 
0.03 0.04 0.10 0.04 0.10 0.05 
0.04 0.05 0.19 0.06 0.20 0.05 
0.03 0.04 0.19 0.06 0.20 0.04 
0.04 0.04 0.04 0.04 0.06 0.06 
' Table 3 Means and Root Mean Squared Errors of Estimates from Various ML Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 200 
N = 150 
1 
N = 33 
2 
N = 17 
3 
N = 200 
N = 100 
1 
N = 50 
2 














































Mean of Estimate Root Mean Squared Error 
MOM MDM MR I MMR MP I MLD MOM MDM MRI MMR MPI MLD 
0.80 0.80 0.80 0.79 0.80 0.80 0.06 0.06 0.06 0.06 0.06 0.07 
0.79 0.79 0.79 0.79 0.80 ~ 0.79 0.06 0.06 0.06 0.06 0.06 0.07 
0.80 0.80 0.80 0.79 0.80 0.80 0.06 0.06 0.06 0.06 0.06 0.08 
0.78 0.79 0.79 0.77 0.79 0.79 0.06 0.06 0.06 0.06 0.06 0.06 
0.80 0.80 0.80 0.79 0.80 0.80 0.06 0.06 0.06 0.06 0.06 0.06 
0.80 0.80 0.81 0.79 0.81 0.81 0.06 0.06 0.06 0.06 0.06 0.07 
0.80 0.80 0.80 0.75 0.81 0.80 0.06 0.06 0.06 0.08 0.06 0.07 
0.80 0.80 0.79 0.74 0.81 0.80 0.05 0.05 0.05 0.08 0.05 0.06 
0.79 0.79 0.78 0.63 0.810.79 0.05 0.06 0.06 0.18 0.06 0.06 
0.80 0.80 0.80 0.64 0.83 0.81 0.06 0.07 0.07 0.17 0.07 0.07 
0.35 0.35 0.35 0.36 0.35 0.35 0.05 0.04 0.05 0.05 0.04 0.05 
0.36 0.36 0.36 0.37 0.36 0.36 0.04 0.04 0.04 0.04 0.04 0.05 
0.36 0.36 0.36 0.37 0.36 0.36 0.05 0.05 0.05 0.05 0.04 0.05 
0.36 0.36 0.36 0.38 0.35 0.36 0.04 0.04 0.04 0.04 0.04 0.05 
0.35 0.36 0.35 0.37 0.35 0.35 0.04 0.05 0.05 0.05 0.04 0.05 
0.36 0.36 0.35 0.37 0.35 0.35 0.05 0.05 0.05 0.05 0.05 0.06 
0.36 0.36 0.33 0.36 0.33 0.36 0.04 0.04 0.05 0.04 0.05 0.05 
0.35 0.35 0.32 0.35 0.32 0.35 0.04 0.04 0.06 0.04 0.06 0.05 
0.36 0.36 0.26 0.34 0.26 0.36 0.04 0.05 0.110.05 0.11 0.05 
0.36 0.35 0.26 0.34 0.25 0.35 0.04 0.05 0.11 ,0.05 0.110.05 
0.60 0.60 0.60 0.60 0.59 0.60 0.06 0.06 0.06 0.06 0.06 0.07 
0.80 0.80 0.80 0.79 0.80 0.80 
0.79 0.79 0.80 0.78 0.80 0.79 
0.80 0.80 0.80 0.78 0.80 0.80 
0.78 0.79 0.79 0.77 0.80 0.78 
0.80 0.80 0.81 0.78 0.81 0.80 
0.80 0.80 0.81 0.79 0.82 0.81 
0.80 0.80 0.79 0.64 0.82 0.79 
0.80 0.80 0.79 0.64 0.82 0.80 
0.79 0.79 0.77 0.44 0.84 0.80 
0.80 0.81 0.79 0.45 0.85 0.81 
0.35 0.35 0.35 0.37 0.34 0.35 
0.36 0.36 0.36 0.38 0.35 0.36 
0.36 0.36 0.35 0.~8 0.35 0.36 
0.36 0.36 0.35 0.38 0.34 0.36 
0.35 0.35 0.34 0.38 0.33 0.35 
0.36 0.36 0.34 0.38 0.33 0.36 
0.36 0.36 0.27 0.35 0.26 0.36 
0.35 0.35 0.26 0.33 0.25 0.35 
0.36 0.35 0.17 0.29 0.16 0.35 
0.36 0.35 0.17 0.30 0.16 0.35 
0.60 0.60 0.60 0.60 0.57 0.60 
44 
0.06 0.06 0.06 0.06 0.06 0.08 
0.06 0.06 0.06 0.06 0.06 0.08 
0.06 0.06 0.06 0.07 0.06 0.08 
0.06 0.06 0.06 0.07 0.06 0.08 
0.06 0.06 0.06 0.06 0.06 0.09 
0.06 0.06 0.06 0.06 0.06 0.08 
0.06 0.07 0.07 0.18 0.07 0.09 
0.05 0.06 0.06 0.17 0.07 0.08 
0.05 0.08 0.08 0.36 0.09 0.08 
0.06 0.08 0.08 0.35 0.10 0.09 
0.05 0.05 0.05 0.05 0.04 0.06 
0.04 0.04 0.04 0.05 0.04 0.06 
0.05 0.05 0.05 0.05 0.04 0.06 
0.04 0.04 0.05 0.05 0.04 0.06 
0.04 0.05 0.05 0.06 0.05 0.07 
0.05 0.05 0.06 0.06 0.05 0.07 
0.04 0.05 0.10 0.05 0.10 0.07 
0.04 0.05 0.110.05 0.110.07 
0.04 0.06 0.19 0.08 0.20 0.06 
0.04 0.06 0.20 0.07 0.20 0.06 
0.06 0.06 0.06 0.06 0.07 0.08 
Table 4 Means and Root Mean Squared Errors of Estimates from VariousML Methods 
in Analysis of Continuous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value MOM MDM MRI MMR MPI MLD MOM MDM MRI MMR MPI MLD 
A 0.70 0.70 0.69 0.70 0.69 0.70 0.70 0.05 0.05 0.05 0.05 0.05 0.05 
All 0.80 0.80 0~80 0.80 0.80 0.80 0.80 0.05 0.05 0.05 0.05 0.05 0.06 
A21 0.65 0.64 0.64 0.64 0.64 0.65 0.64 0.05 0.05 , 0.05 0.05 0.05 0.06 
A
31 0.65 0.65 0.65 0.65 0.64 0.65 0.65 0.05 0.05 0.05 0.05 0.05 0.05 
A42 
, 0.70 0.70 0.70 0.71 0.70 0.72 0.70 0.06 0.06 0.06 0.06 0.06 0.07 
N = 600 A
52 0.80 0.80 0.80 0.80 0.79 0.81 0.80 0.05 0.05 0.05 0.06 0.05 0.06 
A
62 0.75 0.75 0.75 0.75 0.70 0.79 0.75 0.05 0.06 0.06 0.07 0.07 0.07 
A71 0.70 0.70 0.70 0.69 0.65 0.72 0.69 0.05 0.06 0.06 0.07 0.06 0.06 
A
81 0.75 0.75 0.75 0.73 0.59 0.82- 0.75 0.05 0.06 0.06 0.17 0.10 0.06 
A
92 0.65 0.65 0.65 0.64 0.52 0.72 0.65 0.06 0.07 0.07 0.14 0.11 0.07 
N = 450 t/Jl0,2 0.70 0.70 0.70 0.70 0.70 0.69 0.69 0.04 0.04 0.04 0.04 0.04 0.05 1 t/Jl1 0.60 0.60 0.59 0.59 0.60 0.60 0.59 0.05 0.05 0.05 0.05 0.05 0.05 
N = 100 t/J22 0.90 0.92 0.92 0.92 0.92 0.91 0.92 0.07 0.07 0.07 0.07 0.06 0.08 
2 t/J33 0.80 0.80 0.80 0.80 0.:81 0.79 0.80 0.05 0.05 0.05 0.06 0.05 0.06 
N = SO t/J44 0.90 0.90 0.90 0.89 0.91 0.87 0.89 0.07 0.07 0.07 0.07 0 .. 07 0.08 
3 t/J55 0.80 0.80 0.80 0.79 0.82 0.79 0.80 0.06 0.06 0.06 0.07 0.06 0.07 
t/J66 1.10 1.09 1.09 0.99 1.02 0.99 1.08 0.08 0.09 0.14 0.11 0.'14 0.09 
t/J77 0.90 0.89 0.89 0.81 0.84 0.81 0.89 0.05 0.06 0.11 0.08 0.11 0.06 
t/J88 0.90 0.90 0.91 0.66 0.76 0.65 0.91 0.06 0.07 0.25 0.15 0.26 0.07 
.p99 1.00 0.99 0.99 0.73 0~79 0.73 0.99 0.07 0.08 0.28 0.21 0.28 0.08 f/Jl0,10 0.45 0.45 0.45 0.45 0.44 0.42 0.44 0.05 0.05 0.05 0.05 0.06 0.05 
21 
A 0.70 0.70 0.69 0.70 0.69 0.70 0.70 0.05 0.05 0.05 0.05 0.05 0.06 
All 0.80 0.80 0.80 0.80 0.79 0.80 0.79 0.05 0.05 0.05 0.05 0.05 0.07 
A21 0.65 0.64 0.64 0.64 0.63 0.66 0.64 0.05 0.05 0.05 0.05 0.05 0.06 
A
31 0.65 0.65 0.65 0.66 0.640.67 0.64 0.05 0.05 0.05 0.05 0.05 0.06 
A42 0.70 0.70 0.70 0.72 0.69 0.75 0.71 0.06 0.06 0.07 0.06 0.08 0.08 
N = 600 A
52 0.80 0.80 0.80 0.82 0.78 0.83 0.79 0.05 0.06 0.06 0.06 0.06 0.08 
A6~ 0.75 0.75 0.75 0.74 0.59 0.85 0.75 0.05 0.07 0.07 0.17 O.lj 0.08 
A71 0.70 0.70 0.70 0.68 0.55 0.77 0.70 0.05 0.06 0.06 0.16 0.10 0.07 
A
81 0>~5 0.75 0.75 0.72 0.41 0.89 0.75 0.05 0.08 0.08 0.34 0.16 0.08 
A
92 0.65 0.65 0.65 0.61 0.37 0.78 0.65 0.06 0.08 0.09 0.29 0.16 0.08 
N = 300 .pl0,2 0.70 0.70 0.70 0.69 0.71 0.68 0.70 0.04 0.04 0.04 0.04 0.04 0.06 
1 
.pll 0.60 0.60 0.59 0.59 0.62 0.60 0.60 0.05 0.05 0.06 0.06 0.05 0.06 
N = 150 t/J22 0.90 0.92 0.92 0.91 Q.92 0.88 0.91 0.07 0.07 0.07 0.07 0.06 0.09 2 t/J33 0.80 0.80 0.80 0.79 0.82 0.77 0.80 0.05 0.06 0.06 0.06 0.06 0.08 
N = 150 t/J44 0.90 0.90 0.90 0.88 0.91 0.83 0.89 0.07 0.07 0.09 0.07 0.10 0.09 3 t/J55 0.80 0.80 0.80 0.77 0.83 0.75 0.80 0.06 0.07 0.08 0.08 0.07 0.09 
t/J66 1.10 1.09 1.08 0.79 0.88 0.79 1.08 0.08 0.09 0.310.23 0.32 0.11 
t/J77 0.90 0.89 0.89 0.65 0.73 0.64 0.89 0.05 0.07 0.26 0.18 0.26 0.09 
.p88 0.90 0.90 0.91 0.42 0.56 0.40 0.91 0.06 0.08 0.49 0.34 0.50 0.09 
t/J99 1.00 0.99 0.99 0.48 0.57 0.48 0.99 0.07 0.09 0.52 0.43 0.52 0.09 f/Jl0,10 0.45 0.45 0.45 0.45 0.45 0.37 0.44 0.05 0.04 0.05 0.05 0.10 0.06 21 
45 
Table 5 Means and Root Mean Squared Errors of Estimates from Various ML Methods 
in Analysis of Continuous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value MOM MDM MRI MMR MPI MLD MOM MDM MRI MMR MPI MLD 
i\ 0.10 0.10 0.10 0.10 0.10 0.10 0.11 0.06 0.06 0.06 0.06 0.06 0.07 
i\11 0.80 0.80 0.80 0.80 0.80 0.80 0.81 0.06 0.06 0.06 0.06 0.06 0.08 
i\21 0.65 0.64 0.64 0.64 0.64 0.65 0.65 0.01 0.01 0.01 0.07 0.06 0.08 
i\31 0.65 0.65 0.65 0.65 0.64 0.66 0.65 0.06 0.06 0.06 0.06 0.06 0.01 
i\42 0.10 0.10 0.10 0.10 0.690.12 0.10 0.06 0.07 0.01 0.01 0.01 0.08 
N = 350 i\52 0.80 0.82 0.82 0.82 0.81 0.83 0.82 0.06 0.01 0.01 0.06 0.07 0.07 
i\62 0.15 0.16 0.16 0.16 0.11 0.19 0.11 0.06 0.07 0.01 0.01 0.08 0.08 
i\71 0.10 0.11 0.10 0.10 0.66 0.13 0.11 0.06 0.01 0.01 0.08 0.01 0.07 
i\Sl 0.15 0.16 0.16 0.14 0.60 0.84 0.16 0.06 0.08 0.07 o. 1 7 o. 12 o. 08 
i\92 0.65 0.66 0.66 0.65 0.53 0.13 0.66 0.01 0.08 0.01 0.14 0.12 0.08 
N = 263 .pl0,2 0.10 0.10 0.10 0.10 0.70 0.10 0.10 0.01 0.01 0.07 0.07 0.07 0.08 
1 
.pll 0.60 0.59 0.59 0.59 0.60 0.59 0.60 0.07 0.08 0.08 0.01 0.07 0.09 
N = 58 .p22 0.90 0.90 0.90 0.90 0.90 0.89 0.90 0.09 0.09 0.09 0.09 0.09 0.09 
2 
.p33 0.80 0.80 0.80 0.19 0 .. 81 0.19 0.19 0.01 0.01 0.01 0.01 0.06 0.07 
N = 29 .p44 0.90 0.89 0.89 0.89 0.91 0.81 0.89 0.09 0.09 0.09 0.09 0.09 0.10 
3 
.p55 0.80 0.18 0.18 0.11 0.80 0.11 0.19 0.08 0.09 0.09 0.09 0.08 0.09 
.p66 1.10 1.09 1.08 0.98 1.02 0.99 1.01 0.10 0.10 0.15 0.12 0.15 0.11 
.p77 0.90 0.90 0.90 0.82 0.85 0.82 0.90 0.08 0.08 0.11 0.09 0.11 0.10 
.pss 0.90 0.90 0.90 0.66 0.15 0.64 0.90 0.09 0.10 0.26 0.11 0.21 0.10 
t/J99 1.00 1.00 0.99 0.13 0.19 0.13 0.99 0.09 0.10 0.28 0.22 0.28 0.10 
cpl0,10 0.45 0.44 0.44 0.44 0.44 0.41 0.44 0.06 0.06 0.06 0.06 0.07 0.07 
21 
i\ 0.10 0.10 0.10 0.11 0.10 0.11 0.10 0.06 0.06 0.06 0.06 0.06 0.09 
i\11 0.80 0.80 0.80 0.81 0.79 0.80 0.82 0.06 0.06 0.06 0.07 0.06 0.10 
i\21 0.65 0.64 0.64 0.64 0.64 0.66 0.65 0.07 0.01 0.07 0.01 0.07 0.08 
i\31 0.65 0.65 0.65 0.66 0.64 0.61 0.64 0.06 0.06 0.07 0.06 0.07 0.08 
i\42 0.10 0.10 0.10 0.11 0.69 0.15 0.10 0.06 0.07 0.08 0.07 0.08 0.09 
N = 350 i\52 0.80 0.82 0.82 0.83 0.80 0.85 0.81 0.06 0.01 0.08 0.06 0.08 0.08 i\6~ 0.75 0.16 0.16 0.15 0.61 0.85 0.76 0.06 0.08 0.08 0.16 0.14 0.10 
i\72 0.10 0.71 0.70 0.69 0.56 0.11 0.11 0.06 0.07 0.01 0.15 0.110.09 
i\S2 0 :\15 0.76 0.15 0.720.41 0.90 0.75 0.06 0.09 0.10 0.34 0.18 0.09 
i\92 0.65 0.66 0.66 0.63 0.31 0.80 0.66 0.01 0.10 0.10 0.29 0.19 0.10 
N = 115 .pl0,2 0.10 0.10 0.70 0.70 0.71 0.69 0.71 0.01 0.01 0.01 0.07 0.01 0.10 
1 t/Jll 0.60 0.59 0.59 0.58 0.61 0.60 0.59 0.07 0.08 0.08 0.08 0.01 0.11 
N = 88 .p22 0.90 0.90 0.90 0.90 0.91 0.81 0.90 0.09 0.09 0.09 0.09 0.09 0.11 2 
.p33 0.80 0.80 0.80 0.78 0.810.71 0.79 0.01 0.07 0.08 0.01 0.07 0.09 
N = 81 t/J 44 0.90 0.89 0.90 0.88 0.91 0.83 0.89 0.09 0.10 0.110.10 0.110.12 
3 
.p55 0.80 0.78 0.78 0.76 0.82 0.13 0.78 0.08 0.09 0.10 0.09 0.10 0.10 
t/J66 1.10 1.09 1.01 0.79 0.88 0.79 1.08 0.10 0.11 0.32 0.24 0.32 0.12 
.p77 0.90 0.90 0.90 0.66 0.74 0.66 0.88 0.08 0.10 0.25 0.18 0.26 o. 12 
.pss 0.90 0.90 0.90 0.42 0.56 0.40 0.90' 0.09 0.12 0.48 0.34 0.510.12 
t/J99 1.00 1.00 0.99 0.49 0.51 0.48 0.99 0.09 0.11 0.52 0.43 0.53 0.11 
cpl0,10 0.45 0.44 0.44 0.45 0.45 0.31 0.44 0.06 0.06 0.07 0.06 0.110.09 21 
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Table 6 Means and Root Mean Squared Errors of Estimates from Various ML Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 200 
N = 150 
1 
N = 33 
2 
N = 17 
3 
N = 200 
N = 100 
1 
N = 50 
2 














































Mean of Estimate 
MOM MDM MRI MMR MPI MLD 
0.70 0.70 0.70 0.70 0.70 0.70 
0.79 0.79 0.79 0.79 0.79 0.79 
0.65 0.65 0.65 0.64 0.65 0.64 
0.62 0.63 0.63 0.62 0.63 0.63 
0.71 0.70 0.71 0.70 0.72 0.71 
0.81 0.81 0.82 0.80 0.82 0.82 
0.76 0.76 0.76 0.71 0.80 0.76 
0.69 0.70 0.69 0.65 0.72 0.70 
0.73 0.74 0.73 0.59 0.810.74 
0.66 0.66 0.65 0.53 0.73 0.66 
0.68 0.68 0.68 0.68 0.68 0.68 
0.60 0.60 0.60 0.61 0.60 0.60 
0.90 0.90 0.90 0.90 0.89 0.90 
0.80 0.80 0.80 0.81 0.79 0.80 
0.89 0.89 0.89 0.90 0.87 0.88 
0.79 0.79 0.78 0.810.77 0.78 
1.10 1.10 1.00 1.03 1.00 1.10 
0.88 0.88 0.80 0.83 0.80 0.87 
0.89 0.89 0.65 0.73 0.64 0.89 
0.99 0.98 0.73 0.78 0.72 0.98 
0.45 0.45 0.45 0.45 0.42 0.46 
0.70 0.70 0.70 0.70 0.71 0.70 
0.79 0.79 0 ~ 79 0.78 0.79 0.78 
0.65 0.65 0.65 0.64 0.67 0.65 
0.63 0.63 0.64 0.62 0.65 0.63 
0.71 0.70 0.71 0.69 0.74 0.70 
0.81 0.81 0.83 0.79 0.84 0.82 
0.76 0.76 0.74 0.60 0.86 0.75 
0.69 0.70 0.69 0.55 0.77 0.70 
0.74 0.74 0.72 0.42 0.87 0.74 
0.66 0.67 0.64 0.39 0.79 0.67 
0.68 0.68 0.68 0.69 0.67 0.68 
0.60 0.60 0.60 0.62 0.60 0.61 
0.90 0.90 0.89 0.90 0.87 0.89 
0.80 0.80 0.79 0.81 0.77 0.79 
0.89 0.89 0.88 0.91 0.83 0.88 
0.79 0.79 0.76 0.83 0.74 0.78 
1.10 1.10 0.82 0.90 0.82 1.10 
0.88 0.87 0.65 0.71 0.64 0.87 
0.89' 0.88 0.42 0.54 0.40 0.88 
0.99 0.96 0.48 0.56 0.47 0.96 
0.46 0.45 0.46 0.45 0.38 0.46 
47 
Root Mean Squared Error 
MOM MDM MRI MMR MPI MLD 
0.08 0.08 0.08 0.08 0.08 0.09 
0.08 0.08 0.08 0.08 0.08 0.10. 
0.09 0.09 0.09 0.09 0.09 0.11 
0.08 0.08 0.08 0.08 0.08 0.08 
0.07 0.08 0.08 0.08 0.08 0.09 
0.08 0.09 0.09 0.08 0.09 0.10 
0.10 0.10 0.10 0.11 0.11 0.12 
0.08 0.08 0.08 0.09 0.08 0.09 
0.09 0.10 0.10 0.18 0.12 0.10 
0.10 0.11 0.11 0.15 0.14 0.11 
0.09 0.09 0.09 0.09 0.09 0.09 
0.08 0.08 0.08 0.08 0.08 0.10 
0.10 0.10 0.10 0.110.10 0.12 
0.09 0.09 0.09 0.09 0.08 0.10 
0.10 0.11 0.11 0.11 0.10 0.13 
0.13 0.13 0.14 0.13 0.12 0.15 
0.12 0.13 0.16 0.14 0.16 0.15 
0~10 0.10 0.14 0.12 0.14 0.12 
0.110.12 0.27 0.19 0.28 0.12 
0.110.13 0.29 0.24 0.30 0.12 
0.08 0.08 0.09 0.09 0.09 0.10 
0.08 0.08 0.08 0.08 0.08 0.10 
0.08 0.08 0.08 0.08 0.08 0.11 
0.09 0.09 0.09 0.09 0.09 0.12 
0.08 0.08 0.08 0.08 0.07 0.11 
0.08 0.08 0.09 0.08 0.09 0.13 
0.08 0.09 0.10 0.09 0.10 0.12 
0.10 0.110.12 0.18 0.17 0.15 
0.08 0.09 0.09 0.17 0.13 0.12 
0.09 0.13 0.13 0.34 0.20 0.13 
0.10 0.13 0.12 0.28 0.22 0.14 
0.09 0.09 0.09 0.09 0.09 0.12 
0.08 0.08 0.09 0.09 0.07 0.12 
0.10 0.10 0.10 0.10 0.10 0.15 
0.09 0.10 0.110.10 0.09 0.14 
0.110.11 0.12 0.12 0.12 0.16 
0.13 0.14 0.17 0.14 0.13 0.17 
0.12 0.15 0.30 0.23 0.310.19 
0.10 0.12 0.27 0.210.28 0.16 
0.110.16 0.49 0.37 0.510.15 
0.11 0.15 0.52 0.45 0.54 0.16 
0.08 0.09 0.10 0.09 0.13 0.12 
Table 7 Means and Root Mean Squared Errors of Estimates from Various ML Methods 
in Analysis of Continuous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value MOM MDM MR! MMR MP! MLD MOM MDM MR! MMR MP! MLD 
i\ 0.60 0.60 0.60 0.60 0.59 0.60 0.60 0.05 0.05 0.05 0.05 0.05 0.06 
i\ll 0.60 0.60 0.,60 0.61 0.60 0.61 0.60 0.06 0.06 0.06 0.06 .0.06 0.07 
i\2l 0.65 0.66 0.66 0.66 0.66 0.68 0.66 0.06 0.06 0.07 0.06 0.07 0.07 
i\3l 0.65 0.64 0.64 0.65 0.64 0.64 0.65 0.05 0.05 0.06 0.06 0.05 0.06 
i\42 0.60 0.61 0.61 0.61 0.60 0.64 0.61 0.05 0.06 0.06 0.06 0.07 0.06 
N = 600 i\52 0.60 0.61 0.60 0.61 0.60 0.62 0.60 0.05 0.05 0.05 0.05 0.05 0.06 
i\62 0.60 0.60 0.60 0.60 0.57 0.63 0.60 0.06 0.06 0.06 0.07 0.07 0.07 
i\7l 0.65 0.65 0.65 0.64 0.60 0.67 0.64 0.05 0.06 0.06 0.07 0.06 0.07 
i\8l 0.65 0.65 0.66 0.65 0.52 0.79 0.66 0.05 0.07 0.06 0.14 0.16 0.07 
i\92 0.60 0.59 0.60 0.58 0.47 0.68 0.60 0.06 0.07 0.07 0.14 0.11 0.07 
N = 450 t/110,2 0.90 0.90 0.90 0.89 0.90 0.90 0.89 0.06 0.07 0.07 0.06 0.06 0.08 1 
t/1
11 1.00 1.00 1.00 1.00 1.00 0.99 1.00 0.07 0.07 0.07 0.07 0.07 0.08 
N = 100 t/122 1.20 1.17 1.17 l·17 1.18 1.16 1.17 0.09 0.09 0.09 0.09 0.10 0.11 2 t/133 0.70 0.71 0.70 0.70 0.72 0.71 0.71 0.05 0.06 0.06 0.06 0.05 0.06 
N = 50 t/1
44 1.00 0.99 0.99 0.98 0.99 0.95 0.99 0.07 0.07 0.07 0.07 0.09 0.08 
3 t/155 0.80 0.80 0.80 0.80 0.81 0.79 0.80 0.06 0.06 0.06 0.06 0.05 0.07 
t/166 1.10 1.10 1.10 1.00 1.02 1.00 1.10 0.07 0.08 0.12 0.11 0.12 0.09 
t/1
77 0.90 0.91 0.91 0.83 0.85 0.82 0.91 0 .. 07 0.07 0.10 0.08 0.10 0.07 
t/188 1.20 1.18 1.18 0.86 0.94 0.85 1.18 0.09 0.11 0.35 0.28 0.36 0.11 
t/199 1.00 1.00 1.00 0.74 0.79 0.73 1.00 0.07 0.08 0.27 0.21 0.28 0.08 
</>10,10 0.30 0.30 0.30 0.30 0.30 0.27 0.31 0.06 0.06 0.06 0.06 0.07 0.07 
21 
i\ 0.60 0.60 0.60 0.61 0.59 0.60 0.59 0.05 0.06 0.06 0.06 0.06 0.08 
i\11 0.60 0.60 0.60 0.61 0.59 0.62 0.59 0.06 0.06 0.07 0.06 0.06 0.08 
i\21 0.65 0.66 0.66 0.67 0.65 0.70 0.66 0.06 0.07 0.07 0.06 0.08 0.09 
i\31 0.65 0.64 0.65 0.66 0.63 0.66 0.65 0.05 0.06 0.06 0.06 0.05 0.07 
i\42 0.60 0.61 0.61 0.61 0.60 0.69 0.61 0.05 0.06 0.07 0.06 0.10 0.08 
N = 600 i\52 0.60 0.61 0.60 0.62 0.59 0.64 0.60 0.05 0.05 0.06 0.05 0.06 0.06 
i\ 62. 0.60 0.60 0.60 0.58 0.48 0.69 0.60 0.06 0.08 0.07 0.13 0.12 0.07 
N = 300 i\ 71 . 0.65 0.65 0.64 0.62 0.51 0.72 0.64 0.05 0.07 0.07 O. 15 O. 10 O. 08 
1 i\81 0.65 0.65 0..65 0.61 0.36 0.88 0.65 0.05 0.09 0.09 0.29 0.26 0.09 
N = 150 i\92 0.60 0.59 0.60 0.56 0.34 0.75 0.60 0.06 0.07 0.08 0.27 0.18 0.08 2 t/110,2 0.90 0.90 0.89 0.89 0.91 0.89 0.89 0.06 0.07 0.07 0.07 0.06 0.09 
N = 150 t/1
11 1.00 1.00 1.00 0.99 1.01 0.98 0.99 0.07 0.08 0.08 0.08 0.07 0.10 3 22 1.20 1.17 1.18 1.17 1.20 1.12 1.17 0.09 0.09 0.09 0.09 0.110.13 t/1 33 
t/1 44 
0.70 0.71 0.70 0.68 0.72 0.69 0.70 0.05 0.06 0.08 0.07 0.05 0.07 
t/1 55 
1.00 0.99 0.99 0.98 1.00 0.89 0.99 0.07 0.07 0.09 0.07 0.13 0.10 
t/1 66 0.80 0.80 0.80 0.78 0.82 0.76 0.80 0.06 0.06 0.07 0.06 0.06 0.08 
t/177 
1.10 1.10 1.10 0.810.86 0.80 1.09 0.07 0.09 0.29 0.25 0.30 0.11 
t/1 88 
0.90 0.91 0.91 0.66 0.73 0.65 0.92 0.07 0.08 0.24 0.18 0.26 0.09 
t/1 99 
1.20 1.18 ' 1.18 0.56 0.67 O. SS 1.18 0.09 0.13 0.64 0.54 0.66 0.13 
t/1 1.00 1.00 1.00 0.48 0.56 0.47 1.00 0.07 0.10 0.53 0.44 0.54 0.10 
</>10,10 0.30 0.30 0.30 0.31 0.31 0.23 0.31 0.06 0.06 0.07 0.07 0.110.08 21 
48 
Table 8 Means and Root Mean Squared Errors of Estimates from Various ML Methods 
in Analysis of Continuous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value MOM MDM MRI MMR MPI MLD MOM MDM MRI MMR MPI MLD 
A 0.60 0.60 0.60 0.60 0..60 0.60 0.61 0.07 0.07 0.07 0.07 0.07 0.08 
All 0.60 0.60 0.60 0.61 0.60 0.61 0.61 0.08 0.08 0.08 0.08 0.08 0.10 
A21 0.65 0.64 0.64 0.64 0.63 0.65 0.64 0.08 0.08 0.08 0.08 0.08 0.10 
A
31 0.65 0.65 0.65 0.65 0.64 0.64 0.64 0.06 0.06 0.06 0.06 0.06 0.07 
A42 0.60 0'.60 0.60 0.60 0.60 0.64 0.60 0.07 0.07 0.07 0.07 0.08 0.08 
N = 350 A
52 0.60 0.62 0.62 0.62 0.61 0.63 0.62 0.07 0.07 0.07 0.06 0.07 0.07 
A
62 0.60 0.61 0.61 0.61 0.58 0.64 0.62 0.07 0.07 0.07 0.07 0.09 0.08 
A71 0.65 0.66 0.65 0.65 0.61 0.68 0.65 0.07 0.08 0.08 0.08 0.09 0.09 
A 81 - 0.65 0.66 0.66 0.64 0.52 0.80 - 0.66 0.08 0.09 0.09 0.15 0.18 0.09 
A
92 0.60 0.61 0.61 0.60 0.48 0.70 0.61 0.07 0.08 0.08 0.13 0.14 0.08 
N = 263 1/110,2 0.90 0.90 0.90 0.90 0.91 0.91 0.90 0.10 0.10 0.10 0.10 0.09 0.11 
1 1/1 11 1.00 0.98 0.98 0.98 0.99 0.98 0.99 0.10 0.10 0.10 0.10 0.10 0.12 
N = 58 1/1
22 1.20 1.20 1.20 1.20 1.21 1.18 1.20 0.12 0.12 0.12 0.12 0.12 0.13 
2 1/133 0.70 0.70 0.70 0.69 0.71 0.70 0.69 0.06 0.06 0.07 0.07 0.05 0.07 
N = 29 1/1
44 1.00 0.99 1.00 0.99 1.00 0.95 0.99 0.09 0.10 0.10 0.10 O . .10 0.11 
3 1/155 0.80 0.78 0.78 0.78 0.79 0.77 0.79 0.08 0.08 0.08 0.08 0.07 0.09 
1/166 1.10 1.08 1.08 0.98 1.00 0.98 1.07 0.10 0.10 0.15 O. 14 O. 15 O. 11 
1/1
77 0.90 0.90 0.90 0.82 0.84 0.81 0.90 0.09 0.09 0.12 0.10 0.13 0.11 
1/188 1.20 1.20 1.20 0.89 0.96 0.87 1.20 0.11 0.13 0.33 0.26 0.34 0.13 
1/199 1.00 1.00 0.99 0.73 0.79 0.71 0.99 0.09 · 0.10 0.28 0.22 0.30 0.10 
q,10,10 0.30 0.30 0.29 0.29 0.29 0.26 0.29 0.07 0.07 0.07 0.07 0.08 0.08 
21 
A 0.60 0.60 0.60 0.61 0.59 0.60 0.60 0.07 0.07 0.07 0.07 0.07 0.10 
All 0.60 0.60 0.60 0.61 0.59 0.61 0.62 0.08 0.08 0.08 0.08 0.08 0.13 
A21 0.65 0.64 0.64 0.64 0.62 0.68 0.64 0.08 0.09 0.09 0.09 0.09 0.11 
A
31 0.65 0.65 0.65 0.67 0.63 -0.65 0.64 0.06 0.07 0.08 0.07 0.07 0.08 
A42 0.60 0.60 0.60 0.61 0.59 0.68 0.60 0.07 0.08 0.09 0.08 0.11 0.10 
N = 350 A52 0.60 0.62 0.62 0.63 0.61 0.65 0.61 0.07 0.07 0.08 0.06 0.08 0.08 
A 62, 0.60 0.61 0.62 0.59 0.50 0.69 0.61 0.07 0.08 0.08 0.12 0.13 0.10 
N = 175 A71 0.65 0.66 0.65 0.63 0.53 0.72 0.66 0.07 0.08 0.09 o. 14 0.12 0.11 
1 
A
81 0.65 0.66 0.66 0.62 0.36 0.90 0.65 0.08 0.11 0.11 0.29 0.29 0.11 
N = 88 A92 0.60 0.61 0.61 0.58 0.34 0.78 0.61 0.07 0.11 0.11 0.27 0.22 0.11 
2 1/110,2 0.90 0.90 0.90 0.89 0.92 0.90 0.91 0.10 0.10 0.10 0.10 0.08 0.13 
N = 87 1/1
11 1.00 0.98 0.99 0.98 1.00 0.97 0.99 0.10 0.10 0.11 0.10 0.10 0.15 3 
1/1
22 1.20 1.20 1.20 1.20 l.22 1.15 1.21 0.12 0.12 0.13 0.130.130.16 
1/133 0.70 0.70 0.70 0.67 0.72 0.69 0.69 0.06 0.07 0.09 0.07 0.06 0.09 
1/1
44 1.00 0.99 1.00 0.98 1.01 0.89 1.00 0.09 0.10 0.12 0.10 0.14 0.13 
1/155 0.80 0.78 0.78 0.77 0.80 0.75 0.78 0.08 0.08 0.09 0.08 0.08 0.10 
1/166 1.10 1.08 1.07 0.80 0.83 0.78 1.08 0.10 0.110.32 0.28 0.33 0.13 
1/1
77 0.90 0.90 0.90 0.66 0.72 0.64 0.88 0.09 0.110.26 0.20 0.27 0.14 
1/188 1.20 1.20' 1.20 0.58 0.68 0.56 1.20 0.110.16 0.62 0.52 0.65 0.16 
1/199 1.00 1.00 0.99 0.47 0.56 0.46 0.99 0.09 0.110.53 0.44 0.55 0.11 
q,10,10 0.30 0.30 0.29 0.29 0.29 0.23 0.29 0.07 0.08 0.09 0.08 0.12 0.11 21 
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Table 9 'Means and Root Mean Squared Errors of Estimates from Various ML Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 200 
N = 150 
1 
N = 33 
2 
N = 17 
3 
N = 200 
N = 100 
1 
N = 50 
2 




Mean of Estimate 
MOM MDM MRI MMR MPI MLD 
0.60 0.61 b.61 0.61 0.60 0.61 0.60 
0.60 0.61 0.,61 0.61 0.61 0.61 0.61 
0.65 0.65 0.65 0.65 0.64 0.66 0.66 
0.65 0.63 0.63 0.64 0.62 0.63 0.63 
0.60 0.59 0.59 0.59 0.58 0.62 0.59 
0.60 0.60 0.61 0.61 0.60 0.61 0.61 
0.60 0.60 0~59 0.59 0.56 0.63 0.59 
0.65 0.65 0.65 0.65 0.61 0.68 0.66 
0.65 0.66 0.66 0.65 0.52 0.790.66 
0.60 0.60 0.59 0.58 0.47 0.68 0.59 
0.90 0.89 0.89 0.89 0.89 0.89 0.89 
1.00 0.98 0.98 0.98 0.99 0.98 0.98 
1.20 1.19 1.19 1.19 1.20 1.18 1.18 
0.70 0.70 0.70 0.70 0.710.70 0.70 
1.00 0.99 0.99 0.99 1.00 0.95 0.99 
0.80 0.79 0.78 0.78 0.79 0.78 0.79 
1.10 1.10 1.10 1.00 1.02 1.00 1.10 
0.90 0.90 0.89 0.81 0.84 0.80 0.88 
1.20 1.18 1.18 0.87 0.94 0.86 1.18 
1.00 1.01 1.01 0.75 0.80 0.74 1.01 
0.30 0.32 0.32 0.32 0.32 0.29 0.32 
Root Mean Squared Error 
MOM MDM MRI MMR MPI MLD 
0.09 0.09 0.09 0.09 0.09 0.11 
0.08 0.08 0.08 0.08 0.08 0.10 
0.11 0.11 0.11 0.12 0.110.13 
0.09 0.09 0.09 0.09 0.09 0.10 
0.07 0.07 0.08 0.08 0.08 0.09 
0.09 0.09 0.10 0.09 0.09 0.11 
0.10 0.11 0.11 0.11 0.12 0.11 
0.09 0.10 0.10 0.10 0.110.11 
0.11 0.13 0.13 0.17 0.210.13 
0.110.12 0.12 0.16 0.16 0.12 
0.12 0.12 0.12 0.12 0.110.14 
0.13 0.13 0.13 0.13 0.13 0.15 
0.15 ,0.15 0.15 0.15 0.14 0.18 
0.09 0.10 0.10 0.10 0.08 0.11 
0.12 0.12 0.12 0.12 0.12 0.13 
0.10 0.10 0.110.10 0.10 0.12 
0.13 0.14 0.16 0.15 0.17 0.16 
0.13 0.14 0.15 0.14 0.16 0.15 
0.15 0.16 0.36 0.29 0.37 0.17 
0.12 0.14 0.27 0.22 0.28 0.14 






















0.610.60 0.60 0.59 0.60 0.59 0.09 0.09 0.09 0.09 0.08 0.14 
0.60 0.60 0.610.59 0.61 0.60 0.08 0.09 0.09 0.09 0.09 0.12 
0.64 0.65 0.66 0.64 0.69 0.66 0.11 0.12 0.13 0.12 0.13 OilS 
0.64 0.64 0.65 0.62 0.64 0.65 0.09 0.10 0.110.10 0.09 0.12 
0.59 0.58 0.60 0.57 0.66 0.59 0.07 0.07 0.09 0.08 0.10 0.12 
0.61 0.61 0.61 0.60 0.63 0.61 0.09 0.09 0.11 0.10 0.10 0.13 
0.60 0.59 0.57 0.48 0.68 0.57 0.10 0.12 0.12 0.15 0.16 0.14 
0.65 0.66 0.65 0.53 0.74 0.66 0.09 0.10 0.110.15 0.15 0.14 
0.66 0.65 0.62 0.37 0.86 0.65 0.110.15 0.15 0.30 0.30 0.15 
0.60 0.59 0.57 0.34 0.72 0.59 0.110.15 0.14 0.28 0.24 0.15 
0.88 0.89 0.89 0.910.90 0.87 0.110.12 0.12 0.12 0.110.17 
0.98 0.98 0.98 1.00 0.97 0.97 0.13 0.14 0.14 0.14 0.13 0.16 
1.20 1.19 1.18 1~20 1.14 1.17 0.15 0.15 0.16 0.16 0.16 0.21 
0.70 0.70 0.67 0.72 0.69 0.69 0.09 0.110.13 0.110.09 0.13 
1.00 1.00 0.98 1.01 0.90 0.98 0.12 0.12 0.14 0.12 0.14 0.18 
0.79 0.78 0.78 0.80 0.76 0.80 0.10 0.110.13 0.110.110.17 
1.09 1.09 0.82 0.85 0.81 1.10 0.14 0.16 0.31 0.27 0.32 0.18 
0.90 0.88 0.65 0.710.63 0.88 0.13 0.15 0.28 0.22 0.30 0.18 
1.18 , 1.18 0.58 0.66 0.56 1.18 0.15 0.20 0.63 0.55 0.66 0.20 
1.00 1.00 0.49 0.56 0.48 1.00 0.12 0.17 0.52 0.45 0.53 0.18 
0.32 0.32 0.33 0.33 0.27 0.32 0.10 0.11 0.13 0.11 0.14 0.14 
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Table 10 Means and Root Mean Squared Errors of Estimates from Various GLS Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 600 
N = 450 
1 
N = 100 
2 
N = 50 
3 
N = 600 
N = 300 
1 
N = -150 
2 














































Mean of Estimate Root Mean Squared Error 
GOM GDM GRI GMR GPI GLD GOM GDM GRI GMR GPI GLD 
0.79 0.78 0.79 0.79 0.79 0.79 0.04 0.05 0.04 0.04 0.04 0.04 ' 
0.80 0.79 0.80 0.79 0.80 0.79 0.04 0.04 0.04 0.04 0.04 0.04 
0.79 0.'78 0.79 0.78 0.79 0.79 0.04 0.04 0.04 0.04 0.04 0.04 
0.80 0.78 0.80 0.78 0.80 0.79 0.03 0.04 0.03 0.04 0.03 0.04 
0.80 0.78 0.80 0.78 0.80 0.80 0.04 0.05 0.04 0.04 0.04 0.04 
0.80 0.78 0.80 0.78 0.80 0.79 0.04 0.05 0.04 0.04 0.04 0.04 
0.80 0.78 0.79 0.75 0.80 0.80 0.03 0.04 0.04 0.06 0.04 0.04 
0.80 0.78 0.79 0.75 0.80 0.79 0.04 0.05 0.04 0.07 0.04 0.04 
0.79 0.78 0.78 0.64 0.82 0.79 0.04 0.05 0.04 0.16 0.04 0.04 
0.80 0.78 0.79 0.64 0.82 : 0.79 0.04 0.05 0.05 0.16 0.05 0.05 
0.35 0.34 0.35 0.36 0.35 0.35 0.02 0.03 0.02 0.02 0.02 0.03 
0.35 0.34 0.35 0.36 0.35 0.35 0.03 0.04 0.03 0.03 0.03 0.03 
0.36 0.35 0.35 0.36 0.36 0.36 0.03 0.03 0.03 0.03 0.03 0.03 
0.35 0.34 0.35 0.36 0.34 0.35 0.03 0.03 0.03 0.03 0.03 0.03 
0.35 0.34 0.34 0.36 0.34 0.35 0.03 0.03 0.03 0.03 0.03 0.03 
0.35 0.34 0.35 0.36 0.34 0.35 0.03 0.04 0.03 0.03 0.03 0.03 
0.35 0.33 0.31 0.34 0.31 0.34 0.03 0.04 0.05 0.04 0.05 0.03 
0.35 0.33 0.31 0.34 0.31 0.34 0.03 0.03 0.05 0.03 0.05 0.03 
0.35 0.35 0.25 0.30 0.25 0.35 0~02 0.03 0.11 0.07 0.110.03 
0.35 0.35 0.25 0.29 0.25 0.34 0.03 0.03 0.12 0.07 0.12 0.03 
0.60 0.60 0.60 0.60 0.59 0.60 0.03 0.03 0.03 0.03 0.03 0.03 
0.79 0.78 0.79 0.77 0.79 0.79 
0.80 0.79 0.79 0.77 0.79 0.79 
0.79 0.77 0.79 0.77 0.79 0.79 
0.80 0.79 0.80 0.76 0.81 0.79 
0.80 0.78 0.81 0.770.81 0.80 
0.80 0.79 0.80 0.77 0.810.79 
0.80 0.79 0.79 0.65 0.81 0.79 
0.80 0.78 0.78 0~65 0.81 0.79 
0.79 0.78 0.77 0.48 0.84 0.79 
0.80 0.78 0.78 0.48 0.84 0.79 
0.35 0.34 0.34 0.36 0.34 0.34 
0.35 0.34 0.34 0.36 0.34 0.34 
0.36 0.35 0.34 0.37 0.35 0.35 
0.35 0.34 0.33 0.36 0.31 0.34 
0.35 0.34 0.32 0.36 0.31 0.34 
0.35 0.34 0.32 0.36 0.31 0.34 
0.35 0.33 0.24 0.29 0.25 0.3~ 
0.35 0.33 0.24 0.29 0.24 0.34 
0.35 0.35 0.15 0.20 0.15 0.35, 
0.35 0.34 0.15 0.20 0.15 0.34 
0.60 0.60 0.61 0.59 0.58 0.60 
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0.04 0.05 0.04 0.05 0.04 0.05 
0.04 0.05 0.04 0.05 0.04 0.05 
0.04 0.05 0.04 0.05 0.04 0.05 
0.03 0.05 0.04 0.05 0.04 0.05 
0.04 0.05 0.04 0.05 0.04 0.05 
0.04 0.05 0.04 0.05 0.04 0.05 
0.03 0.05 0.05 0.15 0.04 0.05 
0.04 0.05 0.05 0.16 0.04 0.05 
0.04 0.05 0.05 0.32 0.06 0.05 
0.04 0.06 0.06 0.32 0.06 0.06 
0.02 0.04 0.03 0.02 0.03 0.04 
0.03 0.04 0.04 0.03 0.03 0.04 
0.03 0.04 0.04 0.03 0.03 0.04 
0.03 0.04 0.05 0.03 0.05 0.04 
0.03 0.04 0.05 0.03 0.05 0.04 
0.03 0.04 0.05 0.03 0.05 0.04 
0.03 0.04 0.12 0.07 0.12 0.04 
0.03 0.04 0.12 0.07 0.12 0.04 
0.02 0.04 0.21 0.16 0.210.04 
0.03 0.04 0.22 0.16 0.210.04 
0.03 0.04 0.03 0.03 0~04 0.04 
Table 11 Means and Root Mean Squared Errors of Estimates from Various GLS Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 350 
N = 263 
1 
N = 58 
2 
N = 29 
3 
N = 350 
N = 175 
1 
N = 88 
2 




Mean of Estimate 
GOM GDM GRI GMR GPI GLD 
0.80 0.80 0.78 0.80 0.79 0.80 0.80 
0.80 0.80 0.78 0.80 0.79 0.80 0.80 
0.80 0.79 0.77 0.79 0.78 0.79 0.79 
0.80 0.79 0.77 0.80 0.78 0.80 0.79 
0.80 0.79 0.77 0.79 0.78 0.80 0.79 
0.80 0.81 0.79 0.81 0.79 0.81 0.80 
0.80 0.80 0.78 0.80 0.76 0.81 0.80 
0.80 0.80 0.77 0.79 0.75 0.80 0.80 
0.80 0.80 0.78 0.79 0.65 0.82 0.80 
0.80 0.80 0.78 0.79 0.65 0.82 : 0.80 
0.36 0.35 0.33 0.34 0.35 0.34 0.34 
0.36 0.34 0.32 0.33 0.34 0.34 0.34 
0.36 0.35 0.32 0.34 0.35 0.34 0.34 
0.36 0.35 0.33 0.34 0.36 0.34 0.34 
0.36 0.34 0.32 0.33 0.35 0.33 0.34 
0.36 0.34 0.32 0.33 0.35 0.33 0.34 
0.36 0.34 0.32 0.30 0.33 0.31 0.33 
0.36 0.35 0.32 0.310.33 0.31 0.34 
0.36 0.35 0.35 0.24 0.29 0.25 0.34 
0.36 0.34 0.34 0.24 0.29 0.24 0.34 
0.60 0.61 0.60 0.61 0.60 0.59 0.61 
Root Mean Squared Error 
GOM GDM GRI GMR GPI GLD 
0.05 0.06 0.05 0.05 0.05 0.06 
0.05 0.06 0.05 0.05 0.05 0.06 
0.05 0.06 0.05 0.05 0.05 0.06 
0.04 0.06 0.04 0.05 0.04 0.05 
0.04 0.06 0.04 0.05 0.04 0.05 
0.04 0.05 0.04 0.04 0.04 0.05 
0.04 0.06 0.04 0.06 0.05 0.05 
0.04 0.06 0.05 0.07 0.05 0.06 
0.04 0.06 0.05 0.16 0.05 0.05 
0.04 0.05 0.05 0.16 0.05 0.05 
0.04 0.05 0.04 0.04 0.04 0.04 
0.04 0.06 0.05 0.04 0.04 0.05 
0.04 0.06 0.04 0.04 0.04 0.04 
0.03 0.04 0.04 0.03 0.04 0.04 
0.04 0.06 0.05 0.04 0.04 0.05 
0.04 0.06 0.04 0.04 0.04 0.05 
0.04 0.06 0.06 0.04 0.06 0.04 
0.03 0.05 0.06 0.04 0.06 0.04 
0~04 0.04 0.12 0.08 0.12 - 0.04 
0.04 0.04 0.12 0.08 0.12 0.04 
0.04 0.05 0.04 0.04 0.04 0.05 
0.80 0.80 0.78 0.79 0.78 0.79 0.80 0.05 0.06 0.05 0.05 0.05 0.08 
0.80 0.80 0.78 0.79 0.78 0.79 0.81 0.05 0.06 0.05 0.05 0.05 0.07 
0.80 0.79 0.78 0.79 0.77 0.78 0.79 0.05 0.07 0.05 0.06 0.05 0.07 
0.80 0.79 0.77 0.80 0.76 0.80 0.78 0.04 0.06 0.05 0.06 0.05 0.06 
0.80 0.79 0.77 0.80 0.76 0.80 0.78 0.04 0.06 0.05 0.06 0.04 0.06 
0.80 0.81 0.79 0.81 0.77 0.82 0.79 0.04 0.06 0.05 0.05 0.05 0.06 
0.80 · 0.80 0.79 0.79 0.66 0.810.80 0.04 0.06 0.05 0.15 0.05 0.06 
0.80 0.80 0.78 0.78 0 : 66 0.80 0.80 0.04 0.06 0.06 0.15 0.06 0.07 
0.80 0.80 0.78 0.77 0.48 0.84 0.79 0.04 0.07 0.06 0.32 0.07 0.06 
0.80 0.80 0.78 0.78 0.48 0.84 0.79 0.04 0.07 0.06 0.32 0.08 0.07 
0.36 0.35 0.33 0.33 0.36 0.34 0.33 0.04 0.06 0.05 0.04 0.04 0.05 
0.36 0.34 0.32 0.32 0.35 0.33 0.33 0.04 0.06 0.06 0.04 0.04 0.06 
0.36 0.35 0.33 0.33 0.36 0.34 0.34 0.04 0.05 0.05 0.04 0.04 0.05 
0.36 0.35 0.33 0.31 rr.36 0.31 0.33 0.03 0.05 0.06 0.04 0.06 0.05 
0.36 0.34 0.j2 0.31 0.35 0.31 0.33 0.04 0.06 0.07 0.04 0.06 0.06 
0.36 0.34 0.33 0.31 0.35 0.30 0.33 0.04 0.05 0.06 0.04 0.06 0.06 
0.36 0.34 0.31 0.24 0.28 0.24 0.33 0.04 0.06 0.13 0.08 0.12 0.05 
0.36 0.35 0.32 0.24 0.29 0.25 0.33 0.03 0.06 0.12 0.08 0.12 0.06 
0.36 0.35 , 0.34 0.14 0.20 0.15 0.34' 0.04 0.05 0.22 0.17 0.210.05 
0.36 0.34 0.33 0.14 0.20 0.14 0.33 0.04 0.05 0.22 0.17 0.22 0.05 
0.60 0.61 0.61 0.61 0.60 0.58 0.61 0.04 0.06 0.05 0.05 0.05 0.06 
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Table 12 Means and Root Mean Squared Errors of Estimates from Various GLS Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 200 
N = 150 
1 
N = 33 
2 
N = 17 
3 
N = 200 
N = 100 
1 
N = 50 
2 

























Mean of Estimate Root Mean Squared Error 
GOM GDM GRI GMR GPI GLD GOM GDM GRI GMR GPI. GLD 
0.79 0.76 0.79 0.78 0.79 0.79 0.06 0.10 0.06 0.06 0.06 0.07 
0.79 0.74 0.79 0.78 0.78 0.78 0.06 0.11 0.06 0.06 0.06 0.08 
0.79 0.75 0.79 0.78 0.78 0.78 0.06 0.11 0.06 0.07 0.06 0.08 
0.78 0.74 0.78 0.76 0.78 0.78 0.06 0.11 0.06 0.07 0.06 0.07 
0.79 0.74 0.79 0.78 0.80 0.79 0.06 0.11 0.06 0.06 0.06 0.06 
0.80 0.75 0.80 0.78 0.80 0.80 0.06 0.11 0.06 0.06 0.06 0.07 
0.80 0.75 0.79 0.75 0.80 0.79 0.06 0.09 0.06 0.08 0.06 0.07 
0.79 0.74 0.78 0.74 0.79 0.79 0.06 0.10 0.06 0.08 0.06 0.07 
0.78 0.74 0.78 0.64 0.80 0.78 0.06 0.11 0.07 0.17 0.06 0.06 
0.80 0.75 0.79 0.65 0.82 0.80 0.07 0.11 0.070.16 0.07 0.07 
0.32 0.29 0.32 0.33 0.32 0.32 0.06 0.10 0.06 0.06 0.06 0.06 
0.33 0.29 0.33 0.34 0.33 0.33 0.05 0.09 0.05 0.05 0.05 0.06 
0.33 0.30 Q.32 0.34 0.33 0.33 0.05 0.09 0.06 0.05 0.05 0.06 
0.34 0.30 0.33 0.34 0.33 0.33 0.05 0.09 0.05 0.05 0.05 0.06 
0.33 0.29 0.32 0.34 0.32 0.32 0.06 0.09 0.06 0.05 0.06 0.07 
0.33 0.29 0.32 0.35 0.32 0.32 0.06 0.10 0.07 0.05 0.06 0.07 
0.33 0.28 0.30 0.32 0.30 0.33 0.05 0.10 0.08 0.06 0.07 0.06 
0.32 0.28 0.28 0.31 0.29 0.31 0.05 0.09 0.08 0.06 0.08 0.07 
0.33 0.33 0.23 0.28 0.23 0.32 0.05 0.06 0.14 0.09 0.13 0.06 
0.33 0.32 0.22 0.28 0.23 0.32 0.05 0.06 0.14 0.09 0.13 0.06 
0.61 0.60 0.62 0.610.61 0.62 0.06 0.11 0.06 0.06 0.06 0.07 
0.80 0.79 0.75 0.78 0.77 0.77 0.78 0.06 0.10 0.06 0.07 0.07 0.08 
0.80 0.79 0.75 0.78 0.76 0.77 0.77 0.06 0.11 0.07 0.07 0.07 0.09 
0.80 0.79 0.74 0.78 0.76 0.77 0.78 0.06 0.11 0.07 0.07 0.07 0~09 
0.80 0.78 0.75 0.78 0.75 0.79 0.77 0.06 0.10 0.07 0.08 0.06 0.09 
0.80 0.79 0.76 0.80 0.76 0.80 0.79 0.06 0.10 0.06 0.07 0.05 0.08 
0.80 0.80 0.76 0.80 0.76 0.80 0.79 0.06 0.10 0.06 0.07 0.06 0.08 
0.80 0.80 0.75 0.77 0.65 0.80 0.78 0.06 0.09 0.08 0.17 0.07 0.09 
0.80 0.79 0.75 0.77 0.65 0.79 0.78 0.06 0.10 0.07 0.16 0.06 0.08 
0.80 0.78 0.75 0.76 0.48 0.82 0.78 0.06 0.10 0.09 0.33 0.09 0.09 
0.80 0.80 0.76 0.78 0.49 0.83 0.79 0.07 0.10 0.08 0.32 0.09 0.09 
0.36 0.32 0.29 0.29 0.33 0.31 0.30 0.06 0.09 0.09 0.05 0.06 0.08 
0.36 0.33 0.30 0.30 0.35 0.32 0.31 0.05 0.08 0.08 0.05 0.05 0.08 
0.36 0.33 0.31 0.30 0~ 35 0.32 0.31 0.05 0.08 0.08 0.05 0.06 0.08 
0.36 0.34 0.30 0.30 0.34 0.30 0.31 0.05 0.08 0.08 0.05 0.07 0.08 
0.36 0.33 0.29 0.28 0.34 0.29 0.30 0.06 0.09 0.09 0.05 0.08 0.09 
0.36 0.33 0.30 0.29 0.35 0.29 0.31 0.06 0.09 0.09 0.05 0.08 0.08 
0.36 0.33 0.28 0.22 0.28 0.23 0.30 0.05 0.10 0.14 0.09 0.13 0.09 
0.36 0.32 0.27 0.22 0.27 0.23 0.30 0.05 0.10 0.15 0.10 0.14 0.09 
0.36 0.33 ' 0.30 0.12 0.18 0.14 0.30 0.05 0.08 0.24 0.18 0.23 0.08 
0.36 0.33 0.30 0.12 0.19 0.13 0.30 0.05 0.09 0.24 0.18 0.23 0.09 
0.60 0.61 0.61 0.62 0.60 0.61 0.63 0.06 0.09 0.07 0.06 0.07 0.09 
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Table 13 Means and Root Mean Squared Errors of Estimates from Various GLS Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 600 
N = 450 
1 
N = 100 
2 
N = 50 
3 
N = 600 
N = 300 
1 
N = 150 
2 




Mean of Estimate 
GOM GDM GRI GMR GPI GLD 
0.70 0.69 0.68 0.69 0.69 0.69 0.69 
0.80 0.80 0.79 0.80 0.79 0.79' 0.80 
0.65 0.64 0.63 0.64 0.64 0.64 0.64 
0.65 0.65 0.63 0.65 0.64 0.65 0.64 
0.70 0.70 0.69 0.71 0.69 0.72 0.70 
0.80 0.80 0.78 0.80 0.78 0.81 0.79 
0.75 0.75 0.73 0.74 0.70 0.78 0.75 
0.70 0.70 0.68 0.69 0.65 0.72 0.69 
0.75 0.74 0.73 0.73 0.59 0.82 ·0.74 
0.65 0.65 0.64 0.64 0.52 0.72 0.65 
Q.70 0.68 0.66 0.68 0.68 0.68 0.67 
0.60 0.58 0.56 0.58 0.59 0.58 0.57 
0.90 0.89 0.87 0.89 0.90 0.88 0.89 
0.80 0.78 0.76 0.78 0.79 0.77 0.78 
0.90 0.88 0.85 0.86 0.88 0.84 0.86 
0.80 0.78 0.76 0.77 0.80 0.76 0.78 
1.10 1.06 1.02 0.96 0.99 0.96 1.05 
0.90 0.86 0.83 0.78 0.81 0.78 0.86 
0.90 0.88 0.89 0.63 0.72 0.63 0.88 
1.00 0.97 0.96 0.70 0.76 0.70 0.96 
0.45 0.45 0.45 0.45 0.45 0.42 0.45 
Root Mean Squared Error 
GOM GDM GRI GMR GPI GLD 
0.05 0.06 0.05 0.05 0.05 0.05 
0.05 0.05 0.05 0.05 0.05 0.06 
0.05 0.06 0.05 0.05 0.05 0.06 
0.05 0.06 0.05 0.05 0.05 0.06 
0.06 0.07 0.06 0.06 0.06 0.06 
0.050.06 0.05 0.06 0.05 0.06 
0.05 0.06 0.06 0.08 0.06 0.07 
0.05 0.06 0.06 0.07 0.06 0.06 
0.05 0.06 0.06 0.17 0.09 0.06 
0.06 0.07 ' 0.07 0.14 0.11 0.07 
0.04 0.06 0.05 0.04 0.05 0.06 
0.05 0.07 0.06 0.05 0.05 0.06 
0.06 0.-08 0.07 0.06 0.07 0.07 
0.06 0.07 0.06 0.06 0.06 0.06 
0.07 0.08 0.08 0.07 0.09 0.08 
0.06 0.09 0.07 0.06 0.07 0.07 
0.09 0.11 0.16 0.13 0.16 0.10 
0.06 0.08 0.13 0.10 0.13 0.08 
0.06 0.07 0.27 0.18 0.28- 0.07 
0.08 0.09 0.31 0.25 0.31 0.09 
0.05 0.05 0.05 0.05 0.05 0.05 
0.70 0.69 0.69 0.69 0.68 0.69 0.70 0.05 0.06 0.05 0.05 0.05 0.07 
0.80 0.80 0.79 0.80 0.78 0.78 0.79 0.05 0.06 0.05 0.05 0.05 0.07 
0.65 0.64 0.62 0.64 0.63 0.65 0.64 0.05 0.07 0.05 0.05 0.05 0~06 
0.65 0.65 0.64 0.65 0.630.66 0.64 0.05 0.07 0.06 0.06 0.05 0.06 
0.70 0.70 0.68 0.72 0.69 0.75 0.71 0.06 0.07 0.07 0.06 0.07 0.08 
0.80 0.80 0.79 0.81 0.77 0.83 0.79 0.05 0.07 0.06 0.06 0.06 0.08 
0.75 0.75 0.74 0.74 0~60 0.83 0.75 0.05 0.07 0.07 0.16 0.110.08 
0.70 0.70 0.68 0.68 0.55 0.75 0.69 0.05 0.07 0.07 0.16 0.09 0.07 
0.75 0.74 0.73 0.710.43 0.88 0.74 0.05 0.08 0.08 0.33 0.16 0.08 
0.65 0.65 0.64 0.62 0.38 0.77 0.65 0.06 0.08 0.09 0.28 0.16 0.09 
0.70 0.68 0.66 0.66 0.69 0.66 0.67 0.04 0.07 0.06 0.05 0.05 0.07 
0.60 0.58 0.56 0.56 0.60 0.58 0.57 0.05 0.07 0.07 0.05 0.05 0.07 
0.90 0.89 0.88 0.87 0,.90 0.85 0.86 0.06 0.08 0.08 0.07 0.08 0.09 
0.80 0.78 0.76 0.75 0.79 0.73 0.76 0.06 0.07 0.08 0.06 0.09 0.09 
0.90 0.88 0.85 0.83 0.89 0.77 0.85 0.07 0.09 0.110.07 0.15 0.10 
0.80 0.78 0.75 0.73 0.810.69 0.77 0.06 0.09 0.10 0.07 0.12 0.09 
1.10 1.06 1.01 0.75 0.84 0.76 1.02 0.09 0.13 0.35 0.27 0.35 0.12 
0.90 0.86 0.82 0.61 0.69 0.610.84 0.06 0.10 0.29 0.210.29 0.10 
0.90 0.88 ' 0.87 0.38 0.510.37 0.87 0.06 0.09 0.53 0.39 0.54 0.09 
1.00 0.97 0.94 0.43 0.52 0.43 0.94 0.08 0.10 0.57 0.48 0.57 0.10 
0.45 0.45 0.45 0.46 0.45 0.39 0.45 0.05 0.06 0.05 0.05 0.08 0.06 
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Table 14 Means and Root Mean Squared Errors of Estimates from Various GLS Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 350 
N = 263 
1 
N = 58 
2 
N = 29 
3 
N = 350 
N = 185 
1 
N = 88 
2 




Mean of Estimate 
GOM GDM GRI GMR GPI GLD 
Root Mean Squared Error 
GOM GDM GRI GMR GPI GLD 
0.70 0.70 0.68 0.70 0~70 0.70 0.70 0.06 0.07 0.06 0.06 0.06 0.07 
0.80 0.80 0.78 0.80 0.79 0.79' 0.81 0.06 0.07 0.06 0.07 0.06 0.08 
0.65 0.64 0.62 0.64 0.64 0.64 0.64 0.07 0.09 0.07 0.07 0.07 0.08 
0.65 0.64 0.63 0.65 0.64 0.65 0.64 0.06 0.08 0.06 0.06 0.06 0.07 
0.70 a~70 0.68 0.70 0.69 0.71 0.70 0.06 0.09 0.07 0.07 0.07 0.07 
0.80 0.82 0.80 0.82 0.80 0.83 0.81 0.06 0.07 0.07 0.06 0.07 0.07 
0.75 0.76 0.73 0.75 0.71 0.78 0.76 0.06 0.08 0.07 0.08 0.08 0.08 
0.70 0.70 0.68 0.69 0.66 0.72 0.70 0.06 0.08 0.07 0.08 0.07 0.08 
0.75 0.75 0.73 0.74 0.60 0.83 .0.75 0.06 0.08 0.08 0.17 0.110.08 
0.65 0.65 0.64 0.64 0.53 0.73 0.65 0.07 0.08 0.080.14 0.11 0.08 
0.70 0.67 0.64 0.66 0.68 0.67 0.66 0.08 0.10 0.08 0.08 0.08 0.08 
0.60 0.56 0.53 0.56 0.57 0.57 0.56 0.08 0.11 0.09 0.08 0.08 0.09 
0.90 0.86 0.81 0.85 0.86 0.85 0.85 0.09 0.14 0.10 0.09 0.10 0.10 
0.80 0.77 0.74 0.75 0.77 0.75 0.75 0.07 0.10 0.08 0.07 0.08 0.09 
0.90 0.86 0.81 0.84 0.87 0.83 0.84 0.10 0.14 0.110.10 0.}1 0.12 
0.80 0.75 0.70 0.74 0.77 0.73 0.74 0.09 0.14 0.110.09 0.10 0.11 
1.10 1.04 0.96 0.93 0.97 0.94 1.02 0.110.17 0.19 0.15 0.18 0.13 
0.90 0.86 0.810.78 0.810.78 0.86 0.08 0.12 0.14 0.110.14 0.10 
0.90 0.87 0.87 0.610.710.610.86 0.09 0.10 0.30 0.210.30 0.11 
1.00 0.95 0.93 0.68 0.74 0.68 0.93 0.10 0.12 0.33 0.27 0.33 0.12 
0.45 0.45 0.45 0.45 0.45 0.43 0.45 0.06 0.07 0.06 0.06 0.06 0.07 
0.70 0.70 0.69 0.70 0.69 0.69 0.70 0.06 0.08 0.06 0.06 0.06 0.09 
0.80 0.80 0.78 0.79 0.79 0.77 0.81 0.06 0.08 0.07 0.07 0.08 0.10 
0.65 0.64 0.63 0.64 0.63 0.63 0.64 0.07 0.10 0.07 0.07 0.07 0.08 
0.65 0.64 0.63 0.66 0.63 0.66 0.64 0.06 0.08 0.07 0.07 0.06 0.08 
0.70 0.70 0.68 0.71 0.68 0.73 0.69 0.06 0.09 0.08 0.07 0.08 0.09 
0.80 0.82 0.80 0.83 0.79 0.84 0.80 0.06 0.08 0.08 0.06 0.08 0.09 
0.75 0.76 0.740.74 0.610.82 0.75 0.06 0.08 0.08 0.15 0.12 0.10 
0.70 0.70 0.68 0.68 0.56 0.74 0.70 0.06 0.08 0.08 0.1~ 0.10 0.10 
0.75 0.75 0.73 0.72 0.43 0.88 0.74 0.06 0.10 0.10 0.33 0.17 0.09 
0.65 0.65 0.64 0.63 0.38 0.78 0.65 0.07 0.10 0.10 0.28 0.17 0.11 
0.70 0.67 0.63 0.64 0.68 0.66 0.65 0.08 0.11 0.09 . 0.07 0.08 0.10 
0.60 0.56 0.54 0.54 0.58 0.57 0.54 0.08 0 . .110.10 0.08 0.07 0.12 
0.90 0.86 0.82 0.83 0: 87 0.82 0.83 0.09 0.12 0.110.09 0.110.13 
0.80 0.77 0.72 0.72 0.78 0.71 0~72 0.07 0.12 0.12 0.08 0.11·0.11 
0.90 0.86 0.80 0.80 0.87 0.75 0.81 0.10 0.16 0.15 0.10 0.17 0.15 
0.80 0.75 0.72 0.710.78 0.67 0.72 0.09 0.14 0.14 0.09 0.15 0.14 
1.10 1.04 0.95 0.73 0.82 0.74 1.00 0.110.18 0.38 0.29 0.37 0.16 
0.90 0.86 0.79 0.610.69 0.62 0.81 0.08 0.15 0.30 0.22 0.29 0.14 
0.90 0.87 ' 0.84 0.36 0.50 0.36 0.84 0.09 0.13 0.54 0.410.55 0.14 
1.00 0.95 0.910.410.510.42 0.90 0.10 0.14 0.60 0.50 0.59 0.14 
0.45 0.45 0.45 0.46 0.45 0.41 0.46 0.06 0.09 0.07 0.06 0.09 0.09 
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Table 15 Means and Root Mean Squared Errors of Estimates from Various GLS Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 200 
N = 150 
1 
N = 33 
2 
N = 17 
3 
N = 200 
N = 100 
1 
N = 50 
2 




Mean of Estimate 
GOM GDM GRI GMR GPI GLD 
0.70 0.70 0.67 0.69 0.69 0.69 0.69 
0.80 0.79 0.75 0.78 0.78 0.78 0.78 
0.65 0.64 0.61 0.64 0.64 0.64 0.63 
0.65 0.62 0.60 0.62 0.61 0.62 0.62 
0.70 0.70 0.67 0.70 0.69 0.71 0.70 
0.80 0.80 0.76 0.81 0.79 0.81 0.80 
0.75 0.75 0.71 0.75 0.71 0.78 0.76 
0.70 0.69 0.65 0.69 0.64 0.710.69 
0.75 0.73 0.68 0.72 0.59 0.80 0.73 
0.65 0.66 0.610.65 0.53 0.72 0.66 
0.70 0.63 0.56 0.62 0.63 0.63 0.61 
0.60 0.56 0.48 0.54 0.56 0.56 0.55 
0.90 0.83 0.76 0~81 0.83 0.82 0.81 
0.80 0.74 0.66 0.73 0.75 0.73 0.73 
0.90 0.82 0.69 0.80 0.83 0.79 0.79 
0.80 0.74 0.64 0.71 0.75 0.71 0.71 
1.10 1.02 0.86 0.90 0.95 0.92 0.99 
0.90 0.81 0.70 0.71 0.76 0.72 0.78 
0.90 0.83 0.82 0.57 0.67 0.58 0.81 
1.00 0.92 0.90 0.64 0.71 0.65 0.88 
0.45 0.47 0.43 0.47 0.46 0.45 0.47 
Root Mean Squared Error 
GOM GDM GRI GMR GPI GLD 
0.08 0.12 0.08 0.08 0.08 0.09 
0.08 0.13 0.08 0.08 0.08 0.10 
0.09 0.13 0.09 0.09 0.09 0.11 
0.08 0.14 0.09 0.08 0.08 0.09 
0.07 0.20 0.08 0.08 0.08 0.09 
0.08 0.17 0.09 0.09 0.08 0.09 
0.10 0.13 0.10 0.11 0.11 0.12 
0.08 0.12 0.09 0.10 0.09 0.10 
0.10 0.15 0.110.19 0.12 0.11 
0.10 0.15 0.11 0.15 0.14 0.11 
0.110.19 0.12 0.110.110.12 
0.09 0.18 0.10 0.09 0.09 0.11 
0.12 0.210.14 0.12 0.13 0.15 
0.110.210.12 0.110.110.13 
/ 
0.14 0.43 0.15 0.13 0.15 0.17 
0.14 0.24 0.16 0.13 0.14 0.16 
0.15 0.29 0.24 0.20 0.23 0.19 
0.13 0.23. 0.21 0.17 0.20 0.16 
0.14 0.14 0.35 0.25 0.34 0.15 
0.13 0.16 0.38 0.30 0.36 0.17 
0.09 0.14 0.09 0.09 0.09 0.11 
G.70 0.70 0.66 0.69 0.69 0.67 0.69 0.08 0.12 0.08 0.08 0.09 0.10 
0.80 0.78 0.76 0.77 0.77 0.75 0.77 0.08 0.14 0.10 0.09 0.10 0.13 
0.65 0.64 0.60 0.63 0.63 0.62 0.63 0.09 0.15 0.10 0.09 0.10 0.13 
0.65 0.62 0.610.63 0.610.63 0.62 0.08 0.13 0.10 0.09 0.09 0.12 
0.70 0.70 0.68 0.710.68 0.73 0.70 0.08 0.14 0.10 0.08 0.09 0.12 
0.80 0.80 0.76 0.82 0.77 0.82 0.80 0.08 0.14 0.110.10 0.09 0.12 
0.75 0.75 0.710.73 0.60 0.810.75 0.10 0.14 0.13 0.18 0.14 0.16 
0.70 0.69 0.65 0.66 0.55 0.72 0.68 0.08 0.12 0.10 0.17 0.12 0.12 
0.75 0.73 0.69 0.70 0.43 0.85 0.73 0.10 0.16 0.14 0.34 0.19 0.14 
0.65 0.66 0.62 0.63 0.40 0.76 0.67 0.10 0.14 0.13 0.27 0.19 0.14 
0.70 0.63 0.56 0.57 0.63 0.610.58 0.110.17 0.16 0.110.12 0.16 
0.60 0.56 0.49 0.510.58 0.55 0.52 0.09 0.15 0.14 0.09 0.09 0.14 
0.90 0.83 0.76 0.77 0.84 0.78 0.77 0.12 0.20 0.18 0.12 0.15 0.20 
0.80 0.74 0.68 0.69 0.75 0.69 0.69 0.11 0.18 0.16 0.110.14 0.18 
0.90 0.82 0.72 0.74 0.84 0.72 0.74 0.14 0.22 0.210.13 0.210.22 
0.80 0.74 0.66 0.66 0.77 0.65 0.68 0.14 0.23 0.210.14 0.19 0.20 
1.10 1.02 0.85 0.68 0.80 0.710.91 0.15 0.30 0.44 0.32 0.410.27 
0.90 0.810.67 0.55 0.64 0.57 0.74 0.13 0.26 0.36 0.27 0.35 0.21 
0.90 0.83 '0.75 0.310.46 0.32 0.75 0.14 0.22 0.60 0.45 0.59 0.21 
1.00 0.92 0.83 0.36 0.48 0.38 0.82 0.14 0.23 0.65 0.52 0.62 0.24 
0.45 0.47 0.47 0.47 0.46 0.45 0.48 0.09 0.14 0.10 0.09 0.13 0.13 
56 
Table 16 Means and Root Mean Squared Errors of Estimates from Various GLS Methods 
in Analysis of Continuous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value GOM GDM GRI GMR GPI GLD GOM GDM GRI GMR GPI GLD 
A 0.60 0.59 0.59 0.60 0.59 0.59 0.60 0.05 0.06 0.05 0.05 0.06 0.06 
All 0.60 0.60 0.60 0.60 0.60 0.60 ' 0.60 0.06 0.07 0.06 0.06 0.06 0.07 
A21 0.65 0.66 0.66 0.66 0.66 0.67 0.66 0.07 0.07 0.07 0.06 0.07 0.08 
A
31 0.65 0.64 0.63 0.65 0.63 0.64 0.64 0.05 0.06 0.06 0.06 0.05 0.06 
A42 0.60 0.61 0.59 0.61 0.60 0.64 0.61 0.06 0.07 0.06 0.06 0.07 0.06 
N = 600 A
52 0.60 0.60 0.60 0.61 0.59 0.61 0.60 0.05 0.06 0.05 0.05 0.05 0.06 
A
62 0.60 0.60 0.59 0.59 0.56 0.63 0.60 0.06 0.07 0.06 0.07 0.07 0.08 
A71 0.65 0.65 0.63 0.64 0.60 0.67 0.64 0.05 0.06 0.06 0.07 0.06 0.07 
A
81 0.65 0.65 0.65 0.64 0.52 0.79 0.66 0.05 0.06 0.07 0.14 0.16 0.07 
A
92 0.60 0.59 0.59 0.58 0.47 0.68 0.59 0.06 0.07 0.07 0.14 0.11 0.07 
N = 450 .pl0,2 0.90 0.88 0.85 0.87 0.88 0.87 0.86 0.07 0.09 0.07 0.07 0.07 0.08 
1 
.pll 1.00 0.97 0.94 0.97 0.98 0.97 0.97 0.07 0.10 0.08 0.07 0.07 0.08 
N = 100 .p22 1.20 1.15 1.11 1.14 1.15 1.13 1.13 0.11 0.13 0.11 0.10 0.11 0.13 
2 
.p33 0.70 0.69 0.67 0.68 0.70 0.69 0.68 0.05 0.07 0.06 0.05 0.05 0.06 
N = 50 .p44 1.00 0'.96 0.93 0.95 0.97 0.91 0.96 0.08 0.11 0.09 0.07 0.11 0.09 
3 
",55 0.80 0.78 0.76 0.77 0.79 0.76 0.78 0.06 0.08 0.07 0.06 0.06 0.07 
",66 1.10 1.07 1.02 0.97 0.99 0.97 1.06 0.07 0.11 0.15 0.13 0.15 0.09 
",77 0.90 0.89 0.85 0.80 0.83 0.80 0.88 0.07 0.09 0.12 0.10 0.12 0.08 
.p88 1.20 1.15 1.14 0.83 0.90 0.82 1.14 0.10 0.11 0.38 0.31 0.39 0.12 
",99 1.00 0.98 0.97 0.70 0.77 0.70 0.97 0.07 0.09 0.30 0.24 0.31 0.09 
</>10,10 0.30 0.31 0.31 0.31 0.31 0.28 0.32 0.06 0.08 0.06 0.06 0.06 0.07 
21 
A 0~60 0.59 0.60 0.60 0.58 0.58 0.59 0.05 0.07 0.06 0.06 0.07 0.08 
All 0.60 0.60 0.59 0.60 0.59 0.59 0.59 0.06 0.08 0.07 0.06 0.07 0.08 
A21 0.65 0.66 0.65 0.66 0.64 0.67 0.65 0.07 0.08 0.07 0.07 0.08 0.09 
A
31 0.65 0.64 0.64 0.66 0.63 0.65 0.65 0.05 0.07 0.06 0.06 0.05 0.07 
A42 0.60 0.61 0.60 0.61 0.59 0.68 0.61 0.06 0.07 0.07 0.06 0.10 0.08 
N = 600 A 52 0.60 0.60 0.59 0.62 0.59 0.63 0.60 0.05 0.07 0.06 0.05 0.06 0.07 
A 62 . 0.60 0.60 0.59 0.57 0.48 0.66 0.60 0.06 0.08 0.08 0.13 0.11 0.07 
A71 0.65 0.65 0.63 0.62 0.51 0.70 0.63 0.05 0.07 0.08 0.15 0.09 0.08 
A
81 0.65 0.65 0.64 0.61 0.37 0.87 0.64 0.05 0.09 0.10 0.29 0.26 0.09 
A
92 0.60 0.59 0.59. 0.56 0.34 0.74 0.59 0.06 0.08 0.08 0.26 0.17 0.08 
N = 300 ",10,2 0.90 0.88 0.84 0.84 0.88 0.86 0.85 0.07 0.10 0.09 0.07 0.07 0.10 1 
",11 1.00 0.97 0.94 0.94 0.99 0.95 0.95 0.07 0.11 0.10 0.07 0.08 0.11 
N = 150 ",22 1.20 1.15 1.10 1.11 1.)7 1.07 1.11 0.11 0.15 0.13 0.10 0.15 0.15 2 
.p33 0.70 0.69 0.66 0.64 0.70 0.65 0.67 0.05 0.08 0.09 0.06 0.08 0.08 
N = 150 .p44 1.00 0.96 0.93 0.93 0.97 0.81 0.94 0.08 0.11 0.11 0.07 0.210.12 
3 
",55 0.80 0.78 0.77 0.74 0.80 0.71 0.76 0.06 0.08 0.09 0.06 0.10 0.09 
.p66 1.10 1.07 1.02 0.77 0.83 0.77 1.04 0.07 0.12 0.33 0.28 0.34 0.12 
",77 0.90 0.89 0.84 0.63 0.70 0.62 0.88 0.07 0.10 0.28 0.21 0.29 0.09 
",88 1.20 1.15 1.12 0.50 0.62 0.48 1.12 0.10 0.15 0.70 0.58 0.72 0.15 
",99 1.00 0.98 0.94 0.43 0.53 0.42 0.95 0.07 0.11 0.58 0.47 0.58 0.11 
</>10,10 0.30 0.31 0~31 0.32 0.31 0.25 0.32 0.06 0.09 0.07 0.07 0.10 0.08 21 
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Table 17 Means and Root Mean Squared Errors of Estimates from Various GLS Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 350 
N = 263 
1 
N = 58 
2 
N = 29 
3 
N = 350 
N = 175 
1 
N = 88 
2 




Mean of Estimate 
GOM GDM GRI GMR GPI GLD 
Root Mean Squared Error 
GOM GDM GRI GMR GPI GLD 
0.60 0.60 0.58 0.60 0~59 0.59 0.60 0.07 0.09 0.07 0.07 0.07 0.09 
0.60 0.60 0.59 0.60 0.60 0.60 - 0.61 0.08 0.09 0.08 0.08 0.08 0.10 
0.65 0.64 0.62 0.64 0.63 0.64 0.64 0.08 0.10 0.09 0.09 0.08 0.10 
0.65 0.64 0.63 0.65 0.63 0.64 0.64 0.06 0.08 0.06 0.06 0.06 0.07 
0.60 0.60 0.58 0.60 0.59 0.63 0.60 0.07 0.09 0.08 0.07 0.08 0.08 
0.60 0.62 0.61 0.62 0.61 0.63 0.61 0.07 0.07 0.07 0.06 0.07 0.07 
0.60 0.61 0.59 0.60 0.58 0.63 0.61 0.07 0.09 0.07 0.07 0.08 0.09 
0.65 0.66 0.63 0.64 0.61 0.67 0.65 0.07 0.09 0.08 0.08 0.08 0.09 
0.65 0.65 0.64 0.64 0.52 0.78 0.65 0.08 0.09 0.09 0.15 0.17 0.09 
0.60 0.60 0.59 0.59 0.48 0.69 0.60 0.07 0.08 0.080.14 0.13 0.08 
0.90 0.87 0.83 0.86 0.87 0.87 0.85 0.10 0.13 0.110.10 0.10 0.11 
1.00 0.94 0.88 0.93 0.94 0.94 0.93 0.110.16 0.12 0.110.110.14 
1.20 1.15 1.07 1~14 1.16 1.13 1.14 0.13 0.19 0.13 0.13 0.13 0.14 
0.70 0.67 0.65 0.66 0.69 0.67 0.66 0.07 0.09 0.08 0.07 0.06 0.08 
1.00 0.95 0.90 0.94 0.96 0.90 0.93 0.11 0.15 0.12 0.110.13 0.13 
0.80 0.75 0.70 0.74 0.76 0.74 0.74 0.09 0.13 0.10 0.09 0.09 0.10 
1.10 1.04 0.96 0.93 0.96 0.93 1.01 0.12 0.18 0.19 0.17 0.19 0.13 
0.90 0.86 0.80 0.78 0.81 0.78 0.86 0.09 0.14_ 0.15 0.12 0.15 0.11 
1.20 1.15 1.15 0.83 0.910.83 1.14 0.12 0.14 0.38 b.31 0.39 0.14 
1.00 0.95 0.93 0.67 0.74 0.67 0.93 0.10 0.12 0.34 0.27 0.34 0.12 






















0.60 0.59 0.60 0.58 0.58 0.60 0.07 0.10 0.08 0.07 0.08 0.11 
0.60 0.60 0.60 0.59 0.58 0.61 0.08 0.10 0.09 0.08 0.09 0.13 
0.64 0.63 0.63 0.62 0.64 0.63 0.08 0.13 0.09 0.09 0.10 0.10 
0.64 0.63 0.66 0.63 0.65 0.64 0.06 0.09 0.08 0.07 0.07 0.09 
0.60 0.59 0.610.59 0.67 0.59 0.07 0.10 0.09 0.08 0.110.10 
0.62 0.61 0.63 0.60 0.64 0.60 0.07 0.08 0.08 0.06 0.08 0.09 
0.610.59 0.58 0.510.67 0.61 0.07 0.09 0.09 0.12 0.12 0.11 
0.66 0.63 0.62 0.53 0.69 0.65 0.07 0.09 0.09 0.14 0.110.11 
0.65 0.63 0.61 0.37 0.88 0.64 0.08 0.110.12 0.29 0.27 0.11 
0.60 0.59 0.58 0.35 0.76 0.60 0.07 0.12 0.110.26 0.20 0.11 
0.87 0.810.82 0.88 0.85 0.83 0.10 0.14 0.12 0.09 0.09 0.13 
0.94 0.89 0.90 0.95 0.92 0.91 0.110.16 0.15 0.110.12 0.17 
1.15 1.09 1.10 1 \ 17 1.07 1.11 0.13 0.17 0.16 0.12 0.17 0.17 
0.67 0.63 0.62 0.69 0.64 0.63 0.07 0.110.11 0.07 0.09 0.10 
0.95 0.89 0.90 0.96 0.80 0.90 0.110.17 0.16 0.110.22 0.17 
0.75 0.72 0.72 0.77 0.69 0.72 0.09 0.13 0.13 0.08 0.13 0.13 
1.04 0.95 0.73 0.79 0.73 0.99 0.12 0.18 0.38 0.32 0.38 0.17 
0.86 0.79 0.60 0.68 0.60 0.81 0.09 0.15 0.310.23 0.310.16 
1.15 '1.12 0.50 0.62 0.49 1.12 0.12 0.17 0.70 0.58 0.72 0.17 
0.95 0.90 0.40 0.52 0.40 0.90 0.10 0.15 0.610.49 0.60 0.15 
0.30 0.30 0.30 0.30 0.27 0.30 0.07 0.110.09 0.08 0.12 0.11 
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Table 18 Means and Root Mean Squared Errors of Estimates from Various GLS Methods 
in Analysis of Continuous Data 
Sample 
Size 
N = 200 
N = 150 
1 
N = 33 
2 
N = 17 
3 
N = 200 
N = 100 
1 
N = 50 
2 

























Mean of Estimate Root Mean Squared Error 
GOM GDM GRI GMR GPI GLD GOM GDM GRI GMR GPI GLD 
0.61 0.58 0.60 0.60 0.59 0.60 0.09 0.14 0.09 0.09 0.09 0.11 
0.61 0.59 0.61 0.60 0.60- 0.61 0.09 0.16 0.09 0.09 0.09 0.10 
0.64 0.59 0.63 0.63 0.63 0.64 0.11 0.18 0.12 0.12 0.12 0.14 
0.63 0.60 0.64 0.62 0.63 0.62 0.09 0.15 0.09 0.09 0.09 0.11 
0.58 0.56 0.59 0.58 0.62 0.58 0.07 0.14 0.07 0.08 0.07 0.09 
0.60 0.55 0.61 0.60 0.61 0.60 0.09 0.16 0.10 0.09 0.09 0.11 
0.59 0.55 0.58 0.55 0.610.58 0.10 0.15 0.110.110.110.12 
0.64 0.60 0.64 0.60 0.66 0.65 0.10 0.13 0.10 0.10 0.110.11 
0.66 0.61 0.65 0.52 0.78 0.65 0.110.16 0.13 0.17 0.20 0.13 
0.60 0.54 0.58 0.47 0.67 0.59 0.11 0.15 0.12 0.16 0.15 0.12 
0.82 0.72 0.80 0.83 0.82 0.80 0.14 0.25 0.15 0.13 0.14 0.17 
0.910.810.89 0.910.90 0.88 0.16 0.24 0.17 0.16 0.16 0.19 
1.11 0.99 1~09 1.12 1.09 1.08 0.16 0.27 0.18 0.16 0.17 0.21 
0.65 0.58 0.63 0.66 0.64 0.63 0.110.18 0.12 0.10 0.10 0.13 
0.92 0.83 0.90 0.93 0.87 0.89 0.15 0.24 0.17 0.15 0.17 0.17 
0.73 0.66 0.710.73 0.710.71 0.12 0.19 0.14 0.12 0.12 0.15 
1.02 0.88 0.910.95 0.92 1.00 0.15 0.27 0.22 0.20 0.22 0.18 
0.83 0.710.73 0.77 0.74 0.80 0.13 0.24 0.210.17 0.20 0.17 
1.09 1.07 0.76 0.86 0.76 1.06 0.19 0.22 0.46 0.36 0.460.22 
0.93 0.93 0.66 0.74 0.67 0.92 0.13 0.15 0.35 0.28 0.35 0.15 
0.33 0.32 0.34 0.34 0.32 0.34 0.11 0.19 0.12 0.11 0.11 0.13 
G.60 0.60 0.58 0.58 0.58 0.55 0.58 0.09 0.14 0.11 0.09 0.12 0.14 
0.60 0.60 0.60 0.60 0.59 0.57 0.59 0.09 0.15 0.10 0.09 0.12 0.13 
0.65 0.63 0.62 0.62 0.63 0.62 0.63 0.12 0.19 0.14 0.13 0.15 0.16 
0.65 0.63 0.59 0.65 0.62 0.62 0.64 0.09 0.15 0.12 0.110.10 0.14 
0.60 0.58 0.56 0.59 0.57 0.65 0.58 0.08 0.13 0.10 0.08 0.10 0.13 
0.60 0.610.59 0.610.59 0.62 0.60 0.09 0.14 0.12 0.10 0.10 0.12 
0.60 0.59 0.55 0.56 0.48 0.63 0.56 0.10 0.14 0.14 0.16 0.16 0.16 
0.65 0.64 0.610.62 0.53 0.69 0.64 0.09 0.12 0.12 0.15 0.14 0.15 
0.65 0.66 0.60 0.62 0.37 0.84 0.64 0.110.16 0.15 0.30 0.28 0.15 
0.60 0.60 0.55 0.56 0.34 0.69 0.58 0.110.16 0.15 0.28 0.22 0.14 
0.90 0.82 0.75 0.77 0.85 0.810.75 0.14 0.210.19 0.13 0.14 0.22 
1.00 0.90 0.80 0.83 0.92 0.88 0.82 0.16 0.26 0.22 0.15 0.17 0.23 
1.20 1.12 0.98 1.04 1 ~ 13 1.03 1.02 0.16 0.30 0.23 0.16 0.210.27 
0.70 0.65 0.59 0.57 0.66 0.61 0.59 0.110.19 0.18 0.11 0.13 0.17 
1.00 0.92 0.83 0.84 0.94 0.78 0.83 0.15 0.23 0.22 0.15 0.25 0.24 
0.80 0.73 0.63 0.67 0.74 0.67 0.69 0.12 0.22 0.18 0.12 0.16 0.19 
1.10 1.02 0.86 0.70 0.78 0.72 0.94 0.15 0.28 0.42 0.34 0.40 0.23 
0.90 0.83 0.69 0.55 0.64 0.56 0.75 0.13 0.25 0.37 0.27 0.36 0.22 
1.20 1.09 '1.010.43 0.60 0.43 1.01 0.19 0.28 0.78 0.610.78 0.27 
1.00 . 0.93 0.86 0.37 0.50 0.39 0.85 0.13 0.22 0.64 0.50 0.62 0.22 
0.30 0.33 0.35 0.34 0.34 0.33 0.33 0.110.18 0.14 0.12 0.18 0.16 
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Table 19 Kolmogorov-Smirnov 2-tailed p-values of the 
'Standardized' Values of ML Direct CMDM) 






































'" 44 O. 36 
",55 0.36 
",66 0.36 






Ca) Cb) Cc) Cd) Ce) (f) 
0.45 0.56 0.79 0.44 0.95 0.92 
0.68 0.71 0.45 0.52 0.79 0.58 
0.02 0.03 0.20 0.32 0.99 0.95 
0.46 0.80 0.74 0.82 0.06 0.04 
0.47 0.52 0.73 0.70 0.88 0.93 
0.42 0.48 0.06 0~08 0.46 0.69 
0.92 0.80 0.09 0.47 0.65 0.89 
0.35 0.49 0.99 0.99 0.46 0.29 
0.25 0.07 0.50 0.61 O.~O 0.65 
0.60 0.90 0.17 0.16 0.25 0.76 
0.33 0.45 0.76 0.93 0.25 0.21 
0.15 0.33 0.09 0.10 0.36 0.30 
0.01 0.01 ~ 0.13 -0.42 0.90 0.79 
0.98 1.00 0.47 0.60 0.80 0.65 
0.85 0.97 0.79 0.82 0.39 0.32 
0.48 0.73 0.02 0.07 0.14 0.38 
0.03 0.02 0.110.06 0.74 0.64 
0.06 0.08 0.84 0.95 0.01 0.01 
0.53 0.83 0~72 0.74 0.48 0.11 
0.35 0.45 0.10 0.17 0.20 0.01 
0.32 0.19 0.68 0.59 0.60 0.52 
0.82 0.92 0.91 0.59 0.99 0.94 
0.52 0.79 0.87 0.91 0.56 0.51 
0.01 0.01 0.29 0.55 0.68 0.67 
0.70 0.66 0.81 0.46 0.02 0.01 
0.79 0.97 0.59 0.99 0.73 0.92 
0.44 0.54 0.010.02 0.18 0.73 
0.49 0.55 0.42 0.43 0.75 0.87 
0.53 0.15 0.75 1.00 0.57 0.91 
0.49 0.28 0.47 0.91 0.21 0.44 
0.52 0.56 0.34 0.07 0.03 0.16 
0.29 0.09 0.95 0.98 0.09 0.13 
0.27 0.31 0.03 0.07 0.88 0.67 
0.01 0.01 0.36 9.42 0.70 0.49 
0.92 0.76 0.61 0.59 0.78 0.58 
0.89 0.97 0.81 0.76 0.52 0.25 
0.38 0.69 0.04 0.110.15 0.45 
0.04 0.01 0.09 0.08 0.44 0.79 
0.06 0.09 0.95 0.89 0.02 0.02 
0.51 0.87 0.71 0.82 0.37 0.13 
0.35 0.32 0.04 0.210.18 0.01 
0.80 0.56 0.90 0.69 0.63 0.70 
* Sample sizes: Ca). N = 600, 
(b). N = 600, 
'C c ). N = 350, 
(d). N :;: 350, 
(~). N = 200, 
(f). N = 200, 
N = 450 
N1 = 300 
N1 = 263 
N1 .. 175 
N1= 150 
N1 = 100 
1 








Table 20 Kolmogorov-Smirnov 2-tailed p-values of the 
'Standardized' Values of ML Direct (MDM) 

























(a) (b) Cc) (d) (e) (f) 
0.84 0.92 0.980.98 0.40 0.73 
0.25 0.32 0.64 0.94 0.37 0.72 
0.35 0.61 0.22 0.31 0.84 0.95 
, 0.18 0.68 0.61 0.97 0.10 0.40 
0.18 0.55 0.52 0.74 0.12 0.01 
0.21 ,0.65 0.00 0.01 0.73 0.69 
0.79 0.89 0.05 0.110.14 0.08 
0.44 0.04 0.85 0.96 0.36 0.51 
0.010.09 0.29 0.10 0.22 0.23 
0.58 0.98 0.18 0.08 0.74 0.44 
0.75 0.39 0.99 0.99 0~64 0.84 
0.78 0.48 0.10 0.16 0.06 0.09 
o . 07 O. 02:' O. 1 9 O. 58 O. 54 O. 68 
0.85 1.00 0.64 0.43 0.83 0.99 
0.04 0.03 0.72 0.60 0.81 0.91 
0.86 0.56 0.04 0.02 0.23 0.12 
0.76 0.76 0.05 0.03 0.83 0.54 
0.02 0.31 0.83 0.88 0.93 0.31 
0.00 0.10 0.70 0.56 0.05 0.45 
0.55 0.32 0.07 0.16 0.910.61 
0.92 0.81 0.80 0.51 0,06 0.01 
• Sample sizes: (a) . N = 600, N = 450 N = 
(b) . N = 600, Ni = 300 N2= 
(c) . N = 350, Ni = 263 N2= 
(d) . N = 350, Ni = 175 N2= 
(e) . N = 200, Ni = 150 N2= 
(f) . N = 200, Ni = 100 N2= 
1 2 
61 
100 N = 50 
150 N3= 150 
58 N2= 29 
88 N3= 87 
33 N3= 17 
50 N3= 50 
3 































i\ 71 0.70 
A81 0.75 
A92 0.65 





1/1 44 O. 90 
tjJ55 0.80 





1/199 1 . 00 
</>10,10 0.45 
21 ' 
Standard Errors Estimates 
#V 
from asym. cov. mtx. of 9 from sample cov. mtx. 
Sample Size* Sample Size* 
(a) (b) (c) (e) (f) (g) (a) (b) (c) (d) (e) ef) 
0.04 0.04 0.05 0.05 0.06 0.06 0.04 0.05 0.05 0.05 0.06 0.06 
0.04 0.04 0.05 0.05 0.06 0.06 0.04 0.05 0.05 0.05 0.06 0.06 
0.040.04 0.05 0.05 0.06 0.06 0.04 0.05 0.05 0.05 0.06 0.06 
0.04 0.04 0.05 0.05 0.06 0.06 0.04 0.03 0.05 0.05 0.06 0.06 
0.04 0.04 0.05 0.05 0.06 0.06 0.04 0.04 0.04 0.04 0.06 0.06 
0.04 0.04 0.05 0.05 0.06 0.06 0.04 0.04 0.04 0.04 0.06 0.06 
0.04 0.04 0.05 0.05 0.06 0.07 0.04 0.04 0.04 0.05 0.06 0.07 ' 
0.04 0.04 0.05 0.05 0.06 0.07 0.04 0.04 0.04 0.05 0.05 0.06 
0.04 0.05 0.05 0.06 0.06 0.08 0.04 0.05 0.05 0.06 0.06 0.08 
0.04 0.05 0.05 0.06 0.06 0.08 0.04 0.05 0.05 0.06 0.07 0.08 
0.03 0.03 0.03 0.04 0.04 0.05 0.03 0.02 0.03 0.04 0.04 0.05 
0.03 0.03 0.03 0.04 0~05 0.05 0.03 0.03 0.04 0.04 0.04 0.04 
0.03 0.03 0.03 0.04 0.05 0.05 0.03 0.03 0.04 0.04 0.05 0.05 
0.03 0.03 0.03 0.04 0.05 0.05 0.03 0.03 0.03 0.03 0.04 0.04 
0.03 0.03 0.03 0.04 0.05 0.05 0.03 0.03 0.04 0.04 0.05 0.05 
0.03 0.03 0.03 0.04 0.05 0.05 0.03 0.03 0.04 0.04 0.05 0~05 
0.03 0.03 0.03 0.04 0.05 0.05 0.03 0.03 0.03 0.04 0.05 0.05 
0.03 0.03 0.04 0.04 0.05 0.05 0.03 0.03 0.04 0.04 0.04 0.05 
0.03 0.04 0.04 0.05 0.05 0.06 0.03 0.03 0.04 0.05 0.05 0.06 
0.03 0.04 0.04 0.05 0.05 6.06 0.03 0.03 0.04 0.04 0.05 0.06 
0.03 0.03 0~04 0.04 0.05 0.06 0.03 0.03 0.04 0.04 0.06 0.06 
0.05 0.05 0.06 0.06 0.08 0.08 0.05 0.05 0.06 0.06 0.08 0.08 
0.05 0.05 0.06 0.06 0.08 0.08 0.05 0.05 0.06 0.06 0.08 0.08 
0.05 0.05 0.06 0.07 0.09 0.09 0.05 0.05 0.07 0.07 0.09 0.09 
0.05 0.05 0.06 0.07 0.08 0.09 0.05 0.05 0.06 0.06 0.07 0.08 
0.05 0.05 0.07 0.07 0.09 0.09 0.06 0.06 0.07 0.07 0.08 0.08 
0.05 0.05 0.07 0.07 0.09 0.07 0.05 0.06 0.06 0.06 0.09 0.09 
O. 06 O. 06 O. 07 O. 08 O. '10 O. 11 O. 06 O. 07 O. 07 O. 07 O. 10 O. 11 
0.05 0.06 0.07 0.07 0.09 0.10 0.06 0.06 0.07 0.07 0.08 0.09 
0.06 0.07 0.08 0.09 0.10 0.12 0.06 0.08 0.080.09 ' 0.10 0.13 
0.06 0.07 0.08 0.09 0.10 0.12 0.07 0.08 0.07 0.10 0.110.13 
0.05 0.05 0.07 0.07 0.09 0.09 0.04 0.04 0.07 0.07 0.08 0.08 
0.05 0.05 0.07 0.07 0.09 0.09 0.05 0.05 0.08 0.08 0.08 0.08 
0.06 0.06 O.Oe 0.08 0.11 0.11 0~06 0.07 0.09 0.09 0.110.10 
0.06 0.06 0.07 0.08 0.10 0.10 0.05 0.06 0.07 0.07 0.09 0.10 
0.07 0.07 0.08 0.09 0.110.12 0.07 0.07 0.09 0.10 0.110.11 
0.07 0.07 0.09 0.09 0.110.12 0.06 0.07 0.09 0.09 0.13 0.14 
0.08 0.09 0.10 0.110.14 0.15 0.09 0.09 0.10 6.10 0.13 0.15 
0.07 0.07 ,0.09 0.09 0.110.12' 0.06 0.06 0.08 0.10 0.10 0.12 
. 0.08 0.09 0.10 0.12 0.13 0.16 0.07 0.08 0.10 0.12 0.12 0.16 
0.08 0.09 0.10 0.12 0.13 0.16 0.08 0.09 0.10 0.110.130.15 
0,.05 0.05 0.06 0.06 0.08 0.08 0.05 0.04 0.06 0.06 0.08 0.09 
* Sample size: (a). N = 600, 
(b). N = ' 600, 
N = 450 N = 100 N = 50 
N1= 300 N2= 150 N3= 150 
·(c). N = 350, 
(d). N = 350, 
(e). N = 200, 
(f).N = 200, 
122 N = 263 N = 58 N = 29 
N1= 175 ' N2= 88 N3 = 87 
N1: 150 N2=33 N3= 17 
Ni = 100 N2= ,50 N3= 50 
123 
62 
























Standard Errors Estimates 
from asym. cov. mtx. of ~ from sample cov. mtx. 
Sample Size* Sample Size* 
(a) (b) (c) (e) (f) (g) . (a) (b) (c) Cd) (e) (f) 
0.05 0.06 0.07 0~07 0.09 0.10 0.05 0.06 0.07 0.07 0.09 0.09 
0.06 0.06 0.07 0.08 0.09 0.10 0.06 0.06 0.08 0.08 0.08 0.09 
0.06 0.06 0.08 0.08 0.110.11 0.06 0.06 0.08 0.09 0.110.12 
0.05 0.05 0.07 0.07 0.09 0.09 0.05 0.06 0.06 0.07 0.09 0.10 
0.06 0.06 0.07 0.08 0.09 0.10 0.06 0.06 0.07 0.08 0.08 0.09 
0.05 0.05 0.07 0.07 0.09 0.09 0.05 0.05 0.06 0.07 0.09 0.09 
0.06 0.07 0.08 0.09 0.10 0.12 0.06 0.08 0.07 0.08 0.11 0.12 
0.06 0.06 0.08 0.08 0.10 0.11 0.06 0.06 0.08 0.08 0.10 0.10 
0.07 0.08 0.09 0.110.12 0.14 0.07 0.09 0.09 0.110.13 0.15 
0.06 0.08 0.08 0.10 0.110.13 0.07 0.07 0.08 0.110.12 0.15 
0.07 0.07 0.09 0.09 0 ; 12 0.12 0.07 0.07 0.10 0.10 0.12 0.12 
0.07 0.07 0.09 0.10 0.12 0.13 0.07 0.08 0.10 0.10 0.13 0.14 
0.09 0.09 0;11 0.12 0.15 0.15 0.09 0.09 0.12 0.13 0.15 0.15 
0.06 0.06 0.08 0.06 0.10 0.11 0.06 0.06 0.07 0.07 0.10 0.11 
0.07 0.07 0.09 0.10 0.12 0.13 0.07 0.07 0.10 0.10 0.12 0~13 
0.06 0.06 0.08 0.08 0.11 0.11 0.06 0.06 0.08 0.08 0.10 0.11 
0.08 0.09 0.10 0.11 0.14 0.15 0.08 0.09 0.10 0.110.14 0.16 
0.07 0.08 0.09 0.10 0.12 0.14 0.07 0.07 0.10 0.11 0.14 0.15 
0.09 0.12 0.13 0.15 0.17 0.20 0.10 0.13 0.13 0.16 0.16 0.20 
0.08 0.10 0.10 0.13 0.14 0.17 0.08 0.10 0.10 0.110.14 0.17 
. 0.06 0.06 0.08 0.08 0.10 0.10 0.06 0.06 0.07 0.08 0.10 0.11 
* Sample size: (a). N = 600, 
(b). N = 600, 
(c). N = 350, 
(d). N = 350, 
(e). N = 200, 
(f). N = 200, 
N = 450 N = 100 N = 50 
N1 = 300 N2 = 150 N3 = 150 
N1= 263 N2 = 58 N2 = 29 
N1 = 175 N2 = 88 N3 = 87 
N1= 150 N2= 33 N3 = 17 
N1 = 1'00 N2 = 50 N3 = 50 
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Table 23 Kolmogorov-Smirnov (K-S) 2-tailed p~values of the Goodness-of-fit 
(GOF) statistics from Various Methods in Analysis of Continuous Data 
2-tailed K-S p-values of Various GOF Statistics Parameters' Sample*----------------~-----------------------------------




(a) 0.42 0.55 0.00 0.00 0.00 0.65 0.68 0.00 0.00 0.00 0.00 0.57 
(b) 0.42 0.44 0.000.00 0.00 0~72 0.68 0.01 0.00 0.00 0.00 0.26 
(c) 0.43 0.04 0.00 0.00 0.00 0.85 0.43 0.00 0.00 0.00 0.00 0.24 
(d) 0.43 0.61 0.00 0.00 0.00 0.68 0.43 0.00 0.00 0.00 0.00 0.13 
(e) , 0.94 0.00 0.00 0.00 0.00 0.63 0.37 0.00 0.00 0.00 0.00 0.07 
(f) 0.94 0.00 0.00 0.00 0.00 0.08 0.37 0.00 0.00 0.00 0.00 0.56 
(a) 0.64 0.70 0.00 0.00 0.00 0.37 0.87 0.00 0.00 0.00 0.00 0.25 
(b) 0.64 0.92 0.00 0.00 0.00 0.54 0.87 0.00 0.00 0.00 0.00 0.23 
(c) 0.45 0.06 0.00 0.00 0.00 0.56 0.18 0.010.00 0.00 0.00 0.17 
(d) 0.45 0.89 0.00 0.00 0.00 0.62 0.18 0.00 0.00 0.00 0.00 0.25 
(e) 0.63 0.00 0.00 0.00.0.00 0.44 0.06 0.00 0.00 0.00 0.00 0.07 







0.92 0.73 0.00 0.00 0.00 0.92 
0.92 0.73 0.00 0.00 0.00 0.93 
0.54 0.07 0.00 0.00 0.00 0.91 
0.54 0.08 0.00 0.00 0.00 0.94 
0.26 0.00 0.00 0.00 0.00 0.18 
0.26 0.00 0.00 0.00 0.00 0.12 
0.93 0.00 0.00 0.00 O~ OO 0.52 
0.93 0.00 0.00 0.00 0.00 0.12 
0.25 0.00 0.00 0.00 0.00 0.12 
0.25 0.00 0.00 0.00 0.00 0.11 
0.64 0.00 0.00 0.00 0.00 0.17 
0.64 0.00 0.00.0.00 0.00 0.17 
* Sample size: (a). N = 600, 
(b). N = 600, 
(c). N = 350, 
( d r. N = 350, 
(e). N = 200, 
(f). N = 200, 
N = 450 
N1 = 300 
N1 = 263 
N1 = 175 
N1= 150 
N1 = 100 
1 
·N = 150 
N2 = 150 
N2 = 58 
N2 = 88 
N2= 33 
N2 = 50 
2 
N = 50 
N3 = 150 
N3 = 29 
N3 = 87 
N3 = 17 
N3 = 50 
3 
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Table 24 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
A 0.80 0.80 0.80 0.80 0.03 0.03 0.03 All 0.80 0.80 0.80 0.80 0.03 0.03 0.03 
i\.21 0.80 0.81 0.81 0.81 0.03 0.03 0.03 
i\.31 0.80 0.80 0.85 0.76 0.03 0.06 0.05 
i\.42 0.80 0.81 0.86 0.81 0.03 0.07 0.03 
N = 600 i\.52 0.80 0.80 0.85 0.80 0.03 0.06 0.04 
</>62 0.60 0.61 0.61 0.59 0.05 0.05 0.05 
21 
-0.70 -0.70 -0.70 -0.70 0.06 0.06 0.06 a 
12 0.70 0.71 0.71 0.71 0.06 0.06 0.06 a 
13 
-0.70 -0.70 -0.70 -0.70 0.05 0.05 0.05 a 
N = 480 22 0.70 0.70 0.70 0.70 0.06 0.06 0.06 a 
1 23 
-0.70 -0.70 -0.70 -0.70 0.06 0.06 0.06 a 
32 0.70 0.70 " 0.70 0.70 0.05 0.05 0.05 a 
N = 120 33 -0.70 -0.71 -0.71 -0.71 0.07 0.07 0.07 a 
2 42 0.70 0.70 0.70 0.70 0.05 0.05 0.05 a 
43 
-0.70 -0.71 -0.74 -0.87 0.06 0.08 0.18 a 
52 0.70 0.70 0.73 0.86 0.06 0.08 0.17 a 
53 
-0.70 -0.69 -0.72 -0.86 0.06 0.08 0 -.17 a 
62 0.70 0.69 0.71 0.85 0.05 0.06 0.16 a 
63 
i\. 0.80 0.80 0.81 0.80 0.03 0.04 0.03 
i\. 11 0.80 0.80 0.81 0.80 0.03 0.04 0.03 
i\. 21- 0.80 0.81 0.82 0.80 0.03 0.04 0.03 
i\.31 0.80 0.80 0.90 0.72 0.03 0.11 0.09 
i\.42 0.80 0.81 0.93 0.76 0.03 0.13 0.07 
N = 600 i\.52 0.80 0.80 0.92 0.75 0.03 0.13 0.08 
</>62 0.60 0.61 0.62 0.58 0.05 0.06 0.06 
21 
-0.70 -0.70 -0.70 -0.70 0.06 0.06 0.06 a 
12 0.70 0.71 0.71' 0.71 0.06 0.06 0.06 a 
13 
-0.70 -0.70 -0.70 -0.70 0.05 0.05 0.05 a 
N = 300 22 0.70 0.70 0.70 0.70 0.06 0.06 0.06 a 
1 23 
-0.70 -0.70 -0.70 -0.70 0.06 0.06 0.06 a 
32 0.70 0.70 0.70 0.70 0.05 0.05 0.05 a 
N = 300 33 -0.70 . -0.71 -0.70 -0.71 0.07 0.07 0.07 a 2 42 0.70 0.70 0.69 0.70 0.05 0.05 0.05 a 
43 
-0.70 -0.'71 -0.79 -1.18 0.06 0.14 0.48 a 
52 0.70 0.70 0.79 1.17 0.06 0.14 0.47 a 
53 
-0.70 -0.69 -0.79 -1.17 0.06 0.14 0.47 a 
62 0.70 0.69 0.77 1.16 0.05 0.12 0.46 a 
63 
65 
Table 25 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
i\ 0.80 0.81 0.81 0.81 0.04 · 0.04 0.04 
i\11 0.80 0.81 0.81 0.81 0.04 0.04 0.04 
i\21 0.80 0.81 0.81 0.81 0.04 0.04 0.04 
i\31 0.80 0.81 0.85 0.77 0.04 0.07 0.06 
i\42 0.80 0.81 0.86 0.81 0.04 0. -07 0.05 
N = 350 i\52 0.80 0.81 0.86 0.80 0.04 0.07 0.05 fjJ62 0.60 0.62 0.61 0.60 0.05 0.05 0.06 
21 
-0.70 -0.69 -0.69 -0.69 0.07 0.07 0.07 a 
12 0.70 0.71 0.71 0.71 0.07 0.07 0.07 a 
13 
-0.70 -0.70 -0.70 -0.70 0.07 0.07 0.07 a 
N = 280 22 0.70 0.69 0.69 0.69 0.08 0.08 0.08 a 
1 23 
-0.70 -0.71 -0.71 -0.71 0.07 0.07 0.07 a 
32 0.70 0.70 " 0.70 0.70 0.07 0.07 0.07 a 
N = 70 33 -0.70 -0.70 ~0.70 -0.70 0.07 0.07 0.07 a 
2 42 0.70 0.71 0.71 0.71 0.07 0.07 0.07 a 
43 
-0.70 -0.71 -0.74 -0.88 0.07 0.10 0.19 a 
52 0.70 0.70 0.73 0.87 0.08 0.10 0.18 a 
53 
-0.70 -0.71 -0.74 -0.88 0.08 0.10 o~ 19 a 
62 0.70 0.69 0.72 0.85 0.08 0.09 0.17 a 
63 
i\ 0.80 0.81 0.82 0.80 0.04 0.05 0.04 
i\11 0.80 0.81 0.83 0.81 0.04 0.05 0.04 
i\ 
21 -
0.80 0.81 0.82 0.81 0.04 0.05 0.04 
i\31 0.80 0.81 0.90 0.72 0.04 0.12 0.10 
i\42 0.80 0.81 0.93 0.78 0.04 0.13 0.08 
N = 350 i\52 0.80 0.81 0.92 0.77 0.04 0.13 0.08 fjJ62 0.60 0.62 0.63 0.58 0.05 0.07 0.07 
21 
-0.70 -0.69 -0.69 -0.69 0.07 0.07 0.07 a 
12 0.70 0.71 0.71 - 0.71 0.07 0.07 0.07 a 
13 
-0.70 -0.70 -0.70 -0.70 0.07 0.07 0.07 a 
N = 175 22 0.70 0.69 0.69 0.69 0.08 0.08 0.08 a 1 23 
-0.70 ..;.0.70 -0.70 -0.70 0.07 0.07 0.07 a 
32 0.70 0.70 0.70 0.70 0.07 0.07 0.07 a 
N = 175 33 -0.70 -0.70 -0.70 -0.70 0.07 0.07 0.07 a 2 42 0.70 0.71 0.71' 0.71 0.07 0.07 0.07 a 
43 
-0.70 -0.'71 -0.80 -1.17 0.07 0.16 0.48 a 
52 0.70 0.70 0.79 1.17 0.07 0.16 0.48 a 
53 
-0.70 -0.71 -0.81 -1.18 0.08 0.18 0.49 a 
62 0.70 0.69 0.79 1.16 0.08 0.16 0.47 a 
63 
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Table 26 . Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
;\ 0.80 0.81 0.82 0.81 0.05 0.06 0.06 
;\11 0.80 0.82 0.83 0.82 0.05 0.06 0.06 
;\21 0.80 0.81 0.82 0.81 0.05 0.06 0.05 
;\31 0.80 0.81 0.86 0.77 0.06 0.08 0.07 
;\42 0.80 0.82 0.86 0.82 0.06 0.08 0.06 
N = 200 ;\52 0.80 0.82 0.86 0.82 0.05 0.08 0.06 
</>62 0.60 0.62 0.62 0.59 0.06 0.07 0.07 
21 
-0.70 -0.69 -0.69 -0.69 0.10 0.10 0.10 a. 
12 0.70 0.70 0.70 0.70 0.11 0.11 0.11 a. 
13 
-0.70 -0.69 -0.69 -0.69 0.11 0.11 0.11 a. 
N = 160 22 0.70 0.71 0.71 0.71 0.11 0.11 0.11 a. 
1 23 
-0.70 -0.69 -0.69 -0.69 0.09 0.09 0.09 a. 
32 0.70 0.71 :. 0.71 0.71 0.10 0.10 0.10 a. 
N = 40 33 -0.70 -0.71 -0.71 -0.71 0.10 0.10 0.10 a. 
2 42 0.70 0.69 0.69 0.69 0.09 0.09 0.09 a. 
43 
-0.70 -0.70 -0.73 -0.86 0.10 0.13 0.19 a. 
52 0.70 0.68 0.72 0.85 0.09 0.11 0.18 a. 
53 
-0.70 -0.71 -0.75 -0.88 0.10 0.13 0~21 a. 
62 0.70 0.70 0.73 0.86 0.11 0.13 0.19 a. 
63 
;\ 0.80 0.81 0.83 0.81 0.05 0.07 0.06 
;\11 0.80 0.82 0.84 0.81 0.06 0.07 0.06 
;\ 
21 - 0.80 0.81 0.83 0.80 0.05 0.07 0.05 
;\31 0.80 0.81 0.91 0.71 0.05 0.13 0.12 
;\42 0.80 0.81 0.93 0.79 0.05 0.14 0.09 
N = 200 ;\52 0.80 0.81 0.93 0.78 0.05 0.14 0.10 
</>62 0.60 0.62 0.65 0.59 0.06 0.10 0.08 
21 
-0.70 -0.70 -0.70 -0.70 0.10 0.10 0.10 a. 
12 0.70 0.71 0.71 ' 0.71 0.11 0.11 0.11 a. 
13 
-0.70 -0.69 -0.'69 -0.69 0.11 0.11 0.11 a. 
N = 100 22 0.70 0.71 0.71 0.71 0.11 0.11 0.11 a. 
1 23 
-0.70 -0.69 -0.69 -0.69 0.09 0.09 0.09 a. 
32 0.70 0.71 0.71 0.71 0.10 0.10 0.10 a. 
N = 100 33 -0.70 -0.70 -0.70 -0.71 0.10 0.10 0.10 a. 
2 42 0.70 0.69 0.69 0.69 0.09 0.09 0.09 a. 
43 
-0.70 -0.71 -0.80 -1.18 0.11 0.20 0.49 a. 
52 0.70 0.69 0.78 1.16 0.09 0.18 0.47 a. 
53 
-0.70 -0.71 -0.79 -1.18 0.10 0.19 0.49 a. 
62 0.70 0.70 0.78 1.16 0.10 0.17 0.47 a. 
63 
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Table 27 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
i\. 0.80 0.80 0.80 0.80 0.03 0.03 0.03 
i\.11 0.80 0.80 0.81 0.80 0.03 0.03 0.03 
i\.21 0.80 0.81 0.81 0.80 0.03 0.04 0.03 
i\.31 0.80 0.80 0.84 0.77 0.03 0.05 0.05 
i\.42 0.80 0.81 0.82 0.77 0.03 0.04 0.04 
N = 600 i\.52 0.80 0.80 0.84 0.76 0.03 0.05 0.05 
if>62 0.60 0.61 0.62 0.59 0.05 0.05 0.04 
21 
-1.00 -1.01 -1.01 -1.01 0.07 0.07 0.07 a. 
12 0.20 0.21 0.21 0.21 0.06 0.06 0.06 a. 
13 
-0.20 -0.20 -0.20 -0.20 0.05 0.05 0.05 a. 
N = 480 22 1.00 1.01 1.01 1.01 0.06 0.06 0.06 a. 
1 23 
-1.00 -1.01 -1.01 -1.01 0.07 0.07 0.07 a. 
32 0.20 o. 20 ~ 0.20 --- 0.20 0.05 0.05 0.05 a. 
N = 120 . 33 -0. ,20 -0.21 -0.21 -0.21 0.05 0.05 0.05 a. 
2 42 1.00 1.00 1.00 1.00 0.07 0.07 0.07 a. 
43 
-1.00 -1.00 -1.14 -1.14 0.06 0.16 0.16 a. 
52 0.20 0.20 0.21 0.42 0.05 0.07 0.23 a. 
53 
-0.20 -0.20 -0.21 -0.42 0.05 0.06 0 -.23 a. 
62 1.00 0.99 1.05 1.13 0.06 0.10 0.14 a. 
63 
i\. 0.80 0.80 0.81 0.80 0.03 0.04 0.03 
i\.11 0.80 0.80 0.81 0.80 0.03 0.04 0.03 
i\.21 - 0.80 0.81 0.81 0.80 0.03 0.04 0.03 
i\.31 0.80 0.80 0.89 0.74 0.03 0.10 0.08 
i\.42 0.80 0.81 0.86 0.68 0.03 0.07 0.14 
N = 600 i\.52 0.80 0.80 0.91 0~67 0.03 0.11 0.14 
if>62 0.60 0.61 0.64 0.59 0.05 0.07 0.05 
21 
-1.00 -1.01 -1.01 -1.01 0.07 0.07 0.07 a. 
12 0.20 0.21 0.21 0.21 0.06 0.06 0.06 a. 
13 
-0.20 -0.20 -0.20 -0.20 0.05 0.05 0.05 a. 
N = 300 22 1.00 1.01 1.01 1.01 0.06 0.06 0.06 a. 
1 23 
-1.00 -1.01 -1.01 -1.01 0.07 0.07 0.07 a. 
32 0.20 0.20 0.20 0.20 0.05 0.05 0.05 a. 
N = 300 33 -0.20 -0.21 -0.21 -0~21 0.05 0.05 0.05 a. 
2 42 1.00 1.00 1.00 1.00 0.07 0.07 0.07 a. 43 
-1.00 -1 ' .. 00 ~1.39 -1.41 0.06 0.40 0.42 a. 52 0.20 0.20 0.22 0.80 0.05 0.10 0.61 a. 53 
-0.20 -0.20 -0.23 -0.80 0.05 0.08 0.61 a. 62 1.00 0.99 1.19 1.40 0.06 0.24 0.41 a. 63 
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Table 28 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
i\. 0.80 0.81 0.81 0.80 0.04 0.04 0.04 
i\.ll 0.80 0.81 0.81 0.81 ' 0.04 0.04 0.04 
i\.2l 0.80 0.81 0.81 0.81 0.04 0.04 0.04 
i\.3l 0.80 . 0.81 0.85 0.78 0.04 0.07 0.05 
i\.42 0.80 0.81 0.82 0.76 0.05 0.05 0.06 
N = 350 i\.52 0.80 0.81 0.85 0.78 0.04 0.07 0.05 
4>62 0.60 0.61 0.62 0.59 0.05 0.06 0.06 
21 
-1.00 -1.00 -1.00 -1.00 0.08 0.08 0.08 a 
12 0.20 0.21 0.21 0.21 0.07 0.07 0.07 a 
13 
-0.20 -0.20 -0.20 -0.20 0.07 0.07 0.07 ex 
N = 280 22 1.00 1.00 1.00 1.00 0.09 0.09 0.09 a 
1 23 
-1.00 -1.00 -1.00 -1.00 0.08 0.08 0.08 a 
32 0.20 o. 20~ 0.20 0.20 0.06 0.06 0.06 a 
N = 70 33 -0.20 -0.20 -0.20 -0.20 0.06 0.06 0.06 a 
2 42 1.00 1.01 1.01 1.01 0.08 0.08 0.08 ex 
43 
-1.00 -1.01 -1.15 -1.15 0.09 0.18 0.18 ex 
52 0.20 0.19 0.19 0.41 0.07 0.09 0.22 ex 
53 
-0.20 -0.21 -0.22 -0.44 0.07 0.08 0.25 a 
62 1.00 0.99 1.06 1.13 0.08 0.11 0.16 a 
63 
-i\. 0.80 0.81 0.82 0.80 0.04 0.05 0.04 
i\.11 0.80 0.81 0.84 0.81 0.04 0.06 0.04 
i\. 21 , 0.80 0.81 0.82 0.81 0.04 0.05 0.04 
i\31 0.80 0.81 0.89 0.74 0.04 0.11 0.08 
i\42 0.80 0.81 0.86 0.67 0.04 0.08 0.15 
N = 350 i\52 0.80 0.81 0.92 0.69 0.04 0.12 0.13 
4>62 0.60 0.61 0.65 0.59 0.05 0.09 0.06 
21 
-1.00 -1.00 -1.00 -1.00 0.08 0.08 0.08 a 
12 0.20 0.21 0.21 0.21 0.06 0.06 0.06 a 
13 
-0.20 -0.20 -0.20 -0.20 0.07 0.07 0.07 -a 
N = 175 22 1.00 0.99 0.99 0.99 0.09 0.09 0.09 a 
1 23 
-1.00 -1.01 -1.01 -1.01 0.08 0.08 0.08 a 
32 0.20 0.20 0.20 0.20 0.06 0.06 0.06 ex 
N = 175 33 -0.20 -0.20 -0.21 -0.20 0.06 0.06 0.06 a 
2 42 1.00 1.01 1.01 1.01 0.08 0.08 0.08 a 
43 
-1.00 -1.01 -1.39 -1.42 0.09 0.41 0.43 ex 
52 0.20 0.19 0.19 0.80 0.07 0.13 0.60 a 
53 
-0.20 -0.21 -0.26 -0.81 0.07 0.13 0.61 a 
62 1.00 1.00 1.17 1.42 0.08 0.23 0.43 ex 
63 
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Table 29 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DR! DMR DOM DR! DMR 
A 0.80 0.82 0.83 0.82 0.05 0.06 0.05 
All 0.80 0.81 0.81 0.81 0.06 0.06 0.06 
A21 0.80 0.82 . 0.83 0.82 0.05 0.05 0.05 
A
31 0.80 0.81 0.85 0.77 0.06 0.08 0.08 
A42 0.80 0.82 0.83 0~78 0.05 0.06 0.06 
N = 200 A
52 0.80 0.81 0.85 0.78 0.05 0.08 0.07 
</J62 0.60 0.62 0.63 0.60 0.07 0.09 0.08 
21 
-1.00 -1.00 -1.00 -1.00 0.11 0.11 0.11 a 
12 0.20 0.21 0.21 0.21 0.10 0.10 0.10 a 
13 
-0.20 -0.19 -0.19 -0.19 0.09 0.09 0.09 a 
N = 160 22 1.00 1.01 1.01 1.01 0.12 0.12 0.12 a 1 23 
-1.00 -1.01 -1.01 -1.01 0.10 0.10 0.10 a 
32 0.20 0.20:. 0.20 0.20 0.09 0.09 0.09 a 
N = 40 33 -0.,20 -0.21 -0.21 -0.21 0.08 0.08 0.08 a 
2 42 1.00 0.99 0.99 0.99 0.11 0.11 0.11 a 
43 
-1.00 -1.02 -1.14 -1.15 0.11 0.18 0.19 a 
52 0.20 0.19 0.19 0.41 0.09 0.11 0.23 a 
53 
-0.20 -0.21 -0.22 -0.43 0.09 0.11 0-.25 a 
62 1.00 0.99 1.06 1.13 0.10 0.14 0.17 a 
63 
A 0.80 0.82 0.85 0.82 0.05 0.08 0.05 
All 0.80 0.81 0.84 0.80 0.06 0.08 0.06 
A2L 0.80 0.81 0.84 0.81 0.05 0.07 0.05 
A
31 0.80 0.81 0.90 0.75 0.06 0.12 0.10 
i\42 0.80 0.81 0.88 0.69 0.05 0.09 0.15 
N = 200 A
52 0.80 0.81 0.91 0.68 0.05 0.13 0.16 
</J62 0.60 0.62 0.66 0.60 0.07 0.12 0.09 
21 
-1.00 -1.00 -1.00 -1.00 0.11 0.11 0.11 a 
12 0.20 0.21 0.21. 0.21 0.09 0.09 0.09 a 
13 
-0.20 -0.19 -0.19 -0.19 0.10 0.10 0.10 a 
N = 100 22 1.00 1.01 1.01 1.01 0.12 0.12 0.12 a 1 23 
-1.00 ~1.01 -1.01 -1.01 0.10 0.10 0.10 a 
32 0.20 0.20 0.19 0.19 0.09 0.09 0.09 a 
N = 100 33 -0.20 -0.21 -0.21 -0.21 0.09 0.09 0.09 a 
. 2 42 1.00 0.99 0.99 0.99 0.12 0.12 0.12 a 
43 
-1.00 -1.,02 -1.36 -1.43 0.11 0.39 0.44 a 52 0.20 0.18 0.19 0.79 0.09 0.14 0.60 a 53 
-0.20 -0.21 -0.25 -0.81 0.10 0.16 0.62 a 62 1.00 0.99 1.17 1.40 0.10 0.28 0.41 a 
63 
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Table 30 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
;\. 0.70 0.70 0.70 0.70 0.06 0.06 0.06 
;\.11 0.65 0.65 0.65 0.65 - 0.05 0.05 0.05 
;\.21 0.60 0.61 0.61 0.61 0.05 0.05 0.05 
;\.31 0.60 0.60 0.60 0.55 0.05 0.07 0.07 
;\.42 0.70 0.71 0.75 0.72 0.05 0.09 0.06 
N = 600 ;\.52 0.65 0.65 0.66 0.66 0.06 0.09 0.06 
</>62 0.30 '0.32 0.34 0.30 0.07 0.08 0.07 
21 
-0.70 -0.70 -0.70 -0.70 0.06 0.06 0.06 <X 
12 0.70 0.71 0.71 0.71 0.06 0.06 0.06 <X 
13 
-0.70 -0.70 -0.70 -0.70 0.06 0.06 0.06 <X 
N = 480 22 0.70 0.70 0.70 0.70 0.05 0.05 0.05 <X 
1 23 
-0.70 -0.70 -0.70 -0.70 0.06 0.06 0.06 <X 
32 0.70 0.70:. 0.70 0.70 0.05 0.05 0.05 <X 
N = 120 33 -0.70 -0.71 -0.70 -0.71 0.06 0.06 0.06 <X 2 42 0.70 0.69 0.69 0.69 0.05 0.05 0.05 <X 
43 
-0.70 -0.70 -0.82 -0.86 0.06 0.14 0.17 <X 
52 0.70 0.70 0.82 0.87 0.06 0.15 0.18 <X 
53 
-0.70 -0.69 -0.83 -0.86 0.06 0.15 0_.17 <X 
62 0.70 0.69 0.82 0.85 0.05 0.13 0.16 <X 
63 
;\. 0.70 0.69 0.70 0.69 0.06 0.07 0.06 
;\.11 0.65 0.66 0.67 0.65 0.05 0.06 0.05 
;\.21 _ 0.60 0.61 0.62 0.61 0.05 0.07 0.05 
;\.31 0.60 0.61 0.63 0.48 0.05 0.11 0.13 
;\.42 0.70 0.71 0.80 0.71 0.05 0.15 0.07 
N = 600 ;\.52 0.65 0.65 0.71 0.66 0.05 0.14 0.07 
</>62 0.30 0.31 0.37 0.28 0.07 0.12 0.08 
21 
-0.70 -0.70 -0.70 -0.70 0.06 0.06 0.06 <X 
12 0.70 0.71 0.71 0.71 0.06 0.06 0.06 <X 
13 
-0.70 -0.70 -0.70 -0.70 0.05 0.05 0.06 <X 
N = 300 22 0.70 0.70 0.70 0.70 0.05 0.05 0.05 <X 
1 23 
-0.70 -O.}O -0.70 -0.70 0.06 0.06 0.06 <X 
32 0.70 0.70 0.70 0.70 0.05 0.05 0.05 <X 
N = 300 33 -0.70 -0.71 -0.71 -0.71 0.06 0.06 0.06 <X 2 42 0.70 0.70 0.70 0.70 0.06 0.06 0.06 <X 
43 
-0.70 -0.,70 -1.01 -1.17 0.06 0.34 0.47 <X 52 0.70 0.69 1.01 1.16 0.06 0.35 0.47 <X 53 
-0.70 -0.70 -1.05 -1.17 0.06 0.37 0.47 <X 62 0.70 0.69 1.02 1.15 0.05 0.35 0.46 <X 63 
71 
Table 31 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
A 0.70 0.71 0.71 0.71 0.07 0.08 0.07 
All 0.65 0.66 0.67 0.66 0.07 0.07 0.07 
A21 0.60 0.61 0.61 0.61 0.06 0.06 0.06 
A
31 0.60 0.61 0.63 0.56 0.07 0.10 0.08 
A42 0 . 70 0.70 0.73 0.71 0.06 0.10 0.08 
N = 350 A
52 0.65 0.67 0.69 0.68 0.06 0.10 0.08 
</>62 0.30 0.31 0.32 0.29 0.09 0.10 0.09 
21 
-0.70 -0.69 -0.69 -0.69 0.07 0.07 0.07 <X 
12 0.70 0.71 0.71 0.71 0.07 0.07 0.07 <X 
13 
-0.70 -0.71 -0.71 -0.71 0.08 0.08 0.08 <X 
N = 280 22 0.70 0.70 0.70 0.70 0.08 0.08 0.08 <X 
1 23 
-0.70 -0.70 -0.70 -0.70 0.08 0.08 0.08 <X 
32 0.70 0.70 :. 0.70 0.70 0.07 0.07 0.07 <X 
N = 70 33 -0.70 -0.70 -0.70 -0.70 0.07 0.07 0.07 <X 
2 42 0.70 0.71 0.71 0.71 0.07 0.07 0.07 <X 
43 
-0.70 -0.71 -0.83 -0.88 0.07 0.17 0.19 <X 
52 0.70 0.70 0.81 0.86 0.07 0.15 0.18 <X 
53 
-0.70 -0.72 -0.84 -0.88 0.08 0.18 0 . 20 <X 
62 0.70 0.69 0.81 0.86 0.08 0.15 0.18 <X 
63 
A 0.70 0.71 0.72 0.71 0.07 0.08 0.07 
All 0.65 0.66 0.68 0.66 0.07 0.08 0.07 
A 21 _ 0.60 0.61 0.62 0.61 0.06 0.07 0.06 
A
31 0.60 0.61 0.67 0.50 0.07 0.15 0.13 
A42 0.70 0.70 0.78 · 0.71 0.06 0.17 0.10 
N = 350 A
52 0.65 0.67 0.72 0.68 0.07 0.18 0.11 
</>62 0.30 0.30 0.34 0.26 0.09 0.13 0.11 
21 
-0.70 -0.69 -0.69 -0.69 0.07 0.07 0~07 <X 
12 0.70 0.71 0.71 0.71 0.07 0.07 0.07 <X 
13 
-0.70 -0.71 -0.71 -0.71 0.07 0.07 0.07 <X 
N = 175 22 0.70 0.69 0.69 0.69 0.08 0.08 0.08 <X 
1 23 
-0.70 -0.70 -0.70 -0.70 0.08 0 ~ 08 0.08 <X 
32 0.70 0.70 0.70 0.70 0.07 0.07 0.07 <X 
N = 175 33 -0.70 -0.71 -0.71 -0.71 0.07 0.07 0.07 <X 2 42 0.70 0.71 0.7~ 0.71 0.07 0.07 0.07 <X 43 
<X -0.70 -0'.,71 -1.01 -1.18 0.07 0.36 0.48 52 0.70 0.70 0.99 1.17 0.07 0.34 0.47 <X 53 
-0.70 -0.72 -1.07 -1.19 0.08 0.40 0.50 <X 62 0.70 0.69 1.01 1.16 0.08 0.36 0.47 <X 63 
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Table 32 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
i\ 0.70 0.72 0.73 0.72 0.11 0.11 0.10 
i\11 0.65 0.66 0.67 0.66 - 0.09 0.10 0.09 
i\21 0.60 0.61 0.62 0.62 0.08 0.09 0.08 
i\31 0.60 0.62 0.64 0.57 0.10 0.13 0.11 
i\42 0.70 0.71 0.74 0.72 0.09 0.12 0.09 
N = 200 i\52 0.65 0.67 0.68 0.68 0.09 0.12 0.10 
4>62 0.30 0.29 0.31 0.28 0.11 0.12 0.11 
21 
-0.70 -0.70 -0.70 -0.70 0.10 0.10 0.10 a. 
12 0.70 0.70 0.70 0.70 0.11 0.11 0.11 a. 
13 
-0.70 -0.69 -0.69 -0.69 0.10 0.10 0.10 a. 
N = 160 22 0.70 0.73 0.73 0.73 0.11 0.11 0.11 a. 
1 23 
-0.70 -0.70 -0.70 -0.70 0.09 0.09 0.09 a. 
32 0.70 0.70. 0.70 0.70 0.10 0.10 0.10 a. 
N =40 33 -0.70 -0.71 -0.71 -0.71 0.09 0.09 0.09 a. 
2 42 0.70 0.69 0.69 0.69 0.09 0.09 0.09 a. 
43 
-0.70 -0.71 -0.81 -0.87 0.10 0.17 0.20 a. 
52 0.70 0.69 0.80 0.86 0.09 0.16 0.18 a. 
53 
-0.70 -0.71 -0.84 -0.88 0.10 0.19 0.21 a. 
62 0.70 0.70 0.82 0.86 0.09 0.17 0.19 a. 
63 
i\ 0.70 0.73 0.75 0.72 0.10 0.12 0.10 
i\11 0.65 0.67 0.69 0.67 0.10 0.12 0.10 
i\21 _ 0.60 0.60 0.63 0.61 0.07 0.10 0.07 
i\31 0.60 0.62 0.70 0.50 0.09 0.19 0.14 
i\42 0.70 0.71 0.80 0.72 0.09 0.17 0.11 
N = 200 i\52 0.65 0.66 0.74 0.68 0.08 0.18 0.12 
4>62 0.30 0.32 0.36 0.28 0.11 0.17 0.13 
21 
-0.70 -0.69 -0.69 -0.69 0.10 0.10 0.10 a. 
12 0.70 0.70 0.70 0.70 0.10 0.10 0.10 a. 
13 
-0.70 -0.69 -0.69 -0.69 0.10 0.10 0.10 a. 
N = 100 22 0.70 0.72 0.72 0.72 0.11 0.11 0.11 a. 
1 23 
-0.70 -0.,70 -0.70 -0.70 0.11 0.11 0.11 ex. 
32 0.70 0.71 0.71 0.71 0.11 0.11 0.11 ex. 
N = 100 33 -0.70 -0.70 -0.70 -0.70 0.10 0.10 0.10 ex. 
2 42 0.70 0.69 0.69 0.69 0.09 0.09 0.09 ex. 
43 
-0.70 -0.72 -1.00 -1.18 0.10 0.36 0.49 ex. 
52 0.70 0.68 0.95 1.16 0.09 0.31 0.47 ex. 
53 
-0.70 -0.71 -1.01 -1.18 0.10 0.38 0.49 ex. 
62 0.70 0.69 0.97 1.16 0.09 0.35 0.47 ex. 
63 
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Table 33 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
;\, 0.70 0.69 0.70 0.69 0.06 0.06 0.06 
;\,11 0.65 0.66 0.66 0.66 - 0.06 0.06 0.06 
;\,21 0.60 0.61 0.61 0.61 0.05 0.06 0.05 
;\,31 0.60 0.60 0.68 0.57 0.05 0.10 0.06 
;\,42 0.70 0.71 0.73 0.69 0.06 0.06 0.06 
N = 600 ;\,52 0.65 0.65 0.68 0.62 0.06 0.07 0.07 
</>62 0.30 0.32 0.34 0.31 0.07 0.08 0.07 
21 
-1.00 -1.01 -1.01 -1.01 0.07 0.07 0.07 (l 
12 0.20 0.21 0.21 0.21 0.06 0.06 0.06 (l 
13 
-0.20 -0.20 -0.20 -0.20 0:05 0.05 0.05 (l 
N = 480 22 1.00 1.00 1.00 1.00 0.06 0.06 0.06 (l 1 23 
-1.00 -1.00 -1.00 -1.00 0.07 0.07 0.07 (l 
32 0.20 0.20:. 0.20 0.20 0.05 0.05 0.05 (l 
N = 120 33 -0.,20 -0.20 -0.20 -0.20 0.06 0.06 0.06 (l 2 42 1.00 0.99 0.99 0.99 0.06 0.06 0.06 (l 
43 
-1.00 -1.00 -1.14 -1.14 0.06 0.15 0.16 (l 
52 0.20 0.20 0.25 0.42 0.05 0.09 0.22 (l 
53 
-0.20 -0.20 -0.24 -0.42 0.04 0.09 0.23 (l 
62 1.00 0.99 1.13 1.13 0.05 0.14 0.14 (l 
63 
;\, 0.70 0.69 0.70 0.70 0.06 0.07 0.06 All 0.65 0.66 0.67 0.66 0.05 0.07 0.05 
A21 . 0.60 0.61 0.62 0.61 0.05 0.08 0.06 
;\,31 0.60 0.60 0.77 0.52 0.05 0.19 0.11 
i\42 0.70 0.71 0.78 0.63 0.06 0.11 0.11 
N = 600 ;\,52 0.65 0.65 0.73 0.56 0.06 0.12 0.13 
</>62 0.30 0.32 0.37 0.29 0.07 0.13 0.08 
21 
-1.00 -1.01 -1.01 -1.01 0.06 0.06 0.06 (l 
12 0.20 0.21 0.21 0.21 0.06 0.06 0.06 (l 
13 
-0.20 -0.20 -0.20 -0.20 0.05 0.05 0.05 (l 
N = 300 22 1.00 1.00 1.00 1.00 0.06 0.06 0.06 (l 
1 23 
-1.00 -1.00 -1.00 -1.00 0.07 0.07 0.07 (l 
32 0.20 0.20 0.20 0.20 0.05 0.05 0.05 (l 
N = 300 33 -0.20 -0.20 -0.20 -0.20 0.06 0.06 0.06 (l 
. 2 42 1.00 0.99 1.00 0.99 0.06 0.06 0.06 (l 
43 
-1.00 -1.00 -1.40 -1.41 0.06 0.41 0.42 (l 52 0.20 0.20 0.33 0.80 0.05 0.20 0.60 (l 
53 
-0.20 -0.20 -0.32 -0.80 0.05 0.19 0.61 (l 62 1.00 0.99 1.38 1.40 0.06 0.39 0.41 (l 63 
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Table 34 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
A 0.70 0.71 0.71 0.71 0.07 0.07 0.07 
All 0.65 0.66 0.67 0.66 . 0.07 0.07 0.07 
A21 0.60 0.60 0.60 0.60 0.06 0.07 0.06 
A
31 0.60 0.61 0.69 0.58 0.07 0.12 0.08 
A42 0.70 0.69 0.71 0.65 0.07 0.08 0.10 
N = 350 A
52 0.65 0.67 0.69 0.64 0.08 0.09 0.09 
</>62 0.30 0.30 0.32 0.29 0.09 0.10 0.09 
21 
-1.00 -1.00 -1.00 -1.00 0.08 0.08 0.08 ex 
12 0.20 0.21 0.21 0.21 0.07 0.07 0.07 ex 
13 
-0.20 -0.21 -0.21 -0.21 0.07 0.07 0.07 ex 
N = 280 22 1.00 1.00 1.00 1.00 0.09 0.09 0.09 ex 
1 23 
-1.00 -1.01 -1.01 -1.01 0.08 0.08 0.08 ex 
32 0.20 O. 20~ 0.20 0.20 0.06 0.06 0.06 ex 
N = 70 33 -0.20 -0.20 -0.20 -0.20 0.06 0.06 0.06 ex 
2 42 1.00 1.01 1.01 1.01 0.09 0.09 0.09 ex 
43 
-1.00 -1.01 -1.16 -1.16 0.08 0.18 0.18 ex 
52 0.20 0.19 0.23 0.41 0.07 0.11 0.22 ex 
53 
-0.20 -0.21 -0.26 -0.43 0.07 0.13 0.24 ex 
62 1.00 0.99 1.13 1.13 0.08 0.15 0.16 ex 
63 
A 0.70 0.70 0.71 0.70 0.07 0.09 0.07 
All 0.65 0.66 0.69 0.67 0.07 0.10 0.07 
A21 . 0.60 0.60 0.62 0.60 0.06 0.09 0.06 
A
31 0.60 0.61 ' 0.78 0.53 0.07 0.21 0.13 
A42 0.70 0.69 0.78 0.60 0.07 0.13 0.16 
N = 350 A
52 0.65 0.67 0.76 0.59 0.07 0.15 0.13 
</>62 0.30 0.30 0.35 0.28 0.09 0.15 0.12 
21 
-1.00 -1.00 -1.00 -1.00 0.08 0.08 0.08 ·ex 12 0.20 0.21 0.21 0.21 0.06 0.06 0.06 ex 
13 
-0.20 -0.20 -0.20 -0.20 0.07 0.07 0.07 ' ex 
N = 175 22 1.00 1.00 1.00 1.00 0.09 0.09 0.09 ex 
1 23 
-1.00 -1.01 -1.01 -1.01 0.08 0.08 0.08 ex 
32 0.20 0.20 0.20 0.20 0.06 0.06 0.06 ex 
N = 175 33 -0.20 -0.21 -0.21 -0.21 0.06 0.06 0.06 ex 2 42 1.00 1.01 1.01 1.01 0.08 0.08 0.08 ex 43 
-1.00 -1.01 -1.42 -1.43 0.08 0.43 0.44 ex 52 0.20 0.19 0.28 0.80 0.07 0.20 0.60 ex 53 
-0.20 -0.21 -0.33 -0.81 0.07 0.23 0.61 ex 62 1.00 0.99 1.38 1.41 0.08 0.40 0.42 ex 63 
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Table 35 Means and Root Mean Squared Errors of Estimates from 
Methods in Analysis of Polytomous Data 
Sample Parameter's Mean of Estimate Root Mean Squared Error 
Size True Value DOM DRI DMR DOM DRI DMR 
;\ 0.70 0.72 0.72 0.72 0.09 0.09 0.08 
;\11 0.65 0.65 0.66 0.65 . 0.10 0.11 0.10 
;\21 0.60 0.61 0.62 0.61 0.09 0.10 0.09 
;\31 0.60 0.61 0.68 0.58 0.10 0.14 0.11 
;\42 0. '70 0.71 0.73 0~67 0.09 0.10 0.11 
N = 200 ;\52 0.65 0.67 0.69 0.64 0.10 0.11 0.12 
</>62 0.30 0.32 0.34 0.30 0.13 0.15 0.13 
21 
-1.00 -0.99 -0.99 -0.99 0.10 0.10 0.10 a-
12 0.20 0.20 0.20 0.20 0.09 0.09 0.09 a-
13 
-0.20 -0.19 -0.19 -0.19 0.09 0.09 0.09 a-
N = 160 22 1.00 1.02 1.02 1.02 0.12 0.12 0.12 a-
1 23 
-1.00 -1.01 -1.01 -1.01 0.11 0.11 0.11 a-
32 0.20 0.20:. 0;20 0.20 0.09 0.09 0.09 a-
N =40 33 -0.,20 -0.22 -0.22 -0.22 0.08 0.08 0.08 a-
2 42 1.00 0.98 0.98 0.98 0.11 0.11 0.11 a-
43 
-1.00 -1.02 -1.16 -1.16 0.11 0.20 0.20 a-
52 0.20 0.19 0.23 0.41 0.09 0.14 0.23 a-
53 
-0.20 -0.21 -0.27 -0.43 0.08 ·0.14 0.25 a-
62 1.00 0.99 1.13 1.14 0.10 0.18 0.18 a-
63 
;\ 0.70 0.72 0.74 0.72 0.09 0.11 0.09 
;\11 0.65 0.66 0.69 0.66 0.09 0.12 0.09 
;\21 . 0.60 0.62 0.65 0.62 0.09 0.11 0.09 
;\31 0.60 0.62 0.79 0.55 0.09 0.23 0.13 
;\42 0.70 0.72 0.80 0.63 0.09 0.14 0.15 
N = 200 ;\52 0.65 0.68 0.76 0.58 0.09 0.17 0.16 
</>62 0.30 0.34 0.41 0.32 0.12 0.21 0.15 
21 
-1.00 -1.00 -1.00 -1.00 0.11 0.11 0.11 a-
12 0.20 0.20 0.20, 0.20 0.09 0.09 0.09 a-
13 
-0.20 -0.19 -0.19 -0.19 0.09 0.09 0.09 ' a-
N = 100 22 1.00 1.02 1.02 1.02 0.11 0.11 0.11 a-
1 23 
-1.00 -1.00 -1.00 -1.00 0.11 0.11 0.11 a-
32 0.20 0.19 0.19 0.19 0.10 0.10 0.10 a-
N = 100 33 -0.20 -0.22 -0.22 -0.22 0.08 0.08 0.08 a-
2 42 1.00 0.99 0.99 0.99 0.11 0.11 0.11 a-
43 
-1.00 -1.02 -1.42 -1.44 0.12 0.44 0.46 a-
52 0.20 0.20 0.27 0.80 0.09 0.22 0.61 a-
53 
-0.20 -0.21 -0.34 -0.82 0.08 0.25 0.62 a-
62 1.00 0.99 1.34 1.40 0.11 0.38 0.42 a-
63 
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Table 36 Kolmogorov-Smirnov (K-S) 2-tailed p-values of 
Goodness-of-fit (GOF) Statistics from Methods 
in Analysis of Polytomous Data 
p-values of 
Parameters' Thresholds' Sample· GOF Statistics 
True Values True Values Size DOM DRI DMR 
Ca) 0.11 0.00 0.00 
(b) 0.11 0.00 0.00 
Set 1 Set 1 (c) 0.90 0.00 0.00 (d) 0.90 0.00 0.00 
(e) 0.72 0.00 0.18 
(f) 0.72 0.00 0.00 
(a) 0.17 0.00 0.00 
(b) 0.17 0.00 0.00 
Set 1 Set 2 (c) 0.57 0.00 0.43 (d) 0.57 0.00 0.00 
(e) 0.24 0.00 0.00 
(f) 0.50 0.00 0.00 
Ca) 0.71 0.00 0.81 
(b) 0.71 0.00 0.00 
Set 2 Set 1 (c) 0.73 0.00 0.92 (d) 0.88 0.00 0.15 
(e) 0.91 0.00 0.37 
(f) 0.72 0.00 0.18 
(a) 0.94 0.00 0.54 
(b) 0.94 0.00 0.12 
Set 2 Set 2 (c) 0.74 0.00 0.56 (d) 0.600.00 0.87 
(e) 0.13 0.00 0.05 
(f) 0.11 0.00 0.75 
• Sample size: (a) . N = 600, N = 480, N = 120 
(b) . N = 600, N1= 300, N2= 300 
(c) . N = 350, N1= 280, N2= 70 
Cd) . N = 350, N1= 175, N2= 175 
(e) . N = 200, N1= 160, N2= 40 
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Figure 2 P-P Plots of Goodness-of-fit (GOF) Statistics of the Various 
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Fig 2e. P-P Plot of GOF Statistics, MPI 
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P-P Plots of 'standardize' values of estimates of A from 
Methods in Analysis of Polytomous Data. 21 
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P-P Plots of 'standardize' values of' estimates of A from 
Methods in Analysis of Polytomous Data. 42 
Symbols used: '.' for 3 or less points & ,*, for 4 or more points 
True Parameter Values: set 2 
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Symbols used: '.' for 3 or less points & '.' for 4 or more -points 
True Parameter Values: set 1 True Thresholds: set 1 
Sample Size: N = 200 N = 100 
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Figure 6 P-P Plots of Goodness-of-fit (GOF) Staitistics of the Various 












































Symbols used: '.' for 3 or less points & ,*, for 4 or more points 
True Parameter Values: 
Sample Size: N = 200 
set 2 
N = 100 
1 
P-P Plot of GOF Statistics, DR! 
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True Thresholds: set 1 









* Two-tailed p-value 
* Kolmogorov-Smirnov 
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P-P Plot of GOF Statistics, DMR 







* Two-tailed p-value of the 
Kolmogorov-Smirnov test 
* statistic = 0.18 
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