Each complex network (or class of networks) presents specific topological features which characterize its connectivity and highly influence the dynamics and function of processes executed on the network. The analysis, discrimination, and synthesis of complex networks rely on the use of measurements capable of expressing the most relevant topological features. This article presents a survey of such measurements. It includes general considerations about complex network characterization, a brief review of the principal models, and the presentation of the main existing measurements organized into classes. Depending on the network and the analysis task one has in mind, a specific set of features may be chosen. It is hoped that the present survey will help the identification of the most suitable measurements. Characterization Representation µ = 1 2 3 M µ µ µ µ Figure 1 : The mappings from a complex network to a feature vector. Generic mappings can be used in order to obtain the characterization of the network in terms of a suitable set of measurements. In case the mapping is invertible, we have a complete representation of the original structure.
Introduction
Complex networks research can be thought of as lying on the intersection between graph theory and statistical mechanics, which confers a truly multidisciplinary nature to this recent area. While the origins of this area can be traced back to the seminal works of Flory [1] , Rapoport [2, 3, 4] and Erdős and Rényi [5, 6, 7] , it was only more recently that attention has been focused on this area. The main factor that contributed to this was the discovery that real networks have different characteristics than purely random ones, as a profusion of small cycles and a power law degree distribution. These facts instigated two new developments that spurred many research efforts: Watts and Strogatz's investigation of small-world networks [8] and Barabási and Albert's characterization of scale-free models [9] . Although graph theory is a well-established and developed area in mathematics and theoretical computer science, a good deal of the recent developments in complex networks has taken place in areas such as sociology and physics. Scientists in these areas have not only been actively involved in applying the developed concepts to many real data and situations, such as average node degree, average clustering coefficient, the network diameter, and so on. Mappings quantifying important topological aspects are used to obtain the characterization and analysis of complex networks. In case the mapping is invertible, in the sense that the network can be recovered from the feature vector, the mapping is said to provide a representation of the network. An example of invertible mapping is the adjacency matrix.
Both the characterization and classification of natural and human-made structures using complex networks imply the same important question of how to choose the most appropriate measurements. While such an optimal set of measurements should reflect the specific interests and application, it is unfortunate that there is no mathematical procedure for identifying the best measurements. To begin with, there is an unlimited set of topological measurements. Next, we have the fact that measurements are often correlated, implying redundancy. Still, while statistical approaches to decorrelation (e.g. principal component analysis) can help select and enhance measurements, they are not guaranteed to produce optimal results [23] . Ultimately, one has to rely on her/his knowledge of the problem and available measurements in order to select a suitable set of features to be measured. For such reasons, it is of paramount importance to have a good knowledge not only of the most representative measurements, but also of their respective properties and interpretation. Although a small number of topological measurements, namely the average node degree, clustering coefficient and average shortest path, were typically considered for complex network characterization during the initial stages of this area, a series of new and more sophisticated features have been proposed and used in the literature along the last years. Actually, the fast pace of developments and new results reported in this very dynamic area makes it particularly difficult to follow and to organize the existing measurements. The purpose of the current survey consists precisely in providing an integrated and comprehensive guide to the main existing topological measurements, as well as their main interpretation, which can be applied to the characterization of complex networks.
This review starts by presenting the basic concepts and notation in complex networks and follows by presenting several topological measurements. Illustrations of some of these measurements respectively to Erdős-Rényi, Watts-Strogatz and Barabási-Albert models are also included.
2 Basic Concepts Figure 2 shows the four main types of complex networks, which include weighted digraphs (directed graphs), unweighted digraphs, weighted graphs and unweighted graphs. The operation of symmetry can be used to transform a digraph into a graph, and the operation of thresholding can be applied to transform a weighted graph into its unweighted counterpart. These types of graphs and operations are defined more formally in the following, starting from the concept of weighted digraph, from which all the other three types can be obtained.
A weighted directed graph, G, is defined by a set N (G) of N nodes (or vertices) and a set E(G) of n links (or edges). Each node is identified by an integer value i = 1, 2, . . . , N ; the links are identified by a triple (i, j, w) that represents a connection going from node i to node j to which a weight w is associated. In the complex network literature, it is often assumed that no self-
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Symmetry Threshold Figure 2 : The four main types of complex networks and their transformations. The weighted digraph corresponds to the type from which all other models can be derived.
connections or duplicate connections exist; that is, there are no links of the form (i, i, w) and for each pair of links (i 1 , j 1 , w 1 ) and (i 2 , j 2 , w 2 ) it holds that i 1 = i 2 or j 1 = j 2 . Graphs with self-or duplicate connections are sometimes called degenerate graphs. In the following only non-degenerate graphs are considered.
In an unweighted digraph, the links have no weight, and only their presence or absence need to be considered. In that case, a link from node i to node j can be represented by the pair (i, j). For undirected graphs (weighted or unweighted), the links have no directions; the presence of a link (i, j) in E(G) thus means that a connection exist from i to j and from j to i. A weighted digraph can be completely represented in terms of its weight matrix W , whose elements w ij express the weight of the connection from node i to node j. The operation of thresholding can be applied to a weighted digraph to produce an unweighted counterpart. This operation, henceforth represented as A = δ T (W ), is applied to each element of the matrix W , yielding the matrix A. In case |w ij | > T we have a ij = 1, otherwise a ij = 0. The resulting matrix A can be understood as the adjacency matrix of the unweighted digraph obtained as a result of the thresholding operation. Any weighted digraph can be transformed into a graph by using the symmetry operation σ(W ) = W + W T , where W T is the transpose of W . For undirected graphs, two nodes i and j are said to be adjacent if a ij = 0. For directed graphs, the corresponding concepts are predecessor and successor : if a ij = 0 then i is a predecessor of j and j is a successor of i. The concept of adjacency can also be used in digraphs by considering predecessors and successors as adjacent nodes. The neighborhood of a node i, henceforth represented as ν(i), corresponds to the set of nodes adjacent to i. A loop is defined as a sequence of links starting and terminating in the same node i and passing only once through each node.
The degree of a node i, hence k i , is the number of links connected to that node, i.e. the cardinality of the set ν(i) (in the physics literature, this quantity is often called "connectivity" [14] ). In the case of directed networks, there are two kinds of degrees: the out-degree, k out i , equal to the number of outgoing links, and the in-degree, k in i , corresponding to the number of incoming links. 
For weighted networks, the definitions of degree given above can be used, but a quantity called strength of i, s i , defined as the sum of the weights of the corresponding links, is generally used [24] : Table 1 lists the basic symbols used in the paper.
Network Models
Modeling of complex networks is an important tool to improve the understanding of real networks. The three most important network models are discussed below.
The Random Graph of Erdős and Rényi
The random graph, developed by Rapoport [2, 3, 4] and independently by Erdős and Rényi [5, 6, 7] , can be considered the most basic model of complex networks. This model, known as Erdős-Rényi (ER) graph, is defined by the number of nodes N and the probability p that a link between two given nodes exists. The expected degree of a node in the network is
When dealing with the large network size limit (N → ∞), k diverges if p is fixed. Instead, p is chosen as a function of N to keep k fixed: p = k /(N − 1). Figure 3 : The degree distribution for a random graph and a scale-free network.
(a) In random graphs, there are many nodes with degree near the average degree.
(b) Differently, scale-free networks present a few nodes with high degree and many with low degree.
The probability of a randomly chosen node having degree k (the degree distribution of the network, see Section 6), is binomial:
For large N and k fixed, this distribution approaches Poisson distribution with mean value k :
which is sharply peaked at k , as seen in Figure 3 (a). Random graphs are studied in depth in the book of Bollobás [20] .
The Small-World Model of Watts and Strogatz
Many real world networks present what is called the "small world" property, i.e., all nodes can be reached from the others through a small number of links. For example, in the social context, everyone in the world can be reached through a short chain of social acquaintances. This concept was born from the famous experiment made by Milgram in 1967 [25] , who found that two US citizens chosen at random were connected by an average of six acquaintances. Other property found in many networks is the presence of a large number of loops of size three, i.e., if node i is connected to nodes j and k, there is a high probability of nodes j and k being connected (the clustering coefficient, Section 5, is high); for example, if B and C are friends of A, there is a high probability that B and C are friends. ER networks have the first property but not the second; regular network with the second property are easy to construct. The most popular model of random networks with small world characteristics and an abundance of short loops was developed by Watts and Strogatz [8] and called the Watts-Strogatz (WS) small-world model. They showed that small-world networks are common in a variety of different realms ranging from the C. elegans neuronal Figure 4 : The construction of a small-word network according to Watts and Strogatz: a regular network is reorganized and the links are changed with probability p. For p = 1, the network becomes a random network.
system to power grids. The model is situated between an ordered finite lattice and a random graph.
To construct a small-word network, one starts with a regular lattice of N nodes ( Figure 4 ) in which each node is connected to κ neighbors in each direction, where N ≫ κ ≫ ln(N ) ≫ 1. Each edge is then randomly rewired with probability p. When p = 0 we have an ordered lattice with high number of loops but large distances and when p → 1, the network becomes a random graph with short distances but no loops. Watts and Strogatz have shown that, in an intermediate regime, both short distances and a large number of loops are present.
The degree distribution for small-world networks is similar to random networks, with a peak at k = 2κ.
Scale-free networks of Barabási and Albert
After the creation of the model of Watts and Strogatz, Barabási and Albert [9] showed that the degree distribution of many real systems are characterized by an uneven distribution of connectedness. Instead of the nodes of these networks having a random pattern of connections, some nodes are highly connected while others have few connections. The degree distribution follows a power law for large k,
Because of this relation, these networks are called scale-free networks. A characteristic of this kind of network is the existence of hubs, i.e., nodes that collect a significant fraction of the total number of links of the network. In Figure 5 , hubs are represented by black nodes.
The Barabási-Albert (BA) network model is created by starting with a set of m 0 nodes; afterwards, at each step of the construction the network grows with the addition of new nodes. For each node, m new edges are inserted with one end on the new node and the other end on a previous node. The nodes which receive the new edges are chosen following a linear preferential attachment rule, where the most connected nodes have a greater probability to receive new nodes. This is known as "the rich get richer" paradigm. The procedure is repeated until the desired number of nodes is reached. 
Distance
In the general case, two nodes of a complex network are not adjacent. In fact, most of the networks of interest are sparse, in the sense that only a small fraction of all possible links are present. Nevertheless, two non-adjacent nodes i and j can be connected through a sequence of m links (i, k 1 ), (k 1 , k 2 ), . . . , (k m−1 , j); such set of links is called a path between i and j, and m is the length of the path. We say that two nodes are connected if there is at least one path connecting them. Many measurements are based on the length of these connecting paths.
For undirected, unweighted graphs, the number of links in a path connecting nodes i and j is called the length of the path. A geodesic path (or shortest path) between nodes i and j, is one of the paths connecting these nodes with minimum length (many geodesic paths may exist between two nodes); the length of the geodesic paths is the geodesic distance d ij between nodes i and j. If the graph is weighted, the same definition can be used, but generally one is interested in taking into account the link weights. Two main possibilities come out: first, the link weights may be proportionally related to some physical distance, for example if the nodes correspond to cities and the weights to distances between these cities through given highways. In this case, one can compute the distance along a path as the sum of the weights of the links in the path. Second, the link weights may reflect the strength of connection between the nodes, for example if the nodes are Internet routers and the weights are the bandwidth of the links, the distance corresponding to each link can be taken as the reciprocal of the link weight, and the path length is the sum of the reciprocal of the weight of the links along the path. If there are no paths from node i to node j, then d ij = ∞. For digraphs, the same definitions can be used, but in general d ij = d ji , as the paths from node i to node j are different from the paths from j to i.
We can define a network measurement by computing the mean value of d ij , known as mean geodesic distance:
A problem with this definition is that it diverges if there are unconnected nodes in the network. To circumvent this problem, only connected pairs of nodes are included in the sum. This avoids the divergence, but introduces a distortion for networks with many unconnected pairs of nodes, which will show a small value of mean distance, similarly with networks with very high number of connections. Latora and Marchiori [26] proposed a closely related measurement that they called global efficiency:
where the sum takes all pairs of nodes into account. This measurement quantifies the efficiency of the network in sending information between nodes, assuming that the efficiency for sending information between two nodes i and j is proportional to the reciprocal of their distance. The reciprocal of the global efficiency is the harmonic mean of the geodesic distances:
As Eq. (9) does not present the divergence problem of Eq. (7), it is therefore a more appropriate measurement for disjoint graphs.
Clustering Coefficient
A characteristic of the Erdős-Rényi model is that the local structure of the network near a node is a tree. More precisely, the probability of loops involving a small number of nodes tends to 0 in the large network size limit. This is in marked contrast with the profusion of short loops which shows up in many realworld networks. One way to characterize the presence of such loops is through the clustering coefficient. Two different clustering coefficients are frequently used. Barrat and Weigt [27] proposed the following definition for undirected unweighted networks:
where N △ is the number of triangles in the network and N 3 is the number of connected triples. The factor three accounts for the fact that each triangle can be seen as consisting of three different connected triples, one with each of the nodes as central node. A triangle is a set of three nodes with links between each pair of nodes; a connected triple is a set of three nodes where each node can be reached from each other (directly or indirectly), that is, two nodes must be adjacent to another node (the central node):
where the sum should be taken over all ordered triples (i, j, k) of distinct nodes i, j, and k. It is also possible to define the clustering coefficient of a given node i [8] as:
where N △ (i) is the number of triangles involving node i and N 3 (i) is the number of connected triples with i as the central node:
If k i is the number of neighbors of node i, then N 3 (i) = k i (k i − 1); also N △ (i) counts the number of links between neighbors of i. Writing l i for the number of links between neighbors of i, Eq. (13) can be written as:
.
Using C i , an alternative definition of the network clustering coefficient (different from that in Eq. (10)) is
The difference between the two definitions is that Eq. (10) gives the same weight to each triangle in the network, while Eq. (17) gives the same weight to each node, resulting in different values because nodes of higher degree are possibly involved in a larger number of triangles than nodes of smaller degree. For weighted graphs, Barthélemy [24] introduced the concept of weighted clustering coefficient :
where the normalizing factor s i (k i − 1) (s i is the strength of the node, see Section 2) assures that 0 ≤ C * i ≤ 1. From this equation, a clustering coefficient weighted network can be defined as
Given the clustering coefficients of the nodes we can compute the clustering coefficient as a function of the degree of the nodes:
For some networks, this function has the form C(k) ∼ k −α . This behavior was associated with a hierarchical structure in the network and the exponent α is called its hierarchical exponent [28] .
Degree related measurements
The degree is an important characteristic of a node. Based on the degree of the nodes, it is possible to construct measurements for the network. One of the simplest is the maximum degree:
More detail is provided by the degree distribution, P (k), which expresses the fraction of nodes in a network with degree k. For directed networks there are an out-degree distribution P out (k out ), an in-degree distribution P in (k in ), and the joint in-degree and out-degree distribution P io (k in , k out ). For weighted networks, similar definitions use the strength of the nodes.
One may be interested in finding out if there is a correlation between the degrees of different nodes. Such correlations were found to have an important role in many network structural and dynamical properties [29] . The most common choice is to find correlations between two nodes connected by a link. This correlation can be expressed by the joint degree distribution P (k, k ′ ), i.e., as the probability of a link connecting two nodes of degree k and k ′ . Another way to express this is by giving the conditional probability that an arbitrary neighbor of a node of degree k has degree k ′ ,
For undirected networks, P (k, k ′ ) = P (k ′ , k); for directed networks, in general P (k, k ′ ) = P (k, k ′ ), k is the degree at the tail of the edge and k ′ is the degree at the head, and both k and k ′ may be in-, out-, or total degrees. For weighted networks the strength s can be used instead of k. This distribution gives a very detailed description of node degree correlations but, for fat tailed degree distributions as in scale-free networks, it is difficult to evaluate experimentally, because of the poor statistics. A measure with better statistics is to computing the mean degree of the neighbors of nodes with a given degree [30] , given by
A related scalar measurement [31] is the Pearson correlation coefficient of the degrees at both ends of the links:
where the notation i→j means that the sum must be carried out for all links of the network and the nodes connected by the link are named i and j; n is the total number of links.
Assortativity
Some networks consist of nodes of different types. For example, in a sociological network where the nodes are people and the links are a social relation between two persons, e.g. friendship, one may be interested in answering questions like: how probable is it for a friendship to exist between two persons of different economic classes? The nodes are in this case not homogeneous, but classified in different types. For networks with different types of nodes, a type mixing matrix M can be defined, with elements m st such that m st is the number of links connecting nodes of type s to nodes of type t (or the total strength of the links connecting the two nodes of the given types, for weighted networks). It can be normalized
where X represents the sum of all elements of matrix X.
The probability of a node of type s having a neighbor of type t is then
Note that t P (type) (t|s) = 1. P (type) (s, t) andM can be used to quantify the tendency in the network of nodes of some type to connect to nodes of the same type, called assortativity. We can define an assortativity coefficient [32] as:
where T is the number of different node types in the network. It is clear that 0 ≤ Q ≤ 1, where Q = 1 for a perfectly assortative network (only links between nodes of the same type) and Q = 0 for random mixing. But each node type has the same weight in Q, regardless of the number of nodes of that type. An alternative definition that avoids this problem [33] is:
It is interesting to associate the type of the node to its degree. The Pearson correlation coefficient of node degrees, Eq. (24), can be seen as an assortativity coefficient for this case. With this interpretation, if r > 0 nodes of high degree connect mainly to nodes of high degree, and we call the network assortatively mixed ; if r < 0, nodes of high degree connect mainly with nodes of low degree, and the network is dissortatively mixed. For r = 0, the degrees are uncorrelated.
Vulnerability
In infrastructure networks (like WWW, the Internet, energy supply, etc), it is important to know which components (nodes or edges) are crucial to their best functioning. Intuitively, the critical nodes of a network are their hubs (nodes with higher degree), however there are situations in which they are not necessarily most vital for the system performance. For instance, all nodes of a network in the form of a binary tree have equal degree, therefore there is no hub, but the nodes closer to the root and the root itself are much more important than those near the leaves. This suggests that networks have a hierarchical property, which means that the most crucial components are those in higher positions in the hierarchy.
A way to find critical components of a network is by looking for the most vulnerable nodes. The vulnerability of a network is defined as the drop in performance when a node and all its edges are removed from the network. The vulnerability V i of a network associated with a node i is expressed as [34] :
where E is the global efficiency Eq. (8) and E i is the global efficiency after the removal of the node i and all its edges. As suggested by Gol'dshtein et al. [34] , the ordered distribution of nodes with respect to their vulnerability V i is related to the network hierarchy, thus the most vulnerable (critical) node occupies the highest position in the network hierarchy. A measurement of network vulnerability [35] is the maximum vulnerability for all of its nodes:
Entropy
The structure of the network is related to its reliability and the speed of information propagation. The difficulty of searching information in the network can be quantified [36, 37] through the information entropy of the network. If a random walk starts on node i going to node j, the probability that it goes through a given shortest path π(i, j) between these nodes is:
where N {π(i, j)} is the set of nodes in the path π(i, j) excluding i and j. The search information is the total information needed to identify one of all the shortest paths between i and j and is given by:
where the sum is over all shortest paths between i and j. The search information of the network is given by the average over all pairs (i, j):
The access (A i ) and hiden (H i ) information of node i can be defined as:
The former quantifies how difficult it is to find other nodes starting from node i; the latter quantifies how difficult it is to find the node starting from the other nodes in the network. Note that the average value of A i and H i for a network is S:
Considering the exchange of messages in the network, it is possible to define entropies to quantify the predictability of the message flow. Assuming that messages always flow through shortest paths and all pairs of nodes exchange the same number of messages at the same rate, the following entropies can be defined [37] :
where pred(i) is the set of predecessors of node i (Section 2), c ij is the fraction of messages targeted at node i that comes through node j, and b ij is the fraction of messages that goes through node i coming from node j. T i is the target entropy of node i; R i is the road entropy of node i. Low values of these entropies mean that the node from where the next message (coming to node i or passing through node i, respectively) will come is easily predictable. For the network, we can define target and road entropies as averages for all nodes:
These quantities are related with the organization of the network, as shown in [37] : a network with a low value of T has a star structure and a low value of R means that the network is composed by hubs connected in a string.
Size of Clusters
In undirected graphs, if nodes i and j are connected (Section 4) and nodes j and k are connected, then i and k are also connected. This property can be used to partition the nodes of a graph in non-overlapping subsets of connected nodes. These subsets are called connected components or clusters.
If a network has too few links, that is, the average connectivity of its nodes k is too small, there will be many isolated nodes and clusters with a small number of nodes. As more links are added to the network, the small clusters are connected to larger clusters; after some critical value of the connectivity, most of the nodes are connected into a giant cluster, characterizing the percolation [38] of the network. For the Erdős-Rényi graph in the limit N → ∞ this happens at k = 1. Of special interest is the distribution of sizes of the clusters in the percolation point and the fraction of nodes in the giant cluster. The critical density of links (as well as average and standard deviation) needed to achieve percolation can be used to characterize network models or experimental phenomena.
It is also possible to consider the L-percolations [39] of the investigated networks. Given a network, its L-expansion is constructed by adding a link between each pair of nodes that are connected by a self-avoiding loop of length L. The intersection between the original network and its l-expansion is its Lconditional expansion. An L-percolation is the percolation of the L-conditional expansion of the network.
Centrality Measurements
Looking at a network as a description of the interaction between agents represented by the nodes, and considering that not all pairs of nodes are adjacent, the presence of intermediate nodes and links forming a path that connect these non-adjacent nodes is of high importance. In that sense, the greater the number of paths in which a node or link takes part, the greater the importance of this node or link for the network. Assuming that the interactions follow the shortest paths between two nodes, it is possible to quantify the importance of a node or a link in this sense by its betweenness centrality [40] :
where σ(j, i, k) is the number of shortest paths between nodes j and k that pass through node or link i, σ(j, k) is the total number of shortest paths between j and k and the sum is over all pairs (j, k) of distinct nodes. Another way to compute the betweenness centrality of a node is using random walks [41] , where the centrality of a node is proportional to the number of times the node is crossed by random walkers in the network. Other centrality measures include (see [42] ) closeness centrality:
graph centrality:
and stress centrality:
Spectral Measurements
Taking the adjacency matrix A of a graph, we can compute its eigenvalues and eigenvectors. If λ i are the eigenvalues of A, the spectral density of the graph [13] is defined as :
where δ(x) is the delta function. ρ approaches a continuous function as N → ∞. The eigenvalues can be used to compute the kth-moments,
The quantity D k = N M k is the number of paths returning to the same node in the graph passing through k links, where these paths can contain nodes that were already visited. Because in a tree-like graph a return path is only possible going back through the already visited links, the presence of odd moments is a sure sign of cycles in the graph; specially, as a path can go through three links and return to its starting node only by following three different links (if self-connections are not allowed), D 3 is related with the number of triangles in the network.
Community structure
Networks can have a non homogeneous structure formed by a group of vertices strongly connected but with few edges connecting them. These networks have a modular (or community) structure [44] , as the communities of social networks [45] or the World Wide Web, where the pages can be grouped by topics. Figure 6 presents an example of network with community structure. There are many methods to identify communities in networks as described in [44, 46, 47, 48, 49, 50, 51, 52] . A given community division of a network can be evaluated by computing its modularity, a measure introduced by Newman and Girvan [53] .
Modularity is based on the concept of assortative mixing (see Section 7) . The type of a node is the community to which it is associated. Then a coefficient like that of Eq. (28), but without the normalization with respect to perfect mixing Figure 7 : A network (a) has several subgraphs, such as a cycle (b) and a tree (c).
[53] can be used:
where them st ofM is the fraction of links connecting communities s and t.
Values of R c near 0 indicate a bad division of the network in communities while R c near 1 indicates a good division (links are mostly between nodes in the same community).
Subgraphs
A graph g is a subgraph of the graph G if N (g) ⊆ N (G) and E(g) ⊆ E(G), with the links in E(g) extending over nodes in N (g). If g contains all edges of G that connect nodes in N (g), the subgraph g is said to be implied by N (g). Important subgraphs are loops, trees (connected graphs without loops) and complete subnetworks (graphs with links between each pair of nodes). Figure 7 shows a network and some subnetworks. The probability distribution of subgraphs in random graphs has been studied for some time [20] , but interest has increased recently due to the discovery of network motifs discussed below.
Network motifs
Network motifs are subgraphs that appear more often in real networks than in randomly generated networks [54, 55] ; and they are illustrated in Figure 8 . Given a real network, a large number of randomized networks with the same degrees for the nodes are generated. If the probability P of a subgraph appear a larger or the same number of times in the randomized networks is smaller than a given threshold (usually P = 0.01), the subgraph is considered a motif of the network. Figure 9 shows some possible motifs of directed networks and their conventional names.
To quantify the significance of a given motif, its Z-score can be computed. If N (real) i is the number of times that a motif i appears in the real network, N (rand) i the average number of times it appears in the randomized networks, and σ (rand) i the standard deviation of the number of occurrences in the randomized networks, then:
(a) (b) Figure 8 : In a real network (A), the number of motifs (represented here by three nodes linked by dashed lines) is greater than in a random network (B). It is also possible to categorize different networks by the Z-scores of their motifs: networks that show emphasis on the same motifs can be considered as part of the same family [56] . To this purpose, the significance profile of the network is computed. The significance profile is a vector that, for each motif of interest i, computes the importance of this motif with respect to the other on the network:
Hierarchical Measurements
Using concepts of mathematical morphology [57, 58, 59, 60] , it is possible to extend some of the traditional measures and develop new ones [61, 62] . Two fundamental operations of mathematical morphology are dilation and erosion (see Figure 10 ). Given a subgraph g of a graph G, the complement of g, denoted g is the subgraph implied by the set of nodes
The dilation of g is the subgraph δ(g) implied by the nodes in g plus the nodes directly connected to a node in g. The erosion of g, denoted ε(g), is defined as the complement of the dilation of the complement of g:
These operations can be applied repeatedly to generate the d-dilations and derosions:
The first operation converges to the network G and the second converges to an empty network. The d-ring of subgraph g, denoted R d (g), is the subgraph implied by the set of nodes N (δ d (g)) \ N (δ d−1 (g));
the rs-ring of g, denoted R rs (g), is the subgraph implied by N (δ s (g)) \ N (δ r−1 (g)).
Note that R d (g) = R dd (g). The same definitions can be extended to a single node by considering the subgraph implied by that node and to a link by considering the subgraph formed by the link and the two nodes connected by the link. In the case of a single node i the simplified notations R d (i) and R rs (i) are used. For example, in Figure 11 , R 1 (15) The first hierarchical level of g is given by the first dilation around g, represented by the white nodes, resulting as first hierarchical degree k 1 (g) = 14. The second hierarchical level is obtained dilating the subnetwork again, represented by the gray nodes, yielding k 2 (g) = 13.
Another measurement which can extended hierarchically is the clustering coefficient. Thus, the rs-clustering coefficient of g, C rs (g), can be defined as the number of links in the respective rs-ring n rs , divided by the total of possible links between the nodes in that ring, i.e.,
where |S| denotes the cardinality of the set S.
Other possible hierarchical measurements are briefly described in the following. The convergence ratio at distance d, C d (i), corresponds to the ratio between the hierarchical node degree of a node i at distance d − 1 and the number of nodes in the ring at distance d; it can be understood as the average number of links received by each node in the hierarchical level d from the previous level,
The intra-ring degree, A d (i), is obtained by taking the average among the degrees of nodes in the subnetwork R d (i); note that only internal ring links are considered. On the other hand, the inter-ring degree, E d (i), is defined by the average number of connections between nodes in ring R d (i) and those in R d+1 (i) (that is E d (i) = k d (i)/|N (R d (i))|). Finally, the hierarchical common degree, H d (i), is the average node degree among the nodes in R d (i), considering all edges in the original network.
Subgraph Centrality
Recently, a way to quantify the centrality of a node based on the number of subgraphs in which the node takes part was proposed [63] .
The measure, called subgraph centrality, is related with the moments of the adjacency matrix, Eq. (45):
where (A k ) ii is the ith diagonal element of the kth power of the adjacency matrix A, and the factor k! assures that the sum converges and that smaller subgraphs have more weight in the sum. In [63] it is shown that the subgraph centrality can be easily computed from the spectral decomposition of the adjacency matrix:
where λ j is the jth eigenvalue and v j (i) is the ith element of the jth eigenvector. The subgraph centrality of a graph is given by [64] :
A network is called bipartite if its nodes can be separated in two sets such that a link exists only between nodes of different sets. It is a known fact that a network is bipartite if and only if it has no loops of odd length. Although some networks are bipartite by construction, like a network with actors and films where they participate, some networks are only approximately bipartite, like a network of sexual contacts. A way to quantify how much a network is bipartite is therefore needed. A possible measure is based on the number of links between nodes of the same subset in the best possible division [65] :
where n is the total number of links and n same is the number of links between nodes of the same subset. The smallest value of b for all possible divisions is the bipartivity of the network. The problem with this measure is that its computation is NP-complete, due to the necessity of evaluating b for the best possible division. A measure that approximates b but is computationally easier was proposed in [65] , based on a process of marking the minimum possible number of links as responsible for the creation of loops of odd size. Another approach is based on the subgraph centrality [64] (Section 16). The subgraph centrality of the network, Eq. (55) is divided in a part due to even closed walks and a part due to odd closed walks (a closed walk is a path, possibly with repetition of nodes, ending on the starting node). As odd closed walks are not possible in bipartite networks, the fraction of the subgraph centrality of the network due to even closed walks can be used as the bipartivity degree [64] :
Link Reciprocity
For directed networks, it is of interest to know how much reciprocity is shown by the links, i.e., if node i links to node j, does node j also link to node i? This helps in a better characterization of the network, can be used to test network models against real networks and gives indication of how much information is lost when the direction of the links must be discarded (e.g., for the computation of the clustering coefficient). A standard way to do this is to compute the relation between the number of links with reciprocal links, n ↔ and the total number of links n:
The problem with this relation is that its value is only significative with respect to a random version of the network, as it depends on the average degree. Garlaschelli and Loffredo [66] proposed the use of the correlation coefficient of the adjacency matrix:
whereā is the mean value of the elements of the adjacency matrix. This expression reduces to:
This value is an absolute quantity, in the sense that values of ρ greater than zero imply larger reciprocity than the random version (reciprocal networks), while values below zero imply smaller reciprocity than a random network (antireciprocal networks). Another advantage is that the concept can be easily extended to networks with weight substituting w ij for a ij in the above expressions.
Cyclic Coefficient
The cyclic structure has attracted much attention in recent studies, since the presence of loops (cycles) can be related to propagation processes in complex networks. The presence of cycles increases the number of paths available for spreading information through the network. The clustering coefficient accounts for cycles of order three. Kim and Kim [67] defined a cyclic coefficient for the measurement of how cyclic a network is. The local cyclic coefficient of a node i is defined as the average of the inverse of the sizes of the smallest cycles formed by node i and its neighbors,
where S i jk is the size of the smallest cycle which passes through nodes i, j and k. Note that if nodes j and k are connected, the smallest cycle is a triangle and S i jk = 3. If there is no loop passing through i, j and k, then there is a tree-like structure among these nodes and S i jk = ∞. The cyclic coefficient of a network is the average of the cyclic coefficient of all its nodes:
Concluding Remarks
Measurements of the connectivity and topology of complex networks are essential for the characterization, analysis, classification, modeling and validation of complex networks. Although initially limited to simple features such as node degree, shortest path and clustering coefficient, several novel and powerful measurements have been proposed in the related literature. We have presented a comprehensive review of such measurements, including their definitions and interpretations. However, the uncompleteness of this review is guaranteed and tends to increase with time. We plan to keep this survey updated, so that suggestions for inclusion will be very welcomed. nancial support. Francisco A. Rodrigues is grateful to FAPESP (proc. 04/00492-1).
