Spatial classification is the task of learning models to predict class labels based on the features of entities as well as the spatial relationships to other entities and their features. Spatial data can be represented as multi-relational data, however it presents novel challenges not present in multi-relational problems. One such problem is that spatial relationships are embedded in space, unknown a priori, and it is part of the algorithm's task to determine which relationships are important and what properties to consider. In order to determine when two entities are spatially related in an adaptive and non-parametric way, we propose a Voronoi-based neighbourhood definition upon which spatial literals can be built. Properties of these neighbourhoods also need to be described and used for classification purposes. Non-spatial aggregation literals already exist within the multi-relational framework, but are not sufficient for comprehensive spatial classification. A formal set of additions to the multi-relational data mining framework is proposed, to be able to represent spatial aggregations as well as spatial features and literals. These additions allow for capturing more complex interactions and spatial occurrences such as spatial trends. In order to more efficiently perform the rule learning and exploit powerful multiprocessor machines, a scalable parallelized method capable of reducing the runtime by several factors is presented. The method is compared against existing methods by experimental evaluation on a real world crime dataset which demonstrate the importance of the neighbourhood definition and the advantages of parallelization.
INTRODUCTION
This paper is concerned with Data Mining in spatial data. Specifically, we are interested in the discovery of predictive patterns that help solve a spatial classification task [4] . For example, we may be interested why a house will be burgled, in terms of its spatial characteristics, such as location, the nature of neighbouring houses and the proximity of other spatial entities (roads, shops, etc.). Due to the relational nature of the data, it is logical to approach the spatial classification task as a multirelational one. We will show that additional techniques are required to deal with issues that are unique to the spatial domain.
Although multi-relational (MR) techniques are a promising start, they cannot be applied directly to spatial data since MR and spatial data are different in the way relationships between entities are defined. In an MR database, the relationships are explicitly given but with spatial data, these same relationships are only implied through the spatial location of the entities themselves. Therefore, in order to involve information regarding neighbouring entities, these relationships need to be made more explicit.
As an additional complication of spatial data, relationships in spatial data can be numerous: for a typical mall there are literally thousands of houses scattered near it. Hence, each individual relationship can become insignificant on its own, requiring the use of some form of (spatial) aggregation. Simple aggregation however is not enough. In the multi-relational domain, dependencies between features of entities might exist, but for spatial entities, they are known to play a crucial role. This dependency is based on Tobler's First Law of Geography [20] which states that "the larger the distance between entities, the more negligible their effects on each other".
The field of Multi-Relational Data Mining (MRDM) [22] deals with data organized into types with each type t having a (possibly) different set of features. Entities in t are related to entities of other types, or to other entities in t itself. The classification process starts at a specific type, called the target type τ. All entities in τ have exactly one of multiple possible class labels assigned to them. The model learning involves features of the target type τ, and expands out to other types in order to involve additional information related to τ. Similar to a multirelational database, a spatial database S also contains a set of entity types with t denoting a specific type, for example house or mall. Each entity has features being of one type from the set {date, numeric, categorical, spatial}. The goal of spatial classification is to find patterns and learn predictive models based on interactions of spatial and non-spatial features of the entities in S.
In this paper, we explore the multi-relational approach to spatial classification. A novel comprehensive spatial classification rulelearner is proposed, called Unified Multi-relational Aggregationbased Spatial Classifier (UnMASC). It builds neighbourhood relationships via a novel Voronoi-based approach, with rules incorporating a broad range of spatial and aggregation literals that are created on-the-fly. As our running example, we will use the spatial database shown in Figure 1 , which contains information about three spatial and one non-spatial entity-types. Note the lack of (non-spatial) relationships between the spatial entities. Each spatial entity has a shape feature that contains the polygonal representation of the entity, from which the area, perimeter, location and other spatial features can be derived.
The contributions of this paper are as follows:
• Formulating the spatial classification problem as a MR one. This gives the rule-learner a solid theoretical foundation and allows for new insights into the problem and solution • Uniquely establishing neighbourhood relationships between entities via a novel non-parametric Voronoi-based approach which filters out irrelevant relationships • Extending the MRDM framework to represent spatial aggregation using functions and literals • Presenting a parallel implementation of the above techniques through UnMASC • Experimentally evaluating UnMASC on real-world data In Section 2 the Voronoi neighbourhood definition is contrasted to existing methods. Section 3 presents the formal MRDM framework and the extensions required for spatial data mining. The algorithm is discussed in Section 4, while experimental results are shown in Section 5.
NEIGHBOURHOOD DEFINITIONS
Since spatial data only indirectly implies relationships via the spatial location of the entities, some work has to be done to explicitly determine whether two entities are related. Tobler's First Law of Geography implies that relationships are important to different degrees, and this importance is influenced by distance. This means that a spatial classifier needs to focus on neighboring entities in order to save analyzing unlikely dependencies between distant entities and avoid constructing misleading rules. In the following, we review state-of-the-art neighborhood definitions from the literature, topological relationships [4, 15, 17] and buffer zones [6, 2] , and argue that they are inadequate for the purposes of spatial classification. Finally, we introduce a novel neighborhood definition based on Voronoi diagrams.
Topological relationships, preserved under translation, rotation or scaling [7] , define the relationship between two entities in terms of eight predicates that describe the intersections of their boundary, interior and exterior [15] (e.g. meet, overlap). They are very common and easy to understand, but do not always capture the intuitive notion of a neighbourhood. Many people would define themselves as living in the neighbourhood of a mall even if they lived in the close vicinity and not directly adjacent to it.
Buffer zones are more commonly used for finding the neighbourhood of an entity. The buffer zone of size d around an entity i of type t, denoted e t,i , is the area that is within distance d to e t,i ( Figure 2 ). Any entities intersecting the buffer zone are defined to be neighbours of e t,i . Unfortunately, buffer zones do have major drawbacks. First, for entity types of greatly varying size and range of influence, a constant sized buffer zone (3a) either becomes too large (3b) or becomes irrelevant (3c). Second, in principle, an infinite number of buffer zone sizes could be selected, and each size possibly changes the resulting rules [18] . Third, for all entities in t, the distribution can change significantly across the entire dataset ( Figure 4 ).
What is needed is a neighbourhood definition that can take into account the number of entities and their distribution, ideally one without user input. The notion we adopt here is that of the Voronoi diagram. Voronoi diagrams partition a plane into regions, called Voronoi cells, which contains the area that is closest to the entity contained in the Voronoi cell, naturally representing relationships between entities [3] . Voronoi diagrams can be computed for point data (e.g. houses), segment data (e.g. roads), and areal data (e.g. lakes) [10] . Note that we use all these data-types in our experiments (see Section 5).
Voronoi diagrams have been used in the domain of computer geometry [10] . With the aid of Voronoi diagrams, entities of a single type were used for clustering [8] , and outlier detection [1] . As opposed to having only a single entity-type, [3] used Voronoi diagrams for finding spatial association rules for multiple entitytypes. However, though the dataset contained multiple entitytypes, the Voronoi diagram itself was created as if all entity-types were the same. This does not take advantage of the fact that the entity-types are of different characteristics, and creates a neighbourhood structure that connects adjacent entities only.
A definition is required that creates meaningful neighbourhood relationships between multiple types of entities in spatial data, while preserving the importance of different types. People tend to go to the closest mall, food-store, hospital or airport, and the definition needs to take advantage of this. Based on this idea, for each entity-type, we construct a different neighbourhood structure using Voronoi diagrams. This is defined as follows: by a neighbour literal) are not interesting. The Voronoi partitioning is completely data-driven and does not rely on any domain knowledge of the user. Thus the proximity for each entity type is derived from the distribution and number of entities of that entity type. For regions with lots of houses, for example, the proximity will be small; however for entity types with only few entities, such as airports or hospitals, the proximity will be very large. This creates a very natural concept of neighbourhood as, for example, each house is a neighbour to their closest malls, and each mall is a neighbour to other nearby malls ( Figure 5 ).
MR RULES FOR SPATIAL MINING
To learn classification rules on a spatial dataset S, a target entity type τ and a class label from τ are selected by the user. Each entity in τ, called a target entity, has exactly one class label assigned. The goal of classification is to find rules that predict which class a target entity belongs to, given its own location, feature values, relationships to other entities, their locations and features. The entities of τ can either be interrelated to other entities also in τ or related to entities of other types. In instances when they are interrelated, the class label may depend on other entities of the same type and their class labels [19] .
Preliminaries
As customary in Multi-Relational Data Mining, we will use first order logic (FOL) clauses [5] to represent classification rules. In FOL, entities are represented by constants, and comparisons of terms to constants are expressed by literals, which make up rules:
Terms are constants and variables.
DEFINITION 3. A literal is a mapping of terms to a Boolean value,
or a comparison θ of a term to a constant, where θ ∈{=,<,≤,>,≥}.
Where each L i is a literal, and L 0 specifies a class-label.
The literals are implicitly existentially quantified. As an example:
house(H), income(H, I), I > 100,000
states that "a mall is profitable if there exists a neighbouring house with income greater than $100,000". Here house H is implicitly existentially quantified. mall(M) is derived from entity table mall, neighbour denotes a relationship between mall and house, and income is a feature of house. The rule requires at least one house, but it is likely that most malls have at least one neighbouring house with income greater than $100,000. [11, 21] . The aggregations presented in this paper could in theory also be applied as a pre-processing step, but then would suffer from these same limitations. In order not to be limited, features must be aggregated during the literal search and not a priori.
Single and Multi-Feature Aggregation
Recently, FOL has been extended to include aggregation using functions involving single [11, 21] and multiple [9] features: [9] .
As an example, using these constructs, we can capture average a) around a city b) around a house c) around a province value and correlation between income and size of houses yielding
income(H, I), size(H, S)}, C), A > 100,000, C < 0 With R 2 it is possible to express that "a mall is profitable if, for neighbouring houses, the average value is greater than $100,000 while the house-hold income and size of house are negatively correlated". This rule implies that higher income earners live in smaller houses, leading to a possible higher disposable income.
Spatial Features
Spatial data is unique from non-spatial data in that it has implicit features, such as location or size, to be derived from the polygon associated with the entity. Some simple spatial features ( Figure 6 ) have been used in the literature [2, 17] , but are not appropriate in describing entities like road-segments or parks (the perimeter of 'Highway 1' is not useful). To increase the expressiveness of the language and measure interesting properties of 2D entities, a comprehensive and appropriate independent set of features needs to be introduced ( Figure 7 ) using spatial features: DEFINITION 9 . A spatial function, with at least 1 parameter, returns a calculated property for the input(s).
DEFINITION 10. A spatial feature is a spatial function applied to a spatial variable. It describes some property of the input entity and has the form SpatFeat(input). A condition and a threshold could also be applied.
Using this construct, different spatial functions from any domain can easily be incorporated into the multi-relational rule-learning process. For example, catchment_area(M) denotes the area of the Voronoi cell that mall M is in, motivated by research in marketing [14] . This is defined as the area and population from which some entity (mall for example) attracts customers. Since spatial data, by default, does not contain explicit relationships, these need to be expressed and are added to FOL as spatial literals: [7] , but a few critical additional spatial literals (Figure 8 ) need to be added to take advantage of the extra information available due to the use of Voronoi diagrams.
Spatial Aggregation
Since, in general, spatial data contains a lot of entities belonging to the same type, the effect of a single entity becomes relatively limited. Aggregation-based methods [21, 11, 9] address this problem, as described in the previous sections. However, applying existing (non-spatial) methods to spatial data might yield unreliable results. As an example, regression analysis does not adjust for spatial dependency and thus can have unreliable parameter estimates and significance tests [13] . Analogous to the format of multi-feature aggregation literals, the following spatial aggregation literals are added to the language: Spatial autocorrelation (autocorrelation) measures changes in f with respect to the values of f of the neighbouring entities. Since the non-spatial aggregate function SUM can be misleading due to the effect of the different sizes of the neighbourhoods, area_adjusted_mean yields a spatially-averaged value. For example, pollution level for a factory is not an absolute number but a per km 2 value, i.e. it has been adjusted for the area it covers. As an example, using the literal trend() and a condition "result < 0", the rule can now capture a relationship of decreasing income and increasing distance relative to a central mall: 
RULE LEARNING
Our MR-based spatial classification algorithm, UnMASC (Unified Multifeature Aggregation based Spatial Classifier), is based on the idea of the sequential covering algorithm [22] . The goal is to learn classification rules on entities with known classlabels (training entities), then use those rules to predict the label for new entities (testing entities). The learning and prediction is based on the entity's own feature values, (spatial) relationships to other entities and their feature values. The specific relationships materialized are given by the neighbourhood definition (such as buffer-zone or Voronoi neighbourhood) which is specified a priori. Spatial calculations are performed in the DBMS. We focus on the two-class classification problem.
In current algorithms, such as [22] , the search space is explored serially as each evaluation takes place one after the other (Section 4.1). With multi-processor machines available today, this method of evaluation is inefficient since it is unable to exploit the available processing power. Our algorithm (Section 4.2) is able to perform this search process in an optimized parallelized fashion. We describe this parallelization, and the optimizations done to further improve the benefits of parallelization (Section 4.3).
Preliminaries
The learning of rules is done by generating one rule at a time and refining them incrementally by adding literals until a termination condition applies (for example Minimum Support). Once a rule is finalised, the covered entities are removed from the training set, and a search for another rule starts. The rule-learning process ends when there are not enough entities in the training set for a rule.
When refining a rule, the rule is extended by at least one literal at a time. If the entity type t in the literal being added is already referenced in the rule, then a feature literal is added with a new condition on some feature(s) of t. If the entity type in the literal has not been referenced in the rule, then up to three literals are added: an Entity Literal referencing t, a Relationship Literal denoting the relationship of t to an entity type already in the rule, and possibly a Feature Literal with a condition on a feature of t.
Each new rule references the target entity type τ. When searching for the next best literal, each entity type t that shares a (spatial) relationship with τ is searched. The search finds the feature, aggregation, constant value and comparison operator that yields the highest FOILGain [16] , which is then added to the rule as a new literal. Note that depending on the neighbourhood definition, entities of type t could be neighbours to other entities of type t. For non-empty rules the search is more complicated since any entity type with a relationship to another entity type referenced by the rule must be evaluated. The more entity types referenced, the more relationships there are, and the larger the number of candidate literals that need to be evaluated.
The UnMASC Algorithm
When evaluating refinements of the current rule, the entity types that are considered include each entity type (neigEntity) that neighbours currently referenced entity types. RuleSet ← RuleSet ∪ {Rule} 21: return RuleSet Figure 10 : UnMASC RuleLearner
RuleLearner
Initially, the rule-learning starts with an empty rule R, with the target-entity type τ given ( Figure 10 -line 5) . RuleLearner assembles the set neigEntitySet of neigEntity that require evaluation: if R is empty, then all entity types that have a neighbourhood relationship with τ are added into the set. Otherwise any entity type with a neighbourhood relationship with any referenced entity type in R is added to the set (lines 8-10).
Once neigEntitySet is complete, RuleLearner will start to evaluate each. It does so by calling LiteralEvaluator, which, given the current rule and target entity IDs that satisfy the rule thus far, finds and returns the best literal (lines [11] [12] [13] [14] [15] . A queuing system allows the number of simultaneous threads of LiteralEvaluator to be limited by the number of CPUs present. As a LiteralEvaluator completes a task, a new neigEntity is assigned to it.
During the literal search, once all neighbouring entity types are evaluated, the one that produces the highest FOILGain is selected and, if the resulting rule satisfies the minimum support criteria, is added to the rule (lines [16] [17] [18] . If none of the refinements of a rule achieves the minimum support, then the current rule is complete. The entities in the training dataset which satisfy the rule are removed, and a new rule is started (lines 19-20).
LiteralEvaluator
LiteralEvaluator (Figure 11 ) returns the best literal and FOILGain, given a neigEntity and training entities not covered by any previous rule. First LiteralEvaluator retrieves the required dataset for analysis (lines 2-3), looking at each feature of neigEntity, and applying all appropriate aggregation functions (lines 4-7). For each aggregated feature, a second feature is selected and multi-feature aggregation is performed (lines 8-11).
If neigEntity is a spatial entity, then the spatial features are extracted and spatial aggregation is performed (lines [12] [13] [14] [15] [16] [17] . Each aggregation result is searched for the best comparison operator and value with the highest FOILGain. The aggregation, feature and threshold with the highest FOILGain are returned (line 21).
Parallel Literal Search
RuleLearner creates multiple LiteralEvaluator threads simultaneously, each responsible for analyzing a different neighbourhood relationship. The number of simultaneous evaluations varies but is limited by the number of CPUs, so each runs on a dedicated CPU. If the number of possible neighbourhood relationships exceeds the available CPUs, then they are placed into a queue and are evaluated when a CPU becomes available. This setup is illustrated in Figure 12 .
The different LiteralEvaluator threads all share the same main memory, although each thread has its own independent portion since each works with a different subset of the data. For each thread, the relevant entity-types, entities and features are retrieved from the database and loaded into main memory. Once a thread is finished with its own task, the memory is released, the result of the thread stored with the other results, and the required dataset for the next queued task is retrieved ( Figure 12 -Time 2) . The dataset required for each thread is computed by a join of some database tables and the time required for the retrieval is negligible since no aggregations are performed during retrieval.
There are however considerable differences between the sizes of the datasets used by different threads. For example, using the tasks from Figure 12 Time 1, the cost for evaluating {Malls} is expected to be relatively small since there are only a few malls in a city and no aggregations are involved (since there's only a single entity-type). {Malls, Houses} however is expected to incur much higher cost since there are many houses in a city, and the evaluation requires that houses be aggregated over their neighbouring malls. {Malls, Roads} incurs a cost that is between the other two threads since the number of roads is likely to be smaller than the number of houses in a typical city.
Since the cost for each task varies, sometimes greatly, it is possible that a very costly task is executed last, in which case all but one threads are idle and the benefits of parallelization are invalidated. The risk of this depends only on the variability of the number of entities of each entity-type: the larger the variability, Algorithm 2 LiteralEvaluator(rule, neigEntity, entities) 1: FG′ = 0 2: determine relationships between entities covered by rule and entities in neigEntity 3: retrieve corresponding dataset from DB 4: for all currFeat1 of neigEntity 5: for each singleAgg from all single-feature aggregation functions (incl. existential) 6:
FG ← Calculate FOILGain for currFeat1 using singleAgg 7:
for all currFeat2 of neigEntity 9:
for each multiAgg from all multi-feature aggregation functions 10:
FG ← Calculate FOILGain for <currFeat1, currFeat2> using multiAgg 11:
if neigEntity is a spatial entity 13:
extract spatial features 14:
for each spatial feature spatFeat of neigEntity 15:
for each spatAgg from all spatial aggregation functions 16:
FG ← Calculate FOILGain for <currFeat1, spatFeat> using spatAgg 17:
candLit ← [neigEntity, currFeat1′, currFeat2′, Aggr′, FG′] 19: return candLit Figure 11 : UnMASC LiteralEvaluator (to denote best solution, an ′ is used) the larger the differences in task-sizes. If the cost for each task can be estimated well enough, the queue can be reprioritized to avoid this scenario. Since the size of the task is unknown a priori, we estimate this based on the number of entities of each type and the number of relationships between them. Then we rearrange the tasks in the queue such that the largest tasks get executed first.
Each search is made up of a permutation of n entity types which can be denoted as {t 1 Thus the total number of relationships between the target entitytype (t 1 ) and the entity-type being searched (t n ) can be estimated by
Multi-feature and spatial aggregation is then performed on the features (f) of the entity-type that is searched (t n ) by choosing two features to aggregate, which can be done in
ways. Thus the total cost of a specific task is estimated by UnMASC was evaluated using three neighbourhood definitions.
EXPERIMENTS
With the first alternative, the neighbours were pre-materialized using buffer zones of variable size, where the radius is given by:
This dataset contained 2.8 million spatial relationships between entities. The second dataset was pre-materialized using the Voronoi neighbourhoods proposed in this paper, with 3.8 million spatial relationships. In order to evaluate the importance of the neighbourhood, a third was created which contained only the target entity-type. Note that the third alternative only uses information on the target entity type and since no neighbouring entity types are evaluated, the search-space is much smaller. All three methods were tested and compared for their impact on precision, recall and accuracy. Measurements were taken for the rules learnt on the target class (burglarized).
Experiments were run using an implementation of the UnMASC algorithm running on an 8-CPU Windows server tied to a backend database with DB/2 v9.1 Spatial Extender. The operating system was allowed to set the CPU-affinity of each instance, which meant no two instances were running on the same CPU simultaneously. 5-fold cross-validation was performed. To evaluate the effectiveness of the parallelization of UnMASC, classification was performed in both parallel (6 threads) and serial (1 thread). Note that for the dataset with only the target entitytype, since there is only a single type, producing only a single task for each literal search, this dataset could not be evaluated in a parallel fashion. 
Burglaries of Commercial Properties
For our first experiment, the set of 2812 commercial properties were selected as the target entities. Commercial properties where burglaries have occurred were chosen as the target-label, with 33% of the properties falling under this label within the 5-year period considered. The Voronoi neighbourhood definition had higher precision while having lower recall. Accuracy was higher. The parallel version of UnMASC outperformed the serial version by a factor of about 5.4 ( Figure 13 ). Rules built only on the target entity-type, without any neighbouring entities, performed barely better than the trivial classifier. This clearly illustrates the significance the neighbourhood plays in spatial classification.
It is interesting to note that there was a significant difference between buffer zones and Voronoi neighbourhoods in the number of neighbours each commercial property has. On average, for each commercial property, the number of neighbouring commercial properties using buffer zones was 20 times that of Voronoi neighbourhoods, while the number of neighbouring noncommercial properties was only 0.4 times. This clearly indicates that buffer zone rules were built more on neighbouring commercial properties and less on non-commercial properties, than the rules built on Voronoi neighbourhoods. Due to the use of zoning for city planning in Canada, commercial properties (as well as other property types) tend to be clustered, which the buffer zone is unable to bypass and hence precision of the resulting rules suffers. This was also the reason for the large difference in run-times: when performing the aggregations, the buffer zone had to aggregate much fewer values than the Voronoi approach, resulting in a reduction in runtime (and precision). Note that this difference in runtime was not seen in the next set of experiments.
Burglaries of Industrial Properties
As a second classification task, 453 industrial properties were selected for rule learning with the 16% of properties which were burglarized selected as the target. Precision and recall for Voronoi neighbourhoods were 57% and 69.4% respectively, beating the buffer zone by 4% and the trivial classifier by 3%. Both neighbourhood approaches had comparable runtimes, in both parallel and serial mode, with the parallel version of UnMASC outperforming the serial version by, on average, a factor of 5.1 ( Figure 13 ). Rules built only on the target entity-type performed somewhat better than the trivial classifier but significantly worse than rules built with neighbouring entity-types.
Burglaries of High Rise Properties
As a third classification task, 1036 high-rise properties were selected for learning rules with the 44.3% of properties which were burglarized selected as the target. Precision and recall for Voronoi neighbourhoods were 85.2% and 87.8% respectively, beating the buffer zone by a small margin, and the trivial classifier's accuracy (55.7%) by 32%. Both neighbourhood approaches had comparable runtimes, with the parallel version of UnMASC outperforming the serial version by, on average, a factor of 5.21 ( Figure 13 ). Similar to the previous experiments, including neighbouring entity-types provided a significant increase in precision and accuracy, demonstrating again the importance of the role of neighbourhood.
Rule Analysis
R 7 ( Figure 14) illustrates a sample rule that was found. It denotes that a commercial property (L1) is likely to be burglarized if the median building-value of neighbouring industrial properties is worth less than $445,000 (L2) and has neighbouring parks with areas less than 14,400m 2 (L4). The commercial property also has neighbouring industrial properties with a spatial trend where duplexes are cheaper the further east they are, and more expensive the further west they are. This could indicate that the commercial property is in a relatively inexpensive industrial neighbourhood, acting as an attractor to crime, while neighbour to parks which could be a source of people inclined to commit crimes.
Another interesting sample rule involving high-rises, R 8 ( Figure  14) , was discovered. It states that a high-rise is likely to be burglarized if it is worth more than $2.2 million (L1), the average distance to a commercial property is less than 302 m (L2) and, for neighbouring commercial properties (L3), neighbouring parks tend to be small (L4), and duplexes tend to be worth at least $351,500. This rule seems to indicate that expensive high-rises near high-traffic areas are going to see more burglaries as opposed to ones in areas without traffic.
CONCLUSION
In this paper a multi-relational approach to spatial classification was presented and novel challenges identified. A Voronoidiagram based neighbourhood definition was proposed to make explicit the spatial relationships. In order to handle spatial features and aggregations in First Order Logic, a formal set of additions to the framework was introduced. A scalable implementation was presented, capable of evaluating multiple literal candidates simultaneously, thus significantly decreasing the For future work, we plan to optimize the parallelization by looking for ways to break each job into smaller pieces, perhaps where the literal is not searched for in an entity-type, but only a feature of an entity-type. Secondly, it would be interesting to incorporate the temporal aspects into rule-learning to detect, for example, temporal trends and how changes over time in neighbourhood composition can lead to better predictions. 
