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La resistencia de las bacterias a los antibióticos ha generado una preocupación creciente 
en nuestra sociedad. En la actualidad, se estima que en el mundo se presentan alrededor 
de 30 millones de casos de sepsis al año, de las cuales cerca de 5 millones terminan en 
muertes como resultado de infecciones que resisten los tratamientos con antibióticos 
tradicionales. Este panorama ha llevado a la búsqueda de nuevos antibióticos que permitan 
combatir las bacterias resistentes. 
 
Los péptidos antimicrobianos (o AMPs, de su sigla en inglés Antimicrobial Peptides) han 
tomado importancia en el desarrollo de nuevos antibióticos por su rol como agente 
inhibidor, no solo de bacterias sino también de virus, hongos y parásitos, entre otros. Los 
AMPs son parte esencial de todos los organismos vivos y configuran la primera línea de 
defensa contra bacterias, microbios y parásitos. Desde el descubrimiento de los AMPs, 
miles han sido reportados en la literatura, sin embargo, muchos de ellos no son adecuados 
para aplicaciones terapéuticas debido a sus largas secuencias de aminoácidos, baja 
potencia antimicrobiana y altos costos de producción. 
 
Con la finalidad de generar péptidos más potentes y de forma más económica, diversas 
aproximaciones han sido desarrolladas. Entre ellas, virtual screening se caracteriza por 
emplear métodos computacionales que ayudan a disminuir los costos y el tiempo de 
producción de AMPs. Con base en lo anterior, en este trabajo de maestría se propone una 
metodología para la generación de péptidos sintéticos antimicrobianos usando como 
referente virtual screening. La metodología propuesta involucra la evaluación de diferentes 
arquitecturas de aprendizaje profundo, las cuales son usadas para generar AMPs sintéticos. 
Los resultados muestran que las técnicas de aprendizaje profundo pueden aprender la 
estructura de un AMP y a partir de esta crear nuevos péptidos sintéticos con capacidad 
antimicrobiana. 
 
Palabras clave: Resistencia antimicrobiana, péptidos antimicrobianos, virtual screening, 
aprendizaje profundo.  
 




The resistance of bacteria to antibiotics has generated a growing concern worldwide. 
Currently, it is estimated 30 million cases of sepsis occur annually in the world, of which 
about 5 million ends in deaths because of infections that resist traditional antibiotic 
treatments. This scenario has led to the search for new antibiotics that can fight resistant 
bacteria. 
 
The antimicrobial peptides (AMPs) have taken importance in the development of new 
antibiotics because of their role as an inhibitor, not only of bacteria but also of viruses, 
fungi and parasites, among others. AMPs are an essential part of all living organisms and 
form the first line of defense against bacteria, microbes and parasites. Since the discovery 
of AMPs, thousands have been reported, however, many of them are not suitable for 
therapeutic applications due to their long amino acid sequences, low antimicrobial potency 
and high production costs. 
 
In order to generate more potent and economical peptides, various approaches have been 
used, of which virtual screening, which is characterized to use computational methods to 
reduce AMPs production costs and time. In this master's thesis is proposed a methodology 
to generate synthetic antimicrobial peptides using virtual screening as reference. The 
proposed methodology involves the evaluation of different deep learning architectures, 
which are used to generate synthetic AMPs. The results show that deep learning 
techniques can learn the structure of an AMPs and from this create new synthetic peptides 
with antimicrobial capacity. 
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1. Planteamiento del Problema 
Desde el descubrimiento de la penicilina realizado por Alexander Fleming en 1928 esta se 
ha utilizado para el tratamiento de enfermedades letales sin embargo desde el inicio de su 
uso la resistencia de bacterias a este antibiótico ha sido observada ya que al someterlas a 
concentraciones no suficientes para matarlas las hace resistentes.   
 
Actualmente la resistencia de las bacterias, virus, hongos y parásitos a los medicamentos 
ha generado una preocupación creciente al rededor del mundo. En la actualidad, se estima 
la presencia de cerca de 30 millones de casos de sepsis al año a nivel global, de los cuales 
cerca de 5 millones terminan en muertes como resultado de infecciones que resisten los 
tratamientos médicos con los antibióticos tradicionales (Fleischmann et al., 2016). Se 
espera que para el 2050 se generen 10 millones de muertes anuales debido a la resistencia 
de los microorganismos a los antibióticos (Torres, Sothiselvam, Lu, & de la Fuente-Nunez, 
2019). Este panorama ha llevado a la búsqueda de nuevos antibióticos alternativos a los 
existentes que permitan combatir las bacterias resistentes.  
 
Un ejemplo específico es la resistencia que ha desarrollado la bacteria Klebsiella 
Pneumoniae. Esta bacteria es una especie que desempeña un papel importante como 
agente causante de sepsis y enfermedades contagiosas como la neumonía, infecciones del 
torrente sanguíneo y del tracto urinario; especialmente, en pacientes en unidades de 
cuidados intensivos, pacientes con diabetes mellitus y neonatos, entre otros (WHO, 2018). 
K. pneumoniae es tratada con antibióticos carbapenémicos, los cuales son el grupo más 
usado entre los antibióticos disponibles. No obstante, la resistencia desarrollada a este tipo 
de antibióticos ha llevado a que los tratamientos fracasen en casi la mitad de los pacientes 
(WHO, 2018).  
 
A pesar que es clara la necesidad de investigar y desarrollar nuevas moléculas 
antimicrobianas, existe un desinterés por parte de las compañías farmacéuticas para 
hacerlo (Fair & Tor, 2014). Esto se debe, principalmente, al escaso retorno de la inversión 
que representa el desarrollo de nuevos antibióticos, en comparación con los 
medicamentos utilizados para el tratamiento de enfermedades crónicas como la diabetes, 
hipertensión o enfermedades psiquiátricas (WHO, 2018). Como consecuencia, la 





han disparado las alertas e intensificado los esfuerzos en la búsqueda de nuevos 
antibióticos que permitan combatir ésta y otras familias de bacterias resistentes a los 
antibióticos tradicionales. 
 
Gracias a esto, los péptidos antimicrobianos (o AMPs, de su sigla en inglés Antimicrobial 
Peptides) han tomado importancia en el desarrollo de nuevos antibióticos por su rol como 
agente inhibidor, no solo de bacterias sino también de virus, hongos y parásitos, entre 
otros  (Porto et al., 2017; Yoshida et al., 2018). Los AMPs son parte esencial de todos los 
organismos vivos y configuran la primera línea de defensa contra bacterias, microbios y 
parásitos. Este tipo de péptidos causan la muerte de las bacterias y los microbios, bien sea 
interfiriendo las funcionalidades de la membrana celular o interrumpiendo sus funciones 
intracelulares (Brogden, 2005; Yeaman & Yount, 2003).  
 
En términos generales, los AMPs se caracterizan por estar compuestos por menos de 50 
aminoácidos, tener una carga catiónica positiva con rangos entre +1 y +9, y son capaces de 
adoptar estructuras anfipáticas, es decir, estructuras con una región hidrofílica que es 
soluble en agua y otra que es hidrófobica, la cual rechaza el agua (Gutiérrez & Orduz, 2003). 
A pesar de presentar una gran variabilidad estructural, los AMPs se pueden agrupar en 
cuatro categorías las cuales se conocen como hélice, hojas beta, de estructura extendida 
lineal y mezclas entre ellas (Lee et al., 2017; Mojsoska & Jenssen, 2015). 
 
La identificación manual de AMPs implica analizar cadenas de péptidos de diferentes 
tamaños que pueden ser extraídas de una proteína sintetizada por un organismo vivo. En 
este análisis, se examinan las propiedades fisicoquímicas de los péptidos a fin de 
seleccionar un grupo de candidatos. Los péptidos seleccionados se sintetizan con el fin de 
determinar las concentraciones inhibitorias mínimas (MIC) contra ciertas bacterias y así 
establecer su capacidad antimicrobiana. Esto permite, posteriormente, determinar la 
viabilidad de los péptidos para el desarrollo de nuevos antibióticos. 
 
Desde el descubrimiento de la Marganina (Zasloff, 1987) miles de péptidos 
antimicrobianos naturales y sintéticos han sido reportados, pero muchos de ellos no son 
adecuados para aplicaciones terapéuticas debido a sus longitudes extensas (> 30 
aminoácidos), baja potencia antimicrobiana y altos costos de producción debido a la baja 
proporciones de péptidos que cumplen con todos los procesos rigurosos para el desarrollo 
de un medicamento antibióticos.  
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Según Walsh & Wencewicz (2014) el descubrimiento y desarrollo de nuevos medicamentos 
antibióticos se puede dividir en 5 grandes fases (Figura 1) y las denominan como: 
descubrimiento de antibióticos, optimización de los antibióticos, desarrollo preclínico, 
desarrollo clínico, mercadeo y ventas. Los autores sostienen que los costos de producción 
totales oscilan desde los 100 millones de dólares y pueden llegar hasta 1.3 billones de 




Figura 1. Fases y tiempos para el descubrimiento y desarrollo de nuevos medicamentos. 
 
Para el descubrimiento de nuevos antibióticos y buscar soluciones a la resistencia 
antimicrobiana, en la literatura se han propuesto diferentes aproximaciones que llevan a 
la obtención de péptidos sintéticos antimicrobianos. De acuerdo con Fjell et. al (2012), 
existen tres corrientes de investigación que agrupan los trabajos en este campo: el análisis 
manual de los péptidos para la creación de plantillas, la modelación biofísica y el uso de 
algoritmos de inteligencia artificial, que es una corriente que en inglés se denomina virtual 
screening. En esta última existen dos ramas de estudio que son la generación sintética de 
AMPs y la predicción de la actividad antimicrobiana, más conocida como modelos QSAR de 
sus siglas en inglés Quantitative Structure Activity Relationship (Lee et al., 2017).  
 
En general, el análisis de la actividad de los péptidos para el diseño de plantillas busca 
identificar, de manera manual, aquellos péptidos que tienen el mayor grado de actividad 
antimicrobiana (Fjell et al., 2012). Los péptidos usados en el análisis se obtienen de 
secuencias de aminoácidos en las que se van modificando, sistemáticamente, cada uno de 
los aminoácidos a fin de observar el comportamiento que dicho cambio produce.  
 
Esto ayuda a identificar el orden y la posición de los aminoácidos importantes en el péptido 
a fin de generar plantillas con estructuras similares que permitan crear AMPs (Loose et al., 
2006). A pesar de los resultados prometedores de esta corriente de investigación, su 





actividad de los péptidos no se consideran las interacciones entre los aminoácidos que 
influyen en la conformación tridimensional global del péptido (Wrede & Schneider, 1994). 
 
Por otro lado, las investigaciones basadas en la modelación biofísica pretenden 
comprender la actividad de los AMPs y diseñar variantes mejoradas, bien sea mediante la 
examinación de un péptido en ambientes hidrofóbicos o usando modelación a nivel 
atómico (Fjell et al., 2012). Una dificultad en este tipo de investigaciones es la complejidad 
adherente de la cantidad de variaciones y componentes que interactúan entre sí y lleva a 
la necesidad de simplificaciones impuestas por restricciones para realizar la modelación. 
De esta forma, las predicciones que provienen de tales modelos no pueden ser 
automáticamente transferidas a la configuración en vivo, lo que conlleva a un aumento en 
el número de pruebas en laboratorio que se deben realizar, generando sobrecostos al 
proceso (Fjell et al., 2012). 
 
Por último, las investigaciones basadas en virtual screening, utilizan propiedades como la 
carga, la hidrofobicidad, el momento hidrofóbico, el punto isoeléctrico, la estructura 
primaria y otras características fisicoquímicas de los péptidos, en conjunto con diversos 
algoritmos de aprendizaje de máquina o algoritmos evolutivos para relacionar esas 
propiedades con la actividad antimicrobiana de los péptidos (Fjell, Jenssen, Cheung, 
Hancock, & Cherkasov, 2011). Adicionalmente, han empezado a surgir trabajos en los que 
se usan las redes neuronales de aprendizaje profundo, no para clasificar un péptido como 
antimicrobiano o no, sino para generar péptidos sintéticos antimicrobianos (Müller et al., 
2018) y anticancerígenos (Grisoni et al., 2018). 
 
Entre las tres aproximaciones, virtual screening toma importancia dado que optimiza el 
proceso de búsqueda de un AMP haciendo de esta aproximación la más viable en términos 
económicos y de tiempo. Lo anterior porque se disminuye el número de secuencias a 
sintetizar y el número de pruebas de laboratorio que se requieren, comparada con las otras 
dos aproximaciones (Fjell et al., 2011). 
 
Con base en lo anterior y con la premisa de mejorar la generación de péptidos 
antimicrobianos haciendo uso de aprendizaje profundo en este trabajo de maestría se 
propone una metodología para la generación de péptidos sintéticos antimicrobianos 
usando como referente la aproximación denominada virtual screening. Esta metodología 
explora diferentes tipos de arquitecturas de aprendizaje profundo con la finalidad de 
generar AMPs de forma precisa. Además, toma como marco de referencia los desarrollos 
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en el campo de generación de lenguaje natural para aplicarlos en el contexto de generación 
de péptidos sintéticos.  
 
A parte de los péptidos generados mediante las redes neuronales profundas se generan 
péptidos con una plantilla con estructura de forma de hélice. Para fines de validación y 
contraste de resultados, los péptidos generados con la finalidad de calcular la proporción 
de generación de AMPs se les clasifican mediante un clasificador de condición 
antimicrobiana. Adicionalmente, se realiza un segundo filtro el cual contempla los rangos 
de las propiedades fisicoquímicas que maximizan la interacción de un péptido con la 
membrana celular y su disrupción. 
 
1.1 Objetivo General 
Desarrollar una metodología que, a partir del uso de aprendizaje profundo y algoritmos de 
clasificación, permita la generación de péptidos sintéticos antimicrobianos. 
1.2 Objetivos Específicos 
1. Construir una base de datos de péptidos antimicrobianos la cual será utilizada para el 
entrenamiento de los algoritmos de generación de AMPs. 
2. Caracterizar al menos 3 arquitecturas de redes neuronales de aprendizaje profundo 
que permitan modelar la estructura de composición de un péptido.  
3. Usando la caracterización del objetivo 2, establecer los pasos que permitan la 
generación de péptidos sintéticos antimicrobianos a partir de un conjunto de péptidos 
dados. 
4. Establecer la estrategia de validación y validar los modelos de aprendizaje profundo 
en términos de número de AMPs generados. 
 
1.3 Alcances 
En el trabajo presentado se propone una metodología para la generación de péptidos 
antimicrobianos sintéticos haciendo uso de modelos de aprendizaje profundo. La 
metodología propuesta consta de 4 fases las cuales tienen como finalidad la generación de 





de AMPs, selección de modelos de aprendizaje profundo, entrenamiento de los modelos 
de aprendizaje y generación de péptidos sintéticos e identificación de AMPs. 
 
Una vez propuesta y desarrollada la metodología, con la finalidad de cuantificar las 
ventajas de utilizar algoritmos de aprendizaje profundo para la generación de AMPs se 
contrastan los rendimientos de estos modelos con los de un método manual de creación 
de plantillas de forma hélice.  
 
El trabajo presentado no realiza síntesis en laboratorio para determinar la propiedad 
antimicrobiana de las secuencias generadas, sin embargo, se usa un modelo de 
clasificación para asignar la probabilidad de la capacidad antimicrobiana para cada péptido 
generado. Las secuencias con más altas probabilidades son consideradas AMPs y se 
seleccionan unas de ellas con la finalidad de analizar las estructuras de hélice conformadas 
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2. Marco Conceptual y Estado del Arte 
2.1 Péptidos 
Los péptidos son moléculas biológicas naturales que se encuentran en todos los 
organismos vivos y juegan un papel clave en todo tipo de actividad biológica, al igual que 
las proteínas. 
 
Hay 20 aminoácidos naturales y, como las letras de una palabra, se pueden combinar para 
generar una inmensa variedad de moléculas diferentes. Cuando una molécula tiene entre 
2 y 50 aminoácidos se llama péptido, mientras que a las moléculas más largas se les 
denomina proteínas (Wieland, 1995). 
 
La función que desempeña un péptido depende de los aminoácidos que lo componen. La 
distribución de estos determina el tipo de estructura y define las propiedades 
fisicoquímicas del péptido. Estás a su vez permiten o no al péptido interactuar con la 
membrana celular, bien sea como transmisor, enzima, hormona o antibiótico (Wieland, 
1995). 
 
2.2 Péptidos Antimicrobianos (AMPs) 
Los péptidos antimicrobianos, o AMPs, son un grupo específico de péptidos producidos por 
casi todos los organismos vivos, desde las procariotas a las eucariotas, como mamíferos, 
anfibios, insectos y plantas (Gutiérrez & Orduz, 2003). El espectro de actividad de los AMPs 
es amplio y abarca antivirales, antifúngicos, antitumorales y antibacterianos. 
 
Los AMPs son una familia de sustancias polifacéticas que contemplan complejos 
mecanismos de acción relacionados con la interacción con la membrana celular de un 
patógeno, desestabilizándola o penetrándola a fin de afectar blancos internos, como la 
replicación del ADN, la síntesis de proteínas o interactuando con el huésped, regulando el 
proceso inflamatorio y de cicatrización (Téllez & Castaño, 2010). 
 
El mecanismo de acción de un AMP está relacionado con su carácter catiónico y antipático. 
Esto facilita su interacción e inserción en las paredes celulares aniónicas y membranas de 





membrana celular (Gutiérrez & Orduz, 2003). En general , un péptido puede adoptar una 
de cuatro estructuras: hélice, hojas beta, extendida lineal o una mezcla entre ellas (Lee et 




Figura 2. Estructuras de un péptido: (A) hélice, (B) hojas beta, (C) extendida lineal y (D) 
mezcla entre ellas. Imagen tomada de (Mojsoska & Jenssen, 2015). 
 
Los péptidos con estructura hélice son los más conocidos y estudiados por su potencial 
antimicrobiano (Gutiérrez & Orduz, 2003).  La importancia de la conformación helicoidal 
en un péptido ha sido comprobada mediante la incorporación de D-aminoácidos, lo que 
conlleva a una disminución drástica de la actividad antimicrobiana (Chen et al., 1988). Sin 
embargo, en la pardaxina (un péptido antimicrobiano) la incorporación de D-aminoácidos 
lo convierten en una estructura beta que retiene la actividad antimicrobiana, esto indica 
que a pesar de que la hélice anfipática es importante, no siempre es un requisito para la 
actividad antimicrobiana (Oren et al., 1999).  
 
Si bien los péptidos antimicrobianos se caracterizan por su variedad estructural, hay ciertas 
propiedades fisicoquímicas que se han establecido como importantes para su 
identificación. Estas son: la carga, el porcentaje de hidrofobicidad, el momento hidrofóbico 
y el punto isoeléctrico. Cuando un péptido tiene unos valores específicos en estas 
propiedades se incrementa su capacidad antimicrobiana y por ende su probabilidad de 
entrar en contacto con la membrana celular. A continuación, se describen estas 
propiedades fisicoquímicas. 
2.2.1 Momento hidrofóbico  
El momento hidrofóbico (𝜇𝐻) es una medida cuantitativa de la anfipaticidad de un péptido 
y sirve como un indicativo de que éste puede formar una estructura de hélice-α anfipática. 
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Valores de µHr mayores al 50% se relacionan entonces con la potencia y el espectro de 
acción de los AMPs α-helicoidales, sin embargo, un momento hidrofóbico alto puede tener 
un efecto pronunciado en la actividad hemolítica del péptido (Dathe & Wieprecht, 1999). 
2.2.2 Punto isoeléctrico  
El punto isoeléctrico es el pH en el que la carga neta del péptido se hace cero. La mayoría 
de los AMPs poseen un punto isoeléctrico mayor a 9, lo que garantiza su carácter catiónico 
en condiciones de pH normales (Osorio, Rondón-Villarreal, & Torres, 2015). 
2.2.3 Carga 
La carga es una de las características fisicoquímicas más importantes de los péptidos 
antimicrobianos. La mayoría de los AMPs tienen una carga neta positiva entre +1 y +5 
(Téllez, 2010; Wang et al., 2016). Esta propiedad está asociada a la presencia de residuos 
de arginina y lisina, las cuales juegan un papel importante en las interacciones eléctricas 
entre los péptidos y las membranas bacterianas (Dathe, 2001). 
2.2.4 Porcentaje de aminoácidos hidrofóbicos  
En general, los AMPs son anfipáticos debido a que poseen un lado hidrofílico catiónico que 
permite un primer acercamiento a la superficie de la membrana celular de las bacterias y 
un lado hidrofóbico capaz de interactuar con lípidos al interior de la bicapa lipídica de las 
mismas (Mahalka, 2009). El porcentaje de aminoácidos hidrofóbicos es un parámetro clave 
para la actividad antimicrobiana de los péptidos. El aumento de la hidrofobicidad del 
péptido favorece su inserción en la membrana, pero un valor muy alto aumenta la 
citotoxicidad en las células de los mamíferos y disminuye su solubilidad (Yeaman, 2013). 
Los valores para esta propiedad, entre los AMPs, oscilan entre el 40% y 60%.  
2.3 Virtual Screening 
A diferencia de las investigaciones que relacionan el análisis de la actividad de los péptidos 
para la creación de plantillas y la modelación biofísica, virtual screening utiliza algoritmos 
computacionales para relacionar las propiedades fisicoquímicas de los péptidos con su 
actividad antimicrobiana. Esto reduce los procesos operativos y los costos para la 







Virtual screening se ha utilizado tanto para la generación de AMPs, como para la predicción 
de la actividad antimicrobiana de un péptido. Las aproximaciones que hacen uso de virtual 
screening han surgido desde la década de los noventa tal cual como lo muestra el trabajo 
de Schneider, Schuchhardt, & Wrede (1995) quienes utilizaron redes neuronales como la 
función de aptitud de un algoritmo evolutivo para generar cadenas sintéticas de AMPs. 
Otros trabajos en esta línea son los desarrollados por Loose et al. (2006) y Fjell et al. (2009, 
2011). Entre estos, el último propone el uso de una red neuronal para la clasificación de la 
actividad antimicrobiana que logra una precisión del 94%. Para entrenar el modelo, los 
autores usaron los descriptores fisicoquímicos de 1400 péptidos. Fjell et al. también 
contemplaron en su trabajo la generación de secuencias de péptidos usando un algoritmo 
genético (GA). 
 
Otros trabajos en los que se han propuesto modelos para predecir si un péptido posee 
actividad antimicrobiana son (Lata et al., 2010; Xiao et al., 2013; Waghu et al., 2016; Bhadra 
et al. 2018; Veltri et al. 2018 y Chung et al., 2019). Entre estos se destaca el trabajo de Xiao 
et al. (2013) quienes propusieron un clasificador para categorizar los péptidos en una de 
diez clases: antibacterianos, anticancerígenos o antitumorales, antifúngicos, antiVIH, 
antivirales, antiparasitarios, anti protista, AMP con actividad quimio táctica, insecticidas y 
espermicidas. Otro trabajo destacado es el realizado por Veltri et al. (2018) en el que se 
usan modelos de aprendizaje profundo (redes neuronales convolucionales y recurrentes) 
para clasificar la actividad antimicrobiana de un péptido. Los autores indican que se usaron 
1778 AMPs y 1778 no-AMPs para entrenar el modelo, el cual obtuvo una precisión del 91% 
en la clasificación.  Adicionalmente, los autores compararon los resultados de su modelo y 
muestran como su propuesta mejora los resultados obtenidos respecto a Lata et al. (2010),  
Xiao et al. (2013) y Waghu et al. (2016). 
 
Entre  los aportes locales, Rondón-Villarreal, Sierra, & Torres (2014) muestran cómo al 
utilizar el kernel espectro-p el cual considera el orden de los aminoácidos de un péptido 
para la creación de características usadas por una de máquinas de soporte vectorial ayuda 
a la clasificación antimicrobiana de un péptido. Por otro lado, en el grupo de investigación 
de Biología Funcional de la Universidad Nacional de Colombia, Sede Medellín, se diseñó 
PepMultiFinder 1.0, una herramienta capaz de analizar proteomas completos y buscar 
segmentos peptídicos que cumplen con ciertas características fisicoquímicas especificadas 
por el usuario. Dicha herramienta se desarrolló siguiendo los lineamientos de dos paquetes 
de software, Protein-Check 1.0 y Peptide ID 1.0.  
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En el contexto de generación de péptidos sintéticos, entre las aproximaciones más 
recientes están los trabajos de Müller et al. (2018) y Yoshida et al. (2018). Este último utilizó 
un enfoque de virtual screening que combina un algoritmo genético, un algoritmo de 
aprendizaje automático y la evaluación in vitro de los péptidos para mejorar la actividad 
antimicrobiana contra Escherichia coli. Por otra parte, en el trabajo de Müller et al. (2018) 
se generaron secuencias sintéticas de AMPs soportándose en técnicas de procesamiento 
de lenguaje natural. Para ello, los autores propusieron el uso de una red neuronal 
recurrente (RNN por sus siglas en inglés Recurrent Neural Network) con celdas LSTM y una 
arquitectura LSTM-Decoder, la cual se entrenó con AMPs de estructura hélice. Este 
enfoque de generación de péptidos sintéticos difiere conceptualmente de las estrategias 
de diseño de péptidos basados en algoritmos evolutivos en los que se usan estrategias de 
combinación y permutación de aminoácidos para la creación de nuevas secuencias de 
péptidos. Se debe de tener en consideración el alto costo computacional que los algoritmos 
evolutivos requieren ya que para la construcción de un péptido con longitud 𝐿, hay  𝐿20 
posibles configuraciones de aminoácidos, recayendo el peso de la selección de nuevas 
cadenas de péptidos con posible actividad antimicrobiana en el mecanismo de evolución. 
 
Dado que los modelos de RNN se soportan en la representación de secuencias internas de 
alta dimensión, permiten la generación de nuevos AMPs aprendiendo la estructura de las 
cadenas de péptidos suministradas para su entrenamiento. De acuerdo a Müller, este 
concepto está relacionado con el método de evolución molecular simulada (Müller et al., 
2018). Otro aporte en el campo de la generación sintética de APMs es el trabajo realizado 
por Grisoni et al. (2018), quienes además de emplear una arquitectura LSTM-Decoder para 
aprender la composición los AMPs, la usaron para enfocarse en el aprendizaje de las 
características de los péptidos anticancerígenos. Esto lo lograron mediante técnicas de fine 
tuning que usan modelos de aprendizaje profundo entrenados en contextos generales, en 
este caso AMPs, para luego adaptarlos a un contexto específico como lo son los péptidos 
anticancerígenos. 
 
A modo de resumen, la Tabla 1 muestra el evolutivo de trabajos representativos referentes 
a la generación sintética y clasificación de AMPs y ayuda a determinar la relevancia de la 










Tabla 1. Evolutivo de trabajos representativos referentes a la generación sintética y 







1995 Red neuronal  
Algoritmo 
evolutivo 
Los péptidos son 
generados de novo como 
un proceso evolutivo de 
simulación maximizando 











Nuevos AMPs son 
generados basados en 
reglas gramaticales 
extraídas de AMPs 
naturales. 
Loose et al. 
(2006) 
2009 Red neuronal    
Creación de clasificador 
hacienda uso de métricas 
QSAR y machine learning. 
Fjell et al. 
(2009) 
2010 Red neuronal  
Creación de AntiBP2, un 
algoritmo basado en redes 
neuronales para clasificar 
la actividad 
antimicrobiana de un 
péptido. 
Lata et al. 
(2010) 
2011 Red neuronal  
Algoritmo 
genérico 
Se diseñan péptidos 
utilizando un algoritmo 
genético. 
Fjell et al. 
(2011) 
2013 Fuzzy k means   
Clasificador multi-etiqueta 
basado en las propiedades 
fisicoquímicas de un AMP. 
El sistema desarrollado 
clasifica los AMPs en diez 
categorías. 







Uso del kernel espectro-p 






















Creación de CAMP-R3, una  
algoritmo que permite 
clasificar la actividad 
antimicrobiana de un 
péptido haciendo uso de 
redes neuronales, 
máquinas de soporte 
vectorial y random forest. 







Mejorar la actividad 
antimicrobiana de los 
péptidos contra 
Escherichia coli. 
Yoshida et al. 
(2018) 
2018 Random forest  
Creación de un algoritmo 
basado en random forest 
para clasificar la actividad 
antimicrobiana de un 
péptido. 







Redes convoluciones y 
recurrentes para la 
clasificación de propiedad 
antimicrobiana. 






Se basan en la 
representación de 
secuencias internas de alta 
dimensión, permite la 
generación de nuevos 
AMPs tomando 
características aprendidas 
por las bases 
suministradas. 






Uso de fine tuning para 
focalizar el conocimiento 
de un modelo 
previamente entrenado. 








Uso de modelos de 
machine learning para la 
predicción de múltiples 
categorías. 
Chung et al. 
(2019) 
 
En el desarrollo de este trabajo de investigación se tomó como base la aproximación virtual 
screening. Esto debido a que mitiga el problema de los altos costos y el tiempo que implica 





laboratorio, aspectos que las otras dos aproximaciones de investigación requieren. 
Específicamente, el problema de generación de péptidos se aborda de manera similar a 
como se hace con el problema de generación de lenguaje natural usando redes neuronales 
recurrentes.  
 
Con base en lo anterior se consideraron tres arquitecturas de redes recurrentes: LSTM-
Decoder la cual fue utilizada en los trabajos de Müller et al. (2018) y Grisoni et al. (2018), 
una arquitectura autoencoder con celdas LSTM (LSTM-LSTM), la cual fue propuesta por 
Sutskever, Vinyals, & Le (2014) y tiene la capacidad de crear un contexto del texto 
procesado con el fin de mejorar la capacidad de memoria del modelo y, finalmente, una 
arquitectura con variación de autoencoders propuesta por Lipton, Vikram, & McAuley 
(2015), la cual se destaca por su capacidad de capturar patrones complejos en secuencias 
de texto.  
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3. Metodología para la Generación de Péptidos 
Sintéticos 
Con el objetivo de generar péptidos sintéticos, se propone una metodología que hace uso 
de técnicas de aprendizaje profundo y algoritmos de clasificación. La metodología 
propuesta está compuesta por cuatro fases que son: la consolidación y el 
preprocesamiento de AMPs, selección de los modelos de aprendizaje profundo a utilizar, 
el entrenamiento de dichos modelos y, por último, la generación de péptidos sintéticos y 
su clasificación. A continuación, se explica la importancia de cada una de estas fases. Como 




Figura 3. Metodología para la generación sintética de AMPs utilizando aprendizaje 
profundo y algoritmos de clasificación. 
3.1 Consolidación y preprocesamiento de las secuencias de AMPs 





que se debe realizar a fin de entrenar el generador el péptidos. Este paso es importante ya 
que permite establecer los AMPs con los cuales se trabajarán para luego consolidarlos y 
codificarlos de tal forma que sirvan como insumo para los modelos de aprendizaje 
profundo. Con base en lo anterior el Capítulo 4 explicará con mayor detalle las 
consideraciones tomadas en cuenta al momento de consolidar la base de datos de AMPs y 
su codificación para entrenar los modelos de aprendizaje profundo.  
3.2 Selección de modelos de aprendizaje profundo 
Los trabajos examinados en el estado del arte han incorporado técnicas de algoritmos 
bioinspirados y aprendizaje profundo con la finalidad de generar nuevos AMPs. Cuando se 
desarrolla un sistema de inteligencia artificial que hace uso de modelos de aprendizaje 
profundo es importante definir los tipos de arquitectura que se van a considerar. Con base 
en lo anterior en el Capítulo 5 se definen los conceptos clave sobre redes neuronales 
profundas y se describen los tipos de arquitectura utilizados dentro de la metodología 
propuesta para la generación de AMPs sintéticos. 
3.3 Entrenamiento de los modelos de aprendizaje profundo  
Para entrenar los modelos de aprendizaje profundo es necesario seleccionar y configurar 
aspectos como la función de pérdida, el tamaño del lote de ejecución, el algoritmo de 
optimización y las métricas de rendimiento del proceso de entrenamiento. Estos 
elementos influyen en la capacidad predictiva de los modelos. En el Capítulo 6 se describen 
la función de costo y las métricas de rendimiento utilizadas, al igual que los criterios que 
se deben tener presentes para definir el tamaño del lote de ejecución y el algoritmo de 
optimización a utilizar.  
3.4 Generación de péptidos sintéticos e identificación de AMPs 
Una vez se han entrenado los modelos de aprendizaje profundo, estos pueden ser 
utilizados para generar péptidos sintéticos. En nuestro caso, dicha generación considera 
péptidos que sean económicamente viables de sintetizar y producir. Por esta razón se 
generan péptidos con secuencias cortas de entre 12 y 20 aminoácidos. Posterior al proceso 
de generación se usa un algoritmo de clasificación para filtrar los péptidos con actividad 
antimicrobiana. En el Capítulo 7, se muestran los criterios usados para seleccionar el 
algoritmo de clasificación y se describe como cuantificar la capacidad de generación de los 
modelos de aprendizaje profundo entrenados. Adicionalmente, se usa el método basado 
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en plantillas con estructura de forma hélice para cuantificar las bondades de los resultados 





4. Consolidación y preprocesamiento de secuencias 
de AMPs 
Las bases de datos permiten la centralización de la información, generación de consultas 
de forma estandarizada, entrenamiento de modelos de machine learning y aprendizaje 
profundo.  
 
Para este trabajo se conforma una base de datos de AMPs tomando como insumo las 
siguientes fuentes públicas descritas a continuación y listadas en la Tabla 2. El proceso se 
realiza haciendo uso del lenguaje de programación Python versión 3.7. 
 
 ADAM es una base de datos consolidada por Lee et al. (2015) en donde el trabajo 
se titula el autor consolida 7007 AMPs de diferentes tipos de organismos.  
 ADP3  es una base de datos consolidada por Wang, Li, & Wang (2016) con 2619 
secuencias de AMPs. En este trabajo el autor categoriza los 2619 AMPs 
consolidados como anti-bacteriales, anti-virales, anti-VIH, anti-fúngicos, anti-
parásitos y anti- cancerígenos. 
 MilkAMP es una base de datos consolidada por Théolier et al, (2014). Este trabajo 
se caracteriza por tener 371 secuencias derivadas de la leche, de las cuales se 
toman 23 fueran validadas como AMPs.  
 LAMP es una base de datos consolidada por Zhao et al, (2013). Este trabajo se 
caracteriza por tener con 5547 secuencias, donde 3904 de estas son AMPs 
naturales y 1643 AMPs sintéticos. 
 
Tabla 2. Bases de datos de AMPs utilizadas. 
Base de datos Referencia Cantidad péptidos Participación base 
de datos única  
ADAM Lee et al. (2015) 7007 52% 
LAMP Zhao et al. (2013) 5547 36% 
ADP3 Wang, Li, & Wang (2016) 2619 11% 
MilkAMP Théolier et al. (2014) 23 1% 
 
Una vez unificadas las fuentes, y realizados los filtros propuestos en la sección 4.1 dentro 
de las secuencias con el objetivo de seleccionar AMPs con estructura de forma hélice se 
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conforma una base de datos de 2668 secuencias únicas de AMPs.  
 
La estructura final luego de hacer una representación de los AMPs mediante la codificación 
one-hot encoding se compone de un arreglo con dimensiones de 2668x32x21, las cuales 
representan número de AMPs, longitud de los AMPs y numero de aminoácidos y caracteres 
especiales utilizados. Este tipo de estructura permite la manipulación de forma práctica al 
momento de realizar la estructuración matricial de los AMPs insumo para el entrenamiento 
de los modelos de aprendizaje profundo. 
 
4.1 Filtros realizados a la base de datos de AMPs 
Los AMPs se pueden agrupar en cuatro categorías: hélice, hojas beta, de estructura 
extendida lineal y mezcla de ellas. Los AMPs con estructura de hélice han recibido mayor 
atención por su potencial antimicrobiano ya revelan la presencia de altos momentos 
hidrofóbicos debido a la distribución de los aminoácidos polares y no polares (Gutiérrez & 
Orduz, 2003), lo que permite mejorar la probabilidad de contacto y adherencia con las 
membranas celulares. 
 
Con base en lo anterior se busca la conformación de una base de datos de AMPs con 
estructura de forma de hélice y para esto se proponen los siguientes filtros a las secuencias 
de AMPs tomados de cada fuente pública registrados en la Tabla 2.  
 
1. Remover las secuencias repetidas con la finalidad de dejar AMPs únicos y no tener 
redundancia de secuencias. 
2. Remover aquellos AMPs que contengan la letra X puesto que designa a cualquier 
aminoácido amidado en el extremo C-terminal.  
3. Finalmente remover aquellos AMPs que contengan el aminoácido cisteína (C), ya 
que AMPs  que contienen dos o más cisteínas pueden formar puentes de disulfuro 
intramoleculares los cuales generan una estructura 3D cíclica y no de forma de 
hélice como se desea (Yen et al., 2000; Cambriage Research Biochemicals, 2016). 
 
Una vez unificadas las fuentes y realizado los filtros propuestos dentro de las secuencias 
consolidadas se conforma una base de datos de 2668 AMPs únicos con longitud mínima, 
media y máxima de 8, 21 y 30 aminoácidos. Adicionalmente las propiedades fisicoquímicas 














0.57±0.20 11.00±2.21 3.00±2.15 42%±15% 
 
4.2 Preprocesamiento de los péptidos 
Para el preprocesamiento de las secuencias de aminoácidos que conforman los AMPs se 
tomó como referencia el trabajo de Müller et al. (2018), en el cual se proponen los 
siguientes pasos con la finalidad de preparar la información para ser utilizada en el 
entrenamiento de los modelos de aprendizaje profundo para la generación de AMPs 
sintéticos. 
 
1. Adicionar el carácter “B” al inicio de cada péptido y el carácter “_” al final de estos 
con el objetivo de establecer un punto de partida y finalización al momento de 
generar péptidos sintéticos. 
2. Determinar la longitud máxima (l_max) del número de aminoácidos que contienen 
los AMPs con los caracteres agregados en el paso 1, esto con la finalidad de 
determinar el número de caracteres faltantes para llevar a todos los AMPs a una 
misma longuitud. 
3. Llevar todos los AMPs a la longitud l_max mediante la adición del carácter “_”. Esto 
con la finalidad de construir un arreglo de tres dimensiones con la información de 
los AMPs a ser procesados por los modelos de aprendizaje profundo. 
 
Según los pasos anteriormente descritos para nuestro caso una vez adicionados los 
caracteres “B” y “_”, los AMPs pasan a tener longitud constante de 32 aminoácidos.  
 
4.3 Representación de AMPs usando una codificación one-hot-encoding 
Dado que la metodología propuesta considera el uso de modelos de aprendizaje profundo, 
las secuencias de aminoácidos deben ser agregadas a un arreglo tridimensional usando una 
codificación denominada one hot encoding. En general, al usar one hot encoding una 
variable categórica, con N posibles valores, debe ser codificada usando una cadena de bits 
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de tamaño N en el que el único bit con valor 1 es el que corresponde al valor que tiene la 
variable y que coincide con la categoría (Brownlee, 2017).  A modo de ejemplo considere 
la variable ts la cual almacena el tipo de sangre de una persona. Esta variable tiene cuatro 
posibles valores: O, A, B y AB. Usando una codificación one hot encoding, la variable queda 
codificada como una cadena de 4 bits tal que los bits representan en orden el valor O, A, B 
y AB. Si la variable ts tiene el valor A asignado, su codificación respectiva es 0 1 0 0, pero 
si tuviera asignado el valor AB su codificación sería 0 0 0 1. 
 
Esta codificación es necesaria ya que ciertos modelos de machine learning y de aprendizaje 
profundo solo reciben insumo numérico, de esta forma las categorías deben de 
transformarse en representaciones numéricas mediante una codificación de one hot 
encoding.    
 
Con base en lo anterior, cada aminoácido de un péptido se codifica usando una cadena de 
21 bits (19 aminoácidos más los caracteres B y _), de acuerdo a la codificación presentada 
en la Tabla 4. 
 
Tabla 4. Representación one hot encoding de un aminoácido en una cadena de bits de 
dimensión 21.
Aminoacido-Caracter Representación en bits 
A [1 0 0 0 … 0 0] 
B [0 1 0 0 … 0 0] 
D [0 0 1 0 … 0 0] 
E [0 0 0 1 … 0 0] 
…  
Y [0 0 0 0 … 1 0] 
_ [0 0 0 0 … 0 1] 
 
 
Como resultado, al codificar los 2668 péptidos, los cuales tienen una longitud de 32 
aminoácidos, usando una codificación one hot encoding se obtiene un arreglo 







Figura 4. Estructura de almacenamiento de los AMPs usando one hot encoding. 
Al momento de entrenar los algoritmos de aprendizaje profundo se busca aprender la 
forma como se estructuran los aminoácidos dentro de un AMP. Esto se logra mediante la 
capacidad de predecir el siguiente aminoácido de una cadena de aminoácidos dada (Müller 
et al, 2018; Grisoni et al, 2018).  
De esta manera, se toma el arreglo tridimensional (dimensiones 2668x32x21) para la 
creación de dos arreglos a los que se les denomina características y etiquetas. Ambos 
arreglos tienen la misma estructura y sólo se diferencian en que el arreglo características 
contiene los aminoácidos de entrada que se usan para predecir los que están en el arreglo 
etiquetas. Es decir, el arreglo etiquetas cumple un papel importante pues es el que permite 
contrastar las predicciones que el modelo hace con base en la entrada que es el arreglo 
características. Las diferencias entre las salidas del modelo de la capa softmax y el arreglo 
etiquetas es cuantificado por la función de pérdida para estimar los parámetros del modelo 
con el objetivo de minimizar el error de predicción. 
El número de aminoácidos tomados para la predicción del siguiente aminoácido, o tamaño 
de ventana, afecta las dimensiones de los arreglos de características y etiquetas. Es decir, 
el arreglo tridimensional cambia sus dimensiones de 2668x32x21 a 2668x(32-
tamañoDeLaVentana)x21.  En este trabajo se utilizó un tamaño de ventana de uno, el 
mismo empleado por Müller et al. (2018) en su trabajo. Esto significa que los arreglos de 
características y etiquetas tienen dimensión 2668x31x21.  
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5. Caracterización de Arquitecturas Recurrentes para 
la Generación de Péptidos Antimicrobianos 
Con miras a desarrollar medicamentos económicamente viables es necesario generar 
AMPs con longitudes cortas. Si se deseara hacerlo de forma aleatoria, las posibles 
combinaciones resultantes para conformar secuencias de una longitud deseada (L) seria 
de 19𝐿, donde 19 es el número de aminoácidos diferentes que podemos utilizar para la 
conformación de un péptido. Debido a que el número de posibles secuencias que se 
pueden generar aumenta exponencialmente a medida que se aumenta la longitud del 
péptido deseado es necesario utilizar modelos de inteligencia artificial para la generación 
sintética de AMPs que ayuden a reducir el tiempo de búsqueda en el proceso de 
generación.  
 
Entre los modelos de inteligencia artificial que se pueden usar para la generación de AMPs 
están los métodos de aprendizaje profundo, los cuales han sido ampliamente utilizados 
para la generación de lenguaje natural (NLG). El problema de generación de péptidos es 
similar a la generación automática de frases del lenguaje natural. En ambos se parte de un 
vocabulario y se usa una estructura gramatical, que se aprende a partir de ejemplos, para 
generar frases entendibles del lenguaje. Para la generación de AMPs, el vocabulario son 
los aminoácidos y las frases y palabras del lenguaje son los péptidos con capacidad 
antimicrobiana. 
 
Los métodos de aprendizaje profundo consisten en variaciones de arquitecturas de redes 
neuronales compuestas de múltiples capas con estructura de convoluciones, recurrentes 
o totalmente conectadas. Entre esos modelos, las redes neuronales recurrentes (o RNN) 
se destacan por preservar la información temporal de secuencias de información y gracias 
a su capacidad de compartir parámetros permiten entrenarse con menos información 
(Goodfellow et al., 2016). Adicionalmente, comparadas con las redes totalmente 
conectadas, las RNN han mostrado resultados prometedores en tareas como la generación 
y traducción de texto (Goldberg, 2016; Karpathy, Johnson, & Fei-Fei, 2015), lo que las 
convierte en excelentes candidatas para la generación automática de péptidos. 
 
Con base en lo anterior, al igual que Müller et al. (2018), en este trabajo se utilizan 
arquitecturas de redes neuronales recurrentes para la generación de péptidos sintéticos. 





aminoácidos de un conjunto de AMPs y usar dicha estructura para predecir, uno a uno, los 
aminoácidos que pueden conformar un péptido con capacidad antimicrobiana.  
 
Para ello se usan tres arquitecturas de redes neuronales recurrentes. La primera, 
denominada LSTM-Decoder, es la arquitectura usada por Müller et al. (2018) y Grisoni et 
al. (2018) para la misma tarea de generación sintética de péptidos, las otras dos 
arquitecturas son LSTM-LSTM (Sutskever et al., 2014) y LSTM-Conc (Lipton et al., 2015), las 
cuales son variaciones a la estructura básica del modelo LSTM-decoder que mejoran la 
captura de las dependencias de las palabras en una oración (Gete et al., 2018; Lipton et al., 
2015). En nuestro caso, estas arquitecturas mejoran la capacidad de aprender la estructura 
y la relación de los aminoácidos que conforman un AMP. 
A continuación, se describen las arquitecturas y los componentes esenciales que son 
transversales a todas ellas. 
5.1 Redes neuronales recurrentes 
Las RNN pueden tener diferentes estructuras, sin embargo, la forma universal de 
representar la propagación hacia adelante o forward propagation está dada, según Ma 
(2016), por las siguientes expresiones: 
 
𝒂(𝑡) = 𝒃 + 𝑾𝒉(𝑡−1) + 𝑼𝒙(𝑡−1) (1) 
     𝒉(𝑡) = tanh(𝒂(𝑡)) (2) 
𝒐(𝑡) = 𝒄 + 𝑽𝒉(𝑡) (3) 
𝒚𝒉𝒂𝒕
(𝑡)
= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝒐) (4) 
 
Los parámetros del modelo son las matrices de pesos 𝑼, 𝑾, 𝑽, donde 𝑼 mapea la 
información de entrada 𝒙(𝑡−1), W mapea la salida de una capa a otra dentro de la 
estructura recurrente y V mapea el contexto generado de un aminoácido a 21 valores de 
verosimilitud los cuales son llevados a probabilidades mediante la función de activación 
softmax dados por la expresión 4. Los vectores de parámetros de sesgos son c y b.  
La ecuación (1) muestra cómo es utilizado el estado 𝒉(𝑡−1) y 𝒙(𝑡−1) (compuesta por los 
aminoácidos que componen un AMP ) para la predicción de 𝒂(𝑡). En nuestro caso esto 
significa predecir un aminoácido en función de un contexto y su aminoácido previo. Las 
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ecuaciones (2-4) toman la información capturada por 𝒂(𝑡) y la transforman en las 
probabilidades del aminoácido siguiente (𝑦ℎ𝑎𝑡
(𝑡)
) dado el aminoácido previo.  
 
El computo del gradiente de una función de pérdida respecto a los parámetros se realiza 
una vez computado 𝑦ℎ𝑎𝑡
(𝑡)
 y es una operación costosa computacionalmente y no puede ser 
reducida por medio de la paralelización debido a que las expresiones (1) a (4) son 
secuenciales. Otra falencia de las RNN es la incapacidad para determinar cuándo es 
importante o no adicionar información de contexto 𝒉(𝑡−1), lo cual hace difícil el aprendizaje 
de dependencias largas o cortas de aminoácidos dentro de la conformación de AMPs, una 
solución para este problema consiste en usar celdas LSTM.  
5.2 Celdas LSTM (Long Short Term Memory) 
Las celdas LSTM, propuestas por Hochreiter (1997), son parte de un conjunto de RNNs 
denominado RNNs con compuertas. Estas se basan en la idea de la creación de rutas de 
conexión a través de cada componente del insumo de información suministrado en los 
cuales sus derivadas no se degradan o crecen indefinidamente (Goodfellow et al., 2016). 
Las celdas LSTM están compuestas internamente por tres compuertas denominadas input 
gate, forget gate y output gate, las cuales se encargan de actualizar el estado de la celda y 






Figura 5. Estructura de compuertas de una celda LSTM. 
 
Como se muestra en la Figura 6, inicialmente en una celda LSTM se cuantifica la 
información que se va a remover del estado mediante la compuerta forget gate, la cual 
está dada por la ecuación (5). Esta compuerta retorna un valor entre cero y uno para cada 
valor en la celda. 
𝒇𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑾𝑓[𝒉𝑡−1, 𝒙𝑡] +  𝒃𝑓) (5) 
 
Donde  𝑾𝑓  es la matriz de parámetros, 𝒉𝑡−1 es el estado oculto de la celda anterior y  𝒃𝑓  
es el vector de parámetros. 
 
Figura 6. Compuerta forget layer dentro de una celda LSTM. 
 
En el segundo paso, que se ilustra en la Figura 7, se determina qué información se 
actualizará en el estado de la celda, cell state, mediante una compuerta con función de 
activación sigmoidea denominada input gate layer, ecuación (6), y una capa con función 
de activación tangente hiperbólica como la de la ecuación (7), la cual crea los valores que 
serán adicionados al estado de la celda. 
𝒊𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑾𝑖[𝒉𝑡−1, 𝒙𝑡] +  𝒃𝑖) (6) 
𝑪𝑣𝑡 = 𝑡𝑎𝑛ℎ(𝑾𝑐[𝒉𝑡−1, 𝒙𝑡] + 𝒃𝑐) (7) 
 
Donde  𝑾𝑖  y 𝑾𝑐   son las matrices de parámetros, 𝒉𝑡−1 es  el estado oculto de la celda 
anterior y  𝒃𝑖  es el vector de parámetros. 
 





Figura 7. Compuerta input layer dentro de una celda LSTM. 
 
A partir de las ecuaciones (5), (6) y (7) se actualiza el estado de la celda mediante la 
combinación lineal dada por la ecuación (8). Este proceso se ilustra en la Figura 8.  
 




Figura 8. Actualización de estado mediante la combinación de la información resultante 
del forget layer e input layer dentro de una celda LSTM. 
 
Finalmente, el cálculo del estado oculto, o hidden state, se hace mediante la expresión en 
la ecuación (10), la cual multiplica una capa con función de activación sigmoide como la de 
la ecuación (9) por una capa con función de activación tangente hiperbólica, como la de la 






𝑶𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑾𝑜[𝒉𝑡−1, 𝒙𝑡] +  𝒃𝑜)  (9) 
𝒉𝑡 = 𝑶𝑡 ∗ 𝑡𝑎𝑛ℎ(𝑪𝑡) (10) 
 




Figura 9. Cálculo de la compuerta de salida dentro de una celda LSTM. 
5.3 LSTM- Decoder 
Esta es la arquitectura utilizada por Müller et al. (2018), la cual se propone como punto de 
comparación de las otras arquitecturas evaluadas en este trabajo. Esta arquitectura se 
caracteriza ya que su composición de capas LSTM se destacan por preservar la información 
temporal de secuencias de información permitiendo relacionar un aminoácido con el 
aminoácido siguiente dentro de un AMP. Como se describe en la Figura 10, para la 
generación de péptidos, la arquitectura recibe como entrada la información de un AMP 
con una codificación one-hot-encoding, es decir, recibe un vector de dimensiones 1x32x21. 
El procesamiento de este arreglo se realiza aminoácido por aminoácido pasando por capas 
LSTM y dropout (Goodfellow et al., 2016). Una vez procesado todo el péptido el resultado 
es un arreglo con dimensiones 1x32x21 que contiene los valores no normalizados más 
verosímiles para cada aminoácido. La normalización de este arreglo de dimensión 21 se 
realiza mediante una función de activación softmax y el resultado de este proceso es 
utilizado para calcular el costo de la función de pérdida mediante entropía cruzada. 
 
 




Figura 10. Arquitectura LSTM-Decoder. Cada aminoácido es pasado con una estructura 
one hot encoding. El resultado generado corresponde al siguiente aminoácido dentro de 
la cadena de un AMP. 
 
5.4 LSTM-LSTM 
La segunda aproximación de arquitectura tiene una estructura denominada encoder-
decoder, la cual ha sido utilizada para la traducción de textos (Sutskever et al., 2014; Gete 
et al., 2018). Como se observa en la Figura 11, la estructura encoder se caracteriza porque 
está compuesta por celdas LSTM y su estructura se encarga de relacionar un aminoácido 
con el siguiente dentro de un AMP; sin embargo, lo que se utiliza dentro de la estructura 
encoder es el estado oculto y de celda resultante (𝒉𝑡, 𝑪𝑡). Estos sirven como entrada para 
inicializar los estados dentro de la estructura decoder, la cual recibe como insumo la 
información de un AMP con dimensiones 1x32x21. El procesamiento de este arreglo se 
realiza aminoácido a aminoácido pasando por capas LSTM y dropout, al igual que en la 
arquitectura LSTM-Decoder. Una vez procesado todo el péptido el resultado es un arreglo 
con dimensiones 1x32x21 que contiene los valores no normalizados más verosímiles para 
cada aminoácido. La normalización de este arreglo de dimensión 21 se realiza mediante 









Figura 11. Arquitectura LSTM-LSTM. El estado oculto y el estado de celda de la parte 




La tercera aproximación es una variación de la estructura encoder-decoder en donde se 
utiliza una arquitectura concatenativa generativa (Generative Concatenative Network - 
GCN) (Lipton et al., 2015). Los autores muestran como el aprendizaje reforzado mediante 
el énfasis de características evita el problema de dependencia de largo alcance 
(memorizar). 
 
Esta arquitectura, como se observa en la Figura 12, utiliza una RNN LSTM como encoder  
para representar un AMP como una estructura vectorial fija consolidada. El estado oculto 
y de celda son concatenados con cada representación vectorial, insumo de la estructura 
decoder. La estructura encoder recibe como entrada la información de un AMP con 
dimensiones 1x32x21 concatenada con el 𝒉𝑡 , 𝑪𝑡 generados por la estructura decoder, 
dando forma a un arreglo con dimensiones 1x32x21+(# 𝑢𝑛𝑖𝑑𝑎𝑑𝑒𝑠 𝐿𝑆𝑇𝑀 ∗ 2). El 
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procesamiento de este arreglo se realiza aminoácido a aminoácido pasando por capas 
LSTM y dropout al igual que en la arquitectura LSTM-Decoder. Una vez procesado todo el 
péptido el resultado es un arreglo con dimensiones 1x32x21 que contiene los valores no 
normalizados más verosímiles para cada aminoácido. La normalización de este arreglo de 
dimensión 21 se realiza mediante una función de activación softmax, el resultado de este 
proceso es utilizado para calcular el costo mediante entropía cruzada. 
 
 
Figura 12. Arquitectura LSTM concatenativa. El insumo de las celdas LSTM decodificadora 
es la concatenación del vector resultado del estado oculto de la celda LSTM de la parte 
codificadora y el vector one hot encoding de un aminoácido. 
5.6 Discusión 
Teniendo en cuenta que se desea entender la forma en la cual los aminoácidos se 
relacionan en un AMP, se caracterizaron arquitecturas basadas en el uso de redes 
neuronales recurrentes con compuertas, debido a la capacidad de estas para capturar las 
relaciones estructurales de aminoácidos que componen un AMP. En la caracterización no 
se incluyeron arquitecturas totalmente conectadas o con componentes convolucionales 
debido a que estas no se adaptan a la naturaleza del problema tratado. 
 
La metodología propuesta caracteriza la arquitectura utilizada por Müller et al. (2018) y 





de autoencoder y un autoencoder con un componente de atención para hacer énfasis en 
la memorización de un contexto.  
 
La arquitectura autoencoder ha sido utilizada con la finalidad de mejorar la capacidad de 
memoria de los modelos mediante la creación de un vector de contexto, el cual se encarga 
de consolidar la información de un AMP mediante una representación vectorial para luego 
ser utilizada en entender las relaciones estructurales entre aminoácidos que componen un 
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6. Entrenamiento de los Modelos de Aprendizaje 
Profundo 
Para entrenar adecuadamente los modelos de aprendizaje profundo se debe de establecer 
una correcta configuración de la función de pérdida, el algoritmo de optimización, el 
tamaño del lote de ejecución, la métrica de rendimiento y la estrategia de validación a 
utilizar.  
 
Los modelos seleccionados para la generación sintética de AMPs poseen arquitecturas 
LSTM-Decoder, LSTM-LSTM y LSTM-Conc. Previo al entrenamiento de los modelos se 
realiza la selección de la función de pérdida que será minimizada por el algoritmo de 
optimización y el tamaño del lote a procesar. Para el entrenamiento se usó una validación 
cruzada con 5-folds. El número de épocas, o veces que se suministraron las secuencias de 
entrenamiento, se mantuvo constante en 400. De los resultados obtenidos se 
seleccionaron los tres mejores modelos considerando el rendimiento en la precisión para 
la generación de péptidos sintéticos.  
 
Las siguientes secciones de este capítulo se definen los conceptos transversales al 
entrenamiento de cada modelo y sus resultados. 
6.1 Función de pérdida 
En los modelos de aprendizaje profundo existe un componente de optimización. Para este 
caso, en el que se desea predecir un aminoácido teniendo en cuenta la composición de 
aminoácidos pasados, la función de pérdida seleccionada es la entropía cruzada (11), la 
cual tiene siguiente expresión:  
 

















El objetivo es minimizar 𝑳(𝑿) de tal forma que se garantice la correcta configuración 
gramatical de la composición de las cadenas de aminoácidos de un péptido. 
6.2 Métrica de comparación de diferentes arquitecturas RNN 
Las métricas de comparación entre modelos con diferentes arquitecturas son de 
importancia ya que permiten cuantificar el rendimiento del proceso de entrenamiento y 
validación. En este trabajo se usa la precisión (o accuraccy), la cual cuantifica la capacidad 
de predicción de las arquitecturas evaluadas. La expresión para el cálculo de la precisión 






Tal que,  
𝑇𝑃 = 𝑉𝑒𝑟𝑑𝑎𝑑𝑒𝑟𝑜𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑜𝑠, 𝑇𝑁 = 𝑉𝑒𝑟𝑑𝑎𝑑𝑒𝑟𝑜𝑠 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑜𝑠 , 𝐹𝑃 =
𝐹𝑎𝑙𝑠𝑜𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑜𝑠, 𝐹𝑁 = 𝐹𝑎𝑙𝑠𝑜𝑠 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑜𝑠 
Con la finalidad de ejemplificar los TP, FP, FN y TN utilizados en ecuación (12) se describen 
a continuación. Los verdaderos positivos en nuestro contexto son las predicciones que 
aciertan el verdadero aminoácido o carácter respecto a la verdadera etiqueta o realidad. 
Los falsos positivos son aquellas predicciones de un aminoácido que al contrastarse con la 
realidad corresponden a un aminoácido o carácter diferente y los falsos negativos son los 
valores reales de un aminoácido o carácter que fueron predichos con otro aminoácido o 
carácter. Estas relaciones descritas pueden observarse en la matriz de confusión 
presentada en la Figura 13.  
 
 




Figura 13. Matriz de confusión considerando la predicción de aminoácidos. 
6.3 Selección del algoritmo de optimización 
La mayoría de los modelos de aprendizaje profundo se remiten a una tarea de optimización 
para encontrar la combinación de parámetros 𝑃 que hacen que la función 𝑓(𝑃/𝑥), 
denominada función de verosimilitud, sea mínima o máxima dado un conjunto de 
información denominado 𝑥. Con la finalidad de poder encontrar los valores óptimos de P 
para 𝑓(𝑃/𝑥), Cauchy (1847) propuso un algoritmo denominado gradiente descendente 
que está dado por la ecuación (13), la cual actualiza iterativamente a 𝑃 mediante cambios 
en el gradiente de la función de verosimilitud. 
 
















𝑓’(𝑥/𝑃): 𝐷𝑒𝑟𝑖𝑣𝑎𝑑𝑎 𝑑𝑒 𝑙𝑎 𝑓𝑢𝑛𝑐𝑖𝑜𝑛  𝑓(𝑥/𝑃) 𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑜 𝑎 𝑐𝑎𝑑𝑎 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑜 𝑃 
 
𝐿𝑒𝑎𝑟𝑛𝑖𝑔 𝑟𝑎𝑡𝑒: 𝑅𝑒𝑔𝑢𝑙𝑎 𝑙𝑎 𝑎𝑐𝑡𝑢𝑎𝑙𝑖𝑧𝑎𝑐𝑖𝑜𝑛 𝑑𝑒 𝑙𝑜𝑠 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑜𝑠.  
 
En la literatura existen diferentes variantes que han sido propuestos a partir de la 
formulación del algoritmo de gradiente descendente. Entre ellas,  está el gradiente 
descendente estocástico, el cual incorpora un factor aleatorio dado por el cálculo del 
gradiente 𝑓’(𝑥/𝑃) con un subconjunto de información de entrenamiento; sin embargo, 
este mantiene su tasa de aprendizaje (o learning rate) constante que genera dificultades 
para converger en mínimos globales.  
 
Otro de los algoritmos de optimización destacados en la literatura es Momentum (Polyak, 
1964). Este es una variación del gradiente descendente estocástico que tiene la finalidad 
de acelerar la búsqueda de parámetros de redes neuronales, Momentum se caracteriza 
por guiar los gradientes de los parámetros mediante medias móviles del decrecimiento 
exponencial de los gradientes pasados. Otro tipo de algoritmos de optimización son 
aquellos que poseen una tasa de aprendizaje adaptativa, como lo son adaGRad (Duchi et 
al., 2011), RMSProp (Hinton et al., 2012) y Adam (Kingma & Ba, 2014). Este último es una 
combinación entre Momentum y RMSProp. Este tipo de algoritmos tienden a ser más 
robustos lo que les permite encontrar mínimos globales con mayor facilidad, según Schaul 
et al. (2014). 
 
Para la selección del algoritmo de optimización se usó una validación cruzada con 5-folds 
para entrenar un modelo LSTM-Decoder con dos capas de celdas LSTM con 256 unidades 
y un tamaño de lote de ejecución de 128. Se evaluaron los algoritmos RMSProp y Adam. 
En las pruebas se contemplaron tres valores para la tasa de aprendizaje: 0.1, 0.01 y 0.001. 
Los resultados obtenidos se reportan en la Tabla 5. 
 
Tabla 5. Valores de la función de pérdida de validación al variar el algoritmo de 
optimización, la tasa de aprendizaje y el número de épocas utilizado. 
Épocas Tasa de aprendizaje RMSProp Adam 
100 
0,1 51.47±4.91 1.10±2.41 
0,01 0.92±0.11 0.99±0.02 
0,001 0.94±0.02 0.95±0.19 
200 
0,1 34.26±7.02 0.99±0.11 
0,01 0.53±0.06 0.82±0.08 
0,001 0.74±0.13 0.76±0.02 
 





Con base en los resultados, el algoritmo de optimización Adam se caracteriza por no 
presentar disminuciones significativas en la función de pérdida de validación a medida que 
se aumentan el número de épocas y variar la tasa de aprendizaje. Esto permite inferir que 
Adam, para este caso de aplicación, genera una convergencia temprana de los parámetros 
a mínimos locales, sin importar la tasa de aprendizaje utilizada. 
 
Lo contrario ocurre con el algoritmo RMSProp. A medida que el número de épocas 
aumenta disminuyen los valores de la función de pérdida. Los mejores resultados se 
obtuvieron con una tasa de aprendizaje de 0.01, en donde pasamos de obtener un error 
de validación promedio de 0.924 con 100 épocas a 0.534 con 200 épocas. Con estos 
resultados se selecciona el algoritmo de optimización RMSProp con una tasa de 
aprendizaje de 0.01. 
6.4 Selección del tamaño del lote de ejecución 
La selección del tamaño del lote de ejecución (o batch size) es de importancia ya que según 
Brownlee (2019) una buena configuración de este parámetro permite el correcto 
entrenamiento de un modelo mediante la reducción del error de entrenamiento y 
validación, evitando los óptimos locales. 
 
Brownlee (2019) también argumenta que lotes de ejecución pequeños convergen 
rápidamente, sin embargo, la capacidad de generalización puede verse afectada, situación 
que puede solucionarse aumentando el tamaño del lote. 
 
Al igual que antes, para definir el tamaño del lote de ejecución se utilizó una estrategia de 
validación cruzada usando 5-folds en la que se entrena un modelo LSTM-Decoder con dos 
capas de celdas LSTM con 256 unidades. En este caso se varía el tamaño del lote de 
ejecución tomando valores de 64, 128, 256. 
 
Se seleccionan estos valores ya que modelos de aprendizajes profundos entrenados con 
un tamaño de lote inferior a 64 pierden la capacidad de generalización como muestra 
Brownlee (2019) y adicionalmente son computacionalmente desgastantes. 
 





cuantificó la precisión de la información de validación como se muestra en Tabla 6. 
 
Tabla 6. Precisión promedio para diferentes tamaños de lote. 





Los resultados obtenidos muestran rendimientos bajos al tomar lotes de tamaño 64 con 
una precisión promedio del 83.9%±5.6%, en general se observa una relación directamente 
proporcional entre el tamaño del lote de ejecución y la precisión, ya que para los lotes de 
ejecución de 128 y 256 se obtuvieron una precisión del 88.4±3.5% y 90.3±2.2%. En 
consideración a los resultados obtenidos, se decide tomar tamaños de lote iguales a 256 
ya que para estos valores se obtuvo los mejores rendimientos de precisión.  
6.5 Entrenamiento del modelo LSTM-Decoder 
Al momento de entrenar los modelos con arquitectura LSTM-Decoder se tomó como punto 
de partida la configuración de la red neuronal utilizada por Müller et al., (2018) la cual está 
conformada por dos capas de celdas LSTM, cada una con 256 unidades. Respecto al trabajo 
(Müller et al., 2018) se incluye dropout luego de cada capa. Como se muestra en la Tabla 
7. También dentro de los entrenamientos se incorporaron dos capas cada una con 512 
celdas LSTM variando el dropout utilizado con la finalidad de capturar de mejor forma la 









50 Metodología para la generación de AMPs 
 
 










A1 256-256 NA 0.21±0.06 0.23±0.02 90.3%±3.6% 367 
A2 256-256 0.2 0.24±0.01 0.26±0.01 93.6%±2.9% 393 












0.4-0.4 1.08±0.31 1.80±0.31 64.3%±2.6% 19 
 
Con base en la tabla anterior, los mejores resultados los obtienen las configuraciones A2 y 
A1 con una precisión de 93.6% y 90.3%, respectivamente. Los modelos con capas de 512 
unidades LSTM obtuvieron una precisión promedio de 64.4%. Esto indica que no hay 
ganancia al incrementar el número de parámetros en el modelo. Con base en lo anterior el 
uso de dos capas extra de 512 unidades LSTM no aportan valor al estimar las relaciones 
estructurales de los aminoácidos en el péptido. 
Los resultados obtenidos para las configuraciones de dos capas con 256 celdas LSTM hacen 
evidente el efecto del dropout, el cual ayuda a minimizar la pérdida durante el proceso de 
entrenamiento. Finalmente, el modelo A2, que es el que mejor precisión logra, tiene una 
configuración de dos capas con 256 unidades y un dropout de 0.2. El valor obtenido por la 
función de pérdida para esta configuración es de 0.259 ± 0.149, el cuál es menor al 
reportado por Müller et al. (2018) en su trabajo, esto evidencia una mejora en la capacidad 
predictiva del modelo entrenado.  
6.6 Entrenamiento LSTM-LSTM 
La arquitectura LSTM-LSTM se caracteriza por tener una estructura encoder y decoder que 
mejora la capacidad de memoria de las redes mediante la introducción del concepto de 
contexto, usando para ello el estado oculto y de la celda LSTM de la estructura encoder 





Para entrenar los modelos con arquitectura LSTM-LSTM se modificó el número de capas 
de la estructura encoder entre una y dos. Además, se varió la magnitud del dropout 
utilizado y se mantuvo constante el número de unidades LSTM en 256. Con base a los 
resultados obtenidos durante el entrenamiento de los modelos con arquitectura LSTM-
Decoder se mantuvo fija la estructura decoder usando dos capas con 256 unidades. Los 
resultados obtenidos se presentan en la Tabla 8. 












































0.77±0.04 0.78±0.02 89.1%±0.2% 367 
 
Con base en los resultados obtenidos las mejores configuraciones son C2 y C1, con una 
precisión de 93.8% y 90.2%, respectivamente. Los modelos con dos capas de 256 unidades 
LSTM en la estructura encoder lograron una precisión promedio de 89.8%. Como se 
evidencia, no hay ganancia al incrementar los parámetros del modelo ya que el aumento 
de una capa extra de 256 unidades LSTM en la estructura encoder no genera mejoras en la 
precisión. 
Entre los dos modelos anteriores, C2 obtiene el mejor resultado con una configuración de 
una capa con 256 unidades para la estructura encoder y dos capas, cada una con 256 
unidades, para la estructura decoder, haciendo uso de dropout de magnitud de 0.2. 
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6.7 Entrenamiento LSTM- Conc 
Esta arquitectura posee una estructura encoder-decoder y hace uso del estado de la celda 
para utilizarlo como información de entrada en el bloque Decoder, concatenado con la 
información de insumo de los aminoácidos de un péptido. Con base en los rendimientos 
obtenidos por los modelos con arquitectura LSTM-LSTM se tomaron las mismas 
configuraciones de este. Los resultados se presentan en la Tabla 9. 
Tabla 9. Rendimientos entrenamiento arquitectura LSTM-Conc. 





































0.92±0.06 0.93±0.02 74.2±2.3 106 
 
Los resultados indican que los diferentes modelos entrenados para este tipo de 
arquitectura no son sobresalientes. En promedio, la precisión es 75.6 ± 1.8%, siendo la 
mejor configuración la E2 con una precisión de 77.4%. Este modelo tiene una configuración 
que usa 256 unidades en cada capa y dropout con magnitud de 0.2.  
6.8 Selección de los mejores modelos 
La Tabla 10  muestra los tres mejores modelos seleccionados con base en la precisión. Entre 
estos, el que tuvo el mejor rendimiento es el modelo C2 que tiene una arquitectura LSTM-
LSTM y una precisión de 93.8%, con un dropout de magnitud 0.2. Los otros dos modelos 
dentro del ranking se caracterizan por tener una arquitectura LSTM-Decoder con 
rendimientos de precisión de 93.6% y 90.3%, donde se obtuvo valores de la función de 






Tabla 10. Comparación de rendimientos de arquitecturas de aprendizaje profundo. 




C2 E(256)-D(256-256) E(0.2)-D(0.2-0.2) 0,51±0.02 93.8%±2.5% 367 
A2 256-256 0.2 0.26±0.01 93.6%±02.9% 393 
A1 256-256 NA 0.23±0.02 90.3%±3.6% 367 
 
6.9 Discusión 
La generación de los péptidos sintéticos, depende directamente de la arquitectura 
seleccionada para un modelo de aprendizaje profundo y como esta se configura 
seleccionando adecuadamente una función de optimización y los hiperparámetros del 
modelo como el learning rate y un tamaño de lote de ejecución.  
Dentro de esta sección se mostró como seleccionar adecuadamente para un modelo de 
aprendizaje profundo su función de optimización y los hiperparámetros como el learning 
rate y un tamaño de lote de ejecución con el objetivo de obtener buenos rendimientos de 
precisión y una adecuada capacidad de generalización. 
Los resultados obtenidos, luego de entrenar y validar la arquitectura LSTM-Decoder, 
muestran cómo utilizar una función de optimización RMSProp con una tasa de aprendizaje 
de 0.01 y un tamaño de lote de ejecución de 256, logra un error de validación de 0.259 ± 
0.149 con una precisión de 93.6%. Al contrastar estos valores respecto a los reportados por 
Müller et al. (2018), que fueron de 0.560 ± 0.060, se observa como una correcta 
configuración de los parámetros de entrenamiento permiten disminuir la función de 
pérdida de validación y por ende mejorar el aprendizaje y la capacidad de generalización 
de una red neuronal profunda. 
Para el modelo con arquitectura LSTM-LSTM se destaca aquel que usa un dropout de 
magnitud 0.2, cuyo error es de 0.506 ± 0.015 y una precisión de 93.8 ± 2.5%. Estos 
resultados muestran como la incorporación del contexto dentro del modelo permite 
mejorar la precisión, respecto a la arquitectura LSTM-Decoder. Caso contrario ocurrió con 
la arquitectura LSTM-Conc, ya que de los tres mejores modelos seleccionados en función 
de sus valores de precisión no se encuentra ninguno con esta arquitectura. Con base en 
esto se intuye que el aprendizaje reforzado mediante el énfasis de un vector de contexto 
definido como la combinación de los estados de la de la fase encoder no demuestra un 
valor agregado para el aprendizaje de la composición estructural de aminoácidos de un 
AMP. 
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7. Generación de Péptidos Sintéticos y Clasificación 
de AMPs 
El proceso de generación de nuevos péptidos sintéticos a través de un modelo de 
aprendizaje profundo requiere especificar un parámetro el cual es denominado como 
factor de temperatura y está relacionado con la diversidad de los aminoácidos que 
componen las nuevas cadenas de péptidos a generar (Müller et al., 2018). En este trabajo, 
el factor temperatura se fijó a 0.05 a fin de generar péptidos de longitudes cortas (12 a 20 
aminoácidos) con los tres mejores modelos seleccionados en el capítulo anterior.  
Los péptidos generados se contrastaron con secuencias de péptidos construidos mediante 
una plantilla de estructura hélice (“Helice”) haciendo uso de la librería modLamp (Müller 
et al., 2017).  
A cada péptido generado se le asignó una probabilidad de actividad antimicrobiana con el 
algoritmo de clasificación propuesto por Veltri et al. (2018) y se consideraron AMPs a partir 
de diferentes puntos de corte (0.5, 0.9, 0.95). Las secuencias con p(AMP) mayores a un 
punto de corte (PC) se consideraron AMPs y se les aplico un filtro basado en las 
propiedades fisicoquímicas dando como resultado finalmente un conjunto de AMPs como 
se muestra en la Figura 14. 
Finalmente, para el conjunto de AMPs generados con los filtros de propiedades 
fisicoquímicas se estimó la proporción de generación de AMPs al variar el generador 
utilizado, el punto de punto de corte propiedad antimicrobiana y el número de 
aminoácidos que compone un AMP. 
7.1 Generación de péptidos sintéticos 
Para la generación de péptidos sintéticos tomamos como base el trabajo de Müller et al. 
(2018). El proceso consiste en tomar el carácter “B” como punto de partida y a partir de 
este generar nuevos aminoácidos hasta obtener una cadena de aminoácidos de una 
longitud dada. Si durante el proceso de generación se obtiene el carácter “_”, que indica la 
terminación del aminoácido, y la longitud es la deseada, el proceso se reinicia comenzado 
nuevamente la generación. Para el control de la variabilidad de los aminoácidos se 

















𝑝(𝑦 /  𝑦−1) =  𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑑𝑎𝑑 𝑑𝑒 𝑠𝑒𝑙𝑒𝑐𝑐𝑖𝑜𝑛𝑎𝑟 𝑢𝑛 𝑎𝑚𝑖𝑛𝑜𝑎𝑐𝑖𝑑𝑜, 
 𝑑𝑎𝑑𝑜 𝑒𝑙 𝑎𝑚𝑖𝑛𝑜𝑎𝑐𝑖𝑑𝑜 𝑝𝑟𝑒𝑣𝑖𝑜. 
𝑦 = 𝑣𝑎𝑙𝑜𝑟𝑒𝑠 𝑣𝑒𝑟𝑜𝑠𝑖𝑚𝑖𝑙𝑒𝑠 𝑝𝑎𝑟𝑎 𝑐𝑎𝑑𝑎 𝑎𝑚𝑖𝑛𝑜𝑎𝑐𝑖𝑑𝑜 𝑛𝑜 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑑𝑜𝑠.  
𝑡 = 𝑓𝑎𝑐𝑡𝑜𝑟 𝑑𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑎.  
 
 
El término de factor de temperatura (𝑡) de la ecuación (14) está asociado con la diversidad 
de las secuencias de péptidos generados. Valores altos para este término permite la 
generación  de secuencias con mayor diversidad en la composición de aminoácidos y 
valores bajos limitan la diversidad de estos (Müller et al., 2018). 
 
 




Figura 14. Proceso de generación de péptidos mediante los diferentes generadores 
contemplados (modelos de aprendizaje profundo y plantillas de forma hélice) y los filtros 
realizados a los péptidos generados con la finalidad de clasificarlos en AMPs. 
7.2 Modelos de machine learning para clasificar AMPs 
Con el objetivo de clasificar los péptidos generados mediante los modelos de redes 
neuronales profundas, se seleccionó aquel modelo de clasificación con los mejores índices 









   (15) 
 
La sensibilidad está construida según la ecuación (15) y cuantifica el poder de predicción 
de un modelo respecto a péptidos antimicrobianos directamente, mientras que la 
especificidad, en la ecuación (16), cuantifica el poder de predicción para las secuencias que 
no son AMPs. 
𝐸𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑐𝑖𝑜𝑛 𝑑𝑒 𝑛𝑜 𝐴𝑀𝑃𝑠
𝑇𝑜𝑡𝑎𝑙 𝑑𝑒 𝑛𝑜 𝐴𝑀𝑃𝑠
 
   (16) 
 
Los autores en (Müller et al., 2018) usaron el predictor CAMP-RF (Waghu et al., 2016) para 
realizar la evaluación de las secuencias de péptidos generados.  Este clasificador también 
ha sido utilizado por el grupo de Biología Funcional de la Universidad Nacional de Colombia 
para validar una serie de péptidos de los que, con base en CAMP-RF, se sintetizaron 11. De 
estos dos funcionaron con concentraciones inhibitorias de 25 o menos. 
A pesar de que CAMP-RF ha demostrado buenos resultados, han surgido nuevos 
clasificadores de péptidos. Entre ellos, Veltri et al. (2018) presentaron un clasificador 
construido con redes convolucionales y recurrentes. Adicionalmente (Veltri et al., 2018) 
comparan sus resultados de clasificación con los resultados obtenidos de los principales 
modelos de clasificación reportados en la literatura. En dicha comparación se consideraron 
métricas como la sensibilidad, especificidad, precisión y el AUC. Con base en la 
comparación los autores muestran como el modelo que ellos proponen supera el estado 
del arte, en términos de todas las métricas contempladas.  
Teniendo en cuenta lo anterior, en este trabajo se usa el clasificador propuesto por Veltri 
et al., (2018).  por tres motivos, primero, es debido a que este modelo equilibra los índices 
de la sensibilidad y especificidad (sensibilidad = 89.8, especificidad 92.13, precisión = 
91.01), garantizado buenos resultados de clasificación de la actividad antimicrobiana, en 
segundo lugar, por la alta disponibilidad de la plataforma donde el modelo predictivo se 
aloja garantizado el servicio de predicción de AMPs las 24 horas de manera rápida y 
continua, y tercero, el modelo está siendo reentrenado a medida que se reportan nuevas 
secuencias de AMPs.   
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7.3 Selección del factor de temperatura 
Para extraer muestras de aminoácidos en el proceso de generación de péptidos sintéticos, 
es importante seleccionar un factor de temperatura adecuado. Este parámetro tiene la 
funcionalidad de ponderar el vector de valores verosímiles para un aminoácido según su 
antecesor e influye en la diversidad de aminoácidos que componen un péptido (Müller et 
al., 2018a).  
Con la finalidad de seleccionar un factor de temperatura adecuado se realizó un proceso 
de generación de 100 péptidos con el modelo C2. En dicho proceso de generación se 
modificaron dos variables:  la longitud de las péptidos a generar (entre 12 y 20 
aminoácidos) y el factor de temperatura utilizado según se observa en la Tabla 11.  















En total se realizaron 72 procesos de generación (9 longitudes x 8 temperaturas). En cada 
proceso se generaron 100 péptidos sintéticos y se estimó la probabilidad de que el péptido 
generado fuese antimicrobiano usando el clasificador de Veltri et al. (2018). Tabla 12 
muestra el promedio de la proporción final de péptidos generados, para todas las 
longitudes. 
Con base en los resultados obtenidos, se evidencia una relación que es directamente 
proporcional entre el factor de temperatura y la diversidad de los aminoácidos que 
componen un AMP, al igual que lo indicó Müller et al. (2018) en su trabajo. Así, a medida 
que el factor de temperatura aumenta, mayor es la variedad de aminoácidos que hay en 
las cadenas de péptidos generados. No obstante, también se puede observar que hay una 
relación inversamente proporcional entre las proporciones de generación de AMPs y el 





de 0.05 a fin de mantener la diversidad de los péptidos, manteniendo una buena 
proporción de péptidos generados. No se seleccionó el factor de temperatura de 0.01 
debido a altas concentraciones del aminoácido “F” dentro de las secuencias generadas 
(>40%).  
Tabla 12. Proporción de AMPs generados variando el factor de temperatura y el punto de 
corte de actividad antimicrobiana del algoritmo de clasificación. 
Temperatura P(AMPs) > 0.50 P(AMPs) > 0.90 P(AMPs) > 0.95 
0,010 0,81 0,68 0,61 
0,050 0,79 0,63 0,57 
0,100 0,57 0,41 0,38 
0,500 0,30 0,18 0,17 
1,000 0,29 0,20 0,18 
1,250 0,32 0,18 0,13 
1,500 0,18 0,14 0,12 
2,000 0,19 0,11 0,07 
 
7.4 Cálculo de las Propiedades fisicoquímicas de los AMPs 
A continuación, se describen y explica la forma de calcular las propiedades fisicoquímicas 
como, momento hidrofóbico, punto isoeléctrico, carga y porcentaje de hidrofobicidad de 
las secuencias de AMPs generados mediante los modelos de aprendizaje profundo y de 
plantillas con estructura de forma de hélice. 
 Momento hidrofóbico: Para el cálculo de µH se hizo uso de la función hmoment 
dentro de la librería Peptides, desarrollada por Osorio, Rondón-Villarreal, & Torres 
(2015), según Eisenberg (1984). 
 Punto isoeléctrico: Para el cálculo de µH se hizo uso de la función PI dentro de la 
librería Peptides, desarrollada por Osorio, Rondón-Villarreal, & Torres (2015). 
 Carga: Para el cálculo de la carga se hizo uso de la función charge dentro de la 
librería Peptides, desarrollada por Osorio, Rondón-Villarreal, & Torres (2015), la 
cual se basa en la ecuación de Henderson-Hasselbalch. 
 Porcentaje de aminoácidos hidrofóbicos: Para el cálculo del porcentaje de 
aminoácidos hidrofóbicos se hizo uso la escala de según la escala Kyte & Doolittle y 
la expresión dada por: 
 
 
60 Metodología para la generación de AMPs 
 
 





7.5 Generación de péptidos sintéticos antimicrobianos  
La generación de péptidos sintéticos se realizó con los tres mejores modelos entrenados 
teniendo en consideración sus rendimientos de precisión. Dentro del proceso de 
generación se muestreó con un factor temperatura igual a 0.05 y se generaron 100 
péptidos con longitudes de 12 a 20 aminoácidos, siendo en total 900 péptidos generados 
por cada modelo, este proceso se repitió 5 veces con la finalidad de caracterizar las 
distribuciones de AMPs generados para cada longitud. Adicionalmente dentro del estudio 
se construyeron péptidos con una plantilla con estructura de forma hélice (“Helice”) 
mediante la librería modLamp creada por Müller et al. (2017) con el objetivo de contrastar 
los resultados obtenidos con los modelos de aprendizaje profundo. 
Una vez generadas las secuencias de péptidos se procedió a cuantificar la probabilidad 
antimicrobiana de estas con el modelo de clasificación propuesto por Veltri et al. (2018) 
tomando inicialmente como antimicrobianas aquellos péptidos que tengan probabilidad 
superior a 0.5. De estas secuencias clasificadas como antimicrobianas se calculan sus 
propiedades fisicoquímicas como, momento hidrofóbico, punto isoeléctrico, carga e 
hidrofobicidad.  
Los resultados de las distribuciones de cada propiedad fisicoquímica se observan en la 
Tabla 13 y Figura 15, donde se evidencia que la distribución del momento hidrofóbico de 
los modelos de aprendizaje profundo no difieren significativamente entre sí con un 95% de 
confianza y se encuentran cercanas al valor óptimo, el cual es de 0.5. Al constar los valores 
de momento hidrofóbico entre los AMPs generados por los modelos de aprendizaje 
profundo y los generados mediante una plantilla con estructura de hélice se encuentran 
diferencias siendo superiores los generados mediante una plantilla de forma hélice con 
valor promedio de 0.90±0.10. Esto nos da a entender que los AMPs generados mediante 
los modelos de aprendizaje profundo pueden formar una estructura de hélice α anfipática, 
sin embargo, los AMPs generados mediante una plantilla con estructura de hélice puede 
tener un efecto pronunciado en la actividad hemolítica, la cual también puede entenderse 








Tabla 13. Mediana y desviación estándar de las propiedades fisicoquímicas de las cadenas 
de AMPs generadas con los modelos de aprendizaje profundo y con una plantilla con 









A1 0.45±0.16 11.30±1.19 4.00±1.75 42%±13% 
A2 0.37±0.15 10.80±2.02 2.00±1.51 38%±13% 
C2 0.38±0.16 10.80±2.11 2.00±1.58 56%±12% 
Hélice 0.89±0.10 12.50±0.45 5.00±0.86 58%±9% 
 
El punto isoeléctrico para todos los AMPs generados es superior a 9, lo que garantiza su 
carácter catiónico en condiciones de pH normales.  
 
Figura 15. Comparación de las propiedades fisicoquímicas de momento hidrofóbico y 
punto isoeléctrico de los AMPs tomados para entrenar, los generados con los diferentes 
modelos de aprendizaje profundo y los generados con una plantilla con forma de hélice. 
La propiedad de la carga se encuentra entre los rangos admisibles +1 y +5 permitiendo la 
atracción de los AMPs a la superficie aniónica de las membranas bacterianas. Se observa 
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en la Figura 16 que esta propiedad es superior para las secuencias hélices (+5) y el modelo 
A1 (+4).  
El porcentaje de hidrofobicidad de los AMPs generados con los modelos A1, C2 y los 
generados con una plantilla con forma de hélice se encuentran dentro de los rangos 
requeridos (40%-60%) para permitir su inserción en la membrana celular y no generar la 
citotoxicidad en células de mamíferos.  
 
Figura 16. Comparación de las propiedades fisicoquímicas de carga y porcentaje de 
hidrofobicidad de los AMPs tomados para entrenar, los generados con los diferentes 
modelos de aprendizaje profundo y los generados con una plantilla con forma de hélice. 
Al momento de cuantificar las proporciones para diferentes longitudes de generación de 
AMPs para cada generador se destaca la metodología de generación manual mediante 
plantillas con forma de estructura hélice (98.0%±1.3%), seguida del modelo C2 
(78.8%±2.1%) tal cual como se muestra en la Figura 17. Con la finalidad de estimar la 
capacidad de generación de AMPs aumentando la exigencia de clasificación antimicrobiana 
variando el punto de corte y bajo ciertas condiciones de características fisicoquímicas se 
filtraron las secuencias de AMPs generados mediante variaciones en el punto de corte 0.50, 





0.4 ≤ 𝑀𝑜𝑚𝑒𝑛𝑡𝑜 ℎ𝑖𝑑𝑟𝑜𝑓𝑜𝑏𝑖𝑐𝑜 ≤  0.8  
𝑃𝑢𝑛𝑡𝑜 𝑖𝑠𝑜𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑜 ≥ 9 
𝐶𝑎𝑟𝑔𝑎 ≥ 1  
30% ≤ 𝐻𝑖𝑑𝑟𝑜𝑓𝑜𝑏𝑖𝑐𝑖𝑑𝑎𝑑 % ≤  60%  
Una vez aplicado los filtros de propiedades fisicoquímicas y de los puntos de corte de 
clasificación antimicrobiana se observa en la Tabla 14 y Figura 17 que al tomar como 
mecanismo de generación el método de plantillas con estructura de forma hélice se 
evidencia una relación inversamente proporcional con la cantidad de AMPs generados y la 
longitud de estos, de esta forma a medida que se generan secuencias de longitud mayor 
las proporciones de generación disminuyen y viceversa. Este comportamiento se mantiene 
transversal para todos los puntos de corte considerados. En parte este comportamiento se 
atribuye a la complejidad de formar secuencias con estructuras antimicrobianas a medida 
que su longitud o número de aminoácidos aumenta.  
Tabla 14. Proporción de AMPs generados al realiza un filtro de las propiedades 
fisicoquímicas y variando el punto de corte de clasificación de actividad antimicrobiana. 
 
Generador  Punto de corte Filtro Proporción AMPs SD 
A1 0.500 NO 61.6 4.6 
A2 0.500 NO 72.0 5.3 
C2 0.500 NO 78.8 2.6 
Hélice 0.500 NO 98.4 1.3 
A1 0.500 SI 38.2 11.4 
A2 0.500 SI 16.7 5.1 
C2 0.500 SI 26.2 6.6 
Hélice 0.500 SI 6.1 5.6 
A1 0.900 SI 22.7 8.9 
A2 0.900 SI 12.1 4.5 
C2 0.900 SI 18.9 6.6 
Hélice 0.900 SI 5.8 5.1 
A1 0.950 SI 20.4 9.3 
A2 0.950 SI 10.7 4.5 
C2 0.950 SI 18.0 7.1 
Hélice 0.950 SI 5.7 4.1 
 
 




Figura 17. Proporción de AMPs generados variando el punto de corte de clasificación y la 
longitud de las cadenas. (superior) P(AMP >0.50), las demás gráficas filtran los AMPs 
según rangos de propiedades fisicoquímicas y varían el punto de corte (inferior) P(AMP 
>0.50). 
Cuando se analizan los resultados de los AMPs generados mediante los modelos de 
aprendizaje profundo en la Tabla 14 y Figura 18 ocurre lo contrario respecto al método de 
generación utilizando plantillas, ya que si bien las proporciones de AMPs disminuye cuando 
se aplican puntos de corte más exigentes, estas son superiores respecto al método de 





Al detallar como tal los rendimientos de los modelos de aprendizaje profundo vemos que 
los mejores resultados de proporción de AMPs generados fueron los obtenidos por el 
modelo con ID A1 con arquitectura LSTM-Decoder con generación promedio para cada 
punto de corte de 38.2% (PC 0.50), 22.7% (PC 0.90) 20.4% (PC 0.95) seguido del modelo 
con ID C2 con arquitectura LSTM-LSTM con generación promedio para cada punto de corte 
de 38.2% (PC 0.50), 22.7% (PC 0.90) 20.4% (PC 0.95). Al observar la Figura 18 vemos como 
para los AMPs generados con longitudes de 14 y 17 la proporciones son superiores con el 
modelos con índice C2 respecto al A1.  
 
Figura 18. Proporción de AMPs generados variando el punto de corte de clasificación y la 
longitud de las cadenas filtrando los AMPs según rangos de propiedades fisicoquímicas y 
variando el punto de (superior) P(AMP >0.90) e (inferior) P(AMP >0.95). 
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Con la finalidad de validar los AMPs generados se seleccionaron dos AMPs con alta 
probabilidad antimicrobiana con la finalidad de analizar sus propiedades fisicoquímicas, 
estructura de forma hélice y la similitud con AMPs validados mediante pruebas en 
laboratorio.  
El primer AMP analizado está compuesto por los aminoácidos K F L K F Y V S L K K L A L F W 
K A P N, este posee un porcentaje de hidrofobicidad de 50%, momento hidrofóbico de 0.46 
punto isoeléctrico de 11 y carga neta de 5. Sus propiedades fisicoquímicas son adecuadas 
para realizar una atracción y contacto con la membrana celular. La estructura del AMP se 
según la Figura 20 se caracteriza por poseer una zona hidrofílica compuesta por los 
aminoácidos K (en azul) y una zona hidrófobica compuesta por los aminoácidos LFWL (color 
amarillo) permitiendo de esta forma generar un mecanismo de disrupción de la membrana 
celular. 
 
Figura 19. Estructura tridimensional y de forma de hélice del AMPKFLKFYVS 
LKKLALFWKAPN 
 
El segundo AMP analizado está compuesto por los aminoácidos I R V G G R L F G K G V G I, 
este posee un porcentaje de hidrofobicidad de 43%, momento hidrofóbico de 0.74, punto 
isoeléctrico de 12 y carga neta de 3. Sus propiedades fisicoquímicas son adecuadas para 
realizar una atracción y contacto con la membrana celular. La estructura del AMP según la 
Figura 20 se caracteriza por poseer una zona hidrofílica para realizar contacto con la 
membrana celular compuesta por los aminoácidos K y R (color azul) y una cara hidrófobica 
compuesta por los aminoácidos IVGLF (color amarillo), permitiendo de esta forma generar 






Figura 20. Estructura tridimensional y de forma de hélice del AMP IRVGGRLFGKGVGI 
 
Luego de realizar un análisis de similitud del primer AMP generado con secuencias 
validadas en laboratorio mediante la herramienta de ADP3 se encontró que esta tiene una 
similitud del 42.8 % con el AMP con aminoácidos: G I V D F A K G V L G K I K N V L G I y 
42.2% con el AMP con aminoácidos: I I G P V L G L V G K A L G G L L. Por otra parte, el 
segundo AMPs generado tiene una similitud del 43.5 % con el AMP con aminoácidos: G I 
K L A K L A K K L A K L A K, lo cual nos da a entender que las variaciones realizadas para la 




Al momento de generar AMPs sintéticos es de importancia seleccionar un clasificador de 
propiedad antimicrobiana. Dentro del estudio se seleccionó el modelo desarrollado por 
Veltri et al, (2018) por tres motivos: equilibrio entre los índices de sensibilidad y 
especificidad, alta disponibilidad y mantenibilidad. 
Otro factor de importancia es la selección de un factor de temperatura durante el proceso 
de generación de AMPs sintéticos mediante modelos de aprendizaje profundo. Los 
resultados obtenidos muestran que al igual que dentro del trabajo realizado por Müller et 
al. (2018) una relación directamente proporcional entre el factor de temperatura y la 
diversidad de aminoácidos dentro de un AMP. De esta forma a medida que el factor de 
temperatura aumenta mayor variedad de aminoácidos se encuentran dentro de las 
cadenas de péptidos generados, sin embargo, también se evidencia una relación 
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inversamente proporcional entre probabilidad antimicrobiana media y el factor de 
temperatura. Finalmente se seleccionó un factor de temperatura con magnitud de 0.05 
debido a los buenos rendimientos para la generación de AMPs sintéticos. 
Los modelos de aprendizaje profundo tuvieron la capacidad de aprender la estructura de 
composición de un AMP de longitudes cortas en función de los aminoácidos de los cuales 
estos se componen, obteniendo mejores proporciones de generación de AMPs 
posiblemente viables para crear contacto y disrupción con las membranas celulares con 





8. Conclusiones y trabajos futuros 
8.1 Conclusiones 
En esta tesis de maestría se presentaron y discutieron algunos de los problemas de la 
resistencia antimicrobiana y como esta, actualmente busca adoptar soluciones mediante 
el desarrollo de nuevos antibióticos. Especialmente se mostró cómo, los péptidos son 
candidatos para combatir infecciones y se propuso una metodología para la generación 
sintética de péptidos antimicrobianos haciendo uso de tres tipos de arquitecturas de 
modelos de aprendizaje profundo. 
Los modelos de aprendizaje profundo entrenados demostraron aprender la estructura que 
compone un AMP en términos de sus aminoácidos vecinos esto con base en los resultados 
obtenidos, ya que luego de entrenarlos y validarlos los tres mejores rendimientos tuvieron 
una precisión de 93.8 ± 2.5% (ID C2), 93.6± 2.9% (ID A2) y 90.3%±3.6% (ID A1).  
Uno de los mayores aportes desarrollados en esta tesis constituye el entendimiento del 
comportamiento de generación de secuencias cortas (de 12 a 20 aminoácidos), si bien en 
los últimos años, el tema de aprendizaje profundo para la construcción de AMPs ha 
empezado a ser ampliamente estudiado en el contexto de generación de secuencias cortas 
ha sido poco tratado. 
Particularmente en este trabajo se lograron contrastar los resultados de AMPs obtenidos 
respecto a la metodología de generación manual de plantillas y se mostró cómo los 
modelos de aprendizaje profundo son más eficientes en términos de proporciones de 
AMPs generados bajo los rangos históricamente validados de las principales propiedades 
fisicoquímicas como momento hidrofóbico, punto isoeléctrico, carga y porcentaje de 
hidrofobicidad en particular los rendimientos del modelo A1 con arquitectura LSTM-
Decoder tubo rendimientos de 38.2% (PC 0.50), 22.7% (PC 0.90) 20.4% (PC 0.95) respecto 
a la metodología de diseño de plantillas con estructura de hélice 6.1% (PC 0.50), 5.8% (PC 
0.90) 5.7% (PC 0.95) optimizando la generación de nuevos antibióticos de 3-4 años a unos 
días de computo.  
Por último, es válido exponer que, si bien dentro de la metodología propuesta solo se 
trataron tres tipos de arquitecturas de modelos de aprendizaje profundo, la metodología 
propuesta es generalizable al permitir incorporar variaciones en las arquitecturas utilizadas 
e inclusive nuevas arquitecturas dentro del proceso de generación sintética de AMPs. 
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8.2 Trabajos futuros 
 Si bien se hizo un esfuerzo grande en obtener una base de datos consolidada con 
AMPs validados mediante pruebas in-vitro, es necesario considerar la influencia de 
técnicas de aumento de la información o más conocidas por sus siglas en inglés 
como data augmentation dentro de los rendimientos en las métricas de validación 
y la proporción de AMPs generados por parte de los modelos de aprendizaje 
profundo.  
 Durante la tesis se tomó un aminoácido dentro de un AMP para realizar la 
predicción del aminoácido siguiente, sin embargo, se deben realizar pruebas de la 
influencia de tomar mayor cantidad de aminoácidos para realizar la predicción del 
aminoácido siguiente y como este cambio afecta los rendimientos en las métricas 
de validación y la proporción de AMPs generados por parte de los modelos de 
aprendizaje profundo.  
 Si bien los resultados obtenidos de AMPs generados son satisfactorios, es evidente 
el efecto que los filtros realizados teniendo en cuenta las propiedades 
fisicoquímicas ya que estos afectan las proporciones de generación de AMPs. De 
esta forma se considera de importancia incorporar estas propiedades dentro del 
proceso de modelación y generación directamente.  
 Durante la tesis se tomaron tres arquitecturas de recurrentes de aprendizaje 
profundo sin embargo la exploración de nuevas arquitecturas es necesario y 
cuantificar como este cambio afecta los rendimientos en las métricas de validación 






Los resultados de esta tesis generaron material insumo para realizar un artículo el cual se 
titula “Synthetic Antimicrobial Peptides Generation Using Recurrent Neural Networks”. Este 
artículo fue sometido para ser publicado en la revista IEEE latinoamericana el pasado 10 
de septiembre del 2019 y actualmente se encuentra en revisión.  
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