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We generalize the language of substructural logics interpreted over the ternary relational
semantics and introduce a logic called update logic. This is motivated by our intention to
capture within the logical framework of substructural logics various logic-based formalisms
dealing with common sense reasoning and logical dynamics. This initiative is based on
the key observation that an update can be represented abstractly by the ternary relation of
the substructural framework. Thus, we introduce three triples of connectives which are
interconnected by means of cyclic permutations. The usual fusion, implication and co-
implication connectives form one of these triples. We define a proper display calculus for
our language which generalizes the display calculus for modal logic. We do not resort to
structural connectives for truth constants and we show how we can obtain our display rules
using Gaggle Theory. We prove the soundness and strong completeness of our display
calculus via a Henkin-style construction. Using correspondence results from substructural
logics, we also obtain sound and complete display calculi for a wide variety of classical
and substructural logics. Then, we define dual substructural connectives and we provide a
display calculus for our language extended with these dual connectives. Finally, we focus on
the specific case of intuitionistic logic for which we provide a sound and strongly complete
display calculus. In a companion article [7], we provide a sequent calculus for update logic
which generalizes the non-associative Lambek calculus and a sequent calculus for dynamic
epistemic logic which extends this sequent calculus for update logic.
∗This paper corrects some errors in the article with the same title published in the Journal of Logic and Compu-
tation, Volume 26, Number 6 on March 2, 2016 (doi:10.1093/logcom/exw001). The corrections concern dual update
logic. There was a typographical mistake in the truth conditions of the dual connectives in Definition 20: “y” and
“z” should be swapped. The inference rules of the corresponding proof system in Figure 11 had also to be corrected.
The second related set of corrections concerns the case study of Section 8. It now only deals with intuitionistic logic
and not with bi-intuitionistic logic anymore. The results related to that dual part were erroneous.
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1 Introduction
In everyday life the way we update and revise our beliefs plays an important role in our represen-
tation of the surrounding world and therefore also in our decision making process. This has lead
researchers in artificial intelligence and computer science to develop logic-based theories that
study and formalize belief change and the so-called “common sense reasoning”. The rationale
underlying the development of such theories is that it would ultimately help us understand our
everyday life reasoning and the way we update our beliefs, and that the resulting work could sub-
sequently lead to the development of tools that could be used, for example, by artificial agents in
order to act autonomously in an uncertain and changing world. A number of theories have been
proposed to capture different kinds of updates and the reasoning styles that they induce, using
different formalisms and under various assumptions: dynamic epistemic logic [73, 74], default
and non-monotonic logics [45, 28], belief revision theory [29], conditional logic [53], etc. How-
ever, a generic and general framework encompassing all these theories is still lacking. Instead,
the current state of the art is such that we are left with various formalisms which are difficult
to relate formally to each other despite numerous attempts [30, 46, 4, 75, 3, 13, 32, 20], partly
because they rely on different kinds of formalisms. This is problematic if logic is to be viewed
ultimately as a unified and unifying field and if we want to avoid that logic goes on “riding off
madly in all directions” (a metaphor used by van Benthem [73]).
We propose that the very general framework of substructural logics be considered as the
logical framework unifying and capturing all these logics. This proposal is based on the key
observation that an update can be represented abstractly as a ternary relation: the first argument
of the ternary relation represents the initial situation/state, the second argument represents the
event that occurs in this initial situation (the informative input) and the third argument represents
the resulting situation/state after the occurrence of the event. Indeed, the semantics of substruc-
tural logics also relies on a ternary relation introduced by Routley and Meyer [63, 64, 65, 66] for
relevance logic in the 1970’s. Nevertheless, providing a non-circular and conceptually grounded
interpretation of this ternary relation remains problematic [16]. As we shall see, our dynamic
interpretation of ternary relations as updates provides a conceptual foundation for the Routley
and Meyer semantics which is also consistent with some of the interpretations of this ternary
relation proposed in the literature.
In this article, as a preliminary step towards achieving our objective of unifying the logics
of common sense reasoning, we will generalize the substructural language. We believe that this
will allow us to account appropriately for the fine-grained reasoning present in common sense
reasoning (such as for example default, abductive, inductive, retractive or preemptive reason-
ing). As we will see, this generalization will already capture not only a very wide range of
substructural and non-classical logics, but also their dual versions. We will also provide dis-
play calculi for all these substructural and non-classical logics. Display calculi are extensions of
Gentzen calculi to deal with non-classical logics. Gentzen calculi [31] can be viewed as attempts
to model as adequately as possible the classical reasoning of mathematicians. Hence, display
calculi can somehow be viewed as attempts to model the non-classical reasoning of humans.
So, given our overall objective, it makes perfect sense to develop and study display calculi for
substructural and non-classical logics insofar as substructural and non-classical logics are apt to
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capture common sense reasoning.
Our contributions in the article are organized as follows. We will start by briefly recalling
elementary notions of relevance and substructural logics and we will observe that the ternary re-
lation of relevance logic [61, 62, 25] can be interpreted intuitively as a kind of update (Section 2).
Then, after some motivating examples, we will introduce update logic (Section 3). Update logic
generalizes the usual language of substructural logics interpreted over the relational semantics.
We introduce three symmetric triples of connectives which are semantically interconnected by
means of cyclic permutations (see explanations after Definition 8). One of these triples con-
sists of the usual fusion, implication and co-implication connectives. The logical language we
obtain is therefore more expressive than the usual language of substructural logics. Then, we
will define a proper display calculus for our language which generalizes the display calculus for
modal logic (Section 4). We will show how to obtain the display rules of this display calculus
using Dunn’s Gaggle Theory [24]. However, we will not resort to structural connectives for truth
constants. These structural constants can in fact be reintroduced as structural abbreviations. We
will prove the soundness and strong completeness of our display calculus using a Henkin-style
construction (Section 5). Using correspondence results from substructural logics, we will also
obtain sound and complete display calculi for a wide variety of classical and substructural log-
ics by adding appropriate structural rules (Section 6). Then, we will define dual substructural
connectives and we will provide a display calculus for our language extended with these dual
connectives (Section 7). We will then focus on the specific case of intuitionistic logic for which
we will provide a sound and strongly complete display calculus (Section 8). Finally, we will
conclude (Section 9).
Remark 1. For the reader mainly interested in technical results, all these results are summarized
in Sections 7 and 8 (except for Proposition 1): Theorems 18, 19 and 23 (for soundness and
completeness), Theorem 17 (for cut admissibility), Propositions 1 and 16 (for expressiveness)
and Corollary 2 (for conservativity). All the other results in this article are specific instances of
these general results.
2 Updates as a Conceptual Foundation for Substructural Logics
Substructural logics are a family of logics lacking some of the structural rules of classical logic.
A structural rule is a rule of inference which is closed under substitution of formulas [61, Def-
inition 2.23]. In a certain sense, a structural rule allows to manipulate the structure(s) of the
sequent/consecution without altering its logical content. The structural rules for classical logic
introduced by Gentzen [31] are given in Figure 1. The comma in these sequents has to be inter-
preted as a conjunction in an antecedent and as a disjunction in a consequent. While Weakening
(WA,WK) and Contraction (CA, CK) are often dropped as in relevance logic and linear logic,
the rule of Permutation (PA, PK) is often preserved. When some of these rules are dropped,
the comma ceases to behave as a conjunction (in the antecedent) or a disjunction (in the con-
sequent). In that case the comma corresponds to other substructural connectives and we often







X, X, U V
X, U V
CA
U , Y , X, V W
U , X, Y , V W
PA
U V
U V , X
WK
U V , X, X
U V , X
CK
U V , Y , X, W
U V , X, Y , W
PK
Figure 1: Gentzen’s Structural Rules for Classical Logic
2.1 Substructural Logics
Our exposition of substructural logics is based on [61, 62, 25] (see also [54] for a general in-
troduction).1 The logical framework presented by Restall [61] is more general and deals with
a wide range of substructural logics: relevant logic, linear logic, Lambek calculus, arrow logic,
etc. We will only introduce a fragment of this general framework in order to highlight the main
new ideas. In particular, we will not consider truth sets and we will assume that our logics do
not reject distribution. These other features can be added and our framework can be adapted,
following the exposition of Restall [61].
The semantics of substructural logics is based on the ternary relation of the frame semantics
for relevant logic originally introduced by Routley and Meyer [63, 64, 65, 66]. Another
semantics proposed independently by Urquhart [67, 68, 69] at about the same time will be
discussed at the end of this section.






We also define the set of connectives Sub− := Sub − {⇒} (the connective⇒ corresponds to
the intuitionistic implication).
Definition 1 (Languages L(P,Sub) and L(P,Sub−)). The language L(P,Sub) is the language
associated to Sub and P, that is, the language built compositionally from the connectives of Sub
and the set of propositional letters P. More formally, it is the set of formulas defined inductively
by the following grammar in Backus-Naur Form (BNF), where p ranges over P:
L(P,Sub) : ϕ ::= > | ⊥ | p | (ϕ ∧ ϕ) | (ϕ ∨ ϕ) | (ϕ⇒ ϕ) |
ϕ | 3−ϕ | (ϕ⊗ ϕ) | (ϕ ⊂ ϕ) | (ϕ ⊃ ϕ)
The language L(P,Sub−) is the language L(P,Sub) without the (intuitionistic) connective
⇒. 
1We very slightly change the definitions of frames and models as they are defined in [61] (we give the details of
these differences in the sequel). The definitions remain equivalent nevertheless.
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Definition 2 (Point set, accessibility relation). A point set P = (P,v) is a non-empty set P
together with a partial order v on P . The set Prop(P) of propositions on P is the set of all
subsets X of P which are closed upwards: that is, if x ∈ X and x v x′ then x′ ∈ X . When v
is the identity relation =, we say that P is flat. We abusively write x ∈ P for x ∈ P .
• A binary relation R is a positive two–place accessibility relation on the point set P if, and
only if, for any x, y ∈ P where xRy, if x′ v x then there is a y′ w y such that x′Ry′.
Similarly, if xRy and y v y′ then there is some x′ v x such that x′Ry′.
• A binary relation R is a plump positive two-place accessibility relation on the point set
P if, and only if, for any x, y, x′, y′ ∈ P , where xRy, x′ v x and y v y′ it follows that
x′Ry′.
• A ternary relation R is a three–place accessibility relation on the point set P if, and only
if, whenever Rxyz and z v z′ then there are y′ w y and x′ w x such that Rx′y′z′.
Similarly, if x′ v x then there are y′ v y and z′ w z such thatRx′y′z′, and if y′ v y then
there are x′ v x and z′ w z, such thatRx′y′z′.
• A ternary relationR is a plump three-place accessibility relation on the point set P if, and
only if, for any x, y, z, x′, y′, z′ ∈ P such that Rxyz, if x′ v x, y′ v y and z v z′, then
Rx′y′z′.
We say that Q is an accessibility relation if, and only if, it is either a positive two-place or a
three-place accessibility relation. 
Note that plump accessibility relations are accessibility relations. The definitions of acces-
sibility relations relate R,R with v. They are set in such a way that condition (Persistence) can
be lifted to arbitrary formulas of L(P,Sub) and holds not only for the propositional letters of P.
Definition 3 (Substructural model). A substructural model is a tupleM = (P, R,R, I) where:
• P = (P,v) is a point set;
• R ⊆ P × P is a (binary) accessibility relation on P;
• R ⊆ P × P × P is a (ternary) accessibility relation on P;
• I : P → 2P is a function called the interpretation function satisfying moreover the con-
dition {x ∈ M | p ∈ I(x)} ∈ Prop(P), which can be reformulated as follows: for all
x, y ∈ P and all p ∈ P,
if p ∈ I(x) and x v y then p ∈ I(y). (Persistence)
We abusively write x ∈ M for x ∈ P and (M, x) is called a pointed substructural model.
The class of all pointed substructural models is denoted E . A (pointed) substructural frame is a
(pointed) substructural model without interpretation function. The class of all pointed substruc-
tural frames is denoted F . 
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Definition 4 (Evaluation relation). LetM be a substructural model, x ∈M andϕ ∈ L(P,Sub).
The evaluation relationM, x ϕ is defined inductively as follows:
M, x > always;
M, x ⊥ never;
M, x p iff p ∈ I(x);
M, x ϕ ∧ ψ iff M, x ϕ andM, x ψ;
M, x ϕ ∨ ψ iff M, x ϕ orM, x ψ;
M, x ϕ iff for all y ∈ P, such that xRy,M, y ϕ;
M, x 3−ϕ iff there is y ∈ P such that yRx andM, y ϕ;
M, x ϕ⊗ ψ iff there are y, z ∈ P such thatRyzx,
M, y ϕ andM, z ψ;
M, x ϕ ⊃ ψ iff for all y, z ∈ P such thatRxyz,
ifM, y ϕ thenM, z ψ;
M, x ψ ⊂ ϕ iff for all y, z ∈ P such thatRyxz,
ifM, y ϕ thenM, z ψ;
M, x ϕ⇒ ψ iff for all y ∈ P, if x v y then notM, y ϕ orM, y ψ.
We extend these definitions to the class of pointed substructural frames. We define the
evaluation relation ⊆ F × L(P,Sub) as follows. Let (F, x) be a pointed frame and let
ϕ ∈ L(P,Sub). Then, we have that
F, x ϕ iff for all interpretation functions I such that (F, I) satisfies Persistence,
(F, I), x ϕ

A substructural model stripped out from its interpretation function corresponds to a frame as
defined in [61, Definition 11.8] and without truth sets. In [61], a model is a frame together with
an evaluation relation.
Urquhart’s semantics. The Urquhart’s semantics for relevance logic was developed indepen-
dently from the Routley–Meyer’s semantics in the early 1970’s. An operational frame is a set
of points P together with a function which gives us a new point from a pair of points:
t : P × P → P. (1)
An operational model is then an operational frame together with a relation which in-
dicates what formulas are true at what points. The truth conditions for the implication ⊃ are
defined as follows:
x ϕ ⊃ ψ iff for each y, if y ϕ then x t y ψ (2)
As one can easily notice, an operational frame is a Routley-Meyer frame whereRxyz holds
if and only if x t y = z. Hence, the ternary relation R of the Routley–Meyer semantics is a
generalization of the function t of the Urquhart’s semantics. Because it is a relation, it allows
moreover to apply x to y and yield either a set of outcomes or no outcome at all.
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2.2 Updates as Ternary Relations
The ternary relation of the Routley and Meyer semantics was introduced originally for technical
reasons: any 2-ary (n-ary) connective of a logical language can be given a semantics by resorting
to a 3-ary (resp. n+ 1-ary) relation on worlds. In fact, this may be the most general and abstract
way of providing a semantics for two-ary conditionals of the form ϕ ⊃ ψ. Subsequently, a
number of philosophical interpretations of this ternary relation have been proposed and we will
briefly recall some of them at the end of this section (see [16, 62, 48] for more details). However,
one has to admit that providing a non-circular and conceptually grounded interpretation of this
relation remains problematic [16]. In this article we propose a new dynamic interpretation.
Our proposal is based on the key observation that an update can be represented abstractly as
a ternary relation: the first argument of the ternary relation represents the initial situation/state,
the second the event that occurs in this initial situation (the informative input) and the third
the resulting situation/state after the occurrence of the event. With this interpretation in mind,
Rxyz reads as ‘the occurrence of event y in world x results in the world z’ and the corresponding
conditional χ ⊃ ϕ reads as ‘the occurrence in the current world of an event satisfying property
χ results in a world satisfying ϕ’.
This interpretation is coherent with a number of interpretations of the ternary relation pro-
posed in substructural logic. In substructural logics, points are sometimes also called worlds,
states, situations, set-ups, and as explained by Restall:
“We have a class of points (over which x and y vary), and a function t which gives
us new points from old. The point x t y is supposed, on Urquhart’s interpretation,
to be the body of information given by combining x with y.” [62, p. 363]
and also, keeping in mind the truth conditions for the connective ⊃ of Expression (2):
“To be committed to A ⊃ B is to be committed to B whenever we gain the infor-
mation that A. To put it another way, a body of information warrants A ⊃ B if and
only if whenever you update that information with new information which warrants
A, the resulting (perhaps new) body of information warrants B.” (emphasis added)
[62, p. 362]
Moreover, as explained by Restall, this substructural “update” can be nonmonotonic and
may correspond to some sort of revision:
“[C]ombination is sometimes nonmonotonic in a natural sense. Sometimes when
a body of information is combined with another body of information, some of the
original body of information might be lost. This is simplest to see in the case mo-
tivating the failure of A B ⊃ A. A body of information might tell us that A.
However, when we combine it with something which tells us B, the resulting body
of information might no longer warrantA (asAmight withB). Combination might
not simply result in the addition of information. It may well warrant its revision.”
(my emphasis) [62, p. 363]
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Our dynamic interpretation of the ternary relation is consistent with the above considera-
tions: sometimes updating beliefs amounts to revise beliefs.
The dynamic reading of the ternary relation and its corresponding conditional is very much in
line with the so-called “Ramsey Test” of conditional logic. The Ramsey test can be viewed as the
very first modern contribution to the logical study of conditionals and much of the contemporary
work on conditional logic can be traced back to the famous footnote of Ramsey [58].2 Roughly,
it consists in defining a counterfactual conditional in terms of belief revision: an agent currently
believes that ϕ would be true if ψ were true (i.e. ψ ⊃ ϕ) if and only if he should believe ϕ
after learning ψ. A first attempt to provide truth conditions for conditionals, based on Ramsey’s
ideas, was proposed by Stalnaker. He defined his semantics by means of selection functions over
possible worlds f : W × 2W → W . As one can easily notice, Stalnaker’s selection functions
could also be considered from a formal point of view as a special kind of ternary relation, since a
relationRf ⊆W×2W ×W can be canonically associated to each selection function f .3 So, the
dynamic reading of the ternary semantics is consistent with the dynamic reading of conditionals
proposed by Ramsey.
This dynamic reading was not really considered or investigated by substructural logicians
when they connected the substructural ternary semantics with conditional logic [16]. On the
other hand, the dynamic reading of inferences has been stressed to a large extent by van Benthem
[71, 73] and also by Baltag & Smets [11, 12, 13]. Our dynamic interpretation of the ternary
semantics of substructural logics is consistent with the interpretations proposed by substructural
logicians. In fact, our point of view is also very much in line with the claim of Gärdenfors and
Makinson [30, 46] that non-monotonic reasoning and belief revision are “two sides of the same
coin”: as a matter of fact, non-monotonic reasoning is a reasoning style and belief revision is
a sort of update. The formal connection in this case also relies on a similar idea based on the
Ramsey test.
To summarize our discussion, our dynamic interpretation of the ternary relation of substruc-
tural logic is intuitive and consistent, in the sense that the intuitions underlying this dynamic
interpretation are coherent with those underlying the ternary semantics of substructural logics,
as witnessed by our quotes and citations from the substructural literature.
Other interpretations of the ternary relation. One interpretation, due to Barwise [15] and
developed by Restall [60], takes worlds to be ‘sites’ or ‘channels’, a site being possibly a channel
and a channel being possibly a site. If x, y and z are sites,Rxyz reads as ‘x is a channel between
y and z’. Hence, ifϕ ⊃ ψ is true at channel x, it means that all sites y and z connected by channel
x are such that if ϕ is information available in y, then ψ is information available in z. Another
similar interpretation due to Mares [47] adapts Israel and Perry’s theory of information [55] to
2Here is Ramsey’s footnote: “If two people are arguing ‘If p, then q?’ and are both in doubt as to p, they are
adding p hypothetically to their stock of knowledge and arguing on that basis about q; so that in a sense ‘If p, q’
and ‘If p, ¬q’ are contradictories. We can say that they are fixing their degree of belief in q given p. If p turns out
false, these degrees of belief are rendered void. If either party believes not p for certain, the question ceases to mean
anything to him except as a question about what follows from certain laws or hypotheses.”[58, 154–155]
3Note that Burgess [21] already proposed a ternary semantics for conditionals, but his truth conditions and his
interpretation of the ternary relation were quite different from ours.
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the relational semantics. In this interpretation, worlds are situations in the sense of Barwise and
Perry’s situation semantics [14] and pieces of information – called infons – can carry information
about other infons: an infon might carry the information that a red light on a mobile phone
carries the information that the battery of the mobile phone is low. In this interpretation, the
ternary relation R represents the informational links in situations: if there is an informational
link in situation x that says that an infon σ carries the information that the infon π also holds,
then ifRxyz holds and y contains the infon σ, then z contains the infon π. Other interpretations
of the ternary relation have been proposed by Beall & Al. [16], with a particular focus on their
relation to conditionality. For more information on this topic the reader is invited to consult [49]
which covers the material briefly reviewed in this paragraph.
3 Update Logic
In this section, we define our update logic. After introducing some mathematical definitions in
Section 3.1, we motivate in Section 3.2 the introduction of three triples of logical connectives.
These connectives generalize the triple (⊗,⊃,⊂) of substructural logics and will be given a
semantics based on the cyclic permutations of the set {1, 2, 3} in Section 3.3.
3.1 Preliminary Definitions
The general definitions of this section will be used in the rest of the article.
Definition 5 (Logic). A logic is a triple L := (L (P,Cϕ) , E, ) where
1. L (P,Cϕ) is a logical language defined as a set of well-formed expressions built from a
set of logical (and structural) connectives Cϕ and a set of propositional letters P;
2. E is a class of pointed models or frames;
3. is a satisfaction relation which relates in a compositional manner elements ofL (P,Cϕ)
to models of E by means of so-called truth conditions. 
Note that the above semantically–based definition of a logic is also used by French et Al.
[27].
Example 1. The triples (L(P,Sub), E , ) and (L(P,Sub−), E , ) are logics. We list in
Figure 2 logics that we deem to be ‘classical’. Display calculi for these logics can be found for
example in [17, 78, 36]. 
Definition 6 (Expressiveness). Let two logics L = (L, E, ) and L′ = (L′, E, ′) be given
(interpreted over the same class of models E). Let ϕ ∈ L and ϕ′ ∈ L′. We say that ϕ is as
expressive as ϕ′ when {M ∈ E | M ϕ} = {M ∈ E | M ϕ′}. We say that L has at least
the same expressive power as L′, denoted L ≥ L′, when for all ϕ′ ∈ L′, there is ϕ ∈ L such that
ϕ is as expressive as ϕ′. When L has at least the same expressive power as L′ and vice versa, we
say that L and L′ have the same expressive power and we write it L ≡ L′. Otherwise, L is strictly
more expressive than L′ and we write it L > L′. 
Example 2. It holds that (L(P,Sub), E , ) > (L(P,Sub−), E , ). 
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Models E
Connectives Cϕ Logic (L (P,Cϕ) , E, )v R R
= ¬ ∧ Propositional Logic
= • ¬ ∧  Modal Logic
= • ⊗ ⊃ ⊂ Lambek Calculus
= • • ¬ ∧  ⊗ ⊃ ⊂ Modal Lambek Calculus
Figure 2: ‘Classical’ Logics
3.2 Talking about Ternary Relations
If we want to reason about updates, we must be able to express properties of updates. In other
words, we need a language for talking about updates. Since we represent them by ternary rela-
tions, it seems natural to require that our language be able to express properties that relate what
is true at each point of the ternary relations, that is, what is true at: 1. the initial situation (ex-
pressed by a formula ϕ), 2. the event occurring in this situation (expressed by a second formula
χ), 3. the resulting situation after the event has occurred (expressed by a third formula ψ):
1, ϕ // 2, χ // 3, ψ
This leads us to the following general question: assume that we stand in one of these three
time points x (be it 1, 2 or 3), what kind of property can we express and infer about the other
time points y and z? Here is a non-exhaustive list of the possible and most natural expressions
that we would want to state:
(a) For all y, if y satisfies ϕ then for all z, z satisfies ψ: “x ∀y∀z(ϕ(y)→ ψ(z))”.
For example, in the initial state 1, is it the case that any event satisfying χ will always lead
to a state 3 satisfying ψ? Or, in state 3, is it the case that before the occurrence of any
event satisfying χ, ϕ held in all initial states 1?
(b) There exist y and z such that y satisfies ϕ and z satisfies ψ: “x ∃y∃z(ϕ(y) ∧ ψ(z))”.
For example, in state 1, is it the case that there exists an event satisfying χ that may lead
to a state where ψ holds ? Or, in state 3, is it possible that our current state might have
been the result of an event satisfying χ in an initial state where ϕ held?
(c) For all y satisfying ϕ, there exists z satisfying ψ: “x ∀y∃z(ϕ(y)→ ψ(z))”.
For example, in state 1, is it the case that any events satisfying χ may lead possibly to a
state where ψ holds ? Or, in state 3, is it the case that an event satisfying χ might have
occurred so that any former situation before this event satisfied ϕ?
This list of expressions is obviously non-exhaustive. Providing formal tools that answer
these kinds of questions leads to applications in artificial intelligence and theoretical computer
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science, and as it turns out, some of these questions have already been addressed in dynamic
epistemic logic and other logical formalisms (see the companion article [7, Sect. 7.2] for more
details and examples). Typically, most of the works about conditionals and belief dynamics deal
with the first kind of statements (a) or (b). In fact, the conditionals ⊃ and ⊂ of substructural
and relevance logics of the previous section are of the form (a), whereas the substructural con-
nective ⊗ is of the form (b). The language that we will define will only deal with the first two
kinds of expressions (a) and (b) (Section 3.3). This language is intended to capture the various
conditionals and belief change operators which have been introduced in the philosophical and
artificial intelligence literature. As shown in the companion article [7], it captures very well the
operators of Dynamic Epistemic Logic.
3.3 Syntax and Semantics of Update Logic
We define formally formulas, structures and then consecutions (sometimes called sequents in
the literature). This is an incremental definition and each of these objects is defined on the basis
of the previous one. In the sequel we will view sets of formulas, sets of structures and sets of
consecutions as logical languages.
Notation 1. In the first part of this article, we will use the following logical connectives Conϕ
and structural connectives ConX (ϕ will denote formulas and X will denote structures):
Conϕ :=
{
>,⊥,,3−,¬,∨,∧,⊗i,⊃i,⊂i| i ∈ {1, 2, 3}
}
ConX := {∗, •, ,i | i ∈ {0, 1, 2, 3}} .
The connectives ∨,∧,⊗i,⊃i,⊂i, , 0, ,i (where i ranges over {1, 2, 3}) are binary connectives,
,3−,¬, ∗, • are unary connectives and >,⊥ are nullary connectives. The structural connec-
tive , 0 will often simply be denoted , .
Definition 7 (Formula, structure and consecution).
• Let Cϕ ⊆ Conϕ be a non-empty set of logical connectives. The language associated
to Cϕ, denoted L (P,Cϕ), is the language built compositionally from the connectives of
Cϕ and the set of propositional letters P. Elements of the language L (P,Cϕ) are called
L (P,Cϕ)–formulas and are generally denoted ϕ, χ, ψ, . . .
• Let CX ⊆ ConX and Cϕ ⊆ Conϕ be non-empty sets of structural connectives and logical
connectives. The set of structures associated to Cϕ and CX , denoted S (P,Cϕ,CX),
is the language built compositionally from the structural connectives of CX and the set
L (P,Cϕ). Elements of the language S (P,Cϕ,CX) are called S (P,Cϕ,CX)–structures
and are generally denoted X,Y, Z, U, V, . . .
The structural connectives associated to Cϕ, denoted Struc(Cϕ), is the set of struc-
tural connectives {∗, ,0 } together with { ,1 , ,2 , ,3 } if Cϕ ∩ {⊗i,⊃i,⊂i| i ∈ {1, 2, 3}} 6=




6= ∅. We denote by S (P,Cϕ) the set of all
S (P,Cϕ,Struc(Cϕ))–structures.
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• Let CX ⊆ ConX and Cϕ ⊆ Conϕ be non-empty sets of structural connectives and logical
connectives. A S (P,Cϕ,CX)–consecution is an expression of the form X Y , X
or Y , where X,Y ∈ S (P,Cϕ,CX). The S (P,Cϕ,CX)–structure X is called the
antecedent and the S (P,Cϕ,CX)–structure Y is called the consequent. We denote by
C(Cϕ) the set of all S (P,Cϕ,Struc(Cϕ))–consecutions.
The connective→ (standing for the material implication) is defined by the following abbrevia-
tion: (ϕ→ ψ) := (¬ϕ∨ψ). To avoid any ambiguity, every occurence of any binary connective
is surrounded by brackets. 
Example 3. If Cϕ = {¬,∧,⊗3,⊃1,⊂2}, then the languageL (P,Cϕ) is defined by the following
grammar in BNF, where p ranges over P:
L (P,Cϕ) : ϕ ::= p | ¬ϕ | (ϕ ∧ ϕ) | (ϕ⊗3 ϕ) | (ϕ ⊃1 ϕ) | (ϕ ⊂2 ϕ)
Then, we have that Struc(Cϕ) = {∗, ,0 , ,i | i ∈ {1, 2, 3}}. So, the language S (P,Cϕ) :=
S (P,Cϕ,Struc(Cϕ)) is defined by the following grammar in BNF, where ϕ ranges over
L (P,Cϕ) and i ranges over {1, 2, 3}:
S (P,Cϕ) : X ::= ϕ | ∗X | (X ,0 X) | (X ,i X)

Notation 2. To save parenthesis, we use the following ranking of binding strength: ⊗i,⊃i,⊂i
,∧,∨,→ (where i ranges over {1, 2, 3}). For example, ¬p∧q → ¬r⊗3s stands for (((¬p))∧
q)→ ((¬r)⊗3 s) (additional brackets have been added for the unary connectives  and ¬, even
if they are not needed and will not appear in any formula anyway). For every binary connective
?, we use the following notation: X1 ? . . . ? Xn := ((. . . (X1 ? . . . ? Xn−2) ? Xn−1) ? Xn).
For example, ϕ1 ∨ . . . ∨ ϕn := ((. . . (ϕ1 ∨ . . . ∨ ϕn−2) ∨ ϕn−1) ∨ ϕn) and X1 , . . . , Xn :=
((. . . (X1 , . . . , Xn−2), Xn−1), Xn). Moreover, if Γ := {ϕ1, . . . , ϕn} is a finite set of formulas
and ? is a binary connective over formulas, we use the following notation: ?Γ := ϕ1 ? . . . ? ϕn.
For example,
∨
Γ := ϕ1 ∨ . . . ∨ ϕn and
∧
Γ := ϕ1 ∧ . . . ∧ ϕn.
Definition 8 (Update logic). Let E be an arbitrary set of three elements. For each i ∈ {1, 2, 3},
we define the permutations σi : E3 7→ E3 as follows: for all x, y, z ∈ E,
σ1(x, y, z) = (x, y, z) σ2(x, y, z) = (z, x, y) σ3(x, y, z) = (y, z, x).
• We define the evaluation relation ⊆ E × L (P,Conϕ) inductively as follows. Let
(M, x) ∈ E be a pointed substructural model and let ϕ ∈ L (P,Conϕ). The truth con-
ditions for the connectives ,3−,∧,∨,⊥,> are defined like in Definition 4. The truth
condition for the Boolean negation is defined as follows:
M, x ¬ϕ iff it is not the case thatM, x ϕ.
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The truth conditions for the connectives ⊗i,⊃i,⊂i are defined as follows: for all i ∈
{1, 2, 3}, we have that
M, x ϕ⊗i ψ iff there are y, z ∈ P such that σi(x, y, z) ∈ R,
M, y ϕ andM, z ψ;
M, x ϕ ⊃i ψ iff for all y, z ∈ P such that σi(x, y, z) ∈ R,
ifM, y ϕ thenM, z ψ;
M, x ϕ ⊂i ψ iff for all y, z ∈ P such that σi(x, y, z) ∈ R,
ifM, z ψ thenM, y ϕ.
• We extend the scope of the evaluation relation simultaneously in two different ways in
order to also relate points to S (P,Conϕ)–structures. The antecedent evaluation relation
A ⊆ E × S (P,Conϕ) is defined inductively as follows: for all i ∈ {1, 2, 3},
M, x A ϕ iff M, x ϕ;
M, x A ∗X iff it is not the case thatM, x K X;
M, x A • X iff there is y ∈M such that yRx
and it holds thatM, y A X;
M, x A X, Y iff M, x A X andM, x A Y ;
M, x A X ,i Y iff there are y, z ∈M such that σi(x, y, z) ∈ R,
M, y A X andM, z A Y.
The consequent evaluation relation K ⊆ E × S (P,Conϕ) is defined inductively as
follows: for all i ∈ {1, 2, 3},
M, x K ϕ iff M, x ϕ;
M, x K ∗X iff it is not the case thatM, x A X;
M, x K • X iff for all y ∈M such that xRy,
it holds thatM, y K X;
M, x K X, Y iff M, x K X orM, x K Y ;
M, x K X ,i Y iff for all y, z ∈M such that σi(x, y, z) ∈ R,
M, y K X orM, z K Y.
• We extend the scope of the relation to also relate points to S (P,Conϕ)–consecutions.
Depending on the form of the S (P,Conϕ)–consecution, that is, whether it is of the form
X Y , Y or X , we have:
M, x X Y iff ifM, x A X , thenM, x K Y ;
M, x Y iff M, x K Y ;
M, x X iff it is not the case thatM, x A X .
So, for all Cϕ ⊆ Conϕ, the triples (L (P,Cϕ) , E , ), (S (P,Cϕ) , E , A ),
(S (P,Cϕ) , E , K ) and (C(Cϕ), E , ) are logics (as defined in Definition 5). The triple
(L (P,Conϕ) , E , ) is also a logic, called update logic. 
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Our semantics is based on the cyclic permutations of the set {1, 2, 3}. In group the-
ory, a cyclic permutation σ on a finite set S is a bijection on S such that σ(si) = si+1
for i < n and σ(sn) = s1, where S = {s1, . . . , sn}, and in that case we write σ :=
(s1 . . . sn). For the set {1, 2, 3}, there are two cyclic permutations: τ := (123) and
ρ := (132) (and if Id denotes the identity permutation and ◦ the composition of applica-
tions, then ({τ, ρ, Id}, ◦) is a group). Then, one should note that for all x1, x2, x3 ∈ E, we
have that σ1(x1, x2, x3) = (xId(1), xId(2), xId(3)), σ2(x1, x2, x3) = (xτ(1), xτ(2), xτ(3)) and
σ3(x1, x2, x3) = (xρ(1), xρ(2), xρ(3)).
Remark 2. We do not introduce the truth constants t and f, because we allow empty antecedents
and consequents in our consecutions (we provide a specific semantics for that). This is not usual
for display calculi, ever since Belnap’s seminal paper [17, Footnote 2] where empty antecedents
and consequents are not allowed. On the other hand, this feature will allow us to refrain from
introducing empty structural connectives I.
Remark 3. Usually, one gives a semantics to structures by means of mappings that translate
structures into formulas, like in Proposition 1. We prefer to give semantics to structures directly
by interpreting them over substructural models, because we cannot always provide an equivalent
formula for a structure, depending on the logical language we consider. In fact, all our display
calculi contain the structural connectives ∗ and ,0 , but the corresponding Boolean negation ¬
and conjunction/disjunction∧/∨ are not always present in the logical language (this is especially
the case for substructural logics which usually do not contain Boolean negation). Moreover,
giving semantics to structures will also allow us to obtain strong completeness results for display
calculi.
Spelling out the truth conditions for the connectives ⊗i,⊃i and ⊂i for i ∈ {1, 2, 3}, we
obtain the expressions of Figure 3. The indices 1, 2 and 3 of our connectives indicate when
formulas are evaluated. The connectives ⊃1,⊂1 and ⊗1 express properties of updates before
the event, the connectives ⊂2,⊃2 and ⊗2 properties during the event and the connectives ⊃3,⊂3
and ⊗3 properties after the event. Typically, the formula ϕ deals with the initial situation, the
formula χ deals with the event and the formula ψ deals with the final situation. The direction
of the arrow (⊂ or ⊃) indicates the conditional direction in which the formula should be read.
For example, the formula ψ ⊃2 ϕ tells us that it should be evaluated during an event (2) and
reads as “if the final situation will satisfy ψ then the initial situation must necessarily satisfy
ϕ”, whereas ψ ⊂2 ϕ reads as “if the initial situation satisfies ϕ then the final situation will
necessarily satisfy ψ”. The formula χ ⊃1 ψ reads as “ψ will hold after the occurrence of any
events satisfying χ” and the formula ϕ ⊂3 χ reads as “ϕ held before the occurrence of any events
satisfying χ”. The connectives ⊗1,⊗2,⊗3 are of the form (b) and the connectives ⊃1,⊂1,⊃2,⊂2
,⊃3,⊂3 are of the form (a) (see Page 10). Note that the classical substructural connectives ⊗,⊃
and ⊂ of the previous section correspond to our connectives ⊗3,⊃1 and ⊂2. So, our language
L (P,Conϕ) extends the language L(P,Sub−) of substructural logics presented in Section 2.1
and the logic (L (P,Conϕ) , E , ) is therefore at least as expressive as (L(P,Sub−), E , ).
Proposition 1 below shows that (L (P,Conϕ) , E , ) is in fact strictly more expressive than
(L(P,Sub−), E , ).
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M, x χ⊗1 ψ iff there are y, z ∈ P such thatRxyz,
M, y χ andM, z ψ;
M, x χ ⊃1 ψ iff for all y, z ∈ P such thatRxyz,
ifM, y χ thenM, z ψ;
M, x χ ⊂1 ψ iff for all y, z ∈ P such thatRxyz,
ifM, z ψ thenM, y χ;
M, x ψ ⊗2 ϕ iff there are y, z ∈ P such thatRzxy,
M, z ϕ andM, y ψ;
M, x ψ ⊃2 ϕ iff for all y, z ∈ P such thatRzxy,
ifM, y ψ thenM, z ϕ;
M, x ψ ⊂2 ϕ iff for all y, z ∈ P such thatRzxy,
ifM, z ϕ thenM, y ψ;
M, x ϕ⊗3 χ iff there are y, z ∈ P such thatRyzx,
M, y ϕ andM, z χ;
M, x ϕ ⊃3 χ iff for all y, z ∈ P such thatRyzx,
ifM, y ϕ thenM, z χ;
M, x ϕ ⊂3 χ iff for all y, z ∈ P such thatRyzx,
ifM, z χ thenM, y ϕ.
Figure 3: Spelling out the Truth Conditions
Proposition 1. We define inductively the following translations τ1 and τ2 from S (P,Conϕ)–
structures to L (P,Conϕ)–formulas: for all i ∈ {1, 2, 3},
τ1(ϕ) := ϕ τ2(ϕ) := ϕ
τ1(∗X) := ¬τ2(X) τ2(∗X) := ¬τ1(X)
τ1(•X) := 3−τ1(X) τ2(•X) := τ2(X)
τ1(X, Y ) := τ1(X) ∧ τ1(Y ) τ2(X, Y ) := τ2(X) ∨ τ2(Y )
τ1(X ,i Y ) := τ1(X)⊗i τ1(Y ) τ2(X ,i Y ) := ¬(¬τ2(X)⊗i ¬τ2(Y ))
Then, for all pointed substructural models (M, x), all X ∈ S (P,Conϕ),
M, x A X iff M, x τ1(X) (3)
M, x K X iff M, x τ2(X) (4)
Moreover, the following hold:
• (L (P,Cϕ) , E , ) > (L(P,Sub−), E , ), where Cϕ := Conϕ − {¬};
• (L (P,Conϕ) , E , ) ≡ (S (P,Conϕ) , E , A ) ≡ (S (P,Conϕ) , E , K ).
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Proof. The proofs of Expressions (3) and (4) is by induction on X . Now, we prove the other
items separately.
• The logic (L (P,Conϕ) , E , ) has at least the same expressive power as
(L(P,Sub−), E , ), because L(P,Sub−) ⊆ L (P,Conϕ). To prove that
(L (P,Conϕ) , E , ) is in fact strictly more expressive than (L(P,Sub−), E , ), we
consider the substructural models M := (P, R,R, I) and M′ := (P ′, R′,R′, I ′) de-
fined as follows: P = P ′ := ({w0, w1, . . . , w6},=), R = R′ := ∅, R = R′ :=
{(w0, w1, w3), (w0, w1, w4), (w0, w2, w5), (w0, w2, w6)}, I(w0) = I(w3) = I(w4) =
I(w6) := {p}, I(w1) = I(w2) = I(w5) := ∅ and I ′(w0) = I ′(w3) = I ′(w6) :=
{p}, I ′(w1) = I ′(w2) = I ′(w3) = I ′(w5) := ∅. We are going to show that
(M, w0) and (M′, w′0) satisfy the same formulas of L(P,Sub−) but not the same for-
mulas of L (P,Conϕ). This will prove that L (P,Conϕ) is strictly more expressive
than L(P,Sub−). To show that (M, w0) and (M′, w′0) make the same formulas of
L(P,Sub−) true, it suffices to show that there exists a directed bisumulation (⇒,⇐) be-
tween (M, w0) and (M′, w′0) such thatw0 ⇒ w′0 andw0 ⇐ w′0 (see [42] or [70] for a def-
inition of directed bisimulation). We define the directed bisimulation (⇒,⇐) as follows:
⇒:= {(wi, w′i) | i 6= 4}∪{(w4, w′3)} and⇐:= {(wi, w′i) | i 6= 4}∪{(w4, w′3), (w4, w′4)}.
Then, by [70, Fact 12.12], we have that for all ϕ ∈ L(P,Sub−), it holds thatM, w0 ϕ
if, and only if, M′, w′0 ϕ. However, as one can easily check, we also have that
M, w0 (p ⊂2 >)⊗1 > but it is not the case thatM′, w′0 (p ⊂2 >)⊗1 >. Therefore,
(L (P,Conϕ) , E , ) is strictly more expressive than (L(P,Sub−), E , ).
• The logics (S (P,Conϕ) , E , A ) and (S (P,Conϕ) , E , K ) have at least the same ex-
pressive power as the logic (L (P,Conϕ) , E , ) because L (P,Conϕ) ⊆ S (P,Conϕ)
and the definitions of , A and K coincide on L (P,Conϕ). Recipro-
cally, to prove that (L (P,Conϕ) , E , ) has at least the same expressive power as
(S (P,Conϕ) , E , A ) and (S (P,Conϕ) , E , K ), we use the mappings of Proposition 1.
Expressions (3) and (4) prove that (L (P,Conϕ) , E , ) has at least the same expressive
power as (S (P,Conϕ) , E , A ) and (S (P,Conϕ) , E , K ).
4 A Display Calculus for Update Logic
Extending Gentzen’s original sequent calculi with modalities has turned out over the years to be
difficult. Many of the interesting theoretical properties of sequent calculi are lost when one adds
modalities (see for example Poggiolesi [56, Chapter 1] for more details). A number of methods
have been proposed to overcome these difficulties: display calculi, labelled sequents, tree hyper-
sequents (see Poggiolesi and Restall [57] for an accessible introduction to these different sorts
of calculi). In this section, we provide a display calculus for our update logic. As we will see,
this display calculus will be a generalization of the display calculus for modal logic introduced
by Wansing [76]. In the companion article [7], we provide a sequent calculus for update logic
which turns out to be a generalization of the non–associative Lambek calculus [43, 44].
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4.1 Preliminary Definitions
The general definitions of this section will be used in the rest of the article.
Definition 9 (Truth, validity, logical consequence). Let L = (L, E, ) be a logic. LetM∈ E,
Γ ⊆ L and ϕ ∈ L. We writeM Γ when for all ψ ∈ Γ, we haveM ψ. Then, we say that
• ϕ is true (satisfied) atM orM is a model of ϕ whenM ϕ;
• ϕ is a logical consequence of Γ, denoted Γ Lϕ, when for allM ∈ E, ifM Γ then
M ϕ;
• ϕ is valid, denoted Lϕ, when for all modelsM∈ E, we haveM ϕ. 
Definition 10 (Conservativity). Let L = (L, E, ) and L′ = (L′, E′, ′) be two logics
such that L ⊆ L′. We say that L′ is a conservative extension of L when
{





ϕ′ ∈ L′ | ′L′ϕ
′}. 
Our definition of a proof system and of an inference rule is taken from Mendelson [50].
Definition 11 (Proof system and sequent calculus). Let L = (L, E, ) be a logic. A proof
system P for L is a set of elements of L called axioms and a set of inference rules. Most often,
one can effectively decide whether a given element of L is an axiom. To be more precise, an
inference rule R in L is a relation among elements of L such that there is a unique l ∈ N∗ such
that, for all ϕ,ϕ1, . . . , ϕl ∈ L, one can effectively decide whether (ϕ1, . . . , ϕl, ϕ) ∈ R. The
elements ϕ1, . . . , ϕl are called the premises and ϕ is called the conclusion and we say that ϕ is
a direct consequence of ϕ1, . . . , ϕl by virtue of R. Let Γ ⊆ L and let ϕ ∈ L. We say that ϕ is
provable (from Γ) in P or a theorem of P , denoted `P ϕ (resp. Γ `P ϕ), when there is a proof
of ϕ (from Γ) in P , that is, a finite sequence of formulas ending in ϕ such that each of these
formulas is:
1. either an instance of an axiom of P (or a formula of Γ);
2. or the direct consequence of preceding formulas by virtue of an inference rule R.
If S is a set of L–consecutions, this set S can be viewed as a logical language. Then, we call
sequent calculus for S a proof system for S. 
Definition 12 (Soundness and completeness). Let L = (L, E, ) be a logic. Let P be a proof
system for L. Then,
• P is sound for the logic L when for all ϕ ∈ L, if `P ϕ, then Lϕ.
• P is (strongly) complete for the logic L when for all ϕ ∈ L (and all Γ ⊆ L), if Lϕ, then
`P ϕ (resp. if Γ Lϕ, then Γ `P ϕ). 
Because a proof is a finite sequence of formulas, soundness for the logic L coincides with
‘strong’ soundness for the logic L, i.e. for all ϕ ∈ L and all Γ ⊆ L, if Γ `P ϕ, then Γ Lϕ.
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4.2 A Generalized Modal Display Calculus
In this section, we introduce a display calculus for our update logic. It generalizes the modal
display calculus of Wansing [76].
Definition 13 (Display calculus UL(Cϕ)). Let Cϕ ⊆ Conϕ. The display calculus for C(Cϕ),
denoted UL(Cϕ), is the display calculus containing the rules of Figure 5 mentioning the logical
connectives of Cϕ and the rules of Figure 4 mentioning the structural connectives of Struc(Cϕ)
(a double line means that the rule holds in both directions). If Cϕ = Con(UL) then UL(Cϕ) is
denoted UL. In these rules, U and V can be empty structures and in the diplay rules, for i = 0,
the structures X,Y, Z can also be empty. If the structure U is empty then ∗U is also empty and
U ,0 X and X ,0 U both denote X . Moreover, in rule ⊗iK (for i ∈ {1, 2, 3}), the consequent of
one of the premises can also be empty and in that case the consequent of the conclusion is also
empty. For better readability, the brackets for binary connectives are omitted.
A parameter in an inference rule is a structure (or formula) which is either held constant
from premises to conclusion or which is introduced with no regard to its particular (formulas
introduced by weakening are also parameters). A principal formulas in an inference rule is a
non–parametric formula occurring in the conclusion. Congruent parameters in an inference rule
are parameters that occur both in the premise(s) and the conclusion of that inference rule and
that correspond to the same formula/structure. In our sequent calculus UL of Figures 4 and 5,
principal formulas are represented by Greek formulas ϕ,ψ and parameters are denoted by the
Latin letters X,Y, Z. Congruent parameters are denoted by the same Latin letter (be it X,Y or
Z). 
The semantics of update logic was based on cyclic permutations, as explained after Defini-
tion 8 on Page 14. It turns out that these cyclic permutations reappear in the inference rules of
our display calculus UL. Indeed, the rules for the substructural connectives and the display rules
can be rewritten differently, like in Figure 6: {(1, 2, 3), (2, 3, 1), (3, 1, 2)} = {(i, τ(i), ρ(i)) |
i ∈ {1, 2, 3}}. Moreover, by our conventions of notation, the following rules are instances of
the display rules:
U V





Connection with Wansing’s modal display calculus. If we consider Cϕ := {¬,∧,,3−}
then UL(Cϕ) is the display calculus for modal logic of Wansing [76] (restricted to these con-
nectives and with a slight modification of the structural rules for negation ∗). Hence, our display
calculus is a generalization of the display calculus for modal logic. However, unlike it, we do
not resort in our calculus to the empty structure I. Usually, this empty structure is used to obtain
the display property or to prove completeness of display calculi (by reduction to a Hilbert proof
calculus [78]). Here, we do not need to use this empty structure I. Instead, we use more general
rules for the structural connective ∗ and we resort in all cases to the classical structural connec-
tive ,0 . These rules are more general than the rules of the modal display calculus of Wansing









Y , X U
X, Y U
CI
(X, Y ), Z U
X, (Y , Z) U
Bc
Display Rules:
X ,i Y Z
X ∗ Y ,j Z
Y Z ,k ∗X
Z X ,i Y
∗Y ,j Z X
Z ,k ∗X Y
X • Y
•X Y
(i, j, k) ∈ {(0, 0, 0), (1, 2, 3), (2, 3, 1), (3, 1, 2)}
Cut Rule:
U ϕ ϕ V
U V
Figure 4: Structural Rules
to a S (P,Conϕ)–consecution where the antecedent is empty or the consequent is empty, like in
linear logic [34]. Our approach simplifies somewhat the structural rules. Finally, restricted to
the structural connective , (that is the structural connective ,0 ) our display rules are identical to
the basic structural rules (1) and (2) of [76] (if we assume permutation CI).
Connection with Dunn’s Gaggle Theory. We can relate our definitions with the terminology
of Dunn’s Gaggle Theory [24]. We will not recall this theory and we refer the reader to Dunn
[24], or Goré [36] for a short but concise overview. If Cϕ := {>,⊥,⊗i,⊃j,⊂k} for some
(i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}, then the triple of connectives OPi := {⊗i,⊃j,⊂k} is a
founded family of the partial gaggle T := (L (P,Cϕ) , , OPi) and⊗i is its head. In particular,
each pair of connectives satisfy the abstract law of residuation and in that case we say that they
are relative.
Usually, to construct a display calculus for a logic, we associate to each pair of residuated
logical connectives a structural connectives [22]. This method has been successfully applied to
modal logic for the case of unary modal connectives for which founded families often come
in pairs [76, 78]. Somehow, we generalize this idea to the case of binary connectives. But
instead of considering pairs of residuated binary connectives, we consider founded families of
relative binary connectives which generally come in triples, such as OPi := {⊗i,⊃j,⊂k} for
each (i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}. So, we associate to the head of each founded
















U ϕ ∨ ψ
∨1K
U ψ
U ϕ ∨ ψ
∨2K
ϕ U ψ U
ϕ ∨ ψ U
∨A
U ϕ U ψ
U ϕ ∧ ψ
∧K
ϕ U
ϕ ∧ ψ U
∧1A
ψ U
















X ϕ Y ψ
X ,i Y ϕ⊗i ψ
⊗iK
ϕ ,i ψ U
ϕ⊗i ψ U
⊗iA
X ,i ϕ ψ
X ϕ ⊃j ψ
⊃jK
X ϕ ψ Y
ϕ ⊃j ψ ∗X ,j Y
⊃jA
ϕ ,i X ψ
X ψ ⊂k ϕ
⊂kK
ψ Y X ϕ
ψ ⊂k ϕ Y ,k ∗X
⊂kA
(i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}
Figure 5: Logical Rules for Propositional, Modal and Substructural Connectives
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Display Rules:
X ,i Y Z
X ∗ Y ,τ(i) Z
Y Z ,ρ(i) ∗X
Z X ,i Y
∗Y ,τ(i) Z X
Z ,ρ(i) ∗X Y
Substructural Connectives:
X ϕ Y ψ
X ,i Y ϕ⊗i ψ
⊗iK
ϕ ,i ψ U
ϕ⊗i ψ U
⊗iA
X ,i ϕ ψ
X ϕ ⊃τ(i) ψ
⊃τ(i)K
X ϕ ψ Y
ϕ ⊃τ(i) ψ ∗X ,τ(i) Y
⊃τ(i)A
ϕ ,i X ψ
X ψ ⊂ρ(i) ϕ
⊂ρ(i)K
ψ Y X ϕ
ψ ⊂ρ(i) ϕ Y ,ρ(i) ∗X
⊂ρ(i)A
where i ∈ {1, 2, 3}, τ = (123) and ρ = (132) (we have ρ = τ ◦ τ )
Figure 6: Inference Rules and Cyclic Permutations
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Connective f Trace of f S(f, ϕ, ψ) Display rule
3− (−) 7→ − 3−ϕ ψ •X Y
 (+) 7→ + ϕ ψ X • Y
Connective f Trace of f S(f, ϕ, χ, ψ) Display rule
⊗i (−,−) 7→ − ϕ⊗i χ ψ X ,i Y Z
⊃j (−,+) 7→ + ϕ χ ⊃j ϕ X ∗ Y ,j Z
⊂k (+,−) 7→ + χ ψ ⊂k ϕ Y Z ,k ∗X
(i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}
Figure 7: Transforming Founded Families into Display Rules
negation to define the display rules associated to this founded family of connectives. In fact,
there is a very close similarity between, on the one hand, the expressions S(f, ϕ, χ, ψ) (for f ∈
OPi) obtained from the traces of f and, on the other hand, the consecutions of our display rules.4
One can even obtain our display rules from these expressions by the successive transformations
given in Figure 7 (from left to right). The third set of display rules will be obtained when we
will consider dual substructural connectives in Section 7.2.
Connection with Goré’s display logic. There is also a close similarity between our display
rules and the structural rules introduced by Goré [36] associated to his structural connectives
◦, <,>. We reproduce them below:
Y X > Z
X ◦ Y Z
X Z < Y
X > Z Y
Z X ◦ Y
Z < Y X
With a closer inspection, the structural connective X ◦ Y corresponds to our connective X ,3 Y ,
the structural connective X > Z is an abbreviation of our Z ,2 ∗X and the structural connective
Z < Y is an abbreviation of our ∗Y ,1 Z. Moreover, Goré [36] also deals with negation and he
obtains display rules for negation (called (Grn DP `) and (` Grn DP)) that are again closely
related to our display rules.
Theorem 2 (Soundness and strong completeness). The display calculus UL is sound and
strongly complete for the logic (C(Conϕ), E , ).
Proof. See Section 5.
4See for instance [36, 78] for a definition of the trace of a connective f and an explanation of the notation
S(f, ϕ, χ, ψ).
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4.3 Admissibility of the Cut Rule
Theorem 3 below shows that UL is a display calculus: each antecedent (consequent) part of a
consecution can be ‘displayed’ as the sole antecedent (resp. consequent) of a structurally equiv-
alent consecution.
Definition 14 (Antecedent and consequent part). Let X be a S (P,Conϕ)–structure and let Y
be a substructure of X . We say that Y occurs positively in X if it is in the scope of an even
number of ∗. Otherwise, if Y is in the scope of an odd number of ∗ in X , we say that Y occurs
negatively in X . If X Y is a S (P,Conϕ)–consecution, then X is called the antecedent and
Y is called the consequent. Let Z be a substructure of X or Y . We say that Z is an antecedent
part of X Y if Z occurs positively in X or negatively in Y . We say that Z is a consequent
part of X Y if Z occurs positively in Y or negatively in X . 
Theorem 3 (Display Theorem for UL). For each S (P,Conϕ)–consecutionX Y and each an-
tecedent part (respectively consequent part) Z of X Y , if X Y is provable in UL then there
exists a L (P,Conϕ,ConX)–structure W such that Z W (respectively W Z) is provable in
UL.
Proof. The proof follows the same lines as the proof of [78, Theorem 12]. The case when
f = ∗g is proved by using the third derived rule of Expression 5.
In the Expressions (5), we show how the classical structural rules of [78] for negation can














∗X, ∗ Y Y K
∗Y Y , X
dr2











Note that in the above proofs (especially the third proof), we use the structural rules
for the classical structural connective ∗ and ,0 . This explains why we impose that
{∗, ,0 } ⊆ Struc(Cϕ) for all logical connectives Cϕ ⊆ Conϕ. We recall that the se-
mantics of these structural connectives is classical: ∗ corresponds to the Boolean negation
and ,0 corresponds to conjunction or disjunction, depending on the context (whether it is in
antecedent or consequent position). So, when we try to prove a statement using our display
calculus, we manipulate structures and substructures in consecutions at the structural level, that
is, some sort of ‘meta’ level at which we always reason classically. As a matter of fact, this
is also what we do when we prove a valid statement semantically, using the truth conditions
of the logic. These truth conditions are expressed in natural language at the ‘meta’ level
but comply to the reasoning of classical logic. So, in a sense, the structural reasoning in UL
could be viewed as the classical meta-reasoning used to prove a theorem/validity of update logic.
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Now, we show that UL is in fact a proper display calculus (see [17, 78] for more detailed
explanations of the conditions (C1)− (C8) listed below).
Definition 15 (Proper display calculus). A sequent calculus is a proper display calculus when
each of its inference rules satisfies the following eight conditions (C1)− (C8):
(C1) Preservation of formulas. Each formula occurring in a premise of a rule is the subformula
of some formula in the conclusion of that rule.
(C2) Shape-alikeness of parameters. Congruent parameters in a rule are occurrences of the
same structures.
(C3) Non-proliferation of parameters. Each parameter of any rule is congruent to at most one
parameter in the conclusion of that rule.
(C4) Position-alikeness of parameters. Congruent parameters are either all antecedent or all
consequent parts of their respective consecutions.
(C5) Display of principal constituents. A principal formula of any rule is either the entire
antecedent or the entire consequent of the conclusion of this rule.
(C6) Closure under substitution for consequent parts. Each rule is closed under simultaneous
substitution of arbitrary structures for congruent formulas which are consequent parts.
(C7) Closure under substitution for antecedent parts. Each rule is closed under simultaneous
substitution of arbitrary structures for congruent formulas which are antecedent parts.
(C8) Eliminability of matching principal formulas. If there are inferences inf1 and inf2 with
respective conclusions (1) X ϕ and (2) ϕ Y with ϕ principal in both inferences, and
if cut is applied to obtain (3) X Y , then either (3) is identical to (1) or (2), or there
is a proof of (3) from the premises of inf1 and inf2 in which every cut-formula of any
application of cut is a proper formula of ϕ. 
Theorem 4 (Strong cut elimination). The display calculus UL is a proper display calculus.
Hence, UL enjoys strong cut-elimination and therefore the cut rule is an admissible rule of UL.
Proof. The logical rules were already introduced and studied in [78], so we only need to check
the structural rules. A rapid inspection shows that they indeed respect the eight conditions.
Therefore, UL is a proper display calculus. It enjoys strong cut-elimination because of [78,
Theorem 23].
Corollary 1. Let Cϕ ⊆ Conϕ. The display calculus UL(Cϕ) is sound and strongly complete
for the logic (C(Cϕ), E , ).
Proof. The soundness comes from Theorem 2. For strong completeness, consider Γ ⊆ C(Cϕ)
and S ∈ C(Cϕ). If Γ S holds then Γ S is provable in UL by Theorem 2. However, because
UL enjoys strong cut elimination (Theorem 4), a proof of S from Γ is a proof that contains only
the subformulas contained in S or Γ, and therefore a proof that contains only the connectives of
Cϕ. That is, Γ S is provable in UL(Cϕ).
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5 Completeness Proof of the Display Calculus for Update Logic
In this section we prove Theorem 2. The proof of soundness is without particular difficulty. The
completeness proof relies on a new method that is not specific to our update logic but applies
to any Gentzen and display-style calculi. It is also related to the completeness proof method of
Wansing [77, Section 10.6] for the display calculus of modal (tense) logic. Henkin constructions
for Lambek calculi already exist. On the one hand, they are somewhat simpler than our approach.
The set of worlds of the canonical model in these constructions is simply the set of all formulas
of the language, and we set Rxyz when z x ⊗ y is derivable, and x p when x p is also
derivable. On the other hand, our approach is closer to standard techniques of modal logic and
it will allow us to import the existing correspondence results for substructural logics.
5.1 Preliminary Definitions and Results
First, we define the notions of UL–consistent set and maximal UL–consistent set. In the sequel,
by abuse of notation and to ease the presentation, when we write X Y we mean that X Y
is provable in UL.
Definition 16 ((Maximal) UL–consistent set).
• A UL–consistent set is a subset Γ of S (P,Conϕ) such that there are no X1 , . . . , Xn ∈ Γ
such that X1 , . . . , Xn .
• A maximal UL–consistent set is a UL–consistent subset Γ of S (P,Conϕ) such that there
is no X ∈ S (P,Conϕ) such that X /∈ Γ and Γ ∪ {X} is UL–consistent. 
Lemma 5 (Cut Lemma). Let Γ be a maximal UL–consistent set. For all X1, . . . , Xk ∈ Γ, all
ϕ ∈ L (P,Conϕ), if X1 , . . . , Xk ϕ then ϕ ∈ Γ.
Proof. First, we show that Γ ∪ {ϕ} is UL–consistent. Assume towards a contradiction that
it is not the case. Then, there is Y1, . . . , Yl ∈ Γ such that Y1 , . . . , Yl , ϕ . So, by the ba-
sic structural rules, we have that ϕ ∗ (Y1 , . . . , Yl). Therefore, by the cut rule, we have
that X1 , . . . , Xk ∗ (Y1 , . . . , Yl). Then, again by the basic structural rules, we have that
(Y1 , . . . , Yl), (X1 , . . . , Xk) , that is Y1 , . . . , Yl , X1 , . . . , Xk by associativity. Because
X1, . . . , Xk, Y1, . . . , Yl ∈ Γ, we conclude that Γ is not UL–consistent, which is impossible.
Thus, our initial assumption was wrong and Γ ∪ {ϕ} is UL–consistent. Then, because Γ is a
maximal UL–consistent set, we have finally that ϕ ∈ Γ.
Then, we have the following Lindenbaum-like Lemma.
Lemma 6 (Lindenbaum Lemma). Any UL–consistent set can be extended into a maximal UL–
consistent set.
Proof. Let Γ be a UL–consistent set and let X0, X1, . . . , Xn, . . . be an enumeration of






Γn ∪ {Xn} if Γn ∪ {Xn} is UL–consistent;
Γn otherwise




We show that Γ+ is a maximal UL–consistent set. Clearly, for all n ∈ N, Γn is UL-consistent
by definition of Γn. So, if Γ+ was not UL-consistent, there would be n0 ∈ N such that Γn0 is
not UL-consistent, which is impossible. Now, assume towards a contradiction that Γ+ is not a
maximal UL-consistent set. Then, there is X ∈ S (P,Conϕ,ConX) such that X /∈ Γ+ and
Γ+ ∪ {X} is UL-consistent. But there is n ∈ N such that X = Xn. Because X /∈ Γ+, we
also have that Xn /∈ Γn. So, Γn ∪ {Xn} is not UL-consistent by definition of Γ+. Therefore,
Γ+ ∪ {X} is not UL-consistent, which is impossible.
Finally, we prove some facts which will be used in the completeness proof, more precisely
in the proof of the (truth) Lemma 10.




X Y iff τ1(X) τ2(Y )
iff X τ2(Y ) (9)
iff τ1(X) Y
ϕ⊗i (χ ∨ ρ) (ϕ⊗i χ) ∨ (ϕ⊗i ρ) (10)
ψ ⊂i ϕ1 , . . . , ψ ⊂i ϕn ψ ⊂i (ϕ1 ∨ . . . ∨ ϕn) (11)
(The mappings τ1 and τ2 are defined in Proposition 1.)
Proof. Expressions (6), (7), (8) and (9) are proved by an easy induction on ϕ,X and Y . The
proof of Expression (10) is as follows (dr1 denotes an application of the first set of display rules):
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ϕ ϕ χ χ
ϕ ,i χ ϕ⊗i χ
⊗iK
ϕ ,i χ ϕ⊗i χ, ϕ⊗i ρ
WK
ϕ ,i χ ϕ⊗i χ ∨ ϕ⊗i ρ
∨K
χ (ϕ⊗i χ ∨ ϕ⊗i ρ) ,k ∗ ϕ
dr1
ϕ ϕ ρ ρ
ϕ ,i ρ ϕ⊗i ρ
⊗iK
ϕ ,i ρ ϕ⊗i χ, ϕ⊗i ρ
WK
ϕ ,i ρ ϕ⊗i χ ∨ ϕ⊗i ρ
∨K
ρ (ϕ⊗i χ ∨ ϕ⊗i ρ) ,k ∗ ϕ
dr1
χ ∨ ρ (ϕ⊗i χ ∨ ϕ⊗i ρ) ,k ∗ ϕ
∨A
ϕ ,i (χ ∨ ρ) ϕ⊗i χ ∨ ϕ⊗i ρ
dr1
ϕ⊗i (χ ∨ ρ) ϕ⊗i χ ∨ ϕ⊗i ρ
⊗iA
The proof of Expression (11) is as follows. By iterated application of ∨A and the structural
rules to the consecutions ϕ1 ϕ1 , . . . , ϕn−1 ϕn−1 and ϕn ϕn, we obtain that ϕ1 ∨ . . . ∨
ϕn ϕ1 , . . . , ϕn. Then, by application of ⊂iA and ⊂iK to ϕ1 ∨ . . . ∨ ϕn ϕ1 , . . . , ϕn and
ψ ψ, we have that (ϕ1 ∨ . . . ∨ ϕn) ,3 (ψ ⊂2 ϕ1 , . . . , ψ ⊂2 ϕn) ψ. Finally, by ⊂2K , we
obtain that ψ ⊂i ϕ1 , . . . , ψ ⊂i ϕn ψ ⊂i (ϕ1 ∨ . . . ∨ ϕn).
Lemma 8. Let ϕ, χ ∈ L (P,Conϕ). If ϕ⊗3χ is UL-consistent, then ϕ and χ are UL-consistent.
Proof. We only prove that ϕ is UL-consistent, the proof for χ being similar. Assume towards
a contradiction that ϕ is not UL-consistent, that is ϕ . Then, because χ χ by Expression 6
of Lemma 7, we have by application of ⊗3K and then ⊗3A that ϕ ⊗3 χ . Hence, ϕ ⊗3 χ is not
UL-consistent, which is impossible.
5.2 The Completeness Proof
We define the canonical substructural model associated to UL.











⊂i | i ∈ {1, 2, 3}
}
as follows:
• Pc := (P c,=) where P c is the set of all maximal UL–consistent sets;
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• for all Γ,Γ′,Γ′′ ∈ P c,
(Γ,Γ′) ∈ Rc iff for all ϕ ∈ Γ, we have that ϕ ∈ Γ′
(Γ,Γ′) ∈ Rc3− iff for all ϕ ∈ Γ
′, we have that 3−ϕ ∈ Γ
(Γ,Γ′,Γ′′) ∈ Rc⊃1 iff for all χ ⊃1 ϕ ∈ Γ, if χ ∈ Γ
′ then ϕ ∈ Γ′′
(Γ,Γ′,Γ′′) ∈ Rc⊂2 iff for all ψ ⊂2 ϕ ∈ Γ
′, if ϕ ∈ Γ then ψ ∈ Γ′′
(Γ,Γ′,Γ′′) ∈ Rc⊗3 iff for all ϕ ∈ Γ and all χ ∈ Γ
′, ϕ⊗3 χ ∈ Γ′′
(Γ,Γ′,Γ′′) ∈ Rc⊃2 iff for all ψ ⊃2 ϕ ∈ Γ
′, if ψ ∈ Γ′′ then ϕ ∈ Γ
(Γ,Γ′,Γ′′) ∈ Rc⊂3 iff for all ϕ ⊂3 χ ∈ Γ
′′, if χ ∈ Γ′ then ϕ ∈ Γ
(Γ,Γ′,Γ′′) ∈ Rc⊗1 iff for all ψ ∈ Γ
′′ and all χ ∈ Γ′, χ⊗1 ψ ∈ Γ
(Γ,Γ′,Γ′′) ∈ Rc⊃3 iff for all ϕ ⊃3 χ ∈ Γ
′′, if ϕ ∈ Γ then χ ∈ Γ′
(Γ,Γ′,Γ′′) ∈ Rc⊂1 iff for all χ ⊂1 ϕ ∈ Γ
′′, if ϕ ∈ Γ′′ then χ ∈ Γ′
(Γ,Γ′,Γ′′) ∈ Rc⊗2 iff for all ψ ∈ Γ
′′ and all ϕ ∈ Γ, ψ ⊗2 ϕ ∈ Γ′.

Lemma 9. The following hold:
• Rc = Rc3−;

















Proof. We prove each item separately.




. Assume that (Γ,Γ
′) ∈ Rc.
We are going to prove that (Γ,Γ′) ∈ Rc3− . Let ϕ ∈ Γ. Then 3
−ϕ ∈ Γ, because
ϕ 3−ϕ and application of Lemma 5. So, by definition ofRc, we have that 3−ϕ ∈ Γ′.




 is similar and
uses the fact that ϕ −3ϕ.















⊗2 are similar to the proof of Restall [61, Lemma 11.25]. So,








⊗1 , the proof that
Rc⊗1 = R
c




⊗1 . Let (Γ,Γ
′,Γ′′) ∈ Rc⊗3 , we
are going to show that (Γ,Γ′,Γ′′) ∈ Rc⊗1 . Let ψ ∈ Γ
′′ and χ ∈ Γ′. We are going to
prove that χ ,1 ψ ∈ Γ. Assume towards a contradiction that χ ,1 ψ /∈ Γ. Then, there are
X1, . . . , Xn ∈ Γ such that (X1 , . . . , Xn), (χ ,1 ψ) , because Γ is a maximal consistent
set. Then, we have the following derivation, using the display rules (dr1 and dr3 denote
an application of one of the first and third set of display rules respectively):
(X1 , . . . , Xn), (χ ,1 ψ)
χ ,1 ψ ∗ (X1 , . . . , Xn)
∗K
χ ∗ ψ ,2 ∗ (X1 , . . . , Xn)
dr1
(X1 , . . . , Xn) ,3 χ ∗ ψ
dr1
((X1 , . . . , Xn) ,3 χ), ψ
∗K
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However, (X1 , . . . , Xn) ,3 χ ∈ Γ′′ by Lemma 10 and definition of Rc⊗3 , and ψ ∈ Γ
′′
by assumption. So, Γ′′ is not UL–consistent, which is impossible. Hence, Rc⊗3 ⊆ R
c
⊗1 .
The proof of the converse, namelyRc⊗3 ⊇ R
c
⊗1 , is symetrical; only the indices need to be
changed.






⊂i | i ∈ {1, 2, 3}
}
and Rc := Rc.
Definition 18 (Canonical model associated to UL). The canonical substructural model associ-
ated to UL is the substructural model Mc := (Pc, Rc,Rc, Ic) where for all p ∈ P, we have
p ∈ Ic(Γ) if, and only if, p ∈ Γ. 
Lemma 10 (Truth Lemma). For all ϕ ∈ L (P,Conϕ), for all maximal UL–consistent sets Γ, we
have that
Mc,Γ ϕ iff ϕ ∈ Γ. (12)
Proof. The proof is by induction on the formula ϕ. The base case ϕ := p holds trivially by
definition of Ic. Now, we prove the induction steps:
• ¬ψ:
Assume that ¬ψ ∈ Γ. If ψ ∈ Γ, then because ψ, ¬ψ and ψ, ¬ψ ∈ Γ, Γ would not be
UL-consistent. Therefore, it is not the case that ψ ∈ Γ, that is, by Induction Hypothesis, it is not
the case thatMc,Γ ψ. That is,Mc,Γ ¬ψ.
For the other direction, if Mc,Γ ¬ψ, then it is not the case that Mc,Γ ψ. So,
by Induction Hypothesis, ψ /∈ Γ. Because Γ is a maximal UL–consistent set, there are
X1, . . . , Xn ∈ Γ such that X1 , . . . , Xn , ψ . Therefore, by the display rules and the rule ¬K ,
we have that X1 , . . . , Xn ¬ψ. Hence, by Lemma 5, we have that ¬ψ ∈ Γ.
• ϕ1 ∧ ϕ2:
Mc,Γ ϕ1 ∧ ϕ2 iffMc,Γ ϕ1 andMc,Γ ϕ2 by definition, iff ϕ1 ∈ Γ and ϕ2 ∈ Γ
by Induction Hypothesis. Now, we prove that ϕ1 ∈ Γ and ϕ2 ∈ Γ iff ϕ1 ∧ ϕ2 ∈ Γ. That
will prove this induction step. First, we prove that if ϕ1 ∈ Γ and ϕ2 ∈ Γ then ϕ1 ∧ ϕ2 ∈ Γ.
By Expression (6), we have that ϕ1 ϕ1 and ϕ2 ϕ2. So, by the rule ∧K , we have that
ϕ1 , ϕ2 ϕ1 ∧ ϕ2. But ϕ1 , ϕ2 ∈ Γ. Therefore, by Lemma 5, we have that ϕ1 ∧ ϕ2 ∈ Γ.
Second, we prove that ϕ1 ∧ ϕ2 ∈ Γ entails that ϕ1 ∈ Γ and ϕ2 ∈ Γ. Assume that
ϕ1 ∧ ϕ2 ∈ Γ and assume towards a contradiction that ϕ1 /∈ Γ (the proof for the case ϕ2 /∈ Γ
is similar). Then, there are X1, . . . , Xn ∈ L such that X1 , . . . , Xn , ϕ1 . So, by the
display rules, we have that ϕ1 ∗ (X1 , . . . , Xn). Therefore, by rule ∧1A, we also have that
ϕ1 ∧ ϕ2 ∗ (X1 , . . . , Xn) and by the display rules we obtain that X1 , . . . , Xn , ϕ1 ∧ ϕ2 .
However, X1, . . . , Xn, ϕ1 ∧ ϕ2 ∈ Γ, so it entails that Γ is not UL–consistent by definition of
consistency, which is impossible. Therefore, ϕ1 ∈ Γ. We prove similarly that ϕ2 ∈ Γ.
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• ϕ1 ∨ ϕ2:
Mc,Γ ϕ1 ∨ ϕ2 iff Mc,Γ ϕ1 or Mc,Γ ϕ2 by definition, iff ϕ1 ∈ Γ or ϕ2 ∈ Γ
by Induction Hypothesis. Now, we prove that ϕ1 ∈ Γ or ϕ2 ∈ Γ iff ϕ1 ∨ ϕ2 ∈ Γ. That
will prove this induction step. First, we prove that if ϕ1 ∈ Γ or ϕ2 ∈ Γ then ϕ1 ∨ ϕ2 ∈ Γ.
Without loss of generality, assume that ϕ1 ∈ Γ. Then, by Expression (6) of Lemma 7, we
have that ϕ1 ϕ1. Then, by Rule ∨2K , we have that ϕ1 ϕ1 ∨ ϕ2. Hence, by Lemma
5, we have that ϕ1 ∨ ϕ2 ∈ Γ. Second, we prove that if ϕ1 ∨ ϕ2 ∈ Γ then ϕ1 ∈ Γ or
ϕ2 ∈ Γ. Assume towards a contradiction that ϕ1 /∈ Γ and ϕ2 /∈ Γ. Then, because Γ
is a maximal UL–consistent set, there are X1, . . . , Xm ∈ Γ and Y1, . . . , Yn ∈ Γ such
that X1 , . . . , Xm , ϕ1 and Y1 , . . . , Yn , ϕ2 . Then, by rule K and CI, we have that
X1 , . . . , Xm , Y1 , . . . , Yn , ϕ1 and X1 , . . . , Xm , Y1 , . . . , Yn , ϕ2 . So, by the display
rules, we have that ϕ1 ∗(X1 , . . . , Xm , Y1 , . . . , Yn) and ϕ2 ∗(X1 , . . . , Xm , Y1 , . . . , Yn).
Then, by rule ∨A, we have that ϕ1 ∨ ϕ2 ∗ (X1 , . . . , Xm , Y1 , . . . , Yn). So, by the display
rules, we have that ϕ1 ∨ ϕ2 , X1 , . . . , Xm , Y1 , . . . , Yn . However, X1, . . . , Xm, Y1, . . . , Yn
and ϕ1 ∨ ϕ2 belong to Γ. This entails that Γ is not UL–consistent, which is impossible. Thus,
either ϕ1 ∈ Γ or ϕ2 ∈ Γ.
• ϕ:
Assume that ϕ ∈ Γ. Then, for all Γ′ such that Γ′ ∈ R(Γ), we have that ϕ ∈ Γ′. Therefore,
Mc,Γ′ ϕ by Induction Hypothesis. So,Mc,Γ ϕ by definition.
Assume that Mc,Γ ϕ. We are going to show that ϕ ∈ Γ. Let
S := {∗ϕ} ∪ {ϕ | ϕ ∈ Γ} and assume that S is UL–consistent. Then, S can be ex-
tended to a maximal UL–consistent set S+ by Lemma 6. Now, ∗ϕ ∈ S+ because ∗ϕ ∈ S.
Now, ϕ /∈ S+, because otherwise we would have that ϕ, ∗ ϕ and Γ would then not be
UL–consistent. So, it is not the case that Mc, S+ ϕ by Induction Hypothesis. Moreover,
S+ ∈ Rc(Γ) by definition of Rc. Hence, it is not the case that Mc,Γ ϕ. This is
impossible by assumption. So, S is not UL–consistent. So, there are ϕ1, . . . , ϕn ∈ S such that
ϕ1 , . . . , ϕn , ∗ ϕ . Hence, ϕ1 , . . . , ϕn ϕ by the display rules. So, by the rules for , we
have that ϕ1 , . . . ,ϕn ϕ. So, because Γ is a maximal UL–consistent set of L, it holds
that ϕ ∈ Γ by Lemma 5.
• 3−ϕ:
Assume that Mc,Γ 3−ϕ. We are going to show that 3−ϕ ∈ Γ. By definition of
, we have that there is Γ′ ∈ Mc such that Γ′RcΓ and Mc,Γ′ ϕ. Then, by Induction
Hypothesis, we have that ϕ ∈ Γ′. Now, by definition ofRc :=
(
Rc3−
)−, we have that 3−ϕ ∈ Γ.
Reciprocally, assume that 3−ϕ ∈ Γ and let S := {ϕ} ∪ {∗ψ | ∗3−ψ ∈ Γ}. Assume
towards a contradiction that S is not UL–consistent. Then, there are ∗ψ1, . . . , ∗ψn ∈ S such
that ϕ, ∗ ψ1 , . . . , ∗ ψn . Then, by iterated application of the display rules and rule ¬K ,
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we have that ϕ ψ1 , . . . , ψn. Then, 3−ϕ 3−ψ1 , . . . ,3−ψn by the rules for 3−. So,
3−ϕ, ∗ 3−ψ1 , . . . , ∗ 3−ψn . Because 3−ϕ, ∗3−ψ1, . . . , ∗3−ψn ∈ Γ, this entails that Γ
is not UL–consistent, which contradicts our assumption. Therefore, S is UL–consistent, and by
Lemma 6, it can be extended into a maximal UL–consistent set Γ′. Then, Γ′ is such that for all
∗3−ψ ∈ Γ, we have that ∗ψ ∈ Γ′ (∗). Now, let ψ ∈ Γ′, then we have that ∗ψ /∈ Γ′, because
otherwise we would have ψ, ∗ ψ and Γ would not be UL–consistent. So, by contraposition
of (∗), we also have that ∗3−ψ /∈ Γ. Because Γ is a maximal UL–consistent set, this entails by
definition that there are X1, . . . Xn ∈ Γ such that X1 , . . . , Xn , ∗3−ψ . Then, by the display
rules, this entails that X1 , . . . , Xn 3−ψ. Hence, by Lemma 5, we have that 3−ψ ∈ Γ. Thus
we must have that 3−ψ ∈ Γ for all ψ ∈ Γ. So, Γ′RcΓ by definition of Rc. Finally, ϕ ∈ Γ′,
therefore we have thatMc,Γ′ ϕ by Induction Hypothesis. This entails thatMc,Γ 3−ϕ.
• ϕ⊗3 χ:
Assume that ϕ⊗3χ ∈ Γ′′. We must show thatMc,Γ′′ ϕ⊗3χ, that is, there are Γ,Γ′ ∈Mc
such that (Γ,Γ′,Γ′′) ∈ Rc, Mc,Γ ϕ and Mc,Γ′ χ, i.e., there are Γ,Γ′ ∈ Mc such
that (Γ,Γ′,Γ′′) ∈ Rc, ϕ ∈ Γ and χ ∈ Γ′. We construct the maximal consistent sets Γ and
Γ′ following the steps described in the ‘pseudo’-Algorithm 1 (we call it ‘pseudo’-Algorithm
because it is not terminating, we only introduce it in order to better explain the way we construct
Γ and Γ′).
We prove that the ‘pseudo’-Algorithm 1 is well-defined. To do so, we prove that for all






























(The “or” is inclusive.) Expression (13) is due to the fact that for all ϕ,ψ, χ, ρ ∈
S (P,Conϕ), we can prove the following:
ψ ⊗3 ρ (ψ ∧ ϕ)⊗3 (ρ ∧ χ) ∨ (ψ ∧ ¬ϕ)⊗3 (ρ ∧ χ)∨
(ψ ∧ ¬ϕ)⊗3 (ρ ∧ ¬χ) ∨ (ψ ∧ ϕ)⊗3 (ρ ∧ ¬χ) (14)
To prove Expression (14), we use Expression (10) of Lemma 7 and the fact that ψ ⊗3
ρ ((ψ ∧ ϕ) ∨ (ψ ∧ ¬ϕ)) ⊗3 ((ρ ∧ χ) ∨ (ρ ∧ ¬χ)), which is itself proved by application
of rules ⊗3K and then ⊗3A to ψ (ψ ∧ ϕ) ∨ (ψ ∧ ¬ϕ) and ρ (ρ ∧ χ) ∨ (ρ ∧ ¬χ). Replacing




Γ′n, ϕ with ϕn and χ with χn, and using Lemma 5




Γ′n ∈ Γ′′, we obtain the result of Expression (13), because
Γ′′ is a maximal consistent set. So, the ‘pseudo’-algorithm is well-defined.
Now, we prove that Γ and Γ′ are maximal UL–consistent sets. By Lemma 8, for all n ∈









Require: (ϕ, χ) ∈ L (P,Conϕ) and a maximal UL–consistent set Γ′′ such that ϕ⊗3 χ ∈ Γ′′.
Ensure: A pair of maximal UL-consistent sets (Γ,Γ′) such that (Γ,Γ′,Γ′′) ∈ Rc, ϕ ∈ Γ and
χ ∈ Γ′.
Let (ϕ0, χ0), . . . , (ϕn, χn), . . . be an enumeration of L (P,Conϕ)× L (P,Conϕ).
Let (X0 , Y0), . . . , (Xn , Yn), . . . be an enumeration of S (P,Conϕ)× S (P,Conϕ).
Γ0 := {ϕ}; Γ′0 := {χ};
5:




































Γn+1 := Γn ∪ {¬ϕn}

















For all n ≥ 0 do
if Γn ∪ {Xn} is UL-consistent then
25: Γn+1 := Γn ∪ {Xn}
end if















Γ′n ∈ Γ′′ and Γ′′ is UL-consistent. So, at line 21 of the ‘pseudo’-algorithm, Γ0 and Γ′0
are also UL-consistent, since otherwise there would be a n such that Γn and Γ′n are not UL-
consistent. Hence, Γ and Γ′ are also UL-consistent at the end of the ‘pseudo’-algorithm by
definition of the rest of the ‘pseudo’-algorithm. Moreover, by construction of Γ and Γ′, because
all pairs of S (P,Conϕ)×S (P,Conϕ) are enumerated, Γ and Γ′ are maximal consistent sets of
S (P,Conϕ,ConX).
Finally, we need to prove that (Γ,Γ′,Γ′′) ∈ Rc. To do so, it suffices to prove that for all
ϕ ∈ Γ, all χ ∈ Γ′, ϕ ⊗3 χ ∈ Γ′′ by Definition 17 of the canonical model. Let ϕ ∈ Γ and let
χ ∈ Γ′. Then, there is n ∈ N such that (ϕ, χ) = (ϕn, χn). Then, by definition of the algorithm,




∈ Γ′′. Therefore, because Γn∧ϕ ϕ and Γ′n∧χ χ,




ϕ ⊗3 χ by application of rules ⊗3K and then ⊗3A. Thus,
ϕ⊗3 χ ∈ Γ′′ by Lemma 5, and therefore (Γ,Γ′,Γ′′) ∈ Rc.
Now, we prove the converse, that is, if Mc,Γ′′ ϕ ⊗3 χ, then ϕ ⊗3 χ ∈ Γ′′. By
definition of ⊗3, we have that there are Γ and Γ′ such that (Γ,Γ′,Γ′′) ∈ Rc, Mc,Γ ϕ and
Mc,Γ′ χ. So, by Induction Hypothesis, we have that ϕ ∈ Γ and χ ∈ Γ′. So, by definition
ofRc(= Rc⊗), we must have that ϕ⊗3χ ∈ Γ′′, since (Γ,Γ′,Γ′′) ∈ Rc. This completes the proof.
• χ ⊃1 ψ:
Assume that χ ⊃1 ψ ∈ Γ. Then, for all Γ′,Γ′′ such that (Γ,Γ′,Γ′′) ∈ Rc, if χ ∈ Γ′ then
ψ ∈ Γ′′. That is, for all Γ′,Γ′′ such that (Γ,Γ′,Γ′′) ∈ Rc, ifMc,Γ′ χ thenMc,Γ′′ ψ by
Induction Hypothesis. That is,Mc,Γ χ ⊃1 ψ.
Reciprocally, assume thatMc,Γ χ ⊃1 ψ and assume towards a contradiction that χ ⊃1
ψ /∈ Γ. We are going to show that, in that case, there are Γ′,Γ′′ ∈Mc such that (Γ,Γ′,Γ′′) ∈ Rc
such thatMc,Γ′ χ but it is not the case thatMc,Γ′′ ψ, contradicting the assumption.
1. Assume towards a contradiction that S := {ϕ | χ ⊃1 ϕ ∈ Γ} ∪ {∗ψ} is not UL∗–
consistent. Then, there are ϕ1, . . . , ϕn ∈ S such that ∗ψ, ϕ1 , . . . , ϕn . Hence,
ϕ1 , . . . , ϕn ψ by the display rules. So, χ ⊃1 ϕ1 , . . . , χ ⊃1 ϕn χ ⊃1 ψ by applica-
tion of ⊃L and then ⊃R to ϕ1 , . . . , ϕn ψ and χ χ. Then, by application of Lemma 5, we
have that χ ⊃1 ψ ∈ Γ. This is impossible. Therefore, S is UL∗–consistent and by Lemma 6 it
can be extended into a maximal consistent set called Γ′′.
2. Now, let Sχ := {χ} ∪
{
∗ρ | there is ψ /∈ Γ′′, ρ ⊃1 ψ ∈ Γ
}
. Assume that Sχ is not
UL∗–consistent. Then, there are ∗ρ1 , . . . , ∗ ρn ∈ Sχ such that χ, ∗ ρ1 , . . . , ∗ ρn . So,
χ ρ1 , . . . , ρn (∗) by the display rules. Therefore, we have that ρ1 ⊃1
∨
i












Now, by application of Lemma 5, we have that ρi ⊃1
∨
i
ψi ∈ Γ, because by definition of Sχ we
have that ρi ⊃1 ψi ∈ Γ for all i ∈ {1, . . . , n}. Then, again by application of Lemma 5 to (∗∗),
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we have that χ ⊃1
∨
i
ψi ∈ Γ. Hence,
∨
i
ψi ∈ S by definition of S. So,
∨
i
ψi ∈ Γ′′ by definition
of Γ′′. Therefore, by Lemma 12, we have that there must exist an i such that ψi ∈ Γ′′. This
is impossible by definition of Sχ. Therefore our initial assumption was wrong and Sχ must be
UL∗–consistent. So, it can be extended into a maximal UL∗–consistent set called Γ′.
Finally, we must check that (Γ,Γ′,Γ′′) ∈ Rc. Let ρ ⊃1 ϕ ∈ Γ and assume that ρ ∈ Γ′ but
ϕ /∈ Γ′′. Then, by definition of Γ′, ¬ρ ∈ Γ′, which contradicts the fact that ρ ∈ Γ′. So, ϕ ∈ Γ′′.
Hence, there are (Γ,Γ′,Γ′′) ∈ Rc such that χ ∈ Γ′ and ¬ψ ∈ Γ′′. So, there are (Γ,Γ′,Γ′′) ∈ Rc
such thatMc,Γ′ χ andMc,Γ′′ ¬ψ by Induction Hypothesis. Therefore, it is not the case
thatMc,Γ χ ⊃1 ψ, which contradicts our assumption. We have reached a contradiction, so,
finally, χ ⊃1 ψ ∈ Γ.
• ϕ ⊂2 ψ:
Assume that ψ ⊂2 ϕ ∈ Γ′. Then, for all Γ,Γ′′ ∈ Mc such that (Γ,Γ′,Γ′′) ∈ Rc, if
ψ ∈ Γ then ϕ ∈ Γ′′. Then, for all Γ,Γ′′ ∈ Mc such that (Γ,Γ′,Γ′′) ∈ Rc, ifMc,Γ ψ then
Mc,Γ′′ ϕ. That is,Mc,Γ′ ψ ⊂2 ϕ.
Reciprocally, assume thatMc,Γ′ ψ ⊂2 ϕ. Assume towards a contradiction that ψ ⊂2 ϕ /∈
Γ′. We are going to show that, in that case, there exist Γ,Γ′′ ∈ Mc such that (Γ,Γ′,Γ′′) ∈ Rc
andMc,Γ ψ, but it is not the case thatMc,Γ′′ ϕ, contradicting the assumption.
1. Let S′′ := {∗ϕ} ∪ {ϕ | ψ ⊂2 ϕ ∈ Γ′} and assume that S′′ is not UL∗–consistent. Then,
there are ϕ1, . . . , ϕn ∈ S′′ such that ∗ϕ, ϕ1 , . . . , ϕn . So, ϕ1 , . . . , ϕn ϕ by the display
rules. Then, by application of ⊂L and then ⊂R to ϕ1 , . . . , ϕn ϕ and ψ ψ, we have that
ψ ⊂2 ϕ1 , . . . , ψ ⊂2 ϕn ψ ⊂2 ϕ. But ψ ⊂2 ϕ1 , . . . , ψ ⊂2 ϕn ∈ Γ′. So ψ ⊂2 ϕ ∈ Γ′ by
application of Lemma 5. This is impossible by assumption. Therefore, S′′ is UL∗–consistent.
Then, S′′ can be extended into a maximal UL∗–consistent set Γ′′ ∈Mc by Lemma 6.
2. Now, let S := {ψ} ∪ {∗ϕ | there is χ /∈ Γ′′ such that χ ⊂2 ϕ ∈ Γ′}. Assume that S is
not UL∗–consistent. Then, there are ∗ϕ1, . . . , ∗ϕn ∈ S such that ψ, ∗ ϕ1 , . . . , ∗ ϕn . Then,
ψ ϕ1 , . . . , ϕn by the display rules. So, ψ
∨
i
ϕi by iterated application of rule ∨K , the
display rules and WI. Let χ1, . . . , χn be the formulas of Γ′′ associated to ϕ1, . . . , ϕn through


























Moreover, by Expression (11), it holds that
∨
i










(∗∗). Now, for all i, one can easily prove that χi ⊂2 ϕi
∨
i
χi ⊂2 ϕi. So, by application of the
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Cut rule, we have







Applying again the cut rule to Expressions (15) and (16), we obtain




Now, for all i ∈ {1, . . . , n}, we have χi ⊂2 ϕi ∈ Γ′. Therefore, by application of Lemma 5
to Expression (17), we have that ψ ⊂2
∨
i
χi ∈ Γ′. Then, by application of Lemma 5 to (15),
we have that ψ ⊂2
∨
i
χi ∈ Γ′. So,
∨
i
χi ∈ Γ′′ by definition of S′′. Thus, by Lemma 12, there
must be a i ∈ {1, . . . , n} such that χi ∈ Γ′′. However, χi /∈ Γ′′ for all i by definition of S.
Hence, we reach a contradiction. Therefore, S must be UL∗–consistent. So, it can be extended
to a maximal UL∗–consistent set Γ ∈Mc by Lemma 6.
Now, we prove that we have (Γ,Γ′,Γ′′) ∈ Rc. Let ψ ⊂2 ϕ ∈ Γ′ and assume towards a
contradiction that ϕ ∈ Γ but ψ /∈ Γ′′. Then, ∗ϕ ∈ S by definition of S, so ∗ϕ ∈ Γ. This is
impossible because ϕ ∈ Γ and Γ is a maximal UL∗–consistent set. So, if ϕ ∈ Γ then ψ ∈ Γ′′.
Therefore, for all ψ ⊂2 ϕ ∈ Γ′, if ϕ ∈ Γ then ψ ∈ Γ′′. Hence, (Γ,Γ′,Γ′′) ∈ Rc.
Moreover, ϕ ∈ Γ and ψ /∈ Γ′′, so by Induction Hypothesis, Mc,Γ ψ and not
Mc,Γ′′ ϕ. Therefore, we do not have that Mc,Γ′ ψ ⊂2 ϕ, which is impossible by
assumption. So, finally, ψ ⊂2 ϕ ∈ Γ′.
The proofs for the cases ψ ⊗i χ, χ ⊃j, ψ ⊂k χ, where (i, j, k) ∈ {(1, 2, 3), (2, 3, 1)}, are
dealt with similarly and the proofs can be easily adapted. So, we do not repeat the proofs for
these cases.
Finally, we prove Theorem 2.
Proof of Theorem 2. The proof of soundness is without difficulty, so we only prove strong com-
pleteness, i.e., we prove that for all sets Γ ⊆ C(Conϕ) and all S := X Y ∈ C(Conϕ), if
Γ S holds then Γ S is provable in UL. We reason by contraposition. Assume towards a
contradiction that it is not the case that Γ S. Then, it is not the case that there is a proof of S in
UL from Γ. Thus, it is not the case that X, ∗Y can be proved in UL+Γ. So, it is not the case
that τ1(X, ∗ Y ) can be proved in UL + Γ, by Expression (9). That is, E := {τ1(X, ∗Y )} is
UL+Γ–consistent. So, by Lemma 6 (where UL–consistency is replaced by UL+Γ–consistency),
it can be extended into a maximal UL + Γ–consistent set Γ′. Now, Γ′ is also UL–consistent, so
it is a possible world ofMc such that E ∪ Γ ⊆ Γ′. So, by Lemma 10, for all Z ∈ Γ′, we have
thatMc,Γ′ A Z. Then, there is a pointed substructural model (Mc,Γ′) such thatMc,Γ′ A Γ
andMc,Γ′ A τ1(X, ∗ Y ), i.e., such thatMc,Γ′ A Γ andMc,Γ′ A X, ∗ Y by Expression
(3) in the proof of Proposition 1. That is, it is not the case that Γ S, which contradicts our
assumption. Thus, Γ S.
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6 From Update Logic to Substructural Logics
So far we have not imposed any constraint on the ternary or the binary relation of the substruc-
tural frames we have considered. We are now going to show that our soundness and (strong)
completeness results can be extended to many other logics, whose accessibility relations satisfy
specific conditions, by adding some appropriate corresponding structural rules to our basic dis-
play calculus UL. We will thereby define novel display calculi for these extended logics, some
of them being well-known substructural logics.
In this section we consider logical languages without Boolean negation.
Notation 3. In the rest of this article, A is any set of structural rules from Figure 8 (it could
in fact be any rule of [61, Table 11.1] mentioning the connectives of ConX ). Moreover, in
the rest of this article, EA (respectively FA) is the class of pointed substructural models (resp.
frames) satisfying the corresponding conditions on frames (also given in Figure 8) and whose
accessibility relations are all plump.
6.1 Admissibility of the Cut Rule
Theorem 11 (Strong cut elimination). The display calculus UL+A is a proper display calculus.
Hence, UL +A enjoys strong cut-elimination and therefore the cut rule is an admissible rule of
UL +A.
Proof. The logical and structural rules of UL were already considered in the proof of Theorem
4. So, we only need to check the structural rules of Figure 8. A rapid inspection shows that they
indeed respect the eight conditions (C1)− (C8) of Definition 15. Therefore, UL+A is a proper
display calculus, for any set A of structural rules from Figure 8. It enjoys strong cut-elimination
because of [78, Theorem 23].
6.2 More Completeness Results
We are going to extend the completeness result of Corollary 1 to richer proof systems including
various sorts of structural inference rules. For that, we need to prove a series of lemmata.
Lemma 12. Let Cϕ ⊆ Conϕ − {¬}. Let Γ be a maximal UL–consistent set. Then, Γ satisfies
the conditions of a non-trivial prime theory of UL(Cϕ) (as defined in [61, Def. 5.6]). That is,
for all ϕ,ψ ∈ L (P,Cϕ), the following hold:
1. ⊥ /∈ Γ and > ∈ Γ;
2. If ϕ ψ and ϕ ∈ Γ, then ψ ∈ Γ;
3. If ϕ ∈ Γ and ψ ∈ Γ then ϕ ∧ ψ ∈ Γ;
4. If ϕ ∨ ψ ∈ Γ then either ϕ ∈ Γ or ψ ∈ Γ.




X ,i (Y ,i Z) U
(X ,i Y ) ,i Z U
Ri(xy)xw → Rix(yz)w (B)
(X ,i Y ) ,i Z U
X ,i (Y ,i Z) U
Rix(yz)w → Ri(xy)zw (Bc)
(X ,i Z) ,i Y U
(X ,i Y ) ,i Z U
Ri(xz)yw → Ri(xy)zw (C)
Y ,i X U
X ,i Y U
Rixyz → Riyxz (CI)
(X ,i Y ) ,i Y U
X ,i Y U
Rixyz → Ri(xy)yz (W)




X ,i X U
Rixxy → x v y (M)
X U
X ,i Y U
Rixyz → x v z (K)
X U
Y ,i X U





• • X U
xRy ∧ yRz → xRz (4)
where x, y, z, w range over points of a substructural frame F = (P, R,R), and we use the
following notations:
Rixyz iff σi(x, y, z) ∈ R
Ri(xy)zw := ∃u(Rixyu ∧Riuzw)
Rix(yz)w := ∃u(Riyzu ∧Rixuw)
Figure 8: Conditions for Structural Rules, given Plump Relations
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Proof. We prove each item:
1. It follows from the definition of UL–consistency (for ⊥) and from Lemma 5 (for >);
2. It is a direct consequence of Lemma 5;
3. By Expression (6), we have that ϕ1 ϕ1 and ϕ2 ϕ2. So, by the rule ∧K , we have that
ϕ1 , ϕ2 ϕ1 ∧ ϕ2. But ϕ1 , ϕ2 ∈ Γ. Therefore, by Lemma 5, we have that ϕ1 ∧ ϕ2 ∈ Γ.
4. Assume towards a contradiction that ϕ /∈ Γ and ψ /∈ Γ. Then, because Γ is
a maximal UL–consistent set, there are X1, . . . , Xm ∈ Γ and Y1, . . . , Yn ∈ Γ
such that X1 , . . . , Xm , ϕ and Y1 , . . . , Yn , ψ . Then, by rule K and CI,
we have that X1 , . . . , Xm , Y1 , . . . , Yn , ϕ and X1 , . . . , Xm , Y1 , . . . , Yn , ψ .
So, by the display rules, we have that ϕ ∗ (X1 , . . . , Xm , Y1 , . . . , Yn) and
ψ ∗ (X1 , . . . , Xm , Y1 , . . . , Yn). Then, by rule ∨A, we have that ϕ ∨ ψ ∗
(X1 , . . . , Xm , Y1 , . . . , Yn). So, again by the display rules, we have that ϕ ∨
ψ, X1 , . . . , Xm , Y1 , . . . , Yn . However, X1, . . . , Xm, Y1, . . . , Yn and ϕ∨ψ belong to
Γ. This entails that Γ is not UL–consistent, which is impossible. Thus, either ϕ ∈ Γ or
ψ ∈ Γ.
Reciprocally, let Γ be a non-trivial prime theory of UL. Then, by [61, Definition. 5.6], Γ is a
subset of L = L(Cϕ). We are going to prove that Γ is a maximal UL–consistent subset of L.
First, assume towards a contradiction that Γ is not UL–consistent. Then, by definition, there are
ϕ1, . . . , ϕn ∈ L such that ϕ1 , . . . , ϕn . Then, by the structural rules and the rules ∧1A,∧2A,
we have that ϕ1 ∧ . . . ∧ ϕn ⊥. Now, by condition 3, we have that ϕ1 ∧ . . . ∧ ϕn ∈ Γ,
and, by condition 2, we then have that ⊥ ∈ Γ, which is impossible by assumption. So, Γ is
UL–consistent.
Definition 19 (Filtrated canonical substructural frame). Let Cϕ ⊆ Conϕ − {¬}. The filtrated
canonical substructural frame (associated to Cϕ), denoted Fc := ((P c,vc), Rc,Rc) is the
frame of the substructural modelMc obtained by the largest filtration of the canonical substruc-
tural modelMc = (P c, Rc,Rc, Ic) associated to UL +A by the set of formulas L (P,Cϕ), and
such that
x vc y iff x ∩ L (P,Cϕ) ⊆ y ∩ L (P,Cϕ) . 
We recall that the largest filtration is defined in [61, Definition 14.8] and [61, Exam-
ple 14.10]. Moreover, by the filtration property [61, Lemma 14.9], we have that for all
ϕ ∈ L (P,Cϕ),
Mc, x ϕ iff Mc, x ϕ. (18)
Then, we have the following:
Lemma 13. Let Cϕ ⊆ Conϕ − {¬}. The filtrated canonical substructural frame is isomorphic
to the canonical frame F := ((P,v), R,R) associated to the proof system UL(Cϕ) + A (as
defined in [61, Definition 11.26]).
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Proof. We define two mappings f : P → P c and f : P c → P as follows: f(x) := y, where y is
a maximal UL–consistent subset of L (Conϕ,ConX) extending x, and f(x) := x ∩ L (P,Cϕ).
The mappings f and f are well-defined. Indeed, for all y, z ∈ x, we have that y ∩
L (P,Cϕ) = z ∩L (P,Cϕ) by definition of a filtration. Moreover, if x ∈ P c, then x∩L (P,Cϕ)
is a non-trivial prime theory by Lemma 12, so f(x) ∈ P . Besides, for every non-trivial prime
theory x ∈ P , x can be extended into a maximal UL–consistent set of L (Conϕ,ConX) by
Lemma 12. Finally, we can easily check that f ◦ f = f ◦ f = Id. So, f and f are bijections.
Then, by definition of the largest filtration and by definition ofRc andRc, we have that for all
x, y, z ∈ P , Rcf(x)f(y)f(z) iff Rxyz, and Rcf(x)f(y) iff Rxy. Hence, f is an isomorphism
between F and Fc. Finally, again because of Expression (18), we have that the image of vc by
f is v, because both v and vc correspond to the inclusion between points.
Lemma 14. Let {∨,∧} ⊆ Cϕ ⊆ Conϕ − {¬}. Then, UL(Cϕ) + A is sound and strongly
complete for the logic (L (P,Cϕ) , EA, ).
Proof. The proof of soundness is already given in [61, Theorem 11.20] since substructural mod-
els are specific kinds of models (as defined in [61]). So, we only prove the completeness part
of the theorem, which is essentially based on the results of [61]. We must prove that for all sets
Γ ⊆ L (P,Cϕ) and all ϕ ∈ L (P,Cϕ), if Γ ϕ holds then Γ ϕ is provable in UL(Cϕ) + A.
Like for the proof of Theorem 2, this boils down to prove that for every UL(Cϕ) +A–consistent
set S of L (P,Cϕ)–formulas, we can find a pointed substructural model (M, x) ∈ EA such that
M, x S. Let (Mc, x) be the largest filtration of the canonical substructural model (Mc, x)
associated to UL + A by the formulas of L (P,Cϕ), where x is a maximal UL + A–consistent
set extending S. We are going to show that (Mc, x) actually satisfies this condition. First, we
need to prove that the underlying frame Fc ofMc, that is the filtrated canonical substructural
frame, satisfies the conditions of A. By [61, Corollary 11.36], the conditions corresponding to
the structural rules ofA hold in the canonical frameF . Using this very result and Lemma 13, we
finally have that the frame Fc satisfies the conditions of A. Moreover, by [61, Lemma 11.28],
the accessibility relations of F are plump. Thus, the accessibility relations of Fc are also plump
(because F and Fc are isomorphic, by Lemma 13). Hence, (Mc, x) ∈ EA. Then, the proof
continues like for the proof of Theorem 2 in order to prove thatMc, x S.
Theorem 15. Let Cϕ ⊆ Conϕ − {¬}. Then, UL(Cϕ) + A is sound and strongly complete for
the logic (L (P,Cϕ) , EA, ).
Proof. Let C′ϕ := Cϕ ∪ {∧,∨}. Then, by Lemma 14, UL(C
′
ϕ) + A is sound and strongly













, it holds that Γ ϕ iff Γ ϕ is provable in
UL(C′ϕ) +A. Now, because Γ and ϕ contain only connectives of Cϕ and because UL(C
′
ϕ) +A
enjoys strong cut elimination (Theorem 11), we have that Γ ϕ is provable in UL(C′ϕ) + A iff
it is provable in UL(Cϕ) +A. So, it holds that Γ ϕ iff Γ ϕ is provable in UL(Cϕ) +A.
Example 4. We list in Figure 9 a list of popular substructural logics. This list is taken from [61,
Table 2.4]. By default, i = 3 in all the structural rules of A and we recall that ⊗,⊃ and ⊂ stand
for our ⊗3,⊃1 and ⊂2 respectively. As we will see in Section 8, for the minimal and (modal)
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A Cϕ Logic (L (P,Cϕ) , EA, )
B C W K ∧ ∨ ⊃ Minimal Logic
B C W K > ⊥ ∧ ∨ ⊃ Intuitionistic Logic J
B C W K > ⊥ ∧ ∨ ⊃  Modal Intuitionistic Logic
B Bc ⊗ ⊃ ⊂ Associative Lambek Calculus L
B C W ⊗ ⊃ ⊂ > ⊥ ∧ ∨ Positive Relevant Logic R+
B C ⊗ ⊃ ⊂ > ⊥ ∧ ∨ Positive Multiplicative
Additive Linear Logic MALL+
B C K ⊗ ⊃ ⊂ > ⊥ ∧ ∨ Positive Affine Logic BCK
B C W ⊗ ⊃ ⊂ > ⊥ ∧ ∨ Positive Relevant Logic R+
B C W M ⊗ ⊃ ⊂ > ⊥ ∧ ∨ Positive Relevant Logic with Mingle RM+
Figure 9: Some Substructural Logics (without Truth Constants)
intuitionistic logics, the rules {B,C,W,K} could be replaced by the rules {Bc,CI,WI,K}. Dis-
play calculi for some of these logics can be found in [36, 77, 78]. We mention also the modal
logic S4 := (L (P,Cϕ) , EA, ), where Cϕ := {>,⊥,∧,∨,} and A := {T,4}. 
7 From Update Logic to Dual Update Logic
In this section we extend the language of update logic with dual connectives. Then, we show
that all our results of the previous sections are preserved under this dual extension, including cut
admissibility and various sorts of soundness and completeness results.
7.1 Dual Update Logic
Notation 4. In the rest of this article, we will use the following dual logical connectives Con′ϕ:
Con′ϕ :=
{
3,−,i,i,i | i ∈ {1, 2, 3}
}
.
Adding them to the logical connectives Conϕ, we obtain the full set of logical connectives Con
considered in this article:
Con := Conϕ ∪ Con′ϕ
The connectives 3,− are unary connectives and i,i,i (where i ranges over {1, 2, 3}) are
binary connectives. To save parenthesis, we use the following ranking of binding strength:
⊗i,⊃i,⊂i,i,i,i,∧,∨,→ (where i ranges over {1, 2, 3}).
The triple of connectives (3,1,2) corresponds to the usual triple of dual substructural
connectives (,,) of the literature (they are also sometimes denoted (,,;) [51]). The
structural connectives Struc(f) associated to each f ∈ {i,i,i | i ∈ {1, 2, 3}} are defined
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⊗i ⊃i ⊂i ∧  3− ¬ >
i i i ∨ 3 − ¬ ⊥
i ∈ {1, 2, 3}
Figure 10: Connectives of Con with their Respective Duals
by Struc(f) := { ,i | i ∈ {1, 2, 3}}.
In Figure 10, we present the connectives of Con organized in such a way that each connective
is the dual of the connective above or below it.
Definition 20 (Dual update logic). We define the evaluation relation ⊆ E × L (P,Con) as
follows. Let (M, x) ∈ E be a pointed substructural model and let ϕ ∈ L (P,Con). The truth
conditions for the connectives of Conϕ are defined like in Definition 8. The truth conditions for
the connectives i,i,i are defined as follows: for all i ∈ {1, 2, 3}, we have that
M, x ϕi ψ iff for all y, z ∈ P such that σi(x, y, z) ∈ R,
M, y ϕ orM, z ψ;
M, x ϕ i ψ iff there are y, z ∈ P such that σi(x, y, z) ∈ R,
M, y ϕ and notM, z ψ;
M, x ϕ i ψ iff there are y, z ∈ P such that σi(x, y, z) ∈ R,
M, z ψ and notM, y ϕ.
The truth conditions for the connectives 3,− are defined as follows:
M, x 3ϕ iff there is y ∈ P such that xRy andM, y ϕ;
M, x −ϕ iff for all y ∈ P such that yRx,M, y ϕ.
We extend these definitions to the class F of pointed substructural frames. We define the eval-
uation relation ⊆ F × L (P,Con) as follows. Let (F, x) be a pointed frame and let
ϕ ∈ L (P,Con). Then, we have that
F, x ϕ iff for all interpretation function I such that (F, I) satisfies Persistence,
(F, I), x ϕ
The triple (L (P,Con) , E , ) is a logic, called dual update logic. 
Our relational interpretation of the dual substructural connectives differs slightly from the
interpretation often found in the literature. Indeed, the relational semantics for a language with
dual substructural connectives contains in general two distinct ternary relations R and R⊗ =
R and the dual substructural connectives are usually interpreted over the ternary relation R
[51, 36]. The interaction between these two ternary relations is then controlled by means of the
Grishin rules [38, 51]. In fact, the semantics of our dual connectives as they are defined is such
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that it corresponds in the usual setting to the conditionR := R⊗, that is,R is the complement
ofR in the substructural model. This said, this supplementary constraint on the ternary relations
does not enforce the Grishin rules anyway. So, on the one hand, the usual approach enables
more flexibility to account for the semantics of the different dual connectives. On the other
hand, these connectives may not genuinely be duals of the substructural connectives, as we
usually understand duals. In our setting they do correspond to ‘genuine’ duals, as proved by the
following Proposition 16.
Proposition 16 (Expressiveness). We define inductively the mapping τ : L (P,Con) →
L (P,Conϕ) as follows: for all i ∈ {1, 2, 3}, all ? ∈ {∗, •}, all f ∈





τ(p) := p τ(ϕfψ) := τ(ϕ)fτ(ψ)
τ(3ϕ) := ¬¬τ(ϕ) τ(f ′ϕ) := f ′τ(ϕ)
τ(−ϕ) := ¬3−¬τ(ϕ) τ(?X) := ?τ(X)
τ(ϕi ψ) := ¬(¬τ(ϕ)⊗i ¬τ(ψ)) τ(X ,i Y ) := τ(X) ,i τ(Y )
τ(ϕ i ψ) := ¬(¬τ(ϕ) ⊃i ¬τ(ψ))
τ(ϕ i ψ) := ¬(¬τ(ϕ) ⊂i ¬τ(ψ))
Then, for all (M, x) ∈ E , for all X ∈ S (P,Con), we have that
M, x A X iff M, x A τ(X) M, x K X iff M, x K τ(X) (19)
Hence, the following hold:
• (L (P,Con) , E , ) ≡ (L (P,Conϕ) , E , );
• (L (P,Con) , E , ) ≡ (S (P,Con) , E , A ) ≡ (S (P,Conϕ) , E , A );
• (C(Con), E , ) ≡ (C(Conϕ), E , ).
Proof. The proof of Expression 19 is by an easy induction on ϕ.
Proposition 16 shows that the addition of the dual connectives does not add any expressive
power to our update logic. So, update logic and dual update logic have the same expressive
power.
7.2 A Display Calculus for Dual Update Logic
In this section, we provide a display calculus for dual update logic. It extends the display
calculus for update logic. The results of this section generalize all the previous results given in
this article (except the results about expressiveness).
Definition 21 (Display calculus for L (P,Con)). Let Cϕ ⊆ Con. The display calculus for
C(Cϕ), denoted UL(Cϕ), is the display calculus defined in Figures 4, 5 and 11 restricted to the
logical and structural rules mentioning the connectives of Cϕ and Struc(Cϕ). If Cϕ = Con




U ϕ ,i ψ
U ϕi ψ
iK
ϕ X ψ Y
ϕi ψ X ,i Y
iA
ϕ X Y ψ
∗X ,j Y ϕ j ψ
jK
ψ X ,i ϕ
ϕ j ψ X
jA
X ϕ ψ Y
X ,k ∗ Y ϕ k ψ
kK
ψ ϕ ,i X
ϕ k ψ X
kA
(i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}
Dual Modal Connectives:




−ϕ ∗ • ∗X
2−A
X ϕ
∗ • ∗X 3ϕ
3K
∗ • ∗ϕ U
3ϕ U
3A
Figure 11: Logical Rules for Dual Connectives
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Connective f Trace of f S(f, ϕ, χ, ψ) Display rule
i (+,+) 7→ + ψ ϕi χ Z X ,i Y
j (+,−) 7→ − χ j ψ ϕ ∗Y ,j Z X
k (−,+) 7→ − ψ k ϕ χ Z ,k ∗X Y
(i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}
Figure 12: Transforming a Founded Family into Display Rules
Connection with Goré’s display logic. Goré [36] defined display calculi for substructural
logics as well. His dual substructural connectives {,,} are defined proof-theoretically by
means of the same introduction rules as ours (given in Figure 11) modulo the translation given on
Page 22. However, because his display rules are different, the semantics of his dual connectives
is also different (even if it follows the usual semantics found in the literature [23]). As we already
explained in Section 4.2, our first two sets of display rules generalize Goré’s display rules, but at
the same time impose more constraints on the logic because they are both bound by the structural
negation ∗, which somehow ties together the two sets of display rules (like in Wansing’s display
calculus for modal logic). This binding is expressed at the semantic level by the fact that R
is the complement of R⊗ = R, whereas the definition of R is usually independent from the
definition ofR⊗, but might be related to it by adding (some of) the Grishin rules to the calculus
(see [36, Sect. 6.2] and [51]). This extra flexibility of Goré’s display calculus allows him to
keep two versions of the structural rules, depending on whether or not the principal structures
are antecedent or consequent parts. Thus, he has right and left versions of {commutativity,
weakening, contraction, associativity}. Due to the binding effect of the structural negation ∗,
we can prove with our display rules that right and left {commutativity, weakening, contraction}
collapse, but not necessarily right and left associativity. This implies that we cannot capture
semi-commutative relevance logic as Goré does. On the other hand, our dual update logic is
close to the usual semantics given to dual connectives, as demonstrated by our Proposition 16.
A similar phenomenon occurs in Goré’s display calculus for modalities and their duals. He
obtains two distinct pairs of residuated modalities (3−,) and (3,−), but there is no ‘dual’
connection between 3 and  and between 3− and − like in Proposition 16, via ¬. Again, this
is due to the fact that there is no structural connectives ∗ in his display calculus to bind the two
pairs of residuals. So, in that case, one has to admit that his restricted form of the display rules
seems to be problematic.
Connection with Dunn’s Gaggle Theory. We can extend our connection to
Gaggle Theory for the dual connectives. If Cϕ := {>,⊥,i,j,k} for some
(i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}, then the triple of connectives OPi := {i,j,k} is
a founded family of the partial gaggle T := (L (P,Cϕ) , , OPi) and i is its head. As we
explained in Section 4.2, our structural connectives are associated to each founded family of
a partial gaggle, and not to pairs of residuated logical connectives (a founded family might
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Founded family (head first) ¬ ∧ ∨  3− 3 − ⊗i ⊃j ⊂k i j k
Structural connective ∗ , , • • ,i ,i
(i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}
Figure 13: Families of Connectives
contain several residuated pairs). Following this idea, we obtain the second set of display rules
from the dual substructural connectives. This transformation from the ‘dual’ founded family to
the second set of display rules is given in the last three rows of Figure 12. Hence, we can obtain
all our display rules from Gaggle Theory.
We summarize the different families of connectives we obtain in Figure 13. Each family cor-
responds to a founded family of a partial gaggle and is associated with the structural connective
of the head of this family. Sometimes two families of connectives are associated with the same
structural connectives. In that case it means that these two families are dual of each other and
the semantics of the associated structural connective should be interpreted with respect to A
for the first family and with respect to K for the second family.
7.2.1 Admissibility of the Cut Rule
The following Theorem 17 summarizes and generalizes all our results about cut admissibility in
this article. In fact, Theorems 4 and 11 are corollaries of Theorem 17.
Theorem 17 (Strong cut elimination). The display calculus UL′+A is a proper display calculus.
Hence, UL′+A enjoys strong cut-elimination and therefore the cut rule is an admissible rule of
UL′ +A.
Proof. The logical rules for the dual substructural connectives can be translated into the corre-
sponding logical rules of [36] (for some of them, the other ones being completely symmetric).
As in [36], we can easily show that they satisfy condition (C8). As for the modal rules, condi-
tion (C8) has already been proven [78]. Therefore, UL′ is a proper display calculus. It enjoys
strong cut-elimination because of [78, Theorem 23].
7.2.2 Soundness, Completeness and Conservativity
The following Theorems 18 and 19 summarize and generalize all our soundness and complete-
ness results in this article. In fact, Theorem 2 and Corollary 1 are instances of Theorem 18 and
Theorem 15 is an instance of Theorem 19.
Theorem 18 (Soundness and strong completeness). Let Cϕ ⊆ Con. The display calculus
UL(Cϕ) is sound and strongly complete for the logic (C(Cϕ), E , ).
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Proof. The soundness is proved without any particular difficulty. For completeness, let Γ ⊆
C(Cϕ) and let S := X Y ∈ C(Cϕ), and assume that Γ S. We must prove that Γ S is
provable in UL(Cϕ).
By Proposition 16, we have that τ(Γ) τ(S), where τ(Γ) :={
τ(U) τ(V ) | U V ∈ Γ
}
⊆ C(Conϕ) and τ(S) := τ(X) τ(V ) ∈ C(Conϕ).
Therefore, by strong completeness of UL (Theorem 2), we have that τ(Γ) τ(S) is provable in
UL (∗).
Now, one can prove by induction that for all U, V ∈ S (P,Cϕ), the following are provable
in UL(Cϕ ∪ Conϕ):
τ2(τ(V )) V U τ1(τ(U)). (20)
(The mappings τ1 and τ2 are defined in Proposition 1.) The only tricky cases are when V :=
ϕi ψ,ϕ i ψ or ϕ i ψ. We prove these three cases below:
τ(ϕ) ϕ ψ τ(ψ)
τ(ϕ) ,i ∗ τ(ψ) ϕ i ψ
kK
∗τ(ψ) ∗ τ(ϕ) ,k ϕ i ψ
dr1
¬τ(ψ) ∗ τ(ϕ) ,k ϕ i ψ
¬A
¬τ(ψ) ,j ∗ ϕ i ψ ∗ τ(ϕ)
dr2
¬τ(ϕ) ,j ∗ ϕ i ψ ¬τ(ψ)
¬K
∗ϕ i ψ ¬τ(ϕ) ⊂i ¬τ(ψ)
⊂iK
∗(¬τ(ϕ) ⊂i ¬τ(ψ)) ϕ i ψ
∗A,CI
¬(¬τ(ϕ) ⊂i ¬τ(ψ)) ϕ i ψ
¬A
τ(ϕ) ϕ ψ τ(ψ)
∗τ(ϕ) ,i τ(ψ) ϕ i ψ
jK
∗τ(ϕ) ∗ τ(ψ) ,j ϕ i ψ
dr1
¬τ(ϕ) ∗ τ(ψ) ,j ϕ i ψ
¬A
∗ϕ i ψ ,k ¬τ(ϕ) ∗ τ(ψ)
dr2
∗ϕ i ψ ,k ¬τ(ϕ) ¬τ(ψ)
¬K
∗ϕ i ψ ¬τ(ϕ) ⊃i ¬τ(ψ)
⊃jK
∗(¬τ(ϕ) ⊃i ¬τ(ψ)) ϕ i ψ
∗A,CI












∗ϕ ,i ∗ ψ ¬τ(ϕ)⊗i ¬τ(ψ)
⊗iK
∗ϕ ψ ,j ¬τ(ϕ)⊗i ¬τ(ψ)
dr2
∗(¬τ(ϕ)⊗i ¬τ(ψ)) ,k ∗ ϕ ψ
dr1
∗(¬τ(ϕ)⊗i ¬τ(ψ)) ϕ ,i ψ
dr2
∗(¬τ(ϕ)⊗i ¬τ(ψ)) ϕi ψ
iK
¬(¬τ(ϕ)⊗i ¬τ(ψ)) ϕi ψ
¬A
Moreover, by Expression (9), we have that τ(U) τ(V ) is provable in UL iff
τ1(τ(U)) τ2(τ(V )) is provable in UL. So, by Expression (20) and by admissibility of the
cut rule in UL (because of Theorem 17), we have that τ(U) τ(V ) is provable in UL iff U V
is provable in UL(Cϕ ∪ Conϕ). But U, V ∈ S (P,Cϕ), so, in fact, U V is provable in
UL(Cϕ ∪ Conϕ) iff U V is provable in UL(Cϕ), because UL enjoys strong cut-elimination.
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So, finally, we have that τ(U) τ(V ) is provable in UL iff U V is provable in UL(Cϕ), for
all U, V ∈ S (P,Cϕ). Thus, τ(Γ) τ(S) is provable in UL iff Γ S is provable in UL(Cϕ)
(∗∗). Combining (∗) and (∗∗), we obtain that Γ S is provable in UL(Cϕ).
Here is our second main theorem.
Theorem 19 (Soundness and strong completeness). Let Cϕ ⊆ Con − {¬}. Then, the display
calculus UL(Cϕ) +A is sound and strongly complete for the logic (L (P,Cϕ) , EA, ).
Proof. The proof of soundness follows from Theorem 15. So, we only prove the strong com-
pleteness. Let L := (L (P,Cϕ) , EA, ) and let Γ ⊆ L (P,Cϕ) and ϕ ∈ L (P,Cϕ). The proof
follows the same lines as the proofs of Lemma 14 and Theorem 15, so we do not spell it out as
we did it there. Assume that Γ ϕ and assume towards a contradiction that τ (Γ) τ(ϕ) is
not provable in UL + A. This means in other words that {τ(Γ), ∗τ(ϕ)} is UL + A–consistent.
Therefore, in the canonical substructural modelMc associated to UL+A, there is x ∈Mc such
thatMc, x {τ(Γ), ∗τ(ϕ)}. The validity of Expression (18) can be extended to the language
with the Boolean negation ¬ and we can therefore prove that for all ϕ ∈ L (P,Cϕ), we have
that Mc, x τ(ϕ) iff Mc, x τ(ϕ), because τ(ϕ) ∈ L (P,Conϕ). Moreover, by Lemma
13 and [61, Corollary 11.36], (Mc, x) ∈ EA. So, there is (M, x) ∈ EA (take (Mc, x)) such
that M, x {τ(Γ), ∗τ(ϕ)}. This means that it is not the case that τ (Γ) τ(ϕ). Then, by
Proposition 16, this entails that it is not the case that Γ ϕ. This is impossible by assump-
tion. Therefore, τ (Γ) τ(ϕ) is provable in UL + A. Then, from Expression (∗∗) in the proof
of Theorem 18, we derive that τ (Γ) τ(ϕ) is provable in UL + A iff Γ ϕ is provable in
UL(Cϕ) +A. Hence, this entails that Γ ϕ is provable in UL(Cϕ) +A.
Because our display calculi enjoy strong cut elimination, we immediately have the following
property, which generalizes [61, Theorem 11.52].
Corollary 2 (Conservativity). Let C′ϕ ⊆ Cϕ ⊆ Con−{¬}. The logic (L (P,Cϕ) , EA, ) is a





Proof. The proof is standard. See for example [54] for details.
8 Case Study: Intuitionistic Logic
In this section, we focus on intuitionistic logic and we will apply our previous results to obtain
display calculi. Some display calculi have already been proposed in the literature [78, 36, 37,
79], sometimes with modal and tense extensions [78].
Notation 5. In this section, we will use the following set of logical connectives:
ConI := {>,⊥,∧,∨,⊃}
where ⊃ is the connective ⊃1 (⊃ can also stand for⇒).
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8.1 Intuitionistic Logic
We present the Kripke-style semantics of intuitionistic logic.
Definition 22 (Intuitionistic Kripke model). An intuitionistic Kripke frame is a pair (W,v)
where W is a non-empty set (of possible worlds) and v⊆ W ×W is a reflexive and transitive
binary relation over W . An intuitionistic Kripke model is a triple M := (W,v, V ) where
(W,v) is an intuitionistic Kripke frame and V : P→ 2W is a mapping obeying the persistence
condition: for all x, y ∈W , for all p ∈ P,
if x ∈ V (p) and x v y then y ∈ V (p). (Persistence)
We abusively write x ∈ M for x ∈ W and (M,x) is called a pointed intuitionistic Kripke
model. The class of all pointed intuitionistic Kripke models (frames) is denoted KInt (resp.
FInt). 
Note that the above Persistence condition corresponds to the Persistence condition of Defi-
nition 4 for substructural models.
Definition 23 (Intuitionistic logic). The intuitionistic evaluation relation ⊆ KInt ×
L (P,ConI) is defined inductively as follows. Let (M,x) be a pointed intuitionistic Kripke
model and ϕ ∈ L (P,ConI). The truth conditions for the truth constants >,⊥ and the proposi-
tional connectives ∧,∨ are defined like in Definition 8. The truth condition for the connective⊃
is defined as follows:
M,x χ ⊃ ψ iff for all y ∈M such that x v y, if M,y χ then M,y ψ
Hence, (L (P,ConI) ,KInt, ) is a logic, called intuitionistic logic. 
8.2 A Display Calculus for Intuitionistic Logic
Kripke [41] suggested the following ‘informational’ reading of intuitionistic Kripke frames: W
is a set of information states and v is the relation of possible expansion of information states
over time. Under this interpretation, intuitionistic logic may then be viewed as the logic of cu-
mulative research [39]. This informational and dynamic reading of intuitionistic logic has also
been stressed and discussed to a large extent by van Benthem [72, 52]. We will show in this sec-
tion that the intuitionistic substructural models of Definition 24 below are in fact equivalent to
intuitionistic Kripke models. Intuitionistic substructural models connect the possible expansion
relation v with our ternary relation R by means of Expression (21). Given this formal connec-
tion, Kripke’s informational reading ofv is completely coherent with our dynamic interpretation
of the ternary relationR (spelled out in Section 2.2).
Definition 24 (Intuitionistic substructural model). An intuitionistic substructural model is a
substructural modelMwhose accessibility relations are plump and such that for all x, y, z ∈M,
the following holds:
Rxyz iff x v z and y v z (21)
The class of all pointed intuitionistic substructural models is denoted EInt. 
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Now, we prove by a series of Lemmata that intuitionistic substructural models can be equiv-
alently represented by intuitionistic Kripke models (Lemma 22).
Lemma 20. Let Cϕ ⊆ Con − {¬}. Then, UL(Cϕ) + {Bc,CI,WI,K} is sound and strongly
complete for the logic (L (P,Cϕ) , EInt, ).
Proof. By application of Theorem 19, UL(Cϕ) + {Bc,CI,WI,K} is sound and strongly complete
for the logic (L (P,Cϕ) , EInt, ), where EInt is the class of pointed substructural models (M, x)
whose accessibility relations are plump and such that the following hold: for all x, y, z ∈M,
if ∃u(Ryzu ∧Rxuw) then ∃u(Rxyu ∧Ruzw) (Bc)
Rxyz iffRyxz (CI)
Rxxx (WI)
ifRxyz then y v z (K)
So, to prove our result, we only need to show that these statements are equivalent to Expression
(21) when accessibility relations are plump.
First, we are going to prove that if R satisfies Expressions {Bc,CI,WI,K}, then Expression
(21) holds. Assume that Expressions {Bc,CI,WI,K} hold, we are going to prove that the left to
right implication of Expression (21) holds. Let x, y, z ∈M and assume thatRxyz holds. Then,
by Expression (K), we have that y v z. Moreover, by Expression (CI), we also have thatRyxz.
So, again by Expression (K), we have that x v z. This proves the left to right implication of
Expression (21). Now, we prove the right to left implication of Expression (21). Assume that
x v z and y v z. Then, by Expression (WI), we have that Rzzz. Then, because R is plump
and x v z and y v z, we have that Rxyz. This proves the second implication of Expression
(21). So, we have proved Expression (21).
Second, we prove the other direction, i.e., if R satisfies Expression (21), then Expressions
{Bc,CI,WI,K} hold. We start to prove Expression (WI). Because x v x, then, by Expression
(21), we have that Rxxx. We prove Expression (CI). If Rxyz, then x v z and y v z by
Expression (21). Then, y v z and x v z. So, again by Expression (21) (in the other direction),
we have that Ryxz. We prove Expression (Bc). If Rx(yz)w, then there is u ∈ M such that
(Ryzu ∧ Rxuw). So, by Expression (21), we have y v u, z v u, x v w and u v w.
Then, by reflexivity and transitivity of v, we have (y v w, x v w) and (z v w, w v w).
Therefore, again by Expression (21), we have that Rxyw and Rwzw. Hence, there is u ∈ M
(take u = w) such that (Rxyu and Ruzw). That is, R(xy)zw. The proof of Expression (K)
follows straightforwardly from Expression (21).
Lemma 21 (Persistence Lemma). Let Cϕ ⊆ Conϕ − {¬} and let (M, x) ∈ EInt. Then, for all
y ∈M, for all ϕ ∈ L (P,Cϕ), the following holds:
ifM, x ϕ and x v y thenM, y ϕ (Persistence’)
Moreover, for all ϕ,ψ ∈ L (P,Cϕ), the following also holds:
M, x ϕ⇒ ψ iffM, x ϕ ⊃ ψ (22)
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(We recall that ⇒ is the intuitionistic implication, whose truth condition is given in Definition
4.)
Proof. The proof is standard and is by induction on the formula ϕ. The basic case ϕ := p holds
because of condition (Persistence) of Definition 4. Expression (22) follows from Expressions
(21) and (Persistence’) and the definitions of the truth conditions of ⊃=⊃1 and⇒.
Note that Expression (22) shows that the intuitionistic implication ⇒ can be ‘simulated’
by the implication ⊃ in the intuitionistic version of the substructural framework. So, if we are
only interested in intuitionistic logics and not in subintuitionistic logics, then we can refrain
from using and introducing the inclusion relation v in the substructural semantics and consider
only a ternary relation satisfying the conditions {Bc,CI,WI,K} and a specific formulation of the
Persistence condition.
Lemma 22. Every pointed intuitionistic substructural model (M, x) ∈ EInt can be mapped to a
pointed intuitionistic Kripke model (M,x) ∈ KInt such that for all ϕ ∈ L (P,ConI),M, x ϕ
if, and only if, M,x ϕ (∗). The converse holds as well.
Proof. Let (M, x) = ((P,v),R, I, x) ∈ EInt be a pointed intuitionistic substructural model.
We define the pointed intuitionistic Kripke model (M,x) ∈ KInt associated to (M, x) as fol-
lows: (M,x) := (P,v, V, x), where for all y ∈ P and all p ∈ P, we set y ∈ V (p) iff p ∈ I(y).
Then, by Lemma 21, we have that condition (∗) holds. Conversely, let (M,x) = (P,v, V, x) ∈
KInt be a pointed intuitionistic Kripke model. Since v is not necessarily antisymmetric, we un-
ravel (M,x) to obtain another pointed intuitionistic Kripke model (M ′, x) = (W ′,v′, V ′, x)
whose relation v′ is antisymmetric (and therefore a partial order), like in [18, Definition 4.21].
Then, by [18, Lemma 4.53] and [18, Proposition 2.14], we have that for all ϕ ∈ L (P,ConI),
M,x ϕ iff M ′, x ϕ. Then, we define the pointed intuitionistic substructural model
(M, x) ∈ EInt associated to (M,x) as follows: (M, x) := ((W ′,v′),R, V ′, x), where R is
defined by Expression (21) from the partial order v′, and for all y ∈ W ′ and all p ∈ P we set
p ∈ I(y) iff y ∈ V ′(p). Then, by Lemma 21, we can again easily prove that condition (∗)
holds.
From Lemmata 20 and 22, we obtain our main result for intuitionistic logic:
Theorem 23 (Soundness and strong completeness). The display calculus UL(ConI) +
{Bc,CI,K,WI} is sound and strongly complete for intuitionistic logic (L (P,ConI) ,KInt, ).
Proof. The proof follows straightforwardly from Lemmata 20 and 22.
Lemmata 20 and 22 could give us display calculi which are complete for a wide variety
of other intuitionistic logics, including not only the ‘standard’ modal and tense extensions of
intuitionistic logics [78] but also some other logics including some ‘non-standard’ connectives
stemming from our various (substructural) connectives Conϕ. We leave the investigation of
these ‘non-standard’ logics for future work.
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9 Conclusion
We have generalized the framework of substructural logics in several directions. We developed
not only a rich family of substructural connectives which are interrelated by means of cyclic
permutations, but also extended the language with dual connectives. We provided proper display
calculi for all our substructural logics and proved their soundness and strong completeness by
means of a Henkin-style construction. We showed that we can obtain our display rules using
Dunn’s Gaggle Theory and compared our display calculus with the display calculi of Wansing
and Goré. In particular, we showed that our display calculus generalizes Wansing’s display
calculus for modal logic. Then, based on correspondence results of substructural logics, we were
able to propose novel display calculi for a very wide range of substructural and non-classical
logics. Finally, we focused on intuitionistic logic for which we also provided a display calculus.
In the companion article [7] (which extends and improves [5]) we elicit a number of in-
ference rules that characterize the product update of Dynamic Epistemic Logic (DEL). Outside
the DEL paradigm, other kinds of model changing operations have recently been investigated
in various kinds of dynamic logics [40, 8, 35, 1, 2, 26, 10, 9]. A natural and interesting line
of research would be to investigate whether and how these dynamic logics can be embedded
into the substructural framework. Finally, as we mentioned in the introduction, ternary relations
could also represent the various revisions, updates and even causal connectives which have been
studied in the logics of “common sense reasoning” in artificial intelligence and philosophical
logic. Some connections between causal conditionals [33] and ternary semantics have in fact
already started to emerge [19]. Other connections with belief revision and conditional logic can
be found in [6].
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[36] Rajeev Goré. Substructural logics on display. Logic Journal of IGPL, 6(3):451–504, 1998.
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