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FUNCTION SPACES OF LOGARITHMIC SMOOTHNESS:
EMBEDDINGS AND CHARACTERIZATIONS
O´SCAR DOMI´NGUEZ AND SERGEY TIKHONOV
Abstract. In this paper we present a comprehensive treatment of function spaces
with logarithmic smoothness (Besov, Sobolev, Triebel-Lizorkin). We establish the
following results:
(1) Sharp embeddings between the Besov spaces defined by differences and by
Fourier-analytical decompositions as well as between Besov and Sobolev/Trie-
bel-Lizorkin spaces;
(2) Various new characterizations for Besov norms in terms of different K-
functionals. For instance, we derive characterizations via ball averages,
approximation methods, heat kernels, and Bianchini-type norms;
(3) Sharp estimates for Besov norms of derivatives and potential operators
(Riesz and Bessel potentials) in terms of norms of functions themselves. We
also obtain quantitative estimates of regularity properties of the fractional
Laplacian.
The key tools behind our results are limiting interpolation techniques and new
characterizations of Besov and Sobolev norms in terms of the behavior of the
Fourier transforms for functions such that their Fourier transforms are of mono-
tone type or lacunary series.
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FUNCTION SPACES OF LOGARITHMIC SMOOTHNESS 3
1. Introduction
Function spaces of generalized smoothness play a crucial role in obtaining the
complete solution of several important questions, for which the classical approach
turns out to be limited. Let us mention just a few of them: the celebrated Bre´zis-
Wainger inequality [BreWain] on the logarithmic Lipschitz continuity of functions
from the Sobolev space H
1+d/p
p (Rd), 1 < p < ∞; the investigation of compactness
of limiting embeddings, which requires the finer tuning given by the logarithmic
smoothness [Leo]; applications to probability theory and the theory of stochastic
processes [FL]; smoothness spaces with power-logarithmic majorants, which are used
extensively in functional analysis (see, e.g., [Ro]) and differential equations (see, e.g.,
[CDFM, Zu]); or function spaces defined on fractals and a related spectral theory
(see the monographs by Triebel [Tr01, Tr06]).
1.1. Besov, Sobolev, and Triebel–Lizorkin spaces. There are several ways to
introduce function spaces of generalized smoothness. Among them, the approaches
based on differences and Fourier-analytical decompositions are the most popular.
For 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and −∞ < b < ∞, the Besov space of generalized
smoothness can be described via the quasi-norms
(1.1) ‖f‖
B
s,b
p,q(Rd)
= ‖f‖Lp(Rd) +
(∫ 1
0
(t−s(1− log t)bωk(f, t)p)q dt
t
)1/q
, s ≥ 0,
and
(1.2) ‖f‖
Bs,bp,q(Rd)
=
(
∞∑
j=0
(
2js(1 + j)b‖(ϕj f̂)∨‖Lp(Rd)
)q)1/q
, s ∈ R.
See Section 2.2 below for precise definitions. Note that if b = 0 we recover the
classical Besov spaces Bsp,q(R
d) and Bsp,q(R
d). In the limiting case where s = 0 we
obtain the spaces B0,bp,q(Rd) and B
0,b
p,q(Rd) having zero classical smoothness and an
additional logarithmic smoothness with exponent b. Even though these spaces are
close to Lp(R
d), they have several special properties due to their structure as Besov
spaces.
Working with positive classical smoothness (i.e., s > 0), it is well known that
Besov spaces can be equivalently characterized by (1.1) or (1.2). More precisely, we
have
(1.3) Bs,bp,q(R
d) = Bs,bp,q(R
d) for s > 0,
with equivalence of quasi-norms (see [Tr83, 2.5.12] and [HM, Theorem 2.5]). How-
ever, this formula is no longer true in the limiting case when s = 0. Indeed, the
space B0,bp,q(Rd) is a subspace of Lp(R
d), but B0,bp,q(Rd) is not necessarily formed by
locally integrable functions (see [CaL] with the forerunner [SiT]). However, it is still
possible to compare these two scales of Besov spaces with the help of some shifts
in the logarithmic smoothness. Namely, the following result was obtained in [CD3,
Theorem 3.3]: If 1 < p <∞, 0 < q ≤ ∞ and b > −1/q, then
(1.4) B0,b+1/min{2,p,q}p,q (R
d) →֒ B0,bp,q(Rd) →֒ B0,b+1/max{2,p,q}p,q (Rd).
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In particular, we have
(1.5) B0,b2,2(R
d) = B
0,b+1/2
2,2 (R
d) for b > −1/2,
and putting b = 0, we derive that the classical Besov space B02,2(R
d) can be de-
scribed through Fourier decompositions with an additional logarithmic smoothness
of exponent 1/2. Consequently, logarithmic smoothness arises in a natural way
when we investigate relations between different scales of classical Besov spaces in
limiting situations. Little is known about the sharpness of (1.4), except for the
case p = min{2, p, q} (respectively, p = max{2, p, q}) where it was proved in [CDT]
that b+1/p is the best possible logarithmic smoothness for which the left-hand side
embedding (respectively, right-hand side embedding) in (1.4) holds. On the other
hand, Winfried Sickel [Si] conjectured that (1.5) is the only possible case when the
B- and B-spaces with classical smoothness zero coincide.
Another scale formed by smoothness spaces, which is intensively investigated in
the literature, is given by Triebel-Lizorkin spaces. For 1 < p < ∞, 0 < q ≤ ∞,
and −∞ < s, b <∞, the Triebel-Lizorkin space F s,bp,q (Rd) is formed by all tempered
distributions f ∈ S ′(Rd) for which
‖f‖
F s,bp,q (Rd)
=
∥∥∥( ∞∑
j=0
(2js(1 + j)b|(ϕj f̂)∨(·)|)q
)1/q∥∥∥
Lp(Rd)
<∞
(with the usual modification if q = ∞). It was known for a long time that the
Sobolev spaces Hs,bp (Rd) are particular cases of the spaces F
s,b
p,q (Rd). Namely (see
[Tr78, 2.3.3] and [CF, Theorem 3.4]),
(1.6) F s,bp,2(R
d) = Hs,bp (R
d)
with equivalence of norms. In particular, if b = 0 we recover the classical (fractional)
Sobolev spaces Hsp(R
d). See Section 2.2 below for further details on Triebel-Lizorkin
and Sobolev spaces.
In order to state our main results and explain the new ideas and phenomena, we
first resume briefly several crucial embeddings between B, B, H, and F -spaces.
We start with embeddings with constant smoothness and integrability, that are,
in the form Xs,bp,q →֒ Y s,bp,r , where X,Y ∈ {B,B,H, F}. The proofs can be found,
for instance, in [Tr83, Proposition 2.3.2/2], [SiT, Theorem 3.1.1] and, for the case
b 6= 0, we refer to [CaM, Proposition 3.4].
Proposition 1.1. Let 1 < p < ∞, 0 < q, r ≤ ∞, and −∞ < s, b < ∞. Then, we
have
(i) F s,bp,r (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ max{p, r},
(ii) Bs,bp,q(Rd) →֒ F s,bp,r (Rd) if and only if q ≤ min{p, r}.
In particular, F s,bp,p(Rd) = B
s,b
p,p(Rd).
If, in addition, s > 0 then
(iii) F s,bp,r (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ max{p, r},
(iv) Hs,bp (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ max{p, 2},
(v) Bs,bp,q(Rd) →֒ F s,bp,r (Rd) if and only if q ≤ min{p, r},
(vi) Bs,bp,q(Rd) →֒ Hs,bp (Rd) if and only if q ≤ min{p, 2}.
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Note that by (1.3) and (1.6), the embeddings given in (iii) and (iv) (respectively,
(v) and (vi)) are special cases of (i) (respectively, (ii)).
Now we deal with the simple embeddings for Besov and Triebel–Lizorkin spaces of
the form Xs0,b0p,q0 →֒ Xs1,b1p,q1 , which are immediate consequences of Ho¨lder’s inequality.
Proposition 1.2. Let 1 < p < ∞, 0 < q0, q1 ≤ ∞, and −∞ < s0, s1, b0, b1 < ∞.
Then, we have
Bs0,b0p,q0 (R
d) →֒ Bs1,b1p,q1 (Rd)
if one of the following conditions is valid
(i) s0 > s1,
(ii) s0 = s1, q0 ≤ q1, and b0 ≥ b1,
(iii) s0 = s1, q0 > q1, and b0 +
1
q0
> b1 +
1
q1
.
The corresponding assertion for F -spaces is also true.
The counterpart of Proposition 1.2 for B-spaces reads as follows.
Proposition 1.3. Let 1 < p < ∞, 0 < q0, q1 ≤ ∞, s0, s1 ≥ 0, and −∞ < b0, b1 <
∞ (bi ≥ −1/qi if si = 0, i = 0, 1). Then, we have
Bs0,b0p,q0 (R
d) →֒ Bs1,b1p,q1 (Rd)
if one of the following conditions is valid
(i) s0 > s1 ≥ 0,
(ii) s0 = s1 > 0, q0 ≤ q1, and b0 ≥ b1,
(iii) s0 = s1 > 0, q0 > q1, and b0 +
1
q0
> b1 +
1
q1
,
(iv) s0 = s1 = 0, b0 +
1
q0
> b1 +
1
q1
,
(v) s0 = s1 = 0, b0 +
1
q0
= b1 +
1
q1
, and q0 ≤ q1.
To the best of our knowledge, the parts “only if” in Propositions 1.2 and 1.3
remain as open questions.
Below we give the key embeddings with different metrics, that are, in the form
Xp0 →֒ Yp1 .
Proposition 1.4. Let −∞ < b <∞.
(i) Sobolev embeddings: Let 1 ≤ p0 < p1 ≤ ∞,−∞ < s1 < s0 <∞ with
s0 − d
p0
= s1 − d
p1
,
and 0 < q ≤ ∞. Then,
(1.7) Bs0,bp0,q(R
d) →֒ Bs1,bp1,q(Rd).
(ii) Franke-Jawerth embeddings: Let 1 ≤ p0 < p < p1 ≤ ∞ and −∞ < s1 < s <
s0 <∞ with
s0 − d
p0
= s− d
p
= s1 − d
p1
.
Then
(1.8) Bs0,bp0,p(R
d) →֒ Hs,bp (Rd) →֒ Bs1,bp1,p(Rd).
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The embedding given in Proposition 1.4(i) is known as the Sobolev embedding
theorem and has a long history in the theory of function spaces. Details, explanations
and references may be found in [Tr83, 2.7.1]. See also [Mou, Proposition 1.9]. On
the other hand, Proposition 1.4(ii) is the Franke-Jawerth embeddings [Jaw, Fra] (see
also [Mar], [CaM], [Vy]). It is worth mentioning that the embeddings (1.8) also hold
when we replace the space Hs.bp (R
d) by F s,bp,q (Rd). We stress that the latter holds for
any 0 < q ≤ ∞, that is, the parameter q does not play a role in Franke-Jawerth
embeddings unlike in the case of Sobolev embeddings (1.7).
1.2. Applications of function spaces with smoothness zero. In this paper
we will pay special attention to function spaces with smoothness zero. There are
several important reasons to go deeply into the theory of these spaces. Our analysis
goes back to Nikolski˘ı, Lions and Lizorkin [NLL], who pointed out that lack of clas-
sical smoothness yields different results on function spaces as compared to positive
smoothness. In particular, DeVore, Riemenschneider and Sharpley [DeRiSh] applied
the usefulness of Besov spaces of smoothness close to zero on weak-type interpolation
theory to study the smoothness properties of the Hilbert transform. They proved
[DeRiSh, Corollary 6.3] that there is a loss of logarithmic smoothness in order to
observe that the Hilbert transform of a function belongs to B0,b1,q(R
d). This result
is in sharp contrast with the setting of the Besov spaces Bs,b1,q(R
d), s > 0, where it
is known that the Hilbert transform acts boundedly. We also refer to the paper by
Gol’dman [Go] where a rather general method to construct Besov-type spaces and,
in particular Besov spaces of smoothness zero, was investigated.
Discussing applications, let us first deal with spaces with zero smoothness (s =
b = 0). Note that a function f ∈ B0,0∞,1(Rd) is called Dini continuous. This condition
is widely used in different topics in mathematics. In particular, for periodic functions
this condition guaranties that a conjugate function is continuous. The Fourier series
of a Dini continuous function converges uniformly (Dini’s test). There are many
different applications in functional analysis [Ga], in PDEs [GiTr], and in probability
theory [BDEG]. On the other hand, the B0,0∞,2(R
d) condition plays a major role in
the paper by Fabes, Jerison and Kenig [FaJeKe] in order to characterize the absolute
continuity of harmonic measure.
The L1-Dini condition as well as the Lp-Dini condition, that is, when f ∈
B0,01,1(R
d) or f ∈ B0,0p,1(Rd), respectively, is used in various questions of harmonic
analysis (in particular, related to a study of singular integrals [LDY]) and probabil-
ity theory [Kh]. For instance, Caldero´n, Weiss and Zygmund [CWZ] showed that
if a kernel satisfies the L1-Dini condition, then the corresponding singular integral
operator exists almost everywhere for integrable functions and that is of strong type
(p, p), 1 < p <∞, and of weak type (1, 1). Kurtz and Wheeden [KuW] extended this
result to weighted Lebesgue spaces assuming that the kernel satisfies the Lp-Dini
condition with p > 1.
Furthermore, for periodic functions defined on the unit circle T, the condition
f ∈ B0,02,2(T) is equivalent to the famous Kolmogorov–Seliverstov–Plessner condition∑
(a2n(f) + b
2
n(f)) log n < ∞, where an(f), bn(f) are Fourier coefficients of f . The
latter is the crucial condition for convergence problems of trigonometric/orthogonal
series, see, e.g., [Ba, Chapter V] and [Lu].
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Recently there has been a renewed interest in analyzing the structural properties
of Besov spaces of smoothness close to zero, not only in the theory of function
spaces (see, e.g., [SeeTre, Vy2, CaGO, CaGO2, Be1, TrReport, Be2]), but also in
applications to approximation theory [CDK, KasTem, LY, LW], trace and extension
theorems in the setting of metric measure spaces [MaShSni], PDE problems under
low regularity assumptions on the coefficients [CDFM, DZ, MazMcOw], theory of
maximal regularity in parabolic equations in Banach spaces [Mil], sharp estimates
for singular integrals [DL, DL2], or problems on mixing flows (Bressan’s conjecture)
[Bi, HSSS].
1.3. Goals and results. The first goal of this paper is to find the precise interrela-
tion between the function spaces with smoothness near zero, i.e., when the classical
smoothness parameter s = 0. This question was also posed recently by Andreas
Seeger in [Seeger]. Secondly, motivated by applications to PDE and calculus of
variations, we intend to find various equivalent characterizations of Besov spaces,
in particular, in terms of ball averages and Bianchini-type norms. As a by-product,
we derive smoothness properties of differential operators (partial derivatives and
fractional Laplace operator) and potential operators (Bessel and Riesz potentials).
Let us discuss our first goal in detail. We will obtain new embedding results for
Triebel-Lizorkin, Sobolev, and several Besov spaces with logarithmic smoothness
(defined Fourier analytically, in terms of differences, in terms of averages over the
ball, Bianchini-type) to fill the gap between these spaces in the literature. Among
other results, we prove that
(1.9) H0,b+1/qp (R
d) →֒ B0,bp,q(Rd) if and only if q ≥ max{p, 2},
(1.10) B0,bp,q(R
d) →֒ H0,b+1/qp (Rd) if and only if q ≤ min{p, 2},
and, in particular,
(1.11) B0,b2,2(R
d) = H
0,b+1/2
2 (R
d), b > −1/2,
cf. Proposition 1.1(iv), (vi) and (1.5). The basic idea to show (1.9)-(1.11) is to apply
the Fourier-analytical decomposition of the space B0,bp,q(Rd) that has been recently
obtained in [CDT]. Namely, we have
‖f‖
B
0,b
p,q(Rd)
≍
(
∞∑
j=0
[
(1 + j)b
∥∥∥( ∞∑
ν=j
|(ϕν f̂)∨(·)|2
)1/2∥∥∥
Lp(Rd)
]q)1/q
.
Similarly to (1.4), we observe that an additional logarithmic smoothness with
exponent 1/q arises both in (1.9) and (1.10). Moreover, we also show that this shift
is the best possible. For example, if q ≥ max{p, 2}, then
(1.12) H0,ξp (R
d) →֒ B0,bp,q(Rd) if and only if ξ ≥ b+ 1/q.
The corresponding result for (1.10) is also obtained. Regarding (1.11), we obtain
the following sharpness assertion
(1.13) B0,bp,q(R
d) = H0,ξp (R
d) if and only if p = q = 2 and ξ = b+ 1/2.
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Our approach can also be applied to derive optimality in the full range of param-
eters of the embeddings (1.4). Therefore, we are able to cover the cases left open in
[CDT]. We now show that
(1.14) B0,ξp,q(R
d) →֒ B0,bp,q(Rd) if and only if ξ ≥ b+ 1/min{2, p, q}
and
(1.15) B0,bp,q(R
d) →֒ B0,ξp,q(Rd) if and only if ξ ≤ b+ 1/max{2, p, q}.
Furthermore, we provide a positive answer to Sickel’s Conjecture [Si], that is,
(1.16) B0,bp,q(R
d) = B0,ξp,q(R
d) if and only if p = q = 2 and ξ = b+ 1/2.
Let us fix the integrability parameter p and the fine index q. It turns out that
the relationships between function spaces with smoothness zero are determined by
adequate shifts of the logarithmic smoothness b. Assume first that q ≥ max{p, 2}.
Then, we will show that (see Figure 1)
• the space B0,bp,q(Rd) is embedded into B0,b+1/qp,q (Rd). In addition, we have
B0,bp,q(Rd) 6= B0,b+1/qp,q (Rd),
• the spaces H0,b+1/qp (Rd) and B0,b+1/min{p,2}p,q (Rd) are embedded into B0,bp,q(Rd),
• the spaces H0,b+1/qp (Rd) and B0,b+1/min{p,2}p,q (Rd) are not comparable.
B0,bp,q(Rd)
H
0,b+ 1
q
p (Rd) B
0,b+ 1
min{2,p}
p,q (Rd)
B
0,b+ 1
q
p,q (Rd)
Fig. 1: Relationships between the Besov and Sobolev spaces involving only logarithmic
smoothness in the case q ≥ max{p, 2}.
On the other hand, if q ≤ min{p, 2} then we will establish the following results
(see Figure 2)
• the space B0,bp,q(Rd) contains the space B0,b+1/qp,q (Rd). In addition, we have
B0,bp,q(Rd) 6= B0,b+1/qp,q (Rd),
• both H0,b+1/qp (Rd) and B0,b+1/max{2,p}p,q (Rd) contain the space B0,bp,q(Rd),
• the spaces H0,b+1/qp (Rd) and B0,b+1/max{2,p}p,q (Rd) are not comparable.
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B
0,b+ 1
q
p,q (Rd)B
0,b
p,q(Rd) B
0,b+ 1
max{2,p}
p,q (Rd)H
0,b+ 1
q
p (Rd)
Fig. 2: Relationships between the Besov and Sobolev spaces involving only logarithmic
smoothness in the case q ≤ min{p, 2}.
An interesting remark is in order here. Sharp embeddings between function
spaces with classical smoothness zero involve certain shifts in their logarithmic
smoothness. This is in sharp contrast with the case of positive smoothness (see
Proposition 1.1). This phenomenon should be linked to the Littlewood-Paley theo-
rem for Lp(R
d), that is,
(1.17) ‖f‖Lp(Rd) ≍
∥∥∥( ∞∑
j=0
|(ϕj f̂)∨(·)|2
)1/2∥∥∥
Lp(Rd)
, 1 < p <∞,
and the fact that the space B0,bp,q(Rd) is very close to Lp(R
d), in the sense that
B0,bp,q(Rd) can be characterized as a limiting interpolation space between Lp(R
d) and
any Sobolev space Hsp(R
d) or Besov space Bsp,q(R
d) with s > 0. Further details will
be given in Section 2.3.
We also investigate the Sobolev embeddings for the spaces B0,bp,q(Rd), that is, the
B0,bp,q(Rd)-counterparts of (1.7). Let 1 ≤ p0 < p < p1 ≤ ∞ and −∞ < s1 < 0 < s0 <
∞ with
s0 − d
p0
= −d
p
= s1 − d
p1
.
Let also 0 < q ≤ ∞ and b > −1/q. Using (1.4) and (1.7), we derive that
(1.18) Bs0,b+1/min{2,p,q}p0,q (R
d) →֒ B0,bp,q(Rd) →֒ Bs1,b+1/max{2,p,q}p1,q (Rd).
Notice that these embeddings are obtained as compositions of the embeddings (1.4)
and (1.7) which are both optimal (see (1.14) and (1.15)). However, we will show that
the embeddings (1.18) are not the best possible and they can be improved applying
Holmstedt’s reiteration formulas for limiting interpolation spaces. Namely, we show
that
(1.19) Bs0,b+1/min{p,q}p0,q (R
d) →֒ B0,bp,q(Rd) →֒ Bs1,b+1/max{p,q}p1,q (Rd).
Moreover, we prove that these embeddings are sharp, that is,
(1.20) Bs0,ξp0,q(R
d) →֒ B0,bp,q(Rd) if and only if ξ ≥ b+ 1/min{p, q},
and
(1.21) B0,bp,q(R
d) →֒ Bs1,ξp1,q(Rd) if and only if ξ ≤ b+ 1/max{p, q}.
The comparison between embeddings (1.4) and (1.19) will also be addressed.
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Concerning Propositions 1.2 and 1.3, we will show the optimality of the conditions
given there. For instance, the sharpness assertion for Proposition 1.3 reads as follows:
The embedding
Bs0,b0p,q0 (R
d) →֒ Bs1,b1p,q1 (Rd)
holds if and only if one of the following conditions is valid
(i) s0 > s1 ≥ 0,
(ii) s0 = s1 > 0, q0 ≤ q1, and b0 ≥ b1,
(iii) s0 = s1 > 0, q0 > q1, and b0 +
1
q0
> b1 +
1
q1
,
(iv) s0 = s1 = 0, b0 +
1
q0
> b1 +
1
q1
,
(v) s0 = s1 = 0, b0 +
1
q0
= b1 +
1
q1
, and q0 ≤ q1.
Next we discuss the novelty of our approach to construct counterexamples which
lead to sharpness of the embedding results. The usual procedure applied nowadays
to establish sharp embeddings between function spaces relies on the decomposition
methods developed by Frazier and Jawerth [FJ]. Using this approach, one can reduce
complicated problems in function spaces to simpler problems in sequence spaces
such as the mixed sequence space ℓq(ℓp). See, e.g., the books by Triebel [Tr01] and
Haroske [HBook]. However, this strategy is not adequate to work with functions
from the space B0,bp,q(Rd). Indeed, the wavelet description of B
0,b
p,q(Rd) was recently
obtained in [CDT], but it involves truncated Littlewood-Paley-type constructions
(cf. (1.17)) which makes it rather difficult to construct counterexamples via the
wavelet transform. Hence, it would be desirable to introduce some alternative and
simple but effective criteria which allow us to decide whether a given function belongs
toB, B,H and F spaces. This was the starting point and main motivation to develop
the approach proposed in this paper. It is related to the following general problem:
to find sufficiently rich function classes such that their elements have certain limiting
smoothness properties. Dealing with such function classes allows us not only to
completely characterize the function norms but also to refine known embeddings
with respect to parameters.
Let us give two examples to illustrate this approach. Firstly, regarding charac-
terizations of function spaces, we recall that f ∈ Hsp(Rd) with p = 2 if and only
if (1 + |ξ|2) s2 f̂(ξ) ∈ L2(Rd). Such a characterization is possible only when p = 2.
To extend it for p 6= 2 requires additional conditions of structural characteristics
of functions. We will obtain a full characterization of the Sobolev norm as well as
Besov B and B norms in terms of behavior of the Fourier transforms for p 6= 2 for
functions such that their Fourier transforms are of monotone type or that can be
represented as a lacunary series.
Secondly, we recall the classical embedding between Sobolev and Besov spaces
(cf. Proposition 1.1(i) with r = 2):
(1.22) Hs,bp (R
d) →֒ Bs,bp,q(Rd) if and only if q ≥ max{p, 2}.
In many questions, one needs to refine conditions on q in this embedding, that is,
to define classes X and Y such that
X ∩Hs,bp (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ p
and
Y ∩Hs,bp (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ 2.
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A similar question can be asked for all the embeddings given in Proposition 1.1, as
well as those obtained in (1.9) and (1.10). As a consequence, this approach gives us
an opportunity to prove necessary and sufficient conditions for embeddings to hold
in terms of involved smoothness and integrability parameters.
The second main goal of the paper is to obtain new characterizations of Besov
spaces in terms of oscillations and Bianchini-type norms. The motivation comes from
recent applications to the PDE. Bressan posed a question on mixing flows, which at
the time of writing of this paper still remains open; for a precise statement of this
problem see [Bres]. An approach to Bressan’s problem was proposed by Bianchini
[Bi] via the following norm of the characteristic functions f = χA,
(1.23) ‖f‖L1(Rd) +
∫ 1
0
‖f −Btf‖L1(Rd)
dt
t
.
Here Btf(x) denotes the average of f over the ball Bt(x) (see precise definitions in
Section 10.2). The key observation in [Bi] is that (1.23) is a measure of mixing of A
satisfying
(1.24) ‖χA‖B0,01,1(Rd) ≍ ‖χA‖L1(Rd) +
∫ 1
0
‖χA −BtχA‖L1(Rd)
dt
t
.
Very recently, a remarkable contribution approaching Bressan’s conjecture was ob-
tained by Hadzˇic´, Seeger, Smart and Street [HSSS]. In particular, their approach
strongly relies on the fact that we deal with the space of zero smoothness. An
alternative approach, which is based on Sobolev-type functionals involving only log-
arithmic smoothness, can be found in [Leg].
Let s ≥ 0, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and −∞ < b < ∞. Assume that l ∈ N such
that l > s/2. Our goal is to show that
(1.25) ‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−sq(1− log t)bq‖f −Bl,tf‖qLp(Rd)
dt
t
)1/q
.
Here, Bl,tf is the l-th order average of f , with B1,tf = Btf (see Section 10.2).
Some remarks are in order here: firstly, the characterization (1.25) extends (1.24)
to any locally integrable function, to the full range of parameters s, b, p, q, and to
higher order averages. Secondly, working with positive smoothness (i.e., s > 0),
characterizations of smoothness spaces in terms of averages on balls have their roots
in the works by Wheeden [Whe, Whe2]; see also [AMV]. In particular, if s > 0, b = 0
and p > 1 in (1.25) then we recover recent results by Dai, Gogatishvili, Yang, and
Yuan [DGYY2].
Another important step in Bianchini’s paper [Bi] is the following characterization
of B0,01,1(R
d) in terms of functions of bounded variation. Namely,
(1.26) ‖f‖
B
0,0
1,1(R
d) ≍
∫ 1
0
inf
g∈BV(Rd)
{
‖f − g‖L1(Rd) + t‖g‖BV(Rd)
}dt
t
.
We aim to extend (1.26) for the general setting and give necessary and sufficient
conditions on parameters so that the Besov norm is equivalent to various Bianchini
type norms. For the Besov space on R we obtain similar results involving the space
of functions of bounded p-variation.
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To address both types of characterizations of Besov spaces (see (1.25) and (1.26)),
we shall apply (limiting) interpolation techniques. In particular, (1.25) is a special
case of the following characterization of Bs,bp,q(Rd) in terms of the K-functional for
the couple (Lp(R
d), L˙ αp (R
d)), where L˙ αp (R
d) is the Riesz potential space. Namely,
we show that
(1.27)
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−sq(1− log t)bqK(tα, f ;Lp(Rd), L˙ αp (Rd))q
dt
t
)1/q
.
HereK(tα, f ;Lp(R
d), L˙ αp (R
d)) = inf∆α/2g∈Lp(Rd)
(
‖f−g‖Lp(Rd)+tα‖∆α/2g‖Lp(Rd)
)
,
α > s, and ∆α/2 is the α2 -th power of Laplacian. Furthermore, applying realization
results for K(tα, f ;Lp(R
d), L˙ αp (R
d)), we will see that the characterization (1.27)
in fact comprises several descriptions of Besov spaces in terms of approximation
processes (Bochner-Riesz and Weierstrass means) and semi-groups (heat kernels and
harmonic extensions).
Concerning the Bianchini-type characterization (1.26), we notice that it can be
expressed as the limiting interpolation formula B0,01,1(R
d) = (L1(R
d),BV(Rd))(0,0),1
and BV(Rd) = Lip
(1,0)
1,∞ (R
d) (cf. Section 2 for precise definitions). Thus, we are able
to compute explicitly the K-functionals for the following couples:
· (Lp(Rd),Bs,bp,q(Rd)), s ≥ 0,
· (Bs,bp,q(Rd),W kp (Rd)), s ≥ 0,
· (Lp(Rd),Lip(k,−α)p,r (Rd)),
· (B0,bp,q(Rd),W kp (Rd)),
· (Lip(k,−α)p,r (Rd),W kp (Rd)),
· (B0,bp,q(Rd),Lip(k,−α)p,r (Rd)),
in terms of the moduli of smoothness. This complements the well-known result [BS]
K(tk, f ;Lp(R
d),W kp (R
d)) ≍ tk‖f‖Lp(Rd) + ωk(f, t)p, 0 < t < 1,
and allows us to completely characterize Besov spaces in terms of Bianchini-type
norms.
Finally, we discuss some applications of our techniques based on sharp embed-
dings and limiting interpolation methods to differential operators. Recently there
has been a great interest in the study of the fractional Laplace operator (−∆)s (or
more generally, nonlocal differential operators) which is motivated by an increas-
ing number of models involving (−∆)s in the description of physical phenomena
where the scope of classical local operators (e.g., the classical Laplace operator
−∆) is limited. For instance, it is used in elasticity [DipPalVald], mathematical
finance [Sil, Sil1, CafSalSil], fluid dynamics [CafVas, KisNazVol], image processing
[GilbOsh]. In particular, the issue of regularity of (−∆)s is a central question in PDE
as can be seen in the papers by Silvestre [Sil, Sil1], Caffarelli, Salsa and Silvestre
[CafSalSil], Ros-Oton and Serra [RosOtonSer], and Grubb [Gru].
In Section 14 we obtain the following result. Let u be the unique solution to the
Poisson-type equation
(1.28) (−∆)su = f in Rd.
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Let λ > 0. Then, we prove that
(1.29)
(∫ t
0
(ξ−2sωλ+2s(u, ξ)p)
q dξ
ξ
)1/q
. ωλ(f, t)p ⇐⇒ q ≥ max{p, 2}
and
(1.30)
(∫ t
0
(ξ−2sωλ+2s(u, ξ)p)
q dξ
ξ
)1/q
& ωλ(f, t)p ⇐⇒ q ≤ min{p, 2}.
In particular, we have
(1.31)
(∫ t
0
(ξ−2sωλ+2s(u, ξ)2)
2dξ
ξ
)1/2
≍ ωλ(f, t)2.
These formulas are quantitative assertions for the smoothness properties of the so-
lution u and the datum f of (1.28). As a consequence, we derive the boundedness
properties of (−∆)s on the Besov spaces Bλ,bp,q(Rd) and a quantitative version of the
Lp-regularity result for the Dirichlet boundary problem
(1.32)
{
(−∆)su = f in Ω,
u = 0 on Rd \Ω,
where Ω ⊂ Rd is a bounded open set, which has been recently investigated by Biccari,
Warma and Zuazua [BicWarZua, BicWarZua2].
1.4. Structure of the paper. The paper is organized as follows.
In Section 2, we collect basic definitions and known assertions for function spaces
that we will use in the paper. We also provide needed (limiting) interpolation results
and Hardy-type inequalities.
In Section 3, we obtain new embedding theorems for function spaces with smooth-
ness close to zero, which complement Propositions 1.1 and 1.4.
In Sections 4 and 5 we develop the core of our approach to establish sharp
embeddings. More specifically, in Section 4 we investigate a special class of functions,
ĜM
d
, such that their Fourier transforms satisfy the general monotone condition.
This study has its routes in analysis of periodic functions having Fourier series
with monotonically decreasing coefficients. It is known that such functions have
many important integrability and smoothness properties [Ba, Zy]. Investigations of
such questions for the non-periodic case allow us, in particular, to fully characterize
the weighted Lebesgue norm of a function in terms of the weighted norm of its
Fourier transform. This question is known as the Boas problem; for more detail see
[Boa, GLT, GT, Sa]. Let us stress that in order to characterize smoothness spaces it
is essential to deal with the general monotone condition rather than just monotone.
This is related to multiplier properties of GM class, see Lemma 4.1 below.
In particular, we show in Section 4 that the Besov and Sobolev norms of ĜM
d
functions can be fully described in terms of behavior of their Fourier transforms. In
its turn, these descriptions allow us to prove that, for X = ĜM
d
,
(1.33) X ∩Hs,bp (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ p
(cf. (1.22)) and
(1.34) X ∩H0,b+1/qp (Rd) →֒ B0,bp,q(Rd) if and only if q ≥ p
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(cf. (1.9)) and the inverse embeddings for q ≤ p. Moreover, our method allows us
to refine the embeddings (1.4)
(1.35) X ∩B0,b+1/min{p,q}p,q (Rd) →֒ X ∩B0,bp,q(Rd) →֒ X ∩B0,b+1/max{p,q}p,q (Rd),
as well as embeddings from B0,bp,q(Rd) into Lebesgue spaces given in [CaL, SiT].
In this section we also investigate the diversity of Sobolev and Besov spaces. As
can be seen in the book by Triebel [Tr83, 2.3.9], this question was a central issue in
the early development of the theory of function spaces. Let us recall that, in general,
we have
(1.36) Hs0p0 (R
d) = Bs1p1,q1(R
d) if and only if s0 = s1 and p0 = p1 = q1 = 2,
and
(1.37) Bs0p0,q0(R
d) = Bs1p1,q1(R
d) if and only if s0 = s1, p0 = p1 and q0 = q1.
We prove here rather surprising results. Namely, we show that the class X = ĜM
d
has a sufficiently rich structure so that Besov and Sobolev norms of its elements are
equivalent for a much wider range of parameters than in the trivial cases given by
(1.36) and (1.37). Among other results, we show that
X ∩Hs,bp (Rd) = X ∩Bs,bp,q(Rd) if and only if q = p,
X ∩H0,b+1/qp (Rd) = X ∩B0,bp,q(Rd) if and only if q = p,
X ∩B0,b+1/qp,q (Rd) = X ∩B0,bp,q(Rd) if and only if q = p,
and, under a mild integrability condition near the origin,
(1.38) X ∩Bs0,bp0,q(Rd) = X ∩Bs1,bp1,q(Rd) if and only if s0 −
d
p0
= s1 − d
p1
,
(1.39) X ∩Hs,bp (Rd) = X ∩Bs1,bp1,p(Rd) if and only if s−
d
p
= s1 − d
p1
,
and
(1.40) X ∩Bs0,bp0,p(Rd) = X ∩Hs,bp (Rd) if and only if s0 −
d
p0
= s− d
p
.
Here, 1 < p0 < p < p1 < ∞, 0 < q ≤ ∞,−∞ < b < ∞, and −∞ < s1 < s <
s0 < ∞. These formulas consist of refinements of (1.36) and (1.37). In particular,
(1.38) sharpens the Sobolev embeddings (1.7), while (1.39) and (1.40) strengthen
the Franke-Jawerth embeddings (1.8).
In Section 5, we consider the class L of functions represented as the product of
an entire function and the lacunary trigonometric series. We prove similar results
to those obtained in Section 4. In particular, we prove that, for Y = L,
Y ∩Hs,bp (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ 2
and
(1.41) Y ∩H0,b+1/qp (Rd) →֒ B0,bp,q(Rd) if and only if q ≥ 2
(cf. (1.33) and (1.34)), and the corresponding inverses for q ≤ 2. Moreover, we ob-
tain more general results on embeddings between Triebel-Lizorkin and Besov spaces
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both with classical and logarithmic smoothness. We also refine embedding (1.4) as
follows:
Y ∩B0,b+1/min{2,q}p,q (Rd) →֒ Y ∩B0,bp,q(Rd) →֒ Y ∩B0,b+1/max{2,q}p,q (Rd)
(cf. (1.35)).
It is worth mentioning that our technique given in Sections 4 and 5 provides
a relatively simple approach to construct functions satisfying limiting smoothness
properties with respect to behavior of their Besov and Sobolev norms. This method
will be implemented in the subsequent Sections 6–9. Let us describe the contents of
these sections in more detail.
In Section 6, we obtain necessary and sufficient conditions for the embeddings
Bs0,b0p,q0 (R
d) →֒ Bs1,b1p,q1 (Rd) and Bs0,b0p,q0 (Rd) →֒ Bs1,b1p,q1 (Rd), cf. Propositions 1.2 and 1.3.
Section 7 provides optimality of logarithmic smoothness for embeddings (1.34)
and (1.41). We find necessary and sufficient conditions for H0,ξp (Rd) →֒ B0,bp,q(Rd),
max{p, 2} ≤ q, (see (1.12)), as well as the corresponding reverse and H0,ξp (Rd) =
B0,bp,q(Rd) (see (1.13)).
In Section 8, we find optimal embeddings between the following spaces involving
only logarithmic smoothness: H
0,b+1/q
p (Rd), B
0,b
p,q(Rd), and B
0,b+τ
p,q (Rd) for various
values of τ.
Section 9 concerns with optimality of embeddings between Besov spaces with
logarithmic smoothness. We will show the sharpness of parameters in (1.4) as well
as in Sobolev embedding (1.19). More precisely, we prove (1.14), (1.15), (1.20)
and (1.21). We also solve the question posed by Sickel, see (1.16). As already
mentioned above, the proofs are partly based on results proved in Sections 4 and
5. Furthermore, the optimality of the fine index q in embedding results creates
additional obstacles. We are able to overcome these obstacles with the help of
limiting interpolation techniques.
Let us also emphasize that our approach works in the periodic setting. To avoid
unnecessary complications in the presentation of results for periodic functions, we
restrict our attention to the one-dimensional case.
Sections 10 and 11 deal with characterizations of Besov spaces. More precisely,
in Section 10 we establish characterizations in terms of ball averages, approximation
processes, and semi-groups; whereas the main concern in Section 11 is Bianchini-type
characterizations.
Section 12 studies the smoothness properties of functions and their derivatives.
It is known [BS, p. 343] that a function f ∈ Bs,bp,q(Rd) if and only if its derivatives
Dβf, |β| ≤ k, belong to Bs−k,bp,q (Rd) provided that s > k. We deal with limiting
case s = k. Moreover, we obtain new sharp inequalities for moduli of smoothness of
derivatives in terms of moduli of smoothness of functions themselves.
Section 13 deals with boundedness properties of the Bessel potential operator
Iσ = (id −∆)σ/2. We establish sharp inequalities for moduli of smoothness of Iσf
in terms of the moduli of smoothness of f . Further, we obtain the following sharp
results: Iσ : X
s,b0
p,q (Rd) −→ Y s−σ,b1p,q (Rd), whereX,Y is one of the Besov spacesB or B
and s = 0, σ. Quite surprisingly, Iσ does not act as a lift operator for B
0,b
p,q(Rd). This
is in sharp contrast with the case of Bs,bp,q(Rd), s > 0, and B
s,b
p,q(Rd),−∞ < s < ∞,
where it is well known that Iσ is an isomorphism.
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In Section 14 we first clarify the relationship between Besov and Lipschitz spaces
introduced in Section 2 and those that are widely used in the study of regularity
properties of differential operators such as Ho¨lder, Zygmund and Λ-spaces. Second,
we study regularity estimates of the fractional Laplace operator, see (1.28)–(1.32).
Finally, in Appendix A we collect the notations used in this paper.
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2. Preliminaries
2.1. General notation. As usual, Rd denotes the d-dimensional real Euclidean
space, T is an unit circle, Z is the collection of all integers, Zd is the lattice of
all points in Rd with integer-valued components, N is the collection of all natural
numbers, and N0 = N ∪ {0}.
Given two (quasi-) Banach spaces X and Y , we write X →֒ Y if X ⊂ Y and the
natural embedding from X into Y is continuous. By idX we mean the identity map
in X.
Let | · |d stand for the d-dimensional Lebesgue measure. For E ⊂ Rd, we denote
by χE the characteristic function of E.
For a ∈ R, let [a] = max{k ∈ Z : k ≤ a}. For 1 ≤ p ≤ ∞, we denote by p′ the
dual exponent of p given by 1p +
1
p′ = 1.
We will assume that A . B means that A ≤ CB with a positive constant C
depending only on nonessential parameters. If A . B . A, then A ≍ B.
2.2. Function spaces. Let 1 ≤ p ≤ ∞, 0 < q ≤ ∞,−∞ < b < ∞ and s ≥ 0. The
Besov space Bs,bp,q(Rd) is formed by all f ∈ Lp(Rd) for which
(2.1) |f |
B
s,b
p,q(Rd)
=
(∫ 1
0
(t−s(1− log t)bωk(f, t)p)q dt
t
)1/q
<∞
(with the usual modification if q =∞). Here k ∈ N with k > s and ωk(f, t)p is the
k-th order modulus of smoothness of f, given by
(2.2) ωk(f, t)p = sup
|h|≤t
‖∆khf‖Lp(Rd), t > 0,
where
(2.3) ∆1hf(x) = f(x+ h)− f(x), ∆k+1h = ∆1h(∆kh), x, h ∈ Rd.
The Besov space Bs,bp,q(Rd) becomes a quasi-Banach space equipped with
(2.4) ‖f‖
B
s,b
p,q(Rd)
= ‖f‖Lp(Rd) + |f |Bs,bp,q(Rd).
If b = 0 we recover the classical Besov spaces Bsp,q(R
d). Note that if s = 0 in
Bs,bp,q(Rd) the case of interest is when b ≥ −1/q (b > 0 if q = ∞). Otherwise, it is
easy to see that B0,bp,q(Rd) = Lp(R
d) and ‖f‖
B
0,b
p,q(Rd)
≍ ‖f‖Lp(Rd).
For k ∈ N, the logarithmic Lipschitz space Lip(k,−b)p,q (Rd) consists of all f ∈ Lp(Rd)
for which
(2.5) ‖f‖
Lip
(k,−b)
p,q (Rd)
= ‖f‖Lp(Rd) +
(∫ 1
0
(t−k(1− log t)−bωk(f, t)p)q dt
t
)1/q
<∞
(with the usual modification if q =∞). In order to avoid trivial spaces, we assume
that b > 1/q if q <∞ (b ≥ 0 if q =∞). If k = 1 we obtain the spaces Lip(1,−b)p,q (Rd)
studied in detail in [H, EE, HBook].
Some distinguished elements within the class Lip
(k,−b)
p,q (Rd) are the following: Let
q = ∞ and b = 0. If p = ∞ and k = 1 then the space Lip(1,0)∞,∞(Rd) coincides with
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the classical Lipschitz space Lip(Rd), which is endowed with the norm
‖f‖Lip(Rd) = ‖f‖L∞(Rd) + sup
x,y∈Rd
0<|x−y|<1/2
|f(x)− f(y)|
|x− y| .
If p = 1 and k = 1 in Lip
(k,0)
p,∞ (Rd), then we recover the well-known space BV(Rd)
formed by all integrable functions of bounded variation (see, e.g., [CDDD, p. 245]),
i.e.,
(2.6) BV(Rd) = {f ∈ L1(Rd) : ω1(f, t)1 = O(t)}.
If 1 < p < ∞ and k ∈ N in Lip(k,0)p,∞ (Rd), then we arrive at the classical Sobolev
spaces W kp (R
d) (see (2.14) below). Further information may be found in [T10, T11,
HT11, HT13]; see also [Tr13, Section 4.2.1].
By Bs,bp,q(T) and Lip
(k,−b)
p,q (T) we mean the periodic counterparts which are defined
by replacing the Lp(R
d)-norm in (2.1), (2.2), (2.4), and (2.5) by the Lp(T)-norm.
As we mentioned above, Besov spaces of generalized smoothness can be also
introduced via the Fourier-analytical approach; see, e.g., [Tr83, SchT, CF, Go, Mou,
FL, CaL]. Let D(T) be the set of all complex-valued infinitely differentiable functions
on T. So, if f ∈ D(T) and x, y ∈ T with x − y = 2kπ, k ∈ Z, then f(x) = f(y).
The topology in D(T) is defined by the family of semi-norms ‖f‖α = sup{|Dαf(x)| :
x ∈ T} where α is any non-negative integer. We write D′(T) for the topological
dual of D(T). Let S(Rd) and S ′(Rd) be the Schwartz space of all complex-valued
rapidly decreasing infinitely differentiable functions on Rd, and the space of tempered
distributions on Rd, respectively. The Fourier transform of f ∈ S(Rd) is defined by
f̂(ξ) = (2π)−d/2
∫
Rd
f(x)e−ix·ξdx, ξ ∈ Rd,
where x · ξ =∑dj=1 xjξj , and the inverse Fourier transform is given by
f∨(ξ) = (2π)−d/2
∫
Rd
f(x)eix·ξdx.
These operators are extended to S ′(Rd) in the usual way.
Take ϕ0 ∈ S(Rd) such that
(2.7) supp ϕ0 ⊂ {x ∈ Rd : |x| ≤ 2} and ϕ0(x) = 1 if |x| ≤ 1.
For j ∈ N and x ∈ Rd let
(2.8) ϕj(x) = ϕ0(2
−jx)− ϕ0(2−j+1x).
Then the sequence {ϕj}j∈N0 forms a smooth dyadic resolution of unity in Rd,∑∞
j=0 ϕj(x) = 1 for all x ∈ Rd.
Let 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and −∞ < s, b < ∞. The Besov space Bs,bp,q(Rd)
consists of all f ∈ S ′(Rd) such that
‖f‖
Bs,bp,q(Rd)
=
(
∞∑
j=0
(
2js(1 + j)b‖(ϕj f̂)∨‖Lp(Rd)
)q)1/q
<∞
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(the sum should be replaced by the supremum if q = ∞). We should remark that
the spaces Bs,bp,q(Rd) are non-trivial spaces formed by distributions for any s ∈ R,
which are independent of the choice of ϕ0 satisfying (2.7), in the sense of equivalent
quasi-norms.
Analogously, one introduces the periodic Besov space Bs,bp,q(T) as the set of all
f ∈ D′(T) which have a finite quasi-norm
(2.9) ‖f‖
Bs,bp,q(T)
=
(
∞∑
j=0
(
2js(1 + j)b‖(ϕj f̂)∨‖Lp(T)
)q)1/q
.
In this setting, it is worthwhile mentioning that (ϕj f̂)
∨ is equal to the trigonometric
polynomial of degree at most 2j+1 given by
∑∞
k=−∞ ϕj(k)f̂(k)e
ikx, where f̂(k) are
the Fourier coefficients of f ∈ D′(T). In particular, if f ∈ Lp(T) then
(2.10) f̂(k) =
1
2π
∫ pi
−pi
f(x)e−ikxdx.
Hence, we can rewrite (2.9) as
(2.11) ‖f‖
Bs,bp,q(T)
=
 ∞∑
j=0
2jsq(1 + j)bq
∥∥∥ ∞∑
k=−∞
ϕj(k)f̂(k)e
ikx
∥∥∥q
Lp(T)
1/q .
Note that if b = 0 in Bs,bp,q(Rd) or B
s,b
p,q(T) we get the classical spaces Bsp,q(R
d) or
Bsp,q(T), respectively. These spaces have been extensively studied in the literature.
For further details and properties, we refer to the books [N], [P], [Tr83], and [DeL].
For 1 < p < ∞, 0 < q ≤ ∞, and −∞ < s, b < ∞, the Triebel-Lizorkin space
F s,bp,q (Rd) is formed by all f ∈ S ′(Rd) for which
‖f‖
F s,bp,q (Rd)
=
∥∥∥( ∞∑
j=0
(2js(1 + j)b|(ϕj f̂)∨(·)|)q
)1/q∥∥∥
Lp(Rd)
<∞
(with the usual modification if q =∞). This definition is independent of the choice
of ϕ0 satisfying (2.7).
The Sobolev space Hs,bp (Rd) consists of all f ∈ S ′(Rd) such that
(2.12) ‖f‖
Hs,bp (Rd)
= ‖((1 + |x|2)s/2(1 + log(1 + |x|2))bf̂)∨‖Lp(Rd)
is finite. These spaces are also called generalized Bessel potential spaces. See [KL,
OT, FL].
The periodic counterparts F s,bp,q (T) and H
s,b
p (T) are formed by all f ∈ D′(T) with
the Fourier series
f(x) =
∞∑
k=−∞
f̂(k)eikx (convergence in D′(T))
such that
(2.13) ‖f‖
F s,bp,q (T)
=
∥∥∥( ∞∑
j=0
(
2js(1 + j)b
∣∣∣ ∞∑
k=−∞
ϕj(k)f̂ (k)e
ikx
∣∣∣)q)1/q∥∥∥
Lp(T)
<∞
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and
‖f‖
Hs,bp (T)
=
∥∥∥ ∞∑
k=−∞
(1 + |k|2)s/2(1 + log(1 + |k|2))bf̂(k)eikx
∥∥∥
Lp(T)
<∞,
respectively.
In the case b = 0 in F s,bp,q (Rd) (respectively, F
s,b
p,q (T)) we obtain the spaces F sp,q(R
d)
(respectively, F sp,q(T)) which are studied systematically in [Tr78, Tr83, SchT]. If
b = 0 in Hs,bp (Rd) (respectively, H
s,b
p (T)) we get the well-known (fractional) Sobolev
spaces Hsp(R
d) (respectively, periodic (fractional) Sobolev spaces Hsp(T)). In partic-
ular, if s = k ∈ N0 and 1 < p < ∞, we obtain the classical Sobolev spaces W kp (Rd)
(respectively, periodic Sobolev spacesW kp (T)) formed by Lp-integrable (respectively,
periodic) functions whose (weak) derivatives of order less than or equal to k are also
Lp-integrable. See [Tr78, 2.3.3] and [SchT, Theorem 3.5.4, p. 169]. We equip the
space W kp (R
d), 1 ≤ p ≤ ∞, with the norm
(2.14) ‖f‖W kp (Rd) =
∑
|α|≤k
‖Dαf‖Lp(Rd).
Here, Dα denotes the differential operator ∂
|α|
∂x
α1
1 ···∂x
αd
d
with multiindex α, |α| =∑d
i=1 αi.
Analogously, we introduce the norm ‖f‖W kp (T) for f ∈W kp (T).
We also mention a partial result of (1.6), the Littlewood-Paley theorem, which
claims that
(2.15) ‖f‖Lp(Rd) ≍
∥∥∥( ∞∑
j=0
|(ϕj f̂)∨(·)|2
)1/2∥∥∥
Lp(Rd)
, 1 < p <∞.
The periodic counterpart of (1.6) also holds true. Namely, for 1 < p < ∞ and
s, b ∈ R, we have
F s,bp,2(T) = H
s,b
p (T).
In the case s = b = 0 this can be found in [SchT, 3.5.4]. In the general case one can
use the lifting operator Js,b. Set, for any s, b ∈ R,
Js,b : f →
∞∑
k=−∞
(1 + |k|2)s/2(1 + log(1 + |k|2))bf̂(k)eikx.
It is clear that Js,b is an isometry from H
s,b
p (T) onto Lp(T). Moreover, Js,b maps
F s,bp,2(T) isomorphically onto F
0
p,2(T). To show this, one can follow the same argument
as in the proof of [Tr83, Theorem 2.3.8].
2.3. Interpolation methods. Let A0 and A1 be quasi-Banach spaces with A1 →֒
A0. For every a ∈ A0, the Peetre’s K-functional is defined by
(2.16)
K(t, a) = K(t, a;A0, A1) = inf{‖a0‖A0 + t‖a1‖A1 : a = a0 + a1, aj ∈ Aj}, t > 0.
In some cases, the K-functional is defined by using a quasi-semi-norm for A1. In
this paper, we will deal with the following three interpolation methods.
FUNCTION SPACES OF LOGARITHMIC SMOOTHNESS 21
First, for 0 < θ < 1 and 0 < q ≤ ∞, the real interpolation space (A0, A1)θ,q
consists of all those a ∈ A0 having a finite quasi-norm
(2.17) ‖a‖(A0,A1)θ,q =
(∫ ∞
0
(t−θK(t, a))q
dt
t
)1/q
(with the usual modification if q =∞). See [BS, BL, Tr78].
Second, for A = (α0, α∞) ∈ R2, let ℓ(t) = 1 + | log t| and
(2.18) ℓA(t) =
 ℓ
α0(t) for t ∈ (0, 1],
ℓα∞(t) for t ∈ (1,∞).
The logarithmic interpolation space (A0, A1)θ,q;A is formed by all a ∈ A0 such that
‖a‖(A0,A1)θ,q;A =
(∫ ∞
0
(t−θℓA(t)K(t, a))q
dt
t
)1/q
<∞.
See [EvO, EvOP, GoOT]. Under suitable assumptions on A and q, these spaces
are well-defined even if θ = 0 or θ = 1. If α0 = α∞ = α, we use the notation
(A0, A1)θ,q;α, that is,
(2.19) ‖a‖(A0,A1)θ,q;α =
(∫ ∞
0
(t−θℓα(t)K(t, a))q
dt
t
)1/q
.
Note that if α = 0 in (A0, A1)θ,q;α we recover the classical spaces (A0, A1)θ,q (see
(2.17)).
Before going further, let us make an easy observation. Assume that 0 < θ <
1, 0 < q ≤ ∞, and α ∈ R. Since A1 →֒ A0, we have
(2.20) ‖a‖(A0,A1)θ,q;α ≍
(∫ 1
0
(t−θℓα(t)K(t, a))q
dt
t
)1/q
.
Third, we introduce the limiting cases of the right-hand side space of (2.20). For
θ = 1 or θ = 0 and α ∈ R, the space (A0, A1)(θ,α),q consists of all those a ∈ A0 with
(2.21) ‖a‖(A0,A1)(θ,α),q =
(∫ 1
0
(t−θℓα(t)K(t, a))q
dt
t
)1/q
<∞
(see [CFKU, CD2]). To avoid trivial spaces we shall assume that α < −1/q if q <∞
(α ≤ 0 if q = ∞) when θ = 1. In the case θ = 0 we are interested in α ≥ −1/q if
q < ∞ (α > 0 if q = ∞). Otherwise, it is plain to check that (A0, A1)(0,α),q = A0
(with equivalence of quasi-norms). Under some additional assumptions, it turns out
that the spaces (A0, A1)(θ,α),q, θ = 0, 1, are special cases of the spaces (A0, A1)θ,q;A
(see [EO, Proposition 1]).
Let F be any of these three interpolation methods. Clearly, the following em-
beddings hold
(2.22) A1 →֒ F(A0, A1) →֒ A0.
Furthermore, F has the interpolation property for bounded linear operators: If
A0, A1, B0, B1 are quasi-Banach spaces with A1 →֒ A0, B1 →֒ B0 and T is a linear
operator such that the restrictions T : A0 −→ B0 and T : A1 −→ B1 are bounded,
then the restriction T : F(A0, A1) −→ F(B0, B1) is also bounded.
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Moreover, working with some particular interpolation methods one can show that
the left-hand side embedding in (2.22) is dense. For example, if 0 < θ < 1, 0 < q <
∞, and −∞ < α <∞, then
(2.23) A1 is densely embedded into (A0, A1)θ,q;α
(see [Gu, Theorem 2.2]).
For later use we write down some Holmstedt’s and reiteration formulae for inter-
polation spaces. Recall the shorthand notation K(t, a) = K(t, a;A0, A1) for t > 0.
Lemma 2.1 (cf. [BS], [EvOP], [FS]). Let A0, A1 be quasi-Banach spaces with A1 →֒
A0.
(i) Let 0 < θ < 1, α ∈ R, and 0 < q ≤ ∞. Then
K(tθℓ−α(t), a;A0, (A0, A1)θ,q;α) ≍ tθℓ−α(t)
(∫ ∞
t
(u−θℓα(u)K(u, a))q
du
u
)1/q
.
(ii) Let 0 < θ < 1, α ∈ R, and 0 < q ≤ ∞. Then
K(t1−θℓα(t), a; (A0, A1)θ,q;α, A1) ≍
(∫ t
0
(u−θℓα(u)K(u, a))q
du
u
)1/q
.
(iii) Let 0 < q ≤ ∞ and α < −1/q (α ≤ 0 if q =∞). Then
K(t(1− log t)−α− 1q , a;A0, (A0, A1)(1,α),q)
≍ K(t, a) + t(1− log t)−α− 1q
(∫ 1
t
(u−1(1− log u)αK(u, a))q du
u
) 1
q
for all 0 < t < 1.
(iv) Let 0 < q ≤ ∞ and α > −1/q. Then
K(t(1− log t)α+ 1q , a; (A0, A1)(0,α),q, A1)
≍ (1− log t)α+ 1qK(t, a) +
(∫ t
0
((1 − log u)αK(u, a))q du
u
) 1
q
for all 0 < t < 1.
(v) Let 0 < q ≤ ∞ and α > −1/q. Then
K((1− log t)−α−1/q, a;A0, (A0, A1)(0,α),q)
≍ (1− log t)−α−1/q
(∫ 1
t
((1− log u)αK(u, a))q du
u
)1/q
for all 0 < t < 1.
(vi) Let 0 < q ≤ ∞ and α < −1/q (α ≤ 0 if q =∞). Then
K((1− log t)α+1/q, a; (A0, A1)(1,α),q, A1)
≍
(∫ t
0
(u−1(1− log u)αK(u, a))q du
u
)1/q
for all 0 < t < 1.
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(vii) Let 0 < p, q ≤ ∞, α > −1/q and β < −1/p. Then
K(t(1− log t)α+ 1q−β− 1p , a; (A0, A1)(0,α),q, (A0, A1)(1,β),p)
≍ (1− log t)α+ 1qK(t, a) +
(∫ t
0
((1 − log u)αK(u, a))q du
u
) 1
q
+ t(1− log t)α+ 1q−β− 1p
(∫ 1
t
(u−1(1− log u)βK(u, a))p du
u
) 1
p
for all 0 < t < 1.
Lemma 2.2. Let A0, A1 be quasi-Banach spaces with A1 →֒ A0. Assume that
0 < θ, η < 1, 0 < p, q ≤ ∞,−∞ < α, β <∞, and b > −1/q > c. Then
(i) ((A0, A1)(0,b),q, A1)θ,p;α = (A0, A1)θ,p;(1−θ)(b+1/q)+α,
(ii) (A0, (A0, A1)(1,c),q)θ,p;α = (A0, A1)θ,p;θ(c+1/q)+α,
(iii) ((A0, A1)θ,p;α, A1)(1,c),q = (A0, A1)(1,c),q,
(iv) (A0, (A0, A1)θ,p;α)η,q;β = (A0, A1)ηθ,q;β+ηα,
(v) (A0, (A0, A1)θ,p;α)(0,b),q = (A0, A1)(0,b),q,
(vi) (A0, A1)θ,q;b+1/min{p,q} →֒ ((A0, A1)θ,p, A1)(0,b),q →֒ (A0, A1)θ,q;b+1/max{p,q}.
See [EvOP, Theorems 7.1, 7.2 and 7.4*] and [CD2, Lemmas 2.2 and 2.5(b)].
It is well known that Besov and Lipschitz spaces can be characterized as inter-
polation spaces. Let 1 ≤ p ≤ ∞. For t > 0 and k ∈ N, we have
(2.24) K(tk, f ;Lp(R
d),W kp (R
d)) ≍ min{1, tk}‖f‖Lp(Rd) + ωk(f, t)p
and
K(tk, f ;Lp(T),W
k
p (T)) ≍ min{1, tk}‖f‖Lp(T) + ωk(f, t)p
(see [BS, Theorem 5.4.12, p. 339] and [JS, Theorem 1]). Consequently, given 0 <
s < k ∈ N, 0 < q ≤ ∞, and −∞ < b <∞, one easily gets that
(2.25)
(Lp(R
d),W kp (R
d))s/k,q;b = B
s,b
p,q(R
d) and (Lp(T),W
k
p (T))s/k,q;b = B
s,b
p,q(T).
If s = 0 and k ∈ N, we have
(2.26) (Lp(R
d),W kp (R
d))(0,b),q = B
0,b
p,q(R
d) and (Lp(T),W
k
p (T))(0,b),q = B
0,b
p,q(T).
As a consequence of (2.25) and (2.26) and reiteration formulas given in Lemma
2.2 it is possible to derive further interpolation formulas. We shall illustrate below
this approach obtaining some interpolation formulas that we shall use in the paper.
Combining Lemma 2.2(iv), (v), (2.25) and (2.26) we get
(2.27)
(Lp(R
d),Bs,ξp,r(R
d)) s0
s
,q;b = B
s0,b+
s0ξ
s
p,q (R
d) and (Lp(T),B
s,ξ
p,r(T)) s0
s
,q;b = B
s0,b+
s0ξ
s
p,q (T)
and (see also [CDT, Theorem 3.4] and [CD2, (4.2), p. 60])
(2.28)
(Lp(R
d),Bs,ξp,r(R
d))(0,b),q = B
0,b
p,q(R
d) and (Lp(T),B
s,ξ
p,r(T))(0,b),q = B
0,b
p,q(T).
Here, s > s0 > 0,−∞ < b, ξ <∞, 1 ≤ p ≤ ∞, and 0 < q, r ≤ ∞.
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Let 1 ≤ p ≤ ∞, 0 < q, r, u ≤ ∞, b > −1/r > d, k ∈ N, s > 0,−∞ < c, α < ∞,
and 0 < θ < 1. Applying (2.26), Lemma 2.2(i) and (2.25), we obtain
(2.29)
(B0,bp,r(R
d),W kp (R
d))θ,q;α = B
kθ,(1−θ)(b+ 1
r
)+α
p,q (R
d),
(B0,bp,r(T),W
k
p (T))θ,q;α = B
kθ,(1−θ)(b+ 1
r
)+α
p,q (T).
On the other hand, by (2.28), Lemma 2.2(i) and (2.27), we have
(2.30)
(B0,bp,r(R
d),Bs,cp,u(R
d))θ,q;α = B
sθ,(1−θ)(b+ 1
r
)+θc+α
p,q (R
d),
(B0,bp,r(T),B
s,c
p,u(T))θ,q;α = B
sθ,(1−θ)(b+ 1
r
)+θc+α
p,q (T).
In case that s = k ∈ N in (2.25) we have
(2.31)
(Lp(R
d),W kp (R
d))(1,−b),q = Lip
(k,−b)
p,q (R
d) and (Lp(T),W
k
p (T))(1,−b),q = Lip
(k,−b)
p,q (T).
In particular,
(2.32)
(L∞(R
d),W 1∞(R
d))(1,0),∞ = Lip(R
d) and (L∞(T),W
1
∞(T))(1,0),∞ = Lip(T)
and
(2.33) (L1(R
d),W 11 (R
d))(1,0),∞ = BV(R
d) and (L1(T),W
1
1 (T))(1,0),∞ = BV(T).
Let 1 ≤ p ≤ ∞, 0 < r, u ≤ ∞, b > 1/r, 0 < s < k ∈ N, and −∞ < c < ∞. By
(2.25), Lemma 2.2(iii), and (2.31), we have
(2.34) (Bs,cp,u(R
d),W kp (R
d))(1,−b),r = Lip
(k,−b)
p,r (R
d)
and
(Bs,cp,u(T),W
k
p (T))(1,−b),r = Lip
(k,−b)
p,r (T).
The interpolation properties of the Fourier-analytically defined Besov spaces of
generalized smoothness on Rd were investigated by Cobos and Fernandez [CF] with
the help of the retraction method.1 In particular, the following interpolation formula
is valid [CF, Theorem 5.3].
Lemma 2.3. Let 1 ≤ p ≤ ∞, 0 < q0, q1, q ≤ ∞,−∞ < s0 6= s1 < ∞,−∞ <
b0, b1, α <∞ and 0 < θ < 1. Put s = (1− θ)s0+ θs1, and b = (1− θ)b0+ θb1. Then,
we have
(Bs0,b0p,q0 (R
d), Bs1,b1p,q1 (R
d))θ,q;α = B
s,b+α
p,q (R
d).
The corresponding formula for periodic Besov spaces also holds true.
Putting r = 2 in the embeddings given in Proposition 1.1(i) and (ii) and applying
(1.6) we derive, in particular, that
(2.35) Bs,bp,min{p,2}(R
d) →֒ Hs,bp (Rd) →֒ Bs,bp,max{p,2}(Rd), 1 < p <∞.
Therefore, it is an immediate consequence of (2.35) and Lemma 2.3 that
(2.36) (Bs0,b0p,q0 (R
d),Hs1,b1p (R
d))θ,q;α = B
s,(1−θ)b0+θb1+α
p,q (R
d)
and
(2.37) (Hs0,b0p (R
d),Hs1,b1p )θ,q = B
(1−θ)s0+θs1,(1−θ)b0+θb1
p,q (R
d),
1Note that this method also works in the periodic case.
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where 1 < p < ∞ and the remaining parameters satisfy the conditions given in
Lemma 2.3. The periodic counterparts of (2.36) and (2.37) also hold.
Note that Lemma 2.3 shows that interpolation between Besov spaces Bs,bp,q(Rd)
with fixed p produces spaces of the same type. In general, this is not true if we
change the parameter p (see [Tr78, 2.4.1]). However, under some restrictions on the
involved parameters, the following result still holds [Tr78, (7), p. 182].
Lemma 2.4. Let 1 < p0, p1 < ∞, p0 6= p1, 1 ≤ q0, q1 < ∞,−∞ < s0, s1 < ∞, and
0 < θ < 1. Assume that
s = (1− θ)s0 + θs1 and 1− θ
p0
+
θ
p1
=
1
p
=
1− θ
q0
+
θ
q1
.
Then, we have
(Bs0p0,q0(R
d), Bs1p1,q1(R
d))θ,p = B
s
p,p(R
d).
We will show in Lemma 9.14 below that Lemma 2.4 also holds for Besov spaces
of generalized smoothness.
2.4. Hardy-type inequalities. We collect some Hardy-type inequalities that we
shall use on several occasions throughout the course of the paper. For more in-
formation, see the monographs [OK] and [KP]. Regarding Hardy inequalities for
monotone functions see also [TZ].
Lemma 2.5. Let λ > 0, 1 ≤ q ≤ ∞ and −∞ < b < ∞. Let ψ be a non-negative
measurable function on (0, 1). Then
(2.38)(∫ 1
0
(
t−λ(1− log t)b
∫ t
0
ψ(s)ds
)q
dt
t
)1/q
.
(∫ 1
0
(t1−λ(1− log t)bψ(t))q dt
t
)1/q
and
(2.39)(∫ 1
0
(
tλ(1− log t)b
∫ 1
t
ψ(s)ds
)q
dt
t
)1/q
.
(∫ 1
0
(t1+λ(1− log t)bψ(t))q dt
t
)1/q
.
Furthermore, if ψ(t) = tα−1ϕ(t) with α > 0 and ϕ is a decreasing function then the
inequalities (2.38) and (2.39) still hold true when 0 < q < 1.
Lemma 2.6. Let 1 ≤ q ≤ ∞ and b+ 1/q 6= 0. Let ψ be a non-negative measurable
function on (0, 1). Then, if b+ 1/q > 0,
(2.40)
(∫ 1
0
(
(1− log t)b
∫ t
0
ψ(s)ds
)q
dt
t
)1/q
.
(∫ 1
0
(t(1− log t)b+1ψ(t))q dt
t
)1/q
and, if b+ 1/q < 0,
(2.41)(∫ 1
0
(
(1− log t)b
∫ 1
t
ψ(s)ds
)q
dt
t
)1/q
.
(∫ 1
0
(t(1− log t)b+1ψ(t))q dt
t
)1/q
.
Remark 2.7. (i) It is worthwhile mentioning that the inequalities (2.38) and (2.39)
hold true when we replace the integral
∫ 1
0 by
∫ b
a with 0 ≤ a < b ≤ ∞ (with
appropriate modifications).
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(ii) By simple change of variables, it follows from (2.40) that if q ≥ 1 and b+1/q >
0 then
(2.42)(∫ ∞
1
(
(1 + log t)b
∫ ∞
t
ψ(s)ds
)q dt
t
)1/q
.
(∫ ∞
1
(t(1 + log t)b+1ψ(t))q
dt
t
)1/q
.
Analogously, we derive the counterpart of (2.41), that is, assume q ≥ 1 and b+1/q <
0 then(∫ ∞
1
(
(1 + log t)b
∫ t
1
ψ(s)ds
)q
dt
t
)1/q
.
(∫ ∞
1
(t(1 + log t)b+1ψ(t))q
dt
t
)1/q
.
We also give some Hardy’s inequalities for sequences.
Lemma 2.8. Let λ > 0, 1 ≤ q ≤ ∞ and −∞ < b < ∞. Let bj ≥ 0, j ∈ N, and
j0 ∈ N. Then ∞∑
j=j0
j−λ(1 + log j)b j∑
k=j0
bk
q 1
j
1/q .
 ∞∑
j=j0
(j1−λ(1 + log j)bbj)
q 1
j
1/q ,
 ∞∑
j=j0
2−jλ(1 + j)b j∑
k=j0
bk
q1/q .
 ∞∑
j=j0
(2−jλ(1 + j)bbj)
q
1/q ,
(2.43)
 ∞∑
j=j0
jλ(1 + log j)b ∞∑
k=j
bk
q 1
j
1/q .
 ∞∑
j=j0
(j1+λ(1 + log j)bbj)
q 1
j
1/q ,
and
(2.44)
 ∞∑
j=j0
2jλ(1 + j)b ∞∑
k=j
bk
q1/q .
 ∞∑
j=j0
(2jλ(1 + j)bbj)
q
1/q .
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3. Embeddings between Besov, Sobolev and Triebel-Lizorkin spaces
with logarithmic smoothness
3.1. Embeddings with smoothness zero. In this subsection, we first obtain
embeddings between Triebel-Lizorkin and Besov spaces similar to those given in
Proposition 1.1(iii) and (v) for the limiting case s = 0. As a corollary we extend em-
beddings between Sobolev and Besov spaces involving only logarithmic smoothness.
The latter complements Proposition 1.1(iv) and (vi).
Theorem 3.1. Let 1 < p <∞, 0 < q, r ≤ ∞, and b > −1/q. Then
(3.1) F 0,b+1/q+1/2−1/max{r,2}p,r (R
d) →֒ B0,bp,q(Rd) if q ≥ max{p, r}
and
(3.2) B0,bp,q(R
d) →֒ F 0,b+1/q+1/2−1/min{r,2}p,r (Rd) if q ≤ min{p, r}.
The proof of Theorem 3.1 relies on the description ofB0,bp,q(Rd) in terms of Fourier-
analytical decompositions recently obtained in [CDT, Theorem 4.3].
Lemma 3.2. Let 1 < p <∞, 0 < q ≤ ∞, and b > −1/q. Then, we have
(3.3) ‖f‖
B
0,b
p,q(Rd)
≍
(
∞∑
j=0
[
(1 + j)b
∥∥∥( ∞∑
ν=j
|(ϕν f̂)∨(·)|2
)1/2∥∥∥
Lp(Rd)
]q)1/q
.
Proof of Theorem 3.1. To show (3.1), we assume that q ≥ max{p, r}. If r ≤ 2,
applying (3.3) and Minkowski’s inequality twice,
‖f‖
B
0,b
p,q(Rd)
.
 ∞∑
j=0
(1 + j)bq
∥∥∥( ∞∑
ν=j
|(ϕν f̂)∨(·)|r
)1/r∥∥∥q
Lp(Rd)
1/q
≤
(∫
Rd
(
∞∑
j=0
( ∞∑
ν=j
|(ϕν f̂)∨(x)|r
)q/r
(1 + j)bq
)p/q
dx
)1/p
≤
(∫
Rd
(
∞∑
ν=0
|(ϕν f̂)∨(x)|r
( ν∑
j=0
(1 + j)bq
)r/q)p/r
dx
)1/p
.
∥∥∥( ∞∑
ν=0
(
(1 + ν)b+1/q|(ϕν f̂)∨(·)|
)r)1/r∥∥∥
Lp(Rd)
= ‖f‖
F
0,b+1/q
p,r (Rd)
where we have used that b+ 1/q > 0.
If r > 2, we put ρ = r/2 and choose ε such that 12ρ′ < ε <
1
2ρ′ + b+
1
q . For every
x ∈ Rd, by Ho¨lder’s inequality we derive ∞∑
ν=j
|(ϕν f̂)∨(x)|2
1/2 . j−ε+1/2ρ′
 ∞∑
ν=j
(νε|(ϕν f̂)∨(x)|)r
1/r .
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Therefore, (3.3) and Minkowski’s inequality yield that
‖f‖
B
0,b
p,q(Rd)
.
 ∞∑
j=0
(1 + j)bq−εq+q/2ρ
′
∥∥∥( ∞∑
ν=j
(νε|(ϕν f̂)∨(·)|)r
)1/r∥∥∥q
Lp(Rd)
1/q
≤
(∫
Rd
(
∞∑
j=0
(1 + j)(b−ε+1/2ρ
′)q
( ∞∑
ν=j
(νε|(ϕν f̂)∨(x)|)r
)q/r)p/q
dx
)1/p
≤
(∫
Rd
(
∞∑
ν=0
νεr|(ϕν f̂)∨(x)|r
( ν∑
j=0
(1 + j)(b−ε+1/2ρ
′)q
)r/q)p/r
dx
)1/p
.
∥∥∥∥∥
(
∞∑
ν=0
ν(b+1/q+1/2ρ
′)r|(ϕν f̂)∨(·)|r
)1/r∥∥∥∥∥
Lp(Rd)
= ‖f‖
F
0,b+1/q+1/2−1/r
p,r (Rd)
.
Next we proceed with the converse embedding (3.2). Firstly, let us assume that
r ≥ 2. Then, using (3.3) and Minkowski’s inequality twice,
‖f‖
B
0,b
p,q(Rd)
&
(
∞∑
j=0
[
(1 + j)b
∥∥∥( ∞∑
ν=j
|(ϕν f̂)∨(·)|r
)1/r∥∥∥
Lp(Rd)
]q)1/q
≥
(∫
Rd
[
∞∑
j=0
(
∞∑
ν=j
|(ϕν f̂)∨(x)|r
)q/r
(1 + j)bq
]p/q
dx
)1/p
≥
(∫
Rd
[
∞∑
ν=0
|(ϕν f̂)∨(x)|r
(
ν∑
j=0
(1 + j)bq
)r/q]p/r
dx
)1/p
≍
(∫
Rd
[
∞∑
ν=0
|(ϕν f̂)∨(x)|r(1 + ν)br+r/q
]p/r
dx
)1/p
= ‖f‖
F
0,b+1/q
p,r (Rd)
.
In the case r < 2, we set ρ = 2/r. Take any ε for which ε < 1/2 − 1/r. For
j ∈ N0, by Ho¨lder’s inequality we obtain
(3.4)
 ∞∑
ν=j
(1 + ν)εr|(ϕν f̂)∨(x)|r
1/r . (1 + j)ε+1/r−1/2
 ∞∑
ν=j
|(ϕν f̂)∨(x)|2
1/2 .
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Then, applying Minkowski’s inequality and (3.4),
‖f‖
F
0,b+1/q+1/2−1/r
p,r (Rd)
=
∥∥∥( ∞∑
ν=0
[
(1 + ν)b−ε+1/2−1/r+1/q(1 + ν)ε|(ϕν f̂)∨(·)|
]r)1/r∥∥∥
Lp(Rd)
≍
∥∥∥( ∞∑
ν=0
(1 + ν)εr|(ϕν f̂)∨(·)|r
( ν∑
j=0
(1 + j)(b−ε−1/rρ
′)q
)r/q)1/r∥∥∥
Lp(Rd)
≤
∥∥∥( ∞∑
j=0
(1 + j)(b−ε−1/r+1/2)q
( ∞∑
ν=j
(1 + ν)εr|(ϕν f̂)∨(·)|r
)q/r)1/q∥∥∥
Lp(Rd)
≤
(
∞∑
j=0
(1 + j)(b−ε−1/r+1/2)q
∥∥∥( ∞∑
ν=j
(1 + ν)εr|(ϕν f̂)∨(·)|r
)1/r∥∥∥q
Lp(Rd)
)1/q
.
(
∞∑
j=0
(1 + j)(b−ε−1/r+1/2)q(1 + j)(ε+1/r−1/2)q
∥∥∥( ∞∑
ν=j
|(ϕν f̂)∨(·)|2
)1/2∥∥∥q
Lp(Rd)
)1/q
≍ ‖f‖
B
0,b
p,q(Rd)
where the last estimate follows from (3.3). 
Remark 3.3. Taking r = q in Theorem 3.1 we arrive at
(3.5) F 0,b+1/min{q,2}p,q (R
d) →֒ B0,bp,q(Rd) if q ≥ p and b > −1/q,
(3.6) B0,bp,q(R
d) →֒ F 0,b+1/max{q,2}p,q (Rd) if q ≤ p and b > −1/q,
(3.7) F 0,b+1/min{p,2}p,p (R
d) →֒ B0,bp,p(Rd) →֒ F 0,b+1/max{p,2}p,p (Rd), b > −1/p,
and
(3.8) B0,b2,2(R
d) = F
0,b+1/2
2,2 (R
d), b > −1/2.
Note that the formulas (3.7) and (3.8) can also be derived from (1.4) and (1.5), re-
spectively, because F
0,b+1/min{p,2}
p,p (Rd) = B
0,b+1/min{p,2}
p,p (Rd), F
0,b+1/max{p,2}
p,p (Rd) =
B
0,b+1/max{p,2}
p,p (Rd), and F
0,b+1/2
2,2 (R
d) = B
0,b+1/2
2,2 (R
d) (see Proposition 1.1).
Letting r = 2 in Theorem 3.1 we obtain the following
Corollary 3.4. Let 1 < p <∞, 0 < q ≤ ∞, and b > −1/q. Then
(3.9) H0,b+1/qp (R
d) →֒ B0,bp,q(Rd) if q ≥ max{p, 2}
and
(3.10) B0,bp,q(R
d) →֒ H0,b+1/qp (Rd) if q ≤ min{p, 2}.
In particular, for b > −1/2 we obtain with equivalence of norms
(3.11) B0,b2,2(R
d) = H
0,b+1/2
2 (R
d).
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Remark 3.5. (i) The formula (3.11) can also be derived from (1.5) or (3.8) since
B
0,b+1/2
2,2 (R
d) = F
0,b+1/2
2,2 (R
d) = H
0,b+1/2
2 (R
d)
(see Proposition 1.1 and (1.6)). However, as we will see in Section 8, outside of
the case when p = q = 2, the embeddings given in Corollary 3.4 and (1.4) are not
comparable. Moreover, we will prove in Section 7 (see Theorem 7.10 below) that
(3.9), (3.10) and (3.11) are sharp in the following sense
(3.12) H0,b+1/qp (R
d) →֒ B0,bp,q(Rd) ⇐⇒ q ≥ max{p, 2},
(3.13) B0,bp,q(R
d) →֒ H0,b+1/qp (Rd) ⇐⇒ q ≤ min{p, 2},
and
(3.14) B0,bp,q(R
d) = H0,ξp (R
d) ⇐⇒ p = q = 2 and ξ = b+ 1/2.
(ii) It will be shown in Theorem 7.9 below that the losses of logarithmic smooth-
ness in the Sobolev norms obtained in (3.9) and (3.10) are the best possible. More
precisely, we will prove that if q ≥ max{p, 2} then
H0,ξp (R
d) →֒ B0,bp,q(Rd) if and only if ξ ≥ b+
1
q
,
and if q ≤ min{p, 2} then
B0,bp,q(R
d) →֒ H0,ξp (Rd) if and only if ξ ≤ b+
1
q
.
3.2. Sobolev embeddings for B0,bp,q(Rd). The aim of this section is to derive the
Sobolev embedding theorem for Besov spaces B0,bp,q(Rd), that is, the B-counterpart
of Proposition 1.4(i).
Theorem 3.6. Let 1 ≤ p0 < p < p1 ≤ ∞,−∞ < s1 < 0 < s0 <∞, 0 < q ≤ ∞, and
b > −1/q with
(3.15) s0 − d
p0
= −d
p
= s1 − d
p1
.
Then
(3.16) Bs0,b+1/min{p,q}p0,q (R
d) →֒ B0,bp,q(Rd) →֒ Bs1,b+1/max{p,q}p1,q (Rd).
Remark 3.7. (i) The left-hand side embedding in (3.16) was already proved in
[GoOTT, Corollary 2.8] and [CD3, Theorem 3.7]. The method given in [GoOTT]
relies on Ulyanov inequalities, that is, inequalities for the moduli of smoothness in
different metrics. Alternatively, we give here an approach based on limiting inter-
polation, which is a streamlined version of that given in [CD3]. Furthermore, this
method allows us to obtain the right-hand side embedding in (3.16), which can not
be derived by using Ulyanov inequalities because s1 < 0.
(ii) Note that the embeddings (3.16) do not hold in the limiting cases s0 = 0
or s1 = 0. More precisely, if s1 = 0 (respectively, s0 = 0) and so, p1 = p (respec-
tively, p0 = p), then the embedding B
0,b
p,q(Rd) →֒ B0,b+1/max{p,q}p,q (Rd) (respectively,
B
0,b+1/min{p,q}
p,q (Rd) →֒ B0,bp,q(Rd)) is not true in general. In fact, we will show in Sec-
tion 9.1 below that the embeddings given in (1.4) are the best possible with respect
to logarithmic smoothness parameters.
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(iii) It will be shown in Section 9.2 that the embeddings (3.16) are optimal with
respect to logarithmic smoothness parameters. To be more precise, given any ε > 0
we have that
Bs0,ξp0,q(R
d) →֒ B0,bp,q(Rd) ⇐⇒ ξ ≥ b+
1
min{p, q}
and
B0,bp,q(R
d) →֒ Bs1,ξp1,q(Rd) ⇐⇒ ξ ≤ b+
1
max{p, q} .
(iv) Both (3.16) and (1.4) establish embeddings involving the Besov spacesB0,bp,q(Rd).
Then, it is a natural question to compare (3.16) with (1.4). Note that if 2 ≥ min{p, q}
then (see Proposition 1.4(i))
Bs0,b+1/min{p,q}p0,q (R
d) →֒ B0,b+1/min{2,p,q}p,q (Rd)
and so, the left-hand side embedding in (3.16) follows directly from (1.4). Similarly,
if 2 ≤ max{p, q} then the right-hand side embedding in (3.16) is an immediate
consequence of (1.4). However, we will see in Section 9.3 that the embeddings given
in (3.16) and (1.4) are not comparable in general.
Proof of Theorem 3.6. We shall only prove the right-hand side embedding in (3.16).
The proof of the left-hand side embedding can be carried out similarly. By our
assumptions on the parameters, accordingly to Proposition 1.4(ii) we have
(3.17) Lp(R
d) →֒ Bs1p1,p(Rd) and W 1p (Rd) →֒ Bs1+1p1,p (Rd).
If we interpolate these embeddings by the ((0, b), q)-method (cf. (2.21)), we derive
(3.18) (Lp(R
d),W 1p (R
d))(0,b),q →֒ (Bs1p1,p(Rd), Bs1+1p1,p (Rd))(0,b),q.
By (2.26), we have
(3.19) B0,bp,q(R
d) = (Lp(R
d),W 1p (R
d))(0,b),q.
Concerning the right-hand side space in (3.18), we can apply Lemmas 2.3 and
2.2(vi) to get(
Bs1p1,p(R
d), Bs1+1p1,p (R
d)
)
(0,b),q
=
(
(Bs1−1p1,p (R
d), Bs1+1p1,p (R
d))1/2,p, B
s1+1
p1,p (R
d)
)
(0,b),q
→֒ (Bs1−1p1,p (Rd), Bs1+1p1,p (Rd))1/2,q;b+1/max{p,q}
= Bs1,b+1/max{p,q}p1,q (R
d).
Whence, we obtain that B0,bp,q(Rd) →֒ Bs1,b+1/max{p,q}p1,q (Rd). 
Remark 3.8. (i) The periodic counterpart of Theorem 3.6 also holds true. More
specifically: Let 1 < p0 < p < p1 < ∞,−∞ < s1 < 0 < s0 < ∞, 0 < q ≤ ∞, and
b > −1/q with (3.15). Then
Bs0,b+1/min{p,q}p0,q (T) →֒ B0,bp,q(T) →֒ Bs1,b+1/max{p,q}p1,q (T).
This can be shown by following the same approach as in the proof of Theorem 3.6
using the fact that the embeddings (3.17) also hold for periodic functions (see [SchT,
(8), page 170]), as well as the interpolation formula (3.19) (see (2.26)).
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(ii) If b = −1/q the corresponding result to Theorem 3.6 reads as follows: Let
1 ≤ p0 < p < p1 ≤ ∞,−∞ < s1 < 0 < s0 <∞ and 0 < q ≤ ∞ with (3.15). Then
Bs0,−1/q+1/min{p,q},1/min{p,q}p0,q (R
d) →֒ B0,−1/qp,q (Rd) →֒ Bs1,−1/q+1/max{p,q},1/max{p,q}p1,q (Rd).
Here, Bs,b,ξp,q (Rd),−∞ < ξ <∞, is the Besov space of iterated logarithmic smoothness
endowed with the quasi-norm
(3.20) ‖f‖
Bs,b,ξp,q (Rd)
=
 ∞∑
j=0
(
2js(1 + j)b(1 + log(1 + j))ξ‖(ϕj f̂)∨‖Lp(Rd)
)q1/q .
The proof is similar to that of Theorem 3.6 but now using the limiting case of Lemma
2.2(vi) when b = −1/q which has been obtained in [CD4, Lemma 3.1(b)]. Namely,
if 0 < θ < 1, 0 < p ≤ ∞ and 0 < q <∞, then
(A0, A1)θ,q;−1/q+1/min{p,q},1/min{p,q} →֒ ((A0, A1)θ,p, A1)(0,−1/q),q
→֒ (A0, A1)θ,q;−1/q+1/max{p,q},1/max{p,q}.(3.21)
Here,
‖a‖(A0,A1)θ,q;α,ξ =
(∫ ∞
0
(t−θℓα(t)ℓξ(ℓ(t))K(t, a))q
dt
t
)1/q
, −∞ < ξ <∞.
In particular, if ξ = 0 we recover the spaces (A0, A1)θ,q;α introduced in (2.19).
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4. Characterizations and embedding theorems for general monotone
functions
4.1. Definition and basic properties of general monotone functions. We re-
call the definition of the general monotone functions given in [LiT, Ti3]. A complex-
valued function ϕ(z), z > 0, is called general monotone if it is locally of bounded
variation and for some constant C > 1 the following is true
(4.1)
∫ 2z
z
|dϕ(u)| ≤ C|ϕ(z)|
for all z > 0. Constant C in (4.1) is independent of z. The set of all general monotone
functions is denoted by GM . Examples of general monotone functions consist of:
decreasing functions, quasi-monotone functions ϕ (i.e, ϕ(t)t−α is non-increasing for
some α ≥ 0), and increasing functions ϕ such that ϕ(2z) . ϕ(z). Note also that
(4.1) implies
(4.2) |ϕ(u)| . |ϕ(z)| for any z ≤ u ≤ 2z,
which subsequently gives
(4.3) |ϕ(z)| .
∫ ∞
z/c
|ϕ(u)|
u
du, c > 1.
For later use we recall the following lemma on multipliers of general monotone
functions (see [LiT, Remark 5.5]).
Lemma 4.1. Let ϕ,α ∈ GM , then ϕα ∈ GM .
Now we are in a position to give the main definition in this section. First,
we recall that the Fourier transform of a radial function f(x) = f0(|x|) is also
radial, f̂(ξ) = F0(|ξ|) (see [SW, Ch. 4]) and it can be written as the Fourier–Hankel
transform
(4.4) F0(s) =
2πd/2
Γ
(
d
2
) ∫ ∞
0
f0(t)jd/2−1(st)t
d−1 dt,
where jα(t) = Γ(α + 1)(t/2)
−αJα(t) is the normalized Bessel function (jα(0) = 1),
α ≥ −1/2, with Jα(t) the classical Bessel function of the first kind of order α.
Let ĜM
d
be the collection of all radial functions such that the radial component
F0 of the Fourier transform of f , that is, f̂(ξ) = F0(|ξ|), belongs to the class GM ,
is positive and satisfies the condition
(4.5)
∫ 1
0
ud−1F0(u)du+
∫ ∞
1
u(d−1)/2|dF0(u)| <∞;
see [GT]. In other words, ĜMd consists of radial functions f(x) = f0(|x|), x ∈ Rd,
which are defined in terms of the inverse Fourier–Hankel transform
(4.6) f0(z) =
2
Γ
(
d
2
)
(2
√
π)d
∫ ∞
0
F0(s)jd/2−1(zs)s
d−1 ds,
where the function F0 ∈ GM and satisfies condition (4.5). We note that, by [GLT,
Lemma 1], the integral in (4.5) converges in the improper sense and therefore f0(z)
is continuous for z > 0. If d = 1 we simply write ĜM .
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In the discrete case, ĜM coincides with the well investigated class of periodic
functions f(x) ∼∑∞n=1(an cosnx+bn sinnx) such that the sequences of their Fourier
coefficients {an}n∈N, {bn}n∈N satisfy the discrete general monotone condition, that
is,
∑2n−1
k=n |∆dk| ≤ C|dn| for all n ∈ N (∆dk := dk − dk+1) (cf. (4.1)); see [Ti3, LiT]
and the references therein. In particular, the important class (see, e.g., [Zy, Chapters
V, XII]) of Fourier series with monotonic coefficients belongs to ĜM . In Subsection
4.11, we address some important properties of the subclass of the Besov space,
consisting of the periodic functions from ĜM .
4.2. Characterization of spaces Bs,bp,q(Rd). Working with the ĜM
d
class, we are
able to characterize functions from the Besov space Bs,bp,q(R
d) in terms of the growth
properties of their Fourier transform.
Theorem 4.2. Let 2dd+1 < p <∞, 0 < q ≤ ∞, and −∞ < b <∞. Let f ∈ ĜM
d
. In
the case s > 0 we have
(4.7)
‖f‖
B
s,b
p,q(Rd)
≍
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tsq+dq−dq/p−1(1 + log t)bqF q0 (t)dt
)1/q
whenever q <∞ and
(4.8) ‖f‖
B
s,b
p,∞(Rd)
≍
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+ sup
t>1
ts+d−d/p(1 + log t)bF0(t).
In the case s = 0 we have
(4.9) ‖f‖
B
0,b
p,q(Rd)
≍
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
[
(1 + log t)b
(∫ ∞
t
udp−d−1F p0 (u)du
)1/p]q dt
t
)1/q
whenever q <∞ and
(4.10)
‖f‖
B
0,b
p,∞(Rd)
≍
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+sup
t>1
(1+log t)b
(∫ ∞
t
udp−d−1F p0 (u)du
)1/p
.
Remark 4.3. (i) If the right-hand sides in (4.7), (4.8), (4.9), and (4.10) are finite,
then (∫ ∞
0
tdp−d−1F p0 (t)dt
)1/p
<∞,
and, subsequently, f ∈ Lp(Rd). This fact follows from the Hardy-Littlewood-type
estimate for functions f ∈ ĜMd obtained in [GLT, Theorem 1] (see also [GT, (4.10)])
which asserts that
(4.11) ‖f‖Lp(Rd) ≍
(∫ ∞
0
tdp−d−1F p0 (t)dt
)1/p
,
2d
d+ 1
< p <∞.
For the one-dimensional case and monotone functions, see [Tit, Boa, Sa].
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(ii) The interesting cases in (4.9) and (4.10) are b ≥ −1/q and b > 0, respectively.
Otherwise, it is readily seen that both sides in (4.9) and (4.10) are equivalent to
‖f‖Lp(Rd) (see Section 2.2).
(iii) Note that if q = p then the right-hand side of (4.9) is equivalent to
(4.12)
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tdq−dq/p−1(1 + log t)(b+1/q)qF q0 (t)dt
)1/q
,
showing the natural jump for the logarithmic exponent when s = 0, cf. (4.7) and
(1.5). This is not the case when q 6= p. Indeed, if q < p the example F0(t) =
t−d+d/p(1 + | log t|)−β with b+ 1/p + 1/q < β < b+ 2/q shows that (4.9) holds but
the second integral in (4.12) diverges. In the case p < q, one can take the function
F0(t) = t
−d+d/p(1 + | log t|)−β with max{b+ 2/q, 1/p} < β < b+ 1/p + 1/q.
Proof of Theorem 4.2. We shall use the following description of the modulus of
smoothness in terms of the Fourier transform for functions in the ĜM
d
class (see
[GT, Corollary 4.1 and (7.6)])
ωpk(f, t)p ≍ tkp
∫ 1/t
0
ukp+dp−d−1F p0 (u)du +
∫ ∞
1/t
udp−d−1F p0 (u)du
where k ∈ N if d = 1 and k is even if d ≥ 2. Assume further that k > s. Then, we
have
|f |
B
s,b
p,q(Rd)
≍
∫ 1
0
tk−s(1− log t)b(∫ 1/t
0
ukp+dp−d−1F p0 (u)du
)1/pq dt
t
1/q
+
∫ 1
0
t−s(1− log t)b(∫ ∞
1/t
udp−d−1F p0 (u)du
)1/pq dt
t
1/q
≍
(∫ 1
0
tkp+dp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
[
ts−k(1 + log t)b
(∫ t
1
ukp+dp−d−1F p0 (u)du
)1/p]q
dt
t
)1/q
+
(∫ ∞
1
[
ts(1 + log t)b
(∫ ∞
t
udp−d−1F p0 (u)du
)1/p]q dt
t
)1/q
=: I1 + I2 + I3.
First, we point out that I1 ≤
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
. Next we show that
(4.13)
I2 .
(∫ 1
1/2
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
(ts+d−d/p(1 + log t)bF0(t))
q dt
t
)1/q
.
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Indeed, if q ≥ p then we can apply Hardy’s inequality (see (2.38) and Remark 2.7(i))
to derive
I2 .
(∫ ∞
1
(ts+d−d/p(1 + log t)bF0(t))
q dt
t
)1/q
.
If q < p, for a given t > 1, we find j0 ∈ N0 such that 2j0 ≤ t < 2j0+1 and then, by
using the monotonicity property (4.2) of GM functions, we obtain
(4.14)
(∫ t
1
ukp+dp−d−1F p0 (u)du
)1/p
.
 j0∑
j=0
2j(k+d−d/p)pF p0 (2
j)
1/p
≤
 j0∑
j=0
2j(k+d−d/p)qF q0 (2
j)
1/q . (∫ t
1/2
ukq+dq−dq/p−1F q0 (u)du
)1/q
.
Applying this latter estimate, Ho¨lder’s inequality and changing the order of integra-
tion, we have
I2 .
(∫ ∞
1
tsq−kq(1 + log t)bq
∫ t
1/2
ukq+dq−dq/pF q0 (u)
du
u
dt
t
)1/q
≍
(∫ 1
1/2
ukq+dq−dq/pF q0 (u)
du
u
)1/q
+
(∫ ∞
1
tsq−kq(1 + log t)bq
∫ t
1
ukq+dq−dq/pF q0 (u)
du
u
dt
t
)1/q
.
(∫ 1
1/2
udp−d−1F p0 (u)du
)1/p
+
(∫ ∞
1
(us+d−d/p(1 + log u)bF0(u))
q du
u
)1/q
and so, (4.13) follows.
Further, Ho¨lder’s inequality yields∫ ∞
t
F0(u)
u
du . t−d+d/p
(∫ ∞
t
F p0 (u)u
dp−d−1du
)1/p
.(4.15)
This and (4.3) imply(∫ ∞
1
(ts+d−d/p(1 + log t)bF0(t))
q dt
t
)1/q
.
(∫ ∞
1
(
ts+d−d/p(1 + log t)b
∫ ∞
t/c
F0(u)
u
du
)q
dt
t
)1/q
.
∫ ∞
1
ts(1 + log t)b(∫ ∞
t/c
F p0 (u)u
dp−d−1du
)1/pq dt
t
1/q
.
(∫ ∞
0
tdp−d−1F p0 (t)dt
)1/p
+ I3.(4.16)
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Thus, taking into account (4.13), we arrive at
I2 .
(∫ ∞
0
tdp−d−1F p0 (t)dt
)1/p
+ I3.
In light of (4.11), we have that, for any s ≥ 0,
‖f‖
B
s,b
p,q(Rd)
= ‖f‖Lp(Rd) + |f |Bs,bp,q(Rd)
≍
(∫ ∞
0
tdp−d−1F p0 (t)dt
)1/p
+ I3
≍
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+ I3,(4.17)
which is the desired characterization for s = 0 (cf. (4.9)).
Suppose that s > 0. Let us verify the following estimate
(4.18)
I3 .
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tsq+dq−dq/p−1(1 + log t)bqF q0 (t)dt
)1/q
.
If q ≥ p, it follows from Hardy’s inequality (cf. (2.39) and Remark 2.7(i)) that
I3 .
(∫ ∞
1
tsq+dq−dq/p−1(1 + log t)bqF q0 (t)dt
)1/q
which obviously implies (4.18). If q < p, there exists c > 1 such that
(4.19)
(∫ ∞
t
udp−d−1F p0 (u)du
)1/p
.
(∫ ∞
t/c
udq−dq/p−1F q0 (u)du
)1/q
.
This can be shown applying a similar argument we used to obtain (4.14). This
implies, together with Fubini’s theorem and Ho¨lder’s inequality, that
I3 .
(∫ ∞
1
tsq(1 + log t)bq
∫ ∞
t/c
udq−dq/p−1F q0 (u)du
dt
t
)1/q
.
(∫ ∞
1/c
usq+dq−dq/p−1(1 + log cu)bqF q0 (u)du
)1/q
.
(∫ 1
0
usq+dq−dq/p−1F q0 (u)du
)1/q
+
(∫ ∞
1
usq+dq−dq/p−1(1 + log u)bqF q0 (u)du
)1/q
.
(∫ 1
0
udp−d−1F p0 (u)du
)1/p
+
(∫ ∞
1
usq+dq−dq/p−1(1 + log u)bqF q0 (u)du
)1/q
.
Hence, (4.18) also holds in this case.
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Combining (4.17) and (4.18), we obtain
‖f‖
B
s,b
p,q(Rd)
.
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tsq+dq−dq/p−1(1 + log t)bqF q0 (t)dt
)1/q
.
Finally, the converse estimate follows from (4.16) and (4.17). 
Remark 4.4. Let us consider a slightly wider class ([GLT, LiT]) of general monotone
functions ϕ(z) which are locally of bounded variation, vanishes at infinity, and there
is a constant c > 1 depending on ϕ such that
(4.20)
∫ ∞
z
|dϕ(u)| .
∫ ∞
z/c
|ϕ(u)|
u
du <∞, z > 0.
Noting that such functions satisfy the monotonicity condition (4.3), we claim that
Theorem 4.2 holds in the case q ≥ p if we consider the class formed by all radial
functions f(x) = f0(|x|), x ∈ Rd, with the Fourier transform F0 = f̂ ≥ 0 satisfying
conditions (4.20) and (4.5). In the particular case s > 0 and b = 0, this was proved
in [GT, Theorem 7.3].
4.3. Characterization of spaces Bs,bp,q(Rd). The goal of this section is to obtain
the counterpart of Theorem 4.2 for spaces Bs,bp,q(Rd), that is, the description of func-
tions from Bs,bp,q(Rd) in terms of the growth properties of their Fourier transforms.
If s > 0 this follows from Theorem 4.2 and the fact that Besov spaces Bs,bp,q(Rd) and
Bs,bp,q(Rd) coincide (cf. (1.3)). However, one can not apply Theorem 4.2 to charac-
terize Bs,bp,q(Rd) with s ≤ 0. We are able to overcome this obstacle with the help of
the lifting property of the Besov spaces Bs,bp,q(Rd). Let us recall this property. For
further details, we refer to [Tr83, Theorem 2.3.8] for the case b = 0 and to [Mou,
Proposition 1.8] for the general case b ∈ R.
For σ ∈ R, the lifting operator is defined by
(4.21) Iσf = ((1 + |ξ|2)σ/2f̂)∨, f ∈ S ′(Rd).
Lemma 4.5. Let 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and s, b, σ ∈ R. Then, Iσ maps Bs,bp,q(Rd)
isomorphically onto Bs−σ,bp,q (Rd), and
(4.22) ‖Iσf‖Bs−σ,bp,q (Rd) ≍ ‖f‖Bs,bp,q(Rd).
Theorem 4.6. Let 2dd+1 < p <∞, 0 < q ≤ ∞, and s, b ∈ R. Assume that f ∈ ĜM
d
.
Then
(4.23)
‖f‖
Bs,bp,q(Rd)
≍
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tsq+dq−dq/p−1(1 + log t)bqF q0 (t)dt
)1/q
.
Remark 4.7. The characterizations of B0,bp,q(Rd) and B
0,b
p,q(Rd) given by (4.9) and
(4.23), respectively, are of a different kind. In particular, for the function F0(t) =
t−d+d/p(1 + | log t|)β with max{1/p, b + 1/q} < β ≤ b + 1/q + 1/p, the right-hand
sides of (4.9) and (4.23) are finite and infinite, respectively. Further relationships
between these two kinds of Besov spaces of smoothness near zero for GM functions
will be given in Subsection 4.8 below.
FUNCTION SPACES OF LOGARITHMIC SMOOTHNESS 39
Proof of Theorem 4.6. If s > 0 the characterization (4.23) follows from (4.7). Then,
it remains to show (4.23) with s ≤ 0. Let σ < s. Applying the lifting property
(4.22) and (1.3), we get
‖f‖
Bs,bp,q(Rd)
≍ ‖Iσf‖Bs−σ,bp,q (Rd) ≍ ‖Iσf‖Bs−σ,bp,q (Rd)
and then, the result can be obtained by using Lemma 4.1 and (4.7). 
4.4. Characterization of the space Hs,bp (Rd). In this subsection, we give a com-
plete description of ĜM
d
-functions from the Sobolev space Hs,bp (Rd) in terms of
decay properties of their Fourier transforms.
Theorem 4.8. Let 2dd+1 < p <∞, and s, b ∈ R. For f ∈ ĜM
d
, we have
(4.24)
‖f‖
Hs,bp (Rd)
≍
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tsp+dp−d−1(1 + log t)bpF p0 (t)dt
)1/p
.
Proof. Taking into account Lemma 4.1 and using (4.11), we obtain
‖f‖p
Hs,bp (Rd)
≍
∫ ∞
0
tdp−d−1(1 + t2)sp/2(1 + log(1 + t2))bpF p0 (t)dt
≍
∫ 1
0
tdp−d−1F p0 (t)dt+
∫ ∞
1
tsp+dp−d−1(1 + log t)bpF p0 (t)dt.

Remark 4.9. According to [CaL, Theorem 4.4 and Corollary 4.6(iii)], we have
(4.25) Hs,bp (R
d) →֒ Lp(Rd) ⇐⇒
 s > 0 and b ∈ R,
s = 0 and b ≥ 0.
In fact, using Theorem 4.8, we can easily obtain, to a certain extent, a sharper result
(4.26) ĜM
d ∩Hs,bp (Rd) →֒ Lp(Rd) ⇐⇒
 s > 0 and b ∈ R,
s = 0 and b ≥ 0,
which, in particular, implies the only-if part in (4.25). To show (4.26), assume that
s = 0 and b < 0. Set
g(t) =
 (1− log t)
−β0 , 0 < t < 1,
(1 + log t)−β1 , t ≥ 1,
where β0 > 1/p and b + 1/p < β1 ≤ 1/p. Then, by Theorem 4.8 and (4.11) we
have that the function f(x) = f0(|x|) given by F0(t) = t−d+d/pg(t) via (4.6) satisfies
that f ∈ H0,bp (Rd) but f 6∈ Lp(Rd). If s < 0, then the function F0(t) = t−d+d/p+ε
with 0 < ε < −s allows us to construct the desired counterexample showing that
Hs,bp (Rd) 6 →֒ Lp(Rd).
Conversely, we have that ĜM
d∩Hs,bp (Rd) →֒ Lp(Rd) under one of the conditions
given in the right-hand side of (4.25). Indeed, since for any f ∈ ĜMd ∩ Hs,bp (Rd)
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the right-hand side of (4.24) is finite, we have that
(∫ ∞
0
tdp−d−1F p0 (t)dt
)1/p
< ∞,
or, equivalently, f ∈ Lp(Rd) (see (4.11)).
4.5. Embeddings of B0,bp,q(Rd) in Lp(R
d). If s > 0 then it is clear that Bs,bp,q(Rd) is
continuously embedded into Lp(R
d). In the limiting case when s = 0, such an em-
bedding holds under certain assumptions on the parameters. Namely, it was shown
in [CaL, Theorem 4.3 and Corollary 4.6(i)] (with the forerunner [SiT, Theorem 3.3.2
and Corollary 3.3.1]) that
(4.27)
B0,bp,q(R
d) →֒ Lp(Rd) ⇐⇒

b ≥ 0 if 0 < q ≤ min{2, p},
b > 1/p − 1/q if 1 < p ≤ 2 and p < q ≤ ∞,
b > 1/2 − 1/q if 2 < p <∞ and 2 < q ≤ ∞.
Our following result improves the range of parameters given in (4.27) for which
B0,bp,q(Rd) is embedded into Lp(R
d) when we work with GM functions.
Theorem 4.10. Let 2dd+1 < p <∞, and 0 < q ≤ ∞. Then
(4.28) ĜM
d ∩B0,bp,q(Rd) →֒ Lp(Rd) ⇐⇒
 b ≥ 0 if q ≤ p,
b > 1/p − 1/q if p < q.
Remark 4.11. In contrast to (4.27), necessary and sufficient conditions given by
(4.28) do not depend on the conditions p ≤ 2 or p > 2. In particular, if 2 =
min{2, p, q} then, by (4.28), the embedding ĜMd ∩ B0,bp,q(Rd) →֒ Lp(Rd) holds for
a wider range of the logarithmic smoothness parameter than for the embedding
B0,bp,q(Rd) →֒ Lp(Rd). More specifically, we have
B0,bp,q(R
d) →֒ Lp(Rd) if b > 1/2− 1/q = 1/min{2, p, q} − 1/q,
whereas
ĜM
d ∩B0,bp,q(Rd) →֒ Lp(Rd) if b > 1/min{p, q} − 1/q.
Proof of Theorem 4.10. It is not hard to check that if any of two conditions given
in the right-hand side of (4.28) holds, then(∫ ∞
1
tdp−d−1F p0 (t)dt
)1/p
.
(∫ 1
1
2
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tdq−dq/p−1(1 + log t)bqF q0 (t)dt
)1/q
.
Then, the embedding ĜM
d ∩ B0,bp,q(Rd) →֒ Lp(Rd) follows from Theorem 4.6 and
(4.11).
Conversely, we prove that the embedding ĜM
d ∩ B0,bp,q(Rd) →֒ Lp(Rd) does not
hold if the involved parameters do not fulfilled one of the conditions stated in the
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right-hand side of (4.28). Indeed, assume first that p < q and b = 1/p − 1/q. Let
F0(t) =
 t
−d+d/p+ε , 0 < t < 1,
t−d+d/p(1 + log t)−1/p(1 + log(1 + log t))−δ , t ≥ 1,
where 0 < ε < d − d/p and 1/q < δ < 1/p. It is easy to check that the function
f(x) = f0(|x|), where f0 is given by (4.6), belongs to B0,1/p−1/qp,q (Rd) (see (4.23)) but
not to Lp(R
d) (see (4.11)).
Moreover, the embedding given in (4.28) is not valid for b < 1/p− 1/q and p < q
too, because B
0,1/p−1/q
p,q (Rd) →֒ B0,bp,q(Rd) and so, we can apply the preceding result.
Assume now that the embedding ĜM
d ∩ B0,bp,q(Rd) →֒ Lp(Rd) holds for p ≥ q.
Then, we shall prove that b ≥ 0. We define the sequences of functions given by
(F0)n = χ(0,n) and fn(x) = (f0)n(|x|) satisfying (4.6) for n ∈ N. By our assumption
and using (4.23) and (4.11), we have
nd−d/p ≍ ‖fn‖Lp(Rd) . ‖fn‖B0,bp,q(Rd) ≍ n
d−d/p(1 + log n)b.
Consequently, we conclude that b ≥ 0. 
4.6. Embeddings between Hs,bp (Rd) and B
s,b
p,q(Rd). Putting r = 2 in Proposition
1.1(i)-(ii), we derive the classical embeddings between Besov and Sobolev spaces.
Namely, let 1 < p <∞, 0 < q ≤ ∞, and −∞ < s, b <∞, then
(4.29) Hs,bp (R
d) →֒ Bs,bp,q(Rd) if and only if q ≥ max{p, 2}
and
(4.30) Bs,bp,q(R
d) →֒ Hs,bp (Rd) if and only if q ≤ min{p, 2}.
Theorems 4.6 and 4.8 allow us to supplement (4.29) and (4.30). In more detail,
the range of parameters p and q in the following result is wider than the correspond-
ing range in (4.29) and (4.30).
Theorem 4.12. Let 2dd+1 < p <∞, 0 < q ≤ ∞, and −∞ < s, b <∞. Then
(4.31) ĜM
d ∩Hs,bp (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ p
and
(4.32) ĜM
d ∩Bs,bp,q(Rd) →֒ Hs,bp (Rd) if and only if q ≤ p.
In particular, we have
ĜM
d ∩Hs,bp (Rd) = ĜM
d ∩Bs,bp,q(Rd) if and only if q = p.
Proof. We will prove only (4.31). To verify (4.32), we can proceed similarly. Using
the monotonicity properties of GM -functions (4.2) and the assumption q ≥ p we
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have
F q0 (1) +
∫ ∞
1
tsq+dq−dq/p−1(1 + log t)bqF q0 (t)dt ≍
∞∑
j=0
2j(sq+dq−dq/p)(1 + j)bqF q0 (2
j)
≤
 ∞∑
j=0
2j(s+d−d/p)p(1 + j)bpF p0 (2
j)
q/p
≍ F q0 (1) +
(∫ ∞
1
tsp+dp−d−1(1 + log t)bpF p0 (t)dt
)q/p
.
Then embedding given in (4.31) follows from the characterizations (4.23) and (4.24).
Next we treat the only-if-part, that is, if the embedding ĜM
d ∩ Hs,bp (Rd) →֒
Bs,bp,q(Rd) holds then q ≥ p. Indeed, assume that q < p. We define
F0(t) =
 t
ε−d+d/p , 0 < t < 1,
t−s−d+d/p(1 + log t)−β , t ≥ 1,
with ε > 0 and b + 1/p < β ≤ b + 1/q. It is readily seen that the function f(x) =
f0(|x|) where f0 is given by (4.6), satisfies that f ∈ Hs,bp (Rd) and f 6∈ Bs,bp,q(Rd). This
leads to a contradiction and so, q ≥ p. 
4.7. Embeddings between H0,bp (Rd) and B
0,b
p,q(Rd). Applying the obtained char-
acterizations in Theorems 4.2 and 4.8, here we establish new embeddings between
Besov and Sobolev spaces, which improve those obtained in Corollary 3.4. More
specifically, the range of parameters p and q in the following result is wider than the
corresponding range in Corollary 3.4.
Theorem 4.13. Let 2dd+1 < p <∞, 0 < q ≤ ∞, and b > −1/q. Then
(4.33) ĜM
d ∩H0,b+1/qp (Rd) →֒ B0,bp,q(Rd) if and only if q ≥ p
and
(4.34) ĜM
d ∩B0,bp,q(Rd) →֒ H0,b+1/qp (Rd) if and only if q ≤ p.
In particular, we have
(4.35) ĜM
d ∩H0,b+1/qp (Rd) = ĜM
d ∩B0,bp,q(Rd) if and only if q = p.
Remark 4.14. In Propositions 7.1 and 7.5 below we will show that ξ = b + 1/q in
H0,ξp (Rd) is the best possible exponent of the logarithmic smoothness for which the
embeddings (4.33) and (4.34) hold, respectively.
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Proof of Theorem 4.13. We proceed by showing (4.33). Assume that q ≥ p. Apply-
ing Minkowski’s inequality for integrals, we get(∫ ∞
1
[
(1 + log t)b
(∫ ∞
t
udp−d−1F p0 (u)du
)1/p]q dt
t
)1/q
≤
(∫ ∞
1
udp−d−1F p0 (u)
(∫ u
1
(1 + log t)bq
dt
t
)p/q
du
)1/p
.
(∫ ∞
1
udp−d−1(1 + log u)(b+1/q)pF p0 (u)du
)1/p
.
Hence, the embedding ĜM
d ∩ H0,b+1/qp (Rd) →֒ B0,bp,q(Rd) follows from (4.9) and
(4.24).
Conversely, we will show that if ĜM
d ∩ H0,b+1/qp (Rd) →֒ B0,bp,q(Rd) then q ≥ p.
This will be done by contradiction. Suppose that q < p. Let
F0(t) = t
−d+d/p(1 + | log t|)−b−1/p−1/q(1 + log(1 + | log t|))−δ, t > 0,
with 1/p < δ < 1/q, and f(x) = f0(|x|) where f0 is defined by (4.6). Accordingly
to (4.24) and (4.9), we have f ∈ H0,b+1/qp (Rd) and f 6∈ B0,bp,q(Rd), respectively. This
leads to a contradiction.
Analogously, one can prove (4.34). 
4.8. Embeddings between B0,bp,q(Rd) and B
0,b
p,q(Rd). Let us recall the relationships
between the spaces B0,bp,q(Rd) andB
0,b
p,q(Rd) given by (1.4). Let 1 < p <∞, 0 < q ≤ ∞,
and b > −1/q. Then, we have
B0,b+1/min{2,p,q}p,q (R
d) →֒ B0,bp,q(Rd) →֒ B0,b+1/max{2,p,q}p,q (Rd).
Our next result shows that working with GM functions we are able to improve the
loss of logarithmic smoothness in the previous embeddings.
Theorem 4.15. Let 2dd+1 < p <∞, 0 < q ≤ ∞, and b > −1/q. Then,
(4.36)
ĜM
d ∩B0,b+1/min{p,q}p,q (Rd) →֒ ĜM
d ∩B0,bp,q(Rd) →֒ ĜM
d ∩B0,b+1/max{p,q}p,q (Rd).
In particular, we have
(4.37) ĜM
d ∩B0,b+1/qp,q (Rd) = ĜM
d ∩B0,bp,q(Rd) if and only if q = p.
Proof. We start by showing the left-hand side embedding of (4.36). Let f ∈ ĜMd.
If q ≥ p, then an application of Hardy’s inequality (see (2.42)) together with (4.9)
and (4.23) leads to
‖f‖
B
0,b
p,q(Rd)
.
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tdq−dq/p−1(1 + log t)(b+1/p)qF q0 (t)dt
)1/q
≍ ‖f‖
B
0,b+1/p
p,q (Rd)
.
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On the other hand, if q < p we can apply (4.19) and change the order of integra-
tion to get(∫ ∞
1
(1 + log t)bq
(∫ ∞
t
udp−d−1F p0 (u)du
)q/p dt
t
)1/q
.
(∫ ∞
1
(1 + log t)bq
∫ ∞
t/c
udq−dq/p−1F q0 (u)du
dt
t
)1/q
.
(∫ 1
0
udp−d−1F p0 (u)du
)1/p
+
(∫ ∞
1
udq−dq/p−1(1 + log u)(b+1/q)qF q0 (u)du
)1/q
,
where we have used the Ho¨lder’s inequality in the last estimate. Therefore, by (4.9)
and (4.23), we have ‖f‖
B
0,b
p,q(Rd)
. ‖f‖
B
0,b+1/q
p,q (Rd)
.
Next we proceed with the proof of the right-hand side embedding in (4.36).
Assume first that p ≤ q. A similar argument we applied to show (4.14) yields that(∫ ∞
t
udp−d−1F p0 (u)du
)1/p
&
(∫ ∞
c t
udq−dq/p−1F q0 (u)du
)1/q
for some c > 1. Then a combination of this latter estimate, the monotonicity
property (4.2), a change of the order of integration, formula (4.11), and the charac-
terizations (4.9) and (4.23) imply
‖f‖
B
0,b+1/q
p,q (Rd)
≍
(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
c
tdq−dq/p−1(1 + log
( t
c
)
)(b+1/q)qF q0 (t)dt
)1/q
.
(∫ ∞
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
(1 + log t)bq
∫ ∞
c t
udq−dq/p−1F q0 (u)du
dt
t
)1/q
. ‖f‖Lp(Rd) +
(∫ ∞
1
(1 + log t)bq
(∫ ∞
t
udp−d−1F p0 (u)du
)q/p dt
t
)1/q
. ‖f‖
B
0,b
p,q(Rd)
because B0,bp,q(Rd) →֒ Lp(Rd). So we have shown the desired estimate if p ≤ q.
Suppose now that p > q. Let β be such that β < 1/p − 1/q. For u ≥ 1, by
Ho¨lder’s inequality, we have(∫ ∞
u
tdq−dq/p−1(1 + log t)βqF q0 (t)dt
)1/q
. (1 + log u)β+1/q−1/p
(∫ ∞
u
tdp−d−1F p0 (t)dt
)1/p
.
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Applying this estimate together with (4.23) and (4.9), one obtains
‖f‖
B
0,b+1/p
p,q (Rd)
.
(∫ ∞
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tdq−dq/p−1(1 + log t)βqF q0 (t)
∫ t
1
(1 + log u)(b−β−1/q+1/p)q
du
u
dt
)1/q
≍ ‖f‖Lp(Rd)
+
(∫ ∞
1
(1 + log u)(b−β−1/q+1/p)q
∫ ∞
u
tdq−dq/p−1(1 + log t)βqF q0 (t)dt
du
u
)1/q
. ‖f‖Lp(Rd) +
(∫ ∞
1
(1 + log u)bq
(∫ ∞
u
tdp−d−1F p0 (t)dt
)q/p du
u
)1/q
. ‖f‖
B
0,b
p,q(Rd)
where we used (4.11) again.
Finally we prove (4.37). It is clear from (4.36) that ĜM
d ∩ B0,b+1/pp,p (Rd) =
ĜM
d ∩B0,bp,p(Rd). It remains to show the only-if-part in (4.37). This will be done by
contradiction. Assume, e.g., that q < p. Let
F0(t) = t
−d+d/p(1 + | log t|)−β , t > 0,
where b+ 1/q + 1/p < β < b+ 2/q. Define the function f(x) = f0(|x|), where f0 is
given by (4.6). Accordingly to Theorems 4.2 and 4.6 we derive that f ∈ B0,bp,q(Rd)
but f 6∈ B0,b+1/qp,q (Rd), respectively. Then we arrive at a contradiction. The case
q > p can be treated similarly.

4.9. Sobolev embeddings. Recall the Sobolev embedding theorem for Besov spaces
stated in Proposition 1.4(i): Let 1 < p0 < p1 <∞,−∞ < s1 < s0 <∞ with
s0 − d
p0
= s1 − d
p1
,
0 < q ≤ ∞ and −∞ < b <∞. Then,
(4.38) Bs0,bp0,q(R
d) →֒ Bs1,bp1,q(Rd).
The goal of this subsection is to show that both spaces coincide when we work
with general monotone functions. We will use the following notation. For f ∈
ĜM
d
, f(x) = f0(|x|), and any τ > 0, set
Jf (τ) =
(∫ 1
0
tdτ−d−1F τ0 (t)dt
)1/τ
,
where F0 is given by (4.4). Note that we have
(4.39) Jf (τ) . Jf (κ) if κ ≤ τ.
This follows by using a similar discretization we used to show estimate (4.14).
Theorem 4.16. Let 2dd+1 < p0 < p1 < ∞,−∞ < s1 < s0 < ∞,−∞ < b < ∞, and
0 < q ≤ ∞.
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(i) Assume that
(4.40) s0 − d
p0
= s1 − d
p1
.
Let f ∈ ĜMd. If Jf (p0) <∞, then
(4.41) f ∈ Bs0,bp0,q(Rd) ⇐⇒ f ∈ Bs1,bp1,q(Rd).
(ii) Conversely, if
ĜM
d ∩Bs0,bp0,q(Rd) = ĜM
d ∩Bs1,bp1,q(Rd),
then (4.40) holds.
Proof. By (4.40) we have∫ ∞
1
ts0q+dq−dq/p0−1(1 + log t)bqF q0 (t)dt =
∫ ∞
1
ts1q+dq−dq/p1−1(1 + log t)bqF q0 (t)dt.
Then, the equivalence (4.41) follows from (4.39) and Theorem 4.6.
On the other hand, by contradiction, one can show that ĜM
d ∩ Bs0,bp0,q(Rd) =
ĜM
d ∩ Bs1,bp1,q(Rd) implies (4.40). For example, assume that s0 − d/p0 < s1 − d/p1,
and let
F0(t) =

t−ε , 0 < t < 1,
t−β , t ≥ 1,
with ε < d − d/p0 and s0 − d/p0 + d < β < s1 − d/p1 + d. According to Theorem
4.6, we obtain that the function f(x) = f0(|x|), where f0 is given by (4.6), satisfies
that f ∈ Bs0,bp0,q(Rd) and f 6∈ Bs1,bp1,q(Rd), which is a contradiction. Analogously, one
can prove that s0 − d/p0 > s1 − d/p1 yields a contradiction. 
Remark 4.17. The condition Jf (p0) <∞ used in Theorem 4.16(i) cannot be dropped.
For instance, let f be the radial function whose Fourier-Hankel transform is
F0(t) =

t−ε if 0 < t ≤ 1,
t−δ if t > 1,
where d − d/p0 ≤ ε < d − d/p1 and δ > s1 + d − d/p1. Note that Jf (p0) = ∞.
Furthermore, applying Theorem 4.6 we obtain that f belongs to Bs1,bp1,q(R
d) but not
to Bs0,bp0,q(R
d).
4.10. Franke-Jawerth embeddings. Let us first recall the Franke-Jawerth em-
bedding theorem for Besov and Sobolev spaces given in Proposition 1.4(ii): Let
1 < p0 < p < p1 <∞ and −∞ < s1 < s < s0 <∞ satisfying
s0 − d
p0
= s− d
p
= s1 − d
p1
.
Let −∞ < b <∞. Then
Bs0,bp0,p(R
d) →֒ Hs,bp (Rd) →֒ Bs1,bp1,p(Rd).
Quite surprisingly, our next result claims that the previous embeddings become
identities between Besov and Sobolev spaces when we deal with GM -functions.
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Theorem 4.18. Let 2dd+1 < p0 < p < p1 < ∞,−∞ < s1 < s < s0 < ∞, and
−∞ < b <∞.
(a) Let
s0 − d
p0
= s− d
p
= s1 − d
p1
.
Suppose that f ∈ ĜMd.
(i) If Jf (p0) <∞, then
(4.42) f ∈ Bs0,bp0,p(Rd) ⇐⇒ f ∈ Hs,bp (Rd).
(ii) If Jf (p) <∞, then
(4.43) f ∈ Hs,bp (Rd) ⇐⇒ f ∈ Bs1,bp1,p(Rd).
(b) Conversely, we have
(i) If ĜM
d ∩Bs0,bp0,p(Rd) = ĜM
d ∩Hs,bp (Rd) then s0 − d/p0 = s− d/p.
(ii) If ĜM
d ∩Hs,bp (Rd) = ĜMd ∩Bs1,bp1,p(Rd) then s− d/p = s1 − d/p1.
Proof. We start by showing (a). Since∫ ∞
1
ts0p+dp−dp/p0−1(1 + log t)bpF p0 (t)dt =
∫ ∞
1
tsp+dp−d−1(1 + log t)bpF p0 (t)dt
=
∫ ∞
1
ts1p+dp−dp/p1−1(1 + log t)bpF p0 (t)dt
and (4.39) holds, the proofs of (i) and (ii) are immediate consequences of Theorems
4.8 and 4.6.
Next we prove (b). Let us assume that ĜM
d ∩Bs0,bp0,p(Rd) = ĜM
d ∩Hs,bp (Rd). If
s0 − d/p0 < s− d/p, we set
F0(t) =

t−ε , 0 < t < 1,
t−β , t ≥ 1,
where ε < d − d/p0 and s0 − d/p0 + d < β < s − d/p + d, and f(x) = f0(|x|)
where f0 is given by (4.6). According to Theorems 4.6 and 4.8, we derive that
f ∈ Bs0,bp0,p(Rd) and f 6∈ Hs,bp (Rd). This contradicts our assumption. On the other
hand, a similar argument shows that s0 − d/p0 > s − d/p is not possible. Then we
arrive at s0 − d/p0 = s− d/p, which proves (i).
The proof of (ii) can be carried out similarly. 
Remark 4.19. Similarly to Remark 4.17 one can construct counterexamples showing
that the conditions Jf (p0) <∞ and Jf (p) <∞ given in Theorem 4.18(a) are indeed
necessary.
4.11. Characterization of spaces Bs,bp,q(T),H
s,b
p (T), and B
s,b
p,q(T). The goal of this
subsection is to obtain the periodic counterparts of the results given in Sections 4.2–
4.10. This will be done with the help of general monotone sequences (see [Ti3, LiT]
and the references given there). First, we recall the definition of general monotone
sequences and some of their properties.
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A sequence a = {an}n∈N is called general monotone, written a ∈ GM , if there is
a constant C > 0 such that
2n−1∑
k=n
|∆ak| ≤ C|an| for all n ∈ N.
Here ∆ak = ak − ak+1 and the constant C is independent of n. It is proved in [Ti3,
p. 725] that a ∈ GM if and only if
(4.44) |aν | . |an| for n ≤ ν ≤ 2n
and
(4.45)
N∑
k=n
|∆ak| . |an|+
N∑
k=n+1
|ak|
k
for any n < N.
Note that conditions (4.44) and (4.45) imply that there exists c > 1 such that
(4.46)
∞∑
k=n
|∆ak| .
∞∑
k=[n/c]
|ak|
k
for any n ∈ N (see (4.20)).
The multiplier property for GM sequences reads as follows.
Lemma 4.20 ([LiT]). Let a = {an}n∈N, b = {bn}n∈N ∈ GM , then ab = {anbn}n∈N ∈
GM .
Note that Lemma 4.20 can be considered as the discrete counterpart of Lemma
4.1.
We will need the following auxiliary result (see [AW]).
Lemma 4.21. Let 1 < p < ∞, and let ∑∞n=1 an cosnx be the Fourier series of
f ∈ L1(T).
(i) If the sequences {an}n∈N and {βn}n∈N are such that
∞∑
k=n
|∆ak| . βn, n ∈ N,
then
‖f‖pLp(T) .
∞∑
n=1
np−2βpn.
(ii) If {an}n∈N is a nonnegative sequence, then
∞∑
n=1
( n∑
k=[n/2]
ak
)p
n−2 . ‖f‖pLp(T).
Theorem 4.22. Let 1 < p <∞, 0 < q ≤ ∞, and s, b ∈ R. Let the Fourier series of
f ∈ L1(T) be given by
f(x) ∼
∞∑
n=1
(an cosnx+ bn sinnx)
where {an}n∈N, {bn}n∈N are nonnegative general monotone sequences. Then
(4.47) ‖f‖
Bs,bp,q(T)
≍
(
∞∑
n=1
nsq+q−q/p−1(1 + log n)bq(aqn + b
q
n)
)1/q
.
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The proof of Theorem 4.22 relies on the following (Lizorkin-type) representation
of Bs,bp,q(T). Further details and references can be found in [SchT, Section 3.5.3].
Lemma 4.23. Let 1 < p <∞, 0 < q ≤ ∞, and s, b ∈ R. We have that
‖f‖
Bs,bp,q(T)
≍
 ∞∑
j=0
2jsq(1 + j)bq
∥∥∥ ∑
k∈Kj
f̂(k)eikx
∥∥∥q
Lp(T)
1/q
where K0 = {0} and Kj = {k : 2j−1 ≤ |k| < 2j} for j ∈ N.
Remark 4.24. Lemma 4.23 claims that one can replace the classical smooth reso-
lution of unity {ϕj}j∈N0 given by (2.7), (2.8) in the definition of the space Bs,bp,q(T)
(see (2.11)) by characteristic functions of the dyadic blocks Kj .
Proof of Theorem 4.22. We first remark that it suffices to show (4.47) for f(x) ∼∑∞
n=1 an cosnx with nonnegative {an}n∈N ∈ GM .
We will prove that
(4.48) a2j+12
j(1−1/p) .
∥∥∥ 2j+1−1∑
n=2j
an cosnx
∥∥∥
Lp(T)
. a2j2
j(1−1/p)
for j ∈ N0, see also [Ti3].
By Lemma 4.21(ii) and (4.44) we have
∥∥∥ 2j+1−1∑
n=2j
an cosnx
∥∥∥p
Lp(T)
&
2j+1∑
n=[ 4
3
2j ]
 n∑
k=[ 3
4
n]
ak

p
n−2 &
2j+1∑
n=[ 4
3
2j ]
apnn
p−2 & ap
2j+1
2j(p−1).
This gives the lower estimate in (4.48). To obtain the upper bound, we apply Lemma
4.21(i), together with the definition of GM sequence:∥∥∥ 2j+1−1∑
n=2j
an cosnx
∥∥∥p
Lp(T)
.
a2j + 2j+1∑
n=2j
an
n
p 2j(p−1)+2j+1−2∑
n=2j
np−2apn+2
j(p−2)ap
2j+1−2
.
By the monotonicity property (4.44) the latter can be bounded by ap
2j
2j(p−1).
With (4.48) in hand, we complete the proof by using Lemma 4.23 and (4.44). 
Using (4.48), Lemma 4.20, and the Littlewood-Paley decomposition together with
property (4.44), we can obtain the Hardy-Littlewood theorem for Sobolev spaces.
Theorem 4.25. Let 1 < p < ∞ and −∞ < s, b < ∞. Let the Fourier series of
f ∈ L1(T) be given by
f(x) ∼
∞∑
n=1
(an cosnx+ bn sinnx),
where {an}n∈N, {bn}n∈N are nonnegative general monotone sequences. Then,
‖f‖p
Hs,bp (T)
≍
∞∑
n=1
nsp+p−2(1 + log n)bp(apn + b
p
n).
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In particular,
(4.49) ‖f‖pLp(T) ≍
∞∑
n=1
np−2(apn + b
p
n).
Remark 4.26. Equivalence (4.49) was already proved in [Ti3, Theorem 4.2].
Since periodic spaces Bs,bp,q(T) and B
s,b
p,q(T) coincide if s > 0, Theorem 4.22 gives
a description of functions from Bs,bp,q(T), s > 0, in terms of their Fourier coefficients.
Alternatively, we give a new approach to characterize Bs,bp,q(T) which also covers
the limiting case s = 0. The following result can be considered as the periodic
counterpart of Theorem 4.2.
Theorem 4.27. Let 1 < p < ∞, 0 < q ≤ ∞, and −∞ < b < ∞. Let the Fourier
series of f ∈ L1(T) be given by
f(x) ∼
∞∑
n=1
(an cosnx+ bn sinnx),
where {an}n∈N, {bn}n∈N are nonnegative general monotone sequences. If s > 0, then
(4.50) ‖f‖
B
s,b
p,q(T)
≍
(
∞∑
n=1
(ns+1−1/p(1 + log n)b(an + bn))
q 1
n
)1/q
.
In the case s = 0 we have
(4.51) ‖f‖
B
0,b
p,q(T)
≍
 ∞∑
n=1
(1 + log n)b( ∞∑
k=n
kp−2(apk + b
p
k)
)1/pq 1
n
1/q .
Remark 4.28. (i) Convergence of sums in (4.50) and (4.51) implies that
∞∑
n=1
np−2(apn+
bpn) <∞ which is equivalent to f ∈ Lp(T) (see (4.49)).
(ii) Of course, (4.51) is only interesting for b ≥ −1/q if q <∞ (b > 0 if q =∞). See
Remark 4.3(ii).
(iii) Similar to Remark 4.3(iii), the example f(x) ∼ ∑∞n=1 an cosnx with an =
n1/p−1(1 + log n)−β for certain β shows that, in general, the sum in (4.51) is not
equivalent to the sum(
∞∑
n=1
(n1−1/p(1 + log n)b+1/qan)
q 1
n
)1/q
.
The latter characterizes, by (4.47), the Besov norm ‖f‖
B
0,b+1/q
p,q (T)
.
(iv) Some partial results of Theorem 4.27 can be also found in [Ti2]. For the case
p = ∞ see the papers [Ti4, Ti5]. Note also that the statements of Theorem 4.27
hold in fact for all general monotone sequences {an}n∈N, {bn}n∈N, not necessarily
nonnegative. This can be observed using the results from the recent paper [DMT].
For n ∈ N, let E∗n(f)Lp(T) be the Lp-best approximation of f by trigonometric
polynomials tn−1 of degree at most n− 1, i.e.,
(4.52) E∗n(f)Lp(T) = inftn−1
‖f − tn−1‖Lp(T).
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To show Theorem 4.27 we shall use the approximation description of the spaces
Bs,bp,q(T) (see, e.g., [DeL, Chapter 7, Theorem 9.2, p. 235] and [DeRiSh, Corollary
7.1]) given in the following
Lemma 4.29. Let s ≥ 0, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and −∞ < b <∞. Then,
(4.53) ‖f‖
B
s,b
p,q(T)
≍
(
∞∑
n=1
(ns(1 + log n)bE∗n(f)Lp(T))
q 1
n
)1/q
+ ‖f‖Lp(T).
Note that Lemma 4.29 is the periodic counterpart of Corollary 10.14.
Let us denote by Sn(f) the n-th partial sum of Fourier series of f and S0(f) = 0.
It is well known that E∗n(f)Lp(T) ≍ ‖f − Sn−1(f)‖Lp(T) and then one can rewrite
(4.53) as
(4.54) ‖f‖
B
s,b
p,q(T)
≍
(
∞∑
n=1
(ns(1 + log n)b‖f − Sn−1(f)‖Lp(T))q
1
n
)1/q
+ ‖f‖Lp(T).
Proof of Theorem 4.27. It is easy to see that, without loss of generality, we may
assume that f(x) ∼ ∑∞n=1 an cosnx with {an}n∈N nonnegative general monotone
sequence. Next we prove that there exists a constant c > 1 such that
(4.55)
∞∑
k=2n
apkk
p−2 . ‖f − Sn−1(f)‖pLp(T) .
∞∑
k=[n/c]
apkk
p−2.
Indeed, it follows from Lemma 4.21(ii) and (4.44) that
‖f − Sn−1(f)‖pLp(T) =
∥∥∥ ∞∑
k=n
ak cos kx
∥∥∥p
Lp(T)
&
∞∑
k=2n
apkk
p−2.
Moreover, applying (4.46), Lemma 4.21(i), and Hardy’s inequality (see (2.43)), we
obtain
‖f − Sn−1(f)‖pLp(T) .
n−1∑
k=1
kp−2
 ∞∑
k=[n/c]
ak
k
p + ∞∑
k=n
kp−2
 ∞∑
ν=[k/c]
aν
ν
p
. np−1
 ∞∑
k=[n/c]
ak
k
p + ∞∑
k=n
kp−2apk.
Then, Ho¨lder’s inequality implies the right-hand side estimate in (4.55).
Combining (4.54) and (4.55), we derive that
(4.56) ‖f‖
B
s,b
p,q(T)
≍
(
∞∑
n=1
[
ns(1 + log n)b
(
∞∑
k=n
apkk
p−2
)1/p]q
1
n
)1/q
,
which gives (4.51) in the case s = 0.
Furthermore, using equivalence (4.56) and property (4.44), one obtains
‖f‖
B
s,b
p,q(T)
&
(
∞∑
n=1
[ns+1−1/p(1 + log n)ban]
q 1
n
)1/q
.
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On the other hand, we shall show that the converse estimate also holds under the
assumption that s > 0. Indeed, if p ≤ q we can apply Hardy’s inequality (2.43) to
the right-hand side of (4.56) to derive
‖f‖
B
s,b
p,q(T)
.
(
∞∑
n=1
[ns+1−1/p(1 + log n)ban]
q 1
n
)1/q
.
In the case p > q we use ℓq →֒ ℓp which implies, together with (4.56) and the
monotonicity property (4.44), that
‖f‖q
B
s,b
p,q(T)
≍
∞∑
n=0
[
2ns(1 + n)b
(
∞∑
k=n
ap
2k
2k(1−1/p)p
)1/p]q
+
(
∞∑
k=1
apkk
p−2
)q/p
.
∞∑
n=0
2nsq(1 + n)bq
∞∑
k=n
aq
2k
2k(1−1/p)q +
∞∑
k=1
aq
2k
2k(1−1/p)q
≍
∞∑
k=0
2k(s+1−1/p)q(1 + k)bqaq
2k
≍
∞∑
n=1
n(s+1−1/p)q−1(1 + log n)bqaqn,
completing the proof. 
Remark 4.30. In the case s = 0, unlike the case s > 0 (cf. Theorems 4.22 and 4.27),
the characterizations of the spaces B0,bp,q(T) and B
0,b
p,q(T) are different (cf. (4.47) and
(4.51)).
Remark 4.31. Applying now the characterizations given in Theorems 4.22, 4.25 and
4.27 we can establish the corresponding results to Theorems 4.10, 4.12, 4.13, 4.15,
4.16, and 4.18 for periodic functions. The proofs are obtained mutatis mutandis and
we leave the details to the reader. For instance, the periodic counterpart of Theorem
4.10 reads as follows
Theorem 4.32. Let 1 < p <∞, and 0 < q ≤ ∞. Then, the inequality
‖f‖Lp(T) . ‖f‖B0,bp,q(T)
holds for all
f(x) ∼
∞∑
n=1
(an cosnx+ bn sinnx),
where {an}n∈N, {bn}n∈N are nonnegative general monotone sequences, if and only if
one of the following conditions is satisfied:
(i) b ≥ 0 if p ≥ q,
(ii) b > 1/p − 1/q if p < q.
Note that in the periodic setting the additional assumptions Jf (p0) <∞ (respec-
tively, Jf (p0) < ∞ and Jf (p) < ∞) given in Theorem 4.16 (respectively, Theorem
4.18) are superfluous because we have that Lp1(T) →֒ Lp0(T), p0 < p1.
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5. Characterizations and embedding theorems for lacunary Fourier
series
5.1. Characterization of spaces Bs,bp,q(Rd), F
s,b
p.q (Rd), and B
s,b
p,q(Rd). In this sec-
tion, we deal with lacunary Fourier series, that is, Fourier series of the form
(5.1) W (x) ∼
∞∑
j=3
bje
iλjx1 for x = (x1, . . . , xd) ∈ Rd,
where {bj}j∈N ⊂ C and {λj}j∈N is formed by positive integers for which there exists
λ such that
λj+1
λj
> λ > 1, j ∈ N.
Let ψ ∈ S(Rd)\{0} be a fixed function satisfying
(5.2) supp ψ̂ ⊂ {ξ : |ξ| ≤ 2}
and let L be the set
L = {ψW :W given by (5.1)}.
Throughout this section λj = 2
j − 2, j ≥ 3. It is not hard to check that
(5.3) (ϕj f̂)
∨(x) = bje
iλjx1ψ(x) for f ∈ L,
where ϕj is defined by (2.8). Then, we are in a position to obtain the following
characterizations of the Besov and Triebel-Lizorkin norms of functions from the
class L in terms of their Fourier coefficients.
Proposition 5.1. Let 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and s, b ∈ R. Then
(5.4) ‖f‖
Bs,bp,q(Rd)
≍ ‖f‖
F s,bp,q (Rd)
≍
 ∞∑
j=3
(2js(1 + j)b|bj|)q
1/q
for all f ∈ L.
In particular, if 1 < p <∞ then
(5.5) ‖f‖Lp(Rd) ≍
 ∞∑
j=3
|bj |2
1/2 for f ∈ L
or, more generally,
(5.6) ‖f‖
Hs,bp (Rd)
≍
 ∞∑
j=3
(2js(1 + j)b|bj |)2
1/2 for f ∈ L.
Remark 5.2. (i) It follows from (5.4)-(5.6) that the norms of L-functions in Besov,
Triebel-Lizorkin, Lebesgue, and Sobolev spaces do not depend on p. In particular,
(5.5) implies the Zygmund–type property ‖f‖Lp1 (Rd) ≍ ‖f‖Lp2 (Rd), f ∈ L, for p1 6= p2
(see, e.g., [Gra, Theorem 3.7.4]).
(ii) Note that the equivalence constants hidden in (5.4)-(5.6) depend on the
Lp(R
d) norm of the chosen function ψ in the definition of the class L.
The corresponding characterization for spaces Bs,bp,q(Rd) is given as follows.
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Theorem 5.3. Let 1 < p <∞, 0 < q ≤ ∞, and b ∈ R. Assume that f ∈ L. Then
(5.7) ‖f‖
B
s,b
p,q(Rd)
≍
 ∞∑
j=3
2jsq(1 + j)bq|bj |q
1/q if s > 0
and
(5.8) ‖f‖
B
0,b
p,q(Rd)
≍
 ∞∑
j=3
(1 + j)bq
 ∞∑
k=j
|bk|2
q/2

1/q
.
Remark 5.4. (i) If the right-hand sides in (5.7) and (5.8) are finite then
∑∞
j=3 |bj |2 <
∞ which is equivalent to f ∈ Lp(Rd) (see (5.5)).
(ii) The case of interest in (5.8) is when b ≥ −1/q if q < ∞ (b > 0 if q = ∞).
Otherwise, it is easy to check that both sides in (5.8) are equivalent to ‖f‖Lp(Rd)
(see (5.5)).
(iii) In the case s = 0, unlike the case s > 0 (see (1.3)), the characterizations of
the spaces Bs,bp,qRd) and B
s,b
p,q(Rd) are different (cf. (5.4) and (5.8)).
We start with the definition of the de la Valle´e-Poussin operator. For R > 0, let
ηR be the de la Valle´e-Poussin operator, that is, ηR is defined on Lp(R
d) by
(5.9) (ηRf)
∧(ξ) = η
( |ξ|
R
)
f̂(ξ)
where η ∈ C∞[0,∞) with η(u) = 1 if u ≤ 1 and η(u) = 0 if u ≥ 3/2. We have (see,
for example, [N, Section 8.6]) that
(5.10) ‖f − ηRf‖Lp(Rd) . ER(f)Lp(Rd),
where ER(f)Lp(Rd) is the best approximation of f ∈ Lp(Rd) by entire functions of
spherical exponential type R.
Note that Corollary 10.14 below together with (5.10) allows us to derive
(5.11) ‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
 ∞∑
j=0
2jsq(1 + j)bq‖f − η2jf‖qLp(Rd)
1/q .
Proof of Theorem 5.3. Let W be a function whose Fourier series expansion satisfies
(5.1) and let ψ ∈ S(Rd)\{0} be such that (5.2) holds. By using assumptions on ψ
and η, it is plain to check that
(5.12) η2jf(x) =
j∑
k=3
bke
iλkx1ψ(x) for j ≥ 3.
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Inserting (5.12) into (5.11) and applying (5.5) we get
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
 ∞∑
j=3
2jsq(1 + j)bq
∥∥∥ ∞∑
k=j+1
bke
iλkx1ψ
∥∥∥q
Lp(Rd)
1/q
≍
 ∞∑
j=3
2jsq(1 + j)bq
 ∞∑
k=j
|bk|2
q/2

1/q
.(5.13)
This proves (5.8) when s = 0.
Suppose now that s > 0. If q ≥ 2 we can apply Hardy’s inequality (2.44) in
(5.13) to derive
‖f‖
B
s,b
p,q(Rd)
.
 ∞∑
j=3
2jsq(1 + j)bq|bj |q
1/q .
If q < 2, we have
‖f‖q
B
s,b
p,q(Rd)
.
∞∑
j=3
2jsq(1 + j)bq
∞∑
k=j
|bk|q .
∞∑
k=3
2ksq(1 + k)bq|bk|q.

Remark 5.5. If b > −1/q the characterization (5.8) for the norms of lacunary Fourier
series in the spaces B0,bp,q(Rd) can also be shown by using their Fourier-analytical
description given in Lemma 3.2. Indeed, by (5.3), we have
‖f‖
B
0,b
p,q(Rd)
≍
(
∞∑
j=3
[
(1 + j)b
∥∥∥( ∞∑
k=j
|(ϕk f̂)∨(·)|2
)1/2∥∥∥
Lp(Rd)
]q)1/q
= ‖ψ‖Lp(Rd)
 ∞∑
j=3
(1 + j)bq
 ∞∑
k=j
|bk|2
q/2

1/q
.
5.2. Embeddings of B0,bp,q(Rd) in Lp(R
d). First, we recall that
(5.14)
B0,bp,q(R
d) →֒ Lp(Rd) ⇐⇒

b ≥ 0 if 0 < q ≤ min{2, p},
b > 1/p − 1/q if 1 < p ≤ 2 and p < q ≤ ∞,
b > 1/2 − 1/q if 2 < p <∞ and 2 < q ≤ ∞,
cf. (4.27). We will see that this result can be extended to a bigger range of the
logarithmic smoothness b when we deal with functions from the L class. Moreover,
we observe that assuming additional conditions on the growth of Fourier coefficients
of functions W given by (5.1) implies even bigger range of the parameter b.
Let us introduce the subclass Lwm of L, which consists of those functions from L
such that the sequences {bj}j∈N in (5.1) satisfy the weak monotone condition (4.44),
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that is,
L
wm =
ψW :W (x1, . . . , xd) ∼
∞∑
j=3
bje
iλjx1 , |bj | . |bn| for n ≤ j ≤ 2n
 .
Here, ψ ∈ S(Rd)\{0} is a fixed function with (5.2). For more detail on weak mono-
tone sequence see [LTZ].
Theorem 5.6. Let 1 < p <∞, and 0 < q ≤ ∞. Then
(5.15) L ∩B0,bp,q(Rd) →֒ Lp(Rd) ⇐⇒
 b ≥ 0 if q ≤ 2,
b > 1/2− 1/q if 2 < q
and
(5.16) Lwm ∩B0,bp,q(Rd) →֒ Lp(Rd) ⇐⇒
 b ≥ 1/2− 1/q if q ≤ 2,
b > 1/2− 1/q if 2 < q.
Remark 5.7. Note that the integrability parameter p is not important when we
investigate the embedding B0,bp,q(Rd) →֒ Lp(Rd) for L and Lwm functions (see (5.15)
and (5.16)), but it only involves the relationships between q, 2, and b. This is in
sharp contrast to the general case given in (5.14). In particular, working with
functions from the L class (respectively, Lwm class), one can extend the range of b
given in (5.14) for which this embedding holds when p < min{2, q} (respectively,
min{p, q} < 2).
Proof of Theorem 5.6. We start by showing the if-part in (5.15). Assume first that
q ≤ 2 and b ≥ 0. Then, using (5.4) and (5.5), we obtain
‖f‖Lp(Rd) ≍
 ∞∑
j=3
|bj|2
1/2 ≤
 ∞∑
j=3
(1 + j)bq|bj |q
1/q ≍ ‖f‖
B0,bp,q(Rd)
,
which yields the desired result. On the other hand, in the case 2 < q and b >
1/2− 1/q the result follows from Ho¨lder’s inequality.
Next we show the only-if-part in (5.15). If q > 2 we proceed by contradiction.
We distinguish two possible cases. Firstly, we assume that b = 1/2 − 1/q. Then,
putting
(5.17) {bj}j∈N = {(1 + j)−b−1/q(1 + log j)−β}j∈N, 1/q < β ≤ 1/2,
and
(5.18) f(x) ∼ ψ(x)
∞∑
j=3
bje
i(2j−2)x1 , x ∈ Rd,
(with ψ ∈ S(Rd)\{0} satisfying (5.2)), we have by (5.4) and (5.5) that
‖f‖q
B0,bp,q(Rd)
≍
∞∑
j=3
(1 + log j)−βq
1
1 + j
<∞
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but
‖f‖2Lp(Rd) ≍
∞∑
j=3
(1 + log j)−2β
1
1 + j
=∞.
Whence, this example shows that L ∩ B0,bp,q(Rd) 6 →֒ Lp(Rd). Further, if we assume
that b < 1/2 − 1/q we arrive at a contradiction applying the trivial embedding
B
0,1/2−1/q
p,q (Rd) →֒ B0,bp,q(Rd) together with the previous case.
Assume now that L ∩ B0,bp,q(Rd) →֒ Lp(Rd) holds for q ≤ 2. This implies that
b ≥ 0. Indeed, for every n ≥ 3, we introduce
fn(x) ∼ ψ(x)
n∑
j=3
2jei(2
j−2)x1 , x ∈ Rd.
By our assumption,
2n ≍
( n∑
j=3
22j
)1/2
≍ ‖fn‖Lp(Rd) . ‖fn‖B0,bp,q(Rd) ≍
( n∑
j=3
2jq(1 + j)bq
)1/q
≍ 2n(1 + n)b
for n ≥ 3, which yields that b ≥ 0. This completes the proof of (5.15).
Next we prove (5.16). Assume that b ≥ 1/2 − 1/q and 2 ≥ q. Let f ∈ Lwm.
Applying monotonicity properties, we get
‖f‖Lp(Rd) ≍
( ∞∑
j=3
|bj |2
)1/2
.
(
|b3|2 +
∞∑
j=2
2j |b2j |2
)1/2
≤
(
|b3|q +
∞∑
j=2
2j(b+1/q)q|b2j |q
)1/q
.
( ∞∑
j=3
(1 + j)bq|bj |q
)1/q
≍ ‖f‖
B0,bp,q(Rd)
,
which implies the embedding of the left-hand side in (5.16). On the other hand,
if 2 < q and b > 1/2 − 1/q the embedding is a direct consequence of the Ho¨lder’s
inequality. Hence, the if-part in (5.16) is shown.
Finally, we obtain the only-if-part in (5.16). Suppose that Lwm ∩ B0,bp,q(Rd) →֒
Lp(R
d). We shall distinguish two cases. Firstly, if q ≤ 2 we consider the functions
gn(x) ∼ ψ(x)
n∑
j=3
ei(2
j−2)x1 , x ∈ Rd, n ≥ 3.
Note that gn ∈ Lwm. Then
n1/2 ≍ ‖gn‖Lp(Rd) . ‖gn‖B0,bp,q(Rd) ≍ n
b+1/q
for n ≥ 3, which yields that b+ 1/q − 1/2 ≥ 0.
Secondly, assume that q > 2. We observe that the Fourier series (5.18) with {bj}
given by (5.17) belongs to Lwm. Then, the proof by contradiction given above to
show that L ∩ B0,bp,q(Rd) 6 →֒ Lp(Rd) for b ≤ 1/2 − 1/q and q > 2 also allows us to
derive the counterpart for the Lwm class.

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5.3. Embeddings between F s,bp,q (Rd) and B
s,b
p,q(Rd). Let 1 < p < ∞, 0 < q ≤ ∞,
and −∞ < b < ∞. It is an immediate consequence of the characterizations (5.4)
that
(5.19) L ∩ F s,bp,q (Rd) = L ∩Bs,bp,q(Rd) for s ∈ R
and, in particular,
(5.20) L ∩Hs,bp (Rd) = L ∩Bs,bp,2(Rd) for s ∈ R.
If s > 0 then (see (1.3))
L ∩ F s,bp,q (Rd) = L ∩Bs,bp,q(Rd) and L ∩Hs,bp (Rd) = L ∩Bs,bp,2(Rd)
(compare also (5.4) and (5.6) with (5.7)). Moreover, the characterizations of smooth-
ness spaces obtained in Subsection 5.1 will allow us to refine the classical embeddings
given in Proposition 1.1 for the L class. To be more precise, the range of the param-
eter q for which these embeddings hold is bigger if we restrict ourselves to functions
with lacunary Fourier series.
Proposition 5.8. Let 1 < p < ∞, 0 < q, r ≤ ∞, and −∞ < s, b < ∞. Then we
have
(i) L ∩ F s,bp,r (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ r,
(ii) L ∩Bs,bp,q(Rd) →֒ F s,bp,r (Rd) if and only if q ≤ r,
(iii) L ∩ F s,bp,r (Rd) = L ∩Bs,bp,q(Rd) if and only if r = q.
If, in addition, s > 0 then
(iv) L ∩ F s,bp,r (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ r,
(v) L ∩Hs,bp (Rd) →֒ Bs,bp,q(Rd) if and only if q ≥ 2,
(vi) L ∩Bs,bp,q(Rd) →֒ F s,bp,r (Rd) if and only if q ≤ r,
(vii) L ∩Bs,bp,q(Rd) →֒ Hs,bp (Rd) if and only if q ≤ 2,
(viii) L ∩ F s,bp,r (Rd) = L ∩Bs,bp,q(Rd) if and only if r = q,
(ix) L ∩Hs,bp (Rd) = L ∩Bs,bp,q(Rd) if and only if 2 = q.
Proof. Let us show (i). Assume first that q ≥ r. Then, the inequality ∞∑
j=3
(2js(1 + j)b|bj |)q
1/q ≤
 ∞∑
j=3
(2js(1 + j)b|bj |)r
1/r
together with the characterizations (5.4) yield that L ∩ F s,bp,r (Rd) →֒ Bs,bp,q(Rd).
Conversely, suppose that
‖f‖
Bs,bp,q(Rd)
. ‖f‖
F s,bp,r (Rd)
for all f ∈ L.
In particular, taking
fn(x) ∼ ψ(x)
n∑
j=3
2−js(1 + j)−beiλjx1 , x ∈ Rd, n ≥ 3,
where ψ ∈ S(Rd)\{0} is a fixed function such that (5.2) holds, we derive
‖fn‖Bs,bp,q(Rd) . ‖fn‖F s,bp,r (Rd), n ≥ 3.
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These estimates together with (5.4) yield that n1/q . n1/r uniformly in n ≥ 3, or
equivalently, r ≤ q. This finishes the proof of (i).
The proof of (ii) follows the same lines as above and is left to the reader. Putting
together (i) and (ii), we obtain (iii). Finally, we note that the statements (iv)–(ix)
are special cases of (i)–(iii) for s > 0 (see (1.3) and (1.6)).

5.4. Embeddings between F 0,bp,q (Rd) and B
0,b
p,q(Rd). In this subsection we deal
with embeddings between F 0,bp,q (Rd) and B
0,b
p,q(Rd). More precisely, for L-functions we
improve the range of the parameter q for which the embeddings obtained in Theorem
3.1 hold. Moreover, we prove that this range is sharp with the help of Hardy’s and
Copson’s inequality with weights. Let {aj}j∈N and {bj}j∈N be sequences of non-
negative numbers and let 0 < p, q ≤ ∞. The Hardy’s inequality claims that there
exists C > 0 such that
(5.21)
 ∞∑
j=1
(
aj
∞∑
k=j
bkxk
)q1/q ≤ C
 ∞∑
j=1
xpj
1/p
for all non-negative sequences {xj}j∈N. In particular, the inequalities (2.43) and
(2.44) are special cases of (5.21).
Conversely, the Copson’s inequality asserts that
(5.22)
 ∞∑
j=1
(
aj
∞∑
k=j
bkxk
)q1/q ≥ C
 ∞∑
j=1
xpj
1/p
for all non-negative sequences {xj}j∈N.
A complete characterization of those {aj}j∈N and {bj}j∈N for which (5.21) and
(5.22) hold, was obtained by Bennett [Ben2, Ben3] and Grosse-Erdmann [Gro, Chap-
ter 3]. For later use, we write down a special case of (5.21) and (5.22) in Lemmas
5.9 and 5.10 below, respectively. For the proofs, we refer to [Gro, (9.2ix’), p. 55 and
Theorem 10.4, p. 60].
Lemma 5.9 (Hardy’s inequality; 0 < q < p ≤ 1). Let 0 < q < p ≤ 1. The
inequality (5.21) holds if and only if
∞∑
j=1
aqj
( j∑
k=1
aqk
)r/p
sup
k≥j
brk <∞,
where 1/r = 1/q − 1/p.
Lemma 5.10 (Copson’s inequality; 1 ≤ p < q < ∞). Let 1 ≤ p < q < ∞ and∑∞
j=1 a
q
j =∞. The inequality (5.22) holds if and only if
∞∑
j=1
aqj+1
( j+1∑
k=1
aqk
)−1( j∑
k=1
aqk
)−r/q
sup
k≤j
b−rk <∞,
where 1/r = 1/p − 1/q.
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Theorem 5.11. Let 1 < p <∞, 0 < q, r ≤ ∞, and b > −1/q. Then
(5.23) L ∩ F 0,b+1/q+1/2−1/max{r,2}p,r (Rd) →֒ B0,bp,q(Rd) if and only if q ≥ r,
and
(5.24) L ∩B0,bp,q(Rd) →֒ F 0,b+1/q+1/2−1/min{r,2}p,r (Rd) if and only if q ≤ r.
In particular,
(5.25) L ∩ F 0,b+1/min{2,q}p,q (Rd) →֒ L ∩B0,bp,q(Rd) →֒ L ∩ F 0,b+1/max{q,2}p,q (Rd).
Proof. Let q ≥ r. We consider two cases. Assume first that r ≤ 2. By using (5.8),
(5.4) and Minkowski’s inequality with q/r ≥ 1, we obtain
‖f‖
B
0,b
p,q(Rd)
≍
 ∞∑
j=3
(1 + j)bq
( ∞∑
k=j
|bk|2
)q/21/q ≤
 ∞∑
j=3
(1 + j)bq
( ∞∑
k=j
|bk|r
)q/r1/q
≤
 ∞∑
k=3
( k∑
j=3
(1 + j)bq
)r/q
|bk|r
1/r . ‖f‖
F
0,b+1/q
p,r (Rd)
,
i.e., the embedding given in (5.23) follows.
Suppose now that 2 < r. We take β such that 1/2−1/r < β < 1/2−1/r+b+1/q.
For j ≥ 3, we have( ∞∑
k=j
|bk|2
)1/2
. (1 + j)−β+1/2−1/r
( ∞∑
k=j
(1 + k)βr|bk|r
)1/r
.
Combining this estimate and (5.8) and applying Minkowski’s inequality, we derive
‖f‖
B
0,b
p,q(Rd)
.
 ∞∑
j=3
(1 + j)(b−β+1/2−1/r)q
( ∞∑
k=j
(1 + k)βr|bk|r
)q/r1/q
.
(
∞∑
k=3
(1 + k)(b+1/q+1/2−1/r)r |bk|r
)1/r
.
Therefore, the embedding in (5.23) follows from (5.4).
Conversely, let us show that if
(5.26) L ∩ F 0,b+1/q+1/2−1/max{r,2}p,r (Rd) →֒ B0,bp,q(Rd)
then q ≥ r. We will proceed by contradiction, that is, assume q < r. We distinguish
two possible cases. Firstly, if 2 ≤ r, we let
bj = (1 + j)
−(b+1/q+1/2)(1 + log j)−δ , j ∈ N,
where 1/r < δ < 1/q. Thus, it follows from (5.4) and (5.8) that the Fourier series
f(x) ∼ ψ(x)∑∞j=3 bjei(2j−2)x1 , x ∈ Rd, where ψ ∈ S(Rd)\{0} with (5.2), belongs to
F
0,b+1/q+1/2−1/r
p,r (Rd) but not to B
0,b
p,q(Rd). This leads to a contradiction.
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Secondly, suppose that 2 > r. We notice that, by (5.4) and (5.8), the embedding
(5.26) can be rewritten as ∞∑
j=3
(
(1 + j)2b
∞∑
k=j
|bk|2
)q/22/q ≤ C
 ∞∑
j=3
((1 + j)2(b+1/q)|bj |2)r/2
2/r
for all {bj}j∈N. Since 0 < q2 < r2 < 1, Lemma 5.9 yields that
∞∑
j=3
(1 + j)bq
( j∑
k=1
(1 + k)bq
) q
r−q
sup
k≥j
k−
(bq+1)r
r−q <∞,
or equivalently,
∑∞
j=3
1
j <∞, which is not true. This completes the proof of (5.23).
The proof of (5.24) can be done in a similar way but now using Lemma 5.10.
The rigorous details can be safely left to the reader. 
Letting r = 2 in the previous theorem we obtain the following improvement of
Corollary 3.4.
Corollary 5.12. Let 1 < p <∞, 0 < q ≤ ∞, and b > −1/q. Then
(5.27) L ∩H0,b+1/qp (Rd) →֒ B0,bp,q(Rd) if and only if q ≥ 2
and
(5.28) L ∩B0,bp,q(Rd) →֒ H0,b+1/qp (Rd) if and only if q ≤ 2.
In particular,
(5.29) L ∩B0,bp,q(Rd) = L ∩H0,b+1/qp (Rd) if and only if q = 2.
Remark 5.13. In Propositions 7.2 and 7.6 below we will show that ξ = b + 1/q in
H0,ξp (Rd) is the best possible exponent of the logarithmic smoothness for which the
embeddings (5.27) and (5.28) hold, respectively.
5.5. Embeddings between B0,bp,q(Rd) and B
0,b
p,q(Rd). Let 1 < p < ∞, 0 < q ≤ ∞,
and b > −1/q. Recall that (cf. (1.4))
(5.30) B0,b+1/min{2,p,q}p,q (R
d) →֒ B0,bp,q(Rd) →֒ B0,b+1/max{2,p,q}p,q (Rd).
The goal of this subsection is to show that these embeddings can be sharpened
when we work with the L class, that is, the loss of logarithmic smoothness is less
than 1/min{2, p, q} (respectively, 1/max{2, p, q}) in the left-hand side embedding
(respectively, right-hand side embedding) in (5.30).
Theorem 5.14. Let 1 < p <∞, 0 < q ≤ ∞, and b > −1/q. Then
(5.31) L ∩B0,b+1/min{2,q}p,q (Rd) →֒ L ∩B0,bp,q(Rd) →֒ L ∩B0,b+1/max{2,q}p,q (Rd).
In particular, we have
(5.32) L ∩B0,b+1/qp,q (Rd) = L ∩B0,bp,q(Rd) if and only if q = 2.
Remark 5.15. The fact that L∩B0,b+1/2p,2 (Rd) = L∩B0,bp,2(Rd) also follows from (5.20)
and (5.29).
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Proof of Theorem 5.14. The embeddings (5.31) are direct consequences of (5.25) and
(5.19). Hence it only remains to show the only-if-part of (5.32). Suppose that 2 < q.
Let
bj = (1 + j)
−β , j ∈ N,
where max{b+2/q, 1/2} < β < b+1/q +1/2. Thus, applying the characterizations
(5.4) and (5.8) to the Fourier series f(x) ∼ ψ(x)∑∞j=3 bjei(2j−2)x1 , x ∈ Rd, where
ψ ∈ S(Rd)\{0} with (5.2), we obtain that f ∈ B0,b+1/qp,q (Rd), but f 6∈ B0,bp,q(Rd). We
arrive at the contradiction. The case 2 > q can be treated similarly. 
5.6. Characterization of spaces Bs,bp,q(T), F
s,b
p,q (T), and B
s,b
p,q(T). Our goal in this
subsection is to establish the periodic counterparts of results stated in Sections 7.1-
7.5. We start by recalling the definition of lacunary sequences.
Fixing λ > 1, we say that a = {an}n∈N is lacunary, a ∈ l, if there is λ > 1 such
that
(5.33) an = 0 for all n 6= λj , j = 0, 1, . . . .
The following result extends the famous Zygmund property on lacunary series for
various smoothness spaces.
Proposition 5.16. Let 1 < p < ∞, 0 < q ≤ ∞, and s, b ∈ R. Let f ∈ L1(T) be
such that
f(x) ∼
∞∑
n=1
(an cosnx+ bn sinnx) with a, b ∈ l.
Then
(5.34) ‖f‖
Bs,bp,q(T)
≍ ‖f‖
F s,bp,q (T)
≍
 ∞∑
j=0
(
λjs(1 + j)b(|aλj |+ |bλj |)
)q1/q .
In particular, we have
(5.35) ‖f‖Lp(T) ≍
 ∞∑
j=0
(|aλj |+ |bλj |)2
1/2
or, more generally,
(5.36) ‖f‖
Hs,bp (T)
≍
 ∞∑
j=0
(
λjs(1 + j)b(|aλj |+ |bj |)
)21/2 .
Remark 5.17. Relation (5.35) was proved by Zygmund [Zy, Chapter V]. Note that
it holds for any 0 < p < ∞. As in the case of Lebesgue spaces, we see that Besov,
Triebel-Lizorkin, and Sobolev norms of lacunary Fourier series are independent of
the integrability parameter p.
The proof of Proposition 5.16 is an immediate consequence of the following equiv-
alent decompositions of Besov and Triebel-Lizorkin spaces which extend (2.11) and
(2.13) from the usual resolution of unity {ϕj}j∈N0 with (2.7) and (2.8) to more gen-
eral resolutions of unity in Rd. We refer to [Tr83, Remark 3, p. 46] for further
details.
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Lemma 5.18. Let 1 < p <∞, 0 < q ≤ ∞, and s, b ∈ R. Assume that λ > 1. Then
there exists a resolution of unity {ϕλj }j∈N0 ⊂ S(Rd) satisfying
supp ϕλ0 ⊂ {x ∈ Rd : |x| ≤ λ},
supp ϕλj ⊂ {x ∈ Rd : λj−1 ≤ |x| ≤ λj+1} if j = 1, 2, . . .
for which
‖f‖
Bs,bp,q(T)
≍
 ∞∑
j=0
λjsq(1 + j)bq
∥∥∥ ∞∑
k=−∞
ϕλj (k)f̂(k)e
ikx
∥∥∥q
Lp(T)
1/q
and
‖f‖
F s,bp,q (T)
≍
∥∥∥∥∥∥∥
 ∞∑
j=0
(
λjs(1 + j)b
∣∣∣ ∞∑
k=−∞
ϕλj (k)f̂(k)e
ikx
∣∣∣)q
1/q
∥∥∥∥∥∥∥
Lp(T)
.
Let 1 < p <∞. It follows from (5.35) that
(5.37) E∗n(f)Lp(T) ≍ ‖f − Sn−1(f)‖Lp(T) ≍
(
∞∑
k=n
(|ak|+ |bk|)2
)1/2
where E∗n(f)Lp(T) is given by (4.52).
Theorem 5.19. Let 1 < p < ∞, 0 < q ≤ ∞, and −∞ < b < ∞. Let f ∈ L1(T) be
such that
f(x) ∼
∞∑
n=1
(an cosnx+ bn sinnx) with a, b ∈ l.
If s > 0 then
(5.38) ‖f‖
B
s,b
p,q(T)
≍
 ∞∑
j=0
λjsq(1 + j)bq(|aλj |+ |bλj |)q
1/q .
In the case s = 0 we have
(5.39) ‖f‖
B
0,b
p,q(T)
≍
 ∞∑
j=0
(1 + j)b( ∞∑
k=j
(|aλk |+ |bλk |)2
)1/2q1/q .
Remark 5.20. (i) The convergence of the sums in (5.38) and (5.39) yield that∑∞
j=0(|aλj |+ |bλj |)2 <∞, and then, by (5.35), f ∈ Lp(T).
(ii) The interesting case in (5.39) is when b ≥ −1/q if q < ∞ (b > 0 if q = ∞).
Otherwise, both terms in (5.39) are equivalent to ‖f‖Lp(T) (see (5.35)).
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Proof of Theorem 5.19. Using Lemma 4.29 and relation (5.37), we derive that
‖f‖
B
s,b
p,q(T)
≍
 ∞∑
j=0
(λjs(1 + j)bE∗λj (f)Lp(T))
q
1/q + ‖f‖Lp(T)
≍
 ∞∑
j=0
λjs(1 + j)b( ∞∑
k=j
(|aλk |+ |bλk |)2
)1/2q1/q ,(5.40)
where we used (5.35) in the last estimate. Hence, (5.39) holds. Relation (5.38)
easily follows from (5.40) by Hardy’s inequality (q ≥ 2) (see (2.44)) and by ℓq →֒ ℓ2
(q < 2).

We are now in a position to establish the periodic counterparts of Proposition
5.8 and Theorem 5.11. The proofs follow along the same lines as the proofs of
Proposition 5.8 and Theorem 5.11 but now using Proposition 5.16 and Theorem
5.19.
Proposition 5.21. Let 1 < p < ∞, 0 < q, r ≤ ∞, and −∞ < s, b < ∞. Then we
have
(i) l ∩ F s,bp,r (T) →֒ Bs,bp,q(T) if and only if q ≥ r,
(ii) l ∩Bs,bp,q(T) →֒ F s,bp,r (T) if and only if q ≤ r,
(iii) l ∩ F s,bp,r (T) = l ∩Bs,bp,q(T) if and only if r = q.
If, in addition, s > 0, then
(iv) l ∩ F s,bp,r (T) →֒ Bs,bp,q(T) if and only if q ≥ r,
(v) l ∩Hs,bp (T) →֒ Bs,bp,q(T) if and only if q ≥ 2,
(vi) l ∩Bs,bp,q(T) →֒ F s,bp,r (T) if and only if q ≤ r,
(vii) l ∩Bs,bp,q(T) →֒ Hs,bp (T) if and only if q ≤ 2,
(viii) l ∩ F s,bp,r (T) = l ∩Bs,bp,q(T) if and only if r = q,
(ix) l ∩Hs,bp (T) = l ∩Bs,bp,q(T) if and only if 2 = q.
Theorem 5.22. Let 1 < p <∞, 0 < q, r ≤ ∞, and b > −1/q. Then
l ∩ F 0,b+1/q+1/2−1/max{r,2}p,r (T) →֒ B0,bp,q(T) if and only if q ≥ r
and
l ∩B0,bp,q(T) →֒ F 0,b+1/q+1/2−1/min{r,2}p,r (T) if and only if q ≤ r.
In particular,
l ∩ F 0,b+1/min{q,2}p,q (T) →֒ l ∩B0,bp,q(T) →֒ l ∩ F 0,b+1/max{q,2}p,q (T).
Corollary 5.23. Let 1 < p <∞, 0 < q ≤ ∞, and b > −1/q. Then
l ∩H0,b+1/qp (T) →֒ B0,bp,q(T) if and only if q ≥ 2
and
l ∩B0,bp,q(T) →֒ H0,b+1/qp (T) if and only if q ≤ 2.
In particular,
l ∩B0,bp,q(T) = l ∩H0,b+1/qp (T) if and only if q = 2.
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Remark 5.24. Using Proposition 5.16 and Theorem 5.19 one can also obtain the
periodic counterparts of Theorems 5.6 and 5.14. We leave details to the reader.
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6. Optimality of Propositions 1.2 and 1.3
In this section we will prove that the conditions given in Propositions 1.2 and
1.3 are indeed necessary. This will be done with the help of the characterizations of
the norms of smoothness spaces for lacunary Fourier series obtained in Section 5.
Proposition 6.1. Let 1 < p < ∞, 0 < q0, q1 ≤ ∞, and −∞ < s0, s1, b0, b1 < ∞.
Then, we have
(6.1) Bs0,b0p,q0 (R
d) →֒ Bs1,b1p,q1 (Rd)
if and only if one of the following conditions is valid
(i) s0 > s1,
(ii) s0 = s1, q0 ≤ q1, and b0 ≥ b1,
(iii) s0 = s1, q0 > q1, and b0 +
1
q0
> b1 +
1
q1
.
The similar assertions hold for F -spaces as well as for periodic B- and F -spaces.
Proof. The if-part is covered by Proposition 1.2. Next we rely on lacunary Fourier
series
(6.2) f(x) ∼
∞∑
j=3
bje
i(2j−2)x1ψ(x), x = (x1, . . . , xd) ∈ Rd,
where ψ ∈ S(Rd)\{0} with (5.2), and we will choose specific examples of sequences
of complex numbers {bj}j∈N in (6.2) showing that the embedding (6.1) does not
hold if the conditions (i), (ii), and (iii) are not satisfied.
Assume first that s0 < s1. Let 0 < ε < s1 − s0, and bj = 2−j(s0+ε), j ∈ N.
According to Proposition 5.1, we have
‖f‖q0
B
s0,b0
p,q0
(Rd)
≍
∞∑
j=3
2−jεq0(1 + j)b0q0 <∞
and
‖f‖q1
B
s1,b1
p,q1
(Rd)
≍
∞∑
j=3
2j(s1−s0−ε)q1(1 + j)b1q1 =∞.
Hence, (6.1) does not hold.
Assume that s = s0 = s1 and q0 ≤ q1. Let ε > 0. For N ≥ 3, we put
bj,N =
 2
−j(s−ε) , j ≤ N,
0 , j > N.
Applying Proposition 5.1 to fN , where fN denotes the Fourier series (6.2) with
coefficients {bj,N}j∈N, we arrive at
‖fN‖Bs,b0p,q0 (Rd) ≍
 N∑
j=3
2jεq0(1 + j)b0q0
1/q0 ≍ 2Nε(1 +N)b0
and
‖fN‖Bs,b1p,q1 (Rd) ≍
 N∑
j=3
2jεq1(1 + j)b1q1
1/q1 ≍ 2Nε(1 +N)b1 .
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If (6.1) holds then we have necessarily b0 ≥ b1.
Finally we treat the case s = s0 = s1, q0 > q1, and b0 + 1/q0 ≤ b1 + 1/q1. Using
trivial embeddings between Besov spaces, it suffices to show that (6.1) is not true in
the limiting case b0 + 1/q0 = b1 + 1/q1. Let bj = 2
−js(1 + j)−(b0+1/q0)(1 + log j)−β
where 1/q0 < β < 1/q1. Applying again Proposition 5.1, it can easily be checked
that (6.2) belongs to Bs,b0p,q0(R
d) but not to Bs,b1p,q1(R
d).
Note that the above arguments also work with F -spaces, periodic B-spaces and
periodic F -spaces.

Remark 6.2. Working with function spaces on Rd, Proposition 6.1 can also be proved
by wavelet arguments which, allow us to obtain embeddings for function spaces via
those for sequence spaces. See [Alm] and [Tr10, Section 3.4.2].
Proposition 6.3. Let 1 < p < ∞, 0 < q0, q1 ≤ ∞, s0, s1 ≥ 0, and −∞ < b0, b1 <
∞ (bi ≥ −1/qi if si = 0, i = 0, 1). Then, we have
(6.3) Bs0,b0p,q0 (R
d) →֒ Bs1,b1p,q1 (Rd)
if and only if one of the following conditions is valid
(i) s0 > s1,
(ii) s0 = s1 > 0, q0 ≤ q1, and b0 ≥ b1,
(iii) s0 = s1 > 0, q0 > q1, and b0 +
1
q0
> b1 +
1
q1
,
(iv) s0 = s1 = 0, b0 +
1
q0
> b1 +
1
q1
,
(v) s0 = s1 = 0, b0 +
1
q0
= b1 +
1
q1
, and q0 ≤ q1.
The corresponding assertion for periodic B-spaces holds.
Proof. The if-part is covered by Proposition 1.3. So in what follows we restrict
ourselves to the only-if-parts. For this purpose we use the lacunary Fourier series
f given in (6.2). Firstly, assume that 0 < s0 < s1. We argue as in the proof of
Proposition 6.1 to show that f with bj = 2
−j(s0+ε), j ∈ N, where 0 < ε < s1 − s0,
belongs to Bs0,b0p,q0 (R
d) but not to Bs1,b1p,q1 (R
d). Next, we deal with the case s0 = 0 < s1.
We define bj = (1+ j)
−β with β > 1/2 + b0 + 1/q0. Then, by Theorem 5.3, we have
‖f‖q0
B
0,b0
p,q0
(Rd)
≍
∞∑
j=3
(1 + j)b0q0
 ∞∑
k=j
(1 + k)−2β
q0/2 ≍ ∞∑
j=3
(1 + j)(b0−β+1/2)q0 <∞
and
‖f‖q1
B
s1,b1
p,q1
(Rd)
≍
∞∑
j=3
2js1q1(1 + j)(b1−β)q1 =∞.
This shows that f ∈ B0,b0p,q0(Rd) but f 6∈ Bs1,b1p,q1 (Rd). Consequently, if (6.3) holds then
s0 ≥ s1 ≥ 0.
Suppose now that s0 = s1 = s ≥ 0. If s = 0, we distinguish two possible cases.
Assume first that s = 0 and b0 + 1/q0 < b1 + 1/q1. We put bj = (1 + j)
−β where
1/2 + b0 + 1/q0 < β < 1/2 + b1 + 1/q1. Using again Theorem 5.3, we obtain
‖f‖q0
B
0,b0
p,q0
(Rd)
≍
∞∑
j=3
(1 + j)b0q0
 ∞∑
k=j
(1 + k)−2β
q0/2 ≍ ∞∑
j=3
(1 + j)(b0−β+1/2)q0 <∞
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and
‖f‖q1
B
0,b1
p,q1
(Rd)
≍
∞∑
j=3
(1 + j)(b1−β+1/2)q1 =∞.
These estimates give us the desired counterexample.
Secondly, let s0 = s1 = s = 0 and b0 + 1/q0 = b1 + 1/q1 > 0. Then the
boundedness of (6.3) implies q0 ≤ q1. Indeed, if q0 > q1, we can define the lacunary
Fourier series f (see (6.2)) with Fourier coefficients
bj = (1 + j)
−(1/2+b0+1/q0)(1 + log j)−β , where 1/q0 < β < 1/q1.
Then, Theorem 5.3 yields that
‖f‖q0
B
0,b0
p,q0
(Rd)
≍
∞∑
j=3
(1 + j)b0q0
 ∞∑
k=j
(1 + k)−2(1/2+b0+1/q0)(1 + log k)−β2
q0/2
≍
∞∑
j=3
(1 + log j)−βq0
1
1 + j
<∞
where we have used that b0+1/q0 > 0 in the second estimate. Analogously, we have
‖f‖q1
B
0,b1
p,q1
(Rd)
≍
∞∑
j=3
(1 + log j)−βq1
1
1 + j
=∞.
This contradicts our assumption. Hence, we have shown that q0 ≤ q1. Furthermore,
the case s0 = s1 = 0 and b0 + 1/q0 = b1 + 1/q1 = 0 can be treated analogously.
Finally, if s0 = s1 = s > 0 then we may proceed similarly to the proof of
Proposition 6.1 to show that (ii) and (iii) are necessary conditions. 
Remark 6.4. Our approach can also be applied to derive the optimality of fur-
ther embedding results. For instance, invoking Theorem 4.6 we can easily obtain
the characterization of continuous embeddings between Besov spaces with different
metrics and constant differential dimension (i.e., s0− dp0 = s1− dp1 ). More precisely,
let 2dd+1 < p0 ≤ p1 < ∞, 0 < q0, q1 ≤ ∞,−∞ < s0, s1, b0, b1 < ∞. Suppose that
s0 − dp0 = s1 − dp1 . Then, we have
(6.4) Bs0,b0p0,q0(R
d) →֒ Bs1,b1p1,q1(Rd)
if and only if one of the following conditions is valid
(i) q0 ≤ q1 and b0 ≥ b1,
(ii) q0 > q1 and b0 +
1
q0
> b1 +
1
q1
.
The same result also holds for periodic Besov spaces. Note that (6.4) consists of
a generalization of the Sobolev embedding given in Proposition 1.4(i). Further, in
the special case where p0 = p1 and so, s0 = s1, the previous characterization covers
Proposition 6.1. A completely different method characterizing (6.4) was previously
proposed by Leopold [Leo98, Theorem 1]. In this paper, the assumption 2dd+1 < p0
can be relaxed to cover the full range of parameters.
Further, we can apply Theorem 4.8 to obtain the sharpness of the Sobolev embed-
ding theorem for Sobolev spaces. More specifically, let 2dd+1 < p0 < p1 < ∞,−∞ <
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s0, s1, b0, b1 <∞. Suppose that s0 − dp0 = s1 − dp1 . Then, we have
Hs0,b0p0 (R
d) →֒ Hs1,b1p1 (Rd) ⇐⇒ b0 ≥ b1.
See also [CaH, Proposition 5.3].
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7. Optimality of embeddings between Sobolev and Besov spaces with
smoothness close to zero
In Theorem 4.13 and Corollary 5.12, we have shown that (b > −1/q)
(7.1) ĜM
d ∩H0,b+1/qp (Rd) →֒ B0,bp,q(Rd) if q ≥ p
and
(7.2) L ∩H0,b+1/qp (Rd) →֒ B0,bp,q(Rd) if q ≥ 2.
Let us prove that ξ = b+1/q is the best possible logarithmic smoothness parameter
in Sobolev spaces H0,ξp (Rd) for embeddings (7.1) and (7.2) to hold.
Proposition 7.1. Let 2dd+1 < p < ∞, p ≤ q ≤ ∞, and b > −1/q. For any ε > 0,
there is a function f ∈ ĜMd ∩H0,b+1/q−εp (Rd) such that f 6∈ B0,bp,q(Rd).
Proof. Set
F0(t) = t
−d+d/p(1 + | log t|)−β , t > 0,
where β is chosen such that max{1/p, b+1/q+1/p− ε} < β < b+1/q+1/p. Define
the function f(x) = f0(|x|), where f0 is given by (4.6). On the one hand, noting
that F0 ∈ GM and(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tdp−d−1(1 + log t)(b+1/q−ε)pF p0 (t)dt
)1/p
<∞,
Theorem 4.8 implies that f ∈ H0,b+1/q−εp (Rd). On the other hand, since∫ ∞
1
(1 + log t)bq
(∫ ∞
t
udp−d−1F p0 (u)du
)q/p dt
t
≍
∫ ∞
1
(1 + log t)(b−β+1/p)q
dt
t
=∞,
(4.9) yields that f 6∈ B0,bp,q(Rd).

Proposition 7.2. Let 1 < p <∞, 2 ≤ q ≤ ∞, and b > −1/q. For any ε > 0, there
is a function f ∈ L ∩H0,b+1/q−εp (Rd) such that f 6∈ B0,bp,q(Rd).
Proof. We choose δ satisfying that max{1/2, b+1/q +1/2− ε} < δ < b+1/q +1/2
and put {bj}j∈N = {(1 + j)−δ}j∈N. We define
W (x) ∼
∞∑
j=3
bje
i(2j−2)x1 , x ∈ Rd,
and f = ψW , where the function ψ ∈ S(Rd)\{0} fulfills (5.2). It follows from (5.6)
that f ∈ H0,b+1/q−εp (Rd) because
∞∑
j=3
((1 + j)b+1/q−ε|bj|)2 =
∞∑
j=3
(1 + j)(b+1/q−δ−ε)2 <∞.
However, f 6∈ B0,bp,q(Rd) since
‖f‖q
B
0,b
p,q(Rd)
≍
∞∑
j=3
(1 + j)bq
 ∞∑
k=j
|bk|2
q/2 ≍ ∞∑
j=3
(1 + j)(b−δ+1/2)q =∞,
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where we have used (5.8). 
It is worth mentioning that Propositions 7.1 and 7.2 also yield the optimal-
ity of the embeddings (7.1) and (7.2) in the setting of generalized Sobolev spaces
Hs,b,Ψp (Rd). Let us recall the definition of the spaces H
s,b,Ψ
p (Rd).
A function Ψ is said to be slowly varying on (0,∞) if for each ε > 0, the function
tεΨ(t) is equivalent to an increasing function and the function t−εΨ(t) is equivalent
to a decreasing function. We denote by SV the class formed by all slowly varying
functions on (0,∞).
Examples of SV functions are powers of logarithms ℓα(t), α ∈ R, compositions
of appropriate log functions, the ℓA(t) functions introduced in (2.18), e| log t|
α
with
α ∈ (0, 1), etc. For further examples of SV functions, as well as some of their
properties, we refer the interested reader to [BGT] and [EE].
Let 1 < p < ∞,−∞ < s, b < ∞, and Ψ ∈ SV . The Sobolev space Hs,b,Ψp (Rd)
consists of all f ∈ S ′(Rd) such that
‖f‖
Hs,b,Ψp (Rd)
= ‖((1+ |x|2)s/2(1+ log(1+ |x|2))bΨ(1+ log(1+ |x|2))f̂)∨‖Lp(Rd) <∞.
In particular, if Ψ ≡ 1 we recover the spaces Hs,bp (Rd) (cf. (2.12)).
The following sharpness assertions hold.
Proposition 7.3. Let 2dd+1 < p < ∞, p ≤ q ≤ ∞, and b > −1/q. Let Ψ ∈ SV . For
any ε > 0, there is a function f ∈ ĜMd ∩H0,b+1/q−ε,Ψp (Rd) such that f 6∈ B0,bp,q(Rd).
Proposition 7.4. Let 1 < p < ∞, 2 ≤ q ≤ ∞, and b > −1/q. Let Ψ ∈ SV . For
any ε > 0, there is a function f ∈ L ∩H0,b+1/q−ε,Ψp (Rd) such that f 6∈ B0,bp,q(Rd).
Propositions 7.3 and 7.4 are simple consequences of Propositions 7.1 and 7.2,
respectively, due to the trivial embedding
Hs,b0p (R
d) →֒ Hs,b1,Ψp (Rd) whenever b0 > b1.
Similarly one can deal with the sharpness of the logarithmic parameter of Sobolev
spaces in the converse embeddings
ĜM
d ∩B0,bp,q(Rd) →֒ H0,b+1/qp (Rd) if q ≤ p
and
L ∩B0,bp,q(Rd) →֒ H0,b+1/qp (Rd) if q ≤ 2,
obtained in Theorem 4.13 and Corollary 5.12, respectively.
Proposition 7.5. Let 2dd+1 < p <∞, q ≤ p, and b > −1/q. For any ε > 0, there is
a function f ∈ ĜMd ∩B0,bp,q(Rd) such that f 6∈ H0,b+1/q+εp (Rd).
Proof. Let
F0(t) = t
−d+d/p(1 + | log t|)−β , t > 0,
where b+1/q+1/p < β ≤ b+1/q+1/p+ε. Define the function f(x) = f0(|x|), where
f0 is given by (4.6). Applying Theorems 4.2 and 4.8, we obtain that f ∈ B0,bp,q(Rd)
but f /∈ H0,b+1/q+εp (Rd). 
Proposition 7.6. Let 1 < p < ∞, q ≤ 2, and b > −1/q. For any ε > 0, there is a
function f ∈ L ∩B0,bp,q(Rd) such that f 6∈ H0,b+1/q+εp (Rd).
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Proof. Put
{bj}j∈N = {(1 + j)−δ}j∈N
with b + 1/q + 1/2 < δ ≤ b + 1/q + 1/2 + ε. Let f = ψW , where ψ ∈ S(Rd)\{0}
satisfies (5.2) and the Fourier series of W is given by
∞∑
j=3
bje
i(2j−2)x1 , x ∈ Rd.
Therefore, Proposition 5.1 and Theorem 5.3 imply that f ∈ B0,bp,q(Rd)\H0,b+1/q+εp (Rd).

Analogously to Propositions 7.3 and 7.4, we write down the corresponding results
to Propositions 7.5 and 7.6.
Proposition 7.7. Let 2dd+1 < p < ∞, q ≤ p, and b > −1/q. Let Ψ ∈ SV . For any
ε > 0, there is a function f ∈ ĜMd ∩B0,bp,q(Rd) such that f 6∈ H0,b+1/q+ε,Ψp (Rd).
Proposition 7.8. Let 1 < p < ∞, q ≤ 2, and b > −1/q. Let Ψ ∈ SV . For any
ε > 0, there is a function f ∈ L ∩B0,bp,q(Rd) such that f 6∈ H0,b+1/q+ε,Ψp (Rd).
Propositions 7.1, 7.2, 7.5, and 7.6 imply the following optimality result, which
complements Corollary 3.4.
Theorem 7.9. Let 2dd+1 < p <∞, 0 < q ≤ ∞, and b > −1/q.
(i) If max{p, 2} ≤ q, then
H0,ξp (R
d) →֒ B0,bp,q(Rd) if and only if ξ ≥ b+
1
q
.
(ii) If q ≤ min{p, 2}, then
B0,bp,q(R
d) →֒ H0,ξp (Rd) if and only if ξ ≤ b+
1
q
.
Part (i) follows from Propositions 7.1 and 7.2 and part (ii) from Propositions 7.5
and 7.6. In particular, we see that ξ = b+1/q is an optimal parameter in embeddings
(3.9) and (3.10).
We finish this section by showing another sharpness assertions (see (3.12)–(3.14)).
Theorem 7.10. Let 2dd+1 < p <∞, 0 < q ≤ ∞, b > −1/q, and ξ ∈ R. Then
(7.3) H0,b+1/qp (R
d) →֒ B0,bp,q(Rd) if and only if q ≥ max{p, 2},
(7.4) B0,bp,q(R
d) →֒ H0,b+1/qp (Rd) if and only if q ≤ min{p, 2},
and
(7.5) B0,bp,q(R
d) = H0,ξp (R
d) if and only if p = q = 2 and ξ = b+ 1/2.
Proof. The if-parts of (7.3), (7.4) and (7.5) were already proved in Corollary 3.4.
Then it remains to show their only-if-parts. Concerning (7.3) and (7.4), they follow
immediately from Theorem 4.13 and Corollary 5.12.
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We proceed to the only-if-part in (7.5), that is, let us show that if B0,bp,q(Rd) =
H0,ξp (Rd) then p = q = 2 and ξ = b + 1/2. For 0 < s < 1, applying (1.3), (2.37),
(2.26), Lemma 2.2(i) (with α = 0) and (2.25), we get
Bs,(1−s)ξp,q (R
d) = (H0,ξp (R
d),W 1p (R
d))s,q = (B
0,b
p,q(R
d),W 1p (R
d))s,q
= ((Lp(R
d),W 1p (R
d))(0,b),q,W
1
p (R
d))s,q = (Lp(R
d),W 1p (R
d))s,q;(1−s)(b+1/q)
= Bs,(1−s)(b+1/q)p,q (R
d).
This implies that ξ = b + 1/q (see Proposition 6.3). Hence, we have B0,bp,q(Rd) =
H
0,b+1/q
p (Rd). Applying now (4.35) and (5.29) we get q = p and q = 2, respectively.
This finishes the proof.

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8. Comparison between different kinds of smoothness spaces involving
only logarithmic smoothness
Throughout this section we shall assume that 1 < p <∞ and 0 < q ≤ ∞, unless
otherwise stated. Suppose further that q ≥ max{p, 2}. It follows from (1.4) and
Corollary 3.4 that the following embeddings hold
(8.1) H0,b+1/qp (R
d) ∪B0,b+1/min{2,p}p,q (Rd) →֒ B0,bp,q(Rd) →֒ B0,b+1/qp,q (Rd).
Here, b > −1/q.
Our goal in this section is to prove the sharpness of (8.1). In more detail, we will
see that the spaces H
0,b+1/q
p (Rd) and B
0,b+1/min{2,p}
p,q (Rd) are not comparable and
the embedding B0,bp,q(Rd) →֒ B0,b+1/qp,q (Rd) is strict. Fig. 3 illustrates the embeddings
(8.1) and results of Propositions 8.1 and 8.2 below.
B0,bp,q(Rd)
H
0,b+ 1
q
p (Rd) B
0,b+ 1
min{2,p}
p,q (Rd)
B
0,b+ 1
q
p,q (Rd)
Fig. 3: Relationships between the Besov and Sobolev spaces involving only logarithmic
smoothness in the case q ≥ max{p, 2}.
We start by showing that the spaces H
0,b+1/q
p (Rd) and B
0,b+1/min{2,p}
p,q (Rd) are
not comparable except the case p = q = 2, cf. (1.6) and Proposition 1.1.
Proposition 8.1. Let q ≥ max{p, 2}(q > 2 if p = 2) and −∞ < b <∞. Then
(i) H
0,b+1/q
p (Rd) is not continuously embedded into B
0,b+1/min{2,p}
p,q (Rd),
(ii) if 2dd+1 < p < ∞ then B
0,b+1/min{2,p}
p,q (Rd) is not continuously embedded into
H
0,b+1/q
p (Rd).
Proof. Assume first that p < 2 and let us prove (i). LetW be the Fourier series given
by (5.1) with {bj}j∈N = {(1 + j)−b−1/q−β}j∈N, 1/2 < β < 1/p, and put f = ψW ,
where ψ ∈ S(Rd)\{0} satisfies (5.2). On the one hand, using (5.6), we derive that
f ∈ H0,b+1/qp (Rd) because
‖f‖2
H
0,b+1/q
p (Rd)
≍
∞∑
j=3
((1 + j)b+1/q|bj |)2 =
∞∑
j=3
(1 + j)−2β <∞.
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On the other hand, f 6∈ B0,b+1/pp,q (Rd) since
‖f‖q
B
0,b+1/p
p,q (Rd)
≍
∞∑
j=3
((1 + j)b+1/p|bj |)q =
∞∑
j=3
(1 + j)(1/p−1/q−β)q =∞,
where we have used (5.4). This shows (i).
Conversely, we construct a function f which belongs to B
0,b+1/p
p,q (Rd) but not to
H
0,b+1/q
p (Rd). Let ε > 0 and 1/q < η ≤ 1/p. For t > 0, set
F0(t) =
 t
−d+d/p+ε , 0 < t < 1,
t−d+d/p(1 + log t)−(b+1/p+1/q)(1 + log(1 + log t))−η , t ≥ 1,
and f̂(x) = F0(|x|), x ∈ Rd. It is clear that F0 ∈ GM . Furthermore,(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tdq−dq/p−1(1 + log t)(b+1/p)qF q0 (t)dt
)1/q
<∞
and by Theorem 4.6 we get that f ∈ B0,b+1/pp,q (Rd). However, in light of Theorem
4.8 and∫ ∞
1
tdp−d−1(1 + log t)(b+1/q)pF p0 (t)dt =
∫ ∞
1
(1 + log(1 + log t))−ηp
dt
t(1 + log t)
=∞,
we arrive at f 6∈ H0,b+1/qp (Rd). Thus, (ii) holds.
Now assume that p ≥ 2. First, we will show (ii), that is, there exist functions
from the space B
0,b+1/2
p,q (Rd) but not from H
0,b+1/q
p (Rd). As an example take the
lacunary Fourier series associated to sequences
{bj}j∈N = {(1 + j)−b−1/2−1/q(1 + log j)−δ}j∈N, 1/q < δ < 1/2.
Indeed, we have
∞∑
j=3
((1 + j)b+1/2|bj |)q =
∞∑
j=3
(1 + log j)−δq
1
1 + j
<∞
and
∞∑
j=3
((1 + j)b+1/q |bj|)2 =
∞∑
j=3
(1 + log j)−δ2
1
1 + j
=∞
and the result follows from (5.4) and (5.6).
Finally, we are going to prove (i), that is,
(8.2) H0,b+1/qp (R
d) 6 →֒ B0,b+1/2p,q (Rd).
This will be done by contradiction. Let us assume that H
0,b+1/q
p (Rd) is continuously
embedded into B
0,b+1/2
p,q (Rd). For ν ∈ N0, we define (F0)ν(t) = χ(0,2ν)(t), t > 0.
Then(∫ 1
0
tdp−d−1(F0)
p
ν(t)dt
)1/p
+
(∫ ∞
1
tdp−d−1(1 + log t)(b+1/q)p(F0)
p
ν(t)dt
)1/p
≍ 2νd(1−1/p)(1 + ν)b+1/q(8.3)
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and(∫ 1
0
tdp−d−1(F0)
p
ν(t)dt
)1/p
+
(∫ ∞
1
tdq−dq/p−1(1 + log t)(b+1/2)q(F0)
q
ν(t)dt
)1/q
≍ 2νd(1−1/p)(1 + ν)b+1/2.(8.4)
Therefore, applying Theorems 4.6 and 4.8 and estimates (8.3) and (8.4) we derive
that
2νd(1−1/p)(1 + ν)b+1/2 . 2νd(1−1/p)(1 + ν)b+1/q for all ν ∈ N0,
which contradicts the condition q > 2. 
Next we show that the right-hand side embedding in (8.1), that is, B0,bp,q(Rd) →֒
B
0,b+1/q
p,q (Rd), is strict, except the case q = p = 2 where these spaces coincide (cf.
(1.5)).
Proposition 8.2. Let 2dd+1 < p < ∞, q ≥ max{p, 2}(q > 2 if p = 2) and b > −1/q.
Then B
0,b+1/q
p,q (Rd) is not continuously embedded into B
0,b
p,q(Rd).
Proof. Let us assume that q > p. Let f be the radial function such that f̂(x) =
F0(|x|), x ∈ Rd, where
F0(t) =
 t
−d+d/p+ε , 0 < t < 1,
t−d+d/p(1 + log t)−(b+1/q+β) , t ≥ 1,
with ε > 0 and max{1/q, 1/p − b− 1/q} < β < 1/p. We have(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tdq−dq/p−1(1 + log t)(b+1/q)qF q0 (t)dt
)1/q
<∞
and∫ ∞
1
(1 + log t)bq
(∫ ∞
t
udp−d−1F p0 (u)du
)q/p dt
t
≍
∫ ∞
1
(1 + log t)(1/p−1/q−β)q
dt
t
=∞.
Then, applying Theorems 4.2 and 4.6, we derive that f ∈ B0,b+1/qp,q (Rd) and f 6∈
B0,bp,q(Rd).
In the remaining case where q = p > 2 one can proceed as follows. We consider
the function f = ψW , where ψ ∈ S(Rd)\{0} with (5.2) and
W (x) ∼
∞∑
j=3
(1 + j)−(b+1/p+ε)ei(2
j−2)x1 , x ∈ Rd,
where max{1/p, 1/2 − 1/p − b} < ε ≤ 1/2. Using Proposition 5.1 and Theorem 5.3
we obtain ‖f‖p
B
0,b+1/p
p,p (Rd)
≍
∞∑
j=3
(1 + j)−εp <∞ and
‖f‖p
B
0,b
p,p(Rd)
≍
∞∑
j=3
(1 + j)bp
 ∞∑
k=j
(1 + k)−(b+1/p+ε)2
p/2 =∞.

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The rest of this section refers to relationships between smoothness spaces with
classical smoothness zero when q ≤ min{p, 2}. Recall that, under this assumption,
taking into account (1.4) and Corollary 3.4, we have that
B0,b+1/qp,q (R
d) →֒ B0,bp,q(Rd) →֒ B0,b+1/max{2,p}p,q (Rd) ∩H0,b+1/qp (Rd), b > −1/q.
Applying similar arguments to those used in the proofs of Propositions 8.1 and
8.2, one can show that the spaces H
0,b+1/q
p (Rd) and B
0,b+1/max{2,p}
p,q (Rd) are not
comparable and, moreover, the embedding B
0,b+1/q
p,q (Rd) →֒ B0,bp,q(Rd) is strict.
B
0,b+ 1
q
p,q (Rd)B
0,b
p,q(Rd) B
0,b+ 1
max{2,p}
p,q (Rd)H
0,b+ 1
q
p (Rd)
Fig. 4: Relationships between the Besov and Sobolev spaces involving only logarithmic
smoothness in the case q ≤ min{p, 2}.
Analogues of Propositions 8.1 and 8.2 read as follows.
Proposition 8.3. Let q ≤ min{p, 2}(q < 2 if p = 2) and −∞ < b <∞. Then
(i) H
0,b+1/q
p (Rd) is not continuously embedded into B
0,b+1/max{2,p}
p,q (Rd),
(ii) if 2dd+1 < p < ∞ then B
0,b+1/max{2,p}
p,q (Rd) is not continuously embedded into
H
0,b+1/q
p (Rd),
(iii) if b > −1/q, then B0,bp,q(Rd) is not continuously embedded into B0,b+1/qp,q (Rd).
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9. Optimality of embeddings between Besov spaces
The goal of the subsequent Sections 9.1 and 9.2 is to show some sharpness asser-
tions with respect to smoothness parameters involved in the corresponding embed-
dings. Section 9.3 deals with optimality of embedding theorems for various Besov
spaces, namely B0,bp,q(Rd), B
0,b+ 1
2
p,q (Rd), and B
s,b+ξ(p,q)
p,q (Rd), for various p, q and ξ(p, q)
being either 1/max(p, q) or 1/min(p, q). The proofs of these results will be given in
Sections 9.5-9.10 and based on applications of results obtained in Sections 4 and 5
together with new interpolation formulas and duality properties, which will be given
in Section 9.4.
9.1. Optimality of embeddings with smoothness near zero. Let us recall
that
(9.1) B0,b+1/min{2,p,q}p,q (R
d) →֒ B0,bp,q(Rd)
and
(9.2) B0,bp,q(R
d) →֒ B0,b+1/max{2,p,q}p,q (Rd),
see (1.4). Here, 1 < p <∞, 0 < q ≤ ∞, and b > −1/q.
The next result provides the sharpness of embeddings (9.1).
Proposition 9.1. For any ε > 0, there is a function f ∈ B0,b+1/min{2,p,q}−εp,q (Rd)
such that f 6∈ B0,bp,q(Rd) in any of the following cases:
(a) 2dd+1 < p <∞, 0 < q ≤ ∞, b > −1/q, and p = min{2, p, q}.
(b) 1 < p <∞, 0 < q ≤ ∞, b > −1/q, and 2 = min{2, p, q}.
(c) 1 < p <∞, 0 < q ≤ ∞, b > −1/q, and q = min{2, p, q}.
The corresponding result for (9.2) reads as follows.
Proposition 9.2. Let 1 < p <∞, 0 < q ≤ ∞, and b > −1/q. For any ε > 0, there
is a function f ∈ B0,bp,q(Rd) such that f 6∈ B0,b+1/max{2,p,q}+εp,q (Rd).
Remark 9.3. (i) Note that Propositions 9.1 and 9.2 were already obtained in [CDT,
Remark 5.7] but only for the case when p = min{2, p, q} and p = max{2, p, q},
respectively. The method used there is based on wavelet decompositions for Besov
spaces.
(ii) It follows from Propositions 9.1 and 9.2 that the embeddings (9.1) and (9.2)
are also optimal in the setting of Besov spaces of generalized smoothness. Before
we state the precise sharpness assertions, let us recall the definition of Besov spaces
of generalized smoothness (see, e.g., [Mou], [HM], [FL]). Let 1 < p < ∞, 0 <
q ≤ ∞,−∞ < s, b < ∞, and Ψ ∈ SV . Then, the space Bs,b,Ψp,q (Rd) consists of all
f ∈ S ′(Rd) for which
(9.3) ‖f‖
Bs,b,Ψp,q (Rd)
=
 ∞∑
j=0
(
2js(1 + j)bΨ(1 + j)‖(ϕj f̂)∨‖Lp(Rd)
)q1/q <∞.
Note that if Ψ(t) = ℓξ(t), ξ ∈ R, then we get the spaces Bs,b,ξp,q (Rd) (see (3.20)). In
particular, if ξ = 0 then we recover the spaces Bs,bp,q(Rd) .
Now we are ready to state
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Proposition 9.4. Let Ψ ∈ SV . For any ε > 0, there is a function f ∈ B0,b+1/min{2,p,q}−ε,Ψp,q (Rd)
such that f 6∈ B0,bp,q(Rd) in any of the following cases:
(a) 2dd+1 < p <∞, 0 < q ≤ ∞, b > −1/q, and p = min{2, p, q}.
(b) 1 < p <∞, 0 < q ≤ ∞, b > −1/q, and 2 = min{2, p, q}.
(c) 1 < p <∞, 0 < q ≤ ∞, b > −1/q, and q = min{2, p, q}.
Proposition 9.5. Let 1 < p < ∞, 0 < q ≤ ∞, and b > −1/q. Let Ψ ∈ SV . For
any ε > 0, there is a function f ∈ B0,bp,q(Rd) such that f 6∈ B0,b+1/max{2,p,q}+ε,Ψp,q (Rd).
Both Propositions 9.4 and 9.5 are simple corollaries from Propositions 9.1 and
9.2, respectively, taking into account that
Bs,b0p,q (R
d) →֒ Bs,b1,Ψp,q (Rd) →֒ Bs,b2p,q (Rd) for b0 > b1 > b2.
Embeddings (9.1) and (9.2) yield that B0,b2,2(R
d) = B
0,b+1/2
2,2 (R
d); see (1.5). Our
next result establishes that this is indeed the only possible case where both ap-
proaches to introduce Besov spaces with smoothness zero coincide. This answers a
conjecture of W. Sickel [Si].
Theorem 9.6. Let 2dd+1 < p <∞, 0 < q ≤ ∞, b > −1/q, and ξ ∈ R. Then
B0,bp,q(R
d) = B0,ξp,q(R
d) if and only if p = q = 2 and ξ = b+ 1/2.
9.2. Optimality of Sobolev embeddings for B0,bp,q(Rd). This subsection deals
with the Sobolev embeddings for B0,bp,q(Rd) given in Theorem 3.6. That is, let 1 <
p0 < p < p1 <∞,−∞ < s1 < 0 < s0 <∞, 0 < q ≤ ∞, and b > −1/q. Assume that
(9.4) s0 − d
p0
= −d
p
= s1 − d
p1
.
Then
(9.5) Bs0,b+1/min{p,q}p0,q (R
d) →֒ B0,bp,q(Rd)
and
(9.6) B0,bp,q(R
d) →֒ Bs1,b+1/max{p,q}p1,q (Rd).
Now we present the following assertions showing that both (9.5) and (9.6) are
sharp.
Proposition 9.7. For any ε > 0, there is a function f ∈ Bs0,b+1/min{p,q}−εp0,q (Rd)
such that f 6∈ B0,bp,q(Rd) in any of the following cases:
(a) 2dd+1 < p <∞, 0 < q ≤ ∞, b > −1/q, and p = min{p, q}.
(b) 1 < p <∞, 0 < q ≤ ∞, b > −1/q, and q = min{p, q}.
Proposition 9.8. For any ε > 0, there is a function f ∈ B0,bp,q(Rd) such that f 6∈
B
s1,b+1/max{p,q}+ε
p1,q (R
d) in any of the following cases:
(a) 2dd+1 < p <∞, 0 < q ≤ ∞, b > −1/q, and p = max{p, q}.
(b) 1 < p <∞, 0 < q <∞, b > −1/q, and q = max{p, q}.
Remark 9.9. Similarly to Remark 9.3(ii), one can establish the corresponding sharp-
ness assertions to Propositions 9.7 and 9.8 for Besov spaces of generalized smoothness
(cf. (9.3)).
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Another important question is to study the limiting case of (9.5) when p = ∞,
which corresponds to the critical smoothness s0 = d/p0 (cf. (9.4)). In particular, in
[HBook, Remark 9.11], Haroske posed the following question: Let 0 < p0 ≤ ∞ and
0 < q ≤ 1. Is it true that there exists 0 < r <∞ such that
(9.7) Bd/p0p0,q (R
d) →֒ B0,0∞,r(Rd)?
Note that if r =∞ the answer is affirmative by using B0,0∞,∞(Rd) = L∞(Rd) and the
well-known fact that
(9.8) Bd/p0p0,q (R
d) →֒ L∞(Rd) if and only if 0 < p0 ≤ ∞, 0 < q ≤ 1;
see Lemma 11.13 below.
However, if r < ∞ then (9.7) fails to hold as it was proved in [MNP, Theorem
3.5] with the help of atomic decompositions.
As can be seen in the book by Haroske [HBook, Section 9.2], a lift argument is use-
ful to achieve sharp embeddings for Besov spaces in the borderline case s0 = d/p0+1.
However, this approach does not work for the case s0 = d/p0. Hence, it would be de-
sirable to give a new lifting argument that can be applied to investigate embedding
(9.7) and complements the decomposition method given in [MNP]. Accordingly, we
propose below such a lifting approach based on limiting interpolation which allows
us to switch from s0 = d/p0 to the well-known case d/p0 < s0 < d/p0 + 1.
Let us assume that there is 0 < r <∞ such that
(9.9) Bd/p0p0,q (R
d) →֒ B0,0∞,r(Rd).
Let d/p0 < s0 < d/p0 + 1. Then, there exists θ ∈ (0, 1) such that s0 = (1 − θ) dp0 +
θ
(
d
p0
+ 1
)
. Since the following embedding holds (see [HBook, Proposition 7.15(i)])
Bd/p0+1p0,q (R
d) →֒ Lip(Rd) ≡ Lip(1,0)∞,∞(Rd),
one can apply the interpolation property to derive
(9.10) (Bd/p0p0,q (R
d), Bd/p0+1p0,q (R
d))θ,q →֒ (B0,0∞,r(Rd),Lip(Rd))θ,q.
By Lemma 2.3 we have (B
d/p0
p0,q (R
d), B
d/p0+1
p0,q (R
d))θ,q = B
s
p0,q(R
d). Concerning the
target space in (9.10), we use (2.26), (2.32), (2.25) and (1.3) to get
(B0,0∞,r(R
d),Lip(Rd))θ,q = ((L∞(R
d),W 1∞(R
d))(0,0),r, (L∞(R
d),W 1∞(R
d))(1,0),∞)θ,q
= (L∞(R
d),W 1∞(R
d))θ,q; 1−θ
r
= Bs0−d/p0,(1−θ)/r∞,q (R
d),
where we have applied [FS, Theorem 5.8] in the second equivalence. Therefore, we
obtain that
(9.11) Bs0p0,q(R
d) →֒ Bs0−d/p0,(1−θ)/r∞,q (Rd),
which contradicts [HBook, Theorem 9.2] because r 6= ∞ (see also (6.4)). Conse-
quently, embedding (9.9) does not hold true.
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9.3. Comparison between embeddings with smoothness near zero and
Sobolev embeddings. Combining (9.1) and (9.5) we arrive at
(9.12) B0,b+1/min{2,p,q}p,q (R
d) ∪Bs0,b+1/min{p,q}p0,q (Rd) →֒ B0,bp,q(Rd).
Here, 1 < p0 < p < ∞, 0 < q ≤ ∞, b > −1/q, and 0 < s0 < ∞ satisfying
s0 − d/p0 = −d/p. It is worth mentioning that if 2 ≥ min{p, q}, then (9.12) is
equivalent to
B0,b+1/min{2,p,q}p,q (R
d) →֒ B0,bp,q(Rd).
This follows from Remark 3.7(iv). Therefore, here we consider the nontrivial case
when 2 < min{p, q}. Under this assumption, we will show that the spacesB0,b+1/2p,q (Rd)
and B
s0,b+1/min{p,q}
p0,q (R
d) are not comparable and their union does not coincide with
B0,bp,q(Rd). Fig. 5 shows the sharpness assertions given in Proposition 9.10.
B0,bp,q(Rd)
B
s0,b+
1
min{p,q}
p0,q (R
d)B
0,b+ 1
2
p,q (Rd)
Fig. 5: Relationships between the Besov spaces B0,bp,q(R
d), B
0,b+1/2
p,q (Rd), and
B
s0,b+1/min{p,q}
p0,q (R
d) in the case 2 < min{p, q}.
Proposition 9.10. Let 1 < p0 < p < ∞, 0 < q ≤ ∞, b > −1/q, and 0 < s0 < ∞
with s0 − d/p0 = −d/p. Assume 2 < min{p, q}. The following assertions hold
(i) B
s0,b+1/min{p,q}
p0,q (R
d) is not continuously embedded into B
0,b+1/2
p,q (Rd),
(ii) B
0,b+1/2
p,q (Rd) is not continuously embedded into B
s0,b+1/min{p,q}
p0,q (R
d),
(iii) B
0,b+1/2
p,q (Rd) ∪Bs0,b+1/min{p,q}p0,q (Rd) 6= B0,bp,q(Rd).
Remark 9.11. Proposition 9.10(iii) is not necessarily true if we restrict to the GM
class. For example, if 2 < q = p, then
ĜM
d ∩ (B0,b+1/2p,p (Rd) ∪Bs0,b+1/pp0,p (Rd)) = ĜM
d ∩B0,b+1/pp,p (Rd) = ĜM
d ∩B0,bp,p(Rd),
where we have applied Theorem 4.16 and (4.37).
On the other hand, according to (9.2) and (9.6) we have
(9.13) B0,bp,q(R
d) →֒ B0,b+1/max{2,p,q}p,q (Rd) ∩Bs1,b+1/max{p,q}p1,q (Rd).
Here, 1 < p < p1 < ∞, 0 < q ≤ ∞, b > −1/q, and −∞ < s1 < 0 satisfying
s1 − d/p1 = −d/p. If 2 ≤ max{p, q}, then, by Remark 3.7(iv), (9.13) is equivalent
to
B0,bp,q(R
d) →֒ B0,b+1/max{2,p,q}p,q (Rd).
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Below we consider the most interesting case 2 > max{p, q}. We will show that
the spaces B
0,b+1/2
p,q (Rd) and B
s1,b+1/max{p,q}
p1,q (R
d) are not comparable and their in-
tersection differs from B0,bp,q(Rd). Fig. 6 illustrates the sharpness assertions given in
Proposition 9.12.
B0,bp,q(Rd) B
s1,b+
1
max{p,q}
p1,q (R
d)B
0,b+ 1
2
p,q (Rd)
Fig. 6: Relationships between the Besov spaces B0,bp,q(R
d), B
0,b+1/2
p,q (Rd), and
B
s1,b+1/max{p,q}
p1,q (R
d) in the case 2 > max{p, q}.
Proposition 9.12. Let 1 < p < p1 < ∞, 0 < q ≤ ∞, b > −1/q, and −∞ < s1 < 0
with s1 − d/p1 = −d/p. Assume 2 > max{p, q}. The following assertions hold
(i) B
s1,b+1/max{p,q}
p1,q (R
d) is not continuously embedded into B
0,b+1/2
p,q (Rd),
(ii) if 2dd+1 < p <∞ then B
0,b+1/2
p,q (Rd) is not continuously embedded
into B
s1,b+1/max{p,q}
p1,q (R
d),
(iii) B
0,b+1/2
p,q (Rd) ∩Bs1,b+1/max{p,q}p1,q (Rd) 6= B0,bp,q(Rd).
Remark 9.13. Proposition 9.12(iii) is not necessarily true if we restrict to the GM
class. For example, if 2 > q = p, then
ĜM
d ∩ (B0,b+1/2p,p (Rd) ∩Bs1,b+1/pp1,p (Rd)) = ĜM
d ∩B0,b+1/pp,p (Rd) = ĜM
d ∩B0,bp,p(Rd),
where we have used Theorem 4.16 and (4.37).
9.4. New interpolation formulas and duality theorems. To prove Proposi-
tions 9.1, 9.2, 9.7 and 9.8 and Theorem 9.6 we need to establish new interpolation
formulas (see Lemma 9.14 below). These formulas are interesting in themselves. For
the sake of completeness, we also recall some auxiliary results, such as the charac-
terizations of the dual spaces of Bs,bp,q(Rd) and B
0,b
p,q(Rd).
Some interpolation formulae for Besov spaces were already collected in Section
2.3. In particular, Lemma 2.4 concerns with interpolation of classical Besov spaces
with different integrability. Namely, let 1 < p0, p1 < ∞, p0 6= p1, 1 ≤ q0, q1 <
∞,−∞ < s0, s1 <∞, and 0 < θ < 1. Assume that
(9.14) s = (1− θ)s0 + θs1 and 1− θ
p0
+
θ
p1
=
1
p
=
1− θ
q0
+
θ
q1
.
Then we have
(9.15) (Bs0p0,q0(R
d), Bs1p1,q1(R
d))θ,p = B
s
p,p(R
d).
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We are going to extend the interpolation formula (9.15) to Besov spaces of gen-
eralized smoothness with the help of the lifting operator Jb given by
(9.16) Jbf =
( ∞∑
j=0
(1 + j)bϕj(ξ)f̂
)∨
, f ∈ S ′(Rd),
and its inverse (Jb)−1. Here −∞ < b < ∞ and {ϕj}j∈N0 is given by (2.7), (2.8).
According to [CaM, Proposition 3.2],
(9.17) Jb is an isomorphism from Bs,bp,q(Rd) onto Bsp,q(Rd)
for any 1 ≤ p ≤ ∞, 0 < q ≤ ∞ and −∞ < s <∞.
Lemma 9.14. Let 1 < p0, p1 < ∞, p0 6= p1, 1 ≤ q0, q1 < ∞,−∞ < s0, s1, b < ∞,
and 0 < θ < 1. Assume that (9.14) holds. Then we have
(Bs0,bp0,q0(R
d), Bs1,bp1,q1(R
d))θ,p = B
s,b
p,p(R
d).
Proof. By (9.17), we have
Jb : Bsi,bpi,qi(Rd) −→ Bsipi,qi(Rd), i = 0, 1.
Hence, using the interpolation property and (9.15), we get
(9.18) Jb : (Bs0,bp0,q0(Rd), Bs1,bp1,q1(Rd))θ,p −→ (Bs0p0,q0(Rd), Bs1p1,q1(Rd))θ,p = Bsp,p(Rd).
Since (Jb)−1 maps boundedly Bsp,p(Rd) into Bs,bp,p(Rd), it follows from (9.18) that
(Bs0,bp0,q0(R
d), Bs1,bp1,q1(R
d))θ,p →֒ Bs,bp,p(Rd).
Analogously, one can prove the reverse embedding, which completes the proof. 
As usual, we denote by A′ the dual space of a Banach space A.
The characterization of the dual spaces of Bs,bp,q(Rd) was studied in [Tr83, Theorem
2.11.2] and [FL, Theorem 3.1.10] (see also [CD3, p. 78]). It reads as follows.
Lemma 9.15. Let 1 < p <∞, 1 ≤ q <∞, and −∞ < s, b <∞. Then
(Bs,bp,q(R
d))′ = B−s,−bp′,q′ (R
d).
On the other hand, the dual space of B0,bp,q(Rd) was characterized in [CD3, The-
orem 4.3] with the help of the logarithmic Lipschitz spaces Lip
(1,−b)
p,q (Rd) (see (2.5))
and the lifting operator Iσ given in (4.21).
Lemma 9.16. Let 1 < p < ∞, 1 ≤ q < ∞, and b > −1/q. Then f belongs to
(B0,bp,q(Rd))′ if and only if I−1f belongs to Lip
(1,−b−1)
p′,q′ (R
d). Furthermore, we have
‖f‖
(B0,bp,q(Rd))′
≍ ‖I−1f‖Lip(1,−b−1)
p′,q′
(Rd)
.
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9.5. Proof of Proposition 9.1. Assume first that p = min{2, p, q} and p > 2dd+1 .
Let f be such that f̂(ξ) = F0(|ξ|) with
F0(t) = t
−d+d/p(1 + | log t|)−β , t > 0,
where max{1/p, b+ 1/q + 1/p − ε} < β < b+ 1/q + 1/p. We have(∫ 1
0
tdp−d−1F p0 (t)dt
)1/p
+
(∫ ∞
1
tdq−dq/p−1(1 + log t)(b+1/p−ε)qF q0 (t)dt
)1/q
≍
(∫ 1
0
(1− log t)−βpdt
t
)1/p
+
(∫ ∞
1
(1 + log t)(b+1/p−ε−β)q
dt
t
)1/q
<∞
which means, according to Theorem 4.6, that f ∈ B0,b+1/p−εp,q (Rd). However, using
(4.9) and∫ ∞
1
(1 + log t)bq
(∫ ∞
t
udp−d−1F p0 (u)du
)q/p dt
t
=
∫ ∞
1
(1 + log t)bq
(∫ ∞
t
(1 + log u)−βp
du
u
)q/p dt
t
≍
∫ ∞
1
(1 + log t)(b−β+1/p)q
dt
t
=∞
we derive that f 6∈ B0,bp,q(Rd). This proves the case (a).
Suppose now that 2 = min{2, p, q}. Set
{bj}j∈N0 = {(1 + j)−δ}j∈N0 , max{1/2, b + 1/q + 1/2− ε} < δ < b+ 1/q + 1/2,
and
W (x) ∼
∞∑
j=3
bje
i(2j−2)x1 , x ∈ Rd.
Let f = ψW with ψ ∈ S(Rd)\{0} satisfying (5.2). Applying (5.4), we obtain
‖f‖q
B
0,b+1/2−ε
p,q (Rd)
≍
∞∑
j=3
(1 + j)(b+1/2−ε)q |bj|q
=
∞∑
j=3
(1 + j)(b+1/2−ε−δ)q <∞
and by (5.8) we get
‖f‖q
B
0,b
p,q(Rd)
≍
∞∑
j=3
(1 + j)bq
 ∞∑
k=j
|bk|2
q/2
=
∞∑
j=3
(1 + j)bq
 ∞∑
k=j
(1 + k)−2δ
q/2
≍
∞∑
j=3
(1 + j)(b−δ+1/2)q =∞.
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So, f ∈ B0,b+1/2−εp,q (Rd)\B0,bp,q(Rd). The case (b) is shown.
It remains to show the case (c). This will be done by contradiction. Let us
assume that there is ε > 0 such that the embedding
(9.19) B0,b+1/q−εp,q (R
d) →֒ B0,bp,q(Rd)
holds. Let θ ∈ (0, 1). Then, by (2.36), (9.19), (2.29) and (1.3), we have
Bθ,(1−θ)(b+1/q−ε)p,q (R
d) = (B0,b+1/q−εp,q (R
d),W 1p )θ,q
→֒ (B0,bp,q(Rd),W 1p )θ,q = Bθ,(1−θ)(b+1/q)p,q (Rd),
which is not true (see Proposition 6.1).

9.6. Proof of Proposition 9.2. Similar ideas to those given in the proof of Propo-
sition 9.1 yield the desired results in the cases p = max{2, p, q} and 2 = max{2, p, q}.
For instance, if p = max{2, p, q} and the function f(x) is such that f̂(ξ) = F0(|ξ|)
with
F0(t) = t
−d+d/p(1 + | log t|)−β , t > 0,
where b+ 1/q + 1/p < β < b+ 1/q + 1/p + ε, then f ∈ B0,bp,q(Rd)\B0,b+1/p+εp,q (Rd).
If q = max{2, p, q} (and so, q > 1), let us assume that there exists ε > 0 such
that
(9.20) B0,bp,q(R
d) →֒ B0,b+1/q+εp,q (Rd).
Then, we note that B0,bp,q(Rd) is densely embedded into B
0,b+1/q+ε
p,q (Rd). Indeed, it is
clear that
Bsp,q(R
d) →֒ B0,bp,q(Rd) for any s > 0
and, by (2.23), Bsp,q(R
d) = Bsp,q(R
d) (see (1.3)) is dense in B
0,b+1/q+ε
p,q (Rd). Remark
also that B
0,b+1/q+ε
p,q (Rd) = (B−sp,q(R
d), Bsp,q(R
d))1/2,q;b+1/q+ε (cf. Lemma 2.3).
Taking duals in (9.20) and applying Lemmas 9.16 and 9.15, we derive that
(9.21)
‖I−1f‖Lip(1,−b−1)
p′,q′
(Rd)
≍ ‖f‖
(B0,bp,q(Rd))′
. ‖f‖
(B
0,b+1/q+ε
p,q (Rd))′
≍ ‖f‖
B
0,−b−1/q−ε
p′,q′
(Rd)
,
for all f ∈ B0,−b−1/q−εp′,q′ (Rd), where I−1f is the lifting operator given by (4.21).
Hence, one can rewrite (9.21) as
(9.22) I−1 : B
0,−b−1/q−ε
p′,q′ (R
d) −→ Lip(1,−b−1)p′,q′ (Rd).
Since idRd = I−1 ◦ I1, using Lemma 4.5, we obtain the embedding
(9.23) B
1,−b−1/q−ε
p′,q′ (R
d) →֒ Lip(1,−b−1)p′,q′ (Rd).
Let us show that (9.23) does not hold. Indeed, for 0 < s < 1, according to (2.34)
we have
Lip
(1,−b−1)
p′,q′ (R
d) = (Bsp′,q′(R
d),W 1p′(R
d))(1,−b−1),q′ .
Then, by the interpolation property, (9.23) and (1.3), we get
(9.24)
(Bsp′,q′(R
d), B
1,−b−1/q−ε
p′,q′ (R
d))θ,q′ →֒ (Bsp′,q′(Rd), (Bsp′,q′(Rd),W 1p′(Rd))(1,−b−1),q′)θ,q′
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for any 0 < θ < 1.
The left-hand side space in (9.24) can be computed by using Lemma 2.3. We
have
(Bsp′,q′(R
d), B
1,−b−1/q−ε
p′,q′ (R
d))θ,q′ = B
ξ,θ(−b−1/q−ε)
p′,q′ (R
d)
where ξ = (1− θ)s+ θ.
Next we deal with the right-hand side space in (9.24). Applying Lemma 2.2(ii)
with α = 0 and (2.36), we obtain
(Bsp′,q′(R
d), (Bsp′,q′(R
d),W 1p′(R
d))(1,−b−1),q′)θ,q′
= (Bsp′,q′(R
d),W 1p′(R
d))θ,q′;θ(−b−1+1/q′)
= B
ξ,θ(−b−1/q)
p′,q′ (R
d)
where we have also used the fact that W 1p′(R
d) = H1p′(R
d).
Hence, we conclude that
B
ξ,θ(−b−1/q−ε)
p′,q′ (R
d) →֒ Bξ,θ(−b−1/q)p′,q′ (Rd)
which is not true (see Proposition 6.1). Consequently, (9.23) and, therefore, (9.20)
do not hold. 
9.7. Proof of Theorem 9.6. We concentrate on the only-if-part. This essentially
follows the proof of Theorem 7.10. Let us assume that B0,bp,q(Rd) = B
0,ξ
p,q(Rd). For
0 < s < 1, applying (2.36) and (2.29), we have
Bs,(1−s)ξp,q (R
d) = (B0,ξp,q(R
d),W 1p (R
d))s,q = (B
0,b
p,q(R
d),W 1p (R
d))s,q = B
s,(1−s)(b+1/q)
p,q (R
d),
which yields, by Proposition 6.1, that ξ = b+ 1/q.
In order to show that q = 2 we proceed by contradiction. Suppose that, e.g.,
2 < q. Let max{b+ 2/q, 1/2} < β < b+ 1/q + 1/2,
W (x) ∼
∞∑
j=3
(1 + j)−βei(2
j−2)x1 , x ∈ Rd,
and f = ψW with ψ ∈ S(Rd)\{0} such that (5.2) holds. According to (5.4) and
(5.8), one can easily check that f ∈ B0,b+1/qp,q (Rd)\B0,bp,q(Rd). Using similar ideas one
can show that q < 2 is not possible. Hence, q = 2 and so, ξ = b+ 1/2.
Arguing again by contradiction we show that p = 2. Suppose first that p > 2.
Take any δ such that b+ 1/p + 1/2 < δ < b+ 1. Set
F0(t) = t
−(d−d/p)(1 + | log t|)−δ, t > 0,
and f̂(ξ) = F0(|ξ|), ξ ∈ Rd. Applying Theorems 4.6 and 4.2, we derive that f ∈
B0,bp,2(R
d)\B0,b+1/2p,2 (Rd), which is not possible. Analogously, if p < 2 we arrive at a
contradiction. Thus p = 2, which completes the proof. 
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9.8. Proof of Proposition 9.7. Assume that the conditions given in (a) hold. Let
β be such that max{b+ 1/p+ 1/q − ε, 1/p} < β < b+ 1/p + 1/q. We define
F0(t) =
 t
−d+d/p0+δ , 0 < t < 1,
t−s0+d/p0−d(1 + log t)−β , t ≥ 1,
where δ > 0, and f̂(ξ) = F0(|ξ|), ξ ∈ Rd. Then, taking into account (9.4), Theorems
4.2 and 4.6 imply that f ∈ Bs0,b+1/p−εp0,q (Rd)\B0,bp,q(Rd). This proves (a).
To prove (b), suppose that there is ε > 0 such that the following embedding
holds
(9.25) Bs0,b+1/q−εp0,q (R
d) →֒ B0,bp,q(Rd).
Let k ∈ N be such that k > s0 = d/p0 − d/p. Let s′ = k − s0 = k − d/p0 + d/p > 0.
First, we note that k > s′ because s0 > 0. Therefore, by (2.36), (9.25), (1.8), (1.3),
(2.30), we get
B(1−θ)s0+θk,(1−θ)(b+1/q−ε)p0,q (R
d) = (Bs0,b+1/q−εp0,q (R
d),W kp0(R
d))θ,q
→֒ (B0,bp,q(Rd),Bs
′
p,p0(R
d))θ,q = B
θs′,(1−θ)(b+1/q)
p,q (R
d)
with θs′ − d/p = (1− θ)s0 + θk − d/p0. This contradicts (6.4) because ε > 0. 
9.9. Proof of Proposition 9.8. Using similar ideas to those given in the proof of
Proposition 9.7, we can show that the function
F0(t) =
 t
−d+d/p1+δ , 0 < t < 1,
t−s1+d/p1−d(1 + log t)−β , t ≥ 1,
where δ > 0 and b + 1/q + 1/p < β < b + 1/q + 1/p + ε, allows us to construct a
desired counterexample, which implies (a).
We now proceed to prove (b). This will be done by contradiction. Let us assume
that there is ε > 0 for which the embedding
(9.26) B0,bp,q(R
d) →֒ Bs1,b+1/q+εp1,q (Rd)
holds. In fact, the previous embedding is dense because S(Rd) is dense inBs1,b+1/q+εp1,q (Rd)
(see [Tr83, Theorem 2.3.3] and [FL, p. 13]) and, obviously, S(Rd) ⊂ B0,bp,q(Rd). Not-
ing that, by assumption, q > 1 and then, applying a duality argument similar to
that given in the proof of Proposition 9.2, which relies on Lemmas 9.15 and 9.16,
we derive that
I−1 : B
−s1,−b−1/q−ε
p′1,q
′ (R
d) −→ Lip(1,−b−1)p′,q′ (Rd).
On the other hand, by Lemma 4.5, we know that I1 : B
−s1+1,−b−1/q−ε
p′1,q
′ (R
d) −→
B
−s1,−b−1/q−ε
p′1,q
′ (R
d), which results in
(9.27) B
−s1+1,−b−1/q−ε
p′1,q
′ (R
d) →֒ Lip(1,−b−1)p′,q′ (Rd).
Take any p′1 < u < p
′ with u 6= q′. In particular, there is θ ∈ (0, 1) such that
(9.28)
1− θ
p′
+
θ
p′1
=
1
u
.
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We may assume, without loss of generality, that u < q′ and so, we define v given by
the equation
(9.29)
1− θ
v
+
θ
q′
=
1
u
.
Let δ = −b− 1/q − ε and 0 < s < 1. According to (2.34), we have
Lip
(1,−b−1)
p′,q′ (R
d) = (Bs,δp′,v(R
d),W 1p′(R
d))(1,−b−1),q′
where we have also applied (1.3). Hence, one may rewrite (9.27) as
(9.30) B−s1+1,δ
p′1,q
′ (R
d) →֒ (Bs,δp′,v(Rd),W 1p′(Rd))(1,−b−1),q′ .
Interpolating with parameters (θ, u) the embedding (9.30) and the trivial embedding
Bs,δp′,v(R
d) →֒ Bs,δp′,v(Rd) implies
(9.31)
(Bs,δp′,v(R
d), B−s1+1,δp′1,q′
(Rd))θ,u →֒ (Bs,δp′,v(Rd), (Bs,δp′,v(Rd),W 1p′(Rd))(1,−b−1),q′)θ,u.
Next we identify the interpolation spaces in (9.31) with Besov spaces. Concerning
the target space, by Lemma 2.2(ii) with α = 0 and (2.36), we have
(Bs,δp′,v(R
d), (Bs,δp′,v(R
d),W 1p′(R
d))(1,−b−1),q′)θ,u = (B
s,δ
p′,v(R
d),W 1p′(R
d))θ,u;θ(−b−1/q)
= B
(1−θ)s+θ,δ+εθ
p′,u (R
d).(9.32)
Regarding the source space in (9.31), using Lemma 9.14 with (9.28) and (9.29), we
obtain
(9.33) (Bs,δp′,v(R
d), B−s1+1,δ
p′1,q
′ (R
d))θ,u = B
(1−θ)s+θ(−s1+1),δ
u,u (R
d).
Finally, by (9.31), (9.32) and (9.33), we have
(9.34) B(1−θ)s+θ(−s1+1),δu,u (R
d) →֒ B(1−θ)s+θ,δ+εθp′,u (Rd)
satisfying that
(1− θ)s+ θ(−s1 + 1)− d
u
= (1− θ)s+ θ − d
p′
.
However, since ε > 0, the embedding (9.34) contradicts (6.4). Therefore, (9.26) does
not hold. 
9.10. Proofs of Proposition 9.10 and 9.12. Firstly we prove Proposition 9.10.
The statement (i) follows from (6.4).
In order to prove (ii), we consider the function f = ψW , where ψ ∈ S(Rd)\{0}
with (5.2) and
W (x) ∼
∞∑
j=3
(1 + j)−β1ei(2
j−2)x1 , x ∈ Rd,
where β1 > b+1/2+1/q. Clearly, Proposition 5.1 yields that f 6∈ Bs0,b+1/min{p,q}p0,q (Rd)
because s0 > 0, but f ∈ B0,b+1/2p,q (Rd).
Finally we show (iii). We proceed by contradiction and assume that
(9.35) B0,b+1/2p,q (R
d) ∪Bs0,b+1/min{p,q}p0,q (Rd) = B0,bp,q(Rd).
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In particular, we have that
(9.36) (L ∩B0,b+1/2p,q (Rd)) ∪ (L ∩Bs0,b+1/min{p,q}p0,q (Rd)) = L ∩B0,bp,q(Rd).
Since s0 > 0, it is clear from Proposition 5.1 that the left-hand side in (9.36) coincides
with L ∩B0,b+1/2p,q (Rd) and then,
(9.37) L ∩B0,b+1/2p,q (Rd) = L ∩B0,bp,q(Rd).
However, (9.37) is no longer true. Indeed, let us consider the sequence of Fourier
series
fn(x) ∼ ψ(x)ei(2n−2)x1 , x ∈ Rd, n ≥ 3.
Here, ψ ∈ S(Rd)\{0} such that (5.2) holds. Then, applying Proposition 5.1 and
Theorem 5.3, we obtain
‖fn‖B0,b+1/2p,q (Rd) ≍ (1 + n)
b+1/2 and ‖fn‖B0,bp,q(Rd) ≍ (1 + n)
b+1/q.
In light of the condition 2 < q, this implies that (9.37) is not valid. Hence, (9.35) is
not true and the proof of Proposition 9.10 is completed.
The proof of Proposition 9.12 follows the same lines as the proof for Proposition
9.10. The details are left to the reader.

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10. Various characterizations of Besov spaces
Let 1 ≤ p ≤ ∞ and s > 0. The Riesz potential space L˙ sp (Rd) is defined by
(10.1) L˙ sp (R
d) = {f ∈ Lp(Rd) : ‖f‖L˙ sp (Rd) = ‖Jsf‖Lp(Rd) <∞},
where Jsf denotes the Riesz potential of a function f , i.e.,
(10.2) Jsf = f ∗ gs, ĝs(ξ) = |ξ|s.
For any s ∈ R, one can introduce the spaces L˙ sp (Rd) as subspaces of S ′(Rd) with
‖Jsf‖Lp(Rd) < ∞ modulo polynomials. We refer, e.g., to [P, Chapter 3] and [Tr83,
Chapter 5] for further details.
Let 1 ≤ p ≤ ∞ and k ∈ N. The (homogeneous) Sobolev space W˙ kp (Rd) is formed
by all f ∈ Lp(Rd) for which
‖f‖W˙ kp (Rd) =
∑
|α|=k
‖Dαf‖Lp(Rd) <∞.
It is well known that
(10.3) L˙ kp (R
d) = W˙ kp (R
d), 1 < p <∞,
with equivalence of (semi-) norms.
For future use, we recall two basic properties of homogeneous Besov spaces. The
lifting property of the homogeneous Besov spaces B˙sp,q(R
d) (see [Tr83, Theorem 1,
Section 5.2.3, p. 242]) claims that
(10.4)
‖Js0f‖B˙s1p,q(Rd) ≍ ‖f‖B˙s0+s1p,q (Rd), for −∞ < s0, s1 <∞ and 0 < p, q ≤ ∞.
One can compare homogeneous Besov spaces with their nonhomogeneous counter-
parts (cf. [BL, p. 148] and [Tr83, Remark 3, Section 5.2.3, p. 242]). More specifi-
cally, we have
(10.5) Bsp,q(R
d) = Lp(R
d) ∩ B˙sp,q(Rd) and ‖f‖Bsp,q(Rd) ≍ ‖f‖Lp(Rd) + ‖f‖B˙sp,q(Rd)
if s > 0, 1 ≤ p ≤ ∞, and 1 ≤ q ≤ ∞.
10.1. Characterizations involving Riesz potential space. The goal of this sec-
tion is to provide an abstract characterization of the spaces Bs,bp,q(Rd) in terms of the
K-functional (2.16) for the couple (Lp(R
d), L˙ sp (R
d)), paying special attention to the
delicate cases p = 1,∞ and s = 0. As applications, we will obtain descriptions of the
spaces Bs,bp,q(Rd) defined by the moduli of smoothness in terms of other means such as
ball and sphere averages (Subsection 10.2), Bochner-Riesz means (Subsection 10.4),
heat kernels or thermic extensions (Subsection 10.5).
Theorem 10.1. Assume that s ≥ 0, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and −∞ < b < ∞.
Let α > s. Then
(10.6)
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−sq(1− log t)bqK(tα, f ;Lp(Rd), L˙ αp (Rd))q
dt
t
)1/q
.
The corresponding result for periodic spaces also holds true.
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Remark 10.2. Note that if s = 0 and b < −1/q then the characterization (10.6)
holds trivially because both left- and right-hand sides are equivalent to ‖f‖Lp(Rd)
(see Section 2). Hence, (10.6) with s = 0 is interesting if b ≥ −1/q.
Before proving Theorem 10.1, let us recall the characterization of theK-functional
for the couple (Lp(R
d), L˙ αp (R
d)) in terms of the modulus of smoothness ωα(f, t)p of
fractional order α > 0 of a function f ∈ Lp(Rd), given by (cf. [BDGS, p. 788])
ωα(f, t)p = sup
|h|≤t
‖∆κhf‖Lp(Rd), ∆κhf(x) =
∞∑
ν=0
(−1)ν
(
κ
ν
)
f(x+ νh).
Note that ∆κhf is well defined for f ∈ Lp since
∑∞
ν=0 |
(κ
ν
)| ≤ C(κ), κ > 0. If
α = k ∈ N, then we obtain the classical modulus of smoothness ωk(f, t)p given
in (2.2). Analogously, one can introduce the periodic counterpart for functions
f ∈ Lp(T).
Lemma 10.3 ([BDGS, Wi, Wi2]). Let 1 < p <∞, and α > 0. Then,
(10.7) K(tα, f ;Lp(R
d), L˙ αp (R
d)) ≍ ωα(f, t)p.
The periodic counterpart also holds true.
Applying the Marchaud inequality for the modulus of smoothness ωα(f, t)p (see,
e.g., [BDGS, Corollary 2] and [KT, Theorem 4.4])
(10.8) ωα(f, t)p . t
α
(
‖f‖Lp(Rd) +
∫ 1
t
u−αωβ(f, u)p
du
u
)
, β > α, 0 < t < 1,
it is readily seen that Besov spaces can also be introduced through ωα(f, t)p. For
the sake of completeness, we give below the proof of this fact.
Lemma 10.4. Let 1 ≤ p ≤ ∞, 0 < q ≤ ∞,−∞ < b < ∞, and s ≥ 0. Assume that
α ∈ R and α > s. Then
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
(t−s(1− log t)bωα(f, t)p)q dt
t
)1/q
.
The periodic counterpart also holds true.
Proof. Let k ∈ N be such that k > α. Then,
(10.9) ‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
(t−s(1− log t)bωk(f, t)p)q dt
t
)1/q
.
Since ωk(f, t)p . ωα(f, t)p (see [BDGS, Lemma 6]), it is clear that
‖f‖
B
s,b
p,q(Rd)
. ‖f‖Lp(Rd) +
(∫ 1
0
(t−s(1− log t)bωα(f, t)p)q dt
t
)1/q
.
To prove the converse estimate, we will make use of (10.8) together with the
Hardy’s inequality (2.39) (noting that ωk(f, u)p/u
k is equivalent to a decreasing
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function) to get(∫ 1
0
(t−s(1− log t)bωα(f, t)p)q dt
t
)1/q
. ‖f‖Lp(Rd) +
(∫ 1
0
(
tα−s(1− log t)b
∫ 1
t
ωk(f, u)p
uα
du
u
)q
dt
t
)1/q
. ‖f‖Lp(Rd) +
(∫ 1
0
(t−s(1− log t)bωk(f, t)p)q dt
t
)1/q
.
The result now follows from (10.9). 
We are now ready to give the
Proof of Theorem 10.1. If 1 < p <∞, the result follows immediately from Lemmas
10.3 and 10.4.
Let now p = 1,∞. It follows from the trivial embeddings
B˙0p,1(R
d) →֒ Lp(Rd) →֒ B˙0p,∞(Rd)
that
‖Jαf‖B˙0p,∞(Rd) . ‖f‖L˙ αp (Rd) . ‖Jαf‖B˙0p,1(Rd).
Applying the lifting property (10.4) in Besov spaces, the above estimates are equiv-
alent to the chain of embeddings
B˙αp,1(R
d) →֒ L˙ αp (Rd) →֒ B˙αp,∞(Rd),
which yields to its non-homogeneous counterpart
(10.10) Bαp,1(R
d) →֒ Lp(Rd) ∩ L˙ αp (Rd) →֒ Bαp,∞(Rd),
where we have used (10.5) and (1.3).
We now distinguish two possible cases. Assume first that s = 0. Then, by (2.28)
(with ξ = 0), we get
B0,bp,q(R
d) = (Lp(R
d),Bαp,1(R
d))(0,b),q →֒ (Lp(Rd), Lp(Rd) ∩ L˙ αp (Rd))(0,b),q
→֒ (Lp(Rd),Bαp,∞(Rd))(0,b),q = B0,bp,q(Rd),
that is, B0,bp,q(Rd) = (Lp(R
d), Lp(R
d) ∩ L˙ αp (Rd))(0,b),q. Since
(10.11)
K(t, f ;Lp(R
d), Lp(R
d)∩L˙ αp (Rd)) ≍ t‖f‖Lp(Rd)+K(t, f ;Lp(Rd), L˙ αp (Rd)), 0 < t ≤ 1,
(see [CDT, (6.4), p. 4415]), we obtain that
‖f‖
B
0,b
p,q(Rd)
≍ ‖f‖(Lp(Rd),Lp(Rd)∩L˙ αp (Rd))(0,b),q
≍ ‖f‖Lp(Rd) +
(∫ 1
0
(1− log t)bqK(tα, f ;Lp(Rd), L˙ αp (Rd))q
dt
t
)1/q
.
This gives the desired characterization for s = 0.
If s > 0 and α > s, we can apply (2.27) (with ξ = 0) and (10.10) to derive
Bs,bp,q(R
d) = (Lp(R
d),Bαp,1(R
d))s/α,q;b →֒ (Lp(Rd), Lp(Rd) ∩ L˙ αp (Rd))s/α,q;b
→֒ (Lp(Rd),Bαp,∞(Rd))s/α,q;b = Bs,bp,q(Rd),
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that is, Bs,bp,q(Rd) = (Lp(R
d), Lp(R
d) ∩ L˙ αp (Rd))s/α,q;b. Then, by (10.11),
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−
sq
α (1− log t)bqK(t, f ;Lp(Rd), L˙ αp (Rd))q
dt
t
)1/q
.
A simple change of variables completes the proof. 
Remark 10.5. Here we give an alternative proof of Theorem 10.1. Since
(10.12) ωβ(f, t)p . K(t
α, f : Lp(R
d), L˙ αp (R
d)) . ωγ(f, t)p, 0 < γ < α < β,
(see [Wi, Theorem 7, (4.3)]), the equivalence (10.6) follows now from (10.12) and
Lemma 10.4.
In the periodic setting, the proof follows the same lines because the periodic
counterparts of the estimates given in (10.12) hold; see [Wi2, Theorem 3, (22)].
10.2. Characterizations via averages on balls. For t > 0 and x ∈ Rd (or T),
let Bt(x) denote the ball of radius t centered at x. For a locally integrable function
f on Rd (or T), we define the averaging operator Btf by
Btf(x) =
1
|Bt(x)|d
∫
Bt(x)
f(y)dy
and the l-th order average, l ≥ 1, by
Bl,tf(x) =
−2(2l
l
) l∑
j=1
(−1)j
(
2l
l − j
)
Bjtf(x).
Obviously, B1,tf = Btf .
Recently, there has been a growing interest in obtaining characterizations of
smoothness spaces in terms of the operators f − Bl,tf ; see, e.g., [AMV, DGYY,
DGYY2, ZSYY]. Besides their intrinsic interest, such characterizations allow us to
introduce smoothness spaces on metric measure spaces because the means f −Bl,tf
only depend on the metric of Rd and the measure. In particular, the following result
was shown in [DGYY2, Theorem 3.1]: Let s > 0, 1 < p ≤ ∞, and 0 < q ≤ ∞. Then
(10.13) ‖f‖Bsp,q(Rd) ≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−sq‖f −Bl,tf‖qLp(Rd)
dt
t
)1/q
.
Here, l ∈ N such that l > s/2. The proof of the above characterization given
in [DGYY2] relies on maximal functions and vector-valued maximal inequalities.
However, this method does not cover the interesting case when p = 1 and/or s = 0
in (10.13). Further, it is worth mentioning that the characterization of the space
B01,1(T) in terms of ball averages plays a crucial role in order to formulate the
Bressan’s mixing problem, as can be seen in [Bi, HSSS]. In particular, Bianchini
[Bi] showed that
(10.14) ‖χA‖B0,01,1(Rd) ≍ ‖χA‖L1(Rd) +
∫ 1
0
‖χA −BtχA‖L1(Rd)
dt
t
for any measurable subset A ⊂ Rd.
In this section, we propose a completely different approach to the one given in
[DGYY2] to obtain the characterization of the spaces Bs,bp,q(Rd) via ball averages.
We extend (10.14) to any locally integrable function for all ranges of parameters
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s, b, p, q, including the important cases p = 1 and s = 0, which were left open in
[DGYY2].
Theorem 10.6. Let s ≥ 0, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and −∞ < b < ∞. Assume
that l ∈ N such that l > s/2. Then
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−sq(1− log t)bq‖f −Bl,tf‖qLp(Rd)
dt
t
)1/q
.
The corresponding result for periodic spaces also holds true.
Proof. The proof is based on the following result proved in [DW, Theorem 1]. For
f sufficiently regular, we define
(10.15) ∆f =
∂2f
∂x21
+ · · · + ∂
2f
∂x2d
, ∆lf = ∆(∆l−1f), l > 1.
Note that (see (10.2))
(10.16) ∆̂lf(ξ) = (−1)l|ξ|2lf̂(ξ) = (−1)lĴ2lf(ξ).
This latter formula allows us to introduce the lth order Laplacian in the distribu-
tional sense.
Lemma 10.7. Let l ∈ N and 1 ≤ p ≤ ∞. Then
(10.17) ‖f −Bl,tf‖Lp(Rd) ≍ inf
∆lg∈Lp(Rd)
(
‖f − g‖Lp(Rd) + t2l‖∆lg‖Lp(Rd)
)
.
The corresponding result for periodic functions also holds true.
We point out that (10.17) can be written in terms of the spaces L˙ 2lp (R
d) (cf.
(10.1)) and the K-functional (cf. (2.16)), that is,
‖f −Bl,tf‖Lp(Rd) ≍ K(t2l, f ;Lp(Rd), L˙ 2lp (Rd)).
Now the proof is a simple application of Theorem 10.1.

Remark 10.8. This method can also be applied to characterize the spaces Bs,bp,q(Rd)
in terms of different kinds of averages that satisfy the estimates corresponding to
(10.17). For instance, one may consider the averages on a sphere given by
Vtf(x) =
1
mt
∫
|y−x|=t
f(y)dy, t > 0,
and, for l ∈ N,
Vl,tf(x) =
−2(2l
l
) l∑
j=1
(−1)j
(
2l
l − j
)
Vjtf(x)
(see [DD]). Here mt is the (surface) measure of the sphere of radius t in R
d, d > 2.
Further examples are averages on the box with center at x studied in [DI].
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10.3. Characterizations in terms of differences. In this section we establish
several descriptions of the space Bs,bp,q(Rd) in terms of k-th differences.
Theorem 10.9. Let 0 ≤ s < k ∈ N,−∞ < b < ∞, 1 ≤ p ≤ ∞, and 0 < q ≤ ∞.
Then,
(10.18) ‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫
B1(0)
(1− log |h|)bq‖∆khf‖qLp(Rd)
|h|d+sq dh
)1/q
.
The corresponding result for periodic spaces also holds true.
Remark 10.10. It is easy to see that both sides in (10.18) are equivalent to ‖f‖Lp(Rd)
if s = 0 and b < −1/q (b ≤ 0 if q =∞).
Proof of Theorem 10.9. Let q <∞. It is not hard to see that
ωk(f, t)p ≍
(
t−d
∫
|h|≤t
‖∆khf‖qLp(Rd)dh
)1/q
, k ∈ N,
(see [KoLer, (10), p. 4] and [KaMilXi, Appendix A]), and hence,
|f |q
B
s,b
p,q(Rd)
≍
∫ 1
0
t−d−sq(1− log t)bq
∫
|h|≤t
‖∆khf‖qLp(Rd)dh
dt
t
≍
∫
B1(0)
‖∆khf‖qLp(Rd)
(1− log |h|)bq
|h|d+sq dh
which yields (10.18). If q = ∞ the proof of (10.18) is easier and we omit the
details. 
Putting p = q in Theorem 10.9 we obtain the following
Corollary 10.11. Let 0 ≤ s < k ∈ N,−∞ < b <∞, and 1 ≤ p ≤ ∞. Then,
(10.19)
‖f‖
B
s,b
p,p(Rd)
≍ ‖f‖Lp(Rd) +
(∫
Rd
∫
B1(0)
(1− log |h|)bp|∆khf(x)|p
|h|d+sp dhdx
)1/p
, p <∞,
and
(10.20) ‖f‖
B
s,b
∞,∞(Rd)
≍ ‖f‖L∞(Rd) + sup
x,h∈Rd
0<|h|<1
(1− log |h|)b|∆khf(x)|
|h|s .
In particular, if 0 ≤ s < 1, then
(10.21)
‖f‖
B
s,b
p,p(Rd)
≍ ‖f‖Lp(Rd)+
(∫
Rd
∫
B1(0)
(1− log |x− y|)bp|f(x)− f(y)|p
|x− y|d+sp dydx
)1/p
, p <∞,
and
‖f‖
B
s,b
∞,∞(Rd)
≍ ‖f‖L∞(Rd) + sup
x,y∈Rd
0<|x−y|<1
(1− log |x− y|)b|f(x)− f(y)|
|x− y|s .
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Remark 10.12. Using the fact that ωk(f, t)p . ‖f‖p, it is easy to see that for s > 0
(10.22)
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ ∞
0
(t−s(1 + | log t|)bωk(f, t)p)q dt
t
)1/q
, −∞ < b <∞.
However, this is not true if s = 0 because the right-hand side of (10.22) becomes
trivial (recall that b ≥ −1/q and ωk(f, t)p is an increasing function). Taking into
account (10.22) and following the proof of Theorem 10.9, one can show that if s > 0
then the formula (10.18) can be replaced by
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫
Rd
(1 + | log |h||)bq‖∆khf‖qLp(Rd)
|h|d+sq dh
)1/q
.
In particular, if q = p then we have
(10.23)
‖f‖
B
s,b
p,p(Rd)
≍ ‖f‖Lp(Rd) +
(∫
Rd
∫
Rd
(1 + | log |h||)bp|∆khf(x)|p
|h|d+sp dhdx
)1/p
, p <∞,
and
(10.24) ‖f‖
B
s,b
∞,∞(Rd)
≍ ‖f‖L∞(Rd) + sup
x,h∈Rd
(1 + | log |h||)b|∆khf(x)|
|h|s ,
which complement (10.19) and (10.20), respectively. Note that if 0 < s < k = 1
then the previous characterizations can be written as
(10.25)
‖f‖
B
s,b
p,p(Rd)
≍ ‖f‖Lp(Rd)+
(∫
Rd
∫
Rd
(1 + | log |x− y||)bp|f(x)− f(y)|p
|x− y|d+sp dxdy
)1/p
, p <∞,
and
(10.26) ‖f‖
B
s,b
∞,∞(Rd)
≍ ‖f‖L∞(Rd) + sup
x,y∈Rd
(1 + | log |x− y||)b|f(x)− f(y)|
|x− y|s .
The family of norms given in the right-hand side of (10.23)–(10.26) is widely used
in the study of regularity problems of PDE’s. See the survey of Di Nezza, Palatucci
and Valdinoci [DiNPalVald] and the references therein. Sometimes, these norms
are called Aronszajn-Slobodeckij-Sobolev norms, but the space B˙sp,p(R
d) should be
carefully distinguished from the Sobolev space L˙ sp (R
d) introduced in (10.1). In fact,
if s > 0 then
(10.27) B˙sp,q(R
d) = L˙ sp (R
d) ⇐⇒ p = q = 2.
See [S, Chapter V].
Remark 10.13. Further characterizations of Besov-type spaces in terms of differences
can be found in [BeIlNik].
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10.4. Characterizations via approximation processes. Besov norms can also
be characterized in terms of various approximation methods. We start with the
classical characterization in terms of best approximations.
Let En(f)Lp(Rd) be the best approximation of f ∈ Lp(Rd) by entire functions of
spherical exponential type n. Following the characterization of the classical Besov
space (see [N, Section 5.6]) one can prove the following result.
Corollary 10.14 (Approximation description of Bs,bp,q(R
d)). Assume that s ≥
0, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and −∞ < b <∞. Then
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(
∞∑
ν=0
2νsq(1 + ν)bqEq2ν (f)Lp(Rd)
)1/q
.
We also consider the approximation behavior of the generalized Bochner–Riesz
means defined by
Sλ,αt f(x) =
∫
|ξ|≤t
f̂(ξ)
(
1−
( |ξ|
t
)α)λ
eix·ξdξ, α > 0.
If α = 2, then we get the classical Bochner-Riesz operator that has been widely
used in harmonic analysis. See [Bour, Ch, LeeSee, LuY, Tao], to mention just a few
references. It is known that if λ > d−12 , then the Bochner–Riesz means are bounded
in Lp(R
d) and
‖Sλ,αt f‖Lp(Rd) ≤ C‖f‖Lp(Rd), f ∈ Lp(Rd),
where C is a positive constant which is independent of f and t.
It is known that the approximation method given by Sλ,αt in Lp(R
d) can be
compared with the one given by Weierstrasss means Wαt . Let
(10.28) Wαt f(x) =
∫
Rd
f̂(ξ)e−(t|ξ|)
α
eix·ξdξ, α > 0.
If λ > d−12 , then (cf. [Tre1, Theorem 4.6])
(10.29) ‖f − Sλ,α1/t f‖Lp(Rd) ≍ ‖f −Wαt f‖Lp(Rd),
where the constants in this equivalence are independent of f and t. As a consequence,
the approximation behavior of the Bochner-Riesz means only depends on the index
α, that is,
‖f − Sλ1,αt f‖Lp(Rd) ≍ ‖f − Sλ2,αt f‖Lp(Rd), λ1, λ2 >
d− 1
2
.
It is folklore that the degree of approximation by Weierstrass means can be
expressed in terms of the K-functional. Namely,
(10.30) ‖f −Wαt f‖Lp(Rd) ≍ K(tα, f ;Lp(Rd), L˙ αp (Rd)), 1 ≤ p ≤ ∞,
and so, by (10.29),
(10.31)
‖f − Sλ,α1/t f‖Lp(Rd) ≍ K(tα, f ;Lp(Rd), L˙ αp (Rd)), 1 ≤ p ≤ ∞, λ >
d− 1
2
.
See also [Tre2] and [Dit, Theorem 2].
As a immediate consequence of Theorem 10.1, (10.30), and (10.31), we obtain
the following.
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Corollary 10.15. Assume that s ≥ 0, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and −∞ < b < ∞.
Let α > s. Then
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd)+
(∫ 1
0
t−sq(1− log t)bq‖f − Sλ,α1/t f‖qLp(Rd)
dt
t
)1/q
, λ >
d− 1
2
,
and
(10.32) ‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−sq(1− log t)bq‖f −Wαt f‖qLp(Rd)
dt
t
)1/q
.
Remark 10.16. (i) Similar results can also be written for different moduli of smooth-
ness given in [KT, RS].
(ii) The periodic counterparts of the characterizations given in Corollary 10.15
can also be established. We leave the details to the reader. Further characteriza-
tions of periodic Besov spaces with positive smoothness in terms of approximation
processes can be found in [SchSic].
10.5. Characterizations by means of heat and Poisson kernels. Let
(10.33)
Wtf(x) =
1
(4πt)d/2
∫
Rd
e−
|x−y|2
4t f(y)dy =
(
e−t|ξ|
2
f̂(ξ)
)∨
(x), t > 0, x ∈ Rd,
be the Gauss-Weierstrass semi-group and W0 = idRd (identity). We mention that
u(x, t) = Wtf(x) is a solution of the heat equation in the upper half-space R
d+1
+ =
{(x, t) : x ∈ Rd, t > 0}, with u(x, 0) = f(x). In other words, Wtf is a thermic
(caloric) extension of f from Rd to Rd+1+ .
The Cauchy-Poisson semi-group is given by
(10.34)
Ptf(x) = cd
∫
Rd
t
(|x− y|2 + t2) d+12
f(y)dy =
(
e−t|ξ|f̂(ξ)
)∨
(x), t > 0, x ∈ Rd,
with cd
∥∥∥(1 + |x|2)− d+12 ∥∥∥
L1(Rd)
= 1, and complemented by P0 = idRd . We have that
u(x, t) = Ptf(x) is a harmonic function in R
d+1
+ , that is,
∂2u(x, t)
∂t2
+∆u(x, t) = 0 in Rd+1+ ,
with u(x, 0) = f(x). In other words, Ptf is a harmonic extension of f from R
d to
R
d+1
+ .
Characterizations of smoothness spaces in terms of heat and Poisson kernels have
a long history, which traced back to the works by Taibleson [Tai1, Tai2]. They are
intimately connected to the theory of semi-groups and PDEs (see, e.g., [ButB, Tr78]).
The following descriptions of Besov spaces with positive smoothness are well known:
Let 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and s > 0. Let m ∈ N with m > s/2. Then,
(10.35) ‖f‖
Bsp,q(R
d) ≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−
sq
2 ‖[Wt − idRd ]mf‖qLp(Rd)
dt
t
)1/q
(see [ButB, Theorem 3.4.6, p. 198] and [Tr78, Section 1.13.2, pp. 76–81]).
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In this section, we are mainly interested in the extreme case s = 0 in (10.35). In
particular, it was recently proved in [CDT, Theorem 6.2] that if 1 < p <∞, 0 < q ≤
∞, b ≥ −1/q, and m ∈ N, then,
(10.36) ‖f‖
B
0,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
(1− log t)bq‖[Wt − idRd ]mf‖qLp(Rd)
dt
t
)1/q
.
However, the method given in [CDT] does not work with the extreme cases p = 1
or p = ∞ in (10.36). Next, we are able to overcome this obstruction and extend
(10.36) to the full range of parameters.
Theorem 10.17. Let s ≥ 0, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and −∞ < b <∞.
(i) Let m ∈ N with m > s/2. Then,
(10.37)
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−
sq
2 (1− log t)bq‖[Wt − idRd ]mf‖qLp(Rd)
dt
t
)1/q
.
(ii) Let m ∈ N with m > s. Then,
(10.38)
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−sq(1− log t)bq‖[Pt − idRd ]mf‖qLp(Rd)
dt
t
)1/q
.
Before we show Theorem 10.17 we collect some basic definitions on semi-groups
of operators. We essentially follow [ButB, Tr78]. Let A be a Banach space and let
{Tt}t≥0 be an equibounded semi-group of class C0 of linear operators from A into
itself, that is,
Tt1Tt2 = Tt1+t2 for t1, t2 ≥ 0, T0 = idA,
‖Tta‖A ≤ C‖a‖ for all t ≥ 0, C being a constant,
limt↓0 ‖Tta− a‖A = 0 for all a ∈ A.
The infinitesimal generator Λ of the semi-group is defined by
(10.39) Λa = lim
t↓0
t−1(Tt − idA)a
whenever the limit exists. The domain D(Λ) of Λ is formed by all those a ∈ A
for which (10.39) exists. For every m ∈ N, the domain of Λm is endowed with the
(semi-)norm
‖a‖D(Λm) = ‖Λma‖A, a ∈ D(Λm).
Such a semi-group is called analytic if Tt maps A into D(Λ) and if supt>0 t‖ΛTta‖A <
∞.
We write down two auxiliary results that will be useful in later considerations.
Lemma 10.18 ([DI, TW]). Let A be a Banach space and {Tt}t≥0 be an analytic
semi-group of operators in A. For m ∈ N, we have
K(tm, a;A,D(Λm)) ≍ ‖[Tt − idA]ma‖A.
Lemma 10.19 ([DeRiSh]). Let A be a Banach space and {Tt}t≥0 be an equibounded
C0 semi-group of operators in A. The following Marchaud-type inequality holds
K(tm, a;A,D(Λm)) . tm
∫ ∞
t
K(um+r, a;A,D(Λm+r))
um
du
u
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for m, r ∈ N.
Proof of Theorem 10.17. We know that Λ = ∆ is the infinitesimal generator relative
to the analytic semi-group {Wt}t≥0 in Lp(Rd) (see [ButB, Theorem 4.3.11, p. 261]
and [Tr78, Section 2.5.2, pp. 190–192]), and so, Λm = ∆m (cf. (10.15)). Thus,
D(Λm) = D(∆m) = L˙ 2mp (R
d) (cf. (10.16) and (10.1)). Hence, in virtue of Lemma
10.18, we have
K(tm, f ;Lp(R
d), L˙ 2mp (R
d)) ≍ ‖[Wt − idRd ]mf‖Lp(Rd).
We conclude the proof of (i) by invoking Theorem 10.1.
Next we proceed with the proof of (ii). We have that {Pt}t≥0 is an analytic
semi-group of operators in Lp(R
d) with
Λ2m = (−∆)m, D(Λ2m) = L˙ 2mp (Rd).
See [Tr78, Section 2.5.3, pp. 192–196]. According to Lemma 10.18,
K(t2m, f ;Lp(R
d), L˙ 2mp (R
d)) ≍ ‖[Pt − idRd ]2mf‖Lp(Rd)
and then, by Theorem 10.1, we get
(10.40)
‖f‖
B
s,b
p,q(Rd)
≍ ‖f‖Lp(Rd) +
(∫ 1
0
t−sq(1− log t)bq‖[Pt − idRd ]2mf‖qLp(Rd)
dt
t
)1/q
.
This shows (ii) for even powers of Pt − idRd . It remains to prove that (10.40) holds
for every natural number. This is a simple consequence of the elementary inequality
‖[Pt − idRd ]m+1f‖Lp(Rd) . ‖[Pt − idRd ]mf‖Lp(Rd),
and the converse estimate
‖[Pt − idRd ]mf‖Lp(Rd) . tm
∫ ∞
t
‖[Pu − idRd ]m+1f‖Lp(Rd)
um
du
u
,
which follows from Lemmas 10.18 and 10.19 and the Hardy’s inequality (2.39) (not-
ing that, by Lemma 10.18,
‖[Pt−id
Rd
]mf‖
Lp(Rd)
tm ≍ K(t
m,f ;Lp(Rd),D(Λm))
tm and the latter
is a decreasing function). 
Remark 10.20. Note that the heat kernel Wt (see (10.33)) and the Poisson kernel Pt
(see (10.34)) are particular cases of Weierstrass means (see (10.28)). More precisely,
we have Wt =W
2
t1/2
and Pt =W
1
t . Consequently, if m = 1 and α = 2 (respectively,
α = 1) then the characterizations given in (10.32) and (10.37) (respectively, (10.38))
coincide.
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11. Besov and Bianchini norms
The following characterization of B0,01,1(R
d) in terms of minimization problems
for bounded variation functions plays a key role to establish new results related to
Bressan’s mixing problem in the paper by Bianchini [Bi]. Namely,
(11.1) ‖f‖
B
0,0
1,1(R
d)
≍
∫ 1
0
inf
g∈BV(Rd)
{
‖f − g‖L1(Rd) + t‖g‖BV(Rd)
}dt
t
.
Note that the above expression can be understood in terms of the K-functional of
(L1(R
d),BV(Rd)) (see (2.16)) and interpolation spaces with θ = 0 (cf. (2.21)), that
is,
‖f‖
B
0,0
1,1(R
d) ≍
∫ 1
0
K(t, f ;L1(R
d),BV(Rd))
dt
t
= ‖f‖(L1(Rd),BV(Rd))(0,0),1 .
In particular, this formula shows that there is a relationship between the measures
of smoothness ωk(f, t)1 and K(t, f ;L1(R
d),BV(Rd)).
Our first goal in this section is to describe this relationship explicitly and obtain
sharp estimates between ωk(f, t)p and K(t, f ;Lp(R
d),Lip
(k,−α)
p,r (Rd)) for 1 ≤ p ≤ ∞.
This can be viewed as a quantitative version of (11.1); recall that Lip
(1,0)
1,∞ (R
d) =
BV(Rd) (cf. (2.6)).
Moreover, our approach can also be applied to obtain characterizations of K-
functionals for another important function couples such as, e.g., (B0,bp,q(Rd),W kp (R
d))
and (B0,bp,q(Rd),Lip
(k,−α)
p,r (Rd)), in terms of ωk(f, t)p. These characterizations will
complement the well-known estimate (see (2.24))
(11.2) K(tk, f ;Lp(R
d),W kp (R
d)) ≍ tk‖f‖Lp(Rd) + ωk(f, t)p, 0 < t < 1.
11.1. Characterizations of various K-functionals.
Theorem 11.1. Let k ∈ N, 1 ≤ p ≤ ∞, and 0 < q, r ≤ ∞.
(i) Assume 0 < s < k and −∞ < b <∞. Then,
K(ts/k(1− log t)−b, f : Lp(Rd),Bs,bp,q(Rd)) ≍ ts/k(1− log t)b‖f‖Lp(Rd)
+ ts/k(1− log t)b
(∫ 1
t1/k
(u−s(1− log u)bωk(f, u)p)q du
u
)1/q
(11.3)
for all 0 < t < 1.
(ii) Assume 0 < s < k and −∞ < b <∞. Then,
K(t1−s/k(1− log t)b, f : Bs,bp,q(Rd),W kp (Rd)) ≍ t1−s/k(1− log t)b‖f‖Lp(Rd)
+
(∫ t1/k
0
(u−s(1− log u)bωk(f, u)p)q du
u
)1/q
(11.4)
for all 0 < t < 1.
(iii) Assume α > 1/r (α ≥ 0 if r =∞). Then,
K(tk(1− log t)α− 1r , f ;Lp(Rd),Lip(k,−α)p,r (Rd)) ≍ tk(1− log t)α−
1
r ‖f‖Lp(Rd)
+ ωk(f, t)p + t
k(1− log t)α− 1r
(∫ 1
t
(u−k(1− log u)−αωk(f, u)p)r du
u
) 1
r
(11.5)
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for all 0 < t < 1.
(iv) Assume b > −1/q. Then,
K(tk(1− log t)b+ 1q , f ;B0,bp,q(Rd),W kp (Rd)) ≍ tk(1− log t)b+
1
q ‖f‖Lp(Rd)
+ (1− log t)b+ 1qωk(f, t)p +
(∫ t
0
((1− log u)bωk(f, u)p)q du
u
)1
q
(11.6)
for all 0 < t < 1.
(v) Assume b > −1/q. Then,
K((1− log t)−b− 1q , f ;Lp(Rd),B0,bp,q(Rd)) ≍ (1− log t)−b−
1
q ‖f‖Lp(Rd)
+ (1− log t)−b− 1q
(∫ 1
t
((1− log u)bωk(f, u)p)q du
u
)1
q
(11.7)
for all 0 < t < 1.
(vi) Assume α > 1/r (α ≥ 0 if r =∞). Then,
K((1− log t)−α+ 1r , f ; Lip(k,−α)p,r (Rd),W kp (Rd)) ≍ (1− log t)−α+
1
r ‖f‖Lp(Rd)
+
(∫ t
0
(u−k(1− log u)−αωk(f, u)p)r du
u
) 1
r
(11.8)
for all 0 < t < 1.
(vii) Assume b > −1/q and α > 1/r. Then,
K(tk(1− log t)b+ 1q+α− 1r , f ;B0,bp,q(Rd),Lip(k,−α)p,r (Rd))
≍ tk(1− log t)b+ 1q+α− 1r ‖f‖Lp(Rd)
+ (1− log t)b+ 1qωk(f, t)p +
(∫ t
0
((1 − log u)bωk(f, u)p)q du
u
) 1
q
(11.9)
+ tk(1− log t)b+ 1q+α− 1r
(∫ 1
t
(u−k(1− log u)−αωk(f, u)p)r du
u
) 1
r
for all 0 < t < 1.
The same estimates also hold for periodic functions.
Remark 11.2. (i) The estimate (11.3) with b = 0 can also be found in [Nil, (4.9)]
and [DeYu, Theorem 3.1].
(ii) The homogeneous counterpart of (11.2) reads as follows
(11.10) K(tk, f ;Lp(R
d), W˙ kp (R
d)) ≍ ωk(f, t)p, 0 < t < 1,
see (10.7) and (10.3). Using (11.10) one can also establish the homogeneous version
of the formulas (11.3)-(11.9). In such cases the terms involving ‖f‖Lp(Rd) in (11.3)-
(11.9) can be dropped. For example, we have
K(ts/k(1− log t)−b, f : Lp(Rd), B˙s,bp,q(Rd))
≍ ts/k(1− log t)b
(∫ 1
t1/k
(u−s(1− log u)bωk(f, u)p)q du
u
)1/q
.
Here, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, 0 < s < k ∈ N and −∞ < b <∞.
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Before we show Theorem 11.1, let us write down some special cases.
Corollary 11.3. The following estimates hold for any 0 < t < 1,
(i) K(t, f ;L1(R
d),BV(Rd)) ≍ t‖f‖L1(Rd) + ω1(f, t)1 ≍ K(t, f ;L1(Rd),W 11 (Rd)),
(ii) K(t, f ;L∞(R
d),Lip(Rd)) ≍ t‖f‖L∞(Rd)+ω1(f, t)∞ ≍ K(t, f ;L∞(Rd),W 1∞(Rd)),
(iii)
K(t(1− log t), f ;B0,01,1,W 11 (Rd)) ≍ t(1− log t)‖f‖L1(Rd) + (1− log t)ω1(f, t)1
+
∫ t
0
ω1(f, u)1
du
u
,
(iv) Let b > 0. Then,
K(t(1− log t)b, f ;B0,b∞,∞(Rd),W 1∞(Rd)) ≍ t(1− log t)b‖f‖L∞(Rd) + (1− log t)bω1(f, t)∞
+ sup
0≤u≤t
(1− log u)bω1(f, u)∞.
Remark 11.4. The homogeneous counterpart of Corollary 11.3 also holds. For in-
stance, we have
K(t, f ;L1(R
d), ˙BV(Rd)) ≍ ω1(f, t)1 ≍ K(t, f ;L1(Rd), W˙ 11 (Rd))
and
K(t, f ;L∞(R
d), ˙Lip(Rd)) ≍ ω1(f, t)∞ ≍ K(t, f ;L∞(Rd), W˙ 1∞(Rd)).
Proof of Theorem 11.1. By (2.31), we have
K(t, f ;Lp(R
d),Lip(k,−α)p,r (R
d)) ≍ K(t, f ;Lp(Rd), (Lp(Rd),W kp (Rd))(1,−α),r).
Thus, according to Lemma 2.1(iii) and (11.2),
K(tk(1− log t)α− 1r , f ;Lp(Rd),Lip(k,−α)p,r (Rd)) ≍ tk‖f‖Lp(Rd) + ωk(f, t)p
+ tk(1− log t)α− 1r
(∫ 1
t
(1− log u)−αr du
u
) 1
r
‖f‖Lp(Rd)
+ tk(1− log t)α− 1r
(∫ 1
t
(u−k(1− log u)−αωk(f, u)p)r du
u
) 1
r
.
Since
∫ 1
0 (1− log u)−αr duu <∞ (α > 1/r), we obtain (iii).
Next we show (vii). Applying (2.28) and (2.31), one gets
K(t, f ;B0,bp,q(R
d),Lip(k,−α)p,r (R
d))
≍ K(t, f ; (Lp(Rd),W kp (Rd)(0,b),q, (Lp(Rd),W kp (Rd))(1,−α),r).
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Then, using Lemma 2.1(vii) and (11.2), we have
K(tk(1− log t)b+1/q+α−1/r, f ;B0,bp,q(Rd),Lip(k,−α)p,r (Rd)) ≍ tk(1− log t)b+1/q‖f‖Lp(Rd)
+ (1− log t)b+1/qωk(f, t)p +
(∫ t
0
(uk(1− log u)b)q du
u
)1/q
‖f‖Lp(Rd)
+
(∫ t
0
((1− log u)bωk(f, u)p)q du
u
)1/q
+ tk(1− log t)b+1/q+α−1/r
(∫ 1
t
(1− log u)−αr du
u
)1/r
‖f‖Lp(Rd)
+ tk(1− log t)b+1/q+α−1/r
(∫ 1
t
(u−k(1− log u)−αωk(f, u)p)r du
u
)1/r
≍ tk(1− log t)b+1/q+α−1/r‖f‖Lp(Rd) + (1− log t)b+1/qωk(f, t)p
+
(∫ t
0
((1 − log u)bωk(f, u)p)q du
u
)1/q
+ tk(1− log t)b+1/q+α−1/r
(∫ 1
t
(u−k(1− log u)−αωk(f, u)p)r du
u
)1/r
.
The proofs of (i), (ii), (iv), (v), and (vi) follow similar ideas as those of (iii) and
(vii) but now applying Lemma 2.1(i), (ii), (iv), (v) and (vi), respectively, and are
left to the reader. 
Remark 11.5. The terms involving the moduli of smoothness on the right-hand side
of (11.5) are independent each other. Let
I(f, t) = tk(1− log t)α− 1r
(∫ 1
t
(u−k(1− log u)−αωk(f, u)p)r du
u
) 1
r
.
There exists a sufficiently regular f such that ωk(f, t)p ≍ tβ with 0 < β < k, see [Ti1].
Elementary computations yield that I(f, t) ≍ tβ(1− log t)−1/r. On the other hand, if
ωk(f, t)p ≍ tk(1−log t)α−1/r, then I(f, t) ≍ tk(1−log t)α−1/r log(1−log t) & ωk(f, t)p.
Analogously, one can show the independence of the corresponding terms in (11.6)
and (11.9). For instance, consider ωk(f, t)p ≍ tk and ωk(f, t)p ≍ (1− log t)−b−1/q(1+
log(1− log t))−δ , δ > 1/q, to deal with the terms(∫ t
0
((1 − log u)bωk(f, u)p)q du
u
) 1
q
and
tk(1− log t)b+ 1q+α− 1r
(∫ 1
t
(u−k(1− log u)−αωk(f, u)p)r du
u
) 1
r
on the right-hand side of (11.9).
11.2. Equivalences between Besov and Bianchini norms. As application of
Theorem 11.1 we can extend the Bianchini’s characterization (11.1) for B0,01,1(R
d) to
the full range of parameters of the scale Bs,bp,q(Rd). We will use Lipschitz-type spaces
as well as Besov spaces with logarithmic smoothness. We give a rather elementary
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proof based on estimates of the Peetre’s K-functional. It is different from that given
by Bianchini for (11.1) ([Bi, Proposition 4.2]), which was relied on min max principle
and the description of BV(Rd) as a dual space.
Theorem 11.6. Let 1 ≤ p ≤ ∞, 0 < q ≤ ∞, s ≥ 0, and −∞ < b <∞.
(i) Let k ∈ N, 0 < r ≤ ∞, and α − 1/r > 0 (α ≥ 0 if r = ∞). The following
characterization holds
(11.11) ‖f‖
B
s,b
p,q(Rd)
≍
(∫ 1
0
t−
sq
k (1− log t)bq+ sqk (α− 1r ) inf
g∈Lip
(k,−α)
p,r (Rd)
{
‖f − g‖Lp(Rd) + t‖g‖Lip(k,−α)p,r (Rd)
}q dt
t
)1/q
if and only if s < k.
(ii) Let k ∈ N, 0 < r ≤ ∞ and α > −1/r. The following characterization holds
(11.12) ‖f‖
B
s,b
p,q(Rd)
≍
(∫ 1
0
t−
sq
k (1− log t)bq−(1− sk )(α+ 1r )q
inf
g∈W kp (R
d)
{
‖f − g‖
B
0,α
p,r (Rd)
+ t‖g‖W kp (Rd)
}q dt
t
)1/q
if and only if one of the following conditions is satisfied
(a) 0 < s < k,
(b) s = 0, and α+ 1/r < b+ 1/q.
(iii) Let k ∈ N, 0 < r1, r2 ≤ ∞, α1 > −1/r1, and α2 > 1/r2. The following charac-
terization holds
‖f‖
B
s,b
p,q(Rd)
≍
(∫ 1
0
t−
sq
k (1− log t)bq−(1−
s
k
)(α1+
1
r1
)q+ sq
k
(α2−
1
r2
)
inf
g∈Lip
(k,−α2)
p,r2
(Rd)
{
‖f − g‖
B
0,α1
p,r1
(Rd)
+ t‖g‖
Lip
(k,−α2)
p,r2
(Rd)
}q dt
t
)1/q
if and only if one of the following conditions is satisfied
(a) 0 < s < k,
(b) s = 0, and α1 + 1/r1 < b+ 1/q.
The previous characterizations also hold true in the periodic setting.
Proof. (i) By a change of variables and (11.5), we have∫ 1
0
t−
sq
k (1− log t)bq+ sqk (α− 1r ) inf
g∈Lip
(k,−α)
p,r (Rd)
{
‖f − g‖Lp(Rd) + t‖g‖Lip(k,−α)p,r (Rd)
}q dt
t
=
∫ 1
0
t−
sq
k (1− log t)bq+ sqk (α− 1r )K(t, f ;Lp(Rd),Lip(k,−α)p,r (Rd))q
dt
t
≍
∫ 1
0
t−sq(1− log t)bqK(tk(1− log t)α−1/r, f ;Lp(Rd),Lip(k,−α)p,r (Rd))q
dt
t
≍ I1 + I2 + I3,(11.13)
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where
(11.14) I1 :=
∫ 1
0
t(k−s)q(1− log t)(b+α−1/r)q dt
t
‖f‖q
Lp(Rd)
,
(11.15) I2 :=
∫ 1
0
t−sq(1− log t)bqωk(f, t)qp
dt
t
,
and
I3 :=
∫ 1
0
t−(s−k)q(1− log t)(b+α−1/r)q
(∫ 1
t
(u−k(1− log u)−αωk(f, u)p)r du
u
)q/r
dt
t
.
Suppose that s < k. Then, I1 ≍ ‖f‖qLp(Rd) and I2 ≍ |f |
q
B
s,b
p,q(Rd)
. Further, we
claim that
(11.16) I3 . I2.
Once this has been proved, the proof of (11.11) follows from (11.13).
It remains to show (11.16). We distinguish two possible cases. First, assume
q ≥ r. Applying Hardy’s inequality (s < k) given in (2.39), we get
I3 .
∫ 1
0
t−sq(1− log t)(b−1/r)qωk(f, t)qp
dt
t
≤ I2.
Second, if q < r then
I3 ≍
∞∑
ν=0
2ν(s−k)q(1 + ν)(b+α−1/r)q
 ν∑
µ=0
2µkr(1 + µ)−αrωk(f, 2
−µ)rp
q/r
≤
∞∑
ν=0
2ν(s−k)q(1 + ν)(b+α−1/r)q
ν∑
µ=0
2µkq(1 + µ)−αqωk(f, 2
−µ)qp
≍
∞∑
µ=0
2µsq(1 + µ)(b−1/r)qωk(f, 2
−µ)qp .
∫ 1
0
t−sq(1− log t)bqωk(f, t)qp
dt
t
≤ I2.
Conversely, let us prove that if (11.11) holds then s < k. We will proceed by
contradiction. Assume first that s = k. Note that if b+ α− 1/r + 1/q ≥ 0 then the
right-hand side space of (11.11) is trivial because
inf
g∈Lip
(k,−α)
p,r (Rd)
{‖f − g‖Lp(Rd)
t
+ ‖g‖
Lip
(k,−α)
p,r (Rd)
}
& ‖f‖Lp(Rd), 0 < t < 1.
In case b+α− 1/r+1/q < 0 we will invoke the sharp Jackson inequality (see [Tre1,
Theorem 2.1] and [DDT, (2.15)])
(11.17)
(∫ 1
t
(u−kωk+m(f, u)p)
max{p,2} du
u
)1/max{p,2}
. t−kωk(f, t)p, 0 < t < 1.
Here, k,m ∈ N and 1 < p < ∞. Choose f ∈ Lp(Rd) such that ωk+1(f, t)p ≍
tk(1−log t)−ε where b+1/q < ε < b+1/q+1/max{p, 2}, see [Ti1]. Applying (11.17)
(with m = 1) we get ωk(f, t)p & t
k(1− log t)−ε+1/max{p,2} because ε < 1/max{p, 2}
(noting that b+1/q < 1/r−α < 0). Therefore, f belongs to Bk,bp,q(Rd) but not to the
right-hand side space of (11.11) because the term I2 defined in (11.15) is not finite.
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If s > k then I1 = ∞ (see (11.14)). Hence, (11.13) yields that the right-hand
side space of (11.11) is trivial.
(ii) Using (11.6) we have∫ 1
0
t−
sq
k (1− log t)bq−(1− sk )(α+ 1r )q inf
g∈W kp (R
d)
{
‖f − g‖
B
0,α
p,r (Rd)
+ t‖g‖W kp (Rd)
}q dt
t
≍ J1 + J2 + J3,(11.18)
where
(11.19) J1 :=
∫ 1
0
t(k−s)q(1− log t)bq dt
t
‖f‖q
Lp(Rd)
,
(11.20) J2 :=
∫ 1
0
t−sq(1− log t)bqωk(f, t)qp
dt
t
,
and
(11.21) J3 :=
∫ 1
0
t−sq(1− log t)(b−α−1/r)q
(∫ t
0
((1 − log u)αωk(f, u)p)r du
u
)q/r
dt
t
.
Under the stated assumptions (a) the proof of (11.12) is similar to that given in
(i) to show (11.11). The rigorous details can be safely left to the reader. Assume now
that (b) holds. Clearly, we have J1 ≍ ‖f‖qLp(Rd) and J2 = |f |B0,bp,q(Rd). To complete
the proof of (11.12), it is enough to show that
(11.22) J3 . ‖f‖q
B
0,b
p,q(Rd)
.
If r ≤ q, (11.22) easily follows from the Hardy’s inequality with logarithmic
weights (α+ 1/r < b+ 1/q) (see (2.40)). Suppose r > q. Then,
J3 ≍
∞∑
j=0
2j(b−α−1/r+1/q)q
 ∞∑
ν=j
2ναrωk(f, 2
−2ν )rp2
ν
q/r
≤
∞∑
j=0
2j(b−α−1/r+1/q)q
∞∑
ν=j
2ναqωk(f, 2
−2ν )qp2
νq/r
≍
∞∑
ν=0
2ν(b+1/q)qωk(f, 2
−2ν )qp ≍ ‖f‖q
B
0,b
p,q(Rd)
where we have used α+ 1/r < b+ 1/q in the penultimate estimate.
Conversely, suppose that (11.12) holds. Then, s < k. Indeed, if s > k then by
(11.19) and (11.18) the right-hand side space of (11.12) is trivial. This also happens
if s = k and b+ 1/q ≥ 0 because
inf
g∈W kp (R
d)
{‖f − g‖
B
0,α
p,r (Rd)
t
+ ‖g‖W kp (Rd)
}
& ‖f‖
B
0,α
p,r (Rd)
, 0 < t < 1.
On the other hand, if s = k and b + 1/q < 0 we may follow the same approach
as above, based on (11.17), to disprove (11.12). Finally, we show that (11.12) with
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s = 0, that is,
(11.23)
‖f‖
B
0,b
p,q(Rd)
≍
(∫ 1
0
(1− log t)(b−α−1/r)q inf
g∈W kp (R
d)
{
‖f − g‖
B
0,α
p,r (Rd)
+ t‖g‖W kp (Rd)
}q dt
t
)1/q
is not true if α+1/r ≥ b+1/q. In light of (11.18), it suffices to construct a function
f ∈ B0,bp,q(Rd) such that J3 = ∞, where J3 is given by (11.21) with s = 0. For
instance, if α+1/r > b+1/q, we put f ∈ Lp(Rd) with ωk(f, t)p ≍ (1− log t)−ε, 0 <
b+ 1/q < ε < α+ 1/r. It is readily seen that f ∈ B0,bp,q(Rd), but
J3 &
(∫ 1/2
0
((1− log t)αωk(f, t)p)r dt
t
)1/r
=∞.
If α+1/r = b+1/q , consider ωk(f, t)p ≍ (1− log t)−b−1/q(1+log(1− log t))−δ where
max{1/q, 1/r} < δ < 1/q + 1/r.
The proof of (iii) is similar to that of (ii) (with the only difference that we use
(11.9) rather than (11.6)). 
Corollary 11.7. Let 0 ≤ s < 1, 0 < q ≤ ∞, and −∞ < b <∞. Then
(11.24)
‖f‖
B
s,b
1,q(R
d)
≍
(∫ 1
0
t−sq(1− log t)bq inf
g∈BV(Rd)
{
‖f − g‖L1(Rd) + t‖g‖BV(Rd)
}q dt
t
)1/q
and
‖f‖
B
s,b
∞,q(Rd)
≍
(∫ 1
0
t−sq(1− log t)bq inf
g∈Lip(Rd)
{
‖f − g‖L∞(Rd) + t‖g‖Lip(Rd)
}q dt
t
)1/q
.
11.3. Besov norm and functions of bounded p-variation. In the rest of this
section, we provide another extension of (11.1) in the one dimensional setting given in
terms of minimization problems for bounded p-variation functions. For 1 ≤ p <∞,
we denote by Vp(R) the set formed by all p-integrable functions f : R −→ R such
that there exists c > 0 such that
N∑
k=1
|f(xk)− f(xk−1)|p < c
for some c > 0 and for all finite sequences x0 < x1 < · · · < xN . Set
‖f‖Vp(R) = ‖f‖Lp(R) + sup
x0<x1<···<xN
( N∑
k=1
|f(xk)− f(xk−1)|p
)1/p
.
Analogously, Vp(T) is formed by all periodic functions f with the period 1 on the
real line R for which
‖f‖Vp(T) = ‖f‖Lp(T) + sup
x0<x1<···<xN
xN=x0+1
( N∑
k=1
|f(xk)− f(xk−1)|p
)1/p
is finite.
As usual, we denote by V˙p(R) (respectively, V˙p(T)) the homogeneous counterpart
of Vp(R) (respectively, Vp(T)).
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The study of the space Vp(R), as well as its periodic counterpart Vp(T), has a long
history. It was initiated byWiener [W] and nowadays it is of considerable importance
in probability, harmonic analysis and PDEs. For further details and basic properties
on spaces of p-bounded variation functions, as well as some applications, we refer
to the monograph [KTV]. If p = 1, Hardy and Littlewood [HL] showed that an
integrable function f is equivalent to a function in V1(T) if and only if f ∈ BV(T).
For similar result regarding the spaces V1(R) and BV(R) see [AFP, Theorem 3.27,
p. 135].
Next we obtain two-sided estimates for theK-functional for the couple (Lp(R), Vp(R))
in terms of classical moduli of continuity ω1(f, t)p which complement those obtained
in Corollary 11.3 for p = 1. Besides their intrinsic interest, these estimates will en-
able us to establish characterizations of Besov spaces through minimization problems
for Vp(R) spaces (cf. Theorem 11.14 below).
Theorem 11.8. (i) Let 1 < p <∞. Then,
‖f‖Lp(R) + sup
tp<u<1
u−1/pω1(f, u)p .
K(t, f ;Lp(R), Vp(R))
t
. ‖f‖Lp(R) +
∫ 1
tp
u−1/pω1(f, u)p
du
u
for all 0 < t < 1.
(ii) Let 1 < p <∞, 0 < q ≤ ∞, and b > −1/q. Then,
t(1− log t)b+1/q‖f‖Lp(R) + t(1− log t)b+1/q sup
tp<u<1
u−1/pω1(f, u)p
+
(∫ tp
0
((1 − log u)bω1(f, u)p)q du
u
)1/q
. K(t(1− log t)b+1/q, f ;B0,bp,q(R), Vp(R))
. t(1− log t)b+1/q‖f‖Lp(R) + t(1− log t)b+1/q
∫ 1
tp
u−1/pω1(f, u)p
du
u
+
(∫ tp
0
((1 − log u)bω1(f, u)p)q du
u
)1/q
for all 0 < t < 1.
(iii) Let 1 < p <∞, 0 < q ≤ ∞, 0 < s < 1/p, and b ∈ R. Then,
t1−sp(1− log t)b‖f‖Lp(R) + t1−sp(1− log t)b sup
tp<u<1
u−1/pω1(f, u)p
+
(∫ tp
0
(u−s(1 − log u)bω1(f, u)p)q du
u
)1/q
. K(t1−sp(1− log t)b, f ;Bs,bp,q(R), Vp(R))
. t1−sp(1− log t)b‖f‖Lp(R) + t1−sp(1− log t)b
∫ 1
tp
u−1/pω1(f, u)p
du
u
+
(∫ tp
0
(u−s(1 − log u)bω1(f, u)p)q du
u
)1/q
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for all 0 < t < 1.
The corresponding estimates for periodic spaces also hold true.
Remark 11.9. (i) Theorem 11.8 can also be formulated (with obvious modifications)
for the corresponding homogeneous spaces. In particular, we have
sup
tp<u<1
u−1/pω1(f, u)p .
K(t, f ;Lp(R), V˙p(R))
t
.
∫ 1
tp
u−1/pω1(f, u)p
du
u
, 0 < t < 1.
Here, 1 < p <∞.
(ii) Similar arguments to those given in Remark 11.5 allow us to observe that
both terms involving the moduli of continuity in part (ii) of Theorem 11.8, namely,
t(1− log t)b+1/q sup
tp<u<1
u−1/pω1(f, u)p and t(1− log t)b+1/q
∫ 1
tp
u−1/pω1(f, u)p
du
u
are independent of (∫ tp
0
((1− log u)bω1(f, u)p)q du
u
)1/q
.
A similar comment applies to Theorem 11.8(iii). More precisely, the terms
t1−sp(1− log t)b sup
tp<u<1
u−1/pω1(f, u)p and t
1−sp(1− log t)b
∫ 1
tp
u−1/pω1(f, u)p
du
u
are independent of (∫ tp
0
(u−s(1− log u)bω1(f, u)p)q du
u
)1/q
.
Before we prove Theorem 11.8, let us recall the relationships between Vp(R) and
Besov spaces due to Peetre [P, Theorem 7, Chapter 5, p. 112] (cf. also [BLS,
Theorem 5], [Ter], [Ter2], and [KoL]).
Lemma 11.10. Let 1 ≤ p <∞. Then, we have
B
1/p
p,1 (R) →֒ Vp(R) →֒ B1/pp,∞(R).
The corresponding embeddings for periodic spaces and homogeneous spaces also
hold true.
Proof of Theorem 11.8. (i) In view of (1.3) and (11.3), we have
(11.25) K(t1/p, f ;Lp(R), B
1/p
p,1 (R)) ≍ t1/p
(
‖f‖Lp(R) +
∫ 1
t
u−1/pω1(f, u)p
du
u
)
and
(11.26) K(t1/p, f ;Lp(R), B
1/p
p,∞(R)) ≍ t1/p
(
‖f‖Lp(R) + sup
t<u<1
u−1/pω1(f, u)p
)
.
On the other hand, by Lemma 11.10 we derive
K(t1/p, f ;Lp(R), B
1/p
p,∞(R)) . K(t
1/p, f ;Lp(R), Vp(R)) . K(t
1/p, f ;Lp(R), B
1/p
p,1 (R)),
and thus, (11.25) and (11.26) yield the desired estimates.
(ii) Firstly we claim that the following interpolation formula holds
(11.27) B0,bp,q(R) = (Lp(R), Vp(R))(0,b),q.
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Indeed, applying the embeddings given in Lemma 11.10, (1.3) and (2.28), we have
B0,bp,q(R) = (Lp(R), B
1/p
p,1 (R))(0,b),q →֒ (Lp(R), Vp(R))(0,b),q
→֒ (Lp(R), B1/pp,∞(R))(0,b),q = B0,bp,q(R).
This proves (11.27).
By (11.27), Lemma 2.1(iv), and the inequality obtained in part (i), we get
K(t(1− log t)b+1/q, f ;B0,bp,q(R), Vp(R))
≍ K(t(1− log t)b+1/q, f ; (Lp(R), Vp(R))(0,b),q , Vp(R))
≍ (1− log t)b+1/qK(t, f ;Lp(R), Vp(R))
+
(∫ t
0
((1− log u)bK(u, f ;Lp(R), Vp(R)))q du
u
)1/q
. t(1− log t)b+1/q‖f‖Lp(R) + t(1− log t)b+1/q
∫ 1
tp
u−1/pω1(f, u)p
du
u
+
(∫ t
0
(
u(1− log u)b
∫ t
u
v−1ω1(f, v
p)p
dv
v
)q
du
u
)1/q
.(11.28)
Further, applying Hardy’s inequality (2.39) (note that it can also be applied if q < 1
taking into account the monotonicity properties of ω1(f, v
p)p), we have(∫ t
0
(
u(1− log u)b
∫ t
u
v−1ω1(f, v
p)p
dv
v
)q
du
u
)1/q
.
(∫ tp
0
((1− log u)bω1(f, u)p)q du
u
)1/q
.
Plugging this estimate into (11.28), we obtain
K(t(1− log t)b+1/q, f ;B0,bp,q(R), Vp(R)) . t(1− log t)b+1/q‖f‖Lp(R)
+ t(1− log t)b+1/q
∫ 1
tp
u−1/pω1(f, u)p
du
u
+
(∫ tp
0
((1 − log u)bω1(f, u)p)q du
u
)1/q
.
A similar argument gives the proof of the first estimate of (ii).
(iii) Let θ = sp. Then, we have
(11.29) Bs,bp,q(R) = (Lp(R), Vp(R))θ,q;b.
The proof of (11.29) can be carried out in a similar way as the proof of (11.27) but
now applying (2.27) rather than (2.28).
The estimates given in (iii) can be obtained by using similar arguments as in the
proof of (ii) with the help of (11.29) and Lemma 2.1(ii). 
Remark 11.11. The estimates obtained in Theorem 11.8(i) are optimal, in the sense
that,
(11.30)
K(t, f ;Lp(R), Vp(R))
t
. ‖f‖Lp(R) +
(∫ 1
tp
(u−1/pω1(f, u)p)
q du
u
)1/q
⇐⇒ 0 < q ≤ 1
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and
(11.31)
‖f‖Lp(R) +
(∫ 1
tp
(u−1/pω1(f, u)p)
q du
u
)1/q
.
K(t, f ;Lp(R), Vp(R))
t
⇐⇒ q =∞.
To prove (11.30), we will make use of the following well-known results.
Lemma 11.12 (K-functional for (Lp(R
d), L∞(R
d)); [BL]). Let 0 < p < ∞.
Then, we have
K(t, f ;Lp(R
d), L∞(R
d)) ≍
(∫ tp
0
f∗(s)pds
)1/p
where the equivalence constants depend only on p and d. As usual, f∗ is the non-
increasing rearrangement of f .
Lemma 11.13 (Characterization of embeddings of Besov spaces into L∞(R
d);
[SiT]). Let s ∈ R, 0 < p ≤ ∞ and 0 < q ≤ ∞. Then, the following statements are
equivalent:
(i) Bsp,q(R
d) →֒ L∞(Rd),
(ii) either s > d/p or s = d/p and q ≤ 1.
Assume that
K(t, f ;Lp(R), Vp(R))
t
. ‖f‖Lp(R) +
(∫ 1
tp
(u−1/pω1(f, u)p)
q du
u
)1/q
.
In particular, since Vp(R) →֒ L∞(R), we get
K(t, f ;Lp(R), L∞(R))
t
. ‖f‖Lp(R) +
(∫ 1
tp
(u−1/pω1(f, u)p)
q du
u
)1/q
.
By Lemma 11.12, we can rewrite the previous estimate as
(11.32)
(
1
tp
∫ tp
0
f∗(s)pds
)1/p
. ‖f‖Lp(R) +
(∫ 1
tp
(u−1/pω1(f, u)p)
q du
u
)1/q
.
Passing to the limit t ↓ 0, (11.32) shows that
‖f‖L∞(R) ≍ f∗(0) . ‖f‖B1/pp,q (R) ≍ ‖f‖B1/pp,q (R)
where we used (1.3). Therefore, Lemma 11.13 implies that q ≤ 1.
The converse implication of (11.30) follows easily from Theorem 11.8.
Suppose now that the inequality stated in (11.31) holds for some q < ∞. In
particular, we have
‖f‖Lp(R) +
(∫ 1
tp
(u−1/pω1(f, u)p)
q du
u
)1/q
. ‖f‖Vp(T), 0 < t < 1,
which yields that Vp(R) →֒ B1/pp,q (R). On the other hand, we have Lp(R)∩B1/p∞,∞(R) →֒
Vp(R) because
‖f‖
B
1/p
∞,∞(R)
≍ ‖f‖L∞(R) + sup
|x−y|≤1
|f(x)− f(y)|
|x− y|1/p ,
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see, e.g., [Tr83, Theorem 2.5.12, p. 110]. Consequently, we derive
Lp(R) ∩B1/p∞,∞(R) →֒ B1/pp,q (R).
However, this embedding is not true. Take the lacunary Fourier series
f(x) ∼
∞∑
j=3
2−j/pei(2
j−2)x1ψ(x), x = (x1, . . . , xd) ∈ Rd,
where ψ ∈ S(Rd)\{0} with supp ψ̂ ⊂ {ξ : |ξ| ≤ 2}. Using the characterization given
in Proposition 5.1 below and (1.3), one can see that f ∈ Lp(R) ∩ B1/p∞,∞(R) but
f 6∈ B1/pp,q (R) because q 6=∞. This proves the sharpness assertion (11.31).
Next we establish the counterpart of Theorem 11.6 for the spaces Vp(R).
Theorem 11.14. Let 1 < p <∞, 0 < q <∞, s ≥ 0, and −∞ < b <∞.
(i) The following characterization holds
(11.33)
‖f‖
B
s,b
p,q(R)
≍
(∫ 1
0
t−spq(1− log t)bq inf
g∈Vp(R)
{
‖f − g‖Lp(R) + t‖g‖Vp(R)
}q dt
t
)1/q
if and only if s < 1/p.
(ii) Let 0 < r ≤ ∞, and α > −1/r. The following characterization holds
(11.34)
‖f‖
B
s,b
p,q(R)
≍
(∫ 1
0
t−spq(1− log t)bq−(1−sp)(α+ 1r )q inf
g∈Vp(R)
{
‖f − g‖
B
0,α
p,r (R)
+ t‖g‖Vp(R)
}q dt
t
)1/q
if and only if
(a) 0 < s < 1/p
(b) s = 0, and α+ 1/r < b+ 1/q.
(iii) Let 0 < r ≤ ∞, 0 < λ < 1/p, and −∞ < α < ∞. The following characteriza-
tion holds
(11.35)
‖f‖
B
s,b
p,q(R)
≍
(∫ 1
0
t
− (s−λ)pq
1−λp (1− log t)bq− 1−sp1−λpαq inf
g∈Vp(R)
{
‖f − g‖
B
λ,α
p,r (R)
+ t‖g‖Vp(R)
}q dt
t
)1/q
if and only if λ < s < 1/p.
The previous characterizations also hold true in the periodic setting.
Remark 11.15. (i) The formula (11.33) can be considered as an extension of (11.24)
for p > 1. Recall that BV(R) = V1(R).
(ii) All if-parts of Theorem 11.14 still hold true in the limiting case q =∞.
(iii) The condition α > −1/r in Theorem 11.14(ii) is necessary in order to get
(11.34). To be more precise, one can show that if α = −1/r, then the corresponding
characterization to (11.34) involves iterated logarithmic weights.
Proof of Theorem 11.14. (i) The proof of (11.33) under the condition s < 1/p is a
simple consequence of Theorem 11.8(i).
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Next we show that the formula (11.33) does not hold for s ≥ 1/p. Assume first
that either s > 1/p or s = 1/p and b ≥ −1/q. Then,∫ 1
0
t(1−sp)q(1− log t)bq inf
g∈Vp(R)
{‖f − g‖Lp(R)
t
+ ‖g‖Vp(R)
}q dt
t
≥ inf
g∈Vp(R)
{
‖f − g‖Lp(R) + ‖g‖Vp(R)
}q ∫ 1
0
t(1−sp)q(1− log t)bq dt
t
& ‖f‖qLp(R)
∫ 1
0
t(1−sp)q(1− log t)bq dt
t
=∞,
which implies that the right-hand side space of (11.33) is trivial. Consequently,
(11.33) is not true.
Suppose now that s = 1/p and b < −1/q. First we observe that the right-hand
side space of (11.33) is not trivial. Indeed, it contains the space Vp(R) because∫ 1
0
t−q(1− log t)bq inf
g∈Vp(R)
{
‖f − g‖Lp(R) + t‖g‖Vp(R)
}q dt
t
(11.36)
≤ ‖f‖qVp(R)
∫ 1
0
(1− log t)bq dt
t
. ‖f‖qVp(R).
To disprove (11.33), we will proceed by contradiction. Assume that
(11.37)
‖f‖
B
1/p,b
p,q (R)
≍
(∫ 1
0
t−q(1− log t)bq inf
g∈Vp(R)
{
‖f − g‖Lp(R) + t‖g‖Vp(R)
}q dt
t
)1/q
,
that is, B
1/p,b
p,q (R) = (Lp(R), Vp(R))(1,b),q. Then, for 0 < θ < 1, using (2.27), Lemma
2.2(ii) (b < −1/q) and (11.29), we have
Bθ/p,θbp,q (R) = (Lp(R),B
1/p,b
p,q (R))θ,q = (Lp(R), (Lp(R), Vp(R))(1,b),q)θ,q
= (Lp(R), Vp(R))θ,q;θ(b+1/q) = B
θ/p,θ(b+1/q)
p,q (R)
which implies that q = ∞, a contradiction. Hence, (11.33) does not hold when
s = 1/p and b < −1/q.
(ii) Assume that either (a) or (b) holds. Then, (11.34) is a simple application of
Theorem 11.8(ii).
Suppose that (11.34) holds. Then, a similar argument to that given in the proof
of (i) but now replacing Lp(R) by B
0,α
p,r (R) leads to a contradiction, either to s > 1/p
or to s = 1/p and b ≥ −1/q. Suppose that s = 1/p and b < −1/q. Hence, (11.34) is
equivalent to the fact that B
1/p,b
p,q (R) = (B
0,α
p,r (R), Vp(R))(1,b),q. Let θ ∈ (0, 1). Then,
by (2.30) and Lemma 2.2(ii) (b < −1/q), we have
Bθ/p,(1−θ)(α+1/r)+θbp,q (R) = (B
0,α
p,r (R),B
1/p,b
p,q (R))θ,q
= (B0,αp,r (R), (B
0,α
p,r (R), Vp(R))(1,b),q)θ,q = (B
0,α
p,r (R), Vp(R))θ,q;θ(b+1/q).(11.38)
Further, it follows from Lemma 11.10, (1.3), and (2.30) that
(B0,αp,r (R), Vp(R))θ,q;θ(b+1/q) →֒ (B0,αp,r (R),B1/pp,∞(R))θ,q;θ(b+1/q)
= Bθ/p,(1−θ)(α+1/r)+θ(b+1/q)p,q (R).(11.39)
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Therefore, combining (11.38) and (11.39) we arrive at
Bθ/p,(1−θ)(α+1/r)+θbp,q (R) →֒ Bθ/p,(1−θ)(α+1/r)+θ(b+1/q)p,q (R).
This is a contradiction because q <∞ and θ > 0.
It remains to disprove that (11.34) does not hold for the case s = 0 and α+1/r ≥
b+ 1/q. According to Theorem 11.8(ii), we have∫ 1
0
(1− log t)bq−(α+ 1r )q inf
g∈Vp(R)
{
‖f − g‖
B
0,α
p,r (R)
+ t‖g‖Vp(R)
}q dt
t
& J3,
where J3 is defined by (11.21) with s = 0 and k = 1. Therefore, we can construct
a function f ∈ B0,bp,q(R) satisfying J3 = ∞ by repeating the arguments given in the
proof of Theorem 11.6(ii) mutatis mutandis.
(iii) Let λ < s < 1/p. The proof of (11.35) can be easily derived from Theorem
11.8(iii). Further details are left to the reader.
Conversely, suppose that (11.35) holds. Then, we have s < 1/p. Indeed, if either
s > 1/p or s = 1/p and b ≥ −1/q holds then we arrive at a contradiction applying
the same argument as in the proof of (i), but now Lp(R) should be replaced by
Bλ,αp,r (R). Suppose that s = 1/p and b < −1/q. Hence, (11.35) can be rewritten as
B
1/p,b
p,q (R) = (B
λ,α
p,r (R), Vp(R))(1,b),q. Let θ ∈ (0, 1). Using Lemma 2.2(ii) (b < −1/q),
we have
(Bλ,αp,r (R),B
1/p,b
p,q (R))θ,q = (B
λ,α
p,r (R), (B
λ,α
p,r (R), Vp(R))(1,b),q)θ,q
= (Bλ,αp,r (R), Vp(R))θ,q;θ(b+1/q).(11.40)
By Lemma 2.3 and (1.3), we get
(11.41) (Bλ,αp,r (R),B
1/p,b
p,q (R))θ,q = B
(1−θ)λ+θ/p,(1−θ)α+θb
p,q (R).
On the other hand, according to Lemma 11.10 and (1.3) we have
(Bλ,αp,r (R), Vp(R))θ,q;θ(b+1/q) →֒ (Bλ,αp,r (R),B1/pp,∞(R))θ,q;θ(b+1/q)
= B(1−θ)λ+θ/p,(1−θ)α+θ(b+1/q)p,q (R)(11.42)
where we have also used Lemma 2.3 in the last estimate. Therefore, combining
(11.40)-(11.42) we obtain
B(1−θ)λ+θ/p,(1−θ)α+θbp,q (R) →֒ B(1−θ)λ+θ/p,(1−θ)α+θ(b+1/q)p,q (R)
which is not true because q <∞ and θ > 0.
In order to show that s > λ is necessary we will again argue by contradiction, that
is, we assume that if (11.35) is true for some s ≤ λ then we arrive at a contradiction.
If either s < λ or s = λ and b − α < −1/q, then the right-hand side of (11.35) can
be estimated from above by(∫ 1
0
t
− (s−λ)pq
1−λp (1− log t)bq− 1−sp1−λpαq dt
t
)1/q
‖f‖
B
λ,α
p,r (R)
≍ ‖f‖
B
λ,α
p,r (R)
and, in addition, from below by (note that s < 1/p)(∫ 1
0
t
q− (s−λ)pq
1−λp (1− log t)bq− 1−sp1−λpαq dt
t
)1/q
‖f‖
B
λ,α
p,r (R)
≍ ‖f‖
B
λ,α
p,r (R)
.
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Hence, by (11.35), we derive that Bs,bp,q(R) = B
λ,α
p,r (R), which is not possible (see
Proposition 6.3 below). Next we suppose that s = λ and b − α ≥ −1/q. Then, by
Theorem 11.8(iii) (recall that 0 < λ < 1/p), we obtain the following estimate of the
right-hand side of (11.35)(∫ 1
0
(1− log t)(b−α)q inf
g∈Vp(R)
{
‖f − g‖
B
λ,α
p,r (R)
+ t‖g‖Vp(R)
}q dt
t
)1/q
&
(∫ 1
0
(1− log t)(b−α)q
(∫ t
0
(u−λ(1− log u)αω1(f, u)p)r du
u
)q/r)1/q
.(11.43)
Now we can consider a function f ∈ Lp(R) such that f ∈ Bλ,bp,q(R) but (11.43) is
not finite and thus we arrive at a contradiction. In fact, if b − α > −1/q, then
we take f ∈ Lp(R) satisfying ω1(f, t)p ≍ tλ(1 − log t)−ε where max{b + 1/q, α +
1/r} < ε < b + 1/q + 1/r. If b − α = −1/q, we consider f ∈ Lp(R) such that
ω1(f, t)p ≍ tλ(1− log t)−(b+1/q+1/r)(1+ log(1− log t))−δ , where 1/r < δ < 1/r+1/q.

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12. Functions and their derivatives in Besov spaces
This section deals with the relationships between the smoothness properties of
functions and their derivatives. More specifically, in the first part of this section we
will establish sharp inequalities between moduli of smoothness of the derivatives of
a function and those of function itself. As application, in Section 12.2 we will shed
some lights on Sobolev-type characterizations of Besov spaces.
12.1. Inequalities for moduli of smoothness of functions and their deriva-
tives. The following estimate of the moduli of smoothness for derivatives of f was
obtained in [Tre3, Theorem 2.3].
Proposition 12.1. Let 1 < p <∞ and k,m ∈ N. Let f ∈ Lp(Rd). Then,
(12.1) ωk(D
βf, t)p .
(∫ t
0
(u−mωk+m(f, u)p)
min{p,2}du
u
)1/min{p,2}
for all β ∈ Nd0 with |β| = m.
More delicate estimates involving the mixed derivatives were derived in [PST,
PST1]. For the case 0 < p ≤ ∞ see also [DT]. Note that (12.1) consists of a
refinement of the well-known Marchaud inequality (see [DeL, Chapter 6, Theorem
3.1, p. 178])
(12.2) ωk(D
βf, t)p .
∫ t
0
u−mωk+m(f, u)p
du
u
, 1 ≤ p ≤ ∞.
For reasons of completeness we will give the proof of (12.1) in Theorem 12.2 below
following [Tre3]. Furthermore, we will also prove that (12.1) is optimal in the sense
of integrability parameter min{p, 2}.
Concerning converse estimates of (12.1), we mention the classical inequality
(12.3) t−mωk+m(f, t)p . sup
|β|=m
ωk(D
βf, t)p, 1 ≤ p ≤ ∞.
See, e.g., [DeL, (7.13), p. 46]. For sharper results see [ST, p. 1398] (for functions
from Lp(T)) and [PST, PST1] for mixed derivatives and moduli of smoothness in
Lp(T
d). In Theorem 12.2, we obtain the sharp version of (12.3) which complements
the inequality (12.1).
Theorem 12.2. Let 1 < p <∞, 0 < q ≤ ∞ and k,m ∈ N.
(i) Let f ∈ Lp(Rd). Then,
sup
|β|=m
ωk(D
βf, t)p .
(∫ t
0
(u−mωk+m(f, u)p)
q du
u
)1/q
⇐⇒ q ≤ min{p, 2}.
(ii) Let f be such that ∂
mf
∂xmj
∈ Lp(Rd) for j = 1, . . . , d. Then,
(12.4)(∫ t
0
(u−mωk+m(f, u)p)
q du
u
)1/q
. sup
j=1,...,d
ωk
(
∂mf
∂xmj
, t
)
p
⇐⇒ q ≥ max{p, 2}.
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In particular, we have(∫ t
0
(u−mωk+m(f, u)2)
2 du
u
)1/2
≍ sup
|β|=m
ωk(D
βf, t)2 ≍ sup
j=1,...,d
ωk
(
∂mf
∂xmj
, t
)
2
.
The corresponding result for periodic functions also holds true.
Remark 12.3. (i) The inequality (12.3) follows from (12.4) with q =∞.
(ii) The inequality given in (12.4) improves (12.3) for 1 < p < ∞ in several
ways: firstly, one can refine the behavior of the moduli of smoothness of f in terms
of its derivatives with the help of the fine index q; and secondly, we observe that
it is possible to bound the behavior of moduli of smoothness of f using only the
directional derivatives ∂
mf
∂xmj
, j = 1, . . . , d, rather than all partial derivatives Dβf
with |β| = m.
Proof of Theorem 12.2. (i) Assume that q ≤ min{p, 2}. Take β ∈ Nd0 such that
|β| = m. Then, it is clear that
(12.5) Dβ : W˙ k+mp (R
d) −→ W˙ kp (Rd).
Furthermore, by Lemma 12.4(ii) below we have Dβ : B˙mp,q(R
d) −→ B˙0p,q(Rd), and
thus
(12.6) Dβ : B˙mp,q(R
d) −→ Lp(Rd)
because B˙0p,q(R
d) →֒ Lp(Rd). According to Lemma 10.3, (10.3), (12.5), and (12.6),
we derive
(12.7)
ωk(D
βf, t)p ≍ K(tk,Dβf ;Lp(Rd), W˙ kp (Rd)) . K(tk, f ; B˙mp,q(Rd), W˙ k+mp (Rd)).
On the other hand, the well-known interpolation formula (cf. [BL, Theorem 6.3.1,
p. 147]; see also (2.25))
B˙mp,q(R
d) = (Lp(R
d), W˙ k+mp (R
d)) m
k+m
,q,
in combination with Lemmas 2.1(ii) and 10.3, gives that
K(tk, f ; B˙mp,q(R
d), W˙ k+mp (R
d)) ≍
(∫ t
0
(u−mK(uk+m, f ;Lp(R
d), W˙ k+mp (R
d)))q
du
u
)1/q
≍
(∫ t
0
(u−mωk+m(f, u)p)
q du
u
)1/q
.(12.8)
Inserting this estimate into (12.7) we arrive at
(12.9) ωk(D
βf, t)p .
(∫ t
0
(u−mωk+m(f, u)p)
q du
u
)1/q
.
Conversely, assume that (12.9) holds for all |β| = m and let f ∈ B˙mp,q(Rd). Then,
(12.10)
sup
t>0
ωk(D
βf, t)p .
(∫ ∞
0
(u−mωk+m(f, u)p)
q du
u
)1/q
≍ ‖f‖B˙mp,q(Rd), |β| = m,
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where the last equivalence follows from the homogeneous counterpart of (1.3); see
[BL, Section 6.3] for further details. Further, we remark that
(12.11) sup
t>0
ωk(f, t)p ≍ ‖f‖Lp(Rd) for 1 ≤ p <∞
(see, e.g., [Mil2, (3.6)]). Hence, by (12.10) we obtain B˙mp,q(R
d) →֒ W˙mp (Rd) which
implies q ≤ min{p, 2} (cf. [HanSick, Lemma 1 and Remark 1]; see also Proposition
1.1(ii) for the inhomogeneous case).
(ii) Let q ≥ max{p, 2}. We first remark that ηR ∂
mf
∂xmj
= ∂
m(ηRf)
∂xmj
where ηR is the
de la Valle´e-Poussin operator introduced in (5.9). This is a simple consequence of
the fact that
(12.12)
∂̂mf
∂xmj
(ξ) = ξmj f̂(ξ), ξ = (ξ1, . . . , ξd) ∈ Rd.
Further, we will make use of the following realization result (cf. [GoOTT, Lemma
1.4])
(12.13) K(tα, f ;Lp(R
d), L˙ αp (R
d)) ≍ ‖f − η1/tf‖Lp(Rd) + tα‖η1/tf‖L˙αp (Rd).
By Lemma 10.3 (with α = k) and (12.13), we have for each j = 1, . . . , d,
ωk
(
∂mf
∂xmj
, t
)
p
≍
∥∥∥∥∥∂m(f − η1/tf)∂xmj
∥∥∥∥∥
Lp(Rd)
+ tk
∥∥∥∥∥∂mη1/tf∂xmj
∥∥∥∥∥
L˙ kp (R
d)
&
∥∥∥∥∥∂m(f − η1/tf)∂xmj
∥∥∥∥∥
B˙0p,q(R
d)
+ tk
∥∥∥∥∥∂mη1/tf∂xmj
∥∥∥∥∥
L˙ kp (R
d)
because Lp(R
d) →֒ B˙0p,q(Rd) (see [Jaw]; this is the homogeneous counterpart of the
embedding given in Proposition 1.1(i) with s = b = 0 and r = 2). Taking the
supremum over all j = 1, . . . , d and then applying Lemma 12.4(ii) below and (12.8)
we get
sup
j=1,...,d
ωk
(
∂mf
∂xmj
, t
)
p
&
d∑
j=1
∥∥∥∥∥∂m(f − η1/tf)∂xmj
∥∥∥∥∥
B˙0p,q(R
d)
+ tk
d∑
j=1
∥∥∥∥∥∂mη1/tf∂xmj
∥∥∥∥∥
W˙ kp (R
d)
≍ ‖f − η1/tf‖B˙mp,q(Rd) + t
k‖η1/tf‖W˙ k+mp (Rd)
≥ K(tk, f ; B˙mp,q(Rd), W˙ k+mp (Rd))
≍
(∫ t
0
(u−mωk+m(f, u)p)
q du
u
)1/q
where we also used (10.3) in the first estimate.
Conversely, assume that the inequality given in (12.4) is fulfilled. In particular,
one has(∫ t
0
(u−mωk+m(f, u)p)
q du
u
)1/q
. sup
j=1,...,d
∥∥∥∥∥∂mf∂xmj
∥∥∥∥∥
Lp(Rd)
≤ ‖f‖W˙mp (Rd), t > 0,
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and taking the supremum over all t > 0, we obtain
‖f‖B˙mp,q(Rd) ≍
(∫ ∞
0
(u−mωk+m(f, u)p)
q du
u
)1/q
. ‖f‖W˙mp (Rd).
Note that the latter embedding implies q ≥ max{p, 2} (cf. [HanSick, Lemma 1 and
Remark 1]; see also Proposition 1.1(i) for the inhomogeneous case).
The proofs of (i) and (ii) given above carry over verbatim to the periodic case. 
12.2. Sobolev-type characterizations of Besov spaces. We start by recalling
the characterizations of classical (homogenous and inhomogenous) Besov spaces in
terms of Sobolev-type norms.
Lemma 12.4. (i) Let s ∈ R, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and m ∈ N. Then,
‖f‖Bsp,q(Rd) ≍
∑
|β|≤m
‖Dβf‖Bs−mp,q (Rd) ≍ ‖f‖Bs−mp,q (Rd) +
d∑
j=1
∥∥∥∂mf
∂xmj
∥∥∥
Bs−mp,q (Rd)
.
(ii) Let s ∈ R, 1 < p <∞, 0 < q ≤ ∞, and m ∈ N. Then,
‖f‖B˙sp,q(Rd) ≍
∑
|β|=m
‖Dβf‖B˙s−mp,q (Rd) ≍
d∑
j=1
∥∥∥∂mf
∂xmj
∥∥∥
B˙s−mp,q (Rd)
.
The proof of Lemma 12.4 can be found in [S, Proposition 9, p. 147], [Tr83,
Theorem 2.3.8] and [Tr15, Proposition 2.18]. We mention that we have not found
an explicit formulation of the second equivalence in Lemma 12.4(ii), but its proof
carries over from the inhomogeneous case (see, e.g., [Tr83, Theorem 2.3.8]) with
appropriate modifications based on the Fourier multiplier theorem stated in [Tr83,
Theorem 5.2.2].
With the help of the lift operator Jb given in (9.16) we can extend Lemma 12.4(i)
to generalized smoothness. This result seems to be new.
Lemma 12.5. Let s, b ∈ R, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and m ∈ N. Then,
(12.14)
‖f‖
Bs,bp,q(Rd)
≍
∑
|β|≤m
‖Dβf‖
Bs−m,bp,q (Rd)
≍ ‖f‖
Bs−m,bp,q (Rd)
+
d∑
j=1
∥∥∥∂mf
∂xmj
∥∥∥
Bs−m,bp,q (Rd)
.
Proof. Let β = (β1, . . . , βd) ∈ Nd0. Using (12.12), it is clear that DβJbf = JbDβf.
Thus, applying (9.17) twice and Lemma 12.4, we get
‖f‖
Bs,bp,q(Rd)
≍ ‖Jbf‖Bsp,q(Rd) ≍
∑
|β|≤m
‖JbDβf‖Bs−mp,q (Rd) ≍
∑
|β|≤m
‖Dβf‖
Bs−m,bp,q (Rd)
.
This shows the left-hand side equivalence in (12.14). Analogously, one can show the
right-hand side equivalence in (12.14). 
Let m be a positive integer and let s > m. According to Lemma 12.5 and (1.3),
we have
(12.15) if f ∈ Bs,bp,q(Rd), then Dβf ∈ Bs−m,bp,q (Rd),
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where β ∈ Nd0 with |β| = m. At the endpoint case s = m, there is a loss of
logarithmic smoothness of f in order to get that Dβf ∈ B0,bp,q(Rd). More precisely,
DeVore, Riemenschneider and Sharpley [DeRiSh, p. 70] showed that
(12.16) if f ∈ Bm,b+1p,q (Rd) then Dβf ∈ B0,bp,q(Rd).
Here, 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, b > −1/q, and |β| = m.
Our next result improves (12.16) with respect to the logarithmic factor.
Theorem 12.6. Let m ∈ N, 0 < q ≤ ∞, and b > −1/q.
(i) Assume that 1 < p <∞. We have
‖f‖Lp(Rd) +
∑
|β|=m
‖Dβf‖
B
0,b
p,q(Rd)
. ‖f‖
B
m,b+1/min{2,p,q}
p,q (Rd)
.
In particular, if f ∈ Bm,b+1/min{2,p,q}p,q (Rd), then Dβf ∈ B0,bp,q(Rd) for any multi-
index β with |β| = m.
(ii) Let p = 1,∞. We have
‖f‖Lp(Rd) +
∑
|β|=m
‖Dβf‖
B
0,b
p,q(Rd)
. ‖f‖
B
m,b+1/min{1,q}
p,q (Rd)
.
In particular, if f ∈ Bm,b+1/min{1,q}p,q (Rd), then Dβf ∈ B0,bp,q(Rd) for any multi-
index β with |β| = m.
The same results also hold in the periodic setting.
Remark 12.7. Let us compare the results given in Theorem 12.6 for Besov spaces
defined by differences with those given in Lemma 12.5 for their Fourier-analytically
defined counterparts. We observe that the additional shifts 1/min{2, p, q} and
1/min{1, q} in the logarithmic smoothness given in Theorem 12.6 are not needed
when dealing with the Besov spaces Bs,bp,q(Rd) and, in particular, the space B
0,b
p,q(Rd).
More precisely,
if f ∈ Bm,bp,q (Rd), then Dβf ∈ B0,bp,q(Rd), |β| = m.
This shows another important distinction between the spaces B0,bp,q(Rd) and B
0,b
p,q(Rd).
Proof of Theorem 12.6. Let s > m. We know that (cf. (12.15))
Dβ :Wmp (R
d) −→ Lp(Rd) and Dβ : Bsp,q(Rd) −→ Bs−mp,q (Rd).
Applying the interpolation property and (2.28) (with ξ = 0), we obtain the bound-
edness of the operator
(12.17) Dβ : (Wmp (R
d),Bsp,q(R
d))(0,b),q −→ (Lp(Rd),Bs−mp,q (Rd))(0,b),q = B0,bp,q(Rd).
Let s0 > 0 be such thatm > s0. Then, there exists θ ∈ (0, 1) withm = (1−θ)s0+θs.
Assume first that 1 < p < ∞. Since Wmp (Rd) = Hmp (Rd) ←֓ Bmp,min{p,2}(Rd) (cf.
Proposition 1.1(vi)), we have
(Wmp (R
d),Bsp,q(R
d))(0,b),q ←֓ (Bmp,min{p,2}(Rd),Bsp,q(Rd))(0,b),q
= ((Bs0p,q(R
d),Bsp,q(R
d))θ,min{p,2},B
s
p,q(R
d))(0,b),q
←֓ (Bs0p,q(Rd),Bsp,q(Rd))θ,q;b+1/min{2,p,q} = Bm,b+1/min{2,p,q}p,q (Rd).(12.18)
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where we have applied (1.3), Lemma 2.3 twice and Lemma 2.2(vi).
Let p = 1,∞. Then, Wmp (Rd) ←֓ Bmp,1(Rd). This embedding follows easily
from the known embedding Lp(R
d) ←֓ B0p,1(Rd) (see [SiT, (3.1.3), (3.1.6), p. 112]),
(12.14), and (1.3). Applying now the same argument as above gives
(12.19)
(Wmp (R
d),Bsp,q(R
d))(0,b),q ←֓ (Bmp,1(Rd),Bsp,q(Rd))(0,b),q ←֓ Bm,b+1/min{1,q}p,q (Rd).
Finally, the proof follows from (12.17), (12.18) and (12.19).
The same method of proof also works when Rd is replaced by Td. 
Remark 12.8. (i) Working with periodic functions, Theorem 12.6(i) was already
shown in [CD2, Theorem 4.7] by using the approximation structure of B0,bp,q(T) given
in Lemma 4.29.
(ii) If b = −1/q the corresponding result to Theorem 12.6 reads as follows: Let
m ∈ N, 0 < q ≤ ∞ and β ∈ Nd0 with |β| = m. If 1 < p <∞ then
Dβf ∈ B0,−1/qp,q (Rd) whenever f ∈ Bm,−1/q+1/min{2,p,q},1/min{2,p,q}p,q (Rd),
and, if p = 1,∞ then
Dβf ∈ B0,−1/qp,q (Rd) whenever f ∈ Bm,−1/q+1/min{1,q},1/min{1,q}p,q (Rd).
Here, Bs,b,ξp,q (Rd) is equipped with the quasi-norm
‖f‖
B
s,b,ξ
p,q (Rd)
= ‖f‖Lp(Rd) +
(∫ 1
0
(t−s(1− log t)b(1 + log(1− log t))ξωl(f, t)p)q dt
t
)1/q
where l ∈ N with l > s. The proof is similar to that of Theorem 12.6 but now using
the reiteration formula (3.21).
(iii) Alternatively we may use Theorem 12.2 to show Theorem 12.6. For example,
the proof of Theorem 12.6(i) can be addressed as follows. First, we observe that
‖Dβf‖Lp(Rd) . ‖f‖Bm,b+1/min{2,p,q}p,q (Rd) for any |β| = m because the following chain
of embeddings hold
Bm,b+1/min{2,p,q}p,q (R
d) →֒ Bmp,min{p,2}(Rd) →֒Wmp (Rd).
See Propositions 1.3 and 1.1(vi) (with s = m and b = 0). On the other hand,
Theorem 12.2(i) yields that
(12.20)
|Dβf |q
B
0,b
p,q(Rd)
.
∫ 1
0
(1− log t)bq
(∫ t
0
(u−mωk+m(f, u)p)
min{p,2}du
u
)q/min{p,2}
dt
t
.
Let q ≥ min{p, 2}. Thus applying the Hardy’s inequality (2.40) in the previous
estimate we arrive at
|Dβf |q
B
0,b
p,q(Rd)
.
∫ 1
0
(t−m(1−log t)b+1/min{p,2}ωk+m(f, t)p)q dt
t
≤ ‖f‖q
B
m,b+1/min{p,2}
p,q (Rd)
.
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If q ≤ min{p, 2} then the right-hand side of (12.20) can be estimated by
∞∑
j=0
(1 + j)bq
 ∞∑
ν=j
(2νmωk+m(f, 2
−ν)p)
min{p,2}
q/min{p,2}
≤
∞∑
ν=0
(2νmωk+m(f, 2
−ν)p)
q
ν∑
j=0
(1 + j)bq
.
∞∑
ν=0
(2νm(1 + ν)b+1/qωk+m(f, 2
−ν)p)
q
≤ ‖f‖q
B
m,b+1/q
p,q (Rd)
.
Hence, we have shown that |Dβf |
B
0,b
p,q(Rd)
. ‖f‖
B
m,b+1/q
p,q (Rd)
.
Next we establish the sharpness of Theorem 12.6(i).
Proposition 12.9. Let m ∈ N, 1 < p < ∞, 0 < q ≤ ∞, and b > −1/q. Given any
ε > 0, there exists f ∈ Bm,b+1/min{2,p,q}−εp,q (T) such that Dmf 6∈ B0,bp,q(T).
Proof. If p = min{2, p, q} we consider the function f with the Fourier series
∞∑
n=1
n−m−1+1/p(1 + log n)−β cosnx, x ∈ T,
where max{b+ 1/q +1/p− ε, 1/p} < β ≤ b+1/q + 1/p. By Theorem 4.27, we have
‖f‖q
B
m,b+1/p−ε
p,q (T)
≍
∞∑
n=1
(1 + log n)(b+1/p−ε−β)q
1
n
<∞
and
‖Dmf‖q
B
0,b
p,q(T)
≍
∞∑
n=1
(1 + log n)bq
(
∞∑
ν=n
(1 + log ν)−βp
1
ν
)q/p
1
n
≍
∞∑
n=1
(1 + log n)(b−β+1/p)q
1
n
=∞.
Therefore, f ∈ Bm,b+1/p−εp,q (T) but Dmf 6∈ B0,bp,q(T).
Assume that 2 = min{2, p, q}. Let
f(x) ∼
∞∑
j=0
2−jm(1 + j)−δ cos 2jx, x ∈ T,
where max{b+1/q +1/2− ε, 1/2} < δ ≤ b+1/q +1/2. Applying Theorem 5.19 we
derive
‖f‖q
B
m,b+1/2−ε
p,q (T)
≍
∞∑
j=0
(1 + j)(b+1/2−ε−δ)q <∞
and
‖Dmf‖q
B
0,b
p,q(T)
≍
∞∑
j=0
(1 + j)bq
( ∞∑
ν=j
(1 + ν)−2δ
)q/2
≍
∞∑
j=0
(1 + j)(b−δ+1/2)q =∞.
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This shows that f ∈ Bm,b+1/2−εp,q (T) and Dmf 6∈ B0,bp,q(T).
Finally we deal with the case q = min{2, p, q}. We proceed by contradiction. Let
us suppose that
(12.21) Dm : Bm,b+1/q−εp,q (T) −→ B0,bp,q(T).
Let s be such that m < s < m + 1. Since Dm : Wm+1p (T) −→ W 1p (T), it follows
from (12.21) and the interpolation property that
(12.22) Dm : (Bm,b+1/q−εp,q (T),W
m+1
p (T))s−m,q −→ (B0,bp,q(T),W 1p (T))s−m,q.
According to (2.36) and (1.3), (B
m,b+1/q−ε
p,q (T),Wm+1p (T))s−m,q = B
s,(1−s+m)(b+1/q−ε)
p,q (T).
Concerning the target space in (12.22), by (2.29) and (1.3), we have
(B0,bp,q(T),W
1
p (T))s−m,q = B
s−m,(1−s+m)(b+1/q)
p,q (T).
Hence, we have shown that
(12.23) Dm : Bs,(1−s+m)(b+1/q−ε)p,q (T) −→ Bs−m,(1−s+m)(b+1/q)p,q (T).
However, the operator Dm does not fulfil (12.23). Indeed, in virtue of Theorem 4.22,
the function f with the Fourier series
∞∑
n=1
n−s−1+1/p(1 + log n)−(1−s+m)(b+1/q−ε/2)−1/q cosnx, x ∈ T,
belongs to B
s,(1−s+m)(b+1/q−ε)
p,q (T) because
‖f‖q
B
s,(1−s+m)(b+1/q−ε)
p,q (T)
≍
∞∑
n=1
(1 + log n)−
ε
2
(1−s+m)q−1 1
n
<∞
but Dmf 6∈ Bs−m,(1−s+m)(b+1/q)p,q (T) since
‖Dmf‖q
B
s−m,(1−s+m)(b+1/q)
p,q (T)
≍
∞∑
n=1
(1 + log n)
ε
2
(1−s+m)q−1 1
n
=∞.
Therefore, (12.23) and, therefore, (12.21) are not valid. 
Remark 12.10. In the particular case of m = 1 and p = 2 ≤ q < ∞, a different
approach to show Proposition 12.9 was given in [CD4, Proposition 4.3].
In the rest of this section we study the converse to Theorem 12.6.
Theorem 12.11. Let m ∈ N, 0 < q ≤ ∞, and b > −1/q.
(i) Assume that 1 < p <∞. We have
(12.24) ‖f‖
B
m,b+1/max{2,p,q}
p,q (Rd)
. ‖f‖Lp(Rd) +
d∑
j=1
∥∥∥∂mf
∂xmj
∥∥∥
B
0,b
p,q(Rd)
.
(ii) Let p = 1,∞. We have
‖f‖
B
m,b
p,q (Rd)
. ‖f‖Lp(Rd) +
∑
|β|=m
‖Dβf‖
B
0,b
p,q(Rd)
.
The same results also hold in the periodic setting.
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Proof. Let k ∈ N. Applying elementary estimates and (12.4), we obtain
d∑
j=1
∣∣∣∂mf
∂xmj
∣∣∣q
B
0,b
p,q(Rd)
≍
∞∑
i=0
(1 + i)bq sup
j=1,...,d
ωk
(∂mf
∂xmj
, 2−i
)q
p
&
∞∑
i=0
(1 + i)bq
(
∞∑
ν=i
(2νmωk+m(f, 2
−ν)p)
max{p,2}
)q/max{p,2}
.(12.25)
We distinguish two possible cases. First, suppose that q ≥ max{p, 2}. Then, chang-
ing the order of summation we derive
d∑
j=1
∣∣∣∂mf
∂xmj
∣∣∣q
B
0,b
p,q(Rd)
&
∞∑
ν=0
(2νm(1 + ν)b+1/qωk+m(f, 2
−ν)p)
q ≍ |f |q
B
m,b+1/q
p,q (Rd)
.
This proves (i) for q ≥ max{p, 2}.
Next we deal with the case q < max{p, 2}. Let ε > 1/q−1/max{p, 2}. Applying
Ho¨lder’s inequality,
∞∑
ν=i
(2νm(1 + ν)−εωk+m(f, 2
−ν)p)
q
. (1 + i)−εq+1−q/max{p,2}
(
∞∑
ν=i
(2νmωk+m(f, 2
−ν)p)
max{p,2}
)q/max{p,2}
.
Using this estimate, we derive from (12.25) that
d∑
j=1
∣∣∣∂mf
∂xmj
∣∣∣q
B
0,b
p,q(Rd)
&
∞∑
ν=0
(2νm(1 + ν)−εωk+m(f, 2
−ν)p)
q
ν∑
i=0
(1 + i)(b+ε−1/q+1/max{p,2})q
≍
∞∑
ν=0
(2νm(1 + ν)b+1/max{p,2}ωk+m(f, 2
−ν)p)
q ≍ |f |q
B
m,b+1/max{p,2}
p,q (Rd)
.
This concludes the proof of (i).
The proof of (ii) is an immediate consequence of (12.3). 
Remark 12.12. Analogously to Remark 12.8(ii) we write down the extreme case
b = −1/q of Theorem 12.11: Let m ∈ N and 0 < q ≤ ∞. If 1 < p <∞, then
‖f‖
B
m,−1/q+1/max{2,p,q},1/max{2,p,q}
p,q (Rd)
. ‖f‖Lp(Rd) +
d∑
j=1
∥∥∥∂mf
∂xmj
∥∥∥
B
0,b
p,q(Rd)
and, if p = 1,∞, then
‖f‖
B
m,−1/q
p,q (Rd)
. ‖f‖Lp(Rd) +
∑
|β|=m
‖Dβf‖
B
0,−1/q
p,q (Rd)
.
Theorem 12.11(i) is also shown to be sharp in the following sense.
Proposition 12.13. Let m ∈ N, 1 < p < ∞, 0 < q ≤ ∞, and b > −1/q.
Given any ε > 0, there exists f ∈ Lp(T) such that Dmf ∈ B0,bp,q(T) and f 6∈
B
m,b+1/max{2,p,q}+ε
p,q (T).
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Proof. The proof follows essentially the same steps as the proof of Proposition 12.9.
We only show the case q = max{2, p, q}. We argue by contradiction. We assume
that there is ε > 0 such that the following inequality
(12.26) ‖f‖
B
m,b+1/q+ε
p,q (T)
. ‖f‖Lp(T) + ‖Dmf‖B0,bp,q(T)
holds. Moreover, it is well known that
(12.27) ‖f‖Wm+1p (T) ≍ ‖f‖Lp(T) + ‖D
mf‖W 1p (T).
Since f ∈ Lp(T) with Dmf ∈ Lp(T), there exists g ∈ Lp(T) such that (ik)−mĝ(k) =
f̂(k) for all k ∈ Z, k 6= 0. Put Img(x) ∼∑∞k=−∞ Ψ̂m(k)ĝ(k)eikx where Ψm ∈ L1(T)
with
Ψ̂m(k) =
 (ik)
−m, k ∈ Z, k 6= 0,
0, k = 0.
Further, note that Dmf = Dm(Img) = g − ĝ(0) and Im acts boundedly on Lp(T).
Therefore, we derive from (12.26) and (12.27) that
(12.28) ‖Img‖
B
m,b+1/q+ε
p,q (T)
. ‖g‖
B
0,b
p,q(T)
and ‖Img‖Wm+1p (T) ≍ ‖g‖W 1p (T).
Take any m < s < m+ 1. Thus, by (12.28) we obtain
(12.29) Im : (B0,bp,q(T),W
1
p (T))s−m,q −→ (Bm,b+1/q+εp,q (T),Wm+1p (T))s−m,q.
By (2.29) and (1.3), we have (B0,bp,q(T),W 1p (T))s−m,q = B
s−m,(1−s+m)(b+1/q)
p,q (T). On
the other hand, by (2.36) and (1.3) we have (B
m,b+1/q+ε
p,q (T),Wm+1p (T))s−m,q =
B
s,(1−s+m)(b+1/q+ε)
p,q (T). Hence, (12.29) claims that
Im : Bs−m,(1−s+m)(b+1/q)p,q (T) −→ Bs,(1−s+m)(b+1/q+ε)p,q (T).
However, the latter is not true as can be checked by taking the Fourier series
∞∑
n=1
n−s+m−1+1/p(1 + log n)−(1−s+m)(b+1/q+ε/2)−1/q cosnx, x ∈ T,
and applying Theorem 4.22. 
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13. Lifting operators in Besov spaces
Recall the definitions of the Riesz potential (cf. (10.2))
(13.1) Jσf = (|ξ|σ f̂)∨
and the Bessel potential (cf. (4.21))
(13.2) Iσf = ((1 + |ξ|2)σ/2f̂)∨.
The study of these operators is a central issue in potential theory and they have im-
portant applications to PDE’s, harmonic analysis and function spaces. See [AdHed],
[Land], [S], and [Tr83], and the references therein.
Before proceeding further, there are some technical issues that we would like to
clarify. Namely, since |ξ|σ has a singularity at ξ = 0 if σ < 0, the operator Jσ (see
(13.1)) is not well defined on S(Rd). In fact, it is plain to check that |ξ|σ is not
a tempered distribution for σ ≤ −d. To overcome this obstacle, following [P] and
[Tr83], we deal with the subclass S˙(Rd) of S(Rd) given by
S˙(Rd) = {f ∈ S(Rd) : (Dβ f̂)(0) = 0 for β ∈ Nd0}.
Then Jσ given by (13.1) is well defined for any f ∈ S˙(Rd) and any σ ∈ R. Let
S˙ ′(Rd) be the dual space of S˙(Rd). It is easy to see that S˙ ′(Rd) can be identified
with the space S ′(Rd) modulo polynomials. By duality, one can extend Jσ in the
class S˙ ′(Rd) and Jσ : S˙ ′(Rd) −→ S˙ ′(Rd).
We also mention that a different approach to deal with homogeneity has been
recently proposed by Triebel [Tr15]. It is based on the so-called tempered homoge-
neous spaces within the classical framework of the dual pairing (S(Rd),S ′(Rd)).
The goal of this section is twofold. First, we investigate the smoothness proper-
ties of Riesz and Bessel potentials by showing sharp estimates for their moduli of
smoothness. Secondly, we will show a rather surprising result: contrary to the case
of B0,bp,q(Rd) spaces, the operator Iσ does not act as a lift in the scale of B
0,b
p,q(Rd)
spaces.
13.1. Inequalities for moduli of smoothness of Riesz and Bessel potentials.
We establish the following sharp estimates for the moduli of smoothness of Riesz
potential.
Theorem 13.1. Let 0 < q ≤ ∞ and σ, α > 0.
(ia) Let 1 < p <∞ and f ∈ Lp(Rd). Then,
(13.3) ωα(Jσf, t)p .
(∫ t
0
(u−σωα+σ(f, u)p)
q du
u
)1/q
⇐⇒ q ≤ min{p, 2}.
(ib) Let p = 1,∞ and f ∈ Lp(Rd). Then,
(13.4)
‖Jσf −Wαt Jσf‖Lp(Rd) .
(∫ t
0
(u−σ‖f −Wα+σu f‖Lp(Rd))q
du
u
)1/q
⇐⇒ q ≤ 1.
(iia) Let 1 < p <∞ and f ∈ L˙ σp (Rd). Then,
(13.5)
(∫ t
0
(u−σωα+σ(f, u)p)
q du
u
)1/q
. ωα(Jσf, t)p ⇐⇒ q ≥ max{p, 2}
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(iib) Let p = 1,∞ and f ∈ L˙ σp (Rd). Then,
(13.6)(∫ t
0
(u−σ‖f −Wα+σu f‖Lp(Rd))q
du
u
)1/q
. ‖Jσf −Wαt Jσf‖Lp(Rd) ⇐⇒ q =∞.
Proof. (i) It is clear that
(13.7) Jσ : L˙
α+σ
p (R
d) −→ L˙ αp (Rd).
Furthermore, by Lemma 13.5(ii) below, we have Jσ : B˙
σ
p,q(R
d) −→ B˙0p,q(Rd). Sup-
pose that either 1 < p <∞, q ≤ min{p, 2} or p = 1,∞, q ≤ 1. Then
(13.8) Jσ : B˙
σ
p,q(R
d) −→ Lp(Rd)
because B˙0p,q(R
d) →֒ Lp(Rd) (see (2.35) with s = b = 0). According to (13.7), and
(13.8), we obtain
(13.9) K(tα, Jσf ;Lp(R
d), L˙ αp (R
d)) . K(tα, f ; B˙σp,q(R
d), L˙ α+σp (R
d)).
Since (cf. [BL, Theorem 6.3.1, p. 147])
B˙σp,q(R
d) = (Lp(R
d), L˙ α+σp (R
d)) σ
α+σ
,q,
we can apply Lemma 2.1(ii) to get
K(tα, f ; B˙σp,q(R
d), L˙ α+σp (R
d)) ≍
(∫ t
0
(u−σK(uα+σ, f ;Lp(R
d), L˙ α+σp (R
d)))q
du
u
)1/q
.
(13.10)
Inserting this estimate into (13.9) we arrive at
K(tα, Jσf ;Lp(R
d), L˙ αp (R
d)) .
(∫ t
0
(u−σK(uα+σ, f ;Lp(R
d), L˙ α+σp (R
d)))q
du
u
)1/q
.
Hence the estimate given in (13.3) (respectively, (13.4)) follows from Lemma 10.3
(respectively, (10.30)).
Conversely, assume that 1 < p < ∞ and the inequality stated in (13.3) holds.
Let f ∈ B˙σp,q(Rd). Then,
(13.11) ωα(Jσf, t)p .
(∫ ∞
0
(u−σωα+σ(f, u)p)
q du
u
)1/q
≍ ‖f‖B˙σp,q(Rd).
Further, it follows from (12.11) and the trivial inequalities ωα(f, t)p . ωk(f, t)p .
ωτ (f, t)p, 0 < τ < k < α, k ∈ N, that
(13.12) sup
t>0
ωα(f, t)p ≍ ‖f‖Lp(Rd), 1 ≤ p <∞, α > 0.
Therefore, (13.11) implies that B˙σp,q(R
d) →֒ L˙ σp (Rd), or equivalently, B˙0p,q(Rd) →֒
Lp(R
d) (see Lemma 13.5(ii) below). The latter embedding implies q ≤ min{p, 2}
and the part (ia) is proved.
Next we show that if p = 1,∞ and the inequality given in (13.4) holds then it
is necessary that q ≤ 1. Indeed, by the homogeneous counterparts of (10.32) with
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b = 0 and (1.3), we observe that
(13.13) ‖f‖B˙sp,q(Rd) ≍
(∫ ∞
0
t−sq‖f −Wαt f‖qLp(Rd)
dt
t
)1/q
, α > s > 0.
Therefore, we have
(13.14)
‖Jσf −Wαt Jσf‖Lp(Rd) .
(∫ ∞
0
(u−σ‖f −Wα+σu f‖Lp(Rd))q
du
u
)1/q
≍ ‖f‖B˙σp,q(Rd).
On the other hand, combining (10.30) and (10.12) we have ‖Jσf −Wαt Jσf‖Lp(Rd) ≍
K(tα, Jσf ;Lp(R
d), L˙ αp (R
d)) & ωβ(Jσf, t)p for β > α and thus, by (13.14), the esti-
mate
ωβ(Jσf, t)p . ‖f‖B˙σp,q(Rd)
holds. Letting t → ∞ and using (13.12), we find B˙σp,q(Rd) →֒ L˙ σp (Rd), or equiva-
lently, B˙0p,q(R
d) →֒ Lp(Rd) which gives q ≤ 1.
(ii) Obviously we have
(13.15) J−σ : L˙
α
p (R
d) −→ L˙ α+σp (Rd)
and
(13.16) J−σ : Lp(R
d) −→ L˙ σp (Rd).
Assume that one of the following conditions hold: 1 < p < ∞ and q ≥ max{p, 2},
or p = 1,∞ and q =∞. Then, the estimate (13.16) implies
(13.17) J−σ : Lp(R
d) −→ B˙σp,q(Rd)
because L˙ σp (R
d) →֒ B˙σp,q(Rd) (see (2.35) if 1 < p < ∞). Hence, by (13.15), (13.17)
and (13.10), one gets
K(tα, Jσf ;Lp(R
d), L˙ αp (R
d)) & K(tα, f ; B˙σp,q(R
d), L˙ α+σp (R
d))
≍
(∫ t
0
(u−σK(uα+σ, f ;Lp(R
d), L˙ α+σp (R
d)))q
du
u
)1/q
(13.18)
where we have also used the fact that J−σJσf = f . Note that (13.18) gives the
desired estimate in (13.5) by applying Lemma 10.3 and the corresponding one in
(13.6) as a consequence of (10.30).
Next we proceed with the converse statement, that is, we show that if the in-
equality given in (13.5) (respectively, (13.6)) holds then q ≥ max{p, 2} (respectively,
q = ∞). Assume first that 1 < p < ∞ and the estimate (13.5) is true. Since
ωα(f, t)p . ‖f‖Lp(Rd), we obtain(∫ t
0
(u−σωα+σ(f, u)p)
q du
u
)1/q
. ‖Jσf‖Lp(Rd) = ‖f‖L˙ σp (Rd), t > 0,
and letting t→ ∞ we derive ‖f‖B˙σp,q(Rd) . ‖f‖L˙ σp (Rd). The latter embedding yields
that q ≥ max{p, 2}.
Let p = 1,∞. We first remark that ‖f −Wαt f‖Lp(Rd) . ‖f‖Lp(Rd) for all t > 0.
Then, taking into account (13.13), one can follow the approach given above in order
to show that the validity of the inequality in (13.6) implies q =∞.
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
In the special case p = 2 in Theorem 13.1 we derive the following equivalence
result.
Corollary 13.2. Let σ, α > 0. Then,
ωα(Jσf, t)2 ≍
(∫ t
0
(u−σωα+σ(f, u)2)
2 du
u
)1/2
.
The corresponding result for Bessel potentials reads as follows.
Theorem 13.3. Let 0 < q ≤ ∞ and σ, α > 0.
(ia) Let 1 < p <∞ and f ∈ Lp(Rd). Then,
min{1, tα}‖Iσf‖Lp(Rd)+ωα(Iσf, t)p . min{1, tα}‖f‖Lp(Rd)+
(∫ t
0
(u−σωα+σ(f, u)p)
q du
u
)1/q
if and only if q ≤ min{p, 2}.
(ib) Let p = 1,∞ and f ∈ Lp(Rd). Then,
min{1, tα}‖Iσf‖Lp(Rd) + ‖Iσf −Wαt Iσf‖Lp(Rd)
. min{1, tα}‖f‖Lp(Rd) +
(∫ t
0
(u−σ‖f −Wα+σu f‖Lp(Rd))q
du
u
)1/q
if and only if q ≤ 1.
(iia) Let 1 < p <∞ and f ∈ Hσp (Rd). Then,
min{1, tα}‖f‖Lp(Rd)+
(∫ t
0
(u−σωα+σ(f, u)p)
q du
u
)1/q
. min{1, tα}‖Iσf‖Lp(Rd)+ωα(Iσf, t)p
if and only if q ≥ max{p, 2}.
(iib) Let p = 1,∞ and f ∈ Hσp (Rd). Then,
min{1, tα}‖f‖Lp(Rd) +
(∫ t
0
(u−σ‖f −Wα+σu f‖Lp(Rd))q
du
u
)1/q
. min{1, tα}‖Iσf‖Lp(Rd) + ‖Iσf −Wαt Iσf‖Lp(Rd)
if and only if q =∞.
Our method of proof of Theorem 13.1 can be carried over from Riesz potentials
to Bessel potentials. We leave the details of the proof of Theorem 13.3 to the reader.
We write down the analogue of Corollary 13.2 for Bessel potentials.
Corollary 13.4. Let σ, α > 0. Then,
min{1, tα}‖Iσf‖L2(Rd)+ωα(Iσf, t)2 ≍ min{1, tα}‖f‖L2(Rd)+
(∫ t
0
(u−σωα+σ(f, u)2)
2du
u
)1/2
.
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13.2. Lifting property on B0,bp,q(Rd). The study of the boundedness properties of
the operators Jσ and Iσ plays a key role in the theory of function spaces. For
the convenience of the reader we recall how the operators Iσ and Jσ interact with
Besov-norms and Triebel-Lizorkin-norms.
Lemma 13.5. Let 0 < q ≤ ∞, and s, σ ∈ R.
(i) Let 1 ≤ p ≤ ∞. Then, Iσ maps Bsp,q(Rd) isomorphically onto Bs−σp,q (Rd), and
(13.19) ‖Iσf‖Bs−σp,q (Rd) ≍ ‖f‖Bsp,q(Rd).
(ii) Let 1 ≤ p <∞. Then, Iσ maps F sp,q(Rd) isomorphically onto F s−σp,q (Rd), and
(13.20) ‖Iσf‖F s−σp,q (Rd) ≍ ‖f‖F sp,q(Rd).
(iii) The corresponding estimates also hold for the operator Jσ when we replace the
spaces Bsp,q(R
d) and F sp,q(R
d) by their homogeneous counterparts B˙sp,q(R
d) and
F˙ sp,q(R
d), respectively.
For the proof of Lemma 13.5 we refer to [Tr83, Sections 2.3.8 and 5.2.3]. The
extensions of (13.19) and (13.20) to the function spaces of generalized smoothness
Bs,bp,q(Rd) and F
s,b
p,q (Rd) were obtained in [Mou, Proposition 1.8] (cf. Lemma 4.5).
In this section we focus on the smoothness properties of the Bessel potential Iσ
for functions in B0,bp,q(Rd). In sharp contrast with the case of functions in B
0,b
p,q(Rd)
(see Lemmas 13.5 and 4.5), we will show that Iσ does not act as a lift in the setting
of the B0,bp,q(Rd) spaces.
Theorem 13.6. Let σ ∈ R, 0 < q ≤ ∞ and b > −1/q.
(i) Assume that 1 < p <∞. Then
(13.21) Iσ : B
0,b
p,q(R
d) −→ B−σ,b+1/max{2,p,q}p,q (Rd)
and
(13.22) Iσ : B
σ,b+1/min{2,p,q}
p,q (R
d) −→ B0,bp,q(Rd).
(ii) Let p = 1,∞. Then
(13.23) Iσ : B
0,b
p,q(R
d) −→ B−σ,bp,q (Rd)
and
(13.24) Iσ : B
σ,b+1/min{1,q}
p,q (R
d) −→ B0,bp,q(Rd).
Proof. We start by showing (13.21). Since Lp(R
d) →֒ B0p,max{p,2}(Rd) (see (2.35)
with s = b = 0), we get
Iσ : Lp(R
d) −→ B−σp,max{p,2}(Rd)
where we have used (13.19). On the other hand, by (13.19), we know that, in par-
ticular, Iσ : B
s
p,q(R
d) −→ Bs−σp,q (Rd) for s > 0. Applying the ((0, b), q)-interpolation
method, we arrive at
(13.25) Iσ : (Lp(R
d), Bsp,q(R
d))(0,b),q −→ (B−σp,max{p,2}(Rd), Bs−σp,q (Rd))(0,b),q .
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Concerning the source space in (13.25), we make use of (1.3) and the interpolation
formula (2.28) to get (Lp(R
d), Bsp,q(R
d))(0,b),q = B
0,b
p,q(Rd). As far as the target space
in (13.25), it follows from Lemma 2.3 and Lemma 2.2(vi),
(B−σp,max{p,2}(R
d), Bs−σp,q (R
d))(0,b),q = ((B
−s−σ
p,q (R
d), Bs−σp,q (R
d)) 1
2
,max{p,2}, B
s−σ
p,q (R
d))(0,b),q
→֒ (B−s−σp,q (Rd), Bs−σp,q (Rd))1/2,q;b+1/max{p,2,q} = B−σ,b+1/max{p,2,q}p,q (Rd).
This implies that
Iσ : B
0,b
p,q(R
d) −→ B−σ,b+1/max{p,2,q}p,q (Rd).
The proofs of (13.22), (13.23) and (13.24) follow the same steps as above, but
now using the embeddings B0p,min{p,2}(R
d) →֒ Lp(Rd) (see (2.35) with s = b = 0),
and B0p,1(R
d) →֒ Lp(Rd) →֒ B0p,∞(Rd), p = 1,∞ (see, e.g., [SiT, (3.1.3) and (3.1.6)]).

Remark 13.7. (i) Note that the estimates (13.21) and (13.22) can be also obtained
via the relationships (1.4) and (13.19).
(ii) A similar approach to the one given in the proof of Theorem 13.6 but using
now the reiteration (3.21) allows us to derive the extreme case b = −1/q in Theorem
13.6. Namely, if 1 < p <∞, then
Iσ : B
0,−1/q
p,q (R
d) −→ B−σ,−1/q+1/max{2,p,q},1/max{2,p,q}p,q (Rd)
and
Iσ : B
σ,−1/q+1/min{2,p,q},1/min{2,p,q}
p,q (R
d) −→ B0,−1/qp,q (Rd).
If p = 1,∞ then
Iσ : B
0,−1/q
p,q (R
d) −→ B−σ,−1/qp,q (Rd)
and
Iσ : B
σ,−1/q+1/min{1,q},1/min{1,q}
p,q (R
d) −→ B0,−1/qp,q (Rd).
The boundedness results given in Theorem 13.6 are sharp. More precisely, we
have the following
Proposition 13.8. Let σ ∈ R, 1 < p < ∞, 0 < q ≤ ∞, and b > −1/q. Given any
ε > 0, there exists f ∈ B0,bp,q(Rd) such that Iσf 6∈ B−σ,b+1/max{2,p,q}+εp,q (Rd).
Proposition 13.9. Given any ε > 0, there exists f ∈ Bσ,b+1/min{2,p,q}−εp,q (Rd) such
that Iσf 6∈ B0,bp,q(Rd) in any of the following cases:
(a) σ ∈ R, 2dd+1 < p <∞, 0 < q ≤ ∞, b > −1/q, and p = min{2, p, q}.
(b) σ ∈ R, 1 < p <∞, 0 < q ≤ ∞, b > −1/q, and 2 = min{2, p, q}.
(c) σ ∈ R, 1 < p <∞, 0 < q ≤ ∞, b > −1/q, and q = min{2, p, q}.
Proposition 13.10. Let p = 1,∞, σ ∈ R, 0 < q ≤ ∞, and b > −1/q. For any
ε > 0, there is a function f ∈ Bσ,b+1/min{1,q}−εp,q (Rd) such that Iσf 6∈ B0,bp,q(Rd).
Proofs of Propositions 13.8 and 13.9. Let us show that there is f ∈ B0,bp,q(Rd) such
that Iσf 6∈ B−σ,b+1/max{2,p,q}+εp,q (Rd). Assume first that p = max{2, p, q} (and, so
p > 2dd+1 ). Let
F0(t) = t
−d+d/p(1 + | log t|)−β , t > 0,
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where b + 1/q + 1/p < β < b + 1/q + 1/p + ε. Define f(x) = f0(|x|), where f0 is
given by (4.6). According to Theorem 4.2, we have
‖f‖
B
0,b
p,q(Rd)
≍
(∫ 1
0
(1− log t)−βp dt
t
)1/p
+
(∫ ∞
1
(1 + log t)bq
(∫ ∞
t
(1 + log u)−βp
du
u
)q/p dt
t
)1/q
≍
(∫ 1
0
(1− log t)−βp dt
t
)1/p
+
(∫ ∞
1
(1 + log t)(b−β+1/p)q
dt
t
)1/q
<∞.
Hence, f ∈ B0,bp,q(Rd). On the other hand, taking into consideration (13.19), Theorem
4.6 yields that
‖Iσf‖q
B
−σ,b+1/p+ε
p,q (Rd)
&
∫ ∞
1
(1 + log t)(b+1/p+ε−β)q
dt
t
=∞.
Then, Iσf 6∈ B−σ,b+1/p+εp,q (Rd).
Suppose now that 2 = max{2, p, q}. Let
{bj}j∈N0 = {(1 + j)−δ}j∈N0 , b+ 1/q + 1/2 < δ < b+ 1/q + 1/2 + ε,
and
W (x) ∼
∞∑
j=3
bje
i(2j−2)x1 , x ∈ Rd.
Let f = ψW with ψ ∈ S(Rd)\{0} satisfying (5.2). Applying (5.8) we get
‖f‖q
B
0,b
p,q(Rd)
≍
∞∑
j=3
(1 + j)bq
 ∞∑
k=j
|bk|2
q/2 = ∞∑
j=3
(1 + j)bq
 ∞∑
k=j
(1 + k)−2δ
q/2
≍
∞∑
j=3
(1 + j)(b−δ+1/2)q <∞.
On the other hand, by (13.19) and (5.4), we obtain
‖Iσf‖q
B
−σ,b+1/2+ε
p,q (Rd)
≍
∞∑
j=3
(1 + j)(b+1/2+ε)q |bj|q =
∞∑
j=3
(1 + j)(b+1/2+ε−δ)q =∞.
Thus, f ∈ B0,bp,q(Rd) but Iσf 6∈ B−σ,b+1/2+εp,q (Rd).
In order to prove the sharpness assertion under the assumption q = max{2, p, q},
we will proceed by contradiction. Assume that
(13.26) Iσ : B
0,b
p,q(R
d) −→ B−σ,b+1/q+εp,q (Rd) for some ε > 0.
Moreover, by (13.19) and (1.3), we have Iσ : B
s
p,q(R
d) −→ Bs−σp,q (Rd) for any s > 0.
Given θ ∈ (0, 1), applying the interpolation property we derive the boundedness of
the operator
(13.27) Iσ : (B
0,b
p,q(R
d),Bsp,q(R
d))θ,q −→ (B−σ,b+1/q+εp,q (Rd), Bs−σp,q (Rd))θ,q.
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Note that, by Lemma 2.3, we have
(13.28) (B−σ,b+1/q+εp,q (R
d), Bs−σp,q (R
d))θ,q = B
θs−σ,(1−θ)(b+1/q+ε)
p,q (R
d).
On the other hand, by (2.30) and (1.3), we have
(13.29) (B0,bp,q(R
d),Bsp,q(R
d))θ,q = B
θs,(1−θ)(b+1/q)
p,q (R
d).
It follows from (13.27), (13.28) and (13.29) that
Iσ : B
θs,(1−θ)(b+1/q)
p,q (R
d) −→ Bθs−σ,(1−θ)(b+1/q+ε)p,q (Rd),
and then, by (13.19), B
θs−σ,(1−θ)(b+1/q)
p,q (Rd) →֒ Bθs−σ,(1−θ)(b+1/q+ε)p,q (Rd), which is
clearly not true because ε > 0 (see Proposition 6.1). Hence, (13.26) does not hold.
This finishes the proof of Proposition 13.8.
Similar arguments can be carried out to prove Proposition 13.9. The details are
left to the reader.

The proof of Proposition 13.10 given below requires some decomposition methods
in Besov spaces. We need some preparation. For ν ∈ N0 and m ∈ Zd, we denote
by Qνm the cube in R
d with sides parallel to the coordinate axes, centred at 2−νm,
and with side length 2−ν . For a cube Q in Rd and r > 0 we shall mean by rQ the
cube in Rd concentric with Q and with side length r times the side length of Q.
Let K ∈ N0 and c > 1. A K times differentiable complex-valued function a on
Rd (continuous if K = 0) is called an 1K-atom if
supp a ⊂ cQ0m for some m ∈ Zd
and
|Dαa(x)| ≤ 1 for |α| ≤ K.
Let 1 ≤ p ≤ ∞,−∞ < s, b <∞, and L+1 ∈ N0. A K times differentiable complex-
valued function a on Rd (continuous if K = 0) is called an (s, p, b)K,L-atom if for
some ν ∈ N0
supp a ⊂ cQνm for some m ∈ Zd,
|Dαa(x)| ≤ 2−ν(s−d/p)+|α|ν(1 + ν)−b for |α| ≤ K
and
(13.30)
∫
Rd
xβa(x) dx = 0 if |β| ≤ L.
If the atom a is located on Qνm, that means
supp a ⊂ cQνm,
then we write aνm. If L = −1 in (13.30) then there are no moment conditions. The
atomic characterizations of classical Besov and Triebel-Lizorkin spaces can be found
in [FJ] and [Tr97, Section 13]. For distribution spaces of generalized smoothness,
we refer to [Mou, FL].
Let 0 < q ≤ ∞. Let K ∈ N0 and L+ 1 ∈ N0 with
K ≥ max{0, 1 + [s]} and L ≥ max{−1, [−s]}
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be fixed. Then f ∈ S ′(Rd) belongs to Bs,bp,q(Rd) if, and only if, there is a representa-
tion
(13.31) f =
∞∑
ν=0
∑
m∈Zd
λνmaνm (convergence in S ′(Rd)),
where aνm are 1K -atoms (ν = 0) or (s, p, b)K,L-atoms (ν ∈ N) such that they are
located at Qνm and
∑∞
ν=0
(∑
m∈Zd |λνm|p
)q/p
<∞. Furthermore, we have
(13.32) ‖f‖
Bs,bp,q(Rd)
≍ inf
 ∞∑
ν=0
∑
m∈Zd
|λνm|p
q/p

1/q
where the infimum is taken over all admissible representations (13.31).
Proof of Proposition 13.10. Let p = 1. In this case the proof is split into two possible
cases. First, let us assume that q ≥ 1 and
(13.33) Iσ : B
σ,b+1−ε
1,q (R
d) −→ B0,b1,q(Rd) for some ε > 0.
Let Ω be a bounded domain in Rd. We denote by JΩ the corresponding restriction
operator given by JΩf = f |Ω. Note that, by (2.28), (1.3), and Lemma 11.13,
JΩ : B
0,b
1,q(R
d) = (L1(R
d), Bd1,1(R
d))(0,b),q −→ (L1(Ω), L∞(Ω))(0,b),q
and, by (13.19),
I−σ : B
0,b+1−ε
1,q (R
d) −→ Bσ,b+1−ε1,q (Rd).
Consequently, we have
(13.34) JΩ : B
0,b+1−ε
1,q (R
d) −→ (L1(Ω), L∞(Ω))(0,b),q.
Applying the well-known formula (cf. [BL, Theorem 5.2.1, p. 109])
K(t, f ;L1(Ω), L∞(Ω)) =
∫ t
0
f∗(s) ds
where f∗ denotes the non-increasing rearrangement of f given by (cf. [CR])
(13.35) f∗(t) = sup
E⊂Ω
|E|d=t
inf
x∈E
|f(x)|, 0 < t < 1,
we may rewrite (13.34) as
(13.36)
(∫ 1
0
(1− log t)bq
(∫ t
0
(JΩf)
∗(s) ds
)q dt
t
)1/q
. ‖f‖
B0,b+1−ε1,q (R
d)
.
However, the latter inequality is not true. Indeed, let
(13.37) f(x) =
∞∑
j=1
aj2
jd(1 + j)−(b+1−ε)(Φ(2jx)− Φ(2jx− x0)), x ∈ Rd,
where the function Φ is given by
Φ(x) =

e
− 1
1−|x|2 , |x| < 1,
0 , |x| ≥ 1,
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and x0 ∈ Rd with |x0| > 3. By construction, 2jd(1+j)−(b+1−ε)(Φ(2jx)−Φ(2jx−x0))
is an (0, 1, b + 1 − ε)K,0-atom in B0,b+1−ε1,q (Rd), where K ≥ 1. Since (13.37) is an
atomic decomposition of f in B0,b+1−ε1,q (R
d), applying (13.32) we find
‖f‖q
B0,b+1−ε1,q (R
d)
.
∞∑
j=1
|aj|q.
This yields that if
aj = (1 + j)
−β , max{1/q,−b + ε} < β < 1/q + ε,
then the function f belongs to B0,b+1−ε1,q (R
d). Moreover, there holds that (see (13.35))
f∗(2−kd) ≥ inf
x∈Qk,(0,...,0)
|f(x)| = inf
x∈Qk,(0,...,0)\Qk+1,(0,...,0)
|f(x)| ≍ 2kd(1 + k)−(b+1−ε)−β
for k ∈ N. Let Ω = 2−1[0, 1]d. By construction, the support of f is contained in
Ω, and then JΩf = f . Using monotonicity properties of f
∗, we can estimate the
left-hand side in (13.36) by∫ 1
0
(1− log t)bq
(∫ t
0
f∗(s) ds
)q dt
t
&
∞∑
j=0
(1 + j)bq
 ∞∑
k=j+1
f∗(2−kd)2−kd
q
&
∞∑
j=0
(1 + j)bq
 ∞∑
k=j+1
(1 + k)−(b+1−ε)−β
q ≍ ∞∑
j=0
(1 + j)(ε−β)q =∞.
This contradicts (13.36). Hence, (13.33) is not true.
Secondly, if q < 1 then we will proceed by contradiction, that is, the boundedness
result
(13.38) Iσ : B
σ,b+1/q−ε
1,q (R
d) −→ B0,b1,q(Rd) for some ε > 0
will yield a contradiction. Indeed, by (13.19) and (1.3), we have Iσ : B
s+σ
1,q (R
d) −→
Bs1,q(R
d) for any s > 0. Given θ ∈ (0, 1), applying the interpolation property we
derive the boundedness of the operator
(13.39) Iσ : (B
σ,b+1/q−ε
1,q (R
d), Bs+σ1,q (R
d))θ,q −→ (B0,b1,q(Rd),Bs1,q(Rd))θ,q.
By Lemma 2.3, we have
(13.40) (B
σ,b+1/q−ε
1,q (R
d), Bs+σ1,q (R
d))θ,q = B
θs+σ,(1−θ)(b+1/q−ε)
1,q (R
d).
On the other hand, using (2.30) and (1.3), we have
(13.41) (B0,b1,q(R
d),Bs1,q(R
d))θ,q = B
θs,(1−θ)(b+1/q)
1,q (R
d).
Therefore, (13.39), (13.40) and (13.41) imply that
Iσ : B
θs+σ,(1−θ)(b+1/q−ε)
1,q (R
d) −→ Bθs,(1−θ)(b+1/q)1,q (Rd),
and then, by (13.19), B
θs+σ,(1−θ)(b+1/q−ε)
1,q (R
d) →֒ Bθs+σ,(1−θ)(b+1/q)1,q (Rd). It is clear
that the latter embedding is no longer true because ε > 0 (see Proposition 6.1).
Hence, (13.38) cannot hold.
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It remains to show the sharpness assertion for p =∞. We use again the method
of contradiction. Suppose that
(13.42) Iσ : B
σ,b+1/min{1,q}−ε
∞,q (R
d) −→ B0,b∞,q(Rd) for some ε > 0.
Since I−σ : B
0,b+1/min{1,q}−ε
∞,q (Rd) −→ Bσ,b+1/min{1,q}−ε∞,q (Rd) (see (13.19)), we derive
(13.43) B0,b+1/min{1,q}−ε∞,q (R
d) →֒ B0,b∞,q(Rd).
Note that the space B0,b∞,q(Rd) fits into the scale of the so-called generalized Ho¨lder
spaces investigated in [MNS]. In particular, embeddings of Besov spaces of gener-
alized smoothness into generalized Ho¨lder spaces are fully characterized in [MNS,
Theorem 3.2]. For sake of completeness, we write down this characterization in the
special case of the spaces B0,b∞,q(Rd) and B
0,b
∞,q(Rd).
Lemma 13.11 ([MNS]). Let 0 < q ≤ ∞,−∞ < ξ <∞ and b > −1/q. Then
B0,ξ∞,q(R
d) →֒ B0,b∞,q(Rd) ⇐⇒ ξ ≥ b+
1
min{1, q} .
According to Lemma 13.11, the embedding (13.43) does not hold because ε > 0.
Consequently, (13.42) is not valid.

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14. Regularity estimates of the fractional Laplace operator
The fractional Laplace operator (−∆)s for s ∈ (0, 1) is defined by
(14.1) (−∆)sf(x) = cd,s P.V.
∫
Rd
f(x)− f(y)
|x− y|d+2s dy, f ∈ S(R
d),
where cd,s > 0 is a normalization constant depending only on d and s.
There are several equivalent approaches in the literature to introduce this op-
erator. For instance, it can also be defined as the pseudodifferential operator (see
(13.1))
̂(−∆)sf(ξ) = Ĵ2sf(ξ) = |ξ|2sf̂(ξ), f ∈ S(Rd),
see, e.g., [Land]. This formula is useful to derive properties of the fractional Lapla-
cian on the whole space Rd. However, in order to obtain local estimates for (−∆)s, it
is more convenient to work with the characterization in terms of the heat semi-group
Wt (cf. (10.33)). Namely,
(14.2) (−∆)sf(x) = 1
Γ(−s)
∫ ∞
0
(Wtf(x)− f(x)) dt
t1+s
,
see, e.g., [Sti, StiTo].
There are several possible extensions of the fractional Laplace operator to spaces
formed by locally integrable functions. Throughout this section we shall deal with
the extension of (14.1) to the weighted L1-space
(14.3) L1(s) =
{
f : Rd −→ R : ‖f‖L1(s) =
∫
Rd
|f(x)|
1 + |x|d+2s dx <∞
}
.
See the works of Silvestre [Sil, Sil1] for further details.
14.1. Function spaces in PDE’s. The goal of this section is to clarify the rela-
tionships between the function spaces introduced in Section 2.2 and some function
spaces that arise naturally in the study of regularity problems for the fractional
Laplacian.
Let −∞ < s, b <∞. The space Λs,b(Rd) is formed by all f ∈ S ′(Rd) such that
(14.4) |f |Λs,b(Rd) = sup
0<t<∞
t−s/2(1 + | log t|)b
∥∥∥tk ∂kWtf
∂tk
∥∥∥
L∞(Rd)
<∞.
The space Λs,b(Rd) is equipped with the norm
(14.5) ‖f‖Λs,b(Rd) = ‖f0‖L∞(Rd) + |f |Λs,b(Rd)
where
f0 =
 f if s > 0,
I−2mf if s ≤ 0.
Here, k ∈ N0 with k > s/2 and m ∈ N with m > −s/2. It will be shown in
Proposition 14.1(ii) below that different values of k and m give equivalent norms on
Λs,b(Rd). Note that if b = 0 in Λs,b(Rd) then we recover the classical spaces Λs(Rd).
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Let 0 ≤ s ≤ 1,−∞ < b < ∞, and k ∈ N0. The Ho¨lder space Ck,s,b(Rd) is the
collection of all f ∈ Ck(Rd) such that
(14.6) sup
x,y∈Rd
0<|x−y|<1
(1− log |x− y|)b|Dβf(x)−Dβf(y)|
|x− y|s <∞
for all |β| = k. If b = 0 we obtain the classical spaces Ck,s(Rd). One can easily check
that Ck,0,b(Rd) = Ck(Rd) if b ≤ 0 and Ck,1,b(Rd) = {0} if b > 0.
Let −∞ < b < ∞. The Zygmund space Z1,b(Rd) is defined as the set of all
f ∈ C(Rd) such that
‖f‖Z1,b(Rd) = ‖f‖C(Rd) + sup
x,h∈Rd
0<|h|<1
(1− log |h|)b|∆2hf(x)|
|h| <∞.
See [HBook, Definition 2.18, p. 23]. Obviously, if b = 0 we recover the classical
space Z1(Rd).
Now we study the relationships between Lipschitz, Besov, Ho¨lder, and Zygmund
spaces involving logarithmic smoothness. In particular, we complement and extend
the assertions stated in [RonSt, Proposition 4.3] by using the properties of moduli
of smoothness studied in previous sections and avoiding the semi-group techniques
applied in [RonSt].
We start with investigating basic properties of Λ spaces.
Proposition 14.1. (i) Let −∞ < s, b <∞. Then, we have
(14.7) Λs,b(Rd) = Bs,b∞,∞(R
d)
with equivalence of norms.
(ii) Let −∞ < s, b <∞. The norm ‖f‖Λs,b(Rd) given by (14.5) does not depend on
k ∈ N0 with k > s/2 and m ∈ N with m > −s/2.
(iii) Let −∞ < s0, s1, b0, b1 <∞. Then,
Λs0,b0(Rd) →֒ Λs1,b1(Rd)
if and only if one of the following conditions holds:
(a) s0 > s1,
(b) s0 = s1 and b0 ≥ b1.
(iv) The following Sobolev-type characterization for Λs,b(Rd) holds: Let −∞ <
s, b <∞ and m ∈ N. Then,
(14.8) ‖f‖Λs,b(Rd) ≍
∑
|β|≤m
‖Dβf‖Λs−m,b(Rd).
Remark 14.2. If b = 0, then (14.7) is well known; see, e.g., [Tr83, Theorem 2.12.2,
p. 184] and [Tr92, 2.6.4, pp. 151–155]. However the related arguments given in
[Tr83] and [Tr92] have no immediate log-counterparts. We give an elementary proof
of part (i) based on the heat kernel representation for the spaces Bs,b∞,∞(Rd) given
by (10.37) and lifting properties of Besov spaces.
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Proof of Proposition 14.1. (i), (ii): Let k ∈ N. We will make use of the following
well-known formulas
(14.9)
∥∥∥tk ∂kWtf
∂tk
∥∥∥
L∞(Rd)
. ‖[Wt − idRd ]kf‖L∞(Rd)
and
(14.10) ‖[Wt − idRd ]kf‖L∞(Rd) .
∫ t
0
∥∥∥uk ∂kWuf
∂uk
∥∥∥
L∞(Rd)
du
u
.
See [ButB, Lemmas 3.5.4 and 3.5.5].
Assume first that s > 0. Let k ∈ N with k > s/2. By (14.4), (14.9), (10.37) and
(1.3), we get
‖f‖Λs,b(Rd) . ‖f‖L∞(Rd) + sup
0<t<∞
t−s/2(1 + | log t|)b‖[Wt − idRd ]kf‖L∞(Rd)
. ‖f‖L∞(Rd) + sup
0<t<1
t−s/2(1− log t)b‖[Wt − idRd ]kf‖L∞(Rd)
≍ ‖f‖
B
s,b
∞,∞(Rd)
≍ ‖f‖
Bs,b∞,∞(Rd)
.
To show the converse inequality, we apply (1.3), (10.37), (14.10), and (14.4),
‖f‖
Bs,b∞,∞
≍ ‖f‖L∞(Rd) + sup
0<t<1
t−s/2(1− log t)b‖[Wt − idRd ]kf‖L∞(Rd)
. ‖f‖L∞(Rd) + sup
0<t<1
t−s/2(1− log t)b
∫ t
0
∥∥∥uk ∂kWuf
∂uk
∥∥∥
L∞(Rd)
du
u
. ‖f‖L∞(Rd) + sup
0<t<1
t−s/2(1− log t)b
∥∥∥tk ∂kWtf
∂tk
∥∥∥
L∞(Rd)
≤ ‖f‖Λs,b(Rd).
Furthermore, this also showed (ii) for Λs,b(Rd) with s > 0.
Next we will prove (14.7) with s ≤ 0. Letm ∈ N withm > −s/2 and k ∈ N0 with
k > s/2. For s + 2m > 0 we have already shown that Bs+2m,b∞,∞ (Rd) = Λs+2m,b(Rd).
Therefore, in virtue of lifting property of Besov spaces (see Lemma 4.5) and (14.4),
we have
‖f‖
Bs,b∞,∞(Rd)
≍ ‖I−2mf‖Bs+2m,b∞,∞ (Rd) ≍ ‖I−2mf‖Λs+2m,b(Rd)
= ‖I−2mf‖L∞(Rd) + sup
0<t<∞
t−
s
2 (1 + | log t|)b
∥∥∥tk ∂m+kWtI−2mf
∂tm+k
∥∥∥
L∞(Rd)
(14.11)
because m + k > m+ s/2. On the other hand, since Wtf is a solution of the heat
equation, that is, ∂Wtf∂t = ∆Wtf (see Section 10.5), using the formula ∆Wtf =
Wt∆f , it is plain to see that
∂m+kWtf
∂tm+k
= ∆m+kWtf , which allows us to derive
(14.12)
∂m+kWtI−2mf
∂tm+k
= ∆m+kWtI−2mf = ∆
m+kI−2mWtf = ∆
m(idRd +∆)
−m∂
kWtf
∂tk
.
Finally, making use of the fact that ∆m(idRd + ∆)
−m is a bounded operator on
L∞(R
d) (see [S, Chapter V, Section 3.2, page 133]), (14.11) and (14.12), we obtain
‖f‖
Bs,b∞,∞(Rd)
≍ ‖I−2mf‖L∞(Rd) + sup
0<t<∞
t−
s
2 (1 + | log t|)b
∥∥∥tk ∂kWtf
∂tk
∥∥∥
L∞(Rd)
.
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Furthermore, the argument given above also showed that Λs,b(Rd) with s ≤ 0 does
not depend on m ∈ N with m > −s/2 and k ∈ N0 with k > s/2.
(iii): We first note that, by (14.7), the embedding Λs0,b0(Rd) →֒ Λs1,b1(Rd) is
equivalent to Bs0,b0∞,∞(Rd) →֒ Bs1,b1∞,∞(Rd).
Assume that (a) or (b) holds. Then, it is plain to check that Bs0,b0∞,∞(Rd) →֒
Bs1,b1∞,∞(Rd). Conversely, suppose that B
s0,b0
∞,∞(Rd) →֒ Bs1,b1∞,∞(Rd) holds. This implies
that one of the conditions (a) or (b) is satisfied. Indeed, we first note that applying
the lifting property given in Lemma 4.5, we may assume without loss of generality
that s0 > 0. Suppose that s0 < s1. Let k > s1 and s0 < ε < s1. Then there exists
f ∈ L∞(Rd) such that ωk(f, t)∞ ≍ tε, see [Ti1]. Clearly, we have f ∈ Bs0,b0∞,∞(Rd) =
Bs0,b0∞,∞(Rd) but f 6∈ Bs1,b1∞,∞(Rd) = Bs1,b1∞,∞(Rd). If s0 = s1 and b0 < b1, we let f ∈
L∞(R
d) with ωk(f, t)∞ ≍ ts0(1− log t)−b0 . This gives the desired counterexample.
(iv): The characterization (14.8) follows from (14.7) and Lemma 12.5. 
Our next result gives some characterizations of Ho¨lder and Zygmund spaces.
Proposition 14.3. (i) Let −∞ < b <∞. Then,
(14.13) Z1,b(Rd) = Λ1,b(Rd) = B1,b∞,∞(Rd).
(ii) Let k ∈ N0. Then,
Ck,s,b(Rd) =

Bk+s,b∞,∞ (Rd) = Λk+s,b(Rd), 0 < s < 1 and −∞ < b <∞;
B0,b∞,∞(Rd), k = s = 0 and b > 0;
Lip
(k+1,b)
∞,∞ (Rd), s = 1 and b ≤ 0;
and, for k ∈ N and b > 0,
(14.14) Bk,b+1∞,∞ (R
d) →֒ Ck,0,b(Rd) →֒ Bk,b∞,∞(Rd)
or, equivalently,
Λk,b+1(Rd) →֒ Ck,0,b(Rd) →֒ Λk,b(Rd).
More precisely, if s = 0 then
(14.15) ‖f‖Ck,0,b(Rd) ≍
∑
|β|≤k
‖Dβf‖
B
0,b
∞,∞(Rd)
, k ∈ N0, b > 0.
(iii) Let k ∈ N0, b ≥ 0, and −∞ < d <∞. Then,
(14.16) Ck,1,−b(Rd) = Lip(k+1,−b)∞,∞ (R
d) →֒ Λk+1,−d(Rd) ⇐⇒ d ≥ b.
(iv) Let m ∈ N and −∞ < b <∞. Then,
(14.17) ‖f‖Λm+1,b(Rd) ≍
∑
|β|≤m
‖Dβf‖Z1,b(Rd).
Remark 14.4. (i) Note that (14.15) also holds if b ≤ 0 because both sides are equiv-
alent to ‖f‖Ck(Rd).
(ii) If b < 0 then the embedding given in (14.16) trivially holds for all d ∈ R
because Ck,1,−b(Rd) = {0}.
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Proof of Proposition 14.3. (i): Formula (14.13) follows from (10.20) (with s = 1 and
k = 2).
(ii): By (14.7), (1.3), (12.14), and (10.20) we have for 0 < s < 1
‖f‖Λk+s,b(Rd) ≍ ‖f‖Bk+s,b∞,∞ (Rd) ≍
∑
|β|≤k
‖Dβf‖
B
s,b
∞,∞(Rd)
≍ ‖f‖Ck,s,b(Rd).
To show (14.15), compare (10.20) with s = 0 and (14.6). In particular, putting
k = 0 in (14.15) we derive C0,0,b(Rd) = B0,b∞,∞(Rd). Suppose now that k ∈ N and
b > 0. According to Theorem 12.11(ii) and (14.15), we have
‖f‖
B
k,b
∞,∞(Rd)
.
∑
|β|≤k
‖Dβf‖
B
0,b
∞,∞(Rd)
≍ ‖f‖Ck,0,b(Rd),
that is, Ck,0,b(Rd) →֒ Bk,b∞,∞(Rd). Conversely, applying (12.15), we get
(14.18)
∑
|β|<k
‖Dβf‖
B
0,b
∞,∞(Rd)
.
∑
|β|<k
‖Dβf‖
B
k−|β|,b
∞,∞ (Rd)
. ‖f‖
B
k,b
∞,∞(Rd)
where the first estimate follows from the trivial embeddingB
k−|β|,b
∞,∞ (Rd) →֒ B0,b∞,∞(Rd)
with |β| < k. Furthermore, by Theorem 12.6(ii), we have
(14.19)
∑
|β|=k
‖Dβf‖
B
0,b
∞,∞(Rd)
. ‖f‖
B
k,b+1
∞,∞ (Rd)
.
Finally, by (14.15), (14.18) and (14.19), we arrive at
‖f‖Ck,0,b(Rd) ≍
∑
|β|≤k
‖Dβf‖
B
0,b
∞,∞(Rd)
. ‖f‖
B
k,b
∞,∞(Rd)
+ ‖f‖
B
k,b+1
∞,∞ (Rd)
. ‖f‖
B
k,b+1
∞,∞ (Rd)
which gives the left-hand side embedding in (14.14).
In order to verify that
(14.20) Lip(k+1,−b)∞,∞ (R
d) = Ck,1,−b(Rd), b ≥ 0,
by elementary computations we arrive at
sup
0<t<1
t−1(1 + | log t|)−bω1(f, t)∞ ≍ sup
|h|<1
‖∆hf‖L∞(Rd) sup
|h|<t<1
t−1(1− log t)−b
≍ sup
0<|h|<1
(1− log |h|)−b‖∆hf‖L∞(Rd)
|h|
≍ sup
x,y∈Rd
0<|x−y|<1
(1− log |x− y|)−b|f(x)− f(y)|
|x− y| .
Hence, by (2.5) and (14.6), we have shown that
(14.21) f ∈ Ck,1,−b(Rd) if and only if Dβf ∈ Lip(1,−b)∞,∞ (Rd) for all |β| = k.
This finishes the proof of (14.20) if k = 0. If k ≥ 1 the proof follows from (14.21)
and the following lemma, which is interesting for its own sake.
Lemma 14.5. Let k ∈ N, 1 ≤ p ≤ ∞, 0 < q ≤ ∞ and −∞ < b <∞. Then,
(14.22) ‖f‖
Lip
(k+1,−b)
p,q (Rd)
≍
∑
|β|≤k
‖Dβf‖
Lip
(1,−b)
p,q (Rd)
.
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Remark 14.6. Lemma 14.5 provides the Sobolev-type description of Lipschitz spaces,
see also (12.14).
Proof of Lemma 14.5. According to (12.3), we have∑
|β|≤k
‖Dβf‖q
Lip
(1,−b)
p,q (Rd)
≍ ‖f‖q
W kp (R
d)
+
∫ 1
0
t−q(1− log t)−bq
( ∑
|β|≤k
ω1(D
βf, t)p
)q dt
t
& ‖f‖q
Lp(Rd)
+
∫ 1
0
t−(k+1)q(1− log t)bqωk+1(f, t)qp
dt
t
≍ ‖f‖q
Lip
(k+1,−b)
p,q (Rd)
.
Conversely, applying (12.2) and Hardy’s inequality (2.38) (noting that the func-
tion ωk+1(f, t)p/t
k+1 is equivalent to a decreasing function), one gets
‖Dβf‖
Lip
(1,−b)
p,q (Rd)
. ‖Dβf‖Lp(Rd)
+
(∫ 1
0
(
t−1(1− log t)−b
∫ t
0
u
ωk+1(f, u)p
uk+1
du
u
)q
dt
t
)1/q
. ‖Dβf‖Lp(Rd) +
(∫ 1
0
(t−(k+1)(1− log t)bωk+1(f, t)p)q dt
t
)1/q
for every |β| ≤ k. Consequently,∑
|β|≤k
‖Dβf‖
Lip
(1,−b)
p,q (Rd)
. ‖f‖W kp (Rd) + ‖f‖Lip(k+1,−b)p,q (Rd) . ‖f‖Lip(k+1,−b)p,q (Rd),
where the last estimate follows from the trivial embedding Lip
(k+1,−b)
p,∞ (Rd) →֒ W kp (Rd).

(iii): Next we treat (14.16). Assume that d ≥ b. Using the fact that ωk+2(f, t)∞ .
ωk+1(f, t)∞, we obtain
sup
0<t<1
t−(k+1)(1− log t)−dωk+2(f, t)∞ . sup
0<t<1
t−(k+1)(1− log t)−bωk+1(f, t)∞,
which implies, by (14.7), (1.3) and (14.20), that Ck,1,−b(Rd) = Lip
(k+1,−b)
∞,∞ (Rd) →֒
Bk+1,−d∞,∞ (Rd) = Λk+1,−d(Rd).
Conversely, suppose that
(14.23) Ck,1,−b(Rd) →֒ Λk+1,−d(Rd)
holds. Let θ ∈ (0, 1). By (2.25), Lemma 2.2(ii), (2.31) and (14.20), we have
Bθ(k+1),−θb∞,∞ (R
d) = (L∞(R
d),W k+1∞ (R
d))θ,∞;−θb
= (L∞(R
d), (L∞(R
d),W k+1∞ (R
d))(1,−b),∞)θ,∞
= (L∞(R
d),Lip(k+1,−b)∞,∞ (R
d))θ,∞
= (L∞(R
d), Ck,1,−b(Rd))θ,∞.(14.24)
On the other hand, by (14.7) and (2.27), we derive
(14.25)
(L∞(R
d),Λk+1,−d(Rd))θ,∞ = (L∞(R
d),Bk+1,−d∞,∞ (R
d))θ,∞ = B
θ(k+1),−θd
∞,∞ (R
d).
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It follows from (14.23), (14.24) and (14.25) that B
θ(k+1),−θb
∞,∞ (Rd) →֒ Bθ(k+1),−θd∞,∞ (Rd)
which implies b ≤ d.
(iv): Equivalence (14.17) is a combination of (14.8) together with (14.13). 
Remark 14.7. Let b ≥ 0. The optimal relationships between Ck,1,−b(Rd) and Λk+1,−b(Rd)
given in (14.16) is complemented by the assertion that these spaces do not coincide.
For technical reasons we switch temporarily to the periodic case. Assume, e.g., that
k is odd and let
f(x) ∼
∞∑
j=1
j−k−2(1 + log j)−ε cos jx, x ∈ T,
where −b < ε < 1− b. Note that f is a continuous function (see, e.g., [Ti5, Theorem
1.1]). For n ∈ N, applying the realization result obtained in [Ti5, Corollary 4.4.1],
we get
ωk+1
(
f,
1
n
)
∞
≍ n−k−1
n∑
j=1
jk+1j−k−2(1 + log j)−ε +
∞∑
j=n
j−k−2(1 + log j)−ε
≍ n−k−1(1 + log n)1−ε
(note that ε < 1 since b ≥ 0), and
ωk+3
(
f,
1
n
)
∞
≍ n−k−1(1 + log n)−ε.
Therefore,
(14.26) sup
0<t<1
t−k−1(1− log t)−bωk+3(f, t)∞ ≍ sup
0<t<1
(1− log t)−b−ε <∞
and
(14.27) sup
0<t<1
t−k−1(1− log t)−bωk+1(f, t)∞ ≍ sup
0<t<1
(1− log t)−b−ε+1 =∞.
According to (14.26), (14.27), (14.7) and (14.20) we derive that f ∈ Λk+1,−b(T) but
f 6∈ Ck,1,−b(T). Analogously, one can proceed with the case k is even by taking the
Fourier series
g(x) ∼
∞∑
j=1
j−k−2(1 + log j)−ε sin jx, x ∈ T,
where −b < ε < 1− b.
Remark 14.8. The homogeneous counterparts of Propositions 14.1 and 14.3 (with
appropriate modifications) also hold true. Further details are left to the interested
reader.
14.2. Local regularity for the Dirichlet fractional Laplacian. We also in-
troduce some smoothness spaces on domains which will be useful to formulate the
Dirichlet problem involving (−∆)s. Let Ω be a bounded open set of Rd. The no-
tations ∂Ω and Ω stand for the boundary and the closure of Ω, respectively. The
space L˙ sp,loc(Ω) is defined as
L˙
s
p,loc(Ω) = {f ∈ Lp(Ω) : ζf ∈ L˙ sp (Rd) for any test function ζ ∈ D(Ω)}.
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Analogously, we introduce
B˙s,bp,q,loc(Ω) = {f ∈ Lp(Ω) : ζf ∈ B˙s,bp,q(Rd) for any test function ζ ∈ D(Ω)}.
By (10.27), L˙ s2,loc(Ω) = B˙
s
2,2,loc(Ω), s > 0.
Let
L˙
s
2 (Ω) = {f ∈ L˙ s2 (Rd) : f = 0 on Rd \ Ω}, 0 < s < 1,
endowed with the semi-norm
‖f‖
L˙ s2 (Ω)
=
(∫
Rd
∫
Rd
|f(x)− f(y)|2
|x− y|d+s2 dxdy
)1/2
(see (10.21) and (10.25)). Define L˙ −s2 (Ω) = (L˙
s
2 (Ω))
′. The following embeddings
hold
(14.28) L˙ s2 (Ω) →֒ L2(Ω) →֒ L˙ −s2 (Ω).
Let 0 ≤ s < 1 and 1 ≤ p ≤ ∞. Following (10.25), one can define the Besov space
W sp (Ω) as the collection
W sp (Ω) =
{
f ∈ Lp(Ω) : |f |W sp (Ω) =
(∫
Ω
∫
Ω
|f(x)− f(y)|p
|x− y|d+sp dxdy
)1/p
<∞
}
endowed with the norm
‖f‖W sp (Ω) = ‖f‖Lp(Ω) + |f |W sp (Ω).
Further properties and characterizations of the spaces considered above can be found
in the books [Bur, Maz, Tr83, Tr06, Tr08].
Next we collect some known results on the local regularity of solutions to the
Dirichlet elliptic problem related to the fractional Laplacian given by
(14.29)
{
(−∆)su = f in Ω,
u = 0 on Rd \Ω.
It is important to notice that, due to the non-local nature of the operator (−∆)s,
the Dirichlet condition in (14.29) is not involving only the boundary of Ω but its
complement Rd \ Ω.
The existence and uniqueness of weak solutions to the Dirichlet problem (14.29)
is guaranteed by the following result.
Lemma 14.9. Let Ω be a bounded open set in Rd and 0 < s < 1. If f ∈ L˙ −s2 (Ω)
then there exists a unique weak solution u ∈ L˙ s2 (Ω) of the Dirichlet problem (14.29).
Furthermore, we have
‖u‖
L˙ s2 (Ω)
. ‖f‖
L˙
−s
2 (Ω)
.
The proof of Lemma 14.9 is a straightforward consequence of the Lax-Milgram
Theorem. For further details, see [LeoPePriSo, Theorem 12] and [BicWarZua,
Proposition 2.1].
The local L2-regularity for weak solutions of the Dirichlet problem (14.29) has
been recently obtained by Biccari, Warma and Zuazua [BicWarZua, Theorem 1.3]
(with [Gru] as a forerunner) and reads as follows.
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Theorem 14.10. Let Ω be a bounded open set in Rd and let 0 < s < 1. Let
f ∈ L˙ −s2 (Ω) and let u ∈ L˙ s2 (Ω) be the unique weak solution to the Dirichlet problem
(14.29). If f ∈ L2(Ω) then u ∈ L˙ 2s2,loc(Ω).
The corresponding extension to Lp(Ω), 1 < p <∞, was investigated in [BicWarZua2,
Theorem 3].
Theorem 14.11. Let Ω be a bounded open set in Rd and let 0 < s < 1. Let
f ∈ L˙ −s2 (Ω) and let u ∈ L˙ s2 (Ω) be the unique weak solution to the Dirichlet
problem (14.29). Assume that 1 < p < ∞. If f ∈ Lp(Ω) and u ∈ W sp (Ω) then
u ∈ B˙2sp,max{2,p},loc(Ω).
We refer to [LeoPePriSo] (cf. also [BicWarZua]) for precise definitions of the
concepts of weak solutions to the problem (14.29) for Lp-data, 1 < p <∞.
14.3. L2-Regularity estimates. The goal of this section is to show a quantitative
version of the local L2-regularity result for the Dirichlet problem (14.29) given in
Theorem 14.10 above. In order to get this, we will make use of the following classical
result for the fractional Poisson-type equation
(−∆)su = f in Rd.
Theorem 14.12. Let s ∈ (0, 1). Let f ∈ L˙ −s2 (Rd) and let u ∈ L˙ s2 (Rd) be the weak
solution to the fractional Poisson-type equation
(−∆)su = f in Rd.
Let λ ≥ 0. Then
u ∈ L˙ λ+2s2 (Rd) if and only if f ∈ L˙ λ2 (Rd),
and
(14.30) ‖u‖
L˙
λ+2s
2 (R
d) ≍ ‖f‖L˙ λ2 (Rd).
In particular, we have
(14.31) ‖u‖
L˙ 2s2 (R
d) ≍ ‖f‖L2(Rd).
An elementary proof of Theorem 14.12 can be found in [DiNPalVald, Propositions
3.4 and 3.6]. See also [LiMa, Remark 10.5, p. 59].
Theorem 14.13. Let s ∈ (0, 1). Let f ∈ L˙ −s2 (Rd) and let u ∈ L˙ s2 (Rd) be the weak
solution to the fractional Poisson-type equation
(−∆)su = f in Rd.
Let λ > 0. Then
(14.32)
(∫ t
0
(ξ−2sωλ+2s(u, ξ)2)
2dξ
ξ
)1/2
≍ ωλ(f, t)2.
Remark 14.14. As application of (14.32) one immediately gets the estimates (14.30)
and (14.31). For example, taking the supremum over all t > 0 in (14.32) and
using (13.12) and (10.27), we derive (14.31). Similarly, one can deduce (14.30) from
(14.32).
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Proof of Theorem 14.13. It follows from (14.31) and (14.30) that
(14.33) K(tλ, u; L˙ 2s2 (R
d), L˙ λ+2s2 (R
d)) ≍ K(tλ, f ;L2(Rd), L˙ λ2 (Rd)).
By Lemma 10.3 we have
(14.34) K(tλ, f ;L2(R
d), L˙ λ2 (R
d)) ≍ ωλ(f, t)2, λ > 0.
On the other hand, using the well-known interpolation formula for Sobolev spaces
L˙ 2s2 (R
d) = (L2(R
d), L˙ λ+2s2 (R
d)) 2s
λ+2s
,2 (cf. [Tar, Lemma 23.1, p. 115]), Lemma
2.1(ii) (with α = 0) and (14.34), we get
K(tλ, u; L˙ 2s2 (R
d), L˙ λ+2s2 (R
d)) ≍
(∫ t
0
(ξ−2sK(ξλ+2s, u;L2(R
d), L˙ λ+2s2 (R
d)))2
dξ
ξ
)1/2
≍
(∫ t
0
(ξ−2sωλ+2s(u, ξ)2)
2 dξ
ξ
)1/2
.
Combined with (14.33) and (14.34) one obtains (14.32). 
As a consequence of Theorem 14.13, we show that Theorem 14.12 can be extended
from the Hilbert setting L˙ λ2 (R
d) = B˙λ2,2(R
d), λ > 0, (cf. (10.27)) to the non-Hilbert
setting B˙λ2,q(R
d), 0 < q ≤ ∞.
Theorem 14.15. Let s ∈ (0, 1). Let f ∈ L˙ −s2 (Rd) and let u ∈ L˙ s2 (Rd) be the weak
solution to the fractional Poisson-type equation
(−∆)su = f in Rd.
Let λ > 0, b ∈ R, and 0 < q ≤ ∞. Then
u ∈ B˙2s+λ,b2,q (Rd) if and only if f ∈ B˙λ,b2,q(Rd),
and
‖u‖
B˙
2s+λ,b
2,q (R
d)
≍ ‖f‖
B˙
λ,b
2,q (R
d)
.
Proof. Let λ0 > λ. Applying (14.32) and elementary monotonicity estimates, we
derive
‖f‖
B˙
λ,b
2,q (R
d)
≍
(∫ ∞
0
t−λq(1 + | log t|)bq
(∫ t
0
(ξ−2sωλ0+2s(u, ξ))
2 dξ
ξ
)q/2
dt
t
)1/q
≍
 ∞∑
j=−∞
2jλq(1 + |j|)bq
 ∞∑
ν=j
(2ν2sωλ0+2s(u, 2
−ν)2)
2
q/2

1/q
.(14.35)
In particular, this implies
‖f‖
B˙
λ,b
2,q (R
d)
&
 ∞∑
j=−∞
2j(λ+2s)q(1 + |j|)bqωλ0+2s(u, 2−j)q2
1/q ≍ ‖u‖
B˙
λ+2s,b
2,q (R
d)
.
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Conversely, assume first that q ≥ 2. Then, it follows from (14.35) and Hardy’s
inequality (see (2.44)) that
‖f‖
B˙
λ,b
2,q (R
d)
.
 ∞∑
j=−∞
2j(λ+2s)q(1 + |j|)bqωλ0+2s(u, 2−j)q2
1/q ≍ ‖u‖
B˙
λ+2s,b
2,q (R
d)
.
On the other hand, if q < 2 then, by (14.35), we have
‖f‖
B˙
λ,b
2,q (R
d)
.
 ∞∑
j=−∞
2jλq(1 + |j|)bq
∞∑
ν=j
(2ν2sωλ0+2s(u, 2
−ν)2)
q
1/q
=
 ∞∑
ν=−∞
(2ν2sωλ0+2s(u, 2
−ν)2)
q
ν∑
j=−∞
2jλq(1 + |j|)bq
1/q
≍
(
∞∑
ν=−∞
2ν(λ+2s)q(1 + |ν|)bqωλ0+2s(u, 2−ν)q2
)1/q
≍ ‖u‖
B˙
λ+2s,b
2,q (R
d)
.
The proof is finished. 
We can now establish the quantitative version of Theorem 14.10.
Theorem 14.16. Let Ω be a bounded open set in Rd and let 0 < s < 1. Let
f ∈ L˙ −s2 (Ω) and let u ∈ L˙ s2 (Ω) be the weak solution to the Dirichlet problem{
(−∆)su = f in Ω,
u = 0 on Rd \Ω.
Assume that f ∈ L2(Ω) and λ > 0. Let ω and ω˜ be two open subsets of Ω such that
ω˜ ⊂ ω ⊂ Ω, and let ζ ∈ C∞(Rd) satisfying
(14.36)

ζ(x) = 1 if x ∈ ω˜,
0 ≤ ζ(x) ≤ 1 if x ∈ ω \ ω˜,
ζ(x) = 0 if x ∈ Rd \ ω.
Then (∫ t
0
(ξ−2sωλ+2s(ζu, ξ)2)
2 dξ
ξ
)1/2
. ωλ(ζf, t)2 + ‖f‖L2(Ω), t > T > 0.
Proof. We shall apply the following technical lemma which has been shown in
[BicWarZua, Proposition 1.5, (3.2) and (3.3)] (see also [RosOtonSer]).
Lemma 14.17. The following pointwise formula holds
(14.37) (−∆)s(ζu) = ζ(−∆)su+ g in Rd
where g ∈ L2(Rd) with
(14.38) ‖g‖L2(Rd) . ‖u‖L˙ s2 (Ω).
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Since f ∈ L2(Ω), we derive that ζ(−∆)su+g ∈ L2(Rd). By (14.37) and Theorem
14.13, we get(∫ t
0
(ξ−2sωλ+2s(ζu, ξ)2)
2dξ
ξ
)1/2
≍ ωλ(ζ(−∆)su+ g, t)2
. ωλ(ζ(−∆)su, t)2 + ‖g‖L2(Rd)
. ωλ(ζf, t)2 + ‖f‖L2(Ω)
where we have used (14.38), Lemma 14.9 and (14.28) in order to obtain the last
estimate. 
14.4. Lp-Regularity estimates. In this section we focus on quantitative estimates
for the fractional Laplacian in the general Lp setting. First, we recall the Lp regu-
larity result for the Poisson-type equation involving the fractional Laplacian. See,
e.g., [S].
Theorem 14.18. Let s ∈ (0, 1) and 1 < p < ∞. Let f ∈ L˙ −s2 (Rd) and let
u ∈ L˙ s2 (Rd) be the weak solution to the fractional Poisson-type equation
(−∆)su = f in Rd.
Let λ ≥ 0. Then
u ∈ L˙ λ+2sp (Rd) if and only if f ∈ L˙ λp (Rd),
and
(14.39) ‖u‖
L˙
λ+2s
p (Rd)
≍ ‖f‖
L˙ λp (R
d).
In particular, we have
(14.40) ‖u‖
B˙2sp,q(R
d) . ‖f‖Lp(Rd), q ≥ max{p, 2}
and
(14.41) ‖u‖
B˙2sp,q(R
d) & ‖f‖Lp(Rd), q ≤ min{p, 2}.
Now we are in a position to show the Lp version of Theorem 14.13.
Theorem 14.19. Let s ∈ (0, 1). Let f ∈ L˙ −s2 (Rd) and let u ∈ L˙ s2 (Rd) be the weak
solution to the fractional Poisson-type equation
(−∆)su = f in Rd.
Let λ > 0, 1 < p <∞, and 0 < q ≤ ∞. Then
(14.42)
(∫ t
0
(ξ−2sωλ+2s(u, ξ)p)
q dξ
ξ
)1/q
. ωλ(f, t)p ⇐⇒ q ≥ max{p, 2}
and
(14.43)
(∫ t
0
(ξ−2sωλ+2s(u, ξ)p)
q dξ
ξ
)1/q
& ωλ(f, t)p ⇐⇒ q ≤ min{p, 2}.
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Proof. Let q ≥ max{p, 2}. By (14.39), (14.40) and Lemma 10.3, we have
(14.44) K(tλ, u; B˙2sp,q(R
d), L˙ 2s+λp (R
d)) . K(tλ, f ;Lp(R
d), L˙ λp (R
d)) ≍ ωλ(f, t)p.
On the other hand, since B˙2sp,q(R
d) = (Lp(R
d), L˙ 2s+λp (R
d)) 2s
2s+λ
,q (cf. [BL, Theorem
6.4.5]. This is a special case of the homogeneous counterpart of (2.37)), one can
apply Lemma 2.1(ii) (with α = 0) and (10.7) in order to derive
K(tλ, u; B˙2sp,q(R
d), L˙ 2s+λp (R
d))
≍
(∫ t
0
(ξ−2sK(ξλ+2s, u;Lp(R
d), L˙ 2s+λp (R
d)))q
dξ
ξ
)1/q
≍
(∫ t
0
(ξ−2sωλ+2s(u, ξ)p)
q dξ
ξ
)1/q
.(14.45)
Inserting this estimate into (14.44) we get the desired estimate given in (14.42).
Conversely, assume that there exists q such that the following inequality holds(∫ t
0
(ξ−2sωλ+2s(u, ξ)p)
q dξ
ξ
)1/q
. ωλ(f, t)p.
In particular, we have(∫ t
0
(ξ−2sωλ+2s(u, ξ)p)
q dξ
ξ
)1/q
. ‖f‖Lp(Rd)
which yields that ‖u‖
B˙2sp,q(R
d) . ‖f‖Lp(Rd) = ‖(−∆)su‖Lp(Rd). This implies that
q ≥ max{p, 2} (see [S, Chapter V, Sections 6.8 and 6.9]). The proof of (14.42) is
completed.
Next we will show (14.43). Assume that q ≤ min{p, 2}. It follows from (14.45),
(14.39), (14.41) and Lemma 10.3 that(∫ t
0
(ξ−2sωλ+2s(u, ξ)p)
q dξ
ξ
)1/q
≍ K(tλ, u; B˙2sp,q(Rd), L˙ 2s+λp (Rd))
& K(tλ, f ;Lp(R
d), L˙ λp (R
d)) ≍ ωλ(f, t)p.
This gives the desired estimate in (14.43).
Conversely, assume that there is q such that(∫ t
0
(ξ−2sωλ+2s(u, ξ)p)
q dξ
ξ
)1/q
& ωλ(f, t)p, t > 0.
Therefore, by (13.12), we derive
‖u‖
B˙2sp,q(R
d) & ‖f‖Lp(Rd) = ‖(−∆)su‖Lp(Rd)
which implies q ≤ min{p, 2} (see [S, Chapter V, Sections 6.8 and 6.9]). 
As application of Theorem 14.19 we obtain the next result which deals with
the smoothness properties of the operator (−∆)s and complements the L2-result of
Theorem 14.15.
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Theorem 14.20. Let s ∈ (0, 1). Let f ∈ L˙ −s2 (Rd) and let u ∈ L˙ s2 (Rd) be the weak
solution to the fractional Poisson-type equation
(−∆)su = f in Rd.
Let λ > 0, b ∈ R, 1 < p <∞, and 0 < q ≤ ∞. Then
u ∈ B˙2s+λ,bp,q (Rd) if and only if f ∈ B˙λ,bp,q(Rd),
and
‖u‖
B˙
2s+λ,b
p,q (Rd)
≍ ‖f‖
B˙
λ,b
p,q(Rd)
.
Proof. The proof is similar to that given in Theorem 14.15 and is left to the reader.

We now turn to the quantitative version of the regularity result for the Dirichlet
problem (14.29) with Lp-data given in Theorem 14.11.
Theorem 14.21. Let Ω be a bounded open set in Rd and let 0 < s < 1. Let
f ∈ L˙ −s2 (Ω) and let u ∈ L˙ s2 (Ω) be the weak solution to the Dirichlet problem{
(−∆)su = f in Ω,
u = 0 on Rd \Ω.
Let 1 < p < ∞, q ≥ max{p, 2} and λ > 0. Let ζ ∈ C∞(Rd) be a cut-off function
satisfying (14.36). Assume that f ∈ Lp(Ω) and u ∈W sp (Ω). Then(∫ t
0
(ξ−2sωλ+2s(ζu, ξ)p)
q dξ
ξ
)1/q
. ωλ(ζf, t)p + ‖u‖W sp (Ω), t > T > 0.
Proof. The proof relies on the following result obtained in [BicWarZua, Section 3.2,
(3.10) and (3.18)].
Lemma 14.22. The following pointwise formula holds
(14.46) (−∆)s(ζu) = ζ(−∆)su+ g in Rd
where g ∈ Lp(Rd) with
(14.47) ‖g‖Lp(Rd) . ‖u‖W sp (Ω).
Since f ∈ Lp(Ω), it follows that ζ(−∆)su + g ∈ Lp(Rd). According to (14.46),
(14.42) and (14.47), we have(∫ t
0
(ξ−2sωλ+2s(ζu, ξ)p)
q dξ
ξ
)1/q
. ωλ(ζ(−∆)su+ g, t)p
. ωλ(ζ(−∆)su, t)p + ‖g‖Lp(Rd)
. ωλ(ζf, t)p + ‖u‖W sp (Ω).

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Appendix A. List of symbols
Sets
Rd, d-dimensional real Euclidean space, 17
T, unit circle, 17
Zd, integer lattice in Rd, 17
N, natural numbers, 17
N0, natural numbers with 0, 17
GM , set of general monotone functions, 33
ĜM
d
, set of radial functions whose Fourier transform is general monotone, 33
L, set of lacunary Fourier series, 53
Lwm, set of lacunary Fouries series with weak monotone Fourier coefficients, 55
l, set of lacunary sequences, 62
SV , class of slowly varying functions, 71
Bt(x), ball of radius t centered at x, 93
R
d+1
+ , upper half-space of R
d+1, 98
Qνm, cube with sides parallel to the coordinate axes, centred at 2
−νm, and with
side length 2−ν , 134
Ω, bounded open set, 144
∂Ω, boundary of Ω, 144
Ω, closure of Ω, 144
Numbers and relations
X →֒ Y , continuous embedding, 17
[a], the largest integer not greater than a, 17
p′, dual exponent of p, 17
A . B, the estimate A ≤ CB, where C is a positive constant, 17
A ≍ B, the estimates C−1B ≤ A ≤ CB, where C > 1 is a constant, 17
mt, surface measure of the sphere of radius t, 94
Spaces
Bs,bp,q(Rd), Besov space defined by differences, 17
Lip
(k,−b)
p,q (Rd), logarithmic Lipschitz space, 17
Lip(Rd), Lipschitz space, 18
BV(Rd), the space of functions of bounded variation, 18
Bs,bp,q(T), periodic Besov space defined by differences, 18
Lip
(k,−b)
p,q (T), periodic Lipschitz space, 18
D(T), the space of infinite differentiable periodic functions, 18
D′(T), dual space of D(T), 18
S(Rd), Schwartz space, 18
S ′(Rd), space of tempered distributions, 18
Bs,bp,q(Rd), Besov space defined by Fourier analytic tools, 18
Bs,bp,q(T), periodic Besov space defined by Fourier analytic tools, 19
F s,bp,q (Rd), Triebel-Lizorkin space, 19
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Hs,bp (Rd), Sobolev space, 19
F s,bp,q (T), periodic Triebel-Lizorkin space, 19
Hs,bp (T), periodic Sobolev space, 19
W kp (R
d), classical Sobolev space, 20
W kp (T), classical periodic Sobolev space, 20
(A0, A1)θ,q, real interpolation space, 21
(A0, A1)θ,q;A, (A0, A1)θ,q;α, (A0, A1)θ,q;α,ξ, logarithmic interpolation spaces, 21, 32
(A0, A1)(θ,α),q, limiting interpolation space, 21
Bs,b,ξp,q (Rd), Besov space of iterated logarithmic smoothness defined by Fourier
analytic tools, 32
Hs,b,Ψp (Rd), Sobolev space of generalized smoothness, 71
Bs,b,Ψp,q (Rd), Besov space of generalized smoothness, 78
A′, dual space of A, 83
L˙ sp (R
d), Riesz potential space, 90
W˙ kp (R
d), homogeneous Sobolev space, 90
B˙sp,q(R
d), homogeneous Besov space defined by Fourier analytic tools, 90
D(Λ), domain of the infinitesimal generator Λ of a semi-group, 99
Vp(R), bounded p-variation space, 108
Vp(T), periodic bounded p-variation space, 108
V˙p(R), homogeneous bounded p-variation space, 108
V˙p(T), homogeneous periodic bounded p-variation space, 108
Bs,b,ξp,q (Rd), Besov space of iterated logarithmic smoothness defined by differences,
122
S˙(Rd), space formed by f ∈ S(Rd) with (Dβ f̂)(0) = 0 for β ∈ Nd0, 127
S˙ ′(Rd), S ′(Rd) modulo polynomials, 127
L1(s), weighted L1-space, 138
Λs,b(Rd), Lipschitz space defined in terms of the heat semi-group, 138
Ck,s,b(Rd), Ho¨lder space, 139
Z1,b(Rd), Zygmund space, 139
L˙ sp,loc(Ω), local Riesz potential space, 144
B˙s,bp,q,loc(Ω), local (homogeneous) Besov space, 145
L˙ s2 (Ω), (homogeneous) Sobolev space on Ω, 145
L˙
−s
2 (Ω), dual space of L˙
s
2 (Ω), 145
W sp (Ω), Besov space on Ω, 145
Functionals and functions
χE , characteristic function of E, 17
ωk(f, t)p, modulus of smoothness of integer order k, 17
∆kh, difference of integer order k with step h, 17
K(t, a), Peetre’s K-functional, 20
ℓ(t), ℓA(t), logarithmic functions, 21
E∗n(f)Lp(T), Lp-best approximation of the periodic function f by trigonometric
polynomials of degree at most n− 1, 50
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En(f)Lp(Rd), Lp-best approximation of the function f by entire functions of spher-
ical exponential type n, 54
ωα(f, t)p, modulus of smoothness of fractional order α, 91
∆κh, difference of fractional order κ with step h, 91
aνm, atom located on Qνm, 134
f∗, non-increasing rearrangement of f , 135
Operators
idX , identity map on X, 17
f̂ , Fourier transform of f , 18
f∨, inverse Fourier transform of f , 18
Dα, partial derivative, 20
Js,b, periodic lifting operator, 20
Iσ, lifting operator, 38
Sn(f), n-th partial sum of the Fourier series of f , 51
ηR, de la Valle´e-Poussin operator, 54
Jb, logarithmic lifting operator, 83
Js, Riesz potential operator, 90
Bt, Bl,t, ball average operators, 93
∆l, lth order Laplacian, 94
Vt, Vl,t, sphere average operators, 94
Sλ,αt , generalized Bochner-Riesz operators, 97
Wαt , Weierstrass operators, 97
Wt, Gauss-Weierstrass semi-group, 98
Pt, Cauchy-Poisson semi-group, 98
Λ, infinitesimal generator of a semi-group, 99
(−∆)s, fractional Laplace operator, 138
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