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We show that high-p⊥ RAA and v2 are way more sensitive to the QGP thermalization time, τ0,
than the distributions of low-p⊥ particles, and that the high-p⊥ observables prefer relatively late
thermalization at τ0 ∼ 1 fm/c. To calculate high-p⊥ RAA and v2, we employ our newly developed
DREENA-A formalism, which combines state-of-the-art dynamical energy loss model with 3+1-
dimensional hydrodynamical simulations. The model applies to both light and heavy flavor, and we
predict a larger sensitivity of heavy observables to the thermalization time. Elliptic flow parameter
v2 is also more sensitive to τ0 than RAA due to non-trivial differences in the evolution of in-plane and
out-of-plane temperature profiles. This presents, to our knowledge, the first example of applying
QGP tomography to constrain bulk QGP observables with high-p⊥ observables and related theory.
Quark-Gluon-Plasma (QGP) [1, 2] is an extreme
form of nuclear matter that consists of interacting
quarks, antiquarks and gluons. Since the interactions
between quarks and gluons are governed by Quantum
Chromodynamics (QCD), it is sometimes called QCD
matter as well. This state of matter is formed in ul-
trarelativistic heavy-ion collisions at the Relativistic
Heavy-Ion Collider (RHIC) and the Large Hadron Col-
lider (LHC). In these experiments, the bulk properties
of QGP are traditionally explored by low-p⊥ observ-
ables [3–5], that describe the motion of 99.9% of par-
ticles formed in heavy-ion collisions. Rare high energy
probes are, on the other hand, almost exclusively used
to understand the interactions of high-p⊥ partons with
the surrounding QGP medium. While high-p⊥ physics
had a decisive role in the QGP discovery [6], it has
been rarely used to understand bulk QGP properties.
To our knowledge, so far in bulk QGP medium sim-
ulations no parameter has been constrained by high-
p⊥ observables. On the other hand, some impor-
tant bulk QGP properties are known to be difficult
to constrain by low-p⊥ observables and corresponding
theory/simulations [7–10]. We are therefore advocat-
ing high-p⊥ QGP tomography, where bulk QGP pa-
rameters are jointly constrained by low- and high-p⊥
physics. We have previously demonstrated how the
shape of the QGP droplet formed in heavy-ion colli-
sions is reflected in the high-p⊥ observables [11], and
now we apply high-p⊥ QGP tomography to constrain
a QGP parameter that is currently inferred with large
uncertainities.
In particular, we here analyze how high-p⊥ RAA
and v2 depend on the QGP thermalization time τ0.
The dynamics before thermalization and applicability
of hydrodynamics and, therefore, the associated energy
loss phenomena, are not established yet [48]. To avoid
speculation, and to provide a baseline calculation for
further studies, we assume free streaming of high-p⊥
particles before thermalization, and neglect the pre-
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equilibrium evolution of the medium. After thermal-
ization, the QCD medium is described as relativistic
viscous fluid, and high-p⊥ probes start to lose energy
through interactions with this medium. Consequently,
thermalization time is an important parameter, which
affects both the evolution of the system and interac-
tions of the high-p⊥ particles with the medium.
Conventional approach to fix thermalization time is
to carry out hydrodynamical simulations with various
values of τ0, calculate the distributions of low-p⊥ par-
ticles, compare to data, and keep varying τ0 until the
best possible fit to the data is achieved. However,
an analysis employing sophisticated Bayesian statistics
has shown that low-p⊥ data provides only weak limits
to the thermalization time, τ0 = 0.59± 0.41 fm/c with
90% credibility [12], and further constraints would be
very useful.
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FIG. 1: Transverse momentum spectrum of charged parti-
cles in five centrality classes in Pb+Pb collisions at
√
sNN =
5.02 TeV, with thermalization time τ0 varied from 0.2 fm
to 1.2 fm. ALICE data from [15].
When calculating how the high-p⊥ observables de-
pend on τ0, one has to ensure that the QGP medium
evolution is compatible with the observed distribu-
tions of low-p⊥ particles. We describe the medium
evolution using the 3+1-dimensional viscous hydrody-
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2FIG. 2: Charged hadron DREENA-A RAA (upper panels) and v2 (lower panels) predictions, generated for six different
τ0 (indicated on the legend), are compared with ALICE [15, 30], CMS [31, 32] and ATLAS [33, 34] data. Four columns,
from left to right, correspond to 10–20%, 20–30%, 30–40% and 40–50% centralities at
√
sNN = 5.02 Pb+Pb collisions at
the LHC.
namical model from Ref. [13]. For simplicity, we ig-
nore pre-equilibrium evolution, i.e. vr(x, y, τ0) = 0,
choose a constant shear viscosity to entropy density
ratio η/s = 0.12, and base the initial transverse energy
density profile eT on the binary collision density nBC
from the optical Glauber model:
eT (τ0, x, y, b) = Ce(τ0) fBC ,
fBC = nBC + c1n
2
BC + c2n
3
BC . (1)
The parameters Ce, c1 and c2 are tuned separately for
each τ0 value, to approximately describe the observed
charged particle multiplicities and v2{4} in Pb+Pb
collisions at
√
sNN = 5.02 TeV. The thermalization
(i.e. hydro initialization) time τ0 has been varied from
0.2 fm to 1.2 fm. For the longitudinal profile, we keep
the parametrization used for
√
sNN = 2.76 Pb+Pb
collisions in Ref. [13]. Likewise, the decoupling tem-
perature Tdec = 100 MeV and the equation of state
s95p-PCE-v1 [14] are the same as in that article.
The transverse momentum distributions of charged
particles are shown in Fig. 1, and p⊥-differential ellip-
tic flow parameter v2(p⊥) in the low momentum part
(p⊥ < 2 GeV) of the lower panels of Fig. 2. The overall
agreement with the data is acceptable, and consistently
with Ref. [12], we observe only a weak dependence on
τ0—especially v2(p⊥) is almost independent of τ0.
To evaluate the high-p⊥ parton energy loss, we use
our recently developed DREENA-A framework [49]
based on our dynamical energy loss formalism, embed-
ded within the hydrodynamical model outlined above.
The dynamical energy loss formalism [16, 17] has sev-
eral unique features not included in other approaches:
i) QCD medium of finite size and temperature con-
sisting of dynamical (i.e. moving) partons; this in dis-
tinction to medium models with widely used static ap-
proximation and/or vacuum like propagators [18–21].
ii) Calculations based on generalized Hard-Thermal-
Loop approach [22], with naturally regulated infrared
divergences [16, 17, 23]. iii) Calculations of both ra-
diative [16] and collisional [17] energy loss in the same
theoretical framework. iv) Generalization towards run-
ning coupling [24], finite magnetic mass [25], abol-
ishment of widely used soft-gluon approximation [26].
All of these effects are necessary for accurate predic-
tions [27], but utilizing evolving temperature profiles
obtained from numerical calculations is highly non-
trivial within this complex energy loss framework. This
framework has been implemented within DREENA-A,
which can take any, arbitrary, temperature profile as
input (consequently ”A” stands for Adaptive). Since
our framework is applicable for both light and heavy
flavors, we evaluate high-p⊥ RAA and v2 not only of
charged hadrons, but of D and B mesons as well.
We use the same parameter set to generate high-
p⊥ predictions as in our earlier studies using the
DREENA-C [28] and DREENA-B [29] frameworks.
The resulting DREENA-A predictions for charged
hadron RAA in four different centrality classes, and for
τ0 in the range of 0.2–1.2 fm, are shown in the upper
panel of Fig. 2, and compared with experimental data.
In the lower panel of Fig. 2, we show similar comparison
of predicted high-p⊥ v2 to data. In distinction to the
3FIG. 3: Predicted D (full curves) and B meson (dashed
curves)RAA (upper panels) and v2 (lower panels) in Pb+Pb
collisions at
√
sNN = 5.02 TeV. The predictions for D
mesons are compared with ALICE [35, 36] (red triangles)
and CMS [37] (blue squares) D meson data, while predic-
tions for B mesons are compared with CMS [38] (green cir-
cles) non-prompt J/Ψ data. On each panel, the predictions
are generated for six different τ0 (indicated on the legend).
FIG. 4: DREENA-A predictions for charged hadron RAA
(left) and v2 (right) in 20–30% centrality class of
√
sNN =
5.02 TeV Pb+Pb collisions at the LHC, generated for τ0 =
0.2 fm and six different τq (indicated on the legend). The
predictions are compared with ALICE [15, 30], ATLAS [33,
34] and CMS [31, 32] data.
low-p⊥ distributions, we see that high-p⊥ predictions
can be resolved against experimental data, and that the
later thermalization is clearly preferred by both RAA
and v2. This resolution is particularly clear for v2 pre-
dictions, which approach the high-p⊥ tail of the data,
as τ0 is increased. One can also observe that this res-
olution (i.e. difference between the adjacent predicted
curves) increases for higher centralities, which we will
analyse below.
FIG. 5: Average temperature along the jet path traversing
the system in out-of-plane (full curve) and in-plane (dashed
curve) directions. The average is over all sampled jet paths,
and the path ends at TC ≈ 160 MeV [39]. Centrality of the
collision and τ0 is indicated on the legend of each panel.
Furthermore, we obtain that heavy quarks (charm
and bottom) are even more sensitive to τ0, as shown
in Fig. 3. For bottom probes, the data are largely not
available, making these true predictions, to be tested
against upcoming high luminosity LHC Run 3 data.
For charm probes, the available experimental data are
much more sparse (and with larger error bars) than the
charged hadron data. However, where available, com-
parison of our predictions with the data suggests the
same tendency as for charged hadrons, i.e. preference
towards later thermalization. These results are impor-
tant, as consistency between light and heavy flavor is
crucial (though highly non-trivial, as confirmed by the
well known heavy flavor puzzle [40]) for studying the
QGP properties.
In Ref. [41] it was proposed that jet quenching may
start later than the thermalization, and subsequent
fluid dynamical evolution, of the bulk QCD medium.
To test this scenario we follow that work, and intro-
duce a separate quenching start time τq ≥ τ0. In Fig. 4
we show the high-p⊥ RAA and v2 in 20-30% centrality
for thermalization time τ0 = 0.2 fm, and τq values in
the range of 0.2–1.2 fm. The sensitivity to τq is similar
in other centralities, for larger τ0 and for heavy flavor.
RAA shows similar sensitivity to τq as to τ0; compare
Figs. 4 and 2. The v2 is surprisingly insensitive to τq,
and way below the data, consequently not supporting
the idea that quenching can start later than hydrody-
namical evolution.
To investigate the origin of the sensitivity of RAA
and v2 to τ0 and τq, we evaluate the temperature along
the paths of jets traveling in-plane (φ = 0) and out-
4of-plane (φ = pi/2) directions, and average over all
sampled jet paths. In Fig. 5 we show the resulting
temperature evolution in 10–20% and 30-40% central
collisions for τ0 = 0.2 and 1.2 fm. As τ0 is increased,
the differences between in-plane and out-of-plane tem-
perature profiles also increase. Since v2 is proportional
to the difference in suppression along in-plane and out-
of-plane directions, larger difference along these direc-
tions leads to larger v2, and causes the observed depen-
dency on τ0. As well, for fixed τ0, increasing τq hardly
changes v2 since at early times the average tempera-
ture in- and out-of-plane directions is almost identical,
and no v2 is built up at that time in any case. Fur-
thermore, the more peripheral the collision, the larger
the difference in average temperatures, which leads to
higher sensitivity of v2 to τ0 as seen in the lower panels
of Fig. 2.
The change in τ0 affects the average temperature
along the jet path in two ways. First, smaller τ0 means
larger initial gradients, faster build-up of flow, and
faster dilution of the initial spatial anisotropy. Second,
since the initial jet production is azimuthally symmet-
ric, and jets travel along eikonal trajectories, at early
times both in- and out-of-plane jets probe the tempera-
ture of the medium almost the same way. The average
temperature of both is almost identical at τ0 = 0.2
fm. Only with course of time will the spatial distribu-
tion of in- and out-of-plane jets differ, and the aver-
age temperature along their paths begins to reflect the
anisotropies of the fluid temperature. Qualitative un-
derstanding given above is important, as it shows that
the obtained conclusions are largely model indepen-
dent, despite the fact that we arrived to them through
our DREENA-A framework.
From Fig. 5, we can also understand the increase in
RAA with larger τ0 and τq as seen in Figs. 2 and 4.
Larger τ0 or τq cuts away the large temperature part
of the profile decreasing the average temperature, and
thus increasing the angular average RAA [28, 29].
As mentioned above, we do not include any pre-
equilibrium evolution along the lines of, e.g., Refs. [42–
45]. We do not expect pre-equilibrium evolution to de-
stroy the sensitivity of high-p⊥ observables to τ0 [46],
but it may affect the favored value of τ0. As ex-
plained, reproduction of high-p⊥ v2 requires that the
spatial anisotropy is not smeared away too fast. Since
pre-equilibrium evolution is expected to reduce the
anisotropy [43, 47], it is possible that when it is in-
cluded the favored τ0 is even larger than seen here.
In summary, we presented (to our knowledge) the
first example of using high-p⊥ theory and data to con-
strain a parameter that is weakly sensitive to bulk QGP
evolution. Specifically, we used high-p⊥ RAA and v2 to
infer that experimental data prefer late thermalization
time. Heavy flavor show large sensitivity to τ0, so our
conclusion will be further tested by the upcoming high
luminosity measurements. v2 shows a higher sensitivity
to τ0 than RAA, and we showed that v2 is affected by τ0
because of differences in the in- and out-of-plane tem-
perature profiles. This demonstrates inherent intercon-
nections between low- and high-p⊥ physics, strongly
supporting the utility of our proposed QGP tomogra-
phy approach, where bulk QGP properties are jointly
constrained by low- and high-p⊥ data.
Acknowledgments: This work is supported by the
European Research Council, grant ERC-2016-COG:
725741, and by the Ministry of Science and Techno-
logical Development of the Republic of Serbia, under
project numbers ON171004 and ON173052.
[1] J. C. Collins and M. J. Perry, Phys. Rev. Lett. 34,
1353 (1975).
[2] G. Baym and S. A. Chin, Phys. Lett. B 62, 241 (1976).
[3] D. A. Teaney, ”Viscous hydrodynamics and the quark
gluon plasma.” Quark-Gluon Plasma 4, 207 (2011).
[4] B. Jacak and P. Steinberg, Phys. Today 63, 39 (2010).
[5] C. V. Johnson and P. Steinberg, Phys. Today 63, 29
(2010).
[6] M. Gyulassy and L. McLerran, Nucl. Phys. A 750, 30
(2005).
[7] J. L. Nagle, I. G. Bearden, and W. A. Zajc, New
J. Phys. 13, 075004 (2011).
[8] J. Koop, A. Adare, D. McGlinchey, and J. Nagle,
Phys. Rev. C 92, 054903 (2015).
[9] J. Auvinen, J. E. Bernhard, S. A. Bass and
I. Karpenko, Phys. Rev. C 97, 044905 (2018).
[10] J. Auvinen, K. J. Eskola, P. Huovinen, H. Niemi,
R. Paatelainen and P. Petreczky, [arXiv:2006.12499
[nucl-th]].
[11] M. Djordjevic, S. Stojku, M. Djordjevic and P. Huovi-
nen, Phys. Rev. C 100, 031901 (2019).
[12] S. A. Bass, J. E. Bernhard and J. S. Moreland, Nucl.
Phys. A 967, 67-73 (2017).
[13] E. Molnar, H. Holopainen, P. Huovinen and H. Niemi,
Phys. Rev. C 90, 044904 (2014).
[14] P. Huovinen and P. Petreczky, Nucl. Phys. A 837, 26-
53 (2010).
[15] S. Acharya et al. [ALICE], JHEP 1811, 013 (2018).
[16] M. Djordjevic, Phys. Rev. C 80, 064909 (2009);
M. Djordjevic and U. Heinz, Phys. Rev. Lett. 101,
022302 (2008).
[17] M. Djordjevic, Phys. Rev. C 74, 064907 (2006).
[18] R. Baier, Y. Dokshitzer, A. Mueller, S. Peigne, and
D. Schiff, Nucl. Phys. B 484, 265 (1997).
[19] N. Armesto, C. A. Salgado, and U. A. Wiedemann,
Phys. Rev. D 69, 114003 (2004).
[20] M. Gyulassy, P. Le´vai, and I. Vitev, Nucl. Phys. B 594,
371 (2001).
[21] X. N. Wang and X. f. Guo, Nucl. Phys. A 696, 788-832
(2001).
[22] J. I. Kapusta, Finite-Temperature Field Theory (Cam-
bridge University Press, 1989).
5[23] M. Djordjevic and M. Gyulassy, Phys. Rev. C 68,
034914 (2003).
[24] M. Djordjevic and M. Djordjevic, Phys. Lett. B 734,
286 (2014).
[25] M. Djordjevic and M. Djordjevic, Phys. Lett. B 709,
229 (2012).
[26] B. Blagojevic, M. Djordjevic and M. Djordjevic, Phys.
Rev. C 99, 024901 (2019).
[27] B. Blagojevic and M. Djordjevic, J. Phys. G 42, 075105
(2015).
[28] D. Zigic, I. Salom, J. Auvinen, M. Djordjevic and
M. Djordjevic, J. Phys. G 46, 085101 (2019).
[29] D. Zigic, I. Salom, J. Auvinen, M. Djordjevic and
M. Djordjevic, Phys. Lett. B 791, 236 (2019).
[30] S. Acharya et al. [ALICE], JHEP 1807, 103 (2018).
[31] V. Khachatryan, et al. [CMS], JHEP 1704, 039 (2017).
[32] A. M. Sirunyan, et al. [CMS], Phys. Lett. B 776, 195
(2018).
[33] [ATLAS], ATLAS-CONF-2017-012.
[34] M. Aaboud, et al. [ATLAS], Eur. Phys. J. C 78, 997
(2018).
[35] S. Acharya, et al. [ALICE], JHEP 10, 174 (2018).
[36] S. Acharya, et al. [ALICE], Phys. Rev. Lett. 120,
102301 (2018).
[37] A. M. Sirunyan, et al. [CMS], Phys. Rev. Lett. 120,
no. 20, 202301 (2018).
[38] A. M. Sirunyan, et al. [CMS], Eur. Phys. J. C 78, 509
(2018).
[39] A. Bazavov, et al. [HotQCD Collaboration], Phys. Rev.
D 90, 094503 (2014).
[40] M. Djordjevic, J. Phys. G 32, S333-S342 (2006);
M. Djordjevic and M. Djordjevic, Phys. Rev. C 90,
034910 (2014).
[41] C. Andres, N. Armesto, H. Niemi, R. Paatelainen and
C. A. Salgado, Phys. Lett. B 803, 135318 (2020).
[42] W. van der Schee, P. Romatschke and S. Pratt,
Phys. Rev. Lett. 111, 222302 (2013).
[43] J. Liu, C. Shen and U. Heinz, Phys. Rev. C 91, 064906
(2015).
[44] B. Schenke, C. Shen and P. Tribedy, Phys. Lett. B 803,
135322 (2020).
[45] T. Nunes da Silva, D. Chinellato, M. Hippert,
W. Serenone, J. Takahashi, G. S. Denicol, M. Luzum
and J. Noronha, [arXiv:2006.02324 [nucl-th]].
[46] D. Zigic, B. Ilic, M. Djordjevic and M. Djordjevic,
Phys. Rev. C 101, 064909 (2020).
[47] P. F. Kolb, J. Sollfrank and U. W. Heinz, Phys. Rev. C
62, 054909 (2000).
[48] Some simple scenarios for mapping the pre-equilibrium
energy loss were discussed in Ref. [46].
[49] Details of DREENA-A will be described in a separate
publication.
