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Abstract 
 The elastic behavior of materials with unusual low-temperature behavior involving 
structural, magnetic, and superconducting transitions has been studied using Resonant 
Ultrasound Spectroscopy (RUS).  Two classes of materials have been examined, namely, iron-
based superconductors and thermoelectric materials.  A series of BaFe2As2 materials as well as 
TlFe1.6Se2 comprise the former class, and a series of Mo3Sb7 materials is included in the latter.
 The elastic behavior of BaFe2As2 reveals that a large softening is observed as the 
material approaches a tetragonal-to-orthorhombic structural transition accompanied by an 
antiferromagnetic ordering near 132K.  This significant shear softening indicates that the 
structural transition is due to magnetically-driven nematic fluctuations.  The elastic behavior of 
superconducting cobalt-doped BaFe2As2, with a critical temperature of 22K, supports this 
finding.  In BaFe2As2, an unusually large amount of softening is observed as the material 
approaches the superconducting transition, and the material begins to stiffen immediately 
following this transition.  The effect of chromium doping in the BaFe2As2 material is also 
examined.  It is found that chromium doping does not produce superconductivity at any 
concentration.  It is shown that the structural transition that occurs in the BaFe2As2 parent 
material is suppressed with chromium doping, but this suppression is slower than that observed 
in cobalt-doped compounds.  The TlFe1.6Se2 material displays a slight softening at 140K, where 
a canting of the iron spins occurs.  When the original magnetic structure is recovered at 100K, 
stiffening is observed.  A magnetic field of 3T does not affect the elastic response despite the 
magnetic feature. 
 The elastic behavior of a series of Mo3Sb7 single crystals is also examined with RUS.  
The temperature dependence of the elastic response of this material reveals a transition at around 
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53K, evidenced by a dramatic softening in c’.  This softening is associated with a cubic-to-
tetragonal structural transition.  Single crystals that were doped with chromium, ruthenium, and 
tellurium were also examined.  The chromium doping simply decreases the transition 
temperature by approximately 5K.  While the addition of ruthenium and tellurium suppresses the 
transition, a structural instability persists, evidenced by a remaining c’ softening. 
 
Key words:  Elastic Properties; Resonant Ultrasound Spectroscopy (RUS); Iron-based 
Superconductors; Thermoelectric Materials 
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Introduction 
Both superconducting materials and thermoelectric materials have the potential to make 
significant impacts on future energy processes and applications.  Superconducting materials 
present zero electrical resistance which has obvious benefits for preserving current, and the 
Meissner effect observed in the superconducting state has also generated numerous potential 
applications.  Thermoelectric materials have the ability to convert heat into electrical energy or 
vice versa.  This ability provides promising applications in energy salvage as well as solid-state 
refrigeration.  Though these materials present remarkable possibilities, each of these types of 
materials faces some ongoing challenges that must be faced before such proposed impacts can be 
achieved.  The critical temperature of superconducting materials remains at cryogenic 
temperatures, while the efficiency of thermoelectric materials is not adequate for many practical 
applications. 
The discovery of iron-based superconductors in 2008 was followed by a flurry of 
investigations into this new class of high-temperature superconductors.  Because other high-
temperature superconducting systems have been intensively studied for decades, and many 
important questions remain unanswered, the chance to investigate these new systems has been a 
welcome opportunity.  It is anticipated that a better understanding of these materials may lead to 
the development of improved superconducting materials. 
Though thermoelectric materials have been used for many years, their efficiency remains 
an issue.  Because much current research is focused on reduction of the lattice portion of the 
thermal conductivity, a better understanding of the lattice dynamics of these materials is 
important.  A better understanding may lead to the ability to enhance the thermoelectric 
properties. 
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The focus of this research is the elastic properties of compounds from these two classes 
of materials, namely members of the BaFe2As2 superconducting family and the TlFe2-xSe2 
superconducting family and promising thermoelectric Mo3Sb7 and its doped variants.  These 
studies are performed using Resonant Ultrasound Spectroscopy (RUS).  RUS is a novel 
technique used to examine the elastic behavior of materials based on the measurement of a 
freely-vibrating sample’s naturally-occurring resonant frequencies.  RUS is used to determine the 
elastic tensor of a material, and the elastic constants that form this tensor are directly related to 
the atomic bonding of the material in addition to being linked to its thermal properties.  The RUS 
technique is known to be extremely sensitive to transitions and ordering phenomena.  Studying 
these materials and their various transitions with RUS provides valuable information about the 
physics that govern these transitions and contributes to a better understanding of the mechanisms 
involved. 
The first chapter provides a summary of the literature concerning these materials, and the 
second chapter introduces the RUS technique used as well as the single-crystal growth process 
used to synthesize the samples.  Chapters 3 and 4 outline the results of these RUS measurements 
as well as other information obtained during this study.  A conclusion of this dissertation is 
provided after the final chapter. 
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Chapter 1 
Literature Review 
1.1  Superconductivity 
 Simply stated, superconductivity is the absence of electrical resistivity.  The phenomenon 
of superconductivity was first discovered in 1911 by Heike Kamerlingh Onnes on elemental 
mercury following the successful liquefaction of helium [1].  The critical temperature (Tc), or 
temperature below which a material becomes superconducting, for mercury was measured at 
4.2K.  Following this result, the elements lead and tin were also found to be superconducting, 
and with time, many more materials were found to be superconducting at very low temperatures. 
 In 1914, Heike Kamerlingh Onnes also observed that magnetic fields have a destructive 
effect on superconductivity [1].  This effect is manifested as a critical field, the magnetic field at 
and above which the superconductivity is destroyed.  The value of this critical field is dependent 
on the superconductor itself; it also distinguishes between two types of superconductors:  Type I 
and Type II.  Type I superconductors have a single critical field at which superconductivity is 
destroyed, whereas, Type II superconductors have a lower and an upper critical field.  Above the 
lower critical field, the magnetic field can partially penetrate the material; the upper critical field 
is the field at which superconductivity is destroyed. 
 In addition to the critical field, superconductors have a critical current density.  This 
value is the maximum amount of current that can flow through a superconductor without driving 
the material from the superconducting state to the normal state.  Because flowing current creates 
a magnetic field, this critical current density is expected from the observation of the critical field. 
 Superconductivity is not simply perfect conductivity.  The phenomenon of 
superconductivity is not only distinguished by zero electrical resistance, but it is also 
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characterized by strong diamagnetism.  This characteristic is well illustrated by the Meissner 
effect discovered by Meissner and Ochsenfeld in 1933 [2].  This effect is a complete expulsion 
of a sufficiently weak magnetic field from the bulk of the superconducting material as it 
transitions form the normal state to the superconducting state.  In a magnetic field that is lower 
than the critical field for the material, the superconductor develops electric currents near its 
surface, and the magnetic field of these currents cancels the applied magnetic field within the 
interior of the superconductor. 
 It was not until 1957 that a theory was developed to explain the microscopic origins of 
superconductivity; this theory is known as the BCS theory of superconductivity as it was 
proposed by Bardeen, Cooper, and Schrieffer [3].  Cooper had established the idea of bound 
electron pairs, now known as Cooper pairs, in 1956 [2].  Interactions between electrons and 
lattice vibrations cause the electrons to interact.  Essentially, an electron moving through the 
lattice leaves behind a small distortion, which pulls in a second electron, and these two electrons 
form a pair.  At low temperatures, many of these electron pairs form, and their wavefunctions 
align.  These Cooper pairs, according to BCS theory, carry the current in the superconductor.  
BCS theory successfully predicts many of the properties of early superconductors, but it is 
unclear how applicable it is to newer, high-temperature superconductors.  Thermal vibrations at 
higher temperatures (above about 30K) should be sufficient to destroy the phonon-mediated 
pairing of the electrons. 
 With the goal of finding superconducting materials with higher Tc values, many materials 
were explored throughout the middle of the twentieth century.  However, Tc values above 30K 
were not found, which agreed with the prediction from BCS theory.  Superconductivity was 
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utilized during this time for high-value applications, such as magnetic resonance imaging, but its 
use was limited because of the expense to cool the material to such low temperatures. 
 High-temperature superconductivity was first discovered in 1986 by Bednorz and Müller 
[4].  A copper oxide ceramic material, BaxLa5-xCu5O5(3-y), was found to have a Tc of 35K.  
Shortly thereafter, in 1987, Wu et al. discovered that another copper oxide material, (Y1-
xBax)2CuO4-δ, becomes superconducting below 93K [5].  These discoveries were the start of 
intensive research in the field of high-temperature superconductivity.  The term “high-
temperature” is relative and generally refers to families of superconductors that do not appear to 
conform to BCS theory.  Still, some of these copper oxide superconducting materials have a Tc 
well above 77K, the boiling point for liquid nitrogen, which means that cooling these materials 
below Tc is much simpler and much cheaper.   
Despite the extensive investigations of these materials, there exists no complete, agreed-
upon theoretical explanation for high-temperature superconductivity.  Aside from the thermal 
energy being too high for these materials to become superconducting at such high temperature 
according to BCS theory, the properties of copper oxide superconductors are qualitatively 
different from classical superconductors in their normal state.  In particular, the parent materials 
tend to display antiferromagnetism, a property unexpected near superconductivity due to the 
effect that magnetism has on superconductivity.  The interaction between these two properties 
has been the subject of much study [6].  Many theories have been developed to explain behavior 
in nonconventional superconductors, but none of these theories has been widely accepted as a 
comprehensive description.  The discovery of high-temperature superconductivity led to 
thoughts of room-temperature superconductivity, though, so far, the maximum Tc achieved under 
atmospheric pressure is less than 140K. 
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1.2  Iron-based Superconductors 
In 2008, a class of high-temperature, iron-based superconducting materials was 
unexpectedly discovered [7].  These superconductors are the first non-copper oxide materials to 
display transition temperatures in excess of 50K [8-10], though, these temperatures are lower 
than those of the copper oxide superconductors.  This discovery has presented an excellent 
opportunity to further study unconventional superconductivity.  Although high-temperature 
superconductivity has been extensively researched since 1986, much remains uncertain about 
this phenomenon, and the iron-based superconductors have provided a new avenue for this study.  
It is hoped that these materials may provide insight into the properties that are essential to high-
temperature superconductivity, which may aid in revealing other classes of superconducting 
materials.  The excitement about these new materials is evidenced by the numerous studies that 
began immediately after their discovery. 
 Much curiosity about these new superconductors was due to the fact that they contain 
iron (probably the most well-known ferromagnetic element).  Generally, superconductivity and 
magnetism are thought to be incompatible, and magnetic materials have largely been avoided in 
superconductivity research [11, 12].  Therefore, the simple existence of these iron-based 
superconducting materials revealed that an adequate understanding of superconductivity and its 
origins is lacking. 
 Most high-temperature superconductivity research has focused on copper oxide 
materials; however, these new iron-based materials have many characteristics that make them 
desirable for study.  One distinct advantage of the iron-based superconductors is the fact that 
they are metallic rather than insulating ceramic, and the processing of this class of materials may 
make applications more practical.  In addition, high-quality single crystals can be made for some 
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of these new materials.  Furthermore, the crystal structures of some of these materials are simpler 
than those of the copper oxides.  On the other hand, these materials share some qualities with the 
cuprate superconductors as well.  In particular, both groups tend to have a two-dimensional 
structure and display antiferromagnetism in their parent materials. 
 Superconductivity was first observed for this class of materials in fluorine-doped 
LaFeAsO [7].  However, superconductivity was quickly observed in many similar materials and 
has now been seen in at least five different structural classes.  These different structures are 
illustrated in Figure 1.1.  Each of these structures is based on stacking planar layers consisting of 
iron atoms tetrahedrally coordinated to a pnictogen (most often arsenic) or chalcogen.  The 
spacer layers between the iron-pnictogen (or chalcogen) layers are what distinguish these 
different structures.  For convenience, these structures are often referred to as 11, 111, 122, 1111, 
and 32522 structures according to their chemical formula.  These similar layered structures direct 
many to believe that superconductivity originates within the iron-pnictogen (or iron-chalcogen) 
layers.  It is also thought that tuning the structure is key to controlling superconductivity. 
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Figure 1.1.  Structures of the various types of iron-based superconductors.[12]  (Space group for FeSe, LiFeAs, and 
LaFeAsO is P4/nmm; space group for SrFe2As2 and Sr3Sc2O5Fe2As2 is I4/mmm.) 
 
 
 In general, the emergence of superconductivity in these materials requires chemical 
doping or application of pressure to a parent material.  These parent materials typically display a 
spin-density-wave antiferromagnetic order below their Curie temperature.  Figure 1.2 illustrates 
the ordered moments of the FeAs layers in the antiferromagnetic parent material.  The parent 
materials also undergo a structural transition, usually tetragonal-to-orthorhombic, around the 
Curie temperature.  It is thought that this structural distortion is due to magnetostructural 
coupling; the magnetic interactions drive the distortion. 
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Figure 1.2.  Illustration of the iron-pnictogen (or chalcogen) layer and the ordered moments of the FeAs-based 
materials.[12] 
 
 
1.2.1  BaFe2As2 
 The 122 structural family of iron-based superconductors is most often studied due to the 
availability of single crystalline samples, the absence of oxygen, and the simplicity of its 
structure (seen in Figure 1.3).  More importantly, this family of materials is believed to represent 
all of the significant characteristics of iron-based superconductors.  The BaFe2As2 compound is 
the most notable member of this family. 
 At room temperature, the BaFe2As2 parent material has the ThCr2Si2-type structure.  This 
material then displays the antiferromagnetic ordering and tetragonal-to-orthorhombic (I4/mmm to 
Fmmm [13]) structural transition at about 132K.  This material is known to become 
superconducting upon the application of pressure or with the correct doping [13], and it has been 
observed that both hole doping on the Ba site [14] and electron doping in the FeAs layers [15] 
produce superconductivity.  Partial phase diagrams for BaFe2As2 are given in Figure 1.4; these 
diagrams show how the material changes with both chemical substitution and pressure. 
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 Figure 1.3.  Room temperature BaFe2As2 structure.[13] 
 
 
 
Figure 1.4.  General phase diagrams for BaFe2As2.  The effects of chemical doping are displayed in (a), and the 
effects of applied pressure are revealed in (b).  (AFM – antiferromagnetic; PM – paramagnetic; O – orthorhombic; 
T – tetragonal; SC – superconducting).[12] 
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 As seen in the phase diagrams, the structural transition to orthorhombic symmetry and the 
magnetic transition to an antiferromagnetic phase are eliminated and a superconducting dome 
forms with the addition of dopants or the application of pressure.  The most notable aspect of 
these phase diagrams is the fact that the superconducting dome crosses into the antiferromagnetic 
region.  In other words, at some temperatures, the magnetic order and superconductivity coexist 
for some doping concentrations and pressures.  Phase separation into superconducting and 
magnetic phases was observed with µSR [16] in the chemically-doped samples. 
 In each of the optimal superconductors (having the highest Tc), superconductivity 
emerges following the suppression of both the antiferromagnetic spin-density-wave ordering and 
an associated tetragonal-to-orthorhombic structural transition.  Thus, the spin fluctuations of iron 
are thought to be important in developing superconductivity in these materials.  Since the 
superconductivity in iron-based compounds is known to take place in the proximity of these 
phase transitions, understanding the interactions that bring about these transitions is critical to 
understanding the development of superconductivity. 
1.2.1.1  Cobalt-doped BaFe2As2 
 As mentioned, BaFe2As2 requires either chemical doping or application of pressure in 
order to become superconducting, and cobalt is often used as a dopant.  Cobalt doping is known 
to produce superconductivity in this material at the right concentrations [15]; a partial phase 
diagram for cobalt-doped BaFe2As2 is shown in Figure 1.5.  The suppression of the structural 
and magnetic transitions is apparent with the addition of cobalt.  When optimally doped, around 
8% cobalt, the Tc reaches a value of 22K [15]. 
11 
 
 Figure 1.5.  Partial phase diagram for the cobalt-doped series of BaFe2As2 showing the structural and magnetic 
phase transitions and the existence of superconductivity in an orthorhombic/antiferromagnetic material.  (Note that 
the formula for this material is written differently than discussed in the text.) [17] 
 
 
The addition of cobalt acts to electron dope the FeAs layers on the iron site, illustrating 
that the FeAs layers can tolerate in-plane disorder.  Cobalt doping is beneficial because it adds 
carriers directly to the FeAs layers.  Cobalt is also easier to handle than other common dopants, 
and cobalt doping is more homogeneous than other common dopants [15].  Superconductivity 
emerges for a range of cobalt concentration, and a superconducting dome is formed at low 
temperatures, as seen in the phase diagram.  Interestingly, the phase diagram also shows that the 
superconducting dome extends into the antiferromagnetic and orthorhombic regions, revealing 
the coexistence of the magnetic order and the superconducting phase, as well as the existence of 
superconductivity in the absence of the structural transition. 
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1.2.1.2  Other Elemental Dopings of BaFe2As2 
Partial substitution with several elemental dopants has successfully produced 
superconductivity in the BaFe2As2 material.  Hole doping on the barium site with sodium [18], 
potassium [14], and rubidium [19] has been shown to produce superconductivity.  In addition, 
many partial substitutions on the iron site have produced superconductivity.  These successful 
iron-site dopants include cobalt [15], nickel [20], ruthenium [21, 22], rhodium [23], palladium 
[23], iridium [24], and platinum [25, 26].  Further, phosphorus [27] doping on the arsenic site has 
resulted in superconductivity. 
Potassium doping of the BaFe2As2 parent material has produced the highest Tc for this 
material with chemical doping to date [14].  By substituting for barium, the potassium doping 
effectively hole dopes this spacer layer.  At the proper concentration, the potassium-doped 
material becomes superconducting at 38K [14]; this optimally-doped material corresponds to an 
x value of about 0.4.  A partial phase diagram is shown in Figure 1.6 that illustrates the 
superconducting dome that develops with potassium doping.  Much like the cobalt-doped 
material, this material displays a suppression of the structural transition as the amount of dopant 
is increased.  The superconducting dome in this case also extends into the orthorhombic region 
and, although not shown in the figure, the antiferromagnetically ordered region as well. 
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 Figure 1.6.  Partial phase diagram of Ba1-xKxFe2As2 showing the superconducting dome (●) and the structural 
transition temperatures (○) upon potassium doping.[28] 
 
 
1.2.2  TlFe1.6Se2 
While FeSe becomes a superconductor at about 8K [29], it has been observed that adding 
a monovalent element (such as K, Rb, Cs, or Tl) to form a spacer layer between square layers of 
FeSe may result in superconductivity [30-32].  The maximum Tc for this type of material was 
observed in K0.8Fe1.6Se2 with a value of 32K [30].  These materials have shown interesting 
behavior as they display both antiferromagnetic order and superconductivity.  They also display 
a large magnetoelastic coupling [32]. 
 Like the BaFe2As2 parent, TlFe1.6Se2 at high temperature possesses the ThCr2Si2-type 
structure.  However, iron vacancy ordering occurs around 460K [33], causing the basal plane 
lattice constant below this temperature to increase to 5 a.  Thus, the volume of this 
superstructure is 5 times larger than the original high-temperature substructure [30, 32-34].  An 
image of this structure is seen in Figure 1.7.  For TlFe2-xSe2, there are always iron vacancies 
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present, and it is difficult to produce a material with 2-x greater than about 1.7.  
(Superconductivity with a Tc of 22.4K has been observed for TlFe1.7Se2 [31].)  However, 
replacing some or all of the thallium with another monovalent element can increase this value of 
x, and increasing this amount of iron tends to increase the value of Tc for these materials [31].  
TlFe1.6Se2 does not become a superconductor but becomes an antiferromagnetic insulator, 
illustrating the existence of an iron-based superconductor bordering on this very different 
behavior. 
  
 
Figure 1.7.  Image of TlFe1.6Se2 structure:  Tl (gray), Se (green), and Fe (brown).  The Fe spin orientations are 
illustrated in the second image.[32] 
 
 
 As mentioned, these materials display antiferromagnetic order.  For TlFe1.6Se2, this 
magnetic ordering occurs at about 430K [32, 33].  The iron spins align antiferromagnetically 
along the c-axis in a block-checkerboard pattern below this temperature.  These spins are 
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illustrated in both Figures 1.7 and 1.8a.  However, interesting behavior has been observed in this 
material at low temperatures.  In fact, two phase transitions have been evidenced at around 140K 
and 100K in heat capacity, magnetic susceptibility, electrical resistivity, and lattice parameter 
data [32, 33, 35]. 
 
 
Figure 1.8.  Illustration of the block-checkerboard antiferromagnetic order of TlFe1.6Se2 (a) iron moments above 
140K and below 100K and (b) at 115K.[33] 
 
 
 Between 100K and 150K, a nonzero moment is observed in the ab-plane [33].  In this 
temperature range, it has been reported that the moments cant away from the c-axis as shown in 
Figure 1.8b.  The angle of this moment from the c-axis is measured as 20° at 140K and 27° at 
115K [33].  No change in the crystal symmetry is observed at these temperatures, but the lattice 
constants display interesting behavior in this temperature range [32].  In particular, the c lattice 
parameter exhibits a large jump at 100K [32, 33, 35].  At this temperature, the block-
checkerboard antiferromagnetic structure with iron moments aligned along the c-axis is 
recovered; however, the magnetic moment is reduced.  This value is suppressed from a 
maximum of 2.3μB around 150K to 1.4μB near 100K with the recovered magnetic structure [33]. 
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 Although this antiferromagnetic order is observed in conjunction with superconductivity 
in the TlFe2-xSe2 materials with lower x values (or higher 2-x values), it is believed that this 
coexistence is the result of very fine phase separation [30, 35].  It is thought that 
antiferromagnetism is displayed in the vacancy ordered regions, while superconductivity only 
occurs in paramagnetic regions of the material [30, 35].  These regions may drive more material 
to become superconducting due to large contact areas from the very fine phase separation.  It has 
also been suggested that the superconducting phase consists of stoichiometric AFe2Se2 [30]. 
The studies of this material have mostly been conducted on crystals that have regions of 
vacancy order and disorder.  The interactions between these different regions may have a large 
influence on the behavior of this material.  In contrast to these crystals, a study on TlFe1.6Se2 
samples that displayed complete vacancy ordering revealed a different magnetic ground state 
[35].  In this case, the spins reorient at around 100K so that the iron moments are aligned 
perpendicular to the c-axis. 
1.3  Thermoelectric Materials 
 Thermoelectric materials have the potential to directly convert a temperature gradient 
into electrical energy or vice versa.  In fact, all materials have a nonzero thermoelectric effect, 
but unlike most materials, so-called thermoelectric materials display a substantial effect.  If a 
temperature gradient occurs across these materials, a voltage is generated that is proportional to 
this temperature difference.  Thus, thermoelectric materials have attracted a lot of attention as a 
way to recover some of the energy lost to the environment in the form of heat.  They are also of 
interest as solid-state refrigeration devices, and they have been employed as thermoelectric 
generators in space applications since the 1960s [36]. 
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 The efficiency of these materials to convert these types of energy is of great concern for 
practical application.  In order to quantify the maximum efficiency of the conversion from 
temperature gradient to electrical energy, the thermoelectric figure of merit (ZT) is used.  The 
material’s figure of merit (unitless) is given by 
   
ρκ
α
κ
σα TTZT
22
== .                        (1.1) 
The Seebeck coefficient is given as α, the electrical conductivity as σ, the temperature as T, and 
the total thermal conductivity as κ.  The electrical conductivity may be replaced by the inverse of 
the electrical resistivity (ρ).  Materials used in current applications have a ZT of about 1, but 
much higher values (3 to 4) are needed for improved efficiency. 
 From the equation, we can see that higher ZT values (higher efficiencies) result from a 
high Seebeck coefficient, high electrical conductivity, and low thermal conductivity.  The 
Seebeck coefficient and electrical conductivity can be modified by doping and chemical 
composition.  A variety of techniques are used to minimize the thermal conductivity and 
optimize the ZT.  Low thermal conductivity is crucial to the effectiveness of thermoelectric 
materials because the temperature gradient that produces the thermoelectric voltage must be 
preserved.  The propagation of phonons needs to be hindered in order to maintain low thermal 
conductivity, and the following techniques have been used in development of materials with low 
thermal conductivity:  mass disorder due to alloying, rattling ions in large complex unit cells, and 
nanoscale structure [37-40]. 
Although there are many useful techniques to improve ZT by reducing the thermal 
conductivity, making these customized materials is difficult, and there are some concerns about 
their thermal stability.  Therefore, materials with inherently low thermal conductivity are desired.  
In general, the ideal materials for thermoelectric applications are narrow-bandgap 
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semiconductors that have high-mobility carriers, low carrier concentration, and a minimized 
lattice thermal conductivity [41]. 
 Though the efficiency of thermoelectric materials is a concern, these materials offer 
many advantages.  The most obvious benefit of thermoelectric devices is the ability to recover 
some of the waste heat that would otherwise be an energy loss.  These devices are also quite 
small and lightweight, and they can be inexpensive.  They contain no moving parts, so 
maintenance is minimal and reliability is good.  Furthermore, they have the ability to provide 
localized cooling (or heating). 
1.4  Mo3Sb7 Thermoelectric Material 
 Mo3Sb7 is a promising thermoelectric material.  This material has a complex crystalline 
structure (illustrated in Figure 1.9) that lends itself to low thermal conductivity.  It is also 
possible to tune the electrical properties with chemical substitutions to improve ZT.  
Furthermore, Mo3Sb7 has some practical advantages:  it is non-toxic and relatively inexpensive 
[42], both important considerations for practical application. 
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 Figure 1.9.  Image of Mo3Sb7 unit cell (space group Im-3m).[43] 
 
At low temperatures, this material displays some interesting behavior involving magnetic 
interactions, structural instability, and superconductivity.  The parent Mo3Sb7 compound displays 
a few transitions at low temperature.  At around 53K, there exists a cubic-to-tetragonal structural 
transition [44, 45].  It is believed that this structural transition is the result of antiferromagnetic 
interactions between nearest-neighbors and next-nearest-neighbors, and this frustration is 
relieved by the transition to a tetragonal structure [45].  Also around 53K, there have been 
reports of a spin-gap formation [46-49].  At about 2.35K, Mo3Sb7 undergoes a transition to 
become a bulk type-II superconductor [50]. 
 Mo3Sb7 is a poor metal and must be altered in order to improve its thermoelectric 
properties.  This is often done by doping with ruthenium on the molybdenum site or tellurium on 
the antimony site [42, 44-48].  Both ruthenium and tellurium doping add extra electrons.  Figures 
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1.10 and 1.11 display the thermoelectric figure of merit as a function of temperature for Mo3Sb7 
materials that have been doped with ruthenium and tellurium, respectively.  The figures reveal 
the improved thermoelectric properties with the addition of these elements.  The transitions in 
the Mo3Sb7 series are also affected by doping.  The addition of either ruthenium (3at%) or 
tellurium (0.3at%) results in the suppression of the cubic-to-tetragonal phase transition, and these 
additions also decrease the superconducting transition (Tc) [44].  The Tc for the ruthenium-doped 
material is shifted to 2.15K, and the Tc for the tellurium-doped material is shifted to 2.05K.  
From these results, it appears that the structural transition, which is very sensitive to ruthenium 
and tellurium doping, is not required for superconductivity to emerge.  Furthermore, it has been 
suggested that these dopings slightly decrease the magnitude of the spin gap [45]. 
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 Figure 1.10.  Thermoelectric figure of merit as a function of temperature for Mo3Sb7 (○), Mo2.75Ru0.25Sb7 (□), 
Mo2.5Ru0.5Sb7 (∆), and Mo2.2Ru0.8Sb7 (▼).[46] 
 
 
 
 
Figure 1.11.  Thermoelectric figure of merit as a function of temperature for Mo3Sb7 (■), Mo3Sb6Te (●), 
Mo3Sb5.6Te1.4 (▲), Mo3Sb5.2Te1.8 (▼), and Mo3Sb4.8Te2.2 (♦) with SiGe for reference.[42] 
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The effect of chromium (3at%) doping has also been examined.  Unlike ruthenium and 
tellurium, the addition of chromium does not prevent the structural transition, but it does 
decrease the transition temperature by about 5K.  It does, however, affect the superconducting 
transition.  The material does not become superconducting above 1.8K, the lowest temperature at 
which it was measured [44]. 
  
23 
 
Chapter 2 
Experimental Details 
2.1  Resonant Ultrasound Spectroscopy (RUS) 
 Resonant ultrasound spectroscopy (RUS) is an innovative technique based on the relation 
between a material’s resonant frequencies and its elastic tensor.  The RUS technique examines 
the mechanical response of a solid, freely-vibrating sample as an ultrasonic wave is applied.  
Because these mechanical resonances are directly related to the elastic constants of the material, 
this technique can be used to determine the material’s full elastic tensor [51-53].  RUS can be 
used on either isotropic polycrystals or single crystals with various symmetries. 
2.1.1  Development 
 Mechanical resonances have been utilized to investigate materials since the 19th century.  
Though these applications were rather superficial, it was observed that defects, such as cracks, 
change the resonance spectra, and sound could be used to examine the quality of manufactured 
parts.  Analytic solutions for calculating the resonant frequencies of isotropic samples in terms of 
elastic constants and sample shape, size, and mass were developed around 1880 by Gabriel Lamé 
and Horace Lamb [53].  These solutions were developed for samples having cubic or spherical 
shapes.  It was not until 1964 that D.B. Frasier and R.C. LeCraw performed what has been 
credited as the first RUS measurement [53] when they used a single transducer setup to calculate 
the elastic constants for a sphere of isotropic material [54].  Much of the credit for the 
development of RUS lies within the geophysics community.  Development of this technique was 
driven by the need to accurately measure the elastic moduli of the Earth’s constituent materials 
using the Earth’s free-oscillation modes resulting from a major earthquake.  A group of 
geophysicists including Orson Anderson, Naohiro Soga, and Edward Schreiber improved upon 
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the previous work of Frasier and LeCraw, eventually coining the phrase “resonant sphere 
technique” (RST).  Much attention was brought to this measurement technique in 1970 when 
Anderson and Schreiber measured spherical lunar samples with RST [55].  It was Anderson’s 
student, Harold Demarest, who made the next breakthrough regarding the development of RUS.  
Demarest developed the solution for computing elastic constants for an anisotropic crystalline 
material shaped as a rectangular parallelepiped with its faces corresponding to the principal 
crystallographic planes [56].  Demarest’s work, which he referred to as cube resonance 
technique, later became known as the rectangular parallelepiped resonance technique (RPR), 
which is still in use today.  Demarest’s work was expanded upon by Ohno, who in 1976, used 
this technique for rectangular parallelepipeds of lower crystal symmetry [57].  It was in 1988 that 
RUS began to be developed into its present form.  Aided by the availability of modern 
computers,  Albert Migliori, along with John Sarrao and William Visscher, worked to improve 
the physical measurement as well as the computational methods [51, 58, 59].  They provided the 
general physics community with a powerful technique for the determination of elastic constants.  
These types of measurements were given the name of “resonant ultrasound spectroscopy,” and 
this term includes any technique where elastic constants are determined with ultrasonic 
resonance frequencies.  With the availability of high-speed computers, it is now possible to 
measure the elastic constants of materials with a wide range of shapes and crystal symmetries, 
and in principal, this technique can be applied to any sample with known shape and crystal 
symmetry. 
2.1.2  Principle of RUS 
 As mentioned earlier, the first part of the RUS problem to be solved was calculating the 
resonant frequencies of a sample given the values of the sample’s elastic constants, density, 
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dimensions, and crystal structure and orientation (if not isotropic).  This is referred to as the 
direct problem, as illustrated in the diagram in Figure 2.1, and can be solved as an eigenvalue 
problem – see section 2.1.4.  However, the power of RUS lies in its ability to do the reverse.  
Given the information about the sample (density, dimensions, and crystal structure and 
orientation), the resonant frequencies are then measured, and the elastic constants are calculated 
using an iterative procedure.  This process is referred to as the inverse problem, also shown in 
Figure 2.1.  In this case, the measured frequencies are compared to a set of calculated 
frequencies based on an initial estimate for the elastic constants.  These initial estimates are then 
adjusted in an iterative procedure until the agreement between the measured frequencies and the 
calculated frequencies is optimized. 
 
 
Figure 2.1.  Block diagram illustrating the principle of RUS. 
 
In order to locate the resonant frequencies of a given sample, a custom-built RUS probe, 
pictured in Figure 2.2, is used.  The sample (generally on the order of a cubic mm) is mounted 
between two piezo-electric transducers.  One transducer transmits an ultrasonic wave through the 
sample, and a second transducer detects the mechanical response of the sample, revealing the 
sample’s resonant frequencies.  The frequency is swept within a typical range of 100-2000 kHz, 
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and the response of the freely-vibrating sample is recorded as a function of frequency.  The 
resonant frequencies, which are directly related to the elastic tensor, are examined in order to 
investigate the sample’s elastic properties.  Since many of the lowest-frequency resonances are 
strongly dependent on shear modes, a sufficient number of these resonances (dependent of 
sample symmetry) should be considered in order to represent non-shear behavior. 
 
 
 
Figure 2.2.  Image of the custom-built RUS probe. 
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As the frequency range is swept, a large response will be observed when this frequency 
corresponds to a resonant frequency for the sample.  Figure 2.3 illustrates a partial resonance 
spectrum obtained using RUS.  Each peak in this spectrum represents a resonant frequency for 
the sample, to be marked and recorded for use in the calculation of elastic constants.  Because 
many more resonant frequencies, starting with the first and missing none, are required to 
calculate the elastic tensor, this spectrum is only a small portion of the spectra that is measured 
for RUS calculations.  While data acquisition is fairly straightforward, data analysis can be quite 
complex, requiring an iterative fitting procedure to “match” the measured resonances with the 
calculated spectrum (section 2.1.5). 
 
 
Figure 2.3.  Partial resonance spectrum obtained using RUS.  
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2.1.3  Elastic Behavior 
The primary purpose of RUS is the determination of elastic constants.  These values are 
significant for the study of materials; they are directly related to the atomic bonding of the 
material and are closely related to a material’s thermodynamic properties.  Thus, they are 
particularly useful when examining phase transitions. 
The application of an external force results in deformation of a material.  If this force is 
sufficiently low, the material will remain in the linearly elastic region, meaning that the material 
will return to its original shape when the force is removed.  A linear relationship between force 
and displacement exists for linear elasticity; this relationship is the well-known Hooke’s Law: 
klijklij C εσ = .      (2.1) 
The applied stress is σij, the elastic constants are Cijkl, and the strain is εkl.  The elastic constants 
for an object are arranged in a 9×9 matrix that is simplified using the following notation:  11→1, 
22→2, 33→3, 23 and 32→4, 13 and 31→5, and 12 and 21→6.  This produces a 6×6 elastic 
constant matrix with two subscripts for each elastic constant value, and Hooke’s law appears as 
⎝
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.   (2.2) 
There are 21 independent elastic constants shown in this matrix, which is the elastic constant 
tensor for a triclinic crystal.  Because this crystal structure is the lowest symmetry, it has the 
most elastic constants.  For other crystals, as the symmetry increases, the number of independent 
elastic constants decreases.  For cubic crystals, only three independent constants remain:  c11, c12, 
and c44.  Further, isotropic crystals only have two independent elastic constants:  c11 and c44. 
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 For RUS measurements, the sample may exhibit elastic deformation as the stress wave is 
applied.  This deformation occurs as mode displacements, and some of the normal modes of 
vibration are seen in Figure 2.4 for an anisotropic rectangular parallelepiped.  These mechanical 
responses can be complex; they depend on the elastic constants and sample shape, density, 
crystal structure and orientation.  As will be seen, RUS relies on the ability to efficiently 
calculate these resonant frequencies. 
 
 
Figure 2.4.  Images of several normal modes of vibration for a rectangular parallelepiped.[53] 
 
2.1.4  Calculation of the Direct Problem 
The essential component to RUS is the ability to quickly calculate the resonant 
frequencies of a well-defined sample.  The equilibrium configuration of the system occurs at the 
minimum of the Lagrangian.  Because this procedure involves solving for the stationary points of 
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the mechanical Lagrangian with free-surface boundary conditions, the determination of the 
resonant frequencies begins with consideration of the general form of the Lagrangian L 
( )∫ −=
V
dVL PEKE .     (2.3) 
Here KE and PE are the kinetic energy and the potential energy, respectively.  The Lagrangian 
minimization procedure involves minimizing the difference between these two quantities over 
the sample volume.  The kinetic and potential energies for an arbitrarily shaped elastic solid with 
volume V in a free surface S and with linear elastic tensor Cijkl and density ρ are 
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respectively.  Here, ω is the angular frequency, and ui is the ith component of the displacement 
vector.   For both kinetic and potential energy expressions, the summation on i ranges from 1 to 
3, corresponding to the x, y, and z directions. 
 As mentioned, the equilibrium configuration of the system corresponds to the minimum 
of the Lagrangian.  Therefore, finding this minimum is the start to finding the stationary points of 
the Lagrangian.  We let u vary arbitrarily in V and on S (ui → ui + δui), in order to find the 
minimum of the Lagrangian 
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Keeping terms to first order in δui 
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and integrating by parts yields 
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The stationary points of the Lagrangian occur when δL is equal to zero.  Thus, the values of ui 
that correspond to these stationary points must be such that the terms in the square brackets 
above are zero since δui is arbitrary in V and on S.  When the first term in brackets is set equal to 
zero, the following elastic wave equation is formed: 
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An expression of free-surface boundary conditions is given by setting the second bracketed term 
to zero  
∑ ∑ ==∂
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,,
0σ     (2.10) 
where the product of the elastic tensor Cijkl and the strain lk xu ∂∂  is replaced with σij, the ij th 
component of the stress tensor. 
 When these two conditions are satisfied, a simple result arises.  The resulting set of ui 
consists of those displacements that correspond to ω being one of a discrete set of normal mode 
frequencies of free vibration of the system. 
 We expand the displacement vector in a complete set of functions {Фλ} using the 
Rayleigh-Ritz method: 
∑ Φ=
λ
λλii au  .                (2.11) 
For Фλ, we set powers of Cartesian coordinates: 
                         nml zyx=Φλ       (2.12) 
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where λ = (l,m,n) is the function label, a set of three nonnegative integers.  By substituting 
Equation 2.11 in Equation 2.3 and converting to a matrix equation, we find 
→↔→→↔→
Γ−= aaaEaL
TT
2
1
2
1 2ω      (2.13) 
where a  is a vector with elements ia  whose transpose is 
Ta .  Here, E and Γ are matrices, and 
their order is determined by the following truncation condition: 
Nnml <++       (2.14) 
with  
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While the value of N should approach ∞ in order to approach an exact solution to Equation 2.13, 
this number must be restricted when considering the required computing time and memory. It 
has been observed that an N of 10 provides a good compromise between the accuracy and the 
computing power required. 
 The matrices E and Γ in Equation 2.13 have elements 
∫ ΦΦ=
V
iiii dVE '''' λλλλ ρδ     (2.16) 
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respectively. 
 When the displacements ui are solutions of the free-vibration problem, the Lagrangian is 
stationary.  The solutions of this free-vibration problem are found by setting the derivatives of 
Equation 2.13 with respect to each of the R amplitudes aiλ equal to zero.  The following 
eigenvalue equation results: 
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→↔→↔
Γ= aaE2ω .      (2.18) 
The solution of this equation provides both the resonant frequencies in the form of the 
eigenvalues and the physical displacements during oscillation in the form of the eigenvectors. 
2.1.5  Application to the Inverse Problem 
 The fundamental aspect of RUS is the comparison of experimentally measured resonant 
frequencies to calculated resonant frequencies in order to determine the elastic tensor for a given 
sample.  Using the procedure described in the previous section, a computer generates a 
theoretical spectrum of resonant frequencies that are based on the following input parameters:  
the elastic constants, the crystal structure and orientation, and the sample’s shape, dimensions, 
and mass.  Naturally, the elastic constants are not known, as they are the values that are being 
quantified.  However, the operator inputs an initial estimate for these values to begin the iteration 
procedure.  The other input parameters are typically known.  The computer then compares the 
calculated spectrum of resonances with the experimentally-determined resonances and tries to 
match these two spectra by adjusting the values of the elastic constants which are used to create 
the calculated list.  The computer will repeat this procedure, creating new spectra with different 
elastic constants until the difference between the two spectra is minimized.  The comparison 
between the calculated spectrum and the experimentally-determined spectrum is represented by 
the root-mean-square error, σRMS: 
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where gi is the measured frequency, and fi is the calculated frequency.  The measured frequencies 
and the best-fit calculated frequencies are compared in order to determine the quality of the RUS 
fit.  If this σRMS value is approximately 0.5% or less, the calculated elastic constants are generally 
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believed to accurately represent the sample.  If this value is higher, the input values need to be 
re-evaluated or the data should be examined for any overlooked resonant frequencies.  Also, the 
sample quality should be examined.  Multiple samples of the same material should be measured 
to ensure that the fitting procedure did not settle on a false minimum. 
2.1.6  Output 
 As these calculations are performed with the RPR program, RUS output files are 
developed.  An example of such a file is provided in Figure 2.5.  This output file begins with a 
title to identify the sample and temperature.  Based on the crystal symmetry and sample shape, 
the second line lists the independent elastic constants and the orientation of the sample.  The 
third line indicates the order of the polynomial used in the fitting procedure followed by the mass 
of the sample and the density calculated from the given mass and dimensions.  The parameters 
listed in this header are inputs provided by the user. 
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Figure 2.5.  Example of an RUS output file. 
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The table that follows the header begins with the ordered number of each resonant 
frequency; this column is labeled as n, and there are 38 resonant frequencies listed in the 
example file.  The second column lists locations of the experimentally-determined resonant 
frequencies observed in the resonant spectra, fex.  As mentioned earlier, every resonant 
frequency starting with the first must be included in this list up to a sufficient number of 
frequencies.  The third column provides the calculated frequencies, fr, that result from the 
iterative fitting procedure.  This list is followed by the percent difference between the 
experimentally-determined resonant frequencies and the calculated resonant frequencies from the 
two previous columns.  This difference is identified as %err.  The wt value determines whether 
each resonant frequency in the list is used in the determination of the elastic constants.  A value 
of 1.00 indicates that this measured frequency is used in the calculation, and a value of 0.00 
indicates that it is not.  A value of 0.00 in the wt position acts as a place holder and allows the 
calculation to proceed without considering the experimentally-determined value for that 
particular resonant frequency.  In the example file, all experimentally-determined resonant 
frequencies influence the calculation because each wt value is set to 1.00.  The k and i values 
identify the mode; the k column describes the symmetry of each mode, and the i column 
describes the order of each mode.  The final three columns are labeled collectively as 
df/d(moduli).  These values indicate how each of the resonant frequencies depends on the 
independent elastic constants.  The three columns represent the independent elastic constants in 
the same order that they are listed in the header.  In other words, for the example given in Figure 
2.5, the first column in the df/d(moduli) section reveals the dependence on c11, the second 
column reveals the dependence on c12, and the last column reveals the dependence on c44. 
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 Below this table, the bulk modulus is given followed by the calculated elastic constants.  
Because the sample used for Figure 2.5 is cubic, c11 = c22 = c33, c23 = c13 = c12, and c44 = c55 = c66.  
The three dimensions of the rectangular parallelepiped sample are then listed, followed by the 
number of iterations the program performed.  The rms error of the current fit is then listed as 
well as the percentage that this value changed after the previous iteration.  This file also provides 
information about the fit’s accuracy.  The three columns at the end of the file correspond to the 
variables listed in the header.  For the example, the first column corresponds to c11, the second 
corresponds to c12, and the third corresponds to c44.  The largest value in each column provides 
an error value for each variable.  The errors listed in the example are typical for RUS 
measurements.  Error values for the compressional constants are generally on the order of 1%; 
for the shear constants, these values are less than a percent, and they are generally on the order of 
2% for off-diagonal constants. 
2.1.7  Sample Preparation 
 Because the relationship between the elastic tensor and the resonance frequencies is not a 
simple one, the geometry of the sample is simplified to facilitate calculations.  Samples are 
generally shaped into rectangular parallelepipeds, spheres, or cylinders for measurement; these 
shapes can be described by a few mathematical functions.  While all three geometries are simple 
and practically useful, rectangular parallelepipeds are often used because the preparation of these 
samples is fairly straightforward.  These rectangular parallelepipeds are not perfect cubes 
because the cubic shape leads to a degeneracy of the resonant frequencies. 
In order to fully examine single crystals with the RUS technique, the samples must be 
oriented and polished into rectangular parallelepipeds with all sides perpendicular to the main 
crystallographic directions.  RUS is often used for single crystalline samples of orthorhombic or 
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higher symmetry.  The sample preparation begins with examination of the crystal with X-ray 
Laue diffraction to determine the orientation of the single crystal.  The sample is then cut along 
the major crystallographic planes.  The sample faces are then polished and checked to ensure that 
the sides are parallel.  (An acceptable sample will have faces parallel within 2° [51].)  To 
minimize error, proper sample preparation is important when using this technique. 
2.1.8  Temperature Dependence 
 For samples with irregular shape or symmetry lower than orthorhombic, the procedure 
for calculating the elastic moduli can be challenging, but RUS measurements can give important 
information even when it is not possible to obtain an absolute value for the elastic constants.  
Any deviation from “normal” thermodynamic behavior will be reflected in the temperature 
dependence of the resonant frequencies, and these can be measured regardless of sample shape 
or symmetry.  An illustration of “normal” temperature dependence is provided in Figure 2.6.  A 
sample that has no transitions will display this type of elastic response:  the material gradually 
stiffens with decreasing temperature until it levels off at very low temperatures. 
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Figure 2.6.  “Normal” temperature dependence of elastic constants. 
 
 In order to obtain the low-temperature data, a custom-built probe is used to carry out 
RUS measurements in a physical property measurement system (PPMS).  This system provides a 
way to measure a material’s elastic response as a function of temperature (2-400K) as well as its 
response in a magnetic field (0-9T).  In addition, a modified VersaLab system has been used to 
perform some of the RUS measurements.  This system provides a temperature range of 50-400K 
and can apply a magnetic field up to 3T without the use of liquid cryogens.  The availability of 
this equipment has been very valuable in light of the recent liquid helium shortage. 
 As part of this research, a high-temperature RUS setup was also developed; this apparatus 
is pictured in Figure 2.7.  The setup makes use of a Thermo Scientific precision high-
performance oven that allows RUS measurements up to 600K.  This oven is outfitted with a 
custom-built RUS probe and environmental chamber that can be loaded from the top of the oven.  
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The head of the probe contains two coaxial connectors for the RUS signal, a multi-pin connector 
for temperature readout, and 2 hose barbs used for environmental control.  Once a sample is 
placed in the RUS probe, this probe is then lowered into the chamber inside the oven.  The probe 
head and the sample chamber were designed with a flange joint, which is secured with a flange 
clamp.  The chamber is flushed with argon gas before the measurement begins, and flowing 
argon gas is used throughout the measurement.  As typical RUS equipment available in our lab is 
used at cryogenic temperatures, many typical components had to be exchanged.  In particular, 
SiO2 mineral-insulated coaxial cable from Thermocoax with a 1 mm diameter is used in place of 
the usual Teflon-coated coaxial cable, traditional adhesives are replaced with high-temperature 
vacuum sealant, and silver epoxy replaces the solder at electrical junctions.  In order to 
determine the temperature of the sample, a platinum thermoresistor is placed on the probe in 
close proximity to the sample.  A Lakeshore temperature controller is used to take the 
temperature readings, and a custom Labview program runs the RUS measurement and records 
the resonant spectra and temperature. 
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 Figure 2.7.  Image of high-temperature RUS setup. 
 
2.1.9  Benefits 
 The RUS technique has a high inherent accuracy and has many advantages over 
conventional elastic constant measurements.  Compared to RUS, traditional measurement 
techniques, such as the pulse-echo method, seem rather limited.  The minimum sample size for 
RUS measurements is dramatically smaller.  In fact, this minimum sample size, by volume, is 
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reduced by approximately three orders of magnitude when compared to traditional measurement 
techniques [60].  The use of smaller samples may help to reduce the amount of sample 
inhomogeneity in polycrystalline samples and reduces the amount of material needed for testing.  
While this reduction in sample size is often convenient, this smaller sample requirement is 
particularly important when measuring single crystals.  Since single crystals are often limited in 
size, RUS can be used to look at a much wider range of single-crystalline materials.  Also, no 
bond between the transducer and the sample is required; the sample simply rests between the 
transducers.  Because of thermal expansion/contraction differences between the sample and the 
bonding agent, this is especially important when measuring the temperature dependence of the 
elastic constants.  This difference in thermal expansion/contraction can cause either the bond to 
break or unwanted strains to be applied.  Furthermore, with RUS, all of the elastic constants can 
be determined from a single measurement on a single sample.  This factor is in sharp contrast to 
other techniques that require samples to be prepared for measurements along different crystalline 
directions and often require the use of more than one sample.  In addition, the single 
measurement helps reduce extrinsic variations.  RUS is also an attractive technique because it is 
nondestructive.  The sample used for RUS can also be used for other measurements, an 
important consideration when dealing with precious materials or the need to rule out sample-
dependent artifacts.  Finally, RUS can be useful even when situations arise that prevent the 
calculation of the elastic tensor.  Phase transitions can be observed as a function of temperature 
by simply examining the change in the frequency of the resonant frequencies as a function of 
temperature.  Because the square of the frequency is proportional to the elastic constants, an 
irregularity in the elastic behavior can be observed as an irregular change in the frequency as a 
function of temperature. 
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 RUS is heavily reliant on computer programs, and in the past, this has limited its use.  
Extracting the large amount of information contained in an RUS spectrum is not a simple task.  
Fortunately, recent advances in computer technology have alleviated this problem.  Ordinary, 
modern-day computers are more than adequate for examining typical RUS data. 
2.2  Sample Synthesis 
 In order to effectively study the iron-based superconductors with RUS, high-quality 
single crystals were grown.  Single crystals of BaFe2As2 and related materials were grown using 
a self-flux growth technique.  Due to the possible impurities that may occur when using a typical 
flux growth, a self-flux growth method is preferred.  Single-crystal flux growth involves melting 
the components of the desired crystal in a chosen flux.  The flux material must have a lower 
melting point than the crystal.  The flux material and stoichiometric amounts of the crystal 
components are placed in a crucible together, a catch crucible is placed on top, and the crucibles 
are sealed in a quartz tube for heating.  The mixture is heated until melted.  The temperature is 
then lowered closer to the melting point of the crystal (but still well above the melting point of 
the flux material).  The mixture is held at this temperature for some time and then removed from 
the furnace and decanted.  If the correct temperatures, times, and mixtures are used, the flux will 
be decanted off, and several crystals will remain. 
 For the BaFe2As2 crystal growth, as well as related FeAs-based materials, a self-flux 
growth method is used.  In this case, the binary FeAs material is first formed by slowly reacting 
high-purity iron and arsenic pieces.  These elements (all elements are >99.9% from Alfa Aesar) 
are combined in a 1:1 ratio and placed inside a quartz tube which is then sealed under vacuum.  
The sealed material is then placed in a furnace and heated to 350°C at a rate of 100°C/hr and 
held for 1 hour followed by heating to 600°C at a rate of 30°C/hr.  It is held at this temperature 
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for 10 hours and then heated to 1060°C at a rate of 60°C/hr.  The material is held at this 
temperature for 5 hours before slowly cooling to room temperature.  The solidified FeAs 
material is then removed from the tube and broken into pieces to be used for the flux growths. 
 Pieces of the FeAs flux are combined with elemental barium pieces with a ratio of 
Ba:FeAs = 1:5.  (Because barium is very air sensitive, this work must take place in a glove box.)  
These materials are combined in an alumina crucible which is then placed in a quartz tube.  A 
second alumina crucible is filled about two-thirds full with quartz wool and placed, inverted, 
inside the same quartz tube.  This crucible acts as a catch crucible.  The tube is then sealed with a 
partial atmosphere of argon, and placed in a furnace.  The mixture for the BaFe2As2 parent 
material is heated to 1180°C at a rate of 400°C/hr and held for about 15 hours.  It is then cooled 
slowly to 1090°C at a rate of 2°C/hr and held at this temperature for at least 48 hours.  The 
material is then removed from the furnace at this temperature and quickly inverted in order to 
decant the remaining FeAs flux.  The molten flux flows through the quartz wool in the catch 
crucible, and many plate-like single crystals are left in the growth crucible or on top of the quartz 
wool. 
 In order to make doped samples, other arsenide binary materials are made.  In particular, 
CoAs and CrAs are formed in order to dope the parent material with cobalt or chromium.  The 
method for making these binaries is similar to that for the FeAs binary; however, the temperature 
profiles are different.  For both CoAs and CrAs, the material is heated to 350°C at a rate of 
50°C/hr and held for 3 hours.  It is then heated to 600°C at a rate of 30°C/hr and held for 10 
hours followed by heating to 900°C at a rate of 30°C/hr and held for 15 hours before slowly 
cooling to room temperature for use in the flux growths. 
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 In order to form BaFe2-xCoxAs2 samples, the total ratio of Ba:flux is 1:5; however, the 
flux is now a combination of FeAs and CoAs.  To produce a sample with nominal x of 0.1, the 
ratio of Ba:FeAs:CoAs is 1:4.75:0.25; for x of 0.22, this ratio is 1:4.45:0.55; for x of 0.56, this 
ratio is 1:3.6:1.4.  The process and temperature profile for these materials is the same as that for 
the parent material. 
 The Ba:flux ratio is also 1:5 for BaFe2-xCrxAs2 materials.  For a nominal x of 0.06, the 
ratio of Ba:FeAs:CrAs is 1:4.85:0.15; for x of 0.12, this ratio is 1:4.7:0.3; for x of 0.22, this ratio 
is 1:4.45:0.55.    For the chromium-doped samples, the growth process is the same as that for the 
parent material, but the temperature profile must be changed.  These materials are heated to 
1230°C at a rate of 400°C/hr and held at this temperature for 13 hours.  They are then cooled at a 
rate of 1.8°C/hr, and held at 1100°C for at least 48 hours, at which point they are removed from 
the furnace and the excess FeAs/CrAs flux material is decanted.  Samples with higher chromium 
content were also grown with Ba:FeAs:CrAs ratios as follows:  for x of 0.28, this ratio is 
1:4.3:0.7; for x of 0.32, this ratio is 1:4.2:0.8; for x of 0.34, this ratio is 1:4.15:0.85; for x of 0.5, 
this ratio is 1:3.75:1.25; for x of 1, this ratio is 1:2.5:2.5.  These materials were heated to 1230°C 
at a rate of 400°C/hr and held for 10 hours; they were then cooled to 1120°C and held for at least 
48 hours followed by decanting of the excess flux material. 
The self-flux growths described above yield multiple high-quality, plate-like single 
crystals.  The geometric proportions of these crystals are typically a few millimeters in two 
dimensions and on the order of a tenth of a millimeter in the third dimension.  Figure 2.8 is an 
image of some of the superconducting crystals grown for this study.  These resulting crystals are 
partially oriented; the c-axis is aligned so that it is perpendicular to the plane of the plates.  Thus, 
the [001] direction of the crystal lattice corresponds to the thin dimension of the crystal. 
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Figure 2.8.  Image of BaFe2As2 single crystals grown for study. 
 
The resulting crystals were examined with powder X-ray diffraction and energy-
dispersive spectroscopy to determine the quality and composition of the crystals.  Powder X-ray 
diffraction was performed using a Scintag XDS 2000 powder X-ray diffractometer in order to 
examine the phase purity and lattice constants of the crystals.  Energy-dispersive X-ray 
spectroscopy (EDS) was accomplished with a JEOL JSM-840 scanning electron microscope in 
order to examine the chemical composition of the crystals.  The samples were measured in 
multiple spots to confirm that the samples are uniform. 
 Our study of thermoelectric materials also used high-quality single crystals.  These 
promising thermoelectric crystals, the Mo3Sb7 series, were grown with a similar technique in the 
Correlated Electron Materials Group at ORNL.  However, unlike the superconducting growths, 
the thermoelectric material growths yielded three-dimensional single crystals. 
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Chapter 3 
Results – Iron-based Superconductors 
3.1  BaFe2As2 
 Following the self-flux growth method described in Chapter 2, single crystals of the 
BaFe2As2 parent material were grown using the facilities at ORNL.  Each batch yielded several 
high-quality single crystals with plate-like geometry.  The resulting crystals with tetragonal 
crystal symmetry ranged in size from 2-6 mm in the a-b plane and 0.1-0.2 mm in the c direction.  
Powder X-ray diffraction determined that these crystals were the desired BaFe2As2.  In addition, 
X-ray Laue diffraction was used to orient these crystals for RUS measurements; this procedure 
was conducted with a Philips Materials Research Diffractometer.  A backscattered Laue 
diffraction pattern for this material is provided in Figure 3.1.  These reflections indicate that the 
sample is indeed single crystalline.  Some of the single crystals measured were also oriented 
using a Bruker D2 Cryso bench-top crystal orientation analyzer. 
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 Figure 3.1.  Backscattered Laue pattern for a BaFe2As2 sample. 
 
RUS was used to study the elastic response of these crystals; however, the determination 
of the full elastic tensor was not possible.  Despite much effort, the fitting procedure for this 
material was never completed to satisfaction.  Much of the difficulty lies with the sample shape 
and properties.  As mentioned earlier (also seen in Figure 2.8), the samples grow in a plate-like 
shape.  Although this shape does not prohibit the use of RUS for calculating the elastic tensor, it 
does introduce plate modes that occur at lower frequencies than normal, and some of these 
modes may be missed when examining the resonant spectrum.  A more prominent issue 
regarding the sample is the fact that it is very difficult to prepare a high-quality rectangular 
parallelepiped.  While the thin dimension makes it challenging to polish the edges of the sample, 
the real problem occurs with the plane faces.  These faces cannot be polished, and it is difficult to 
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cut the samples due to delamination of these faces.  Even while using a wire saw at low speed, 
multiple layers of wax must be used to hold the sample to prevent the surface from delaminating.  
Furthermore, even gently polishing this face tends to destroy the sample.  Beyond the sample 
preparation, the RUS signal for these materials is often unclear, and data analysis has proven to 
be complicated.  Even with oriented single crystals that have been carefully prepared, there exist 
6 independent elastic constants at room temperature and 9 independent elastic constants at low 
temperatures; selecting a good set of starting values is somewhat complex.  The computation of 
these constants with an imperfect sample and poor signal has been elusive. 
Fortunately, RUS can be used to examine the elastic behavior as a function of 
temperature without calculation of the elastic tensor.  The temperature dependence of the 
resonant frequencies does reveal clear information about the elastic response of the crystal.  As 
previously mentioned, resonant frequencies are directly proportional to the square root of the 
elastic constants.  Thus, the frequency squared represents the change in the elastic response with 
temperature.  Figure 3.2 displays a representative resonant frequency for the BaFe2As2 parent 
material as a function of temperature. 
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Figure 3.2.  Resonant frequency of BaFe2As2 as a function of temperature. 
 
 The elastic response, represented as the frequency squared in Figure 3.2, of BaFe2As2 
shows a considerable softening over a large temperature range upon cooling.  Upon cooling, this 
softening becomes dramatic as the material approaches the associated structural (tetragonal-to-
orthorhombic) and magnetic (antiferromagnetic spin-density-wave) phase transitions around 
132K.  This response is consistent with a dramatic softening often observed in the vicinity of 
structural transitions.  Magnetic transitions may be observed in the elastic response as well, but 
the temperatures of the two transitions are too close to observe them separately for this sample.  
When the transition temperature is reached, the softening ceases.  As the temperature is 
decreased below the transition temperature, gradual stiffening is observed. 
 While a large amount of softening is expected as the material approaches the joint, 
weakly first order structural and magnetic transitions, this data, along with data obtained in 
optimally cobalt-doped material (discussed later), is used to illustrate how magnetically-driven 
nematic fluctuations are responsible for inducing the structural transition [61].  There is no doubt 
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that strong magnetostructural coupling is prevalent in these materials.  Although the structural 
transition and the antiferromagnetic transition follow each other closely, as can be seen in the 
partial phase diagrams in Figure 1.4 of Chapter 1, the structural transition temperature is either 
equal to the magnetic transition temperature or slightly higher.  This relation between the 
transition temperatures would direct one to believe that the transition from tetragonal structure to 
orthorhombic structure occurs first and leads to the formation of antiferromagnetic order.  It has 
been suggested, however, that this is not the case for some of these iron-based superconductors 
[62, 63].  Instead, spin fluctuations associated with the antiferromagnetic order bring about 
emergent nematic degrees of freedom at higher temperatures.  The structure is affected because 
these nematic degrees of freedom couple to the lattice [64, 65].  This type of behavior had been 
predicted earlier [66]. 
 As illustrated in Chapter 1, the antiferromagnetic phase of BaFe2As2 consists of 
antiferromagnetically aligned iron spins along one diagonal and ferromagnetically aligned iron 
spins along the second diagonal.  An in-plane view of this antiferromagnetic state is shown in the 
left-hand panel of Figure 3.3.  Because of the nematic order coupling to the lattice’s elastic 
degrees of freedom, the orthorhombic fluctuations cause the bonds between neighboring parallel 
spins to contract and the bonds between neighboring antiparallel spins to expand.  These changes 
are illustrated in the right-hand panel of Figure 3.3, where φ > 0 represents parallel spins, and φ 
< 0 represents antiparallel spins. 
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 Figure 3.3.  Illustration of (left panel) in-plane magnetic ordering of BaFe2As2 and (right panel) distortion of bonds 
between neighboring parallel (φ > 0) and antiparallel (φ < 0) spins.[61] 
  
 
 Due to this distortion, the orthorhombic fluctuation requires energy.  This energy cost is 
characterized by the shear modulus, Cs, and in this case, Cs is defined as C66.  Though 
determination of the elastic tensor for this material remains elusive, information about this value 
can be extracted from the RUS data.  Each resonant frequency is dependent on some 
combination of the independent elastic constants.  (The high temperature tetragonal phase has six 
independent elastic constants.)  Numerical simulations indicate that this shear mode c66 
dominates several of the resonant frequencies [52], and from symmetry, the structural transition 
from tetragonal to orthorhombic necessitates that this shear mode go soft.  The temperature 
dependences of more than twenty resonant frequencies were collected, and each showed similar 
behavior:  a large amount of softening upon cooling as the material approached the transitions at 
about 132K and a slight stiffening beyond the transitions.  With this information and because the 
resonant frequency squared is proportional to the elastic constants, the frequency squared of a 
characteristic resonant frequency is believed to represent the shear modulus well.  Figure 3.4 
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displays this data along with a renormalization of the high-temperature shear modulus Cs,0 by 
nematic fluctuations calculated using the following: 
nemsss CCC χλ
2
0,
21
0,
1 −−− += ,    (3.1) 
where λ is the magnetoelastic coupling and χnem is the nematic order parameter susceptibility 
which have been determined using a theoretical model outlined in Reference [61].  According to 
the equation, the nematic fluctuations soften the tetragonal material, and from Figure 3.4, this 
calculation agrees well with the RUS data. 
 
 
Figure 3.4.  Temperature dependence of the resonant frequency squared (red data points) and the shear modulus 
calculated using Equation 3.1 (solid blue line) of the tetragonal phase of the parent material.[61] 
 
 
 The observed softening is well described by the magnetically-driven nematic 
fluctuations.  In addition, it appears that nematic fluctuations occur over a large temperature 
range, as the material begins to soften near room temperature.  These results support the 
assertion that the structural transition is induced by antiferromagnetic fluctuations occurring at 
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higher temperatures.  In addition, a highly cobalt-doped BaFe2As2 material, discussed below, is 
examined with RUS to ensure that the features seen in this material and the superconducting 
material are not due to mechanical instability of the samples.  As this highly-doped material does 
not undergo any low-temperature transitions, the RUS results simply show gradual stiffening 
with decreasing temperature. 
3.1.1  BaFe2-xCoxAs2 
 Single crystals of cobalt-doped BaFe2As2 were also examined with RUS.  Cobalt doping 
is known to produce superconductivity in this material at the right concentrations, as indicated by 
the phase diagram provided in Figure 1.5.  The addition of cobalt to BaFe2As2 electron dopes the 
FeAs layers, and superconductivity emerges for a range of cobalt concentrations.  Samples were 
grown and measured representing three types of doping concentration:  underdoped, optimally 
doped, and overdoped. 
 The term “underdoped” in this case identifies the material that has been cobalt doped, but 
this doping is less than that required to achieve the maximum superconducting transition 
temperature (Tc) for the BaFe2-xCoxAs2 family of materials.  This underdoped material has a 
nominal x value of 0.1; it displays the tetragonal-to-orthorhombic structural phase transition and 
antiferromagnetic ordering in addition to a superconducting transition at a lower temperature.  A 
representative squared resonant frequency is provided in Figure 3.5 to illustrate the elastic 
behavior of this material.  Like the parent material, a softening is evident as the material is 
cooled to the structural transition temperature, though for the underdoped material, this transition 
occurs around 70K because cobalt doping suppresses the structural and magnetic transition 
temperatures.  Unfortunately, the RUS signal is not clear enough to continue tracking the 
resonant frequencies much below these transitions. 
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Figure 3.5.  Temperature dependence of a representative resonant frequency squared for the underdoped material. 
 
 The optimally-doped material corresponds to the material with the highest Tc observed 
for the BaFe2-xCoxAs2 series.  In other words, the amount of cobalt doping coincides with the top 
of the superconducting dome from the phase diagram, and this material has a Tc of 22K.  Also, 
this composition corresponds to a material in which the structural and magnetic transitions have 
been fully suppressed; the only low-temperature phase transition is the superconducting 
transition.  Though the nominal value of x is 0.22, the actual x value for these samples is about 
0.16, giving BaFe1.84Co0.16As2.  Figure 3.6 displays the temperature dependence of a 
representative resonant frequency squared for the optimally-doped material. 
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Figure 3.6.  Temperature dependence of a representative resonant frequency squared for the optimally-doped 
material. 
 
 
 The elastic behavior of the material reveals a significant softening upon cooling as the 
material approaches the superconducting transition at 22K.  The amount of softening observed 
for such a transition is surprising.  The softening begins more than 150K above the transition 
temperature and ceases abruptly at the superconducting transition.  The transition is followed by 
significant stiffening upon further cooling.  Figure 3.7 provides two examples from Reference 
[51] of the elastic behavior observed with RUS for superconducting materials, namely 
conventional BCS superconductor YNi2B2C and popular curate YBa2Cu3O7-x, near their 
superconducting transitions.  Because these data are given in terms of resonant frequency as a 
function of temperature and normalized resonant frequency as a function of temperature, 
respectively, Figure 3.8 provides the RUS data for BaFe1.84Co0.16As2 in these terms for 
comparison. 
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Figure 3.7.  Top panel: temperature dependence of a resonant frequency for a single crystal flake of YNi2B2C near 
its Tc of 14K.  Bottom panel:  temperature dependence of a normalized resonant frequency for a single crystal of 
YBa2Cu3O7-x near its Tc of 93K.[51] 
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Figure 3.8.  Top panel:  Temperature dependence of a representative resonant frequency for the BaFe1.84Co0.16As2.  
Bottom panel:  Normalized temperature dependence of a representative resonant frequency for the 
BaFe1.84Co0.16As2. 
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 The change in slope of the resonant frequency for the YNi2B2C at its superconducting 
transition of 14K is clear in the top panel of Figure 3.7, and the step-like behavior of the resonant 
frequency is distinct at the superconducting transition of 93K for YBa2Cu3O7-x in the bottom 
panel of the figure.  However, it is evident from the comparison of Figures 3.7 and 3.8 that the 
elastic response of the BaFe1.84Co0.16As2 material to its superconducting transition is much 
stronger.  This fact is more impressive when considering that the data presented in Figure 3.7 
represents some of the most pronounced discontinuities in elastic properties due to the 
superconducting phase transition [51]. 
 As with the parent BaFe2As2, this behavior is explained by the presence of magnetically-
driven nematic fluctuations, revealing that these fluctuations are manifest over a significant 
portion of the phase diagram.  Once more, the shear modulus is represented by a resonant 
frequency squared that is representative of a larger set of shear-mode-dominated resonant 
frequencies.  Figure 3.9 displays the RUS data along with the renormalization, according to 
Equation 3.1, of the high-temperature shear modulus Cs,0 due to the nematic fluctuations.  In this 
case, the nematic fluctuations again act to soften the lattice, and this softening continues until the 
superconducting transition temperature is reached.  Although no structural instability exists at the 
superconducting transition, a minimum in the shear modulus is observed.  This observation is 
explained by the competition between the antiferromagnetic and superconducting orders.  The 
magnetism is greatly affected by the superconductivity, and the competition between these two 
orders results in the minimum.  The magnetic order is diminished due to the superconductivity, 
and the shear modulus increases in this superconducting region. 
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 Figure 3.9.  Temperature dependence of the resonant frequency squared (red data points) and the calculated shear 
modulus (solid blue line) of the superconducting material.[61] 
 
 
 Single crystals of overdoped BaFe2-xCoxAs2 were also examined with RUS.  The nominal 
value of x for these materials is 0.56.  This amount of cobalt produces a material that lies beyond 
the superconducting dome, and, in fact, this material does not display any low-temperature phase 
transitions.  As such, the elastic behavior of this material reveals the expected gradual stiffening 
upon cooling.  A representative resonant frequency squared for this material is seen in Figure 
3.10.  The material shows gradual stiffening upon cooling with no remarkable features. 
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Figure 3.10.  Temperature dependence of a representative resonant frequency squared for the overdoped material. 
 
 
 The effect of cobalt doping on the elastic response of these materials is very evident in 
the RUS data.  In order to compare the magnitude of this effect, the three representative doping 
concentrations are plotted in Figure 3.11 along with the parent material for reference.  As 
mentioned above, the point at which the softening concludes for the parent material is the 
structural/magnetic transition temperature.  A softening is also observed for the underdoped 
material, but it is far less dramatic.  The addition of cobalt acts to suppress these transitions, and 
while the transitions still occur in the underdoped material, the evidence of this suppression is 
seen in the diminished amount of softening.  For the optimally-doped material, a definite 
softening is also observed; however, this softening, though dramatic for a superconducting 
transition, is far less than that seen for a structural transition.  Finally, the overdoped material, 
which presents “normal” temperature dependence, displays little change as the temperature is 
decreased. 
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Figure 3.11.   Normalized temperature dependence of the squared resonance frequency for BaFe2-xCoxAs2.   
 
 3.1.2  BaFe2-xCrxAs2 
 Single crystals of chromium-doped BaFe2As2 were also grown in order to determine the 
effect of chromium doping on the BaFe2As2 parent material.  The addition of chromium acts to 
hole dope the iron-arsenide layer.  It is known that hole doping on the barium site (i.e. potassium 
doping) and electron doping on the iron-arsenide layer (i.e. cobalt doping) produce 
superconductivity.  In fact, many dopants produce superconductivity in this material.  As 
mentioned, it has also been observed that this superconductivity occurs following a sufficient 
suppression of both the antiferromagnetic transition and the tetragonal-to-orthorhombic 
structural transition. 
 For the BaFe2-xCrxAs2 crystals grown, it was found that the percent of chromium in the 
resulting single crystals was less than that put into the growth mixture.  As mentioned in the 
experimental details, the crystals were analyzed with EDS in order to determine the amount of 
chromium present.  Table 3.1 lists the nominal and measured values of x for many of the BaFe2-
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xCrxAs2 compounds grown (an error of ±0.02 is associated with these values).  Because the 
measured values represent the actual chromium content, this value is used to identify the crystals.   
 
Table 3.1.  Nominal and measured values of x for the BaFe2-xCrxAs2 crystals. 
Nominal x Measured x 
0 0 
0.06 0.04 
0.12 0.08 
0.22 0.14 
0.28 0.2 
0.32 0.23 
0.34 0.25 
0.5 0.36 
0.54 0.40 
0.81 0.61 
0.9 0.67 
1 0.75 
2 2 
 
 
 Naturally, the electrical resistivity of these materials is of great interest.  These 
measurements were performed for a representative group of the BaFe2-xCrxAs2 crystals.  The 
temperature-dependent electrical resistivity for materials with x values of 0, 0.04, 0.08, 0.14, 
0.36, and 0.75 is given in Figure 3.12.  As is apparent, none of these materials achieve zero 
electrical resistivity.  In fact, the parent material is the only material to show a significant 
reduction in resistivity.  After a gradual reduction, a sharp drop in the resistivity of the parent 
material is seen near the transition temperature of 132K.  Instead, for the BaFe2-xCrxAs2 materials 
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with 0.04 ≤ x ≤ 0.36, there is a very gradual reduction of the resistivity upon cooling down to 
some temperature at which this resistivity shows a sharp increase.  It is also evident that the 
temperature of this upturn decreases with increasing chromium content.  For the material with an 
x value of 0.75, the resistivity changes little with temperature until low temperatures where it 
begins to increase. 
 
 
Figure 3.12.  Electrical resistivity as a function of temperature for BaFe2-xCrxAs2 materials.[67] 
 
 
 
 These materials were also examined with various other techniques.  Figure 3.13 displays 
the temperature-dependent data of the magnetic susceptibility, Hall coefficient, and specific heat.  
The systematic changes that occur as the amount of chromium increases are evident.  Each of 
these measurements reveals features that identify the magnetic transition temperature for these 
materials.  In Figure 3.13, panels a and b display the susceptibilities along the a-b and c 
directions, respectively.  Below the magnetic transition, these susceptibilities become anisotropic 
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in these two sets of directions.  From this data, the magnetic transition temperature is 118K for 
chromium content x = 0.04, 104K for x = 0.08, 88K for x = 0.14, 80K for x = 0.20, and 58K for 
x = 0.36.  For these compositions, the magnetic transition temperatures agree well with the 
abrupt upturn seen in resistivity data, the sharp anomaly observed in the Hall coefficient, and the 
peak detected in the specific heat measurements.  These measurements are used to create a 
partial phase diagram for BaFe2-xCrxAs2 as a function of chromium doping, discussed below 
(Figure 3.16).  The anomalies seen for these intermediate chromium concentrations are different 
for the BaFe1.25Cr0.75As2 material.  In this case, the magnetic anisotropy switches for the 
magnetic susceptibility, the Hall coefficient is relatively independent of temperature, and there is 
no peak observed in the specific heat data.  These data suggest that this high concentration of 
chromium has significantly changed the characteristics of the material. 
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 Figure 3.13.  Magnetic susceptibility along the(a) a-b and(b) c directions, (c) Hall coefficient, and (d) specific heat 
for a series of BaFe2-xCrxAs2 materials.[67] 
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 In order to establish the quality of the crystals and determine the lattice constants for 
these materials, single crystals from each growth were ground for powder X-ray diffraction.  As 
the resulting crystals are rather small in the c direction, several of the crystals were often needed 
to perform these measurements.  Crystals were chosen carefully to avoid excess flux material 
and to preserve some of the crystals for further measurements.  Figure 3.14 provides room 
temperature X-ray diffraction patterns for a number of the crystals grown, and Figure 3.15a 
displays the lattice constants as a function of chromium concentration.  While the a parameter 
changes little with concentration, the c parameter increases as the chromium concentration 
increases.  In addition, Figure 3.15b presents the change in these lattice parameters with 
temperature for the materials with an x value of 0.04.  This material is lightly doped, and a 
structural and magnetic transition similar to those of the parent material is expected for this 
composition. 
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Figure 3.14.  Powder X-ray diffraction patterns for several of the materials in the BaFe2-xCrxAsx series. 
 
 
 
 
Figure 3.15.  (a) Lattice parameters as a function of concentration and (b) temperature dependence of lattice 
parameters for an x value of 0.04.[67] 
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 A distinct decrease in both lattice parameters is observed for the x=0.04 material at about 
119K upon cooling.  While there appears to be some structural change around 119K, these initial 
X-ray refinements indicate that the structure remains tetragonal.  Because a distortion to different 
crystal symmetry was not detectable with this data, though it was expected, a partial phase 
diagram including only the magnetic transition temperatures for these materials was developed.  
This phase diagram is provided in Figure 3.16.  From this diagram, it does appear that the 
addition of chromium acts to suppress the magnetic transition, as observed for the cobalt doping 
as well.  Because superconductivity does not occur with these materials, it is apparent that the 
suppression of this spin density wave antiferromagnetic order is not solely responsible for the 
development of superconductivity in these materials. 
 
 
Figure 3.16.  Partial magnetic phase diagram for BaFe2-xCrxAs2.[67] 
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 RUS measurements were performed on many of these chromium-doped materials, and 
the data for BaFe1.96Cr0.04As2, which has the lowest chromium concentration of these materials, 
are shown in Figure 3.17.  As with the other layered iron-arsenide materials reported, a full 
determination of the elastic tensor was not possible.  However, Figure 3.17 provides a 
representative resonant frequency squared for this material.  As before, the temperature 
dependence of this resonant frequency represents the temperature dependence of the material’s 
elastic behavior.  A very dramatic softening is observed as this material approaches the magnetic 
transition temperature (near 118K) and the abrupt lattice parameter change (near 119K).  Such a 
large softening observed in RUS data indicates a structural transition.  This softening, which is 
arrested below T = 118K, is also very similar to that observed at the tetragonal-to-orthorhombic 
structural transition for the underdoped BaFe2-xCo2As2 material seen earlier. 
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Figure 3.17.  Temperature dependence of a representative resonant frequency squared for BaFe1.96Cr0.04As2. 
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 As mentioned, many of these BaFe2-xCrxAs2 materials were examined with RUS.  Figure 
3.18 provides results for three other chromium concentrations:  x = 0.08, x = 0.25, and x = 0.75.  
For the lower doping concentrations, a sharp softening with an abrupt stop is observed, similar to 
the BaFe1.96Cr0.04As2 material.  For BaFe1.92Cr0.08As2, this softening occurs as the temperature 
approaches approximately 104K, and for BaFe1.75Cr0.25As2, this temperature is approximately 
75K.  These temperatures correspond to the magnetic transitions outlined earlier; however, as 
mentioned, such large softening is often indicative of a structural instability.  The transition 
temperature is suppressed as more chromium is added to the system.  A softening is also 
apparent in the BaFe1.25Cr0.75As2 material, which becomes stronger as the temperature nears 19K.  
However, this material does not show the same features as the materials with lower chromium 
concentration. 
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Figure 3.18.  Temperature dependence of a representative resonant frequency squared for (a) BaFe1.92Cr0.08As2, (b) 
BaFe1.75Cr0.25As2, and (c) BaFe1.25Cr0.75As2. 
 
 
 Although each of the samples displays an apparent softening, the magnitude of this 
softening is very different.  Figure 3.19 provides an illustration of how the assumed structural 
instability is suppressed with the addition of chromium.  The RUS data for this series of 
materials are normalized at room temperature for comparison.  While the suppression of the 
transition temperature was observed before, here the reduction in the amount of softening 
observed with increasing chromium content is made apparent.  The degree of softening is 
systematically reduced with the addition of chromium, much like that seen for the addition of 
cobalt.   
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Figure 3.19.  Normalized temperature dependence of the squared resonant frequency for BaFe2-xCrxAs2.   
 
 
 These data show that, similar to cobalt doping, the addition of chromium does suppress 
the structural and magnetic transitions.  However, it is apparent from both the RUS data and the 
phase diagram that chromium doping is much less effective at suppressing these transitions.  For 
the samples represented here, the material that is underdoped with cobalt (BaFe1.9Co0.1As2) and 
the BaFe1.92Cr0.08As2 material have very similar amounts of dopant.  Yet, their elastic responses 
are different; these responses are compared in Figure 3.20a along with the parent material for 
reference.  The cobalt-doped sample shows a much more dramatic shift in transition temperature 
as well as a much more pronounced decrease in softening.  Furthermore, the optimally-doped 
cobalt material has a much lower doping concentration than the BaFe1.75Cr0.25As2 material; these 
materials are compared in Figure 3.20b.  In fact, the chromium-doped samples clearly display the 
structural/magnetic phase transitions with doping concentrations well beyond the limit of the 
superconducting dome for the cobalt-doped samples. 
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Figure 3.20.  Comparison of the elastic response of (a) BaFe1.92Cr0.08As2 and BaFe1.9Co0.1As2 with the parent 
BaFe2As2 and (b) BaFe1.75Cr0.25As2 and BaFe1.84Co0.16As2 with the parent BaFe2As2. 
 
 The addition of chromium does eventually suppress the magnetic and structural phase 
transition; however, it requires considerably more chromium to achieve this suppression than 
cobalt.  While these transitions seen in the parent material are more robust with the addition of 
chromium, this larger amount of required doping for suppression does not explain the lack of 
superconductivity.  It has been observed that ruthenium doping, which does produce 
superconductivity, requires a similar concentration to suppress the magnetic transition (when 
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compared to chromium doping) [21, 22].  The lack of superconductivity in chromium-doped 
BaFe2As2 is attributed to the favorability of magnetism across the BaFe2-xCrxAs2 phase diagram.  
A stronger covalency exists for chromium and arsenic than for iron and arsenic, which leads 
chromium-doped materials to have an antiferromagnetic preference.  In fact, from neutron 
diffraction data [68], a competition between two antiferromagnetic states develops with the 
addition of chromium.  A more complete phase diagram for this system is provided in Figure 
3.21; this diagram was developed via neutron diffraction [68]. 
 
 
Figure 3.21.  Partial phase diagram of Ba(Fe1-xCrx)As2 illustrating both magnetic and structural phase transitions 
as a function of chromium concentration.[68] 
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 This phase diagram illustrates the suppression of both the spin-density-wave 
antiferromagnetic order and the tetragonal-to-orthorhombic transitions with the addition of 
chromium, but it also includes the development of a G-type antiferromagnetic order at higher 
chromium concentrations.  A continuous transition from spin density wave order to G-type 
antiferromagnetic order is observed.  Moreover, for some compositions, these two states appear 
to coexist, though it is not clear if this is due to phase separation.  Nevertheless, strong 
magnetism is observed at all chromium concentrations.  These competing states provide a natural 
explanation for the absence of superconductivity in the BaFe2-xCrxAs2 materials.  Long-range 
magnetic order throughout the phase diagram is sufficient to prevent the development of 
superconductivity. 
3.2  TlFe1.6Se2 
 The elastic behavior as a function of temperature is also studied for TlFe1.6Se2.  As 
discussed in Chapter 1, anomalies have recently been observed in TlFe1.6Se2 near 100K and 
140K [32, 33, 35].  These anomalies have been attributed to the canting of the iron spins at 140K 
and the recovery of the original magnetic structure at 100K [33].  While this material is not 
superconducting, it is very close to superconductivity; materials with slightly higher iron content 
(i.e. TlFe1.7Se2) are superconductors. 
 As with the BaFe2As2-based samples, the elastic behavior of the TlFe1.6Se2 material is 
represented by the square of the resonant frequencies obtained from RUS measurements.  Figure 
3.22 displays this low-temperature behavior.  At higher temperature, the material shows very 
gradual stiffening.  However, near the initial transition temperature of 140K, the material 
undergoes a gradual softening.  Although the magnitude of this softening appears substantial in 
the RUS data, the amount of softening is actually less than 2%.  As the temperature is further 
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decreased and approaches the recovery of the magnetic structure near 100K, the material stiffens.  
An effect on the elastic behavior is expected at this temperature due to the abrupt change that 
occurs in the c lattice parameter. 
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Figure 3.22.  Temperature dependence of a representative resonant frequency squared for TlFe1.6Se2. 
 
Because these two transitions are magnetic in nature (the iron moments cant away from 
the c-axis between 140K and 100K), the effect of an applied magnetic field on the elastic 
behavior is of interest.  Therefore, RUS data were also collected while applying a magnetic field.  
Figure 3.23 displays the temperature dependence of two representative squared resonant 
frequencies at 0T, 0.5T, and 3T for comparison.  These data were collected with the magnetic 
field applied parallel to the c-axis of the material.  Though these transitions have been described 
in terms of a magnetic change, the elastic behavior displays little change with applied magnetic 
field.  If these transitions were magnetically driven, one would expect the application of a strong 
magnetic field in the c direction to suppress this change in some way.  However, the magnetic 
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field does not appear to affect the behavior of the material.  These data provide evidence that the 
canting of the magnetic moments is not solely responsible for the transitions at low temperature. 
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Figure 3.23  Temperature dependence of two  representative resonant frequencies squared for TlFe1.6Se2 with 
applied magnetic field. 
 
 In addition, the high temperature RUS setup was used to examine the elastic behavior of 
TlFe1.6Se2 above room temperature.  These data are displayed in Figure 3.24, and from this 
figure it is apparent that the elastic behavior changes little as the temperature is increased.  No 
observable change is detected at the antiferromagnetic transition at 430K.  There is a slight 
softening that appears just below 460K, which is likely due to the vacancy ordering that occurs 
near this temperature.  Each of the resonant frequencies seen in the figure shows a different 
amount of change at this temperature.  These differences are not unexpected because these 
resonant frequencies may have very different dependencies on the elastic constants (see section 
2.1.6). 
79 
 
380 400 420 440 460 480 500 520
1.80
1.85
1.90
1.95
2.00
2.05
2.10
2.15
2.20
2.25
2.30
2.35
2.40
 
 
Fr
eq
ue
nc
y 
Sq
ua
re
d 
(M
Hz
2 )
Temperature (K)  
Figure 3.24  Temperature dependence of  representative resonant frequencies squared for TlFe1.6Se2 above room 
temperature. 
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Chapter 4 
Results – Thermoelectric Materials 
4.1  Mo3Sb7 
 A series of Mo3Sb7-based promising thermoelectric materials was examined with RUS.  
Several three-dimensional single crystals were measured including the parent Mo3Sb7 as well as 
samples of this material doped with ruthenium, tellurium, and chromium.  These crystals were 
oriented and shaped into rectangular parallelepipeds aligned so that each face was polished along 
a (100) plane.  RUS measurements were then performed in order to determine the values of the 
elastic tensor and the elastic behavior of these materials as a function of temperature. 
 Because these materials have cubic crystalline symmetry, the elastic tensor consists of 
only three independent elastic constants:  c11, c12, and c44.  Also, c11 and c12 allow determination 
of an alternative constant c’: 
2
' 1211 ccc −=       (4.1) 
Though c’ is determined as a function of c11 and c12, it is an important value to consider due to its 
physical significance.  The c’ constant represents the second propagating transverse wave in a 
material with cubic symmetry, as it is proportional to this wave’s velocity squared.  (In a similar 
fashion, the first propagating transverse wave is represented by c44, and the longitudinal wave is 
represented by c11.)  While this constant is a function of c11 and c12, as seen in the equation, it is 
actually better defined in the following RUS data because some of the measured resonant 
frequencies are almost entirely dependent on this c’ value. 
 For the parent Mo3Sb7 material, the room temperature values for these elastic constants 
found using RUS are as follows:  c11 = 178 GPa, c12 = 87 GPa, c44 = 67.8 GPa, and c’ = 45 GPa.  
81 
 
To illustrate how these quantities change upon cooling, plots of the elastic constants as a function 
of temperature are provided for the parent material in Figure 4.1.  The temperature dependence 
of the elastic constants directly determined from the RUS output file is shown in Figure 4.1a, and 
the temperature dependence of c’ is shown in Figure 4.1b along with that of c44 for reference.  
From this temperature-dependent RUS data, it is apparent that the c11, c12, and c’ values display a 
very dramatic softening as the material approaches the cubic-to-tetragonal structural transition 
near 53K, while c44 shows little change as temperature is changed.  The difference between the 
two transverse values shown in Figure 4.1b is apparent:  c44 shows only slight stiffening while c′ 
displays a dramatic softening preceding the phase transition at 53K. 
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Figure 4.1.  Temperature-dependent elastic constants for Mo3Sb7.  The three independent elastic constants are 
included in (a), and c’ is provided in (b) with c44 for reference. 
 
 
 Though RUS data were collected down to a temperature of 2K, the results presented do 
not proceed below the structural phase transition.  These results include much of the cubic phase 
(with three independent elastic constants), but following the transition to tetragonal structure 
(with six independent elastic constants), the RUS spectra are no longer clear enough to evaluate 
peak locations.  Figure 4.2 provides an illustration of this difficulty.  Figure 4.2a displays a 
partial resonant spectrum for this material at a temperature above the structural transition.  Here, 
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the peaks identifying the resonant frequency locations are clear and prominent.  On the other 
hand, Figure 4.2b displays this same partial resonance spectrum at a temperature below the 
structural transition.  At this point, no peaks can be detected, and the locations of the resonant 
frequencies are unknown.  Below the transition (at approximately 23K), the RUS signal does 
improve.  Several resonances appear at very low temperatures, but we cannot observe a sufficient 
amount of resonances to allow the calculation of the low-temperature elastic constants.  
Furthermore, the response of the resonant frequencies present at low temperatures does not show 
any “irregularity” at the superconducting transition at 2.35K.  Figure 4.3 displays a few of the 
representative resonant frequencies near this superconducting transition temperature. 
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Figure 4.2.  A resonance spectrum (a) above the structural transition temperature and (b) below the structural 
transition temperature. 
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Figure 4.3.  Temperature dependence of representative resonant frequencies squared for Mo3Sb7 near the 
superconducting transition. 
 
 
4.1.1  Mo3-xRuxSb7 
 The effect of ruthenium on the elastic behavior of the Mo3Sb7 parent material was also 
examined with RUS.  The primary material examined for this purpose had an x value of 0.09, or 
a composition of Mo2.91Ru0.09Sb7.  For this amount of ruthenium doping, the structural transition 
from cubic to tetragonal is suppressed, and the superconducting transition is still present, 
although at a slightly lower temperature. 
The room temperature elastic constants for this material determined from RUS are as 
follows:  c11 = 189 GPa, c12 = 86 GPa, c44 = 74.8 GPa, and c’ = 51 GPa.  The addition of 
ruthenium dopant to the parent Mo3Sb7 increases its elastic constants.  Because the c’ value is 
better determined than c11 and c12, this value is used to display the elastic response of the 
material as a function of temperature.  This behavior is shown in Figure 4.4; because c44 does not 
change much with temperature, this value is also provided in the figure in order to provide some 
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scale.  Although the structural transition has been suppressed by the addition of ruthenium, a 
significant amount of softening is still observed in c’.  Though this material remains cubic, some 
structural instability still exists as evidenced by this softening. 
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Figure 4.4.  Temperature-dependent elastic constants for Mo2.91Ru0.09Sb7. 
 
 
 
 The effect of much higher ruthenium doping was also investigated with RUS.  In this 
case, a material with a composition of Mo2.1Ru0.9Sb7 was examined.  Figure 4.5 provides the 
squared frequency of a representative resonant peak in order to observe the temperature-
dependent elastic behavior.  Although the irregularly-shaped sample was only about a millimeter 
in each dimension and not large enough to shape for a determination of the elastic tensor, the 
RUS data show that such a large amount of ruthenium destroys the structural instability 
responsible for the significant softening seen in the Mo2.91Ru0.09Sb7 material.  For Mo2.1Ru0.9Sb7, 
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the temperature dependence of the representative resonant frequency reveals that the material 
slightly stiffens as the temperature is decreased, and no softening associated with the structural 
instability remains. 
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Figure 4.5.  Temperature dependence of a representative resonant frequency squared for Mo2.1Ru0.9Sb7. 
 
4.1.2  Mo3Sb7-xTex 
 Tellurium-doped samples of Mo3Sb7 were also examined with RUS.  Although the 
tellurium replaces antimony rather than molybdenum, these materials behave very similarly to 
the ruthenium-doped materials.  The structural transition is destroyed with light doping, and the 
superconducting transition temperature is slightly suppressed.  Here, two materials that are 
lightly doped with tellurium are considered:  Mo3Sb6.925Te0.075 and Mo3Sb6.9Te0.1. 
 From the RUS measurement, the elastic tensors for these two materials were determined.  
For Mo3Sb6.925Te0.075, c11 = 185 GPa, c12 = 86 GPa, c44 = 74.0 GPa, and c’ = 49 GPa.  These 
values are slightly higher compared to the parent Mo3Sb7, and with further addition of tellurium, 
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these values continue to increase.  For Mo3Sb6.9Te0.1, c11 = 189 GPa, c12 = 88 GPa, c44 = 75.4 
GPa, and c’ = 50 GPa.  Again, like the ruthenium doping, the addition of tellurium dopant to the 
parent material acts to increase these elastic constants.  The temperature dependence of c’ and c44 
for these materials is provided in Figure 4.6.  As expected, these materials behave very similarly; 
they also behave much like the Mo2.91Ru0.09Sb7 material seen above.  The c44 value shows only 
slight stiffening as the temperature is decreased, and the c’ value displays a definite softening 
due to a structural instability near the structural transition temperature for the parent material. 
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Figure 4.6.  Temperature-dependent elastic constants for Mo3Sb6.925Te0.075 and Mo3Sb6.9Te0.1. 
 
4.1.3  Mo3-xCrxSb7 
 Though ruthenium doping and tellurium doping affect the Mo3Sb7 material in similar 
ways, the effect of chromium doping is rather different.  With the addition of chromium on the 
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molybdenum site, the structural transition persists, yet at a slightly lower temperature.  In 
addition, no superconducting transition is observed above 1.8K.  Here, RUS is used to examine 
the elastic behavior of two chromium-doped materials:  Mo2CrSb7 and Mo2.4Cr0.6Sb7. 
 For Mo2CrSb7, the room temperature elastic constants are determined from RUS, and 
they are as follows:  c11 = 164 GPa, c12 = 80 GPa, c44 = 63.8 GPa, and c’ = 42 GPa.  Contrary to 
the previous elemental dopings, the addition of chromium reduces these elastic constants when 
compared with the parent Mo3Sb7.  Figure 4.7 displays the temperature dependence of c’ and c44 
for this material.  As before, c44 does not change much with decreasing temperature; however, 
the softening seen in c’ is very evident.  This more intense softening is expected for this material 
since it does undergo a structural transition at about 48K.  The temperature dependences of c’ for 
the Mo2CrSb7 and Mo2.4Cr0.6Sb7 materials are compared in Figure 4.8.  At higher temperatures, 
additional chromium doping decreases the value of c’.  However, as the temperature is cooled to 
near the cubic-to-tetragonal structural transition at 48K, both materials show a very similar drop 
in c’.  Interestingly, the structural transition temperature is reduced upon chromium doping the 
parent material (from 53K to 48K), but in this chromium composition range (0.6 ≤ x ≤ 1), the 
amount of chromium does not change this temperature significantly.  For both Mo2CrSb7 and 
Mo2.4Cr0.6Sb7, this transition occurs near 48K.  It is also noteworthy that the structural transition 
is much more resilient with chromium doping than with ruthenium doping.  This structural 
transition, including the structural instability, was fully suppressed in the Mo2.1Ru0.9Sb7 material; 
however, this transition remains in the Mo2CrSb7 material with a higher x value. 
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Figure 4.7.  Temperature-dependent elastic constants for Mo2CrSb7. 
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Figure 4.8.  Comparison of temperature-dependent c’ for Mo2.4Cr0.6Sb7 and Mo2CrSb7. 
 
4.2  Compilation 
 Looking at individual samples, it is difficult to visualize the amount of softening that 
occurs in each of these materials and to perceive how each of the elemental dopings affect the 
parent Mo3Sb7.  In order to more clearly observe the effect of the ruthenium, tellurium, and 
chromium dopants on the temperature-dependent elastic behavior of Mo3Sb7, the c’ values have 
been normalized at room temperature and plotted together.  This comparison is seen in Figure 
4.9.  While each of these materials reveals a definite softening upon cooling, it is evident that this 
effect is much more prominent in the materials that undergo the structural phase transition from 
cubic to tetragonal.  The parent material and chromium-doped material, which do display this 
transition, experience a very sharp softening as this transition temperature is approached at 53K 
and 48K, respectively.  The softening observed for the ruthenium-doped and the tellurium-doped 
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materials is noticeably more gradual, and as was shown earlier, additional ruthenium doping 
eliminates this softening, indicating suppression of the structural instability. 
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Figure 4.9.  Normalized c′ for Mo3Sb7 parent and doped materials. 
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Conclusion 
 The relationship between structural instability, magnetic ordering, and superconductivity 
is often complicated.  RUS has been used to examine the effect of these interactions on the 
elastic behavior of some interesting iron-based superconductors and thermoelectric materials as a 
function of temperature.  The evolution of these behaviors with the addition of elemental dopants 
is also examined. 
 An RUS investigation of iron-based superconductors and related materials grown using a 
self-flux technique reveals how their elastic behavior changes as a function of temperature.  The 
BaFe2As2 parent material displays a large softening as the tetragonal-to-orthorhombic structural 
distortion is approached near 132K.  While an antiferromagnetic spin-density-wave ordering also 
occurs at this temperature, such a dramatic softening is indicative of a structural instability.  This 
softening is arrested immediately following the transition.  Though this type of behavior is often 
associated with structural transitions, it is not expected for superconducting transitions.  
However, a very dramatic softening is observed in the BaFe1.84Co0.16As2 superconducting 
material as its critical temperature of 22K is approached.  This observation, as well as the 
behavior of the parent material, is the result of magnetically-driven nematic fluctuations that 
emerge at higher temperatures.  Though the structural transition temperature is higher than the 
magnetic transition temperature for cobalt-doped BaFe2As2, the structural transition is actually a 
result of the magnetic fluctuations.  The suppression of the BaFe2As2 structural transition with 
the addition of cobalt is also observed with RUS.  An underdoped material reveals a less 
dramatic softening near the structural transition temperature, which is also reduced, and a highly-
doped material displays only gradual stiffening as temperature decreases. 
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 A series of chromium-doped BaFe2As2 materials is also developed in order to study the 
effect of chromium on this system.  The addition of this element does not produce 
superconductivity at any concentration.  While the structural and associated magnetic transitions 
are suppressed by the addition of chromium, substantially more dopant is required to achieve this 
suppression than in the case of cobalt doping.  The suppression of the structural distortion with 
the addition of chromium can be clearly observed in the temperature dependence of the elastic 
behavior.  The destruction of these transitions is clearly not the sole requirement for the 
production of superconductivity in BaFe2As2.  Strong magnetism in the form of competing spin-
density-wave antiferromagnetic order and G-type antiferromagnetic order exists throughout the 
BaFe2-xCrxAs2 phase diagram, and this magnetic preference is sufficient to prevent the 
emergence of superconductivity. 
 The elastic behavior of TlFe1.6Se2, a material close to superconductivity, displays a small 
amount of softening at a transition near 140K, and stiffening occurs as a second transition near 
100K is approached.  While these transitions have been described by a canting of the magnetic 
moment, application of a magnetic field along the c-axis does not have much effect on the elastic 
behavior.  Because the magnetic moments cant away from the c-axis at 140K and application of 
magnetic field does not suppress the transition at this temperature, we can conclude that these 
transitions are not entirely due to magnetic canting. 
 RUS studies of a series of Mo3Sb7-based promising thermoelectric materials reveal a 
strong elastic response near 53K, the structural transition temperature for the parent Mo3Sb7.  At 
this temperature, the material undergoes a transition from cubic symmetry to tetragonal 
symmetry.  This parent material displays a very distinct softening as this transition temperature is 
approached.  The addition of chromium suppresses this transition temperature slightly to 48K.  
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The chromium-doped materials also display a sharp softening as this temperature is approached.  
On the other hand, both ruthenium and tellurium doping suppress this transition to tetragonal 
symmetry.  However, RUS results indicate that a structural instability still exists at doping levels 
of x = 0.09 and x = 0.1 for Mo3-xRuxSb7 and Mo3Sb7-xTex, respectively.  This instability is 
manifested as an apparent softening in the temperature region near the transition temperature of 
the parent material.  The elimination of this instability with further ruthenium doping is also 
observed. 
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