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Abstract
Energy consumption is currently one of the main issues in large distributed systems. More
speciﬁcally, the eﬃcient management of energy without losing performance has become a hot
topic in the ﬁeld. Thus, the design of systems solving complex problems must take into account
energy eﬃciency. In this paper we present a formal methodology to check the correctness,
from an energy-aware point of view, of large systems, such as HPC clusters and cloud envi-
ronments, dedicated to computational science. Our approach uses a simulation platform, to
model and simulate computational science environments, and metamorphic testing, to check
the correctness of energy consumption in these systems.
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1 Introduction
During the last years, the most used approach for processing the ever growing amount of data
consists in increasing the number of interconnected processors. This solution boosts the overall
system performance, by exploiting parallelism of applications, but it demands huge amounts
of energy to supply the system. In fact, the speedup provided by these machines comes at an
extremely high energy cost.
Several factors motivate the interest in detecting and reducing the main causes of energy
consumption, such as carbon footprint reduction [12] and savings in IT electricity bills [11].
Green computing, or sustainable computing, has become the focus attention of initiatives such
as Green Grid [1], a global consortium dedicated to advancing energy eﬃciency in data centers
and business computing ecosystems. This consortium has even established a metric called
Power Usage Eﬀectiveness (PUE) [2], which aims to help to measure and compare the energy
eﬃciency of data centers.
The design of systems solving computational science problems is challenging and requires a
certain degree of expertise in the ﬁeld of distributed systems [14, 8]. In addition, saving energy
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in large-scale systems is a sensitive issue because end-users will not want to suﬀer a performance
loss. Both performance and energy consumption depend on the underlying architecture of the
underlying architecture. Due to the high number of devices that have a direct impact on the
overall performance and energy consumption (e.g. CPUs, disks, communication networks, etc),
building a system that optimizes such features is a very diﬃcult task.
In this paper we propose a methodology for checking the correctness, from an energy-aware
point of view, of complex systems, in particular, those focussing on solving computational
science problems. Currently, testing [13] is the most widely used technique to validate the
correctness of systems. Unfortunately, applying conventional testing techniques for checking
complex architectures, such as HPC clusters and cloud computing environments, entails two
main diﬃculties. First, the test suites used to validate these systems contain a large number
of tests, which requires massive computing time because each test must be executed in the
platform under test. Also, this process requires access to the hardware platform where these
tests are executed. Second, an oracle that indicates if a given system is correct or not is, in
most situations, unavailable or computationally too expensive [20]. In order to alleviate these
diﬃculties we use a novel approach that appropriately combines two orthogonal techniques:
simulation [4, 15] and metamorphic testing [21].
The methodology presented in this paper focuses on analyzing whether energy consumption
of a speciﬁc complex system is eﬃcient. In order to accomplish this process, we provide the
basics to deﬁne a whole family of MRs exclusively dealing with the energy consumption of
these systems. Therefore, we will be able to check whether a certain architecture is eﬃcient
with respect to energy consumption and will be able to choose between diﬀerent alternatives
taking into account whether the priority is on performance or on saving energy.
The rest of the paper is structured as follows. Section 2 shows related work. Section 3
presents an overview of MT and the schema used to deﬁne MRs oriented to solve complex
(computational science) problems. Finally, section 4 shows our conclusions and some directions
for future work.
2 Related Work
In this section we brieﬂy review previous work related to this paper. During the last decade,
the research community has developed simulation tools to model and analyze energy consump-
tion of distributed systems. Some of these approaches are CloudSim [3], GreenCloud [7] and
CloudExp [10].
It is particularly relevant the work using CloudSim [3]. This tool was initially based on a
grid simulator [16]. A new layer was implemented on top of GridSim to add the possibility of
simulating cloud systems. Since then, CloudSim has been redesigned from scratch, and does
not rely on GridSim anymore.
GreenCloud is an extension of the NS2 network simulator [18]. GreenCloud focuses on
simulating the communications between processes running in a cloud at packet level. In the
same way as NS2, it is written in C++ and OTcl.
CloudExp is a modeling and simulation environment for cloud computing that can be used
to evaluate a wide spectrum of cloud components such as processing elements, data centers,
storage, networking, Service Level Agreement (SLA) constraints, web-based applications, Ser-
vice Oriented Architecture (SOA), virtualisation, management and automation, and Business
Process Management (BPM).
Although these simulators allow their users to model and simulate energy consumption of
a wide variety of systems, the testing process must be manually performed. These tools do not
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provide mechanisms to (semi-)automatically check the correctness of the energy consumption
of the modeled system.
During the last years Metamorphic Testing [6, 21] has been used in very diﬀerent application
domains such as web applications [5] and middleware [19]. This versatility led to us to apply
MT to analyze energy consumption in distributed systems, such as HPC clusters and cloud
environments. To the best of our knowledge, MT has not been used in the past for this
purpose.
There is work aimed to improve energy eﬃciency by optimizing the application to be ex-
ecuted, instead of properly customizing the underlying architecture of the system [17]. The
authors propose a strategy to achieve the optimal energy savings for distributed matrix multi-
plication via algorithmically trading more computation and communication at a time adaptively
with user-speciﬁed memory costs for less DVFS switches. This solution saves 7.5% more energy
on average than a classic strategy.
3 Energy-aware metamorphic relations
Conventional testing methods require checking whether the output(s) returned by the system
under test are the expected ones or not. Schematically, let S be a system, I be the input domain
and S be a test selection strategy. Let T = {t1, t2, . . . , tn} ⊆ I be the set of tests generated
by using S. When these tests are sequentially applied to the system S we obtain a sequence of
outputs S(t1), S(t2), . . ., S(tn). Therefore, if we have an oracle, called f , then we ﬁnd an error
if there exists t ∈ T such that S(t) = f(t). But, in general, we will have neither a complete
speciﬁcation nor an oracle and the most we can do is to look for evidence that there has been
a failure.
In this work we use MT techniques [6, 21] in order to alleviate the oracle problem [20] when
testing whether the models of the systems generated by end-users are appropriate with respect
to certain criteria. MT uses expected properties of the target functions relating multiple test
inputs/observed outputs obtained from the tested system. Since we use simulation to perform
the testing process, we use the term tenant to refer to a user modeled in the system. A single
test case is represented by a set of tenants T executed over a single system model m, denoted
by T (m). The idea is to generate variants of the original model, compute the application of the
set of tenants to these variants, T (m′1), T (m′2), . . . , T (m′k), and compare the obtained results.
Let us remark that our variants are not mutants in the sense of mutation testing [9]: our goal
is not to kill the variants but to compare the diﬀerent obtained results to detect a wrong or
suboptimal behavior of the original model. Next, we formally deﬁne the pattern of our relations.
Deﬁnition 1. Let m be a model that represent the system to be tested and M be a set of
models such that m /∈ M. Let T be a set of tenants. A metamorphic relation MR for m and
T is the set of 5-tuples
MR(m,T ) = {(T,m,m′, T (m), T (m′)) |m′ ∈ M∧ p1(m,m′) ⇒ p2(m,m′, T (m), T (m′))}
where p1 is a relation over models and p2 is a relation over the models and the execution of
tenants on these models. If m and T are ﬁxed then we will write MR instead of MR(m,T ).
HPC clusters and cloud environments contain a vast number of nodes interconnected through
a high-speed communication network, where a big number of users concurrently launch appli-
cations. Therefore, in order to test the appropriate behavior of these systems we cannot use
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standard testing techniques. In addition to the oracle problem, that is, we usually do not have
an eﬀective method to decide whether the application of a test returned the expected result,
we have that standard testing methods do not scale well and we are confronting systems with a
huge number of possible conﬁgurations. In order to deal with these inherent diﬃculties, we use
MT techniques and a simulation platform to model and simulate the architecture of the sys-
tem to be tested. Metamorphic testing partially alleviates the oracle problem while simulation
allows to compute approximate results, with diﬀerent conﬁgurations and workloads, without
building the actual system.
We compare two models by using one set of tenants, denoted by m, m′ and T , respectively,
where m represents the original model provided by the user, m′ represents an automatically
generated variant and T represents the workload executed in each model. If a tuple does not
belong to an MR then we can say that we found an error. In other words, given a model m
that we are validating and a set of tenants T , if we have that for some model m′ the tuple
(T,m,m′, T (m), T (m′)) does not belong to MR then the application of these tenants shows
that there has been an unexpected behavior. For example, we might expect the performance
of m to be always better than the one of m′ but, for our chosen set of tenants T , the running
of T with m and m′ shows otherwise.
In order to deﬁne MRs targeted to deal with energy consumption, we propose the following
notation: Δ(mcpu) denotes the overall CPU performance of m, Δ(mIO) denotes the overall I/O
performance of m, Ω(T (m)) denotes the overall energy consumption required to execute the
workload T over m, Γ(T (m)) denotes the time required to execute the workload T over m, and
ﬁnally, |m| denotes the number of machines used in m.
4 Conclusions and future work
In this paper we have presented a novel approach that appropriately combines two orthogonal
techniques, simulation and metamorphic testing, for checking the correctness of distributed
systems with respect to energy consumption. Although this approach seems to be promising, it
presents two main limitations. First, the MRs must be provided by the user. Although adding
new MRs can be easily performed, this process must be done by hand before executing the
testing process. Second, the solution provided by analysing the results is not a global solu-
tion. Consequently, the result is heavily dependent on the workload executed in the simulated
environment.
As future work we plan to include a new dimension to analyse systems by using MRs:
economic cost.
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