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Abstract—Aggregate load modeling is of fundamental impor-
tance for systematic analysis and design of various demand
response strategies. Instead of keeping track of the trajectories
of individual loads, the aggregate modeling problem focuses
on characterizing the density evolution of the load population.
Most existing models are only applicable to Thermostatically
Controlled Loads (TCL) with first-order linear dynamics. This
paper develops a unified aggregate modeling approach that can
be used for general TCLs as well as deferrable loads. We propose
a deterministic hybrid system model to describe individual load
dynamics under demand response rules, and develop a general
stochastic hybrid system (SHS) model to capture the population
dynamics. We also derive a set of partial differential equations
(PDE) that governs the probability density evolution of the SHS.
Our results cannot be obtained using the exiting SHS tools in the
literature as the proposed SHS model involves both random and
deterministic switchings with general switching surfaces in multi-
dimensional domains. The derived PDE model includes many
existing aggregate load modeling results as special cases and can
be used in many other realistic modeling scenarios that have not
been studied in the literature.
I. INTRODUCTION
Many electric loads, such as residential HVACs (Heating,
Ventilation, and Air Conditioning) and PEVs (Plug-in Electric
Vehicles), can be equipped with smart local controllers that
can modify their power consumptions in response to some
coordination signals (e.g. price or power system frequency).
Coordination of a large population of such responsive loads is
an important paradigm of demand response programs and can
provide various services to the power grid, such as power cap-
ping, energy arbitrage, and frequency regulation [1], [2], [3],
[4], [5], [6], [7]. Aggregate load modeling is concerned with
characterizing the aggregate dynamics of responsive loads. The
problem is of fundamental importance for systematic analysis
and design of demand response strategies. It is challenging
due to the various kinds of uncertainties about individual load
models and the complex interplay between the load dynamics
and their local response/control rules.
One of the earliest results on aggregate load modeling was
given by Malhame´ and Chong in [8]. They considered a popu-
lation of thermostatically controlled loads (TCLs), where each
TCL was modeled by a two-mode stochastic hybrid system
(SHS) with continuous dynamics in each mode governed by a
scalar linear stochastic differential equation (SDE). Through a
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complicated probabilistic argument, a set of coupled Fokker-
Planck equations with boundary conditions was derived, which
characterizes the time evolution of the hybrid-state probability
density function (p.d.f.).
The PDE (Partial Differential Equation) model derived
in [8] plays a fundamental role in the field of aggregate load
modeling. Many recent studies in this area can be viewed as
modifications, discretizations, approximations, or applications
of the PDE model in [8]. For example, the author in [1] derived
the stationary solution of the coupled Fokker-Planck equations.
The solution was then utilized to perform a set point control of
TCLs for demand response. Following this work, the authors in
[9] derived a scalar transport equation for deterministic hybrid
TCL models using the control-volume method from continuum
mechanics. The control design was based on an ordinary
differential equation (ODE) model, which is obtained from
the space-discretization of the PDE. Similar works on deriving
PDE models for TCLs were also reported in [10], [11], [12],
where diffusion terms were used to account for parameter
heterogeneity. In particular, a linear integral output feedback
control algorithm was designed directly based on the PDE
model in [12]. Moreover, Markov chain models were proposed
in [2], [3], [5] to capture the evolution of the temperature
distribution of a TCL population. These models can be viewed
as some approximations of the space-discretization of the
underlying PDE model.
The aforementioned works are only applicable to TCLs
with linear first-order temperature dynamics. Their extensions
to more complex load dynamics are not well understood.
The authors in [4] studied aggregation of second-order TCL
models that involve coupled air and mass temperature dy-
namics. It was shown that the consideration of the second-
order effect can improve the modeling performance. However,
the aggregate model in [4] was developed mainly based on
heuristic arguments. In fact, when considering higher-order
load dynamics, the boundary conditions of the coupled Fokker-
Planck equations can be challenging to obtain, especially when
there are diffusion terms in load models. In addition, many
demand response applications involve deferrable loads, such
as PEVs, washers, dryers, among others. These loads are dra-
matically different from TCLs. They are similar to computer
jobs, characterized by job size and deadline. When imposing
hard constraints on the deadlines, deferrable loads also exhibit
dynamic behaviors. Aggregate modeling of dynamic deferrable
loads has not been adequately studied in the literature.
This paper studies aggregate modeling of responsive loads.
Different from most existing works that focus on first-order
TCLs models, we develop a unified framework that can
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2be used to obtain aggregate models for general TCLs as
well as deferrable loads. In particular, we propose a general
(deterministic) hybrid system model to capture individual load
dynamics. The proposed hybrid system model is convenient
to describe the complex multi-modal dynamics of responsive
loads induced by demand response strategies. We then con-
sider a large population of such responsive loads described by
hybrid systems. To account for various kinds of uncertainties
at the population level, we develop a SHS model to capture
the aggregate population dynamics. Each mode of the SHS
model is governed by a multi-dimensional nonlinear SDE, and
mode transitions can be triggered by both deterministic and
random switchings. The main technical result of this paper is
the derivation of a set of coupled PDEs (later referred to as
forward equations) and their boundary conditions that govern
the evolution of the hybrid-state p.d.f. of the proposed SHS.
The boundary conditions are particularly challenging to derive
as the proposed SHS involves deterministic mode transitions
characterized by a fairly general class of switching surfaces.
The proposed SHS and the derived forward equations con-
stitute a general aggregate modeling framework for responsive
loads. The main contribution of our result is two-fold. First,
it provides a unified way to obtain aggregate models for a
variety of responsive loads under different demand response
strategies. In particular, it contains the famous result of Mal-
hame´ and Chong [8] as a special case. It can also be used
to directly obtain the aggregate PDE models for second-order
TCLs ([4], [13]), which has not been formally derived in the
literature. In addition, it can incorporate new scenarios such as
nonlinear load dynamics, random mode switching (to account
for unmodeled uncertainties on mode transitions), aggregation
with deferrable loads, among others. These features can enable
a larger range of applications for aggregate load modeling.
The second contribution of this paper is on SHS. Our result,
though derived in the context of aggregate load modeling, can
also be used to obtain forward equations of a general SHS
with both deterministic and random switchings. Although SHS
has been studied extensively in the literature [14], [15], [16],
[17], [18], [19], its probability density evolution cannot be
explicitly characterized using the existing results, especially
when there are deterministic switchings with general switching
surfaces in multi-dimensional spaces. It is well known that
for a standard diffusion process, the adjoint of its (strong)
generator determines the form of the forward equation and
the domain of the generator (indirectly) affects the boundary
conditions. Unfortunately, the (strong) generator, including its
domain, of a general SHS is not available in the literature.
The extended generator of a generalized SHS derived in [14],
[19] cannot be directly used to obtain the forward equations
either (See Section V for technical details). Therefore, our
work also contains nontrivial and important extensions of the
existing theoretical results in the field of SHS.
Finally, it is worth mentioning the difference of our result
with respect to two closely related works ([20] and [21]) which
also derived the forward equations for certain classes of SHS
processes. The SHS model considered in [20] is a special
case of Piecewise-Deterministic Markov Process (PDMP) with
a unbounded continuous state space. It does not contain
Brownian motion terms and does not involve deterministic
switchings. As a result, the author does not need to derive
boundary conditions, which are the key challenge of our work.
Reference [21] focuses on a measure-valued formulation of the
forward equation based on the Levy’s identity [22], [23]. Their
derivation does not provide explicit characterization of the
generator boundary conditions, which, however, is the key to
correctly derive the PDE boundary conditions for the forward
equations.
The rest of the paper is organized as follows. Section II
provides an illustrating example for the aggregate load mod-
eling problem. A unified hybrid system model is proposed for
individual responsive loads in Section III. Section IV proposes
a SHS for modeling the load population considering various
uncertainties. Section V develops the theory of the SHS and
derives the corresponding forward equation and boundary
conditions. Section VI discusses the applications of the main
theorems through several examples. The paper is concluded in
Section VII.
Notation: As usual, (Ω,F , P ) denotes the underlying prob-
ability space of a stochastic process, where ω ∈ Ω represents a
sample path. E denotes the expectation operation with respect
to an appropriate probability measure. For a set U ⊂ Rn,
U◦, ∂U , U¯ , and 1U represent the interior, closure, boundary,
and indicator function of U , respectively. For a matrix M ,
Tr(M), MT , and Mi are the trace, transpose, and ith row of
M , respectively. For vectors x, y ∈ Rn, we denote by x · y
the Euclidean inner product. For a function f : Rn 7→ R,
we will use Dxif , fxi , and
∂f
∂xi
interchangeably for the first
order partial derivatives with respect to xi. In addition, we use
∇f and ∇2f to denote the gradient and Hessian matrix of f ,
respectively. The divergence of a vector field g : Rn 7→ Rn is
denoted by ∇· g; Similarly, the divergence of a matrix-valued
function M : Rn 7→ Rm×n is denoted by ∇ ·M , which is
a vector-valued function whose ith element is ∇ · Mi. Let
Ck be the class of real-valued kth-continuously differentiable
functions in some open subset U ∈ Rn, and Ckb ⊂ Ck denote
those functions in Ck with bounded partial derivatives of order
up to k. For f ∈ Ck, we assume as a convention that the value
of f and its kth order partial derivatives on the boundary of
U are defined by their continuous extensions.
II. MOTIVATING EXAMPLE
Consider a population of residential HVAC systems. Each
HVAC can be described by the second-order ETP (Equivalent
Thermal Parameter) model [24], The ETP model is a hybrid
system, which has two modes, representing the “ON/OFF”
power states of the device, and a two-dimensional continuous
state vector, representing the air and mass temperatures of
the house. Each mode is governed by a linear differential
equation and the mode transition is triggered when the air
temperature hits the boundary of the temperature dead band.
Although each HVAC has simple hybrid dynamics, a large
number of these loads may exhibit rather complex aggregate
dynamics under demand management strategies. Fig. 1 shows
the aggregate power response of 2000 HVACs under the so-
called thermostat setback program [25], [4]. The parameters
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Fig. 1. GridLAB-D simulation of thermostat setback program of 2000 HVACs
of the ETP model used in the simulation are generated using
GridLAB-D [4]. At the beginning of the simulation, the initial
temperature setpoints of the HVACs are uniformly distributed
in [70◦F, 78◦F]. During the setback event starting at time t = 3
hour, all the setpoints are instructed to increase by 1◦F, which
reduces the steady state power by about 10%. However, after
the setback control is released at time t = 6, a large rebound
is observed which may potentially damage the grid. Such
phenomenon is common in demand response problems. In fact,
the setpoint change described above can also be thought of as
being triggered by a price change for price-responsive loads
or a frequency drop for frequency-responsive loads. Therefore,
developing an aggregate model that can accurately capture the
collective dynamics of a population of responsive loads is of
fundamental importance for demand response. This will be the
main focus on this paper.
III. A UNIFIED HYBRID SYSTEM MODEL FOR
RESPONSIVE LOADS
Responsive loads typically have multiple discrete operation
modes. Transitions among these modes are governed by certain
switching logic rules that depend on the evolution of the
local continuous state variables (e.g. temperature of a TCL
or time to completion of a PEV load) as well as the external
control signals (e.g. price or direct load control). The switching
logic rules are designed to meet end-user performances or
energy consumption constraints, such as keep the temperature
within a desired range or finish charging before a given
deadline. To capture the interactions between the discrete and
the continuous states, we propose the following hybrid system
as a unified model for responsive loads:
x˙(t) = f(q(t), x(t); θ), (continuous dynamics)
q(t) = φ(q(t−), x(t−), υ(t−); θ), (mode transition)
y(t) = h(q(t); θ), (output)
(1)
where the continuous state x(t) ∈ Xq given the discrete mode
q(t) ∈ Q , and υ(t) ∈ R is the external control input to
the system which is assumed to only affect the discrete mode
transitions. We assume that X◦q is an open subset of Rn
with boundary ∂Xq , Q is a finite subset of Z, and υ ∈ V
which is the space of piecewise constant functions on t ≥ 0.
We define the hybrid state space X := ∪q{q} × Xq . The
boundary of X is defined as ∂X = ∪q{q} × ∂Xq and
the closure of X is X¯ := X ∪ ∂X . For each q ∈ Q,
f(q, ·; θ) is a vector field of the continuous dynamics in mode
q. The mode transition is governed by a transition function
φ, where q(t−) := lims↑t q(s) and x(t−) and υ(t−) are
defined similarly. The output function h(q(t); θ) represents
the power consumption of the load, which typically does not
depend on the continuous state. The hybrid system model is
parameterized by θ ∈ Θ ⊆ Rnθ .
The mode transition function φ is determined by the local
control logics of the responsive load. We assume that the
switching logic is characterized by switching surfaces. The
external control input υ(t) may directly modify the switching
surfaces. We assume that the change of υ(t) is sufficiently slow
as compared to the dynamics of the hybrid system. To avoid
further complicating the discussion, we will not explicitly
model the impact of the dynamics of υ(t). Nevertheless, it
will be shown through the numerical simulation. Therefore, we
will fix υ(t) from now on. A mode transition occurs when the
continuous state x(t) hits the corresponding switching surface
from within Xq . Let ν(q, x) denote the outer unit normal
vector on ∂Xq . We define the outflow switching surface Gq
as
Gq(θ) = {x ∈ ∂Xq : f(q, x; θ) · ν(q, x) > 0} . (2)
For the responsive loads, we assume that the continuous state
remains the same after the mode switching. In addition, we
assume without loss of generality that for each mode q, there
are at most one pre-jump mode, denoted by q−, and at most
one post-jump mode, denoted by q+. The extension to the case
of multiple pre-jump and post-jump modes is straightforward.
Then we will also call Gq the inflow switching surface to the
mode q+. Moreover, we denote by G = ∪q{q}×Gq the overall
outflow switching surface and S = ∪q{q+} × Gq the inflow
switching surface of the hybrid system. Therefore φ : G 7→ Q
can be simply defined as q(t) = q+ when x(t−) ∈ Gq and
q(t−) = q, otherwise q(t) = q(t−).
The hybrid system model described above can be used
to capture the dynamics of various responsive loads under
different demand response strategies. In the following, we will
give two representative examples to illustrate its applications.
Example 1. HVACs
The second-order HVAC model in the thermostat setback
program described in [24], [4] is a special case of the proposed
hybrid sytsem (1). It has two discrete modes (Q = {0, 1}),
representing the “OFF” and “ON” power states of the HVAC,
respectively. Each mode has a linear continuous dynamics:
x˙(t) = Ax(t) +Bq(t), (3)
where x(t) = [x1(t), x2(t)]T are the air and mass tempera-
tures and q(t) ∈ Q is the discrete mode. The matrix A and
Bq are determined by the ETP parameters such as heat flux,
thermal mass of the air, thermal mass of the inner solid mass,
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and so on. Given a temperature setpoint uset and a deadband
size δ, the continuous state spaces are given by{
X1 =
{
x ∈ R2 : x1 > uset − δ
}
, ON mode,
X0 =
{
x ∈ R2 : x1 < uset + δ
}
, OFF mode,
and the corresponding switching surfaces are given by G1 =
∂X1 for the ON mode, and G0 = ∂X0 for the OFF mode
(see Fig. 2). The overall system is thus parameterized by θ =
(A, B1, B2, uset, δ). The system will switch between “ON”
and “OFF” upon reaching G. Thus the mode transition function
can be written as,
q(t) =

1, x1(t
−) ≥ uset + δ,
0, x1(t
−) ≤ uset − δ,
q(t−), otherwise.
(4)
For the thermostat setback program, the external control
υ(t) will be the setpoint change command. It modifies the
switching surfaces and thus affects the mode transition. For
price responsive loads, υ(t) can also model the price signals
which trigger the setpoint change. Other TCLs under different
demand response strategies can also be modeled similarly
using the proposed hybrid system framework.
Example 2. Plug-in Electric Vehicle (PEV) Charging
The timing dynamics of the PEV charging tasks can also
be accurately represented by the hybrid system model (1).
For example, the timing dynamics of a PEV charging job
can be described as a hybrid system with three discrete
modes {0, 1, 2}, representing that the load is waiting to be
processed, being actively charging, and has been completed,
respectively. The continuous state is two-dimensional with
x1(t) representing the remaining time to finish the load if
it is running, and x2(t) representing the maximum time the
load can be further deferred. The vector field in each mode is
given by f(0, x) = [0,−1]T , f(1, x) = f(2, x) = [−1, 0]T .
Here, we assume that a negative value of x1(t) indicates that
the job has been completed before.
The continuous state spaces are given by X0 ={
x ∈ R2 : x1 > 0, x2 > 0
}
, X1 =
{
x ∈ R2 : x1 > 0
}
, and
X2 =
{
x ∈ R2 : x1 ≤ 0
}
. Transition from “waiting” to
“charging” will be forced to take place when a PEV ap-
proaches G0 = {x ∈ R2 : x1 > 0, x2 = 0} from X0 in order
to meet the deadline (see Fig. 3). A PEV finishes charging
when it approaches G1 = {x ∈ R2 : x1 = 0} from X1. The
external control υ(t) may directly trigger mode transitions at
an earlier stage. For example, a frequency responsive PEV
may stop charging if the frequency deviation (which is the
external input) exceeds a certain threshold. Other deferrable
loads under different local response rules can be modeled in
a similar way.
IV. AGGREGATE LOAD MODELING USING STOCHASTIC
HYBRID SYSTEMS
Consider a large number N of responsive loads, each of
which is modeled as a hybrid system of the form (1) but may
have different parameters θi, 1 ≤ i ≤ N . The population
dynamics are described by
x˙i(t) = f(qi(t), xi(t); θi),
qi(t) = φ(qi(t−), xi(t−), υ(t−); θi),
yi(t) = h(qi(t); θi),
yAggr(t) =
∑N
i=1 y
i(t),
(5)
where yAggr(t) represents the aggregate power output. The
load population is called homogeneous if all the parameters
θi are the same, otherwise it is called heterogeneous.
Due to issues like privacy, limited communication resources,
computational complexities, and infrastructure costs, it is
often difficult to keep track of the hybrid state trajectory
(xi(t), qi(t)) for all the individual loads. Alternatively, it is
natural to take a probabilistic (or distribution) viewpoint for
the overall population because many information regarding
individual loads is uncertain to the aggregator. In the rest of
this section, we will model the population uncertainties and
propose an SHS model for the load population.
A. Population Uncertainties
1) Modeling Errors: The continuous dynamics of respon-
sive loads may depend on many factors that cannot be ac-
curately modeled. One way to account for these unmodeled
dynamics is to add a noise process to the nominal model.
Therefore we assume that the ith load is modeled by
dxi(t) = f(ξi(t); θi)dt+ σ(ξi(t); θi)dW i(t), (6)
where ξi(t) = (qi(t), xi(t)), W i(t) is the standard m-
dimensional Wiener process, and σ is the dispersion matrix
with appropriate dimensions. In addition, we define the diffu-
sion matrix Σ := σσT .
52) Model Parameter Uncertainties: In contrast to a ho-
mogeneous load population, a heterogeneous one with well-
diversified load parameters will result in a natural damping
and a more stable aggregate response [1], [2], [9]. From the
aggregator’s perspective, the real model parameters θi in (5)
are not known precisely, but their distribution may be acquired
or estimated. Without loss of generality, we assume θ ∼ pθ.
3) Random Switching: Users’ interference can cause the
spontaneous mode switchings. For example, a user may decide
to turn on/off the HVACs anytime without abiding the local
control rule. In the PEV charging example, the user may
start charging the PEVs before the deadline and drive it
away without being fully charged. This phenomenon can
affect the aggregate power output significantly. It can be
modeled by the so-called random jump mechanism [20], [16],
[15], which is determined by a transition intensity function
λ(q, x) : Q×Rn 7→ R+, where R+ denotes the non-negative
real numbers. In particular, the probability of a random jump
happening in an infinitesimal time interval (t, t+ dt] is given
by λ(q(t), x(t))dt .
B. SHS Model for Load Population
Although each individual load is modeled as a determin-
istic hybrid system (1), the overall population dynamics are
stochastic due to the aforementioned uncertainties intrinsic at
the aggregator level. In this subsection, we will introduce an
SHS model to describe the aggregate population dynamics.
We assume in (6) that all the initial conditions ξi(0)′s
are i.i.d. and {W i(t), 1 ≤ i ≤ N} are independent Wiener
processes which are also independent of {ξi(0), 1 ≤ i ≤ N}.
Under this assumption, the loads are modeled by independent
stochastic processes. Thus if N is sufficiently large, the
population dynamics can be approximated by the following
SHS process,
dx(t) = f(ξ(t), θ(t))dt+ σ(ξ(t), θ(t))dW (t),
dθ(t) = 0,
q(t) = φ(q(Tk−1), x(T−k ), υ(T
−
k ), θ(T
−
k )),
∀t ∈ [Tk, Tk+1)
(7)
where θ(0) ∼ pθ, ξ(0) = (q(0), x(0)) ∼ p0, and we assume
without loss of generality that pθ and p0 are independent.
The special features of the proposed SHS model are worth
a detailed explanation. The first one is on incorporating θ
as part of the continuous state with dθ(t) = 0. In this way,
the parameter heterogeneity can be addressed equivalently by
specifying the initial distribution pθ. Furthermore, the SHS
incorporates both deterministic and random mode switchings
through the transition function φ, where Tk, ∀k ∈ N are
random variables denoting the kth jump instant of the SHS
process. Specifically, φ : X¯ × V × Θ 7→ Q can be simply
defined as q(t) = q+, ∀t ∈ [Tk, Tk+1), if q(Tk−1) = q, where
Tk depends on x, υ, and θ.
The jump instants Tk, ∀k ∈ N are a special class of random
variables called the stopping time. The following definitions
for Tk extends that of the piecewise deterministic Markov
process (PDMP) [14] to the case of the SHS process. We
first define the stopping time t∗ which triggers a deterministic
jump, and then define Tk by incorporating the random jump.
Let ωk := (qk(ω), xk(ω)) be the trajectory of the SHS
process between [Tk(ω), Tk+1(ω)), where xk is the continuous
component in ωk. Then the stopping time t∗(ωk) which
triggers a deterministic jump in mode qk can be defined as
t∗(ωk) = inf
{
t > 0; xk(t, ω) ∈ Gqk
}
.
Now we incorporate the random jump. Let Sk be the dwell
time of the process in mode qk, which is defined by
Sk(ωk+1;ωk) = inf{t : β(t;ωk) ≤ u(ωk+1)}, (8)
where β is the survival function of Sk such that β(t) =
P (Sk > t), and u is a uniformly distributed random variable
between [0, 1]. The survival function is given by [14],
β(t;ωk) = I{t<t∗(ωk)} exp
(
−
ˆ t
0
λ(qk, xk(s, ω))ds
)
, (9)
where λ is the transition intensity function. Thus the mode
transition of the SHS process occurs at the following stopping
times
Tk+1 = Tk + S
k, T0 = 0. (10)
Without loss of generality, we assume that λ(q, x) is piecewise
continuous, ∀q ∈ Q. This is to ensure that Sk > 0 almost
surely (a.s.). Furthermore, it can be seen that the longer the
process has been staying in a mode, the more likely the mode
will change.
A sample path of (7) can be viewed as the trajectory of
a randomly selected load in the population. Fig. 4 illustrates
the sample path of a typical SHS process with three mode.
The boundary curves of the shaded area represent the outflow
switching surfaces, and the dashed curves represent the inflow
switching surfaces. We see that a random jump happens in
mode 1 before the load reaches the outflow switching surface,
and in the other two modes, deterministic jump happens upon
reaching the outflow switching surfaces. Suppose p(q, x, t) is
the p.d.f. of the hybrid state of the SHS process, and Q0 ⊂ Q
are the modes under which the loads are consuming energy.
Then the aggregate power response can be calculated by
yAggr(t) = N
∑
q∈Q0
ˆ
Θ
ˆ
Xq
h(q, θ)p(q, x, t)pθdxdθ.
V. PDE CHARACTERIZATION OF AGGREGATE DYNAMICS
As discussed in the previous section, the load population
can be modeled as an SHS of the form (7). For systematic
analysis, it is often desired or even necessary to characterize
the evolution of the hybrid-state probability density function
of the SHS, which is the main focus of this section. In fact,
most of the existing aggregate load models in the literature
are essentially characterizing the density evolutions of some
simplified versions of our general SHS model (7).
Our main results will be derived for the case of ho-
mogeneous parameters first. The extension to the case of
heterogeneous parameters will be discussed at the end of this
section. We therefore drop the dependence of θ for now and
focus on the following SHS,
6
dx(t) = f(q(t), x(t))dt+ σ(q(t), x(t))dW (t),
q(t) = φ(q(Tk−1), x(T−k ), υ(T
−
k )),
∀t ∈ [Tk, Tk+1)
(11)
where note that the definition of Tk depends on the transition
intensity function λ and the outflow switching surface G.
For a standard diffusion process, its density evolution is
characterized by the Fokker-Planck equation, which can be
derived using the infinitesimal generator and the associated
Dynkin’s formula [26]. A similar idea can be used to derive
a set of coupled PDEs characterizing the density evolution
for a switching diffusion process [8]. However, characterizing
the density evolution for the general SHS model (11) is much
more challenging. The main challenge lies in the deterministic
switchings that are forced to occur when the continuous
state hits certain switching surfaces. These switchings, along
with the possible random switchings and diffusion noises,
significantly complicate the boundary conditions of the re-
sulting density PDEs. In the rest of the section, we will first
review some important concepts and the key steps in deriving
forward equations of a general Markov process. Then we will
generalize the existing results and derive the density evolution
PDEs for the homogeneous SHS (11). The last subsection will
introduce a method to deal with the general heterogeneous
case.
A. Preliminaries on Markov Processes
We first review some classical concepts and results that
are useful in deriving the Kolmogorov forward equations of a
general Markov process. The discussion in this subsection will
not only set up stages for our main results, but also allow us
to see the subtle technical challenges in deriving the forward
equations for the general SHS model.
Let ξt, t ≥ 0 be a (time homogeneous) Markov process
defined on X , whose transition probability measure is denoted
by % : R+ × X × B(X) 7→ [0, 1]. Let Pξ0 be the Wiener
probability measure of ξt such that Pξ0(ξt ∈ A) = %(t, ξ0, A),
∀A ∈ B(X). Given µ the initial distribution of ξ0, the abstract
probability measure P can be related to Pξ0 by P =
´
X
Pξ0dµ
. If µ and P admits a probability density function p0 and
p respectively, then we have the relation dµ = p0(ξ)dξ and
dP = p(ξ)dξ.
For a real-valued bounded Borel measurable function ψ
on X , we can define the semi-group Ztψ := Eξ0ψ(ξt),
t ≥ 0, where the expectation Eξ0 is with respect to Pξ0 . The
(infinitesimal or strong) generator of the process ξt is defined
as follows:
Definition 1. (Strong Generator) Let D(L) denote the set of
bounded Borel measurable functions ψ :X 7→ R with the
property that ∀ψ ∈ D(L), the limit
Lψ := lim
t↓0
Ztψ − ψ
t
, (12)
exists in the supremum norm ‖·‖ := supξ∈X |·|. Then we call
(L,D(L)) the strong generator of the process ξt.
Furthermore, from the Markov process theory [14], we
know:
Lemma 1. Each ψ ∈ D(L) is associated with a martingale
defined as,
Cψt = ψ(ξt)− ψ(ξ0)−
ˆ t
0
Lψ(ξs)ds, (13)
which satisfies the Dynkin’s formula,
Eξ0ψ(ξt) = ψ(ξ0) + Eξ0
[ˆ t
0
Lψ(ξs)ds
]
. (14)
The Dynkin’s formula defines the time evolution of the
expectation of a function ψ of the stochastic processes. It
plays a major role in deriving the PDE model. Let C∞c (X)
denote the space of real-valued smooth functions on X with
compact support, 〈, 〉 denote the inner product of L2(X) of
square integrable functions on X . For a (linear) differential
operator V , we will say V ∗ is the L2 formal adjoint of L if〈
V ψ1, ψ2
〉
=
〈
ψ1, V
∗ψ2
〉
, (15)
for all smooth functions ψ1, ψ2 ∈ C∞c (X). Note that V ∗
can be calculated by shifting the differential operator from ψ1
to ψ2 using integration by parts or divergence theorem (see
Lemma 5 in the Appendix D).
Lemma 2. Let (L,D(L)) be the strong generator of the
Markov process ξt on X and p(ξ, t) be its probability density
function. Suppose L is a differential operator and X has
a piecewise smooth boundary. Then, in the sense of weak
derivatives, p(ξ, t) satisfies the PDE
∂p
∂t
= L∗p, t ≥ 0,
with boundary conditions uniquely determined by D(L).
Proof: For smooth functions ψ ∈ D(L), using the
divergence theorem, we can write formally〈∂p
∂t
− L∗p, ψ〉 = 〈∂p
∂t
, ψ
〉− 〈p, Lψ〉+ Γ(ψ, p),
where Γ is the surface integral on ∂X induced by the differ-
ential operator L. Then the PDE holds in the sense of weak
derivatives [27], if{〈
∂p
∂t , ψ
〉
=
〈
p, Lψ
〉
,
Γ(ψ, p) = 0,
(16)
for all the smooth functions ψ ∈ D(L). Let Λ(L) ⊃ D(L)
denote the set of the boundary conditions satisfied by ψ ∈
D(L), then the boundary conditions Λ(L∗) is defined as the
minimal set of (homogeneous) conditions such that Γ(ψ, p) =
0 for all ψ ∈ Λ(L) and p ∈ Λ(L∗) (see [28, page 103]). Note
that Λ(L∗) is uniquely determined by Λ(L) by this definition.
Furthermore, we know from Lemma 1 that the Dynkin’s
formula holds for all ψ ∈ D(L). Taking the time derivative of
both sides of (14), we have
〈
∂p
∂t , ψ
〉 − 〈p, Lψ〉 = 0. Thus it
completes the proof.
We see from Lemma 2 that the PDE is determined by the
formal adjoint operator of L, and the associated boundary
conditions are uniquely determined by the boundary conditions
in D(L). Lemma 2 has been used to obtain the PDEs for
diffusion processes [26] on subsets of Rn with different kinds
7of boundaries. Similar idea has also been used to derive the
PDE for the jump-diffusion processes [29].
For the SHS process defined on a hybrid state space X ,
characterizing the strong generator (L,D(L)) can be very
difficult. However, for the purpose of deriving the PDE, we
can instead characterize an extended operator of the strong
generator. Before proceeding, we will introduce the following
assumptions for the later discussion.
B. Standing Assumptions
In this section, we will introduce some regularity conditions.
The first two assumptions are imposed to ensure that the
SHS processes behave nicely, while Assumptions 3 and 4 are
introduced to facilitate the derivation of the PDE.
Denote by ξt = ξ(t) = (q(t), x(t)) the hybrid state of the
SHS. Let fi be the ith entry of f , and σij be the (i, j)-entry
of σ. For a function ψ defined on the hybrid state space X ,
we denote ψq = ψ
∣∣
Xq the restriction of ψ to Xq .
Assumption 1. For the SDE in (11), we assume that fqi ∈ C1b ,
σqij ∈ C1b ∩ C2, ∀q ∈ Q. In addition, the initial state ξ0 is
independent of {W (t), t ≥ 0} and satisfies E(‖ξ0‖2) <∞.
Remark 1. This is a standard assumption to guarantee that
the initial value problem of (11) has a unique continuous
solution (i.e., the Itoˆ diffusion), and the solution satisfies
E(
´ t
0
‖x(s)‖2 ds) < ∞, ∀t > 0 [30, Theorem 5.2.1]. The
smoothness of f and σ is imposed for obtaining a PDE model
in the classical sense.
Assumption 2. There is no Zeno execution for the hybrid
system of (11).
Remark 2. Let Nt(ω) := sup {k ∈ N : Tk(ω) ≤ t},
which is the number of jumps happened before time t. Then
Assumption 2 implies Eξ0(Nt) < ∞, ∀ξ0 ∈ X . This is a
common assumption for the SHS.
Regarding the structure of the hybrid state space X of the
SHS process, we have,
Assumption 3. ∀q ∈ Q, X¯q is a connected and oriented C2
manifold with corners.
The above assumption requires that the state space is locally
C2-diffeomorphic to [0,∞)n. It unifies the description of the
state spaces of both the TCLs (e.g. HVACs) and defferable
loads (e.g. PEV) and facilitates our proof later. More details
on manifold with corners can be found in [31].
Recall that Gq is the outflow switching surface in mode q
and G := ∪q{q}×Gq. For the SHS process, we can define Gq
explicitly as
Gq :=
{
x ∈ ∂Xq : f(q, x) · ν(q, x) > 0
or νT (q, x)Σ(q, x) 6= 0
}
, (17)
where ν(q, x) is the outer unit normal vector on ∂X . This
extends the definition in (2) for the deterministic system. It is
possible that the outflow switching surface Gq may not contain
all of ∂Xq , i.e., not the entire boundary can be reached from
some interior point of Xq . For example, in the deterministic
case (i.e., σ ≡ 0), Gq is the forward reachable boundary
defined in (2). Moreover, we assume that:
Assumption 4. The outflow switching surface Gq is an open
subset of ∂Xq .
Remark 3. Assumptions 3 and 4 imply that Gq is also ori-
ented [31, Chapter 15]. This is to guarantee that the integrals
over manifolds are defined consistently. In particular, this is
a standing assumption of the divergence theorem that will be
used in the proof of our Theorem 1.
The following defines a metric on the hybrid state space
X [14, page 58]. A distance function between the hybrid states
can be defined by ρ(ξ, ξ
′
) = 1 if q 6= q′ and ρ(ξ, ξ′) = χ(x−
x′) if q = q′, where χ(x) = 2pi tan
−1(‖x‖), ∀x ∈ Rn. Now
X can be endowed with the Borel σ−algebra B(X) generated
by its metric topology, where B(X) = σ {∪q {q} × Bq} and
Bq is the σ−algebra on Xq .
For clarity, we introduce the following assumptions on the
switching surfaces and define the partitions of the hybrid state
space. Since the SHS process is defined on X , we assume
that the post-jump position (φ(q, x), x) ∈ X , for a jump from
(q, x) ∈ X¯ . Recall that S := ∪q{q+} × Gq is the union of
all the inflow switching surfaces. Therefore, we have S ⊂ X .
In addition, it is assumed that S ∩ G = ∅. However, note
that S ∩ ∂X may not be empty. Moreover, define the surface
E := ∪q{q+}× ∂Xq . Clearly, by Assumption 4, S is an open
subset of E . We assume that E forms a partition of X¯ , that
is, X¯ = ∪q∈Q,i∈Nq{q} × X¯iq , such that the each partition
{q} ×Xiq satisfies {q} × (X¯iq ∩ X¯jq ) ⊂ E , ∀q ∈ Q, i, j ∈ Nq ,
i 6= j, where Nq is the index set of the partitions of {q}×Xq .
C. Dynkin’s Formula for the SHS Processes
As discussed before, the PDE is completely determined
by the strong generator (L,D(L)). However, generally it can
be very difficult to directly characterize D(L). Note that in
order to apply the idea of Lemma 2, we only need the
Dynkin’s formula hold, and it might be easier to characterize
the generator boundary condition by characterizing a super set
of D(L). To this end, we introduce the notion of the extended
generator (c.f. [14, Definition 14.15]).
Definition 2. (Extended Generator) Let D(Lˆ) denote the set
of Borel measurable functions ψ : X 7→ R with the following
property: there exists a measurable function h : X 7→ R, such
that the function t 7→ h(ξt) is integrable Pξ0 a.s. for each
ξ0 ∈ X and the process
Cψt = ψ(ξt)− ψ(ξ0)−
ˆ t
0
h(ξs)ds,
is a local martingale. Then we write h = Lˆψ and call
(Lˆ,D(Lˆ)) the extended generator of the process ξt.
Since a martingale is also a local martingale, we see that
D(L) ⊂ D(Lˆ), and Lˆψ = Lψ for ψ ∈ D(L), and therefore the
name “extended generator”. More importantly, it can be easily
verified that set Dm := {ψ ∈ D(Lˆ) : Cψt is a martingale} is
precisely the largest class of functions for which the Dynkin’s
8formula (14) holds. Clearly, we have D(L) ⊂ Dm ⊂ D(Lˆ).
Since our purpose is to derive the PDE using the Dynkin’s
formula, it is our major focus to characterize Dm now.
Before proceeding, we introduce the following nota-
tions [14]. For a measurable function g : X × R+ 7→ R,
we say g(ξ, s) ∈ L1(τ) if E(
´ |g| dτ) < ∞, where τ is a
stochastic process that can be identified by a random measure
and thus defines a Stieljes integral in the expression. Typically,
we will denote τ as the counting process defined by
τ(t, A) :=
∑
1{Tk≤t}1{ξTk∈A}, (18)
which counts the number of jumps of the GSHS process ξt.
Then we say g ∈ Lloc1 (τ) if there is a sequence of stopping
times γn with γn ↑ ∞ a.s. such that g1{s≤γn} ∈ L1(τ) for
∀n ∈ N+. For ψ : X 7→ R, let Bψ : X × R+ × Ω 7→ R be
defined as Bψ(ξ, s, ω) := ψ(ξ)−ψ(ξs−(ω)). The function Bψ
is introduced to evaluate the increments of ψ due to the jumps.
Finally, we assume as a convention that for a continuous
function on X , its value on the boundary G is defined by
its continuous extension.
We first cite a characterization result of the extended gen-
erator of a class of general SHS (GSHS) processes proposed
in [15].
Lemma 3. (GSHS extended generator [15, Theorem 4.11])
The extended generator (Lˆ,D(Lˆ)) of a GSHS process ξt
satisfies ∀ψ ∈ D(Lˆ),
(Lˆψ)(ξ) = ∇ψ(ξ) · f(ξ) + 1
2
Tr(Σ(ξ)∇2ψ(ξ))
+ λ(ξ)
ˆ
X
(ψ(ζ)− ψ(ξ))R(ξ, dζ), (19)
with D(Lˆ) including at least those functions ψ : X 7→ R such
that:
1. ψq ∈ C2, ∀q ∈ Q.
2. (boundary condition) ψ(ξ) =
´
X
ψ(ζ)R(ξ, dζ), ξ ∈ G.
3. Bψ ∈ Lloc1 (τ).
where R : X¯ × B(X) 7→ [0, 1] is a transition measure on the
post-jump positions given the pre-jump position.
Remark 4. An exact characterization of the extended generator
has been obtained for the PDMP [14, Theorem (26.14)]. It
hinges on the local martingale representation theorem for the
general jump process. However, such a theorem is unavailable
for the GSHS process, and only the sufficiency of these
conditions can be claimed. In Lemma 3, the key information
of the boundary condition is obtained through characterizing
the extended generator. It is worth mentioning that this is the
same boundary condition satisfied by the extended generator
of the PDMP.
Next, we will characterize a subset of D(Lˆ) on which Cψt
is actually a martingale (rather than a local martingale) with
respect to the natural filtration Ft generated by the GSHS
process.
Lemma 4. (Martingale characterization)Let (Lˆ,D(Lˆ)) be the
extended generator of a GSHS process ξt and ψ ∈ D(Lˆ). If
ψq is bounded ψq ∈ C1b for all q ∈ Q, then Cψt is an Ft-
martingale.
Proof: See Appendix A.
Based on Lemmas 3 and 4, we are now in the position to
establish the Dynkin’s formula for the proposed SHS process
in (11). Note that the post-jump position of the proposed
SHS process is specified by the mode transition function φ
deterministically, that is, there is a one-to-one correspondence
between the pre-jump position and post-jump position. This
will give us a local boundary condition for the extended
generator.
Proposition 1. (SHS extended generator) Under the Assump-
tions 1 and 2, the extended generator (Lˆ,D(Lˆ)) of the SHS
process (11) satisfies ∀ψ ∈ D(Lˆ),
(Lˆψ)(q, x) = ∇ψ(q, x) · f(q, x) + 1
2
Tr(Σ(q, x)∇2ψ(q, x))
+ λ(q, x)
(
ψ(q+, x)− ψ(q, x)) , (20)
with D(Lˆ) including at least those functions ψ : X 7→ R
such that: (1) ψq ∈ C2, ∀q ∈ Q, (2) (boundary condition)
ψ(q+, x) = ψ(q, x), ∀(q, x) ∈ G, and (3) Bψ ∈ Lloc1 (τ).
Proof: See Appendix B.
For all ψ ∈ D(Lˆ) characterized in Proposition 1, Cψt is a
local martingale on the SHS process (11). We define,
D =
{
ψ : X 7→ R
∣∣∣ψ is bounded, ψq ∈ C1b ∩ C2,
and satisfies ψ(q+, x) = ψ(q, x), ∀(q, x) ∈ G
}
.
Then combining Lemma 4 and Proposition 1, we can obtain:
Proposition 2. (SHS Dynkin’s formula) For all ψ ∈ D, Cψt is
a martingale and the Dynkin’s formula (14) holds.
Proof: See Appendix C.
Note that the characterized set D is a subset of Dm.
However, it contains enough functions for deriving the PDE
model.
D. PDE Model
In this subsection, we derive the PDE model based on the
Dynkin’s formula (14) proved in Proposition 2.
In view of the partition of the state space X , we will start by
assuming that the p(q, x, t) is piecewise C2,1 in the interior
of Xq × R+, ∀q ∈ Q, where C2,1 means that p(q, x, t) is
C2 with respect to x and C1 with respect to t. Of course,
certain smoothness conditions on the initial distribution and
coefficients are required to make this happen, otherwise p is
only a weak solution in the sense of (16) (i.e., in the sense
of weak derivatives, see [27]). The detailed discussion will be
lengthy and out of the scope of this paper. Hence, we will
restrict ourselves to the smooth assumption.
Let us denote p(q, x, t) = pi(q, x, t) in Xiq , ∀q ∈ Q, i ∈ Nq .
Theorem 1. (PDE characterization) Under the Assump-
tions 1-4, for all q ∈ Q, i ∈ Nq , x ∈ Xiq , the hybrid-state
probability density function pi(q, x, t) satisfies the following
PDE:
T [pi] = 0, (21)
9where
T [p] =
∂p(q, x, t)
∂t
+∇ · γ(q, x, t)
+ λ(q, x)p(q, x, t)− λ(q−, x)p(q−, x, t),
and γ is known as the probability flux given as
γ(q, x, t) = f(q, x)p(q, x, t)− 1
2
∇ · (p(q, x, t)Σ(q, x)).
Proof: See Appendix D.
We see that the above PDEs are coupled in the state spaces
Xiq due to the source terms λp caused by the random jumps.
Noting that without the random jump, i.e. λ ≡ 0, equation
(21) reduces to the well-known Fokker-Planck equations.
Moreover, they are also coupled on the boundaries G and
S due to the deterministic jumps. Let ν(q, x) denote the
outer unit normal vector on Gq , and define −→p (q+, x, t) :=
limε↑0 p(q+, x + εν, t) and −→γ (q+, x, t) := limε↑0 γ(q+, x +
εν, t). These are respectively the continuous extensions of the
probability flux p and density γ on S from the side of S that
has the same outer normal direction as G. Similarly, define←−γ (q+, x, t) := limε↓0 γ(q+, x + εν, t) and ←−p (q+, x, t) :=
limε↓0 p(q+, x + εν, t) the quantities continuously extended
from the opposite side of S. We have:
Theorem 2. (PDE boundary conditions) The PDE model in
(21) satisfies the following boundary conditions, for all q ∈ Q,
x ∈ Gq,
p(q, x, t)νT (q, x)Σ(q, x) = 0, (22)(−→p (q+, x, t)−←−p (q+, x, t)) νT (q, x)Σ(q+, x) = 0, (23)[−→γ (q+, x, t)−←−γ (q+, x, t) + γ(q, x, t)] · ν(q, x) = 0. (24)
Proof: See Appendix E.
A closer look at (22)-(24) will give us insight into the pat-
terns of the boundary conditions. Physically, νT (q, x)Σ(q, x)
represents the projection of the multi-dimensional Brownian
motion along the normal direction of the outflow switching
surface. In particular, if νT (q, x)Σ(q, x) 6= 0, then
1) Condition (22) implies that the p.d.f. at any point of the
outflow switching surfaces must be 0;
2) Condition (23) implies that the p.d.f. is continuous
across the inflow switching surfaces;
3) Condition (24) implies that the sum of the probability
fluxes along the normal direction of the inflow switching
surface is zero.
Therefore, following the convention of [8], we will call (22)
the absorbing condition, (23) the continuity condition, and (24)
the probability conservation condition. In particular, note that
for the deterministic continuous systems where there is no
Brownian motion, (i.e., Σ = 0) the results in Theorems 1
and 2 still hold.
Remark 5. It is worth mentioning that the author in [21] de-
rived a measure-valued formulation of the forward equation for
the GSHS based on the Levy’s identity [22], [23]. In contrast,
our method is based on a sufficient characterization of the SHS
martingales (or the Dynkin’s formula). This martingale char-
acterization is equivalent to the Levy’s identity in evaluating
the expected increments caused by the jumps. Nevertheless,
it extracts more information from the individual load model,
namely the boundary condition satisfied by the generator of the
SHS. The generator boundary condition directly determines
the PDE boundary conditions through the adjoint relation.
However, this information was not employed in [21], and
therefore the results there do not directly apply to the PDE
modeling of responsive load aggregation. In addition, it is
worth mentioning that the presence of the generator boundary
condition eliminates the need of proving the existence of the
mean jump intensity as required by [21].
E. Load Population with Heterogeneous Parameters
In this subsection, we consider the case of heterogeneous
parameters. As shown in (7), theoretically we can treat the pa-
rameter distribution in the same way as the initial distribution.
However, the increase in dimensions will cause major compu-
tational issues. Some of the existing methods rely on the noise
process to account for the parameter heterogeneity [10], [11].
Nonetheless, this is generally not an accurate characterization,
since the randomly distributed load parameters θ may not be
equivalent to an additive drift term to the vector field f that is
normally distributed. Therefore, the corresponding collective
behaviors can be quite different.
Since parameter heterogeneity cannot be captured well by
diffusion terms, we approximate the parameter heterogeneity
using several homogeneous population whose parameters are
obtained from clustering over the samples drawn from the
distribution pθ. Denote p(q, x, t) the p.d.f. of the heteroge-
neous population dynamics (7). Then the conditional p.d.f.
p(q, x, t|θi) represents the p.d.f. of the homogeneous popu-
lation with parameters θi, that is, the SHS model (7) with
fixed load parameters θi, assuming that it has the same initial
p.d.f p0 as the heterogeneous population. Intuitively, p(q, x, t)
can be estimated by p.d.f. of sufficiently many homogeneous
populations. Specifically, we have
Proposition 3. Let θi, i = 1, 2, . . . n, be the samples drawn
from the distribution pθ : Θ 7→ R+, and assume that the set
Θ are compact. If p(q, x, t|θ) is continuously dependent on θ,
then ∀q, x, and t > 0,
lim
n→∞
1
n
n∑
i=1
p(q, x, t|θi) = p(q, x, t), almost surely (25)
Proof: See Appendix F.
Remark 6. The continuous dependence of the p.d.f. on the
initial data may be most appropriately investigated from the
corresponding PDE. However, it is out of the scope of this
paper to go into that direction to determine the conditions
that guarantee the well-posedness of the PDE. Instead, for the
practical problem considered in this paper, we shall assume
this property carried over from the SHS modeling. Later on,
we will demonstrate the effectiveness of our method through
simulation on a realistic example.
We can further approximate the empirical distribution func-
tion Fn by F˜c :=
∑nc
k=1 wk1{θ¯k≤θ} using much fewer samples
θ¯k, where nc  n and
∑nc
k=1 wk = 1 such that fixing nc,
the samples θ¯k and the index sets Ik minimize the sum of
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the within-cluster distances (n) :=
∑nc
k=1
∑
i∈Ik
∥∥θ¯k − θi∥∥,
where θi, i ∈ {1, 2, . . . n} are the original samples. Hence,
Ik contains the indices of θi which are closest to θ¯k, and
wk =
nk
n , nk = |Ik| is the weight of the kth cluster. In
this paper, we adopt the k−means clustering algorithm which
efficiently calculates a suboptimal solution to the minimization
of (n). Furthermore, by assuming the continuous dependence
on the parameters, the approximation error can be bounded by∣∣∣∣ˆ p(q, x, t|θ)dFn − ˆ p(q, x, t|θ)dF˜c∣∣∣∣
≤ 1
n
nc∑
k=1
∑
i∈Ik
∣∣p(q, x, t|ζ¯k)− p(q, x, t|ζi)∣∣
≤ c
n
(n),
where c > 0 is a constant depending on the set Θ, and
the specific SDEs. Since the approximation error decreases
linearly with (n), we may increase the number of the clusters
nc to reduce the error. However, it is a trade-off between the
accuracy and the computational complexity.
VI. APPLICATIONS
The proposed SHS approach provides a unified framework
to obtain aggregate models of responsive loads. It contains
many existing models as special cases. For example, the
pioneer work by [8] can be easily obtained from Theorems 1
and 2 (See the following example in Section VI-A). In this
section, we will discuss three aggregate modeling examples
and use the proposed SHS framework to derive the associ-
ated density evolution PDEs. These examples have not been
formally studied in the literature. Hence, this section not only
demonstrates how to use our SHS framework, but also contains
new contributions in the field of aggregate load modeling.
A. PDE Model for HVACs
Consider the HVAC aggregation problem similar to Exam-
ple 1. To draw connections with other results in the literature,
we assume a homogeneous population where each HVAC is
modeled by a 2D SDE,
dx(t) = Ax(t) +Bq(t) + σ
[
dW1(t)
dW2(t)
]
,
and the same local control rule (4), where Wi, i = 1, 2
are the standard 1D Brownian motions. For the convenience
of comparison, we do not consider the random jump in
this example. The hybrid state space X , outflow switching
surface G, and inflow switching surface S are the same as
in Example 1, which is illustrated in Fig. 2. We denote the
partitions of X by Xiq = {q} × Γi(q), where Γ2(q) :={
x ∈ R2 : uset − δ < x1 < uset + δ
}
is the overlapped con-
tinuous state space, and Γ1(q) represents the rest of the state
space given by Xq\Γ2(q). Let pi(q, x, t) be the corresponding
p.d.f. defined on Γi(q). By Theorem 1, we can easily have for
all q = 0, 1, i = 1, 2, and x ∈ Γi(q),
Dtpi(q, x, t)+∇·(f(q, x)pi(q, x, t))−σ
2
2
∆pi(q, x, t) = 0,
where f(q, x) = Ax+Bq and ∆ is the Laplacian operator.
The PDE boundary conditions directly follow from (22)-
(24). We have the outer unit normal vector ν(0, x) = [1, 0]T
on the outflow switching surface G0. Similarly, for the ON
mode ν(1, x) = [−1, 0]T on G1. Therefore, the condition (22)
yields p2(q, x, t) = 0, ∀q = 0, 1, x ∈ ∂Xq . Condition (23)
reduces to p1(q, x, t) = p2(q, x, t) on the inflow switching
surface S. Note that by the definition used in Theorem 2,
the probability flux −→γ (q+, x, t) is defined in Γ2(q+), while
γ(q, x, t) is the outflow probability flux from Γ2(q), for
q = 0, 1. Furthermore, using the boundary conditions obtained
above and the continuity of the vector field f(q, x, t), we have
from (24) that for all q = 0, 1 and x ∈ Gq , the following
probability conservation condition holds:
Dx1p2(q
+, x, t)−Dx1p1(q+, x, t) +Dx1p2(q, x, t) = 0.
The result in [8] is a simple special case of the above
obtained model (one immediately get the PDE model of [8] if
the x2 dynamic is 0). Many other PDE models for aggregating
HVACs [9], [10], [11], [12], [32], [33] can also be justified or
obtained conveniently from Theorems 1 and 2.
B. PDE Model for PEV Charging
We consider the aggregation of PEVs with the charging
dynamics as detailed in Example 2. Note that the hetero-
geneous parameters such as battery capacity, charging rate,
charging deadlines may all be normalized or translated into
the initial distribution of the timing dynamics. In addition, the
spontaneous mode switching behaviors will be modeled for
the realistic consideration. The PDE model can capture the
distribution evolution of the PEVs in different modes, which
will be useful to predict the aggregate power consumption.
By using Theorems 1 and 2, the major work to obtain the
PDE model is only left to identify the partitions of the state
spaces. We see that only X1 is partitioned into Γ11 := X1\X0
and Γ12 := X0. Let p1(1, x, t) and p2(1, x, t) be the p.d.f.
on Γ11 and Γ12, respectively. Suppose the transition intensity
function λ(q, x) is given. Then we obtain directly from (21):
Dtp(0, x, t)−Dx2p(0, x, t) + λ(0, x)p(0, x, t) = 0 in X0,
Dtp1(1, x, t)−Dx1p1(1, x, t) + λ(1, x)p1(1, x, t) = 0 in Γ11,
Dtp2(1, x, t)−Dx1p2(1, x, t) + λ(1, x)p2(1, x, t)
−λ(0, x)p(0, x, t) = 0 in Γ12,
Dtp(2, x, t)−Dx1p2(1, x, t) = 0 in X2.
Since Σ is a zero matrix, there are only probability con-
servation conditions. On the outflow switching surface G0,
we have ν(0, x) = [0,−1]T . Let S1 = {x1 = 0, x2 < 0}
and S2 = {x1 = 0, x2 ≥ 0} be the switching surfaces
of Γ12 and Γ11, respectively, on both of which we have
ν(1, x) = [−1, 0]T . Then we can obtain from (24) the
following PDE boundary conditions:
p(0, x, t) = 0, ∀x ∈ G0,
p(2, x, t) = ph(1, x, t), ∀x ∈ Sh, h = 1, 2.
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C. Price Response of Aggregate HVACs
In this example, we consider the price response of HVACs
with heterogeneous parameters θ = (A, B1, B2, uset, δ),
see (3) in Example 1 for the 2D hybrid system model of
the individual HVAC load. The price responsive HVACs can
adjust their power state according to a price signal. In addition
to the local control rules (4), the setpoint of the HVAC can
be modified by an external price signal υ(t) according to a
adjustable price response curve [34]. We will derive the PDE
model for a heterogeneous population of HVACs, and use it
to characterize the aggregate power response under the price
variation. Note that different from Section VI-A, we will not
consider the noise process in this example.
As discussed in Section V-E, we can cluster the hetero-
geneous parameters θ to obtain several homogeneous popu-
lations. Then the p.d.f. of the heterogeneous HVACs can be
approximated by the weighted sum of the solutions of the
PDE models with homogeneous parameters. Specifically, the
coefficients of each PDEs are evaluated at the cluster centers
of the sampled parameters. For example, the p.d.f. evolution
of the kth cluster is governed by:
Dtp
k
i (q, x, t) +∇ ·
(
fk(q, x)pki (q, x, t)
)
= 0, (26)
in Γi(q), ∀q = 0, 1, i = 1, 2, (see Subsection VI-A for
the definition of Γi(q)), where fk(q, x) is the vector field at
the kth center, k = 1, 2, ..., nc. The boundary conditions are
obtained from Theorem 2 as
fk(q+, x)pk1(q
+, x, t)− fk(q+, x)pk2(q+, x, t)
− fk(q, x)pk2(q, x, t) = 0,
for x = uset + δ if q = 0, and x = uset − δ if q = 1.
The above PDE and boundary conditions can be easily
obtained from the model derived in Section VI-A by setting
σ = 0. Once pk(q, x, t) is obtained for each cluster, the
aggregate power response can be calculated as
ya(t) = NW
nc∑
k=1
wk
ˆ
X1
pk(1, x, t)dx,
where N is the total number of the HVACs , W is the power
consumption of one HVAC, and wk is the weight of the kth
cluster.
Without loss of generality, we assume that the price changes
at t = 3 hour and t = 6 hour, which cause the setpoints
changes of all HVACs by 1◦F and −1◦F, respectively. For the
Monte Carlo simulation, the load parameters are generated
randomly using GridLAB-D [35], and then the ETP models
are derived using these parameters. The initial setpoints for the
2000 HVACs are generated uniformly between [70◦F, 78◦F],
and the initial temperatures for air and internal solid mass are
generated uniformly within the temperature deadband. For the
PDE simulation, the k-means clustering method is performed
over the system matrices (which are generated by the load
parameter and note that f is linear in x and q) to obtain 10
clusters. The initial distribution pξ0 is given arbitrarily since
the aggregate power output converges to the steady state very
fast before the setpoint changes. Then the PDEs in (26) are
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Fig. 5. Comparison of aggregate response between Monte Carlo simulation
and weighted PDE using 10 clusters.
solved for each cluster using the Donor-Cell finite volume
scheme along with the dimensional splitting method for multi-
dimensional problem [36]. We compare in Fig. 5 the aggregate
response of Monte Carlo simulation of 2000 HVACs and that
of the weighted PDEs of 10 clusters. Clearly, the weighted
PDE model captures the major oscillation cycles after the
price/setpoint changes very accurately.
VII. CONCLUSION
This paper developed a unified stochastic hybrid system
(SHS) framework for the aggregation of a large population
of responsive loads. General nonlinear stochastic differential
equations were used to describe the continuous state evolution
between discrete mode transitions, and the mode transition was
modeled by both deterministic and random jumps. The PDE
satisfied by the hybrid-state probability density function was
derived based on the adjoint relationship with the generator
of the SHS process. In particular, the PDE boundary condi-
tions were uniquely determined from the generator boundary
condition. These results generalized many existing models and
can be directly applied to more general modeling scenarios.
Several examples were provided to illustrate the effectiveness
of the proposed modeling framework.
APPENDIX
A. Proof of Lemma 4 (Martingale Characterization)
Following the same steps in [19, Proof of Theorem 2], we
can represent Cψt as
Cψt =
ˆ t
0
∇ψ(ξt) · σ(ξt)dW (t) +
ˆ
[0,t]×X
Bψdq, (27)
where q(t, A), ∀A ∈ B(X) is the stochastic process defined in
[14, page 67, Proposition 26.7]. We claim that both terms on
the right side of (27) are martingales with respect to the natural
filtration Ft generated by the GSHS process ξt. Note that all
the positive constants will be denoted by c in the following.
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To show that the first term is a Ft-martingale, we will prove
that all the conditions of [30, page 33, Corollary 3.2.6] hold.
We know σqij ∈ C1b by Assumption 1. Therefore, we can have
|σij(x)| ≤ c(1 + ‖x‖),
for some constant c > 0. Since ψq ∈ C1b , we have ∇ψ is
bounded. Note that the first term can be written asˆ t
0
m∑
j=1
n∑
i=1
(∇ψ)iσijdWj(t),
where (∇ψ)i and Wi(t) are the ith entry of ∇ψ and W (t),
respectively. Then for a fixed index j, ∀t ≥ 0, we have
E
[ˆ t
0
(
n∑
i=1
(∇ψ)iσij
)2
dt
]
≤ cE
[ˆ t
0
(1 + ‖x‖)2dt
]
<∞,
(28)
where the last inequality is by Remark 1. Clearly,∇ψ(ξt)σ(ξt)
is Ft-adapted. Together with the fact that ξt is ca`dla`g [19], it
can be concluded that∇ψσ as a function of (t, ω) ∈ [0,∞)×Ω
is B × F measurable [37, page 5, Proposition 1.13], where
B is the Borel σ-algebra on [0,∞). Combining the above
results, it can be concluded that
´ t
0
∇ψσdW (t) is an Ft-
martingale by the standard results of stochastic integration,
see for example [30, Corollary 3.2.6].
For the second term, the proof is similar to [14, page 272,
Theorem (A4.9)] for the single jump process and combines the
idea of [38, Lemma 3.1] to decompose a general jump process
into the summation of single jump processes. However, the
natural filtration and the probability measure P (ω) of the
GSHS are different from those of the general jump process
due to the additional Itoˆ diffusions between jumps. To prove
the claim, we can express P (ω) explicitly as follows, for
t ∈ [Tk, Tk+1),ˆ
Ω
ψ(ξt(ω))dP (ω) =ˆ
Ω0
ˆ
Ω1
· · ·
ˆ
Ωk
ψ(ξt(ω))dP
k
ξ(Tk)
(ωk)µk(dYk;ω
k−1) · · ·
× dP 1ξ(T1)(ω1)µ1(dY1;ω0)dP 0ξ0(ω0)µ0(dξ0), (29)
where ω is the concatenation of the trajectories of the Itoˆ
diffusions ωk ∈ Ωk killed at time Tk+1 − Tk with ωk(0) =
ω(Tk) = ξTk , ∀k ∈ N. The measure P kξ(Tk) is the Wiener
probability corresponding to the kth Itoˆ diffusion starting at
Yk := (ξTk , Tk). The measure of the post-jump position and
the jump time of the kth jump conditioned on the previous Itoˆ
diffusion ωk−1 is defined by ∀A ∈ B(X), ∀s > Tk−1,
µk(A×(s−Tk−1,∞);ωk−1) := R(ξs− , A)β(s−Tk−1;ωk−1),
where R is the transition measure defined in Lemma 3 and
β is the survival function defined in (9). Thus using (29),
several intermediate results in proving [14, Theorem (A4.9)]
and [38, Lemma 3.1] can be easily verified by direct calcula-
tions. Hence, in the following we will leave out the explicit
calculations, and instead, focus on the key arguments of the
proof.
Following [38, Lemma 3.1], we can decompose q(t, A)
into the sum of single jump processes conditioned on
their immediate precedent Itoˆ diffusions, that is, q(t, A) =∑
k≥1 q
k−1(t, A;ωk−1). Then by direct calculation using
(29) in a similar way to [14, Theorem (A4.4)], it can be
shown that each qk−1 is an Ft-martingales (which is often
called martingale-valued measures or simply martingale mea-
sures [39, page 105]). Since Bψ is bounded, it can be proved
similarly that
´
[0,t]×X Bψdq
k−1 is also an Ft-martingales. It
follows immediately that q(t∧Tk, A) is a uniformly integrable
Ft-martingale for each k ∈ Z+, and so is
´
[0,t∧Tk]×X Bψdq.
Now the result in [40, Proposition 1.7] implies that in order
to show
´
[0,t]×X Bψdq is a Ft-martingale, it suffices to prove
that Bψ1{s≤t} ∈ L1(q) for all t ≥ 0. Through a similar
calculation to [14, Theorem (A4.5)], this condition can be
shown to be equivalent to Bψ1{s≤t} ∈ L1(τ) for all t ≥ 0,
where τ is a counting process defined earlier in (18). The latter
condition can be further evaluated as ∀t ≥ 0,
Eξ0
(ˆ ∣∣Bψ1{s≤t}∣∣ dτ) =
Eξ0
(
Nt∑
k=1
∣∣∣ψ(ξTk)− ψ(ξT−k )∣∣∣
)
, (30)
which is finite since ψ is bounded and Eξ0(Nt) < ∞ by
Remark 2. Hence, Bψ1{s≤t} ∈ L1(τ) and we conclude that
the second term on the right side of (27) is a Ft-martingale.
This completes the proof of this lemma. 
B. Proof of Proposition 1 (Extended Generator)
The formula in (20) is obtained by taking the transition
measure R in Lemma 3 as a Dirac measure (unit mass),
∀(q, x) ∈ X¯ ,
δ(q+,x)(ζ; (q, x)) =
{
1, if ζ = (q+, x);
0, otherwise.
(31)
Similarly, by using (31), the boundary condition in Lemma 3
reduces to ψ(q, x) = ψ(q+, x), ∀(q, x) ∈ G. 
C. Proof of Proposition 2 (Dynkin’s Formula)
This directly follows from Corollary 1 and Lemma 4. The
boundedness of ψ guarantees that Bψ ∈ Lloc1 (τ) as can be
seen from (30) in the proof of Lemma 4. Therefore, the set D
satisfies all the conditions for ψ in Corollary 1 and Lemma 4.
Hence, Cψt is a martingale. The Dynkin’s formula follows by
taking the expectation of Cψt and noticing that it is 0. 
D. Proof of Theorem 1 (PDE Characterization)
The following divergence theorem simplifies our main
proofs of obtaining the forward equation. It does not require
the vector field g to be compactly supported on M . Although
the original theorem given in [41] is stated for the manifold
with boundary, the same result holds for the manifold with
corners and can be proved in a similar way.
Lemma 5. (Divergence Theorem) Let M ⊂ Rn be an oriented
C2-manifold with corners and M is closed, and ν : ∂M 7→
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Rn be the unit outward pointing normal to M . If g : M 7→ Rn
is continuous on M and C1 in M◦, andˆ
M
{|g|+ |∇ · g|} dV +
ˆ
∂M
|g · ν| dS <∞, (32)
then ˆ
∂M
g · νdS =
ˆ
M
∇ · gdV,
where S is the surface measure on ∂M and V is the volume
measure.
Proof of Theorem 1: By Proposition 2, ∀ψ ∈ D, the
Dynkin’s formula (14) holds. Evaluate the expectation using
p(q, x, t), and take the time derivative of both sides of (14),
yielding
∂
∂t
∑
q
ˆ
Xq
ψ(q, x)p(q, x, t)dV = E
[
Lˆψ(q(t), x(t))
]
, (33)
By the bounded convergence theorem, we can exchange the
time derivative and the integral, and it follows that∑
q
ˆ
Xq
[
ψ(q, x)
∂p(q, x, t)
∂t
−∇ψ(q, x) · f(q, x)p(q, x, t)
− 1
2
Tr
(
Σ(q, x)∇2ψ(q, x)) p(q, x, t)
− λ(q, x) (ψ(q+, x)− ψ(q, x)) p(q, x, t)]dV = 0, (34)
By the chain rule of differentiation, the second term in (34)
can be written as
∇ψ · fp = ∇ · (fpψ)− ψ∇ · (fp) , (35)
and the third term can be written as
1
2
Tr
(
Σ∇2ψ) p = 1
2
n∑
j=1
pΣj (∇ψ)xj
=
1
2
n∑
j=1
(pΣj∇ψ)xj − (pΣj)xj ∇ψ
=
1
2
∇ · (pΣ∇ψ)− 1
2
∇ · (∇ · (pΣ)ψ)
+
1
2
∇ · (∇ · (pΣ))ψ. (36)
where we dropped the dependence on the time and state where
no confusion arises.
Suppose that all the vector fields under the divergence
operation in (35) and (36) satisfy the absolutely integrable
condition (32), and then we can use Lemma 5 in (34) to shift
the differential operator from ψ to p. Since p is piecewise
C2 in the interior of each Xq , we can apply the divergence
theorem to each partition of X . It then follows after grouping
the terms that∑
q,i
ˆ
Xiq
T [p]ψdV −
ˆ
∂Xiq
(
γψ +
1
2
pΣ∇ψ
)
· ν(i)dS = 0,
(37)
where T [p] and γ is defined in (21) and ν(i) is the outer unit
normal vector on ∂Xiq . Now let ψ be compactly supported in
one of the partition Xiq . Then all the surface integrals in (37)
vanishes, and we are left withˆ
Xiq
T [p]ψdV = 0.
Since ψ is arbitrary, we must have T [p] = 0. Thus it
completes the proof.
E. Proof of Theorem 2 (Boundary Conditions)
Note that in general the surface integral in (37) will be
integrated over ∂X once, and over E twice from both sides,
where recall that ∂X = ∪q{q} × ∂Xq and E = ∪q{q+} ×
∂Xq . We first claim that it is equivalent to evaluate the surface
integral in (37) over G and both sides of S only. Since ψq ∈
C2, ∀q ∈ Q, ψ and ∇ψ are continuous over E\S . Hence,
the surface integrals on both sides of E\S cancel each other
out. By the definition of Gq in (17), we have ν · f ≤ 0 and
νTΣ = 0 on ∂X\G. If ν · f = 0 and νTΣ = 0, then clearly
the integral is 0 over∂X\G. If ν ·f < 0 and νTΣ = 0, we have
two situations: 1) on (∂X\G)\S, we must have p(q, x, t) = 0
for all t > 0 (since all particles left the boundary immediately
after the starting time and no particle jumps to the boundary
from other modes), and hence, the surface integral is 0 on
(∂X\G)\S; 2) on (∂X\G)∩S: the integration over this set is
in fact included in the integration over E . Thus it proves the
claim.
Now using the generator boundary condition ψ(q, x) =
ψ(q+, x), ∀(q, x) ∈ Gq in Proposition 1, we can collect the
γψ terms which are integrated on G and on both sides of
S. Furthermore, since ∇ψ is continuous, the 12pΣ∇ψ terms
integrated on both sides of S can be collected. The last group
is the 12pΣ∇ψ integrated on G. Moreover, noting that the outer
normal directions of Gq as in G and in S are the same, we
can obtain from (37) that
∑
q,i
ˆ
Xiq
T [p]ψ(q, x)dV −
∑
q
(ˆ
Gq
Fψ(q+, x)dS
+
ˆ
Gq
H∇ψ(q+, x)dS +
ˆ
Gq
G∇ψ(q, x)dS
)
= 0, (38)
where F , H , G denote the left sides of (24), (23) and (22),
respectively.
From Theorem 1 we know that the volume integral in (38) is
0. Since ψ(q+, x), ∇ψ(q, x), and ∇ψ(q+, x) can be arbitrary
continuous functions on Gq , then F , G, and H must vanish
on Gq , which are the boundary conditions in (22)-(24). 
F. Proof of Proposition 3 (Clustering)
The density functions for the heterogeneous and the homo-
geneous populations can be related by
p(q, x, t) =
ˆ
Θ
p(q, x, t|θ)pθdθ.
Let Fθ be the cumulative distribution function of θ such
that dFθ = pθdθ. Let Fn(r) := 1n
∑n
i=1 1{θi≤r} be the cor-
responding empirical distribution function with independent
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and identically distributed (θi) ∼ pθ, i ≤ n. Then by the
Glivenko-Cantelli theorem [42, Theorem 2.4.7], as n goes to
infinity,
sup
r∈Θ
|Fn(r)− Fθ(r)| → 0,
almost surely.
Since p(q, x, t|θ) is continuously dependent on θ, it is
bounded on the compact sets Θ. Then it follows from the
dominated convergence theorem that, as n goes to infinity,´
p(q, x, t|θ)dFn → p(q, x, t) a.s., which is exactly (25). 
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