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Abstract
For a given graphG of order n, a k-L(2, 1)-labelling is deﬁned as a functionf :V (G) → {0, 1, 2, . . . , k} such that |f (u)−f (v)|2
when dG(u, v)= 1 and |f (u)− f (v)|1 when dG(u, v)= 2. The L(2, 1)-labelling number of G, denoted by (G), is the smallest
number k such that G has a k-L(2, 1)-labelling. The consecutive L(2, 1)-labelling is a variation of L(2, 1)-labelling under the
condition that the labelling f is an onto function. The consecutive L(2, 1)-labelling number of G is denoted by (G). Obviously,
(G)(G) |V (G)|−1 ifG admits a consecutiveL(2, 1)-labelling. In this paper, we investigate the graphswith (G)=|V (G)|−1
and the graphs with (G) = (G), in terms of their sizes, diameters and the number of components.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of vertex labelling with a condition at distance two, proposed by Griggs and Roberts [9], arose from
a variation of channel assignment problem introduced by Hale [10]. Suppose a number of transmitters are given. We
must assign a channel to each of the given transmitters such that the interference is avoided. In order to reduce the
interference, any two “close” transmitters must receive different channels, and any two “very close” transmitters must
receive channels at least two apart. One can construct an interference graph for this problem so that the transmitters
are represented by the vertices and there is an edge joining two vertices of “very close” transmitters. Two transmitters
are deﬁned as “close” if the corresponding vertices are of distance two.
For a given graph G of order n, an L(2, 1)-labelling is deﬁned as a function f :V (G) → {0, 1, 2, . . .} such that
|f (u)− f (v)|2 when dG(u, v)= 1 and |f (u)− f (v)|1 when dG(u, v)= 2, where dG(u, v), the distance between
u and v, is the minimum length of a path between u and v. A k-L(2, 1)-labelling is an L(2, 1)-labelling such that no
integer is greater than k. The L(2, 1)-labelling number of G, denoted by (G), is the smallest number k such that G
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has a k-L(2, 1)-labelling. The L(2, 1)-labelling problem has been extensively studied during the past decade (see
[1,7–9,11]).
Another related interesting problem called consecutive 2-distant coloring of a graph was ﬁrst introduced in [16]
under the name “no-hole 2-distant coloring”. For a simple graph G = (V ,E), a consecutive 2-distant coloring of G
is an assignment f :V → {0, 1, 2, . . .} such that |f (u) − f (v)|2 when dG(u, v) = 1 and {f (v): v ∈ V } is a set of
consecutive integers.We call sp(G, f )=max{f (u)−f (v): u, v ∈ V } the span of f. If G admits a consecutive 2-distant
coloring, then deﬁne csp(G) = min sp(G, f ) with minimum taken over all such colorings f. The reader is referred to
[2,3,12,15–19] for recent work concerning consecutive 2-distant colorings.
Motivated by concepts ofL(2, 1)-labelling and consecutive 2-distant coloring of graph, in this paper wewill focus on
channel assignments under the following constraints: (a) neighboring transmitters use channels that differ by at least 2;
(b) transmitters with distance two use channels that differ by at least 1; (c) channels used consist of a set of consecutive
integers. The consecutive L(2, 1)-labelling is a variation of L(2, 1)-labelling under the condition that the labelling f is
an onto function. The deﬁnition of the consecutive L(2, 1)-labelling number (G) is the same as that of the L(2, 1)-
labelling number except that the integers used are consecutive. The concept of consecutive L(2, 1)-labelling of graphs
was ﬁrst introduced in [6] under the name “no-hole L(2, 1)-colorings”. Some results on consecutive L(2, 1)-labelling
of graphs can be found in [5,6].
Obviously, many graphs do not admit a consecutive L(2, 1)-labelling. For example, any complete graph Kn (with
n2) does not admit consecutiveL(2, 1)-labelling. From prior works in [8,16,6], the existence of consecutiveL(2, 1)-
labelling of graphs can be established by the following theorem, which shows that it is closely related to the consecutive
2-distant coloring and the L(2, 1)-labelling. This observation is also one of the motivations of studying consecutive
L(2, 1)-labelling.
Theorem 1. For any graph G of order n, the following four statements are equivalent:
(1) G admits a consecutive L(2, 1)-labelling.
(2) G admits a consecutive 2-distant coloring.
(3) The complement graph Gc has a Hamilton path.
(4) (G)n − 1.
Let G be a graph of order n. If G admits a consecutive L(2, 1)-labelling, then we easily know that
(G)(G)n − 1. (1)
The main purpose of this paper is to investigate the graphs with (G) = n − 1 and the graphs with (G) = (G).
In Section 2, we study the Hamiltonicity of the complement graph of G, which plays an important role in the proof
of the main results in Section 4. In Section 3, a theorem on the structure of graphs with (G) = (G) is raised,
which is essential to the proof of the main results in Section 5. In Section 4, we investigate the graphs of order n with
(G)= n− 1, in terms of their sizes, diameters and the number of components. In Section 5, we investigate the graphs
with (G) = (G), in terms of their sizes, diameters and the number of components.
Here, we ﬁrst introduce some notation and terminology. Let G = (V (G),E(G)) be a ﬁnite, undirected graph. For
v ∈ V (G), NG(v) is the set of neighbors of v in G, and the degree of vertex v in graph G, written dG(v), is the
number of neighbors of v in G. The maximum degree is , the minimum degree is . When S ⊆ V (G), the induced
subgraph G[S] consists of S and all edges whose endpoints are contained in S. A matching in a simple graph G is a
set of edges with no shared endpoints. A perfect matching of G is a matching that saturates every vertex of V (G). The
complement Gc of a simple graph G is the simple graph with vertex set V (G) deﬁned by uv ∈ E(Gc) if and only if
uv /∈E(G). For v ∈ V (G) (or e ∈ E(G)), G− v (or G− e) denotes the subgraph of G obtained by deleting the vertex
v (or the edge e, respectively). If H is a subgraph of G, then G − H is the graph with vertex set V (G) and edge set
E(G) − E(H). The disjoint union of graphs G and H, denoted by G ∪ H , is the graph with vertex set V (G) ∪ V (H)
and edge set E(G) ∪ E(H). The path, cycle, complete graph and star with n vertices are denoted by Pn, Cn, Kn and
K1,n−1, respectively. Let a and b be non-negative integers. If ba, the binomial coefﬁcient ( ab ) is deﬁned to be the
number of b-element subsets of a set of a elements. If b>a, we deﬁne ( a
b
)= 0. Some other notations and terminology
not introduced here can be found in [20].
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2. Hamiltonicity of the complement graph
In this section we study the Hamiltonicity of the complement graph of G, which plays an important role in the proof
of the main results.
The following lemma can be found in [4,14].
Lemma 2 (Dirac [4], Ore [14]). (i) If G is a simple graph of order n3 and (G)n/2, then G is Hamiltonian.
(ii) If G is a simple graph with (G)(n − 1)/2, then G has a Hamilton path.
(iii) Let G be a simple graph of order n3. If dG(x)+ dG(y)n for any two non-adjacent vertices x and y, then G
is Hamiltonian.
Since dGc(x) = n − 1 − dG(x) for any x ∈ V (G), we easily get the following consequences by Lemma 2.
Lemma 3. (i) If G is a simple graph of order n3 and (G)n/2 − 1, then Gc is Hamiltonian.
(ii) If G is a simple graph with (G)(n − 1)/2, then Gc has a Hamilton path.
(iii) Let G be a simple graph of order n3. If dG(x) + dG(y)n − 2 for any xy ∈ E(G), then Gc is Hamiltonian.
Now we will discuss other sufﬁcient conditions for the Hamiltonicity of the complement graph.
Theorem 4. If G is a simple graph of order n3 and size mn − 3, then Gc is Hamiltonian. If mn − 2, then Gc
has a Hamilton path.
Proof. If mn − 3, then dG(x) + dG(y)m − 1 + 2n − 2 for any xy ∈ E(G). Hence, Gc is Hamiltonian by
Lemma 3. If m = n − 2, then G − e has n − 3 edges for any edge e ∈ E(G). Thus, the complement graph (G − e)c
has a Hamilton cycle C, which implies that Gc has a Hamilton path whether e ∈ C or not. 
Theorem 5. If G is a simple graph of ordern3 andC(G)n/2	+1,whereC(G) denotes the number of components
of G, then Gc is Hamiltonian; if C(G)(n + 1)/2	, then Gc has a Hamilton path.
Proof. Let H be a component with maximum order n1. If C(G)n/2	 + 1 and n3, we have (G)n1 − 1n −
C(G)
n/2 − 1. Thus Gc is Hamiltonian by Lemma 3. If C(G)(n+ 1)/2	, we have (G)n− (n+ 1)/2	 =

(n − 1)/2. Thus Gc has a Hamilton path by Lemma 3. 
Theorem 6. If G is a simple connected graph of order n3 and diameter d
n/2 + 2, then Gc is Hamiltonian. If
dn/2	 + 1, then Gc has a Hamilton path.
Proof. Assume d
n/2 + 2. Let dG(u, v) = d , where u, v ∈ V (G). We apply a breadth–ﬁrst search (commonly
abbreviated asBFS) toG rooted at u. Thus,V (G) can be partitioned intoV0, V1, . . . , Vd with dG(u, x)=i for any vertex
x ∈ Vi for i=0, 1, . . . , d. Clearly, V0 ={u} and v ∈ Vd , moreover,NG(Vi) ⊆ Vi−1 ∪Vi ∪Vi+1 for i=1, 2, . . . , d −1,
where NG(Vi) denotes the unions of neighbors of x ∈ Vi . Hence, (G)n− d + 1n+ 1− 
n/2 − 2 = n/2	 − 1
since d
n/2 + 2. By Lemma 3, Gc is Hamiltonian if n is even.
Thus suppose that n is odd, we only need to consider the case (G) = (n − 1)/2 by Lemma 3. Notice that (G) =
(n − 1)/2 if and only if d = 
n/2 + 2 = (n + 3)/2 and there exists a u − v path P of length d with an internal vertex
x in P with degree (n − 1)/2. This implies that x is adjacent to every vertex in V (G)\V (P ). Let V (P ) = {ai |i =
0, 1, . . . , (n + 3)/2}, where ai ∈ Vi , V (G)\V (P ) = {b1, b2, . . . , b(n−5)/2}. Suppose that x = ak (1kd − 1), then
{ak−1, ak, ak+1, b1, b2, . . . , b(n−5)/2} = Vk−1 ∪ Vk ∪ Vk+1. (See Fig. 1).
Case 1: There exists some bi with dG(bi)(n− 3)/2. Let H =G− bi . Obviously, H is connected and the diameter
of H is not less than d = (n + 3)/2. Note that H has n − 1 vertices and n − 1 is even. We know H c is Hamiltonian
by above argument. Let C be a Hamilton cycle of H c. The assumption dG(bi)(n − 3)/2 implies that there exist two
consecutive vertices x, y ∈ V (C) such that xbi /∈E(G) and ybi /∈E(G). Thus C − xy + xbi + biy is a Hamilton cycle
of Gc.
Case 2: dG(bi)= (n−1)/2 for any i ∈ {1, 2, . . . , (n−5)/2}. In this case, ak, b1, . . . , b(n−5)/2 are pairwise adjacent
inG and bi has exactly three neighbors in path P for any i ∈ {1, 2, . . . , (n−5)/2}. Thus any bi (1 i(n−5)/2) is not
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Fig. 1. The graph G with dG(ak) = (n + 3)/2.
in Vd since bi ∈ Vd implies that bi has at most two neighbors in P. Obviously, either {ak−1, ak, b1, b2, . . . , b(n−5)/2}=
Vk−1 ∪ Vk or {ak, ak+1, b1, b2, . . . , b(n−5)/2} = Vk+1 ∪ Vk since b1, b2, . . . , b(n−5)/2 are pairwise adjacent. Without
loss of generality, we assume {ak−1, ak, b1, b2, . . . , b(n−5)/2} = Vk−1 ∪ Vk . When k = d − 1, Gc has a Hamilton
cycle: a(n+1)/2a(n−3)/2a(n+3)/2a(n−1)/2a0b1 . . . a(n−7)/2b(n−5)/2a(n−5)/2a(n+1)/2 (note that n7 in this case). When
1kd −2,Gc has a Hamilton cycle: akak+2ak−1ak+1ai1b1 . . . ai(n−5)/2b(n−5)/2ai(n−3)/2ak ,where i1, . . . , i(n−3)/2 take
distinct values from {0, 1, . . . , (n + 3)/2}\{k − 1, k, k + 1, k + 2}.
Nowwe prove thatGc has a Hamilton path if the diameter ofG is not less than n/2	+1. By the above, we only need
to consider the case that n is even and d =n/2+1. Similarly, we have (G)n−d +1=n+1− (n/2+1)=n/2. By
Lemma 3,Gc has a Hamilton path except for the case (G)=n/2. Notice that (G)=n/2 if and only if d = (n+2)/2
and there exists a path P of length d in G with an internal vertex x such that V (G)\V (P ) ⊂ N(x). Now randomly
select a vertex y ∈ V (G)\V (P ). Let H = G − y and suppose that the diameter of H is d ′. Since H is connected, we
have d ′d = (n+ 2)/2. Note that n is even and H has order n− 1. So d ′(n+ 2)/2=
(n− 1)/2+ 2, hence H c has
a Hamilton cycle C by the above result. Since dG(y)(G)= n/2 and |V (C)| = n− 1, there exists at least a vertex z
in C with yz /∈E(G). Extending the cycle C to y at z, we obtain a Hamilton path of Gc. 
Remark 7. It is not difﬁcult to check that the conditions proposed in Theorems 4–6 cannot be weakened. Considering
that the main purpose of this paper is consecutive L(2, 1)-labelling, we omit the illustrations here.
Since graph G admits a consecutive L(2, 1)-labelling if and only ifGc has a Hamilton path by Theorem 1, we know:
Corollary 8. Let G be a graph of order n and size m, and G has C(G) components. Then (G)n − 1 if one of the
following holds:
(i) mn − 2.
(ii) C(G)(n + 1)/2	.
(iii) G is a connected graph with diameter dn/2	 + 1.
3. A structure theorem on graphs with  = 
Let f be a k-L(2, 1)-labelling of G. Let f−1(i) = {v ∈ V (G)|f (v) = i} and let li denote the cardinality of f−1(i)
for i = 0, 1, . . . , k. We call the integer h, 0<h<k, a hole of f if and only if lh = 0. Furthermore, if g is a hole of f such
that lg−1 = lg+1 = 1 and uv ∈ E(G) for u ∈ f−1(g − 1) and v ∈ f−1(g + 1), we call g a gap of f. We call the integer
m a multiplicity of f if lm2 and call the integer s a single of f if ls = 1. We let H(f ), G(f ), M(f ) and S(f ) denote
the collections of holes, gaps, multiplicities and singles of f. Let A be the collection of all (G)-L(2, 1)-labelling of G.
We say that f is a minimum (G)-L(2, 1)-labelling of G if and only if f ∈ A and f has the minimum number of holes
over A. Obviously, (G) = (G) if and only if there is a minimum (G)-L(2, 1)-labelling f of G with H(f ) = ∅.
A path covering of G, denoted by P(G), is a collection of vertex-disjoint paths in G such that each vertex in V (G)
is incident to a path in P(G). A minimum path covering of G is a path covering of G with minimum cardinality and
the path covering number p(G) is the cardinality of a minimum path covering of G. In [8], Georges et al. show that:
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Lemma 9 (George et al. [8]). If f is a minimum (G)-L(2, 1)-labelling of G, then G(f ) is empty or M(f ) is empty.
Theorem 10 (George et al. [8]). (i) (G)n − 1 if and only if p(Gc) = 1.
(ii) Let r be an integer with r2. Then (G) = n + r − 2 if and only if p(Gc) = r .
Let f be a (G)-L(2, 1)-labelling ofG. If h−1 and h are holes of f , thenwe can deﬁne a ((G)−1)-L(2, 1)-labelling
g as follows:
g(v) =
{
f (v) if f (v)h − 1,
f (v) − 1 if f (v)h + 1.
This contradicts that f is a (G)-L(2, 1)-labelling of G. Hence, if f is a (G)-L(2, 1)-labelling of G, the holes
of f are not consecutive integers. Suppose that h1, h2, . . . , hk are holes of a (G)-L(2, 1)-labelling f of G with
0<h1 <h2 < · · ·<hk < (G). Hence, {0, 1, . . . , (G)} is separated into k + 1 segments by k holes. For example,
{0, 1, . . . , h1 − 1} is a segment of f , and {h1 + 1, h1 + 2, . . . , h2 − 1} is another segment of f. Deﬁne f−1(h1 − 1),
f−1(h2−1), . . . , f−1(hk−1) to be forward walls of f and f−1(h1+1), f−1(h2+1), . . . , f−1(hk+1) to be backward
walls of f. A wall of f is either a forward wall or a backward wall of f. It is possible that a wall is both forward wall and
backward wall. Hence, for a (G)-L(2, 1)-labelling f with k holes, there are l walls with k + 1 l2k.
Now we give our main result in this section.
Theorem 11. Let f be a minimum (G)-L(2, 1)-labelling of G. For any two walls whose labels are not in the same
segment, the subgraph induced by them is a perfect matching.
Proof. Suppose that f has k holeswith 0<h1 <h2 < · · ·<hk < (G) and k1.Weﬁrst show that the subgraph induced
by f−1(hi − 1) ∪ f−1(hi + 1) is a perfect matching for any 1 ik. Let F = f−1(hi − 1) and B = f−1(hi + 1).
Obviously, the maximum degree of G[F ∪ B] is less than 2 by the deﬁnition of L(2, 1)-labelling. If the minimum
degree of G[F ∪ B] is 0, without loss of generality, we assume that the cardinality of F is not less than the cardinality
of B and there exists a vertex v ∈ F such that its degree in G[F ∪B] is 0. If the cardinality of F is more than one, there
exists a (G)-L(2, 1)-labelling f ′ of G which is identical to f on G− v and which assigns the integer hi to v. Thus f ′
is a (G)-L(2, 1)-labelling of G with one fewer hole, contradicting the assumption that f is minimum. Hence, both F
and B are singles of f. Assume that F ={v} and B ={u}. Since there is no edge between u and v, the mapping f ′ given
by
f ′(v) =
{
f (v) if f (v)hi − 1,
f (v) − 1 if f (v)hi + 1
is a ((G) − 1)-L(2, 1)-labelling of G, a contradiction.
Let M and N be two walls in different segments of f. We will show that G[M ∪ N ] is a perfect matching.
Case 1: M = f−1(hi − 1) and N = f−1(hj − 1) with i < j . We deﬁne a new labelling g as follows:
g(v) =
{
hi + hj − f (v) if hi + 1f (v)hj − 1,
f (v) otherwise.
g is also a minimum (G)-L(2, 1)-labelling of G with k holes and hi is also a hole of g. (Note that the holes of g
may be different from that of f.) We easily ﬁnd that M = g−1(hi − 1) and N = g−1(hi + 1). As discussed above, we
get that G[M ∪ N ] is a perfect matching.
Case 2: M = f−1(hi − 1) and N = f−1(hj + 1) with i < j . Deﬁne a new labelling g as follows:
g(v) =
{
hj − hi + f (v) if f (v)hi − 1,
f (v) − hi − 1 if hi + 1f (v)hj − 1,
f (v) otherwise.
g is also aminimum (G)-L(2, 1)-labelling ofGwith k holes and hj is also a hole of g. It is clear that g−1(hj −1)=M
and g−1(hj + 1) = N . So, we also have that G[M ∪ N ] is a perfect matching.
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Case 3: M = f−1(hi + 1) and N = f−1(hj − 1) with i + 1<j . Deﬁne a labelling as follows:
g(v) =
{
hi + hj−1 − f (v) if hi + 1f (v)hj−1 − 1,
hj−1 + hj − f (v) if hj−1 + 1f (v)hj − 1,
f (v) otherwise.
It is easy to check that g is also minimum (G)-L(2, 1)-labelling of G with k holes and hj−1 is also a hole of g. It is
easy to know that g−1(hj−1 − 1) = M and g−1(hj−1 + 1) = N . Hence, G[M ∪ N ] is a perfect matching.
Case 4: M = f−1(hi + 1) and N = f−1(hj + 1) with i < j . Deﬁne a labelling g as follows:
g(v) =
{
hi + hj − f (v) if hi + 1f (v)hj − 1,
f (v) otherwise.
Similarly, we check that g is a minimum (G)-L(2, 1)-labelling of G with k holes and hj is a hole of g. It is easy to
know that g−1(hj − 1) = M and g−1(hj + 1) = N . Hence, G[M ∪ N ] is a perfect matching. 
In [8], Georges et al. give the following result which is a corollary of Theorem 11.
Corollary 12 (Georges et al. [8]). Let f be a minimum (G)-L(2, 1)-labelling of G. If h is a hole of f, then lh−1 =
lh+1 > 0.
Let f be a minimum (G)-L(2, 1)-labelling of G with k holes. Then f has k + 1 segments. Every segment has at
least one wall. Thus, Theorems 11 and 10 lead immediately to the next result, which was ﬁrst raised by Georges et al.
(see [8]).
Corollary 13 (Georges et al. [8]). For r1, if (G) = n + r − 2, then G contains a subgraph isomorphic to the
complete graph Kr .
4. The graphs with = n− 1
We have learned that (G)(G)n − 1. In this section we study the graph G with (G) = n − 1.
Lemma 14. If Gc is Hamiltonian and (G) = n − 1, then G has at most two components.
Proof. LetC=v0v1 · · · vn−1v0 be a Hamilton cycle ofGc.We claim that either dG(vi, vi+1)=2 or dG(vi, vi+2)=1 for
any0 in−1. (Here, all subscripts are takenmodularn.)Otherwise, for some integer i (0 in−1),dG(vi, vi+1)3
and dG(vi, vi+2)2. We deﬁne a new labelling f as follows: f (vi) = 0 and f (vi+j ) = j − 1 for j = 1, 2, . . . , n − 1.
Obviously f is a consecutive L(2, 1)-labelling of G while span(f ) = n − 2. Hence (G)n − 2, a contradiction. This
claim implies that each component of G contains at least n/2 vertices, hence C(G)2. 
Theorem 15. Let G be a simple graph of order n and size m. If (G) = n − 1, then n − 2m((n − 1)(n − 2))/2.
Moreover, for any two integers n,m with n3 and n − 2m((n − 1)(n − 2))/2, there exists a graph G of order n
and size m with (G) = n − 1.
Proof. (G) = n − 1 implies GC has a Hamilton path by Theorem 1. Hence G has at most (n(n − 1)/2) − (n − 1)
edges, i.e., m((n − 1)(n − 2))/2. On the other hand, if mn − 3, by Theorem 4, Gc has a Hamilton cycle. Since
(G)=n− 1, by Lemma 14, we have C(G)2. This implies that G has at least n− 2 edges, a contradiction and hence
mn − 2.
It is easy to knowG′ =K1,n−2∪K1 is a graph of order n and size n−2 with =n−1. Let u ∈ V (G′) be the vertex of
degree n−2 and v ∈ V (G′) be the isolated vertex. Nowwe assign an (n−1)-consecutiveL(2, 1)-labelling f toG′ such
that f (u)=0, f (v)=1 and remaining vertices are labelled by 2, 3, . . . , n−1, respectively. Hence (G′)=n−1. Starting
from G′ we join edges to those non-adjacent vertex pairs {x, y} with |f (x)− f (y)|2. Suppose that the new graph H
is gained by adding edges toG′ as in the above method. Clearly, f is also an (n−1)-consecutiveL(2, 1)-labelling ofH.
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Observe that K1,n−2 ∪K1 is a spanning subgraph of H and (K1,n−2 ∪K1)= n− 1. Thus we know that (H)= n− 1.
Since there are exactly ((n − 2)(n − 3))/2 non-adjacent vertex pairs {x, y} with |f (x) − f (y)|2 in K1,n−2 ∪ K1, it
is sufﬁcient to obtain a desired graph of order n and size m with = n − 1, where n − 1m(n − 1)(n − 2)/2. 
Theorem 16. Let G be a graph of order n and size m with (G) = n − 1. Then,
(i) GKn − Pn when m = ((n − 1)(n − 2))/2.
(ii) GP2 ∪ P2 or K3 ∪ K1 ∪ K1 or K1,n−2 ∪ K1 when m = n − 2 .
Proof. (i) LetHdenoteKn−Pn. SinceHhas (n−1)(n−2)/2 edges andH c=Pn, thenGmust beH ifm=(n−1)(n−2)/2.
Otherwise,Gc does not have a Hamilton path and henceG does not admit a consecutiveL(2, 1)-labelling, contradicting
(G) = n − 1.
(ii) If m = n − 2, then C(G)2. Now we ﬁrst assume C(G)3. By Lemma 14, Gc is not Hamiltonian. Since G
has size n − 2, then dG(x) + dG(y)n − 1 for any xy ∈ E(G). Since Gc is not Hamiltonian, by Lemma 3, there
exist two adjacent vertices x1, x2 ∈ V (G) with dG(x1) + dG(x2) = n − 1. Hence, every edge e ∈ E(G) is incident
to either x1 or x2. Let G1 be the component containing x1 and x2. Obviously other components of G are all isolated
vertices. Hence, |V (G1)|n − 2 by C(G)3. Since |E(G1)| = |E(G)| = n − 2, G1 is not a tree and |V (G1)|3.
Let V (G1) = {x1, x2, . . . , xn1} and V (G)\V (G1) = {y1, y2, . . . , yn−n1}, where |V (G1)| = n1. If n1n − 3, then
n − n13. Thus the cycle x1y1x2y2x3 · · · xn1y3 · · · yn−n1x1is a Hamilton cycle of Gc. It contradicts the fact that Gc
is not Hamiltonian. Thus, n1 = n − 2. Suppose that n14. Since G1 is not tree, either dG(x1) or dG(x2) is more
than three. Hence, there exists a vertex of degree 1 in G, say x3. Suppose that x3 is adjacent to x2, then the cycle
x3x1y1x2y2x4 · · · xn−2x3 is a Hamilton cycle of Gc. It is also a contradiction. So n1 = n − 2 = 3 and G is K3 ∪ K1
∪ K1.
Nowwe consider the caseC(G)=2. Sincem=n−2 andC(G)=2, the two components ofG are both trees.We denote
them byG1 andG2, respectively. If neitherG1 norG2 is star, then they both admit a consecutiveL(2, 1)-labelling since
a tree admits a consecutiveL(2, 1)-labelling if and only it is not a star (see [6]). Thus (G)=max{(G1), (G2)}<n−1,
a contradiction. Assume G1 is a star but G2 is not (similarly for G2 is a star but G1 is not). Then G1 admits a
(G1)-L(2, 1)-labelling f1 such that 1 is the unique color not used. Since G2 is not a star, G2 admits a (G2)-
consecutive L(2, 1)-labelling f2 and (G2)3. Combining f1 and f2, we obtain a consecutive L(2, 1)-labelling of G
and (G){(G1), (G2)}n−2. It is also a contradiction.Thuswe assumeG1 andG2 are both stars. Let |V (G1)|=n1
and |V (G2)| = n2. If n1n23, then G1 admits an n1-L(2, 1)-labelling f ′1 such that 1 is the unique color not used by
f ′1, and G2 admits an n2-L(2, 1)-labelling f ′2 such that n2 − 1 is the unique color not used by f ′2. Combining f ′1 and
f ′2, we obtain a consecutive L(2, 1)-labelling of G and (G)n(G1)n−2, a contradiction. Hence, we knowG1 and
G2 are both stars and one of them is of order at most 2. Without loss of generality, we assume n22. If n2 = 1, then G
must be K1,n−2 ∪K1; if n2 = 2, then G2 is P2. In this case, if n13, we can check that (G)n− 2, a contradiction.
Thus n12 and G1 is P2 or K1. 
Theorem 17. If 2(G)n − 2, then there exists a simple graph G′ obtained by adjoining some edges to G such
that (G′) = n − 1.
Proof. Let f be a (G)-consecutive L(2, 1)-labelling of G. Assume (G)n − 2, then there exists a multiple color i
of f such that i = 0. (If 0 is the unique multiple color, we can deﬁne f ′ = (G) − f and consider f ′.) Suppose that u
is a vertex labelled i and v labelled i − 1, we can join an edge e between u and v, then deﬁne g as follows:
g(x) =
{
f (x) + 1 if f (x)> i,
i + 1 if x = u,
f (x) if f (x) i and x = u.
Clearly g is a ((G) + 1)-consecutive L(2, 1)-labelling of G + e. Thus (G)(G + e)(G) + 1. Hence,  is
increased by at most one by adding an edge as above. Now we explain why  can be raised to n − 1 after ﬁnite steps.
After k steps, if we get a new graph Hk with (G)(Hk)<n − 1, we can still add an edge as above and get a new
graph Hk+1 with (G)(Hk)(Hk+1) since (Hk)<n − 1. If (Hk+1) = n − 1, we are done. If (Hk+1) is still
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less than n − 1, we can regard Hk as G and add an edge to Hk as above. But there are only ﬁnite edges that can be
added, and hence we conclude that  can be raised to n − 1 after ﬁnite steps. 
Theorem 17 and its proof also imply that:
Theorem 18. For any two integers m, n with 2mn − 1, there exists a graph G with order n and (G) = m.
The following lemma is easy to prove:
Lemma 19. For n3, if G is neither Kn nor Kn − e, then (G)2n − 4. Moreover, (G) = 2n − 3 if and only if
GKn − e.
Theorem 20. If (G) = n − 1, then C(G)n/2	. Moreover, for every two integers n and m with n4 and 1m
n/2	, there exists a simple graph G of order n, C(G) = m and (G) = n − 1.
Proof. If n = 1, obviously C(G) = 1. Notice that (G) = n − 1 and n2 imply that n3. If C(G)n/2	 + 1, by
Theorem 5, Gc has a Hamilton cycle. However, we have C(G)2 by Lemma 14. It is a contradiction.
For even n4, let G be the union of Kn/2+1 − e and n/2 − 1 isolated vertices. G is of order n and C(G) = n/2	
with (G)= n− 1 by Lemma 19. We can assign G an (n− 1)-consecutive L(2, 1)-labelling f as follows: two vertices
with degree n/2− 1 are labelled by 0, 1; those vertices with degree n/2 are labelled by 3, 5, 7, . . . , n− 1, respectively,
and remaining n/2−1 isolated vertices are labelled by 2, 4, 6 . . . , n−2, respectively. For odd n5, let G be the union
of K(n+1)/2 and (n− 1)/2 isolated vertices. G is a graph of order n and C(G)= (n+ 1)/2 with (G)= n− 1. We can
assign G an (n − 1)-consecutive L(2, 1)-labelling f as follows: those vertices with degree (n − 1)/2 are labelled by
0, 2, 4, . . . , n − 1, respectively; and remaining isolated vertices are labelled by 1, 3, 5, . . . , n − 2. Then, appropriate
number of edges are joined to those non-adjacent pairs of vertices {x, y} of G with |f (x)− f (y)|2. Note that C(G)
is decreased by at most one when we add an edge to G. Hence, we can similarly obtain the desired graphs. 
Theorem 21. Let G be a graph of order n and C(G) = n/2	. If (G) = n − 1, then
(i) for n = 4, GK2 ∪ K2 or P3 ∪ K1.
(ii) For even n6, G is the union of Kn/2+1 − e and n/2 − 1 isolated vertices.
(iii) For odd n3, G is the union of K(n+1)/2 and (n − 1)/2 isolated vertices.
Proof. (i) Obviously.
(ii) For even n6, C(G) = n/23. By Lemma 14, Gc is not Hamiltonian since (G) = n − 1. Let G1 be the
maximum component of G and |V (G1)| = n1. We claim that G has only one non-trivial component. For otherwise
dG(x)+ dG(y)2(n1 − 1)n− 2 for every xy ∈ E(G). By Theorem 5, Gc is Hamiltonian, a contradiction. We have
n1 = n/2 + 1 since C(G) = n/2 and G1 is the unique non-trivial component.
IfG1Kn/2+1, thenG does not admit a consecutiveL(2, 1)-labelling sinceG has onlyn/2−1 isolated vertices. IfG1
is a graph obtained by omitting more than one edge ofKn/2+1, by Lemma 19, we have (G1)2(n/2+1)−4=n−2.
Note that every (G1)-L(2, 1)-labelling f of G1 has at most 
(G1)/2 colors not used, we know that f has less
than n/2 colors not used. However, G has n/2 − 1 isolated vertices, so G admits a consecutive L(2, 1)-labelling and
(G) = (G1)n − 2. This contradicts that (G) = n − 1. Thus, G is the union of Kn/2+1 − e and n/2 − 1 isolated
vertices.
(iii) For odd n3, C(G)= (n+1)/22. If C(G)=2, then n=3. It is clear that G is the union ofK2 and an isolated
vertex. If C(G)3, similarly discussed as above, G has only one non-trivial component G1 and n/2 − 1 isolated
vertices, where |V (G1)| = n1 = (n + 1)/2. If G1 is not K(n+1)/2, then (G1)< 2((n + 1)/2 − 1) = n − 1. However,
as G has (n − 1)/2 isolated vertices, (G) = (G1)n − 2, a contradiction. Hence G is the union of K(n+1)/2 and
(n − 1)/2 isolated vertices. 
Let G be a connected graph of order n, diameter d and (G) = n − 1. Obviously n4. If n = 4, it is easy to know
GP4 with diameter 3; if n= 5, we have 2d4. Moreover, d = 2 if and only if GC5; d = 3 if and only if G is a
tree of maximum degree 3; d = 4 if and only GP5. In general, we have the following theorem.
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Fig. 2. The graphs of order 7 and diameter 4 with = 6.
Theorem 22. Let G be a connected graph of order n6 and its diameter be d. If (G)=n−1, then 2d
n/2+1.
Moreover, for every two integers n and d with n6 and 2d
n/2 + 1, there exists a simple graph G of order n
and diameter d with (G) = n − 1.
Proof. Assume to the contrary n6 and d
n/2 + 2. We ﬁrst claim that there exists some vertex x ∈ V (G) such
that it is forbidden by at most n − 2 colors under any L(2, 1)-labelling of G.
Let dG(u, v) = d for some u, v ∈ V (G). Let G be rooted at u, we apply BFS to G and partition V (G) into
V0, V1, . . . , Vd such that dG(u,w)= i for anyw ∈ Vi(i=0, 1, . . . , d). Clearly V0 ={u} and v ∈ Vd . Let P be a path of
length d between u and v, we have |V (P )| = d + 1
n/2 + 3 and |V (G)\V (P )| = n− (d + 1)n/2	 − 3. Hence,
|V2|n/2	−3−(|V1|−1)+1=
(n−1)/2−|V1|. Thus u is forbidden by at most 3|V1|+|V2|2|V1|+
(n−1)/2
colors. If |V1|
(n − 3)/4, then u is forbidden by at most n − 2 colors. In this case, u is the vertex x in our claim.
Assume |V1|
(n−3)/4+1. Note that as n6 and d
n/2+25, the distance of v and v1 is more than three for
any v1 ∈ V1. Hence, v is forbidden by at most 3(|V (G)\(V (P )∪V1)|+1)+13(
(n−5)/2−
(n−3)/4)+4 colors.
Let k=3(
(n−5)/2−
(n−3)/4)+4. For even n6, we have k3((n−6)/2− (n−6)/4)+4= 34n− 12n−2;
for odd n9, we have k3((n − 5)/2 − (n − 5)/4) + 4 = 34n + 14n − 2; for n = 7, we have k = 4<n − 2 = 5.
Hence, either u or v is the vertex x in our claim.
By Theorem 6, Gc has a Hamilton cycle since we assume that d
n/2 + 2. Certainly Gc has a Hamilton path P
with endpoint x. Now label the vertices along path P − x as 0, 1, . . . , n − 2 in turn. At last we can select a color in
{0, 1, . . . , n − 2} to label x since x is forbidden by at most n − 2 colors. Thus (G)n − 2, a contradiction. Hence,
d
n/2 + 1.
Now we build the desired graphs of order n6 and diameter d with 2d
n/2 + 1.
For even n6, let V (Kn/2+1) = {x1, x2, . . . , xn/2+1} and Pn/2−1 be the path y1y2 · · · yn/2−1. We ﬁrst build G1 by
deleting the edge x1x2 and adding an edge x1y1. Then G1 is connected with diameter n/2 + 1. Now we prove that
(G1)=n−1. It is easy to ﬁnd that x1x2y1x3y2x4y3 · · · xn/2yn/2−1xn/2+1 is a Hamilton path ofGc1. Then (G1)n−1.
If (G1) = kn − 2, then (Kn/2+1 − e)kn − 2 since Kn/2+1 − e is an induced subgraph of G1, where e is
the edge x1x2. It is a contradiction to Lemma 19. Hence (G1) = n − 1. Deﬁne a function f as follows: f (x1) = 0;
f (xi) = 2i − 3 for 2 in/2 + 1; f (yi) = 2i for 1 in/2 + 1. It is easy to check that f is an (n − 1)-consecutive
L(2, 1)-labelling of G1.Adding an edge xiyj if j = i + 1 and j = i + 2 or an edge yiyj if |j − i|2, the new graph
gained from G1 also has = n − 1 and its diameter may be shortened. By adjoining some suitable edges xiyj or yiyj
to G1, we can build a graph G of even order n with (G) = n − 1 and guarantee that the diameter would be shortened
by at most one at each step. Hence, we can gain the desired graph G of order n6 and diameter d with (G) = n − 1,
where 2dn/2 + 1.
For odd n7, let V (K(n+1)/2)= {x1, x2, . . . , x(n+1)/2} and P(n−1)/2 be the path y1y2 · · · y(n−1)/2. We can build G2
by adding one edge x1y1 to connect K(n+1)/2 and P(n−1)/2. Then G2 is connected with diameter (n + 1)/2. Similarly,
we can prove that (G2) = n − 1, and adjoining some suitable edges to G2, we can build the desired graphs for odd
order n7. The detail is left to readers. 
Remark 23. Different fromTheorems 16 and 21, it may be difﬁcult to determinewhich graphs have diameter 
n/2+1
and = n− 1. For example, the graphs in Fig. 2 show that there are at least three graphs with diameter d = 
n/2 + 1
and = n − 1 for n = 7.
5. The graphs with = 
Our main results in this section are the following two theorems.
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Theorem 24. Let G be a graph of order n and size m. If mn − 2, then (G) = (G) except that G is the disjoint
union of several K2.
Theorem 25. Let G be a graph of order n. If C(G)(n + 1)/2	, then (G) = (G).
In what follows, we prove the above two theorems. Some lemmas are needed.
Lemma 26 (Griggs and Yeh [9]). For any tree T with maximum degree , (T ) = + 1 or + 2.
Lemma 27 (Fishburn and Roberts [6]). Let T be a tree of order n2. If T is not a star, then (T ) = (T ).
Lemma 28. LetG=G1 ∪T1 ∪T2 ∪· · ·∪Tk (k1), where Ti is a tree for 1 ik. Let f be a minimum (G1)-L(2, 1)-
labelling of G1 with r holes. If rk and (G1)> (Ti) for any 1 ik, then (G) = (G).
Proof. Since (G) = (G1), it sufﬁces to verify that there exists a (G)-L(2, 1)-labelling fi for each Ti (1 ik)
such that hi is used, where h1, h2, . . . , hr are holes of f.
If Ti is an isolated vertex, then label it with hi . Suppose that Ti is a tree of maximum degree i1 and f ′i is a
minimum (Ti)-L(2, 1)-labelling of Ti . By Lemmas 26 and 27, (Ti) = i + 1 or i + 2, and f ′i has no hole if Ti is
not a star.
Case 1: hii + 2. Deﬁne fi as follows:
fi(v) =
{
hi if f ′i (v) = (Ti),
f ′i (v) otherwise.
Case 2:hii+1. IfTi is not a star, deﬁnefi=f ′i sincef ′i has no hole andhi has already been used inf ′i . Suppose that
Ti is a star. If hi is used in f ′i , deﬁne fi=f ′i , we are done. If hi is a hole of f ′i , we label the center of Ti (i.e., themaximum
degree vertex of Ti) as hi , and labels of other vertices are taken from B ={0, 1, 2, . . . , hi −2, hi +2, . . . , (G)}. Since
(G)> (Ti) = i + 1, there are at least i labels in B. It is enough to use them to label the remainder. 
Proof of Theorem 24. Since mn − 2, G is disconnected and it has at least two tree components (i.e., connected
component isomorphic to tree). Let G = G1 ∪ G2 ∪ · · · ∪ Gt ∪ T1 ∪ T2 ∪ · · · ∪ Ts , where Gi is not tree component
for 1 i t and Ti is tree component with 1 is (s2). Let mi = |E(Gi)| and ni = |V (Gi)| for i = 1, 2, . . . , t . Let
m′i =|E(Ti)| and n′i =|V (Ti)| for i = 1, 2, . . . , s. It sufﬁces to verify that G admits a minimum (G)-L(2, 1)-labelling
with no holes.
Case 1: (G) = (Tj ) for some j ∈ {1, 2, . . . , s}. Without loss of generality, we assume that (G) = (T1). If
T1 is not a star, then (T1) = (T1) = (G) = (G). We are done. Suppose that T1 is a star. We label the center of
T1 as 0 and its neighbors are labelled by 2, 3, . . . ,(T1) + 1. Hence only 1 is not used. Suppose that n′13. If T2
is not a star or T2 is an isolated vertex, it is clear that we can label 1 at some vertex of T2. If T2 is star, we know
(T2)(T1) since (T2)(T1). Label T2 as follows: label the center of T2 as (T1) + 1 and its neighbors are
labelled by 0, 1, . . . ,(T2) − 1. Then label 1 is used. If n′1 = 2, then T1 is K2 and all Gi disappear for 1 i t . Since
G is not the disjoint union of several K2, there exists some Tj (2js) which is an isolated vertex. We label it
with 1. We are done.
Case 2: (G) = (Gj ) for some j ∈ {1, 2, . . . , t}. Without loss of generality, we assume that (G) = (G1). If
(G)n1, by Theorem 10, r =p(Gc1)=(G1)−n1 +22 and there exists a minimum (G1)-L(2, 1)-labelling ofG1
with r−1 holes. By Theorem 11 and Corollary 13,G1 contains a subgraph isomorphic toKr . Contracting the subgraph
isomorphic to Kr to a vertex, we get a new graph G′1 of order n1 − r + 1. G′1 is connected since G1 is connected. Thus
G′1 has at least n1 − r edges.
Hence,
m1
(
r
2
)
+ n1 − r .
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Then,
m = m1 + m2 + · · · + mt + m′1 + m′2 + · · · + m′sn − 2,(
r
2
)
+ n1 − r + n2 + · · · + nt + (n′1 − 1) + · · · + (n′s − 1)n − 2,
s
(
r
2
)
− r + 2.
Thus s − (r − 1)( r2 ) − r + 2 − r + 1 = 12 (r − 2)(r − 3)0 since r2 is an integer. By Lemma 28, we know that
(G) = (G).
If (G)= n1 − 1, then p(Gc1)= 1 and we label V (G1) along the Hamilton path in Gc1. It is an (n1 − 1)-consecutive
L(2, 1)-labelling of G1. Hence, (G) = (G).
Now we assume that (G1)n1 − 2. Let f be a minimum (G1)-L(2, 1)-labelling of G1 with k holes. If k2, we
are done by Lemma 28. Suppose that k3 and h1, h2, . . . , hk are holes of f. We also assume that f has r walls with
k + 1r2k and every wall consists of x vertices. Since (G1)n1 − 2, then M(f ) = ∅. By Lemma 9, G(f ) = ∅.
Hence x2. Let us consider these k + 1 walls labelled by h1 − 1, h2 − 1, . . . , hk − 1, hk + 1. Any two of them are
not in the same segment of f. Thus, by Theorem 11, there are ( k+12 )x edges among these k + 1 walls. By contracting
these k + 1 walls to a vertex, we get a new graph G′1 of order n1 − (k + 1)x + 1. Since G1 is connected, we know G′1
is also connected and it has least n1 − (k + 1)x edges.
Thus, we know
m1
(
k + 1
2
)
x + (n1 − (k + 1)x).
Then,
m = m1 + m2 + · · · + mt + m′1 + m′2 + · · · + m′sn − 2,(
k + 1
2
)
x − (k + 1)x + n1 + n2 + · · · + nt + (n′1 − 1) + · · · + (n′s − 1)n − 2.
Hence,
s
(
k + 1
2
)
x − (k + 1)x + 2.
Let g(x)=( k+12 )x−(k+1)x+2. Since ( k+12 )−(k+1)> 0 for k3, g(x) is an increase function. So, s2( k+12 )−2k.
Since k3, then s − kk(k − 2)> 0. By Lemma 28, (G) = (G). 
Proof of Theorem 25. Let G = G1 ∪ G2 ∪ · · · ∪ Gc, where c = C(G)(n + 1)/2	. Suppose (G) = (G1) and
let f be a minimum (G1)-L(2, 1)-labelling of G1. If f has no holes, then we are done. Suppose that f has k1 holes.
Then there are at least k + 1 walls in f. Hence n(G1)k + 1. Suppose there are just s isolated vertices in G. We have
n(k + 1) + 2(c − s − 1) + s = 2c + k − s − 1. Since c(n + 1)/2	, s2c + k − n − 1k. By Lemma 28, we
know that (G) = (G). 
Let G be a connected graph of order n and diameter d. If dn/2	 + 1, then (G)n − 1. (see Corollary 8). If
dn/2	+ 1, is it true for (G)= (G)?As shown in [6], the graph in Fig. 3 is a graph of order 8 and diameter 5 with
=+1=6 (readers can check it easily). Now we show that the graph in Fig. 4 is a graph of order n=6k and diameter
d = 4k − 1 with  =  + 1 = 7 (k2). First we give a 6-L(2, 1)-labelling f of G as follows: f (ui) = 5, f (xi) = 0,
f (yi)=4, f (vi)=1, f (zi)=6 and f (wi)=2 for i=1, 2, . . . , k. Then, (G)6. Since G containsK4 as its subgraph,
we know (G)= 6. Now we show (G)= 7. Obviously, (G)(G)= 6. If (G)= 6, every induced subgraph K4 of
G must be labelled by 0, 2, 4, 6. So, ui and vi (1 ik) must be labelled by 1, 3, 5.We claim that ui and vi (1 ik)
cannot be labelled by 3. If not, without loss of generality, we assume that there exists some i ∈ {1, 2, . . . , k} such that
ui is labelled by 3. Then xi andwi must be labelled by 0, 6, and hence yi and zi must be labelled by 2, 4. Then, vi cannot
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Fig. 3. The graph of order 8 and diameter 5 with = + 1 = 6.
Fig. 4. The graph of order n = 6k (k2) and diameter d = 4k − 1 with = + 1 = 7.
be labelled by any integers in {0, 1, 2, 3, 4, 5, 6}. So, uj and vj (1jk) must be labelled by 1, 5. Then, 3 cannot be
used by any vertex, a contradiction to (G) = 6. Hence, (G)7. At last we give a 7-consecutive L(2, 1)-labelling f
of G as follows: for odd i, f (ui)= 5, f (xi)= 0, f (yi)= 4, f (vi)= 1, f (zi)= 6 and f (wi)= 2; for even i, f (ui)= 3,
f (xi) = 0, f (yi) = 2, f (vi) = 7, f (zi) = 4 and f (wi) = 6. In general, we may ask the following question.
Question 29. Is there other connected graph G of order n and diameter dn/2	 + 1 with (G) = (G) except
graphs in Figs. 3 and 4?
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