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Abstract
Monte-Carlo Tree Search (MCTS) is one of the most-widely
used methods for planning, and has powered many recent
advances in artificial intelligence. In MCTS, one typically
performs computations (i.e., simulations) to collect statistics
about the possible future consequences of actions, and then
chooses accordingly. Many popular MCTS methods such as
UCT and its variants decide which computations to perform
by trading-off exploration and exploitation. In this work, we
take a more direct approach, and explicitly quantify the value
of a computation based on its expected impact on the quality
of the action eventually chosen. Our approach goes beyond
the myopic limitations of existing computation-value-based
methods in two senses: (I) we are able to account for the im-
pact of non-immediate (ie, future) computations (II) on non-
immediate actions. We show that policies that greedily opti-
mize computation values are optimal under certain assump-
tions and obtain results that are competitive with the state-of-
the-art.
Introduction
Monte Carlo tree search (MCTS) is a widely used approxi-
mate planning method that has been successfully applied to
many challenging domains such as computer Go (Coulom
2007; Silver et al. 2016). In MCTS, one estimates val-
ues of actions by stochastically expanding a search tree—
capturing potential future states and actions with their re-
spective values. Most MCTS methods rely on rules con-
cerning how to expand the search tree, typically trading-
off exploration and exploitation such as in UCT (Kocsis
and Szepesva´ri 2006). Including such exploitative consid-
erations is a heuristic, since no ‘real’ reward accrues dur-
ing internal search (Hay and Russell 2011; Hay et al. 2012;
Tolpin and Shimony 2012). In this paper, we propose a more
direct approach by calculating values of MCTS computa-
tions (i.e., tree expansions/simulations).
In the same way that the value of an action in a Markov
decision process (MDP) depends on subsequent actions, the
value of a computation in MCTS should reflect subsequent
computations. However, computing the optimal computa-
tion values— the value of a computation under an optimal
computation policy—is known to be intractable (Lin et al.
2015; Russell and Wefald 1991). We address this problem
by proposing static and dynamic value functions that form
lower and upper bounds for optimal computation values
while being independent of future computations. We then
utilize these function to define the value of a computation as
the expected— increase in the static or dynamic value of a
state resulting from the computation.
We show that MCTS policies that greedily maximize
computation values are able to outperform various MCTS
baselines.
Background
In this section we cover some of relevant literature and in-
troduce the notation.
Monte Carlo Tree Search
MCTS algorithms function by incrementally and stochasti-
cally building a search tree to approximate state-action val-
ues. This incremental growth prioritizes the promising re-
gions of the search space by directing the growth of the
tree towards high value states. To elaborate, a tree policy
is used to traverse the search tree and select a node which
is not fully expanded—meaning, it has immediate succes-
sors that aren’t included in the tree. Then, the node is ex-
panded once by adding one of its unexplored children to the
tree, from which a trajectory simulated for a fixed number
of steps or until a terminal state is reached. Such trajecto-
ries are generated using a rollout policy; which is typically
fast to compute—for instance random and uniform. The out-
come of this trajectory—i.e., cumulative discounted rewards
along the trajectory—is used to update the value estimates
of the nodes in the tree that lie along the path from the root
to the expanded node.
Upper Confidence Bounds applied to trees (UCT) (Koc-
sis and Szepesva´ri 2006) adapts a multi-armed bandit algo-
rithm called UCB1 (Auer, Cesa-Bianchi, and Fischer 2002)
to MCTS. More specifically, UCT’s tree policy applies the
UCB1 algorithm recursively down the tree starting from the
root node. At each level, UCT selects the most promising ac-
tion at state s via arg maxa∈As Qˆ(s, a)+c
√
2 logN(s)
N(s,a) where
As is the set of available actions at s, N(s, a) is the num-
ber of times the (s, a) is visited, N(s) :=
∑
a∈As N(s, a),
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Qˆ(s, a) is the average reward obtained by performing roll-
outs from (s, a) or one of its descendants, and c is a positive
constant, which is typically selected empirically. The second
term of the UCT-rule assigns higher scores to nodes that are
visited less frequently. As such, it can be thought of as an
exploration bonus.
UCT is simple and has successfully been utilized for
many applications. However, it has also been noted (Tolpin
and Shimony 2012; Hay et al. 2012) that UCT’s goal is dif-
ferent from that of approximate planning. UCT attempts to
ensure that the agent experiences little regret associated with
the actions that are taken during the Monte Carlo simulations
that comprise planning. However, since these simulations do
not involve taking actions in the environment, the agent ac-
tually experience no true regret at all. Thus failing to explore
actions based on this consideration could slow down discov-
ery of their superior or inferior quality.
Metareasoning & Value of Information
Howard (1966) was the first to quantify mathematically the
economic gain from obtaining a piece of information. Rus-
sell and Wefald (1991) formulated the rational metareason-
ing framework, which is concerned with how one should as-
sign values to meta-level actions (i.e., computations). Hay et
al.; Tolpin and Shimony (2012; 2012) applied the principles
of this framework to MCTS by modifying the tree-policy
of UCT at the root node such that the selected child node
maximizes the value of information. They showed empiri-
cally that such a simple modification can yield significant
improvements.
The field of Bayesian optimization has evolved in paral-
lel. For instance, what are known as knowledge gradients
(Ryzhov, Powell, and Frazier 2012; Wu et al. 2017) are ex-
actly information/computation value formulations for “flat”
problems such as multi-armed bandits.
Computation values have also been used to explain cer-
tain human and animal behavior. For example, it has been
suggested that humans might leverage computation values to
solve planning tasks in a resource efficient manner (Lieder
et al. 2014; Sezener, Dezfouli, and Keramati 2019), and ani-
mals might improve their policies by “replaying” memories
with large computation values (Mattar and Daw 2018).
Despite these advances, the application of
metareasoning/information-values to practical prob-
lems has been very limited. “First-order approximations”
dominate, such as only considering the immediate impact of
a computation on only immediate actions. This is because
of the intractability of computing exact computation values.
In fact, Lin et al. (2015) has shown that metareasoning is a
harder computational problem than reasoning (e.g., finding
the best action in a planning setting) for a general class of
problems.
Notation
A finite Markov decision process (MDP) is a 5-tuple
(S,A,P,R, γ), where S is a finite set of states A is a fi-
nite set of actions, P is the transition function such that
Pass′ = P (st = s′|st = s, at = a), where s, s′ ∈ S and
a ∈ A, R is the expected immediate reward function such
that Rass′ = E[rt+1|st = s, at = a, st+1 = s′], where again
s, s′ ∈ S and a ∈ A, γ is the discount factor such that
γ ∈ [0, 1).
We assume an agent interacts with the environment via
a (potentially stochastic) policy pi, such that pi(s, a) =
P (at = a|st = s). These probabilities typically depend
on parameters; these are omitted from the notation. The
value of an action a at state s is defined as the expected
cumulative discounted rewards following policy pi, that is
Qpi(s, a) = Epi
[∑∞
i=0 γ
irt+i
∣∣ st = s, at = a].
The optimal action value function is defined as
Q∗(s, a) = maxpi Qpi(s, a) for all state-action pairs, and
satisfies the Bellman optimality recursion:
Q∗(s, a) =
∑
s′
Pass′
[
Rass′ + γmax
a′
Q∗(s′, a′)
]
.
We use N (µ,Σ) and N (µ, σ2) to denote a multivariate and
univariate Normal distribution respectively with mean vec-
tor/value µ and covariance matrix Σ or scale σ.
State-action values in MCTS
To motivate the issues underlying this paper, consider the
following example (Figure 1). Here, there are two rooms:
one containing two boxes and the other containing five
boxes. Each box contains an unknown but i.i.d. amount of
money; and you are ultimately allowed to open only one
box. However, you do so in stages. First you must choose
a room, then you can open one of the boxes and collect the
money. Which room should you choose? What if you know
ahead of time that you could peek inside the boxes after
choosing the room?
Figure 1: Illustration of the example. There are two rooms,
one containing two boxes, another one containing five boxes.
There is an unknown amount of money in each box.
In the first case, it doesn’t matter which room one chooses,
as all the boxes are equally valuable in expectation in ab-
sence of any further information. By contrast, in the second
case, choosing the room with five boxes is the better option.
This is because one can obtain further information by peek-
ing inside the boxes—and more boxes mean more money in
expectation, as one has the option to choose the best one.
Formally, let X = {xi}nxi=1 and Y = {yi}nyi=1 be sets
of random variables denoting rewards in the boxes of the
first and the second room respectively. Assume all the re-
wards are sampled i.i.d. and nx < ny . Then we have
maxx∈X E[x] = maxy∈Y E[y], which is why the two rooms
are equally valuable if one has to choose a box blindly. On
the other hand, E[maxx∈X x] < E[maxy∈Y y], which is
analogous to the case where boxes can be peeked in first.
If we consider MCTS with this example in mind, when
we want to value an action at the root of the tree, backing
up the estimated mean values of the actions lower in the
tree may be insufficient. This is because the value of a root
action is a convex combination of the “downstream” (e.g.,
leaf) actions; and, as such, uncertainty in the values of the
leaves contributes to the expected value at the root due to
Jensen’s inequality. We formalize this notion of value as dy-
namic value in the following section and utilize it to define
computation values later on.
Static and Dynamic values
We assume a planning setting where the environment dy-
namic (i.e., P and R) is known. We could then compute
Q∗ in principle; however, this is typically computationally
intractable. Therefore, we estimate Q∗ by performing com-
putations such as random environment simulations (e.g.,
MCTS rollouts). Note that, our uncertainty about Q∗ is not
epistemic—environment dynamic is known—but it is com-
putational. In other words, if we do not know Q∗, it is be-
cause we haven’t performed the necessary computations. In
this subsection, we introduce static and dynamic value func-
tions, which are “posterior” estimates of Q∗ conditioned on
computations.
Let us unroll the Bellman optimality equation for n-
steps1. For a given “root” state, sρ, let Γn(sρ) be the set of
leaf state-actions—that is, state-actions can be transitioned
to from sρ in exactly n-steps. Let Q∗0 be our prior belief
distribution for Q∗ over Γn(sρ). We then use Q∗n(s, a) to
denote the Bayes-optimal prior state-action values at s that
we define as a function of Q∗0:
Q∗n(s, a) =

Q∗0(s, a) if n = 0∑
s′ Pass′ [Rass′+ else
γmaxa′∈As′ Q
∗
n−1(s
′, a′)]
,
where As′ is the set of actions available at s′.
We assume it is possible to obtain noisy evaluations of
Q∗ for leaf state-actions by performing computations such
as trajectory simulations. We further assume that the pro-
cess by which a state-action value is sampled is a given, and
we are interested in determining which state-action to sam-
ple from. Therefore, we associate each computation with a
single state-action in Γn(sρ); but, the outcome of a compu-
tation might be informative for multipe leaf values if they
are dependent. Let ω := (s, a) ∈ Γn(sρ) be a candidate
computation. We denote the unknown outcome of this com-
putation at time twith random variableOωt (or equivalently,
Osat), which we assume to be Oωt = Q∗0(ω) + t where t
is an unknown noise term with a known distribution and is
i.i.d. sampled for each t. If we associate a candidate com-
putation ω with its unknown outcome Oωt at time t, we
refer to the resulting tuple as a closure2 and denote it as
1Obtaining, what is sometimes referred to as the n-step Bellman
equation.
2Drawing a programming languages analogy.
Ωt := (ω,Oωt). Finally, we denote a performed computa-
tion at time t, by dropping the bar, as ωt := (ω, oωt) where
oωt (or equivalently, osat) is the observed outcome of the
computation that we assume to be oωt ∼ Oωt, and thus
ωt ∼ Ωt. In the context of MCTS, osat will be the cumula-
tive discounted reward of a simulated trajectory from (s, a)
at time t. We will obtain these trajectories using an adaptive,
asymptotically optimal sampler/simulator (e.g., UCT), such
that limt→∞ E[Osat] = Q∗(s, a). This means {Osat}t is
a non-stationary stochastic process in practice; yet, we will
treat it as a stationary process, as reflected in our i.i.d. as-
sumption.
Let ω1:t be a sequence of t performed computations con-
cerning arbitrary state-actions in Γn(sρ) and sρ be the cur-
rent state of the agent on which we can condition Q∗0. Be-
cause ω1:t contains the necessary statistics to condition leaf
values, we will sometimes refer to it as the knowledge state.
We denote the resulting posterior belief distributions for a
(s, a) ∈ Γn(sρ) as Q∗0(s, a)|ω1:t or the joint distribution of
leaf values as Q∗0|ω1:t = (Q∗0(s, a)|ω1:t : (s, a) ∈ Γn(sρ)).
We define the dynamic value function as the expected
value the agent should assign to an action at sρ given ω1:t,
assuming it could resolve all of the remaining uncertainty
about posterior leaf state-action values Q∗0|ω1:t.
Definition 1. The dynamic value function is defined as
ψn(s, a|ω1:t) := EQ∗0 |ω1:t [Υn(s, a|ω1:t)] where,
Υn(s, a|ω1:t) :=

Q∗0(s, a)|ω1:t if n = 0∑
s′ Pass′ [Rass′+ else
γmaxa′∈As′ Υn−1(s
′, a′|ω1:t)]
where As′ is the set of actions available at s′.
The ‘dynamic’ in the term reflects the fact that the agent
may change its mind about the best actions available at each
state within n-steps; yet, this is reflected and accounted for
in ψn. A useful property of ψn is that is time-consistent
in the sense that it does not change with further computa-
tions in expectation. Let Ω1:k := {(ωi, Oωii)}ki=1 be a se-
quence of k closures. Then the following equality holds for
any Ω1:k:
ψn(sρ, a|ω1:t) = EΩ1:k [ψn(sρ, a|ω1:tΩ1:k)] , (1)
due to the law of total expectation, where ω1:tΩ1:k is
a concatenation. This might seem paradoxical: why per-
form computations if action values do not change in ex-
pectation? The reason is that we care about the maxi-
mum of dynamic values over actions at sρ, which in-
creases in expectation as long as computations resolve
some uncertainty. Formally, maxa∈Asρ ψn(sρ, a|ω1:t) ≤
EΩ1:k [maxa∈Asρ ψn(sρ, a|ω1:tΩ1:k)], due to Jensen’s in-
equality, just as in the example of the boxes.
Dynamic values capture one extreme: valuation of actions
assuming perfect information in the future. Next, we con-
sider the other extreme, valuation under zero information in
the future, which is given by the static value function.
Definition 2. We define the static value function as
φn(s, a|ω1:t) :=

E [Q∗0(s, a)|ω1:t] if n = 0∑
s′ Pass′ [Rass′+ else
γmaxa′∈As′ φn−1(s
′, a′|ω1:t)]
where As′ is the set of actions available at s′.
In other words, φn(sρ, a) captures how valuable (sρ, a)
would be if the agent were to take n actions before running
any new computations. In Figure 2, we graphically contrast
dynamic and static values, where the difference is the stage
at which the expectation is taken. For the former, it is done
at the level of the root actions; for the latter, at the level of
the leaves.
Going back to our example with the boxes, dynamic value
of a room assumes that you open all the boxes after entering
the room, whereas the static value assumes you do not open
any boxes. What can we say about the in-between cases: ac-
tion values under a finite number of future computations?
Assume we know that the agent will perform k computa-
tions before taking an action at sρ. The optimal allocation
of these k computations to leaf nodes is known to be in-
tractable even in a simpler bandit setting (Madani, Lizotte,
and Greiner 2004). That said, for any allocation (and for any
finite k), static and dynamic values will form lower and up-
per bounds on expected action values nevertheless. We for-
malize this for a special case below.
Proposition 1. Assume an agent at state sρ and knowl-
edge state ω1:t decides to perform ω1:k, a sequence of
k candidate computations, before taking n actions. Then
the expected future3 value of a ∈ Asρ prior to ob-
serving any of the k-computation outcomes is equal to
EΩ1:k [φn(sρ, a|ω1:tΩ1:k)], where Ω1:k = {(ωi, Oωii)}ki=1.
Then,
ψn(sρ, a|ω1:t) ≥ EΩ1:k [φn(sρ, a|ω1:tΩ1:k)] ≥ φn(sρ, a|ω1:t),
where both bounds are tight.
We provide the proof in the appendix.
Value of Computation
In this section, we introduce the value of computation for-
mally and discuss some of its properties. We provide the
proofs in the Appendix.
Definition 3. We define the value of computation at state
sρ for a sequence of candidate computations ω1:k given a
static or dynamic value function f ∈ {φn, ψn} and a knowl-
edge state ω1:t as
VOCf (sρ, ω1:k|ω1:t) = EΩ1:k
[
max
a∈Asρ
f(sρ, a|ω1:tΩ1:k)
]
− max
a∈Asρ
f(sρ, a|ω1:t) ,
where ω1:k specifies the state-actions in Ω1:k, that is,
Ω1:k = {(ωi, Oωii)}ki=1 where ωi is the ith element of ω1:k.
We refer to computation-policies that choose computa-
tions based on greedy maximization one by one (i.e., k = 1)
of VOC as VOC(φn)-greedy and VOC(ψn)-greedy de-
pending on which value function is utilized. We assume
these policies stop if and only if ∀ω : VOCf (sρ, ω|ω1:t) =
3Meaning, after having performed the k computations
0. Our greedy policies consider and select computations one-
by-one. Alternatively, one can perform a forward search over
future computation sequences, similar to the search over fu-
ture actions sequences in Guez, Silver, and Dayan (2013).
However, this adds another meta-level to our metareasoning
problem; thus, further increasing the computational burden.
We analyze these greedy policies in terms of the
Bayesian simple regret, which we define as the differ-
ence between two values. The first is the maximum
value the agent could expect to reap assuming it can
perform infinitely many computations, thus resolving
all the uncertainty, before committing to an immedi-
ate action. Given our formulation, this is identical to
EQ∗0 |ω1:t
[
maxa∈Asρ Υn(sρ, a|ω1:t)
]
and thus is indepen-
dent of the agent’s action policy and the (future) computa-
tion policy for a given knowledge state ω1:t. Furthermore,
it remains constant in expectation as the knowledge state
expands. The second term in the regret is the maximum
static/dynamic action value assuming the agent cannot ex-
pand its knowledge state before taking an action.
Definition 4. Given a knowledge state ω1:t, we define
Bayesian simple regret at state sρ as
Rf (sρ, ω1:t) = E
[
max
a∈Asρ
Υn(sρ, a|ω1:t)
]
− max
a∈Asρ
f(sρ, a|ω1:t),
where f ∈ {φn, ψn}.
Proposition 2. VOC(φn)-greedy and VOC(ψn)-greedy
choose the computation that maximize expected decrease in
Rφn(sρ, ω1:t) and Rψn(sρ, ω1:t) respectively.
We refer to policies that choose the regret-minimizing
computation as being one-step optimal. Note that this result
is different than what is typically referred to as myopic op-
timality. Myopia refers to considering the impact of a single
computation only, whereas VOC(ψ)-greedy policy accounts
for the impact of possible future computations that succeed
the immediate action.
Proposition 3. Given an infinite computation budget,
VOC(φn)-greedy and VOC(ψn)-greedy policies will find
the optimal action at the root state.
Proof sketch. Both policies will perform all computations
infinitely many times as shown for the flat setting in Ryzhov,
Powell, and Frazier (2012). Thus, dynamic and static values
at the leaves (ie, for Γn(sρ)) will converge to the true opti-
mal values (ie, Q∗0), so will the downstream values.
We refer to such policies as being asymptotically optimal.
Alternative Definitions A common (Russell and Wefald
1991; Keramati, Dezfouli, and Piray 2011; Hay et al. 2012;
Tolpin and Shimony 2012) formulation for the value of com-
putation is
VOC′f (sρ, ω1:k|ω1:t) = EΩ1:k
[
max
a∈Asρ
f(sρ, a|ω1:tΩ1:k)
− f(sρ, α|ω1:tΩ1:k)
]
,
(2)
S0
Sρ
S1 S2
=)
Q⇤0(s0, a0)|!1:t
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<latexit sha1_base64=" oOwz6ioPXVSE6ZoseqP12U7dYqs=">AAACB3icbVDJ SgNBEK2JW4zbqBdBkMYgRJEw48XgKeDFYwJmgWQcejo 9SZOehe4eIY65efFXvHhQxKu/4E3wY+wsB018UPB4r 4qqel7MmVSW9WVkFhaXlleyq7m19Y3NLXN7py6jRBB aIxGPRNPDknIW0ppiitNmLCgOPE4bXv9y5DduqZAsCq /VIKZOgLsh8xnBSkuueVB1rZuTgnStU4Rd+xjdo3YU 0C52U/tCDV0zbxWtMdA8sackX967+waNimt+tjsRSQI aKsKxlC3bipWTYqEY4XSYayeSxpj0cZe2NA1xQKWTj v8YoiOtdJAfCV2hQmP190SKAykHgac7A6x6ctYbif95 rUT5JSdlYZwoGpLJIj/hSEVoFArqMEGJ4gNNMBFM34 pIDwtMlI4up0OwZ1+eJ/Wzom0V7apOowQTZGEfDqEA NpxDGa6gAjUg8ABP8AKvxqPxbLwZ75PWjDGd2YU/MD5 +ALSGmMY=</latexit><latexit sha1_base64=" WIA+DpvEExF+UfS0UtPK1ZI2Cm8=">AAACB3icbVDL SgMxFM3UV1tfo24EQYJFqCIl48biqujGZQv2Ae04ZNJ MG5p5kGSEOhZcuPFX3Agq4tZfcCf4MaaPhbYeuHA45 17uvceNOJMKoS8jNTe/sLiUzmSXV1bX1s2NzZoMY0F olYQ8FA0XS8pZQKuKKU4bkaDYdzmtu73zoV+/pkKyML hU/YjaPu4EzGMEKy055m7FQVeHeemgI4gd6wDewlbo 0w52EutUDRwzhwpoBDhLrAnJlbZvvjN3z2dlx/xstUM S+zRQhGMpmxaKlJ1goRjhdJBtxZJGmPRwhzY1DbBPp Z2M/hjAfa20oRcKXYGCI/X3RIJ9Kfu+qzt9rLpy2huK /3nNWHlFO2FBFCsakPEiL+ZQhXAYCmwzQYnifU0wEU zfCkkXC0yUji6rQ7CmX54lteOChQpWRadRBGOkwQ7Y A3lggRNQAhegDKqAgHvwCF7Aq/FgPBlvxvu4NWVMZrb AHxgfP7HymkM=</latexit><latexit sha1_base64=" WIA+DpvEExF+UfS0UtPK1ZI2Cm8=">AAACB3icbVDL SgMxFM3UV1tfo24EQYJFqCIl48biqujGZQv2Ae04ZNJ MG5p5kGSEOhZcuPFX3Agq4tZfcCf4MaaPhbYeuHA45 17uvceNOJMKoS8jNTe/sLiUzmSXV1bX1s2NzZoMY0F olYQ8FA0XS8pZQKuKKU4bkaDYdzmtu73zoV+/pkKyML hU/YjaPu4EzGMEKy055m7FQVeHeemgI4gd6wDewlbo 0w52EutUDRwzhwpoBDhLrAnJlbZvvjN3z2dlx/xstUM S+zRQhGMpmxaKlJ1goRjhdJBtxZJGmPRwhzY1DbBPp Z2M/hjAfa20oRcKXYGCI/X3RIJ9Kfu+qzt9rLpy2huK /3nNWHlFO2FBFCsakPEiL+ZQhXAYCmwzQYnifU0wEU zfCkkXC0yUji6rQ7CmX54lteOChQpWRadRBGOkwQ7Y A3lggRNQAhegDKqAgHvwCF7Aq/FgPBlvxvu4NWVMZrb AHxgfP7HymkM=</latexit><latexit sha1_base64=" x+z/UeevL5Dx8WTLQ9H9vSmcgGA=">AAACB3icbVDL SgMxFM3UV62vUZeCBItQRUrGjcVVwY3LFuwD2nHIpJk 2mEmGJCOUsTs3/oobF4q49Rfc+Temj4W2HrhwOOde7 r0nTDjTBqFvJ7e0vLK6ll8vbGxube+4u3tNLVNFaIN ILlU7xJpyJmjDMMNpO1EUxyGnrfDuauy37qnSTIobM0 yoH+O+YBEj2FgpcA/rAbo9LekAnUEceCfwAXZlTPs4 yLxLMwrcIiqjCeAi8WakCGaoBe5XtydJGlNhCMdadzy UGD/DyjDC6ajQTTVNMLnDfdqxVOCYaj+b/DGCx1bpw UgqW8LAifp7IsOx1sM4tJ0xNgM9743F/7xOaqKKnzGR pIYKMl0UpRwaCcehwB5TlBg+tAQTxeytkAywwsTY6A o2BG/+5UXSPC97qOzVUbFamcWRBwfgCJSABy5AFVyD GmgAAh7BM3gFb86T8+K8Ox/T1pwzm9kHf+B8/gBvgJc Y</latexit>
Q⇤0(s0, a2)|!1:t
<latexit sha1_base64="wD2+PJF3kMWyK1trZEfCq8 yHvLs=">AAACB3icbVDJSgNBEK1xjXEb9SII0hiEKBJmcjF4CnjxmIBZIBmHnk5P0qRnobtHiGNuXvwVLx4U8eo veBP8GDvLQRMfFDzeq6KqnhdzJpVlfRkLi0vLK6uZtez6xubWtrmzW5dRIgitkYhHoulhSTkLaU0xxWkzFhQHH qcNr3858hu3VEgWhddqEFMnwN2Q+YxgpSXXPKy61s1pXrrWGcJu8QTdo3YU0C52U/tCDV0zZxWsMdA8sackV96/ +waNimt+tjsRSQIaKsKxlC3bipWTYqEY4XSYbSeSxpj0cZe2NA1xQKWTjv8YomOtdJAfCV2hQmP190SKAykHgac 7A6x6ctYbif95rUT5JSdlYZwoGpLJIj/hSEVoFArqMEGJ4gNNMBFM34pIDwtMlI4uq0OwZ1+eJ/ViwbYKdlWnUY IJMnAAR5AHG86hDFdQgRoQeIAneIFX49F4Nt6M90nrgjGd2YM/MD5+ALYamMc=</latexit><latexit sha1_base64="VP0gU6H6eVaYp/yCuTBkfe swCIY=">AAACB3icbVDLSgMxFM34bOtr1I0gSLAIVaRkurG4Krpx2YJ9QDsOmTTThmYeJBmhjgUXbvwVN4KKuPU X3Al+jOljoa0HLhzOuZd773EjzqRC6MuYm19YXFpOpTMrq2vrG+bmVk2GsSC0SkIeioaLJeUsoFXFFKeNSFDsu 5zW3d750K9fUyFZGFyqfkRtH3cC5jGClZYcc6/ioKujnHTQMcRO4RDewlbo0w52EutUDRwzi/JoBDhLrAnJlnZu vtN3z2dlx/xstUMS+zRQhGMpmxaKlJ1goRjhdJBpxZJGmPRwhzY1DbBPpZ2M/hjAA620oRcKXYGCI/X3RIJ9Kfu +qzt9rLpy2huK/3nNWHlFO2FBFCsakPEiL+ZQhXAYCmwzQYnifU0wEUzfCkkXC0yUji6jQ7CmX54ltULeQnmrot MogjFSYBfsgxywwAkogQtQBlVAwD14BC/g1Xgwnow3433cOmdMZrbBHxgfP7OGmkQ=</latexit><latexit sha1_base64="VP0gU6H6eVaYp/yCuTBkfe swCIY=">AAACB3icbVDLSgMxFM34bOtr1I0gSLAIVaRkurG4Krpx2YJ9QDsOmTTThmYeJBmhjgUXbvwVN4KKuPU X3Al+jOljoa0HLhzOuZd773EjzqRC6MuYm19YXFpOpTMrq2vrG+bmVk2GsSC0SkIeioaLJeUsoFXFFKeNSFDsu 5zW3d750K9fUyFZGFyqfkRtH3cC5jGClZYcc6/ioKujnHTQMcRO4RDewlbo0w52EutUDRwzi/JoBDhLrAnJlnZu vtN3z2dlx/xstUMS+zRQhGMpmxaKlJ1goRjhdJBpxZJGmPRwhzY1DbBPpZ2M/hjAA620oRcKXYGCI/X3RIJ9Kfu +qzt9rLpy2huK/3nNWHlFO2FBFCsakPEiL+ZQhXAYCmwzQYnifU0wEUzfCkkXC0yUji6jQ7CmX54ltULeQnmrot MogjFSYBfsgxywwAkogQtQBlVAwD14BC/g1Xgwnow3433cOmdMZrbBHxgfP7OGmkQ=</latexit><latexit sha1_base64="J9/wdr+5cJGx70tkTcLQXs d96HQ=">AAACB3icbVDLSgMxFM3UV62vUZeCBItQRUqmG4urghuXLdgHtOOQSTNtaCYzJBmhjN258VfcuFDErb/ gzr8xbWehrQcuHM65l3vv8WPOlEbo28qtrK6tb+Q3C1vbO7t79v5BS0WJJLRJIh7Jjo8V5UzQpmaa004sKQ59T tv+6Hrqt++pVCwSt3ocUzfEA8ECRrA2kmcfNzx0d15SHrqA2KucwQfYi0I6wF7qXOmJZxdRGc0Al4mTkSLIUPfs r14/IklIhSYcK9V1UKzdFEvNCKeTQi9RNMZkhAe0a6jAIVVuOvtjAk+N0odBJE0JDWfq74kUh0qNQ990hlgP1aI 3Ff/zuokOqm7KRJxoKsh8UZBwqCM4DQX2maRE87EhmEhmboVkiCUm2kRXMCE4iy8vk1al7KCy00DFWjWLIw+OwA koAQdcghq4AXXQBAQ8gmfwCt6sJ+vFerc+5q05K5s5BH9gff4AcRSXGQ==</latexit>
E[maxa2As0 Q
⇤
0(s0, a)|!1:t]
<latexit sha1_base64="wgFSbcklp/UUZJnHayAl8 xI4kzE=">AAACUnicdZJdSyMxFIbTqrvdrq5VL/cmWBeqSMkIq9UrF1nw0oKtwsw4nEnTNpjJDElGLHF+o7Dsz f4Qb7xwTb/wg90DgYf3PTnJOUmcCa4NIX9K5YXFpQ8fK5+qn5dXvqzW1ta7Os0VZR2ailRdxqCZ4JJ1DDeCXWa KQRILdhFfn4z9ixumNE/luRllLExgIHmfUzBOimp8ywaTKr4axKH1mmQSu+QFvhPvcN8rggTMMI7tz8LHjm8jC zjgEv+IrI5IUeB2RK52Go53MWzjOxykCRtAZL0jUxThVlSrz6tj8gLT6nhu1dEszqLar6CX0jxh0lABWvseyUx oQRlOBSuqQa5ZBvQaBsx3KCFhOrSTZgr8zSk93E+VW9Lgifp6h4VE61ESu8xxX/q9Nxb/5fm56bdCy2WWGybp9 KB+LrBJ8Xi+uMcVo0aMHABV3N0V0yEooMa9QvX1EP4P3b2mR5pee69+3JqNo4K+ok3UQB46QMfoFJ2hDqLoHj 2gJ/S39Lv0WHa/ZJpaLs32bKA3UV5+Br6rroc=</latexit><latexit sha1_base64="wgFSbcklp/UUZJnHayAl8 xI4kzE=">AAACUnicdZJdSyMxFIbTqrvdrq5VL/cmWBeqSMkIq9UrF1nw0oKtwsw4nEnTNpjJDElGLHF+o7Dsz f4Qb7xwTb/wg90DgYf3PTnJOUmcCa4NIX9K5YXFpQ8fK5+qn5dXvqzW1ta7Os0VZR2ailRdxqCZ4JJ1DDeCXWa KQRILdhFfn4z9ixumNE/luRllLExgIHmfUzBOimp8ywaTKr4axKH1mmQSu+QFvhPvcN8rggTMMI7tz8LHjm8jC zjgEv+IrI5IUeB2RK52Go53MWzjOxykCRtAZL0jUxThVlSrz6tj8gLT6nhu1dEszqLar6CX0jxh0lABWvseyUx oQRlOBSuqQa5ZBvQaBsx3KCFhOrSTZgr8zSk93E+VW9Lgifp6h4VE61ESu8xxX/q9Nxb/5fm56bdCy2WWGybp9 KB+LrBJ8Xi+uMcVo0aMHABV3N0V0yEooMa9QvX1EP4P3b2mR5pee69+3JqNo4K+ok3UQB46QMfoFJ2hDqLoHj 2gJ/S39Lv0WHa/ZJpaLs32bKA3UV5+Br6rroc=</latexit><latexit sha1_base64="wgFSbcklp/UUZJnHayAl8 xI4kzE=">AAACUnicdZJdSyMxFIbTqrvdrq5VL/cmWBeqSMkIq9UrF1nw0oKtwsw4nEnTNpjJDElGLHF+o7Dsz f4Qb7xwTb/wg90DgYf3PTnJOUmcCa4NIX9K5YXFpQ8fK5+qn5dXvqzW1ta7Os0VZR2ailRdxqCZ4JJ1DDeCXWa KQRILdhFfn4z9ixumNE/luRllLExgIHmfUzBOimp8ywaTKr4axKH1mmQSu+QFvhPvcN8rggTMMI7tz8LHjm8jC zjgEv+IrI5IUeB2RK52Go53MWzjOxykCRtAZL0jUxThVlSrz6tj8gLT6nhu1dEszqLar6CX0jxh0lABWvseyUx oQRlOBSuqQa5ZBvQaBsx3KCFhOrSTZgr8zSk93E+VW9Lgifp6h4VE61ESu8xxX/q9Nxb/5fm56bdCy2WWGybp9 KB+LrBJ8Xi+uMcVo0aMHABV3N0V0yEooMa9QvX1EP4P3b2mR5pee69+3JqNo4K+ok3UQB46QMfoFJ2hDqLoHj 2gJ/S39Lv0WHa/ZJpaLs32bKA3UV5+Br6rroc=</latexit><latexit sha1_base64="wgFSbcklp/UUZJnHayAl8 xI4kzE=">AAACUnicdZJdSyMxFIbTqrvdrq5VL/cmWBeqSMkIq9UrF1nw0oKtwsw4nEnTNpjJDElGLHF+o7Dsz f4Qb7xwTb/wg90DgYf3PTnJOUmcCa4NIX9K5YXFpQ8fK5+qn5dXvqzW1ta7Os0VZR2ailRdxqCZ4JJ1DDeCXWa KQRILdhFfn4z9ixumNE/luRllLExgIHmfUzBOimp8ywaTKr4axKH1mmQSu+QFvhPvcN8rggTMMI7tz8LHjm8jC zjgEv+IrI5IUeB2RK52Go53MWzjOxykCRtAZL0jUxThVlSrz6tj8gLT6nhu1dEszqLar6CX0jxh0lABWvseyUx oQRlOBSuqQa5ZBvQaBsx3KCFhOrSTZgr8zSk93E+VW9Lgifp6h4VE61ESu8xxX/q9Nxb/5fm56bdCy2WWGybp9 KB+LrBJ8Xi+uMcVo0aMHABV3N0V0yEooMa9QvX1EP4P3b2mR5pee69+3JqNo4K+ok3UQB46QMfoFJ2hDqLoHj 2gJ/S39Lv0WHa/ZJpaLs32bKA3UV5+Br6rroc=</latexit>
 
<latexit sha1_base64="ACHDpLW4tP cTd28aSMkb5AmXStE=">AAACFnicdVDLSgMxFM3UV62vUZdugkVwoSUjPndFNy 4r2AfMDCWTZtrQTGZIMkIZ+hVu/BU3LhRxK+78G9NppVX0QOBwzrk3lxMknCmN0 KdVmJtfWFwqLpdWVtfWN+zNrYaKU0loncQ8lq0AK8qZoHXNNKetRFIcBZw2g/7 VyG/eUalYLG71IKF+hLuChYxgbaS2fZh5+RJXdgM/cyooxwGakhPkXJw6Qy9RbN i2y98RiKZkHIHfVhlMUGvbH14nJmlEhSYcK+U6KNF+hqVmhNNhyUsVTTDp4y51 DRU4osrP8ouGcM8oHRjG0jyhYa7OTmQ4UmoQBSYZYd1Tv72R+Jfnpjo89zMmklR TQcYfhSmHOoajjmCHSUo0HxiCiWTmVkh6WGKiTZOl2RL+J42jioMqzs1xuXo5qa MIdsAu2AcOOANVcA1qoA4IuAeP4Bm8WA/Wk/VqvY2jBWsysw1+wHr/AvQPm3M= </latexit><latexit sha1_base64="ACHDpLW4tP cTd28aSMkb5AmXStE=">AAACFnicdVDLSgMxFM3UV62vUZdugkVwoSUjPndFNy 4r2AfMDCWTZtrQTGZIMkIZ+hVu/BU3LhRxK+78G9NppVX0QOBwzrk3lxMknCmN0 KdVmJtfWFwqLpdWVtfWN+zNrYaKU0loncQ8lq0AK8qZoHXNNKetRFIcBZw2g/7 VyG/eUalYLG71IKF+hLuChYxgbaS2fZh5+RJXdgM/cyooxwGakhPkXJw6Qy9RbN i2y98RiKZkHIHfVhlMUGvbH14nJmlEhSYcK+U6KNF+hqVmhNNhyUsVTTDp4y51 DRU4osrP8ouGcM8oHRjG0jyhYa7OTmQ4UmoQBSYZYd1Tv72R+Jfnpjo89zMmklR TQcYfhSmHOoajjmCHSUo0HxiCiWTmVkh6WGKiTZOl2RL+J42jioMqzs1xuXo5qa MIdsAu2AcOOANVcA1qoA4IuAeP4Bm8WA/Wk/VqvY2jBWsysw1+wHr/AvQPm3M= </latexit><latexit sha1_base64="ACHDpLW4tP cTd28aSMkb5AmXStE=">AAACFnicdVDLSgMxFM3UV62vUZdugkVwoSUjPndFNy 4r2AfMDCWTZtrQTGZIMkIZ+hVu/BU3LhRxK+78G9NppVX0QOBwzrk3lxMknCmN0 KdVmJtfWFwqLpdWVtfWN+zNrYaKU0loncQ8lq0AK8qZoHXNNKetRFIcBZw2g/7 VyG/eUalYLG71IKF+hLuChYxgbaS2fZh5+RJXdgM/cyooxwGakhPkXJw6Qy9RbN i2y98RiKZkHIHfVhlMUGvbH14nJmlEhSYcK+U6KNF+hqVmhNNhyUsVTTDp4y51 DRU4osrP8ouGcM8oHRjG0jyhYa7OTmQ4UmoQBSYZYd1Tv72R+Jfnpjo89zMmklR TQcYfhSmHOoajjmCHSUo0HxiCiWTmVkh6WGKiTZOl2RL+J42jioMqzs1xuXo5qa MIdsAu2AcOOANVcA1qoA4IuAeP4Bm8WA/Wk/VqvY2jBWsysw1+wHr/AvQPm3M= </latexit><latexit sha1_base64="ACHDpLW4tP cTd28aSMkb5AmXStE=">AAACFnicdVDLSgMxFM3UV62vUZdugkVwoSUjPndFNy 4r2AfMDCWTZtrQTGZIMkIZ+hVu/BU3LhRxK+78G9NppVX0QOBwzrk3lxMknCmN0 KdVmJtfWFwqLpdWVtfWN+zNrYaKU0loncQ8lq0AK8qZoHXNNKetRFIcBZw2g/7 VyG/eUalYLG71IKF+hLuChYxgbaS2fZh5+RJXdgM/cyooxwGakhPkXJw6Qy9RbN i2y98RiKZkHIHfVhlMUGvbH14nJmlEhSYcK+U6KNF+hqVmhNNhyUsVTTDp4y51 DRU4osrP8ouGcM8oHRjG0jyhYa7OTmQ4UmoQBSYZYd1Tv72R+Jfnpjo89zMmklR TQcYfhSmHOoajjmCHSUo0HxiCiWTmVkh6WGKiTZOl2RL+J42jioMqzs1xuXo5qa MIdsAu2AcOOANVcA1qoA4IuAeP4Bm8WA/Wk/VqvY2jBWsysw1+wHr/AvQPm3M= </latexit>
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EQ⇤0(s0, a0)|!1:t
<latexit sha1_base64="VT2v5Jd4+X1j2yhlXdjt3XCj9Gg=">AAACEnicbVDLSgMxFL1TX7W+qm4EN8EitCI l48biqiCCyxbsA9o6ZNJMG5p5kGSEOvYb3Pgrblwo4taVO8GPMX0stHogcDjnXm7OcSPBlcb400otLC4tr6RXM2vrG5tb2e2dugpjSVmNhiKUTZcoJnjAapprwZqRZMR3BWu4g/Ox37hhUvEwuNLDiHV80gu4xynRRnKyhbZPdN91 k4sRqjr4+iivHHyMiIML6A61Q5/1iJPYZ3rkZHO4iCdAf4k9I7ny3u0XGFSc7Ee7G9LYZ4GmgijVsnGkOwmRmlPBRpl2rFhE6ID0WMvQgPhMdZJJpBE6NEoXeaE0L9Boov7cSIiv1NB3zeQ4gJr3xuJ/XivWXqmT8CCKNQvo9JAXC 6RDNO4HdblkVIuhIYRKbv6KaJ9IQrVpMWNKsOcj/yX1k6KNi3bVtFGCKdKwDweQBxtOoQyXUIEaULiHR3iGF+vBerJerbfpaMqa7ezCL1jv3ysvnVo=</latexit><latexit sha1_base64="gKLQn9ECmX/7F5JF9DbHzlpa+xs=">AAACEnicbVDLSgMxFM3UV1tfVTeCm2ARWpG ScWNxVRTBZQv2Ae04ZNK0hmYeJBmhjgP+gRu/RHDjQhG3rtwJfoyZtgttPRA4nHMvN+c4AWdSIfRlpObmFxaX0pns8srq2npuY7Mh/VAQWic+90XLwZJy5tG6YorTViAodh1Om87gNPGb11RI5nsXahhQy8V9j/UYwUpLdq7YcbG6 cpzoLIY1G13uF6SNDiC2URHewo7v0j62I/NYxXYuj0poBDhLzAnJV7ZvvjN3jydVO/fZ6fokdKmnCMdStk0UKCvCQjHCaZzthJIGmAxwn7Y19bBLpRWNIsVwTytd2POFfp6CI/X3RoRdKYeuoyeTAHLaS8T/vHaoemUrYl4QKuqR8 aFeyKHyYdIP7DJBieJDTTARTP8VkissMFG6xawuwZyOPEsahyUTlcyabqMMxkiDHbALCsAER6ACzkEV1AEB9+AJvIBX48F4Nt6M9/FoypjsbIE/MD5+ACibntc=</latexit><latexit sha1_base64="gKLQn9ECmX/7F5JF9DbHzlpa+xs=">AAACEnicbVDLSgMxFM3UV1tfVTeCm2ARWpG ScWNxVRTBZQv2Ae04ZNK0hmYeJBmhjgP+gRu/RHDjQhG3rtwJfoyZtgttPRA4nHMvN+c4AWdSIfRlpObmFxaX0pns8srq2npuY7Mh/VAQWic+90XLwZJy5tG6YorTViAodh1Om87gNPGb11RI5nsXahhQy8V9j/UYwUpLdq7YcbG6 cpzoLIY1G13uF6SNDiC2URHewo7v0j62I/NYxXYuj0poBDhLzAnJV7ZvvjN3jydVO/fZ6fokdKmnCMdStk0UKCvCQjHCaZzthJIGmAxwn7Y19bBLpRWNIsVwTytd2POFfp6CI/X3RoRdKYeuoyeTAHLaS8T/vHaoemUrYl4QKuqR8 aFeyKHyYdIP7DJBieJDTTARTP8VkissMFG6xawuwZyOPEsahyUTlcyabqMMxkiDHbALCsAER6ACzkEV1AEB9+AJvIBX48F4Nt6M9/FoypjsbIE/MD5+ACibntc=</latexit><latexit sha1_base64="TAL2G1OfLz1/IPpOgY/wKV20mj0=">AAACEnicbVDLSgMxFM3UV62vUZdugkVoRUr GjcVVQQSXLdgHdMYhk2ba0MyDJCOUsd/gxl9x40IRt67c+Tdm2llo64HA4Zx7uTnHizmTCqFvo7Cyura+UdwsbW3v7O6Z+wcdGSWC0DaJeCR6HpaUs5C2FVOc9mJBceBx2vXGV5nfvadCsii8VZOYOgEehsxnBCstuWbVDrAaeV56 PYUtF92dVqSLziB2URU+QDsK6BC7qXWppq5ZRjU0A1wmVk7KIEfTNb/sQUSSgIaKcCxl30KxclIsFCOcTkt2ImmMyRgPaV/TEAdUOuks0hSeaGUA/UjoFyo4U39vpDiQchJ4ejILIBe9TPzP6yfKrzspC+NE0ZDMD/kJhyqCWT9ww AQlik80wUQw/VdIRlhgonSLJV2CtRh5mXTOaxaqWS1UbtTzOorgCByDCrDABWiAG9AEbUDAI3gGr+DNeDJejHfjYz5aMPKdQ/AHxucP5hqbrA==</latexit>
EQ⇤0(s0, a1)|!1:t
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Figure 2: Graphical illustration dynamic (ψn) and static (φn) value functions for n = 2. We ignore immediate rewards and the
discounting for simplicity. In Panel A, dynamic values (given by ψ2) are obtained by calculating the expected maximum of all
state-action values (given by Q∗0) lying 2-steps away. Whereas, the static values (given by φ2) are obtained by calculating the
maximum of expectations of state-action values, as shown in Panel B.
where α := arg maxa f(sρ, a|ω1:t) and f is a value function
as before.
The difference between this and Definition 3 is that the
second term in VOC′ conditions f also on Ω1:k. This might
seems intuitively correct. VOC′ is positive if and only if
the policy at sρ changes with some probability, that is,
P (arg maxa∈Asρ f(sρ, a|ω1:tΩ1:k) 6= α) > 0. However,
this approach can be too myopic as it often takes multiple
computations for the policy to change (Hay et al. 2012).
Note that, this is particularly troublesome for static values
(f = φn), which commonly arise in methods such as UCT
that estimate mean returns of rollouts.
Proposition 4. VOC′(φn)-greedy is neither one-step opti-
mal nor asymptotically optimal.
By contrast, dynamic value functions escape this problem.
Proposition 5. For any ω1:k and ω1:t we have
VOC′ψn(sρ, ω1:k|ω1:t) = VOCψn(sρ, ω1:k|ω1:t).
Value of Computation in MCTS
We now introduce a MCTS method based on VOC-
greedy policies we introduced. For this, as done in other
information/computation-value-based MCTS methods (Hay
et al. 2012; Tolpin and Shimony 2012), we utilize UCT as
a “base” policy—meaning we call UCT as a subroutine to
draw samples from leaf nodes. Because UCT is adaptive,
these samples will be drawn from a non-stationary stochas-
tic process in practice; yet, we will treat them as being i.i.d.
.
We introduce the model informally, and provide the exact
formulas and a pseudocode in the Appendix. We assume no
discounting, i.e., γ = 1, and zero immediate rewards within
n steps of the root node for simplicity here, though as we
show in the Appendix, the results trivially generalize.
We assume Q∗0 ∼ N (µ0,Σ0) where µ0 is a prior mean
vector and Σ0 is a prior covariance matrix. We assume both
these quantities are known—but it is possible to also assume
a Wishart prior over Σ0 or to employ optimization methods
from the Gaussian process literature (e.g., maximizing the
likelihood function via gradient descent). We assume com-
putations return evaluations of Q∗0 with added Normal noise
with known parameters. Then, the posterior value function
Q∗0|ω1:t can be computed in O(t) for an isotropic prior co-
variance, in O(tm2) using recursive update rules for multi-
variate Normal priors , where m = |Q∗0| is the number of
leaf nodes, or in O(t3) using Gaussian process priors. We
omit the exact form of the posterior distribution here as it is
a standard result.
For computing the VOC(φn)-greedy policy we need
to evaluate how the expected values at the leaves
change with a candidate computation ω = (s, a), i.e.,
EΩ[EQ∗0 |ω1:tΩ[Q
∗
0|ω1:tΩ]] where Ω = (ω,Oωt+1). Note that,
Oωt+1 conditioned on ω1:t, gives the posterior predictive
distribution for rollout returns from (s, a), and is normally
distributed. Thus, EQ∗0 |ω1:tΩ[Q
∗
0|ω1:tΩ] is a multivariate ran-
dom Normal variable of dimensionm. The maximum of this
variable, i.e. maxEQ∗0 |ω1:tΩ[Q
∗
0|ω1:tΩ], is a piecewise linear
function in Oωt+1 and thus its expectation can be computed
exactly in O(m2 logm) as shown in Frazier, Powell, and
Dayanik (2009). If an isotropic prior covariance is assumed,
the computations simplify greatly as VOCφn reduces to the
expectation of a truncated univariate normal distribution,
can be computed in O(1) given the posterior distributions
and the leaf node with the highest expected value. If the
transitions are stochastic, then the same method can be uti-
lized whether the covariance is isotropic or anisotropic, with
an extra averaging step over transition probabilities at each
node, increasing the computational costs.
Computing the VOC(ψn)-policy is much harder on the
other hand, even for a deterministic state-transition func-
tion, because we need to calculate the expected maximum of
possibly correlated random variables, E[maxQ∗0|ω1:t]. One
could resort to Monte Carlo sampling. Alternatively, assum-
ing an isotropic prior over leaf values, we can obtain the fol-
lowing by adapting a bound on expected maximum of ran-
dom variables (Lai and Robbins 1976; M. Ross 2010):
E[maxQ∗0|ω1:t] ≤ λsρt := c+
∑
(s′,a′)∈Γn(sρ)
[
(σs′a′t)
2Fs′a′t(c)
+ (µs′a′t − c)[1− Fs′a′t(c)]
]
where µs′a′t and σs′a′t are posterior mean and variances,
that is Q∗0(s
′, a′)|ω1:t ∼ N (µs′a′t, (σs′a′t)2) , Fs′a′t is the
CDF of Q∗0(s
′, a′)|ω1:t, and c is a real number. The tightest
bound is realized for a c that satisfies
∑
(s′,a′)∈Γn(sρ)[1 −
Fs′a′t(c)] = 1, which can be found by root-finding methods.
The critical question is then how λsρt changes with an ad-
ditional sample from (s′, a′). For this, we use the local sen-
sitivity, ∂λsρt/∂ns′a′t as a proxy, where ns′a′t is the num-
ber of samples drawn from (s′, a′) until time t. We give the
closed form equation for this partial derivative along with
some of its additional properties in the Appendix. Then we
can approximately compute the VOC(ψn)-greedy policy by
choosing the computation that maximizes the magnitude of
∂λsρt/∂ns′a′t. This approach only works if state-transitions
are deterministic as it enables us to collapse the root action
values into a single max of leaf values. If the state transi-
tions are stochastic, this is no longer possible as averaging
over state transitions probabilities is required. Alternatively,
one can sample deterministic transition functions and aver-
age ∂λsρt/∂ns′a′t over the samples as an approximation.
Our VOC-greedy MCTS methods address important lim-
itations of VOC′-based methods (Tolpin and Shimony 2012;
Hay et al. 2012). VOC-greedy does not suffer from the early
stopping problem that afflicts VOC′-based. It is also less
myopic in the sense that it can incorporate the impact of
computations that may be performed in the future if dy-
namic value functions are utilized. Lastly, our proposal ex-
tends VOC calculations to non-root actions, as determined
by n.
Experiments
We compare the VOC-greedy policies against UCT (Kocsis
and Szepesva´ri 2006), VOI-based (Hay et al. 2012), Bayes
UCT (Tesauro, Rajan, and Segal 2010), and Thompson sam-
pling for MCTS (DNG-MCTS) (Bai, Wu, and Chen 2013) in
two different environments: bandit-trees and peg solitaire.
Bayes UCT computes approximate posterior action val-
ues and uses a rule similar to UCT to select child nodes.
DNG-MCTS also estimates the posterior action values but
instead utilizes Thompson sampling recursively down the
tree. We use the same conjugate Normal prior structure
for the Bayesian algorithms: VOC-greedy, Bayes UCT, and
DNG-MCTS4. The prior and the noise parameters are tuned
for each method via grid search using the same number of
evaluations, as well as the exploration parameters of UCT
and VOI-based.
VOI-based, VOC-greedy, and Bayes UCT are hybrid
methods, using one set of rules for the top of the search
4In the original paper (Bai, Wu, and Chen 2013), the authors use
Dirichlet-Normal-Gamma priors, but we resort to Normal priors to
preserve consistency among all the Bayesian policies.
tree and UCT for the rest. We refer to this top part of the
tree as the partial search tree (PST). By construction, VOI-
based utilizes a PST of height 1. We implement the latter
two methods using PSTs of height 4 in bandit-trees and of 2
in peg solitaire. These heights are determined based on the
branching factors of the environments and the total compu-
tation budgets, such that each leaf node is sampled a few (5-
8) times on average. For the experiments we explain next,
we tune the hyperparameters of all the policies using grid
search.
Bandit-trees
The first environment in which we evaluate the MCTS poli-
cies is an MDP composed of a complete binary tree of height
d, similar to the setting presented in Tolpin and Shimony
(2012) but with a deeper tree structure and stochastic tran-
sitions. The leaves of the tree are noisy “bandit arms” with
unknown distributions. Agents perform “computations” to
draw samples from the arms, which is analogous to per-
forming rollouts for evaluating leaf values in MCTS. At each
state, the agents select an action fromA = {LEFT,RIGHT}
(denoting the desired subtree of height d− 1) and transition
there with probability .75 and to the other subtree with prob-
ability .25. In Figure 3, we illustrate a bandit tree of height
3.
Figure 3: A bandit tree of height 3. Circles denote states, and
squares denote bandit arms.
At each time step t, agents sample one of the arms, and
update their value estimates at the root state sρ. We measure
the simple objective5 regret at state sρ at t, which we define
as maxa∈AQ∗(sρ, a) − Q∗(sρ, pit(sρ)), for a deterministic
policy pit : sρ → A which depends on the knowledge state
acquired by performing t many computations.
We sample the rewards of the bandit arms from a mul-
tivariate Normal distribution, where the covariance is ob-
tained either from a radial basis function or from a white
noise kernel. The noise of arms/computations follow an i.i.d.
Normal distribution. We provide the exact environment pa-
rameters in the Appendix.
Figure 4.a shows the results in the case with correlated
bandit arms. These correlations are exploited in our imple-
mentation of VOC(φn)-greedy (via an anisotropic Normal
prior over the leaf values of the PST). Note that, we aren’t
able to incorporate this extra assumption in other Bayesian
methods. Bayes UCT utilizes a specific approximation for
5We call it objective regret because it is based on the ground
truth (Q∗) as opposed to Bayesian regret, which is based on the
estimates of the ground-truth.
propagating values up the tree. Thompson sampling would
require a prior over all state-actions in the environment
which is complicated due to the parent-child dependency
among the nodes as well as computationally prohibitive. Be-
cause computing the VOC(ψn)-greedy policy is very expen-
sive if state transitions are stochastic, we only implement
VOC(φn)-greedy for this environment, but implement both
for the next environment.
We see that VOC(φn)-greedy outperforms all other meth-
ods. Note that this is a low-sample density setting: there are
27 = 128 bandit arms and each arm gets sampled on aver-
age once as the maximum budget (see x-axis) is 128 as well.
This is why many of the policies do not seem to have con-
verged to the optimal solution. The outstanding performance
of VOC(φn)-greedy is partially due to its ability of exploit-
ing correlations. In order to control for this, Figure 4b shows
the results in a case in which the bandit rewards are actually
uncorrelated (i.e., sampled from an isotropic Normal distri-
bution). As we can see VOC(φn)-greedy and Bayes UCT
performs equally well, and better than the other policies.
This implies that the good performance of VOC(φn)-greedy
does not depend wholly on its ability to exploit the correla-
tional structure.
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(a) Bandit-trees with correlated bandit arms.
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(b) Bandit-trees with uncorrelated bandit arms.
Figure 4: Mean regret as a function of the computation bud-
get for bandit-trees with correlated (panel a) uncorrelated
(panel b) expected bandit rewards, averaged over 10k and
5k random bandit reward seeds respectively.
Peg solitaire
Peg solitaire—also known as Solitaire, Solo, or Solo
Noble—is a single-player board game, where the objective
for our purposes is to remove as many pegs as possible from
the board by making valid moves. We use a 4×4 board, with
9 pegs randomly placed.
In the implementation of VOC-greedy policies, we as-
sume an anisotropic prior over the leaf nodes. As shown
in Figure 5, VOC(φn)-greedy has the best performance for
small budget ranges, which is in line with our intuition as φn
is a more accurate valuation of action values for small com-
putation budgets. For large budgets, we see that VOC(ψn)-
greedy performs as well as Thompson sampling, and better
than the rest.
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Figure 5: The average number of pegs remaining on the
board as a function of the computation budget, averaged over
200 random seeds. The bars denote the mean squared errors.
Discussion
This paper offers principled ways of assigning values to ac-
tions and computations in MCTS. We address important lim-
itations of existing methods by extending computation val-
ues to non-immediate actions while accounting for the im-
pact of non-immediate future computations. We show that
MCTS methods that greedily maximize computation val-
ues have desirable properties and are more sample-efficient
in practice than many popular existing methods. The major
drawback of our proposal is that computing VOC-greedy
policies might be expensive, and may only worth doing so if
rollouts (i.e., environment simulations) are computationally
expensive.
Practical applications aside, we believe that the study of
computation values might provide tools for a better under-
standing of MCTS policies, for instance, by providing no-
tions of regret and optimality for computations similar to
what already exists for actions (i.e., Q∗).
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Appendix
Value of Computation in MCTS
If the state transition function is deterministic, then static
and dynamic value computations simplify greatly:
ψn(s, a|ω1:t) = E
[
max
(s′,a′)∈Γn(s)
Z(s′, a′|ω1:t)
]
(3)
φn(s, a|ω1:t) = max
(s′,a′)∈Γn(s)
E [Z(s′, a′|ω1:t)] , (4)
where Z(s′, a′|ω1:t) := r1 + γr2 + γ2r3 + · · · +
γn(Q∗0(s
′, a′)|ω1:t), is the posterior leaf values scaled by γn
and shifted by the discounted immediate rewards (ri) along
the path from s to s′.
In this ‘flat’ case, VOC(φn)-greedy policy is equivalent
to a knowledge gradient policy, details of which can be
found in Frazier, Powell, and Dayanik; Ryzhov, Powell, and
Frazier (2009; 2012) for either isotropic or anisotropic Nor-
malQ∗0. On the other hand, VOC(ψn)-greedy policy has not
been studied to the best of our knowledge. Computing the
expected maximum of random variables is generally hard,
which is required for ψn. Below, we offer a novel approxi-
mation to remedy this problem.
Computing VOC(ψn) We utilize a bound (Lai and Rob-
bins 1976) that enables us to get a handle onψn. This asserts,
ψn(s, a|ω1:t) ≤ c+
∑
(s′,a′)∈Γn(s)
∫ ∞
c
[1− Fs′a′t(x)] dx
for any c ∈ R, where Fs′a′t is the CDF of Z(s′, a′|ω1:t).
This bound does not assume independence and holds for any
correlation structure by assuming the worst case. Further-
more, the inequality is true for all c. However, the tightest
bound is obtained by differentiating the RHS with respect
to c, and setting its derivative to zero, which in turn yields∑
(s′,a′)∈Γn(s) [1− Fs′a′t(c)] = 1 Thus, the optimizing c
can be obtained via line search methods.
If Z(·, ·|ω1:t) is distributed according to a multivariate
(isotropic or anisotropic) Normal distribution, then we can
eliminate the integral (M. Ross 2010):
ψn(s, a|ω1:t) ≤ λsat := c+
∑
(s′,a′)∈Γn(sρ)
[
(σs′a′t)
2Fs′a′t(c)
+ (µs′a′t − c)[1− Fs′a′t(c)]
]
where µs′a′t and σ2s′a′t are posterior mean and variances,
that is Z∗(s′, a′|ω1:t) ∼ N (µs′a′t, (σs′a′t)2).
If we further assume an isotropic Normal prior with mean
µs′a′0 and scale σs′a′0, and observation noise i ∼ N (0, σ2)
i.i.d. for i = 1, 2, . . . , t, then we get the posterior mean and
scale as
µs′a′t =
ns′a′toˆs′a′t/σ
2 + µs′a′0/σ
2
s′a′t
ns′a′t/σ2 + 1/σ2s′a′t
,
σs′a′t = ns′a′t/σ
2
s′a′t + 1/σ
2 ,
where oˆs′a′t is the mean trajectory rewards obtained from
(s′, a′) and ns′a′t is the number of times a sample is drawn
from (s′, a′). Then keeping c fixed, we can estimate the
“sensitivity” of λsat with respect to an additional sample
from (s′, a′) with
∂λsat
∂ns′a′t
=
∂λsat
∂σs′a′t
dσs′a′t
dns′a′t
+
∂λsat
∂µs′a′t
dµs′a′t
dns′a′t
.
where
∂λsat
∂σs′a′t
=
1√
2pi
exp
(
− (µs′a′t − c)2
2 (σs′a′t)
2
)
dσs′a′t
dns′a′t
= − σσ
3
sa0
2 (ns′a′tσ2sa0 + σ
2)
3
2
∂λsat
∂µs′a′t
=
1
2
(
1 + erf
(√
2 (µs′a′t − c)
2σs′a′t
))
dµs′a′t
dns′a′t
=
σ2σ2sa0 (−µsa0 + oˆs′a′t)
(ns′a′t)2σ4sa0 + 2ns′a′tσ
2σ2sa0 + σ
4
.
We can then compute and utilize ∂λsat/∂ns′a′t as a proxy
for the expected change in λsat. Because λsat is an up-
per bound, we find that this scheme works the best when
the priors are optimistic, that is µsa0 is large. In fact,
as long as the prior mean is larger than the empirical
mean, µsa0 > oˆs′a′t, we have ∂λsat/∂ns′a′t < 0. Then
we can safely choose the best leaf to sample from via
arg min(s′,a′)∈Γn(s) [maxa∈As λsat]. We use this scheme
when implementing VOC(ψn)-greedy in peg solitaire and
confirmed that the results are nearly indistinguishable from
calculating VOC(ψn)-greedy by drawing Monte Carlo sam-
ples in terms of the resulting regret curves.
VOC-greedy algorithm
We provide the pseudocode for VOC-greedy MCTS policy
in Algorithm 1. Throughout our analysis of this policy, we
assume an infinite computation budget B.
Time complexities Computational complexity of VOC-
greedy methods depend on a variety of factors, including
the prior distribution of the leaf values, stochasticity, use of
static vs dynamic values. Here, we discuss the time com-
plexity of computing the VOC(φ)-greedy policy with a con-
jugate Normal prior (with known variance) in MDPs with
deterministic transitions.
The posterior values can be updated incrementally in con-
stant time if the prior is isotropic Normal and in O(m2) if it
is anisotropic, where m is the number of leaf nodes (Barber
2012). Given the posterior distributions, the value of a com-
putation can be computed in O(m) in the isotropic case and
in O(m2 logm) in the anisotropic case. We refer the reader
to (Frazier, Powell, and Dayanik 2009) for further details, as
the analysis done for bandits with correlated Normal arms
do apply directly.
Proofs
Proof of Proposition 1 Let us consider the “base case” of
n = 1 and define a higher-order function g, capturing the
1-step Bellman optimality equation for a state-action (s, a):
g(h) :=
∑
s′
Pass′
[
Rass′ + γmax
a′
h(s′, a′)
]
.
Algorithm 1: VOC(φn/ψn)-greedy for MCTS
Input: Current state sρ
Input: Maximum computation budget B
Output: Selected action α to perform
1 Create a partial search graph/tree by expanding state s
for n steps ;
2 Initialize the leaf set Γn(sρ) ;
3 Initialize a partial function U , that maps states to UCT
trees ;
4 t← 0 ;
5 ω1:t ←  ; /* empty sequence */
6 repeat
7 (s∗, a∗) = arg maxω VOCφn/ψn(sρ, ω|ω1:t) ;
8 s† ∼ Pa∗s∗· ;
9 if U(s†) is not defined then
10 Initialize a UCT-tree rooted at s† ;
11 Define U(s†), which maps to the UCT-tree
from the previous step ;
12 end
13 Obtain sample os∗a∗t by expanding U(s†) and
perform a roll-out ;
14 ωt+1 ← (s∗, a∗, os∗a∗t) ;
15 ω1:t+1 ← ω1:tωt+1 ;
16 t← t+ 1 ;
17 until maxω VOCφn/ψn(sρ, ω|ω1:t) < 0 or t ≥ B;
18 α = arg maxa∈Asρ φn/ψn(sρ, a|ω1:t) ;
Then φ1(s, a|ω1:t) = g(E[Q∗0|ω1:t]) and ψ1(s, a|ω1:t) =
E[g(Q∗0|ω1:t)]. Because g is a convex function, we have
ψ1(s, a|ω1:t) ≥ φ1(s, a|ω1:t) by Jensen’s inequality. We use
this to prove the upper bound in Proposition 1:
ψ1(s, a|ω1:t) = EΩ1:k [ψ1(s, a|ω1:tΩ1:k)]
≥ EΩ1:k [φ1(s, a|ω1:tΩ1:k)] ,
where the first inequality is due to Equation 1. For the lower
bound, we have
EΩ1:k [φ1(s, a|ω1:tΩ1:k)] = EΩ1:k [g(E[Q∗0|ω1:tΩ1:k])]
≥ g(EΩ1:k [E[Q∗0|ω1:tΩ1:k)]]
= g(E[Q∗0|ω1:t])
= φ1(s, a|ω1:t) .
These inequalities also holds for n > 1 for the same reasons.
We omit the proof.
Proof of Proposition 2 Let ω∗ denote the optimal candi-
date computation (of length 1), which minimizes Bayesian
simple regret in expectation in one-step. That is,
ω∗ := arg min
ω
EΩ[Rf (sρ, ω1:tΩ)]
where Ω := (ω,Oωt+1) is the closure corresponding to ω.
Then, we subtracting Rf (sρ, ω1:t), we get
ω∗ = arg min
ω
[EΩ[Rf (sρ, ω1:tΩ)]−Rf (sρ, ω1:t)] .
The first terms of the regrets cancel out
as EQ∗0 |ω1:t
[
maxa∈Asρ Υn(sρ, a|ω1:t)
]
=
EΩEQ∗0 |ω1:tΩ
[
maxa∈Asρ Υn(sρ, a|ω1:tΩ)
]
. Thus, we
end up with,
ω∗ = arg min
ω
[
−EΩ
[
max
a
f(sρ, a|ω1:tΩ)
]
+max
a
f(sρ, a|ω1:t)
]
,
or equivalenty ω∗ = arg maxω VOCf (sρ,Ω|ω1:t).
Proof of Proposition 4 Consider the following 2-step (i.e.,
n = 2) search tree shown in Figure 6. The deterministic tran-
sitions are shown with the arrows, each corresponding to an
action inA = {L,R}. The leaves are denoted with filled cir-
cles whose posterior values are given by Q∗0(·, ·)|ω1:t. The
root state is shown as sρ with its immediate successors as
s0 and s1. Assume γ = 1 and all shown actions yield 0 im-
mediate rewards. Finally, assume the posterior distribution
of the leaf values are as in Figure 6, and they are pairwise
independent.
Q⇤0(s0,L)|!1:t
⇠ N (0, 1)
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Figure 6: A search graph, where VOC′(φn)-greedy stops
early.
In this case, we can see that no single sample from the
leafs can result in a policy change at sρ since we would need
to sample both of the leaves of the left subtree at least once
for the policy at the root to change from L to R. Therefore,
VOC′φ2 is zero for all possible computations here, and thus
stops early, not achieving neither one-step nor asymptotic
optimality. In contrast, VOCφ2 is greater than zero for com-
putations concerning the left subtree.
Proof of Proposition 5 We need to show the equal-
ity of the second term in Equation 2 to the second
term of VOC as we defined in Definition 3. First ob-
serve that EΩ1:k [ψn(sρ, α|ω1:tΩ1:k)] = ψn(sρ, α|ω1:t).
Then, we can take the α out as ψn(sρ, α|ω1:t) =
maxa∈Asρ ψn(sρ, a|ω1:t), which is identical to the second
term of our VOC definition in Equation 2.
Bandit tree details
We utilizes trees of depth 3, where the agent transitions to
the desired sub-tree with probability .75. In the correlated
bandit arms case, the expected rewards of the arms are sam-
pled from N (1/2,Σ) i.i.d. at each trial, where Σ is the co-
variance matrix given by an RBF kernel with scale parame-
ter of 1 and the observation noise is sampled fromN (0, 0.1)
i.i.d. at each time step. In the uncorrelated case, the expected
rewards are sampled from U(0.45, 0.55) and the observation
noise is from N (0, 0.01). The former setting is designed to
be noisier to compensate for the extra information provided
by the correlations.
