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Abstract
The goal of these lectures is to present the few fundamentals of noncommu-
tative geometry looking around its spectral approach. Strongly motivated
by physics, in particular by relativity and quantum mechanics, Chamsed-
dine and Connes have defined an action based on spectral considerations,
the so-called spectral action.
The idea is to review the necessary tools which are behind this spectral
action to be able to compute it first in the case of Riemannian manifolds
(Einstein–Hilbert action). Then, all primary objects defined for manifolds
will be generalized to reach the level of noncommutative geometry via spec-
tral triples, with the concrete analysis of the noncommutative torus which
is a deformation of the ordinary one.
The basics of different ingredients will be presented and studied like, Dirac
operators, heat equation asymptotics, zeta functions and then, how to get
within the framework of operators on Hilbert spaces, the notion of noncom-
mutative residue, Dixmier trace, pseudodifferential operators etc. These
notions are appropriate in noncommutative geometry to tackle the case
where the space is swapped with an algebra like for instance the noncom-
mutative torus. Its non-compact generalization, namely the Moyal plane,
is also investigated.
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Motivations:
Let us first expose few motivations from physics to study noncommutative geometry which
is by essence a spectral geometry. Of course, precise mathematical definitions and results
will be given in the other sections.
The notion of spectrum is quite important in physics, for instance in classical mechanics,
the Fourier spectrum is essential to understand vibrations or the light spectrum in electro-
magnetism. The notion of spectral theory is also important in functional analysis, where the
spectral theorem tells us that any selfadjoint operator A can be seen as an integral over its
spectral measure A =
∫
a∈Sp(a) a dPa if Sp(A) is the spectrum of A. This is of course essential
in the axiomatic formulation of quantum mechanics, especially in the Heisenberg picture
where the tools are the observables namely are selfadjoint operators.
But this notion is also useful in geometry. In special relativity, we consider fields ψ(~x) for
~x ∈ R4 and the electric and magnetic fields E, B ∈ Function(M = R4,R3). Einstein intro-
duced in 1915 the gravitational field and the equation of motion of matter. But a problem
appeared: what are the physical meaning of coordinates xµ and equations of fields? Assume
the general covariance of field equation. If gµν(x) or the tetradfield eIµ(x) is a solution (where
I is a local inertial reference frame), then, for any diffeomorphism φ of M which is active or
passive (i.e. change of coordinates), e′Iν (x) = ∂x
µ
∂φ(x)ν e
I
µ(x) is also a solution. As a consequence,
when relativity became general, the points disappeared and it remained only fields on fields in
the sense that there is no fields on a given space-time. But how to practice geometry without
space, given usually by a manifold M? In this later case, the spectral approach, namely the
control of eigenvalues of the scalar (or spinorial) Laplacian return important informations on
M and one can even address the question if they are sufficient: can one hear the shape of
M?
There are two natural points of view on the notion of space: one is based on points (of a
manifold), this is the traditional geometrical one. The other is based on algebra and this is
the spectral one. So the idea is to use algebra of the dual spectral quantities.
This is of course more in the spirit of quantum mechanics but it remains to know what is a
quantum geometry with bosons satisfying the Klein-Gordon equation (+m2)ψ(~x) = sb(~x)
and fermions satisfying (i∂/ − m)ψ(~x) = sf (~x) for sources sb, sf . Here ∂/ can be seen as a
square root of  and the Dirac operator will play a key role in noncommutative geometry.
In some sense, quantum forces and general relativity drive us to a spectral approach of
physics, especially of space-time.
Noncommutative geometry, mainly pioneered by A. Connes (see [25, 31]), is based on a
spectral triple (A,H,D) where the ∗-algebra A generalizes smooth functions on space-time
M (or the coordinates) with pointwise product, H generalizes the Hilbert space of above
quoted spinors ψ and D is a selfadjoint operator on H which generalizes ∂/ via a connection
on a vector bundle over M . The algebra A also acts, via a representation of ∗-algebra, on H.
Noncommutative geometry treats space-time as quantum physics does for the phase-
space since it gives a uncertainty principle: under a certain scale, phase-space points are
indistinguishable. Below the scale Λ−1, a certain renormalization is necessary. Given a
geometry, the notion of action plays an essential role in physics, for instance, the Einstein–
Hilbert action in gravity or the Yang–Mills–Higgs action in particle physics. So here, given
the data (A,H,D), the appropriate notion of action was introduced by Chamseddine and
Connes [11] and defined as
S(D,Λ, f) := Tr
(
f(D/Λ)
)
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where Λ ∈ R+ plays the role of a cut-off and f is a positive even function. The asymp-
totic series in Λ → ∞ yields to an effective theory. For instance, this action applied to
a noncommutative model of space-time M × F with a fine structure for fermions encoded
in a finite geometry F gives rise from pure gravity to the standard model coupled with
gravity [12,21,31].
The purpose of these notes is mainly to compute this spectral action on few examples like
manifolds and the noncommutative torus.
In section 1, we present standard material on pseudodifferential operators over a compact
Riemannian manifold. A description of the behavior of the kernel of a ΨDO near the diagonal
is given with the important example of elliptic operators. Then follows the notion of Wodzicki
residue and its computation. The main point being to understand why it is a residue.
In section 2, the link with the Dixmier trace is shown. Different subspaces of compact op-
erators are described in particular, the ideal L1,∞(H). Its definition is on purpose because in
renormalization theory, one has to control the logarithmic divergency of the series ∑∞n=1 n−1.
We will see that this “defect” of convergence of the Riemann zeta function (in the sense that
this generates a lot of complications of convergence in physics) is in fact an “advantage”
because it is precisely the Dixmier trace and more generally the Wodzicki residue which are
the right tools which mimics this zeta function: firstly, this controls the spectral aspects of a
manifold and secondly they can be generalized to any spectral triple.
In section 3, we recall the basic definition of a Dirac (or Dirac-like) operator on a compact
Riemannian manifold (M, g) endowed with a vector bundle E. An example is the (Clifford)
bundle E = C`M where C` T ∗xM is the Clifford algebra for x ∈M . This leads to the notion
of spin structure, spin connection ∇S and Dirac operator D/ = −ic ◦ ∇S where c is the
Clifford multiplication. A special focus is put on the change of metrics g under conformal
transformations.
In section 4 is presented the fundamentals of heat kernel theory, namely the Green function
of the heat operator et∆, t ∈ R+. In particular, its expansion as t→ 0+ in terms of coefficients
of the elliptic operator ∆, with a method to compute the coefficients of this expansion is
explained. The idea being to replace the Laplacian ∆ by D2 later on.
In section 5, a noncommutative integration theory is developed around the notion of
spectral triple. This means to understand the notion of differential (or pseudodifferential)
operators in this context. Within differential calculus, the link between the one-form and the
fluctuations of the given D is outlined.
Section 6 concerns few actions in physics, such that the Einstein–Hilbert and Yang–Mills
actions. The spectral action Tr
(
f(D/Λ)
)
is justified and the link between its asymptotic
expansion in Λ and the heat kernel coefficients is given via the noncommutative integrals of
powers of |D|.
Section 7 gathers several results on the computation of a residue of a series of holomorphic
functions, a real difficulty since one cannot commute residue and infinite sums. The notion
of Diophantine condition appears and allows nevertheless this commutation for meromorphic
extension of a class of zeta functions.
Section 8 is devoted to the computation of the spectral action on the noncommutative
torus. After the very definitions, it is shows how to calculate with the noncommutative
integral. The main technical difficulty stems from a Diophantine condition which seems
necessary (but is sufficient) since any element of the smooth algebra of the torus is a series of
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its generators, so the previous section is fully used. All proofs are not given, but the reader
should be aware of all the main steps.
Section 9 is an approach of non-compact spectral triples. This is mandatory for physics
since, a priori, the space-time is not compact. After a quick review on the difficulties which
occur when M = Rd due to the fact that the Dirac operator has a continuous spectrum,
the example of the Moyal plane is analyzed. This plane is a non-compact version of the
noncom-mutative torus. Thus, no Diophantine condition appears, but the price to pay is
that functional analysis is deeply used.
For each section, we suggest references since this review is by no means original.
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Notations:
N = {1, 2, . . .} is the set of positive integers and N0 = N∪{0} the set of non negative integers.
On Rd, the volume form is dx = dx1 ∧ · · · ∧ dxd.
Sd is the sphere of radius one in dimension d. The induced metric:
dξ = |
d∑
j=1
(−1)j−1ξj dξ1 ∧ · · · ∧ d̂ξj ∧ · · · ∧ dξd|
restricts to the volume form on Sd−1.
M is a d-dimensional manifold with metric g.
U, V are open set either in M or in Rd.
We denote by dvolg the unique volume element such that dvolg(ξ1, · · · , ξd) = 1 for all posi-
tively oriented g-orthonormal basis { ξ1, · · · , ξd } of TxM for x ∈ M . Thus in a local chart√
det gx |dx| = |dvolg|.
When α ∈ Nd is a multi-index, we define
∂αx := ∂α1x1 ∂
α2
x2 · · · ∂αdxd , |α| :=
d∑
i=1
αi , α! := α1a2 · · ·αd.
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For ξ ∈ Rd, |ξ| :=
(∑d
k=1 |ξk|2
)1/2
is the Euclidean metric.
H is a separable Hilbert space and B(H),K(H),Lp(H) denote respectively the set of bounded,
compact and p-Schatten-class operators, so L1(H) are trace-class operators.
1 Wodzicki residue and kernel near the diagonal
The aim of this section is to show that the Wodzicki’s residue WRes is a trace on the set
ΨDO(M) of classical pseudodifferential operators on a compact manifold M of dimension d.
Let us first describe the steps:
- Define WRes(P ) = 2 Res
s=0
ζ(s) for P ∈ ΨDOm of order m and ζ : s ∈ C → Tr(P∆−s),
which is holomorphic when <(s) ≥ 12(d+m).
- If kP (x, y) is the kernel of P , then its trace can be developed homogeneously as the
following : tr
(
kP (x, y)
)
= ∑0j=−(m+d) aj(x, x−y)− cP (x) log |x−y|+ · · · where aj is homoge-
neous of degree j in y and cP is a density onM defined by cP (x) := 1(2pi)d
∫
Sd−1 tr
(
σP−d(x, ξ)
)
dξ;
here, σP−d is the symbol of P of order −d.
The Wodzicki’s residue has a simple computational form, namelyWResP =
∫
M cP (x) |dx|.
Then, the trace property follows.
References for this section: Classical books are [101,104]. For an orientation more in the
spirit of noncommutative geometry since here we follow [88,89] based on [3,34], see also the
excellent books [50,84,85,106,107].
1.1 A quick overview on pseudodifferential operators
In the following, m ∈ C.
Definition 1.1. A symbol σ(x, ξ) of order m is a C∞ function: (x, ξ) ∈ U × Rd → C
satisfying for any compact K ⊂ U and any x ∈ K
(i) |∂αx∂βξ σ(x, ξ)| ≤ CKαβ (1 + |ξ|)<(m)−|β|, for some constant CKαβ.
(ii) We suppose that σ(x, ξ) ' ∑j≥0 σm−j(x, ξ) where σk is homogeneous of degree k in ξ
where ' means a controlled asymptotic behavior
|∂αx∂βξ
(
σ −∑j<N σm−j)(x, ξ)| ≤ CKNαβ |ξ|<(m)−N−|β| for |ξ| ≥ 1.
The set of symbols of order m is denoted by Sm(U × Rd).
A function a ∈ C∞(U × U × Rd) is an amplitude of order m, if for any compact K ⊂ U
and any α, β, γ ∈ Nd there exists a constant CKαβγ such that
|∂αx∂γy∂βξ a(x, y, ξ)| ≤ CKαβγ (1 + |ξ|)<(m)−|β|, ∀x, y ∈ K, ξ ∈ Rd.
The set of amplitudes is written Am(U).
For σ ∈ Sm(U × Rd), we get a continuous operator σ(·, D) : u ∈ C∞c (U)→ C∞(U) given
by
σ(·, D)(u)(x) := σ(x,D)(u) := 1(2pi)d
∫
Rd
σ(x, ξ) û(ξ) eix·ξ dξ (1)
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where ̂ means the Fourier transform. This operator σ(·, D) will be also denoted by Op(σ).
For instance,
if σ(x, ξ) =
∑
α
aα(x) ξα, then σ(x,D) =
∑
α
aα(x)Dαx with Dx := −i∂x.
Remark that, by transposition, there is a natural extension of σ(·, D) from the set D′c(U) of
distributions with compact support in U to the set of distributions D′(U).
By definition, the leading term for |α| = m is the principal symbol and the Schwartz kernel
of σ(x,D) is defined by
kσ(x,D)(x, y) := 1(2pi)d
∫
Rd
σ(x, ξ) ei(x−y)·ξ dξ = qσξ→y(x, x− y) (2)
where q is the Fourier inverse in variable ξ. Similarly, the kernel of the operator Op(a)
associated to the amplitude a is
ka(x, y) := 1(2pi)d
∫
Rd
a(x, y, ξ) ei(x−y)·ξ dξ. (3)
Definition 1.2. P : C∞c (U)→ C∞(U) (or D′(U)) is said to be smoothing if its kernel is in
C∞(U × U) and ΨDO−∞(U) will denote the set of smoothing operators.
For m ∈ C, the set ΨDOm(U) of pseudodifferential operators of order m will be the set of P
such that
P : C∞c (U)→ C∞(U), Pu(x) =
(
σ(x,D) +R
)
(u) where σ ∈ Sm(U × Rd), R ∈ ΨDO−∞.
σ is called the symbol of P .
Remark 1.3. It is important to quote that a smoothing operator is a pseudodifferential op-
erator whose amplitude is in Am(U) for all m ∈ R: by (3), a(x, y, ξ) := e−i(x−y)·ξk(x, y)φ(ξ)
where the function φ ∈ C∞c (Rd) satisfies
∫
Rd φ(ξ) dξ = (2pi)d.
Clearly, the main obstruction to smoothness is on the diagonal since
Lemma 1.4. kσ(x,D) is C∞ outside the diagonal.
Proof. qσ is smooth since it is given for y 6= 0 by the oscillatory integral∫
Rd
σ(x, ξ) eiy·ξ dξ =
∫
Rd
(P ky σ) eiy·ξ dξ
where k is an integer such that k > <(m) + n and moreover Py = P (y,Dξ) is chosen with
Py(eiy·ξ) = eiy·ξ; for instance Py = 1|y|2
∑
j yj
∂
∂ξj
. The last integral is absolutely converging.
Few remarks on the duality between symbols and a subset of pseudodifferential operators:
σ(x, ξ) ∈ Sm(U × Rd)←→ kσ(x, y) ∈ C∞c (U × U × Rd)←→ A = Op(σ) ∈ ΨDOm
with the definition
σA(x, ξ) := e−ix·ξ A(x→ eix·ξ)
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where A is properly supported (since x→ eixξ has not a compact support) namely, A and its
adjoint map the dual of C∞(U) (distributions with compact support) into itself. Moreover,
σA '∑
α
(−i)α
α! ∂
α
ξ ∂
α
y k
A
σ (x, y, ξ)|y=x , kAσ (x, y) =: 1(2pi)d
∫
Rd
ei(x−y)·ξ kA(x, y, ξ) dξ ,
where kA(x, y, ξ) is the amplitude of kAσ (x, y). Actually, σA(x, ξ) = eiDξDy kA(x, y, ξ)|y=x and
eiDξDy = 1 + iDξDy − 12(DξDy)2 + · · · . Thus A = Op(σA) + R where R is a regularizing
operator on U .
A technical point is the following: a pseudodifferential operator P is properly supported
when both P and P ∗ maps C∞c (U) not only in C∞(U) but in C∞c (U). Any ΨDO is the sum
of a properly supported ΨDO and a smothing one.
A point of interest is that differential operators are local: if f = 0 on U c (complementary
set of U) then Pf = 0 on U c. While pseudodifferential operators are pseudo-local: Pf is
smooth on U when f is smooth.
There are two fundamental points about ΨDO’s: they form an algebra and this notion is
stable by diffeomorphism justifying its extension to manifolds and then to bundles:
Theorem 1.5. (i) If P1 ∈ ΨDOm1 and P2 ∈ ΨDOm2 are properly supported ΨDO’s, then
P1P2 ∈ ΨDOm1+m2 is properly supported with symbol
σP1P2(x, ξ) ' ∑
α∈Nd
(−i)α
α! ∂
α
ξ σ
P1(x, ξ) ∂α×σP2(x, ξ).
The principal symbol of P1P2 is
σP1P2m1+m2(x, ξ) = σ
P1
m1(x, ξ)σ
P2
m2(x, ξ).
(ii) Let P ∈ ΨDOm(U) and φ ∈ Diff (U, V ) where V is another open set of Rd. The operator
φ∗P : f ∈ C∞(V )→ P (f ◦ φ) ◦ φ−1 satisfies φ∗P ∈ ΨDOm(V ) and its symbol is
σφ∗P (x, ξ) = σPm
(
φ−1(x), (dφ)tξ
)
+
∑
|α|>0
(−i)α
α! φα(x, ξ) ∂
α
ξ σ
P
(
φ−1(x), (dφ)tξ
)
where φα is a polynomial of degree α in ξ. Moreover, its principal symbol is
σφ∗Pm (x, ξ) = σPm
(
φ−1(x), (dφ)tξ
)
.
In other terms, the principal symbol is covariant by diffeomorphism: σφ∗Pm = φ∗σPm.
(iii) If P ∈ ΨDOm is properly supported, then P ∗ ∈ ΨDOm and
σP
∗(x, ξ) '∑
α
(−i)α
α! ∂
α
ξ ∂
α
x σ(x, ξ) .
While the proof of formal expressions is a direct computation, the asymptotic behavior re-
quires some care, see [101,104].
An interesting remark is in order: σP (x, ξ) = e−ix·ξ P (x→ eix·ξ), thus the dilation ξ → tξ
with t > 0 gives
t−m e−itx·ξP eitx·ξ = t−mσP (x, tξ) ' t−m∑
j≥0
σPm−j(x, tξ) = σPm(x, ξ) + o(t−1).
Thus, if P ∈ ΨDOm(U) with m ≥ 0,
σPm(x, ξ) = limt→∞ t
−m e−ith(x) P eith(x), where h ∈ C∞(U) is (almost) defined by dh(x) = ξ.
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1.2 Case of manifolds
Let M be a (compact) Riemannian manifold of dimension d. Thanks to Theorem 1.5, the
following makes sense:
Definition 1.6. ΨDOm(M) is defined as the set of operators P : C∞c (M) → C∞(M) such
that
(i) the kernel kP ∈ C∞(M ×M) off the diagonal,
(ii) the map : f ∈ C∞c
(
φ(U)
)
→ P (f ◦ φ) ◦ φ−1 ∈ C∞
(
φ(U)
)
is in ΨDOm
(
φ(U)
)
for every coordinate chart (U, φ : U → Rd).
Of course, this can be generalized:
Definition 1.7. Given a vector bundle E over M , a linear map P : Γ∞c (M,E)→ Γ∞(M,E)
is in ΨDOm(M,E) when kP is smooth off the diagonal, and local expressions are ΨDO’s
with matrix-valued symbols.
The covariance formula implies that σPm is independent of the chosen local chart so is globally
defined on the bundle T ∗M →M and σPm is defined for every P ∈ ΨDOm using overlapping
charts and patching with partition of unity.
An important class of pseudodifferential operators are those which are invertible modulo
regularizing ones:
Definition 1.8. P ∈ ΨDOm(M,E) is elliptic if σPm(x, ξ) is invertible for all ξ ∈ TM∗x ,
ξ 6= 0.
This means that |σP (x, ξ)| ≥ c1(x)|ξ|m for |ξ| ≥ c2(x), x ∈ U where c1, c2 are strictly positive
continuous functions on U .
This also means that there exists a parametrix:
Lemma 1.9. The following are equivalent:
(i) Op(σ) ∈ ΨDOm(U) is elliptic.
(ii) There exist σ′ ∈ S−m(U × Rd) such that σ ◦ σ′ = 1 or σ′ ◦ σ = 1.
(iii) Op(σ)Op(σ′) = Op(σ′)Op(σ) = 1 modulo ΨDO−∞(U).
Thus Op(σ′) ∈ ΨDO−m(U) is also elliptic.
At this point, it is useful to remark that any P ∈ ΨDOm(M,E) can be extended to a bounded
operator on L2(M,E) when <(m) ≤ 0. Of course, this needs an existing scalar product for
given metrics on M and E.
Theorem 1.10. Assume M is compact. If P ∈ ΨDO−m(M,E) is elliptic with <(m) > 0,
then P is compact, so its spectrum is discrete.
Proof. We need to get the result first for an open set U , for a manifold M and then for a
bundle E over M .
For any s ∈ R, the usual Sobolev spaces Hs(Rd) (with H0(Rd) = L2(Rd)) and Hsc (U)
(defined as the union of all Hs(K) over compact subsets K ⊂ U) or Hsloc(U) (defined as the
set of distributions u ∈ D′(U) such that φu ∈ Hs(Rd) for all φ ∈ C∞c (U)) can be extended
for any manifold M to the Sobolev spaces Hsc (M) (obvious definition) and Hsloc(M): if
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(U, φ : U → Rd) is a local chart and χ ∈ C∞c
(
φ(U)
)
, we say that a distribution u ∈ D′(M)
is in Hsloc(M) when
(
φ−1
)∗
(ξ u) ∈ Hs(Rd). When M is compact, Hsloc(M) = Hsc (M) (thus
denotedHs(M). Using Rellich’s theorem, the inclusionHsc (U) ↪→ H tc(U) for s < t is compact.
Since P : Hsc (M)→ Hs−<(m)loc (M) is a continuous linear map for a (non-necessarily compact)
manifoldM , both results yield that P is compact. Finally, the extended operator on a bundle
is P : L2(M,E) → H−<(m)(M,E) ↪→ L2(M,E) where the second map is the continuous
inclusion, so P being compact as an L2 operator has a discrete spectrum.
We rephrase a previous remark (see [4, Proposition 2.1]):
Let E be a vector bundle of rank r overM . If P ∈ ΨDO−m(M,E), then for any couple of
sections s ∈ Γ∞(M,E), t∗ ∈ Γ∞(M,E∗), the operator f ∈ C∞(M) → 〈t∗, P (fs)〉 ∈ C∞(M)
is in ΨDOm(M). This means that in a local chart (U, φ), these operators are r × r matrices
of pseudodifferential operators of order −m. The total symbol is in C∞(T ∗U)⊗End(E) with
End(E) ' Mr(C). The principal symbol can be globally defined: σP−m(x, ξ) : Ex → Ex for
x ∈ M and ξ ∈ T ∗xM , can be seen as a smooth homomorphism homogeneous of degree −m
on all fibers of T ∗M . Moreover, we get the simple formula which could be seen as a definition
of the principal symbol (as already noticed at the end of previous section)
σP−m(x, ξ) = limt→∞ t
−m (e−ith · P · eith)(x) for x ∈M, ξ ∈ T ∗xM (4)
where h ∈ C∞(M) is such that dxh = ξ.
1.3 Singularities of the kernel near the diagonal
The question to be solved is to define a homogeneous distribution which is an extension on
Rd of a given homogeneous symbol on Rd\{ 0 }. Such extension is a regularization used for
instance by Epstein–Glaser in quantum field theory.
The Schwartz space on Rd is denoted by S and the space of tempered distributions by S ′.
Definition 1.11. For fλ(ξ) := f(λξ), λ ∈ R∗+, define τ ∈ S ′ → τλ by 〈τλ, f〉 := λ−d〈τ, fλ−1〉
for all f ∈ S.
A distribution τ ∈ S ′ is homogeneous of order m ∈ C when τλ = λm τ .
Proposition 1.12. Let σ ∈ C∞(Rd\{ 0 }) be a homogeneous symbol of order k ∈ Z.
(i) If k > −d, then σ defines a homogeneous distribution.
(ii) If k = −d, there exists a unique obstruction to the extension of σ given by
cσ =
∫
Sd−1
σ(ξ) dξ,
namely, one can at best extend σ in τ ∈ S ′ such that
τλ = λ−d
(
τ + cσ log(λ) δ0
)
. (5)
Proof. (i) For k > −d, σ is integrable near zero, increases slowly at∞, so defines by extension
a unique distribution τ ∈ S ′ which will be homogeneous of order k.
(ii)Assume k = −d. Then σ extends to a continuous linear form Lσ(f) := ∫Rd f(ξ)σ(ξ) dξ
on S0 := { f ∈ S | f(0) = 0 }. By Hahn–Banach theorem, Lσ extends to S ′ and Lσ ∈ E
where E := { τ ∈ S ′ |τ|S0 = Lσ } is given by the direction δ0.
11
This affine space E is stable by the endomorphism τ → λdτλ: actually if f ∈ S0, fλ−1 ∈ S0
and
λd〈τλ, f〉 = 〈τ, fλ−1〉 = Lσ(fλ−1) =
∫
Rd
f(λ−1ξ)σ(ξ) dξ =
∫
Rd
f(ξ)σ(ξ) dξ = Lσ(f),
thus λdτλ = Lσ on S0.
Moreover, λd (δ0)λ = δ0; thus there exists c(λ) ∈ C such that
τλ = λ−dτ + c(λ)λ−d δ0 (6)
for all τ ∈ E. The computation of c(λ for a specific example in E gives c(λ) = cσ log(λ): for
instance, choose g ∈ C∞c ([0,∞]) which is 1 near 0 and define τ ∈ S ′ by
〈τ, f〉 := Lσ
(
f − f(0)g(| · |)
)
=
∫
Rd
(
f(ξ)− f(0)g(|ξ|)
)
σ(ξ) dξ, ∀f ∈ S.
Thus if f(0) = 1, we get c(λ)λ−d〈δ0, f〉 = c(λ)λ−d, so by (6)
c(λ)λ−d = 〈τ, fλ−1〉 − λ−d〈τ, f〉
=
∫
Rd
(
f(λ−1ξ)− g(|ξ|)
)
σ(ξ) dξ − λ−d
∫
Rd
(
f(ξ)− g(|ξ|)σ(ξ) dξ
= −λ−d
∫
Rd
(
g(λ|ξ|)− g(|ξ|)σ(ξ) dξ = −λ−dcσ
∫ ∞
0
(
g(λ|ξ|)− g(|ξ|) d|ξ||ξ|
with cσ :=
∫
Sd−1 σ(ξ) dd−1ξ. Since
λ
d
dλ
∫ ∞
0
(
g(λ|ξ|)− g(|ξ|)
)
d|ξ|
|ξ| = λ
∫ ∞
0
g′(λ|ξ|) d|ξ| = −g(0) = −1,
we get c(λ) = cσ log(λ). Thus, when cσ = 0, every element of E is a homogeneous distribution
on Rd which extends the symbol σ.
Conversely, let τ ∈ S ′ be a homogeneous distribution extending σ and let τ˜ ∈ E. Since
τ − τ˜ is supported at the origin, we can write τ = τ˜ +∑|α|≤N aα ∂αδ0 where aα ∈ C and
0 = τλ − λ−dτ = cσλ−d log(λ)δ0 +
∑
1≤|α|≤N
aαλ
−d(λ|α| − 1)∂αδ0.
The linear independence of (∂αδ0) gives aα = 0, ∀aα. So cσ = 0 and τ ∈ E. The condition
cσ = 0 is so necessary and sufficient to extend σ in a homogeneous distribution. And in the
general case, one can at best extend it in a distribution satisfying (5), but it is only possible
with elements of E.
In the following result, we are interested by the behavior near the diagonal of the kernel
kP for P ∈ ΨDO. For any τ ∈ S ′, we choose the decomposition as τ = φ ◦ τ + (1 − φ) ◦ τ
where φ ∈ C∞c (Rd) and φ = 1 near 0. We can look at the infrared behavior of τ near the
origin and its ultraviolet behavior near infinity. Remark first that, since φ ◦ τ has a compact
support, (φ◦τ)q∈ S ′, so the regularity of τqdepends only of its ultraviolet part ((1−φ)◦τ)q.
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Proposition 1.13. Let P ∈ ΨDOm(U), m ∈ Z. Then, in local form near the diagonal,
kP (x, y) =
∑
−(m+d)≤j≤0
aj(x, x− y)− cP (x) log |x− y|+O(1)
where aj(x, y) ∈ C∞
(
U × U\{x }
)
is homogeneous of order j in y and cP (x) ∈ C∞(U) is
given by
cP (x) = 1(2pi)d
∫
Sd−1
σP−d(x, ξ) dξ. (7)
Proof. We know that σP (x, ξ) ' ∑j≤m σPj (x, ξ) and by (2), kP (x, y) = ~σξ→y(x, x− y) so we
need to control ~σξ→y(x, x− y) when y → 0.
Assume first that σP (x, ξ) is independent of x:
For −d < j ≤ m, σj(ξ) extends to τj ∈ S ′. For j > −d, this extension is homogeneous (of
degree j) and unique.
For j = −d, we may assume that τ−d satisfies (5). Thus τ := σP −∑mj=−d τj ∈ S ′ behaves in
the ultraviolet as a integrable symbol. In particular τq is continuous near 0 and we get
|σP (y) = m∑
j=−d
qτj (y) +O(1). (8)
Note that the inverse Fourier transform of the infrared part of τj is in C∞(Rd) while those
of its ultraviolet part is in C∞
(
Rd\{ 0 }
)
, so qτj is smooth near 0.
Moreover, for j > −d, qτj is homogeneous of degree −(d+ j) while for j = −d,
|τ−d(λy) = λ−d [(τ−d)λ−1 ]q(y) = [τ−d − cσ−d log(λ)δ0]q(y) = |τ−d(y)− 1(2pi)d cσ−d log λ.
For λ = |y|−1, we get
|τ−d( y|y|) = |τ−d( y|y|)− 1(2pi)d cσ−d log |y|.
Summation over j in (8) yields the result.
Assume now that σP (x, ξ) is dependent of x:
We do the same with families { τx }x∈U and { τj,x }x∈U . Their ultraviolet behaviors are those
of smooth symbols on U ×Rd, so given by smooth functions on U ×Rd\{ 0 } and for τx by a
continuous function on U ×Rd. For the infrared part, we get smooth maps from U to E(Rd)′
(distributions with compact support), thus applying inverse Fourier transform, we end up
with smooth functions on U × Rd. Actually, for τj,x with j > −d, this follows from the fact
that it is the extension of σj(x, ·) which is integrable near the origin: let f ∈ S,
〈φ ◦ τj,x, f〉 = 〈τj,x, φ ◦ f〉 =
∫
Rd
φ(ξ) f(ξ)σj(x, ξ) dξ.
While for j = −d,
〈φ ◦ τ−d,x, f〉 = 〈τ−d,x, φ ◦ f〉 =
∫
Rd
φ(ξ)
(
f(ξ)− f(0)
)
σ−d(x, ξ) dξ,
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and the map x→ φ ◦ τ−d,x is smooth from U to E(Rd)′. In conclusion,
qσξ→y(x, y) = ∑
−(m+d)≤j≤0
aj(x, y)− cP (x) log |y|+R(x, y)
where aj(x, y) is a smooth function on U × Rd\{ 0 }, is homogeneous of degree j in y, cP
is given by (7) and R(x, y) is a function, continuous on U × Rd. So we get the claimed
asymptotic behavior.
Theorem 1.14. Let P ∈ ΨDOm(M,E) with m ∈ Z. Then, for any trivializing local coordi-
nates
tr
(
kP (x, y)
)
=
0∑
j=−(m+d)
aj(x, x− y)− cP (x) log |x− y|+O(1),
where aj is homogeneous of degree j in y, cP is intrinsically locally defined by
cP (x) := 1(2pi)d
∫
Sd−1
tr
(
σP−d(x, ξ)
)
dξ. (9)
Moreover, cP (x)|dx| is a 1-density overM which is functorial with respect to diffeomorphisms
φ:
cφ∗P (x) = φ∗
(
cp(x)
)
. (10)
Proof. The asymptotic behavior follows from Proposition 1.13 but we first have to understand
why cP is well defined:
Assume first that E is a trivial line bundle and P is a scalar ΨDO.
Define a change of coordinates by y := φ−1(x). Thus kP (x, x′) φ∗−→ kφ∗P (y, y′) with
kφ∗P (y, y′) = |Jφ(y′)| kP
(
φ(y), φ(y′)
)
=
0∑
j=−(m+d)
|Jφ(y′)|
[
aj
(
φ(y), φ(y)− φ(y′)
)
− cP
(
φ(y)
)
log |φ(y)− φ(y′)|
]
+O(1).
A Taylor expansion around
(
φ(y), φ′(y) · (y − y′)
)
of aj gives
aj
(
φ(y), φ(y)− φ(y′)
)
' |y − y′|j aj
(
φ(y), φ′(y) · y−y′|y−y′|
)
+ · · · ,
since aj
(
φ(y), ·
)
is smooth outside 0, so we get only homogeneous and continuous terms.
Moreover the only contribution to the log-term is
|Jφ(y′)| cP
(
φ(y)
)
log |φ(y)− φ(y′)| ' |Jφ(y)| cP
(
φ(y)
)
log |φ(y)− φ(y′)|+O(1)
and we get
cφ∗P (y) = |Jφ(y)| cP
(
φ(y)
)
.
In particular cP (x) |dx1 ∧ · · · ∧ dxd| can be globally defined on M as a 1-density. (Recall
that a α-density on a vector space E of dimension n is any application f : ∧nE → R such
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that for any λ ∈ R, f(λx) = |λ|αf(x) and the set of these densities is denoted |∧|αE∗; this
is generalized to a vector bundle E over M where each fiber is |∧|αE∗x. The interest of the
bundle of 1-densities is to give a class of objects directly integrable on M . In particular, we
get here something intrinsically defined, even when the manifold is not oriented).
General case:
P acts on section of a bundle. By a change of trivialization, the action of P is conjugate
on each fiber by a smooth matrix-valued map A(x), so kP (x, x′) → A(x)−1kP (x, x′)A(x′).
We are looking for the logarithmic term: only the 0-order term in A(x′) will contribute
and tr
(
A(x)−1kP (x, x′)A(x′)
)
has the same logarithmic singularity than the similar term
tr
(
A(x)−1kP (x, x′)A(x)
)
= tr
(
kP (x, x′)
)
near the diagonal. Thus cP (x) is independent of a
chosen trivialization.
Similarly, if P is not a scalar but End(E)-valued, the above proof can be generalized (the
space of C∞
(
(M, |∧|(M)⊗ End(E)) of End(E)-valued densities is a sheaf).
Remark that, when M is Riemannian with metric g and dg(x, y) is the geodesic distance,
then
tr
(
kP (x, y)
)
=
0∑
j=−(m+d)
aj(x, x− y)− cP (x) log
(
dg(x, y)
)
+O(1),
since there exists c > 0 such that c−1|x− y| ≤ dg(x, y) ≤ c|x− y|.
1.4 Wodzicki residue
The claim is that
∫
M cP (x)|dx| is a residue.
For this, we embed everything in C. In the same spirit as in Proposition 1.12, one obtains
the following
Lemma 1.15. Every σ ∈ C∞
(
Rd\{ 0 }
)
which is homogeneous of degree m ∈ C\Z can be
uniquely extended to a homogeneous distribution.
Definition 1.16. Let U be an open set in Rd and Ω be a domain in C.
A map σ : Ω→ Sm(U × Rd) is said to be holomorphic when
the map: z ∈ Ω→ σ(z)(x, ξ) is analytic for all x ∈ U , ξ ∈ Rd,
the order m(z) of σ(z) is analytic on Ω,
the two bounds of Definition 1.1 (i) and (ii) of the asymptotics σ(z) ' ∑j σm(z)−j(z)
are locally uniform in z.
This hypothesis is sufficient to get:
The map: z → σm(z)−j(z) is holomorphic from Ω to C∞
(
U × Rd\{ 0 }
)
.
The map ∂zσ(z)(x, ξ) is a classical symbol on U × Rd and one obtains:
∂zσ(z)(x, ξ) '
∑
j≥0
∂zσm(z)−j(z)(x, ξ).
Definition 1.17. The map P : Ω ⊂ C → ΨDO(U) is said to be holomorphic if it has the
decomposition
P (z) = σ(z)(·, D) +R(z)
(see definition (1)) where σ : Ω→ S(U × Rd) and R : Ω→ C∞(U × U) are holomorphic.
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As a consequence, there exists a holomorphic map from Ω into ΨDO(M,E) with a holo-
morphic product (when M is compact).
Example 1.18. Elliptic operators:
Recall that P ∈ ΨDOm(U), m ∈ C, is elliptic if there exist strictly positive continuous
functions c and C on U such that |σP (x, ξ)| ≥ c(x) |ξ|m for ξ| ≥ C(x), x ∈ U . This essentially
means that P is invertible modulo smoothing operators. More generally, P ∈ ΨDOm(M,E)
is elliptic if its local expression in each coordinate chart is elliptic.
Let Q ∈ ΨDOm(M,E) with <(m) > 0. We assume that M is compact and Q is elliptic.
Thus Q has a discrete spectrum and we suppose Spectrum(Q) ∩ R− = ∅. Since we want to
integrate in C, we assume that there exists a curve Γ coming from +∞ along the real axis
in the upper half plane, turns around the origin and goes back to infinity in the lower half
plane whose interior contains the spectrum of Q. The curve Γ must avoid branch points of
λs at s = 0 (so the branch of λs defined in the right half-plane is such that 1s = 1).
Γ
O
When <(s) < 0, Qs := 1
i2pi
∫
Γ λ
s (λ−Q)−1 dλ makes sense as operator on L2(M,E) (when
<(s) ≥ 0, define Qs := Qs−kQk for k ∈ N large enough so <(s) − k < 0; there is no
unambiguity because QsQ = Qs+1 for <(s) < −1. Note that if <(m) < 0, we can define
Qs = (Q−1)−s and apply previous definition).
Actually, Qs ∈ ΨDOms(M,E) and (λ − Q)−1 = σ(λ)(·, D) + R(λ) where R(λ) is a
regularizing operator and σ(λ)(·, D) has a symbol smooth in λ such that σ(λ)(x, ξ) '∑
j≥0 a−m−j(λ, x, ξ) with an(λ, x, ξ) homogeneous of degree n in (λ1/m, ξ).
The map s → Qs is a one-parameter group containing Q0 = 1 and Q1 = Q which is
holomorphic on <(s) ≤ 0.
We want to integrate symbols, so we will need the set Sint of integrable symbols. Using
same type of arguments as in Proposition 1.12 and Lemma 1.15, one proves
Proposition 1.19. Let
L : σ ∈ SZint(Rd)→ L(σ) := qσ (0) = 1(2pi)d ∫Rd σ(ξ) dξ.
Then L has a unique holomorphic extension L˜ on SC\Z(Rd).
Moreover, when σ(ξ) ' ∑j σm−j(ξ), m ∈ C\Z,
L˜(σ) =
(
σ − ∑
j≤N
τm−j
)q(0) = 1(2pi)d ∫Rd (σ − ∑j≤N τm−j
)
(ξ) dξ
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where m is the order of σ, N is an integer with N > <(m) + d and τm−j is the extension of
σm−j of Lemma 1.15.
L˜ is holomorphic extension of L on SC\Z(Rd) which is unique since every element of SC\Z(Rd)
is arcwise connected to Sint(Rd) via a holomorphic path within SC\Z(Rd).
This result has an important consequence here:
Corollary 1.20. If σ : C → S(Rd) is holomorphic and order
(
σ(s)
)
= s, then L˜
(
σ(s)
)
is
meromorphic with at most simple poles on Z and for p ∈ Z,
Res
s=p
L˜
(
σ(s)
)
= − 1(2pi)d
∫
Sd−1
σ−d(p)(ξ) dξ.
Proof. Using Lemma 1.15, one proves that if m(s) is holomorphic near m(s) = p, then
L˜
(
σ(s)
)
is meromorphic near p.
Now we look at the singularity near p ∈ Z. In the half plane {<(s) < p }, only the infrared
part of τm−j(s) is a problem since its ultraviolet part is holomorphic. For 0 ≤ j ≤ p+m and
<(s) < p, σs−j(s)(ξ) is integrable near 0 thus defines its unique extension τs−j(s). So, the
only possible singularity near s = p could come from
− 1(2pi)d
∫
|ξ|≤1
σs−j(s)(ξ) dξ = − 1(2pi)d
∫ 1
0
ts−j+d−1 dt
∫
|ξ|≤1
σs−j(s)( ξ|ξ|) d(
ξ
|ξ|)
= − 1(2pi)d
1
s− j + d
∫
Sd−1
σs−j(s)(ξ) dξ.
where we used for the first equality σs−j(s)(ξ) = |ξ|s−jσs−j(s)( ξ|ξ|). Thus, L˜
(
σ(s)
)
has at
most only simple pole at s = −d+ j.
We are now ready to get the main result of this section which is due to Wodzicki [111,112].
Definition 1.21. Let D ∈ ΨDO(M,E) be an elliptic pseudodifferential operator of order 1
on a boundary-less compact manifold M endowed with a vector bundle E.
Let ΨDOint(M,E) := {Q ∈ ΨDOC(M,E) | <
(
order(Q)
)
< −d } be the class of pseudodif-
ferential operators whose symbols are in Sint, i.e. integrable in the ξ-variable.
In particular, if P ∈ ΨDOint(M,E), then its kernel kP (x, x) is a smooth density on the
diagonal of M ×M with values in End(E).
For P ∈ ΨDOZ(M,E), define
WRes P := Res
s=0
Tr
(
P |D|−s
)
. (11)
This makes sense because:
Theorem 1.22. (i) Let P : Ω ⊂ C → ΨDOint(M,E) be a holomorphic family. Then the
functional map Tr : s ∈ Ω → Tr(P (s)) ∈ C has a unique analytic extension on the family
Ω→ ΨDOC\Z(M,E) still denoted by Tr.
(ii) If P ∈ ΨDOZ(M,E), the map: s ∈ C→ Tr
(
P |D|−s
)
has at most simple poles on Z
and
WRes P =
∫
M
cP (x) |dx| (12)
is independent of D. Recall (see Theorem 1.14) that cP (x) = 1(2pi)d
∫
Sd−1 tr
(
σP−d(x, ξ)
)
dξ.
(iii) WRes is a trace on the algebra ΨDOZ(M,E).
17
Proof. (i) The map s→ Tr
(
P |D|−s
)
is holomorphic on C and connect P ∈ ΨDOC\Z(M,E)
to the set ΨDOint(M,E) within ΨDOC\Z(M,E), so an analytic extension of Tr from ΨDOint
to ΨDOC\Z is necessarily unique.
(ii) one apply the above machinery:
(1) Notice that Tr is holomorphic on smoothing operator, so, using a partition of unity,
we can reduce to a local study of scalar ΨDO’s.
(2) First, fix s = 0. We are interested in the function Lφ(σ) := Tr
(
φσ(x,D)
)
with
σ ∈ Sint(U × Rd) and φ ∈ C∞(U). For instance, if P = σ(·, D),
Tr(φP ) =
∫
U
φ(x) kP (x, x) |dx| = 1(2pi)d
∫
U
φ(x)σ(x, ξ) dξ |dx| =
∫
U
φ(x)L(σ(x, ·)) |dx|,
so one extends Lφ to SC\Z(U×Rd) with Proposition 1.19 via L˜φ(σ) = ∫U φ(x) L˜φ(σ(x, ·)) |dx|.
(3) If now σ(x, ξ) = σ(s)(x, ξ) depends holomorphically on s, we get uniform bounds in
x, thus we get, via Lemma 1.15 applied to L˜φ
(
σ(s)(x, ·)
)
uniformly in x, yielding a natural
extension to L˜φ
(
σ(s)
)
which is holomorphic on C\Z.
When order(σ(s)) = s, the map L˜φ
(
σ(s)
)
has at most simple poles on Z and for each
p ∈ Z, Res
s=p
L˜φ
(
σ(s)
)
= − 1(2pi)d
∫
U
∫
Sd−1 φ(x)σ−d(p)(x, ξ) dξ |dx| = −
∫
U φ(x) cPp(x) |dx| where
we used (9) with P = Op
(
σp(x, ξ)
)
.
(4) In the general case, we get a unique meromorphic extension of the usual trace Tr on
ΨDOZ(M,E) that we still denoted by Tr).
When P : C→ ΨDOZ(M,E) is meromorphic with order(
(
P (s)
)
= s, then Tr
(
P (s)
)
has at
most poles on Z and Res
s=p
Tr
(
P (s)
)
= − ∫M cP (p)(x) |dx| for p ∈ Z. So we get the claim for
the family
P (s) := P |D|−s.
(iii) Let P1, P2 ∈ ΨDOZ(M,E). Since Tr is a trace on ΨDOC\Z(M,E), we get by (i),
Tr
(
P1P2|D|−s
)
= Tr
(
P2|D|−sP1
)
. Moreover
WRes
(
P1P2
)
= Res
s=0
Tr
(
P2|D|−sP1
)
= Res
s=0
Tr
(
P2P1|D|−s
)
= WRes
(
P2P1
)
where for the second equality we used (12) so the residue depends only of the value of P (s)
at s = 0.
Note that WRes is invariant by diffeomorphism:
if φ ∈ Diff(M),WRes(P ) = WRes(φ∗P ) (13)
which follows from (10). The next result is due to Guillemin and Wodzicki.
Corollary 1.23. The Wodzicki residue WRes is the only trace (up to multiplication by a
constant) on the algebra ΨDO−N(M,E), when M is connected and d ≥ 2.
Proof. The restriction to d ≥ 2 is used only in the part 3) below. When d = 1, T ∗M is
disconnected and they are two residues.
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1) On symbols, derivatives are commutators:
[xj, σ] = i∂ξjσ, [ξj, σ] = −i∂xjσ.
2) If σP−d = 0, then σP (x, ξ) is a finite sum of commutators of symbols:
When σP ' ∑j σPm−j with m = order(P ), by Euler’s theorem,
d∑
k=1
ξk ∂ξk σ
P
m−j = (m− j)σPm−j
(this is false for m = j!) and
d∑
k=1
[xk, ξk σPm−j] = i
d∑
k=1
∂ξkξk σ
P
m−j = i(m− j + d)σPm−j.
So σP = ∑dk=1 [ξk τ, xk] (where τ ' i∑j≥0 1m−j+d σPm−j and here we need for m− j = −d that
σPd = 0!).
Let T be another trace on ΨDOZ(M,E). Then T (P ) depends only on σP−d because
T ([·, ·]) = 0.
3) We have
∫
Sd−1 σ
P
−d(x, ξ) d|ξ| = 0 if and only if σP−d is sum of derivatives:
The if part is direct (less than more !).
Only if part: σP−d is orthogonal to constant functions on the sphere Sd−1 and these are
kernels of the Laplacian: ∆Sf = 0 ⇐⇒ df = 0 ⇐⇒ f = cst. Thus ∆Sd−1h = σP−dSd−1
has a solution h on Sd−1. If h˜(ξ) := |ξ|−d+2 h
(
ξ
|ξ|
)
is its extension to Rd\{ 0 }, then we get
∆Rdh˜(ξ) = |ξ|σP−d
(
ξ
|ξ|
)
= σP−d(ξ) because ∆Rd = r1−d ∂r
(
rd−1 ∂r) + r−2 ∆Sd−1 . This means
that h˜ is a symbol of order d − 2 and ∂ξh˜ is a symbol of order d − 1. As a consequence,
σP−d =
∑d
k=1 ∂
2
ξk
h˜ = −i∑dk=1[∂ξk h˜, xk] is a sum of commutators.
4) End of proof:
σP−d(x, ξ) − |ξ|
−d
Vol(Sd−1) cP (x) is a symbol of order −d with zero integral, thus is a sum of com-
mutators by 3) and T (P ) = T
(
Op(|ξ|−d cp(x)
)
for all T ∈ ΨDOZ(M,E). In other words,
the map µ : f ∈ C∞c (U) → T
(
Op(f |ξ|−d)
)
is linear, continuous and satisfies µ(∂xkf) = 0
because ∂xk(f) |ξ|−d is a commutator if f has a compact support and U is homeomorphic to
Rd. As a consequence, µ is a multiple of the Lebesgue integral:
T (P ) = µ
(
cP (x)
)
= c
∫
M
cP (x) |dx| = cWRes(P ).
Example 1.24. Laplacian on a manifold M : Let M be a compact Riemannian manifold of
dimension d and ∆ be the scalar Laplacian which is a differential operator of order 2. Then
WRes
(
(1 + ∆)−d/2
)
= Vol
(
Sd−1
)
= 2pid/2Γ(d/2) .
Proof. (1 + ∆)−d/2 ∈ ΨDO(M) has order −d and its principal symbol σ(1+∆)−d/2−d satisfies
σ
(1+∆)−d/2
−d (x, ξ) =
(
gijx ξiξj
)−d/2
= ||ξ||−dx .
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So (12) gives
WRes
(
(1 + ∆)−d/2
)
=
∫
M
|dx|
∫
Sd−1
||ξ||−dx dξ =
∫
M
|dx|
√
det gx Vol
(
Sd−1
)
= Vol
(
Sd−1
) ∫
M
|dvolg| = Vol
(
Sd−1
)
.
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2 Dixmier trace
References for this section: [34,50,69,89,106,107].
The trace on the operators on a Hilbert space H has an interesting property, it is normal.
Recall first that Tr acting on B(H) is a particular case of a weight ω acting on a von Neumann
algebraM: it is a homogeneous additive map from positive elementsM+ := { aa∗ | a ∈M}
to [0,∞].
A state is a weight ω ∈M∗ (so ω(a) <∞, ∀a ∈M) such that ω(1) = 1.
A trace is a weight such that ω(aa∗) = ω(a∗a) for all a ∈M.
Definition 2.1. A weight ω is normal if ω(sup
α
aα) = sup
α
ω(aα) whenever (aα) ⊂ M+ is
an increasing bounded net.
This is equivalent to say that ω is lower semi-continuous with respect to the σ-weak topology.
Lemma 2.2. The usual trace Tr is normal on B(H).
Remark that the net (aα)α converges in B(H) and this property looks innocent since a trace
preserves positivity.
Nevertheless it is natural to address the question: are all traces (in particular on an arbitrary
von Neumann algebra) normal? In 1966, Dixmier answered by the negative [35] by exhibiting
non-normal, say singular, traces. Actually, his motivation was to answer the following related
question: is any trace ω on B(H) proportional to the usual trace on the set where ω is finite?
The aim of this section is first to define this Dixmier trace, which essentially means
TrDix(T ) “ = ” limN→∞ 1logN
∑N
n=0 µn(T ), where the µn(T ) are the singular values of T ordered
in decreasing order and then to relate this to the Wodzicki trace. It is a non-normal trace on
some set that we have to identify. Naturally, the reader can feel the link with the Wodzicki
trace via Proposition 1.13. We will see that if P ∈ ΨDO−d(M) where M is a compact
Riemannian manifold of dimension d, then,
TrDix(P ) = 1d WRes(P ) =
1
d
∫
M
∫
S∗M
σP−d(x, ξ) dξ|dx|
where S∗M is the cosphere bundle on M .
The physical motivation is quite essential: we know how ∑n∈N∗ 1n diverges and this is
related to the fact the electromagnetic or Newton gravitational potentials are in 1
r
which
has the same singularity (in one-dimension as previous series). Actually, this (logarithmic-
type) divergence appears everywhere in physics and explains the widely use of the Riemann
zeta function ζ : s ∈ C → ∑n∈N∗ 1ns . This is also why we have already seen a logarithmic
obstruction in Theorem 1.14 and define a zeta function associated to a pseudodifferential
operator P by ζP (s) = Tr
(
P |D|−s
)
in (11).
We now have a quick review on the main properties of singular values of an operator.
2.1 Singular values of compact operators
In noncommutative geometry, infinitesimals correspond to compact operators: for T ∈ K(H)
(compact operators), define for n ∈ N
µn(T ) := inf{ ‖TE⊥‖ |E subspace of H with dim(E) = n }.
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This could looks strange but actually, by mini-max principle, µn(T ) is nothing else than the
(n + 1)th of eigenvalues of |T | sorted in decreasing order. Since limn→∞ µn(T ) = 0, for any
 > 0, there exists a finite-dimensional subspace E such that
∥∥∥TE⊥ ∥∥∥ <  and this property
being equivalent to T compact, T deserves the name of infinitesimal.
Moreover, we have following properties:
µn(T ) = µn(T ∗) = µn(|T |).
T ∈ L1(H) (meaning ‖T‖1 := Tr(|T |) <∞) ⇐⇒ ∑n∈N µn(T ) <∞.
µn(A T B) ≤ ‖A‖µn(T ) ‖B‖ when A,B ∈ B(H).
µN(U T U∗) = µN(T ) when U is a unitary.
Definition 2.3. For T ∈ K(H), the partial trace of order N ∈ N is σN(T ) := ∑Nn=0 µn(T ).
Remark that ‖T‖ ≤ σN(T ) ≤ N‖T‖ which implies σn ' ‖·‖ on K(H). Then
σN(T1 + T2) ≤ σN(T1) + σN(T2),
σN1(T1) + σN2(T2) ≤ σN1+N2(T1 + T2) when T1, T2 ≥ 0. (14)
The proof of the sub-additivity is based on the fact that σN is a norm on K(H). Moreover
T ≥ 0 =⇒ σN(T ) = sup{Tr(T E) | E subspace of H with dim(E) = n }.
which implies σN(T ) = sup{Tr(‖T E‖1 | dim(E) = n } and gives the second inequality.
The norm σN can be decomposed:
σN(T ) = inf{ ‖x‖1 +N ‖y‖ | T = x+ y with x ∈ L1(H), y ∈ K(H) }.
In fact if σ˜N is the right hand-side, then the sub-additivity gives σ˜N ≥ σN(T ). To get
equality, let ξn ∈ H be such that |T |ξn = µn(T )ξn and define xN :=
(
|T | − µN(T )
)
EN ,
yN := µN(T )EN + |T |(1 − EN) where EN := ∑n<N |ξn〉〈ξn|. If T = U |T | is the polar
decomposition of T , then T = UxN + UyN is a claimed decomposition of T and
σ˜N(T ) ≤ ‖UxN‖1+N‖UyN‖ ≤ ‖xN‖1+N‖yN‖ ≤
∑
n<N
(
µn(T )−Nµn(T )
)
+Nµn(T ) ≤ σN(T ).
This justifies a continuous approach with the
Definition 2.4. The partial trace of T of order λ ∈ R+ is
σλ(T ) := inf{ ‖x‖1 + λ‖y‖ |T = x+ y with x ∈ L1(H), y ∈ K(H) }.
It interpolates between two consecutive integers since the map: λ→ σλ(T ) is concave for
T ∈ K(H) and moreover, it is affine between N and N + 1 because
σλ(T ) = σN(T ) + (λ−N)σN(T ), where N = [λ]. (15)
Thus, as before,
σλ1(T1) + σλ2(T2) = σλ1+λ2(T1 + T2), for λ1, λ2 ∈ R+, 0 ≤ T1, T2 ∈ K(H).
We define a real interpolate space between L1(H) and K(H) by
L1,∞ := {T ∈ K(H) | ‖T‖1,∞ := sup
λ≥e
σλ(T )
log λ <∞}.
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If Lp(H) is the ideal of operators T such that Tr
(
|T |p
)
<∞, so σλ(T ) = O(λ1−1/p), we have
naturally
L1(H) ⊂ L1,∞ ⊂ Lp(H) for p > 1, (16)
‖T‖ ≤ ‖T‖1,∞ ≤ ‖T‖1 .
Lemma 2.5. L1,∞ is a C∗-ideal of B(H) for the norm ‖·‖1,∞.
Moreover, it is equal to the Macaev ideal
L1,+ := {T ∈ K(H) | ‖T‖1,+ := sup
N≥2
σN (T )
log(N) <∞}.
Proof. ‖·‖1,∞ is a norm as supremum of norms. By (15),
sup
ρ≥e
σρ(T )
log ρ ≤ sup
N≥2
sup
0≤α≤1
∑N−1
n=0 µN(T ) + αµN(T )
log(N + α)
and L1,+∞ is a left and right ideal of B(H) since ‖AT B‖1,∞ ≤ ‖A‖ ‖T‖1,∞‖B‖ for every
A,B ∈ B(H), T ∈ L1,∞, and moreover ‖T‖1,∞ = ‖T ∗‖1,∞ = ‖ |T | ‖1,∞.
This ideal L1,∞ is closed for ‖·‖1,∞: this follows from a 3- argument since Cauchy sequences
for ‖·‖1,∞ are Cauchy sequences for each norm σλ which are equivalent to ‖·‖.
Despite this result, the reader should notice that ‖·‖1,∞ 6= ‖·‖1,+ since the norms are only
equivalent.
2.2 Dixmier trace
We begin with a Cesàro mean of σρ(T )log ρ with respect of the Haar measure of the group R
∗
+:
Definition 2.6. For λ ≥ e and T ∈ K(H), let
τλ(T ) := 1log λ
∫ λ
e
σρ(T )
log ρ
dρ
ρ
.
Clearly, σρ(T ) ≤ log ρ ‖T‖1,∞ and τλ(T ) ≤ ‖T‖1,∞, thus the map: λ→ τλ(T ) is in Cb([e,∞]).
It is not additive on L1,∞ but this defect is under control:
τλ(T1 + T2)− τλ(T1)− τλ(T2) '
λ→∞
O
(
log (log λ)
log λ
)
, when 0 ≤ T1, T2 ∈ L1,∞.
More precisely, using previous results, one get
Lemma 2.7.
| τλ(T1 + T2)− τλ(T1)− τλ(T2) | ≤
(
log 2(2+log log λ)
log λ
)
‖T1 + T2‖1,∞, when T1, T2 ∈ L1,∞+ .
Proof. By the sub-additivity of σρ, τλ(T1 + T2) ≤ τλ(T1) + τλ(T2) and thanks to (14), we get
σρ(T1) + σρ(T1) ≤ σ2ρ(T1 + T2). Thus
τλ(T1) + τλ(T2) ≤ 1log λ
∫ λ
e
σ2ρ(T1+T2)
log ρ
dρ
ρ
≤ 1log λ
∫ 2λ
2e
σρ(T1+T2)
log ρ/2
dρ
ρ
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Hence, (log λ) | τλ(T1 + T2)− τλ(T1)− τλ(T2) | ≤ + ′ with
 :=
∫ λ
e
σρ(T1+T2)
log ρ
dρ
ρ
−
∫ 2λ
2e
σρ(T1+T2)
log ρ/2
dρ
ρ
,
′ :=
∫ 2λ
2e
σρ(T1 + T2)
(
1
log ρ/2 − 1log ρ
)
dρ
ρ
.
By triangular inequality and the fact that σρ(T1 + T2) ≤ log ρ ‖T1 + T2‖1,∞ when ρ ≥ e,
 ≤
∫ 2e
e
σρ(T1+T2)
log ρ
dρ
ρ
+
∫ 2λ
λ
σρ(T1+T2)
log ρ
dρ
ρ
≤ ‖T1 + T2‖1,∞
( ∫ 2e
e
dρ
ρ
+
∫ 2λ
λ
dρ
ρ
)
≤ 2 log(2) ‖T1 + T2‖1,∞ .
Moreover,
′ ≤ ‖T1 + T2‖1,∞
∫ 2λ
2e
log ρ
(
1
log ρ/2 − 1log ρ
)
dρ
ρ
≤ ‖T1 + T2‖1,∞
∫ 2λ
2e
log 2
log ρ/2
dρ
ρ
≤ ‖T1 + T2‖1,∞ log(2) log (log λ).
The Dixmier’s idea was to force additivity: since the map λ→ τλ(T ) is in Cb([e,∞]) and
λ→
(
log 2(2+log log λ)
log λ
)
is in C0([e,∞[), let us consider the C∗-algebra
A := Cb([e,∞])/C0([e,∞[).
If [τ(T )] is the class of the map λ→ τλ(T ) in A, previous lemma shows that [τ ] : T → [τ(T )]
is additive and positive homogeneous from L1,∞+ into A satisfying [τ(UTU∗)] = [τ(T )] for
any unitary U .
Now let ω be a state on A, namely a positive linear form on A with ω(1) = 1.
Then, ω ◦ [τ(·)] is a tracial weight on L1,∞+ (a map from L1,∞+ to R+ which is additive,
homogeneous and invariant under T → UTU∗). Since L1,∞ is a C∗-ideal of B(H), each of
its element is generated by (at most) four positive elements, and this map can be extended
to a map ω ◦ [τ(·)] : T ∈ L1,∞ → ω([τ(T )]) ∈ C such that ω([τ(T1T2)]) = ω([τ(T2T1)]) for
T1, T2 ∈ L1,∞. This leads to the following
Definition 2.8. The Dixmier trace Trω associated to a state ω on A := Cb([e,∞])/C0([e,∞[)
is
Trω(·) := ω ◦ [τ(·)].
Theorem 2.9. Trω is a trace on L1,∞ which depends only on the locally convex topology of
H, not of its scalar product.
Proof. We already know that Trω is a trace.
If 〈·, ·〉′ is another scalar product on H giving the same topology as 〈·, ·〉, then there exist an
invertible U ∈ B(H) with 〈·, ·〉′ = 〈U ·, U ·〉. Let H′ be the Hilbert space for 〈·, ·〉′ and Tr′ω be
the associated Dixmier trace to a given state ω. Since the singular value of U−1TU ∈ K+(H′)
are the same of T ∈ K+(H), we get L1,∞(H′) = L1,∞(H) and
Tr′ω(T ) = Trω(U−1TU) = Trω(T ) for T ∈ L1,∞+ .
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Two important points:
1) Note that Trω(T ) = 0 if T ∈ L1(H) and more generally all Dixmier traces vanish on
the closure for the norm ‖.‖1,∞ of the ideal of finite rank operators. In particular, Dixmier
traces are not normal.
2) The C∗-algebra A is not separable, so it is impossible to exhibit any state ω! Despite
the inclusions (16) and the fact that the Lp(H) are separable ideals for p ≥ 1, L1,∞ is not a
separable.
Moreover, as for Lebesgue integral, there are sets which are not measurable. For instance, a
function f ∈ Cb([e,∞]) has a limit ` = limλ→∞ f(λ) if and only if ` = ω(f) for all state ω.
Definition 2.10. The operator T ∈ L1,∞ is said to be measurable if Trω(T ) is independent
of ω. In this case, Trω is denoted TrDix.
Lemma 2.11. The operator T ∈ L1,∞ is measurable and Trω(T ) = ` if and only if the map
λ ∈ R+ → τλ(T ) ∈ A converges at infinity to `.
Proof. If limτ→∞ τλ(T ) = `, then Trω(T ) = ω
(
τ(T )
)
= ω(`) = ` ω(1) = `.
Conversely, assume T is measurable and ` = Trω(T ) for any state ω. Then we get,
ω
(
τ(T ) − `
)
= Trω(T ) − ` = 0. Since the set of states separate the points of A, τ(T ) = `
and limτ→∞ τλ(T ) = `.
After Dixmier, the singular (i.e. non normal) traces have been deeply investigated, see
for instance the recent [73, 75, 76], but we do not enter into this framework and technically,
we just make the following characterization of measurability:
Remark 2.12. If T ∈ K+(H), then T is measurable if and only if limN→∞ 1log N
∑N
n=0 µn(T )
exists.
Actually, if ` = limN→∞ 1log N
∑N
n=0 µn(T ) since Trω(T ) = ` for any ω, so TrDix = ` and the
converse is proved in [74].
Example 2.13. Computation of the Dixmier trace of the inverse Laplacian on the torus:
Let Td = Rd/2piZd be the d-dimensional torus and ∆ = −∑di=1 ∂2xi be the scalar Laplacian
seen as unbounded operator on H = L2(Td). We want to compute Trω
(
(1 + ∆)−p
)
for
d
2 ≤ p ∈ N∗. We use 1 + ∆ to avoid the kernel problem with the inverse. As the following
proof shows, 1 can be replaced by any  > 0 and the result does not depends on .
Notice that the functions ek(x) := 1√2pi e
ik·x with x ∈ Td, k ∈ Zd = (Td)∗ form a basis of
H of eigenvectors: ∆ ek = |k|2 ek. Moreover, for t ∈ R∗+,
et Tr
(
e−t(1+∆)
)
=
∑
k∈Zd
e−t|k|
2 =
(∑
k∈Z
e−tk
2)d
.
We know that | ∫∞−∞ e−tx2 dx −∑k∈Z e−tk2| ≤ 1 for any t > 0, and since the first integral is√
pi
t
, we get et Tr
(
e−t(1+∆)
)
'
t↓0+
(
pi
t
)d/2
=: α t−d/2.
We will use a Tauberian theorem: µn
(
(1 + ∆)−d/2
)
'
n→∞ [α
1
Γ(d/2+1) ]
1
n
, see [55] (one needs to
estimates the cardinality of the set { k ∈ Zd | |k|2 ≤ n }, see [50]). Thus
lim
N→∞
1
log N
N∑
n=0
µn
(
(1 + ∆)−d/2
)
= αΓ(d/2+1) =
pid/2
Γ(d/2+1) .
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So (1 + ∆)−d/2 is measurable and
TrDix
(
(1 + ∆)−d/2
)
= Trω
(
(1 + ∆)−d/2
)
= pid/2Γ(d/2+1) .
Since (1 + ∆)−p is traceable for p > d2 , TrDix
(
(1 + ∆)−p
)
= 0.
This result has been generalized in Connes’ trace theorem [24]:
Theorem 2.14. Let M be a compact Riemannian manifold of dimension d, E a vector
bundle over M and P ∈ ΨDO−d(M,E). Then, P ∈ L1,∞, is measurable and
TrDix(P ) = 1d WRes(P ).
Proof. Since WRes and TrDix are traces on ΨDO−m(M,E), m ∈ N, TrDix = cWRes for some
constant c using Corollary 1.23. Above example, when compare with Example 1.24, shows
that the c = 1
d
.
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3 Dirac operator
There are several ways to define a Dirac-like operator. The best one is to define Clifford
algebras, their representations, the notion of Clifford modules, spinc structures on orientable
manifolds M defined by Morita equivalence between the C∗-algebras C(M) and Γ(C`M)
(this approach is more of the spirit of noncommutative geometry). Then the notion of spin
structure and finally, with the notion of spin and Clifford connection, we reach the definition
of a (generalized) Dirac operator.
Here we try to bypass this approach to save time.
References: a classical book is [71], but I recommend [47]. Here, we follow [88], but see
also [50].
3.1 Definition and main properties
Let (M, g) be a compact Riemannian manifold with metric g, of dimension d and E be a
vector bundle over M . An example is the (Clifford) bundle E = C` T ∗M where the fiber
C` T ∗xM is the Clifford algebra of the real vector space T ∗xM for x ∈ M endowed with the
nondegenerate quadratic form g.
Given a connection ∇ on E, recall that a differential operator P of order m on E is an
element of
Diffm(M,E) := Γ
(
M,End(E)
)
· V ect{∇X1 · · · ∇Xj |Xj ∈ Γ(M,TM), j ≤ m }.
In particular, Diffm(M,E) is a subalgebra of End
(
Γ(M,E)
)
and the operator P has a prin-
cipal symbol σPm in Γ
(
T ∗M,pi∗End(E)
)
where pi : T ∗M → M is the canonical submersion
and σPm(x, ξ) is given by (4).
An example: Let E = ∧T ∗M . The exterior product and the contraction given on ω, ωj ∈
E by
(ω1)ω2 := ω1 ∧ ω2,
ι(ω) (ω1 ∧ · · · ∧ ωm) :=
m∑
j=1
(−1)j−1g(ω, ωj)ω1 ∧ · · · ∧ ω̂j ∧ · · · ∧ ωm
suggest the following definition c(ω) := (ω) + ι(ω) and one checks that
c(ω1) c(ω2) + c(ω2)c(ω1) = 2g(ω1, ω2) idE. (17)
E has a natural scalar product: if e1, · · · , ed is an orthonormal basis of T ∗xM , then the scalar
product is chosen such that ei1 ∧ · · · ∧ eip for i1 < · · · < ip is an orthonormal basis.
If d ∈ Diff 1 is the exterior derivative and d∗ is its adjoint for the deduced scalar product on
Γ(M,E), then their principal symbols are
σd1(ω) = i(ω), (18)
σd
∗
1 (ω) = −iι(ω). (19)
This follows from σd1(x, ξ) = limt→∞ 1t
(
e−ith(x)deith(x
)
(x) = limt→∞ 1t it dxh = i dxh = i ξ
where h is such that dxh = ξ, so σd1(x, ξ) = i ξ and similarly for σd
∗
1 .
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More generally, if P ∈ Diffm(M), σPm(dh) = 1imm! (ad h)m(P ) with ad h = [·, h] and
σP
∗
m (ω) = σPm(ω)∗ where the adjoint P ∗ is for the scalar product on Γ(M,E) associated to
an hermitean metric on E: 〈ψ, ψ′〉 := ∫M〈ψ(x), ψ′(x)〉x |dx| is a scalar product on the space
Γ(M,E).
Definition 3.1. The operator P ∈ Diff 2(M,E) is called a generalized Laplacian when its
symbol satisfies σP2 (x, ξ) = |ξ|2x idEx for x ∈ M, ξ ∈ T ∗xM (note that |ξ|x depends on the
metric g).
This is equivalent to say that, in local coordinates, P = −∑i,j gij(x)∂xi∂xj + bj(x)∂xj + c(x)
where the bj are smooth and c is in Γ
(
M,End(E)
)
.
Definition 3.2. Assume that E = E+ ⊕ E− is a Z2-graded vector bundle.
When D ∈ Diff 1(M,E) and D =
(
0 D+
D− 0
)
(D is odd) where D± : Γ(M,E∓) → Γ(M,E±),
D is called a Dirac operator if D2 =
(
D−D+ 0
0 D+D−
)
is a generalized Laplacian.
A good example is given by E = ∧T ∗M = ∧even T ∗M⊕∧odd T ∗M and the de Rham operator
D := d+ d∗. It is a Dirac operator since D2 = dd∗+ d∗d is a generalized Laplacian according
to (18) (19). D2 is also called the Laplace–Beltrami operator.
Definition 3.3. Define C`M as the vector bundle over M whose fiber in x ∈ M is the
Clifford algebra C` T ∗xM (or C` TxM using the musical isomorphism X ∈ TM ↔ X[ ∈ T ∗M).
A bundle E is called a Clifford bundle over M when there exists a Z2-graduate action
c : Γ(M, C`M)→ End
(
Γ(M,E)
)
.
The main idea which drives this definition is that Clifford actions correspond to principal
symbols of Dirac operators:
Proposition 3.4. If E is a Clifford module, every odd D ∈ Diff 1 such that [D, f ] = i c(df)
for f ∈ C∞(M) is a Dirac operator.
Conversely, if D is a Dirac operator, there exists a Clifford action c with c(df) = −i [D, f ].
Proof. Let x ∈M , ξ ∈ T ∗xM and f ∈ C∞(M) such that dxf = ξ. Then
σD1 (df)(x) =
(
1
i
ad f)D = −i[D, f ] = c(df),
so, thanks to Theorem 1.5, σD22 (x, ξ) =
(
σD1 (x, ξ)
)2
= |ξ|2x idEx and D2 is a generalized
Laplacian.
Conversely, if D is a Dirac operator, then we can define c(df) := i[D, f ]. This makes
sense since D ∈ Diff 1 and for f ∈ C∞(M), x ∈ M , [D, f ](x) = iσD1 (df)(x) = iσD1 (x, dxf) is
an endomorphism of Ex depending only on dxf . So c can be extended to the whole T ∗M
with c(x, ξ) := c(dh)(x) = iσD1 (x, ξ) where h ∈ C∞(M) is chosen such that ξ = dxh. The
map ξ → c(x, ξ) is linear from T ∗xM to End(Ex) and c(x, ξ)2 = σD1 (x, ξ)2 = σD22 (x, ξ) = |ξ|2x
for each ξ ∈ T ∗xM . Thus c can be extended to an morphism of algebras from C`(T ∗xM) in
End(Ex). This gives a Clifford action on the bundle E.
Consider previous example: E = ∧T ∗M = ∧even T ∗M ⊕ ∧odd T ∗M is a Clifford module for
c := i(+ ι) coming from the Dirac operator D = d+ d∗: by (18) and (19)
i[D, f ] = i[d+ d∗, f ] = i
(
iσd1(df)− iσd
∗
1 (df)
)
= −i(+ ι)(df).
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Definition 3.5. Let E be a Clifford module over M . A connection ∇ on E is a Clifford
connection if for a ∈ Γ(M, C`M) and X ∈ Γ(M,TM), [∇X , c(a)] = c(∇LCX a) where ∇LCX is
the Levi-Civita connection after its extension to the bundle C`M (here C`M is the bundle
with fiber C` TxM).
A Dirac operator D∇ is associated to a Clifford connection ∇ in the following way:
D∇ := −i c ◦ ∇, Γ(M,E) ∇−→ Γ(M,T ∗M ⊗ E) c⊗1−−→ Γ(M,E).
where we use c for c⊗ 1.
Thus if in local coordinates, ∇ = ∑dj=1 dxj ⊗∇∂j , the associated Dirac operator is given
by D∇ = −i∑j c(dxj)∇∂i . In particular, for f ∈ C∞(M),
[D∇, f idE] = −i
d∑
i=1
c(dxi) [∇∂j , f ] =
d∑
j=1
−i c(dxj) ∂jf = −ic(df).
By Proposition 3.4, D∇ deserves the name of Dirac operator!
Examples:
1) For the previous example E = ∧T ∗M , the Levi-Civita connection is indeed a Clifford
connection whose associated Dirac operator coincides with the de Rham operator D = d+d∗.
2) The spinor bundle: Recall that the spin group Spind is the non-trivial two-fold covering
of SOd, so we have
0 −→ Z2 −→ Spind ξ−→ SOd −→ 1.
Let SO(TM) → M be the SOd-principal bundle of positively oriented orthonormal frames
on TM of an oriented Riemannian manifold M of dimension d.
A spin structure on an oriented d-dimensional Riemannian manifold (M, g) is a Spind-
principal bundle Spin(TM) pi−→ M with a two-fold covering map Spin(TM) η−→ SO(TM)
such that the following diagram commutes:
Spin(TM)× Spind //
η×ξ

Spin(TM)
η

pi
++M
SO(TM)× SOd // SO(TM) pi
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where the horizontal maps are the actions of Spind and SOd on the principal fiber bundles
Spin(TM) and SO(TM).
A spin manifold is an oriented Riemannian manifold admitting a spin structure.
In above definition, one can replace Spind by the group Spincd which is a central extension of
SOd by T:
0 −→ T −→ Spincd ξ−→ SOd −→ 1.
An oriented Riemannian manifold (M, g) is spin if and only if the second Stiefel–Whitney
class of its tangent bundle vanishes. Thus a manifold is spin if and only both its first and
second Stiefel–Whitney classes vanish (the vanishing of the first one being equivalent to the
orientability of the manifold). In this case, the set of spin structures on (M, g) stands in
one-to-one correspondence with H1(M,Z2). In particular the existence of a spin structure
does not depend on the metric or the orientation of a given manifold. Note that all manifolds
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of dimension d ≤ 4 have spinc structures but CP 2 is a 4-dimensional (complex) manifold
without spin structures.
Let ρ be an irreducible representation of C`Cd → EndC(Σd) with Σd ' C2bd/2c as set of
complex spinors. Of course, C`Cd is endowed with its canonical complex bilinear form.
The spinor bundle S ofM is the complex vector bundle associated to the principal bundle
Spin(TM) with the spinor representation, namely S := Spin(TM) ×ρd Σd. Here ρd is a
representation of Spind on Aut(Σd) which is the restriction of ρ.
More precisely, if d = 2m is even, ρd = ρ++ρ− where ρ± are two nonequivalent irreducible
complex representations of Spin2m and Σ2m = Σ+2m ⊕ Σ−2m, while for d = 2m + 1 odd, the
spinor representation ρd is irreducible.
In practice, M is a spin manifold means that there exists a Clifford bundle S = S+ ⊕ S−
such that S ' ∧T ∗M . Due to the dimension of M , the Clifford bundle has fiber
C`xM =
{
M2m(C) when d = 2m is even,
M2m(C)⊕M2m(C) when d = 2m+ 1.
Locally, the spinor bundle satisfies S 'M × Cd/2.
A spin connection ∇S : Γ∞(M,S) → Γ∞(M,S) ⊗ Γ∞(M,T ∗M) is any connection which is
compatible with Clifford action:
[∇S, c(·)] = c(∇LC ·).
It is uniquely determined by the choice of a spin structure on M (once an orientation of M
is chosen).
Definition 3.6. The Dirac (also called Atiyah–Singer) operator given by the spin structure
is
D/ := −i c ◦ ∇S. (20)
In coordinates,
D/ = −ic(dxj)
(
∂j − ωj(x)
)
(21)
where ωj is the spin connection part which can be computed in the coordinate basis
ωj = 14
(
Γkji gkl − ∂i(hαj )δαβhβl
)
c(dxi) c(dxl)
where the matrix H := [hαj ] is such that H tH = [gij] (we use Latin letters for coordinate
basis indices and Greek letters for orthonormal basis indices).
This gives σD1 (x, ξ) = c(ξ) + ic(dxj)ωj(x). Thus in normal coordinates around x0,
c(dxj)(x0) = γj,
σD1 (x0, ξ) = c(ξ) = γjξj (22)
where the γ’s are constant hermitean matrices.
A fundamental result concerning a Dirac operator (definition 3.2) is its unique continua-
tion property: if ψ satisfies Dψ = 0 and ψ vanishes on an open subset of the smooth manifold
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M (with or without boundary), then ψ also vanishes on the whole connected component of
M .
The Hilbert space of spinors is
H = L2
(
(M, g), S)
)
:= {ψ ∈ Γ∞(M,S) |
∫
M
〈ψ, ψ〉x dvolg(x) <∞} (23)
where we have a scalar product which is C∞(M)-valued. On its domain Γ∞(M,S), the Dirac
operator is symmetric: 〈ψ,D/φ〉 = 〈D/ψ, φ〉. Moreover, it has a selfadjoint closure (which is
D/ ∗∗):
Theorem 3.7. Let (M, g) be an oriented compact Riemannian spin manifold without bound-
ary. By extension to H, D/ is essentially selfadjoint on its original domain Γ∞(M,S). It is
a differential (unbounded) operator of order one which is elliptic.
See [50,71,106,107] for a proof.
There is a nice formula which relates the Dirac operator D/ to the spinor Laplacian
∆S := −Trg(∇S ◦ ∇S) : Γ∞(M,S)→ Γ∞(M,S).
Before to give it, we need to fix few notations: let R ∈ Γ∞
(
M,
∧2 T ∗M ⊗ End(TM)) be
the Riemann curvature tensor with components Rijkl := g(∂i, R(∂k, ∂l)∂j), the Ricci tensor
components are Rjl := gikTijkl and the scalar curvature is s := gjlRjl.
Proposition 3.8. Schrödinger–Lichnerowicz formula: with same hypothesis,
D/ 2 = ∆S + 14s (24)
where s is the scalar curvature of M .
The proof is just a lengthy computation (see for instance [50]).
We already know via Theorems 1.10 and 3.7 that D/ −1 is compact so has a discrete spectrum.
For T ∈ K+(H), we denote by {λn(T )}n∈N its spectrum sorted in decreasing order including
multiplicity (and in increasing order for an unbounded positive operator T such that T−1 is
compact) and by NT (λ) := #{λn(T ) | λn ≤ λ } its counting function.
Theorem 3.9. With same hypothesis, the asymptotics of the Dirac operator counting func-
tion is N|D/ |(λ) ∼
λ→∞
2dVol(Sd−1)
d(2pi)d Vol(M)λ
d where Vol(M) =
∫
M dvol.
Proof. By Weyl’s theorem, we know the asymptotics of N∆(λ) for the the scalar Laplacian
∆ := −Trg
(
∇T ∗M⊗T ∗M ◦ ∇T ∗M
)
which in coordinates is ∆ = −gij(∂i∂j − Γkij∂k). It is given
by:
N∆(λ) ∼
λ→∞
Vol(Sd−1)
d(2pi)d Vol(M)λ
d/2.
For the spinor Laplacian, we get the same formula with an extra factor of Tr(1S) = 2d and
Proposition 3.8 shows that ND/ 2(λ) has the same asymptotics than N∆(λ) since s gives rise
to a bounded operator.
We already encounter such computation in Example 2.13.
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3.2 Dirac operators and change of metrics
Recall that the spinor bundle Sg and square integrable spinors Hg defined in (23) depends
on the chosen metric g, so we note Mg instead of M and Hg := L2(Mg, Sg) and a natural
question is: what happens to a Dirac operator when the metric changes?
Let g′ be another Riemannian metric onM . Since the space of d-forms is one-dimensional,
there exists a positive function fg,g′ : M → R+ such that dvolg′ = fg′,g dvolg.
Let Ig,g′(x) : Sg → Sg′ the natural injection on the spinors spaces above point x ∈M which
is a pointwise linear isometry: |Ig,g′(x)ψ(x)|g′ = |ψ(x)|g. Let us first see its construction:
there always exists a g-symmetric automorphism Hg,g′ of the 2bd/2c- dimensional vector space
TM such that g′(X, Y ) = g(Hg,g′X, Y ) for X, Y ∈ TM so define ιg,g′ X := H−1/2g,g′ X. Note
that ιg,g′ commutes with right action of the orthogonal group Od and can be lifted up to a
diffeomorphism Pind-equivariant on the spin structures associated to g and g′ and this lift
is denoted by Ig,g′ (see [6]). This isometry is extended as operator on the Hilbert spaces
Ig,g′ : Hg → Hg′ with (Ig,g′ ψ)(x) := Ig,g′(x)ψ(x).
Now define
Ug′,g :=
√
fg,g′ Ig′,g : Hg′ → Hg . (25)
Then by construction, Ug′,g is a unitary operator from Hg′ onto Hg: for ψ′ ∈ Hg′ ,
〈Ug′,gψ′, Ug′,gψ′〉Hg =
∫
M
|Ug,g′ψ′|2g dvolg =
∫
M
|Ig′,gψ′|2g fg′,g dvolg =
∫
M
|ψ′|2g′ dvolg′
= 〈ψg′ , ψg′〉Hg′ .
So we can realize D/ g′ as an operator Dg′ acting on Hg with
Dg′ : Hg → Hg, Dg′ := U−1g,g′ D/ g′ Ug,g′ . (26)
This is an unbounded operator on Hg which has the same eigenvalues as D/ g′ .
In the same vein, the k-th Sobolev space Hk(Mg, Sg) (which is the completion of the space
Γ∞(Mg, Sg) under the norm ‖ψ‖2k =
∑k
j=0
∫
M |∇jψ(x)|2 dx; be careful, ∇ applied to ∇ψ is
the tensor product connection on T ∗Mg ⊗Sg etc, see Theorem 1.10) can be transported: the
map Ug,g′ : Hk(Mg, Sg)→ Hk(Mg′ , Sg′) is an isomorphism, see [98]. In particular, (after the
transport map U), the domain of Dg′ and D/ g′ are the same.
A nice example of this situation is when g′ is in the conformal class of g where we can
compute explicitly D/ g′ and Dg′ [2, 6, 47, 57].
Theorem 3.10. Let g′ = e2hg be a conformal transformation of g with h ∈ C∞(M,R). Then
there exists an isometry Ig,g′ between the spinor bundle Sg and Sg′ such that
D/ g′ Ig,g′ ψ = e
−h Ig,g′
(
D/ g ψ − id−12 cg(grad h)ψ
)
,
D/ g′ = e
−d+12 h Ig,g′ D/ g I
−1
g,g′ e
d−1
2 h,
Dg′ = e−h/2D/ g e
−h/2.
for ψ ∈ Γ∞(M,Sg).
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Proof. The isometry X → X ′ := e−hX from (TM, g) onto (TM, g′) defines a principal bundle
isomorphism SOg(TM) → SOg′(TM) lifting to the spin level. More precisely, it induces a
vector-bundle isomorphism Ig,g′ : Sg → Sg′ , preserving the pointwise hermitean inner product
(i.e. Hg,g′ = e2h), such that e−h cg′(X) Ig,g′ ψ = cg′(X ′)Ig,g′ ψ = Ig,g′ cg(X)ψ.
For a connection ∇˜ compatible with a metric k and without torsion, we have for X, Y, Z
in Γ∞(TM)
2k(∇˜XY, Z) = k([X, Y ], Z) + k([Z, Y ], X) + k([Z,X], Y )
+X · k(Y, Z) + Y · k(X,Z)− Z · k(X, Y ) (27)
which is obtained via k(∇˜XY, Z) + k(Y, ∇˜XZ) = X · k(Y, Z) minus two cyclic permutations.
The set { e′j := e−hej | 1 ≤ j ≤ d } is a local g′-orthonormal basis of TU for g′ if and only
if { ej } is a local g-orthonormal basis of TU where U is a trivializing open subset of M .
Applying (27) to ∇′LC , we get
2g′(∇′LCX e′i, e′j) = e2hg([X, e−hei], e−hej) + e2hg([e−hej, e−hei], X) + e2hg([e−hej, X], e−hei)
+X · e2hg(e−hei, e−hej) + e−hei · e2hg(X, e−hej)− e−hej · e2hg(X, e−hei)
= 2g(∇LCX ei, ej) + 2(ei · h) g(ej, X)− 2(ej · h) g(ei, X).
Since ∇SgX ψ = −14g(∇LCX ei, ej) cg(ei) cg(ej)ψ, for ψ ∈ Γ∞(U, Sg),
∇Sg′ek Ig,g′ ψ = Ig,g′
[
∇Sgek + 12cg(ek) cg(grad h)− 12ek(h)
]
ψ. (28)
Hence
D/ g′ Ig,g′ ψ = −icg′(e′k )∇
Sg′
e′
k
Ig,g′ ψ = −ie−h cg′(e′k)∇
Sg′
ek Ig,g′ ψ
= −ie−h cg′(e′k)Ig,g′
[
∇Sgek + 12 cg(ek) cg(grad h)− 12ek(h)
]
ψ
= −ie−h Ig,g′ cg(ek)
[
∇Sgek + 12 cg(ek) cg(grad h)− 12ek(h)
]
ψ
= e−h Ig,g′
[
D/ g ψ − id−12 cg(grad h)
]
ψ.
So, using [D/ g , f ] = −icg(grad f) for f = e−
d−1
2 h,
D/ g′ e
−d−12 h Ig,g′ ψ = e−h Ig,g′
[
D/ g e
−d−12 h ψ − id−12 e−
d−1
2 h cg(grad h)ψ
]
= e−h Ig,g′
[
e−
d−1
2 hD/ g ψ + [D/ g, e
−d−12 h]ψ − id−12 e−
d−1
2 h cg(grad h)ψ
]
= e−h Ig,g′
[
e−
d−1
2 hD/ g ψ − d−12 e−
d−1
2 h (−i)cg(grad h)ψ
− id−12 e−
d−1
2 h cg(grad h)ψ
]
= e−
d+1
2 hIg,g′ D/ g ψ.
Thus D/ g′ = e
−d+12 h Ig,g′ D/ g I
−1
g,g′ e
d−1
2 h and since dvolg′ = edh dvolg, using (25)
D/ g′ = e
−h/2 U−1g′,gD/ g Ug′,g e
−h/2.
Finally, (26) yields Dg′ = e−h/2D/ g e−h/2.
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Note that Dg′ is not a Dirac operator as defined in (20) since its principal symbol has an
x-dependence: σDg′ (x, ξ) = e−h(x) cg(ξ).
The principal symbols of D/ g′ and D/ g are related by
σ
D/ g′
d (x, ξ) = e−h(x)/2 U−1g′,g(x)σ
D/ g
d (x, ξ)Ug′,g(x) e−h(x)/2, ξ ∈ T ∗xM.
Thus
cg′(ξ) = e−h(x) U−1g′,g(x) cg(ξ)Ug′,g(x), ξ ∈ T ∗xM. (29)
Using cg(ξ)cg(η) + cg(η)cg(ξ) = 2g(ξ, η) idSg , formula (29) gives a verification of the formula
g′(ξ, η) = e−2hg(ξ, η).
Note that two volume forms µ, µ′ on a compact connected manifold M are related by
an orientation preserving diffeomorphism α of M in the following sense [81]: there exists
a constant c = (
∫
M µ
′)−1
∫
M µ such that µ = c α∗µ′ where α∗µ′ is the pull-back of µ′ (i.e.∫
α(S) α
∗µ =
∫
S µ for any set S ⊂M). The proof is based on the construction of an orientation
preserving automorphism homotopic to the identity.
It is also natural to look at the changes on a Dirac operator when the metric g is modified
by a diffeomorphism α which preserves the spin structure. The diffeomorphism α can be lifted
to a diffeomorphism Od-equivariant on the Od-principal bundle of g-orthonormal frames with
α˜ := H−1/2α∗g,g Tα, and this lift also exists on Sg when α preserves both the orientation and the
spin structure. However, the last lift is defined up to a Z2-action which disappears if α is
connected to the identity.
The pull-back g′ := α∗g of the metric g is defined by (α∗g)x(ξ, η) = gα(x)(α∗(ξ), α∗η),
x ∈M , where α∗ is the push-forward map : TxM → Tα(x)M . Of course, the metric g′ and g
are different but the geodesic distances are the same. Let us check that dg′ = α∗dg:
In local coordinates, we note ∂µ := ∂/∂xµ and ∂′µ′ := ∂/∂(α(x))µ
′ . Thus ∂′ = (Λ−1T )∂
where Λµ′ µ := ∂(α(x))µ
′
/∂xµ. The dependence in the metric g of Cristoffel symbols is
Γρµν = 12g
ρβ(∂µgβν + ∂νgµβ − ∂βgµν). Thus the same symbols Γ′ associated to g′ are
Γ′ ρ
′
µ′ν′ = Λρ
′
ρ(Λ−1T )µ′ µ(Λ−1T )ν′ ν Γρµν + Λρ
′
ρ(Λ−1T )µ′ µ ∂µ (Λ−1T )ν′ ν . (30)
The geodesic equation is x¨ρ+Γρµν x˙µ x˙ν = 0 for all ρ (note that neither xµ nor x¨µ are 4-vectors
in the sense that they are not transformed like v′µ′ = Λµ′ µ vµ, while x˙µ is a 4-vector; in fact
¨α(x) ρ′ = Λρ′ ρ x¨ρ + ∂µΛρ
′
ρ x˙
µ x˙ρ. This relation and (30) give the invariance of the geodesic
equation and the same for the distance since for any path γ joining points x = γ(0), y = γ(1)∫ 1
0
√
(α∗g)γ(t)
(
γ′(t), γ′(t)
)
dt =
∫ 1
0
√
gα◦γ(t)
(
(α ◦ γ)′(t), (α ◦ γ)′(t)
)
dt
and (α ◦ γ)(0) = α(x), (α ◦ γ)(1) = α(y). Note that α is an isometry only if α∗dg = dg.
Recall that the principal symbol of a Dirac operator D is σDd (x, ξ) = cg(ξ) so gives the
metric g by (17) as we checked above. This information will be used later in the definition
of a spectral triple. A commutative spectral triple associated to a manifold generates the
so-called Connes’ distance which is nothing else but the metric distance; see the remark after
(44). Again, the link between dα∗g and dg is explained by (26), since the unitary induces an
automorphism of the C∗-algebra C∞(M).
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4 Heat kernel expansion
References for this section: [4, 44, 45] and especially [109].
Recall that the heat kernel is a Green function of the heat operator et∆ (recall that −∆ is
a positive operator) which measures the temperature evolution in a domain whose boundary
has a given temperature. For instance, the heat kernel of the Euclidean space Rd is
kt(x, y) = 1(4pit)d/2 e
−|x−y|2/4t for x 6= y (31)
and it solves the heat equation{
∂tkt(x, y) = ∆xkt(x, y), ∀t > 0, x, y ∈ Rd
initial condition: limt↓0 kt(x, y) = δ(x− y).
Actually, kt(x, y) = 12pi
∫∞
−∞ e
−ts2 eis(x−y) ds when d = 1.
Note that for f ∈ D(Rd), we have limt↓0 ∫Rd kt(x, y) f(y) dy = f(x).
For a connected domain (or manifold with boundary with vector bundle V ) U , let λn be the
eigenvalues for the Dirichlet problem of minus the Laplacian{ −∆φ = λψ in U
ψ = 0 on ∂U.
If ψn ∈ L2(U) are the normalized eigenfunctions, the inverse Dirichlet Laplacian ∆−1 is a
selfadjoint compact operator, 0 ≤ λ1 ≤ λ2 ≤ λ3 ≤ · · · , λn →∞.
The interest for the heat kernel is that, if f(x) =
∫∞
0 dt e
−tx φ(x) is the Laplace transform
of φ, then Tr
(
f(−∆)
)
=
∫∞
0 dt φ(t) Tr
(
et∆
)
(if everything makes sense) is controlled by
Tr
(
et∆
)
=
∫
M dvol(x) trVxkt(x, x) since Tr
(
e t∆
)
= ∑∞n=1 e t λn and
kt(x, y) = 〈x, et∆ y〉 =
∞∑
n,m=1
〈x, ψm〉 〈ψm, et∆ψn〉 〈ψn, y〉 =
∞∑
n=1
ψn(x)ψn(y) et λn .
So it is useful to know the asymptotics of the heat kernel kt on the diagonal of M × M
especially near t = 0.
4.1 The asymptotics of heat kernel
Let now M be a smooth compact Riemannian manifold without boundary, V be a vector
bundle over M and P ∈ ΨDOm(M,V ) be a positive elliptic operator of order m > 0. If
kt(x, y) is the kernel of the heat operator e−tP , then the following asymptotics exits on the
diagonal:
kt(x, x) ∼
t↓0+
∞∑
k=0
ak(x) t(−d+k)/m
which means that ∣∣∣kt(x, x)− n∑
k=0
ak(x) t(−d+k)/m
∣∣∣∞,n< cn tn for 0 < t < 1
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where |f |∞,n := supx∈M
∑
|α|≤n |∂αx f | (since P is elliptic, kt(x, y) is a smooth function of
(t, x, y) for t > 0, see [44, section 1.6, 1.7]).
More generally, we will use
k(t, f, P ) := Tr
(
f e−tP
)
where f is a smooth function. We have similarly
k(t, f, P ) ∼
t↓0+
∞∑
k=0
ak(f, P ) t(−d+k)/m. (32)
The utility of function f will appear later for the computation of coefficients ak.
The following points are of importance:
1) The existence of this asymptotics is non-trivial [44,45].
2) The coefficients a2k(f, P ) can be computed locally as integral of local invariants:
Recall that a locally computable quantity is the integral on the manifold of a local frame-
independent smooth function of one variable, depending only on a finite number of derivatives
of a finite number of terms in the asymptotic expansion of the total symbol of P .
In noncommutative geometry, local generally means that it is concentrated at infinity in
momentum space.
3) The odd coefficients are zero: a2k+1(f, P ) = 0.
For instance, let us assume from now on that P is a Laplace type operator of the form
P = −(gµν∂µ∂ν + Aµ∂µ + B) (33)
where (gµν)1≤µ,ν≤d is the inverse matrix associated to the metric g on M , and Aµ and B are
smooth L(V )-sections onM (endomorphisms) (see also Definition 3.1). Then (see [45, Lemma
1.2.1]) there is a unique connection ∇ on V and a unique endomorphism E such that
P = −(Trg∇2 + E), ∇2(X, Y ) := [∇X ,∇Y ]−∇∇LCX Y ,
X, Y are vector fields on M and ∇LC is the Levi-Civita connection on M . Locally
Trg∇2 := gµν(∇µ∇ν − Γρµν∇ρ)
where Γρµν are the Christoffel coefficients of ∇LC . Moreover (with local frames of T ∗M and
V ), ∇ = dxµ ⊗ (∂µ + ωµ) and E are related to gµν , Aµ and B through
ων = 12gνµ(A
µ + gσεΓµσε idV ) , (34)
E = B− gνµ(∂νωµ + ωνωµ − ωσΓσνµ) . (35)
In this case, the coefficients ak(f, P ) =
∫
M dvolg trV
(
f(x) ak(P )(x)
)
and the ak(P ) = ci αik(P )
are linear combination with constants ci of all possible independent invariants αik(P ) of di-
mension k constructed from E,Ω, R and their derivatives (Ω is the curvature of the connection
ω, and R is the Riemann curvature tensor). As an example, for k = 2, E and s are the only
independent invariants.
Point 3) follow since there is no odd-dimension invariant.
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4.2 Computations of heat kernel coefficients
The computation of coefficients ak(f, P ) is made by induction using first a variational method:
for any smooth functions f, h one has
d
d |=0 ak(1, e
−2fP ) = (d− k) ak(f, P ), (36)
d
d |=0 ak(1, P − h) = ak−2(h, P ), (37)
d
d |=0 ad−2(e
−2fh, e−2fP ) = 0. (38)
The first equation follows from
d
d |=0 Tr
(
e−e
−2f tP
)
= −2t d
dt
Tr
(
f e−tP
)
with an expansion in power series in t. Same method for (37).
For the proof of (38), we use P (, δ) := e−2f (P − δh); with (36) for k = d,
0 = d
d |=0 ad
(
1, P (, δ)
)
,
thus after a variation of δ,
0 = d
dδ |δ=0
d
d |=0 ad
(
1, P (, δ)
)
= d
d |=0
d
dδ |δ=0 ad
(
1, P (, δ)
)
,
we derive (38) from (37).
The idea behind equations (36), (37) and (38) is that (37) shows dependence of coefficients
ak on E, while the two others describe their behaviors under local scale transformations.
Then, the ak(P ) = ci αik(P ) are computed with arbitrary constants ci (they are dependent
only of the dimension d) and these constants are inductively calculated using (36), (37) and
(38). If s is the scalar curvature and ‘;’ denote multiple covariant derivative with respect to
Levi-Civita connection on M , one finds, with rescaled α’s,
a0(f, P ) = (4pi)−d/2
∫
M
dvolg trV (α0f) ,
a2(f, P ) = (4pi)
−d/2
6
∫
M
dvolg trV
[
(f(α1E + α2s)
]
, (39)
a4(f, P ) = (4pi)
−d/2
360
∫
M
dvolg trV
[
f(α3E;kk + α4Es+ α5E2 + α6R;kk + α7s2
+ α8RijRij + α9RijklRijkl + α10ΩijΩij)
]
.
In a4, they are no other invariants: for instance, Rij;ij is proportional to R;ij.
Using the scalar Laplacian on the circle, one finds α0 = 1.
Using (37) with k = 2, under the change P → P − h, E becomes E + h, so
1
6
∫
M
dvolg trV (α1h) =
∫
M
dvolg trV (h)
yielding α1 = 6. For k = 4, it gives now:
1
360
∫
M
dvolg trV (α4hs+ 2α5hE) = 16
∫
M
dvolg trV (α1hE + α2hs),
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thus α5 = 180 and α4 = 60α2.
To go further, one considers the scale transformation on P given in (36) and (38). In (36),
P is transformed covariantly, the metric g is changed into e−2fg implying conformal trans-
formation of the Riemann tensor, Ricci tensor and scalar curvature giving the modifications
on ω and E via (34), (35). This gives (we collect here all terms appearing in a2 and only few
terms appearing in a4)
d
d |=0 dvolg = d f dvolg,
d
d |=0E = −2fE + 12(d− 2) f;ii ,
d
d |=0 s = −2fs− 2(d− 1) f;ii ,
d
d |=0Es = −4fEs+ 12(d− 2)s f;ii − 2(d− 1)f;iiE ,
d
d |=0E
2 = −4fE2 + (d− 2) f;iiE ,
d
d |=0 s
2 = −4fs2 − 4(d− 1) f;iis ,
d
d |=0Rijkl = −2fRijkl + δjlf;ik + δ;ikf;jl − δilf;jk − δjkf;il ,
d
d |=0 ΩijΩij = −4f ΩijΩij ,
· · ·
Applying (38) with d = 4, we get
d
d |=0 a2(e
−2fh, e−2fP ) = 0.
Picking terms with
∫
M dvolg trV (hf;ii), we find α1 = 6α2, so α2 = 1 and α4 = 60. Thus
a2(f, P ) has been determined.
Similar method gives a4(f, P ), but only after lengthy computation despite the use of Gauss–
Bonnet theorem for the determination of α10! One finds:
α3 = 60, α5 = 180, α6 = 12, α7 = 5, α8 = −2, α9 = 2, α10 = 30.
The coefficient a6 was computed by Gilkey, a8 by Amsterdamski, Berkin and O’Connor
and a10 in 1998 by van de Ven [110]. Some higher coefficients are known in flat spaces.
4.3 Wodzicki residue and heat expansion
Wodzicki has proved that, in (32), ak(P )(x) = 1m cP (k−d)/m(x) is true not only for k = 0 as
seen in Theorem 2.14 (where P ↔ P−1), but for all k ∈ N. In this section, we will prove this
result when P is is the inverse of a Dirac operator and this will be generalized in the next
section.
Let M be a compact Riemannian manifold of dimension d even, E a Clifford module over
M and D be the Dirac operator (definition 3.2) given by a Clifford connection on E. By
Theorem 3.7, D is a selfadjoint (unbounded) operator on H := L2(M,S).
We are going to use the heat operator e−tD2 since D2 is related to the Laplacian via the
Schrödinger–Lichnerowicz formula (3.2) and since the asymptotics of the heat kernel of this
Laplacian is known.
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For t > 0, we have e−tD2 ∈ L1: the result follows from the decomposition
e−tD
2 = (1 +D2)(d+1)/2 e−tD2(1 +D2)−(d+1)/2,
since (1 +D2)−(d+1)/2 ∈ L1 and the function: λ→ (1 + λ2)(d+1)/2e−tλ2 is bounded.
Thus Tr
(
e−tD
2
)
= ∑n e−tλ2n <∞.
Another argument is the following: (1 + D2)−d/2 maps L2(M,S) into the Sobolev space
Hk(M,S) (see Theorem 1.10) and the injection Hk(M,S) ↪→ L2(M,S) is Hilbert–Schmidt
operator for k > 12d. Thus t→ e−tD
2 is a semigroup of Hilbert–Schmidt operators for t > 0.
Moreover, the operator e−tD2 has a smooth kernel since it is regularizing, see Remark 1.3
(or [71, Theorem 6.2]) and the asymptotics of its kernel is (recall (31)), see [4, Theorem 2.30]:
kt(x, y) ∼
t↓0+
1
(4pit)d/2
√
det gx
∑
j≥0
kj(x, y) tj e−dg(x,y)
2/4t
where kj is a smooth section on E∗ ⊗ E. Thus
Tr
(
e−tD
2) ∼
t↓0+
∑
j≥0
t(j−d)/2 aj(D2) (40)
with for j ∈ N, {
a2j(D2) := 1(4pi)d/2
∫
M tr
(
kj(x, x)
)√
det gx |dx|,
a2j+1(D2) = 0.
The aim now is to compute WRes
(
D−p
)
for an integer p such that 0 ≤ p ≤ d:
Theorem 4.1. For any integer p, 0 ≤ p ≤ d, D−p ∈ ΨDO−p(M,E) and
WRes
(
D−p
)
= 0, for odd p,
WRes
(
D−p
)
= 2Γ(p/2)ad−p(D
2) = 2(4pi)d/2Γ(p/2)
∫
M
tr
(
k(d−p)/2(x, x)
)
dvolg(x), for even p.
Proof. Assume D is invertible, otherwise swap D for the invertible operator D + P where
P is the projection on the kernel of D. Since the kernel is finite dimensional, P has a finite
rank and generates a smoothing operator.
Since the trace of γ-matrices in (22) is zero, WRes
(
D−p
)
= 0 for p odd.
Assuming now that p is an even integer, by spectral theory,
D−p = |D|−p = 1Γ(p/2)
∫ ∞
0
tp/2 e−tD
2
t−1dt = 1Γ(p/2) (
∫ 
0
+
∫ ∞

) tp/2 e−tD2 t−1dt
The second integral is a smooth operator since the map x → ∫∞ tp/2 e−tx2 t−1dt is in the
Schwartz space S.
Define the first integral as the operator D−p and choose  small enough such that for 0 < t ≤ 
and x and y close enough,
| kt(x, y)− 1(4pit)d/2
(d−p)/2∑
j=0
tj
√
det gx kj(x, y) e−dg(x,y)
2/4t | ≤ c tp/2 e−dg(x,y)2/4t.
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Thus
Γ(d2) tr
(
kD
−p
 (x, y)
)
=
∫ ∞
0
tp/2 tr
(
kt(x, y)
)
t−1dt
=
√
det gx
(4pi)d/2
(d−p)/2∑
j=0
tr
(
kj(x, y)
) ∫ 
0
tj−(p−d)/2e−dg(x,y)
2/4t dt
+O
( ∫ 
0
e−dg(x,y)
2/4tdt
)
.
For m integer and µ > 0, we get after a change of variable t→ t−1,
∫ 
0
tm e−µ/t t−1dt = µm
∫ ∞
µ
t−m e−tt−1dt =

Polynomial in 1
µ
+O(1) for m < 0,
− log µ+O(1) for m = 0,
O(1) for m > 0.
Thus, the logarithmic behavior of Γ(d2) tr
(
kD
−p
 (x, y)
)
comes from
√
det gx
(4pi)d/2 tr
(
k(d−p)/2(x, y)
) ∫ 
0
e−dg(x,y)
2/4tt−1dt
=
√
det gx
(4pi)d/2 tr
(
k(d−p)/2(x, y)
) (
− log
(
dg(x, y)2/4
)
+O(1)
)
=
√
det gx
(4pi)d/2 tr
(
k(d−p)/2(x, y)
) (
− 2 log
(
dg(x, y)
)
+O(1)
)
.
Thus (see Theorem 1.14 for the sign)
WRes(
(
D−p
)
= WRes
(
D−p
)
=
∫
M
cD−p (x) |dx| = 2(4pi)d/2
∫
M
tr
(
k(d−p)/2(x, x)
)√
det gx |dx|,
which is, by definition, 2Γ(p/2) ad−p(D
2).
Few remarks are in order:
1) If p = d is even, WRes
(
D−d
)
= 2Γ(p/2) a0(D
2) = 2Γ(p/2)
Rank(E)
(4pi)d/2 Vol(M).
Since Tr(e−tD2) ∼
t↓0+
a0(D2) t−d/2, the Tauberian theorem used in Example 2.13 implies that
D−d = (D−2)d/2 is measurable and we obtain Connes’ trace theorem 2.14
TrDix(D−d) = Trω(D−d) = a0(D
2)
Γ(d/2+1) =
1
d
WRes(D−d).
2) When D = D/ and E is the spinor bundle, the Seeley-deWit coefficient a2(D/ 2) (see
(39) with f = 1) can be easily computed (see [44,50]): if s is the scalar curvature,
a2(D/ 2) = − 112(4pi)d/2
∫
M
s(x) dvolg(x). (41)
So WRes
(
D/ −d+2
)
= 2Γ(d/2−1) a2(D/
2) = c
∫
M s(x) dvolg(x). This is a quite important result
since this last integral is nothing else but the Einstein–Hilbert action (71). In dimension 4,
this is an example of invariant by diffeomorphisms, see (13).
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5 Noncommutative integration
We already saw that the Wodzicki residue is a trace and, as such, can be viewed as an integral.
But of course, it is quite natural to relate this integral to zeta functions used in (11): with
notations of Section 1.4, let P ∈ ΨDOZ(M,E) and D ∈ ΨDO1(M,E) which is elliptic. The
definition of zeta function
ζPD(s) := Tr
(
P |D|−s
)
has been useful to prove that WResP = Res
s=0
ζPD(s) =
∫
M cP (x) |dx|.
The aim now is to extend this notion to noncommutative spaces encoded in the notion of
spectral triple.
References: [25,31,34,37,50].
5.1 Notion of spectral triple
The main properties of a compact spin Riemannian manifold M can be recaptured using
the following triple (A = C∞(M),H = L2(M,S), D/ ). The coordinates x = (x1, · · · , xd) are
exchanged with the algebra C∞(M), the Dirac operator D gives the dimension d as we saw
in Theorem 3.9, but also the metric of M via Connes formula and more generally generates
a quantized calculus. The idea of noncommutative geometry is to forget about the commu-
tativity of the algebra and to impose axioms on a triplet (A,H,D) to generalize the above
one in order to be able to obtain appropriate definitions of important notions: pseudodiffer-
ential operators, measure and integration theory, KO-theory, orientability, Poincaré duality,
Hochschild (co)homology etc.
An important remark, probably due to Atiyah, is that the commutator of a pseudodiffer-
ential operator of order 1 (resp. order 0) with the multiplication by a function is a bounded
operator (resp. compact). This is at the origin of the notion of Fredholm module (or K-cycle)
with its K-homology class and via duality to its K-theory culminating with the Kasparov KK-
theory. Thus, it is quite natural to define (unbounded) Fredholm module since for instance
D/ is unbounded:
Definition 5.1. A spectral triple (A,H,D) is the data of an involutive (unital) algebra A
with a faithful representation pi on a Hilbert space H and a selfadjoint operator D with compact
resolvent (thus with discrete spectrum) such that [D, pi(a)] extends to a bounded operator for
any a ∈ A.
We could impose the existence of a C∗-algebra A such that
A := { a ∈ A | [D, pi(a)] is bounded }
is norm dense in A so A is a pre-C∗-algebra stable by holomorphic calculus. Such A is always
a ∗-subalgebra of A.
When there is no confusion, we will write a instead of pi(a).
We now give useful definitions:
Definition 5.2. Let (A,H,D) be a spectral triple.
It is even if there is a grading operator χ such that χ = χ∗,
[χ, pi(a)] = 0, ∀a ∈ A and Dχ = −χD.
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It is real of KO-dimension d ∈ Z/8 if there is an antilinear isometry J : H → H such
that
JD = DJ, J2 = ′, Jχ = ′′ χJ
with the following table for the signs , ′, ′′
d 0 1 2 3 4 5 6 7
 1 -1 1 1 1 -1 1 1
′ 1 1 -1 -1 -1 -1 1 1
′′ 1 -1 1 -1
(42)
and the following commutation rules
[pi(a), pi(b)◦) = 0,
[
[D, pi(a)], pi(b)◦
]
= 0, ∀a, b ∈ A (43)
where pi(a)◦ := Jpi(a∗)J−1 is a representation of the opposite algebra A◦.
It is d-summable (or has metric dimension d) if the singular values of D behave like
µn(D−1) = O(n−1/d).
It is regular if A and [D,A] are in the domain of δn for all n ∈ N where
δ(T ) := [|D|, T ].
(Recall that the domain of the unbounded derivation δ is the set of all bounded operators T on
H which map Dom(|D|) ⊂ H into itself and [|D|, T ] can be (uniquely) extended to a bounded
operator.)
It satisfies the finiteness condition if the space of smooth vectors H∞ := ⋂k DomDk is a
finitely projective left A-module.
It satisfies the orientation condition if there is a Hochschild cycle c ∈ Zd(A,A⊗A◦) such
that piD(c) = χ, where piD
(
(a ⊗ b◦) ⊗ a1 ⊗ · · · ⊗ ad
)
:= pi(a)pi(b)◦[D, pi(a1)] · · · [D, pi(ad)] and
d is its metric dimension.
The above definition of KO-dimension comes from the fact that a Dirac operator is a
square root a Laplacian. This generates a sign problem which corresponds to a choice of a
spin structure (or orientation). Up to some subtleties, the choice of a manifold of a chosen
homotopy needs a Poincaré duality between homology and cohomology and the necessary
refinement yields to the KO-homology introduced by Atiyah and Singer.
An interesting example of noncommutative space of non-zero KO-dimension is given by
the finite part of the noncommutative standard model [21, 28,31].
Moreover, the reality (or charge conjugation in the commutative case) operator J is related
to the problem of the adjoint: IfM is a von Neumann algebra acting on the Hilbert space H
with a cyclic and separating vector ξ ∈ H (which meansMξ is dense in H and aξ = 0 implies
a = 0, for a ∈ M), then the closure S of the map: aξ → a∗ξ has an unbounded extension
to H with a polar decomposition S = J∆1/2 where ∆ := S∗S is a positive operator and J is
antilinear operator such that JMJ−1 = M′, see Tomita theory in [103]. This explains the
commutation relations (43). Moreover ∆itM∆−it =M, a point related to Definition 5.5.
A fundamental point is that a reconstruction of the manifold is possible, starting only with
a spectral triple where the algebra is commutative (see [29] for a more precise formulation,
and also [94]):
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Theorem 5.3. [29] Given a commutative spectral triple (A,H,D) satisfying the above ax-
ioms, then there exists a compact spinc manifold M such that A ' C∞(M) and D is a Dirac
operator.
The manifold is known as a set,M = Sp(A) = Sp(A). Notice that D is known only via its
principal symbol, so is not unique. J encodes the nuance between spin and spinc structures.
The spectral action selects the Levi-Civita connection so the Dirac operator D/ .
The way, the operator D recaptures the original Riemannian metric g of M is via the
Connes’ distance:
Definition 5.4. Given a spectral triple (A,H,D),
d(φ1, φ2) := sup{ |φ1(a)− φ2(a)| | ‖[D, pi(a)]‖ ≤ 1, a ∈ A} (44)
defines a distance (eventually infinite) between two states φ1, φ2 on the C∗-algebra A.
In a commutative geometry, any point x ∈M defines a state via φx : a ∈ C∞(M)→ a(x) ∈ C.
Since the geodesic distance is also given by
dg(x, y) = sup{ |a(x)− a(y)| | a ∈ C∞(M), ‖grad a‖∞ ≤ 1 },
we get d(x, y) = dg(x, y) because ‖c(da)‖ = ‖grad a‖∞. Recall that g is uniquely determined
by its distance function by Myers–Steenrod theorem: if α : (M, g) → (M ′, g′) is a bijection
such that dg′
(
α(x), α(y)
)
= dg(x, y) for x, y ∈M , then g = α∗g′.
The role of D is non only to provide a metric by (44), but its homotopy class represents
the K-homology fundamental class of the noncommutative space A.
It is known that one cannot hear the shape of a drum since the knowledge of the spec-
trum of a Laplacian does not determine the metric of the manifold, even if its conformal
class is given [7]. But Theorem 5.3 shows that one can hear the shape of a spinorial drum
(or better say, of a spectral triple) since the knowledge of the spectrum of the Dirac op-
erator and the volume form, via its cohomological content, is sufficient to recapture the
metric and spin structure. See however the more precise refinement made in [30]: for in-
stance, if (M, g) is a compact oriented smooth Riemannian manifold, the spectral triple(
L∞(M), L2(M,∧T ∗M),D) where D = d + d∗ is the signature operator (see example after
definition 3.2) uniquely determines the manifold M .
5.2 Notion of pseudodifferential operators
Definition 5.5. Let (A,H,D) be a spectral triple.
For t ∈ R define the map Ft : T ∈ B(H)→ eit|D|Te−it|D| and for α ∈ R
OP 0 := {T | t→ Ft(T ) ∈ C∞
(
R,B(H)
)
} is the set of operators or order ≤ 0,
OPα := {T | T |D|−α ∈ OP 0 } is the set of operators of order ≤ α.
Moreover, we set
δ(T ) := [|D|, T ], ∇(T ) := [D2, T ].
For instance, C∞(M) = OP 0⋂L∞(M) and L∞(M) is the von Neumann algebra gener-
ated by A = C∞(M).
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Proposition 5.6. Assume that (A,H,D) is regular so A ⊂ OP 0 = ⋂k≥0 Dom δk ⊂ B(H).
Then, for any α, β ∈ R,
OPαOP β ⊂ OPα+β, OPα ⊂ OP β if α ≤ β, δ(OPα) ⊂ OPα, ∇(OPα) ⊂ OPα+1.
As an example, let us compute the order of X = a |D| [D, b]D−3: since the order of a is 0, of
|D| is 1, of [D, b] is 0 and of D−3 is -3, we get X ∈ OP−2.
Definition 5.7. Let (A,H,D) be a spectral triple and D(A) be the polynomial algebra gen-
erated by A, A◦, D and |D|.
Define the set of pseudodifferential operators as
Ψ(A) := {T | ∀N ∈ N, ∃P ∈ D(A), R ∈ OP−N , p ∈ N such that T = P |D|−p +R }
The idea behind this definition is that we want to work modulo the set OP−∞ of smoothing
operators. This explains the presence of the arbitrary N and R. In the commutative case
of a manifold M with spectral triple
(
C∞(M), L2(M,E),D
)
where D ∈ Diff 1(M,E), we get
the natural inclusion Ψ
(
C∞(M)
)
⊂ ΨDO(M,E).
The reader should be aware that Definition 5.7 is not exactly the same as in [31,34,50] since
it pays attention to the reality operator J when it is present.
5.3 Zeta-functions and dimension spectrum
Definition 5.8. For P ∈ Ψ∗(A), we define the zeta-function associated to P (and D) by
ζPD : s ∈ C→ Tr
(
P |D|−s
)
(45)
which makes sense since for <(s) 1, P |D|−s ∈ L1(H).
The dimension spectrum Sd(A,H,D) of (A,H,D) is the set of all poles of ζPD (s) such
that P ∈ Ψ(A) ∩OP 0. It is said simple if it contains poles of order at most one.
The noncommutative integral of P is defined by
−
∫
P := Res
s=0
ζPD (s). (46)
In (45), we assume D invertible since otherwise, one can replace D by the invertible operator
D + P , P being the projection on KerD. This change does not modify the computation of
the integrals −
∫
which follow since −
∫
X = 0 when X is a trace-class operator.
The notion of dimension spectrum contains more informations than the usual dimension
even for a manifold as we will see in Proposition 5.34.
Remark 5.9. If Sp(A,H,D) denotes the set of all poles of the functions s 7→ Tr
(
P |D|−s
)
where P is any pseudodifferential operator, then, Sd(A,H,D) ⊆ Sp(A,H,D).
When Sp(A,H,D) = Z, Sd(A,H,D) = {n−k : k ∈ N0 }: indeed, if P is a pseudodiffer-
ential operator in OP 0, and q ∈ N is such that q > n, P |D|−s is in OP−<(s) so is trace-class
for s in a neighborhood of q; as a consequence, q cannot be a pole of s 7→ Tr
(
P |D|−s
)
.
Due to the little difference of behavior between scalar and nonscalar pseudodifferential
operators (i.e. when coefficients like [D, a], a ∈ A appears in P of Definition 5.7), it is
convenient to also introduce
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Definition 5.10. Let D1(A) be the algebra generated by A, JAJ−1 and D, and Ψ1(A) be the
set of pseudodifferential operators constructed as before with D1(A) instead of D(A). Note
that Ψ1(A) is subalgebra of Ψ(A).
Remark that Ψ1(A) does not necessarily contain operators such as |D|k where k ∈ Z is
odd. This algebra is similar to the one defined in [13].
5.4 One-forms and fluctuations of D
The unitary group U(A) of A gives rise to the automorphism αu : a ∈ A → uau∗ ∈ A.
This defines the inner automorphisms group Inn(A) which is a normal subgroup of the
automorphisms Aut(A) := {α ∈ Aut(A) |α(A) ⊂ A}. For instance, in case of a gauge
theory, the algebra A = C∞
(
M,Mn(C)
)
' C∞(M) ⊗ Mn(C) is typically used. Then,
Inn(A) is locally isomorphic to G = C∞
(
M,PSU(n)
)
. Since Aut
(
C∞(M)
)
' Diff(M), we
get a complete parallel analogy between following two exact sequences:
1 −→ Inn(A) −→ Aut(A) −→ Aut(A)/Inn(A) −→ 1,
1 −→ G −→ G oDiff(M) −→ Diff(M) −→ 1.
This justifies that the internal symmetries of physics have to be replaced by the inner auto-
morphisms.
We are looking for an equivalence relation between (A,H,D) and (A′,H′,D′) giving rise
to the same geometry. Of course, we could use unitary equivalence: there exists a unitary
U : H → H′ such that D′ = UDU∗, Upi(a)U∗ := pi
(
α(a)
)
for some α ∈ Aut(A), and in the
even real case [U, χ] = [U, J ] = 0. But this is not useful since it does not change the metric
(44). So we need to vary not only D but the algebra and its representation.
The appropriate framework for inner fluctuations of a spectral triple (A,H,D) is Morita
equivalence that we describe now:
A is Morita equivalent to B if there is a finite projective right A-module E such that
B ' EndA(E). Thus B acts on H′ = E ⊗A H and H′ is endowed with scalar product
〈r⊗ η, s⊗ ξ〉 := 〈η, pi(r|s)ξ〉 where (·|·) is a pairing E ×E → A that is A-linear in the second
variable and satisfies (r|s) = (s|r)∗, (r|sa) = (r|s)a and (s|s) > 0 for 0 6= s ∈ E (this can be
seen as a A-valued inner product).
A natural operator D′ associated to B and H′ is a linear map D′(r⊗ η) = r⊗Dη+ (∇r)η
where ∇ : E → E⊗AΩ1D(A) is a linear map obeying to Leibniz rule ∇(ra) = (∇r)a+r⊗[D, a]
for r ∈ E , a ∈ A where we took the following
Definition 5.11. Let (A,H,D) be a spectral triple. The set of one-forms is defined as
Ω1D(A) := span{ a db | a, b ∈ A}, db := [D, b].
It is a A-bimodule.
Such ∇ is called a connection on E and by a result of Cuntz–Quillen, only projective modules
admit (universal) connections (see [50][Proposition 8.3]). Since we want D′ selfadjoint, ∇
must be hermitean with respect to D which means: pi
(
(r|∇s)− (∇r|s)
)
= [D, pi(r|s)].
In particular, when E = A (any algebra is Morita equivalent to itself) and A is regarded
as a right A-module, E has a natural hermitean connection with respect to D given by
AdD : a ∈ A→ [D, a] ∈ Ω1D(A) and using the Leibniz rule, any another hermitean connection
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∇ must verify: ∇a = AdD a + Aa where A = A∗ ∈ Ω1D(A). So this process, which does not
change neither the algebra A nor the Hilbert space H, gives a natural hermitean fluctuation
of D:
D → DA := D + A with A = A∗ ∈ Ω1D(A).
In conclusion, the Morita equivalent geometries for (A,H,D) keeping fixed A and H is an
affine space modelled on the selfadjoint part of Ω1D(A).
For instance, in commutative geometries, Ω1D/
(
C∞(M)
)
= { c(da) | a ∈ C∞(M) }.
When a reality operator J exists, we also want DAJ =  JDA, so we choose
D
A˜
:= D + A˜, A˜ := A+ JAJ−1, A = A∗. (47)
The next two results show that, with the same algebra A and Hilbert space H, a fluctu-
ation of D still give rise to a spectral triple (A,H,DA) or (A,H,DA˜).
Lemma 5.12. Let (A,H,D) be a spectral triple with a reality operator J and chirality χ. If
A ∈ Ω1D is a one-form, the fluctuated Dirac operator DA or DA˜ is an operator with compact
resolvent, and in particular its kernel is a finite dimensional space. This space is invariant
by J and χ.
Proof. Let T be a bounded operator and let z be in the resolvent of D + T and z′ be in the
resolvent of D. Then
(D + T − z)−1 = (D − z′)−1 [1− (T + z′ − z)(D + T − z)−1].
Since (D − z′)−1 is compact by hypothesis and since the term in bracket is bounded, D + T
has a compact resolvent. Applying this to T = A + JAJ−1, DA has a finite dimensional
kernel (see for instance [66, Theorem 6.29]).
Since according to the dimension, J2 = ±1, J commutes or anticommutes with χ, χ
commutes with the elements in the algebra A and Dχ = −χD, see (42), we get DAχ = −χDA
and DAJ = ±JDA which gives the result.
Note that U(A) acts on D by D → Du = uDu∗ leaving invariant the spectrum of D. Since
Du = D+u[D, u∗] and in a C∗-algebra, any element a is a linear combination of at most four
unitaries, Definition 5.11 is quite natural.
The inner automorphisms of a spectral triple correspond to inner fluctuation of the metric
defined by (44).
One checks directly that a fluctuation of a fluctuation is a fluctuation and that the unitary
group U(A) is gauge compatible for the adjoint representation:
Lemma 5.13. Let (A,H,D) be a spectral triple (which is eventually real) and A ∈ Ω1D(A),
A = A∗.
(i) If B ∈ Ω1DA(A) ( or B ∈ Ω1D
A˜
(A)),
DB = DC (or DB˜ = DC˜) with C := A+B.
(ii) Let u ∈ U(A). Then Uu := uJuJ−1 is a unitary of H such that
UuDA˜ Uu∗ = Dγ˜u(A), where γu(A) := u[D, u
∗] + uAu∗.
Remark 5.14. To be an inner fluctuation is not a symmetric relation. It can append that
DA = 0 with D 6= 0.
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Lemma 5.15. Let (A,D,H) be a spectral triple and X ∈ Ψ(A). Then
−
∫
X∗ = −
∫
X.
If the spectral triple is real, then, for X ∈ Ψ(A), JXJ−1 ∈ Ψ(A) and
−
∫
JXJ−1 = −
∫
X∗ = −
∫
X.
Proof. The first result follows from (for <s large enough, so the operators are traceable)
Tr(X∗|D|−s) = Tr
(
(|D|−s¯)X)∗
)
= Tr(|D|−s¯X) = Tr(X|D|−s¯).
The second result is due to the anti-linearity of J , Tr(JY J−1) = Tr(Y ), and J |D| = |D|J ,
so
Tr(X|D|−s) = Tr(JX|D|−sJ−1) = Tr(JXJ−1|D|−s¯).
Corollary 5.16. For any one-form A = A∗, and for k, l ∈ N,
−
∫
AlD−k ∈ R, −
∫ (
AD−1
)k ∈ R, −∫ Al |D|−k ∈ R, −∫ χAl |D|−k ∈ R, −∫ AlD |D|−k ∈ R.
We remark that the fluctuations leave invariant the first term of the spectral action (75).
This is a generalization of the fact that in the commutative case, the noncommutative integral
depends only on the principal symbol of the Dirac operator D and this symbol is stable by
adding a gauge potential like in D+A. Note however that the symmetrized gauge potential
A+ JAJ−1 is always zero in this case for any selfadjoint one-form A, see (65).
Theorem 5.17. Let (A,H,D) be a regular spectral triple which is simple and of dimension
d. Let A ∈ Ω1D(A) be a selfadjoint gauge potential. Then,
ζD
A˜
(0) = ζD(0) +
d∑
q=1
(−1)q
q
−
∫
(A˜D−1)q. (48)
The proof needs few preliminaries.
Definition 5.18. For an operator T , define the one-parameter group and notation
σz(T ) := |D|zT |D|−z, z ∈ C.
(T ) := ∇(T )D−2, (recall that ∇(T ) = [D2, T ]).
The expansion of the one-parameter group σz gives for T ∈ OP q
σz(T ) ∼
N∑
r=0
g(z, r) εr(T ) mod OP−N−1+q (49)
where g(z, r) := 1
r!(
z
2) · · · ( z2 − (r − 1)) =
(
z/2
r
)
with the convention g(z, 0) := 1.
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We fix a regular spectral triple (A,H,D) of dimension d and a self-adjoint 1-form A.
Despite previous remark before Lemma 5.15, we pay attention here to the kernel of DA since
this operator can be non-invertible even if D is, so we define
DA := D + A˜ where A˜ := A+ εJAJ−1,
DA := DA + PA (50)
where PA is the projection on KerDA. Remark that A˜ ∈ D(A)∩OP 0 and DA ∈ D(A)∩OP 1.
We note
VA := PA − P0 .
As the following lemma shows, VA is a smoothing operator:
Lemma 5.19. (i) ⋂k≥1 Dom(DA)k ⊆ ⋂k≥1 Dom |D|k.
(ii) KerDA ⊆ ⋂k≥1 Dom |D|k.
(iii) For any α, β ∈ R, |D|βPA|D|α is bounded.
(iv) PA ∈ OP−∞.
Proof. (i) Let us define for any p ∈ N, Rp := (DA)p − Dp, so Rp ∈ OP p−1 and moreover
Rp
(
Dom |D|p
)
⊆ Dom |D|.
Let us fix k ∈ N, k ≥ 2. Since DomDA = DomD = Dom |D|, we have
Dom(DA)k = {φ ∈ Dom |D| : (Dj +Rj)φ ∈ Dom |D| , ∀j 1 ≤ j ≤ k − 1 }.
Let φ ∈ Dom(DA)k. We prove by recurrence that for any j ∈ { 1, · · · , k−1 }, φ ∈ Dom |D|j+1:
We have φ ∈ Dom |D| and (D + R1)φ ∈ Dom |D|. Thus, since R1 φ ∈ Dom |D|, we have
Dφ ∈ Dom |D|, which proves that φ ∈ Dom |D|2. Hence, case j = 1 is done.
Suppose now φ ∈ Dom |D|j+1 for a j ∈ { 1, · · · , k−2 }. Since (Dj+1 +Rj+1)φ ∈ Dom |D|,
and Rj+1 φ ∈ Dom |D|, we get Dj+1 φ ∈ Dom |D|, which proves that φ ∈ Dom |D|j+2.
Finally, if we set j = k − 1, we get φ ∈ Dom |D|k, so Dom(DA)k ⊆ Dom |D|k.
(ii) follows from KerDA ⊆ ⋂k≥1 Dom(DA)k and (i).
(iii) Let us first check that |D|αPA is bounded. We define D0 as the operator with
domain DomD0 = ImPA ∩ Dom |D|α and such that D0 φ = |D|α φ. Since DomD0 is finite
dimensional, D0 extends as a bounded operator on H with finite rank. We have
sup
φ∈Dom |D|αPA, ‖φ‖≤1
‖|D|αPA φ‖ ≤ sup
φ∈DomD0, ‖φ‖≤1
‖|D|α φ‖ = ‖D0‖ <∞
so |D|αPA is bounded. We can remark that by (ii), DomD0 = ImPA and Dom |D|αPA = H.
Let us prove now that PA|D|α is bounded: Let φ ∈ DomPA|D|α = Dom |D|α. By (ii),
we have ImPA ⊆ Dom |D|α so we get
‖PA|D|α φ‖ ≤ sup
ψ∈ImPA, ‖ψ‖≤1
| < ψ, |D|α φ > | ≤ sup
ψ∈ImPA, ‖ψ‖≤1
| < |D|αψ, φ > |
≤ sup
ψ∈ImPA, ‖ψ‖≤1
‖|D|αψ‖ ‖φ‖ = ‖D0‖ ‖φ‖ .
(iv) For any k ∈ N0 and t ∈ R, δk(PA)|D|t is a linear combination of terms of the form
|D|βPA|D|α, so the result follows from (iii).
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Remark 5.20. We will see later on the noncommutative torus example how important is the
difference between DA and D + A. In particular, the inclusion KerD ⊆ KerD + A is not
satisfied since A does not preserve KerD contrarily to A˜.
Let us define
X := D2A −D2 = A˜D +DA˜+ A˜2,
XV := X + VA,
thus X ∈ D1(A) ∩OP 1 and by Lemma 5.19,
XV ∼ X mod OP−∞. (51)
We will use
Y := log(D2A)− log(D2)
which makes sense since D2A = D2A + PA is invertible for any A. By definition of XV , we get
Y = log(D2 +XV )− log(D2).
Lemma 5.21. (i) Y is a pseudodifferential operator in OP−1 with the following expansion
for any N ∈ N
Y ∼
N∑
p=1
N−p∑
k1,··· ,kp=0
(−1)|k|1+p+1
|k|1+p ∇kp(X∇kp−1(· · ·X∇k1(X) · · · ))D−2(|k|1+p) mod OP−N−1.
(ii) For any N ∈ N and s ∈ C,
|DA|−s ∼ |D|−s +
N∑
p=1
Kp(Y, s)|D|−s mod OP−N−1−<(s) (52)
with Kp(Y, s) ∈ OP−p.
Proof. (i) We follow [13, Lemma 2.2]. By functional calculus, Y =
∫∞
0 I(λ) dλ, where
I(λ) ∼
N∑
p=1
(−1)p+1
(
(D2 + λ)−1XV
)p
(D2 + λ)−1 mod OP−N−3.
By (51),
(
(D2 + λ)−1XV
)p ∼ ((D2 + λ)−1X)p mod OP−∞ and we get
I(λ) ∼
N∑
p=1
(−1)p+1
(
(D2 + λ)−1X
)p
(D2 + λ)−1 mod OP−N−3.
We set Ap(X) :=
(
(D2 + λ)−1X
)p
(D2 + λ)−1 and L := (D2 + λ)−1 ∈ OP−2 for a fixed λ.
Since [D2 +λ,X] ∼ ∇(X) mod OP−∞, a recurrence proves that if T is an operator in OP r,
then, for q ∈ N0,
A1(T ) = LTL ∼
q∑
k=0
(−1)k∇k(T )Lk+2 mod OP r−q−5.
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With Ap(X) = LXAp−1(X), another recurrence gives, for any q ∈ N0,
Ap(X) ∼
q∑
k1,··· ,kp=0
(−1)|k|1∇kp(X∇kp−1(· · ·X∇k1(X) · · · ))L|k|1+p+1 mod OP−q−p−3,
which entails that
I(λ) ∼
N∑
p=1
(−1)p+1
N−p∑
k1,··· ,kp=0
(−1)|k|1∇kp(X∇kp−1(· · ·X∇k1(X) · · · ))L|k|1+p+1 mod OP−N−3.
With
∫∞
0 (D2 + λ)−(|k|1+p+1)dλ = 1|k|1+pD
−2(|k|1+p), we get the result provided we control
the remainders. Such a control is given in [13, (2.27)].
(ii) Applied to |DA|−s = eB−(s/2)Y e−B |D|−s where B := (−s/2) log(D2), the Duhamel’s
expansion formula
eU+V e−U =
∞∑
n=0
∫
0≤t1≤t2≤···≤tn≤1
V (t1) · · ·V (tn) dt1 · · · dtn
with V (t) := etUV e−tU gives
|DA|−s = |D|−s +
∞∑
p=1
Kp(Y, s)|D|−s . (53)
and each Kp(Y, s) is in OP−p.
Corollary 5.22. For any p ∈ N and r1, · · · , rp ∈ N0, εr1(Y ) · · · εrp(Y ) ∈ Ψ1(A).
Proof. If for any q ∈ N and k = (k1, · · · , kq) ∈ Nq0,
Γkq(X) :=
(−1)|k|1+q+1
|k|1+q ∇kq(X∇kq−1(· · ·X∇k1(X) · · · )),
then, Γkq(X) ∈ OP |k|1+q. For any N ∈ N,
Y ∼
N∑
q=1
N−q∑
k1,··· ,kq=0
Γkq(X)D−2(|k|1+q) mod OP−N−1. (54)
Since the Γkq(X) are in D(A), this proves with (54) that Y and thus εr(Y ) = ∇r(Y )D−2r,
are also in Ψ1(A).
Proof of Theorem 5.17. Again, we follow [13]. Since the spectral triple is simple, equation
(53) entails that
ζDA(0)− ζD(0) = Tr(K1(Y, s)|D|−s)|s=0 .
Thus, with (49), we get ζDA(0)− ζD(0) = −12−
∫
Y .
Now the conclusion follows from −
∫
log
(
(1 + S)(1 + T )
)
= −
∫
log(1 + S) + −
∫
log(1 + T ) for
S, T ∈ Ψ(A) ∩OP−1 (since log(1 + S) = ∑∞n=1 (−1)n+1n Sn) with S = AD−1 and T = DAD−2;
so −
∫
log(1 +XD−2) = 2−
∫
log(1 + AD−1) and
−12−
∫
Y =
d∑
q=1
(−1)q
q
−
∫
(A˜D−1)q.
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Lemma 5.23. For any k ∈ N0,
Res
s=d−k
ζDA(s) = Res
s=d−k
ζD(s) +
k∑
p=1
k−p∑
r1,··· ,rp=0
Res
s=d−k
h(s, r, p) Tr
(
εr1(Y ) · · · εrp(Y )|D|−s
)
,
where
h(s, r, p) := (−s/2)p
∫
0≤t1≤···≤tp≤1
g(−st1, r1) · · · g(−stp, rp) dt .
Proof. By Lemma 5.21 (ii), |DA|−s ∼ |D|−s+∑kp=1Kp(Y, s)|D|−s mod OP−(k+1)−<(s), where
the convention ∑∅ = 0 is used. Thus, we get for s in a neighborhood of d− k,
|DA|−s − |D|−s −
k∑
p=1
Kp(Y, s)|D|−s ∈ OP−(k+1)−<(s) ⊆ L1(H)
which gives
Res
s=d−k
ζDA(s) = Res
s=d−k
ζD(s) +
k∑
p=1
Res
s=d−k
Tr
(
Kp(Y, s)|D|−s
)
. (55)
Let us fix 1 ≤ p ≤ k and N ∈ N. By (49) we get
Kp(Y, s) ∼ (− s2)p
∫
0≤t1≤···tp≤1
N∑
r1,··· ,rp=0
g(−st1, r1) · · · g(−stp, rp)
εr1(Y ) · · · εrp(Y ) dt mod OP−N−p−1. (56)
If we now take N = k − p, we get for s in a neighborhood of d− k
Kp(Y, s)|D|−s −
k−p∑
r1,··· ,rp=0
h(s, r, p) εr1(Y ) · · · εrp(Y )|D|−s ∈ OP−k−1−<(s) ⊆ L1(H)
so (55) gives the result.
Our operators |DA|k are pseudodifferential operators:
Lemma 5.24. For any k ∈ Z, |DA|k ∈ Ψk(A).
Proof. Using (56), we see that Kp(Y, s) is a pseudodifferential operator in OP−p, so (52)
proves that |DA|k is a pseudodifferential operator in OP k.
The following result is quite important since it shows that one can use −
∫
for D or DA:
Proposition 5.25. If the spectral triple is simple, Res
s=0
Tr
(
P |DA|−s
)
= −
∫
P for any pseu-
dodifferential operator P . In particular, for any k ∈ N0
−
∫
|DA|−(d−k) = Res
s=d−k
ζDA(s).
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Proof. Suppose P ∈ OP k with k ∈ Z and let us fix p ≥ 1. With (56), we see that for any
N ∈ N,
PKp(Y, s)|D|−s ∼
N∑
r1,··· ,rp=0
h(s, r, p)Pεr1(Y ) · · · εrp(Y )|D|−s mod OP−N−p−1+k−<(s).
Thus if we take N = d− p+ k, we get
Res
s=0
Tr
(
PKp(Y, s)|D|−s
)
=
n−p+k∑
r1,··· ,rp=0
Res
s=0
h(s, r, p) Tr
(
Pεr1(Y ) · · · εrp(Y )|D|−s
)
.
Since s = 0 is a zero of the analytic function s 7→ h(s, r, p) and s 7→ TrPεr1(Y ) · · · εrp(Y )|D|−s
has only simple poles by hypothesis, we get Res
s=0
h(s, r, p) Tr
(
Pεr1(Y ) · · · εrp(Y )|D|−s
)
= 0
and
Res
s=0
Tr
(
PKp(Y, s)|D|−s
)
= 0. (57)
Using (52), P |DA|−s ∼ P |D|−s +∑k+dp=1 PKp(Y, s)|D|−s mod OP−d−1−<(s) and thus,
Res
s=0
Tr(P |DA|−s) = −
∫
P +
k+d∑
p=1
Res
s=0
Tr
(
PKp(Y, s)|D|−s
)
. (58)
The result now follows from (57) and (58). To get the last equality, one uses the pseudodif-
ferential operator |DA|−(d−k).
Proposition 5.26. If the spectral triple is simple, then
−
∫
|DA|−d = −
∫
|D|−d. (59)
Proof. Lemma 5.23 and previous proposition for k = 0.
Lemma 5.27. If the spectral triple is simple,
(i) −
∫
|DA|−(d−1) = −
∫
|D|−(d−1) − (d−12 )−
∫
X|D|−d−1.
(ii) −
∫
|DA|−(d−2) = −
∫
|D|−(d−2) + d−22
(
−−
∫
X|D|−d + d4−
∫
X2|D|−2−d
)
.
Proof. (i) By (52),
Res
s=d−1
ζDA(s)− ζD(s) = Res
s=d−1
(−s/2) Tr
(
Y |D|−s
)
= −d−12 Ress=0 Tr
(
Y |D|−(d−1)|D|−s
)
where for the last equality we use the simple dimension spectrum hypothesis. Lemma 5.21 (i)
yields Y ∼ XD−2 mod OP−2 and Y |D|−(d−1) ∼ X|D|−d−1 mod OP−d−1 ⊆ L1(H). Thus,
Res
s=0
Tr
(
Y |D|−(d−1)|D|−s
)
= Res
s=0
Tr
(
X|D|−d−1|D|−s
)
= −
∫
X|D|−d−1.
(ii) Lemma 5.23 (ii) gives
Res
s=d−2
ζDA(s) = Res
s=d−2
ζD(s) + Res
s=d−2
1∑
r=0
h(s, r, 1) Tr
(
εr(Y )|D|−s
)
+ h(s, 0, 2) Tr
(
Y 2|D|−s
)
.
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We have h(s, 0, 1) = − s2 , h(s, 1, 1) = 12( s2)2 and h(s, 0, 2) = 12( s2)2. Using again Lemma 5.21
(i),
Y ∼ XD−2 − 12∇(X)D−4 − 12X2D−4 mod OP−3.
Thus,
Res
s=d−2
Tr
(
Y |D|−s
)
= −
∫
X|D|−d − 12−
∫
(∇(X) +X2)|D|−2−d.
Moreover, using −
∫ ∇(X)|D|−k = 0 for any k ≥ 0 since −∫ is a trace,
Res
s=d−2
Tr
(
ε(Y )|D|−s
)
= Res
s=d−2
Tr
(
∇(X)D−4|D|−s
)
= −
∫
∇(X)|D|−2−d = 0.
Similarly, since Y ∼ XD−2 mod OP−2 and Y 2 ∼ X2D−4 mod OP−3, we get
Res
s=d−2
Tr
(
Y 2|D|−s
)
= Res
s=d−2
Tr
(
X2D−4|D|−s
)
= −
∫
X2|D|−2−d.
Thus,
Res
s=d−2
ζDA(s) = Res
s=d−2
ζD(s)+(−d−22 )(−
∫
X|D|−d − 12−
∫
(∇(X) +X2)|D|−2−d)
+ 12(
d−2
2 )
2−
∫
∇(X)|D|−2−n + 12(d−22 )2−
∫
X2|D|−2−d.
Finally,
Res
s=d−2
ζDA(s) = Res
s=d−2
ζD(s) + (−d−22 )
(
−
∫
X|D|−d − 12−
∫
X2|D|−2−d
)
+ 12(
d−2
2 )
2−
∫
X2|D|−2−d
and the result follows from Proposition 5.25.
Corollary 5.28. If the spectral triple satisfies −∫ |D|−(d−2) = −∫ A˜D|D|−d = −∫ DA˜|D|−d = 0,
then
−
∫
|DA|−(d−2) = d(d−2)4
(
−
∫
A˜DA˜D|D|−d−2 + d−2
d
−
∫
A˜2|D|−d
)
.
Proof. By previous lemma,
Res
s=d−2
ζDA(s) = d−22
(
−−
∫
A˜2|D|−d + d4−
∫
( A˜DA˜D +DA˜DA˜+ A˜D2A˜+DA˜2D )|D|−d−2
)
.
Since ∇(A˜) ∈ OP 1, the trace property of −∫ yields the result.
5.5 Tadpole
In [31], the following definition is introduced:
Definition 5.29. In (A, H, D), the tadpole TadD+A(k) of order k, for k ∈ { d− l : l ∈ N }
is the term linear in A = A∗ ∈ Ω1D, in the Λk term of (75) (considered as an infinite series)
where D → D + A.
If moreover, the triple (A, H, D, J) is real, the tadpole TadD+A˜(k) is the term linear in
A, in the Λk term of (75) where D → D + A˜.
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Proposition 5.30. Let (A, H, D) be a spectral triple of dimension d with simple dimension
spectrum. Then
TadD+A(d− k) = −(d− k)−
∫
AD|D|−(d−k)−2, ∀k 6= d, (60)
TadD+A(0) = −−
∫
AD−1. (61)
Moreover, if the triple is real, TadD+A˜ = 2 TadD+A.
Proof. We already proved the following formula, for any k ∈ N,
−
∫
|DA|−(d−k) = −
∫
|D|−(d−k) +
k∑
p=1
k−p∑
r1,··· ,rp=0
Res
s=d−k
h(s, r, p) Tr
(
εr1(Y ) · · · εrp(Y )|D|−s
)
,
with here X := A˜D +DA˜+ A˜2, A˜ := A+ JAJ−1.
As a consequence, for k 6= n, only the terms with p = 1 contribute to the linear part:
TadD+A˜(d− k) = LinA(−
∫
|DA|−(d−k)) =
k−1∑
r=0
Res
s=d−k
h(s, r, 1) Tr
(
εr(LinA(Y ))|D|−s
)
.
We check that for any N ∈ N∗,
LinA(Y ) ∼
N−1∑
l=0
Γl1(A˜D +DA˜)D−2(l+1) mod OP−N−1.
Since Γl1(A˜D+DA˜) = (−1)
l
l+1 ∇l(A˜D+DA˜) = (−1)
l
l+1 {∇l(A˜),D}, we get, assuming the dimension
spectrum to be simple
TadD+A˜(d− k) =
k−1∑
r=0
Res
s=d−k
h(s, r, p) Tr
(
εr(LinA(Y ))|D|−s
)
=
k−1∑
r=0
h(n− k, r, 1)
k−1−r∑
l=0
(−1)l
l+1 Ress=d−k Tr
(
εr({∇l(A˜),D})|D|−s−2(l+1)
)
= 2
k−1∑
r=0
h(d− k, r, 1)
k−1−r∑
l=0
(−1)l
l+1 −
∫
∇r+l(A˜)D|D|−(d−k+2(r+l))−2
= −(n− k)−
∫
A˜D|D|−(d−k)−2,
because in the last sum it remains only the case r + l = 0, so r = l = 0.
Formula (61) is a direct application of Theorem 5.17.
The link between TadD+A˜ and TadD+A follows from JD = DJ and Lemma 5.15.
Corollary 5.31. In a real spectral triple (A,H,D), if A = A∗ ∈ Ω1D(A) is such that A˜ = 0,
then TadD+A(k) = 0 for any k ∈ Z, k ≤ d.
The vanishing tadpole of order 0 has the following equivalence (see [13])
−
∫
AD−1 = 0, ∀A ∈ Ω1D(A) ⇐⇒ −
∫
ab = −
∫
aα(b), ∀a, b ∈ A, (62)
where α(b) := DbD−1.
The existence of tadpoles is important since, for instance, A = 0 is not necessarily a stable
solution of the classical field equation deduced from spectral action expansion, [51].
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5.6 Commutative geometry
Definition 5.32. Consider a commutative spectral triple given by a compact Riemannian
spin manifold M of dimension d without boundary and its Dirac operator D/ associated to
the Levi–Civita connection. This means
(
A := C∞(M), H := L2(M,S), D/
)
where S is the
spinor bundle over M . This triple is real since, due to the existence of a spin structure, the
charge conjugation operator generates an anti-linear isometry J on H such that
JaJ−1 = a∗, ∀a ∈ A, (63)
and when d is even, the grading is given by the chirality matrix
χ := (−i)d/2 γ1γ2 · · · γd. (64)
Such triple is said to be a commutative geometry.
In the polynomial algebra D(A) of Definition 5.7, we added A◦. In the commutative case,
A◦ ' JAJ−1 ' A as indicated by (63) which also gives
JAJ−1 = −A∗, ∀A ∈ Ω1D(A) or A˜ = 0 when A = A∗. (65)
As noticed by Wodzicki, −
∫
P is equal to −2 times the coefficient in log t of the asymptotics
of Tr(P e−tD/ 2) as t→ 0. It is remarkable that this coefficient is independent of D/ as seen in
Theorem 1.22 and this gives a close relation between the ζ function and heat kernel expansion
with WRes. Actually, by [48, Theorem 2.7]
Tr(P e−tD/
2
) ∼
t↓0+
∞∑
k=0
ak t
(k−ord(P )−d)/2 +
∞∑
k=0
(−a′k log t+ bk) tk, (66)
so
−
∫
P = 2a′0.
Remark that −
∫
, WRes are traces on Ψ
(
C∞(M)
)
, thus Corollary 1.23 implies
−
∫
P = cWRes P. (67)
Since, via Mellin transform, Tr(P D/ −2s) = 1Γ(s)
∫∞
0 t
s−1 Tr(P e−tD/ 2) dt, the non-zero coeffi-
cient a′k, k 6= 0 creates a pole of Tr(P D/ −2s) of order k+ 2 because we get
∫ 1
0 t
s−1 log(t)k dt =
(−1)kk!
sk+1 and
Γ(s) = 1
s
+ γ + s g(s) (68)
where γ is the Euler constant and the function g is also holomorphic around zero.
We have −
∫
1 = 0 and more generally, WRes(P ) = 0 for all zero-order pseudodifferential
projections [112].
As the following remark shows, being a commutative geometry is more than just having
a commutative algebra:
55
Remark 5.33. Since Jpi(a)J−1 = pi(a∗) for all a ∈ A and A˜ = 0 for all A = A∗ ∈ Ω1D
when A is commutative by (65), one can only use DA = D + A to get fluctuation of D: It
is amazing to see that in the context of noncommutative geometry, to get an abelian gauge
field, we need to go outside of abelian algebras. In particular, as pointed out in [107], a
commutative manifold could support relativity but not electromagnetism.
However, we can have A commutative and Jpi(a)J−1 6= pi(a∗) for some a ∈ A [27,68]:
Let A1 = C⊕ C represented on H1 = C3 with, for some complex number m 6= 0,
pi1(a) :=
 b1 0 00 b1 0
0 0 b2
 , for a = (b1, b2) ∈ A,
and
D1 :=
 0 m mm¯ 0 0
m¯ 0 0
 , χ1 :=
 1 0 00 −1 0
0 0 −1
 , J1 :=
 1 0 00 0 1
0 1 0
 ◦ cc
where cc is the complex conjugation. Then (A1, H1, D1) is a commutative real spectral triple
of dimension d = 0 with non zero one-forms and such that J1pi1(a)J−11 = pi1(a∗) only if
a = (b1, b1).
Take now a commutative geometry
(
A2 = C∞(M), H = L2(M,S), D2, χ2, J2
)
defined in
5.32 where d = dimM is even, and then take the tensor product of the two spectral triples,
see Section 5.8, namely A = A1 ⊗A2, H = H1 ⊗H2, pi = pi1 ⊗ pi2, D = D1 ⊗ χ2 + 1 ⊗ D2,
χ = χ1 ⊗ χ2 and J is either χ1J1 ⊗ J2 when d ∈ { 2, 6 } mod 8 or J1 ⊗ J2 in the other cases,
see [27,105].
Then (A, H, D) is a real commutative spectral triple of dimension d such that A˜ 6= 0 for
some selfadjoint one-forms A, so is not exactly like in Definition 5.32.
Proposition 5.34. Let Sp(M) be the dimension spectrum of a commutative geometry of
dimension d. Then Sp(M) is simple and Sp(M) = { d− k | k ∈ N }.
Proof. Let a ∈ A = C∞(M) such that its trace norm ||a||L1 is non zero and for k ∈ N, let
Pk := a|D|−k. Then Pk ∈ OP−k ⊂ OP 0 and its associated zeta-function has a pole at d− k:
Res
s=d−k
ζPD (s) = Ress=0 ζ
P
D (s+ d− k) = Ress=0 Tr
(
a|D|−k|D|−(s+d−k)
)
= −
∫
a|D|−d
=
∫
M
a(x)
∫
S∗xM
Tr
(
(σ|D|1 )−d(x, ξ)
)
|dξ| |dx| = c
∫
M
a(x)
∫
S∗xM
||ξ||−d|dξ| |dx|
= c
∫
M
a(x) dvolg(x) = c ||a||L1 6= 0.
Conversely, since Ψ0(A) is contained in the algebra of all pseudodifferential operators of order
less or equal to 0, it is known [52,111,112] that Sp(M) ⊂ { d−k : k ∈ N } as seen in Theorem
4.1.
All poles are simple since D being differential and M being without boundary, a′k = 0, for
all k ∈ N∗ in (66).
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Remark 5.35. Due to our efforts to mimic the commutative case, we get as in Theorem
1.22 that the noncommutative integral is a trace on Ψ∗(A). However, when the dimension
spectrum is not simple, the analog of WRes is no longer a trace.
The equation (59) can be obtained via (12) and (67) since σ|DA|
−d
d = σ
|D|−d
d .
In dimension d = 4, the computation in (39) of coefficient a4(1,D2A) gives
ζDA(0) = c1
∫
M
(5R2 − 8Rµνrµν − 7RµνρσRµνρσ dvol + c2
∫
M
tr(FµνF µν) dvol,
see Corollary 6.4 to see precise correspondence between ak(1,D2A) and ζDA(0). One recognizes
the Yang–Mills action which will be generalized in Section 6.1.3 to arbitrary spectral triples.
According to Corollary 5.31, a commutative geometry has no tadpoles.
5.7 Scalar curvature
What could be the scalar curvature of a spectral triple (A,H,D)? Of course, we need to
consider first the case of a commutative geometry (C∞(M), L2(M,S), D/ ) of dimension d = 4:
We know that −
∫
f(x)D/ −d+2 =
∫
M f(x) s(x) dvol(x) where s is the scalar curvature for any
f ∈ C∞(M). This suggests the following
Definition 5.36. Let (A,H,D) be a spectral triple of dimension d. The scalar curvature is
the map R : a ∈ A → C defined by
R(a) := −
∫
aD−d+2.
In the commutative case, R is a trace on the algebra. More generally
Proposition 5.37. If R is a trace on A and the tadpoles −∫ AD−d+1 are zero for all A ∈ Ω1D,
R is invariant by inner fluctuations D → D + A.
See [31, Proposition 1.153] for a proof.
5.8 Tensor product of spectral triples
There is a natural notion of tensor for spectral triples which corresponds to direct product
of manifolds in the commutative case. Let (Ai,Di,Hi), i = 1, 2, be two spectral triples of
dimension di with simple dimension spectrum. Assume the first to be of even dimension,
with grading χ1.
The spectral triple (A,D,H) associated to the tensor product is defined by
A := A1 ⊗A2, D := D1 ⊗ 1 + χ1 ⊗D2, H := H1 ⊗H2.
The interest of χ1 is to guarantee additivity: D2 = D21 ⊗ 1 + 1⊗D22.
We assume that
Tr(e−tD21) ∼t→0 a1 t−d1/2, Tr(e−tD22) ∼t→0 a2 t−d2/2. (69)
Lemma 5.38. The triple (A,D,H) has dimension d = d1 + d2.
Moreover, the function ζD(s) = Tr(|D|−s) has a simple pole at s = d1 + d2 with
Ress=d1+d2
(
ζD(s)
)
= 12
Γ(d1/2)Γ(d2/2)
Γ(d/2) Ress=d1
(
ζD1(s)
)
Ress=d2
(
ζD2(s)
)
.
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Proof. If (µn(A)) are the singular values of A,
ζD(2s) =
∞∑
n=0
µn(D21 ⊗ 1 + 1⊗D22)−s =
∞∑
n,m=0
(
µn(D21) + µm(D22)
)−s
.
Since
(
µn(D1)2 + µm(D2)2
)−(c1+c2)/2 ≤ µn(D1)−c1µm(D2)−c2 , this shows in particular that
ζD(c1 + c2) ≤ ζD1(c1)ζD2(c2) if ci > di, and in particular that
d := inf{ c ∈ R+ : ζD(c) <∞} ≤ d1 + d2.
We claim that d = d1 + d2: recall first that in (69)
ai := Res
s=di/2
(
Γ(s)ζDi(2s)
)
= Γ(di/2) Res
s=di/2
(
ζDi(2s)
)
= 12Γ(di/2) Ress=di
(
ζDi(s)
)
. (70)
If f(s) := Γ(s) ζD(2s),
f(s) = Γ(s) Tr
(
D−2s
)
= Tr(
∫ ∞
0
e−tD
2
ts−1dt
)
=
∫ 1
0
Tr
(
e−tD
2)
ts−1 dt+ g(s)
=
∫ 1
0
Tr
(
e−tD
2
1
)
Tr
(
e−tD
2
2
)
ts−1 dt+ g(s)
where g is a holomorphic function since the map x ∈ R → ∫∞1 e−tx2tx−1 dt is in Schwartz
space.
Since Tr
(
e−tD
2
1
)
Tr
(
e−tD
2
2
)
∼t→0 a1a2 t−(d1+d2)/2, we get that the function f(s) has a simple
pole at s = (d1 + d2)/2. We conclude that ζD(s) has a simple pole at s = d1 + d2.
Moreover, thanks to (70),
1
2Γ((d1 + d2)/2) Ress=d
(
ζD(s)
)
= 12Γ(d1/2) Ress=d1
(
ζD1(s)
)
1
2Γ(d2/2) Ress=d2
(
ζD2(s)
)
.
Remark that we can apply the last lemma to our Remark 5.33 in the commutative case,
but we could also use A2 = Mn(C) acting on Cn and D2 any selfadjoint n× n-matrix. This
is the way the internal degrees of freedom for fermions are implemented in particle physics,
see for instance references in [31].
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6 Spectral action
6.1 On the search for a good action functional
We would like to obtain a good action for any spectral triple and for this it is useful to look
at some examples in physics.
In any physical theory based on geometry, the interest of an action functional is, by a
minimization process, to exhibit a particular geometry, for instance, trying to distinguish
between different metrics. This is the case in general relativity with the Einstein–Hilbert
action (with its Riemannian signature).
6.1.1 Einstein–Hilbert action
This action is
SEH(g) := −
∫
M
sg(x) dvolg(x) (71)
where s is the scalar curvature (chosen positive for the sphere). This is nothing else (up to
a constant, in dimension 4) than −
∫
D/ −2 as quoted after (41).
This action is interesting for the following reason: LetM1 be the set of Riemannian metrics
g on M such that
∫
M dvolg = 1. By a theorem of Hilbert [5], g ∈ M1 is a critical point of
SEH(g) restricted to M1 if and only if (M, g) is an Einstein manifold (the Ricci curvature
R of g is proportional by a constant to g: R = c g). Taking the trace, this means that
sg = c dim(M) and such manifold have a constant scalar curvature.
But in the search for invariants under diffeomorphisms, they are more quantities than the
Einstein–Hilbert action, a trivial example being
∫
M f
(
sg(x)
)
dvolg(x) and they are others [43].
In this desire to implement gravity in noncommutative geometry, the eigenvalues of the Dirac
operator look as natural variables [70]. However we are looking for observables which add up
under disjoint unions of different geometries.
6.1.2 Quantum approach and spectral action
In a way, a spectral triple fits quantum field theory since D−1 can be seen as the propagator
(or line element ds) for (Euclidean) fermions and we can compute Feynman graphs with
fermionic internal lines. As glimpsed in section 5.4, the gauge bosons are only derived objects
obtained from internal fluctuations via Morita equivalence given by a choice of a connection
which is associated to a one-form in Ω1D(A). Thus, the guiding principle followed by Connes
and Chamseddine is to use a theory which is pure gravity with a functional action based on
the spectral triple, namely which depends on the spectrum of D [11]. They proposed the
following
Definition 6.1. The spectral action of a spectral triple (A,H,D) is defined by
S(D, f,Λ) := Tr
(
f(D2/Λ2)
)
where Λ ∈ R+ plays the role of a cut-off and f is any positive function (such that f(D2/Λ2)
is a trace-class operator).
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Remark 6.2. We can also define S(D, f,Λ) = Tr
(
f(D/Λ)
)
when f is positive and even.
With this second definition, S(D, g,Λ) = Tr
(
f(D2/Λ2)
)
with g(x) := f(x2).
For f , one can think of the characteristic function of [−1, 1], thus f(D/Λ) is nothing else
but the number of eigenvalues of D within [−Λ,Λ].
When this action has an asymptotic series in Λ → ∞, we deal with an effective theory.
Naturally, D has to be replaced by DA which is a just a decoration. To this bosonic part of the
action, one adds a fermionic term 12〈Jψ,Dψ〉 for ψ ∈ H to get a full action. In the standard
model of particle physics, this latter corresponds to the integration of the Lagrangian part
for the coupling between gauge bosons and Higgs bosons with fermions. Actually, the finite
dimension part of the noncommutative standard model is of KO-dimension 6, thus 〈ψ,Dψ〉
has to be replaced by 12〈Jψ,Dψ〉 for ψ = χψ ∈ H, see [31].
6.1.3 Yang–Mills action
This action plays an important role in physics so it is natural to consider it in the noncommu-
tative framework. Recall first the classical situation: let G be a compact Lie group with its Lie
algebra g and let A ∈ Ω1(M, g) be a connection. If F := da+ 12 [A,A] ∈ Ω2(M, g) is the cur-
vature (or field strength) of A, then the Yang-Mills action is SYM(A) =
∫
M tr(F ∧ ?F ) dvolg.
In the abelian case G = U(1), it is the Maxwell action and its quantum version is the quan-
tum electrodynamics (QED) since the un-gauged U(1) of electric charge conservation can be
gauged and its gauging produces electromagnetism [99]. It is conformally invariant when the
dimension of M is d = 4.
The study of its minima and its critical values can also been made for a spectral triple
(A,H,D) of dimension d [24, 25]: let A ∈ Ω1D(A) and curvature θ = dA + A2; then it is
natural to consider
I(A) := TrDix(θ2|D|−d)
since it coincides (up to a constant) with the previous Yang-Mills action in the commutative
case: if P = θ2|D|−d, then Theorems 1.22 and 2.14 give the claim since for the principal
symbol, tr
(
σP (x, ξ)
)
= c tr(F ∧ ?F )(x).
There is nevertheless a problem with the definition of dA: if A = ∑j pi(aj)[D, pi(bj)],
then dA = ∑j[D, pi(aj)][D, pi(bj)] can be non-zero while A = 0. This ambiguity means
that, to get a graded differential algebra Ω∗D(A), one must divide by a junk, for instance
Ω2D ' pi(Ω2/pi
(
δ(Ker(pi) ∩ Ω1)
)
where Ωk(A) is the set of universal k-forms over A given by
the set of a0δa1 · · · δak (before representation on H: pi(a0δa1 · · · δak) := a0[D, a1] · · · [D, ak]).
Let Hk be the Hilbert space completion of pi(Ωk(A)) with the scalar product defined by
〈A1, A2〉k := TrDix(A∗2A1|D|−d) for Aj ∈ pi(Ωk(A)).
The Yang–Mills action on Ω1(A) is
SYM(V ) := 〈δV + V 2, δV + V 2〉. (72)
It is positive, quartic and gauge invariant under V → pi(u)V pi(u∗) + pi(u)[D, pi(u∗)] when
u ∈ U(A). Moreover,
SYM(V ) = inf{ I(ω) |ω ∈ Ω1(A), pi(ω) = V }
since the above ambiguity disappears when taking the infimum.
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This Yang–Mills action can be extended to the equivalent of Hermitean vector bundles
on M , namely finitely projective modules over A.
The spectral action is more conceptual than the Yang–Mills action since it gives no
fundamental role to the distinction between gravity and matter in the artificial decomposition
DA = D+A. For instance, for the minimally coupled standard model, the Yang–Mills action
for the vector potential is part of the spectral action, as far as the Einstein–Hilbert action
for the Riemannian metric [12].
As quoted in [17], the spectral action has conceptual advantages:
- Simplicity: when f is a cutoff function, the spectral action is just the counting function.
- Positivity: when f is positive (which is the case for a cutoff function), the action
Tr
(
f(D/Λ)
)
≥ 0 has the correct sign for a Euclidean action: the positivity of the function f
will insure that the actions for gravity, Yang-Mills, Higgs couplings are all positive and the
Higgs mass term is negative.
- Invariance: the spectral action has a much stronger invariance group than the usual
diffeomorphism group as for the gravitational action; this is the unitary group of the Hilbert
space H.
However, this action is not local. It only becomes so when it is replaced by the asymptotic
expansion:
6.2 Asymptotic expansion for Λ→∞
The heat kernel method already used in previous sections will give a control of spectral action
S(D, f,Λ) when Λ goes to infinity.
Theorem 6.3. Let (A,H,D) be a spectral triple with a simple dimension spectrum Sd.
We assume that
Tr
(
e−tD
2) ∼
t ↓ 0
∑
α∈Sd
aα t
α with aα 6= 0. (73)
Then, for the zeta function ζD defined in (45)
aα = 12 Ress=−2α
(
Γ(s/2)ζD(s)
)
. (74)
(i) If α < 0, ζD has a pole at −2α with aα = 12Γ(−α) Ress=−2α ζD(s).
(ii) For α = 0, we get a0 = ζD(0) + dim Ker D.
(iii) If α > 0, aα = ζ(−2α) Res
s=−αΓ(s).
(iv) The spectral action has the asymptotic expansion over the positive part Sd+of Sd:
Tr
(
f(D/Λ)
)
∼
Λ→+∞
∑
β∈Sd+
fβ Λβ−
∫
|D|−β + f(0) ζD(0) + · · · (75)
where the dependence of the even function f is fβ :=
∫∞
0 f(x)xβ−1 dx and · · · involves the
full Taylor expansion of f at 0.
Proof. (i) Since Γ(s/2) |D|−s = ∫∞0 e−tD2 ts/2−1 dt = ∫ 10 e−tD2 ts/2−1 dt+ f(s), where the func-
tion f is holomorphic (since the map s → ∫∞1 e−tx2ts/2−1 dt is in the Schwartz space), the
swap of Tr
(
e−tD
2
)
with a sum of aα tα and aα
∫ 1
0 t
α+s/2−1 dt = 2αa
s+2α yields (74).
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(ii) The regularity of Γ(s/2)−1 ∼
s→0 s/2 around zero implies that only the pole part at
s = 0 of
∫∞
0 Tr
(
e−tD
2
)
ts/2−1 dt contributes to ζD(0). This contribution is a0
∫ 1
0 t
s/2−1 dt = 2a0
s
.
(iii) follows from (74).
(iv) Assume f(x) = g(x2) where g is a Laplace transform: g(x) :=
∫∞
0 e
−sx φ(s) ds. We
will see in Section 6.3 how to relax this hypothesis.
Since g(tD2) = ∫∞0 e−stD2 φ(s) ds, Tr (g(tD2)) ∼
t ↓ 0
∑
α∈Sp aα tα
∫∞
0 s
α φ(s) ds. When α < 0,
sα = Γ(−α)−1 ∫∞0 e−sy y−α−1 dy and ∫∞0 sα φ(s) ds = Γ(−α)−1 ∫∞0 g(y) y−α−1 dy. Thus
Tr
(
g(tD2)
)
∼
t ↓ 0
∑
α∈Sp−
[
1
2 Ress=−2α ζD(s)
∫ ∞
0
g(y) y−α−1 dy
]
tα.
Finally (75) follows from (i), (ii) and 12
∫∞
0 g(y) yβ/2−1 dy =
∫∞
0 f(x)xβ−1 dx.
It can be useful to make a connection with (40) of Section 4.3:
Corollary 6.4. Assume that the spectral triple (A,H,D) has dimension d. If
Tr
(
e−tD
2) ∼
t ↓ 0
∑
k∈{ 0,··· ,d }
t(k−d)/2 ak(D2) + · · · , (76)
then
S(D, f,Λ) ∼
Λ→∞
∑
k∈{ 1,··· ,d }
fk Λk ad−k(D2) + f(0) ad(D2) + · · ·
with fk := 1Γ(k/2)
∫∞
0 f(s)sk/2−1ds.
Moreover,
ak(D2) = 12 Γ(d−k2 )−
∫
|D|−d+k for k = 0, · · · , d− 1, (77)
ad(D2) = dim KerD + ζD2(0).
Proof. We rewrite the hypothesis on Tr
(
e−tD
2
)
as
Tr
(
e−tD
2) ∼
t ↓ 0
∑
α∈{−d/2,··· ,−1/2 }
Aα t
α + A0 =
∑
k∈{ 1,··· ,d }
t(k−d)/2 ak(D2) + ad(D2)
with ak(D2) := A(k−d)/2.
For α < 0, we repeat the above proof:
S(D, f,Λ) ∼
Λ→∞
∑
α∈{−d/2,··· ,−1/2 }
Aα Λ−2α 1Γ(−α)
∫ ∞
0
f(s)s−α−1ds+ A0
=
∑
l∈{ 1,··· ,d }
A(l−d)/2 Λd−l 1Γ((d−l)/2)
∫ ∞
0
f(s)s(d−l)/2−1ds+ A0f(0)
=
∑
l∈{ 1,··· ,d }
al Λd−l 1Γ((d−l)/2)
∫ ∞
0
f(s)s(d−l)/2−1ds+ adf(0)
=
∑
k∈{ 1,··· ,d }
ad−k Λk 1Γ(k/2)
∫ ∞
0
f(s)sk/2−1ds+ adf(0).
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Again, for α < 0,
Aα = 12Γ(−α) Ress=−2α Tr
(
|D|−s
)
= 12Γ(−α) Ress=0 Tr
(
|D|−(s−2α)
)
= 12Γ(−α) Ress=0 Tr
(
|D|2α|D|−s
)
= 12Γ(−α)−
∫
|D|2α.
Thus, for α = k−d2 < 0, k = 0, · · · , d− 1,
ak(D2) = A(k−d)/2 = 12Γ(d−k2 )−
∫
|D|−d+k.
The asymptotics (75) uses the value of ζD(0) in the constant term Λ0, so it is fundamental
to look at its variation under a gauge fluctuation D → D + A as we saw in Theorem 5.17.
6.3 Remark on the use of Laplace transform
The spectral action asymptotic behavior
S(D, f,Λ) ∼
Λ→+∞
∞∑
n=0
cn Λd−n an(D2) (78)
has been proved for a smooth function f which is a Laplace transform for an arbitrary
spectral triple (with simple dimension spectrum) satisfying (73). However, this hypothesis is
too restrictive since it does not cover the heat kernel case where f(x) = e−x.
When the triple is commutative and D2 is a generalized Laplacian on sections of a vector
bundle over a manifold of dimension 4, Estrada–Gracia-Bondía–Várilly proved in [38] that
previous asymptotics is
Tr
(
f(D2/Λ2)
)
∼ 1(4pi)2
[
rk(E)
∫ ∞
0
xf(x) dxΛ4 + b2(D2)
∫ ∞
0
f(x) dxΛ2
+
∞∑
m=0
(−1)m f (m)(0) b2m+4(D2) Λ−2m
]
, Λ→∞
where (−1)mb2m+4(D2) = (4pi)2m! µm(D2) are suitably normalized, integrated moment terms of
the spectral density of D2.
The main point is that this asymptotics makes sense in the Cesàro sense (see [38] for
definition) for f in K′(R), which is the dual of K(R). This latter is the space of smooth
functions φ such that for some a ∈ R, φ(k)(x) = O(|x|a−k) as |x| → ∞, for each k ∈ N. In
particular, the Schwartz functions are in K(R) (and even dense).
Of course, the counting function is not smooth but is in K′(R), so such behavior (78) is
wrong beyond the first term, but is correct in the Cesàro sense. Actually there are more
derivatives of f at 0 as explained on examples in [38, p. 243]. See also Section 9.4.
6.4 About convergence and divergence, local and global aspects of
the asymptotic expansion
The asymptotic expansion series (76) of the spectral action may or may not converge. It is
known that each function g(Λ−1) defines at most a unique expansion series when Λ → ∞
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but the converse is not true since several functions have the same asymptotic series. We give
here examples of convergent and divergent series of this kind.
When M is the torus Td as in Example 2.13 with ∆ = δµν∂µ∂ν ,
Tr(et∆) = (4pi)−d/2 Vol(Td)
td/2
+O(t−d/2 e−1/4t),
thus the asymptotic series Tr(et∆) ' (4pi)−d/2 Vol(T d)
td/2
, t→ 0, has only one term.
In the opposite direction, let now M be the unit four-sphere S4 and D/ be the usual Dirac
operator. By Propostion 5.34, equation (73) yields (see [20]):
Tr(e−tD/
2
) = 1
t2
(
2
3 +
2
3 t+
n∑
k=0
ak t
k+2 +O(tn+3)
)
,
ak := (−1)
k 4
3 k!
(
B2k+2
2k+2 − B2k+42k+4
)
with Bernoulli numbers B2k. Thus t2 Tr(e−tD/
2) ' 23 + 23 t+
∑∞
k=0 ak t
k+2 when t→ 0 and this
series is a not convergent but only asymptotic:
ak >
4
3 k!
|B2k+4|
2k+4 > 0 and |B2k+4| = 2 (2k+4)!(2pi)2k+4 ζ(2k+4) ' 4
√
pi(k + 2)
(
k+2
pie
)2k+4 →∞ if k →∞.
More generally, in the commutative case considered above and when D is a differential
operator—like a Dirac operator, the coefficients of the asymptotic series of Tr(e−tD2) are
locally defined by the symbol of D2 at point x ∈ M but this is not true in general: in [46]
is given a positive elliptic pseudodifferential such that non-locally computable coefficients
especially appear in (76) when 2k > d. Nevertheless, all coefficients are local for 2k ≤ d.
Recall that a locally computable quantity is the integral on the manifold of a local frame-
independent smooth function of one variable, depending only on a finite number of derivatives
of a finite number of terms in the asymptotic expansion of the total symbol of D2. For
instance, some nonlocal information contained in the ultraviolet asymptotics can be recovered
if one looks at the (integral) kernel of e−t
√−∆: in T1, with Vol(T1) = 2pi, we get [39]
Tr(e−t
√−∆) = 2
∞∑
n=1
e−tn + 1 = sinh(t)cosh(t)−1 = coth(
t
2) =
2
t
∞∑
k=0
B2k
(2k)! t
2k = 2
t
[1 + t212 − t
4
720 +O(t6)]
and the series converges when t < 2pi, since B2k(2k)! = (−1)k+1 2 ζ(2k)(2pi)2k , thus |B2k|(2k)! ' 2(2pi)2k when
k →∞.
Thus we have an example where t→∞ cannot be used with the asymptotic series.
Thus the spectral action of Corollary 6.4 precisely encodes these local and nonlocal be-
havior which appear or not in its asymptotics for different f . The coefficient of the action
for the positive part (at least) of the dimension spectrum correspond to renormalized traces,
namely the noncommutative integrals of (77). In conclusion, the asymptotics (78) of spectral
action may or may not have nonlocal coefficients.
For the flat torus Td, the difference between Tr(et∆) and its asymptotic series is an term
which is related to periodic orbits of the geodesic flow on Td. Similarly, the counting func-
tion N(λ) (number of eigenvalues including multiplicities of ∆ less than λ) obeys Weyl’s law:
N(λ) = (4pi)−d/2 Vol(Td)Γ(d/2+1) λ
d/2 + o(λd/2) — see [1] for a nice historical review on these funda-
mental points. The relationship between the asymptotic expansion of the heat kernel and
the formal expansion of the spectral measure is clear: the small-t asymptotics of heat kernel
is determined by the large-λ asymptotics of the density of eigenvalues (and eigenvectors).
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However, the latter is defined modulo some average: Cesàro sense as reminded in Section
6.3, or Riesz mean of the measure which washes out ultraviolet oscillations, but also gives
informations on intermediate values of λ [39].
In [17, 77] are given examples of spectral actions on (compact) commutative geometries
of dimension 4 whose asymptotics have only two terms. In the quantum group SUq(2), the
spectral action itself has only 4 terms, independently of the choice of function f .
See [63] for more examples.
6.5 About the physical meaning of the spectral action via its
asymptotics
As explained before, the spectral action is non-local. Its localization does not cover all
situations: consider for instance the commutative geometry of a spin manifoldM (see Section
5.6) of dimension 4. One adds a gauge connection A ∈ Γ∞
(
M,End(S)
)
to the Dirac operator
D/ such that D = iγµ(∂µ +Aµ), thus with a field strength Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]. We
can apply (33) with P = D2 and find the coefficients ai(1, P ) of (39) with i = 0, 2, 4. The
expansion (78) corresponds to a weak field expansion.
Moreover a commutative geometry times a finite one where the finite one is algebra
is a sum of matrices (like in Remark 5.33) has been deeply and intensively investigated
for the noncommutative approach to standard model of particle physics, see [21, 31]. This
approach offers a lot of interesting perspectives, for instance, the possibility to compute the
Higgs representations and mass (for each noncommutative model) is particularly instructive
[11,16,18,58,64,65,72,80]. Of course, since the first term in (75) is a cosmological term, one
may be worried by its large value (for instance in the noncommutative standard model where
the cutoff is, roughly speaking the Planck scale). At the classical level, one can work with
unimodular gravity where the metric (so the Dirac operator) D varies within the setM1 of
metrics which preserve the volume as in Section 6.1.1. Thus it remains only (!) to control
the inflaton: see [14].
The spectral action has been computed in [61] for the quantum group SUq(2) which is
not a deformation of SU(2) of the type considered in Section 9.5 on the Moyal plane. It is
quite peculiar since (75) has only a finite number of terms.
Due to the difficulties to deal with non-compact manifolds (see nevertheless Section 9),
the case of spheres S4 or S3 × S1 has been investigated in [17, 20] for instance in the case of
Robertson–Walker metrics.
All the machinery of spectral geometry as been recently applied to cosmology, computing
the spectral action in few cosmological models related to inflation, see [67,77–79,83,97].
Spectral triples associated to manifolds with boundary have been considered in [15,19,19,
59,60,62]. The main difficulty is precisely to put nice boundary conditions to the operator D
to still get a selfadjoint operator and then, to define a compatible algebra A. This is probably
a must to obtain a result in a noncommutative Hamiltonian theory in dimension 1+3.
The case of manifolds with torsion has also been studied in [54, 86, 87], and even with
boundary in [62]. These works show that the Holst action appears in spectral actions and
that torsion could be detected in a noncommutative world.
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7 Residues of series and integral, holomorphic contin-
uation, etc
The aim of this section is to control the holomorphy of series of holomorphic functions.
The necessity of a Diophantine condition appears quite naturally. This section has its own
interest, but will be fully applied in the next one devoted to the noncommutative torus. The
main idea is to get a condition which guarantee the commutation of a residue and a series.
This section is quite technical, but with only non-difficult notions. Nevertheless, the devil
is hidden into the details and I recommend to the reader to have a look at the proofs despite
their lengths.
Reference: [37].
Notations:
In the following, the prime in ∑′ means that we omit terms with division by zero in the
summand. Bn (resp. Sn−1) is the closed ball (resp. the sphere) of Rn with center 0 and
radius 1 and the Lebesgue measure on Sn−1 will be noted dS.
For any x = (x1, . . . , xn) ∈ Rn we denote by |x| =
√
x21 + · · ·+ x2n the Euclidean norm
and |x|1 := |x1|+ · · ·+ |xn|.
By f(x, y) y g(x) uniformly in x, we mean that |f(x, y)| ≤ a(y) |g(x)| for all x and y
for some a(y) > 0.
7.1 Residues of series and integral
In order to be able to compute later the residues of certain series, we prove here the following
Theorem 7.1. Let P (X) = ∑dj=0 Pj(X) ∈ C[X1, · · · , Xn] be a polynomial function where Pj
is the homogeneous part of P of degree j. The function
ζP (s) :=
∑′
k∈Zn
P (k)
|k|s , s ∈ C
has a meromorphic continuation to the whole complex plane C.
Moreover ζP (s) is not entire if and only if PP := {j | ∫u∈Sn−1 Pj(u) dS(u) 6= 0} 6= ∅. In
that case, ζP has only simple poles at the points j + n, j ∈ PP , with
Res
s=j+n
ζP (s) =
∫
u∈Sn−1
Pj(u) dS(u).
The proof of this theorem is based on the following lemmas.
Lemma 7.2. For any polynomial P ∈ C[X1, . . . , Xn] of total degree δ(P ) := ∑ni=1 degXiP
and any α ∈ Nn0 , we have
∂α
(
P (x)|x|−s
)
P,α,n (1 + |s|)|α|1|x|−σ−|α|1+δ(P )
uniformly in x ∈ Rn, |x| ≥ 1, where σ = <(s).
Proof. By linearity, we may assume without loss of generality that P (X) = Xγ is a monomial.
It is easy to prove (for example by induction on |α|1) that for all α ∈ Nn0 and x ∈ Rn \ {0}:
∂α
(
|x|−s
)
= α!
∑
β,µ∈Nn0
β+2µ=α
( −s/2
|β|1+|µ|1
)
(|β|1+|µ|1)!
β! µ!
xβ
|x|σ+2(|β|1+|µ|1) .
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It follows that for all α ∈ Nn0 , we have uniformly in x ∈ Rn, |x| ≥ 1:
∂α
(
|x|−s
)
α,n (1 + |s|)|α|1|x|−σ−|α|1 . (79)
By Leibniz formula and (79), we have uniformly in x ∈ Rn, |x| ≥ 1:
∂α
(
xγ|x|−s
)
=
∑
β≤α
(
α
β
)
∂β(xγ) ∂α−β
(
|x|−s
)
γ,α,n
∑
β≤α;β≤γ
xγ−β (1 + |s|)|α|1−|β|1 |x|−σ−|α|1+|β|1
γ,α,n (1 + |s|)|α|1 |x|−σ−|α|1+|γ|1 .
Lemma 7.3. Let P ∈ C[X1, . . . , Xn] be a polynomial of degree d. Then, the difference
∆P (s) :=
∑′
k∈Zn
P (k)
|k|s −
∫
Rn\Bn
P (x)
|x|s dx
which is defined for <(s) > d+ n, extends holomorphically on the whole complex plane C.
Proof. We fix in the sequel a function ψ ∈ C∞(Rn,R) such that for all x ∈ Rn
0 ≤ ψ(x) ≤ 1, ψ(x) = 1 if |x| ≥ 1 and ψ(x) = 0 if |x| ≤ 1/2.
The function f(x, s) := ψ(x) P (x) |x|−s, x ∈ Rn and s ∈ C, is in C∞(Rn × C) and depends
holomorphically on s.
Lemma 7.2 above shows that f is a “gauged symbol” in the terminology of [53, p. 4].
Thus [53, Theorem 2.1] implies that ∆P (s) extends holomorphically on the whole complex
plane C. However, to be complete, we will give here a short proof of Lemma 7.3:
It follows from the classical Euler–Maclaurin formula that for any function h : R→ C of
class CN+1 satisfying lim|t|→+∞ h(k)(t) = 0 and
∫
R |h(k)(t)| dt < +∞ for any k = 0 . . . , N + 1,
that we have ∑
k∈Z
h(k) =
∫
R
h(t) + (−1)N(N+1)!
∫
R
BN+1(t) h(N+1)(t) dt
where BN+1 is the Bernoulli function of order N + 1 (it is a bounded periodic function.)
Fix m′ ∈ Zn−1 and s ∈ C. Applying to the function h(t) := ψ(m′, t) P (m′, t) |(m′, t)|−s
(we use Lemma 7.2 to verify hypothesis), we obtain that for any N ∈ N0:∑
mn∈Z
ψ(m′,mn) P (m′,mn) |(m′,mn)|−s =
∫
R
ψ(m′, t) P (m′, t) |(m′, t)|−s dt+RN(m′; s) (80)
where RN(m′; s) := (−1)N(N+1)!
∫
RBN+1(t) ∂
N+1
∂xn
N+1 (ψ(m′, t) P (m′, t) |(m′, t)|−s) dt.
By Lemma 7.2,∫
R
∣∣∣∣BN+1(t) ∂N+1∂xnN+1 (ψ(m′, t) P (m′, t) |(m′, t)|−s)
∣∣∣∣ dtP,n,N (1 + |s|)N+1 (|m′|+ 1)−σ−N+δ(P ).
Thus ∑m′∈Zn−1RN(m′; s) converges absolutely and define a holomorphic function in the half
plane {σ = <(s) > δ(P ) + n−N}.
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Since N is an arbitrary integer, by letting N → ∞ and using (80) above, we conclude
that:
s 7→ ∑
(m′,mn)∈Zn−1×Z
ψ(m′,mn)P (m′,mn)|(m′,mn)|−s−
∑
m′∈Zn−1
∫
R
ψ(m′, t) P (m′, t) |(m′, t)|−sdt
has a holomorphic continuation to the whole complex plane C.
After n iterations, we obtain that
s 7→∑
m∈Znψ(m) P (m) |m|
−s −
∫
Rn
ψ(x) P (x) |x|−s dx
has a holomorphic continuation to the whole C.
To finish the proof of Lemma 7.3, it is enough to notice that:
• ψ(0) = 0 and ψ(m) = 1, ∀m ∈ Zn \ {0};
• s 7→ ∫Bn ψ(x) P (x) |x|−s dx = ∫{x∈Rn:1/2≤|x|≤1} ψ(x) P (x) |x|−s dx is a holomorphic
function on C.
Proof of Theorem 7.1. Using the polar decomposition of the volume form dx = ρn−1 dρ dS
in Rn, we get for <(s) > d+ n,∫
Rn\Bn
Pj(x)
|x|s dx =
∫ ∞
1
ρj+n−1
ρs
∫
Sn−1
Pj(u) dS(u) = 1j+n−s
∫
Sn−1
Pj(u) dS(u).
Lemma 7.3 now gives the result.
7.2 Holomorphy of certain series
Before stating the main result of this section, we give first in the following some preliminaries
from Diophantine approximation theory:
Definition 7.4. (i) Let δ > 0. A vector a ∈ Rn is said to be δ-badly approximable if there
exists c > 0 such that |q.a−m| ≥ c |q|−δ, ∀q ∈ Zn \ { 0 } and ∀m ∈ Z.
We note BV(δ) the set of δ-badly approximable vectors and BV := ∪δ>0BV(δ) the set of badly
approximable vectors.
(ii) A matrix Θ ∈ Mn(R) (real n × n matrices) will be said to be badly approximable if
there exists u ∈ Zn such that tΘ(u) is a badly approximable vector of Rn.
Remark. A classical result from Diophantine approximation asserts that for δ > n, the
Lebesgue measure of Rn \ BV(δ) is zero (i.e almost any element of Rn is δ−badly approx-
imable.)
Let Θ ∈ Mn(R). If its row of index i is a badly approximable vector of Rn (i.e. if
Li ∈ BV) then tΘ(ei) ∈ BV and thus Θ is a badly approximable matrix. It follows that
almost any matrix ofMn(R) ≈ Rn2 is badly approximable.
The goal of this section is to show the following
Theorem 7.5. Let P ∈ C[X1, · · · , Xn] be a homogeneous polynomial of degree d and let b
be in S(Zn × · · · × Zn) (q times, q ∈ N). Then,
(i) Let a ∈ Rn. We define fa(s) := ∑′k∈Zn P (k)|k|s e2piik.a.
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1. If a ∈ Zn, then fa has a meromorphic continuation to the whole complex plane C.
Moreover if S is the unit sphere and dS its Lebesgue measure, then fa is not entire if and
only if
∫
u∈Sn−1 P (u) dS(u) 6= 0. In that case, fa has only a simple pole at the point d + n,
with Res
s=d+n
fa(s) =
∫
u∈Sn−1 P (u) dS(u).
2. If a ∈ Rn \ Zn, then fa(s) extends holomorphically to the whole complex plane C.
(ii) Suppose that Θ ∈ Mn(R) is badly approximable. For any (εi)i ∈ {−1, 0, 1}q, the
function
g(s) :=
∑
l∈(Zn)q b(l) fΘ
∑
i
εili
(s)
extends meromorphically to the whole complex plane C with only one possible pole on s = d+n.
Moreover, if we set Z := {l ∈ (Zn)q | ∑qi=1 εili = 0} and V := ∑l∈Z b(l), then
1. If V
∫
Sn−1 P (u) dS(u) 6= 0, then s = d+ n is a simple pole of g(s) and
Res
s=d+n
g(s) = V
∫
u∈Sn−1
P (u) dS(u).
2. If V
∫
Sn−1 P (u) dS(u) = 0, then g(s) extends holomorphically to the whole complex
plane C.
(iii) Suppose that Θ ∈ Mn(R) is badly approximable. For any (εi)i ∈ {−1, 0, 1}q, the
function
g0(s) :=
∑
l∈(Zn)q\Z b(l) fΘ
∑q
i=1 εili
(s)
where Z := {l ∈ (Zn)q | ∑qi=1 εili = 0} extends holomorphically to the whole complex plane
C.
Proof of Theorem 7.5:
First we remark that
If a ∈ Zn then fa(s) = ∑′k∈Zn P (k)|k|s . So, the point (i.1) follows from Theorem 7.1;
g(s) := ∑l∈(Zn)q\Z b(l) fΘ ∑
i
εili
(s) + (∑l∈Z b(l))∑′k∈Zn P (k)|k|s . Thus, the point (ii)
rises easily from (iii) and Theorem 7.1.
So, to complete the proof, it remains to prove the items (i.2) and (iii).
The direct proof of (i.2) is easy but is not sufficient to deduce (iii) of which the proof
is more delicate and requires a more precise (i.e. more effective) version of (i.2). The next
lemma gives such crucial version, but before, let us give some notations:
F := { P (X)(X21 +···+X2n+1)r/2 | P (X) ∈ C[X1, . . . , Xn] and r ∈ N0}.
We set g =deg(G) =deg(P )− r ∈ Z, the degree of G = P (X)(X21 +···+X2n+1)r/2 ∈ F .
By convention, we set deg(0) = −∞.
Lemma 7.6. Let a ∈ Rn. We assume that d (a.u,Z) := infm∈Z |a.u − m| > 0 for some
u ∈ Zn. For all G ∈ F , we define formally,
F0(G; a; s) :=
∑′
k∈Zn
G(k)
|k|s e
2pii k.a and F1(G; a; s) :=
∑
k∈Zn
G(k)
(|k|2+1)s/2 e
2pii k.a.
Then for all N ∈ N, G ∈ F and i ∈ {0, 1}, there exist positive constants Ci := Ci(G,N, u),
Bi := Bi(G,N, u) and Ai := Ai(G,N, u) such that s 7→ Fi(G;α; s) extends holomorphically
to the half-plane {<(s) > −N} and verifies in it:
Fi(G; a; s) ≤ Ci(1 + |s|)Bi
(
d (a.u,Z)
)−Ai
.
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Remark 7.7. The important point here is that we obtain an explicit bound of Fi(G;α; s) in
{<(s) > −N} which depends on the vector a only through d(a.u,Z), so depends on u and
indirectly on a (in the sequel, a will vary.) In particular the constants Ci := Ci(G,N, u),
Bi = Bi(G,N) and Ai := Ai(G,N) do not depend on the vector a but only on u. This is
crucial for the proof of items (ii) and (iii) of Theorem 7.5!
7.2.1 Proof of Lemma 7.6 for i = 1:
Let N ∈ N0 be a fixed integer, and set g0 := n+N + 1.
We will prove Lemma 7.6 by induction on g =deg(G) ∈ Z. More precisely, in order to prove
case i = 1, it suffices to prove that:
Lemma 7.6 is true for all G ∈ F with deg(G) ≤ −g0.
Let g ∈ Z with g ≥ −g0 + 1. If Lemma 7.6 is true for all G ∈ F such that
deg(G) ≤ g − 1,
then it is also true for all G ∈ F satisfying deg(G) = g.
• Step 1: Checking Lemma 7.6 for deg(G) ≤ −g0 := −(n+N + 1).
Let G(X) = P (X)(X21 +···+X2n+1)r/2 ∈ F with deg(G) ≤ −g0. It is easy to see that we have uniformly
in s = σ + iτ ∈ C and in k ∈ Zn:
|G(k) e2pii k.a|
(|k|2+1)σ/2 =
|P (k)|
(|k|2+1)(r+σ)/2 G 1(|k|2+1)(r+σ−deg(P ))/2 G 1(|k|2+1)(σ−deg(G))/2 G 1(|k|2+1)(σ+g0)/2 .
It follows that F1(G; a; s) =
∑
k∈Zn
G(k)
(|k|2+1)s/2 e
2pii k.a converges absolutely and defines a holo-
morphic function in the half plane {σ > −N}. Therefore, we have for any s ∈ {<(s) > −N}:
|F1(G; a; s)| G
∑
k∈Zn
1
(|k|2+1)(−N+g0)/2 G
∑
k∈Zn
1
(|k|2+1)(n+1)/2 G 1.
Thus, Lemma 7.6 is true when deg(G) ≤ −g0.
• Step 2: Induction.
Now let g ∈ Z satisfying g ≥ −g0 +1 and suppose that Lemma 7.6 is valid for all G ∈ F with
deg(G) ≤ g − 1. Let G ∈ F with deg(G) = g. We will prove that G also verifies conclusions
of Lemma 7.6:
There exist P ∈ C[X1, . . . , Xn] of degree d ≥ 0 and r ∈ N0 such that G(X) = P (X)(X21 +···+X2n+1)r/2
and g =deg(G) = d− r.
Since G(k)  (|k|2 + 1)g/2 uniformly in k ∈ Zn, we deduce that F1(G; a; s) converges abso-
lutely in {σ = <(s) > n+ g}.
Since k 7→ k + u is a bijection from Zn into Zn, it follows that we also have for <(s) > n+ g
F1(G; a; s) =
∑
k∈Zn
P (k)
(|k|2+1)(s+r)/2 e
2pii k.a =
∑
k∈Zn
P (k+u)
(|k+u|2+1)(s+r)/2 e
2pii (k+u).a
= e2pii u.a
∑
k∈Zn
P (k+u)
(|k|2+2k.u+|u|2+1)(s+r)/2 e
2pii k.a
= e2pii u.a
∑
α∈Nn0 ;|α|1=α1+···+αn≤d
uα
α!
∑
k∈Zn
∂αP (k)
(|k|2+2k.u+|u|2+1)(s+r)/2 e
2pii k.a
= e2pii u.a
∑
|α|1≤d
uα
α!
∑
k∈Zn
∂αP (k)
(|k|2+1)(s+r)/2
(
1 + 2k.u+|u|2(|k|2+1)
)−(s+r)/2
e2pii k.a.
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Let M := sup(N + n+ g, 0) ∈ N0. We have uniformly in k ∈ Zn
(
1 + 2k.u+|u|2(|k|2+1)
)−(s+r)/2
=
M∑
j=0
(−(s+r)/2
j
)(2k.u+|u|2)j
(|k|2+1)j +OM,u
(
(1+|s|)M+1
(|k|2+1)(M+1)/2
)
.
Thus, for σ = <(s) > n+ d,
F1(G; a; s) = e2pii u.a
∑
|α|1≤d
uα
α!
∑
k∈Zn
∂αP (k)
(|k|2+1)(s+r)/2
(
1 + 2k.u+|u|2(|k|2+1)
)−(s+r)/2
e2pii k.a
= e2pii u.a
∑
|α|1≤d
M∑
j=0
uα
α!
(−(s+r)/2
j
) ∑
k∈Zn
∂αP (k)(2k.u+|u|2)j
(|k|2+1)(s+r+2j)/2 e
2pii k.a
+OG,M,u
(
(1 + |s|)M+1 ∑
k∈Zn
1
(|k|2+1)(σ+M+1−g)/2
)
. (81)
Set I := {(α, j) ∈ Nn0 × {0, . . . ,M} | |α|1 ≤ d} and I∗ := I \ { (0, 0) }.
Set also G(α,j);u(X) :=
∂αP (X)(2X.u+|u|2)j
(|X|2+1)(r+2j)/2 ∈ F for all (α, j) ∈ I∗.
Since M ≥ N + n+ g, it follows from (81) that
(1− e2pii u.a) F1(G; a; s) = e2pii u.a
∑
(α,j)∈I∗
uα
α!
(−(s+r)/2
j
)
F1
(
G(α,j);u;α; s
)
+RN(G; a;u; s) (82)
where s 7→ RN(G; a;u; s) is a holomorphic function in the half plane {σ = <(s) > −N}, in
which it satisfies the bound RN(G; a;u; s)G,N,u 1.
Moreover it is easy to see that, for any (α, j) ∈ I∗,
deg
(
G(α,j);u
)
= deg(∂αP ) + j − (r + 2j) ≤ d− |α|1 + j − (r + 2j) = g − |α|1 − j ≤ g − 1.
Relation (82) and the induction hypothesis imply then that
(1− e2pii u.a) F1(G; a; s) verifies the conclusions of Lemma 7.6. (83)
Since |1 − e2pii u.a| = 2| sin(piu.a)| ≥ d (u.a,Z), then (83) implies that F1(G; a; s) satisfies
conclusions of Lemma 7.6. This completes the induction and the proof for i = 1.
7.2.2 Proof of Lemma 7.6 for i = 0:
Let N ∈ N be a fixed integer. Let G(X) = P (X)(X21 +···+X2n+1)r/2 ∈ F and g = deg(G) = d − r
where d ≥ 0 is the degree of the polynomial P . Set also M := sup(N + g + n, 0) ∈ N0.
Since P (k)  |k|d for k ∈ Zn \ { 0 }, it follows that F0(G; a; s) and F1(G; a; s) converge
absolutely in the half plane {σ = <(s) > n+ g}.
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Moreover, we have for s = σ + iτ ∈ C with σ > n+ g:
F0(G; a; s) =
∑
k∈Zn\{ 0 }
G(k)
(|k|2+1−1)s/2 e
2pii k.a =
∑
k∈Zn
′ G(k)
(|k|2+1)s/2
(
1− 1|k|2+1
)−s/2
e2pii k.a
=
∑
k∈Zn
′ M∑
j=0
(−s/2
j
)
(−1)j G(k)(|k|2+1)(s+2j)/2 e2pii k.a
+OM
(
(1 + |s|)M+1 ∑
k∈Zn
′ |G(k)|
(|k|2+1)(σ+2M+2)/2
)
=
M∑
j=0
(−s/2
j
)
(−1)jF1(G; a; s+ 2j)
+OM
[
(1 + |s|)M+1
(
1 +
∑
k∈Zn
′ |G(k)|
(|k|2+1)(σ+2M+2)/2
)]
. (84)
In addition we have uniformly in s = σ + iτ ∈ C with σ > −N ,∑
k∈Zn
′ |G(k)|
(|k|2+1)(σ+2M+2)/2 
∑
k∈Zn
′ |k|g
(|k|2+1)(−N+2M+2)/2 
∑
k∈Zn
′ 1
|k|n+1 < +∞.
So (84) and Lemma 7.6 for i = 1 imply that Lemma 7.6 is also true for i = 0. This completes
the proof of Lemma 7.6.
7.2.3 Proof of item (i.2) of Theorem 7.5:
Since a ∈ Rn \ Zn, there exists i0 ∈ {1, . . . , n} with ai0 6∈ Z. So d(a.ei0 ,Z) = d(ai0 ,Z) > 0.
Therefore, a satisfies the assumption of Lemma 7.6 with u = ei0 . Thus, for all N ∈ N,
s 7→ fa(s) = F0(P ; a; s) has a holomorphic continuation to the half-plane {<(s) > −N}. It
follows, by letting N → ∞, that s 7→ fa(s) has a holomorphic continuation to the whole
complex plane C.
7.2.4 Proof of item (iii) of Theorem 7.5:
Let Θ ∈ Mn(R), (εi)i ∈ {−1, 0, 1}q and b ∈ S(Zn × Zn). We assume that Θ is a badly ap-
proximable matrix. Set Z := { l = (l1, . . . , lq) ∈ (Zn)q | ∑i εili = 0 } and P ∈ C[X1, . . . , Xn]
of degree d ≥ 0.
It is easy to see that for σ > n+ d:∑
l∈(Zn)q\Z
|b(l)| ∑
k∈Zn
′ |P (k)|
|k|σ |e2pii k.Θ
∑
i
εili | P
∑
l∈(Zn)q\Z
|b(l)| ∑
k∈Zn
′ 1
|k|σ−d P,σ
∑
l∈(Zn)q\Z
|b(l)|
< +∞.
So
g0(s) :=
∑
l∈(Zn)q\Z
b(l) fΘ ∑
i
εili
(s) =
∑
l∈(Zn)q\Z
b(l)
∑
k∈Zn
′ P (k)
|k|s e
2pii k.Θ
∑
i
εili
converges absolutely in the half plane {<(s) > n+ d}.
Moreover with the notations of Lemma 7.6, we have for all s = σ + iτ ∈ C with σ > n+ d:
g0(s) =
∑
l∈(Zn)q\Z
b(l)fΘ ∑
i
εili
(s) =
∑
l∈(Zn)q\Z
b(l)F0(P ; Θ
∑
i
εili; s) (85)
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But Θ is badly approximable, so there exists u ∈ Zn and δ, c > 0 such
|q. tΘu−m| ≥ c (1 + |q|)−δ, ∀q ∈ Zn \ { 0 }, ∀m ∈ Z.
We deduce that ∀l ∈ (Zn)q \ Z,
|
(
Θ
∑
i
εili
)
.u−m| = |
(∑
i
εili
)
.tΘu−m| ≥ c
(
1 + |∑
i
εili|
)−δ ≥ c (1 + |l|)−δ.
It follows that there exists u ∈ Zn, δ > 0 and c > 0 such that
∀l ∈ (Zn)q \ Z, d
(
(Θ
∑
i
εili).u;Z
)
≥ c (1 + |l|)−δ. (86)
Therefore, for any l ∈ (Zn)q \ Z, the vector a = Θ ∑i εili verifies the assumption of Lemma
7.6 with the same u. Moreover δ and c in (86) are also independent on l.
We fix now N ∈ N. Lemma 7.6 implies that there exist positive constants C0 := C0(P,N, u),
B0 := Bi(P,N, u) and A0 := A0(P,N, u) such that for all l ∈ (Zn)q\Z, s 7→ F0(P ; Θ ∑i εili; s)
extends holomorphically to the half plane {<(s) > −N} and verifies in it the bound
F0(P ; Θ
∑
i
εili; s) ≤ C0 (1 + |s|)B0 d
(
(Θ
∑
i
εili).u;Z
)−A0
.
This and (86) imply that for any compact set K included in the half plane {<(s) > −N},
there exist two constants C := C(P,N, c, δ, u,K) and D := D(P,N, c, δ, u) (independent on
l ∈ (Zn)q \ Z) such that
∀s ∈ K and ∀l ∈ (Zn)q \ Z, F0(P ; Θ
∑
i
εili; s) ≤ C (1 + |l|)D . (87)
It follows that s 7→ ∑l∈(Zn)q\Z b(l)F0(P ; Θ∑iεili; s) has a holomorphic continuation to the
half plane {<(s) > −N}.
This and ( 85) imply that s 7→ g0(s) = ∑l∈(Zn)q\Z b(l)fΘ ∑
i
εili
(s) has a holomorphic contin-
uation to {<(s) > −N}. Since N is an arbitrary integer, by letting N →∞, it follows that
s 7→ g0(s) has a holomorphic continuation to the whole complex plane C which completes
the proof of the theorem.
Remark 7.8. By equation (83), we see that a Diophantine condition is sufficient to get
Lemma 7.6. Our Diophantine condition appears also (in equivalent form) in Connes [23,
Prop. 49] (see Remark 4.2 below). The following heuristic argument shows that our condition
seems to be necessary in order to get the result of Theorem 7.5:
For simplicity we assume n = 1 (but the argument extends easily to any n).
Let θ ∈ R \Q. We know that for any l ∈ Z \ {0},
gθl(s) :=
∑
k∈Z
′ e2piiθlk
|k|s =
pis−1/2
Γ( 1−s2 )
Γ( s2) hθl(1− s) where hθl(s) :=
∑
k∈Z
′ 1
|θl+k|s .
So, for any (al) ∈ S(Z), the existence of meromorphic continuation of g0(s) := ∑′l∈Z al gθl(s)
is equivalent to the existence of meromorphic continuation of
h0(s) :=
∑
l∈Z
′
al hθl(s) =
∑
l∈Z
′
al
∑
k∈Z
′ 1
|θl+k|s .
So, for at least one σ0 ∈ R, we must have |al||θl+k|σ0 = O(1) uniformly in k, l ∈ Z∗.
It follows that for any (al) ∈ S(Z), |θl + k|  |al|1/σ0 uniformly in k, l ∈ Z∗. Therefore,
our Diophantine condition seems to be necessary.
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7.2.5 Commutation between sum and residue
Let p ∈ N. Recall that S((Zn)p) is the set of the Schwartz sequences on (Zn)p. In other words,
b ∈ S((Zn)p) if and only if for all r ∈ N0, (1 + |l1|2 + · · · |lp|2)r |b(l1, · · · , lp)|2 is bounded on
(Zn)p. We note that if Q ∈ R[X1, · · · , Xnp] is a polynomial, (aj) ∈ S(Zn)p, b ∈ S(Zn) and
φ a real-valued function, then l := (l1, · · · , lp) 7→ a˜(l) b(−l̂p)Q(l) eiφ(l) is a Schwartz sequence
on (Zn)p, where
a˜(l) := a1(l1) · · · ap(lp),
l̂i := l1 + . . .+ li.
In the following, we will use several times the fact that for any (k, l) ∈ (Zn)2 such that
k 6= 0 and k 6= −l, we have
1
|k + l|2 =
1
|k|2 −
2k.l + |l|2
|k|2|k + l|2 . (88)
Lemma 7.9. There exists a polynomial P ∈ R[X1, · · · , Xp] of degree 4p and with positive
coefficients such that for any k ∈ Zn, and l := (l1, · · · , lp) ∈ (Zn)p such that k 6= 0 and
k 6= −l̂i for all 1 ≤ i ≤ p, the following holds:
1
|k + l̂1|2 . . . |k + l̂p|2
≤ 1|k|2p P (|l1|, · · · , |lp|).
Proof. Let’s fix i such that 1 ≤ i ≤ p. Using two times (88), Cauchy–Schwarz inequality and
the fact that |k + l̂i|2 ≥ 1, we get
1
|k+l̂i|2
≤ 1|k|2 + 2|k||̂li|+|̂li|
2
|k|4 +
(2|k||̂li|+|̂li|2)2
|k|4|k+l̂i|2
≤ 1|k|2 + 2|k|3 |l̂i|+
(
1
|k|4 +
4
|k|2
)
|l̂i|2 + 4|k|3 |l̂i|3 + 1|k|4 |l̂i|4.
Since |k| ≥ 1, and |l̂i|j ≤ |l̂i|4 if 1 ≤ j ≤ 4, we find
1
|k+l̂i|2
≤ 5|k|2
∑4
j=0 |l̂i|
j ≤ 5|k|2
(
1 + 4|l̂i|4
)
≤ 5|k|2
(
1 + 4(
∑p
j=1 |lj|)
4
)
,
1
|k+l̂1|2...|k+l̂p|2
≤ 5p|k|2p
(
1 + 4(
∑p
j=1 |lj|)
4
)p
.
Taking P (X1, · · · , Xp) := 5p
(
1 + 4(∑pj=1Xj)4)p now gives the result.
Lemma 7.10. Let b ∈ S((Zn)p), p ∈ N, Pj ∈ R[X1, · · · , Xn] be a homogeneous polynomial
function of degree j, k ∈ Zn, l := (l1, · · · , lp) ∈ (Zn)p, r ∈ N0, φ be a real-valued function on
Zn × (Zn)p and
h(s, k, l) := b(l)Pj(k) e
iφ(k,l)
|k|s+r|k + l̂1|2 · · · |k + l̂p|2
,
with h(s, k, l) := 0 if, for k 6= 0, one of the denominators is zero.
For all s ∈ C such that <(s) > n+ j − r − 2p, the series
H(s) :=
∑′
(k,l)∈(Zn)p+1h(s, k, l)
is absolutely summable. In particular,∑
k∈Zn
′ ∑
l∈(Zn)p
h(s, k, l) =
∑
l∈(Zn)p
∑
k∈Zn
′
h(s, k, l) .
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Proof. Let s = σ + iτ ∈ C such that σ > n+ j − r − 2p. By Lemma 7.9 we get, for k 6= 0,
|h(s, k, l)| ≤ |b(l)Pj(k)| |k|−r−σ−2p P (l),
where P (l) := P (|l1|, · · · , |lp|) and P is a polynomial of degree 4p with positive coefficients.
Thus, |h(s, k, l)| ≤ F (l)G(k) where F (l) := |b(l)|P (l) and G(k) := |Pj(k)||k|−r−σ−2p. The
summability of ∑l∈(Zn)p F (l) is implied by the fact that b ∈ S((Zn)p). The summability of∑′
k∈ZnG(k) is a consequence of the fact that σ > n+ j − r− 2p. Finally, as a product of two
summable series, ∑k,lF (l)G(k) is a summable series, which proves that ∑k,lh(s, k, l) is also
absolutely summable.
Definition 7.11. Let f be a function on D × (Zn)p where D is an open neighborhood of 0
in C.
We say that f satisfies (H1) if and only if there exists ρ > 0 such that
(i) for any l, s 7→ f(s, l) extends as a holomorphic function on Uρ, where Uρ is the
open disk of center 0 and radius ρ,
(ii) if ‖H(·, l)‖∞,ρ := sups∈Uρ |H(s, l)|, the series
∑
l∈(Zn)p ‖H(·, l)‖∞,ρ is summable.
We say that f satisfies (H2) if and only if there exists ρ > 0 such that
(i) for any l, s 7→ f(s, l) extends as a holomorphic function on Uρ − {0},
(ii) for any δ such that 0 < δ < ρ, the series ∑l∈(Zn)p ‖H(·, l)‖∞,δ,ρ is summable,
where ‖H(·, l)‖∞,δ,ρ := supδ<|s|<ρ |H(s, l)|.
Remark 7.12. Note that (H1) implies (H2). Moreover, if f satisfies (H1) (resp. (H2)
for ρ > 0, then it is straightforward to check that f : s 7→ ∑l∈(Zn)p f(s, l) extends as an
holomorphic function on Uρ (resp. on Uρ \ { 0 }).
Corollary 7.13. With the same notations of Lemma 7.10, suppose that r+2p−j > n, then,
the function H(s, l) := ∑′k∈Znh(s, k, l) satisfies (H1).
Proof. (i) Let’s fix ρ > 0 such that ρ < r + 2p − j − n. Since r + 2p − j > n, Uρ is inside
the half-plane of absolute convergence of the series defined by H(s, l). Thus, s 7→ H(s, l) is
holomorphic on Uρ.
(ii) Since
∣∣∣|k|−s∣∣∣ ≤ |k|ρ for all s ∈ Uρ and k ∈ Zn \ { 0 }, we get as in the above proof
|h(s, k, l)| ≤ |b(l)Pj(k)| |k|−r+ρ−2p P (|l1|, · · · , |lp|).
Since ρ < r + 2p− j − n, the series ∑′k∈Zn|Pj(k)||k|−r+ρ−2p is summable.
Thus, ‖H(·, l)‖∞,ρ ≤ K F (l) where K :=
∑
k
′|Pj(k)||k|−r+ρ−2p < ∞. We have already
seen that the series ∑l F (l) is summable, so we get the result.
We note that if f and g both satisfy (H1) (or (H2)), then so does f + g. In the following,
we will use the equivalence relation
f ∼ g ⇐⇒ f − g satisfies (H1).
Lemma 7.14. Let f and g be two functions on D× (Zn)p where D is an open neighborhood
of 0 in C, such that f ∼ g and such that g satisfies (H2). Then
Res
s=0
∑
l∈(Zn)p
f(s, l) =
∑
l∈(Zn)p
Res
s=0
g(s, l) .
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Proof. Since f ∼ g, f satisfies (H2) for a certain ρ > 0. Let’s fix η such that 0 < η < ρ and
define Cη as the circle of center 0 and radius η. We have
Res
s=0
g(s, l) = Res
s=0
f(s, l) = 12pii
∮
Cη
f(s, l) ds =
∫
I
u(t, l)dt .
where I = [0, 2pi] and u(t, l) := 12piηe
itf(η eit, l). The fact that f satisfies (H2) entails that the
series ∑l∈(Zn)p ‖f(·, l)‖∞,Cη is summable. Thus, since ‖u(·, l)‖∞ = 12piη ‖f(·, l)‖∞,Cη , the series∑
l∈(Zn)p ‖u(·, l)‖∞ is summable, so,
∫
I
∑
l∈(Zn)p u(t, l)dt =
∑
l∈(Zn)p
∫
I u(t, l)dt which gives the
result.
7.3 Computation of residues of zeta functions
Since, we will have to compute residues of series, let us introduce the following
Definition 7.15.
ζ(s) :=
∞∑
n=1
n−s,
Zn(s) :=
∑
k∈Zn
′ |k|−s,
ζp1,...,pn(s) :=
∑
k∈Zn
′ kp11 · · · kpnn
|k|s , for pi ∈ N,
where ζ(s) is the Riemann zeta function (see [56] or [36]).
By the symmetry k → −k, it is clear that these functions ζp1,...,pn all vanish for odd values
of pi.
Let us now compute ζ0,··· ,0,1i,0··· ,0,1j ,0··· ,0(s) in terms of Zn(s):
Since ζ0,··· ,0,1i,0··· ,0,1j ,0··· ,0(s) = Ai(s) δij, exchanging the components ki and kj, we get
ζ0,··· ,0,1i,0··· ,0,1j ,0··· ,0(s) =
δij
n
Zn(s− 2).
Similarly, ∑′
Zn
k21k
2
2
|k|s+8 =
1
n(n−1)Zn(s+ 4)− 1n−1
∑′
Zn
k41
|k|s+8
but it is difficult to write explicitly ζp1,...,pn(s) in terms of Zn(s − 4) and other Zn(s − m)
when at least four indices pi are non zero.
When all pi are even, ζp1,...,pn(s) is a nonzero series of fractions
P (k)
|k|s where P is a homo-
geneous polynomial of degree p1 + · · ·+ pn. Theorem 7.1 now gives us the following
Proposition 7.16. ζp1,...,pn has a meromorphic extension to the whole plane with a unique
pole at n+ p1 + · · ·+ pn. This pole is simple and the residue at this pole is
Res
s=n+p1+···+pn
ζp1,...,pn(s) = 2
Γ(p1+12 )···Γ(
pn+1
2 )
Γ(n+p1+···+pn2 )
(89)
when all pi are even or this residue is zero otherwise.
In particular, for n = 2,
Res
s=0
∑
k∈Z2
′ kikj
|k|s+4 = δij pi , (90)
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and for n = 4,
Res
s=0
∑
k∈Z4
′ kikj
|k|s+6 = δij
pi2
2 ,
Res
s=0
∑
k∈Z4
′ kikjklkm
|k|s+8 = (δijδlm + δilδjm + δimδjl)
pi2
12 . (91)
Proof. Equation (89) follows from Theorem (7.1)
Res
s=n+p1+···+pn
ζp1,...,pn(s) =
∫
k∈Sn−1
kp11 · · · kpnn dS(k)
and standard formulae (see for instance [100, VIII,1;22]). Equation (90) is a straightforward
consequence of Equation (89). Equation (91) can be checked for the cases i = j 6= l = m and
i = j = l = m.
Remark that Zn(s) is an Epstein zeta-function which is associated to the quadratic form
q(x) := x21 + ...+ x2n, so Zn satisfies the following functional equation
Zn(s) = pis−n/2Γ(n/2− s/2)Γ(s/2)−1 Zn(n− s).
Since pis−n/2Γ(n/2 − s/2) Γ(s/2)−1 = 0 for any negative even integer n and Zn(s) is mero-
morphic on C with only one pole at s = n with residue 2pin/2Γ(n/2)−1 according to previous
proposition, so we get Zn(0) = −1. We have proved that
Res
s=0
Zn(s+ n) = 2pin/2 Γ(n/2)−1, (92)
Zn(0) = −1. (93)
There are many applications of Proposition 7.16 for instance in ζ-regularization, multiplica-
tive anomalies or Casimir effect, see for instance [36].
7.4 Meromorphic continuation of a class of zeta functions
Let n, q ∈ N, q ≥ 2, and p = (p1, . . . , pq−1) ∈ Nq−10 .
Set I := {i | pi 6= 0} and assume that I 6= ∅ and
I := {α = (αi)i∈I | ∀i ∈ I αi = (αi,1, . . . , αi,pi) ∈ Npi0 } =
∏
i∈I
Npi0 .
We will use in the sequel also the following notations:
- for x = (x1, . . . , xt) ∈ Rt recall that |x|1 = |x1|+· · ·+|xt| and |x| =
√
x21 + · · ·+ x2t ;
- for all α = (αi)i∈I ∈ I = ∏i∈I Npi0 ,
|α|1 =
∑
i∈I
|αi|1 =
∑
i∈I
pi∑
j=1
|αi,j| and
(
1/2
α
)
=
∏
i∈I
(
1/2
αi
)
=
∏
i∈I
pi∏
j=1
(
1/2
αi,j
)
.
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7.4.1 A family of polynomials
In this paragraph we define a family of polynomials which plays an important role later.
Consider first the variables:
- for X1, . . . , Xn we set X = (X1, . . . , Xn);
- for any i = 1, . . . , 2q, we consider the variables Yi,1, . . . , Yi,n and set Yi := (Yi,1, . . . , Yi,n)
and Y := (Y1, . . . , Y2q);
- for Y = (Y1, . . . , Y2q), we set for any 1 ≤ j ≤ q, Y˜j := Y1 + · · ·+ Yj + Yq+1 + · · ·+ Yq+j.
We define for all α = (αi)i∈I ∈ I = ∏i∈I Npi0 the polynomial
Pα(X, Y ) :=
∏
i∈I
pi∏
j=1
(2〈X, Y˜i〉+ |Y˜i|2)αi,j . (94)
It is clear that Pα(X, Y ) ∈ Z[X, Y ], degXPα ≤ |α|1 and degY Pα ≤ 2|α|1.
Let us fix a polynomial Q ∈ R[X1, · · · , Xn] and note d := degQ. For α ∈ I, we want to
expand Pα(X, Y )Q(X) in homogeneous polynomials in X and Y so defining
L(α) := { β ∈ N(2q+1)n0 | |β|1 − dβ ≤ 2|α|1 and dβ ≤ |α|1 + d }
where dβ :=
∑n
1 βi, we set(
1/2
α
)
Pα(X, Y )Q(X) =:
∑
β∈L(α)
cα,βX
βY β
where cα,β ∈ R, Xβ := Xβ11 · · ·Xβnn and Y β := Y βn+11,1 · · ·Y β2(q+1)n2q,n . By definition, Xβ is a
homogeneous polynomial of degree in X equals to dβ. We note
Mα,β(Y ) := cα,β Y β.
7.4.2 Residues of a class of zeta functions
In this section we will prove the following result, used in Proposition 8.5 for the computation
of the spectrum dimension of the noncommutative torus:
Theorem 7.17. (i) Let 12piΘ be a badly approximable matrix, and a˜ ∈ S
(
(Zn)2q
)
. Then
s 7→ f(s) := ∑
l∈[(Zn)q ]2
a˜l
∑
k∈Zn
′ q−1∏
i=1
|k + l˜i|pi |k|−sQ(k) eik.Θ
∑q
1 lj
has a meromorphic continuation to the whole complex plane C with at most simple possible
poles at the points s = n+ d+ |p|1 −m where m ∈ N0.
(ii) Let m ∈ N0 and set I(m) := { (α, β) ∈ I × N(2q+1)n0 | β ∈ L(α) where we have taken
m = 2|α|1− dβ + d }. Then I(m) is a finite set and s = n+ d+ |p|1−m is a pole of f if and
only if
C(f,m) :=
∑
l∈Z
a˜l
∑
(α,β)∈I(m)
Mα,β(l)
∫
u∈Sn−1
uβ dS(u) 6= 0,
with Z := {l | ∑q1 lj = 0} and the convention ∑∅ = 0. In that case s = n+ d+ |p|1 −m is a
simple pole of residue Res
s=n+d+|p|1−m
f(s) = C(f,m).
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In order to prove the theorem above we need the following
Lemma 7.18. For all N ∈ N we have
q−1∏
i=1
|k + l˜i|pi =
∑
α=(αi)i∈I∈
∏
i∈I{0,...,N}pi
(
1/2
α
)
Pα(k,l)
|k|2|α|1−|p|1 +ON(|k||p|1−(N+1)/2)
uniformly in k ∈ Zn and l ∈ (Zn)2q such that |k| > U(l) := 36 (∑2q−1i=1, i 6=q |li|)4.
Proof. For i = 1, . . . , q − 1, we have uniformly in k ∈ Zn and l ∈ (Zn)2q with |k| > U(l),∣∣∣2〈k,˜li〉+|˜li|2∣∣∣
|k|2 ≤
√
U(l)
2|k| <
1
2
√
|k| . (95)
In that case,
|k + l˜i| =
(
|k|2 + 2〈k, l˜i〉+ |l˜i|2
)1/2
= |k|
(
1 + 2〈k,˜li〉+|˜li|2|k|2
)1/2
=
∞∑
u=0
(
1/2
u
)
1
|k|2u−1P
i
u(k, l)
where for all i = 1, . . . , q − 1 and for all u ∈ N0,
P iu(k, l) :=
(
2〈k, l˜i〉+ |l˜i|2
)u
,
with the convention P i0(k, l) := 1.
In particular P iu(k, l) ∈ Z[k, l], degk P iu ≤ u and degl P iu ≤ 2u. Inequality (95) implies
that for all i = 1, . . . , q − 1 and for all u ∈ N,
1
|k|2u |P iu(k, l)| ≤
(
2
√
|k|
)−u
uniformly in k ∈ Zn and l ∈ (Zn)2q such that |k| > U(l).
Let N ∈ N. We deduce from the previous that for any k ∈ Zn and l ∈ (Zn)2q with
|k| > U(l) and for all i = 1, . . . , q − 1, we have
|k + l˜i| =
N∑
u=0
(
1/2
u
)
1
|k|2u−1P
i
u(k, l) +O
( ∑
u>N
|k| |
(
1/2
u
)
| (2
√
|k|)−u
)
=
N∑
u=0
(
1/2
u
)
1
|k|2u−1P
i
u(k, l) +ON
(
1
|k|(N−1)/2
)
.
It follows that for any N ∈ N, we have uniformly in k ∈ Zn and l ∈ (Zn)2q with |k| > U(l)
and for all i ∈ I,
|k + l˜i|pi =
∑
αi∈{0,...,N}pi
(
1/2
αi
)
1
|k|2|αi|1−piP
i
αi
(k, l) +ON
(
1
|k|(N+1)/2−pi
)
where P iαi(k, l) =
∏pi
j=1 P
i
αi,j
(k, l) for all αi = (αi,1, . . . , αi,pi) ∈ {0, . . . , N}pi and∏
i∈I
|k + l˜i|pi =
∑
α=(αi)∈
∏
i∈I{0,...,N}pi
(
1/2
α
)
1
|k|2|α|1−|p|1Pα(k, l) +ON
(
1
|k|(N+1)/2−|p|1
)
where Pα(k, l) =
∏
i∈I P iαi(k, l) =
∏
i∈I
∏pi
j=1 P
i
αi,j
(k, l).
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Proof of Theorem 7.17. (i) All n, q, p = (p1, . . . , pq−1) and a˜ ∈ S ((Zn)2q) are fixed as above
and we define formally for any l ∈ (Zn)2q
F (l, s) :=
∑
k∈Zn
′ q−1∏
i=1
|k + l˜i|pi Q(k) eik.Θ
∑q
1 lj |k|−s. (96)
Thus, still formally,
f(s) :=
∑
l∈(Zn)2q
a˜l F (l, s). (97)
It is clear that F (l, s) converges absolutely in the half plane {σ = <(s) > n+ d+ |p|1} where
d = degQ.
Let N ∈ N. Lemma 7.18 implies that for any l ∈ (Zn)2q and for s ∈ C such that
σ > n+ |p|1 + d,
F (l, s) =
∑
|k|≤U(l)
′ q−1∏
i=1
|k + l˜i|pi Q(k) eik.Θ
∑q
1 lj |k|−s
+
∑
α=(αi)i∈I∈
∏
i∈I{0,...,N}pi
(
1/2
α
) ∑
|k|>U(l)
1
|k|s+2|α|1−|p|1Pα(k, l)Q(k) e
ik.Θ
∑q
1 lj +GN(l, s).
where s 7→ GN(l, s) is a holomorphic function in the half-plane DN := {σ > n+d+|p|1−N+12 }
and verifies in it the bound GN(l, s)N,σ 1 uniformly in l.
It follows that
F (l, s) =
∑
α=(αi)i∈I∈
∏
i∈I{0,...,N}pi
Hα(l, s) +RN(l, s), (98)
where
Hα(l, s) :=
∑
k∈Zn
′ (1/2
α
)
1
|k|s+2|α|1−|p|1Pα(k, l)Q(k) e
ik.Θ
∑q
1 lj ,
RN(l, s) :=
∑
|k|≤U(l)
′ q−1∏
i=1
|k + l˜i|pi Q(k) eik.Θ
∑q
1 lj |k|−s
− ∑
|k|≤U(l)
′ ∑
α=(αi)i∈I∈
∏
i∈I{0,...,N}pi
(
1/2
α
)
Pα(k,l)
|k|s+2|α|1−|p|1Q(k) e
ik.Θ
∑q
1 lj +GN(l, s).
In particular there exists A(N) > 0 such that s 7→ RN(l, s) extends holomorphically to the
half-plane DN and verifies in it the bound RN(l, s)N,σ 1 + |l|A(N) uniformly in l.
Let us note formally
hα(s) :=
∑
l
a˜lHα(l, s).
Equation (98) and RN(l, s)N,σ 1 + |l|A(N) imply that
f(s) ∼N
∑
α=(αi)i∈I∈
∏
i∈I{0,...,N}pi
hα(s), (99)
where ∼N means modulo a holomorphic function in DN .
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Recall the decomposition
(
1/2
α
)
Pα(k, l)Q(k) =
∑
β∈L(α) Mα,β(l) kβ and we decompose sim-
ilarly hα(s) =
∑
β∈L(α) hα,β(s).
Theorem 7.5 now implies that for all α = (αi)i∈I ∈ ∏i∈I{0, . . . , N}pi and β ∈ L(α),
- the map s 7→ hα,β(s) has a meromorphic continuation to the whole complex plane C
with only one simple possible pole at s = n+ |p|1 − 2|α|1 + dβ,
- the residue at this point is equal to
Res
s=n+|p|1−2|α|1+dβ
hα,β(s) =
∑
l∈Z
a˜lMα,β(l)
∫
u∈Sn−1
uβdS(u) (100)
where Z := {l ∈ (Z)n)2q : ∑q1 lj = 0}. If the right hand side is zero, hα,β(s) is holomorphic
on C.
By (99), we deduce therefore that f(s) has a meromorphic continuation on the halfplane
DN , with only simple possible poles in the set {n + |p|1 + k : −2N |p|1 ≤ k ≤ d }. Taking
now N →∞ yields the result.
(ii) Letm ∈ N0 and set I(m) := { (α, β) ∈ I×N(2q+1)n0 | β ∈ L(α) andm = 2|α|1−dβ+d }.
If (α, β) ∈ I(m), then |α|1 ≤ m and |β|1 ≤ 3m+ d, so I(m) is finite.
With a chosen N such that 2N |p|1 + d > m, we get by (99) and (100)
Res
s=n+d+|p|1−m
f(s) =
∑
l∈Z
a˜l
∑
(α,β)∈I(m)
Mα,β(l)
∫
u∈Sn−1
uβ dS(u) = C(f,m)
with the convention ∑∅ = 0. Thus, n+d+ |p|1−m is a pole of f if and only if C(f,m) 6= 0.
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8 The noncommutative torus
The aim of this section is to compute the spectral action of the noncommutative torus.
After the basic definitions, the result is presented in Theorem 8.13. Due to a fundamental
appearance of small divisors, the number theory is involved via a Diophantine condition. As a
consequence, the result which essentially says that the spectral action of the noncommutative
torus coincide with the action of the ordinary torus (up few constants) is awfully technical
and use the machinery of Section 7. A bunch of proofs are not given, but the essential lemmas
are here: they show to the reader how life can be hard in noncommutative geometry!
Reference: [37].
8.1 Definition of the nc-torus
Let C∞(TnΘ) be the smooth noncommutative n-torus associated to a non-zero skew-symmetric
deformation matrix Θ ∈Mn(R). It was introduced by Rieffel [95] and Connes [22] to gener-
alize the n-torus Tn.
This means that C∞(TnΘ) is the algebra generated by n unitaries ui, i = 1, . . . , n subject to
the relations
ul uj = eiΘlj uj ul, (101)
and with Schwartz coefficients: an element a ∈ C∞(TnΘ) can be written as a =
∑
k∈Zn ak Uk,
where {ak} ∈ S(Zn) with the Weyl elements defined by
Uk := e−
i
2k.χk uk11 · · ·uknn ,
k ∈ Zn, relation (101) reads
UkUq = e−
i
2k.Θq Uk+q, and UkUq = e−ik.Θq UqUk (102)
where χ is the matrix restriction of Θ to its upper triangular part. Thus unitary operators
Uk satisfy
U∗k = U−k and [Uk, Ul] = −2i sin(12k.Θl)Uk+l.
Let τ be the trace on C∞(TnΘ) defined by
τ
( ∑
k∈Zn
ak Uk
)
:= a0
and Hτ be the GNS Hilbert space obtained by completion of C∞(TnΘ) with respect of the
norm induced by the scalar product
〈a, b〉 := τ(a∗b).
On Hτ = {∑k∈Zn ak Uk | {ak}k ∈ l2(Zn) }, we consider the left and right regular repre-
sentations of C∞(TnΘ) by bounded operators, that we denote respectively by L(.) and R(.).
Let also δµ, µ ∈ { 1, . . . , n }, be the n (pairwise commuting) canonical derivations, defined
by
δµ(Uk) := ikµUk. (103)
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We need to fix notations: let
AΘ := C∞(TnΘ) acting on H := Hτ ⊗ C2
m
with n = 2m or n = 2m + 1 (i.e., m = bn2 c is the integer part of n2 ), the square integrable
sections of the trivial spin bundle over Tn.
Each element of AΘ is represented on H as L(a)⊗ 12m . The Tomita conjugation
J0(a) := a∗
satisfies [J0, δµ] = 0 and we define
J := J0 ⊗ C0
where C0 is an operator on C2
m . The Dirac-like operator is given by
D := −i δµ ⊗ γµ, (104)
where we use hermitian Dirac matrices γ. It is defined and symmetric on the dense subset
of H given by C∞(TnΘ)⊗ C2m . We still note D its selfadjoint extension. This implies
C0γ
α = −εγαC0, (105)
and
D Uk ⊗ ei = kµUk ⊗ γµei,
where (ei) is the canonical basis of C2
m . Moreover, C20 = ±12m depending on the parity of
m. Finally, one introduces the chirality, which in the even case is
χ := id⊗ (−i)mγ1 · · · γn.
This yields a spectral triple:
Theorem 8.1. The 5-tuple (AΘ,H,D, J, χ) is a real regular spectral triple of dimension n.
It satisfies the finiteness and orientability conditions of Definition 5.2. It is n-summable and
its KO-dimension is also n.
We do not give a proof since most of its arguments will be emphasized in this section; see
however [25,50] for a specific proof.
For instance, we prove in Proposition 8.5 that this triple has simple dimension spectrum
when Θ is badly approximable (see Definition 7.4).
The perturbed Dirac operator VuD V ∗u by the unitary
Vu :=
(
L(u)⊗ 12m
)
J
(
L(u)⊗ 12m
)
J−1,
defined for every unitary u ∈ A, uu∗ = u∗u = U0, must satisfy condition JD = DJ (which is
equivalent to H being endowed with a structure of AΘ-bimodule). This yields the necessity
of a symmetrized covariant Dirac operator
DA := D + A+ J AJ−1
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since VuD V ∗u = DL(u)⊗12m [D,L(u∗)⊗12m ]: in fact, for a ∈ AΘ, using J0L(a)J0−1 = R(a∗), we get
J
(
L(a)⊗ γα
)
J−1 = −R(a∗)⊗ γα
and that the representation L and the anti-representation R are C-linear, commute and
satisfy
[δα, L(a)] = L(δαa), [δα, R(a)] = R(δαa).
This induces some covariance property for the Dirac operator: one checks that for all k ∈ Zn,
L(Uk)⊗ 12m [D, L(U∗k )⊗ 12m ] = 1⊗ (−kµγµ), (106)
so with (105), we get Uk[D, U∗k ] + JUk[D, U∗k ]J−1 = 0 and
VUk D V ∗Uk = D = DL(Uk)⊗12m [D,L(U∗k )⊗12m ]. (107)
Moreover, we get the gauge transformation (see Lemma 5.13):
VuDAV ∗u = Dγu(A) (108)
where the gauged transform one-form of A is
γu(A) := u[D, u∗] + uAu∗, (109)
with the shorthand L(u)⊗12m −→ u. As a consequence, the spectral action is gauge invariant:
S(DA, f,Λ) = S(Dγu(A), f,Λ).
An arbitrary selfadjoint one-form A ∈ Ω1D(A), can be written as
A = L(−iAα)⊗ γα, Aα = −A∗α ∈ AΘ, (110)
thus
DA = −i
(
δα + L(Aα)−R(Aα)
)
⊗ γα. (111)
Defining
A˜α := L(Aα)−R(Aα),
we get D2A = −gα1α2(δα1 + A˜α1)(δα2 + A˜α2)⊗ 12m − 12Ωα1α2 ⊗ γα1α2 where
γα1α2 := 12(γ
α1γα2 − γα2γα1),
Ωα1α2 := [δα1 + A˜α1 , δα2 + A˜α2 ] = L(Fα1α2)−R(Fα1α2)
with
Fα1α2 := δα1(Aα2)− δα2(Aα1) + [Aα1 , Aα2 ]. (112)
In summary,
D2A = −δα1α2
(
δα1 + L(Aα1)−R(Aα1)
)(
δα2 + L(Aα2)−R(Aα2)
)
⊗ 12m
−12
(
L(Fα1α2)−R(Fα1α2)
)
⊗ γα1α2 . (113)
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8.2 Kernels and dimension spectrum
We now compute the kernel of the perturbed Dirac operator:
Proposition 8.2. (i) KerD = U0 ⊗ C2m, so dim KerD = 2m.
(ii) For any selfadjoint one-form A, KerD ⊆ KerDA.
(iii) For any unitary u ∈ A, KerDγu(A) = Vu KerDA.
Proof. (i) Let ψ = ∑k,j ck,j Uk ⊗ ej ∈ KerD. Thus, 0 = D2ψ = ∑k,i ck,j|k|2 Uk ⊗ ej which
entails that ck,j|k|2 = 0 for any k ∈ Zn and 1 ≤ j ≤ 2m. The result follows.
(ii) Let ψ ∈ KerD. So, ψ = U0 ⊗ v with v ∈ C2m and from (111), we get
DAψ = Dψ + (A+ JAJ−1)ψ = (A+ JAJ−1)ψ = −i[Aα, U0]⊗ γαv = 0
since U0 is the unit of the algebra, which proves that ψ ∈ KerDA.
(iii) This is a direct consequence of (108).
Corollary 8.3. Let A be a selfadjoint one-form. Then KerDA = KerD in the following
cases:
(i) A = Au := L(u)⊗ 12m [D, L(u∗)⊗ 12m ] when u is a unitary in A.
(ii) ||A|| < 12 .
(iii) The matrix 12piΘ has only integral coefficients.
Proof. (i) This follows from previous result because Vu(U0 ⊗ v) = U0 ⊗ v for any v ∈ C2m .
(ii) Let ψ = ∑k,j ck,j Uk ⊗ ej be in KerDA (so ∑k,j |ck,j|2 <∞) and φ := ∑j c0,j U0 ⊗ ej.
Thus ψ′ := ψ − φ ∈ Ker DA since φ ∈ KerD ⊆ KerDA and
|| ∑
06=k∈Zn, j
ck,j kα Uk ⊗ γαej||2 = ||Dψ′||2 = || − (A+ JAJ−1)ψ′||2 ≤ 4||A||2||ψ′||2 < ||ψ′||2.
Defining Xk :=
∑
α kαγα, X2k =
∑
α |kα|2 12m is invertible and the vectors {Uk⊗Xkej }06=k∈Zn, j
are orthogonal in H, so ∑
06=k∈Zn, j
(∑
α
|kα|2
)
|ck,j|2 <
∑
06=k∈Zn, j
|ck,j|2
which is possible only if ck,j = 0, ∀k, j that is ψ′ = 0 and ψ = φ ∈ Ker D.
(iii) This is a consequence of the fact that the algebra is commutative, thus the arguments
of (65) apply and A˜ = 0.
Note that if A˜u := Au + JAuJ−1, then by (106), A˜Uk = 0 for all k ∈ Zn and ‖AUk‖ = |k|,
but for an arbitrary unitary u ∈ A, A˜u 6= 0 so DAu 6= D.
Naturally the above result is also a direct consequence of the fact that the eigenspace of
an isolated eigenvalue of an operator is not modified by small perturbations. However, it is
interesting to compute the last result directly to emphasize the difficulty of the general case:
Let ψ = ∑l∈Zn,1≤j≤2m cl,j Ul ⊗ ej ∈ KerDA, so ∑l∈Zn,1≤j≤2m |cl,j|2 <∞. We have to show
that ψ ∈ Ker D that is cl,j = 0 when l 6= 0.
Taking the scalar product of 〈Uk ⊗ ei| with
0 = DAψ =
∑
l, α, j
cl, j(lαUl − i[Aα, Ul])⊗ γαej,
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we obtain
0 =
∑
l, α, j
cl, j
(
lαδk,l − i〈Uk, [Aα, Ul]〉
)
〈ei, γαej〉.
If Aα =
∑
α,l aα,l Ul⊗γα with { aα,l }l ∈ S(Zn), note that [Ul, Um] = −2i sin(12 l.Θm)Ul+m and
〈Uk, [Aα, Ul]〉 =
∑
l′∈Zn
aα,l′(−2i sin(12 l′.Θl)〈Uk, Ul′+l〉 = −2i aα,k−l sin(12k.Θl).
Thus
0 =
∑
l∈Zn
n∑
α=1
2m∑
j=1
cl, j
(
lαδk,l − 2aα,k−l sin(12k.Θl)
)
〈ei, γαej〉, ∀k ∈ Zn, ∀i, 1 ≤ i ≤ 2m. (114)
We conjecture that KerD = KerDA at least for generic Θ’s: the constraints (114) should
imply cl,j = 0 for all j and all l 6= 0 meaning ψ ∈ KerD. When 12piΘ has only integer
coefficients, the sin part of these constraints disappears giving the result.
We will use freely the notation (50) about the difference between D and D.
Lemma 8.4. If 12piΘ is badly approximable (see Definition 7.4), Sp
(
C∞(TnΘ),H,D
)
= Z and
all these poles are simple.
Proof. Let B ∈ D(A) and p ∈ N0. Suppose that B is of the form
B = arbrDqr−1|D|pr−1ar−1br−1 · · · Dq1 |D|p1a1b1
where r ∈ N, ai ∈ A, bi ∈ JAJ−1, qi, pi ∈ N0. We note ai =: ∑l ai,l Ul and bi =: ∑i bi,l Ul.
With the shorthand kµ1,µqi := kµ1 · · · kµqi and γµ1,µqi = γµ1 · · · γµqi , we get
Dq1 |D|p1a1b1 Uk ⊗ ej =
∑
l1, l′1
a1,l1b1,l′1Ul1UkUl′1 |k + l1 + l′1|p1 (k + l1 + l′1)µ1,µq1 ⊗ γµ1,µq1ej
which gives, after r iterations,
BUk⊗ej =
∑
l,l′
a˜lb˜lUlr · · ·Ul1UkUl′1 · · ·Ul′r
r−1∏
i=1
|k+ l̂i+ l̂′i|pi(k+ l̂i+ l̂′i)µi1,µiqi⊗γ
µr−11 ,µ
r−1
qr−1 · · · γµ11,µ1q1ej
where a˜l := a1,l1 · · · ar,lr and b˜l′ := b1,l′1 · · · br,l′r .
Let us note Fµ(k, l, l′) :=
∏r−1
i=1 |k+ l̂i+ l̂′i|pi(k+ l̂i+ l̂′i)µi1,µiqi and γ
µ := γµ
r−1
1 ,µ
r−1
qr−1 · · · γµ11,µ1q1 .
Thus, with the shortcut
∼c meaning modulo a constant function towards the variable s,
Tr
(
B|D|−2p−s
)
∼c
∑
k
′ ∑
l,l′
a˜lb˜l′ τ
(
U−kUlr · · ·Ul1UkUl′1 · · ·Ul′r
)
Fµ(k,l,l′)
|k|s+2p Tr(γ
µ) .
Since Ulr · · ·Ul1Uk = UkUlr · · ·Ul1e−i
∑r
1 li.Θk we get
τ
(
U−kUlr · · ·Ul1UkUl′1 · · ·Ul′r
)
= δ∑r
1 li+l
′
i,0
eiφ(l,l
′) e−i
∑r
1 li.Θk
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where φ is a real valued function. Thus,
Tr
(
B|D|−2p−s
)
∼c
∑
k
′ ∑
l,l′
eiφ(l,l
′) δ∑r
1 li+l
′
i,0
a˜lb˜l′
Fµ(k,l,l′) e
−i
∑r
1 li.Θk
|k|s+2p Tr(γ
µ)
∼c fµ(s) Tr(γµ).
The function fµ(s) can be decomposed as a linear combination of zeta function of type
described in Theorem 7.17 (or, if r = 1 or all the pi are zero, in Theorem 7.5). Thus,
s 7→ Tr
(
B|D|−2p−s
)
has only poles in Z and each pole is simple. Finally, by linearity, we get
the result.
The dimension spectrum of the noncommutative torus is simple:
Proposition 8.5. (i) If 12piΘ is badly approximable, the spectrum dimension of the spectral
triple
(
C∞(TnΘ),H,D
)
is equal to the set {n− k : k ∈ N0 } and all these poles are simple.
(ii) ζD(0) = 0.
Proof. (i) Lemma 8.4 and Remark 5.9.
(ii) ζD(s) =
∑
k∈Zn
∑
1≤j≤2m〈Uk⊗ ej , |D|−sUk⊗ ej〉 = 2m(
∑′
k∈Zn
1
|k|s + 1) = 2
m(Zn(s) + 1).
By (93), we get the result.
We have computed ζD(0) relatively easily but the main difficulty of the present Section
is precisely to calculate ζDA(0).
8.3 Noncommutative integral computations
We fix a self-adjoint one-form A on the noncommutative torus of dimension n.
Proposition 8.6. If 12piΘ is badly approximable, then the first elements of the spectral action
expansion (75) are given by
−
∫
|DA|−n = −
∫
|D|−n = 2m+1pin/2 Γ(n2 )−1.
−
∫
|DA|−n+k = 0 for k odd.
−
∫
|DA|−n+2 = 0.
We need a few technical lemmas:
Lemma 8.7. On the noncommutative torus, for any t ∈ R,
−
∫
A˜D|D|−t = −
∫
DA˜|D|−t = 0.
Proof. Using notations of (110), we have
Tr(A˜D|D|−s) ∼c
∑
j
∑′
k
〈Uk ⊗ ej,−ikµ|k|−s[Aα, Uk]⊗ γαγµej〉
∼c −iTr(γαγµ)
∑′
k
kµ|k|−s〈Uk, [Aα, Uk]〉 = 0
since 〈Uk, [Aα, Uk]〉 = 0. Similarly
Tr(DA˜|D|−s) ∼c
∑
j
∑′
k
〈Uk ⊗ ej, |k|−s
∑
l
aα,l 2 sin k.Θl2 (l + k)µUl+k ⊗ γµγαej〉
∼c 2 Tr(γµγα)
∑′
k
∑
l
aα,l sin k.Θl2 (l + k)µ |k|−s〈Uk, Ul+k〉 = 0.
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Any element h in the algebra generated by A and [D,A] can be written as a linear
combination of terms of the form a1p1 · · · anpr where ai are elements of A or [D,A]. Such a
term can be written as a series b := ∑ a1,α1,l1 · · · aq,αq ,lqUl1 · · ·Ulq ⊗ γα1 · · · γαq where ai,αi are
Schwartz sequences and when ai =:
∑
l alUl ∈ A, we set ai,α,l = ai,l with γα = 1. We define
L(b) := τ
(∑
l
a1,α1,l1 · · · aq,αq ,lqUl1 · · ·Ulq
)
Tr(γα1 · · · γαq).
By linearity, L is defined as a linear form on the whole algebra generated by A and [D,A].
Lemma 8.8. If h is an element of the algebra generated by A and [D,A],
Tr
(
h|D|−s
)
∼c L(h)Zn(s).
In particular, Tr
(
h|D|−s
)
has at most one pole at s = n.
Proof. We get with b of the form ∑ a1,α1,l1 · · · aq,αq ,lqUl1 · · ·Ulq ⊗ γα1 · · · γαq ,
Tr
(
b|D|−s
)
∼c
∑
k∈Zn
′〈Uk,
∑
l
a1,α1,l1 · · · aq,αq ,lqUl1 · · ·UlqUk〉 Tr(γα1 · · · γαq)|k|−s
∼c τ(
∑
l
a1,α1,l1 · · · aq,αq ,lqUl1 · · ·Ulq) Tr(γα1 · · · γαq)Zn(s) = L(b)Zn(s).
The results follows now from linearity of the trace.
Lemma 8.9. If 12piΘ is badly approximable, the function s 7→ Tr
(
εJAJ−1A|D|−s
)
extends
meromorphically on the whole plane with only one possible pole at s = n. Moreover, this pole
is simple and
Res
s=n
Tr
(
εJAJ−1A|D|−s
)
= aα,0 aα0 2m+1pin/2 Γ(n/2)−1.
Proof. With A = L(−iAα) ⊗ γα, we get JAJ−1 = R(iAα) ⊗ γα, and by multiplication
εJAJ−1A = R(Aβ)L(Aα)⊗ γβγα. Thus,
Tr
(
εJAJ−1A|D|−s
)
∼c
∑
k∈Zn
′〈Uk, AαUkAβ〉 |k|−s Tr(γβγα)
∼c
∑
k∈Zn
′ ∑
l
aα,l aβ,−l eik.Θl |k|−s Tr(γβγα)
∼c 2m
∑
k∈Zn
′ ∑
l
aα,l a
α
−l e
ik.Θl |k|−s.
Theorem 7.5 (ii) entails that ∑′k∈Zn ∑l aα,l aα−l eik.Θl |k|−s extends meromorphically on the
whole plane C with only one possible pole at s = n. Moreover, this pole is simple and we
have
Res
s=n
∑
k∈Zn
′ ∑
l
aα,l a
α
−l e
ik.Θl |k|−s = aα,0 aα0 Ress=n Zn(s).
Equation (92) now gives the result.
Lemma 8.10. If 12piΘ is badly approximable, then for any t ∈ R,
−
∫
X|D|−t = δt,n 2m+1
(
−∑
l
aα,l a
α
−l + aα,0 aα0
)
2pin/2 Γ(n/2)−1.
where X = A˜D +DA˜+ A˜2 and A =: −i∑l aα,l Ul ⊗ γα.
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Proof. By Lemma 8.7, we get −
∫
X|D|−t = Ress=0 Tr(A˜2|D|−s−t). Since A and εJAJ−1 com-
mute, we have A˜2 = A2 + JA2J−1 + 2εJAJ−1A. Thus,
Tr(A˜2|D|−s−t) = Tr(A2|D|−s−t) + Tr(JA2J−1|D|−s−t) + 2 Tr(εJAJ−1A|D|−s−t).
Since |D| and J commute, we have with Lemma 8.8,
Tr
(
A˜2|D|−s−t
)
∼c 2L(A2)Zn(s+ t) + 2 Tr
(
εJAJ−1A|D|−s−t
)
.
Thus Lemma 8.9 entails that Tr(A˜2|D|−s−t) is holomorphic at 0 if t 6= n. When t = n,
Res
s=0
Tr
(
A˜2|D|−s−t
)
= 2m+1
(
−∑
l
aα,l a
α
−l + aα,0 aα0
)
2pin/2 Γ(n/2)−1, (115)
which gives the result.
Lemma 8.11. If 12piΘ is badly approximable, then
−
∫
A˜DA˜D|D|−2−n = −n−2
n
−
∫
A˜2|D|−n.
Proof. With DJ = εJD, we get
−
∫
A˜DA˜D|D|−2−n = 2−
∫
ADAD|D|−2−n + 2−
∫
εJAJ−1DAD|D|−2−n.
Let us first compute −
∫
ADAD|D|−2−n. We have, with A =: −iL(Aα)⊗γα =: −i∑l aα,lUl⊗γα,
Tr
(
ADAD|D|−s−2−n
)
∼c −
∑
k
′∑
l1,l2
aα2,l2 aα1,l1 τ(U−kUl2Ul1Uk)
kµ1 (k+l1)µ2
|k|s+2+n Tr(γ
α,µ)
where γα,µ := γα2γµ2γα1γµ1 . Thus,
−
∫
ADAD|D|−2−n = −∑
l
aα2,−l aα1,l Ress=0
(∑
k
′ kµ1kµ2
|k|s+2+n
)
Tr(γα,µ).
We have also, with εJAJ−1 = iR(Aα)⊗ γa,
Tr
(
εJAJ−1DAD|D|−s−2−n
)
∼c
∑
k
′∑
l1,l2
aα2,l2aα1,l1τ(U−kUl1UkUl2)
kµ1 (k+l1)µ2
|k|s+2+n Tr(γ
α,µ).
which gives
−
∫
εJAJ−1DAD|D|−2−n = aα2,0aα1,0 Ress=0
(∑
k
′ kµ1kµ2
|k|s+2+n
)
Tr(γα,µ).
Thus,
1
2−
∫
A˜DA˜D|D|−2−n =
(
aα2,0aα1,0 −
∑
l
aα2,−laα1,l
)
Ress=0
(∑
k
′ kµ1kµ2
|k|s+2+n
)
Tr(γα,µ).
With ∑′k kµ1kµ2|k|s+2+n = δµ1µ2n Zn(s+ n) and Cn := Ress=0 Zn(s+ n) = 2pin/2Γ(n/2)−1 we obtain
1
2−
∫
A˜DA˜D|D|−2−n =
(
aα2,0aα1,0 −
∑
l
aα2,−laα1,l
)
Cn
n
Tr(γα2γµγα1γµ).
Since Tr(γα2γµγα1γµ) = 2m(2− n)δα2,α1 , we get
1
2−
∫
A˜DA˜D|D|−2−n = 2m
(
− aα,0 aα0 +
∑
l
aα,−l aαl
)
Cn(n−2)
n
.
Equation (115) now proves the lemma.
89
Lemma 8.12. If 12piΘ is badly approximable, then for any P ∈ Ψ1(A) and q ∈ N, q odd,
−
∫
P |D|−(n−q) = 0.
Proof. There exist B ∈ D1(A) and p ∈ N0 such that P = BD−2p +R where R is in OP−q−1.
As a consequence, −
∫
P |D|−(n−q) = −∫ B|D|−n−2p+q. Assume B = arbrDqr−1ar−1br−1 · · · Dq1a1b1
where r ∈ N, ai ∈ A, bi ∈ JAJ−1, qi ∈ N. If we prove that −∫ B|D|−n−2p+q = 0, then the
general case will follow by linearity. We note ai =:
∑
l ai,l Ul and bi =:
∑
l bi,l Ul. With the
shorthand kµ1,µqi := kµ1 · · · kµqi and γµ1,µqi = γµ1 · · · γµqi , we get
Dq1a1b1Uk ⊗ ej =
∑
l1,l′1
a1,l1 b1,l′1 Ul1UkUl′1 (k + l1 + l
′
1)µ1,µq1 ⊗ γµ1,µq1ej
which gives, after iteration,
B Uk ⊗ ej =
∑
l,l′
a˜lb˜lUlr · · ·Ul1UkUl′1 · · ·Ul′r
r−1∏
i=1
(k + l̂i + l̂′i)µi1,µiqi ⊗ γ
µr−11 ,µ
r−1
qr−1 · · · γµ11,µ1q1ej
where a˜l := a1,l1 · · · ar,lr andb˜l′ := b1,l′1 · · · br,l′r . Let’s note Qµ(k, l, l′) :=
∏r−1
i=1 (k + l̂i + l̂′i)µi1,µiqi
and γµ := γµ
r−1
1 ,µ
r−1
qr−1 · · · γµ11,µ1q1 . Thus,
−
∫
B |D|−n−2p+q = Res
s=0
∑
k
′ ∑
l,l′
a˜l b˜l′ τ
(
U−kUlr · · ·Ul1UkUl′1 · · ·Ul′r
)
Qµ(k,l,l′)
|k|s+2p+n−q Tr(γ
µ) .
Since Ulr · · ·Ul1Uk = UkUlr · · ·Ul1e−i
∑r
1 li.Θk, we get
τ
(
U−kUlr · · ·Ul1UkUl′1 · · ·Ul′r
)
= δ∑r
1 li+l
′
i,0
eiφ(l,l
′) e−i
∑r
1 li.Θk
where φ is a real valued function. Thus,
−
∫
B |D|−n−2p+q = Res
s=0
∑
k
′ ∑
l,l′
eiφ(l,l
′) δ∑r
1 li+l
′
i,0
a˜l b˜l′
Qµ(k,l,l′)e
−i
∑r
1 li.Θk
|k|s+2p+n−q Tr(γ
µ)
=: Res
s=0
fµ(s) Tr(γµ).
We decompose Qµ(k, l, l′) as a sum
∑r
h=0Mh,µ(l, l′)Qh,µ(k) where Qh,µ is a homogeneous
polynomial in (k1, · · · , kn) andMh,µ(l, l′) is a polynomial in
(
(l1)1, · · · , (lr)n, (l′1)1, · · · , (l′r)n
)
.
Similarly, we decompose fµ(s) as
∑r
h=0 fh,µ(s). Theorem 7.5 (ii) entails that fh,µ(s)
extends meromorphically to the whole complex plane C with only one possible pole for
s + 2p + n − q = n + d where d := deg Qh,µ. In other words, if d + q − 2p 6= 0, fh,µ(s) is
holomorphic at s = 0. Suppose now d + q − 2p = 0 (note that this implies that d is odd,
since q is odd by hypothesis), then, by Theorem 7.5 (ii)
Res
s=0
fh,µ(s) = V
∫
u∈Sn−1
Qh,µ(u) dS(u)
where V := ∑l,l′∈ZMh,µ(l, l′) eiφ(l,l′) δ∑r1 li+l′i,0 a˜l b˜l′ and Z := { l, l′ : ∑ri=1 li = 0 }. Since d is
odd, Qh,µ(−u) = −Qh,µ(u) and ∫u∈Sn−1 Qh,µ(u) dS(u) = 0. Thus, Ress=0 fh,µ(s) = 0 in any case,
which gives the result.
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As we have seen, the crucial point of the preceding lemma is the decomposition of the
numerator of the series fµ(s) as polynomials in k. This has been possible because we restricted
our pseudodifferential operators to Ψ1(A).
Proof of Proposition 8.6. The top element follows from Proposition 5.26 and according to
(92),
−
∫
|D|−n = Res
s=0
Tr
(
|D|−s−n
)
= 2m Res
s=0
Zn(s+ n) = 2
m+1pin/2
Γ(n/2) .
For the second equality, we get from Lemmas 8.8 and 5.23
Res
s=n−k
ζDA(s) =
k∑
p=1
k−p∑
r1,··· ,rp=0
h(n− k, r, p)−
∫
εr1(Y ) · · · εrp(Y )|D|−(n−k).
Corollary 5.22 and Lemma 8.12 imply that −
∫
εr1(Y ) · · · εrp(Y )|D|−(n−k) = 0, which gives the
result.
Last equality follows from Lemma 8.11 and Corollary 5.28.
8.4 The spectral action
Here is the main result of this section.
Theorem 8.13. Consider the noncommutative torus
(
C∞(TnΘ),H,D
)
of dimension n ∈ N
where 12piΘ is a real n× n real skew-symmetric badly approximable matrix, and a selfadjoint
one-form A = L(−iAα)⊗ γα. Then, the full spectral action of DA = D + A+ JAJ−1 is
(i) for n = 2,
S(DA, f,Λ) = 4pi f2 Λ2 +O(Λ−2),
(ii) for n = 4,
S(DA, f,Λ) = 8pi2 f4 Λ4 − 4pi23 f(0) τ(FµνF µν) +O(Λ−2),
(iii) More generally, in
S(DA, f,Λ) =
n∑
k=0
fn−k cn−k(A) Λn−k +O(Λ−1),
cn−2(A) = 0, cn−k(A) = 0 for k odd. In particular, c0(A) = 0 when n is odd.
This result (for n = 4) has also been obtained in [42] using the heat kernel method.
It is however interesting to get the result via direct computations of (75) since it shows
how this formula is efficient. As we will see, the computation of all the noncommutative
integrals require a lot of technical steps. One of the main points, namely to isolate where the
Diophantine condition on Θ is assumed, is outlined here.
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Remark 8.14. Note that all terms must be gauge invariants, namely, according to (109),
invariant by Aα −→ γu(Aα) = uAαu∗ + uδα(u∗). A particular case is u = Uk where
Ukδα(U∗k ) = −ikαU0.
In the same way, note that there is no contradiction with the commutative case where, for
any selfadjoint one-form A, DA = D (so A is equivalent to 0!), since we assume in Theorem
8.13 that Θ is badly approximable, so A cannot be commutative.
Conjecture 8.15. The constant term of the spectral action of DA on the noncommutative
n-torus is proportional to the constant term of the spectral action of D+A on the commutative
n-torus.
Remark 8.16. The appearance of a Diophantine condition for Θ has been characterized
in dimension 2 by Connes [23, Prop. 49] where in this case, Θ = θ
(
0 1
−1 0
)
with θ ∈ R.
In fact, the Hochschild cohomology H(AΘ,AΘ∗) satisfies dim Hj(AΘ,AΘ∗) = 2 (or 1) for
j = 1 (or j = 2) if and only if the irrational number θ satisfies a Diophantine condition like
|1− ei2pinθ|−1 = O(nk) for some k.
Recall that when the matrix Θ is quite irrational (the lattice generated by its columns is
dense after translation by Zn, see [50, Def. 12.8]), then the C∗-algebra generated by AΘ is
simple.
Remark 8.17. It is possible to generalize above theorem to the case D = −i gµν δµ ⊗ γν
instead of (104) when g is a positive definite constant matrix. The formulae in Theorem 8.13
are still valid, up to obvious modifications due to volume variation.
8.5 Computations of −∫
In order to get this theorem, let us prove a few technical lemmas.
We suppose from now on that Θ is a skew-symmetric matrix in Mn(R). No other hy-
pothesis is assumed for Θ, except when it is explicitly stated.
When A is a selfadjoint one-form, we define for n ∈ N , q ∈ N, 2 ≤ q ≤ n and σ ∈ {−,+}q
A+ := ADD−2,
A− := JAJ−1DD−2,
Aσ := Aσq · · ·Aσ1 .
Lemma 8.18. We have for any q ∈ N,
−
∫
(A˜D−1)q = −
∫
(A˜DD−2)q = ∑
σ∈{+,−}q
−
∫
Aσ.
Proof. Since P0 ∈ OP−∞, D−1 = DD−2 mod OP−∞ and −∫ (A˜D−1)q = −∫ (A˜DD−2)q.
Lemma 8.19. Let A be a selfadjoint one-form, n ∈ N and q ∈ N with 2 ≤ q ≤ n and
σ ∈ {−,+}q. Then
−
∫
Aσ = −
∫
A−σ.
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Definition 8.20. In [13] has been introduced the vanishing tadpole hypothesis:
−
∫
AD−1 = 0, for all A ∈ Ω1D(A). (116)
By the following lemma, this condition is satisfied for the noncommutative torus.
Lemma 8.21. Let n ∈ N, A = L(−iAα) ⊗ γα = −i∑l∈Zn aα,l Ul ⊗ γα, Aα ∈ AΘ, where
{ aα,l }l ∈ S(Zn), be a hermitian one-form. Then,
(i) −
∫
ApD−q = −
∫
(JAJ−1)pD−q = 0 for p ≥ 0 and 1 ≤ q < n (case p = q = 1 is tadpole
hypothesis.)
(ii) If 12piΘ is badly-approximable, then −
∫
BD−q = 0 for 1 ≤ q < n and any B in the algebra
generated by A, [D,A], JAJ−1 and J [D,A]J−1.
Proof. (i) Let us compute
−
∫
Ap(JAJ−1)p′D−q.
With A = L(−iAα)⊗ γα and JAJ−1 = R(iAα)⊗ γα, we get
Ap = L(−iAα1) · · ·L(−iAαp)⊗ γα1 · · · γαp
and
(JAJ−1)p′ = R(iAα′1) · · ·R(iAα′p′ )⊗ γ
α′1 · · · γα′p′ .
We note a˜α,l := aα1,l1 · · · aαp,lp . Since
L(−iAα1) · · ·L(−iAαp)R(iAα′1) · · ·R(iAα′p′ )Uk = (−i)
p ip
′∑
l,l′
a˜α,l a˜α′,l′ Ul1 · · ·UlpUkUl′p′ · · ·Ul′1 ,
and
Ul1 · · ·UlpUk = UkUl1 · · ·Ulp e−i(
∑
i
li).Θk,
we get, with
Ul,l′ := Ul1 · · ·UlpUl′p′ · · ·Ul′1 ,
gµ,α,α′(s, k, l, l′) := eik.Θ
∑
j
lj kµ1 ...kµq
|k|s+2q a˜α,l a˜α′,l′ ,
γα,α
′,µ := γα1 · · · γαpγα′1 · · · γα′p′γµ1 · · · γµq ,
Ap(JAJ−1)p′D−q|D|−sUk ⊗ ei ∼c (−i)p ip′
∑
l,l′
gµ,α,α′(s, k, l, l′)UkUl,l′ ⊗ γα,α′,µei.
Thus, −
∫
Ap(JAJ−1)p′D−q = Res
s=0
f(s) where
f(s) : = Tr
(
Ap(JAJ−1)p′D−q|D|−s
)
∼c (−i)p ip′
∑
k∈Zn
′〈Uk ⊗ ei,
∑
l,l′
gµ,α,α′(s, k, l, l′)UkUl,l′ ⊗ γα,α′,µei〉
∼c (−i)p ip′
∑
k∈Zn
′
τ
(∑
l,l′
gµ,α,α′(s, k, l, l′)Ul,l′
)
Tr(γµ,α,α′)
∼c (−i)p ip′
∑
k∈Zn
′∑
l,l′
gµ,α,α′(s, k, l, l′) τ
(
Ul,l′
)
Tr(γµ,α,α′).
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It is straightforward to check that the series ∑′k,l,l′gµ,α,α′(s, k, l, l′) τ(Ul,l′) is absolutely sum-
mable if <(s) > R for a R > 0. Thus, we can exchange the summation on k and l, l′, which
gives
f(s) ∼c (−i)p ip′
∑
l,l′
∑
k∈Zn
′
gµ,α,α′(s, k, l, l′) τ
(
Ul,l′
)
Tr(γµ,α,α′).
If we suppose now that p′ = 0, we see that,
f(s) ∼c (−i)p
∑
l
∑
k∈Zn
′ kµ1 ...kµq
|k|s+2q a˜α,l δ
∑p
i=1 li,0
Tr(γµ,α,α′)
which is, by Proposition 7.16, analytic at 0. In particular, for p = q = 1, we see that
−
∫
AD−1 = 0, i.e. the vanishing tadpole hypothesis is satisfied. Similarly, if we suppose p = 0,
we get
f(s) ∼c (−i)p′
∑
l′
∑
k∈Zn
′ kµ1 ...kµq
|k|s+2q a˜α,l′ δ∑p′
i=1 l
′
i,0
Tr(γµ,α,α′)
which is holomorphic at 0.
(ii) Adapting the proof of Lemma 8.12 to our setting (taking qi = 0, and adding gamma
matrices components), we see that
−
∫
BD−q = Res
s=0
∑
k
′ ∑
l,l′
eiφ(l,l
′) δ∑r
1 li+l
′
i,0
a˜α,l b˜β,l′
kµ1 ···kµq e
−i
∑r
1 li.Θk
|k|s+2q Tr(γ
(µ,α,β))
where γ(µ,α,β) is a complicated product of gamma matrices. By Theorem 7.5 (ii), since we
suppose here that 12piΘ is badly approximable, this residue is 0.
8.5.1 Even dimensional case
Corollary 8.22. Same hypothesis as in Lemma 8.21.
(i) Case n = 2:
−
∫
AqD−q = −δq,2 4pi τ
(
AαA
α
)
.
(ii) Case n = 4: with the shorthand δµ1,...,µ4 := δµ1µ2δµ3µ4 + δµ1µ3δµ2µ4 + δµ1µ4δµ2µ3,
−
∫
AqD−q = δq,4 pi
2
12 τ
(
Aα1 · · ·Aα4
)
Tr(γα1 · · · γα4γµ1 · · · γµ4)δµ1,...,µ4 .
Proof. (i, ii) The same computation as in Lemma 8.21 (i) (with p′ = 0, p = q = n) gives
−
∫
AnD−n = Res
s=0
(−i)n
( ∑
k∈Zn
′ kµ1 ...kµn
|k|s+2n
)
τ
( ∑
l∈(Zn)n
a˜α,lUl1 · · ·Uln
)
Tr(γα1 · · · γαnγµ1 · · · γµn)
and the result follows from Proposition 7.16.
We will use few notations:
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For n ∈ N, q ≥ 2, l := (l1, · · · , lq−1) ∈ (Zn)q−1, α := (α1, · · · , αq) ∈ {1, · · · , n}q,
k ∈ Zn\{0}, σ ∈ {−,+}q, (ai)1≤i≤n ∈ (S(Zn))n,
lq := −
∑
1≤j≤q−1
lj , λσ := (−i)q
∏
j=1...q
σj , a˜α,l := aα1,l1 . . . aαq ,lq ,
φσ(k, l) :=
∑
1≤j≤q−1
(σj − σq) k.Θlj +
∑
2≤j≤q−1
σj (l1 + . . .+ lj−1).Θlj ,
gµ(s, k, l) :=
kµ1 (k+l1)µ2 ...(k+l1+...+lq−1)µq
|k|s+2|k+l1|2...|k+l1+...+lq−1|2 ,
with the convention ∑2≤j≤q−1 = 0 when q = 2, and gµ(s, k, l) = 0 whenever l̂i = −k for a
1 ≤ i ≤ q − 1.
Lemma 8.23. Let A = L(−iAα) ⊗ γα = −i∑l∈Zn aα,l Ul ⊗ γα where Aα = −A∗α ∈ AΘ and
{ aα,l }l ∈ S(Zn), with n ∈ N, be a hermitian one-form, and let 2 ≤ q ≤ n, σ ∈ {−,+}q.
Then, −
∫
Aσ = Res
s=0
f(s) where
f(s) :=
∑
l∈(Zn)q−1
∑
k∈Zn
′
λσ e
i
2φσ(k,l) gµ(s, k, l) a˜α,l Tr(γαqγµq · · · γα1γµ1).
In the following, we will use the shorthand
c := 4pi23 .
Lemma 8.24. Suppose n = 4. Then, with the same hypothesis of Lemma 8.23,
(i) 12−
∫
(A+)2 = 12−
∫
(A−)2 = c
∑
l∈Z4
aα1,l aα2,−l
(
lα1lα2 − δα1α2|l|2
)
.
(ii) − 13 −
∫
(A+)3 = −13−
∫
(A−)3 = 4c
∑
li∈Z4
aα3,−l1−l2 a
α1
l2 aα1,l1 sin
l1.Θl2
2 l
α3
1 .
(iii) 14−
∫
(A+)4 = 14−
∫
(A−)4 = 2c
∑
li∈Z4
aα1,−l1−l2−l3 aα2,l3 a
α1
l2 a
α2
l1 sin
l1.Θ(l2+l3)
2 sin
l2.Θl3
2 .
(iv) Suppose 12piΘ badly approximable. Then the crossed terms in −
∫
(A+ +A−)q vanish: if
C is the set of all σ ∈ {−,+}q with 2 ≤ q ≤ 4, such that there exist i, j satisfying σi 6= σj,
we have ∑σ∈C −∫ Aσ = 0.
Lemma 8.25. Suppose n = 4 and 12piΘ badly approximable. For any self-adjoint one-form
A,
ζDA(0)− ζD(0) = −c τ(Fα1,α2Fα1α2).
Proof. By (48) and Lemma 8.18 we get
ζDA(0)− ζD(0) =
n∑
q=1
(−1)q
q
∑
σ∈{+,−}q
−
∫
Aσ.
By Lemma 8.24 (iv), we see that the crossed terms all vanish. Thus, with Lemma 8.19, we
get
ζDA(0)− ζD(0) = 2
n∑
q=1
(−1)q
q
−
∫
(A+)q. (117)
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By definition,
Fα1α2 = i
∑
k
(
aα2,k kα1 − aα1,k kα2
)
Uk +
∑
k, l
aα1,k aα2,l [Uk, Ul]
= i
∑
k
[
(aα2,k kα1 − aα1,k kα2)− 2
∑
l
aα1,k−l aα2,l sin(k.Θl2 )
]
Uk.
Thus
τ(Fα1α2Fα1α2) =
2m∑
α1, α2=1
∑
k∈Z4
[
(aα2,k kα1 − aα1,k kα2)− 2
∑
l′∈Z4
aα1,k−l′ aα2,l′ sin(k.Θl
′
2 )
]
[
(aα2,−k kα1 − aα1,−k kα2)− 2
∑
l”∈Z4
aα1,−k−l” aα2,l” sin(k.Θl”2 )
]
.
One checks that the term in aq of τ(Fα1α2Fα1α2) corresponds to the term −
∫
(A+)q given by
Lemma 8.24. For q = 2, this is
−2 ∑
l∈Z4, α1, α2
aα1,l aα2,−l
(
lα1lα2 − δα1α2|l|2
)
.
For q = 3, we compute the crossed terms:
i
∑
k,k′,l
(aα2,k kα1 − aα1,k kα2) aα1k′ aα2l
(
Uk[Uk′ , l] + [Uk′ , Ul]Uk
)
,
which gives the following a3-term in τ(Fα1α2Fα1α2)
−8∑
li
aα3,−l1−l2 a
α1
l2 aα1,l1 sin
l1.Θl2
2 l
α3
1 .
For q = 4, this is
−4∑
li
aα1,−l1−l2−l3 aα2,l3 a
α1
l2 a
α2
l1 sin
l1.Θ(l2+l3)
2 sin
l2.Θl3
2
which corresponds to the term −
∫
(A+)4. We get finally,
n∑
q=1
(−1)q
q
−
∫
(A+)q = − c2τ(Fα1,α2Fα1α2). (118)
Equations (117) and (118) yield the result.
Lemma 8.26. Suppose n = 2. Then, with the same hypothesis as in Lemma 8.23,
(i) −
∫
(A+)2 = −
∫
(A−)2 = 0.
(ii) Suppose 12piΘ badly approximable. Then
−
∫
A+A− = −
∫
A−A+ = 0.
Lemma 8.27. Suppose n = 2 and 12piΘ badly approximable. Then, for any self-adjoint one-
form A,
ζDA(0)− ζD(0) = 0.
Proof. As in Lemma 8.25, we use (48) and Lemma 8.18 so the result follows from Lemma
8.26.
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8.5.2 Odd dimensional case
Lemma 8.28. Suppose n odd and 12piΘ badly approximable. Then for any self-adjoint one-
form A and σ ∈ {−,+}q with 2 ≤ q ≤ n,
−
∫
Aσ = 0 .
Proof. Since Aσ ∈ Ψ1(A), Lemma 8.12 with k = n gives the result.
Corollary 8.29. With the same hypothesis of Lemma 8.28, ζDA(0)− ζD(0) = 0.
Proof. As in Lemma 8.25, we use (48) and Lemma 8.18 so the result follows from Lemma
8.28.
8.6 Proof of the main result
Proof of Theorem 8.13.. (i) By (75) and Proposition 8.6, we get
S(DA, f,Λ) = 4f2 Λ2 + f(0) ζDA(0) +O(Λ−2),
where f2 = 12
∫∞
0 f(t) dt. By Lemma 8.27, ζDA(0) − ζD(0) = 0 and from Proposition 8.5,
ζD(0) = 0, so we get the result.
(ii) Similarly, S(DA, f,Λ) = 8pi2 f4 Λ4 + f(0) ζDA(0) + O(Λ−2) with f4 = 12
∫∞
0 f(t) t dt.
Lemma 8.25 implies that ζDA(0) − ζD(0) = −c τ(FµνF µν) and Proposition 8.5 yields the
equality ζDA(0) = −c τ(FµνF µν) and the result.
(iii) is a direct consequence of (75), Propositions 8.5, 8.6, and Corollary 8.29.
8.7 Beyond Diophantine equation
This section is an attempt to understand what happens if Θ is ‘in between’ rational numbers
and “Diophantine numbers”. Consider the simplest case: T2 with
Θ = θ
(
0 −1
1 0
)
,
To proceed, we need some results from number theory [8]:
Definition 8.30. Let f : R≥1 → R>0 be a continuous function such that x → x2 f(x) is
non-increasing. Consider the set
F(f) := { θ ∈ R : |θq − p| < q f(q) for infinitely many rational numbers p
q
}.
The elements of F(f) are termed f -approximable.
Note that we cannot expect the above estimate to be valid for all rational numbers p
q
since
for all irrational numbers θ, the set of fractional values of (θq)q≥1 is dense in [0, 1].
Theorem 8.31. There exists an uncountable family of real numbers θ/(2pi) which are f -
approximable but not cf -approximable for any 0 < c < 1.
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See [8, Exercise 1.5] for a proof.
Let us choose
f(x) = (2pix)−1e−2x,
and fix a constant c < 1. Let us pick a θ which is f -approximable, but not cf -approximable.
Consider now g(t) := Tr
(
aJbJ−1 e−tD
2
)
. It is shown in [42] that, by tuning a, b ∈ AΘ, it is
possible make the difference g(t) − g(t)Dioph (of g(t) and its value if we suppose that θ is a
Diophantine number) of arbitrary order in t.
This shows how subtle can be the computation of spectral action!
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9 The non-compact case
9.1 The matter is not only technical
When a Riemannian spin manifold M is non-compact, the Dirac operator, which exists as
a selfadjoint extension when M is (geodesically) complete has no more a compact resolvent:
its spectrum is not discrete but is R ( [47, Theorem 7.2.1] and similar results for hyperbolic
spaces [47, p. 106].)
To see what happens, let us consider for instance the flat space M = Rd and the Hilbert
space H = L2(Rd). Then the operator f(x) g(−i∇) is formally given on ψ, φ in appropriate
domains by
〈ψ, f(x) g(−i∇)φ〉 =
∫
Rd
f¯(x)φ(x) (g ψ̂ )q(x) dx.
For k ∈ Zd, let χk be the characteristic function of the unit cube in Rd with center at k and
define for p, q > 0
`q
(
Lp(Rd)
)
:= { f | ‖f‖p,q :=
(∑
k
‖f χk‖qp
)1/q
<∞}
where ‖g‖p :=
( ∫
Rd |g(x)|p dx
)1/p
is the usual norm of Lp(Rd).
Theorem 9.1. Birman–Solomjak.
(i) If f, g ∈ `p
(
L2(Rd)
)
for 1 ≤ p ≤ 2, then f(x) g(−i∇) is in the Schatten class Lp and
‖f(x) g(−i∇)‖p ≤ cp ‖f‖2,p ‖g‖2,p.
(i) If f, g are non zero, then f(x) g(−i∇) ∈ L1(H) if and only f and g are in `1
(
H)
)
.
For a proof, see [102, Chapter 4].
This shows that even if g(x) = e−tx2 , the heat kernel e−t∆ is never trace-class since f = 1 is
not in `1
(
L2(Rd)
)
.
Thus, to cover at least the non-compact manifold case, Definition 5.1 has to be improved:
Definition 9.2. A non-compact spectral triple (A,H,D) is the data of an involutive algebra
A with a faithful representation pi on a Hilbert space H, a preferred unitization A˜ of A and
a selfadjoint operator D such that
- a(D − λ)−1 is compact for all a ∈ A and λ /∈ SpD.
- [D, pi(a)] is bounded for any a ∈ A˜.
All definitions of regularity, finiteness and orientation have to be modified with A˜ instead of
A, see also [9].
In the first constraint of this definition we recover a certain discreteness which, with a = 1,
is the compact case (the algebra can have a unit). This matter is not only technical since
now there is a deeper intertwining of the choice of the algebra A and the operator D to get
a spectral triple. Moreover, a tentative of modification of D is quite often forbidden by the
second constraint.
The case of non-compact spin manifold has been considered by Rennie [91–93]. This has
been improved in [40] which studied the Moyal plane. Actually, a compactification of this
plane is the noncommutative torus!
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9.2 The Moyal product
Reference: [40].
For any finite dimension k, let Θ be a real skewsymmetric k × k matrix, let s · t denote
the usual scalar product on Euclidean Rk and let S(Rk) be the space of complex Schwartz
functions on Rk. One defines, for f, h ∈ S(Rk), the corresponding Moyal or twisted product:
f ?Θ h(x) := (2pi)−k
∫∫
f(x− 12Θu)h(x+ t) e−iu·t dku dkt. (119)
In Euclidean field theory, the entries of Θ have the dimensions of an area. Because Θ is
skewsymmetric, complex conjugation reverses the product: (f ?Θ h)∗ = h∗ ?Θ f ∗.
Assume Θ to be nondegenerate, that is to say, σ(s, t) := s · Θt to be symplectic. This
implies even dimension, k = 2N . We note that Θ−1 is also skewsymmetric; let θ > 0 be
defined by θ2N := det Θ. Then formula (119) may be rewritten as
f ?Θ h(x) = (piθ)−2N
∫∫
f(x+ s)h(x+ t) e−2is·Θ−1t d2Ns d2N t. (120)
This form is very familiar from phase-space quantum mechanics, where R2N is parametri-
zed by N conjugate pairs of position and momentum variables, and the entries of Θ have
the dimensions of an action; one then selects Θ = ~S := ~
(
0 1N−1N 0
)
Indeed, the product
? (or rather, its commutator) was introduced in that context by Moyal [82], using a series
development in powers of ~ whose first nontrivial term gives the Poisson bracket; later, it
was rewritten in the above integral form. These are actually oscillatory integrals, of which
Moyal’s series development,
f ?~ g(x) =
∑
α∈N2N
(
i~
2
)|α| 1
α!
∂f
∂xα
(x) ∂g
∂(Sx)α (x), (121)
is an asymptotic expansion. The first integral form (119) of the Moyal product was exploited
by Rieffel in a remarkable monograph [96], who made it the starting point for a more general
deformation theory of C∗-algebras.
With the choice Θ = θS made, the Moyal product can also be written
f?
θ
g(x) := (piθ)−2N
∫∫
f(y)g(z) e
2i
θ
(x−y) ·S(x−z) d2Ny d2Nz. (122)
Of course, our definitions make sense only under certain hypotheses on f and g [49,108].
Lemma 9.3. [49] Let f, g ∈ S(R2N). Then
(i) f?
θ
g ∈ S(R2N).
(ii) ?
θ
is a bilinear associative product on S(R2N). Moreover, complex conjugation of func-
tions f 7→ f ∗ is an involution for ?
θ
.
(iii) Let j = 1, 2, . . . , 2N . The Leibniz rule is satisfied:
∂
∂xj
(f?
θ
g) = ∂f
∂xj
?
θ
g + f?
θ
∂g
∂xj
. (123)
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(iv) Pointwise multiplication by any coordinate xj obeys
xj(f?θg) = f?θ(xjg) + i θ2
∂f
∂(Sx)j
?
θ
g = (xjf)?θg − i θ2 f?θ
∂g
∂(Sx)j
. (124)
(v) The product has the tracial property:
〈f , g〉 := 1(piθ)N
∫
f?
θ
g(x) d2Nx = 1(piθ)N
∫
g?
θ
f(x) d2Nx = 1(piθ)N
∫
f(x) g(x) d2Nx.
(vi) Let Lθf ≡ Lθ(f) be the left multiplication g 7→ f?θg. Then limθ↓0 Lθf g(x) = f(x) g(x),
for x ∈ R2N .
Property (vi) is a consequence of the distributional identity
lim
ε↓0
ε−keia·b/ε = (2pi)kδ(a)δ(b),
for a, b ∈ Rk; convergence takes place in the standard topology [100] of S(R2N). To sim-
plify notation, we put S := S(R2N) and let S ′ := S ′(R2N) be the dual space of tempered
distributions. In view of (vi), we may denote by L0f the pointwise product by f .
Theorem 9.4. [49] Aθ := (S, ?θ) is a nonunital associative, involutive Fréchet algebra with
a jointly continuous product and a distinguished faithful trace.
Definition 9.5. The algebra Aθ has a natural basis of eigenvectors fmn of the harmonic
oscillator, indexed by m,n ∈ NN . If
Hl := 12(x
2
l + x2l+N) for l = 1, . . . , N and H := H1 +H2 + · · ·+HN ,
then the fmn diagonalize these harmonic oscillator Hamiltonians:
Hl?θfmn = θ(ml + 12)fmn,
fmn?θHl = θ(nl + 12)fmn. (125)
They may be defined by
fmn := 1√
θ|m|+|n|m!n!
(a∗)m?
θ
f00?θa
n, (126)
where f00 is the Gaussian function f00(x) := 2Ne−2H/θ, and the annihilation and creation
functions respectively are
al := 1√2(xl + ixl+N) and a
∗
l := 1√2(xl − ixl+N). (127)
One finds that an := an11 . . . anNN = a?θn11 ?θ · · · ?θa?θnNN .
Proposition 9.6. [49, p. 877] The algebra (S, ?
θ
) has the (nonunique) factorization prop-
erty: for all h ∈ S there exist f, g ∈ S such that h = f?
θ
g.
Lemma 9.7. [49, 108] Let f, g ∈ L2(R2N). Then
(i) For θ 6= 0, f?
θ
g lies in L2(R2N). Moreover, f?
θ
g is uniformly continuous.
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(ii) ?
θ
is a bilinear associative product on L2(R2N). The complex conjugation of functions
f 7→ f ∗ is an involution for ?
θ
.
(iii) The linear functional f 7→ ∫ f(x) dx on S extends to ∫− 00(R2N) := L2(R2N)?θL2(R2N),
and the product has the tracial property:
〈f , g〉 := (piθ)−N
∫
f?
θ
g(x) d2Nx = (piθ)−N
∫
g?
θ
f(x) d2Nx = (piθ)−N
∫
f(x) g(x) d2Nx.
(iv) limθ↓0 Lθf g(x) = f(x) g(x) almost everywhere on R2N .
Definition 9.8. Let Aθ := {T ∈ S ′ : T?θg ∈ L2(R2N) for all g ∈ L2(R2N) }, provided with
the operator norm ‖Lθ(T )‖op := sup{ ‖T?θg‖2/‖g‖2 : 0 6= g ∈ L2(R2N) }.
Obviously Aθ = S ↪→ Aθ. But Aθ is not dense in Aθ.
Note that G00 ⊂ Aθ. This is clear from the following estimate.
Lemma 9.9. [49] If f, g ∈ L2(R2N), then f?
θ
g ∈ L2(R2N) and ‖Lθf‖op ≤ (2piθ)−N/2‖f‖2.
Proof. Expand f = ∑m,n cmnαmn and g = ∑m,n dmnαmn with respect to the orthonormal
basis {αnm} := (2piθ)−N/2{fnm} of L2(R2N). Then
‖f?
θ
g‖22 = (2piθ)−2N
∥∥∥∥∥∑
m,l
(∑
n
cmn dnl
)
fml
∥∥∥∥∥
2
2
= (2piθ)−N
∑
m,l
∣∣∣∣∑
n
cmn dnl
∣∣∣∣2
≤ (2piθ)−N∑
m,j
|cmj|2
∑
k,l
|dkl|2 = (2piθ)−N‖f‖22 ‖g‖22,
on applying the Cauchy–Schwarz inequality.
Proposition 9.10. [108] (Aθ, ‖.‖op) is a unital C∗-algebra of operators on L2(R2N), iso-
morphic to L(L2(RN)) and including L2(R2N). Moreover, there is a continuous injection of
∗-algebras Aθ ↪→ Aθ, but Aθ is not dense in Aθ.
Proposition 9.11. Aθ is a (nonunital) Fréchet pre-C∗-algebra.
Proof. We adapt the argument for the commutative case in [50, p. 135]. To show that Aθ
is stable under the holomorphic functional calculus, we need only check that if f ∈ Aθ
and 1 + f is invertible in A0θ with inverse 1 + g, then the quasi-inverse g of f must lie in
Aθ. From f + g + f?θg = 0, we obtain f?θf + g?θf + f?θg?θf = 0, and it is enough to
show that f?
θ
g?
θ
f ∈ Aθ, since the previous relation then implies g?θf ∈ Aθ, and then
g = −f − g?
θ
f ∈ Aθ also.
Now, Aθ ⊂ G−r,0 for any r > N [108, p. 886]. Since f ∈ Gs,p+r ∩ Gqt, for s, t arbitrary
and p, q positive, we conclude that f?
θ
g?
θ
f ∈ Gs,p+r?θG−r,0?θGqt ⊂ Gst; as S =
⋂
s,t∈R Gst, the
proof is complete.
Lemma 9.12. If f ∈ S, then Lθf is a regularizing ΨDO.
Proof. From (119), one at once sees that left Moyal multiplication by f is the pseudodiffer-
ential operator on R2N with symbol f(x − θ2Sξ). Clearly Lθf extends to a continuous linear
map from C∞(R2N)′ ↪→ S ′ to C∞(R2N). The lemma also follows from the inequality
|∂αx∂βξ f(x− θ2Sξ)| ≤ CKαβ(1 + |ξ|2)(d−|β|)/2,
valid for all α, β ∈ N2N , any compact K ⊂ R2N , and any d ∈ R, since f ∈ S.
Remark 9.13. Unlike for the case of a compact manifold, regularizing ΨDOs are not nec-
essarily compact operators!
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9.3 The preferred unitization of the Schwartz Moyal algebra
Definition 9.14. Following Schwartz, we denote B := O0, the space of smooth functions
bounded together with all derivatives.
A unitization of Aθ is given by the algebra A˜θ := (B, ?θ). The inclusion of Aθ in B is not
dense, but this is not needed. A˜θ contains the constant functions and the plane waves, but
no nonconstant polynomials and no imaginary-quadratic exponentials, such as eiax1x2 in the
case N = 1 (we will see later the pertinence of this).
Since B is a unital ∗-algebra with the Moyal product,
Proposition 9.15. A˜θ is a unital Fréchet pre-C∗-algebra.
An advantage of A˜θ is that the covering relation of the noncommutative plane to the NC
torus is made transparent. To wit, the smooth noncommutative torus algebra C∞(T2NΘ ) seen
in Section 8.1 can be embedded in B as periodic functions (with a fixed period parallelogram).
This is in fact a Hopf algebra homomorphism: recall that C∞(T2NΘ ) is a cotriangular Hopf
algebra by exploiting the integral form (119) of (a periodic version of) the Moyal product.
We finally note the main reason for suitability of A˜θ, namely, that each [D/ ,Lθ(f)⊗ 12N ]
lies in Aθ ⊗M2N (C), for f ∈ A˜θ and D/ the Dirac operator on R2N .
9.4 The commutative case
When Θ = 0 the Moyal product is the ordinary product.
Let A be some appropriate subalgebra of C∞(M) and D/ be the Dirac operator, with
k equal to the ordinary dimension of the spin manifold M = Rk. Let H be the space
of square-integrable spinors. Then [D/ , f ] = D/ (f), just as in the unital case, and so the
boundedness of [D,A] is unproblematic. In order to check whether (A,H, D/ , χ) is a spectral
triple, one first needs to determine whether products of the form f(|D/ | + ε)−k are compact
operators of Dixmier trace class, whose Dixmier trace is (a standard multiple of)
∫
f(x) dkx.
This compactness condition is guaranteed in the flat space case (taking A = S(Rk), say) by
celebrated estimates in scattering theory [102].
The summability condition is a bit tougher. The Cesàro summability theory of [38]
establishes that, for a positive pseudodifferential operator H of order d, acting on spinors,
the spectral density asymptotically behaves as
dH(x, x;λ′) ∼ 2bk/2cd (2pi)k
(
WRes H−k/d (λ′)(k−d)/d + · · ·
)
,
in the Cesàro sense. (If the operator is not positive, one uses the “four parts” argument.) In
our case, H = a(|D/ |+ ε)−k is pseudodifferential of order −k, so
dH(x, x;λ′) ∼ −2bk/2c Ωk a(x)k (2pi)k (λ′−2 + · · · ),
as λ′ → ∞ in the Cesàro sense; here Ωk is the hyper-area of the unit sphere in Rk. We
independently know that H is compact, so on integrating the spectral density over x and
over 0 ≤ λ′ ≤ λ, we get that the number of eigenvalues of H less than λ is
NH(λ) ∼ 2
bk/2c Ωk
∫
a(x) dkx
k (2pi)k λ
−1 as λ→∞.
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This holds in the ordinary asymptotic sense, and not merely the Cesàro sense, by the “sand-
wich” argument used in the proof of [38, Cor. 4.1]. So finally,
λm(H) ∼ 2
bk/2c Ωk
∫
a(x) dkx
k (2pi)k m
−1 as m→∞, (128)
and the Dixmier traceability of a(|D/ |+ ε)−k, plus the value of its trace, follow at once.
The rest is a long but almost trivial verification. For instance, J is the charge conjugation
operator on spinors; the algebra (B, ?0) is a suitable compactification; the domainH∞ consists
of the smooth spinors; and so on. Thus, we get the following
Theorem 9.16. The triple (S(Rk), L2(Rk) ⊗ C2bk/2c , D/ ) on Rk defines a noncompact com-
mutative geometry of spectral dimension k.
What about the non-flat case (of a spin manifold such that D/ is selfadjoint)? Mainly
because the previous Cesàro summability argument is purely local, everything carries over,
if we choose for A the algebra of smooth and compactly supported functions. Of course, in
some contexts it may be useful to demand that M also has conic exits.
9.5 The Moyal plane
Let A = (S(R2N), ?
θ
), with preferred unitization A˜ := (B(R2N), ?
θ
). The Hilbert space will
be H := L2(R2N) ⊗ C2N of ordinary square-integrable spinors. The representation of A is
given by piθ : A → L(H) : f 7→ Lθf ⊗ 12N , where Lθf acts on the “reduced” Hilbert space
Hr := L2(R2N). In other words, if a ∈ A and Ψ ∈ H, to obtain piθ(a)Ψ we just left Moyal
multiply Ψ by a componentwise.
This operator piθ(f) is bounded, since it acts diagonally on H and ‖Lθf‖ ≤ (2piθ)−N/2‖f‖2
was proved in Lemma 9.9. Under this action, the elements of H get the lofty name of Moyal
spinors.
The selfadjoint Dirac operator is not “deformed”: it will be the ordinary Euclidean Dirac
operatorD/ := −i γµ∂µ, where the hermitian matrices γ1, . . . , γ2N satisfying {γµ, γν} = +2 δµν
irreducibly represent the Clifford algebra C`R2N associated to (R2N , η), with η the standard
Euclidean metric.
As a grading operator χ we take the usual chirality associated to the Clifford algebra:
χ := γ2N+1 := 1Hr ⊗ (−i)Nγ1γ2 . . . γ2N .
The notation γ2N+1 is a nod to physicists’ γ5. Thus χ2 = (−1)N(γ1 . . . γ2N)2 = (−1)2N = 1
and χγµ = −γµχ.
The real structure J is chosen to be the usual charge conjugation operator for spinors on
R2N endowed with an Euclidean metric. Here, we only assume that J2 = ±1 according to
the “sign table” (42) and that
J(1Hr ⊗ γµ)J−1 = −1Hr ⊗ γµ
which guarantees the other requirements of the table. In general, in a given representation,
it can be written as
J := CK, (129)
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where C denotes a suitable 2N × 2N unitary matrix and K means complex conjugation. An
important property of J is
J(Lθ(f ∗)⊗ 12N )J−1 = Rθ(f)⊗ 12N , (130)
where Rθ(f) ≡ Rθf is the right Moyal multiplication by f ; this follows from the antilinearity
of J and the reversal of the twisted product under complex conjugation.
Lemma 9.3(iii) implies that [D/ , piθ(f)] = −iLθ(∂µf)⊗γµ =: piθ(D/ (f)) and this is bounded
for f ∈ A˜θ = B(R2N) just as in the commutative case.
9.5.1 The compactness condition
In this subsection and the next, the main tools are techniques developed some time ago for
scattering theory problems, as summarized in Simon’s booklet [102, Chap. 4]. We adopt the
convention that L∞(H) := K(H), with ‖A‖∞ := ‖A‖op.
Let g ∈ L∞(R2N). We define the operator g(−i∇) on Hr as
g(−i∇)ψ := F−1(gFψ),
where F is the ordinary Fourier transform. More in detail, for ψ in the correct domain,
g(−i∇)ψ(x) = (2pi)−2N
∫∫
eiξ·(x−y) g(ξ)ψ(y) d2Nξ d2Ny.
The inequality ‖g(−i∇)ψ‖2 = ‖F−1gFψ‖2 ≤ ‖g‖∞‖ψ‖2 entails that ‖g(−i∇)‖∞ ≤ ‖g‖∞.
Theorem 9.17. Let f ∈ A and λ /∈ spD/ . Then, if RD/ (λ) is the resolvent operator of D/ ,
then piθ(f)RD/ (λ) is compact.
Thanks to the first resolvent equation, RD/ (λ) = RD/ (λ′) + (λ′ − λ)RD/ (λ)RD/ (λ′), we may
assume that λ = iµ with µ ∈ R∗. The theorem will follow from a series of lemmas interesting
in themselves.
Lemma 9.18. If f ∈ S and 0 6= µ ∈ R, then
piθ(f)RD/ (iµ) ∈ K(H) ⇐⇒ piθ(f)|RD/ (iµ)|2 ∈ K(H).
Proof. We know that Lθ(f)∗ = Lθ(f ∗). The “only if” part is obvious since RD/ (iµ) is a
bounded normal operator. Conversely, if piθ(f)|RD/ (iµ)|2 is compact, then the operator
piθ(f)|RD/ (iµ)|2piθ(f ∗) is compact. Since an operator T is compact if and only if TT ∗ is
compact, the proof is complete.
The usefulness of this lemma stems from the diagonal nature of the action of the operator
piθ(f)|RD/ (iµ)|2 on H = Hr ⊗ C2N ; so in our arguments it is feasible to replace H by Hr,
piθ(f) by Lθf , and to use the scalar Laplacian −∆ := −
∑2N
µ=1 ∂
2
µ instead of the square of the
Dirac operator D/ 2.
Lemma 9.19. When f, g ∈ Hr, Lθf g(−i∇) is a Hilbert–Schmidt operator such that, for all
real θ,
‖Lθf g(−i∇)‖2 = ‖L0f g(−i∇)‖2 = (2pi)−N‖f‖2 ‖g‖2.
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Proof. To prove that an operator A with integral kernel KA is Hilbert–Schmidt, it suffices to
check that
∫ |KA(x, y)|2 dx dy is finite, and this will be equal to ‖A‖22 [102, Thm. 2.11]. So
we compute KLθ(f) g(−i∇). In view of Lemma 9.12,
[Lθ(f) g(−i∇)ψ](x) = 1(2pi)2N
∫∫
f(x− θ2Sξ) g(ξ)ψ(y) eiξ·(x−y) d2Nξ d2Ny.
Thus
KLθ(f) g(−i∇)(x, y) = 1(2pi)2N
∫
f(x− θ2Sξ) g(ξ) eiξ·(x−y) d2Nξ,
and
∫ |KLθ(f) g(−i∇)(x, y)|2 dx dy is given by
1
(2pi)4N
∫
· · ·
∫
f¯(x− θ2Sξ) g¯(ξ) f(x− θ2Sζ) g(ζ) ei(x−y)·(ζ−ξ) d2Nx d2Ny d2Nζ d2Nξ
= 1(2pi)2N
∫∫
|f(x− θ2Sξ)|2 |g(ξ)|2 d2Nx d2Nξ = (2pi)−2N‖f‖22 ‖g‖22 <∞.
Remark 9.20. As a consequence, we get
‖.‖2- lim
θ→0
Lθf g(−i∇) = L0f g(−i∇).
Lemma 9.21. If f ∈ Hr and g ∈ Lp(R2N) with 2 ≤ p <∞, then Lθf g(−i∇) ∈ Lp(Hr) and
‖Lθf g(−i∇)‖p ≤ (2pi)−N(1/2+1/p)θ−N(1/2−1/p) ‖f‖2 ‖g‖p.
Proof. The case p = 2 (with equality) is just the previous lemma. For p = ∞, we esti-
mate ‖Lθf g(−i∇)‖∞ ≤ (2piθ)−N/2‖f‖2 ‖g‖∞: since ‖Lθf g(−i∇)‖∞ ≤ ‖Lθf‖∞ ‖g(−i∇)‖∞, this
follows from Lemma 9.9 and a previous remark.
Now use complex interpolation for 2 < p < ∞. For that, we first note that we may
suppose g ≥ 0: defining the function a with |a| = 1 and g = a|g|, we see that
‖Lθf g(−i∇)‖22 = Tr(|Lθf g(−i∇)|2) = Tr(g¯(−i∇)Lθf∗ Lθf g(−i∇))
= Tr(|g|(−i∇) a¯(−i∇)Lθf∗ Lθf a(−i∇) |g|(−i∇))
= Tr(a¯(−i∇) |g|(−i∇)Lθf∗ Lθf |g|(−i∇) a(−i∇))
= Tr(|Lθf |g|(−i∇)|2) = ‖Lθf |g|(−i∇)‖22,
and
‖Lθf g(−i∇)‖∞ = ‖Lθf a(−i∇) |g|(−i∇)‖∞ = ‖Lθf |g|(−i∇) a(−i∇)‖∞
≤ ‖Lθf |g|(−i∇)‖∞ ‖a(−i∇)‖∞ = ‖Lθf |g|(−i∇)‖∞.
Secondly, for any positive, bounded function g with compact support, we define the maps:
Fp : z 7→ Lθf gzp(−i∇) : S = { z ∈ C | 0 ≤ <z ≤ 12 } → L(Hr).
For all y ∈ R, Fp(iy) = Lθf giyp(−i∇) ∈ L∞(Hr) by Lemma 9.19 since g, being compactly
supported, lies in Hr. Moreover, ‖Fp(iy)‖∞ ≤ (2piθ)−N/2‖f‖2.
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Also, by Lemma 9.19, Fp(12 + iy) ∈ L2(Hr) and ‖Fp(12 + iy)‖2 = (2pi)−N‖f‖2 ‖gp/2‖2.
Then complex interpolation (see [90, Chap. 9] and [102]) yields F (z) ∈ L1/<z(Hr), for all z
in the strip S. Moreover,
‖Fp(z)‖1/<z ≤ ‖F (0)‖1−2<z∞ ‖F (12)‖2<z2 = ‖f‖2(2piθ)−
N
2 (1−2<z)(2pi)−2N<z ‖gp/2‖2<z2 ,
and applying this result at z = 1/p, we get for such g:
‖Lθf g(−i∇)‖p = ‖F (1/p)‖p ≤ (2pi)−N(1/2+1/p)θ−N(1/2−1/p)‖f‖2 ‖g‖p.
We finish by using the density of compactly supported bounded functions in Lp(R2N).
Lemma 9.22. If f ∈ S and 0 6= µ ∈ R, then piθ(f) |RD/ (iµ)|2 ∈ Lp for p > N .
Proof. We see that
piθ(f) |RD/ (iµ)|2 = (Lθf ⊗ 12N ) (D/ − iµ)−1(D/ + iµ)−1 = Lθf (−∂ν∂ν + µ2)−1 ⊗ 12N .
So this operator acts diagonally on Hr ⊗ C2N and Lemma 9.21 implies that
∥∥∥Lθf (−∂ν∂ν + µ2)−1∥∥∥p ≤ (2pi)−N(1/2+1/p)θ−N(1/2−1/p) ‖f‖2
(∫
d2N ξ
(ξνξν+µ2)p
)1/p
,
which is finite for p > N .
Proof of Theorem 9.17. By Lemma 9.18, it was enough to prove that piθ(f) |RD/ (iµ)|2 is com-
pact for a nonzero real µ.
9.5.2 Spectral dimension of the Moyal planes
Theorem 9.23. The spectral dimension of the Moyal 2N-plane spectral triple is 2N .
We shall first establish existence properties.
Thanks to Lemma 9.21 and because [D/ , piθ(f)] = −iLθ(∂µf)⊗γµ, we see that piθ(f)(D/ 2+ε2)−l
and [D/ , piθ(f)] (D/ 2 + ε2)−l lie in Lp(H) whenever p > N/l (we always assume ε > 0). In the
next lemma, we show that [|D/ |, piθ(f)] (D/ 2 +ε2)−l has the same property of summability; this
will become our main technical instrument for the subsection.
Lemma 9.24. If f ∈ S and 12 ≤ l ≤ N , then [|D/ |, piθ(f)] (D/ 2 + ε2)−l ∈ Lp(H) for p > N/l.
Proof. We use the following spectral identity for a positive operator A:
A = 1
pi
∫ ∞
0
A2
A2+µ
dµ√
µ
,
and another identity for any operators A, B and λ /∈ spA:
[B, (A− λ)−1] = (A− λ)−1[A,B](A− λ)−1. (131)
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Hence, for any ρ > 0,
[|D/ |, piθ(f)] = [|D/ |+ ρ, piθ(f)] = 1
pi
∫ ∞
0
[
(|D/ |+ρ)2
(|D/ |+ρ)2+µ , pi
θ(f)
]
dµ√
µ
= 1
pi
∫ ∞
0
(
1− (|D/ |+ρ)2(|D/ |+ρ)2+µ
)[
(|D/ |+ ρ)2, piθ(f)
]
1
(|D/ |+ρ)2+µ
dµ√
µ
= 1
pi
∫ ∞
0
1
(|D/ |+ρ)2+µ
[
(|D/ |+ ρ)2, piθ(f)
]
1
(|D/ |+ρ)2+µ
√
µ dµ (132)
= 1
pi
∫ ∞
0
1
(|D/ |+ρ)2+µ
(
−piθ(∂µ∂µf)− 2i(Lθ(∂µf)⊗ γµ)D/ + 2ρ
[
|D/ |, piθ(f)
])
× 1(|D/ |+ρ)2+µ
√
µ dµ.
This implies that∥∥∥[|D/ |, piθ(f)] (D/ 2 + ε2)−l∥∥∥
p
≤ 1
pi
∫ ∞
0
∥∥∥ 1(|D/ |+ρ)2+µ
(
−piθ(∂µ∂µf)− 2i(Lθ(∂µf)⊗ γµ)D/
+ 2ρ
[
|D/ |, piθ(f)
])
1
(|D/ |+ρ)2+µ (D/
2 + ε2)−l
∥∥∥
p
√
µ dµ.
Thus, the proof reduces to show that for any f ∈ S,
1
pi
∫ ∞
0
∥∥∥ 1(|D/ |+ρ)2+µ piθ(f)D/ 1(|D/ |+ρ)2+µ (D/ 2 + ε2)−l∥∥∥p√µ dµ <∞. (133)
Since the Schatten p-norm is a symmetric norm, and since, as in the proof of Theorem 9.17,
only the reduced Hilbert space is affected, expression (133) is bounded by by
1
pi
∫ ∞
0
∥∥∥ 1(|D/ |+ρ)2+µ∥∥∥3/2 ∥∥∥ D/(D/ 2+ε2)1/2 ∥∥∥ ∥∥∥piθ(f) 1(D/ 2+ε2)l−1/2 1((|D/ |+ρ)2+µ)1/2 ∥∥∥p√µ dµ
≤ 1
pi
∫ ∞
0
∥∥∥piθ(f) (D/ 2 + ε2)−l+1/2((|D/ |+ ρ)2 + µ)−1/2∥∥∥
p
√
µdµ
(µ+ρ2)3/2 .
Thanks to Lemma 9.21, we can estimate the µ-dependence of the last p-norm:∥∥∥piθ(f)((|D/ |+ ρ)2 + µ)−1/2(D/ 2 + ε2)−l+1/2∥∥∥
p
≤ (2pi)−N(1/2+1/p)θ−N(1/2−1/p)‖f‖2
∥∥∥((|ξ|+ ρ)2 + µ)−1/2(|ξ|2 + ε2)−l+1/2∥∥∥
p
≤ C(p, θ)
∥∥∥((|ξ|+ ρ)2 + µ)−1/2∥∥∥
q
∥∥∥(|ξ|2 + ε2)−l+1/2∥∥∥
r
;
with p−1 = q−1 + r−1 appropriately chosen, these integrals are finite for all q > 2N and
r > 2N/(2l − 1); for l = 12 , take r =∞ and q = p. For such values,∥∥∥piθ(f)((|D/ |+ ρ)2 + µ)−1/2(D/ 2 + ε2)−l+1/2∥∥∥
p
≤ C(p, θ,N ; f)‖(|ξ|2 + ε2)−l+1/2‖r Ω1/q2N
(∫ ∞
0
R2N−1
((R+ρ)2+µ)q/2 dR
)1/q
= C(p, θ,N ; f)‖(|ξ|2 + ε2)−l+1/2‖r piN/q Γ
1/q( q2−N)
Γ1/q( q2 )
µ−1/2+N/q =: C ′(p, q, θ,N ; f)µ−1/2+N/q.
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Finally, the integral (133) is less than
C ′(p, q, θ,N ; f)
∫ ∞
0
µN/q
(µ+ρ2)3/2 dµ,
which is finite for q > 2N and p > N/l. This concludes the proof.
Lemma 9.25. If f ∈ S, then piθ(f) (|D/ |+ ε)−1 piθ(f ∗) ∈ L2N+(H).
Proof. This is an extension to the Moyal context of the renowned inequality by Cwikel [102].
As remarked before, it is possible to replace D/ 2 by −∆, piθ(f) by Lθf and H by Hr. Consider
g(−i∇) := (√−∆ + ε)−1. Since g is positive, it can be decomposed as g = ∑n∈Z gn where
gn(x) :=
g(x) if 2n−1 < g(x) ≤ 2n,0 otherwise.
For each n ∈ Z, let An and Bn be the two operators
An :=
∑
k≤n
Lθf gk(−i∇)Lθf∗ , Bn :=
∑
k>n
Lθf gk(−i∇)Lθf∗ .
We estimate the uniform norm of the first part:
‖An‖∞ ≤ ‖Lθf‖2
∥∥∥∑
k≤n
gk(−i∇)
∥∥∥∞ ≤ (2piθ)−N‖f‖22∥∥∥∑
k≤n
gk
∥∥∥∞
≤ (2piθ)−N‖f‖22 2n =: 2n c1(θ,N ; f).
The trace norm of Bn can be computed using Lemma 9.19:
‖Bn‖1 =
∥∥∥(∑
k>n
gk(−i∇)
)1/2
Lθf∗
∥∥∥2
2
=
∥∥∥Lθf(∑
k>n
gk(−i∇)
)1/2∥∥∥2
2
= (2pi)−2N‖f‖22
∥∥∥(∑
k>n
gk
)1/2∥∥∥2
2
= (2pi)−2N‖f‖22
∥∥∥∑
k>n
gk
∥∥∥
1
= (2pi)−2N‖f‖22
∑
k>n
‖gk‖1
≤ (2pi)−2N‖f‖22
∑
k>n
‖gk‖∞ ν{supp(gk)},
where ν is the Lebesgue measure on R2N . By definition, ‖gk‖∞ ≤ 2k and
ν{supp(gk)} = ν{x ∈ R2N : 2k−1 < g(x) ≤ 2k } ≤ ν{x ∈ R2N | (|x|+ ε)−1 ≥ 2k−1 }
≤ 22N(1−k) c2.
Therefore
‖Bn‖1 ≤ (2pi)−2N‖f‖22 22Nc2
∑
k>n
2k(1−2N)
< pi−2N c2 ‖f‖22 2n(1−2N) =: 2n(1−2N) c3(N ; f),
where the second inequality follows because N > 12 .
We can now estimate the mth singular value µm of Bn (arranged in decreasing order
with multiplicity): ‖Bn‖1 = ∑∞k=0 µk(Bn). Note that, for m = 1, 2, 3, · · · , we get that
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‖Bn‖1 ≥ ∑m−1k=0 µk(Bn) ≥ mµm(Bn). Thus, µm(Bn) ≤ ‖Bn‖1m−1 ≤ 2n(1−2N) c3m−1. Now
Fan’s inequality [102, Thm. 1.7] yields
µm(Lθf g(−i∇)Lθf∗) = µm(An +Bn) ≤ µ1(An) + µm(Bn)
≤ ‖An‖+ ‖Bn‖1m−1 ≤ 2n c1 + 2n(1−2N) c3m−1.
Given m, choose n ∈ Z so that 2n ≤ m−1/2N < 2n+1. Then
µm(Lθf g(−i∇)Lθf∗) ≤ c1m−1/2N + c3m−(1−2N)/2Nm−1 =: c4(θ,N ; f)m−1/2N .
Therefore Lθf (
√−∆ + ε)−1 Lθf∗ ∈ L2N+(Hr), and the statement of the lemma follows.
Corollary 9.26. If f, g ∈ S, then piθ(f) (|D/ |+ ε)−1 piθ(g) ∈ L2N+(H).
Proof. Consider piθ(f ± g∗) (|D/ |+ ε)−1 piθ(f ∗ ± g) and piθ(f ± ig∗) (|D/ |+ ε)−1 piθ(f ∗ ∓ ig).
Corollary 9.27. If h ∈ S, then piθ(h) (|D/ |+ ε)−1 ∈ L2N+(H).
Proof. Let h = f?
θ
g. Then
piθ(h) (|D/ |+ ε)−1 = piθ(f) (|D/ |+ ε)−1 piθ(g) + piθ(f) [piθ(g), (|D/ |+ ε)−1],
and we obtain from the identity (131) that
piθ(h) (|D/ |+ ε)−1 = piθ(f) (|D/ |+ ε)−1 piθ(g) + piθ(f) (|D/ |+ ε)−1 [|D/ |, piθ(g)] (|D/ |+ ε)−1.
By arguments similar to those of lemmata 9.21 and 9.24, the last term belongs to Lp for
p > N , and thus to L2N+.
Boundedness of (|D/ |+ ε)(D/ 2 + ε2)−1/2 follows from elementary Fourier analysis. And so
the last corollary means that the spectral triple is “2N+-summable”. We have taken care of
the first assertion of the theorem. The next lemma is the last property of existence that we
need.
Lemma 9.28. If f ∈ S, then piθ(f)(|D/ |+ ε)−2N and piθ(f)(D/ 2 + ε2)−N are in L1+(H).
Proof. It suffices to prove that piθ(f)(|D/ | + ε)−2N ∈ L1+(H). We factorize f ∈ S according
to Proposition 9.6, with the following notation:
f = f1?θf2 = f1?θf21?θf22 = f1?θf21?θf221?θf222
= · · · = f1?θf21?θf221?θ · · · ?θf22···21?θf22···22.
Therefore,
piθ(f) (|D/ |+ ε)−2N = piθ(f1) (|D/ |+ ε)−1 piθ(f2) (|D/ |+ ε)−2N+1
+ piθ(f1) (|D/ |+ ε)−1 [|D/ |, piθ(f2)] (|D/ |+ ε)−2N . (134)
By Lemma 9.21, piθ(f1)(|D/ | + ε)−1 ∈ Lp(H) whenever p > 2N ; and by Lemma 9.24, the
term [|D/ |, piθ(f2)](|D/ |+ ε)−2N lies in Lq(H) for q > 1. Hence, the last term on the right hand
side of equation (134) lies in L1(H). We may write the following equivalence relation:
piθ(f)(|D/ |+ ε)−2N ∼ piθ(f1)(|D/ |+ ε)−1piθ(f2)(|D/ |+ ε)−2N+1,
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where A ∼ B for A,B ∈ K(H) means that A−B is trace-class. Thus,
piθ(f)(|D/ |+ ε)−2N ∼ piθ(f1)(|D/ |+ ε)−1piθ(f2)(|D/ |+ ε)−2N+1
= piθ(f1)(|D/ |+ ε)−1piθ(f21)(|D/ |+ ε)−1piθ(f22)(|D/ |+ ε)−2N+2
+ piθ(f1)(|D/ |+ ε)−1piθ(f21)(|D/ |+ ε)−1 [|D/ |, piθ(f22)] (|D/ |+ ε)−2N+1
∼ piθ(f1)(|D/ |+ ε)−1piθ(f21)(|D/ |+ ε)−1piθ(f22)(|D/ |+ ε)−2N+2 ∼ · · ·
∼ piθ(f1)(|D/ |+ ε)−1piθ(f21)(|D/ |+ ε)−1piθ(f221)(|D/ |+ ε)−1 . . . piθ(f22···22)(|D/ |+ ε)−1.
The second equivalence relation holds because piθ(f1)(|D/ |+ε)−1piθ(f21)(|D/ |+ε)−1 ∈ Lp(H)
for p > N by Lemma 9.21, and [|D/ |, piθ(f22)](|D/ | + ε)−2N+1 ∈ Lq(H) for q > 2N/(2N − 1)
by Lemma 9.24 again. The other equivalences come from similar arguments. Corollary 9.26,
the Hölder inequality (see [50, Prop. 7.16]) and the inclusion L1(H) ⊂ L1+(H) finally yield
the result.
Now we go for the computation of the Dixmier trace. Using the regularized trace for a
ΨDO:
TrΛ(A) := (2pi)−2N
∫∫
|ξ|≤Λ
σ[A](x, ξ) d2Nξ d2Nx,
the result can be conjectured because limΛ→∞ TrΛ(·)/ log(Λ2N) is heuristically linked with
the Dixmier trace, and the following computation:
lim
Λ→∞
1
2N log Λ TrΛ
(
piθ(f)(D/ 2 + ε2)−N
)
= lim
Λ→∞
t 2
N
2N(2pi)2N log Λ
∫∫
|ξ|≤Λ
f(x− θ2Sξ) (|ξ|2 + ε2)−N d2Nξ d2Nx
= 2N Ω2N2N (2pi)2N
∫
f(x) d2Nx.
This is precisely the same result of (128), in the commutative case, for k = 2N . However,
to establish it rigorously in the Moyal context requires a subtler strategy. We shall compute
the Dixmier trace of piθ(f) (D/ 2 + ε2)−N as the residue of the ordinary trace of a related
meromorphic family of operators. In turn we are allowed to introduce the explicit symbol
formula that will establish measurability [25,50], too.
We seek first to verify that Aθ has analytical dimension equal to 2N ; that is, for f ∈ Aθ
the operator piθ(f) (D/ 2 + ε2)−z/2 is trace-class if <z > 2N .
Lemma 9.29. If f ∈ S, then Lθf (D/ 2 + ε2)−z/2 is trace-class for <z > 2N , and
Tr[Lθf (D/
2 + ε2)−z/2] = (2pi)−2N
∫∫
f(x) (|ξ|2 + ε2)−z/2 d2Nξ d2Nx.
Proof. If a(x, ξ) ∈ Kp(R2k), for p < −k, is the symbol of a pseudodifferential operator A,
then the operator is trace-class and moreover
TrA = (2pi)−k
∫∫
a(x, ξ) dkx dkξ.
This is easily proved by taking a ∈ S(R2k) first and extending the resulting formula by
continuity.
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In our case, the symbol formula for a product of ΨDOs yields, for p > N ,
σ
[
Lθf (−∆ + ε2)−p
]
(x, ξ) =
∑
α∈NN
(−i)|α|
α! ∂
α
ξ σ[Lθf ](x, ξ) ∂αxσ
[
(−∆ + ε2)−p
]
(x, ξ)
= σ[Lθf ](x, ξ)σ
[
(−∆ + ε2)−p
]
(x, ξ)
= f(x− θ2Sξ) (|ξ|2 + ε2)−p.
Therefore, for p > N ,
Tr
(
Lθf (−∆ + ε2)−p
)
= (2pi)−2N
∫∫
f(x− θ2Sξ) (|ξ|2 + ε2)−p d2Nξ d2Nx
= (2pi)−2N
∫∫
f(x) (|ξ|2 + ε2)−p d2Nξ d2Nx.
We continue with a technical lemma, in the spirit of [93]. Consider the approximate unit
{eK}K∈N ⊂ Ac where eK := ∑0≤|n|≤K fnn. These eK are projectors with a natural ordering:
eK?θeL = eL?θeK = eK for K ≤ L, and they are local units for Ac.
Lemma 9.30. Let f ∈ Ac,K. Then
piθ(f) (D/ 2 + ε2)−N − piθ(f)
(
piθ(eK)(D/ 2 + ε2)−1piθ(eK)
)N ∈ L1(H).
Proof. For simplicity we use the notation e := eK and en := eK+n. By the boundedness of
piθ(f), we may assume that f = e ∈ Ac,K .
Because en?θe = e?θen = e, it is clear that
piθ(e)(D/ + λ)−1
(
1− piθ(en)
)
= piθ(e) (D/ + λ)−1 [D/ , piθ(en)] (D/ + λ)−1. (135)
Also, piθ(e) [D/ , piθ(en)] = [D/ , piθ(e?θen)] − [D/ , piθ(e)]piθ(en) = 0 because we have the relation
[D/ , piθ(e)]piθ(en) = [D/ , piθ(e)] for n ≥ 1. We obtain
An := piθ(e)(D/ + λ)−1[D/ , piθ(en)](D/ + λ)−1
= piθ(e)(D/ + λ)−1[D/ , piθ(e1)](D/ + λ)−1[D/ , piθ(en)](D/ + λ)−1
= piθ(e)(D/ + λ)−1[D/ , piθ(e1)]piθ(e2)(D/ + λ)−1[D/ , piθ(en)](D/ + λ)−1 = · · ·
=
(
piθ(e)(D/ + λ)−1
)(
[D/ , piθ(e1)](D/ + λ)−1
)(
[D/ , piθ(e2)](D/ + λ)−1
)
· · ·
· · ·
(
[D/ , piθ(en)](D/ + λ)−1
)
.
Taking n = 2N here, A2N appears as a product of 2N + 1 terms in parentheses, each in
L2N+1(H) by Lemma 9.21. Hence, by Hölder’s inequality, A2N is trace-class and therefore
piθ(e)(D/ + λ)−1(1− piθ(e2N)) ∈ L1(H). Thus,
piθ(e) (D/ 2 + ε2)−1
(
1− piθ(e4N)
)
= piθ(e)(D/ − iε)−1
(
1− piθ(e2N) + piθ(e2N)
)
(D/ + iε)−1
(
1− piθ(e4N)
)
= piθ(e)(D/ − iε)−1
(
1− piθ(e2N)
)
(D/ + iε)−1
(
1− piθ(e4N)
)
+ piθ(e)(D/ − iε)−1piθ(e2N)(D/ + iε)−1
(
1− piθ(e4N)
)
∈ L1(H). (136)
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This is to say piθ(e)(D/ 2 + ε2)−1 ∼ piθ(e)(D/ 2 + ε2)−1piθ(e4N). Shifting this property, we get
piθ(e)(D/ 2 + ε2)−N ∼ piθ(e)(D/ 2 + ε2)−1piθ(e4N)(D/ 2 + ε2)−N+1
∼ piθ(e)(D/ 2 + ε2)−1piθ(e4N)(D/ 2 + ε2)−1piθ(e8N)(D/ 2 + ε2)−N+2 ∼ · · ·
∼ piθ(e)(D/ 2 + ε2)−1piθ(e4N)(D/ 2 + ε2)−1piθ(e8N) · · · (D/ 2 + ε2)−1piθ(e4N2).
By identity (131), the last term on the right equals
piθ(e)(D/ + iε)−1piθ(e)(D/ − iε)−1piθ(e4N)(D/ 2 + ε2)−1piθ(e8N) · · · (D/ 2 + ε2)−1piθ(e4N2)
+ piθ(e)(D/ + iε)−1[D/ , piθ(e)](D/ 2 + ε2)−1piθ(e4N)(D/ 2 + ε2)−1piθ(e8N) · ·(D/ 2 + ε2)−1piθ(e4N2).
The last term is trace-class because it is a product of N terms in Lp(H) for p > N and
one term in Lq(H) for q > 2N , by Lemma 9.21. Removing the second piθ(e) once again, by
the ordering property of the local units eK yields
piθ(e)(D/ + iε)−1piθ(e)(D/ − iε)−1piθ(e4N)(D/ 2 + ε2)−1piθ(e8N) · · · (D/ 2 + ε2)−1piθ(e4N2)
= piθ(e)(D/ 2 + ε2)−1piθ(e)(D/ 2 + ε2)−1piθ(e8N) · · · (D/ 2 + ε2)−1piθ(e4N2)
+ piθ(e)(D/ 2 + ε2)−1[D/ , piθ(e)](D/ − iε)−1piθ(e4N)(D/ 2 + ε2)−1piθ(e8N) · ·(D/ 2 + ε2)−1piθ(e4N2).
The last term is still trace-class, hence
piθ(e)(D/ 2 + ε2)−N ∼ piθ(e)(D/ 2 + ε2)−1piθ(e)(D/ 2 + ε2)−1piθ(e8N) · · · (D/ 2 + ε2)−1piθ(e4N2).
This algorithm, applied another (N − 1) times, yields the result:
piθ(e)(D/ 2 + ε2)−N ∼
(
piθ(e)(D/ 2 + ε2)−1piθ(e)
)N
.
We retain the following consequence.
Corollary 9.31. Tr+
(
piθ(g) [piθ(f), (D/ 2 + ε2)−N ]
)
= 0 for any g ∈ S and any projector
f ∈ Ac.
Proof. This follows from Lemma 9.30 applied to piθ(f) (D/ 2 + ε2)−N and its adjoint.
Now we are finally ready to evaluate the Dixmier traces.
Proposition 9.32. For f ∈ S, any Dixmier trace Tr+ of piθ(f) (D/ 2 + ε2)−N is independent
of ε, and
Tr+
(
piθ(f) (D/ 2 + ε2)−N
)
= 2N Ω2N2N (2pi)2N
∫
f(x) d2Nx = 1
N ! (2pi)N
∫
f(x) d2Nx.
Proof. We will first prove it for f ∈ Ac. Choose e a unit for f , that is, e?θf = f?θe = f . By
Lemmata 9.28 and 9.30, and because L1(H) lies inside the kernel of the Dixmier trace, we
obtain
Tr+(piθ(f) (D/ 2 + ε2)−N) = Tr+
(
piθ(f) (piθ(e)(D/ 2 + ε2)−1piθ(e))N
)
.
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Lemma 9.30 applied to f = e implies that
(
piθ(e)(D/ 2 + ε2)−1piθ(e)
)N
is a positive operator
in L1+(H), since it is equal to piθ(e)(D/ 2 + ε2)−N plus a term in L1(H). Thus, [10, Thm. 5.6]
yields (since the limit converges, any Dixmier trace will give the same result):
Tr+
(
piθ(f) (D/ 2 + ε2)−N
)
= lim
s↓1
(s− 1) Tr
[
piθ(f) (piθ(e)(D/ 2 + ε2)−1piθ(e))Ns
]
= lim
s↓1
(s− 1) Tr
(
piθ(f)piθ(e)(D/ 2 + ε2)−Nspiθ(e) + ENs
)
, (137)
where
ENs := piθ(f)
(
piθ(e)(D/ 2 + ε2)−1piθ(e)
)Ns − piθ(f)piθ(e)(D/ 2 + ε2)−Nspiθ(e).
Lemma 9.30 again shows that EN ∈ L1(H).
Now for s > 1, the first term piθ(f)
(
piθ(e)(D/ 2 + ε2)−1piθ(e)
)Ns
of ENs is in L1(H). In
effect, using Lemma 9.21 and since piθ(e)(D/ 2 + ε2)−1 ∈ Lp(H) for p > N , we get that
piθ(e)(D/ 2 + ε2)−1piθ(e) ∈ LNs(H). This operator being positive, one concludes(
piθ(e)(D/ 2 + ε2)−1piθ(e)
)Ns ∈ L1(H).
The second term piθ(f)piθ(e)(D/ 2 + ε2)−Nspiθ(e) lies in L1(H) too, because
‖piθ(e)(D/ 2 + ε2)−Nspiθ(e)‖1 = ‖(D/ 2 + ε2)−Ns/2piθ(e)‖22 = ‖piθ(e)(D/ 2 + ε2)−Ns/2‖22
is finite by Lemma 9.19. So ENs ∈ L1(H) for s ≥ 1, and (137) implies
Tr+
(
piθ(f) (D/ 2 + ε2)−N
)
= lim
s↓1
(s− 1) Tr
(
piθ(f)piθ(e)(D/ 2 + ε2)−Nspiθ(e)
)
= lim
s↓1
(s− 1) Tr
(
piθ(f)(D/ 2 + ε2)−Ns
)
.
Applying now Lemma 9.29, we obtain
Tr+
(
piθ(f) (D/ 2 + ε2)−N
)
= lim
s↓1
(s− 1) Tr(12N ) Tr
(
Lθf (−∆ + ε2)−Ns
)
= 2N(2pi)−2N lim
s↓1
(s− 1)
∫∫
f(x) (|ξ|2 + ε2)−Ns d2Nξ d2Nx
= 1
N ! (2pi)N
∫
f(x) d2Nx,
where the identity ∫
(|ξ|2 + ε2)−Ns d2Nξ = piN Γ(N(s−1))Γ(Ns) ε2N(s−1) ,
and Γ(Nα) ∼ 1/Nα as α ↓ 0 have been used. The proposition is proved for f ∈ Ac.
Finally, take f arbitrary in S, and recall that {eK} is an approximate unit for Aθ. Since
f = g?
θ
h for some g, h ∈ S, Corollary 9.31 implies∣∣∣Tr+((piθ(f)− piθ(eK?θf?θeK))(D/ 2 + ε2)−N)∣∣∣
=
∣∣∣Tr+((piθ(f)− piθ(eK?θf)) (D/ 2 + ε2)−N)∣∣∣
=
∣∣∣Tr+((piθ(g)− piθ(eK?θg))piθ(h)(D/ 2 + ε2)−N)∣∣∣
≤ ‖piθ(g)− piθ(eK?θg)‖∞ Tr+
∣∣∣piθ(h) (D/ 2 + ε2)−N ∣∣∣.
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Since ‖piθ(g) − piθ(eK?θg)‖∞ ≤ (2piθ)−N/2‖g − eK?θg‖2 tends to zero when K increases, the
proof is complete because eK?θf?θeK lies in Ac and∫
[eK?θf?θeK](x) d2Nx→
∫
f(x) d2Nx as K ↑ ∞.
Remark 9.33. Similar arguments to those of this section (or a simple comparison argument)
show that for f ∈ S,
Tr+
(
piθ(f) (|D/ |+ ε)−2N
)
= Tr+
(
piθ(f) (D/ 2 + ε2)−N
)
.
In conclusion: the analytical and spectral dimension of Moyal planes coincide. And
Lemma 9.28, Proposition 9.32 and the previous remark have concluded the proof of Theo-
rem 9.23.
The conclusion is that (A, A˜,H, D/ , χ, J) defines a non-compact spectral triple; recall that
we already know that both A and its preferred compactification A˜ are pre-C∗-algebras.
Theorem 9.34. The Moyal planes (A, A˜,H, D/ , J, χ) are connected real non-compact spectral
triples of spectral dimension 2N .
One can compute the Yang–Mills action (72) of this triple:
Theorem 9.35. Let ω = −ω∗ ∈ Ω1Aθ. Then the Yang–Mills action YM(V ) of the universal
connection δ + ω, with V = p˜iθ(ω), is equal to
SYM(V ) = − 14g2
∫
F µν?
θ
Fµν(x) d2Nx = − 14g2
∫
F µν(x)Fµν(x) d2Nx,
where Fµν := 12(∂µAν − ∂νAµ + [Aµ, Aν ]?θ) and Aµ is defined by V = Lθ(Aµ)⊗ γµ.
The spectral action has been computed in [41, 42]. As one can expected, it is the same,
up to few universal coefficients, to the one of Theorem 8.13.
Acknowledgments
I would like to thank Driss Essouabri, Victor Gayral, José Gracia-Bondía, Cyril Levy, Pierre
Martinetti, Thierry Masson, Thomas Schücker, Andrzej Sitarz, Jo Várilly and Dmitri Vassile-
vich, for our discussions during our collaborations along years. Some of the results presented
here are directly extracted from these collaborations. I also took benefits from the questions
of participants (professors and students) of the school during the lectures, to clarify few
points.
115
References
[1] W. Arendt, R. Nittka, W. Peter and F. Steiner, “Weyl’s law: Spectral properties of the
Laplacian in mathematics and physics”, in Mathematical Analysis of Evolution, Infor-
mation, and Complexity, W. Arendt and W. Schleich ed., Wiley-VCH Verlag GmbH &
Co. KGaA, Weinheim, 2009.
[2] C. Bär, “Conformal structures in noncommutative geometry”, J. Noncomm. Geom. 1
(2007), 385–395.
[3] R. Beals and P. Greiner, Calculus on Heisenberg Manifolds, Princeton University Press,
Princeton, 1988.
[4] N. Berline, E. Getzler and M. Vergne, Heat Kernels and Dirac Operators, Springer-
Verlag, Berlin Heidelberg New York, 1992.
[5] A. Besse, Einstein Manifolds, Springer-Verlag, Berlin Heidelberg New York, 2002.
[6] [J.-P. Bourguignon and P. Goduchon, “Spineurs, opérateurs de Dirac et variations”,
Commun. Math. Phys. 144 (1992), 581–599.
[7] R. Brooks and C. Gordon, “Isospectral families of conformally equivalent Riemannian
metric”, Bull. Amer. Math. Soc. 23 (1990), 433–436.
[8] Y. Bugeaud, Approximation by Algebraic Numbers, Cambridge Univ. Press, 2004.
[9] A. Carey, V. Gayral, A. Rennie and F. Sukochev, “Integration on locally compact
noncommutative spaces”, J. Funct. Anal. 263 (2012), 383–414.
[10] A. Carey, J. Phillips and F. Sukochev, “Spectral flow and Dixmier traces”, Adv. Math.
173 (2003), 68–113.
[11] A. Chamseddine and A. Connes, “The spectral action principle”, Commun. Math. Phys.
186 (1997), 731–750.
[12] A. Chamseddine and A. Connes, “Universal formula for noncommutative geometry
actions: Unification of gravity and the standard model”, Phys. Rev. Letters 77 (1996),
4868–4871.
[13] A. Chamseddine and A. Connes, “Inner fluctuations of the spectral action”, J. Geom.
Phys. 57 (2006), 1–21.
[14] A. Chamseddine and A. Connes, “Scale invariance in the spectral action”, J. Math.
Phys. 47 (2006), 063504.
[15] A. Chamseddine and A. Connes, “Quantum gravity boundary terms from the spectral
action on noncommutative space”, Phys. Rev. Lett. 99 (2007), 071302.
[16] A. Chamseddine and A. Connes, “Why the Standard Model”, J. Geom. Phys. 58 (2008),
38–47.
116
[17] A. Chamseddine and A. Connes, “The uncanny precision of the spectral action”, Com-
mun. Math. Phys. 293 (2010), 867–897.
[18] A. Chamseddine and A. Connes, “Noncommutative geometry as a framework for unifi-
cation of all fundamental interactions including gravity. Part I”, Fortschritte der Physik
58 (2010), 553–600.
[19] A. Chamseddine and A. Connes, “Noncommutative geometric spaces with boundary:
spectral action”, J. Geom. Phys. 61 (2011), 317–332.
[20] A. Chamseddine and A. Connes “Spectral Action for Robertson–Walker metrics”,
arXiv:1105.4637v1 [hep-th].
[21] A. Chamseddine, A. Connes and M. Marcolli, “Gravity and the standard model with
neutrino mixing”, Adv. Theor. Math. Phys. 11 (2007), 991–1090.
[22] A. Connes, “C∗-algèbres et géométrie différentielle”, C. R. Acad. Sci. Paris 290 (1980),
599–604.
[23] A. Connes, “Noncommutative differential geometry”, Pub. Math. IHÉS 39 (1985), 257–
360.
[24] A. Connes, “The action functional in non-commutative geometry”, Commun. Math.
Phys. 117 (1988), 673–683.
[25] A. Connes, Noncommutative Geometry, Academic Press, London and San Diego, 1994.
[26] A. Connes, “Noncommutative geometry and reality”, J. Math. Phys. 36 (1995), 6194–
6231.
[27] A. Connes, “Gravity coupled with matter and the foundation of non commutative
geometry”, Commun. Math. Phys. 182 (1996), 155–177.
[28] A. Connes, “Noncommutative geometry and the standard model with neutrino mixing”,
JHEP 0611:081 (2006).
[29] A. Connes, “On the spectral characterization of manifolds”, arXiv:0810.2088v1.
[30] A. Connes, “A unitary invariant in Riemannian geometry”, Inter. Journ. Geom. Meth.
Mod. Phys. 5 (2008), 1215–1242.
[31] A. Connes and M. Marcolli, Noncommutative Geometry, Quantum Fields and Motives,
Colloquium Publications, Vol. 55, American Mathematical Society, 2008.
[32] A. Connes and H. Moscovici, “Transgression du caractère de Chern et cohomologie
cyclique”, C. R. Acad. Sci. Paris, Série I 303 (1986), 913–918.
[33] A. Connes and H. Moscovici, “Transgression and Chern character of finite-dimensional
K-cycles”, Commun. Math. Phys. 155 (1993), 103–122.
[34] A. Connes and H. Moscovici, “The local index formula in noncommutative geometry”,
Geom. Funct. Anal. 5 (1995), 174–243.
117
[35] J. Dixmier, “Existence de traces non normales”, C. R. Acad. Sci. Paris 262A (1966),
1107–1108.
[36] A. Edery, “Multidimensional cut-off technique, odd-dimensional Epstein zeta functions
and Casimir energy of massless scalar fields”, J. Phys. A: Math. Gen. 39 (2006), 678–
712.
[37] D. Essouabri, B. Iochum, C. Levy and A. Sitarz, “Spectral action on noncommutative
torus”, J. Noncommut. Geom. 2 (2008), 53–123.
[38] R. Estrada, J. M. Gracia-Bondía and J. C. Várilly, “On summability of distributions
and spectral geometry”, Commun. Math. Phys. 191 (1998), 219–248.
[39] S. Fulling, “Some properties of Riesz means and spectral expansions”, Electron. J. Diff.
Equ. 6(1999), 1–39.
[40] V. Gayral, J. M. Gracia-Bondía, B. Iochum, T. Schücker and J. C. Várilly, “Moyal
planes are spectral triples”, Commun. Math. Phys. 246 (2004), 569–623.
[41] V. Gayral and B. Iochum, “The spectral action for Moyal plane”, J. Math. Phys. 46
(2005), 043503.
[42] V. Gayral, B. Iochum and D. Vassilevich, “Heat kernel and number theory on NC-
torus”, Commun. Math. Phys. 273 (2007), 415–443.
[43] S. Giddings, D. Marlof and J. Hartle, “Observables in effective gravity”, Phys. Rev. D
74 (2006) 064018.
[44] P. B. Gilkey, Invariance Theory, the Heat equation, and the Atiyah–Singer Index The-
ory, CRC Press, Boca Raton, 1995.
[45] P. B. Gilkey, Asymptotic Formulae in Spectral Geometry, Chapman & Hall, 2003.
[46] P. B. Gilkey and G. Grubb, “Logarithmic terms in asymptotic expansions of heat
operator traces”, Comm. Partial Diff. Equ. 23 (1998), 777–792.
[47] N. Ginoux, The Dirac spectrum, Lecture Notes in Mathematics 1976, Springer-Verlag,
Berlin Heidelberg 2009.
[48] G. Grubb and R. Seeley, “Weakly parametric pseudodifferential operators and the
Atiyah–Patodi–Singer boundary problem”, Invent. Math. 121 (1995), 481–529.
[49] J. M. Gracia-Bondía and J. C. Várilly, “Algebras of distributions suitable for phase-
space quantum mechanics I”, J. Math. Phys. 29 (1988), 869–879.
[50] J. M. Gracia-Bondía, J. C. Várilly and H. Figueroa, Elements of Noncommutative
Geometry, Birkhäuser Advanced Texts, Birkhäuser, Boston, 2001.
[51] H. Grosse and R. Wulkenhaar, “8D-spectral triple on 4D-Moyal space and the vacuum
of noncommutative gauge theory”, J. Geom. Phys. 62 (2012), 1583–1599.
118
[52] V. Guillemin, “A new proof of Weyl’s formula on the asymptotic distribution of eigen-
values”, Adv. Math. 55 (1985), 131–160.
[53] V.W. Guillemin, S. Sternberg and J. Weitsman, “The Ehrhart function for symbols”,
arXiv:math.CO/06011714.
[54] F. Hanisch, F. Pfäffle and C. Stephan, “The spectral action for Dirac operators with
skew-symmetric torsion”, Commun. Math. Phys. 300 (2010, 877–888.
[55] G. Hardy, Divergent Series, Clarendon Press, Oxford, 1949.
[56] G. H. Hardy and E. M. Wright, An Introduction to the Theory of Numbers, Clarendon,
Oxford, 1979.
[57] O. Hijazi, “Spectral properties of the Dirac operator and geometrical structures”, Lec-
ture notes for the Summer School in Villa de Leyva, Columbia, 1999.
http://www.iecn.u-nancy.fr/ hijazi/HTML/l2.pdf
[58] B. Iochum, D. Kastler and T. Schücker, “Fuzzy mass relations for the Higgs”, J. Math.
Phys. 36 (1995), 6232–6254.
[59] B. Iochum and C. Levy, “Tadpoles and commutative spectral triples”, J. Noncommut.
Geom. 5 (2011), 299–329.
[60] B. Iochum and C. Levy, “Spectral triples and manifolds with boundary”, J. Func. Anal.
260 (2011), 117–134.
[61] B. Iochum, C. Levy and A. Sitarz, “Spectral action on SUq(2)”, Commun. Math. Phys.
289 (2009), 107–155.
[62] B. Iochum, C. Levy and D. Vassilevich, “Spectral action for torsion with and without
boundaries”, Commun. Math. Phys., 310 (2012), 367–382.
[63] B. Iochum, C. Levy and D. Vassilevich, “Global and local aspects of spectral actions”,
J. Phys. A: Math. Theor. 45 (2012), 374020.
[64] J.-H. Jureit and C. Stephan, “On a classification of irreducible almost commutative
geometries IV”, J. Math. Phys. 49 (2008), 033502.
[65] J.-H. Jureit and C. Stephan, “Finding the standard model of particle physics, a com-
binatorial problem”, Computer Phys. Commun. 178 (2008), 230–247.
[66] T. Kato, Perturbation Theory For Linear Operators, Springer–Verlag, Berlin-Heidel-
berg-New York, 1980.
[67] D. Kolodrubetz and M. Marcolli, “Boundary conditions of the RGE flow in the non-
commutative geometry approach to particle physics and cosmology”, Phys. Lett. B
693 (2010), 166–174.
[68] T. Krajewski, “Classification of finite spectral triples”, J. Geom. Phys. 18 (1997), 1–30.
119
[69] G. Landi, An Introduction to Noncommutative Spaces and Their Geometries, Springer-
Verlag, Berlin Heidelberg 1997.
[70] G. Landi and C. Rovelli, “General relativity in terms of Dirac eigenvalues”, Phys. Rev.
Lett. 78 (1997), 3051–3054.
[71] H. B. Lawson and M.-L. Michelsohn, Spin Geometry, Princeton Univ. Press, Princeton,
1989.
[72] F. Lizzi, G. Mangano, G. Miele and G. Sparano, “Constraints on unified gauge theories
from noncommutative geometry”, Mod. Phys. Lett. A11 (1996), 2561–2572.
[73] S. Lord, D. Potapov and F. Sukochev, “Measures from Dixmier traces and zeta func-
tions”, J. Funct. Anal. 259 (2010), 1915–1949.
[74] S. Lord, A. Sedaev and F. Sukochev, “Dixmier traces as singular symmetric functionals
and applications to measurable operators”, J. Funct. Anal. 224 (2005), 72–106.
[75] S. Lord and F. Sukochev, “Noncommutative residues and a characterization of the
noncommutative integral”, Proc. Amer. Math. Soc. 139 (2011), 243–257.
[76] S. Lord and F. Sukochev, “Measure Theory in Noncommutative Spaces”, in “Symmetry,
Integrability and Geometry: Methods and Applications”, SIGMA 6 (2010), 072, 36
pages.
[77] M. Marcolli, E. Pierpaoli and K. Teh, “The spectral action and cosmic topology”,
Commun. Math. Phys. 304 (2011), 125–174.
[78] M. Marcolli, E. Pierpaoli and K. Teh, “The coupling of topology and inflation in non-
commutative cosmology”, Commun. Math. Phys. 309 (2012), 341–360.
[79] M. Marcolli and E. Pierpaoli, “Early universe models from noncommutative geometry”,
Adv. Theor. Math. Phys. 14 (2010), 1373–1432.
[80] C. P. Martin, J. M. Gracia-Bondía and J. C. Várilly, “The standard model as a non-
commutative geometry: the low-regime”, Phys. Rep. 294 (1998), 363–406.
[81] J. Moser, “On the volume elements on a manifold”, Trans. Amer. Math. Soc. 120
(1965), 286–294.
[82] J. E. Moyal, “Quantum mechanics as a statistical theory”, Proc. Camb. Philos. Soc.
45 (1949), 99–124.
[83] W. Nelson and M. Sakellariadou, “Inflation mechanism in asymptotic noncommutative
geometry ”, Phys. Lett. B 680 (2009), 263–266.
[84] F. Nicola and L. Rodino, Global Pseudodifferential Calculus on Euclidean Spaces
Birkäuser, Springer Basel, 2010.
[85] S. Paycha, “Regularized integrals, sums and traces. An analytic point of view (Prelim-
inary draft)”, 2010.
120
[86] F. Pfäffle and C. Stephan, “On gravity, torsion and the spectral action principle”, J.
Funct. Anal. 261 (2012), 1529–1565).
[87] F. Pfäffle and C. Stephan, “The Holst action by the spectral action principle”, Commun.
Math. Phys. 307 (2011), 261–273.
[88] R. Ponge, “Schwartz kernels and noncommutative residue (Preliminary draft)”,
R. Ponge’s homepage
[89] R. Ponge, “Calcul hypoelliptique sur les variétés de Heisenberg, résidu non commutatif
et géométrie pseudo-hermitienne”, PhD Thesis, Univ. Paris-Sud (Orsay), Dec. 2000,
http://www.ms.u-tokyo.ac.jp/ ponge/theses/these.pdf
[90] M. Reed and B. Simon, Methods of Modern Mathematical Physics, II: Fourier Analysis,
Self-Adjointness, Academic Press, New York, 1975.
[91] A. Rennie, “Commutative geometries are spin manifolds”, Rev. Math. Phys. 13 (2001),
409–464.
[92] A. Rennie, “Poincaré duality and spinc structures for complete noncommutative man-
ifolds”, math-ph/0107013.
[93] A. Rennie, “Smoothness and locality for nonunital spectral triples”, K-Theory, 28
(2003), 127–165.
[94] A. Rennie and J. Várilly, “Reconstruction of manifolds in noncommutative geometry”,
arXiv:math/0610418, (2006).
[95] M. A. Rieffel, “C∗-algebras associated with irrational rotations”, Pac. J. Math. 93
(1981), 415–429.
[96] M. A. Rieffel, Deformation Quantization for Actions of Rd, Memoirs of the Amer.
Math. Soc. 506, Providence, RI, 1993.
[97] M. Sakellariadou, “Cosmology within noncommutative spectral geometry”,
arXiv:1101.2174v1 [hep-th].
[98] S. Schopka, “Noncommutative Einstein manifolds”, Shaker Verlag GmbH, Germany,
2007.
[99] T. Schücker, “Forces from Connes’ geometry”, in ‘Topology and Geometry in Physics’,
Eds: E. Bick and F. Steffen Lecture Notes in Physics 659 (2005), 285–350.
[100] L. Schwartz, Méthodes mathématiques pour les sciences physiques, Hermann, Paris,
1979.
[101] M. Shubin, Pseudodifferential Operators and Spectral Theory, Springer Verlag 1987,
2nd ed. 2001.
[102] B. Simon, Trace Ideals and Their Applications, Second Edition, AMS Mathematical
Surveys and Monographs 120, Providence, 2005.
121
[103] M. Takesaki, Theory of Operator Algebras II, Springer-Verlag, Berlin Heidelberg New
York 2003.
[104] M. Taylor, Pseudodifferential Operators, Princeton Univ. Press, Princeton, NJ, 1981.
[105] F. J. Vanhecke, “On the product of real spectral triples”, Lett. Math. Phys. 50 (1999),
151–162.
[106] J. Várilly, Dirac Operators and Spectral Geometry,
http://www.impan.pl/Manuals/Varilly_dosg.pdf
[107] J. Várilly, An Introduction to Noncommutative Geometry, European Math. Soc. Pub-
lishing House (EMS Series of Lectures in Mathematics), 2006.
[108] J. C. Várilly and J. M. Gracia-Bondía, “Algebras of distributions suitable for phase-
space quantum mechanics II: Topologies on the Moyal algebra”, J. Math. Phys. 29
(1988), 880–887.
[109] D. Vassilevich, “Heat kernel expansion: user’s manual”, Phys. Rep. 388 (2003), 279–
360.
[110] A. van de Ven, “Index-free heat kernel coefficients”, Class. Quant. Grav. 15 (1998),
2311–2344.
[111] M. Wodzicki, “Local invariants of spectral asymmetry”, Invent. Math. 75 (1984), 143–
177.
[112] M. Wodzicki, “Noncommutative residue. Chapter I: Fundamentals”, 320–399, in K-
theory, Arithmetic and Geometry, Yu. I. Manin, ed., Lecture Notes in Math. 1289,
Springer, Berlin 1987.
122
