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Cada vez mais, as empresas e organizações utilizam bases de dados multidimensionais e 
ferramentas OLAP como forma de organizar informação proveniente de sistemas 
transacionais com o objetivo de aceder e analisar dados com elevada flexibilidade e 
desempenho. No modelo de dados OLAP, a informação é concetualmente organizada 
em cubos. Cada dimensão do cubo tem uma hierarquia associada, o que possibilita 
analisar os dados em diferentes níveis de agregação. Apresenta-se uma metodologia, 
onde é feita uma análise exploratória de dados assim como uma análise de previsão que 
explora os diferentes níveis de agregação por dimensão de uma forma simultânea. A 
metodologia de previsão que usa a informação com menor nível de agregação para 
prever os valores para séries ascendentes mostrou-se muito eficiente, apresentando 
resultados bons em comparação com as técnicas usuais de previsão. Os resultados das 








More and more companies and organizations use multidimensional data and OLAP 
tools to structure and organize information from relational systems, with the objective 
of access and analyze data with high flexibility and performance. In the OLAP models, 
data is organized in cubes and dimensions. Each cube’s dimension has an associated 
hierarchy. It is described a new methodology, using different aggregation levels 
simultaneous, to an exploratory analysis of the data, followed by a forecast of a period 
or a few periods. The methodology used for prediction takes advantage from the more 
detailed series to forecast more aggregated ones. This method as showed itself to be 
very efficient when against usual forecasting techniques, like ARIMA, and with a lower 
prediction error. The forecasting results are promising and are in line with the 
conclusions from the exploratory analysis. 
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Nos tempos que correm, o funcionamento normal das empresas, entidades e instituições 
envolve, cada vez mais, um maior volume de dados e grande percentagem destas 
entidades já possuem uma base de dados multidimensional com suporte OLAP. O 
rápido desenvolvimento da tecnologia OLAP levou à necessidade de uma capacidade de 
análise de dados mais sofisticada, como a previsão, tendências e deteção de exceções 
(Chen, et al., 2002). Um dos exemplos de utilização da tecnologia OLAP é a análise 
multidimensional de vendas de produtos. As empresas necessitam desta informação, 
para a tomada de decisões e análise do negócio, de uma forma rápida, clara e 
consistente. Daí a importância de fornecer aos decisores uma ferramenta de análise 
multidimensional poderosa e com ferramentas apropriadas de visualização como é o 
caso dos cubos OLAP (Han, et al., 2006). 
 
A indústria de retalho é uma das atividades de eleição para aplicação das técnicas de 
extração de conhecimento (ECD). Estas indústrias têm à disposição um volume grande 
de informação digital sobre as transações comerciais, transporte de produtos (matérias 
primas e produto acabado), consumos e serviços (Han, et al., 2006). As aplicações de 
ECD mais usuais na área de retalho são: análise de comportamentos de clientes, análise 
e descoberta de padrões de compras, melhoramento de taxa de retenção de clientes, 
melhoramento de rácios de consumo, políticas de transporte e reposição, previsão, 
planeamento da produção entre outras. 
 
O intuito deste trabalho é apresentar um método que analise simultaneamente várias 
séries temporais hierarquicamente ligadas, aproveitando as hierarquias criadas por 
peritos do domínio e experiência do negócio. Hierarquias que contêm na sua génese 
informação própria do negócio, formando grupos que possivelmente não seriam 
detetáveis pelos algoritmos de agrupamentos (clustering) automáticos. Sobre as séries 
temporais da base de dados, é também objetivo realizar uma análise exploratória de 
forma a retirar informações tanto sobre o negócio como informação adicional sobre a 
relação entre séries hierarquicamente ligadas, ou seja, ascendente e descendentes. 
  
O estudo realizado pretende proporcionar uma forma de prever os próximos elementos 
da série temporal, usando uma das séries descendentes que melhor possa prever a série, 
como uma região Bellwether (Chen, et al., 2006 b)); ou então um agregado das 
previsões de todas as séries descendentes, na hierarquia da dimensão, para prever 
períodos da série temporal ascendente, com uma inspiração, embora um pouco remota, 
em, citando Makridakis, Wheelwright e Hyndman, “Can we predict the future by 
looking into the past?” (Makridakis, et al., 1998).  
 
Quando se trabalha com séries temporais parte-se do princípio de que os dados 
históricos ajudam a prever o futuro ou a chegar a uma forma de como o fazer. Fazendo 
um acrescento à citação anterior, será possível, para além de olhar para o passado, usar 
os dados históricos dos descendentes hierárquicos, numa série antecessora, para prever 
essa mesma série? Isto é, será que é possível prever a informação de um dado indicador 
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referente ao país, se se olhar para os indicadores de cada distrito/cidade/localidade/rua? 
Penso que sim. 
 
1.2 Problema 
Com o crescimento da extensão e volume dos dados, uma análise macro dos dados vai-
se tornando numa tarefa morosa. Esta situação faz surgir a necessidade de agrupar os 
dados por níveis de abstração logicamente ligados entre si e de uma forma sequencial, 
permitindo que vários níveis de agentes possam analisar os dados que lhe interessam 
com a frequência e facilidade que lhes convenha (Lu, 1997). 
 
Os níveis de abstração de cada dimensão são definidos por áreas de negócio, estruturas 
da empresa ou até pela estrutura da base de dados que sustenta o sistema da empresa. As 
hierarquias definidas permitem que o utilizador adapte os dados visionados ao nível de 
abstração pretendido, sem que por isso fique impossibilitado de subir ou descer nesses 
níveis de informação. A ferramenta de suporte a esta análise deve permitir, de uma 
forma interativa, simples, fácil e rápida, navegar nos diferentes níveis da hierarquia das 
dimensões dos dados. 
 
As informações registadas digitalmente num sistema de suporte de uma empresa, num 
Enterprise Resource Planning (ERP), podem constituir uma ou várias séries temporais, 
normalmente com pormenor exagerado, tornando a análise inútil ou pouco útil, como 
referido no trabalho de Arroyo e Maté (Arroyo, et al., 2009). Por exemplo, temos 
frequentemente a informação das vendas de uma loja ao artigo e hora, mas a informação 
que certamente interessaria era quanto se vendeu por dia por família de produto; a 
informação ao artigo e hora interessava pouco e a agregação dos dados podia não ser 
uma tarefa trivial. Com os dados trabalhados em OLAP, a combinação dos membros 
das dimensões permite que se tenha à disposição um conjunto de dados que apresenta 
várias séries temporais, com granularidades ou filtros diferentes. 
 
Apesar das séries de dados terem a mesma origem, o mesmo conjunto de dados, o seu 
comportamento é diferente, quer se tratem de séries não relacionadas quer de séries 
descendentes. As séries ascendentes são a agregação dos valores das séries 
descendentes. 
 
Poderá o descendente mais semelhante ao ascendente, uma variação simplista da análise 
Bellwether, ser melhor a prever a série ascendente do que a soma das previsões das 
séries descendentes? Será que há benefício em usar as séries descendentes, tanto para 
analisar os dados como para prever períodos futuros? 
 
1.3 Objetivos 
O objetivo geral deste trabalho consiste em apresentar uma metodologia para a análise 
exploratória e previsão de dados multidimensionais em diferentes granularidades de 
uma forma simultânea. A análise numa série terá em conta as séries descendentes numa 
determinada hierarquia de uma dimensão, permitindo analisar o impacto dos 
descendentes na série principal e analisar estas séries de uma forma simultânea.  
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Como objetivos específicos, identificam-se: 
 
Prever um curto período de blocos temporais, por exemplo de um a três meses de 
vendas ou então de uma a seis semanas, ou outro período temporal qualquer, bastando 
que as séries contenham dados históricos que sustentem a previsão dos valores. No caso 
da avaliação de valores mensais, tendo em conta uma sazonalidade anual, é 
aconselhável ter 3 ou mais anos que possam ser usados como comparação. 
 
Determinar os valores futuros de um série ascendente, testando qual a melhor das 
formas de previsão: a soma das previsões das séries descendentes; a série descendente 
mais semelhante à série ascendente; os dados históricos da própria série ascendente; 
uma Baseline que consiste em usar os dados do período de sazonal anterior; ou o 
método ARIMA. 
 
1.4 Organização da tese 
O documento está organizado da seguinte forma: no próximo capítulo vai ser descrito o 
trabalho relacionado, referindo o Online Analytic Processing (OLAP), o conceito de 
hierarquia, a forma de cálculo da semelhança / dissemelhança com ênfase no algoritmo 
do Dynamic Time Warping (DTW), o modelo de previsão Autoregressive Integrated 
Moving Average (ARIMA) e a medida de avaliação de modelos Akaike’s Information 
Criterion (AIC); no terceiro capítulo vai ser apresentada a metodologia seguida para a 
realização da análise exploratória e para a elaboração das previsões; no quarto capítulo 
são apresentados os dados utilizados para testes, a análise exploratória realizada sobre 
algumas séries e as experiências realizadas para previsão de períodos de tempo. O 
capítulo termina com uma análise dos resultados; no quinto capítulo são apresentadas as 
conclusões do trabalho realizado; no sexto capítulo é apresentada a bibliografia 
utilizada; o documento encerra com o Anexo A, com a apresentação do código 
implementado para o algoritmo de Dynamic Time Warping. 
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2 Trabalho relacionado 
O trabalho realizado no âmbito desta tese é transversal a algumas áreas de estudo, o que 
motivou uma apresentação do estado da arte das mesmas, com realce para a análise de 
cubos OLAP, o conceito de hierarquias, o cálculo de distâncias entre séries, o ARIMA e 
o AIC. 
2.1 Online Analytical Processing (OLAP) 
A esmagadora maioria das empresas usa sistemas de base de dados para a manutenção 
das operações do dia-a-dia, entre elas as consultas, operações denominadas por Online 
Transaction Processing (OLTP). O uso massivo neste domínio originou um grande 
desenvolvimento neste tipo de sistemas durante as últimas décadas (Ramakrishnan, et 
al., 2000). Com o uso intensivo surge, também, uma explosão do volume das bases de 
dados e uma degradação do desempenho em consultas com dados agregados. A 
degradação do tempo de consulta fez aparecer as Datawarehouses (DW) e as respetivas 
ferramentas de análise e consulta. As ferramentas fornecidas pelos sistemas DW 
permitem uma análise interativa dos dados multidimensionais (Chen, et al., 2002). 
 
Ao contrário das bases de dados tradicionais, os dados de um sistema DW apresentam 
um atraso na informação disponível, devido ao processo de limpeza e outros 
tratamentos. É normal que a atualização seja feita com uma frequência que não 
ultrapasse as duas atualizações diárias. O OLTP trabalha com demasiado pormenor para 
o suporte à decisão, ao contrário do DW que sumariza e agrega com diferentes 
granularidades, oferecendo consultas úteis aos diferentes níveis organizacionais, sem 
grande esforço e de uma forma muito natural (Ramakrishnan, et al., 2000). As DW 
apresentam uma outra propriedade importante, para além dos dados: estes sistemas têm 
um repositório de metadados. Este repositório guarda a informação sobre a estrutura 
(como dimensões, níveis, vistas, hierarquias, origens de dados, etc.), tipos de dados dos 
campos, termos de negócio e operadores de agregação. Algumas das consultas que se 
implementam em DW podem ser difíceis de recriar em SQL, ou até nem serem 
possíveis, assim como há consultas que em SQL são extremamente eficientes e que em 
DW podem ser morosas. As DW podem consolidar diversas origens distintas, com 
suportes diferentes e com o acréscimo de aparecerem com informação estatística desses 
mesmos dados (Ramakrishnan, et al., 2000). 
 
As consultas realizadas pelas ferramentas das DW são denominadas por Online Analytic 
Processing (OLAP), como é o caso dos cubos OLAP (Ramakrishnan, et al., 2000). 
Estas consultas são análises multidimensionais, apresentadas num ambiente designado 
como cubo com múltiplas dimensões, e onde as agregações de métricas numéricas são 
intersectadas por todas as dimensões (Han, et al., 2006). O cubo é constituído por uma 
tabela de factos com os campos que ligam com as dimensões e campos de métricas 
(Ramakrishnan, et al., 2007). Os dados são definidos numa tabela de factos, estes são 
divididos pelos seus atributos, comummente intitulados dimensões, e pela métrica a 
observar. Usualmente, cada dimensão é composta por vários níveis de abstração ou 
granularidade, definidos e ordenados num conceito de hierarquias (Ramakrishnan, et al., 
2007). Atualmente as ferramentas OLAP permitem que o cubo seja composto por mais 
do que uma tabela de factos, viabilizando um leque de utilização ainda mais alargado. 
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Por exemplo, criar estruturas de relações de muitos para muitos entre a tabela de factos 
e uma ou mais dimensões (Hardan, et al., 2007).  
 
Com a implementação dos cubos OLAP surge a consolidação e integração de dados, 
passando, muitas vezes, pela deteção e limpeza de erros dos mesmos (Chen, et al., 
2002). Como a análise de informação histórica é o objetivo de qualquer 
Datawarehouse, pelo menos uma dimensão tempo deverá ser definida (Lu, 1997). Na 
construção das DW, é necessário desnormalizar os dados, para que a tabela de factos 
consiga comportar as ligações para as tabelas de dimensões, ao contrário das bases de 
dados tradicionais que devem estar na terceira forma normal. Esta característica das DW 
faz com que o número de relações entre tabelas necessárias decresça, o que se traduz 
numa diminuição do tempo de resposta, quando da consulta de dados, mas num maior 
espaço em disco. 
 
As DW são criadas especificamente para a estrutura, políticas e processos de cada 
empresa. As análises às DW através dos cubos OLAP tanto permitem trabalhar com 
dados históricos como com dados atuais, com um ou meio-dia de atraso. A ferramenta 
deve também conseguir identificar tendências, criar sumários e suportar a tomada de 
decisões. Com a maturação e crescimento das ferramentas OLAP no suporte e análise 
de decisão, são várias as empresas, instituições e grupos empresariais que apostam na 
sua implementação e consequente utilização. O sucesso das implementações de cubos 
OLAP fez com que estas ferramentas se tenham tornado muito relevantes no seio das 
empresas. Os pontos de utilização mais comuns são: melhoramento do focus no cliente, 
reposicionamento de produto, manutenção de portfolios, análise de operações, gestão de 
clientes e recursos empresariais (Ramakrishnan, et al., 2000). 
 
As empresas têm dado grande atenção a este tipo de aplicações, que permitem uma 
perspetiva mais virada para o negócio. As ferramentas OLAP dão aos executivos a 
possibilidade de organizar, entender e tomar decisões estratégicas com base nos dados 
da empresa. Muitas empresas investiram fortemente na implementação deste tipo de 
sistemas de suporte à decisão. A opinião generalizada é de que o OLAP é importante 
para áreas como marketing, mas, na verdade, todas as áreas tiram partido destas 
ferramentas. Estas ferramentas apresentam a informação a vários níveis de 
granularidade, permitindo que elementos das organizações, a vários níveis de decisão, 
beneficiem do uso da mesma fonte de dados. Esta propriedade implica que os dados 
sejam uniformes e coerentes para qualquer ator, apesar do âmbito alargado sobre o qual 
a informação do cubo se debruce. Os dados podem admitir análises de clientes, análises 
de vendas, análises contabilísticas da empresa, análises sobre a área de logística, stocks, 
entregas, rotas, entre muitas outras áreas. Toda a informação passa a ficar acessível a 
todos em tempo útil, de uma forma clara e em vários níveis de agregação (Han, et al., 
2006). As diferentes áreas da empresa podem e devem usar estas ferramentas para 
suporte à tomada de decisão ou à análise de informação, sabendo que os dados serão 
aceites e entendidos por todos os atores. 
 
Os cubos suportam uma classe de consultas que envolva agrupamentos e agregações, 
suporte para condições complexas, funções estatísticas e análise de dados de séries 
temporais. Dependendo da implementação, o cubo apresentado pode ter os dados 
totalmente agregados e guardados, como é o caso da implementação Hyperion, ou 
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calcular e guardar só algumas agregações, as que se esperam vir a ser mais usadas. Em 
ambos os casos, os dados são guardados na altura de processamento, reduzindo assim o 
tempo da consulta e propiciando uma análise “Online” rápida e poderosa.  
 
Dos vários produtos OLAP de distribuição comercial mais conhecidos no mercado 
destacam-se: Cognos (International Business Machines (IBM) Corp.), Oracle Business 
Intelligence (Oracle), Microstrategy (MicroStrategy Inc.), Hyperion Essbase produto 
que atualmente pertence à Oracle (Oracle and Hyperion) e o Sql Server Analysis 
(Microsoft corporation). 
 
2.1.1 Operações sobre o cubo 
Para a realização de consultas, as ferramentas multidimensionais disponibilizam 
operações que são comuns a qualquer implementação, seja Hyperion, Cognos ou Sql 
Server. O OLAP para trabalhar num ambiente multidimensional usa as seguintes 
operações: 
 
 roll-up – Quando se está num nível e pretende-se subir para o nível do 
antecessor, ou seja, retirar pormenor (agregar dados) na análise ou subir um 
nível de conceito (Ilustração 2.1). 
 
Ilustração 2.1 – Roll-up, passar dos dados da subfamília das blusas para a família camisas. 
 
 drill-down – Quando se está num nível e pretende-se conhecer informação de 
um nível descendentes, ou seja, obter mais pormenor ou descer um nível de 
conceito (Ilustração 2.2). 
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Ilustração 2.2 – Drill-down, passar do nível da família camisas para os dados da subfamília. 
 
 slicing – "Corte" no cubo numa dada dimensão, ou seja, na prática, aplicar um 
filtro a uma dimensão (Ilustração 2.3).  
 
Ilustração 2.3 – Slicing, filtrar o ano 2009 dos dados. 
 
 dicing – Capacidade de juntar os vários cortes (slices) de forma a obter uma 
consulta com filtros diversos. Estes cortes podem ser executados em valores na 
mesma dimensão ou em dimensões diferentes (Ilustração 2.4). 
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Ilustração 2.4 – Dicing, retirar dos dados as “fatias” das calças e acessórios. 
 
 Pivot – Em consulta, trocar as dimensões num dos eixos com as dimensões nos 
outros eixos. Por exemplo, numa consulta ad-hoc, trocar as dimensões que estão 
em colunas pelas dimensões que estão em linhas, e as que estão em linhas 
passarem para colunas (Ilustração 2.5). 
 
Ilustração 2.5 – Pivot, trocar o eixo do tempo com o eixo das famílias. 
 
Dependendo do fornecedor da aplicação de consulta OLAP, outras operações, como 
Drill-Throught ou Top-N ou Bottom-N, poderão existir. 
 
O principal objetivo do OLAP é permitir aos utilizadores finais um grande leque de 
consultas orientadas ao negócio de uma forma fácil, rápida e intuitiva, normalmente 
designadas por consultas ad-hoc (Ramakrishnan, et al., 2000). A grande vantagem deste 
tipo de consultas consiste na possibilidade do utilizador final pesquisar os dados, em 
diferentes níveis de granularidade, sem grandes conhecimentos técnicos e sem a ajuda 
ou intervenção de um programador: o utilizador pode criar a sua consulta escolhendo os 
filtros através de listas. Por exemplo, estando a examinar uma família, descer para o 
pormenor das subfamílias do artigo, ou estando a observar um certo mês, facilmente 
subir de nível e analisar o trimestre ou o semestre (Ramakrishnan, et al., 2000), ou até 
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visualizar dois níveis de uma forma simultânea. O OLAP apresenta os dados agregados 
de uma forma tabular que permite navegar e explorar diferentes níveis de agregação, de 
uma forma interativa (Lo, et al., 2008).  
 
2.1.2 OLAP na área de ECD 
As ferramentas OLAP estão mais perto da extração e conhecimento de dados (ECD) do 
que OLTP, visto que sumarizam a informação a várias granularidades em subconjuntos 
específicos, classificam e associam dados de uma forma automática. DW e OLAP são 
passos essenciais no processo de descoberta de informação (Han, et al., 2006). 
 
O OLAP já foi utilizado no âmbito de ECD e alguns dos trabalhos mais significativos 
têm a ver com a criação de cubos de previsão com valores; combinando tendências nas 
várias dimensões do cubo, de forma a assinalar as exceções, e guiando o utilizador para 
os tuplos de maior interesse (Sarawagi, et al., 1998); através de modelos lineares onde 
se geram valores que vão povoar uma nova métrica no antigo cubo (Cheng, 1998); criar 
dados numa tabela de factos, dados previstos para um nível agregador através de um ou 
vários determinados descendentes (Chen, et al., 2006 b)); partindo de um princípio 
semelhante ao do (Sarawagi, et al., 1998), identificar os tuplos de maior interesse, o 
modelo preditivo é um cubo ou métrica que é um resultado ou uma probabilidade 
associada a uma métrica do cubo origem (Chen, et al., 2005); cubo de regressões para 
previsão de tendências ou deteção de exceções modelos de regressão (Chen, et al., 2006 
a)); prever dados a partir de dados agregados, e com esses dados derivados obter o 
desvio de cada descendente para saber qual é a célula que mais se afasta do valor 
esperado (Palpanas, et al., 2005); prever uma ou várias métrica de um acontecimento 
futuro respondendo à questão “e se…” (What-if) (Rabaséda, et al., 2008); prever o valor 
de uma agregação através de regiões locais, descendente ou descendentes que mais se 
assemelham ao ascendente, através de um modelo básico para cada elemento 
descendente e para o próprio, este modelo pode ser a regressão (Chen, et al., 2006 b)); 
assinalar exceções e situações fora do esperado como normal (Han, et al., 2006); usar 
OLAP com regras de associação para obter regras que tanto podem ser generalizações, 
como especializações ou até uma mutação (como uma métrica muda consoante a 
dimensão) (Imielinski, et al., 2002). 
 
2.2 Conceito de Hierarquias em extração de conhecimento 
Dependendo da função que cada pessoa desempenha numa organização, há um interesse 
diferente na granularidade com que se observa a informação. “Se uma métrica é medida 
através do tempo para um indivíduo do grupo, mas o interesse recai sobre o grupo como 
um todo, então o valor individual não é importante” (Arroyo, et al., 2009). A agregação 
dos valores a várias dimensões providencia um registo muito mais interessante e 
informativo que uma análise direta aos dados. 
 
Reúnem-se os dados de um grupo de indivíduos agregados por um propósito, ideia ou 
classificação, de forma a criar o que se intitula de uma hierarquia, permitindo trabalhar 
com os dados de uma forma agregada. Normalmente os dados podem apresentar vários 
níveis de abstração. O nível mais pormenorizado é o extensivamente estudado pela 
comunidade de estatística e ECD (Lu, 1997). Quando se abstrai os dados a um nível 
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conceptual mais elevado, o que se descobre/ prevê é também de um nível conceptual 
mais elevado. Como há interesse em agregar os dados a um nível superior, pode 
interessar juntar esses níveis de granularidade superior de forma a ter um nível de 
abstração ainda maior, formando assim uma hierarquia. 
 
Uma das formas que a comunidade de ECD tem para tratar conjuntos de dados de 
grandes dimensões é usar um paradigma intitulado cube-space data mining 
(Ramakrishnan, et al., 2007). Este, como o nome indica, requer cubos OLAP com 
técnicas de aprendizagem automática (machine learning), usando dimensões de forma a 
organizar os dados em conjuntos de interesse, de uma forma intuitiva (Ramakrishnan, et 
al., 2007). Ramakrishnan usa um modelo multidimensional, onde os dados estão 
organizados em várias dimensões e cada dimensão tem vários níveis de abstração 
definidos pelos níveis da hierarquia (Han, et al., 2006), normalmente, os atributos de 
uma tabela de dimensões estão organizados por uma ou mais hierarquias que tentam 
exprimir um conceito (Lu, 1997). Esta propriedade proporciona flexibilidade e 
facilidade na altura da análise e navegação dos dados. 
 
Do ponto de vista informático, o normal é criar agrupamentos denominados “flat”, mas 
a realidade apresenta situações em que os grupos são compostos por subgrupos. Em 
situações como a avaliação geográfica, os grupos e subgrupos definem o que se 
denomina uma hierarquia (Duda, et al., 1996). As hierarquias definem a sequência de 
níveis de um conjunto, desde o baixo nível até elementos agregadores de mais alto 
nível. Por exemplo, localidade, em que rua é o nível mais baixo, com granularidade 
mais fina, seguido de cidade, já com menor detalhe e, por fim, o país, o nível mais 
agregado. 
 
2.2.1 Criação das hierarquias 
A estrutura de uma hierarquia está, normalmente, implícita no esquema de base de 
dados. Os atributos ou dimensões estão, na maioria dos casos, organizados em níveis de 
abstração graduais, mas são sempre dados categóricos. Logo, apresentam-se sempre 
como um conjunto finito, eventualmente muito grande. Por exemplo, numa dimensão 
geográfica, o conjunto de cidades/vilas/ruas de um país é finito, mas muito grande.  
 
Para a transposição da informação da base de dados para uma DW, o programador pode 
gerar hierarquias só teóricas, sem qualquer apoio na estrutura da base de dados, mas 
sempre referentes ao negócio. 
 
Para a geração de hierarquias são conhecidos vários métodos (Han, et al., 2006): 
 
1 – Os utilizadores e especialistas são os atores que vão definir o que consta em cada 
nível da hierarquia, a ordem da hierarquia e atributos de cada nível específico. Este 
método, normalmente, conduz a processos evolutivos, pois podem ser afinados com a 
utilização, experiência e novas necessidades. A intervenção de atores com 
conhecimento da área é fundamental. 
2 – Os utilizadores especificam unicamente o que consta em cada nível da hierarquia, 
deixando a ordem dos níveis a cargo das ferramentas OLAP. Os motores de ferramentas 
OLAP apresentam uma proposta de ordem dos níveis dentro das hierarquias, com base 
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no número de elementos de cada nível. Em casos especiais, como a dimensão tempo, 
poderá ser definida por uma estrutura pré-concebida. 
3 – Os motores de ferramentas OLAP têm a capacidade de identificar os elementos que 
definem cada nível da hierarquia e a ordem dos diferentes níveis da hierarquia. Além de 
definir automaticamente a ordem dos níveis, definem ainda os elementos e os seus 
antecessores, com base nos dados fornecidos. Falham em casos como ano -> mês -> dia 
da semana -> dia já que a segunda-feira poder ter vários ascendentes diferentes.  
 
O esforço para construir a hierarquia (de raiz, sem qualquer informação na estrutura de 
uma base de dados) depende, principalmente, do tamanho desta. Se o tamanho da 
hierarquia for pequeno, é viável que seja um especialista a defini-la; se for muito 
grande, é imperativo que seja feita de uma forma automática (Lu, 1997). 
 
Para definir a estrutura hierárquica, tratam-se consoante o seu tipo, independentemente 
da escolha de qualquer uma das três formas anteriormente apresentadas. Para 
hierarquias nominais, a cardinalidade dos elementos é o número de elementos distintos. 
Nas hierarquias numéricas, parte-se do princípio que os ascendentes são um intervalo, 
cada vez mais abrangente quando se sobe na hierarquia. Há várias formas de 
implementação desta última situação, como, por exemplo, usando hierarquias em 
grupos, pelo comprimento de intervalo ou pelo número de elementos descendentes de 
cada elemento (Lu, 1997). 
 
2.2.2 Estrutura e operações sobre hierarquias 
A estrutura normal das hierarquias surge como uma estrutura em árvore (Ramakrishnan, 
et al., 2007), mas há situações em que estas podem ser representadas por vértices, como 




Ilustração 2.6 – Diferença entre estrutura em árvore e a estrutura em vértice. 
Como se pode observar (Ilustração 2.6), a estrutura em árvore apresenta um peso muito 
grande no número de elementos que constituem a dimensão, visto que cada descendente 
só pode ter um ascendente. No entanto, esta representação torna-se muito mais legível, e 
mais fácil de entender por parte do utilizador. Ao invés, numa estrutura em vértice, o 
número de elementos pode não ter uma cardinalidade crescente quando se aumenta o 
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pormenor, mas como se pode ver na representação (Ilustração 2.6), se não se conhecer o 
ascendente que deu origem ao elemento, é possível que não se identifique o elemento 
que está a ser tratado. Por exemplo, o dia 1 pode ser o dia 1 de qualquer mês, como 
pode ser o dia 1 de janeiro de qualquer ano, sem a identificação do ascendente, não é 
possível identificar o elemento. 
 
As operações usadas com as hierarquias são algumas das disponibilizadas pelas 
ferramentas OLAP, nomeadamente, o Roll-Up e o Drill-Down. 
 
O Roll-Up é a operação com a qual o utilizador agrega os dados a observar a um nível 
de granularidade mais elevado, passando do nível em análise para o seu antecessor 
hierárquico (Ilustração 2.7). 
 
 
Ilustração 2.7 – Roll-Up passagem de análise dos dados do nível do mês para análise ao nível do ano. 
 
A operação de Drill-Down dá ao utilizador um pormenor maior do que aquele com que 
inicialmente observava a série, passando assim do nível em análise para o nível dos seus 
descendentes (Ilustração 2.8). 
 
 
Ilustração 2.8 – Drill-Down passagem de análise dos dados do nível do ano para o nível mês. 
 
O conceito de hierarquia foi usado em vários tipos de algoritmos tais como, Rule 
Mining (Han, et al., 1993), multiple-level association mining (Han, et al., 1995), 
classificação (Kamber, et al., 1997) e previsão (Chen, et al., 2006 b)).  
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2.3 Semelhança entre séries temporais - Dynamic Time warping 
(DTW) 
Os dados das empresas, instituições ou organizações terão sempre um enquadramento 
temporal, não fazendo grande sentido, por exemplo, registar uma fatura sem indicar a 
respetiva data. Tal como a fatura, dados como ocorrências e incidentes não devem ser 
registados só por si, mas enquadrados temporalmente, possibilitando a ordenação 
cronológica e a identificação das ocorrências e incidentes num determinado período de 
tempo. O uso da dimensão tempo originou um crescimento enorme em relação ao 
interesse pelo estudo das séries temporais (Berndt, et al., 1994). 
 
Parte desse interesse reside no estudo da semelhança entre séries temporais. O cálculo 
das semelhanças ou dissemelhanças é feito através do cálculo da distância entre séries 
e/ou da deteção de padrões, conforme a finalidade. Esta área de trabalho há muito que 
tem sido abordada, com muitos pontos fortes e fracos em relação às várias formas de 
cálculos. Entre os modelos utilizados, alguns dos mais conhecidos são: distância 
euclidiana entre séries, Discrete Fourier Transformation, Discrete Wavelet 
Transformation e Dynamic Time Warping (DTW) (Niels, 2004). 
 
Seguidamente, apresentam-se de forma resumida os métodos referidos tomando: 
 
 Distância Euclidiana – Este método consiste em comparar todos os pontos da 
série com o ponto da mesma ordem na série base. No final somam-se as 
diferenças entre as séries e obtém-se a dissemelhança da distância euclidiana. 
Este método é o mais rápido e apresenta um crescimento linear, ao contrário do 
DTW que aparece com um crescimento quadrático (Ilustração 2.9). O método da 
distância euclidiana é sensível a distorções, compressões e desfasamentos, 
também impõe que as duas séries tenham o mesmo comprimento (Keogh, et al., 
1999) (Keogh, et al., 2000). 
 
 
Ilustração 2.9 – Diferença entre os modelos Dynamic Time Warping e Distância euclidiana. Enfase na curva 
entre 20 e 30 onde se nota bem a diferença entre os pontos equiparados nos dois modelos (Keogh, et al., 2000). 
 Discrete Fourier Transform (DFT) – Para a comparação entre séries temporais, 
vários trabalhos (Agrawal, et al., 1993), (Faloutsos, et al., 1994) e (Rafiei, et al., 
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1997) separam a fase de indexação e a fase de consulta/comparação. A fase 
inicial, de indexação, é normalmente composta por 5 passos (Wu, et al., 2000): 
1. Dividir a série original em subséries de um certo tamanho, usando uma 
janela deslizante. 
2. Normalizar cada subsérie, para que toda a informação da subsérie fique 
dentro de um mesmo intervalo. 
3. Usar o DFT para converter as subséries no domínio das frequências 
(Ilustração 2.10). 
4. Usar só os primeiros coeficientes para representar a subsequência. O 
número de coeficientes a representar depende das séries e precisão 
pretendida. 
5. Usar uma estrutura de índices multidimensional, como R-trees, para 
indexar os coeficientes resultantes. 
 
 
Ilustração 2.10 - Discrete Fourier Transform (Wu, et al., 2000). 
Na segunda fase, de consulta/comparação, normalizar a série a comparar e 
aplicar a transformação para o domínio das frequências. Selecionar o mesmo 
número de coeficientes que no passo de indexação. No domínio das frequências, 
procurar na estrutura multidimensional todas as estruturas à distância mínima 
previamente determinada. Das estruturas resultantes escolher a que corresponde 
à menor distância. 
 
Este método é usado para reduzir a dimensionalidade das séries, mas pode 
suscitar falsos alarmes. Este efeito pode ser reduzido se forem escolhidos mais 
coeficientes para a modelação das séries, ponto 2 da fase de indexação. 
 
Tal como a distância euclidiana, a DFT tem também problemas em cooperar 
com séries em que uma das partes é mais comprimida e outra mais expandida, 
mas, por outro lado, consegue resolver o problema do desfasamento temporal. 
Não permite identificar as ocorrências, na dimensão tempo, visto toda a série ter 
sido transformada no domínio da frequência. 
 
 
 Discrete Wavelet Transformation (DWT) – O modo de funcionamento é similar 
ao indicado para o DFT, com a diferença que o DFT usa uma função sinusoidal 
e a DWT uma função recursiva (Wu, et al., 2000) (Ilustração 2.11). Na 
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Ilustração 2.11 - Discrete Wavelet Transformation (recorrendo a Wavelet de Haar) (Wu, et al., 2000). 
A informação do DWT é mais rica que a do DFT, pois representa a série tanto 
no domínio do tempo como no das frequências (Wu, et al., 2000). Tem as 
mesmas vantagens e problemas do DFT com a exceção de que já consegue 
representar na dimensão tempo. 
 
Alguns investigadores de renome afirmam que o DTW é a melhor métrica na maioria 
dos domínios (Rakthanmanon, et al., 2012). Uma característica que torna o DTW 
apetecível é a naturalidade dos resultados, pois as comparações de curvas apresentam 
resultados que fazem sentido aos humanos, colocando ênfase nos pontos mais 
importantes (Niels, 2004). 
 
2.3.1 Enquadramento histórico do algoritmo DTW 
Para alinhar duas séries que possam estar desfasadas temporalmente ou com uma 
compressão diferente, sem estar predisposto a variações ou atraso em toda ou parte da 
série (Niels, 2004), foi apresentado em (Sakoe, et al., 1978) um método de programação 
dinâmica na área de processamento de fala. Quando se pronuncia uma frase, a mesma 
pessoa tanto pode dizer uma palavra de uma forma muito rápida como a palavra 
seguinte de uma forma mais lenta ou arrastada. Este tipo de situação traz consigo a 
necessidade de uma análise de duas séries, a falada e a de referência, com um 
desfasamento não linear e uma compressão diferente em diversas partes da frase. Sakoe 
e Chiba apresentam o termo “warp”, e a forma de o calcular em programação dinâmica, 
para solucionar o problema no processamento da fala. Sakoe e Chiba referiam-se a este 
método como DP-matching (Dynamic programming Matching) (Sakoe, et al., 1978), 
mais tarde conhecido como Dynamic Time Warping (DTW). 
 
Em (Kruskal, et al., 1983) é apresentada uma técnica em que se trabalhavam com séries 
contínuas de uma forma totalmente simétrica, característica que permite calcular a 
distância entre séries contínuas não dependente da ordem pela qual as séries se 
comparam. Esta propriedade alargou o âmbito de utilização do algoritmo de DTW. 
 
Mais tarde, em (Berndt, et al., 1994), é introduzida a técnica de Dynamic Time Warping 
na área de ECD, muito conhecida na comunidade de processamento e reconhecimento 
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de fala (Keogh, et al., 2000). No mesmo trabalho onde se apresentou a utilidade desta 
técnica, também foi mostrado o seu problema de performance, um crescimento 
quadrático do número de operações com o crescimento do comprimentos das séries 
temporais “…performance on very large databases may be a limitation” (Berndt, et al., 
1994), corroborado em (Park, et al., 1999). Além do crescimento quadrático, quando a 
ordem de valores das duas séries é diferente, exige ainda a normalização dos dados 
(Keogh, et al., 2001). Por si só o algoritmo necessita que todos os dados tenham 
correspondência, nem um ponto com valor excecional (outlier) pode ficar sem relação, 
o que pode acarretar algum enviesamento do resultado (Valchos, et al., 2002). 
 
No trabalho que envolveu esta tese de mestrado, para cálculo das semelhanças entre 
séries, foi usado o método clássico do DTW. Foi selecionado o método clássico já que 
existem vários melhoramentos, muitos deles visando ultrapassar o problema do 
crescimento exponencial de tempo e recursos de que o algoritmo necessita, mas para 
alcançar esse objetivo tendem a perder pormenor. Os melhoramentos estudados foram o 
MsDTW (Multiscale DTW) de Muller (Muller, et al., 2006), onde se define um 
Warping path num nível muito agregado; seguidamente, em cada iteração, vai-se 
pormenorizando mais, para assim limitar a largura do intervalo de caminhos possíveis e 
reduzir o número de hipóteses a testar. Permite ainda a separação em várias subséries, 
reduzindo o problema da dimensionalidade. Apesar de, normalmente, apresentar 
resultados idênticos ao modelo clássico ao nível da precisão, este melhoramento não 
assegura que se alcance a solução ótima; IMDTW (Iterative Multiscale DTW) (Zinke, 
et al., 2006), muito parecido com a derivação de Muller, mas sem a divisão em 
subséries, mesmo assim o problema da precisão (menor que o caso anterior) continua 
presente; FastDTW  (Salvador, et al., 2007), tal como as derivações anteriores, parte de 
um princípio de iteração, mas com base numa janela teórica, onde as células escolhidas 
e as suas adjacentes, dependendo do raio de ação definido, são as únicas células a ter em 
conta. Esta propriedade faz com que o modelo seja mais expedito, visto que algumas 
células não entram para os cálculos. Quando a série é pequena, a preparação e execução 
inicial (overhead) faz com que não compense a sua utilização; entre outras derivações 
ainda se realçam PDTW (Piecewise DTW) (Keogh, et al., 2000) e DDTW (Derivated 
DTW) (Keogh, et al., 2001). Recentemente foi apresentado um estudo sobre uma nova 
variação do DTW, onde a normalização é otimizada e o algoritmo faz um prunning para 
remover combinações que não serão úteis (Rakthanmanon, et al., 2012). Neste trabalho 
de Rakthanmanon et al., mostra-se que o DTW modificado pode ser mais rápido que o 
cálculo da distância euclidiana. 
 
 
Ilustração 2.12 – Representação gráfica do modo de funcionamento do MsDTW (Muller, et al., 2006) (Müller, 
2007). 
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Ilustração 2.13 – Representação gráfica do modo de funcionamento do FastDTW (Salvador, et al., 2007). 
 
A Ilustração 2.12 apresenta o modo de funcionamento do algoritmo MsDTW. a) 
Caminho ótimo para um nível agregador do tempo. b) Cinza - a representação do 
caminho de a) neste nível mais detalhado; Preto - o caminho calculado após esta 
iteração. c) Nível de granularidade mais detalhado; Cinza - a representação do caminho 
calculado anterior; Preto - o caminho calculado. A Ilustração 2.13 apresenta os vários 
passos do algoritmo FastDTW. 
 
Para a utilização do modelo DTW clássico é necessário ter séries com valores 
categóricos, pois, apesar do método obter o valor da dissemelhança entre duas séries 
temporais, este tem de calcular a diferença entre os pontos das séries. A forma de 
cálculo da distância entre os pontos pode, e normalmente é, a distância euclidiana, mas 
pode também ser a distância de Manhattan (Souza, et al., 2004) ou outra forma de 
cálculo de distância entre dois pontos. 
 
2.3.2 O Algoritmo DTW 
A técnica DTW usa uma programação dinâmica que alinha, estica e comprime as séries 
a comparar de forma a obter uma medida de distância menor possível (Berndt, et al., 
1994) (Sakoe, et al., 1978). 
 
Especificamente, consiste em calcular a distância dos valores da série S, com os valores 
da série T (Equação (2.1)). 
 
              
             
(2.1) 
 
As séries são organizadas numa matriz de distâncias com uma dimensão de n*m, onde 
cada célula dessa matriz corresponde à combinação do par (si, tj). O caminho W é as 
combinações dos pontos das séries S e T que minimizam a distância (Equação (2.2)). 
 
                                         (2.2) 
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Ilustração 2.14 – Exemplo de uma matriz de warp (Keogh, et al., 2000). 
 
Para determinar cada ponto da série W é necessário definir a métrica da distância a 
aplicar, na fórmula apresentada, a distância euclidiana (Equação (2.3)). 
 
 
                 
 





              
 




                 
(2.4) 
 
A fórmula da distância euclidiana é a mais simples, no caso apresentado mais à frente, 
visto só envolver uma métrica para o seu cálculo resulta na equação (2.4). Noutros 
casos, com mais do que uma métrica, será necessário usar a fórmula da distância 
euclidiana (Equação (2.3)). 
  
Com a métrica da distância determinada, podemos definir o problema como uma 
minimização de um caminho potencial com base no valor acumulado da distância, 
desde o ponto inicial (Equação (2.5)). 
 
 
                   
 
   
  (2.5) 
 
Na equação (2.5), p representa o comprimento da série/caminho W em questão. 
 
Para implementar a técnica descrita, aplica-se a fórmula de programação dinâmica, em 
que o resultado da distância acumulada é obtido recorrendo à recursividade (Equação 
(2.6)). 
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                                                  (2.6) 
 
O elemento atual será a soma da própria distância, ou custo, com a menor distância 
acumulada dos elementos adjacentes anteriores: esta última propriedade depende do 
parâmetro do algoritmo que define o comprimento máximo que o warp poderá ter. 
 
O DTW consiste na comparação de duas séries, a série original, S1, que será a base da 
comparação e a série a comparar, S2. No primeiro passo, é calculada a distância entre os 
dois primeiros pontos das séries, d(P1S1, P1S2), em que P1 se refere ao ponto 1 de cada 
série. No passo seguinte, comparam-se o segundo ponto da série S1 com o primeiro e o 
segundo pontos da série S2, sendo escolhido o que corresponder à menor distância, ou 
seja, min( d(P2S1,P1S2), d(P2S1,P2S2)). 
 
No caso de ser escolhido o segundo ponto, o algoritmo compara o ponto 3 da série S1 
com os pontos 2 e 3 da série S2. No outro caso, o ponto 1 da série S2 será o escolhido, e 
o algoritmo comparará o ponto 3 de S1 com os pontos 1 e 2 de S2. 
 
Para melhorar a eficiência e o tempo de cálculo do algoritmo, foram apresentados 
alguns pressupostos que, não sendo obrigatórios, representam boas práticas (Berndt, et 
al., 1994) (Keogh, et al., 2001) (Sakoe, et al., 1978). 
 
Condição de margens/extremos – Esta condição impõe que os primeiros e últimos 
pontos das séries sejam correspondidos pelo primeiro e último da série a comparar. Na 
matriz, significa que o ponto W1 deverá ser o i=0 e o j=0 e o ponto Wk o i=n e o j=m. 
Isto pode implicar que nos extremos os pontos não sejam os que definam a menor 
distância, mas evita o erro de todos os pontos da série T usarem o mesmo ponto na série 
S como o ponto mais próximo (Ilustração 2.15). 
 
Ilustração 2.15 – Os primeiros e últimos pontos das curvas são obrigados a estar ligados. 
Condição de continuidade – Os pontos da série W da iteração seguinte têm de ser 
adjacentes ao ponto anterior. Esta condição melhora bastante a eficiência em séries com 
um elevado número de elementos. Os pontos elegíveis para comparação são pontos que, 
na matriz de warping, as coordenadas não devem, entre si, ter uma diferença maior ou 
igual a 1, valor que depende da implementação. Se o valor for 1, na matriz, o ponto tem 
de ser adjacente ao seu antecessor (Equação (2.7)). 
 
                       (2.7) 
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Ilustração 2.16 – Janela de pontos permitidos. 
Condição de monotonia – Esta condição indica que não é permitido andar para trás na 
comparação. Ou seja, quando se define o ponto Wx com as coordenadas (i, j), no passo 
seguinte, não poderá ser definido outro ponto Wx+1 por um conjunto de coordenadas 
onde tanto i como j, seja menor que o anteriormente utilizado (Equação (2.8)). 
 
                   (2.8) 
 
 
Ilustração 2.17 – Após os cinco passos, os índices com cruzes não podem ser usados novamente. 
 
Este algoritmo tem sido usado nas mais diversas áreas, tais como, análise da 
similaridade de músicas (Müller, 2007), análise de caracteres escritos à mão (Niels, 
2004), extração de conhecimento (Keogh, et al., 2000) e robótica (Schmill, et al., 1999), 
entre outros.   
 
2.4 Autoregressive Integrated Moving Average (ARIMA) 
O processo denominado ARIMA corresponde a modelos matemáticos utilizados na 
previsão de valores de séries temporais. O processo ARIMA tem sido estudado 
exaustivamente e corresponde a um tema importante na área da análise de séries 
temporais. Foi tornado popular no início da década de 1970 (Box, et al., 1970), quando 
Box e Jenkins apresentaram a informação necessária para entender e usar o ARIMA, 
como se poderá verificar em (Makridakis, et al., 1998) (Hyndman, 2001). 
 
O processo ARIMA baseia-se na ideia de que as previsões assentam em funções 
lineares dos dados já observados e tem como objetivo encontrar o modelo mais simples 
que descreva aqueles dados (Hyndman, 2001). Cada processo ARIMA é composto por 
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três partes: a autorregressão (AR), a integração (I) e a média móvel (MA) (Makridakis, 
et al., 1998) (Hyndman, 2001).  
 
AR – Esta parte do modelo descreve como cada observação é dependente das 
observações anteriores. Se p=1, a observação atual só depende da observação anterior 
(Hyndman, 2001). Se p=2, a observação atual dependerá das duas observações 
anteriores. A equação (2.9) mostra a função que traduz esta parte do processo. 
 
                                     (2.9) 
 
Na equação (2.9), Yt representa o valor observado no período temporal t, e Yt-n o valor 
observado no período t-n,    o erro, c o termo constante geral do modelo e    outra 
constante diferente por desfasamento de n valores distintos (Hyndman, 2001). 
 
I – Esta parte do modelo determina se os valores observados são modelados 
diretamente, ou se, pelo contrário, é modelada a diferença entre observações 
consecutivas; se d=0, as observações estão a ser modeladas diretamente; se d=1, são 
modeladas as diferenças entre observações consecutivas; se d=2, são modeladas as 
diferenças das diferenças. Segundo Hyndman, na prática, d raramente é superior 2 
(Hyndman, 2001). 
 
MA – Esta parte do modelo descreve como cada observação depende dos q valores de 
erros anteriores. Por exemplo, se q=1, então cada observação depende de um erro 
anterior (Equação (2.10)). 
 
                 (2.10) 
 
Na equação (2.10),    é o erro do período,      é o erro do período anterior e c a 
constante. Caso q>1 então, no lado direito da equação, são acrescentados os outros erros 
(Hyndman, 2001). 
 
Para séries não sazonais, a representação usada é ARIMA (p,d,q), em que p se refere à 
ordem da parte autorregressiva, d ao nível da primeira diferença e q à ordem da parte da 
média (Hyndman, 2001). Todos os parâmetros referidos têm sempre valores numéricos 
positivos ou zero (Makridakis, et al., 1998). 
 
Para séries sazonais, os processos ARIMA necessitam de mais campos, agora referentes 
à parte sazonal. ARIMA (p,d,q)(P,D,Q)s onde P, D e Q têm o mesmo significado que p, 
d e q já referidos, mas referentes à parte sazonal e s refere-se ao número de períodos por 
cada parcela de tempo em que a série temporal tem comportamento semelhante 
(Makridakis, et al., 1998). 
 
O processo ARIMA tem sido um método popular de previsão porque apresenta um bom 
suporte matemático ao cálculo de várias características dos modelos, tal como a 
previsão de intervalos, permitindo definir a quantificação da incerteza da previsão 
(Hyndman, 2001). 
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2.5 Akaike’s Information Criterion (AIC)  
O método AIC foi apresentado em  (Akaike, 1972). O AIC parte da ideia de que o fator 
dos parâmetros do modelo a analisar se obtém através da maximização do valor do 
“likelihood”. Como o logaritmo da média deste valor está ligado com o valor da 
divergência de Kullback-Leibler (Kullback, et al., 1951), é usado como a métrica que 
substitui o erro da raiz quadrada. A fórmula e outros pormenores podem ser encontrados 
em (Akaike, 1974) ou (deLeeuw, 1992) (Equação (2.11)). 
 
                                     (2.11) 
 
Na equação (2.11), k representa o número de parâmetros estatísticos independentes 
ajustados do modelo. Este modelo tem por base os conceitos de entropia e information 
gain (Makridakis, et al., 1998). 
 
AIC, originalmente, era um acrónimo para “an information criterion” (Akaike, 1972), 
mas rapidamente passou a ser tratado como “Akaike’s information criterion”. A sua 
simplicidade e vasto leque de aplicabilidade, na escolha do modelo, tornou-o popular 
nas mais diversificadas áreas, tais como geofísica, engenharia, econometria, medicina, 
entre outras (Akaike, 1981). Este método tem como finalidade estimar o “fit“ e a 
seleção do modelo de uma forma simultânea, ou seja, define uma métrica de qualidade 
de seleção (goodness-of-fit) (Makridakis, et al., 1998). O valor obtido tem em conta o 
número de parâmetros no modelo. 
 
Apesar dos diversos contributos de vários investigadores na área de seleção de modelos, 
torna-se notório que o critério AIC é a contribuição mais importante ou das mais 
importantes nesta área (deLeeuw, 1992).  
 
O AIC é normalmente utilizado com o método ARIMA para definir qual a melhor 
combinação de parâmetros (Makridakis, et al., 1998). 
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3 Metodologia 
Nesta tese é apresentada uma forma de analisar dados estruturados hierarquicamente, 
estrutura que provêm das hierarquias associadas às dimensões, tirando partido da 
capacidade de navegação nas dimensões para obter relações, proximidades e 
semelhanças entre séries relacionadas (própria série e descendentes). Além da análise 
exploratória propõem-se prever valores de alguns períodos de tempo. Para concretizar 
os objetivos estabelecidos, foi definido um conjunto de passos e formas de análise. O 
conjunto de dados utilizados para testar a metodologia apresentada são dados reais 
relativos às vendas das lojas de uma empresa de retalho da área de vestuário e moda. 
Estes dados apresentam problemas típicos de manutenção, mas têm a vantagem de 
serem uma descrição de comportamentos de atores ou ações reais.  
 
O primeiro passo consiste numa análise exploratória da série e na análise da relação da 
série com as séries descendentes. Do trabalho de análise faz parte a representação 
gráfica da série, a obtenção de informação analítica, os cronogramas com a série e as 
séries descendentes, os correlogramas e os cálculos das distâncias das séries 
descendentes para a série ascendente. Neste passo poderá ser necessário algum 
tratamento de informação para resolver problemas com os dados.  
  
Após a análise exploratória, segue-se a previsão de dados da série. Foram estudadas 
várias estratégias: 1) recorrendo à subsérie mais semelhante de cada série descendente, 
tomando a previsão obtida em cada série descendente e agregando esses valores para a 
série ascendente (mais à frente, será apresentada uma explicação detalhada); 2) 
recorrendo à subsérie de todos os descendentes que seja a mais semelhante do período a 
prever da série ascendente, aplicando um método baseado no trabalho Bellwether 
(Chen, et al., 2006 b)); 3) recorrendo às subséries, da série, definidas pela sua 
sazonalidade, para realizar a previsão da própria série. Como formas de previsão 
comparativas serão usados uma Baseline, cuja previsão é igual aos valores dos dados do 
ano anterior e um método mais popular, o ARIMA. 
 
3.1 Análise exploratória 
No que se refere à análise exploratória, será usada uma série e os seus descendentes. 
Estas séries não são totalmente independentes, pois são perspetivas diferentes dos 
mesmos dados, com diferenças nos cortes/filtros, sem que por isso tenham uma 
distribuição ao longo do tempo e comportamento idênticos. As séries pertencem ao 
mesmo conjunto de dados, com granularidades diferentes, existindo a possibilidade de 
uma divisão das diversas dimensões: dados por mês, por semana, à família ou à cor. Em 
suma, pode ser utilizada em qualquer dimensão que contenha hierarquias. 
 
A série será analisada relativamente à sua distribuição, tendência, sazonalidade e 
autocorrelação, assim como à sua relação e semelhança com séries descendentes de uma 
hierarquia de determinada dimensão. 
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3.1.1 Análise genérica da série 
 
Para a análise exploratória de uma série de dados, o primeiro passo reside na obtenção 
do cronograma da série. A representação gráfica permite verificar a tendência da 
evolução da série, identificar alguma sazonalidade, conhecer a curvatura (layout) da 
série e aferir sobre a estacionaridade da série (esta informação pode ser observada na 
informação analítica mais à frente). Além do cronograma, a representação em Excel 
permite obter a fórmula da reta da regressão linear. Esta possibilita confirmar o 
crescimento/retração médio do valor analisado, no caso testado, as quantidades 
vendidas. 
 
Sobre a série a analisar, é importante conhecer a subsérie num período de tempo 
determinado pela sazonalidade. Por exemplo, caso a série apresente uma sazonalidade 
anual com uma granularidade mensal, em cada ano (se, por exemplo, a sazonalidade 
fosse semestral, usar-se-iam os semestres) observa-se o seu valor por mês, sendo cada 
ano uma nova série temporal. Poder-se-ia ainda comparar o comportamento de cada 
mês em todos os anos da série. Esta análise é útil na identificação de picos recorrentes 
ao ano e na deteção das anomalias. 
 
A separação em subséries é exemplificada na Ilustração 3.1.  
 
Ilustração 3.1 - Conversão da série em várias séries menores de período definido. 
 
As análises visuais facilitam a compreensão da série, mas os indicadores numéricos 
suscitam menos dúvidas e são mais imunes a avaliações tendenciosas. Isto justifica a 
obtenção da informação analítica referente às séries e a cada período da sazonalidade. 
No caso dos dados observados, com sazonalidade anual, a informação analítica é obtida 
para os valores da série e para os valores de cada ano. 
 
A informação analítica consiste em: valor da média, desvio padrão, valor máximo, valor 
mínimo, mediana (percentil 50) e percentis 25 e 75. Estes valores da série, por período 
de sazonalidade, mostram a evolução dos dados ao longo dos períodos de sazonalidade. 
A informação analítica é complementada através da elaboração de box-plots que 
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mostram a distribuição da série de uma forma resumida. Para a elaboração dos box-plots 
foi utilizado o R (R development core team). 
 
3.1.2 Análise da capacidade preditiva da série 
Após a análise da informação analítica, será necessário interpretar ou testar as 
autocorrelações da série. Este teste indicará se o valor de um período está ou não 
relacionado com outro período e qual o fator dessa relação e se é possível ou não usar os 
dados históricos, na previsão dos dados futuros. Se a série não apresentar correlações, o 
uso dos dados históricos não é minimamente benéfico, pois estes valores não terão 
qualquer influência nos valores dos períodos futuro. Para o desenvolvimento dos 
correlogramas foi usado o Excel, com a ajuda de um suplemento (Annen, 2004). 
 
Para aplicar o suplemento, procura-se no menu de suplementos a opção [web:reg]. No 
formulário são definidas as configurações (Ilustração 3.2). 
 
 
Ilustração 3.2 - Formulário do suplemento utilizado. 
No campo da série temporal escolhem-se os dados a observar. Se a primeira célula tiver 
o nome da série, deve-se ativar a checkbox label. Especifica-se o correlograma de nível 
que estima o correlograma dos dados, não se selecionando o que define os 
correlogramas da primeira ou segunda diferenças. No final, deverá ser definido o 
número de desfasamentos da série observada. No exemplo da Ilustração 3.2, se se 
tratasse de uma série de período mensal por 4 anos, o número de desfasamentos 
observados seria o produto de 12 por 4 menos 1. Menos 1, pois estamos a calcular 
relações entre elementos do intervalo selecionado, logo se tivermos 3 valores, A, B e C, 
teremos apenas 2 relações, A com B e A com C. 
 
Como resultado da aplicação do suplemento, ter-se-ão os valores das autocorrelações, 
das autocorrelações parciais, o Lung-Box Q-Statistics e os gráficos correspondentes às 
autocorrelações com as retas que representam os limites do erro de correlação 
(Ilustração 3.3). 
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Ilustração 3.3 - Resultado de uma execução do suplemento. 
 
 Os valores das retas do limite do erro são dependentes do número de desfasamentos, 
representado por n na equação (3.1). 
 
 
             





Para uma análise da capacidade preditiva de cada período, constrói-se o gráfico com as 
diferenças de primeiro grau de cada subsérie. Esta análise habilita-nos com a capacidade 
para observar qual o crescimento/retração que, historicamente, o período representa. 
Idealmente, os valores de cada período devem ter o mesmo sinal e uma grandeza 
aproximada, isto é, se uma das subséries for crescente então as outras também o devem 
ser, e de preferência com valores de crescimento idênticos. 
 
3.1.3 Análise da relação entre a série e os descendentes 
Para caracterizar a relação entre a série e os seus descendentes, representa-se 
graficamente o cronograma das séries com os seus valores. Deste gráfico podemos 
depreender o peso de cada descendente na constituição do valor da série ascendente. A 
análise também apresenta a constituição do valor da série com base nas séries 
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descendentes. Por exemplo, em janeiro as vendas das peças de homem foram 30%, as 
de senhora 50% e as de criança os 20% restantes. Apesar de uma série descendente ser a 
que mais contribui para o valor da série ascendente, não significa que seja a que 
apresenta a curvatura (layout) mais semelhante. Devido à diferença da ordem de 
valores, é natural que a série ascendente tenha valores muito superiores aos das séries 
descendentes.  
 
Para a análise da curvatura de cada série, o gráfico anteriormente construído não é o 
mais indicado. Para resolver o problema da ordem da grandeza dos valores, optou-se 









X representa o valor da série no período em questão, valor a normalizar,   é o valor da 
média da série de dados e   corresponde ao desvio padrão da série. 
 
Com as séries normalizadas (tanto a série de referência como as séries descendentes), 
representa-se um cronograma onde se pode observar, no mesmo período, como se 
comporta a série perante a sua série ascendente. Trata-se de uma observação importante 
para verificar qual dos descendentes é mais semelhante à série ascendente. No caso de 
existência de desfasamentos, compressões ou expansões da série, este método apresenta 
as diferenças, situação que exige um espírito crítico por parte do interveniente, para 
determinar se se trata de uma diferença real e repetível ou de apenas um pico ou 
depressão, com origem em ocorrências esporádica. 
 
Para obter os valores analíticos das semelhanças entre a série e as suas séries 
descendentes, aplicou-se o método de DTW. Este método resolve o problema dos 
desfasamentos, compressões ou expansões das séries no cálculo das semelhanças entre 
séries temporais (Keogh, et al., 1999) (Keogh, et al., 2000). Mais uma vez, tal como na 
construção do cronograma da série e das séries descendente, é necessário normalizar os 
valores. Para além de se obter os valores da série descendente mais próxima da série, 
também se pode observar a ordem de valores da dissemelhança entre as séries. O 
algoritmo de DTW calcula um valor numérico para classificar a diferença entre séries, 
com o qual se ultrapassa a subjetividade da análise visual dos gráficos. 
 
O algoritmo do DTW foi implementado em Excel usando Visual Basic for Applications 
(VBA), apresentado no Anexo A. 
 
O último passo dado no âmbito da análise exploratória é a representação dos 
correlogramas das autocorrelações da série principal e das séries descendentes, na 
dimensão a observar. Esta representação permite determinar o peso dos períodos de 
tempo passado na definição dos valores dos períodos futuros, e a forma como cada série 
caracteriza o passo seguinte. Permite ainda avaliar a semelhança da correlação perante 
os desfasamentos (lags) entre a série e séries descendentes, mostrando qual a série 
descendente que apresenta uma maior semelhança com a série ascendente. 
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A análise exploratória dá uma panorâmica sobre a vista dos dados, e através desta será 
possível deduzir se há ou não interesse em prever os dados para períodos futuros, ou se 
a utilização das séries descendentes trará alguns benefícios. 
3.2 Análise preditiva 
As experiências realizadas no âmbito da análise preditiva das séries vão permitir prever 
dados apoiados nas hierarquias. Na análise preditiva também é feita a comparação de 
métodos de previsão mais conhecidos com os métodos preditivos apresentados. As 
previsões são realizadas sobre as séries previamente estudadas na análise exploratória. 
A cada série será aplicada cinco modelos, os três que serão descritos e apresentados 
neste documento e os modelos comparativos o ARIMA e uma Baseline. 
 
Antes de passar a qualquer previsão, é necessário determinar o número de elementos 
históricos que definem cada subsérie. De notar que é importante que haja um número 
suficiente de subséries para poder comparar, número que depende da sazonalidade da 
série, mas deverá rondar as 3 subséries, e no caso da sazonalidade anual deverá ter 
dados para 3-4 anos. Por exemplo, aplicando os dados da empresa de retalho da área do 
vestuário, pretende-se prever os três últimos meses do ano de 2011. Aplica-se o DTW 
para obter a distância/dissemelhança de todos os anos anteriores com os nove primeiros 
meses de 2011. Neste caso, nove meses é o número de elementos históricos que 
definem cada subsérie. Os períodos a prever (no exemplo, outubro, novembro e 
dezembro) podem fazer parte das subséries dos anos anteriores. Seguindo o exemplo 
apresentado, dezembro de 2011 é o valor que queremos prever e dezembro de 2008, 
2009 e 2010 não são usados no processo de comparação. Se o número de elementos 
histórico fosse 12 e o mês a prever fosse janeiro de 2011, o janeiro dos anos anteriores 
já deveria ser utilizado para comparação. 
 
Para cada série, vai ser criada uma nova subsérie que consiste na soma de todas as 
subséries, excetuando a série a comparar. Esta agregação habilita-nos com mais uma 
subsérie na altura da comparação, série essa com a particularidade de ter os picos e 
depressões atenuados, apresentando assim uma subsérie que será uma média das outras 









        
 




Subsérie gerada com 
o somatório das 
subséries 
Ilustração 3.4 - Gerar série adicional. 
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Como é representado no esquema, a subsérie é gerada com os dados de todas as 
subséries, excetuando a mais atual, que contém os períodos a prever. Os dados são 
somados, período a período. Após a normalização, esta subsérie pode ser usada como se 
de mais um ano de dados se tratasse. Esta série não deve ser usada sem estar 
normalizada, pois a ordem de valores é totalmente diferente da das séries que a 
compõem. 
 
Os dados das subséries, de qualquer subsérie, devem ser normalizados para se usar o 
DTW, permitindo comparar a curvatura da série (layout) e não as distâncias entre 
valores. 
 
Com as subséries prontas para comparação, passaremos ao tratamento dos diferentes 
casos. As formas de prever que se pretendem estudar são: procurar a subsérie 
descendente mais próxima da subsérie ascendente que contém os valores a prever; usar 
a previsão de cada descendente para prever os valores da série ascendente; e usar só a 
própria série para prever os valores usando a mesma metodologia das experiências 
anteriores. 
 
Para comparar e analisar a capacidade preditiva dos modelos de previsão apresentados, 
a estes modelos vão ser aplicados dois métodos de controlo: um como Baseline, método 
caracterizado pela sua simplicidade e facilidade de implementação; o outro reconhecido 
pela sua eficácia e precisão, o ARIMA. 
 
3.2.1 Descendente mais próximo 
Nesta secção apresenta-se a forma de previsão que usa, unicamente, a subsérie 
descendentes mais próxima da série ascendente. 
 
Este método tem por base o cálculo da distância entre todas as subséries descendentes 
com a subsérie ascendente para a qual queremos prever o valor. No caso da previsão de 
dados para 2011, não se usam os dados de 2011 das séries descendentes, visto que 
acabaríamos por não ter dados dos períodos seguintes para fazer a previsão. A subsérie 
de qualquer série descendente mais semelhante à subsérie ascendente a prever é usada 
para a previsão dos valores pretendidos. 
 





Cada série descendente apresenta o valor de dissemelhança calculado através do DTW. 
Logo a subsérie que apresentar o valor mais baixo é escolhida para prever a série 
ascendente (Ilustração 3.5). 
 
A previsão dos valores da série ascendente é feita com base no rácio entre o próprio mês 




            
                        
                         
                
(3.3) 
 
Sendo “V a prever” o valor da série do ano em que queremos prever um determinado 
período, “V filho mais semelhante” o valor da subsérie mais semelhante, x o período a 
prever, e x-1 o período anterior. Para previsões superiores a um período, o valor a 
prever do período anterior é a previsão previamente realizada, caso contrário não 
existirá este valor.   
 
De seguida, por uma questão de validade e quantificação da qualidade da previsão, 
compara-se o valor previsto com o valor real (este valor não entrou em nenhuma parte 
do processo de previsão), ou seja, vai ser determinado o erro da previsão. 
 
Para o cálculo do erro, como medida de comparação de métodos, será usado a 















At representa o valor real num período de tempo t, Ft o valor previsto para o período de 
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 DTW 1.4 
 
DTW n.1 







Ilustração 3.5 – Obtenção da subsérie descendente mais próxima. 
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3.2.2 Soma das previsões das séries descendentes 
Nesta secção é descrita a metodologia aplicada à forma de previsão que consiste em 
prever um período para cada descendente da série (série ascendente), e somar todas as 
previsões obtidas para determinar qual o valor previsto para a série ascendente. 
 
Este método consiste em calcular, para cada série descendente, a dissemelhança entre as 
subséries descendentes (de que a subsérie criada, através da agregação das subsérie, 
também faz parte) e a subsérie desta correspondente ao período de tempo a prever. No 
caso de dados mensais e uma previsão dos 3 últimos meses de 2011, os dados seriam 






O modelo consiste em definir qual a subsérie de cada série descendente mais próxima 
da subsérie a prever dessa mesma série descendente. Para cada descendente é feita a 
previsão segundo a fórmula do rácio entre o valor do mês a prever e do mês anterior 
(Equação (3.3)). Após o cálculo da previsão em todas as séries descendentes e para cada 
período necessário, agregam-se estas previsões, por período, para obter os valores da 
previsão para a série ascendente (Equação (3.5)). 
 
 
                 
 




“Pt,Pai” representa o valor a prever da série ascendente, n o número de séries 
descendentes e “Pt,NumFilho” o valor usando o rácio do NumFilho-ésimo da série 
descendente no período a prever t. 
 
Série Filho n 





Série Filho 1 















Ilustração 3.6 – Esquema da previsão dos períodos da série com base na soma das séries descendentes. 
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3.2.3 Previsão da série com os dados da própria série 
A previsão da série com os dados da própria série consiste em determinar a subsérie de 
comparação mais semelhante com a subsérie a comparar (subsérie cujo valor ou valores 
seguintes queremos prever). De seguida, utiliza-se a subsérie mais semelhante para 
fazer a previsão do número de períodos que pretendemos. A previsão é feita com base 
no rácio, que é calculado com base no mesmo período a prever, mas na subsérie mais 
semelhante, com o valor do período anterior (Equação (3.3)). 
 
Por exemplo, numa série com sazonalidade anual com a granularidade mensal, onde 
queremos avaliar o dezembro de 2011, comparamos para determinar qual dos anos 
anteriores é mais semelhante a 2011, sem contar com o dezembro. Da subsérie mais 
semelhante usa-se o rácio do valor de dezembro sobre o valor de novembro para prever 




Este método serve mais de controlo do que teste real e este foi idealizado para se saber 
se impacto do uso dos descendentes é benéfico ou simplesmente traz um acréscimo de 
trabalho e de operações a realizar. 
3.2.4 Método comparativo Baseline 
O método comparativo Baseline é o método de previsão mais simples possível. Consiste 
em tomar os valores visionados para os mesmos períodos temporais, mas no período 
sazonal anterior (no caso de sazonalidade anual, no ano anterior), e usá-los como 
previsão.  
 
3.2.5 Autoregressive Integrated Moving Average (ARIMA) 
O uso do modelo ARIMA surge no intuito de testar a qualidade de previsão dos 
métodos apresentados.  
 
A implementação do ARIMA requer um conjunto de parâmetros significativo, mas a 
forma de selecionar a melhor combinação através de um método exaustivo pode ser 










Subsérie a comparar 
Menor DTW = DTW 1.n 
Subsérie n 
A prever 
Subsérie a comparar 
Ilustração 3.7 - Esquema da previsão de valores futuros com a própria série. 
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da variância das diferenças das séries, tanto sazonais como do período anterior. O 
método permite, com facilidade e sem grande subjetividade, chegar aos valores dos 
parâmetros, usualmente denominados por d e D (os parâmetros das diferenças). Neste 
ponto o utilizador já deve estar ciente do valor da sazonalidade da série. 
 
Com estes 3 parâmetros definidos, a tarefa ainda não está completa. Falta obter os 
restantes parâmetros (p, q e P, Q), para cuja determinação se usou a metodologia 
apresentada em (Hyndman, et al., 2008), que de uma forma sistemática e cíclica permite 
testar e achar as melhores combinações. Este método evita a subjetividade da análise do 
ACF e PACF, visto que há autores que referem que se pode ignorar algumas leituras 
fora do limite (Makridakis, et al., 1998), ou seja uma avaliação aproximada. 
 
O método de (Hyndman, et al., 2008) indica que se deve usar os parâmetros das 
diferenças e da sazonalidade aplicando quatro combinações para p, q, P e Q. O primeiro 
passo consiste em utilizar as seguintes condições: 
 
ARIMA(2; d; 2) if m = 1 and ARIMA(2; d; 2)(1;D; 1) if m > 1. 
ARIMA(0; d; 0) if m = 1 and ARIMA(0; d; 0)(0;D; 0) if m > 1. 
ARIMA(1; d; 0) if m = 1 and ARIMA(1; d; 0)(1;D; 0) if m > 1. 
ARIMA(0; d; 1) if m = 1 and ARIMA(0; d; 1)(0;D; 1) if m > 1. 
 
Onde m é o parâmetro da sazonalidade. 
 
Escolhe-se o caso que apresenta o menor valor AIC (Akaike Information Criterion, 
secção 2.5) (Hyndman, et al., 2008). Esta é considerada a melhor combinação e será 
esta que vai sofrer mutações, como um dos parâmetros p, q, P e Q a variar em um ponto 
positivo ou negativo; outra mutação é ambos os parâmetros p e q poderem ter a variação 
de um ponto, tanto positivo como negativo; por fim, mutar a série variando em mais ou 
menos um ponto os valores dos parâmetros P e Q. 
 
Entre a série original e as mutações escolhe-se a que tiver o menor valor de AIC. Se for 
a original, então achámos o melhor caso. Caso uma das mutações apresente um valor 
AIC menor, então definimos essa combinação como a combinação original e 
recomeçamos o processo de mutação seguindo as regras anteriores. O ciclo só termina 
quando a série original da iteração for a que apresentar o menor valor de AIC. 
 
Para a criação das várias combinações da série usando o ARIMA, utilizou-se código em 
R (R development core team), e duas funções desenvolvidas por especialistas o 
SARIMA e o SARIMA.FOR (Shumway, et al.). A primeira função define o modelo 
ARIMA e permite avaliar o valor do modelo gerado através do AIC; a segunda função 
serve para fazer as previsões dos valores usando o modelo escolhido (a combinação de 
parâmetros que minimizará o AIC). 
 
Durante este processo pode acontecer que algumas combinações não sejam válidas, e 
essas combinações serão, obviamente, ignoradas. 
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4 Experiências realizadas 
Neste capítulo vão ser apresentados os dados sobre os quais se fará a análise 
exploratória e que posteriormente serão usados para testar os métodos de previsão já 
referidos neste documento. Sobre os dados vai ser descrita a sua origem e, de uma 
forma sucinta, o processo de conversão dos dados relacionais para dados OLAP. 
Também, é descrito o cubo OLAP criado, as métricas, as dimensões e as hierarquias das 
dimensões que o constituem. 
 
De seguida, é apresentada a análise exploratória dos dados de uma série e a sua relação 
com as séries descendentes. Esta análise vai ser elaborada para quatro séries principais: 
uma com todos os artigos de todos os sexos; outra definida após um drill-down na 
dimensão sexo artigo da primeira série referida, onde se observe os artigos do sexo 
masculino; uma que apresenta uma série com todos os artigos com cor associada, sendo 
excluídos os artigos com lavagens, visto não serem tratados como cores; e ainda outra 
definida por todos os artigos de todos os sexos, mas com as observações à semana. 
 
Segue-se a apresentação dos testes realizados para a previsão de dados e a avaliação 
dessa capacidade de previsão. As previsões realizadas são feitas sobre as séries tratadas 
na análise exploratória.  
 
Por fim, é realizada um estudo dos resultados obtidos tanto da análise exploratória como 
da análise preditiva. São também estudadas as relações entre os resultados de ambas. 
4.1 Descrição dos dados 
Os dados usados para o teste deste modelo de análise e previsão têm origem na 
informação recolhida do Enterprise Resource Planning (ERP) de uma empresa da área 
do retalho de vestuário e moda. Os dados originais estão guardados numa base de dados 
relacional, posteriormente, limpos, transformados e carregados para um sistema com 
suporte OLAP, especificamente o SQL Server 2008 (Microsoft corporation). Todo o 
processo de limpeza, preparação e tratamento de dados foi realizado com a ferramenta 
referida. 
 
Os dados são tratados de forma a chegar a uma estrutura de tabela de factos e tabelas de 
dimensões, permitindo que os dados sejam representados e navegados através das 
dimensões. As dimensões apresentam estruturas hierárquicas definidas pelos atores de 
negócio. O processo de limpeza e transformação segue um esquema como o 
apresentado na Ilustração 4.1. 
 





Os dados têm origem no sistema de informação da empresa o ERP. O primeiro passo 
consiste em extraí-los para o sistema de apoio ao Business Intelligence (BI), com duas 
bases de dados, a Staging area e a Data warehouse. A Staging area é uma base de 
dados de apoio para processar os dados, transformando-os e adaptando-os à estrutura de 
dimensões definida pelos atores. Assim que os dados são transformados, é carregada a 
base de dados Data warehouse. Esta última tem como finalidade alimentar os cubos 
OLAP e servir de suporte a determinados relatórios que necessitam de dados não 
presentes no cubo ou consultas a um nível de detalhe onde não é vantajoso usar sistemas 
OLAP. 
 
Os dados usados neste trabalho são referentes à informação dos talões de vendas 
registados em todas as lojas da empresa. Cada talão, na base de dados do ERP, 
apresenta dados em duas tabelas: o cabeçalho com dados referentes ao talão e as linhas 

































Sistema de gestão de base de dados 
para BI 
Consultas 
Ilustração 4.1 – Esquema do sistema de BI utilizado para a transformação dos dados para OLAP. 
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Ilustração 4.2 - Talão apresentado ao cliente. 
 
Ilustração 4.3 - Representação dos dados do talão numa base de dados relacional. 
Após o processo de transformação, os dados em OLAP podem ser vistos em Excel, 
como apresentados na Ilustração 4.4. A imagem mostra a representação dos dados do 




Ilustração 4.4 – Forma de apresentação e trabalho dos dados OLAP em Excel. 
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O trabalho proposto vai ser realizado usando os dados do cubo OLAP referente aos 
dados das vendas das lojas desde 2008 até ao final de 2011, sendo que os três últimos 
meses de 2011 serão o conjunto de validação da qualidade do método de previsão 
apresentado. Mais tarde serão usados dados referentes a 2012 para verificar a 
distribuição do erro de previsão. 
 
Foi tido em conta que a marca é representada por lojas com características distintas. As 
lojas denominadas outlets, lojas que não vendem roupa da coleção em vigor, serão 
excluídas, pois a distribuição das vendas ao longo do ano é totalmente distinta e o tipo 
de negócio é diferente, assim como o propósito das mesmas. 
 
O cubo OLAP, sobre o qual vão ser feitas as análises, é composto por diversas 
dimensões. Algumas dimensões são só de apoio para segmentação do negócio a 
analisar. 
 
 Perspetiva – Dimensão que permite ao utilizador segmentar os dados de uma 
perspetiva das lojas ou de uma perspetiva de armazém. 
 Modo – Dimensão de modo de análise que permite ver os dados acumulados 
desde o início do ano, desde início do mês, ou no período que se escolheu. 
 Modo de stock – Dimensão que permite ver o stock no último dia de um período 
ou no dia atual. 
 
As dimensões de negócio, intrínsecas ao ambiente e ato de venda: 
 
 Artigos – Dimensão onde se pode filtrar todo tipo de informação relacionada 
com o artigo, como, por exemplo, a família, a cor ou tamanho, o preço de venda 
a público previsto, assim como o sexo do artigo. 
 Mercado – Dimensão que permite filtrar o local de venda ou stock do artigo, 
assim como o segmento de venda a que o ponto pertence, se é referente a uma 
loja de criança ou adulto; permite diferenciar a loja, se shopping ou de rua, ou 
separar por áreas, entre outros atributos. 
 Tempo – Dimensão que permite filtrar o tempo, desde o nível de granularidade 
do ano até ao nível de granularidade do dia. 
 Hora – Dimensão que complementa a dimensão tempo, permitindo que o 
utilizador possa filtrar a hora de venda de artigos.  
 Cartão Cliente – Dimensão que permite o filtro de clientes que usem o cartão de 
fidelização da marca ou o cartão de colaborador da empresa. Para as análises é 
ainda disponibilizado a informação de sexo, habilitações literárias, departamento 
(se for colaborador), entre outras. 
 Formas de pagamento – Dimensão que permite o filtro do modo de pagamento 
das transações de vendas efetuadas nas lojas, ou seja, se as vendas são feitas a 
dinheiro, cheque, vale, cartão de crédito ou débito. 
 
O cubo permite que o utilizador possa observar diversas métricas relacionadas com as 
vendas das lojas ou da empresa. As métricas existentes no cubo OLAP são: 
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 Qtd Vendas – Quantidade de peças vendidas, em que as devoluções são 
consideradas vendas negativas. 
 Vendas PVP – Vendas valorizadas ao valor teórico inicialmente atribuído à 
peça, essencial para o cálculo dos descontos de saldos e promoções. 
 Valor Facturação – Vendas valorizadas pelo valor pago pelo cliente na loja, com 
iva incluído. 
 Preço Custo – Vendas valorizadas ao preço de custo. 
 Num vendas com desconto – Número de peças vendidas com desconto  
 Valor desconto – Valor do desconto das vendas das lojas. 
 Margem – Valor da diferença entre a faturação sem iva e o preço de custo. 
 Markup – Rácio que compara o valor da faturação sem iva com o preço de custo 
da peça vendida. 
 Número de talões – Número de talões de vendas. 
 
Analisando a dimensão artigo com mais pormenor, podemos identificar outra 
característica das dimensões no OLAP: a dimensão constituída por hierarquias, que 
permite uma navegação nos registos da dimensão mais simples, natural e rápida. As 
hierarquias existentes na dimensão artigo são: 
 
 Sexo Artigo – hierarquia que no primeiro nível agrega todos os registos, 
descendo para o nível do género, se é masculino ou feminino. No nível seguinte 
temos a divisão do masculino em homem e rapaz e o feminino em senhora e 
menina (Ilustração 4.5).  
 
Ilustração 4.5 – Hierarquia sexo artigo. 
 Família produto – hierarquia que, após o nível agregador, apresenta uma 
separação entre artigos que são produto e o que são não produto (útil para 
separar o que se queira analisar nas lojas e o que se pretenda ver no material em 
stock para enviar aos confecionadores), seguido do nível de abstração família do 
artigo, depois subfamília, do nível de artigo, cor e no nível de granularidade 
mais fina, o tamanho (Ilustração 4.6). 
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Ilustração 4.6 – Hierarquia família produto. 
 
 Composição – hierarquia que permite ao utilizador filtrar os dados através da 
composição do artigo. Por exemplo, filtrar os artigos cujo principal componente 
é algodão. A hierarquia é composta pelo nível “Todos”, seguido do nível do 
componente principal e, nas folhas, da combinação de todos os elementos da 
composição do artigo.  
 
 Cores – hierarquia que permite ao utilizador filtrar a cor do artigo ou acessório a 
escolher. A hierarquia é composta pelo nível agregador, seguido pelo nível geral 
da cor, descendo do nível das cores para o pormenor do código da cor gerado. 
Esta hierarquia é redundante, pois foi criada por razões de desempenho e 
facilidade de escolha - para a função de filtro também se pode usar a hierarquia 
família de produto (Ilustração 4.7).   
 
 
Ilustração 4.7 – Hierarquia cores. 
 
 Tamanhos – hierarquia que permite ao utilizador filtrar o tamanho do artigo ou o 
acessório a escolher. A hierarquia é composta pelo nível agregador, seguida pelo 
nível geral de tamanhos, descendo do nível dos tamanhos para o pormenor do 
código de tamanho gerado. Esta hierarquia é redundante, pois foi criada por 
razões de desempenho e facilidade de escolha - os filtros podem ser encontrados 
na hierarquia família de produto (Ilustração 4.8). 
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Ilustração 4.8 – Hierarquia tamanho. 
 
 Estação – hierarquia que permite que o utilizador filtre a estação do artigo a 
visualizar. Esta hierarquia é composta pelo nível agregador, seguido do grupo de 
estações, se é coleção ou continuado e no nível mais baixo, com maior 
pormenor, de cada estação (Ilustração 4.9). 
 
 
Ilustração 4.9 – Hierarquia estação. 
  
 Tipo Artigo – hierarquia que permite ao utilizador filtrar o tipo de produtos, 
separando os artigos que são produto, os que se querem analisar, dos acessórios, 
matérias-primas e outros artigos diversos, como cheques prenda. Esta hierarquia 
é composta por dois níveis: o nível agregador do total e as folhas, que 
representam os tipos de artigo (Ilustração 4.10). Trata-se da estrutura hierárquica 
mais simples que se pode apresentar.  
 
 
Ilustração 4.10 – Hierarquia tipo artigo. 
 
Falta mencionar a dimensão essencial neste tipo de ferramentas, a dimensão tempo 
(Han, et al., 2006) (Ramakrishnan, et al., 2000). Além de ser uma dimensão crucial 
quando se constrói cubos OLAP, é a base para a análise feita na tese e para qualquer 
análise fundamentada em dados históricos. 
 
Tal como a dimensão Artigo, esta dimensão tem várias hierarquias. 
 Ano Mês Dia – Hierarquia que permite navegar nos dados através das entidades 
temporais ano -> mês -> dia.  
 Ano Semana Dia - Hierarquia que permite navegar nos dados através das 
entidades temporais ano -> semana -> dia. Não existe o nível do mês, porque, 
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por exemplo, a quinta semana do ano pode pertencer a dois meses. Assim sendo, 
na representação usada pelo motor OLAP tem de ser tratada como semanas 
diferentes, uma para cada mês, o que não corresponde ao que pretendemos 
representar. 
 Dia Semana – Permite ao utilizador filtrar o dia da semana que quer comparar, 
podendo selecionar só as quartas-feiras, ou os sábados e os domingo. Além do 
nível agregador “Todos”, há também o tipo dia, se é dia da semana ou dia de 
fim-de-semana, e, no nível mais granular, o dia da semana (segunda, terça, 
quarta, etc.). 
 Mês – Permite ao utilizador filtrar um ou vários meses à escolha, 
independentemente do ano. Hierarquia achatada (flat) de dois níveis com o nível 
“Todos” e o nível dos meses. 
 Trimestre – Permite ao utilizador filtrar um ou vários trimestres à escolha, 
independentemente do ano. Hierarquia achatada (flat) de dois níveis com o nível 
“Todos” e o nível dos trimestres. 
 Semestre – Permite ao utilizador filtrar um semestre à escolha, 
independentemente do ano. Hierarquia achatada (flat) de dois níveis com o nível 
“Todos” e o nível dos semestres. 
 
Para algumas análises mais complexas, podem-se cruzar as hierarquias. Por exemplo, 
para saber quanto venderam as quartas-feiras do ano de 2010, faz-se um corte na 
hierarquia “Ano Mês Dia” com o valor de “2010” e outro corte na hierarquia “Dia 
Semana” com o valor de “Quarta”, e da intersecção destes dois subcubos, resultará os 
valores pretendidos. 
 
O SQL Server define os atributos das dimensões como hierarquias, caso estes não façam 
parte de hierarquias mais complexas, originando assim mais hierarquias do que as 
mencionadas - a estrutura resultante é muito semelhante às hierarquias achatadas. 
 
No âmbito desta tese só haverá mudanças de granularidade nas dimensões Artigo, na 
hierarquia Cor e na hierarquia Sexo Artigo, assim como na dimensão Tempo. A métrica 
usada para as análises é a quantidade de venda, evitando, desta forma, algum 
enviesamento da análise das vendas devido ao valor médio dos artigos por cor, género 
ou sexo artigo. 
 
Para o trabalho, serão usados os dados referentes ao filtro, na dimensão perspetiva, o 
corte no valor “Lojas”; e no canal das lojas, com valor de lojas “próprias” e “shop in 
shop”. A tabela resultante das consultas realizadas apresentará a dimensão tempo, em 
colunas, e cores, em linhas, e noutra consulta a dimensão tempo, em colunas, e sexo de 
artigo, em linhas. 
 
As dimensões em relação às quais não foi mencionado qualquer valor de filtro, o motor 
OLAP assume que o valor selecionado foi o agregador mais generalista, o “Todos” de 
cada dimensão. 
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4.2 Análise exploratória 
Nesta secção vão ser apresentadas as análises exploratórias efetuadas e o que se poderá 
deduzir dos vários testes efetuados. 
  
Para a realização das análises exploratórias recorreu-se a um suplemento gratuito do 
Excel disponível na internet em (Annen, 2004), criado por Kurt Annen. Esta aplicação 
permite obter o correlograma da autocorrelação (ACF), da autocorrelação parcial (PCF) 
e o respetivo teste de Ljung-Box. O teste de Ljun-Box indica se a correlação obtida 
advém de uma aleatoriedade (H0) ou se é uma correlação devida a outro fator mais 
“previsível” (Ha) (Box, et al., 1970). Para a obtenção dos gráficos das Box-plot, foi 
usada a linguagem R (R development core team). 
 
Além da informação referida, também se obtém a fórmula da tendência linear da série e 
a sua representação ao longo do tempo, juntamente com os valores do máximo, mínimo, 
média, mediana, desvio padrão, percentil 25 e percentil 75.  
 
Será utilizada uma sobreposição de gráficos, de forma a analisar o comportamento da 
série com as séries descendentes. 
 
No âmbito das análises realizadas segundo a metodologia apresentada serão estudadas 
quatro séries. Na verdade, não serão séries totalmente independentes, pois são vistas dos 
mesmos dados, com diferenças nos cortes/filtros, sem que por isso tenham uma 
distribuição ao longo do tempo e comportamento idênticos. São séries do mesmo 
conjunto de dados, com granularidades diferentes e até com a possibilidade de uma 
divisão temporal diferente: dados por mês, por semana, à família ou à cor, em resumo, 
sobre qualquer dimensão que contenha hierarquias. 
 
As quatro séries que vão ser analisadas são definidas: pelos pares <Meses, Todos>, 
<Meses, Masculino>, <Semana, Todos> do par ordenado definido pelas coordenadas 
das dimensões <Tempo, Sexo Artigo>; e <Meses, Todas> do par ordenado definido 
pelas coordenadas das dimensões <Tempo, Cor Artigo>. Com a análise às primeiras 
séries apresenta-se a análise de uma série onde se aplica os elementos mais agregados 
da dimensão Sexo Artigo e Cor Artigo, outra análise com o drill-down na dimensão 
Sexo Artigo e uma análise com o drill-down na dimensão tempo, permitindo visualizar 
os dados à semana, com uma granularidade temporal diferente. Por fim, temos uma 
análise à série com uma dimensão com mais descendentes do que os apresentados nas 
análises anteriores, mostrando uma nova problemática na análise da cardinalidade. 
 
4.2.1 Análise à série Todos da dimensão sexo artigo por meses 
A primeira série a ser analisada é definida pelo conjunto <Meses, Todos> como 
elementos do par ordenado definido pelo conjunto de dimensões <tempo, sexo artigo>. 
Esta série apresenta todas as peças vendidas nas lojas, independentemente do sexo do 
artigo, num período de tempo com frequência mensal. 
 
Como referido em Metodologia, o primeiro passo na análise da série é a representação e 
análise da própria série (Ilustração 4.11). Para o efeito realizou-se a representação 
gráfica da mesma, o cronograma, representação importante para se entender qual a 
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tendência dos dados, a estacionariedade da série, a análise de presença de exceções e, 
nos casos em que exista, a sazonalidade.  
 
 
Ilustração 4.11 – Gráfico da série Todos da dimensão sexo artigo e reta da regressão linear. 
 
No gráfico podemos observar uma sazonalidade vincada com picos constantes em julho 
e dezembro de todos os anos, uma tendência crescente desde de janeiro de 2010 (caso se 
retire a sazonalidade), assim como uma maior dispersão dos dados, ou seja uma maior 
variância. O gráfico apresenta um aumento da variância dos dados ao longo do tempo. 
Os meses picos são exceções, mas estas também são sazonais. A tendência crescente 
dos valores dos dados da série é reforçada com a fórmula da reta da tendência linear, 
também apresentada no gráfico. A tendência apresenta um declive, aproximado, de 
1394 peças por período e um valor de cruzamento do zero em 41189, mostrando um 
crescimento do valor médio da série no conjunto dos quatro anos. Em média, a 
tendência linear apresentaria resultados satisfatórios, mas a particularidade do consumo 
em cada mês ao longo do ano não seria bem retratada, daí que esta informação serve 
para indicar a tendência geral da série, mas seria imprecisa para prever os dados futuros. 
Como se pode depreender pelo gráfico e pela tendência da série, esta não é estacionária 
(Ilustração 4.11). 
 
Para recolher mais informação sobre a sazonalidade, representou-se graficamente, cada 
ano como uma série diferente, permitindo observar mais facilmente o comportamento 
sazonal. Os declives de cada curva podem, assim, ser estudados de uma forma visual 
(Ilustração 4.12). 
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Ilustração 4.12 - Análise da série Todos, da dimensão sexo artigo, por cada ano. 
 
Através do gráfico de séries por ano é possível verificar os picos já retratados no 
cronograma, com as particularidades da Páscoa, que são notórias. A Páscoa em 2008 foi 
no mês de março e retrata-se por um pico neste mês, fugindo à normalidade; em 2009 
não se nota esse efeito, mas em 2010 e 2011 o abril apresenta uma quantidade de vendas 
anómala. É possível observar fortes valores em junho de 2009, 2010 e 2011, devido às 
promoções ocorridas antes dos saldos, para tentar captar clientes que poderiam optar por 
outras marcas. 
 
Tendo já uma boa noção de como é a distribuição da série, falta informação para 
complementar a análise; é importante ter uma ideia da informação analítica da série. 
Com os valores numa ótica anual, podemos analisar a evolução da série. Além da 
informação analítica, apresentam-se os box-plot correspondentes a cada ano e ao total 
da série (Tabela 4.1 e Ilustração 4.13). As box-plot foram construídas em R (R 
development core team). 
 
Tabela 4.1 - Informação analítica da série Todos da dimensão sexo artigo por ano. 
Métrica Valor 2008 2009 2010 2011 
Máximo 248.981 154.793 101.543 164.634 248.981 
Percentil 75 92.888 86.063 80.249 77.328 133.791 
Mediana 62.303 50.360 38.862 62.303 83.837 
Percentil 25 39.572 38.724 31.863 53.841 64.250 
Mínimo 25.684 33.666 29.210 25.684 49.017 
Média 75.349 66.221 52.783 72.181 110.210 
Desvio Padrão 48.098 37.540 28.014 38.050 65.267 





Ilustração 4.13 – Box-plot da série Todos da dimensão sexo artigo, e dos anos da série. 
 
Tanto graficamente como através dos dados numéricos, vê-se que a série é alongada à 
direita, comportamento mais visível anualmente. Isto acontece devido aos fatores saldos 
e Natal: a média dos meses regulares é muito inferior aos meses especiais, puxando a 
mediana para baixo, e a força e peso dos meses fortes esticam o gráfico. Nota-se 
também uma maior dispersão de dados nos últimos anos, o que indicia anos com 
comportamentos específicos e que comparar com o ano anterior pode não ser a melhor 
escolha. A média não apresenta um sentido único: os valores e o gráfico apresentam um 
abaixamento em 2009 que é compensado com as subidas das médias nos anos seguintes. 
O ano 2009 é o ano em que a administração em exercício começou a por em prática 
campanhas/formas de estar distintas, de modo a captar um grupo alvo distinto, e essa 
diferença de políticas teve impacto nas vendas. Alguns dos clientes habituais terá 
abandonado a marca, mas o grupo alvo, nos anos seguintes, veio compensar essa perda. 
 
Na informação analítica é possível verificar que os dados da série como um todo 
apresenta um valor mais próximos dos últimos dois anos do que dos primeiros, 
mostrando a força e peso que estes dois últimos anos têm. 
 
Na análise, para a capacidade preditiva da série é crucial conhecer se existem 
correlações entre os valores da série, pois, sem essas correlações, prever o futuro seria 
uma tarefa perfeitamente aleatória. Para o desenvolvimento dos correlogramas em 
Excel, foi usado um suplemento (Annen, 2004). 
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Ilustração 4.14 - Correlograma de autocorrelações da série todos da dimensão sexo artigo. 
 
O correlograma apresenta uma sazonalidade semestral vincada (Ilustração 4.14), 
nomeadamente nos meses com uma correlação negativa como os períodos de 
desfasamento (14,15,16; 26,27,28; 38,39,40). Esta correlação semestral surge devido 
aos períodos de coleções dos artigos e inerentes ao negócio instituído. O retalho de 
vestuário apresenta duas coleções anuais, Primavera-Verão e Outono-Inverno, que 
seguem uma distribuição semelhante. Há marcas, como a retratada, com quatro estações 
por ano, mas para o cliente final é como se fossem só duas, pois só há, oficialmente, 
dois períodos de fim de estação, os saldos e natal. De referir que o primeiro mês dos 
períodos de correlação negativa, mais especificamente 19,25,31,37, apresenta-se sempre 
menos negativos que o período seguinte. O gráfico mostra flutuações sazonais com 
oscilações periódicas, sendo não estacionário apesar do aproximar do zero para um 
desfasamento temporal elevado. 
 
Como definido em Metodologia, o passo seguinte consiste na construção de um gráfico 
de diferenças da 1ª ordem para identificar crescimentos ou decréscimos entre meses 
(Ilustração 4.15). 
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Ilustração 4.15 - Gráfico das diferenças 1ª ordem da série Todos da dimensão sexo artigo. 
 
Observou-se que o comportamento por mês, acréscimo ou decréscimo, é muito 
parecido, fazendo crer que, aplicando a diferença por cada mês a um valor, poderemos 
antever os valores seguintes da série. É com base nesta observação que se justifica o 
cálculo de previsão de valores, visto que a diferença de um mês para o mês seguinte é 
um valor que depende mais do mês em questão do que do ano, significando que a série 
mais semelhante deve apresentar variações semelhantes e que se esperam as mais 
parecidas com o ano a prever. Notam-se algumas diferenças de sinais nos meses de abril 
e maio, positivas nuns anos e negativas em outros. 
 
Tendo em conta que as séries estudadas são uma agregação das séries descendentes, e 
apesar da própria série ser uma boa base para prever os períodos de tempo seguintes, a 
análise das séries descendentes pode ajudar a entender a série observada. Para perceber 
se as séries descendentes são uma mais-valia, realizou-se um estudo a estas, 
relacionando a série com os seus descendentes, de forma a entender a dinâmica entre 
estas (Ilustração 4.16). 
 
Analogamente ao que aconteceu com a análise da série, o passo seguinte é a 
representação gráfica da série e das séries descendentes. Para este caso vai ser explorada 
a relação existente na dimensão sexo artigo, realizando o drill-down na hierarquia; a 
série principal é definida pelo conjunto ordenado <Meses, Todos> e as séries 
descendentes definidas pelos conjuntos <Meses, Masculino> e <Meses, Feminino>. 
Não deve ser esquecida a normalização das séries para que na comparação a ordem de 
valores não enviese a análise (Ilustração 4.17). 
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Ilustração 4.16 - Série Todos da dimensão sexo artigo e descendentes (nível género) com os valores reais. 
 
 
Ilustração 4.17 - Série Todos da dimensão sexo artigo e séries descendentes (nível género) com os valores 
normalizados. 
Pela observação do gráfico dos valores das séries, pode-se verificar que o peso de cada 
descendente é sensivelmente o mesmo. Há períodos em que se nota uma predominância 
de uma das séries descendentes, mas no cômputo geral o peso de cada série descendente 
na série ascendente é idêntico. 
 
Analisando o gráfico com os valores reais (Ilustração 4.16), nota-se a diferença de 
valores entre a série e os descendentes, mas pode-se verificar que as curvaturas das 
séries são todas muito semelhantes. O gráfico de valores reais dá a ideia de que o 
feminino é a série com curvatura mais semelhante à da série ascendente. No segundo 
gráfico (Ilustração 4.17) é notório que a série Masculino apresenta uma maior 
semelhança que o outro descendente, mostrando como a diferença da ordem de valores 
pode enviesar a análise. 
 
Como a análise visual pode ser subjetiva ou de difícil interpretação, especialmente em 
casos como o apresentado, em que todas as séries são muito semelhantes, impor-se-á 
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uma avaliação analítica. Para o efeito usa-se o algoritmo de DTW, com as séries 
devidamente normalizadas, para obter o valor de dissemelhança entre as séries 
descendentes e a série ascendente Todos da dimensão sexo artigo da dimensão sexo 
artigo (Tabela 4.2).  
 
Tabela 4.2 - Valores da distância entre séries descendentes e série todos da dimensão sexo artigo, usando 
DTW. 






Como já referido na análise das séries normalizadas, a série descendentes masculino é a 
mais semelhante com a série todos da dimensão sexo artigo. 
 
Outro teste interessante corresponde a comparar as autocorrelações da série com as 
autocorrelações das séries descendentes. Para este teste elabora-se o correlograma da 
série principal acompanhado por um gráfico de linhas por cada correlograma das 
autocorrelações das séries descendentes (Ilustração 4.18). 
 
 
Ilustração 4.18 – Gráfico das autocorrelações da série Todos com as séries descendentes. 
As autocorrelações apresentam séries muito semelhantes, com pequenas diferenças, 
nomeadamente nos picos inferiores. Como todas as séries observadas tendem para zero, 
as diferenças tornam-se menos percetíveis com o decorrer do tempo. 
 
4.2.2 Análise à série Masculino da dimensão sexo artigo por meses 
A série analisada nesta secção é definida pelo conjunto <Meses, Masculino> como 
representação do par do conjunto de dimensões <tempo, sexo artigo>, série que 
apresenta todas as peças vendidas nas lojas, do género Masculino num período de 
tempo repartido por meses. 
 
Os passos tomados para a análise desta série, descendente da série analisada na secção 
anterior, vão ser semelhantes aos realizados na série Todos da dimensão sexo artigo. 
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Portanto, analogamente, vamos realizar os cronogramas (Ilustração 4.19), 
correlogramas, box-plots e tabelas. 
 
 
Ilustração 4.19 – Gráfico da série Masculino da dimensão sexo artigo e reta da regressão linear. 
 
Tal como na série testada na secção anterior, podemos observar uma sazonalidade 
vincada com picos constantes em julho e dezembro de todos os anos, com uma 
tendência crescente desde de janeiro de 2010, assim como uma maior dispersão dos 
dados. A reta da regressão linear apresenta um declive, aproximado, de 831 peças por 
período e um valor de cruzamento do zero em 17207, mostrando o crescimento do valor 
médio da série no conjunto dos quatro anos. Não existem grandes diferenças entre esta 
série e a série ascendente visto que são séries que apresentam uma disposição idêntica 
(secção anterior). 
 
Seguidamente, representa-se a série de um ponto de vista anual, ou seja dividindo-a em 
várias séries, em função do ano (Ilustração 4.20). 
 
 
Ilustração 4.20 - Análise da série Masculino, da dimensão sexo artigo, por cada ano. 
 
Tal como na série Todos da dimensão sexo artigo, a sazonalidade fica bem demonstrada 
e os picos são exatamente os mesmo: Páscoa, Natal e Saldos/Promoções. 
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A informação analítica da série (Tabela 4.3), assim como os box-plot (Ilustração 4.21), 
corroboram o que já se referiu: há um aumento da média e do desvio padrão de 2009 em 
diante. 
 
Tabela 4.3 - Informação analítica da série Masculino da dimensão sexo artigo por ano. 
Métrica Valor 2008 2009 2010 2011 
Máximo 139.530 77.820 51.968 98.170 139.530 
Percentil 75 43.723 37.206 39.518 40.389 67.466 
Mediana 30.961 22.363 18.497 31.506 41.750 
Percentil 25 19.008 16.631 14.048 27.232 30.240 
Mínimo 13.349 15.253 13.396 13.349 21.718 
Média 37.585 30.863 25.244 38.146 56.086 




Ilustração 4.21 – Box-plot da série Masculino da dimensão sexo artigo, e dos anos da série. 
 
Tanto graficamente como através dos dados numéricos, vê-se que a série é alongada à 
direita; isto acontece devido aos fatores saldos e Natal. A média dos meses regulares é 
muito inferior à dos meses especiais, puxando a mediana para baixo, e a força e peso 
dos meses fortes esticam o gráfico. Nota-se uma maior dispersão de dados nos últimos 
anos, devido ao aumento das vendas. Como se pode ver, os valores mínimos também 
aumentaram. Em 2009 nota-se a mudança de políticas comerciais; apesar da média ser 
crescente, o valor mínimo de peças vendidas num mês refere-se ao ano de 2010: pode 
ter sido um mau mês ou reflexo da implementação da nova orientação de negócio. 
 
No passo seguinte representa-se o correlograma da autocorrelação (Ilustração 4.22). 
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Ilustração 4.22 - Correlograma de autocorrelações da série todos da dimensão sexo artigo. 
 
O correlograma é semelhante ao da série ascendente. Apresenta as mesmas 
características da série anteriormente estudada: a tendência para zero, a sazonalidade 
vincada e uma distribuição de positivos e negativos muito semelhante e conjuntos de 12 
em 12. Esta série descendente apresenta todas as características da série ascendente. 
 
O gráfico das primeiras diferenças é apresentado na Ilustração 4.23. 
 
 
Ilustração 4.23 - Gráfico das diferenças 1ª ordem da série Todos da dimensão sexo artigo. 
 
Os valores das diferenças de 1ª ordem são semelhantes à série ascendente. A maioria 
dos meses apresenta diferenças com o mesmo sinal. 
 
Todas as análises têm um resultado semelhante à da série ascendente, o que é 
compreensível visto que na análise da série Todos da dimensão sexo artigo, tínhamos 
visto que os descendentes exibiam um panorama semelhante à série ascendente. Para 
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reforçar ainda mais a ideia, estamos a analisar a série descendente mais semelhante, 
usando a medida de semelhança DTW. 
 
Tendo a série principal sido definida pelo conjunto ordenado <Meses, Masculino>, as 
séries descendentes serão definidas pelos conjuntos <Meses, Rapaz> e <Meses, 
Homem> (Ilustração 4.24 e Ilustração 4.25).  
 
 
Ilustração 4.24 - Série Masculino e séries descendentes (nível sexo). 
 
 
Ilustração 4.25 - Série Masculino da dimensão sexo artigo e séries descendentes (nível sexo) com os valores 
normalizados. 
No gráfico dos valores reais, nota-se que o peso das vendas de adulto sobre o total da 
série masculino tem vindo a aumentar, o que se torna mais notório a partir de janeiro de 
2010. Pode-se até dizer que o aumento na série Masculino se dá devido ao aumento de 
vendas da série Homem, pois a série Rapaz apresenta um aumento de média muito 
ligeiro. O ano de 2011é o que melhor transmite a ideia de que o negócio está a apostar 
mais forte no segmento de adulto. 
 
No cronograma da série e das séries descendentes já se nota que a série Rapaz apresenta 
uma curvatura mais distinta das outras duas, de uma forma ligeira, mas constante, com 
picos bastante superiores e inferiores à série ascendente, mas ainda com o mesmo 
sentido desta. Já no final de 2010 e até ao final de 2011, a série Rapaz destaca-se por ser 
inferior à série Masculino. Parece que a série mais próxima será a série Homem. 
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Usa-se o algoritmo de DTW, com as séries devidamente normalizadas, para obter o 
valor de dissemelhança entre as séries descendentes e a série Masculino da dimensão 
sexo artigo (Tabela 4.4). 
 
Tabela 4.4 - Valores da distância entre séries descendentes e série Masculino da dimensão sexo artigo, usando 
DTW. 






Neste caso, podemos verificar que a série Homem é mais semelhante à série Masculino 
do que a série Rapaz, apesar de um dos anos da série Rapaz possa ser melhor para 
prever a série ascendente que qualquer um dos anos da série Homem. Isto porque esta 
análise observa toda a série e não só um determinado período. 
 
Em seguida testa-se as autocorrelações das séries. Para este teste elabora-se o 
correlograma da série principal acompanhado por um gráfico de linhas por cada série 
descendente com os valores das autocorrelações de cada série (Ilustração 4.26). 
 
 
Ilustração 4.26 – Gráfico das autocorrelações da série Masculino com as séries descendentes. 
Apesar das semelhanças apresentadas pelas séries, as autocorrelações já apresentam 
informação mais clara. Neste caso podemos verificar que a série Rapaz tem várias 
autocorrelações afastadas das da série ascendente. A série Homem apresenta-se mais 
semelhante à série ascendente, com uma variação muito menor do que a série Rapaz. O 
ACF vem confirmar o resultado do DTW apresentado anteriormente. Fazer as previsões 
com os descendentes deve trazer uma melhoria, por haver mais informação da 
composição da série Masculino. 
 
4.2.3 Análise à série Todas da dimensão cor artigo por meses 
A série analisada nesta secção é definida pelo conjunto <Meses, Todas> como 
representação do par ordenado do conjunto de dimensões <tempo, cores>. Nesta série 
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só se usam os dados referentes às lojas de coleção, excluindo-se qualquer transação das 
lojas do canal de venda Outlet. Além deste filtro, utilizam-se apenas dados referentes a 
artigos de adulto, ou seja, excluem-se os artigos de criança. 
 
Analogamente às séries anteriormente analisadas, o primeiro passo corresponde à 
representação da série através de um cronograma (Ilustração 4.27). 
 
 
Ilustração 4.27 – Gráfico da série Todas da dimensão cor artigo e reta da regressão linear. 
 
Tal como nas outras séries, podemos observar uma sazonalidade vincada com picos 
constantes em julho e dezembro de todos os anos, com uma tendência crescente desde 
de janeiro de 2010. Para obter mais informação sobre a sazonalidade, representou-se, 
graficamente, cada ano como uma série diferente para analisar o comportamento 
sazonal (Ilustração 4.28). 
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Tabela 4.5 - Informação analítica da série por ano. 
Métrica Valor 2008 2009 2010 2011 
Máximo 166.255 98.553 57.498 111.726 166.255 
Percentil 75 57.419 48.569 45.586 49.607 92.461 
Mediana 39.354 30.742 22.614 39.354 60.544 
Percentil 25 25.179 24.994 18.939 
 
31.618 43.013 
Mínimo 16.527 19.618 17.274 16.527 32.986 
Média 48.189 40.615 31.092 45.995 75.053 




Ilustração 4.29 – Box-plot da série Todas da dimensão cor artigo, e dos anos da série. 
 
 
Ilustração 4.30 - Correlograma de autocorrelações da série todos da dimensão cor artigo. 
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Ilustração 4.31 - Gráfico das diferenças 1ª ordem da série Todas da dimensão cor artigo. 
As primeiras análises apresentam-se muito semelhantes ao já observado, pois o filtro da 
dimensão sexo artigo é o elemento Todos. Verificam-se picos no Natal, nos Saldos e o 
pico flutuante da Páscoa (Ilustração 4.28), bem como um aumento da média a partir de 
2009 e um aumento do desvio padrão (Ilustração 4.29 e Tabela 4.5). O 
autocorrelograma mostra flutuações sazonais com oscilações periódicas, e que a série é 
não estacionária (Ilustração 4.30). Mensalmente nota-se uma grande subida em 
dezembro e junho, e com o mês de julho de 2008 a apresentar valores completamente 
diferente dos restantes meses (Ilustração 4.31). 
 
Analisando a série com base nas séries descendentes, tendo em conta que esta 
hierarquia da dimensão tem doze descendentes ao invés de dois como nos exemplos 
anteriores, calcula-se a distância de cada série descendente à série ascendente (Tabela 
4.6). 
 
Tabela 4.6 - Valores da distância entre séries descendentes e série Todas da dimensão cor artigo, usando DTW. 


















Observando as séries na sua totalidade, a maior semelhança é dada pela série Verde, 
mas como veremos na secção seguinte isso não significa que seja a mais capaz para 
prever os períodos futuros. Para efeitos de análise e de apresentação de um gráfico mais 
legível, serão representadas só algumas da séries descendentes (Ilustração 4.32 e 
Ilustração 4.33): Verde, Cinza e Branco. Todas as séries devido a fatores de maior 
semelhança, excetuando a série Branco, vão ser escolhidas como a série sobre a qual se 
obtém a subsérie ano mais semelhante. 




Ilustração 4.32 – Série Todas da dimensão cor artigo e séries descendentes com os valores reais. 
 
 
Ilustração 4.33 - Série Todas da dimensão cor artigo e séries descendentes com os valores normalizados. 
No cronograma de valores reais verifica-se um comportamento sazonal a nível da cor da 
peça. Notar que durante a temporada de Verão o peso das peças brancas é superior a 
qualquer uma das outras duas apresentadas, mas no final de cada ano, na temporada de 
Inverno, o cinzento passa a ser a cor mais vendida. A cor verde mantém sempre a 
“segunda posição”. De notar, em Ilustração 4.32, que o gráfico tem duas escalas: a da 
série Todas e uma secundária, das séries descendentes, que é quatro vezes menor do que 
a primeira. 
 
No cronograma dos valores normalizados verifica-se que as séries descendentes já não 
seguem a série ascendente de uma forma consistente (Ilustração 4.33). Têm pontos em 
que sobem mais e outros em que as venda não conseguem atingir o valor pretendido. 
Como se pode verificar em julho de 2010, as séries Branco e Verde têm valores que se 
afastam da série ascendente e em dezembro do mesmo ano, a série Branco tem um valor 
muito inferior à série Todas da dimensão cor artigo. Existe a possibilidade de uma série 
ser exatamente igual nos primeiros anos, mas depois ser totalmente diferente, fazendo 
com que esta análise possa falhar. Nota-se que a série descendente Branco não apresenta 
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dois picos vincados por ano: apresenta um só pico no mês de julho, indicando que esta 
cor não se vende bem no inverno, mas sim no Verão. 
 
 
Ilustração 4.34 Gráfico das autocorrelações da série Todas da dimensão cor artigo com as séries descendentes. 
O correlograma mostra um comportamento bem distinto das séries descendentes em 
relação à série ascendente (Ilustração 4.34). A autocorrelação da série ACF Verde tem, 
nos primeiros anos, uma curva semelhante à série ascendente, mas com o passar do 
tempo tende a distanciar-se. A particularidade mais interessante neste gráfico e no 
anterior é a frequência apresentada pela série ACF Branco, que é metade da frequência 
das outras séries: apresenta uma sazonalidade anual e não semestral como as outras. 
 
4.2.4 Análise à série Todos da dimensão sexo artigo por semanas 
A série analisada nesta secção é definida pelo conjunto <Semanas, Todos> como 
representação do par ordenado do conjunto de dimensões <Tempo, sexo artigo>. Esta 
série apresenta todas as peças vendidas nas lojas, independentemente do sexo do artigo 
e num período de tempo dividido por semanas (Ilustração 4.35). 
 
 
Ilustração 4.35 – Gráfico da série Todos da dimensão sexo artigo e reta da regressão linear, por semana. 
 
Tal como na representação mensal, nota-se a sazonalidade da série, mas, com a divisão 
à semana, a Páscoa flutua de semana para semana, na mesma altura do ano, mas em 
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semanas diferentes. Para uma análise preditiva deve-se tentar corrigir essa variação, daí 
a escolha do DTW, visto que pode ultrapassar este tipo de desfasamento. A série 
apresenta a reta de regressão linear com um cruzamento no zero com 9239 peças 
vendidas e com um crescimento médio de 75 peças por período de tempo. Podemos ver 
uma tendência crescente, como se previa, pois a série é a mesma que a utilizada na 
secção 4.2.1, agora com uma vista a um nível mais granular no eixo da dimensão tempo. 
 
Dividindo a série em subsérie com base no ano, obtemos os gráficos da Ilustração 4.36. 
 
 
Ilustração 4.36 - Análise da série Todos, da dimensão sexo artigo, por cada ano. 
 
O gráfico apresenta uma sazonalidade anual, mas não de uma forma tão clara, como 
anteriormente. Por exemplo, na semana 44, a série 2011 exibe um pico, enquanto as 
outras mantêm a distribuição normal. Já na semana 27, a série 2008 apresenta uma 
subida muito acentuada que não é acompanhada por nenhuma outra série, as quais 
mostram, nessa altura, uma tendência descendente. 
 
Esta informação gráfica (Ilustração 4.36) vai ser complementada com a informação 
analítica que advém da série. Apresentando os valores numa ótica anual podemos 
observar a evolução da série, para suporte a esta análise (Tabela 4.7). Além da 
informação analítica apresentam-se os box-plot correspondentes a cada ano e ao total da 
série (Ilustração 4.37). As box-plot foram construídas em R (R development core team). 
 
Tabela 4.7 - Informação analítica da série Todos da dimensão sexo artigo por ano, por semana. 
Métrica Valor 2008 2009 2010 2011 
Máximo 81.418 48.997 34.700 42.667 81.418 
Percentil 75 20.637 14.654 14.070 19.599 35.213 
Mediana 12.975 10.831 8.494 13.171 20.097 
Percentil 25 9.140 8.765 7.017 10.546 13.518 
Mínimo 5.439 6.352 5.439 6.213 9.909 
Média 17.139 14.850 11.757 16.511 25.440 
Desvio Padrão 11.862 10.017 7.131 8.647 15.479 
 Análise exploratória de hierarquias em base de dados multidimensionais 61 
 
 
Ilustração 4.37 – Box-plot da série Todos da dimensão sexo artigo, e dos anos da série, por semana. 
 
Podemos verificar que a série é alongada à direita, ainda mais vincada que na vista 
mensal. Os valores superiores apresentam sempre exceções. Outro facto curioso é que 
os percentis 75 de 2008 e 2009 têm sensivelmente o mesmo valor, mas a mediana de 
2009 surge com valores a rondar o percentil 25 de 2008. Apesar deste facto, 2008 
apresenta um desvio padrão maior. Por seu lado, 2010 e 2011 mostram medianas da 
ordem de valores do percentil 75 da série do ano anterior. Tal como nas análises 
anteriores, nota-se retração em 2009, seguida de uma expansão muito notória. Nesta 
granularidade, os box-plot apresentam muitas mais exceções, demonstrando que os 
meses mais fortes de vendas são poucos e com um comportamento claramente distinto. 
 
A informação analítica apresenta médias inferiores às observadas por mês, já que o 
período de tempo de venda também é menor; é pois uma situação natural. O desvio 
padrão tem um considerável rácio sobre a média, superior ao apresentado por mês. 
 
O correlograma das autocorrelações obtido encontra-se na Ilustração 4.38. 
 
 
Ilustração 4.38 - Correlograma de autocorrelações da série todos da dimensão sexo artigo, por semana. 
 
As autocorrelações da série apresentam uma sazonalidade anual ou até semestral. Uma 
especial ênfase para a distribuição das correlações negativas, formando uma espécie de 
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parábola, com o pico máximo entre 109 e 115. Por seu turno, as autocorrelações 
positivas tendem para zero, assim como o geral das autocorrelações. O 
autocorrelograma mostra flutuações sazonais com oscilações periódicas e que a série é 
não estacionária. 
 
O gráfico das diferenças da primeira ordem por a semana surge na Ilustração 4.39. 
 
 
Ilustração 4.39 - Gráfico das diferenças 1ª ordem da série Todos da dimensão sexo artigo, por semana. 
Ao contrário da análise por mês, as primeiras diferenças apresentam períodos com uma 
mescla de valores, em especial no período da semana 12 à semana 17, possivelmente 
influência da Páscoa. Estas exceções serão notórias nas previsões, a realizar mais à 
frente (secção 4.3.4). Apesar das diferenças, o panorama geral apresenta uma relação 
bastante dependente da semana e independente do ano. 
 
Analogamente à análise já realizada à série, mas na altura com o mês como período de 
tempo, vão ser analisadas as séries descendentes identificadas pelos pares ordenados 
<Semanas, Masculino> e <Semanas, Feminino> (Ilustração 4.40). As séries a comparar 




Ilustração 4.40 - Série Todos da dimensão sexo artigo e séries descendentes (nível género) com os valores reais, 
por semana. 




Ilustração 4.41 - Série Todos da dimensão sexo artigo e séries descendentes (nível género) com os valores 
normalizados, por semana. 
O gráfico com os valores reais mostra que os pesos das séries descendentes Masculino e 
Feminino, na série ascendente, são semelhantes. Mostra poucas exceções, em especial 
no final do período de análise, onde se nota um pequeno aumento do peso da série 
Masculino. 
 
O cronograma dos valores normalizados apresenta uma grande sobreposição das séries, 
indicando que a distribuição destas é muito semelhantes, apesar das ordens de grandeza 
serem diferentes. 
 
Do teste das autocorrelações da série com as autocorrelações das séries descendentes, 
resultou o gráfico da Ilustração 4.42. 
  
 
Ilustração 4.42 – Gráfico das autocorrelações da série Todos com as séries descendentes. 
As autocorrelações apresentam séries muito semelhantes, com pequenas diferenças, 
nomeadamente nos desfasamentos de 30 a 43 onde as séries descendentes têm 
comportamentos notoriamente diferentes. Assim como noutros pontos, ambas as séries 
descendentes apresentam, sistematicamente, no final dos conjuntos de desfasamentos 
com correlações negativas, ligeiras diferenças em relação à série ascendente. Como 
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todas as séries tendem para zero, vai-se tornando menos percetível qualquer diferença 
com o decorrer do tempo. 
 
4.3 Previsão 
Nesta secção vão ser apresentados os passos e resultados das previsões para os últimos 
3 meses do ano de 2011, com exceção de 4.3.4, onde se tratará do teste de previsão para 
a obtenção da distribuição do erro. 
 
As séries usadas para realizar o teste da previsão foram as anteriormente analisadas. Os 
testes consistem em comparar os três modelos de previsão apresentados em 
Metodologia e comparar as previsões com o ARIMA e o modelo Baseline, também 
descrito em Metodologia. 
4.3.1 Previsão dos valores da série Todos da dimensão sexo artigo 
Nesta secção são descritos os testes realizados à série definida pelo par ordenado 
<Meses, Todos>, correspondente à estrutura de dimensões <tempo, sexo artigo>, para 
efeitos de previsão de valores de quantidades de peças vendidas. 
 
Para efeitos de previsão com os métodos idealizados é necessário dividir a série em 
subséries. Os métodos de previsão a testar são: usar a subsérie descendente mais 
semelhante à série ascendente; a soma das subséries descendentes; usar os dados da 
própria série. 
 
4.3.1.1 Subsérie descendente mais semelhante à série ascendente 
O primeiro método de previsão a realizar consiste em determinar qual a subsérie, dos 
descendentes, é mais semelhante à subsérie ascendente referente a 2011, e é sobre ela 
que se pretende prever os valores; trata-se do método apresentado na secção 3.2.1, de 
Metodologia.  
 
Dado que o valor de cada mês depende do próprio mês e da conjuntura envolvente, ano 
ou ciclo de anos, cada ano será tratado como uma série diferente. Isto permite prever os 
dados com um ano que não o anterior, mas sim com o que apresente uma curvatura 
(linhas dos cronogramas) que mais se assemelhe à subsérie que queremos prever. Além 
das séries naturalmente criadas, os anos, é gerada uma série adicional que consiste na 
soma dos anos/períodos anteriores e que poderá trazer benefícios à previsão. As 
vantagens da série adicional são: torna o método de previsão mais tolerante a subséries 
com valores em falta; corresponde a mais uma série que pode ser usada para a 
comparação de curvaturas. Neste caso, a subsérie adicional é a soma dos anos 2008, 
2009 e 2010. 
 
Neste teste são calculadas as distâncias das subséries descendentes com a subsérie da 
série ascendente dos 9 primeiros meses do ano de 2011. A matriz das dissemelhanças é 
a resultante da utilização do algoritmo Dynamic Time Warping (DTW), configurado 
para usar o cálculo da distância euclidiana. Os resultados das distâncias entre série são 
exibidos na Tabela 4.8. 
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Tabela 4.8 - Matriz das dissemelhanças por ano. 
Série Feminino Masculino 
Soma<2008,2009,2010> 2,48 2,14 
2008 3,66 3,70 
2009 4,22 2,45 
2010 2,14 1,47 
 
Os valores apresentados são a distância da subsérie indicada, de janeiro a setembro, com 
a subsérie de 2011 da série ascendente. A subsérie descendente, mais semelhante à série 
do ano 2011, é a série Masculino de 2010. Na Tabela 4.9 podem ser observados os 
valores previstos pelo método referido. 
 
Tabela 4.9 - Resultados da previsão do descendente mais semelhante, para a série Todos da dimensão sexo 
artigo. 












76.045,8 92.238,5 261.238,5  429.522,8 
Série Todos 2011 54.491 67.503 75.649 248.981  392.133 
Erro absoluto  12.66% 21,93% 4,92% 13,17% 9,53% 
 
De referir que o valor previsto segue a equação (3.3), onde o valor a prever para outubro 
de 2011 é igual ao valor da divisão do valor de outubro da série Masculino 2010 sobre o 
valor de setembro da série Masculino 2010, e finalmente multiplicado pelo valor de 
setembro da série Todos de 2011. 
4.3.1.2 Soma das subséries descendentes 
Outro modelo testado perante a série referida no início da secção, consiste em somar as 
previsões dos descendentes. No caso da série <Meses, Todos> do par <Tempo, sexo 
artigo>, prevê-se cada mês de cada série descendente, tanto Masculino como Feminino. 
 
Para a previsão de cada série descendente, calcula-se a distância, para a subsérie do ano 
2011 da série ascendente, de cada subsérie dessa série descendente: 2008, 2009, 2010 e 
Soma das três. 
 
Os valores das dissemelhanças de cada subsérie dos descendentes para as subséries do 
ano 2011 da própria série são apresentados na Tabela 4.10. 
 
Tabela 4.10 – Matriz das dissemelhanças dos descendentes. 
Série Feminino Masculino 
Soma<2008,2009,2010> 2,82 1.91 
2008 3.96 3.46 
2009 4.43 2.43 
2010 2.27 1.44 
 
Para a previsão de cada série descendente foi usada a subsérie mais semelhante que, nos 
dois casos, foi 2010. Os valores previstos para cada série descendente encontram-se na 
Tabela 4.11. 
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Tabela 4.11 - Previsões de valores para cada série descendente. 
Série Out Nov Dez 
Feminino 2011 previsto 38.621,4 38.524,0 91.155,3 
Masculino 2011 previsto 
 
36.544,3 44.325,8 125.539,9 
Soma (Feminio + Masculino) 75.165,7 82.849,8 216.695,2 
 
O valor previsto para cada subsérie segue a equação (3.3), onde o valor a prever para 
outubro de 2011 de Feminino é igual ao valor da divisão do valor de outubro da série 
Feminino de 2010, série mais semelhante, a dividir pelo valor de setembro da série 
Feminino de 2010, e finalmente a multiplicar pelo valor de setembro da série Feminino 
de 2011. 
 
Somando os valores das séries Feminino e Masculino da Tabela 4.11, obtemos a 
previsão para 2011 da série Todos da dimensão sexo artigo (Tabela 4.12). 
 
Tabela 4.12 - Resultados da previsão da soma dos descendentes, para a série Todos da dimensão sexo artigo. 










75.165,7 82.849,8 216.695,2  374.710,7 
Série Todos 2011 54.491 67.503 75.649 248.981  392.133 
Erro absoluto  11,35% 9,52% 12,97% 11,28% 4,44% 
4.3.1.3 Usar a própria série e outros modelos comparativos 
Nesta secção vai ser testado um modelo para comparação análogo aos modelos 
anteriores, mas usando agora a própria série. Além da previsão com os dados da própria 
série serão aplicados e registados os valores dos testes usando o modelo Baseline e o 
ARIMA, todos para a série <Meses, Todos> do par <Tempo, sexo artigo>. 
 
Para o modelo que usa os dados da própria série, calcula-se a subsérie mais semelhante 
que será a base da previsão dos dados Tabela 4.13. 
 
Tabela 4.13 – Matriz das dissemelhanças das subséries. 






Os valores previstos pelo método Baseline são os mesmos valores de 2010 para os 
períodos analisados, outubro, novembro e dezembro. 
 
Os valores previstos pelo modelo ARIMA, calculados segundo os passos indicados em 
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Tabela 4.14 - Resultados dos métodos comparativos. 






Série Todos 2011 54.491 67.503 75.649 248.981  392.133 
Previsão subsérie 2010  75.195,3 83.165,9 218194,6  376.555,8 
Erro absoluto Subsérie 2010  11,40% 9,94% 12,37% 11,23% 3,97% 
Baseline  56.737 62.751 164.634  284.122 
Erro absoluto Baseline  15,95% 17,05% 33,88% 22,29% 27,54% 
ARIMA (1,1,1,0,1,2,12)  90.342,8 98.282,9 21.285,5  398.911,2 
Erro absoluto ARIMA  33,83% 29,92% 15,54% 26,43 1,73% 
 
Para uma comparação mais fácil, construiu-se um quadro resumo com os erros médios e 
acumulados para avaliar comparativamente todos os métodos de previsão realizados 
(Tabela 4.15). 
 
Tabela 4.15 - Comparação dos erros de previsão de cada método. 






Série descendente mais semelhante 13,17% 9,53% 
Soma das previsões das séries descendentes 11,28% 4,44% 
Erro absoluto Subsérie 2010 11,23% 3,97% 
Erro absoluto Baseline 22,29% 27,54% 
Erro absoluto ARIMA 26,43 1,73% 
 
Como se pode observar na Tabela 4.15, o método do descendente mais semelhante 
apresenta um erro superior aos outros dois métodos estudados, mas uma melhoria 
quanto aos métodos comparativos, com uma ressalva para o valor do erro acumulado do 
ARIMA. A previsão da série que usa a soma das previsões dos descendentes apresentou 
valores de erro muito interessantes e praticamente idênticos aos da própria série. De 
notar que as série descendentes, nesta situação, apresentam uma curvatura muito 
semelhantes à série ascendente. Na série apresentada, o uso da própria série seria uma 
opção muito aceitável. 
 
O erro do ARIMA mostra-se como sendo o pior quando se trata do valor da média dos 
erros absolutos. No entanto, no final, se os três meses previstos constituíssem um 
período único, este método apresentaria uma previsão precisa, pois o erro de um mês 
anula-se com o erro de um outro dos três meses! 
 
4.3.2 Previsão dos valores da série Masculino da dimensão sexo artigo 
Nesta secção são descritos os testes realizados à série definida pelo par ordenado 
<Meses, Masculino>, correspondente à estrutura de dimensões <tempo, sexo artigo>, 
para efeitos de previsão de valores de quantidades de peças vendidas. 
 
Para a série em questão, vão ser realizados os mesmos testes que os apresentados na 
secção anteriores. 
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4.3.2.1 Subsérie descendente mais semelhante à série ascendente 
Neste teste são calculadas as distâncias das subséries descendentes, Homem e Rapaz, 
com a subsérie da série ascendente dos 9 primeiros meses do ano de 2011. A matriz das 
dissemelhanças é a resultante da utilização do algoritmo Dynamic Time Warping 
(DTW), configurado para usar o cálculo da distância euclidiana.  
 
A subsérie descendente mais semelhante à série Masculino do ano 2011 é a série 
Homem de 2010, com o valor de distância de 1,41 (Tabela 4.16). 
 
Tabela 4.16 - Resultados da previsão do descendente mais semelhante, para a série Masculino da dimensão 
sexo artigo. 











38.116,4 46.178,1 130.535,5  214.830,0 
Série Masculino 2011 26.186 32.280 39.167 139.530  210.977 
Erro absoluto  18,08% 17,90% 6,45% 14,14% 1,83% 
4.3.2.2 Soma das subséries descendentes 
Outro modelo testado com a série em questão, consiste em somar as previsões dos 
descendentes. No caso da série <Meses, Masculino> do par <Tempo, sexo artigo>, 
prevê-se cada mês de cada série descendente, tanto Homem como Rapaz. 
 
Os valores das dissemelhanças de cada subsérie dos descendentes para as subséries do 
ano 2011 da própria série são apresentados na Tabela 4.17. 
 
Tabela 4.17 – Matriz das dissemelhanças dos descendentes. 
Série Homem Rapaz 
Soma<2008,2009,2010> 1,95 1,88 
2008 3,25 3,14 
2009 2,69 2,78 
2010 0,88 3,17 
 
Para a previsão de cada série descendente será usada a subsérie mais semelhante que, no 
caso de adulto, foi 2010, mas no caso de Rapaz foi a série gerada com a soma das três 
subséries. Os valores previstos para cada série descendente encontram-se na Tabela 
4.18. 
 
Tabela 4.18 - Previsão de valores para cada série descendente. 
Série Out Nov Dez 
Homem 2011 previsto 26.096,1 31.615,4 89.369,9 
Rapaz 2011 previsto 
 
8.620,2 9.669,4 31.012,6 
Soma (Homem + Rapaz) 34.716,2 41.284,8 120.382,5 
 
Somando os valores das séries descendentes Homem e Rapaz obtemos a previsão para 
2011 da série Masculino da dimensão sexo artigo e comparando com os valores de 
controlo é possível obter o erro de previsão (Tabela 4.19).  
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Tabela 4.19 - Resultados da previsão da soma dos descendentes, para a série Masculino da dimensão sexo 
artigo. 










34.716,2 41.284,8 120.382,5  196.383,5 
 Série Masculino 2011 26.186 32.280 39.167 139.530  210.977
Erro absoluto  7,55% 5,41% 13,72% 8,89% 6,92% 
4.3.2.3 Usar a própria série e outros modelos comparativos 
Nesta secção vai ser testado um modelo para comparação análogo aos modelos 
anteriores, usando a própria série. Além da previsão com os dados da própria série vão 
ser aplicados e registados os valores dos testes usando o modelo Baseline e o ARIMA, 
todos para a série <Meses, Masculino> do par ordenado <Tempo, sexo artigo>. 
 
Para o modelo que usa os dados da própria série, calcula-se a subsérie mais semelhante 
e que será usada na previsão dos dados. A subsérie mais semelhante ao ano de 2011 é a 
referente ao ano de 2010 com o valor de 1,76. 
 
Os valores previstos pelo método Baseline são os mesmos valores de 2010 para os 
períodos analisados, outubro, novembro e dezembro. 
 
Os valores previstos pelo modelo ARIMA, calculado segundo os passos indicados em 
Metodologia, com os parâmetros (1,0,0,1,2,0,12), são apresentados na Tabela 4.20. 
 
Tabela 4.20 - Resultados dos métodos comparativos. 






Série Masculino 2011 26.186 32.280 39.167 139.530  210.977 
Previsão subsérie 2010  36.544,3 44.325,8 125.539,9  206.409,9 
Erro absoluto Subsérie 2010  13,21% 13,17% 10,02% 12,14% 2,16% 
Baseline  28.577 34.662 98.170  161.409 
Erro absoluto Baseline  11,47% 11,50% 29,64% 17.54% 23,49% 
ARIMA (1,0,0,1,2,0,12)  47.842,5 59.063,9 162.813,7  269.720,1 
Erro absoluto ARIMA  48,21% 50,8% 16,69% 38.57% 27,84% 
 
Para uma comparação mais fácil da capacidade preditiva dos métodos, criou-se um 
quadro resumo com os erros médios e acumulados (Tabela 4.21). 
 
Tabela 4.21 - Comparação dos erros de previsão de cada método. 






Série descendente mais semelhante 14,14% 1,83% 
Soma das previsões das séries descendentes 8,89% 6,92% 
Erro absoluto Subsérie 2010 12,14% 2,16% 
Erro absoluto Baseline 17.54% 23,49% 
Erro absoluto ARIMA 38.57% 27,84% 
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Considerando o erro médio, pode-se observar que o método do descendente mais 
próximo apresenta um erro superior aos outros dois métodos estudados, mas uma 
melhoria quanto aos métodos comparativos. O erro acumulado monstra que a soma das 
subsérie apresenta um resultado que é reflexo de cada período e não da totalidade dos 
períodos. Esta situação do método com menor erro médio não ser o de menor erro 
acumulado deve-se ao cancelamento dos erro nos períodos estudados, não querendo isto 
significar que o método é mau, pois na previsão do trimestre o primeiro método até 
apresentou uma taxa de erro muito boa.  
 
Neste caso, tanto o ARIMA como o Baseline incorrem num erro muito superior aos 
outros métodos, o que atesta a qualidade destes nesta série em particular. 
 
4.3.3 Previsão dos valores da série Todas da dimensão cor artigo 
São agora descritos os testes realizados à série definida pelo par ordenado <Meses, 
Todas>, correspondente à estrutura de dimensões <tempo, cor artigo>, para efeitos de 
previsão de valores de quantidades de peças vendidas. 
 
Para a série em questão vão ser realizados os mesmos testes que nas duas secções 
anteriores. 
4.3.3.1 Subsérie descendente mais semelhante à série ascendente 
Neste teste são calculadas as distâncias das subséries descendentes, Preto, Branco, 
Cinza, Bege, Castanho, Amarelo, Laranja, Vermelho, Azul, Verde e Rosa, com a 
subsérie da série ascendente dos 9 primeiros meses do ano de 2011. A matriz das 
dissemelhanças é resultante da utilização do algoritmo Dynamic Time Warping (DTW), 
configurado para usar o cálculo da distância euclidiana.  
 
A matriz das semelhanças é composta pelos seguintes valores apresentados na Tabela 
4.22. 
 
Tabela 4.22 – Matriz das dissemelhanças dos descendentes. 
Série Preto Branco Cinza Bege Cast. Amar. Laranja Verm. Rosa 
Soma 2,80 1,50 1,87 2,86 6,13 2,56 3,48 2,84 1,42 
2008 4,12 2,58 3,65 3,59 5,97 3,67 4,50 3,90 3,45 
2009 3,55 2,58 5,90 3,61 4,69 2,90 4,04 4,16 3,09 
2010 3,03 1,10 3,81 3,30 5,19 3,15 3,33 2,13 3,03 
 
A subsérie descendente mais semelhante à série Todas as cores do ano 2011, é a série 
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Tabela 4.23 - Resultados da previsão do descendente mais semelhante, para a série Todas da dimensão cor 
artigo. 











35.211,3 30.754,2 90.226,7  156.192,2 
Série Todas 2011 37.476
 
45.587 52.468 166.303  264.358 
Erro absoluto  22,76% 41,38% 45,75% 36,63% 40,92 % 
4.3.3.2 Soma das subséries descendentes 
Outro modelo testado perante a série referida no início da secção, consiste em somar as 
previsões dos descendentes. Neste caso é necessário fazer a previsão para cada uma das 
cores já mencionadas. 
 
Os valores das dissemelhanças de cada subsérie dos descendentes para as subséries do 
ano 2011 da própria série são apresentados na Tabela 4.24. 
 
Tabela 4.24 – Matriz das dissemelhanças dos descendentes. 
Série Preto Branco Cinza Bege Cast. Amar. Laranja Verm. Rosa 
Soma 3,22 1,64 2,05 2,34 5,31 2,73 3,59 3,00 2,02 
2008 4,16 3,18 2,63 3,31 3,74 3,87 3,38 2,99 2,76 
2009 3,59 2,56 4,92 4,17 5,36 3,37 2,00 4,81 1,87 
2010 3,86 1,24 4,00 4,40 6,36 3,08 4,13 2,55 1,63 
 
Para a previsão de cada série descendente será usada a subsérie do descendente mais 
semelhante à sua subsérie referente ao ano 2011. Entre as subséries selecionadas para a 
previsão, estão: a soma das subséries no caso da série Preto, 2010 para a série Branco e 
as restantes estão assinaladas na Tabela 4.24 com os valores a negrito. 
 
Somando os valores previstos por cor, obtemos a previsão para 2011 da série Todas da 
dimensão cor artigo (Tabela 4.25).  
 
Tabela 4.25 - Resultados da previsão da soma dos descendentes, para a série Todas da dimensão cor artigo. 










51.861,8 60.981,5 158.209,9  271.053,2 
 
 
Série Todas 2011 37.476
 
45.587 52.468 166.303  264.358 
Erro absoluto  13,76% 16,22% 4,87% 11,62% 2,53% 
4.3.3.3 Usar a própria série e outros modelos comparativos 
Nesta secção vai ser testado um modelo para comparação usando a própria série. Além 
da previsão com os dados da própria série serão aplicados e registados os valores dos 
testes usando o modelo Baseline e o ARIMA, todos para a série <Meses, Todas> do par 
ordenado <Tempo, cor artigo>. 
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Para o modelo que usa os dados da própria série, calcula-se a subsérie mais semelhante 
que será usada na previsão dos dados. A subsérie mais semelhante ao ano de 2011 é a 
subsérie referente ao ano de 2010 com o valor 1,21. 
 
Os valores previstos pelo método Baseline são os mesmos valores de 2010 para os 
períodos analisados, outubro, novembro e dezembro. 
 
Os valores previstos pelo modelo ARIMA, calculados segundo os passos indicados em 
Metodologia, com os parâmetros (0,1,1,1,1,2,12), são apresentados na Tabela 4.26. 
 
Tabela 4.26 - Resultados dos métodos comparativos. 






Série Todas 2011 37.476 
 
45.587 52.468 166.303  264.358 
Previsão subsérie 2010  53.831,6 61.502,5 157.082,9  272.417,0 
Erro absoluto Subsérie 2010  18,09% 17,22% 5,54% 13,62% 3,05% 
Baseline  38.288 43.744 111.726  193.758 
 Erro absoluto Baseline  16,01% 16,63% 32,82% 21.82% 26,71%
ARIMA (0,1,1,1,1,2,12)  66.370,0 70.463,4 145.735,8  282.569,1 
 Erro absoluto ARIMA  45,59% 34,30% 12,37% 30,75% 6,89%
 
Para uma comparação mais fácil da capacidade preditiva dos métodos, criou-se um 
quadro resumo com os erros médios e acumulados (Tabela 4.27). 
 
Tabela 4.27 - Comparação dos erros de previsão de cada método. 






Série descendente mais semelhante 36,63% 40,92 % 
Soma das previsões das séries descendentes 11,62% 2,53% 
Erro absoluto Subsérie 2010 13,62% 3,05% 
Erro absoluto Baseline 21.82% 26,71% 
Erro absoluto ARIMA 30,75% 6,89% 
 
Os resultados apresentam um erro muito grande no método de previsão usando o 
descendente mais semelhante, possivelmente devido ao elevado número de 
descendentes que a série analisada contém. Mais uma vez, o erro médio do método de 
previsão através da soma das previsões dos descendentes apresenta-se como o mais 
preciso, inclusive na previsão acumulada. 
 
4.3.4 Previsão dos valores de séries por semanas 
São agora descritos os testes realizados à série definida pelo par ordenado <Semanas, 
Todos>, <Semanas, Masculino> e <Semanas, Feminino>, correspondente à estrutura de 
dimensões <tempo, sexo artigo>, para efeitos de previsão de valores de quantidades de 
peças vendidas. O intuito deste teste é analisar a distribuição do erro usando apenas o 
método de soma das previsões das séries descendentes para prever o valor da série 
ascendente. 
 
 Análise exploratória de hierarquias em base de dados multidimensionais 73 
 
Para o teste foram previstos, individualmente, os valores das vendas da 1ª semana de 
2012 até à 20ª semana de 2012. A previsão para cada um dos períodos mencionados 
foram feitas para três séries: Todos, Masculino e Feminino.  
 
Para a previsão da 1ª semana usam-se as subséries definidas por cada ano. No caso da 
previsão da 2ª semana as subséries andam uma semana para a frente. Por exemplo, a 
subsérie que anteriormente era definida pela 1ª semana de 2011 até à última semana de 
2011 passa a ser definida pela 2ª semana de 2011 até à 1ª semana de 2012. 
 
Outra situação a ter em conta tem a ver com a primeira semana de cada ano; se tiver 
poucos dias, é considerada como uma continuação da semana do ano anterior, ou seja, a 
primeira semana do ano não começa no dia 1. Em casos como este, para evitar o 
inflacionamento da última semana de alguns anos com os dados do início do ano 
seguinte, optou-se por ignorar esses dias. 
 
Dos testes realizados resultou uma tabela de frequências (Tabela 4.28). 
 
Tabela 4.28 - Tabela das contagens de ocorrências por intervalo de erro de previsão. 
Erro Frequência 
















Ilustração 4.43 - Histograma dos erros de previsão. 
O gráfico apresenta a curva de uma distribuição normal com média zero e um desvio 
padrão de 0,4. Os valores das colunas apresentam as ocorrências dos erros de previsões. 
Como podemos verificar, a distribuição do erro é aproximadamente normal. Acontecem 
três situações cujo erro é -1, ou seja, o valor que se prevê é o dobro do valor que 
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realmente acontece. Isto é devido à ocorrência da semana da Páscoa, pois prevê-se uma 
semana com uma ocorrência extraordinária do ano anterior. 
 
4.4 Análise de Resultados 
 
Na análise exploratória é possível determinar a sazonalidade do negócio e como 
algumas dimensões e elementos das dimensões afetam as vendas ao longo do tempo. 
Pode-se depreender algumas particularidades como, por exemplo, o Branco ter um 
tempo de vendas muito forte na época de Primavera/ Verão, perdendo peso no total das 
vendas na segunda estação do ano, Outono/ Inverno. 
 
Apesar dos dados apresentarem várias séries, a interligação entre hierarquias faz com 
que haja vínculos entre séries descendentes e séries ascendentes: o peso de cada série 
descendente na série ascendente e a forma como cada série descendente influencia, 
positiva ou negativamente, a série ascendente, no período em estudo. 
 
A análise exploratória mostrou que, pelo menos, este tipo de negócio depende mais do 
período mês/ semana do que do ano, para se saber se o valor do período cresce ou 
decresce em relação ao período anterior. 
 
No caso da primeira série analisada, podemos observar que as séries descendentes 
apresentam distribuições muito semelhantes à série ascendente, mostrando que quando 
isto acontece as séries descendentes não representam uma mais-valia, constatação que é 
suportada pelo valor do erro médio da previsão: o erro médio é idêntico tanto para os 
métodos da soma das previsões dos descendentes como para os dados da própria série; 
nesta situação o erro acumulado também é semelhante entre ambos os métodos 
mencionados. Isto significa que trabalhar com as séries descendentes será uma 
continuação do trabalho com a série Todos. 
 
As séries definidas pelos pares ordenados <Meses, Masculino> e <Meses, Todas>, 
respetivamente correspondentes à estrutura de dimensões <tempo, sexo artigo> e 
<tempo, cor artigo>, demonstram a eficácia do método da soma das previsões dos 
descendentes, quando os descendentes têm alguma diferença, mas trabalham com a 
mesma sazonalidade e seguem uma base na mesma linha.  
 
Este método apresenta valores por período muito bons, sendo melhor que a Baseline e o 
método ARIMA. Apesar dos métodos apresentados serem mais trabalhosos, a sua 
implementação é menos subjetiva, pois têm um número de parâmetros muito menor que 
o ARIMA. 
 
Na série definida pelo par ordenado <Semanas, Todos>, correspondente à estrutura de 
dimensões <tempo, sexo artigo>, onde o propósito era analisar a distribuição do erro do 
método das somas das previsões das séries descendentes: verificámos que este erro 
tinha uma distribuição aproximadamente normal. 
 
O método baseado no Bellwether não apresentou os resultados esperados, pois o erro 
obtido era, em alguns casos, elevado, noutros era semelhante ao dos outros dois 
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métodos. A variância do erro não dá, ao utilizador, confiança neste método. A correção 
da situação pode passar por algumas modificações a este método, como obter as 
previsões da segunda e terceira subséries mais semelhantes e agregar as três previsões, 
de uma forma ponderada, para ter os dados da série ascendente. 
 
Outros testes, não apresentados no relatório, mostram que este método não coopera bem 
com séries com muitos valores em falta, ou com subséries muito pequenas e o ideal é ter 
subséries definidas pela sazonalidade. O método apresenta uma eficácia que aparenta 
ser independente do número de descendentes. 
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5 Conclusões e trabalhos futuros 
Neste capítulo, são apresentadas as principais conclusões retiradas dos testes realizados, 
assim como possíveis trabalhos futuros ou melhorias. 
 
5.1 Conclusões 
Neste trabalho desenvolveu-se uma metodologia para a análise exploratória e previsão 
de uma série usando diferentes granularidades, estudando-as de uma forma simultânea.  
 
A análise exploratória consistiu em analisar os cronogramas com linhas de tendências 
para obter a sazonalidade e tendência da série e séries descendentes. Nos cronogramas 
da série e séries descendentes aferimos a composição da série ascendente e a relação 
entre as séries de diferentes granularidades, além dos cronogramas realizou-se a análise 
das correlações aferida pela informação dos correlogramas da série e séries 
descendentes. Sobre as séries também foram realizados box-plots, gráficos das 
diferenças de primeira ordem, e complementou-se a informação com dados da análise 
analítica. A análise exploratória permitiu definir propriedades importantes da série e 
séries descendentes, como sejam: qual das séries descendentes são as mais semelhantes 
e quais as mais influentes. Também se procedeu à previsão de valores segundo três 
métodos: usando a subsérie da série descendentes mais semelhante à série ascendente 
para prever os valores desta; usando as previsões de todas das séries descendentes, 
agregando-se esses valores de forma a obter o valor da série ascendente; e usando os 
dados das subséries da própria série para prever os valores dela própria. Para aferir a 
capacidade destes métodos compararam-se os resultados obtidos com os resultados dos 
métodos Baseline e do ARIMA. 
 
Para suporte à metodologia apresentada usaram-se dados reais de uma empresa da área 
do retalho de vestuário e moda. Os testes foram realizados sobre quatro séries com 
dados referentes aos anos de venda de 2008 a 2011 e diferentes granularidades, 
nomeadamente, na dimensão artigo. O teste à última das séries serviu para a análise da 
distribuição das frequências do erro, aferindo-se que segue uma distribuição 
aproximadamente normal. 
 
Com o decorrer do trabalho pareceu-nos lícito concluir que os sistemas OLAP trazem 
uma grande ajuda à análise simultânea de níveis de granularidades. O OLAP realiza a 
agregação e o sumário de dados, mas a grande vantagem na sua utilização está na forma 
como permite navegar nas diversas dimensões, em particular, nas hierarquias dessas 
dimensões. 
 
Os métodos de previsão apresentados e analisados mostraram uma boa eficácia na 
previsão, quando comparados com o método de Baseline e com o modelo ARIMA. A 
exceção a esta análise ocorre quando se aplica o método baseado na ideia de (Chen, et 
al., 2006 b)), onde se usa o descendente mais semelhante para prever a série ascendente. 
Este modelo apresentou valores piores que os métodos de controlo. 
 
O método de previsão usando a soma das previsões das séries descendentes apresenta, 
por norma, um erro absoluto médio inferior aos outros métodos, mas para a soma do 
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erro acumulado não acontece a mesma coisa. Isto ocorre pois o método tenta encontrar a 
melhor previsão para cada período independentemente das previsões previamente 
realizadas, ao contrário do ARIMA. 
 
São ainda de considerar algumas conclusões sobre a relação entre as séries e os seus 
descendentes, assim como o impacto dessa relação numa possível previsão dos valores. 
O trabalho apresenta as relações entre os descendentes de uma hierarquia de 
determinada dimensão e o seu efeito na série ascendente. Quando todos os descendentes 
têm uma distribuição, ao longo do tempo, muito semelhante à série ascendente - comum 
nos membros mais agregados das hierarquias visto terem a tendência para reproduzir o 
comportamento do negócio -, a previsão usando os descendentes não é benéfica a nível 
da cardinalidade das operações realizadas e também não traz uma maior precisão. 
 
As séries descendentes devem conter dados consistentes na maioria das subséries, caso 
contrário resultarão poucos valores de comparação. Nos dados trabalhados, temos os 
exemplos dos artigos, o tempo de vida de um artigo como peça vendida em todas as 
lojas, tem a duração de uma estação, seis meses, mas para propósitos de análise 
necessitaríamos de um período mais alargado para prever a série ascendente, algo que já 
acontece quando trabalhamos com um nível de agregação superior, como são as 
subfamílias dos artigos. Se as séries descendentes tiverem muitos valores em falta, 
situação decorrente de, por exemplo, uma falha de stock ou de alguma prática de 
marketing, os modelos de previsão tem a tendência para serem menos eficazes. Este 
problema foi amenizado com a criação de uma subsérie adicional, subsérie que é a soma 
das outras subséries. Em situações como a Páscoa, correspondentes a picos flutuáveis 
no período de sazonalidade, o erro tende a disparar. Prevêem-se dados com base numa 
subsérie com um pico de vendas, aumentando o valor previsto que deveria corresponder 
a um pico que já ocorreu, ou ainda estará para ocorrer. Esta situação é bem visível nos 
testes feitos à série com dados semanais, onde o efeito da Páscoa é mais notório. 
 
Para o conjunto de dados utilizado, a metodologia testada para a previsão de dados 
usando as séries descendentes mostrou uma boa capacidade de previsão, excluindo 
algumas situações já identificadas. Além de se tratar de um conceito simples, apresenta, 
mesmo assim, valores com uma taxa de erro inferior à dos métodos de controlo. 
 
5.2 Trabalhos futuros 
Apesar do trabalho realizado ser promissor, surgem ainda alguns pontos que podem a 
ser aperfeiçoados. 
 
Como trabalhos futuros, destaca-se a fórmula da previsão de valores que poderá ser 
melhorada em termos de eficácia da metodologia utilizada, usando os valores das 
autocorrelações parciais para determinar o peso dos períodos antecessores, ao invés de 
ser o peso total no período anterior.  
 
Outra possível melhoria seria a avaliação da semelhança de séries com base em mais do 
que uma métrica. No caso apresentado, a métrica adicional a ter em conta poderia ser a 
quantidade de peças em stock, visto que este número pode influenciar o número de 
peças vendidas. 
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Ainda como melhoria surge a possibilidade de identificar e anular os picos não 
sistémicos, tanto positivos como negativos, como nos exemplos apresentados a 
ocorrência das Páscoas. Este melhoramento poderá ser introduzido tentando eliminar 
esse efeito nos dados ou aplicando uma variação do DTW, com uma janela de passos 
com um leque mais alargado. Além da comparação da subsérie, este problema também 
será visível na altura da previsão, pois o valor de séries anteriores vai empolar ou 
deflacionar, conforme o sentido da variação dos dados. 
 
O modelo que usa a subsérie dos descendentes mais semelhantes à série principal não 
apresentou os valores de precisão esperados, o que não deve constituir, desde já, motivo 
para descartar esta ideia. O método poderá ser melhorado procurando alguns dos 
descendentes que sejam os centróides de alguns agrupamentos, ou obter um 
determinado número de descendentes mais semelhantes. Com este número de subséries 
mais alargado - no método experimentado só havia uma subsérie -, mas mesmo assim 
menor que o número de descendentes à partida, obtinham-se os valores da série 
principal, com base numa média aritmética ou numa ponderação. 
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Anexo A Código DTW implementado 
Sub DTW() 
Dim numeroCol(1 To 10), numeroColPai(1 To 10) As Integer 
Dim numeroLin As Integer 
Dim serieComparada(1 To 10, 1 To 60) As Double 
Dim serieAComparar(1 To 10, 1 To 60) As Double 
Dim lin, col, colPai As Integer 
Dim custo As Double 
 
'Obtem o numero da unidade pai na dimensão tempo 
numeroLin = Worksheets("Dados").Range("A2").End(xlDown).Row 
For lin = 3 To numeroLin 





  ‘Preencher o array com os dados das séries filho ou  a comparar 
For col = 2 To numeroCol(lin) 
serieAComparar(lin - 2, col - 1) = Worksheets("Dados").Range(Cells(lin, col).Address).Value 
       Next col 
  ‘Preencher o array com os dados da série pai ou que vai ser comparada 
For colPai = 2 To numeroCol(lin) 
        serieComparada(lin - 2, col - 1) = Worksheets("Dados").Range(Cells(lin + 7, col).Address).Value 
      Next colPai 
   
 
  ‘Calculo das distancias 
custo = DTWDistance(serieAComparar, serieComparada, lin - 2, col – 2, colPai - 2) 
‘Colocar as distancias nas células da página distâncias do excel 
Worksheets("Distancia").Range(Cells(lin, 1).Address).Value = Worksheets("Dados").Range(Cells(lin, 
1).Address).Value 
Worksheets("Distancia").Range(Cells(lin, 2).Address).Value = custo 
Next lin 
 
MsgBox ("Distancias calculadas")         
End Sub 
 
Function DTWDistance(ByRef s() As Double, ByRef t() As Double, ByVal lin As Integer, ByVal col As Integer, ByVal colPai As 
Integer) As Double 
Dim aDTW(0 To 60, 0 To 60) As Double 
Dim i, j As Integer 
Dim cost As Double 
Dim aFilho(1 To 60), aPai(1 To 60) As Double 
 
 ‘Preencher o array dos dados pai 
For i = 1 To colPai 
aPai(i) = t(lin, i) 
Next i 
 
 ‘Preencher o array dos dados filho 
For i = 1 To col 
aFilho(i) = s(lin, i) 
Next i 
 
'tamanho do array filho 
For i = 1 To col   
aDTW(1, i) = 9999999 
Next i 
 
'tamanho do array pai 
For i = 1 To colPai   
aDTW(i, 1) = 9999999 
Next i 
 
‘Valor da distancia no ponto inicial deve ser zero. 
aDTW(1, 1) = 0 
 
For i = 2 To col 
    For j = 2 To colPai 
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         cost = CalcDistanciaABS(aFilho(i), aPai(j)) 
         ‘Obtem o menor custo das posições adjacentes seguintes 
aDTW(i, j) = cost + Min(Min(aDTW(i - 1, j), aDTW(i, j - 1)), aDTW(i - 1, j - 1)) 
    Next j 
Next i 
 
DTWDistance = aDTW(col, colPai) 
End Function 
 
‘Calculo da distancia euclidiana com uma única métrica, valor absoluto 
Function CalcDistanciaABS(ByVal dFilho As Double, ByVal dPai As Double) As Double 
CalcDistanciaABS = Abs(dFilho - dPai) 
End Function 
 
‘Função que obtem o minimo entre dois numeros 
Public Function Min(ByVal d1 As Double, ByVal d2 As Double) As Double 
Min = d1 
  If d2 < d1 Then Min = d2 
End Function 
