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SOLUTIONS OF PERTURBED HAMMERSTEIN INTEGRAL
EQUATIONS WITH APPLICATIONS
FILOMENA CIANCIARUSO, GENNARO INFANTE, AND PAOLAMARIA PIETRAMALA
Abstract. By means of topological methods, we provide new results on the existence,
non-existence, localization and multiplicity of nontrivial solutions for systems of perturbed
Hammerstein integral equations. In order to illustrate our theoretical results, we study some
problems that occur in applied mathematics, namely models of chemical reactors, beams
and thermostats. We also apply our theory in order to prove the existence of nontrivial
radial solutions of systems of elliptic boundary value problems subject to nonlocal, nonlinear
boundary conditions.
1. Introduction
Problems with nonlinear boundary conditions often occur in applied mathematics. For
example, the fourth-order differential equation
(1.1) u(4)(t) = f(t, u(t)), t ∈ (0, 1),
subject to the nonlinear boundary conditions (BCs)
(1.2) u(0) = u′(0) = u′′(1) = 0, u′′′(1) = h(u(1))
models the stationary states of the deflections of an elastic beam of length 1. The BCs (1.2)
describe that the left end of the beam is clamped and the right end is free to move with a
vanishing bending moment and a shearing force that reacts (in a possibly nonlinear manner)
according to the displacement registered in the right end. Various methods were used to deal
with the existence of solutions of the boundary value problem (BVP) (1.1)-(1.2), for example
variational methods in [9, 78], iterative methods in [1, 62, 64] and topological methods in
[36].
One possibility is to rewrite this BVP as a perturbed Hammerstein integral equation, that
is
(1.3) u(t) = γ(t)h(u(1)) +
∫ 1
0
k(t, s)f(s, u(s)) ds.
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This kind of perturbed integral equation has been investigated in the past by a number of
authors, we refer the reader to the manuscripts [1, 6, 8, 21, 24, 25, 27, 29, 34, 50, 71, 89, 90]
and references therein.
When seeking the existence of positive solutions of the perturbed integral equation (1.3),
typically one assumes either a global restriction on the growth of the nonlinearity h, say for
example
(1.4) α1x ≤ h(x) ≤ α2x, for every x ≥ 0,
where 0 ≤ α1 ≤ α2, as in [34, 36, 38, 40, 50, 54, 80], or an asymptotic condition, as
in [16, 22, 24, 25, 26, 27, 28, 29], or a kind of mixture of the two, as in [89, 90].
Our idea is to utilise a kind of local estimate on the growth of the nonlinearity h, that can
be seen as a weakening of the global assumption (1.4). This approach is useful under two
points of view: it allows to handle a wider class of nonlinearities with respect to the assump-
tion (1.4) and is convenient in order to prove multiplicity results, henceforth improving and
complementing the above results.
We stress that we can deal with nonlocal BCs; for example we can replace the BCs (1.2)
with
u(0) = u′(0) = u′′(1) = 0, u′′′(1) = h(u(η)),
where η ∈ (0, 1). This models a feedback mechanism where the shearing force in the right
end of the beam reacts to the displacement registered in a point η. As far as we know the
study of nonlocal BCs, in the context of ODEs, can be traced back to Picone [70], who
considered multi-point BCs. For an introduction to nonlocal problems we refer the reader
to the reviews [12, 63, 68, 79, 88] and the papers [51, 52, 87].
In Section 2 we discuss the existence of solutions of the more general equation
(1.5) u(t) = γ(t)H [u] +
∫ 1
0
k(t, s)g(s)f(s, u(s)) ds,
where H is a suitable compact functional in the space of continuous functions. We investigate
the existence of strictly positive, non-negative and nontrivial solutions of (1.5), depending
on the sign properties of the kernel k. This kind of equation is fairly general and can be
applied to a variety of problems. As an example we apply our results in the case of three
mathematical models, widely studied in literature, namely a chemical reactor, a cantilever
beam and a thermostat model. We also present non-existence results for (1.5). In order to
illustrate our approach to the reader, in Section 2 we restrict our attention to the case of
one compact perturbation of the Hammerstein integral equation.
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In Section 3 we further develop the methodology of the previous Section and we deal with
the case of systems of two perturbed Hammerstein equations. Here we focus, for brevity, to
the problem of the existence of multiple, nontrivial solutions of the system
u(t) =
∑
j=1,2
γ1j(t)H1j[u, v] +
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s)) ds,
v(t) =
∑
j=1,2
γ2j(t)H2j[u, v] +
∫ 1
0
k2(t, s)g2(s)f2(s, u(s), v(s)) ds,
(1.6)
where Hij are compact functionals. Some non-existence results for (1.6) are also presented.
Our approach allows us to deal with a wide class of systems of differential equations subject
to nonlinear nonlocal BCs. As an example we illustrate the applicability of the theoretical
results of Section 3 by discussing the existence of nonzero radial solutions of the system of
nonlinear elliptic equations subject to nonlocal, nonlinear BCs
∆u+ g˜1(|x|)f1(u, v) = 0, |x| ∈ [R1, R0],
∆v + g˜2(|x|)f2(u, v) = 0, |x| ∈ [R1, R0],
∂u
∂r
∣∣∣
∂BR0
= H11[u, v] and (u(R1x)− β1u(Rηx))
∣∣∣
x∈∂B1
= H12[u, v],
∂v
∂r
∣∣∣
∂BR0
= H21[u, v] and
(
v(R1x)− β2∂v
∂r
(Rξx)
)∣∣∣
x∈∂B1
= H22[u, v],
where x ∈ Rn, β1, β2 < 0, 0 < R1 < R0 < +∞, Rη, Rξ ∈ (R1, R0).
For our results we utilize the theory of fixed point index and make use of ideas from the
earlier papers [19, 35, 38, 43, 44, 58, 59, 83, 87].
2. Existence and non-existence results for perturbed Hammerstein
integral equations
In this Section we study the existence of solutions of the perturbed Hammerstein equation
of the type
(2.1) u(t) = γ(t)H [u] +
∫ 1
0
k(t, s)g(s)f(s, u(s)) ds := Tu(t),
where H is a compact functional. We consider T as a perturbation of the operator
Fu(t) :=
∫ 1
0
k(t, s)g(s)f(s, u(s)) ds,
that is
Tu(t) = γ(t)H [u] + Fu(t).
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We work in suitable cones of the space of continuous functions C[0, 1], endowed with the
usual supremum norm ‖w‖ := max{|w(t)|, t ∈ [0, 1]}. We recall that a cone K in a Banach
space X is a closed convex set such that λ x ∈ K for x ∈ K and λ ≥ 0 and K ∩ (−K) = {0}.
If Ω is a open bounded subset of a cone K (in the relative topology) we denote by Ω and
∂Ω the closure and the boundary relative to K. When Ω is an open bounded subset of X
we write ΩK = Ω ∩K, an open subset of K.
The next Lemma summarizes some classical results regarding the fixed point index, for
more details see for example the review by Amann [2] and the book by Guo and Laksh-
mikantham [31].
Lemma 2.1. Let Ω be an open bounded set with 0 ∈ ΩK and ΩK 6= K. Assume that
F : ΩK → K is a compact map such that x 6= Fx for all x ∈ ∂ΩK . Then the fixed point
index iK(F,ΩK) has the following properties.
(1) If there exists e ∈ K \ {0} such that x 6= Fx + λe for all x ∈ ∂ΩK and all λ > 0,
then iK(F,ΩK) = 0.
(2) If µx 6= Fx for all x ∈ ∂ΩK and for every µ ≥ 1, then iK(F,ΩK) = 1.
(3) If iK(F,ΩK) 6= 0, then F has a fixed point in ΩK .
(4) Let Ω1 be open and bounded in X with Ω1K ⊂ ΩK . If iK(F,ΩK) = 1 and iK(F,Ω1K) =
0, then F has a fixed point in ΩK \ Ω1K. The same result holds if iK(F,ΩK) = 0 and
iK(F,Ω
1
K) = 1.
In what follows, with an abuse of notation, we denote by w the constant function w(t) = w
for all t ∈ [0, 1]. We now discuss the relation between the existence of strictly positive, non-
negative and nontrivial solutions of (2.1) and the sign properties of the kernel k, in the line
of the papers [7, 44].
2.1. Strongly positive kernels. We begin by considering the case of kernels with a strong
positivity and we make the following assumptions on the terms that occur in (2.1).
• k : [0, 1]× [0, 1]→ (0,+∞) is measurable and for every τ ∈ [0, 1] we have
lim
t→τ
|k(t, s)− k(τ, s)| = 0 for almost every (a.e.) s ∈ [0, 1].
• There exist a function Φ ∈ L∞[0, 1] and a constant c1 ∈ (0, 1] such that
c1Φ(s) ≤ k(t, s) ≤ Φ(s) for t ∈ [0, 1] and a.e. s ∈ [0, 1].
• gΦ ∈ L1[0, 1], g(s) ≥ 0 for a.e. s ∈ [0, 1] and ∫ 1
0
Φ(s)g(s) ds > 0.
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• The nonlinearity f : [0, 1] × [0,+∞) → [0,+∞) satisfies Carathe´odory conditions,
that is, f(·, u) is measurable for each fixed u ∈ [0,+∞) , f(t, ·) is continuous for a.e.
t ∈ [0, 1], and for each r > 0, there exists φr ∈ L∞[0, 1] such that
f(t, u) ≤ φr(t) for all u ∈ [0, r] and a.e. t ∈ [0, 1].
• γ ∈ C[0, 1] and there exists c2 ∈ (0, 1] such that γ(t) ≥ c2‖γ‖ for t ∈ [0, 1].
Due to the hypotheses above, we are able to work in the cone
K := {u ∈ C[0, 1] : min
t∈[0,1]
u(t) ≥ c‖u‖},
with c = min{c1, c2}. Regarding the nonlinear functional H , we assume that
• H : K → [0,+∞) is compact.
If the hypotheses above hold then T maps K into K and is compact.
For our index calculations we use the following open bounded sets (relative to K)
Kρ := {u ∈ K : ‖u‖ < ρ}, Vρ := {u ∈ K : min
t∈[0,1]
u(t) < ρ}.
Note that the sets Kρ and Vρ are nested, i.e. Kρ ⊂ Vρ ⊂ Kρ/c.
Firstly, we give a condition which implies that the index is 1 on the set Kρ.
Lemma 2.2. Assume that
(I1ρ) there exist ρ > 0, a linear functional α
ρ[·] : K → [0,+∞) given by
αρ[u] =
∫ 1
0
u(t) dAρ(t)
such that
• dAρ is a positive Stieltjes measure,
• αρ[γ] < 1,
• H [u] ≤ αρ[u] for every u ∈ ∂Kρ,
• the following inequality holds:
(2.2) f cρ,ρ
(
sup
t∈[0,1]
{ γ(t)
1− αρ[γ]
∫ 1
0
Kρ(s)g(s) ds+
∫ 1
0
k(t, s)g(s) ds
})
< 1,
where
f cρ,ρ := ess sup
{
f(t, u)
ρ
, 0 ≤ t ≤ 1, cρ ≤ u ≤ ρ
}
and Kρ(s) :=
∫ 1
0
k(t, s) dAρ(t).
Then iK(T,Kρ) is 1.
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Proof. We show that µ u 6= Tu for every u ∈ ∂Kρ and for every µ ≥ 1; this ensures that the
index is 1 on Kρ. In fact, if this does not happen, there exist µ ≥ 1 and u ∈ ∂Kρ such that
µ u(t) = Tu(t), for every t ∈ [0, 1]. Then we have
(2.3) µ u(t) ≤ γ(t)αρ[u] +
∫ 1
0
k(t, s)g(s)f(s, u(s))ds.
Applying αρ to the both sides of (2.3) gives
µαρ[u] ≤ αρ[γ]αρ[u] +
∫ 1
0
Kρ(s)g(s)f(s, u(s))ds.
Thus we have
(2.4) αρ[u] ≤ 1
µ− αρ[γ]
∫ 1
0
Kρ(s)g(s)f(s, u(s))ds ≤ 1
1− αρ[γ]
∫ 1
0
Kρ(s)g(s)f(s, u(s))ds.
Using (2.4) in (2.3) we obtain
µ u(t) ≤ ρf cρ,ρ
(
γ(t)
1− αρ[γ]
∫ 1
0
Kρ(s)g(s)ds+
∫ 1
0
k(t, s)g(s)ds
)
.
Taking the supremum in [0, 1] gives
µρ ≤ ρf cρ,ρ
(
sup
t∈[0,1]
{
γ(t)
1− αρ[γ]
∫ 1
0
Kρ(s)g(s)ds+
∫ 1
0
k(t, s)g(s)ds
})
and using the hypothesis (2.2) we can conclude that µρ < ρ. This contradicts the fact that
µ ≥ 1 and proves the result. 
Now we give a condition which implies that the index is 0 on the set Vρ.
Lemma 2.3. Assume that
(I0ρ) there exist ρ > 0, a linear functional α
ρ[·] : K → [0,+∞) given by
αρ[u] =
∫ 1
0
u(t) dAρ(t)
such that
• dAρ is a positive Stieltjes measure,
• αρ[γ] < 1,
• H [u] ≥ αρ[u] for every u ∈ ∂Vρ,
• the following inequality holds:
(2.5) fρ,ρ/c
(
inf
t∈[0,1]
{ γ(t)
1− αρ[γ]
∫ 1
0
Kρ(s)g(s) ds+
∫ 1
0
k(t, s)g(s) ds
})
> 1,
where
fρ,ρ/c := ess inf
{
f(t, u)
ρ
, 0 ≤ t ≤ 1, ρ ≤ u ≤ ρ/c
}
.
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Then iK(T, Vρ) is 0.
Proof. Note that the constant function e(t) ≡ 1 for t ∈ [0, 1] belongs to K. We prove that
u 6= Tu+ λe for every u ∈ ∂Vρ and for every λ ≥ 0; this ensures that the index is 0 on Vρ.
Let u ∈ ∂Vρ and λ ≥ 0 such that u = Tu+ λ e. Then we have, for t ∈ [0, 1],
u(t) ≥γ(t)αρ[u] +
∫ 1
0
k(t, s)g(s)f(s, u(s))ds.(2.6)
Thus we have
αρ[u] ≥ αρ[γ]αρ[u] +
∫ 1
0
Kρ(s)g(s)f(s, u(s)) ds.
This implies
(2.7) αρ[u] ≥ 1
1− αρ[γ]
∫ 1
0
Kρ(s)g(s)f(s, u(s)) ds.
Using (2.7) in (2.6) we obtain
u(t) ≥ ρfρ,ρ/c
( γ(t)
1− αρ[γ]
∫ 1
0
Kρ(s)g(s) ds+
∫ 1
0
k(t, s)g(s) ds
)
.
Taking the infimum for t ∈ [0, 1] gives
ρ ≥ ρfρ,ρ/c
(
inf
t∈[0,1]
{ γ(t)
1− αρ[γ]
∫ 1
0
Kρ(s)g(s) ds+
∫ 1
0
k(t, s)g(s) ds
})
.
Thus from (2.5) we have ρ > ρ. This is a contradiction that proves the result. 
We now state a result regarding the existence of at least one positive solution of (2.1). The
proof follows by the properties of fixed point index and is omitted. By expanding the lists in
conditions (S1), (S2), it is possible to state multiplicity results, see for example Theorem 3.9
and the paper [56].
Theorem 2.4. The integral equation (2.1) has at least one positive solution in K if one of
the following conditions holds.
(S1) There exist ρ1, ρ2 ∈ (0,+∞) with ρ1/c < ρ2 such that (I0ρ1) and (I1ρ2) hold.
(S2) There exist ρ1, ρ2 ∈ (0,+∞) with ρ1 < ρ2 such that (I1ρ1) and (I0ρ2) hold.
In the following example we present an application of Theorem (2.4) to a model of a
chemical reactor.
Example 2.5. We consider the second order ordinary differential equation
(2.8) u′′(t)− λu′(t) + λµ(β − u(t))+eu(t) = 0, t ∈ (0, 1),
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subject to the nonlinear BCs
(2.9) u′(0) = λu(0), u′(1) = H [u],
where β, λ, µ > 0 and H is a suitable functional.
This BVP arises when modelling the steady states of an adiabatic chemical reactor of
length 1. Here λ is the Peclet number, µ is the Damkohler number, β is the dimensionless
adiabatic temperature rise and u(t) is the local temperature at a point t of the tube, see for
example [18, 42, 66] and references therein.
A local version of the BVP (2.8)-(2.9), that is
u′′(t)− λu′(t) + λµ(β − u(t))+eu(t) = 0, u′(0) = λu(0), u′(1) = 0,
has been studied, via different methods, by a number of authors, we refer the reader to
[5, 11, 18, 32, 65, 66, 74, 75] and references therein.
The nonlinear condition in (2.9) can describe, for example, a feedback control system
on the reactor that adds or removes heat according to the temperatures detected by some
sensors located along the tube.
The solutions of the BVP (2.8)-(2.9) are given by the solutions of the perturbed Hammestein
integral equation
u(t) = γ(t)H [u] +
∫ 1
0
k(t, s)f(u(s)) ds,
where
γ(t) =
1
λ
eλ(t−1), k(t, s) =

e
λ(t−s), s > t,
1, s ≤ t,
and f(u) =

µ(β − u)e
u, u ≤ β,
0, u > β.
We work in the cone
K = {u ∈ C[0, 1], min
t∈[0,1]
u(t) ≥ c‖u‖},
where the constant c = e−λ, since
e−λ ≤ k(t, s) ≤ 1 for t ∈ [0, 1]× [0, 1],
and the conditions on k and γ are satisfied with Φ(s) = 1 and c1 = c2 = e
−λ.
In order to illustrate the growth conditions that occur in Theorem 2.4, we consider the
BVP
(2.10) u′′(t)− 1
3
u′(t) +
3
10
(11
5
− u(t)
)+
eu(t) = 0, t ∈ (0, 1),
(2.11) u′(0) =
1
3
u(0), u′(1) = 10−
3
2
√
u(1/2).
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The choice
ρ1 =
71
1000
, ρ2 =
53
25
(<
11
5
), αρ1 [u] =
1
10
u(1/2), αρ2[u] = 10−
5
4u(1/2),
yields (in what follows the numbers are rounded to the third decimal place unless exact)
αρ1[γ] = 0.254 < 1 and αρ2 [γ] = 0.143 < 1,
H [u] = 10−
3
2
√
u(1/2) ≥ 1
10
u(1/2) = αρ1[u] for ρ1 ≤ u ≤ ρ1/c,
H [u] = 10−
3
2
√
u(1/2) ≤ 10− 54u(1/2) = αρ2 [u] for cρ2 ≤ u ≤ ρ2,
inf {f(u) : u ∈ [ρ1, ρ1/c]} = 2.057 > 711000 · 1.917,
sup {f(u) : u ∈ [cρ2, ρ2]} = 2.811 < 5325 · 2.551.
Thus the conditions (I0ρ1) of Lemma 2.3 and (I
1
ρ2
) of Lemma 2.2 are satisfied. By Theorem 2.4
it follows that the BVP (2.10)-(2.11) has a strictly positive solution u ∈ Kρ2 \ V ρ1 with the
following localization property
ρ1 = 71/1000 ≤ u(t) ≤ 53/25 = ρ2, for every t ∈ [0, 1].
2.2. Non-negative Kernels. We now consider the case of kernels that have a weaker pos-
itivity property and therefore we make, in this Subsection, the following assumptions on the
terms that occur in (2.1).
• k : [0, 1]× [0, 1]→ [0,+∞) is measurable, and for every τ ∈ [0, 1] we have
lim
t→τ
|k(t, s)− k(τ, s)| = 0 for a.e. s ∈ [0, 1].
• There exist [a, b] ⊆ [0, 1], a function Φ ∈ L∞[0, 1] and a constant c1 ∈ (0, 1] such that
k(t, s) ≤ Φ(s) for t ∈ [0, 1] and a.e. s ∈ [0, 1],
k(t, s) ≥ c1Φ(s) for t ∈ [a, b] and a.e. s ∈ [0, 1].
• gΦ ∈ L1[0, 1], g(s) ≥ 0 for a.e. s ∈ [0, 1] and ∫ b
a
Φ(s)g(s) ds > 0.
• The nonlinearity f : [0, 1] × [0,+∞) → [0,+∞) satisfies Carathe´odory conditions,
that is, f(·, u) is measurable for each fixed u ∈ [0,+∞) , f(t, ·) is continuous for a.e.
t ∈ [0, 1], and for each r > 0, there exists φr ∈ L∞[0, 1] such that
f(t, u) ≤ φr(t) for all u ∈ [0, r] and a.e. t ∈ [0, 1].
• γ : [0, 1] → [0,+∞) is continuous and there exists c2 ∈ (0, 1] such that γ(t) ≥
c2‖γ‖ for t ∈ [a, b].
Thus we work in the cone (with an abuse of notation)
(2.12) K := {u ∈ C[0, 1] : u ≥ 0, min
t∈[a,b]
u(t) ≥ c‖u‖},
with c = min{c1, c2} and assume that
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• H : K → [0,+∞) is compact.
Under the assumptions above, T leaves the cone (2.12) invariant and is compact.
The cone of non-negative functions (2.12) was firstly used by Krasnosel’ski˘ı, see [55], and
D. Guo, see e.g. [31]. With an abuse of notation, we make use of the following open bounded
sets (relative to K)
Kρ := {u ∈ K : ‖u‖ < ρ}, Vρ := {u ∈ K : min
t∈[a,b]
u(t) < ρ}.
Note that Kρ ⊂ Vρ ⊂ Kρ/c.
We state the following results that correspond to Lemma 2.2 and Lemma 2.3.
Lemma 2.6. Assume that
(I1ρ) the hyphoteses of Lemma 2.2 hold with condition (2.2) replaced by
f 0,ρ
(
sup
t∈[0,1]
{ γ(t)
1− αρ[γ]
∫ 1
0
Kρ(s)g(s) ds+
∫ 1
0
k(t, s)g(s) ds
})
< 1,
where
f 0,ρ := ess sup
{f(t, u)
ρ
, t ∈ [0, 1], 0 ≤ u ≤ ρ
}
.
Then iK(T,Kρ) is 1.
Lemma 2.7. Assume that
(I0ρ) the hyphoteses of Lemma 2.3 hold with condition (2.5) replaced by
fρ,ρ/c
(
inf
t∈[a,b]
{ γ(t)
1− αρ[γ]
∫ b
a
Kρ(s)g(s) ds+
∫ b
a
k(t, s)g(s) ds
})
> 1,
where
fρ,ρ/c := ess inf
{f(t, u)
ρ
, t ∈ [a, b], ρ ≤ u ≤ ρ/c
}
.
Then iK(T, Vρ) is 0.
A result regarding the existence of non-negative solutions, similar to Theorem 2.4, holds
in this case. We omit, for brevity, the statement of this result.
We conclude this Subsection with an application to a cantilever beam model.
Example 2.8. Consider the fourth order differential equation
(2.13) u(4)(t) = g(t)f(t, u(t)), t ∈ (0, 1),
subject to the nonlinear BCs
(2.14) u(0) = u′(0) = u′′(1) = 0, u′′′(1) +H [u] = 0.
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Equation (2.13) models the stationary states of the deflection of an elastic beam. This kind
of equation has been studied by several authors under a variety of BCs that describe physical
constrains on the beam, for example being clamped, hinged or mixed. The homogeneous
BCs
u(0) = u′(0) = u′′(1) = u′′′(1) = 0
model the so-called cantilever bar, that is a bar clamped on the left end and where the right
end is free to move with vanishing bending moment and shearing force. These type of BCs
have been investigated in [3, 61, 91] and, in particular, [3] provides a detailed insight on
the physical motivation for this problem. The BCs (2.14) model a cantilever bar with a
controller acting on the shearing force of its right end, see for example [9, 36, 62, 78] and the
references therein.
We associate to the BVP (2.13)-(2.14) the perturbed Hammerstein integral equation
u(t) = γ(t)H [u] +
∫ 1
0
k(t, s)g(s)f(s, u(s)) ds,
where (see for example [36]) γ and k are given by
γ(t) =
1
6
(3t2 − t3), k(t, s) =


1
6
(3t2s− t3), s ≥ t,
1
6
(3s2t− s3), s ≤ t.
The function Φ is given by
Φ(s) =
1
2
s2 − 1
6
s3.
This form for Φ corrects the typo (Φ(s) = 1
2
s2 − 1
2
s3) present in [36].
For [a, b] ⊂ (0, 1], the choice
c =
1
2
a2(3− a)
enable us to utilize the cone
K =
{
u ∈ C[0, 1] : u ≥ 0, min
t∈[a,b]
u(t) ≥ c‖u‖}.
In order to illustrate the constants that occur in our theory, we consider the BVP
(2.15) u(4)(t) = t2u4(t), t ∈ (0, 1),
(2.16) u(0) = u′(0) = u′′(1) = 0, u′′′(1) + u2(3/4) = 0.
Then with the choice
[a, b] =
[
1
2
, 1
]
, ρ1 =
1
2
, ρ2 = 5, α
ρ1[u] = 3 u(3/4), αρ2 [u] =
1
2
u(3/4),
we obtain:
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c = 5/16, αρ1 [γ] = 0.633 < 1 and αρ2[γ] = 0.105 < 1,
H [u] = u2(3/4) ≤ 3 u(3/4) = αρ1 [u] for 0 ≤ u ≤ ρ1,
H [u] = u2(3/4) ≥ 1
2
u(3/4) = αρ2[u] for ρ2 ≤ u ≤ ρ2/c,
sup {f(t, u) : (t, u) ∈ [0, 1]× [0, ρ1]} = 0.062 < 12 · 2.837,
inf
{
f(t, u) : (t, u) ∈ [1
2
, 1
]× [ρ2, ρ2/c]} = 156.25 > 5 · 24.837.
Thus the conditions (I1ρ1) of Lemma 2.6 and (I
0
ρ2) of Lemma 2.7 are satisfied. It follows that
there exists a non-negative solution u ∈ Vρ2 \Kρ1 of (2.15)-(2.16) such that
0 ≤ u(t) ≤ 16 = ρ2/c for t ∈ [0, 1] and u(t) ≥ 5/32 = cρ1 for t ∈
[1
2
, 1
]
.
2.3. Kernels that change sign. We now study the case of the kernels that are allowed to
change sign. In this Subsection we make the following assumptions on the terms that occur
in (2.1).
• k : [0, 1]× [0, 1]→ R is measurable, and for every τ ∈ [0, 1] we have
lim
t→τ
|k(t, s)− k(τ, s)| = 0 for a.e. s ∈ [0, 1].
• There exist [a, b] ⊆ [0, 1], a function Φ ∈ L∞[0, 1] and a constant c1 ∈ (0, 1] such that
|k(t, s)| ≤ Φ(s) for t ∈ [0, 1] and a.e. s ∈ [0, 1],
k(t, s) ≥ c1Φ(s) for t ∈ [a, b] and a.e. s ∈ [0, 1].
• gΦ ∈ L1[0, 1], g(s) ≥ 0 for a.e. s ∈ [0, 1] and ∫ b
a
Φ(s)g(s) ds > 0.
• The nonlinearity f : [0, 1]× R → [0,+∞) satisfies Carathe´odory conditions, that is,
f(·, u) is measurable for each fixed u ∈ R, f(t, ·) is continuous for a.e. t ∈ [0, 1], and
for each r > 0 there exists φr ∈ L∞[0, 1] such that
f(t, u) ≤ φr(t) for all u ∈ [−r, r], and a.e. t ∈ [0, 1].
• γ : [0, 1] → R is continuous and there exists c2 ∈ (0, 1] such that γ(t) ≥ c2‖γ‖ for
t ∈ [a, b].
Therefore we work in the cone
(2.17) K := {u ∈ C[0, 1] : min
t∈[a,b]
u(t) ≥ c‖u‖},
with c = min{c1, c2} and assume that
• H : K → [0,+∞) is a compact operator.
Remark 2.9. Note that the functions in the cone (2.17) are positive on the subset [a, b]
but are allowed to change sign in [0, 1]. This cone is similar to the cone (2.12) and has been
introduced by Infante and Webb in [44].
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With the assumptions above the operator T leaves the cone (2.17) invariant and is compact.
We use the open bounded sets
Kρ := {u ∈ K : ‖u‖ < ρ}, Vρ := {u ∈ K : min
t∈[a,b]
u(t) < ρ}.
Note that the sets Kρ and Vρ are nested.
Now, we give a condition which implies that the index is 1 on the set Kρ.
Lemma 2.10. Assume that
(I1ρ) the hyphoteses of Lemma 2.2 hold with condition (2.2) replaced by
(2.18) f−ρ,ρ
(
sup
t∈[0,1]
{ |γ(t)|
1− αρ[γ]
∫ 1
0
Kρ(s)g(s) ds+
∫ 1
0
|k(t, s)|g(s) ds
})
< 1,
where
f−ρ,ρ := ess sup
{
f(t, u)
ρ
, t ∈ [0, 1], −ρ ≤ u ≤ ρ
}
.
Then iK(T,Kρ) is 1.
Proof. If there exist µ ≥ 1 and u ∈ ∂Kρ such that µu(t) = Tu(t) for t ∈ [0, 1], then we have
µαρ[u] = αρ[γ]H [u] +
∫ 1
0
Kρ(s)g(s)f(s, u(s)) ds ≤ αρ[γ]αρ[u] +
∫ 1
0
Kρ(s)g(s)f(s, u(s)) ds.
This implies
(2.19) αρ[u] ≤ 1
µ− αρ[γ]
∫ 1
0
Kρ(s)g(s)f(s, u(s)) ds ≤ 1
1− αρ[γ]
∫ 1
0
Kρ(s)g(s)f(s, u(s)) ds.
Since we have, for t ∈ [0, 1],
µ|u(t)| ≤|γ(t)|αρ[u] +
∫ 1
0
|k(t, s)|g(s)f(s, u(s)) ds,
using (2.19) we obtain
µ|u(t)| ≤ ρf−ρ,ρ
( |γ(t)|
1− αρ[γ]
∫ 1
0
Kρ(s)g(s) ds+
∫ 1
0
|k(t, s)|g(s) ds
)
.
Taking the supremum for t ∈ [0, 1], as in Lemma 2.2, from (2.18) we have µρ < ρ. This
contradicts the fact that µ ≥ 1 and proves the result. 
Now, we give a condition which implies that the index is 0 on the set Vρ.
Lemma 2.11. Assume that
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(I0ρ) the hyphoteses of Lemma 2.3 hold with condition (2.5) replaced by
(2.20) fρ,ρ/c
(
inf
t∈[a,b]
{ γ(t)
1− αρ[γ]
∫ b
a
Kρ(s)g(s) ds+
∫ b
a
k(t, s)g(s) ds
})
> 1,
where
fρ,ρ/c := ess inf
{f(t, u)
ρ
, t ∈ [a, b], ρ ≤ u ≤ ρ/c
}
.
Then iK(T, Vρ) is 0.
Proof. Note that the constant function e(t) ≡ 1 for t ∈ [0, 1] belongs to K. If there exist
λ ≥ 0 and u ∈ ∂Vρ such that u = Tu+ λe, then we have for t ∈ [a, b]
u(t) ≥ γ(t)αρ[u] +
∫ b
a
k(t, s)g(s)f(s, u(s)) ds.
Thus we have
αρ[u] ≥ αρ[γ]αρ[u] +
∫ b
a
Kρ(s)g(s)f(s, u(s)) ds.
This implies
(2.21) αρ[u] ≥ 1
1− αρ[γ]
∫ b
a
Kρ(s)g(s)f(s, u(s)) ds.
Using (2.21) we obtain
u(t) ≥ ρfρ,ρ/c
( γ(t)
1− αρ[γ]
∫ b
a
Kρ(s)g(s) ds+
∫ b
a
k(t, s)g(s) ds
)
.
Taking the infimum for t ∈ [a, b] and using condition (2.20), we have ρ > ρ, a contradiction.

A result similar to Theorem 2.4 holds in this case, providing the existence of nontrivial
solutions.
We conclude this Subsection with an application to a thermostat model.
Example 2.12. We consider the BVP
(2.22) − u′′(t) = f(t, u(t)), t ∈ (0, 1),
with BCs
(2.23) u′(0) +H [u] = 0, βu′(1) + u(η) = 0, η ∈ [0, 1].
One motivation for studying this type of BVP is that it occurs in some heat flow problems.
For example the BVP
−u′′(t) = f(t, u(t)), u′(0) + αu(ξ) = 0, βu′(1) + u(η) = 0, ξ, η ∈ [0, 1],
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models the stady-state of a heated bar of length 1, where two controllers at t = 0 and t = 1
add or remove heat according to the temperatures detected by two sensors at t = ξ and
t = η. Thermostat problems of this kind were studied by Infante and Webb in [45], who
were motivated by Guidotti and Merino [30]. Thermostat models with linear controllers have
been studied, for example in [17, 20, 45, 46, 67, 84, 85, 86] and with nonlinear controllers in
[34, 47, 48, 53, 67, 69].
By a solution of the BVP (2.22)-(2.23) we mean a solution u ∈ C[0, 1] of the corresponding
integral equation
u(t) = (β + η − t)H [u] +
∫ 1
0
k(t, s)f(s, u(s))ds,
where
k(t, s) = β +

η − s, s ≤ η,0, s > η, −

t− s, s ≤ t,0, s > t.
We consider the case β > 0 and β + η < 1, that leads to the case of solutions that are
positive on an interval [0, b] for every b with 0 ≤ a < b < η+β. We note that in [0, 1]× [0, 1]
the kernel k is not positive for
β + η ≤ t ≤ 1 and 0 ≤ s ≤ t− β.
Upper and lower bounds for |k| and γ can be found for example in [39, 45, 46] as follows
Φ(s) = ‖γ‖ =

β + η, β + η ≥
1
2
,
1− (β + η), β + η < 1
2
,
mint∈[a,b] γ(t) = β + η − b,
min
t∈[a,b]
k(t, s) = k(b, s) ≥

β, b ≤ η,β + η − b, b > η.
and we can choose
(2.24) c =


β/(β + η), b ≤ η, β + η ≥ 1
2
,
β/(1− (β + η)), b ≤ η, β + η < 1
2
,
(β + η − b)/(β + η), b > η, β + η ≥ 1
2
,
(β + η − b)/(1− (β + η)), b > η, β + η < 1
2
.
Therefore we work in the cone
K = {u ∈ C[0, 1], min
t∈[a,b]
u(t) ≥ c‖u‖},
with c as in (2.24).
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Now we illustrate the growth conditions and consider the BVP
(2.25) − u′′(t) = t2 u2(t) + 2|u(t)|+ 1
10
, t ∈ (0, 1),
(2.26) u′(0) + u2(1/5) = 0, u′(1) + 4 u(1/4) = 0.
Then with the choice
[a, b] = [0, 1/4], ρ1 =
1
3
, ρ2 =
31
10
, αρ1[u] =
1
2
u(1/5), αρ2[u] = 3u(1/5),
we obtain:
c = 1/2, αρ1[γ] = 0.15 < 1 and αρ2 [γ] = 0.9 < 1,
H [u] = u2(1/5) ≤ 1
2
u(1/5) = αρ1 [u] for cρ1 ≤ u ≤ ρ1,
H [u] = u2(1/5) ≥ 3u(1/5) = αρ2[u] for ρ2 ≤ u ≤ ρ2/c,
sup {f(t, u) : t ∈ [0, 1], u ∈ [−ρ1, ρ1]} = 0.88 < 13 · 2.704,
inf
{
f(t, u) : t ∈ [0, 1/4], u ∈ [ρ2, ρ2c ]} = 6.3 > 3110 · 1.85.
Thus the conditions (I1ρ1) of Lemma 2.10 and (I
0
ρ2) of Lemma 2.11 are satisfied. It follows
that there exists a nontrivial solution u ∈ Vρ2 \Kρ1 of BVP (2.25)-(2.26) with
−ρ2/2 = −31/5 ≤ u(t) ≤ 31/5 = ρ2/2 for t ∈ [0, 1] and u(t) ≥ 1/6 = cρ1 for t ∈
[
0,
1
4
]
.
2.4. Non-existence results for perturbed Hammerstein integral equations. We now
prove some non-existence results for the integral equation (2.1). We focus, for brevity, on
the case when both the function γ and the kernel k are allowed to change sign.
Theorem 2.13. Assume that there exists a linear functional α[·] : K → [0,+∞) given by
α[u] =
∫ 1
0
u(t) dA(t)
such that
• dA is a positive Stieltjes measure,
• α[γ] < 1,
• H [u] ≤ α[u] for every u ∈ K,
• f(t, u) < mα|u| for every t ∈ [0, 1] and u ∈ R \ {0}, where
1
mα
:= sup
t∈[0,1]
{ |γ(t)|
1− α[γ]
∫ 1
0
K(s)g(s) ds+
∫ 1
0
|k(t, s)|g(s) ds
}
,
and
K(s) :=
∫ 1
0
k(t, s) dA(t).
Then the equation (2.1) has at most the function zero as solution in K.
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Proof. Suppose that there exists u ∈ K with ‖u‖ = ν > 0 such that u(t) = Tu(t) for
t ∈ [0, 1]. Then we have
α[u] = α[γ]H [u] +
∫ 1
0
K(s)g(s)f(s, u(s)) ds ≤ α[γ]α[u] +
∫ 1
0
K(s)g(s)f(s, u(s)) ds.
This implies
(2.27) α[u] ≤ 1
1− α[γ]
∫ 1
0
K(s)g(s)f(s, u(s)) ds.
Using (2.27) we obtain, for t ∈ [0, 1],
|u(t)| < mαν
( |γ(t)|
1− α[γ]
∫ 1
0
K(s)g(s) ds+
∫ 1
0
|k(t, s)|g(s) ds
)
.
Taking the supremum for t ∈ [0, 1] gives ν < ν, a contradiction. 
Theorem 2.14. Assume that there exists a linear functional α[·] : K → [0,+∞) given by
α[u] =
∫ 1
0
u(t) dA(t)
such that
• dA is a positive Stieltjes measure,
• α[γ] < 1,
• H [u] ≥ α[u] for every u ∈ K,
• f(t, u) > Mαu for every t ∈ [a, b] and u ∈ (0,+∞) where
1
Mα
:= inf
t∈[a,b]
{ γ(t)
1− α[γ]
∫ b
a
K(s)g(s) ds+
∫ b
a
k(t, s)g(s) ds
}
.
Then the equation (2.1) has at most the function zero as solution in K.
Proof. Suppose that there exists u ∈ K with min
t∈[a,b]
u(t) = θ > 0 such that u = Tu. Then we
have, for t ∈ [a, b],
u(t) =γ(t)H [u] +
∫ 1
0
k(t, s)g(s)f(s, u(s)) ds ≥ γ(t)α[u] +
∫ b
a
k(t, s)g(s)f(s, u(s)) ds.
Thus we have
α[u] ≥ α[γ]α[u] +
∫ b
a
K(s)g(s)f(s, u(s)) ds.
This implies
(2.28) α[u] ≥ 1
1− α[γ]
∫ b
a
K(s)g(s)f(s, u(s)) ds.
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Using (2.28) we obtain
u(t) > Mαθ
( γ(t)
1− α[γ]
∫ b
a
K(s)g(s) ds+
∫ b
a
k(t, s)g(s) ds
)
.
Taking the infimum for t ∈ [a, b] we have θ > θ, a contradiction. 
Example 2.15. As in the example 2.12, consider the BVP
(2.29) −u′′(t) = λ(
√
u(t)+u2(t)), t ∈ (0, 1), u′(0)+u2(1/5) = 0, u′(1)+ 4 u(1/4) = 0.
Choosing α[u] ≡ 0, we have Mα = 16. Then, by Theorem 2.14, the BVP(2.29) has no
solution in K for λ > 214/3/3.
3. Existence and non-existence results for systems of perturbed integral
equations
In this Section we develop an existence theory for multiple nontrivial solutions of the
system of perturbed Hammerstein integral equations of the type
u(t) =
∑
j=1,2
γ1j(t)H1j [u, v] + F1(u, v)(t),
v(t) =
∑
j=1,2
γ2j(t)H2j [u, v] + F2(u, v)(t),
(3.1)
where
Fi(u, v)(t) :=
∫ 1
0
ki(t, s)gi(s)fi(s, u(s), v(s)) ds
and Hij are compact functionals not necessarily linear. Systems of perturbed Hammerstein
integral equations were studied in a number of papers, see for example [19, 22, 23, 35, 37,
38, 49, 50, 89] and references therein.
We state some assumptions on the terms that occur in the system (3.1).
• For every i = 1, 2, fi : [0, 1] × R × R → [0,+∞) satisfies Carathe´odory conditions,
that is, fi(·, u, v) is measurable for each fixed (u, v) ∈ R× R, fi(t, ·, ·) is continuous
for a.e. t ∈ [0, 1], and for each r > 0 there exists φi,r ∈ L∞[0, 1] such that
fi(t, u, v) ≤ φi,r(t) for u, v ∈ [−r, r] and a.e. t ∈ [0, 1].
• For every i = 1, 2, ki : [0, 1] × [0, 1] → R is measurable, and for every τ ∈ [0, 1] we
have
lim
t→τ
|ki(t, s)− ki(τ, s)| = 0 for a.e. s ∈ [0, 1].
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• For every i = 1, 2, there exist a subinterval [ai, bi] ⊆ [0, 1], a function Φi ∈ L∞[0, 1]
and a constant c˜i ∈ (0, 1], such that
|ki(t, s)| ≤ Φi(s) for t ∈ [0, 1] and a.e. s ∈ [0, 1],
ki(t, s) ≥ c˜iΦi(s) for t ∈ [ai, bi] and a.e. s ∈ [0, 1].
• For every i = 1, 2, giΦi ∈ L1[0, 1], gi ≥ 0 a.e. and
∫ bi
ai
Φi(s)gi(s) ds > 0.
• For every i, j = 1, 2, γij ∈ C[0, 1] and there exists cij ∈ (0, 1] such that
γij(t) ≥ cij‖γij‖ for every t ∈ [ai, bi].
Due to the hypotheses above, we work in the space C[0, 1]×C[0, 1] endowed with the norm
‖(u, v)‖ := max{‖u‖, ‖v‖} (with an abuse of notation). We use the cone K in C[0, 1]×C[0, 1]
defined by
K := {(u, v) ∈ K˜1 × K˜2},
where for i = 1, 2
K˜i := {w ∈ C[0, 1] : min
t∈[ai,bi]
w(t) ≥ ci‖w‖},
whit ci = min{c˜i, ci1, ci2}. We assume that
• For every i, j = 1, 2, Hij : K → [0,+∞) is a compact functional.
For a nontrivial solution of the system (3.1) we mean a solution (u, v) ∈ K of (3.1) such
that ‖(u, v)‖ > 0.
Under our assumptions, it is possible to show that the integral operator
T (u, v)(t) :=


∑
j=1,2
γ1j(t)H1j [u, v] + F1(u, v)(t)∑
j=1,2
γ2j(t)H2j [u, v] + F2(u, v)(t)

 :=
(
T1(u, v)(t)
T2(u, v)(t)
)
leaves the cone K invariant and is compact, see for example Lemma 1 of [35]. We use the
following (relative) open bounded sets in K:
Kρ1,ρ2 = {(u, v) ∈ K : ‖u‖ < ρ1 and ‖v‖ < ρ2}
and
Vρ1,ρ2 = {(u, v) ∈ K : min
t∈[a1,b1]
u(t) < ρ1 and min
t∈[a2,b2]
v(t) < ρ2}.
The set Vρ,ρ (in the context of systems) was introduced by the authors in [37] and is equal
to the set called Ωρ/c in [19], an extension to the case of systems of a set given by Lan [57].
For our index calculations we make use of the following Lemma, similar to Lemma 5 of [19].
We use different radii, in the spirit of the papers [10, 41]. This choice allows more freedom
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in the growth of the nonlinearities. The proof of the Lemma is similar to the corresponding
one in [19] and is omitted.
Lemma 3.1. The sets Kρ1,ρ2 and Vρ1,ρ2 have the following properties:
(1) Kρ1,ρ2 ⊂ Vρ1,ρ2 ⊂ Kρ1/c1,ρ2/c2.
(2) (w1, w2) ∈ ∂Vρ1,ρ2 iff (w1, w2) ∈ K, min
t∈[ai,bi]
wi(t) = ρi for some i ∈ {1, 2} and
min
t∈[aj ,bj ]
wj(t) ≤ ρj for j 6= i.
(3) If (w1, w2) ∈ ∂Vρ1,ρ2, then for some i ∈ {1, 2} ρi ≤ wi(t) ≤ ρi/ci for each t ∈ [ai, bi]
and for j 6= i we have 0 ≤ wj(t) ≤ ρj/cj for each t ∈ [aj , bj ].
(4) (w1, w2) ∈ ∂Kρ1,ρ2 iff (w1, w2) ∈ K, ‖wi‖ = ρi for some i ∈ {1, 2} and ‖wj‖ ≤ ρj
for j 6= i.
We utilize the following results from [87] regarding order preserving matrices:
Definition 3.2. A 2 × 2 matrix Q is said to be order preserving (or positive) if p1 ≥ p0,
q1 ≥ q0 imply
Q
(
p1
q1
)
≥ Q
(
p0
q0
)
,
in the sense of components.
Lemma 3.3. Let
Q =
(
a −b
−c d
)
with a, b, c, d ≥ 0 and detQ > 0. Then Q−1 is order preserving.
Remark 3.4. It is a consequence of Lemma 3.3 that if
N =
(
1− a −b
−c 1− d
)
,
satisfies the hypotheses of Lemma 3.3, p ≥ 0, q ≥ 0 and µ > 1 then
N−1µ
(
p
q
)
≤ N−1
(
p
q
)
,
where
Nµ =
(
µ− a −b
−c µ− d
)
.
With these tools we are able to prove a result concerning the set Kρ1,ρ2 .
Lemma 3.5. Assume that
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(I1ρ1,ρ2) there exist ρ1, ρ2 > 0, linear functionals α
ρ1,ρ2
ij1 [·] : K˜1 → [0,+∞), αρ1,ρ2ij2 [·] : K˜2 →
[0,+∞) given by
αρ1,ρ2ijl [u] =
∫ 1
0
u(t) dAijl(t)
such that
• for i, j, l = 1, 2, dAijl is a positive Stieltjes measure,
• for i, j, l = 1, 2, αρ1,ρ2ijl [γij] < 1,
• for i = 1, 2, Di := (1− αρ1,ρ2i1i [γi1])(1− αρ1,ρ2i2i [γi2])− αρ1,ρ2i1i [γi2]αρ1,ρ2i2i [γi1] > 0,
• for i, j = 1, 2, Hij [u, v] ≤ αρ1,ρ2ij1 [u] + αρ1,ρ2ij2 [v] for any (u, v) ∈ ∂Kρ1,ρ2 ,
• for i, j, l = 1, 2, with l 6= i, the following inequality holds:
(3.2) f ρ1,ρ2i
((
‖γi1‖θi1 + ‖γi2‖θi3
)∫ 1
0
Ki1i(s)gi(s) ds
+
(
‖γi1‖θi2 + ‖γi2‖θi4
) ∫ 1
0
Ki2i(s)gi(s) ds+ 1
mi
)
+ ‖γi1‖(θi1Qi + θi2Si) + ‖γi2‖(θi3Qi + θi4Si) + ρl
ρi
∑
j=1,2
||γij||αρ1,ρ2ijl [1] < 1,
where
f ρ1,ρ2i :=ess sup
{fi(t, u, v)
ρi
: (t, u, v) ∈ [0, 1]× [−ρ1, ρ1]× [−ρ2, ρ2]
}
,
1
mi
:= sup
t∈[0,1]
∫ 1
0
|ki(t, s)|gi(s) ds, Kiji(s) :=
∫ 1
0
ki(t, s) dAiji(t),
Qi :=
ρl
ρi
∑
j=1,2
αρ1,ρ2i1i [γij ]α
ρ1,ρ2
ijl [1], Si :=
ρl
ρi
∑
j=1,2
αρ1,ρ2i2i [γij]α
ρ1,ρ2
ijl [1],
θi1 :=
1− αρ1,ρ2i2i [γi2]
Di
, θi2 :=
αρ1,ρ2i1i [γi2]
Di
, θi3 :=
αρ1,ρ2i2i [γi1]
Di
, θi4 :=
1− αρ1,ρ2i1i [γi1]
Di
.
Then iK(T,Kρ1,ρ2) is equal to 1.
Proof. We show that µ(u, v) 6= T (u, v) for every (u, v) ∈ ∂Kρ1,ρ2 and for every µ ≥ 1. In fact,
if this does not happen, there exist µ ≥ 1 and (u, v) ∈ ∂Kρ1,ρ2 such that µ(u, v) = T (u, v).
Assume, without loss of generality, that ‖u‖ = ρ1 and ‖v‖ ≤ ρ2. Then we have, for t ∈ [0, 1],
(3.3) µu(t) =
∑
j=1,2
γ1j(t)H1j [u, v] + F1(u, v)(t).
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Applying αρ1,ρ2111 and α
ρ1,ρ2
121 to both sides of (3.3) gives
µαρ1,ρ2111 [u] ≤
∑
j=1,2
αρ1,ρ2111 [γ1j]
(
αρ1,ρ21j1 [u] + α
ρ1,ρ2
1j2 [v]
)
+ αρ1,ρ2111 [F1(u, v)] ;
µαρ1,ρ2121 [u] ≤
∑
j=1,2
αρ1,ρ2121 [γ1j]
(
αρ1,ρ21j1 [u] + α
ρ1,ρ2
1j2 [v]
)
+ αρ1,ρ2121 [F1(u, v)] .
Since v(t) ≤ ρ2 for all t ∈ [0, 1], we obtain
µαρ1,ρ2111 [u] ≤
∑
j=1,2
αρ1,ρ2111 [γ1j ]α
ρ1,ρ2
1j1 [u] + ρ2
∑
j=1,2
αρ1,ρ2111 [γ1j]α
ρ1,ρ2
1j2 [1] + α
ρ1,ρ2
111 [F1(u, v)];
µαρ1,ρ2121 [u] ≤
∑
j=1,2
αρ1,ρ2121 [γ1j ]α
ρ1,ρ2
1j1 [u] + ρ2
∑
j=1,2
αρ1,ρ2121 [γ1j]α
ρ1,ρ2
1j2 [1] + α
ρ1,ρ2
121 [F1(u, v)].
Thus we have
(3.4)
(
µ− αρ1,ρ2111 [γ11] −αρ1,ρ2111 [γ12]
−αρ1,ρ2121 [γ11] µ− αρ1,ρ2121 [γ12]
)(
αρ1,ρ2111 [u]
αρ1,ρ2121 [u]
)
≤


ρ1
∑
j=1,2
ρ2
ρ1
αρ1,ρ2111 [γ1j ]α
ρ1,ρ2
1j2 [1] + α
ρ1,ρ2
111 [F1(u, v)]
ρ1
∑
j=1,2
ρ2
ρ1
αρ1,ρ2121 [γ1j ]α
ρ1,ρ2
1j2 [1] + α
ρ1,ρ2
121 [F1(u, v)]

 .
The matrix
Mµ =
(
µ− αρ1,ρ2111 [γ11] −αρ1,ρ2111 [γ12]
−αρ1,ρ2121 [γ11] µ− αρ1,ρ2121 [γ12]
)
satisfies the hypotheses of Lemma 3.3, thus (Mµ)−1 is order preserving. If we apply (Mµ)−1
to both sides of the inequality (3.4) we obtain
(
αρ1,ρ2111 [u]
αρ1,ρ2121 [u]
)
≤ 1
det(Mµ)
(
µ− αρ1,ρ2121 [γ12] αρ1,ρ2111 [γ12]
αρ1,ρ2121 [γ11] µ− αρ1,ρ2111 [γ11]
)
×


ρ1
∑
j=1,2
ρ2
ρ1
αρ1,ρ2111 [γ1j ]α
ρ1,ρ2
1j2 [1] + α
ρ1,ρ2
111 [F1(u, v)]
ρ1
∑
j=1,2
ρ2
ρ1
αρ1,ρ2121 [γ1j ]α
ρ1,ρ2
1j2 [1] + α
ρ1,ρ2
121 [F1(u, v)]

 ,
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and by Remark 3.4, we have(
αρ1,ρ2111 [u]
αρ1,ρ2121 [u]
)
≤ 1
D1
(
1− αρ1,ρ2121 [γ12] αρ1,ρ2111 [γ12]
αρ1,ρ2121 [γ11] 1− αρ1,ρ2111 [γ11]
)
×


ρ1
∑
j=1,2
ρ2
ρ1
αρ1,ρ2111 [γ1j ]α
ρ1,ρ2
1j2 [1] + α
ρ1,ρ2
111 [F1(u, v)]
ρ1
∑
j=1,2
ρ2
ρ1
αρ1,ρ2121 [γ1j ]α
ρ1,ρ2
1j2 [1] + α
ρ1,ρ2
121 [F1(u, v)]

 ,
that is (
αρ1,ρ2111 [u]
αρ1,ρ2121 [u]
)
≤
(
θ11 θ12
θ13 θ14
)(
ρ1Q1 + α
ρ1,ρ2
111 [F1(u, v)]
ρ1S1 + α
ρ1,ρ2
121 [F1(u, v)]
)
.
Thus we have
(3.5)
(
αρ1,ρ2111 [u]
αρ1,ρ2121 [u]
)
≤
(
ρ1(θ11Q1 + θ12S1) + θ11α
ρ1,ρ2
111 [F1(u, v)] + θ12α
ρ1,ρ2
121 [F1(u, v)]
ρ1(θ13Q1 + θ14S1) + θ13α
ρ1,ρ2
111 [F1(u, v)] + θ14α
ρ1,ρ2
121 [F1(u, v)]
)
.
Since we have
µ|u(t)| ≤
∑
j=1,2
|γ1j(t)|αρ1,ρ21j1 [u] + ρ1
∑
j=1,2
ρ2
ρ1
|γ1j(t)|αρ1,ρ21j2 [1]
+
∫ 1
0
|k1(t, s)|g1(s)f(s, u(s), v(s)) ds,
(3.6)
substituting (3.5) into (3.6) gives
µ|u(t)| ≤ρ1
(
|γ11(t)|(θ11Q1 + θ12S1) + |γ12(t)|(θ13Q1 + θ14S1) +
∑
j=1,2
ρ2
ρ1
|γ1j(t)|αρ1,ρ21j2 [1]
)
+
(
|γ11(t)|θ11 + |γ12(t)|θ13
)∫ 1
0
K111(s)g1(s)f1(s, u(s), v(s)) ds
+
(
|γ11(t)|θ12 + |γ12(t)|θ14
)∫ 1
0
K121(s)g1(s)f1(s, u(s), v(s)) ds
+
∫ 1
0
|k1(t, s)|g1(s)f1(s, u(s), v(s)) ds.
Taking the supremum over [0, 1] gives
µρ1 ≤ρ1
(
‖γ11‖(θ11Q1 + θ12S1) + ‖γ12‖(θ13Q1 + θ14S1) +
∑
j=1,2
ρ2
ρ1
||γ1j||αρ1,ρ21j2 [1]
)
+ ρ1f
ρ1,ρ2
1
(
‖γ11‖θ11 + ‖γ12‖θ13
)∫ 1
0
K111(s)g1(s) ds
+ ρ1f
ρ1,ρ2
1
(
‖γ11‖θ12 + ‖γ12‖θ14
)∫ 1
0
K121(s)g1(s) ds+ ρ1f ρ1,ρ21
1
m1
.
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Using the hypothesis (3.2) we obtain µρ1 < ρ1. This contradicts the fact that µ ≥ 1 and
proves the result. 
We give a first Lemma which shows that the index is 0 on a set Vρ1,ρ2 .
Lemma 3.6. Assume that
(I0ρ1,ρ2) there exist ρ1, ρ2 > 0, linear functionals α
ρ1,ρ2
ij1 [·] : K˜1 → [0,+∞), αρ1,ρ2ij2 [·] : K˜2 →
[0,+∞) given by
αρ1,ρ2ijl [u] =
∫ 1
0
u(t) dAijl(t)
such that for every i, j, l = 1, 2
• dAijl is a positive Stieltjes measure,
• αρ1,ρ2ijl [γij] < 1,
• Di := (1− αρ1,ρ2i1i [γi1])(1− αρ1,ρ2i2i [γi2])− αρ1,ρ2i1i [γi2]αρ1,ρ2i2i [γi1] > 0,
• Hij [u, v] ≥ αρ1,ρ2ij1 [u] + αρ1,ρ2ij2 [v] for any (u, v) ∈ ∂Vρ1,ρ2 ,
• the following inequality holds:
(3.7) fi,(ρ1,ρ2)
((ci1‖γi1‖
Di
(1− αρ1,ρ2i2i [γi2]) +
ci2‖γi2‖
Di
αρ1,ρ2i2i [γi1]
)∫ bi
ai
Ki1i(s)gi(s) ds
+
(ci1‖γi1‖
Di
αρ1,ρ2i1i [γi2] +
ci2‖γi2‖
Di
(1− αρ1,ρ2i1i [γi1])
)∫ bi
ai
Ki2i(s)gi(s) ds+ 1
Mi
)
> 1,
where
f1,(ρ1,ρ2) :=ess inf
{f1(t, u, v)
ρ1
: (t, u, v) ∈ [a1, b1]× [ρ1, ρ1/c1]× [−ρ2/c2, ρ2/c2]
}
,
f2,(ρ1ρ2) :=ess inf
{f2(t, u, v)
ρ2
: (t, u, v) ∈ [a2, b2]× [−ρ1/c1, ρ1/c1]× [ρ2, ρ2/c2]
}
,
1
Mi
:= inf
t∈[ai,bi]
∫ bi
ai
ki(t, s)gi(s) ds.
Then iK(T, Vρ1,ρ2) = 0.
Proof. Note that the constant function (1, 1) belongs to K. We prove that (u, v) 6= T (u, v)+
λ(1, 1) for (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0.
In fact, if this does not happen, there exist (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0 such that (u, v) =
T (u, v) + λ(1, 1). Without loss of generality, we can assume that for t ∈ [a1, b1] we have
ρ1 ≤ u(t) ≤ ρ1/c1, min u(t) = ρ1 and −ρ2/c2 ≤ v(t) ≤ ρ2/c2.
Then, for t ∈ [a1, b1], we obtain
(3.8) u(t) =
∑
j=1,2
γ1j(t)H1j [u, v] + F1(u, v)(t) + λ 1 .
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Applying αρ1,ρ21l1 , l = 1, 2, to both sides of (3.8) gives
αρ1,ρ21l1 [u] ≥
∑
j=1,2
αρ1,ρ21l1 [γ1j]α
ρ1,ρ2
1j1 [u] + α
ρ1,ρ2
1l1 [F1(u, v)] + λα
ρ1,ρ2
1l1 [1].
Thus we have(
1− αρ1,ρ2111 [γ11] −αρ1,ρ2111 [γ12]
−αρ1,ρ2121 [γ11] 1− αρ1,ρ2121 [γ12]
)(
αρ1,ρ2111 [u]
αρ1,ρ2121 [u]
)
≥
(
αρ1,ρ2111 [F1(u, v)] + λα
ρ1,ρ2
111 [1]
αρ1,ρ2121 [F1(u, v)] + λα121[1]
)
≥
(
αρ1,ρ2111 [F1(u, v)]
αρ1,ρ2121 [F1(u, v)]
)
.
In a similar way as in the proof of Lemma 3.5, via order preserving matrices, we obtain(
αρ1,ρ2111 [u]
αρ1,ρ2121 [u]
)
≥ 1
D1
(
1− αρ1,ρ2121 [γ12] αρ1,ρ2111 [γ12]
αρ1,ρ2121 [γ11] 1− αρ1,ρ2111 [γ11]
)(
αρ1,ρ2111 [F1(u, v)]
αρ1,ρ2121 [F1(u, v)]
)
.
We have, for t ∈ [a1, b1],
u(t) ≥
(c11‖γ11‖
D1
(1− αρ1,ρ2121 [γ12]) +
c12‖γ12‖
D1
αρ1,ρ2121 [γ11]
) ∫ b1
a1
K111(s)g1(s)f1(s, u(s), v(s)) ds
+
(c11‖γ11‖
D1
αρ1,ρ2111 [γ12] +
c12‖γ12‖
D1
(1− αρ1,ρ2111 [γ11])
)∫ b1
a1
K121(s)g1(s)f1(s, u(s), v(s)) ds
+
∫ b1
a1
k1(t, s)g1(s)f1(s, u(s), v(s)) ds+ λ.
Taking the minimum over [a1, b1] and using the hypothesis (3.7) we obtain ρ1 > ρ1 + λ, a
contradiction. 
The following Lemma provides a result of index 0 on Vρ1,ρ2 of a different flavour; here we
control the growth of just one nonlinearity fi, at the cost of having to deal with a larger
domain. We mention that nonlinearities with different growth were studied also in [35, 38,
72, 73, 89].
Lemma 3.7. Assume that
(I0ρ1,ρ2)
⋄ there exist ρ1, ρ2 > 0, linear functionals α
ρ1,ρ2
ij1 [·] : K˜1 → [0,+∞), αρ1,ρ2ij2 [·] : K˜2 →
[0,+∞) given by
αρ1,ρ2ijl [u] =
∫ 1
0
u(t) dAijl(t)
such that for almost one i = 1, 2 and for every j, l = 1, 2
• dAijl is a positive Stieltjes measure,
• αρ1,ρ2ijl [γij] < 1,
• Di := (1− αρ1,ρ2i1i [γi1])(1− αρ1,ρ2i2i [γi2])− αρ1,ρ2i1i [γi2]αρ1,ρ2i2i [γi1] > 0,
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• Hij [u, v] ≥ αρ1,ρ2ij1 [u] + αρ1,ρ2ij2 [v] for any (u, v) ∈ ∂Vρ1,ρ2,
• the following inequality holds:
(3.9) f ⋄i,(ρ1,ρ2)
((ci1‖γi1‖
Di
(1− αρ1,ρ212i [γi2]) +
ci2‖γi2‖
Di
αρ1,ρ212i [γi1]
)∫ bi
ai
Ki1i(s)gi(s) ds
+
(ci1‖γi1‖
Di
αρ1,ρ2i1i [γi2] +
ci2‖γi2‖
Di
(1− αρ1,ρ2i1i [γi1])
)∫ bi
ai
Ki2i(s)gi(s) ds+ 1
Mi
)
> 1,
where
f ⋄1,(ρ1,ρ2) := ess inf
{f1(t, u, v)
ρ1
: (t, u, v) ∈ [a1, b1]× [0, ρ1/c]× [−ρ2/c2, ρ2/c2]
}
,
f ⋄2,(ρ1,ρ2) := ess inf
{f2(t, u, v)
ρ2
: (t, u, v) ∈ [a2, b2]× [−ρ1/c1, ρ1/c1]× [0, ρ2/c2]
}
.
Then iK(T, Vρ1,ρ2) = 0.
Proof. Suppose that the condition (3.9) holds for i = 1. Let (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0 such
that (u, v) = T (u, v) + λ(1, 1). Thus for t ∈ [a1, b1] we have min u(t) ≤ ρ1, 0 ≤ u(t) ≤ ρ1/c1
and −ρ2/c2 ≤ v(t) ≤ ρ2/c2. Proceeding in a similar proof of Lemma 3.6, we obtain a
contradiction. 
Remark 3.8. In the case of [a1, b1] = [a2, b2] we can relax the assumptions on the nonlin-
earities fi, providing a modification of the conditions (I
0
ρ1,ρ2
) and (I0ρ1,ρ2)
⋄, similar to the one
in [41]. We omit the statement of these results.
We now state results regarding the existence of at least one, two or three nontrivial solu-
tions of the system (3.1).
Theorem 3.9. The system (3.1) has at least one nontrivial solution in K if one of the
following conditions holds.
(S1) For i = 1, 2 there exist ρi, ri ∈ (0,+∞) with ρi/ci < ri such that (I0ρ1,ρ2) [or (I0ρ1,ρ2)⋄],
(I1r1,r2) hold.
(S2) For i = 1, 2 there exist ρi, ri ∈ (0,+∞) with ρi < ri such that (I1ρ1,ρ2), (I0r1,r2) hold.
The system (3.1) has at least two nontrivial solutions inK if one of the following conditions
holds.
(S3) For i = 1, 2 there exist ρi, ri, si ∈ (0,+∞) with ρi/ci < ri < si such that (I0ρ1,ρ2),
[or (I0ρ1,ρ2)
⋄], (I1r1,r2) and (I
0
s1,s2) hold.
(S4) For i = 1, 2 there exist ρi, ri, si ∈ (0,+∞) with ρi < ri and ri/ci < si such that
(I1ρ1,ρ2), (I
0
r1,r2
) and (I1s1,s2) hold.
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The system (3.1) has at least three nontrivial solutions in K if one of the following con-
ditions holds.
(S5) For i = 1, 2 there exist ρi, ri, si, σi ∈ (0,+∞) with ρi/ci < ri < si and si/ci < σi such
that (I0ρ1,ρ2) [or (I
0
ρ1,ρ2
)⋄], (I1r1,r2), (I
0
s1,s2
) and (I1σ1,σ2) hold.
(S6) For i = 1, 2 there exist ρi, ri, si, σi ∈ (0,+∞) with ρi < ri and ri/ci < si < σi such
that (I1ρ1,ρ2), (I
0
r1,r2), (I
1
s1,s2) and (I
0
σ1,σ2) hold.
3.1. Non-existence results for system of perturbed integral equations. We now
prove some non-existence results for systems when both the functions γij and the kernels ki
are allowed to change sign.
Theorem 3.10. Assume that there exist linear functionals αij[·] : K˜i → [0,+∞) given by
αρ1,ρ2ij [u] =
∫ 1
0
u(t) dAij(t)
such that for i, j = 1, 2
• dAij is a positive Stieltjes measure,
• αij[γij] < 1,
• Di := (1− αi1[γi1])(1− αi2[γi2])− αi1[γi2]αi2[γi1] > 0,
• Hij[u1, u2] ≤ αij[ui] for every (u1, u2) ∈ K,
• fi(t, u1, u2) < Ni|ui| for every t ∈ [0, 1] and ui 6= 0, where
1
Ni
:= sup
t∈[0,1]
{∫ 1
0
|ki(t, s)|gi(s) ds+
(
|γi1(t)|1− αi2 [γi2]
Di
+ |γi2(t)|αi2 [γi1]
Di
)∫ 1
0
Ki1(s)gi(s) ds
+
(
|γi1(t)|αi1 [γi2]
Di
+ |γi2(t)|1− αi1 [γi1]
Di
)∫ 1
0
Ki2(s)gi(s) ds
}
and
Kij(s) :=
∫ 1
0
ki(t, s) dAij.
Then there is no nontrivial solution of the system (3.1) in K.
Proof. Suppose that there exists (u, v) ∈ K such that (u, v) = T (u, v) and assume, without
loss of generality, that ||u|| = ν > 0. Then we have, for t ∈ [0, 1],
(3.10) u(t) =
∑
j=1,2
γ1j(t)H1j [u, v] + F1(u, v)(t).
Applying α1l, l = 1, 2, to both sides of (3.10) gives
α1l[u] =
∑
j=1,2
α1l [γ1j]H1j [u, v] + α1l [F1(u, v)] ≤
∑
j=1,2
α1l [γ1j ]α1j [u] + α1l [F1(u, v)] .
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Thus we have (
1− α11 [γ11] −α11 [γ12]
−α12 [γ11] 1− α12 [γ12]
)(
α11[u]
α12[u]
)
≤
(
α11[F1(u, v)]
α12[F1(u, v)]
)
.(3.11)
In a similar way as in the proof of Lemma 3.5 we obtain, via order preserving matrices,
(3.12)
(
α11[u]
α12[u]
)
≤


1− α12 [γ12]
D1
α11[F1(u, v)] +
α11 [γ12]
D1
α12[F1(u, v)]
α12 [γ11]
D1
α11[F1(u, v)] +
1− α11 [γ11]
D1
α12[F1(u, v)]

 .
Since we have
|u(t)| ≤
∑
j=1,2
|γ1j(t)|α1j [u] +
∫ 1
0
|k1(t, s)|g1(s)f(s, u(s), v(s)) ds,(3.13)
substituting (3.12) into (3.13), we obtain, for t ∈ [0, 1],
|u(t)| ≤
(
|γ11(t)|1− α12 [γ12]
D1
+ |γ12(t)|α12 [γ11]
D1
)∫ 1
0
K11(s)g1(s)f1(s, u(s), v(s)) ds
+
(
|γ11(t)|α11 [γ12]
D1
+ |γ12(t)|1− α11 [γ11]
D1
)∫ 1
0
K12(s)g1(s)f1(s, u(s), v(s)) ds
+
∫ 1
0
|k1(t, s)|g1(s)f1(s, u(s), v(s)) ds
<
(
|γ11(t)|1− α12 [γ12]
D1
+ |γ12(t)|α12 [γ11]
D1
)∫ 1
0
K11(s)g1(s)N1|u(s)| ds
+
(
|γ11(t)|α11 [γ12]
D1
+ |γ12(t)|1− α11 [γ11]
D1
)∫ 1
0
K12(s)g1(s)N1|u(s)| ds
+
∫ 1
0
|k1(t, s)|g1(s)N1|u(s)| ds.
Taking the supremum over [0, 1] gives ν < ν, a contradiction that proves the result. 
Theorem 3.11. Assume that there exist linear functionals αij[·] : K˜i → [0,+∞) given by
αρ1,ρ2ij [u] =
∫ 1
0
u(t) dAij(t)
such that for every i, j = 1, 2
• dAij is a positive Stieltjes measure,
• αij[γij] < 1,
• Di := (1− αi1[γi1])(1− αi2[γi2])− αi1[γi2]αi2[γi1] > 0,
• Hij[u1, u2] ≥ αij[ui] for every (u1, u2) ∈ K,
• fi(t, u1, u2) > Pi ui for every t ∈ [a, b] and ui ∈ (0,+∞), where
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1Pi
:= inf
t∈[ai,bi]
{∫ bi
ai
ki(t, s)gi(s) ds+
(γi1(t)
Di
(1− αi2[γi2]) + γi2(t)
Di
αi2[γi1]
)∫ bi
ai
Ki1(s)gi(s) ds
+
(γi1(t)
Di
αi1[γi2] +
γi2(t)
Di
(1− αi1[γi1])
)∫ bi
ai
Ki2(s)gi(s) ds
}
.
Then there is no nontrivial solution of the system (3.1) in K.
Proof. Assume that there exists (u, v) ∈ K such that (u, v) = T (u, v) and (u, v) 6= (0, 0).
Let, for example, be ‖u‖ 6= 0 with min
t∈[a1,b1]
u(t) = θ > 0. Then we obtain, for t ∈ [a1, b1],
(3.14) u(t) =
∑
j=1,2
γ1j(t)H1j[u, v] + F1(u, v)(t) .
Applying α1l, l = 1, 2, to both sides of (3.14) gives
α1l[u] =
∑
j=1,2
α1l [γ1j]H1j [u, v] + α1l [F1(u, v)] ≥
∑
j=1,2
α1l [γ1j ]α1j [u] + α1l [F1(u, v)] .
In a similar way as in the proof of Theorem 3.10, we obtain, for t ∈ [a1, b1],
u(t) >
(γ11(t)
D1
(1− α12[γ12]) + γ12(t)
D1
α12[γ11]
)∫ b1
a1
K11(s)g1(s)P1u(s) ds
+
(γ11(t)
D1
α11[γ12] +
γ12(t)
D1
(1− α11[γ11])
)∫ b1
a1
K121(s)g1(s)P1u(s) ds
+
∫ b1
a1
k1(t, s)g1(s)P1u(s) ds.
Taking the minimum over [a1, b1] gives θ > θ, a contradiction. 
Theorem 3.12. Assume that for i, j = 1, 2 there exist linear functionals αij [·] : K˜i →
[0,+∞) given by
αρ1,ρ2ij [u] =
∫ 1
0
u(t) dAij(t)
such that the assumptions in Theorem3.10 are verified for an i ∈ {1, 2} and the assumptions
in Theorem 3.11 are verified for the other index. Then there is no nontrivial solution of the
system (3.1) in K.
Proof. Assume, on the contrary, that there exists (u, v) ∈ K such that (u, v) = T (u, v) and
(u, v) 6= (0, 0). Let, for example, be ‖u‖ 6= 0. Then the functions γ11, γ12, H11, H12 and f1
satisfy either the assumptions in Theorem3.10 or the assumptions in Theorem3.11 and the
proof follows as in the previous Theorems. 
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3.2. Radial solutions of systems of elliptic PDEs in annular domains. The problem
of the existence of positive radial solutions of elliptic equations subject to non-homogeneous
and nonlinear BCs on annular domains, has been investigated, via different methods, by
a number of authors, we refer the reader to [13, 14, 15, 16, 60, 82] and references therein.
Nonlocal BCs have been also studied in the the context of elliptic problems, we mention the
papers [4, 41, 76, 77, 81, 83].
Here we focus on the systems of BVPs
∆u+ g˜1(|x|)f1(u, v) = 0, |x| ∈ [R1, R0],
∆v + g˜2(|x|)f2(u, v) = 0, |x| ∈ [R1, R0],
∂u
∂r
∣∣∣
∂BR0
= H˜11[u, v] and (u(R1x)− β1u(Rηx))
∣∣∣
x∈∂B1
= H12[u, v],
∂v
∂r
∣∣∣
∂BR0
= H˜21[u, v] and
(
v(R1x)− β˜2∂v
∂r
(Rξx)
)∣∣∣
x∈∂B1
= H22[u, v],
(3.15)
where x ∈ Rn, β1, β˜2 < 0, 0 < R1 < R0 < +∞, Rη, Rξ ∈ (R1, R0), that can be seen as a
generalization of system (7.1) studied in [41] (the range of β˜2 corrects the one of α2 in [41]).
Consider in Rn, n ≥ 2, the equation
(3.16) △w + g˜(|x|)f(w) = 0, for a.e. |x| ∈ [R1, R0].
In order to establish the existence of radial solutions w = w(r), r = |x|, we proceed as
in [57, 58, 59] and we rewrite (3.16) in the form
(3.17) w′′(r) +
n− 1
r
w′(r) + g˜(r)f(w(r)) = 0 a.e. on [R1, R0].
Set w(t) = w(r(t)), where, for t ∈ [0, 1],
r(t) :=

R
1−t
0 R
t
1, n = 2,
(R
−(n−2)
0 + (R
−(n−2)
1 − R−(n−2)0 )t)−1/(n−2), n ≥ 3.
Take, for t ∈ [0, 1],
φ(t) :=


r2(t) log2(R0/R1), n = 2,(
R
−(n−2)
1 −R
−(n−2)
0
n−2
)2(
R
−(n−2)
0 + (R
−(n−2)
1 −R−(n−2)0 )t
)−2(n−1)
n−2
, n ≥ 3,
then the equation (3.17) becomes
w′′(t) + φ(t)g˜(r(t))f(w(t)) = 0, a.e. on [0, 1].
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Set u(t) = u(r(t)) and v(t) = v(r(t)). Thus, to the system (3.15) we associate the system of
ODEs
u′′(t) + g1(t)f1(t, u(t), v(t)) = 0, a.e. on [0, 1],
v′′(t) + g2(t)f2(t, u(t), v(t)) = 0, a.e. on [0, 1],
(3.18)
with the BCs
u′(0) +H11[u, v] = 0, u(1) = β1u(η) +H12[u, v], 0 < η < 1,
v′(0) +H21[u, v] = 0, v(1) = β2v
′(ξ) +H22[u, v], 0 < ξ < 1,
(3.19)
where
gi(t) := φ(t)g˜i(r(t)), β2 =


β˜2
log(R1/R0)Rξ
, n = 2,
− β˜2(n−2)
Rξ
Rn−21 +ξ(R
n−2
0 −R
n−2
1 )
Rn−20 −R
n−2
1
, n ≥ 3,
H11[u, v] =


R0 log (R0/R1) H˜11[u, v], n = 2,
1
n− 2 R0
(−1 + (R0/R1)n−2) H˜11[u, v], n ≥ 3,
H21[u, v] =


R0 log (R0/R1) H˜21[u, v], n = 2,
1
n− 2 R0
(−1 + (R0/R1)n−2) H˜21[u, v], n ≥ 3,
and ξ, η ∈ (0, 1) are such that r(η) = Rη and r(ξ) = Rξ.
Here we focus on the case β1 < 0, 0 < β2 < 1− ξ, that leads to the case of solutions that
are positive on some sub-intervals of [0, 1] and are allowed to change sign elsewhere.
We study the existence of solutions of the system (3.18)-(3.19) by means of the system
u(t) =
(
−t+ 1− β1η
1− β1
)
H11[u, v] +
1
1− β1H12[u, v] +
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s)) ds,
v(t) =(−t + 1− β2)H21[u, v] +H22[u, v] +
∫ 1
0
k2(t, s)g2(s)f2(s, u(s), v(s)) ds,
(3.20)
where the Green’s functions are given by
k1(t, s) =
1
1− β1 (1− s)−


β1
1− β1 (η − s), s ≤ η,
0, s > η,
−

t− s, s ≤ t,0, s > t,
and
k2(t, s) = (1− s)−

β2, s ≤ ξ,0, s > ξ, −

t− s, s ≤ t,0, s > t.
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The Green’s function k1 has been studied in [44], where it was shown that we may take
Φ1(s) = 1− s,
arbitrary [a1, b1] ⊂ [0, η] and c˜1 = (1− η)/(1− β1).
Regarding k2, this has been studied in [33]; we may take
Φ2(s) = 1− s,
arbitrary [a2, b2] ⊂ [0, ξ] and c˜2 = 1− β2 − ξ.
By direct calculation we obtain
||γ11|| = 1− β1η
1− β1 , c11 =
1− η
1− β1η , ||γ12|| =
1
1− β1 , c12 = 1,
||γ21|| = 1− β2, c21 = 1− β2 − ξ
1− β2 , ||γ22|| = 1, c22 = 1.
Thus we work in the cone
K = {u ∈ C[0, 1] : min
t∈[0,η]
u(t) ≥ c1‖u‖} × {v ∈ C[0, 1] : min
t∈[0,ξ]
v(t) ≥ c2‖v‖}
where c1 = min{c˜1, c11, c12} = 1−η1−β1 and c2 = min{c˜2, c21, c22} = 1− β2 − ξ.
The results of the previous Subsections can be applied to the system (3.20), yielding results
for the system (3.15), we refer to [58, 59] for the results that may be stated.
We conclude by showing in the following example that all the constants that occur in
Theorem 3.9 can be computed.
Example 3.13. Consider in R2 the system of BVPs
∆u+
1
4
(|u|3 + |v|3 + 1) =0, |x| ∈ [1, e],
∆v +
1
8
(|u| 12 + v2 + 1) =0, |x| ∈ [1, e],
∂u
∂r
∣∣
∂Be
= 0, (u(x) + u(
√
ex))|x∈∂B1 =
( 3
40
u2(
6
√
e5x) +
√
3
40
v3(
5
√
e4x)
)|x∈∂B1,
∂v
∂r
∣∣
∂Be
= 0,
(
v(x) +
4
√
e3
4
∂v
∂r
(
4
√
e3x)
)|x∈∂B1 = 0.
(3.21)
The system (3.21) can be seen as a perturbation of the system (7.5) in [41] and also corrects
the misprints in the BCs therein. To the system (3.21) we associate the system of second
32
order ODEs
u′′(t) +
1
4
e2(1−t)(|u(t)|3 + |v(t)|3 + 1) = 0, t ∈ [0, 1],
v′′(t) +
1
8
e2(1−t)(|u(t)| 12 + v2(t) + 1) = 0, t ∈ [0, 1],
u′(0) = 0, u(1/2) + u(1) =
3
40
u2(1/6) +
√
3
40
v3(1/5),
v′(0) = 0, v′(1/4) = 4v(1).
Since in [0, 1]× [0, 1] the kernel k1 is not positive for
1− β1η
1− β1 ≤ t ≤ 1 and 0 ≤ s ≤
1− β1
−β1 t+
1
β1
,
we have
1
m1
= sup
t∈[0,1]
∫ 1
0
|k1(t, s)|g1(s) ds = max
{
sup
t∈[0,3/4]
{e2
2
(
−e
−2t
2
− t+ 3 + e
−1 + e−2
4
)}
,
sup
t∈[3/4,1]
{e2
8
(
2e2e−4t − 2e−2t + 4t− 3− e−1
)
+
1
8
}}
.
Note that the kernel k2 in [0, 1]× [0, 1] is not positive for
1− β2 ≤ t ≤ 1 and 0 ≤ s ≤ ξ;
we have
1
m2
= sup
t∈[0,1]
∫ 1
0
|k2(t, s)|g2(s) ds = max
{
sup
t∈[0,3/4]
{e2
2
(
−e
−2t
2
− t+ 3 + e
−
1
2
4
)
+
1
4
}
,
sup
t∈[3/4,1]
{e2
2
(
− e
−2t
2
− t( 2√
e
− 1) + −3 + 7e
−
1
2
4
)
+
1
4
}}
.
We fix [a1, b1] = [a2, b2] = [0, 1/4], obtaining
1
M1
= inf
t∈[0,1/4]
∫ 1/4
0
k1(t, s)g1(s) ds = inf
t∈[0,1/4]
{e2
8
(
−2e−2t − 4t+ 3
)}
,
and
1
M2
= inf
t∈[0,1/4]
∫ 1/4
0
k2(t, s)g2(s) ds = inf
t∈[0,1/4]
{e2
2
(
−e
−2t
2
− t+ 3 + e
−
1
2
4
)
+
1
4
}
.
By direct computation, we get
c1 =
1
4
, m1 = 0.72, M1 = 2.16, c2 =
1
4
, m2 = 0.577, M2 = 1.376.
With the choice of
ρ1 = ρ2 = 1/12, α
ρ1,ρ2
121 [u] = α
ρ1,ρ2
122 [v] = 0,
r1 = 1, r2 = 1/2, α
r1,r2
121 [u] = 0.3 u(1/6), α
r1,r2
122 [v] = 0.3 v(1/5),
s1 = 5, s2 = 11, α
s1,s2
121 [u] = 1.5 u(1/6), α
s1,s2
122 [v] = 1.5 v(1/5),
we obtain
αr1,r2121 [γ12] = α
r1,r2
122 [γ12] = 0.3 ·
1
2
< 1, αs1,s2121 [γ12] = α
s1,s2
122 [γ12] = 1.5 ·
1
2
< 1,
H12[u, v] =
3
40
u2(1/6) +
√
3
40
v3(1/5) ≤ αr1,r2121 [u] + αr1,r2122 [v], (u, v) ∈ ∂Kr1,r2
H12[u, v] =
3
40
u2(1/6) +
√
3
40
v3(1/5) ≥ αs1,s2121 [u] + αs1,s2122 [v], (u, v) ∈ ∂Vs1,s2
inf
{
f2(u, v) : (u, v) ∈ [−4ρ1, 4ρ1]× [0, 4ρ2]
}
= f2(0, 0) = 0.125 > 1.376 · 1
12
,
sup
{
f1(u, v) : (u, v) ∈ [−r1, r1]× [−r2, r2]
}
= f1
(
1,
1
2
)
= 0.531 < 0.579,
sup
{
f2(u, v) : (u, v) ∈ [−r1, r1]× [−r2, r2]
}
= f2
(
1,
1
2
)
= 0.281 < 0.577 · 1
2
,
inf
{
f1(u, v) : (u, v) ∈ [s1, 4s1]× [−4s2, 4s2]
}
= f1(5, 0) = 31.5 > 0.416 · 5,
inf
{
f2(u, v) : (u, v) ∈ [−4s1, 4s1]× [s2, 4s2]
}
= f2(0, 11) = 15.25 > 1.376 · 11.
Thus the conditions (I0ρ1,ρ2)
⋄, (I1r1,r2) and (I
0
s1,s2
) are satisfied; therefore the system (3.21) has
at least two nontrivial solutions.
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