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Abstract
We find presentations by generators and relations for the equivariant quantum co-
homology rings of the maximal isotropic Grassmannians of types B, C and D, and
we find polynomial representatives for the Schubert classes in these rings. These
representatives are given in terms of the same Pfaffian formulas which appear in the
theory of factorial P- and Q-Schur functions. After specializing to equivariant co-
homology, we interpret the resulting presentations and Pfaffian formulas in terms of
Chern classes of tautological bundles.
1. Introduction
In this paper, we study the torus equivariant quantum cohomology rings of the
maximal isotropic Grassmannians in classical types B, C and D. The main purpose is
to find a presentation for the ring and prove a Giambelli formula for the equivariant
quantum Schubert classes.
For n fixed, we denote the Lagrangian Grassmannian by LG(n) in type C, which
parametrizes subspaces in a symplectic vector space C2n which are Lagrangian, i.e. the
subspaces of dimension n which are isotropic with respect to a symplectic form. By
OG(n), we denote the maximal orthogonal Grassmannian in type D, which paramet-
rize (nC 1)-dimensional isotropic subspaces of an orthogonal vector space C2nC2. (We
only consider one of the two connected components in type D, see Section 3.4 below.)
For type B, we consider the maximal isotropic Grassmannian for the odd dimensional
orthogonal space C2nC1. The Grassmannian of type B is known to be isomorphic to
OG(n) as algebraic varieties. Although the tori acting on these varieties are different,
we can deduce results for type B from those of type D, see Section 3.5 for details.
Let Gn denote one of LG(n) or OG(n) and let T be the maximal torus of the com-
plex symplectic group Sp2n , respectively the complex special orthogonal group SO2nC2.
Denote by S WD HT (pt) the integral equivariant cohomology of a point, which is the
polynomial ring Z[t1, : : : , tn] (respectively Z[t1, : : : , tnC1]) in the characters of T . The
equivariant quantum cohomology ring Q HT (Gn), defined for more general varieties by
Kim [29], is a graded S[q]-algebra, where the quantum parameter q has (complex) de-
gree n C 1 or 2n respectively. It has an S[q]-basis consisting of Schubert classes 

,
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where  D (1 >    > k > 0) varies in the set SP(n) of strict partitions included in
the staircase (n, n   1, : : : , 1). The multiplication


 

D
X
d0,2SP(n)
c
,d
,
qd

is determined by the (3-point, genus 0) equivariant Gromov–Witten (GW) invariants,
defined by Givental [20]. The coefficients c,d
,
are homogeneous polynomials in S, and
those c,d
,
of polynomial degree 0 are non-negative integers equal to the ordinary GW
invariants counting rational curves of degree d passing through general translates of
Schubert varieties. If d D 0, c,d
,
is a structure constant of the equivariant cohomology
ring HT (Gn). There is a Z-algebra isomorphism Q HT (Gn)=hSCi ' Q H(Gn) to the
quantum cohomology of Gn , and an S-algebra isomorphism Q HT (Gn)=hqi ' HT (Gn)
to the equivariant cohomology ring; here S
C
consists of the elements in S of positive
degrees.
The main goal of this paper is to solve the Giambelli problem for Q HT (Gn):
(1) we find a presentation with generators and relations of Q HT (Gn);
(2) we identify a set of polynomials in the given generators which are sent to the
Schubert classes 

(the Giambelli formula).
It turns out that a natural combinatorial framework for these statements is given by the
factorial P- and Q- Schur functions P

(x j t), Q

(x j t). These functions are slight
variations of those introduced by Ivanov [27]—see Section 2.1 below—and they are
deformations of the ordinary P- and Q-Schur functions P

(x), Q

(x) (see Schur’s paper
[44]). It is a general feature of the theory of P- and Q- Schur functions that they can
be expressed as Pfaffians of skew-symmetric matrices, and this extends to their factorial
deformation [27]. The relation between Ivanov’s factorial P- and Q- Schur functions
and geometry of Gn was first established by the first and third authors of this paper
in [23, 24], where they solve the Giambelli problem for the equivariant ring HT (Gn)
using these functions. Therefore, one expects that some q-deformations of these Pfaff-
ians represent Schubert classes in Q HT (Gn). The pleasant—and somewhat surprising—
fact proved in this paper is that the same, undeformed Pfaffian formulas answer the
Giambelli problem in the quantum ring. This is reminiscent of the situation regarding
the (equivariant) quantum Giambelli problem for the type A Grassmannian [4, 40], and
the quantum Giambelli problem for Gn [33, 34].
1.1. Statement of results. To state our results precisely, we fix some notation.
Let x D (x1, x2, : : : ) be an infinite sequence of variables. Let Pi (x), Qi (x) denote
Schur’s P- and Q-functions for partitions with one part (cf. [37] III.8). Set 00 D
Z[P1(x), P2(x), : : : ] and 0 D Z[Q1(x), Q2(x), : : : ] and recall that these rings have
a Z-basis given by the P- and Q-Schur functions P

(x) and Q

(x), where  D (1 >
   > k > 0) varies in the set of strict partitions SP . In fact, 0 is a subring of 00,
because Q

(x) D 2l() P

(x), where l() D k denotes the length of . Let t D (t1, t2, : : : )
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be a sequence of indeterminates and set Z[t] WD Z[t1, t2, : : : ]. Then Z[t]
Z00 is natur-
ally a graded ring with deg Pi (x) D i , deg ti D 1, and Z[t]
Z 0 is a graded subring of
it. For each  2 SP , the corresponding factorial P-function P

(x j t) (resp. Q-function
Q

(x j t)) is a homogeneous element of Z[t] 

Z
0
0 (resp. Z[t] 

Z
0). If we set all
the parameters ti to zero, then P(x j t) specializes to the ordinary P-Schur function
P

(x), and similarly for Q

(x j t). We use the convention that ti D 0 if i > n for LG(n),
respectively if i > n C 1 for OG(n). The following is the main result of this paper.
Theorem 1.1. (a) There is an isomorphism of graded S[q]-algebras
S[q][P1(x j t), : : : , P2n(x j t)]=I (q)n ! Q HT (OG(n)),
where I (q)n is the ideal generated by PnC1(x j t), : : : , P2n 1(x j t), P2n(x j t) C ( 1)nq.
Moreover, the image of P

(x j t) ( 2 SP(n)) is the Schubert class 

.
(b) There is an isomorphism of graded S[q]-algebras
S[q][Q1(x j t), : : : , Qn(x j t), 2QnC1(x j t), QnC2(x j t), : : : , Q2n(x j t)]=J (q)n
! Q HT (LG(n)),
where J (q)n is the ideal generated by 2QnC1(x j t)   q, QnC2(x j t), : : : , Q2n(x j t).
Moreover, the image of Q

(x j t) ( 2 SP(n)) is the Schubert class 

.
In Theorems 4.2 and 5.2 below we also give a presentation with (independent) gen-
erators and relations. In that case, the ideal of relations contains the quadratic identities
which are satisfied by the (factorial) P- and Q-functions (cf. (2.5), (2.7)).
The specialization at q D 0 in the relations from (a) and (b) recover the equivari-
ant cohomology rings. The Pfaffian formulas and the (specialized) quadratic identities
have a geometric interpretation in terms of equivariant Chern classes of the tautolog-
ical bundles on OG(n), explained in Appendix A below. This extends authors’ work
in [26], where it was done for the Lagrangian Grassmannian. The Pfaffian formula
was first proved by Kazarian [28] in the context of degeneracy loci formulas of vec-
tor bundles. Our proof is different, and it is based on our earlier results from [26],
in which we introduced the double Schubert polynomials, a canonical family of poly-
nomials identified with the Schubert classes in the equivariant cohomology of full flag
manifolds of types B, C, D. Kazarian’s method was recently employed by Anderson
and Fulton [2] to extend the single Pfaffian expression of the double Schubert poly-
nomials to a wider class of Weyl group elements called vexillary signed permutations.
It should be noted that Tamvakis [45, 46] proved a general combinatorial formula that
expresses the double Schubert polynomials as explicit positive linear combinations of
products of Jacobi–Trudi determinants times (at most) a single Schur Pfaffian.
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1.2. Related work and idea of proof. The connection between the (ordinary)
P- and Q-Schur functions and the Giambelli problem for the ordinary cohomology of
OG(n) and LG(n) was discovered by Pragacz [43]; this is analogous to the classical
fact that the ordinary Schur functions solves the Giambelli problem for the type A
Grassmannian—see e.g. [17]. Kresch and Tamvakis [33, 34] used intersection the-
ory on the Quot schemes in classical types—an argument simplified later by Buch,
Kresch and Tamvakis [8]—to find a presentation for the quantum cohomology rings
of LG(n) and OG(n). They proved that the Pfaffian formula for the P- and Q-Schur
functions gives representatives for the quantum Schubert classes. The Quot scheme ap-
proach was pioneered by Bertram [4], who proved that the determinantal formula for
the Schur functions gives the quantum Giambelli formula in Witten’s presentation [47]
of the quantum cohomology ring of the type A Grassmannian. There is large body
of literature dedicated to the (non-equivariant) quantum Giambelli problem for other
homogeneous spaces—see e.g. [3, 9, 12, 15, 30] and references therein. The equivariant
quantum Giambelli formula for partial flag manifolds was recently and independently
solved by Anderson and Chen [1] (by using Quot schemes), and by Lam and Shimo-
zono [36] (using the “Chevalley approach” explained in the next paragraph). The an-
swer was given in terms of specializations of Fulton’s universal Schubert polynomials
[16]; for the full flag manifolds this specialization recovers the quantum double
Schubert polynomials which appeared in a paper by Kirillov and Maeno [31].
The proof of Theorem 1.1 is logically independent on earlier results from [8, 33,
34] regarding quantum cohomology of LG(n) and OG(n), and in fact our methods give
an alternate proof of those results. We rely on the characterization of the equivariant
quantum cohomology ring of any homogeneous variety in terms of the Chevalley for-
mula—see Theorem 3.1 below. This was proved by the second author in [39] (ini-
tially in [38] for Grassmannians) and it was successfully used to solve the Giambelli
problem for the equivariant quantum cohomology ring of the Grassmannian [40] and
partial flag manifolds [36]. We show that the product P1(x j t)  P(x j t) satisfies the
Chevalley formula in the equivariant quantum ring, modulo the given ideal. The proof
uses a Gröbner basis argument showing that the images of factorial P-functions form
an S[q]-basis for the given quotient ring. By the aforementioned characterization the-
orem, this gives the result. A similar approach works for LG(n), although there are
some technical differences.
1.3. Organization. In Section 2, we present preliminary results on the factorial
Q- and P-functions. In Section 3, we fix some notations for the maximal isotropic
Grassmannians and state the characterization results for the equivariant quantum co-
homology rings by the Chevalley rule. In Sections 4 and 5 we prove the main the-
orem respectively for OG(n) and LG(n). In Appendix A, we discuss the (non-quantum)
equivariant cohomology of OG(n), and we give a geometric interpretation, in terms of
Chern classes, of the algebraic quantities from our main theorem.
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2. Factorial P-Schur and Q-Schur functions
The goal of this section is to recall the definition and the main properties of fac-
torial P-Schur and Q-Schur functions, following mainly Ivanov’s paper [27].
2.1. Definition of factorial P-functions. Let D (1 >    > k > 0) be a strict
partition with k  N ; the quantity l() WD k is the length of . Let t D (t1, t2, : : : ) be
a sequence of indeterminates. The generalized factorial is defined by
(x j t)k D (x   t1)    (x   tk).
Following [27], define the factorial P-Schur function P

(x1, : : : , xN j t) to be
P

(x1, : : : , xN j t) D 1(N   l())!
X
w2SN
w
 l()
Y
iD1
(xi j t)i
l()
Y
iD1
N
Y
jDiC1
xi C x j
xi   x j
!
,
where w 2 SN permutes the variables x1,:::,xN . The polynomials P(x1,:::,xN j t) are not
stable when the number of variables increases, i.e., P

(x1, ::: ,xN ,0 j t)¤ P(x1, ::: ,xN j t)
in general. However, these polynomials satisfy the weaker stability property
P

(x1, : : : , xN , 0, 0 j t) D P(x1, : : : , xN j t).
Therefore it makes sense to define two projective limits
PC

(x j t) WD lim
  
P

(x1, : : : , x2N j t)I P 

(x j t) D lim
  
P

(x1, : : : , x2NC1 j t)
taken over even, respectively odd, number of variables.
REMARK 1. It is known that PC

(x j t) corresponds to Schubert classes equivari-
ant under a torus T (see e.g. Appendix A below). The odd limit P 

(x j t) also has a
geometric relevance. We will study in more detail the function P 

(x j t) in an upcoming
paper.
In what follows we only consider the even limit, denote it by P

(x j t) WD PC

(x j t),
and we refer to it as the factorial P-Schur function. If ti D 0 for i  1 then one
recovers the definition of the ordinary P-Schur function defined in [37, Chapter III,
Section 8]. Recall that 00 denotes the ring Z[P1(x), P2(x), : : : ]. Then P(x j t) is an
element of Z[t]

Z
0
0
. The factorial Q-Schur function is defined by
(2.1) Q

(x j t) D 2l() P

(x j 0, t1, t2, : : : ).
Again, if all ti ’s equal to 0 then one recovers the ordinary Q-Schur function, defined
by Schur [44] in relation to projective representations of the symmetric group; see [37,
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Chapter III, Section 8] for more on Q-Schur functions. Set 0 WD Z[Q1(x), Q2(x), : : : ].
Then the element Q

(x j t) 2 Z[t] 

Z
0 is called the factorial Q-Schur function. By
[37, Chapter III, Section 8, (8.9)] the ordinary P-Schur, resp. Q-Schur functions form
a Z-basis of 00, resp. 0. This implies that the functions P

(x j t) and Q

(x j t), when
 varies over strict partitions, form bases over Z[t] for the rings Z[t]

Z
0
0 respectively
Z[t]

Z
0.
2.2. Quadratic identities, the Pfaffian formula, and recurrences. It is easy to
see from the definition that P1(x j t) D P1(x) D
P
1
iD1 xi and more generally
(2.2) Pi (x j t) D
i 1
X
jD0
( 1) j e j (t1, : : : , ti )Pi  j (x),
where e j (t1, : : : , ti ) is the j-th elementary symmetric function. The functions Pk,l (x j t)
are determined by Pi (x j t) using certain quadratic identities, which will play a key
role in this paper. To define these relations, let x D (x1, : : : , xa) and y D (y1, : : : , yb)
be two sets of indeterminates, and set
hk(x j y) D
X
iC jDk
hi (x1, : : : , xa)e j (y1, : : : , yb)
where hi (x1, : : : , xa) denotes the i-th complete homogeneous symmetric functions.
Proposition 2.1. Let k, l be positive integers such that k  l. Then
Pk,l (x j t) D Pk(x j t)Pl(x j t)C
X
(r,s)
gr,sk,l (t)Pr (x j t)Ps(x j t),
where the sum is over the set Ik,l consisting of pairs (r, s) such that (r, s) ¤ (k, l) and
(2.3) k  r  k C l, 0  s  l, r C s  k C l,
and where
(2.4) gr,sk,l (t) D
(
( 1)l s2hkCl r s(tkC1, : : : , trC1 j tsC2, : : : , tl ) if s  1,
( 1)l shkCl r s(tkC1, : : : , trC1 j t1, : : : , tl ) if s D 0.
Proof. For the factorial Q-functions (i.e. when t1 D 0), this formula was proved
in [23], Proposition 7.1. The proof from [23] uses equations (8.2) and (8.3) in [27],
which have a straightforward generalization to the case of t1 ¤ 0. Then the proof from
[23] extends to this case.
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Since Pi,i (x j t) D 0 by [27, Proposition 2.6 (c)] we obtain:
Corollary 2.2. The following identity holds for each i  1:
(2.5) Pi (x j t)2 C
X
(r,s)2Ii,i
gr,si,i (t)Pr (x j t)Ps(x j t) D 0.
The quadratic relations have a geometric interpretation given in terms of identities
among the Chern classes of the tautological bundles on OG(n); in fact they can be
deduced from this—see Appendix A below. Similar quadratic recurrences and identities
hold for the factorial Q-Schur functions, and were proved by the first author in [23,
Proposition 7.1].
Proposition 2.3 ([23], Proposition 7.1).
(2.6) Qk,l (x j t) D Qk(x j t)Ql (x j t)C
X
(r,s)2Ik,l
f r,sk,l (t)Qr (x j t)Qs(x j t)
where f r,sk,l (t) D ( 1)l s2hkCl r s(tk , : : : , tr j tsC1, : : : , tl 1). In particular, we have the
identity
(2.7) Qi (x j t)2 C
X
(r,s)2Ii,i
f r,si,i (t)Qr (x j t)Qs(x j t) D 0.
The factorial P-Schur functions P

(x j t) for an arbitrary strict partition  can be
calculated recursively starting from partitions having at most two parts. To state this
precisely, let  be a strict partition, and set
(2.8) r D 2[(l()C 1)=2]
and r D 0 if l() is odd. In this case we make Pi ,0(x j t) D Pi (x j t) by convention.
Also by convention Pk,l (x j t) D  Pl,k(x j t). This is consistent with the fact that one
can define factorial P-Schur functions for any partition  (strict or not), but if two
parts of  are equal then the corresponding function vanishes [27, Proposition 2.6].
Proposition 2.4 ([27]). We have
(2.9) P

(x j t) D Pf(P
i , j (x j t))1i< jr
where Pf(A) denotes the Pfaffian of the (skew-symmetric) matrix A. In particular, we
have the following recurrence relations:
(2.10) P

(x j t) D
r
X
iD2
( 1)i P
1,i (x j t)P
2,:::, Oi ,:::,r
(x j t).
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Note that if l() is odd then (2.10) is equivalent to the following identity:
(2.11) P

(x j t) D
l()
X
iD1
( 1)i 1 P
i (x j t)P
1,:::, Oi ,:::,r
(x j t).
REMARK 2. It is obvious from (2.1), that the same formula holds for Q

(x j t).
2.3. Next we define and study some functions which have a natural interpretation
in terms of Chern classes of tautological bundles. Their properties will be used in Ap-
pendix A below. Define P (k)i (x j t) 2 Z[t]
Z 00 by the generating series
(2.12) 1C
1
X
iD1
2P (k)i (x j t)uk D
1
Y
iD1
1C xi u
1   xi u
k
Y
jD1
(1   t j u).
Equation (2.2) above shows that
(2.13) Pk(x j t) D P (k)k (x j t)  
( 1)k
2
ek(t1, : : : , tk).
Lemma 2.5. We have
P (k)kC j (x j t) D PkC j (x j t)C h1(tkC1, : : : , tkC j )PkC j 1(x j t)C   
C h j 1(tkC1, tkC2)PkC1(x j t)
C h j (tkC1)Pk(x j t) ( j  1),
P (k)k  j (x j t) D Pk  j (x j t)   e1(tk  jC1, : : : , tk)Pk  j 1(x j t)
C e2(tk  j , : : : , tk)Pk  j 2(x j t)C   
C ( 1)k  j 1ek  j 1(t3, : : : , tk)P1(x j t)
C ( 1)kek(t1, : : : , tk)=2 ( j  0).
Proof. The equation is easily verified (cf. equations in [26, p. 882]).
Lemma 2.6. We have
(2.14)
Pk,l (x j t)
D (P (k)k (x j t)   ( 1)kek(t1, : : : , tk)=2)(P (l)l (x j t)C ( 1)lel (t1, : : : , tl )=2)
C 2
l 1
X
jD1
( 1) j P (k)kC j (x j t)P (l)l  j (x j t)C ( 1)l P (k)kCl(x j t).
Proof. The expression of Pk,l (x j t) in Proposition 2.2 can be written in the above
form by using Lemma 2.5.
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2.4. The Chevalley rule.
Proposition 2.7 ([27], Theorem 6.2). Let  be a strict partition and r from equa-
tion (2.8) above. Then
(2.15) P1(x j t)P(x j t) D
X
!
P

(x j t)C
 
r
X
iD1
t
iC1
!
P

(x j t),
where !  means that  is a strict partition obtained from  by adding one more
box. In particular
(2.16) Q1(x j t)Q(x j t) D
X
!
2l() l()C1 Q

(x j t)C 2
 l()
X
iD1
t
i
!
Q

(x j t).
3. Equivariant quantum cohomology of maximal isotropic Grassmannians
The goal of this section is to fix notation for the maximal isotropic Grassmann-
ians, and to recall the definition and some basic facts of their equivariant quantum co-
homology ring.
3.1. Schubert classes and equivariant cohomology. We recall next some basic
facts about the torus equivariant cohomology ring; see [6, 7] for details. Although the
definitions here make sense for any homogeneous space X , we will restrict to the case
when X D G=P is a homogeneous space where G is a complex semisimple Lie group
and P is a maximal parabolic subgroup. (We will soon specialize further both G and
P .) Then X is a smooth, complex, projective variety with an action of a maximal torus
T  G given by left multiplication. Consider the universal bundle ET ! BT . Then
T acts freely on ET and one can define a (free) T -action on ET  X by t  (e, x) D
(et 1, t x). The (integral) equivariant cohomology of X , denoted HT (X ), is the ordinary
cohomology of the “Borel mixed space” XT WD (ET  X )=T . The structure morphism
X ! pt gives HT (X ) a structure of an S-algebra, where S D HT (pt). In fact, S can
be identified with the polynomial ring Z[t1, : : : , tl] where {t1, : : : , tl} is a basis of the
characters group (written additively) of the torus T . Each irreducible, closed, subvariety
Y  X of (complex) codimension c which is also stable under the T -action determines
a class [Y ]T 2 H 2cT (X ).
The set of T -fixed points on X D G=P is identified with the coset space W=WP ,
where W and WP are the Weyl groups of G and P respectively. Let us denote by W P
the set of minimal length representatives for W=WP . We consider the case when G is
of one of the classical types B, C, and D, and P is maximal. Then the set W P will
be later identified with certain set of strict partitions. For  2 W P , we denote e

the
corresponding T -fixed point on X . Let B be a Borel subgroup such that T  B  P ,
and let B  be the opposite Borel subgroup. A Schubert variety 

WD B e

 X is
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the closure of a B -orbit. The codimension of the variety 

is given by the length
of  2 W P denoted by jj. The Schubert varieties are T -stable, and the equivariant
Schubert classes 

WD [

]T form an S-basis of HT (X ), when  varies in W P .
3.2. Equivariant quantum cohomology. The equivariant quantum cohomology
ring Q HT (X ) is a graded S[q]-algebra, where deg ti D 1 and q is a variable of degree
deg q D c1(TX ) \ [C]; here c1(TX ) is the first Chern class of the tangent bundle of X .
(In this paper we use notation deg() to indicate the complex degree of a homogeneous
element  of Q HT (X ).) The algebra Q HT (X ) has an S[q]-basis given by Schubert
classes 

. The multiplication is given by the 3-point, genus 0 equivariant Gromov–
Witten invariants c,d
,
, where d  0 is a degree (a non-negative integer):


 

D
X
,d
c
,d
,
qd

.
This ring was defined by Givental and Kim [21, 29], and we refer to [38, 39] for more
details about definitions, in the context of Grassmannians or homogeneous spaces. The
coefficients c,d
,
are homogeneous polynomials in S, and it was proved in [41] that
they can be written as positive sums in monomials of negative simple roots (precise de-
tails: loc. cit., Section 6). This positivity generalizes the one in equivariant cohomology
proved earlier by Graham [22]. The fact that equivariant quantum cohomology ring is
a deformation of both the equivariant and quantum cohomology rings translates to the
fact that if d D 0 then c,d
,
is the coefficient of 

in the equivariant multiplication




, and if the degree of the polynomial c,d
,
is zero (i.e. c,d
,
is an integer) then the
coefficient in question is the ordinary 3-point, genus 0 Gromov–Witten invariant which
counts rational curves of degree d intersecting general translates of varieties 

, 

and 
w0 , where w0 is the longest element in W .
We recall next a characterization theorem for the ring Q HT (X ), proved in [39].
Let (1) 2 H 2T (X ) denote the unique Schubert class corresponding to the Schubert div-
isor (uniqueness follows because P is maximal parabolic).
Theorem 3.1 ([39]). Let (A,?) be a graded commutative S[q]-algebra. Assume that
(1) A has a S[q]-basis {s

}
2W P such that s is homogeneous of degree jj;
(2) the equivariant quantum Chevalley rule holds, i.e.
s(1) ? s D
X
,d0
c
,d
(1),q
d s

.
Then A is isomorphic to Q HT (X ) as a graded S[q]-algebra via the map defined by
s

7! 

.
An explicit formula for the equivariant quantum Chevalley rule was found in [39].
It states that there are no “mixed” coefficients in (1) ? , i.e. all the coefficients are
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already founds in the equivariant, respectively quantum, specializations of the Chevalley
rules. The equivariant coefficients appearing in this formula have been computed by
Kostant and Kumar [32]; see also [5]. The case when X is a maximal orthogonal
Grassmannian—which is of main interest in this paper—was studied extensively in [24,
23]. For general homogeneous spaces G=P , the quantum Chevalley formula has been
conjectured by Peterson [42] and proved by Fulton and Woodward [19] in its highest
generality—see also [11] for a different proof. Earlier results (including more general
formulas for Grassmannians) were obtained by Bertram for type A Grassmannians [4],
by Ciocan-Fontanine and Fomin, Gelfand and Postnikov for type A flag manifolds [12,
15] and by Kresch and Tamvakis for maximal isotropic Grassmannians [33, 34]; more
recently a Pieri formula for submaximal isotropic Grassmannians was found in [9].
We recall next the definitions and the equivariant quantum Chevalley formulas for
the maximal isotropic Grassmannians of types C and D, and how the relevant results
in type B can be recovered from those of type D.
3.3. Type C: the Lagrangian Grassmannian. The Lagrangian Grassmannian
LG(n) is the manifold parametrizing dimension n linear subspaces of C2n which are
isotropic with respect to a skew-symmetric, non-degenerate, bilinear form h  ,  iC on
C
2n
. We fix an ordered basis en , : : : , e1 , e1, : : : , en of C2n . The form is defined by
hei , e j iC D hei , e

j iC D 0, hei , e j iC D Æi, j .
The symplectic group Sp2n WD Sp2n(C) acts transitively on LG(n). In fact, LG(n) can
be reinterpreted as the homogeneous space Sp2n=P0 where P0  Sp2n is a maximal
parabolic subgroup which corresponds to the node 0 of the Dynkin diagram of type Cn:

>
Æ Æ Æ Æ Æ
0 1 2 n   1  
The Weyl group W D Wn of type Cn consists of signed permutations w of the set
{Nn, : : : , N1, 1, : : : , n} which satisfy the property that w(i) D w(i). Thus w is determined
by its values w(1), : : : , w(n). The minimal length representatives W P0n correspond to
(signed) Grassmannian permutations, which are defined by the property that w(1) <
w(2) <    < w(n) in the ordering Nn <    < N1 < 1 <    < n. It follows that a signed
Grassmannian permutation is completely determined by the subset of its barred values
w(1), w(2), : : : , w(k), which in turn determines a strict partition  D (1 >    > k)
given by i D w(i). Clearly 1  n and k > 0. We denote this set by SP(n), and
the set of all strict partitions (i.e. with the requirement on 1 removed) by SP . The
identification W P0n ' SP(n) is the same as that from [26, Section 3] or [25, Section 4],
and we refer to any of these for more details, especially about the connection with the
root theoretic description of W and W P0n .
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EXAMPLE 1. Let n D 6. Then N3N62451 is not a Grassmannian permutation, but
N6N31245 is. The latter determines the strict partition  D (6, 3).
The action of the maximal torus T on C2n determines a weight space decompos-
ition C2n D
 
Ln
iD1 Ce

i


 
Ln
iD1 Cei

where T acts by the character ti on Cei (and
 ti on Cei ). Then S D HT (pt) equals the polynomial ring Z[t1, : : : , tn], and in fact
ti D cT1 (Cei ) (the equivariant first Chern class of a trivial line bundle). Let Fi be the
subspace spanned by the first i vectors of the ordered basis. We have a complete flag
F

W F1      Fn  FnC1      F2n D C2n .
Then Fi is isotropic with respect to h , iC for 1  i  n and coisotropic for nC1  i 
2n. In fact, if we denote V? WD {u 2 V j hu,viC D 0 for all v 2 V }, then F?n D Fn and
FnCi D F?n i for 1  i  n. The flag F is fixed by a Borel subgroup B, which in turn
gives the opposite Borel subgroup B . Let  be a strict partition in SP(n) and w

the
corresponding Grassmannian element. Define e

2 LG(n) by e

D he
w

(1), : : : , e

w

(n)i,
with the convention that ei D ei . Then the Schubert variety  D B
 e

can also be
defined as
(3.1) 

D {V 2 LG(n) j dim V \ Ei  i (1  i  l())},
where E i D hei , : : : , eni (1  i  n). With these conventions, the complex codimension
of 

is jj D 1 C    C l().
We recall next the equivariant quantum Chevalley formula. In this case the quan-
tum parameter q has degree n C 1. For  2 SP(n) such that 1 D n define   D
(2, : : : , l()). Then the following holds in Q HT (LG(n)):
(3.2) (1)   D
X
!, 2SP(n)
2l() l()C1

C c(1), C q  ,
where c(1), D 2
Pl()
iD1 ti , and the last term is omitted if   does not exist. This can
be easily proved by using the equivariant quantum Chevalley rule of [39] or [35, The-
orem 2.1].
3.4. Type D: the maximal orthogonal Grassmannian. We fix an ordered ba-
sis {enC1, : : : , e1 , e1, : : : , enC1} of C2nC2 and a symmetric, non-degenerate, bilinear form
h  ,  iD which satisfies hei , e j iD D hei , ej iD D 0 and hei , e j iD D Æi, j . Let T be the
maximal torus of the complex special orthogonal group SO2nC2 WD SO2nC2(C) diago-
nalizing the basis. The maximal isotropic subspaces in C2nC2 have dimension n C 1.
Let Fi denote the subspace spanned by the first i vectors of the above basis; thus FnC1
is maximal isotropic. The group SO2nC2 acts on the set of all maximal isotropic sub-
spaces with two orbits, which correspond to the two connected components of this set.
FACTORIAL P - AND Q-SCHUR FUNCTIONS 603
We denote by OG(n) the SO2nC2-orbit through FnC1. For a maximal isotropic sub-
space V , the condition that V belongs to OG(n) is equivalent to the following even
parity condition:
(3.3) codimFnC1 (V \ FnC1)  0 mod 2.
The other SO2nC2-orbit corresponds to the odd parity condition.
Each of these two components is a homogeneous space. In fact, OG(n) can be
identified with SO2nC2=PO1, while the other component with SO2nC2=P1, where P1 and
P
O1 are the maximal parabolic subgroups determined by the “forked” nodes 1, O1 of the
Dynkin diagram of type DnC11:
Æ
Æ
◗◗
✑✑
Æ Æ Æ Æ Æ
O1
1
2 3 n  
REMARK 3. Let  denotes the automorphism of G corresponding to the auto-
morphism of the Dynkin diagram switching nodes 1 and O1. The automorphism  in-
duces an isomorphism of algebraic varieties 'W G=P1 ! G=PO1, which is not equivariant
with respect to the natural T -actions, but it satisfies '(t  x) D (t)  '(x) (t 2 T ).
The Weyl group W 0 of type DnC1 is the subgroup of the type CnC1 Weyl group
from the previous section which consists of signed permutations of {n C 1, : : : , N1, 1, : : : ,
n C 1} with even number of sign changes. This identifies the simple reflection s
O1 WD
st2Ct1 with the permutation N2N13    (n C 1) and the simple reflection si WD stiC1 ti with
the element si WD (i, i C 1)(i , i C 1). The set of minimal length representatives for
W 0=W 0P
O1
coincides with the set of those Grassmannian permutations from type CnC1
which are included in W 0. For such a representative w for W 0=W 0P
O1
define the strict
partition  D (1 >    > r  0) by setting i D w(i)   1 where i varies over the set
1, : : : , r such that w(i) < 1. Note that r must be even and r can be zero this time.
This correspondence gives a bijection with the set SP(n) and we denote by w0

the
representative corresponding to  2 SP(n). As before, l(w0

) D jj where l(w) denotes
the length of w as an element of the Weyl group of type DnC1. We refer again to [26]
or [25] for more details.
EXAMPLE 2. Let  D (4, 2, 1). Then the corresponding Grassmannian elements
are given by w

D
N4N2N13 D s0s1s0s3s2s1s0 in type C and w0

D
N5N3N2N14 D s
O1s2s1s4s3s2sO1
in type D.
1We use following convention for the simple roots, which is stable with respect to the natural
embedding of a Dynkin diagram to ones of higher ranks:

O1 D t2 C t1, 1 D t2   t1, 2 D t3   t2, : : : , n D tnC1   tn .
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As in type C, we can choose a maximal torus T  SO2nC2 which acts on C2nC2
with ei , ei as eigenvectors, and such that the weight of T on Cei and Cei is ti , re-
spectively  ti . Then S D HT (pt) D Z[t1, : : : , tnC1] and geometrically ti D cT1 (Cei ). If
 is a strict partition in SP(n) let e

D he
w
0

(1), : : : , e

w
0

(nC1)i, using again the convention
that ei D ei . Let B
  be the Borel subgroup opposite to the stabilizer of F

. Then the
Schubert variety is defined by 

D B e

, and it also equals


D {V 2 OG(n) j dim V \ Ei  i (1  i  l())},
where E i D heiC1, : : : , enC1i (1  i  n). The Schubert variety determines an equivari-
ant Schubert class 

2 H 2jjT (OG(n)). In this case, the quantum parameter has degree
deg q D 2n. If  is a strict partition such that 1 D n and 2 D n   1 then define

 
D (3, : : : , r ). Otherwise we will say that   does not exist. With these notations,
the equivariant quantum Chevalley formula is given by
(3.4) (1)   D
X
!,2SP(n)


C c(1), C q  ,
where c(1), D
Pr
iD1 tiC1, and the last term is omitted if   does not exist. This can
be easily proved by using the equivariant quantum Chevalley rule of [39].
3.5. The relation between maximal orthogonal Grassmannians in types B
and D. Let h, iB be a non-degenerate, symmetric bilinear form on C2nC1. The maximal
dimension of a subspace V  C2nC1 which is isotropic with respect to h  ,  iB equals n.
The variety OG(n, C2nC1) parametrizing maximal isotropic subspaces in C2nC1 is called
again the maximal orthogonal Grassmannian. It is a homogeneous variety SO2nC1=P ,
where P is the maximal parabolic group determined by the end root corresponding to the
double edge of the Dynkin diagram of type B. Using that the Weyl groups of type B and
C coincide, one shows that the Schubert varieties in OG(n, C2nC1) are indexed again by
strict partitions in SP(n).
We turn to the relation between the equivariant quantum cohomology rings of
OG(n,C2nC1) and OG(n). Fix a basis {enC1, : : : , e2 , e0, e2, : : : , enC1} for C2nC1 such that
hei , e j iB D hei , e

j iB D he0, e

i iB D he0, e j iB D 0 (2  i  n),
hei , e j iB D Æi, j (2  i, j  n) he0, e0iB D 1.
Consider the injective linear map C2nC1 ! C2nC2 which identifies the vectors ei , ei
(2  i  n) from C2nC1 with those from C2nC2 from the previous section, and sends
e0 2 C
2nC1 to (e1 C e1)=
p
2 2 C2nC2. Under this injection, C2nC1 can be identified
with the space (C(e1   e1))? 2 C2nC2 orthogonal to C(e1   e1) with respect to the
symmetric form h  ,  iD on C2nC2 defined in Section 3.4 above. This identifies SO2nC1
with a subgroup of SO2nC2, and the symmetric form h  ,  iD from type D restricts
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to h  ,  iB on C2nC1. Note that Ce1 and Ce1 are exactly the two maximal isotropic
subspaces in he1 , e1i  C2. It follows that if V 2 OG(n, C2nC1), then V C Ce1 and
V C Ce1 are the only maximal isotropic subspaces in C2nC2 containing V . Only one
of them satisfies the parity condition (3.3) and gives an element of OG(n). This cor-
respondence gives an isomorphism  W OG(n, C2nC1) ! OG(n). This isomorphism is
equivariant with respect to the inclusion of maximal tori of SO2nC1 and SO2nC2 given
by diag( 1nC1, : : : ,  12 , 1, 2, : : : , nC1) 7! diag( 1nC1, : : : ,  12 , 1, 1, 2, : : : , nC1). Let 0
be the Schubert variety for OG(n, C2nC1) associated with  2 SP(n). Then we have

 1(

) D 0

. Combining all of the above implies that there exists a Z[t1, : : : , tnC1][q]-
algebra isomorphism


W Q HT (OG(n))=ht1i ' Q HT 0(OG(n, C2nC1))
so that [

]T D [0

]T 0 , where T 0 WD T \SO2nC1. Note that HT 0(pt) D Z[t2, : : : , tnC1].
This explicit isomorphism allows us to ignore the type B orthogonal Grassmannian
from now on, and instead focus on the one of type D.
4. Presentations and Giambelli formulas for the equivariant quantum ring of
the orthogonal Grassmannian
The goal of this section is to prove the main results of this paper in the case of
the orthogonal Grassmannian OG(n). Our strategy is to work with both the rings given
by the “abstract” variables and by the factorial P-Schur functions at the same time,
and show that each ring has a natural S[q]-basis for which the equivariant quantum
Chevalley formula (3.4) holds.
4.1. Equivariant quantum Chevalley rule in An. In this section, we set ti D 0
for i > n C 1. Define the ring
An WD S[q][P1(x j t), : : : , P2n(x j t)]=I (q)n ,
I (q)n WD hPnC1(x j t), : : : , P2n 1(x j t), P2n(x j t)C ( 1)nqi.
We will show that the images of P-Schur functions satisfy the equivariant quantum
Chevalley rule for OG(n).
Theorem 4.1. Let  2 SP(n) be a strict partition with at most n parts. Then
P(1)(x j t)P(x j t)

X
!, 2SP(n)
P

(x j t)C c(1),(t)P(x j t)C q P (x j t) mod I (q)n ,
where the last term omitted unless 1 D n and 2 D n   1.
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Proof. By the Chevalley rule (2.15), we have
P(1)(x j t)P(x j t) D
X
!, 2SP(n)
P

(x j t)C c(1),(t)P(x j t)C PN(x j t),
where if 1 D n then N is given by adding one box to the first row of  otherwise the
last term is omitted. Let  2 SP(n   2) and denote by (n C 1, k, ) the strict partition
with parts n C 1, k followed by the parts of  (thus k > 1). It is enough to show
P(nC1,k,)(x j t) 
(
q P

(x j t) mod I (q)n if k D n   1,
0 mod I (q)n if k < n   1.
If k < n 1 then the equation (2.10) and induction on l() implies that P(nC1,k,)(x j t) be-
longs to I (q)n because it can be expressed as an S-linear combination of Pr (x j t)Ps(x j t)
with n C 1  r < 2n. Let now  D ; and k D n   1. Then by Proposition 2.1
P(nC1,n 1)(x j t) D PnC1(x j t)Pn 1(x j t)C
X
(r,s)2InC1,n 1
gr,snC1,n 1(t)Pr (x j t)Ps(x j t).
From the definition of InC1,n 1 it follows that the right hand side is equivalent to
( 1)n 1 P2n(x j t)  q mod I (q)n . For general  and k D n   1, invoking again (2.10),
we can express P(nC1,n 1,)(x j t) as
P(nC1,n 1,)(x j t) D P(nC1,n 1)(x j t)P(x j t)C other terms.
All the other terms have factor P(nC1,k)(x j t) with k < n 1, therefore are congruent to
zero by the same reason as in the first case. Since we have P(nC1,n 1)(x j t)  q mod
I (q)n we have completed the proof.
4.2. Presentation of An as a quotient ring. Next we will obtain a presentation
for An as a quotient ring of a polynomial ring. Let X1, : : : , X2n be indeterminates.
Consider the S-algebras homomorphism
S[X1, : : : , X2n] ! S[P1(x j t), : : : , P2n(x j t)]
sending X i to Pi (x j t), for 1  i  2n. The quadratic relation (2.5) implies that the
kernel of the map contains the quadratic polynomials Ri in S[X1, : : : , X2n] defined by
Ri D X2i C
X
(r,s)
gr,si,i (t)Xr Xs ,
where the sum is over the pairs (r, s) 2 I(i,i) defined in equation (2.3), and coefficients
gr,si,i 2 S are defined in (2.4) above.
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Lemma 4.1. The morphism
S[X1, : : : , X2n]=hR1, : : : , Rni ! S[P1(x j t), : : : , P2n(x j t)]
sending X i to Pi (x j t) for 1  i  2n is an isomorphism of S-algebras.
Proof. It suffices to show injectivity. Using the quadratic relation Ri and induc-
tion on i , one can write X2i (1  k  n) as a polynomial in X1, X3, : : : , X2k 1 with
coefficients in S. Then S[X1, : : : , X2n]=hR1, : : : , Rni is generated as an S-module by
the set of the residue classes of the monomials
(4.1) X1m1 X3m3    Xm2n 12n 1 (m1, m3, : : : , m2n 1  0).
Since P1(x), P3(x), : : : , P2n 1(x) are algebraically independent over Z [37, p. 252] we
deduce that deformed functions P1(x j t), P3(x j t), : : : , P2n 1(x j t) are algebraically in-
dependent over S. Then the image of the monomials from (4.1) is linearly independent
over S. Hence the map is injective.
Let us denote the quotient ring
(4.2) Bn WD S[q][X1, X2, : : : , X2n]=hXnC1, : : : , X2n 1, X2n C ( 1)nq, R1, : : : , Rni.
Proposition 4.2. We have an isomorphism of graded S[q]-algebras
Bn ! An
sending X i to Pi (x j t) (1  i  2n).
Proof. Clear from the definitions of An , Bn and Lemma 4.1.
4.3. Freeness of Bn over S[q]. Next we will prove that Bn is a free module
over S[q]. The techniques are very similar to those from [23, Section 8.2], where the
(non-quantum) equivariant cohomology is considered.
Let R(q)i 2 S[X1,:::, Xn] be obtained from Ri by substituting XnC1 D    D X2n 1 D
0 and X2n D ( 1)n 1q. For example, if n D 2, then S D Z[t1, t2, t3] and
R1 D X21   X2 C (t1 C t2)X1I
R2 D X22   2X3 X1 C X4 C 2t3 X2 X1   (t1 C t2 C t3)X3 C (t1t2 C t1t3 C t2t3 C t23 )X2.
Thus we have
R(q)1 D R1, R
(q)
2 D X
2
2   q C 2t3 X2 X1 C (t1t2 C t1t3 C t2t3 C t23 )X2.
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With this notation we have the following identification
(4.3) Bn D S[q][X1, : : : , Xn]=hR(q)1 , : : : , R(q)n i.
For  D (1, : : : , l()) 2 SP(n), set X D X1    Xl() .
Lemma 4.3. The ring Bn is a free S[q]-module with a basis
(4.4) {X j  2 SP(n)}.
Proof. Let Xm D Xm11 X
m2
2    X
mn
n be an arbitrary monomial in X1, : : : , Xn . Us-
ing the “quantized” quadratic relations R(q)i , we will write this as an S[q]-linear com-
bination of the square-free monomials from (4.4). The argument is almost identical
to that from [23, Lemma 8.4]. Consider the graded reverse lexicographic order with
X1 <    < Xn . The key property of this ordering is that
R(q)i D X
2
i C lower order terms.
If Xm has an exponent mi  2 we replace X2i by an S[q]-linear combination of mono-
mials which are all smaller than X2i . Repeating this yields the claimed square-free lin-
ear combination. Thus the set (4.4) spans Bn over S[q].
We prove next that the set (4.4) is linearly independent over S[q] by using the
theory of Gröbner bases. Let K be the field of fraction of S. By Buchberger criter-
ion (see e.g. Exercise 15.20 and more generally [14, Chapter 15]) R(q)1 , : : : , R(q)n is
a Gröbner basis for the ideal hR(q)1 , : : : , R
(q)
n i  K [q, X1, : : : , Xn] for any monomial
ordering such that the initial term of R(q)i is X2i . One such ordering is the graded re-
verse lexicographic order with q < X1 <    < Xn (where we temporarily declare that
deg q D 1). Notice that {qd X j d  0,  2 SP(n)} consists exactly of the monomials
in q, X1, : : : , Xn which are not divisible by X21 , X22 , : : : , X2n . It follows that this set
is linearly independent over K in the quotient ring K [q, X1, : : : , Xn]=hR(q)1 , : : : , R(q)n i.
From this fact we see that (4.4) is linearly independent over S[q] as well.
4.4. The Pfaffian polynomials X

. We give another S[q]-basis of Bn , which
will be finally identified with the Schubert basis. In analogy with the Pfaffian formula
(2.9) for P

(x j t), define X

2 S[q][X1, : : : , Xn] by
(4.5) X

D Pf(X
i , j )1i< jr I Xk,l D Xk Xl C
X
(r,s)2Ik,l
gr,sk,l (t)Xr Xs
where Ir,s is defined in (2.3) above, and we make the substitutions
XnC1 D: : :D X2n 1 D 0I X2n D ( 1)n 1q.
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EXAMPLE 3. If n D 2, we have P2,1(x j t) D P2(x j t)P1(x j t)   P3(x j t)  
(t1 C t3)P2(x j t), thus X2,1 D X2 X1   (t1 C t3)X2.
The definition of X

and the Pfaffian formula (2.9) imply that the isomorphism
Bn ! An from Proposition 4.2 sends X to P(x j t) mod I (q)n , for any  2 SP(n).
Proposition 4.4. The polynomials X

, when  varies in SP(n) form a S[q]-basis
for Bn D S[q][X1, : : : , Xn]=hR(q)1 , : : : , R(q)n i.
Proof. Consider the expansion X

D
P
2SP(n) cX, where c is a homogeneous
polynomial in S of degree jj   jj. A standard argument using the Pfaffian recurrence
from (2.10) and induction on the number of parts of  shows that c

D 1 and c

D 0
unless   ; see [23, Lemma 8.5] for more details. Then the matrix (c

) is invertible,
and the result follows from Lemma 4.3.
4.5. Proof of the main theorem in type D.
Theorem 4.2. (i) (the factorial P-Schur version) There is an isomorphism of
graded S[q]-algebras
S[q][P1(x j t), : : : , P2n(x j t)]=I (q)n ! Q HT (OG(n)),
where I (q)n is the ideal generated by PnC1(x j t), : : : , P2n 1(x j t), P2n(x j t) C ( 1)nq.
Moreover, the image of P

(x j t) ( 2 SP(n)) is the Schubert class 

.
(ii) (the indeterminate version) There is an isomorphism of graded S[q]-algebras
S[q][X1, X2, : : : , Xn]=hR(q)1 , R(q)2 , : : : , R(q)n i ! Q HT (OG(n))
which sends X

( 2 SP(n)) to the Schubert class 

.
Proof. By Proposition 4.2 there is an isomorphism of graded S[q]-algebras Bn '
An , which sends X,  2 SP(n) to P(x j t) mod I (q)n . The theorem follows by com-
bining the facts that the equivariant quantum Chevalley formula holds in An by The-
orem 4.1, Bn is free over S[q] with the “correct” Schubert basis (Proposition 4.4), and
by applying the characterization Theorem 3.1.
5. Equivariant quantum cohomology of the Lagrangian Grassmannian
In this section we study the presentation and the Giambelli formulas for the equivari-
ant quantum ring of LG(n). The arguments are similar to those from type D, although
some technical difficulties arise.
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5.1. The Chevalley rule. In this section, we put ti D 0 for i > n. Recall that
S D Z[t1, : : : , tn]. Let An be the ring defined by the left hand side of Theorem 1.1 (b).
Theorem 5.1 (Equivariant quantum Pieri–Chevalley rule). Let  be a strict par-
tition in SP(n). Then
Q(1)(x j t)Q(x j t)

X
!, 2SP(n)
2l() l()C1 Q

(x j t)C 2
 
r
X
iD1
t
iC1
!
Q

(x j t)C q Q

  (x j t) mod J (q)n ,
where the last term is omitted unless 1 D n.
Proof. The idea of the proof is similar to that of Theorem 4.1, but the actual
details are slightly different. First, given the Chevalley rule (2.16) for factorial Q-Schur
functions, it suffices to show that for any partition  2 SP(n   1)
(5.1) 2QnC1,(x j t)  q Q(x j t) mod J (q)n .
Using the equation (2.6) and the fact that in this case tnC1 D 0 we obtain that
QnC1,i (x j t)  QnC1(x j t)Qi (x j t) mod J (q)n .
Assume first l WD l() is odd. Then by (2.10)
(5.2)
QnC1,(x j t) D
l
X
iD1
( 1)i 1 QnC1,i (x j t)Q1,:::, Oi ,:::,l (x j t)
 QnC1(x j t)
l
X
iD1
( 1)i 1 Q
i (x j t)Q1,:::, Oi ,:::,l (x j t)
D QnC1(x j t)Q(x j t)
where the last equality follows from (2.11). This implies (5.1).
Let now l WD l() be even. Then the length of (nC1,) is odd and we apply (2.11):
QnC1,(x j t)
D QnC1(x j t)Q(x j t)C
l
X
iD1
( 1)i Q
i (x j t)QnC1,1,:::, Oi ,:::,l (x j t)
 QnC1(x j t)Q(x j t)C QnC1(x j t)
l
X
iD1
( 1)i Q
i (x j t)Q1,:::, Oi ,:::,l (x j t).
Now note that
Pl
iD1( 1)i Qi (x j t)Q1,:::, Oi ,:::,l (x j t) D 0. Indeed, by applying (2.11)
to Q
1,:::, Oi ,:::,r (x j t) we see that the coefficient of Q1,:::, Oi ,:::, O j ,:::,r (x j t) in this sum
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appears twice with opposite signs. This gives (5.1) in this case and finishes the proof.
5.2. Freeness and the Pfaffian formula. In this section we denote by Ri 2
S[X1, : : : , X2n] the quadratic relations obtained from the analogous relations (2.7) for
the functions Qi (x j t):
Ri D X2i C
X
(r,s)2Ii,i
f r,si,i Xr Xs I 1  i  n.
The “quantized” quadratic relations R(q)i are obtained from Ri using the substitutions
(5.3) 2XnC1 D q, XnC2 D    D X2n D 0.
Note that each monomial in Ri containing XnC1 has coefficient 2, therefore R(q)i 2
S[q][X1, : : : , Xn].
EXAMPLE 4. When n D 2, we have
R1 D R
(q)
1 D X
2
1   2X2   2t1 X1,
R2 D X22   2X3 X1 C 2X4   2t2 X2 X1 C 2(t1 C t2)X3 C 2(t1t2 C t22 )X2I
and thus
Rq1 D R1, R
(q)
2 D X
2
2   q X1   2t2 X2 X1 C (t1 C t2)q C 2(t1t2 C t22 )X2.
We define a graded S[q]-algebra by:
Bn WD S[q][X1, : : : , Xn]=hR(q)1 , : : : , R(q)n i.
Proposition 5.1. We have an isomorphism of graded S[q]-algebras
Bn ! An
sending X i to Qi (x j t) (1  i  n).
Proof. It suffices to show the analogue of Lemma 4.1. Let
QAn WD S[Q1(x j t), : : : , Qn(x j t), 2QnC1(x j t), QnC2(x j t), : : : , Q2n(x j t)].
Consider the homomorphism of S-algebras
 W
QBn WD S[X1, : : : , Xn , 2XnC1, XnC2, : : : , X2n]=hR1, : : : , Rni ! QAn .
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sending X i to Qi (x j t). We claim it is an isomorphism. Surjectivity is obvious. Let
us prove that  is injective. For arbitrary element F in QBn , there is a sufficiently large
integer N such that 2N F can be represented by an element G in S[X1, X3, : : : , X2n 1]
(cf. Proof of Lemma 4.1). Suppose (F) D 0. Take N and G as above. Then (2N F) D
(G) D 0. Because Q2i 1(x j t) (1  i  n) are algebraically independent over S, we
have G D 2N F D 0 in QBn . A Gröbner basis argument similar to Lemma 4.3 implies that
QBn is free over S with an S-basis X (2XnC1)mnC1 XmnC2nC2   Xm2n2n , where X D X1   Xk
for D (1, : : : ,k) 2 SP(n) and mi  0. In particular, QBn has no torsion element. Hence
we have F D 0.
By the same argument of Lemma 4.3, we see that Bn is free over S[q] with basis
{X j  2 SP(n)}. We define the Pfaffian formula for X

2 S[q][X1, : : : , Xn] analogous
to (2.9):
(5.4) X

D Pf(X
i , j )1i< jr I Xk,l D Xk Xl C
X
(r,s)2Ik,l
f r,sk,l (t)Xr Xs
with the substitutions (5.3) enforced. (We use again that the terms containing XnC1 are
divisible by 2.) By the Pfaffian formula for the factorial Q-Schur functions it follows
that X

is sent to the image of Q

(x j t) in An by the isomorphism of Proposition 5.1.
The analogue of Proposition 4.4 holds in this context as well with the same proof:
Proposition 5.2. The polynomials X

, when  varies in SP(n), form a S[q]-basis
for Bn .
We obtain the main result for the Lagrangian Grassmannian:
Theorem 5.2. (i) (the factorial Q-Schur version) There is an isomorphism of
graded S[q]-algebras
S[q][Q1(x j t), : : : , Qn(x j t), 2QnC1(x j t), QnC2(x j t), : : : , Q2n(x j t)]=J (q)n
! Q HT (LG(n)),
where J (q)n is the ideal generated by 2QnC1(x j t)   q, QnC2(x j t), : : : , Q2n(x j t).
Moreover, the image of Q

(x j t) ( 2 SP(n)) is the Schubert class 

.
(ii) (the indeterminate version) There is an isomorphism of graded S[q]-algebras
S[q][X1, X2, : : : , Xn]=hR(q)1 , R(q)2 , : : : , R(q)n i ! Q HT (LG(n))
which sends X

( 2 SP(n)) to the Schubert class 

.
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Proof. The proof is the same as that of Theorem 4.2, using now the isomorphism
Bn ' An (Proposition 5.1), Proposition 5.2, and the Chevalley formula proved in
Theorem 5.1.
Appendix A. Equivariant cohomology of OG(n) via Chern classes
By specializing Theorem 4.2 at q D 0, we have a presentation for the equivariant
cohomology ring of OG(n). The goal of this section is to give a “dictionary” between
the various algebraic quantities in the presentation and the geometric quantities given
in terms of equivariant Chern classes. In particular, we will show how the quadratic re-
lations arise naturally from a Chern class calculation. As we noted in the introduction,
the formulas we obtain can be deduced from those for orthogonal degeneracy loci ob-
tained of Kazarian [28], although here we provide direct argument, similar to the one
obtained by the authors in [26, Section 11] for LG(n). In fact, this section can be seen
as completing the aforementioned discussion from [26].
A.1. Presentation for HT (OG(n)). We start by recalling the following presen-
tation for HT (OG(n)) obtained from the main theorem after specialization q D 0.
Corollary A.1. There is an isomorphism of graded S-algebras
S[P1(x j t), P2(x j t), : : : , P2n(x j t)]=I 0n ! HT (OG(n)),
where I 0n denote the ideal generated by PnC1(x j t), : : : , P2n(x j t). The map sends
P

(x j t) ( 2 SP(n)) to the equivariant Schubert class 

.
We leave the reader to write down the indeterminate version of this presentation.
In that case, the ideal of relations is generated by the elements obtained from the poly-
nomials Ri defined in (4.2) after substituting X i D 0 for nC1  i  2n. We will show
in Section A.3 below why the quadratic relations Ri D 0 are geometrically natural.
REMARK 4. Corollary A.1 can also be proved by using localization techniques.
In fact, we know that the factorial P-functions for  2 SP(n) are sent to the equivariant
Schubert classes in HT (OG(n)) by the map n below (see (A.3) and Proposition A.4).
Then an argument similar to the one in [23, Section 8] can be applied.
The Pfaffian formula (2.9) for P

(x j t) implies the following Giambelli formula
(A.1) 

D Pf(
i , j )1i< jr .
This formula was proved in [24] and also by Kazarian [28] in the context of degener-
acy loci of vector bundles.
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A.2. Equivariant Chern classes, the map n. We recall the setup from [26,
Section 10]. There is a tautological exact sequence of bundles over OG(n)
(A.2) 0 ! V ! E ! V ! 0
where E is the trivial (but not equivariantly trivial) vector bundle C2nC2 and V , the
tautological subbundle, has rank n C 1. We identify E=V with V by using the form
h  ,  iD . The action of T on C2nC2 determines a decomposition into weight spaces,
which in turn determines a splitting E D
 
LnC1
iD1 Li


 
LnC1
iD1 L

i

. Here Li D Cei ,
respectively Li D Cei denote the trivial line bundle with T -weight  ti , respectively
ti . Set L D
LnC1
iD1 Li , Zk D
Lk
iD1 Li for k  n C 1, and Zk D ZnC1 for k > n C 1.
If E , F are vector bundles we denote by cT (E) the equivariant total Chern class of
E and by cTi (E   F) the term of degree i in the formal expansion of cT (E)=cT (F).
Define
c
(k)
i D
1
2
(cTi (V   LC Zk)   cTi (Zk)).
We have proved in [26, Proposition 10.5] that the class
i D
1
2
cTi (V   L)
is an integral class in HT (OG(n)). The fact implies that c(k)i is also integral.
The sequence (A.2) leads to quadratic relations among i ’s

2
i C 2
i 1
X
jD1
( 1) jiC ji  j C ( 1)i2i D 0 (i  1).
One sees that the same relations are satisfied by Pi (x)’s (cf. Corollary 2.2). From this
fact we can define a Z[t]-algebra homomorphism ([26, Proposition 10.6])
n W Z[t]
Z 00 ! HT (OG(n))
such that n(ti )D 0 if i > nC1 and n(Pi (x))D i for i  1. The fundamental property
satisfied by n is that
(A.3) n(P(x j t)) D
(


 2 SP(n),
0  62 SP(n).
Consider the function P (k)i (x j t) defined by (2.12) above.
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Proposition A.2. We have
n(P (k)i (x j t)) D
1
2
cTi (V   LC Zk) (i  1),(A.4)
n(Pi (x j t)) D c(i)i (i  1).(A.5)
Proof. Straightforward by using the definitions and identities from Section 2.2.
The identities (A.3) and (A.5) imply:
Corollary A.3. The class c(i)i is equal to i for 1  i  n and is equal to 0 for
i > n.
REMARK 5. Corollary A.3 can also be proved by direct geometric arguments. The
equality c(i)i D i follows from the formulas for some special degeneracy loci obtained
by Fulton and Pragacz—see e.g. [18, p. 90]. To prove the vanishing c(i)i D 0 (i > n) first
notice that if i  n C 1 then c(i)i D (cTi (V)  cTi (ZnC1))=2. The vanishing for i > n C 1
is a consequence that the bundles involved have rank n C 1. Let us consider i D n C 1
case. By definition of V , the fibers of V and ZnC1 are in the same family, i.e. both
fibers are on the same SO2nC2-orbit, and therefore also V and ZnC1 are. Then a result
by Edidin–Graham [13] implies that cTnC1(V) D cTnC1(ZnC1), and the vanishing follows.
Proposition A.4. The canonical projection n factors as follows:
Z[t]
 00 ! S[P1(x j t), : : : , P2n(x j t)]=I 0n

 ! HT (OG(n)),
where the second map is the isomorphism of Corollary A.1.
Proof. This is clear from (A.3), or alternatively from (A.5) and Corollary A.3.
By applying n to the equation from Lemma 2.6, and using (A.3), (A.4), and (A.5)
one obtains:
Proposition A.5. For 1  l < k  n, we have
(A.6) k,l D c(k)k c(l)l C cTl (Zl )c(k)k C
l
X
jD1
( 1) j cTl  j (V   LC Zl)c(k)kC j .
This finishes the interpretation in terms of the Chern classes of all the quantities
involved in the presentation from Cororally A.1.
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A.3. Quadratic relations. We close this section by showing how the quadratic
relations for the factorial P-functions are naturally derived from geometric arguments.
Proposition A.6. For each 1 k  n we have the following relation in HT (OG(n))
(A.7) (c(k)k )2 C cTk (Zk)c(k)k C
k
X
iD1
( 1)i cTk i (V   LC Zk)c(k)kCi D 0.
Proof. Let us denote the right hand side by Rk . Using that cT (VCV)D cT (E)D
cT (LC L) we obtain an equality
(A.8) cT (V   LC Zk)cT (V   L C Zk ) D cT (Zk C Zk ).
Notice that cTi (V  LCZk ) D ( 1)i cTi (V  LCZk) and cTkCi (V  LCZk) D 2c(k)kCi .
Taking terms of degree 2k in both sides of (A.8), we obtain that 4Rk D 0. Since the
equivariant cohomology ring is torsion-free (being a free module over S), and Rk is
an integral class, we have Rk D 0.
Proposition A.7 (Geometric derivation of Rk D 0). For 1  k  n, we have
(A.9)
Pk(x j t)2 C ( 1)kek(t1, : : : , tk)Pk(x j t)
C 2
k 1
X
iD1
( 1)i P (k)k i (x j t)P (k)kCi (x j t)C ( 1)k P (k)2k (x j t) D 0.
Proof. Let us denote the left hand side by R0k . By Proposition A.2, it follows that
n(R0k) DRk . We know from [26] that there is an injective Z[t]-algebra homomorphism
Z[t]

Z
0
0
! lim
  
n
HT (OG(n)).
Note that the relations Rk D 0 also hold in lim
  
n
HT (OG(n)) because they are com-
patible with the inverse system and they stabilize for large n. It follows that R0k D 0.
Then it is straightforward to show R0k D Rk by using Lemma 2.5.
REMARK 6. The reader should have no trouble extending the arguments above
for LG(n). Most of them are already present in [26, Section 11.2]. We only note that
the analogue of the class c(k)i in this case is cTi (V   LC Zk 1).
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