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る．Sを状態の集合とする．Aを行動の集合とする．ステップ n 2 Nにおける環境と
エージェントのやりとりの様子を図 2.1に示す．試行開始時の状態 s0 2 Sを初期状態
と呼ぶ．ステップ nの状態を sn 2 Sと表す．ステップ nで，エージェントはそれまで
の環境とのやりとりの中で得られた行動方策 pi : S ! Aを用いて，環境に対して行動








Decision Process : MDP）と呼ぶ．次のようにMDPを定義する．MDPとは hS;A;P;Riで
ある．Sは状態の集合，Aは行動の集合，P : SAS! [0;1]は遷移確率，R : SA!R
は報酬関数である．P(s0js;a)は，状態 sで行動 aをしたときに状態 s0に遷移する確率
を，R(s;a)は，状態 sで行動 aをしたときにエージェントが観測する報酬の期待値
を意味する．確率の制限から，Pは任意の状態 s 2 Sと任意の行動 a 2 Aに対して，









5学習には，Dyna-Q [16]，E3 [7]，R-MAX [2]などがある．代表的なモデルフリー学習






さと状態の集合の大きさに関して同程度であることがわかってきている [14, 17, 9]．
これらをもって直ちにモデルフリー学習がモデルベース学習よりも優れているとはい
えないが，モデルフリー学習について研究することは重要である．ここでは代表的な















入力: 学習率 α,割引率 γ,トレース減衰パラメータ λ
1 初期化:




6 for任意の状態 s 2 Sと行動 a 2 Aに対して do
7 e(s;a) 0;
8 s0  初期状態;
9 for任意のステップ n 2 Nに対して do
10 if n  2 then
11 for任意の状態 s 2 Sと行動 a 2 Aに対して do
12 if s = sn 2^a = an 2 then
13 e(s;a) 1;
14 else if s = sn 2^a 6= an 2 then
15 e(s;a) 0;
16 else /* s 6= sn 2 */
17 e(s;a) γ λ  e(s;a);
18 δ  rn 1 + γ Q(sn 1;an 1) Q(sn 2;an 2);
19 for任意の状態 s 2 Sと行動 a 2 Aに対して do
20 Q(s;a) Q(s;a)+α δ  e(s;a);
21 an  Q(sn;a)をもとにした行動方策piを用いて snで取る行動 a 2 Aを選ぶ;
22 else
23 an  Q(sn;a)をもとにした行動方策piを用いて snで取る行動 a 2 Aを選ぶ;












[18]にならい，定遅延マルコフ決定過程（Constant Delayed MDP : CDMDP）を次の
ように定義する．CDMDPとは hS;A;P;R;kiである．Sは状態の集合，Aは行動の集
合，P : SAS ! [0;1]は遷移確率，R : SA ! Rは報酬関数，k 2 Nは遅延であ
る．ステップ nでエージェントが行動 anを取るとき，状態 snは確率 P(s0jsn;an k)に
もとづいて状態 sn+1に確率的に独立に遷移する．厳密には次が成り立つと定義する．
標本空間をΩ = (SA)Nとし，確率空間を (Ω;Pr)とする．n 2Nについて，確率変数
sn : Ω ! Sと an : Ω ! Aを



















決まる．ただし n  kで状態 snと報酬 rnがどのように決定されるかは定義しない．








へ帰着する．エージェントは，ステップ nで行動 anを取り，状態 snから状態 sn+1へ


























Q値の更新は dSARSA(λ)と同様に行う．dSARSA(λ)k は k = kとして実行するが，
このアルゴリズムは，k = 0とするとアルゴリズム 1に示した，遅延を考慮していな








kを考慮して，状態 sで行動 aをしたことによって遷移した状態が s0であった回数を






とする．ここで argmaxを定義する．集合 X と X 上の関数 f : X ! Rに対して，
M = fx 2 X : 8y 2 X : f (y) f (x)g
とするとき，argmax
x2X
f (x)をMから 1つ一様乱択した要素とする．このとき，遅延 kを













入力: 学習率 α,割引率 γ,トレース減衰パラメータ λ,遅延 k
1 初期化:





7 for任意の状態 s 2 Sと行動 a 2 Aに対して do
8 e(s;a) 0;
9 s0  初期状態;
10 for任意のステップ n 2 Nに対して do
11 if n  k+2 then
12 for任意の状態 s 2 Sと行動 a 2 Aに対して do
13 if s = sn 2^a = an k 2 then
14 e(s;a) 1;
15 else if s = sn 2^a 6= an k 2 then
16 e(s;a) 0;
17 else /* s 6= sn 2 */
18 e(s;a) γ λ  e(s;a);
19 δ  rn 1 + γ Q(sn 1;an k 1) Q(sn 2;an k 2);
20 for任意の状態 s 2 Sと行動 a 2 Aに対して do
21 Q(s;a) Q(s;a)+α δ  e(s;a);
// 最尤推定による状態の予測のための訓練
22 Occk(sn 1;an k 1;sn) Occk(sn 1;an k 1;sn)+1 ;
// 最尤推定による状態の予測
23 sˆn+k  Predict(sn,fan k; : : : ;an 1g);
24 an  Q(sˆn+k;a)をもとにした行動方策piを用いてsˆn+kで取る行動 a 2 Aを選ぶ;
25 else
26 an  Q(sn;a)をもとにした行動方策piを用いて snで取る行動 a 2 Aを選ぶ;




























未知定遅延マルコフ決定過程（Unknown Constant Delayed MDP : UCDMDP）を次の
ように定義する．UCDMDPとは hS;A;P;R;k;kmaxiである．Sは状態の集合，Aは行
動の集合，P : SAS! [0;1]は遷移確率，R : SA!Rは報酬関数，kは真の遅延，
kmax 2Nは 0 k  kmaxを満たす，真の遅延の上界である．エージェントには，P，R，




























Pr [sn+1 = s0;sn = s]
Pr [sn = s]
= ∑
a2A
Pr [sn+1 = s0;sn = s;an k = a]
Pr [sn = s]
= ∑
a2A
Pr [sn+1 = s0;sn = s;an k = a]Pr [an k = a]
Pr [sn = s]Pr [an k = a]
= ∑
a2A
Pr [sn+1 = s0;sn = s;an k = a]Pr [an k = a]






0jsn = s;an k = a










定理 1. 任意のUCDMDP hS;A;P;R;k;kmaxiに対して，エージェントが任意のステッ
プで行動の集合 Aから独立に確率分布 P(a)に従って行動を乱択する行動方策を取る


















(n+1)jan k = a(n k);sn = s(n)
i
= P(s(n+1)js(n);a(n k))




















0jan k = a;sn = s

=
Pr [sn+1 = s0;an k = a;sn = s]
Pr [an k = a;sn = s]
=
∑a02A Pr [sn+1 = s0;an k = a;sn = s;an k = a0]
Pr [an k = a;sn = s]
=
∑a02A Pr [sn+1 = s0jan k = a;sn = s;an k = a0]Pr [an k = a;sn = s;an k = a0]
Pr [an k = a;sn = s]
=
∑a02A
0@ Pr [sn+1 = s0jan k = a;sn = s;an k = a0]
Pr [an k = a0jan k = a;sn = s]Pr [an k = a;sn = s]
1A
Pr [an k = a;sn = s]
=
∑a2A Pr [sn+1 = s0jsn = s;an k = a0]Pr [an k = a0]Pr [an k = a;sn = s]



















入力: 遅延の上界 kmax，状態 s#，訓練回数 θ，テスト回数 σ
// 状態の集合を S = fs1;s2; : : : ;sug，行動の集合を A = fa1;a2; : : : ;avgとする
// エージェントは任意のステップで行動の集合 Aから一様乱択する行動方策を取る
// ステップ nの状態を sn，そのとき取る行動を an とする
1 n  kmax;
2 for任意の k 2 K に対して do
3 for任意の j 2 f1;2; : : : ;vgに対して do
4 c  1;
5 repeat
6 if sn = s#^an k = a j then
7 for任意の i 2 f1;2; : : : ;ugに対して do
8 if sn+1 = si then
9 X i; j;kc  1;
10 else
11 X i; j;kc  0;
12 c  c+1;
13 n  n+1;
14 until c > θ;
15 for任意の i 2 f1;2; : : : ;vgに対して do
// 状態 s# で行動 a j をしたことによって，状態 si に遷移する確率の見積もり
16 ˆPk(sijs#;a j) (X i; j;k1 +X i; j;k2 +   +X i; j;kθ )=θ;
17 for任意の k 2 K に対して do
18 for任意の j 2 f1;2; : : : ;vgに対して do
19 d  1;
20 repeat
21 if sn = s#^an k = a j then
22 if sn+1 = argmax
i2f1;2;:::;ug
ˆPk(sijs#;a j) then
23 Y j;kd  1;
24 else
25 Y j;kd  0;
26 d  d +1;
27 n  n+1;
28 until d > σ;
29 T j;k  (Y j;k1 +Y j;k2 +   +Y j;kσ )=σ; // 遅延 kを想定したときの行動 a jに対する正解率







リズム，CPAS（Comparison of Prediction Accuracy of States）を提案する．CPASの疑
似コードをアルゴリズム 3に示す．このアルゴリズムは，まず，0;1; : : : ;kmaxの遅延
をそれぞれ想定して，ステップ nの状態 snがある状態 s# 2 Sであったときに，この状
態で行動 an kをしたことによって状態 sn+1に遷移する確率を計算し，状態 sn+1を最
尤推定する分類器をつくる．そして，想定している遅延ごとに次を行う．状態 snが状







定理 2. UCDMDP hS;A;P;R;k;kmaxi は状態 s# 2 Sと定数 0 < τ  1と定数 0 < ε  1




と，任意の s 2 Sと任意の a 2 Aに対して，
max
s02S









P(s0js#;a)  1jAjmaxs02S ∑a2A P(s
0js#;a) ε (4.3)
を満たすとする．
任意の 0 < δ  1について，


















定理 3 (Hoeffdingの不等式 [4]). [0;1]の範囲の値をとる，独立な確率変数X1;X2; : : : ;Xn








証明. 定理2を証明する．擬似コード内の記号を用いる． I = f1;2; : : : ;ug，J = f1;2; : : : ;vg







8<: P(sijs#;a j) if k = kP(sijs#) otherwise
が成り立つ．任意の i 2 Iと j 2 Jについて， ˆPk(sijs#;a j) P(sijs#;a j)< 12τ (4.4)
であれば，式 (4.2)より常に，任意の j 2 Jについて，
argmax
i2I
ˆPk(sijs#;a j) = argmax
i2I
P(sijs#;a j) (4.5)
が成り立つ．Hoeffdingの不等式より，ひとつの i2 Iとひとつの j 2 Jについて，式 (4.4)
が成り立つ確率は，少なくとも 1 2exp( 12τ2θ)である．よって，任意の i 2 Iと任意
の j 2 Jに対して式 (4.4)が成り立つ確率は，少なくとも 1  2jSjjAjexp( 12τ2θ)であ






式 (4.5)が任意の j 2 Jに対して成り立つとき，k = kで 22行目の等号が成立する





P(sijs#;a j) sn = s#;an k = a j = Pargmax
i2I







である．したがって，式 (4.5) が任意の j 2 J に対して成り立つとき，任意の d 2











F を A ! Sのすべての集合とし，22行目の argmax
i2I
ˆPk(sijs#; )を f 2 F で表す．任





sn+1 = f (a j)
















したがって，式 (4.5)が任意の j 2 J に対して成り立つとき，式 (4.7)より，任意


















ひとつの k 2 Kとひとつの j 2 Jについて，T j;k EhT j;ki< 12ε (4.11)
となる確率は，Hoeffdingの不等式より，少なくとも 1 2exp( 12ε2σ)である．よって

















jAj ∑j2J maxi2I P(s
ijs#;a j) (4.13)




















が成り立つ．任意の k 2 Kと j 2 Jについて式 (4.11)が成り立つとき，任意の k 2 Kに
ついて，常に， T k EhT ki< 12ε
が成り立つ．これと，さらに式 (4.5)が任意の j 2 Jに対して成り立つとき，式 (4.3)









































ρ = log 2max(jSjjAj;(kmax +1)jAj)δ
とするとき，CPASは，停止するならば，確率 1 δ以上で真の遅延を返す．
定理 2について議論する．式 (4.2)と式 (4.3)の条件に関して，任意の遷移確率 Pに
ついて，任意の s 2 Sと任意の a 2 Aに対して，
max
s02S
















取って，状態 s#に少なくとも jAj(kmax + 1)(θ+σ)回到達しなければならない．さら










dSARSA(λ)X を提案する．dSARSA(λ)X は 1個のマスタと kmax +1個のスレイブから
構成される．スレイブは 0;1; : : : ;kmaxからそれぞれ遅延を想定し，任意のステップ n








アルゴリズム 4: dSARSA(λ)X : マスタ
入力: 学習率 α,割引率 γ,適格度トレースパラメータ λ,遅延の上限 kmax
1 初期化:




6 s0  初期状態;





















if sˆn = sn then t  t +1;







aˆ  Q(sˆn+k;a)をもとにした行動方策piを用いてsˆn+kで取る行動 a 2 Aを選ぶ;





行動 an，状態 sn+1，報酬 rn+1をマスタから受け取る;
なお，このアルゴリズムの考えは Sarsa(λ)以外のモデルフリー学習やモデルベース





この章では，W-迷路と崖っぷち問題を環境として dSARSA(λ)k と dSARSA(λ)X が効
率的に報酬を獲得できるか実験を行う．比較のため，次の 3つのアルゴリズムについ
ても同様に実験を行う．
(1) Sarsa(λ)（k = 0とした dSARSA(λ)k ）
(2) dSARSA(λ) [12]（dSARSA(λ)k の擬似コードの 24行目のQ(sˆn+k;a)をQ(sn;a)
に変更したアルゴリズム）


















dSARSA(λ)k ，dSARSA(λ)X の学習率を α = 1:0，割引率を γ = 0:5，適格度トレース
パラメータを λ = 0:5とした．これらは遅延がないときに Sarsa(λ)が効率よく学習で
きることから選んだパラメータである．Sarsa(λ)， dSARSA(λ)k ， dSARSA(λ)X の
行動方策は探索なしで貪欲に価値の高い行動を選ぶとした．dSARSA(λ)は事前の実
験でこの方策では非常に悪い性能を示すことがわかったので，ソフトマックス法を選
び，逆温度を β = 0:1とした．また， dSARSA(λ)については，[12]で学習率 αを小
さくすべきだとしていたので，α = 0:1についても実験した．MBS+R-maxのメタパ
ラメータは，実質 R-maxのメタパラメータであるが，T = 10，K1 = 1とした．真の
遅延を k = 5とし，dSARSA(λ)X については遅延の上限を kmax = 15とした．100試
行を 10回行い，試行ごとの累積の報酬の平均を求めた．
図 5.2，図 5.3に実験結果を示した．比較のため，理想的な結果として遅延がない
ときの Sarsa(λ)についても結果を示した．図 5.2より，Sarsa(λ)や dSARSA(λ)はよ


























































図 5.4: W-迷路を使った実験における，kmaxを変化させたときの dSARSA(λ)X が推定
した遅延の平均と標準偏差
次に，dSARSA(λ)k で遅延 kを変えたときの性能を検証し，図 5.3に示した．真の
遅延 k = 5の場合と比較して，間違った遅延 k 6= 5で学習すると性能は明らかに低下
する．ここで，図 5.2の dSARSA(λ)X の結果をみると，真の遅延を与えられないにも
かかわらず，真の遅延を与えられた dSARSA(λ)kと同等の性能を示していることがわ
かる．
さらに，dSARSA(λ)X に kmax = 5;10;15をそれぞれ与えて 10回実行したとき，信
頼度が最も大きくなったスレイブの想定していた遅延，すなわち推定した遅延の平均
と標準偏差を図 5.4に示す．図 5.2，図 5.3の X軸は試行回数であったが，図 5.4ス












dSARSA(λ)k，dSARSA(λ)X の学習率をα = 0:1，割引率を γ = 0:5，適格度トレースパ
ラメータをλ= 0:5とした．また，dSARSA(λ)については，α= 0:01についても実験し
た．Sarsa(λ)，dSARSA(λ)，dSARSA(λ)k，dSARSA(λ)X の行動方策は探索なしで貪欲
に価値の高い行動を選ぶとした．MBS+R-maxのメタパラメータは，T = 10，K1 = 10
とした．真の遅延を k = 5とし，dSARSA(λ)X については遅延の上限を kmax = 15と
した．100試行を 10回行い，試行ごとの累積の報酬の平均を求めた．
図 5.5，図 5.6，図 5.7に実験結果を示した．それぞれノイズがない場合の実験結果








から落ちて元いた場所に戻ってしまう．エージェントは，自己位置を状態 s1;s2; : : : ;sh
として観測する．初期位置は s1で，ステップ n k+1では初期位置に留まるとする．
エージェントは各ステップで「左」「停止」「右」から行動を選んで移動する．ただし
shで右に移動すると左端の初期位置に戻される．エージェントは，状態 siにいるとき







































図 5.6: ノイズのあるW-迷路を使った実験における，真の遅延 k = 5と間違った遅延



















図 5.7: ノイズのある W-迷路を使った実験における，kmax を変化させたときの
dSARSA(λ)X が推定した遅延の平均と標準偏差






dSARSA(λ)，dSARSA(λ)k ，dSARSA(λ)X の学習率をα = 0:3，割引率を γ = 0:2，適
格度トレースパラメータを λ = 0:4とした．dSARSA(λ)はα = 0:03についても実験し



















クス法とし，逆温度を β = 0:2とした．真の遅延を k = 5とし，dSARSA(λ)X につい
ては遅延の上限を kmax = 15とした．3,000ステップを 10回行い，各ステップで獲得
する報酬の平均を求めた．
図 5.9，図 5.10に実験結果を示した．比較として遅延がなかったときの Sarsa(λ)の





















図 5.10: 崖っぷち問題を使った実験における，真の遅延 k = 5と間違った遅延 k = 4，








































dSARSA(λ)，dSARSA(λ)k，dSARSA(λ)X の学習率をα = 0:05，割引率を γ = 0:2，適
格度トレースパラメータを λ = 0:4とした．dSARSA(λ)は α = 0:005についても実験
した．Sarsa(λ)，dSARSA(λ)，dSARSA(λ)k，dSARSA(λ)X の行動方策をソフトマッ
クス法とし，逆温度を β = 0:5とした．真の遅延を k = 5とし，dSARSA(λ)X につい
ては遅延の上限を kmax = 15とした．3,000ステップを 10回行い，各ステップで獲得
する報酬の平均を求めた．
図 5.12，図 5.13，図 5.14に実験結果を示した．それぞれノイズがない場合の実験

















図 5.13: ノイズのある崖っぷち問題を使った実験における，真の遅延 k = 5と間違っ
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