Stochastic dynamics of classical degrees of freedom, defined on vertices of locally tree-like graphs, can be studied in the framework of the dynamic cavity method which is exact for tree graphs. Such models correspond for example to spin-glass systems, Boolean networks, neural networks, and other technical, biological, and social networks. The central objects in the cavity method are edge messages -conditional probabilities of two vertex variable trajectories. In this paper, we discuss a rather pedagogical derivation for the dynamic cavity method, give a detailed account of the novel matrix product edge message (MPEM) algorithm for the solution of the dynamic cavity equation as introduced in Phys. Rev. E 97, 010104(R) (2018), and present optimizations and extensions. Matrix product approximations of the edge messages are constructed recursively in an iteration over time. Computation costs and precision can be tuned by controlling the matrix dimensions of the MPEM in truncations. Without truncations, the dynamics is exact. In contrast to Monte Carlo simulations, the approach has a better error scaling. Hence, it gives for example access to low probability events and decaying observables like temporal correlations. We discuss optimized truncation schemes and an extension that allows to capture models which have a continuum time limit.
I. INTRODUCTION
Statistical physics provides a comprehensive framework for the study of many-body systems in equilibrium with their environment. It is a foundation of modern physics, tracing back the laws of thermodynamics to characteristics of the microscopic degrees of freedom. Beyond physics, its formalism is successfully applied in many different fields such as information theory, computer science, economy, and sociology. In contrast, our methodological toolbox for dynamics in probabilistic systems is rather limited, which restricts our understanding of stochastic dynamical phenomena.
Stochastic dynamics, i.e., dynamics that are governed by probabilistic instead of deterministic rules, are ubiquitous in nature as well as in social and technological systems [1] [2] [3] [4] . Here, we focus in particular on stochastic dynamics in networks [5, 6] . Some challenging examples are the thermal dynamics in spin glasses, avalanche dynamics, the dynamics of infectious diseases, the evolution of opinions in social networks, the stability of functionality under perturbations in technological networks, or synchronization phenomena. The probabilistic features can be intrinsic or due to our ignorance of certain details that are not essential for the observed (macroscopic) phenomena. A simple method for the simulation of a stochastic system with states σ i on N vertices of a network is to propagate the probability distribution P (σ t 1 , . . . , σ t N ) in time. Unfortunately, the corresponding computation costs are exponential in the system size N and it is also difficult to asses temporal correlations in this way.
For the investigation of network systems, a strong simplification can be achieved when cycles in the interaction graph are rare or sufficiently long. This is the case for locally tree-like graphs [see Fig. 1 (a)] such as random regular graphs, Erdős-Rény graphs, and Gilbert graphs. For such random graphs with N vertices, almost all cycles have length log N such that their effect is negligible in the thermodynamic limit [7] . For static problems, this feature is used in the cavity method [8, 9] , where conditional nearest-neighbor probabilities are computed iteratively within the Bethe-Peierls approximation. This efficient method has been applied very successfully to study, for example, equilibrium properties of spin glasses [9] , computationally hard satisfiability problems [10, 11] , and random matrix ensembles [12] .
Subsequently, the cavity method has been generalized to dynamical problems, resulting in the dynamic cavity method or dynamic belief propagation [13, 14] . The central objects in this approach are not the time-dependent probabilities for global system states, but conditional probabilities µ i→j (σ 0 i , . . . , σ t i |σ 0 j , . . . , σ t−1 j ) for state trajectories on neighboring sites i and j (edges i → j). These so-called edge messages µ i→j are generated in an iteration over time. Consequently, the computational complexity is now linear instead of exponential in the system size N . Unfortunately, the number of possible trajectories and, hence, the computational complexity increase exponentially in time. Applications have thus been restricted to either very short times [13, 15] , oriented graphs [13] , a no-backtracking approximation [16, 17] , or unidirectional dynamics with local absorbing states [14, [18] [19] [20] [21] [22] [23] . In the latter case, one can exploit that vertex trajectories can be parametrized by a few switching times.
For general stochastic network dynamics, it is a challenging endeavor to find good approximative solutions to the dynamic cavity equations with polynomial computation costs. A drastic simplification is to neglect temporal correlations completely as in the one-time approximation (a.k.a. time factorization) [13, [24] [25] [26] or to retain only short-time correlations as in the one-step Markov ansatz [27] . While this can be expected to work well for stationary states at high temperatures, such approximations are usually severe for short to intermediate times or low temperatures. Other approximative approaches are the cluster variational method [28] [29] [30] (applicable for short-range spatio-temporal correlations) or perturbative schemes [25, 31, 32] , generating functional analysis [33] [34] [35] [36] [37] , and the generalized mean field approximation [38] .
In Ref. [39] , we have introduced a novel efficient algorithm for precise solutions of the parallel dynamic cavity equations for locally tree-like graphs and general bidirectional dynamics. The approach is based on matrix-product approximations for the edge messages µ i→j . The computational complexity is decreased from exponential to polynomial in the duration of the dynamical process. As we demonstrated for non-equilibrium Glauber dynamics in the kinetic Ising model, one can obtain quasi-exact results with relatively small matrix dimensions. Computation costs and accuracy can be tuned through controlled truncations of the matrix dimensions. Matrix-product approximations are widely used in condensed matter theory to encode spatial correlations of quantum states [40] [41] [42] [43] .
Here, we employ matrix products to encode temporal correlations in the edge messages. This paper gives a rather pedagogical introduction to the dynamic cavity method in Sec. II. Sections III-V give a detailed account of the novel matrix product edge message (MPEM) algorithm [39] for the solution of the dynamic cavity equation. Section VI provides an improved MPEM truncation scheme that substantially reduces computation costs. In Sec. VII, the MPEM method is generalized to systems where the transition probability for the state of a vertex does not only depend on the state of its neighbors in the interaction graph, but also on the current state of the vertex itself.
II. STOCHASTIC DYNAMICS ON LOCALLY TREE-LIKE GRAPHS II A. Global equation of motion
Let us consider a graph G and denote the state at vertex i ∈ G by σ i . The state of the full system at time t will be denoted by
Given the state probabilities P (σ t ) for time t, the probabilities P (σ t+1 ) for the subsequent time step t + 1 are obtained by applying the transition matrix W (σ t+1 |σ t ), where the notation of the arguments indicates that W is a conditional probability.
In correspondence with the structure of the graph G, we assume that, in every time step, the probability for σ t+1 i only depends on the states σ t k of nearest-neighbors k at the previous time step such that the global transition matrix W is a product of local transition matrices w i ,
where the vicinity ∂i := {k ∈ G | dist(i, k) ≤ 1} of vertex i, contains i and its nearest neighbors. Equations (1) and (2) specify the parallel stochastic dynamics of the system.
II B. Probability for global trajectories
With the definitions above, the probability for a trajectory σ 0 → σ 1 → · · · → σ t of states up to time t takes the form
For simplicity, let us assume initially uncorrelated states, i.e.,
II C. Motivation and definition of edge messages
An exact solution of the global equation of motion (1) is usually not possible. In principle, one can employ a simple iteration over time. However, the corresponding memory costs (to keep track of P (σ t )) and computation costs scale exponentially in the system size |G| such that this approach is limited to very small systems.
A very useful technique is the Markov chain Monte Carlo method. In this approach, one repeatedly generates states σ 0 according to the t = 0 probability P (σ 0 ), and propagates them in time by choosing a state σ t+1 with probability W (σ t+1 |σ t ) for t = 0, 1, 2, . . . . While the technique can be used to study many interesting problems, it has several disadvantages. First of all, one cannot address the thermodynamic limit directly and needs to perform a costly finite-size scaling analysis. Secondly, the number of required samples can be very large if temporal correlations are non-trivial. Also, the error scaling is not very favorable. When increasing the number of samples N s , errors decrease slowly as 1/ √ N s . Especially if the absolute value of the desired observable is small, as is usually the case when studying temporal correlations, it is often impossible to achieve a sufficient precision.
To resolve these issues in our approach for locally tree-like graphs, we shift the focus from global-state probabilities P (σ t ) to so-called edge messages. These are conditional probabilities for the trajectoryσ t+1 i of the variable at vertex i,
and the trajectoryσ t j on a neighboring site j. If the graph is a tree, the exact evolution of the system can be formulated in terms of the edge messages and leads to the dynamic cavity equations [13, 14] discussed in the following. If the graph contains some longer loops, i.e., is only locally treelike, the dynamic cavity equations give an approximation to the exact dynamics with the accuracy depending on the number and lengths of loops.
When we remove an edge (i, j) from a tree graph G, it is decomposed into two parts G i→j and G j→i such that G i→j contains i and the subgraph that is still connected to i (and all subgraphs of G that are disconnected from i and j) while G j→i contains j and the subgraph that is still connected to j. See Fig. 1(a) . Now, an edge message µ i→j (σ t+1 i |σ t j ) for edge (i, j) is the probability of the trajectoryσ t+1 i on vertex i for the dynamics being restricted to the subgraph G i→j under the condition that we impose the trajectoryσ t j on vertex j. Specifically, it is the product of all transition matrices w k (σ s+1 k |σ s ∂k ) and p k (σ 0 k ) for all k ∈ G i→j and 0 ≤ s ≤ t, summed over allσ
A pictorial representation for a one-dimensional graph is given in Fig. 2 .
II D. Simplification of edge messages
Due to the normalization constraint σ i w i (σ i |σ ∂i ) = 1 of the transition matrices, the expression (6) for the edge message can be simplified substantially by removing all w k and p k outside the causal cone of edge i → j such that
In this equation, we use the (recursively defined) subgraphs
and the causal coneḠ t+1 i→j of edge i → j which is a subset of N 0 × G i→j ,
See Figs. 3 and 4 for examples.
Simplified forms of edge messages µ i→j (σ 
Simplified form (7) of the edge message µ i→j (σ 
II E. Computing edge trajectory probabilities from edge messages
Before showing that edge messages can be generated in an iteration (Sec. II F), note that they allow us to evaluate easily many observables of interest. In particular, the product of edge messages µ i→j (σ t i |σ t−1 j ) and µ j→i (σ t j |σ t−1 i ) yields the joint probability for the occurrence of trajectoriesσ t i andσ t j on vertices i and j,
See Fig. 5 .
By marginalizing Eq. (10) over certain subsets of the variables {σ s i } 0≤s≤t and {σ s j } 0≤s≤t , one obtains the probabilities required for the evaluation of time-local observables or temporal correlation functions.
II F. Dynamic cavity equation
Inspection of the simplified expression (7) for edge message µ i→j (σ t+1 i |σ t j ) shows that it can be constructed from the time-t edge messages µ k→i (σ t k |σ
with
This recursion relation for the edge messages, the dynamic cavity equation [13, 14] , is very useful and central for the matrix product edge message time-evolution algorithm presented in Sec. IV. An illustration of Eq. (11) for the example of a Y-junction graph is given in Fig. 4 .
III. MATRIX PRODUCT EDGE MESSAGES (MPEM)
This section and Sec. IV give a detailed account of an evolution algorithm that employs precise approximations to edge messages (7) in matrix product form [39] . Extensions will be described in Secs. VI and VII.
III A. General idea and motivation
In the following let d denote the number of different vertex states (σ i = 1, . . . , d). In Sec. II, we have seen that the stochastic dynamics on a tree graph G can not only be simulated by sampling trajectories (σ 0 σ 1 . . . σ t−1 σ t ) of the full system according to their weights (1) using a Monte Carlo algorithm, but also by an iterative construction of edge messages µ i→j (σ t i |σ t−1 j ) which give access to many observables of interest such as the evolution of time-local observables or temporal correlators. Importantly, the computation costs and memory requirements for evolving and storing an edge message (O(d 2t−1 )) are independent of the system size. However, without approximations, the costs increase exponentially with time t. So, an exact treatment is limited to short times.
To resolve this problem, we can employ an idea from the density matrix renormalization group (DMRG) [44] [45] [46] which is a numerical algorithm for the simulation of strongly-correlated quantum many-body systems (predominantly for one-dimensional lattices) which has been used very successfully for a wide range of applications in condensed matter physics, the physics of ultracold atomic gases, and quantum chemistry. In principle, the encoding of a many-body state for a lattice of L sites,
label orthonormal basis states ( n|n = δ nn ), requires storage of the d L expansion coefficients ψ n 1 ,...,n L . However, in ground states of typical quantum many-body systems, spatial correlations like Ŝ + xŜ − x decay quickly in the distance |x − x |, exponentially or algebraically. Due to this fact and corresponding entanglement properties, one can approximate ψ n 1 ,...,n L by much fewer effective degrees of freedom, given by the elements of M x × M x+1 matrices A nx x in the approximation [47] [48] [49] [50] |ψ ≈
The M x are called bond dimensions. In order for the matrix product A
L to yield a scalar, we require dimensions M 1 = M L+1 = 1 at the system boundaries. The elements of matrices A nx x are effective degrees of freedom that encode correlations around site x. The larger the bond dimensions M x are chosen, the more effective degrees of freedom are taken into account, the higher the computation costs, and the higher the precision of the approximation. In any case, the memory costs (O(dLM 2 )) and computation costs (O(d k LM 3 )) are now linear in the system size L. The right-hand side of Eq. (13) is called a matrix product state (MPS) [40] [41] [42] [43] . More recently, MPS are also discussed in the more mathematical literature, sometimes under the name tensor train decomposition [51] . DMRG is a class of algorithms operating on MPS -most importantly, to compute ground state approximations, thermal equilibrium states, or to study non-equilibrium phenomena. Observables can often be computed to machine precision.
The idea is now to similarly exploit that (connected) temporal correlations in edge messages often decay quickly in time t and/or in the time difference |t − t | and to approximate edge messages µ i→j (σ t i |σ t−1 j ) in the form of a matrix product.
III B. Canonical form
Let us define the canonical form of a matrix product edge message (MPEM) as
The graphical representation is shown in Fig. 6 . The particular choice of assigning state labels {σ s i } and {σ s j } to the M s × M s+1 matrices occurring in the matrix product (14) is advantageous for the implementation of the dynamic cavity equation (11) for MPEMs as will become clear in Sec. IV. In order for the matrix product (14) to yield a scalar, we set M 0 = M t+2 = 1.
III C. Controlled truncations
When advancing an MPEM µ i→j one step in time according to the dynamic cavity equation (11), we need to contract [52] several MPEMs, µ k→i (σ t i |σ t−1 j ) with k from the neighborhood ∂i of vertex i, and local transition matrices w i and, subsequently, express the result again in MPEM form. In general, this generates an MPEM µ i→j (σ t+1 i |σ t j ) with increased bond dimension M ≥ M . In order to control the growth of the bond dimensions, and hence the computation costs, we would like to reduce the bond dimension of the new MPEM again. This can indeed be done in a controlled fashion such that the resulting truncated MPEM is close to the original. Here, we discuss the most simple truncation scheme [39] and an optimized scheme is presented in Sec. VI. The iterative time evolution of MPEMs is described in Sec. IV.
Because the notation is a little simpler, let us demonstrate truncations using the example of an MPS for a quantum system of L sites,
Let us split the system into two parts L, containing sites [1, ] , and R, containing sites [ + 1, L].
Let {|a } and {|b } be orthonormal bases for left and right parts, respectively, such that
The objective is to find a good approximation |ψ trunc of |ψ in a reduced Hilbert space, where the 2-norm distance is used to quantify the accuracy. This can be done using a singular value decomposition (SVD) of ψ a,b . In matrix form, it reads ψ = U ΛV † , where U and V are unitary matrices and Λ is the diagonal matrix containing descendingly ordered singular values
where the states {|k L := a U a,k |a } and {|k R := b V * b,k |b } are also orthonormal bases for L and R, respectively. The best approximation |ψ with M < M nonzero singular values (also known as Schmidt coefficients in this case) is given by
So, to truncate in this fashion bond dimensions of an MPS |ψ (and analogously for MPEM), we need to express it in suitable orthonormal bases for L and R. This can be achieved by exploiting the freedom of replacing two subsequent matrices (A nx x , A n x+1 x+1 ) in the matrix product (15) by
). The inserted non-singular matrices X and X −1 clearly leave |ψ unchanged as they cancel in the matrix product. Using this freedom, we can bring the matrix product (15) into the form
The left and right orthonormality constraints (18b) are imposed by sequences of singular value decompositions, sweeping from site 1 to site and from site L to site + 1 with details discussed in Sec. IV B. The resulting matrix product (18) is in fact of the form (16), with ψ a,b ↔ C a,b , and orthonormal basis states
The orthonormality of these states follows from Eq. (18b):
and similarly for the states {|b }. With a singular value decomposition of the matrix C, we then obtain an optimally truncated state |ψ trunc [Eq. (17b)] in MPS form.
IV. ALGORITHM FOR THE TIME EVOLUTION OF MATRIX PRODUCT EDGE MESSAGES
Given MPEMs µ i→j (σ t i |σ t−1 j ) [Eq. (14) ] for all edges at time t, we want to do one time step according to the dynamic cavity equation (11) and obtain MPEM approximations
for the edge messages at time t + 1.
Let us assume for now that vertex i is not member of its neighborhood ∂i, i.e., that the local transition matrix w i (σ s+1 i |σ s ∂i ) is independent of σ s i . The more general case can also be treated but requires a slightly more complicated algorithm. The corresponding extension is described in Sec. VII.
IV A. One exact MPEM evolution step
First, we generate a non-canonical matrix product representation of the evolved edge message (11), in particular, choosing the non-canonical form
To this purpose, the matrices C (22) is not yet in the canonical form (21) . The contraction shown here applies to the bulk 0 < s < t. The contractions at the boundaries s = 0 and s = t, t + 1 are shown in Fig. 8 .
Left boundary (s = 0):
Right boundary (s = t, t + 1): Specifically, for the case z = 3 with ∂i = {j, k 1 , k 2 }, the contractions take for example the form
At the extremal time slices s = 0 and s = t, t + 1, the contractions differ slightly. They are specified graphically in Fig. 8 .
At this point, it has become clear why the specific choice for the assignment of state indices {σ s i | 0 ≤ s ≤ t} and {σ s j | 0 ≤ s ≤ t − 1} to tensors A 
IV B. Truncating MPEMs and recovering the canonical form
The exact progression by one time step yields the non-canonical MPEM (22) with bond dimensions being increased from M s toM s = (M s ) z−1 . If we would proceed without any approximation, the computation cost would increase exponentially in time and, hence, restrict the simulation to very short times. Therefore, we are faced with two objectives: (a) reducing bond dimensions by a controlled truncation of the MPEM as described in Sec. III C and motivated physically in Sec. III A, and (b) rearranging the assignment of physical state indices {σ s i } and {σ s j } to attain the canonical form (21) of the evolved MPEM. This can be achieved in different ways: A relatively simple method [39] is described in the following and an optimized scheme is introduced in Sec. VI.
If we want to truncate bond s, i.e., reduce the bond dimensionM s to something smaller, we
In the truncation scheme described in Sec. IV B, the evolved MPEM (22) needs to be orthonormalized before nonzero singular values can be truncated in a subsequent sweep. This orthonormalization is accomplished through a sequence of singular value decompositions, sweeping the matrix product from right to left. In the process, the C-tensors (23) are replaced byC-tensors that obey the right orthonormality constraint; cf. Eq. (24).
need to worry about orthonormality as discussed in Sec. III C. In particular, we need to express the edge message in orthonormal reduced bases for left block [0, s] and right block [s + 1, t + 1]. This can be achieved by imposing left and right orthonormality constraints (18b) on the C-tensors.
In a first sweep from right (s = t + 1) to left (s = 0), we can sequentially impose the right orthonormality constraint n Z n i (Z n i ) † = 1 on all C-tensors. As the original C-tensors do not obey the orthonormality constraints, we can only truncate singular values λ k that are (up to machine precision) zero. At the right boundary, we start with the singular value decomposition
, continue for the bulk tensors s = t, t − 1, . . . , 1 with
as shown in Fig. 9 and end at the left boundary withC
such that all C-tensors exceptC 0 now obey the right orthonormality constraint.
In a subsequent sweep from left to right, again based on singular value decompositions, we can now truncate the tensors more substantially to decrease bond dimensions (C →C), e.g., by setting a threshold ε and truncating all singular values λ k with λ 2 k < ε · q λ 2 q . AllC-tensors exceptC (t+1) now obey the left orthonormality constraint and
We now need to reorder the indices {σ s i } and {σ s j } of the vertex states. In a sweep from right to left, we go from the index assignment (σ 0 i )(
i |σ t j ) in the truncated and orthonormalized version of the matrix product in Eq. (25) to the assignment (σ 0
At the right boundary, we start with a singular value decomposition and controlled truncation
as described in footnote [53] , continue for the bulk tensors s = t, t − 1, . . . , 1 with
and end at the left boundary with
. To finally obtain the evolved edge message in canonical form (21) , in a sweep from left to right, we go from the index assignment (σ 0
At the left boundary, we start with
, continue for the bulk tensors s = 1, 2, . . . , t with
). The matrix products for the different stages in the evolution and truncation of the edge message µ i→j are illustrated in Fig. 10 .
V. EVALUATION OF OBSERVABLES
As described in Sec. II E, the joint probability of trajectoriesσ t i andσ t−1 j for the vertices of an edge (i, j) is given by the product of the two corresponding edge messages, P (σ t i ,σ t j ) = µ i→j (σ t i |σ t−1 j )µ j→i (σ t j |σ t−1 i ). Given matrix product representations (approximations) of these edge messages in canonical form (14) , time-local observables and temporal correlation functions can be evaluated efficiently. In order to evaluate, for example, the probability P (σ t i , σ t j ) of the edge being in state (σ t i , σ t j ) at time t, we simply contract all doubly occurring indices of the two MPEMs, as depicted in Fig. 11 . The contractions can be started at the left boundary (s = 0) in such a way that the total computation cost scales as O(tM 3 ).
To this purpose we start at the left boundary, i.e., at time slice s = 0, with the multiplication
j→i (σ 0 i ) , continue for the bulk tensors s = 0, 1, . . . , t − 2 with
and finish with E (t) :
j→i (σ t j ) . Now, E (t+1) (σ, σ ) are scalars (1 × 1 matrices because M t+2 = 1) that yield the desired joint probability
During the time-evolution of the MPEMs (Sec. IV) it is natural to normalize the edge messages according to the 2-norm. In that case, it can be necessary to add a renormalization in Eq. (29) in order to avoid the generation of very large matrix elements, e.g., by replacing in each step E (s) by E (s) / E (s) .
VI. AN IMPROVED TRUNCATION SCHEME
In order to recast the evolved state (22) into canonical form (21) and truncate bond dimensions, the first step in Sec. IV B was to reorthonormalize the tensors (C →C) in a sweep from right to left before doing truncations in a subsequent sweep from left to right (C →C). The preparatory first sweep can be avoided as described in the following. This also reduces computation costs substantially from O M 3z−3 to O(M 2z−1 ), where M denotes MPEM bond dimensions and z denotes vertex degrees.
In extension of Sec. III C, let us first discuss how controlled truncations (of Schmidt coefficients) can be done when the basis {|a } of the left part L, containing sites [1, ] , is orthonormal while the basis {|b } for the right part R, containing sites [ + 1, L], is not orthonormal. For notational simplicity, let us again use the example of a quantum many-body system with L lattice sites. We are given a state |ψ =:
with orthonormal states a|a = δ a,a for the left part and arbitrary states |b for the right part. Now one can find a good approximation |ψ trunc of |ψ (with respect to the 2-norm distance) by (a)
FIG. 12. (a) Overlap matrices F
(s) are needed in the density matrix truncation scheme discussed in Sec. VI. It allows to truncate without a preparatory orthonormalization sweep and substantially reduces computation costs. Overlap matrices can be computed using the iteration (37) diagonalization of the reduced density matrixˆ L for the left part. This density matrix,
is obtained by a partial trace over R. With the overlap matrix
where, as in Sec. III C, U is a unitary matrix and Λ is the diagonal matrix containing descendingly ordered Schmidt coefficients λ 1 ≥ λ 2 ≥ · · · ≥ λ M (square roots of density matrix eigenvalues).
where {|k L := a U a,k |a } is an orthonormal basis for L and {|k R := b R k,b |b } are orthogonal states with norms λ k for R with R := U † ψ. The approximation after truncating all Schmidt coefficients λ k with k > M is
The orthogonality and norms of the states {|k R } follow as
The truncation (34b) is suitable for an MPS |ψ (and analogously for MPEM) given in the form
This is the form (31) with orthonormal basis states |a = n 1 ,...,n Y
|n +1 . . . n L for R, and ψ = 1. The overlap matrix F can be computed in an iteration with F L := 1 and
With a diagonalization of F ≡ F , as in Eq. (33), we then obtain an optimally truncated state |ψ trunc in MPS form.
With this type of truncation, the preparatory first orthonormalization sweep for the evolved MPEM (right to left, C →C), described in Sec. IV B, can be avoided and computation costs can be reduced substantially. Going from right to left, one can first compute all overlap matrices F (s) for the evolved MPEM (22) with
as illustrated in Fig. 12(a) . With these, we can directly truncate the evolved MPEM, in a sweep from left to right. At the left boundary, we start with
and
where we diagonalize and truncate (diagt) with the diagonalization as in Eq. (33) (22) . For the bulk tensors s = 1, 2, . . . , t, we continue with
See Fig. 12(b) . We end at the right boundary withC
i→j (σ i |σ j ) such that all C-tensors exceptC (t+1) now obey the left orthonormality constraint.
Truncating in this way, we arrive at Eq. (25) of the conceptually simpler truncation scheme of Sec. IV B and can continue in the same way as described there, rearranging vertex variables in the evolved MPEM to bring it into the canonical form (21) . The major advantage of the more elaborate density matrix truncation scheme is the reduced computation cost. With bond dimensions M of the MPEM (14) before the evolution step, the C-tensors of the exactly evolved MPEM (22) have increased bond dimensions M z−1 , where z is the degree of vertex i. The computationally most expensive step in the simple truncation scheme of Sec. IV B is the singular value decomposition (24) for the orthonormalization of the C-tensors; the cost scales as O M 3z−3 . The most expensive steps in the more efficient density matrix truncation scheme are the computations of overlap matrices (37) and the reduced density matrices (39a). Exploiting the structure of the C-tensors (23), these operations can be accomplished with a cost O(M 2z−1 ) if we assume that the bond dimensions of tensorsC of the evolved MPEM after truncation are similar to that of the A-tensors in the original MPEM (14) , i.e., approximately M . This is generally the case. When we fix a truncation threshold ε for the discarded 2-norm weight as discussed in Sec. IV B, bond dimensions evolve smoothly in time.
VII. MODELS WITH VERTEX-STATE DEPENDENCE
Except for the algorithms described in Secs. IV and VI our description was generic in the sense that the local transition matrices w i = w i (σ t+1 i |σ t ∂i ) were allowed to depend on the time-t state σ t i of vertex i itself, in addition to the states on neighboring vertices. However, in Secs. IV and VI we considered the case where ∂i does not contain i itself, i.e., that w i is independent of σ t i . Here, we generalize to MPEM algorithms that allow for the dependence on σ t i . This is important for many applications like stochastic models for the dynamics of infectious diseases [14, 54, 55] or of opinions is social networks [56] . Naturally, transition matrices with dependence on σ t i also arise in time-discretized versions of stochastic continuous-time dynamics, i.e., all models that have a well-defined continuum-time limit as, for example, the Glauber dynamics of Ising spin systems [57] . In particular, when decreasing the time step ∆t, one should have
Vertex i is now contained in its neighborhood ∂i = {i, j, k 1 , . . . , k z−1 }, where z denotes the vertex degree. In this more general scenario, the evolved MPEM (22) cannot be constructed in an entirely local fashion anymore. Instead, theC-tensors are constructed in a sweep from right (s = t + 1) to left (s = 0), imposing at the same time the right orthonormality constraint,
We start at the right boundary (s = t + 1) by doing a singular value decomposition (SVD) of the tensor
in order to obtain the tensorC (t+1) (σ t+1 i |σ t j ), where Λ (t+1) is the diagonal matrix of singular values, C (t+1) i→j obeys the right orthonormality constraint, and, similarly, 
For the bulk tensors, s = t, t − 1, . . . , 1, the corresponding equations read very similarly 
as illustrated in Fig. 13 . The process ends at the left boundary with the assignment
The remaining truncation and vertex variable reordering sweeps, done in order to transform the non-canonical form (22) into the canonical form (21), can be executed exactly as discussed in the somewhat simpler situation covered in Sec. IV B. The more efficient density matrix truncation scheme discussed in Sec. VI, similarly, can be adapted to the situation where transition matrix w i = w i (σ t+1 i |σ t ∂i ) depends on σ t i . Like the unitaries U (s) in Eqs. (41)- (43) , the X (s) -matrices in Eqs. (38) and (39) of the density matrix truncation scheme will then depend on σ s−1 i . Continuous-time stochastic dynamics on locally tree-like networks can be simulated with the described approach after discretization of the time axis using a small time step ∆t. It should also be possible to, alternatively, work with continuous matrix products [58, 59] as introduced in the context of condensed matter physics . This however, entails some technical difficulties and one can expect that using discrete-time MPEMs and a small time step should be the best option. Similarly, quantum many-body systems in continuous real-space have been treated efficiently using MPS with a sufficiently fine space discretization [60, 61] . Other approximative schemes to simulate continuous-time stochastic dynamics are the dynamical replica analysis [62] that captures macroscopic observables and the cavity master equation method [63] that operates on local conditional probabilities.
VIII. DISCUSSION
The described MPEM algorithm for the simulation of stochastic dynamics is based on the cavity method, applicable for locally tree-like interaction graphs, and on the matrix product approximation for edge messages which exploits the decay of (connected) temporal correlations. The MPEM method lifts restrictions of earlier approaches for the solution of dynamic cavity equations, mentioned in the introduction. It can also be used to simulate in the thermodynamic limit. Compared to Monte Carlo simulations, errors decrease much faster as a function of the invested computation time. This has been demonstrated for Glauber dynamics of the kinetic Ising model in Ref. [39] . Hence, the MPEM method is particularly suited for the precise analysis of temporal correlations, decay processes, and low-probability events.
There are several ways in which the MPEM method can be developed further. Here, we have discussed a more efficient truncation scheme that reduces computation costs considerably from O(M 3z−3 ) to O(M 2z−1 ), and we have generalized the method to models where the transition probabilities for a vertex depend explicitly on the vertex state at the previous time step, in addition to the states for its nearest neighbors. Efficient codes for the MPEM algorithms, including the optimized truncation scheme of Sec. VI, are available from the author. They were, for example, employed for the simulations in Ref. [39] .
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