As a generalization of the classical Metric Scaling solution for a nite set of points, a countable set of uncorrelated random variables is obtained from an arbitrary continuous random variable X . The properties of these variables allow us to regard them as Principal Axes for X with respect to the distance function d(u; v) = p ju ? vj. Explicit results are obtained for uniform and negative exponential random variables.
Introduction
Metric Scaling or Principal Coordinate Analysis, introduced by Torgerson 14] and especially Gower 9] , is a method of ordination aiming to provide a graphical representation of a nite set of n elements. The method obtains a n m matrix X from an n n Euclidean distance matrix = ( ij ) . The set of n rows of X, considered as points in R m , has interdistances which reproduce those in ( 11, pag. 397 
]).
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set of values of these variables (principal coordinates) for the corresponding element of the original set. This Principal Coordinate representation can be singled out between all possible Euclidean representations of the same set by duality with Principal Components. This property can be stated as follows: For any n e m matrix e X giving such a representation, the Principal Components for its \variables" (i.e., columns) are the Principal Coordinate axes.
Cuadras and Arenas 4, 5, 7] take advantage of the good properties of these \variables" to de ne and study a distance{based model for prediction with mixed variables.
Cuadras and Fortiana 8] proposed a continuous extension of this distance{based model, taking a uniform (0; 1) random variable U as predictor. A countable set of random variables were interpreted as principal axes of U with respect to a suitable distance. In this paper the construction of this set of principal coordinates is generalized to any continuous random variable.
Continuous Euclidean configuration
Let X be a random variable on a probability space ( ; A; P), with values on a (possibly unbounded) interval I (a; b) R ? = R f?1g f1g. Denote its c.d.f. by F, and let : I I ! R + be a distance function.
Definition 1 A Continuous Euclidean con guration representing X with respect to , is a stochastic process X = fX t g t2I such that for all ! 1 ; ! 2 2 the Euclidean distance between trajectories X t (! 1 ), X t (! 2 ), de ned as
That is, X is de ned as a process such that distances between its \rows" reproduce the interdistances of the original (continuous, one{dimensional) set of points. When is the Euclidean distance, a trivial representation of X is the degenerate process with X t = X for t 2 0; 1] and X t = 0 for t = 2 0; 1].
Throughout the paper we take as distance the 
One reason for this choice is that it has manifested good properties in the nite case (see 5, 7, 8] Proof : Given ! 1 ; ! 2 2 , let x i = X(! i ) and u i (t) = X t (! i ) = u(t; x i ), for i = 1; 2.
Assume, for instance, that x 1 < x 2 . Then
In the following, given a random variable X, X will denote the process obtained from X using construction 1. Proposition 2 gives an additional relation between X and X, which in the continuous case allows us to write X as a sort of \continuous sum of indicators".
Proposition 2
In particular, when F is continuous, this integral gives a uniform (0; 1) random variable, and X can be expressed as
Proof : Given ! 2 , let x = X(!) 2 (a; b). As X t (!) = 1 for t 2 (a; x) and = 0 otherwise, we have R I X t (!) dF(t) = R x a 1 dF(t) = F(x), and (2) holds. 2 Proposition 3 The covariance function of X is given by K(s; t) = minfF(s); F(t)g ? F(s) F(t); s; t 2 I:
Proof : As X s X t = X maxfs;tg , we have K(s; t) = E(Xs X t )?E(X s ) E(Xt) = 1?F(maxfs; tg) ?(1 ? F(s)) (1 ? F(t)) = F(s) + F(t) ? F(maxfs; tg) ? F(s) F(t). K is a symmetric, positive semide nite kernel, and when X is continuous, K also has this property. In any case, 0 K(s; t) 1, for all (s; t) 2 I I, and K tends to 0 on the boundary of its domain. It is worth noting that K is the di erence between two bivariate distribution functions having F as both marginals, namely the upper Fr echet bound F + (s; t) = minfF(s); F(t)g, and the product F(s) F(t). When X is a uniform (0; 1) random variable, (3) is the ubiquitous kernel minfs; tg?s t, which appears in Probability Theory as the covariance function of the Brownian Bridge, in Statistics, in the study by Anderson and Darling 1, 2] of empirical processes, in Mechanics, as the Green function for the vibrating string, etc.
Whereas the continuous Euclidean representation (Construction 1) can be written in principle for any random variable, we will be interested in properties which require that kernel K veri es the following nitude conditions:
K 2 L 2 (I I).
From Cauchy{Schwarz inequality, jK(s; t)j 2 K(s; s) K(t; t), we see that square integrability of K is implied by the nitude of tr(K). This condition can be translated in terms of geometrical properties of X with respect to distance (1) with the help of the following Definition 2 The Geometric Variability of a (real valued) random variable X with respect to a distance function is the quantity
where F is the distribution function of X, provided that this integral exists.
2 V (X) is the expected value of the distance function 2 ( ; ), evaluated on two random variables, independent and identically distributed as X. When is the Euclidean distance, V (X) coincides with Var(X). When is the distance (1) The geometric variability of a random vector is similarly de ned. It was used by Cuadras 4, 5, 6] , to perform a Discriminant Analysis based on distances between observations, and by Rao 12] , to de ne dissimilarity coe cients between populations.
Proposition 4 Let X be a random variable such that lim s!?1 s F(s) = 0, and let d be the distance function (1) . Then, when any of the quantities V d (X), tr(K) is nite, the other is also nite, and the equality V d (X) = tr(K) holds.
Proof :
The distances we are considering are symmetric nonnegative functions, vanishing on the diagonal y = x] R 2 . Thus, for any , the geometric variability (4) is equivalent to an integral on a half{plane, and it can be computed through iterated one{dimensional integrals V (X) = 
where fZ j g j2N is an orthogonal (i.e., uncorrelated) set of square integrable random variables de ned by Z j = Z I X t j (t) dt; j 2 N; (7) and verifying that Var(Z j ) = j .
By analogy with the nite case, each Z j is called a principal component of X. In the following theorem we show that principal components are obtained as continuous functions h of X, and we compute an explicit di erential equation for h. 
Proof :
(t) dt = h(X(!)).
2. As Z = h(X) is a square integrable random variable, in particular, the integral m = E(Z) = (1 ? F(t)) (t) dt: (10) From 2., the integral in the second summand is m? R s a (1?F(t)) (t) dt. Substituting into (10) and simplifying, we obtain: 2. Given ! 1 ; ! 2 2 , the Euclidean distance between the sequences fC j (! 1 )g j2N and fC j (! 2 )g j2N , equals d(X(! 1 ); X(! 2 )).
The rst statement is a standard property of the Principal Components of a stochastic process.
2. Given ! 1 ; ! 2 2 , let x i = X(! i ) and u i (t) = X t (! i ) = u(t; x i ), for i = 1; 2. Expanding u 1 (t) ? u 2 (t) with respect to the complete orthonormal set f j g on I,
we obtain the Fourier series Thus, each C j can be called a Principal Coordinate Axis for X and, given ! 2 , the sequence fC j (!)g j2N can accordingly be called a Continuous Metric Scaling representation for X(!) with respect to distance (1).
Solution for a uniform distribution
In this section, explicit results are obtained when X is a (0; 1) uniform random variable. In this case, (11) Remark. An alternative, more elementary proof follows from the fact that given j > 0 and y 2 (? p 2; p 2), the equation y = ? p 2 cos(j x) has exactly j real roots x 1 ; : : :; x j , hence the value g j (y) of the density of C ? j is given by Adding the j (equal) terms, we obtain (12) . 2 The equality
(C j (x) ? C j (y)) 2 = jx ? yj (14) can be proved in this case by direct computation (see Appendix A). Finally, it is worth noting the formal analogy with the nite Metric scaling solution ( 8] )
where V = cos ( X) and T j is the j{th Chebyshev polynomial of the rst kind.
5 Solution for an exponential distribution 
where t 2 (0; 2 ( ) ?1=2 ).
As the solution of (17) must be nite for t = 0, it will be of the form y(t) = A J 0 (t); where A is a constant. The contour condition y 0 (2 ( ) ?1=2 ) = 0 imposes that = 2 ( ) ?1=2 is a root of y 0 = ?A J 1 (t). Thus, we obtain a countable set of solutions of (15) In contrast with (13) , the number of roots depends now on y. Let us denote this number by k j (y), and given one of these roots x i , 1 i k j (y), 
