We introduce a variation of the convolutional layer called DSConv (Distribution Shifting Convolution) that can be readily substituted into standard neural network architectures and achieve both lower memory usage and higher computational speed. DSConv breaks down the traditional convolution kernel into two components: Variable Quantized Kernel (VQK), and Distribution Shifts. Lower memory usage and higher speeds are achieved by storing only integer values in the VQK, whilst preserving the same output as the original convolution by applying both kernel and channel based distribution shifts. We test DSConv in ImageNet on ResNet50 and 34, as well as AlexNet and MobileNet. We achieve a reduction in memory usage of up to 14x in the convolutional kernels and speed up operations of up to 10x by substituting floating point operations to integer operations. Furthermore, unlike other quantization approaches, our work allows for a degree of retraining to new tasks and datasets.
Introduction
Convolution neural networks have proved to be successful in traditionally hard tasks in computer vision, such as image classification and object detection. Following the breakthrough of AlexNet [9] , many new topologies have been created to achieve high accuracy in the ILSVRC [11] . The success of such networks has shifted the attention to not just how this can be done, but also to how quickly and memory efficiently it can operate. These models are known for having millions of parameters, and even using a GPU it takes more time to compute, and more storage space than desirable for many applications.
Most of the memory and computation effort needed when running a convolutional neural network is spent in the convolution layers, e.g. over 90% of time/memory of a ResNet 50. This means that, in order to make the network run faster and more efficiently, it is essential that we improve the computational load of the convolution layer.
Considering this, we propose a novel type of convolution layer, which we call a Distribution Shifting Convolution (DSConv). This type of layer is designed with two primary objectives in mind: (i) it should considerably improve on the memory efficiency and speed of a standard convolution layer and (ii) it should be a plug and play replacement for a standard convolution, so it can be used directly in any convolutional neural network, both in inference and training. We achieve this by breaking down the traditional convolution kernel into two components. One of them is a tensor with integer values only, non-trainable, and calculated with basis on the distribution of the floating point (FP) weights in a pretrained network. The other component is composed of two distribution shifter tensors, which position the weights of the quantized tensors in the ranges that mimic the distribution of the original pretrained network: one of them shifts the distribution per kernel, and the other shifts per channel. These weights can be retrained, allowing the network to be adapted to new tasks and datasets.
Our main contribution therefore is a novel type of convolution layer, which we show has as low as 1/10 of the memory usage and as much as 10× the speed of a standard convolution, with often negligible losses in accuracy, and, unlike most related approaches, still trainable for new tasks and datasets.
The remainder of the paper is structured as follows: Section 2 elaborates on the literature review; Section 3 explains how DSConv works and the idea behind it; Sections 4 and 5 demonstrates how the values of the components in the DSConv are initialized; Sections 6 and 7 details how inference and training are performed, respectively; Section 8 elaborates on the results of our method; and Section 9 concludes the paper.
Related Work
A lot of effort has been put into making neural networks smaller and/or faster. The following works are related and relevant to our work:
Memory Saving methods: This class of work is mainly concerned about making the network lighter rather than faster. There are many approaches. Deep Compression [3] by Han et al., involves pruning, clustering of weights and Huffman Encoding to reduce the size of networks, achieving a reduction in memory usage by a factor of 35 to 49 in VGGNet. Note that most of the saving is done in the FC Layers, since they are highly redundant. Other methods such as HashedNets [1] by Chen et al. uses hashing tables and sharing of similar weights to reduce the number of parameters and therefore the size of the networks. Since these methods are focused on reducing the size of networks, they do not increase speed of computation in convolutional layers, as they still use approximately the same number of floating-point operations for the forward pass. Even though pruning in [3] causes FC layers to run much faster, most recent architectures do not use many FC layers in their topology. Also, once compressed, they are less flexible for retraining, or sometimes cannot be retrained at all. FlexPoint [10] is another method that shares the exponent of groups floating-point numbers in such a way that they can reduce the precision to 16+5 with no loss of precision. This can also have some implication on speed: for example, in a proper hardware implementation, the operations involving the mantissa of size 16bits can be performed using fixed point arithmetic. This is at the cost of having to handle the values of the shared exponent, implementing a new type of number format, and having to run in a specifically designed hardware.
Memory Saving and Fast Networks: An interesting way of increasing both the speed and memory efficiency is by quantizing the weights from FP32 numbers to another format. Notably, Quantized Neural Networks (QNN) [5] , and Binarized Neural Networks (BNN) [2] have tackled this problem with variable bit sizes. BNNs have successfully applied one-bit networks to datasets such as MNIST, CIFAR-10 and SVHN, and QNNs have shown that an AlexNet implementation of 1-bit networks can achieve virtually no loss of accuracy in ImageNet. Similar results have been achieved with Trained Ternary Quantization (TTQ) [15] by Zhu et al. The drawback of these methods is that they take a long time to converge when training (BNN takes 500 epochs), and, to our knowledge, the extreme case of using 1-bit networks has not been demonstrated to work in larger networks such as ResNet50 or ResNet101. They are also less flexible when it comes to adapting to new tasks or datasets.
Fast networks: These methods usually aim to develop fast neural network architectures by reducing the number of parameters and operations performed. MobileNet [4] in particular uses depth-wise convolution to make the operation both fast and memory efficient. ShuffleNet [14] is another approach that uses channel shuffling and group convolution to reduce computation cost.
Even though successful methods have been developed, they either change the architecture of the network, change the way that the convolution is computed or make it inflexible to adaptation to other networks.
Our method is a contribution for making it practical for systems to adopt a solution that is a simple plug and play, without any major change to the architecture or to the way that convolutions naturally work.
The DSConv layer
The overall aim of DSConv is to mimic the behaviour of the convolution layer by using quantization and distribution shifts. The set up for DSConv is illustrated in Figure 1 . For convenience and notation, let the original convolution tensor have size (ch o , ch i , k, k), where ch o is the number of channels in the next layer, ch i is the number of channels in the current layer and k is the width and height of the kernel. DSConv is broken up into two different components:
• Variable Quantized Kernel (VQK): This tensor will hold only variable bit-length integer values, and it has the same size (ch o , ch i , k, k) as the original convolutional tensor. The parameter values are set to be quantized from the original floating-point model, and once set cannot change. This is the quantized component of DSConv that will allow faster and memory efficient multiplications to be performed.
• Distribution Shifts: The purpose of this component is to shift the distribution of the VQK to try to mimic the distribution of the original convolutional kernel. We do this by shifting in two domains using two tensors. By "shifting" we mean a scaling and a bias operation. The first tensor is the Kernel Distribution Shifter (KDS), which shifts the distribution in each (1, BLK, 1, 1)
slice of the VQK, where BLK is the block-size hyperparameter. The idea is that each value of the kernel shifter is used to shift the value of BLK depthwise values of the VQK. The size of this tensor is then
, where CEIL(x) is the rounding up operator, and it holds single-precision values. The second tensor is the Channel Distribution Shifter (CDS), which shifts the distribution in each channel. In other words, it shifts the distribution in each (1, ch i , k, k) slice. Naturally, this is a tensor of size 2 · (ch o ) of single-precision numbers.
For example, given an original single-precision tensor size of (128, 128, 3, 3), and setting the hyperparameters of bit size to be 2-bit and block size to 64, the VQK, which will hold 2-bit integer numbers, will be of size (128, 128, 3, 3), the kernel shifter holding FP32 numbers will be of size 2 · (128, 2, 3, 3) and the channel shifter holding FP32 numbers will be of size 2 · (128). In this example, the convolutional kernel is reduced to 7% of its original size.
Using this set up, the VQK acts as a prior, that captures the essence of what types of features that particular slice should be extracting. Making the network perform, for example, the right classification, is just a matter of placing the VQK in the right ranges for numerical consistency, which depends on the dataset that the network has been trained or fine-tuned on.
The following sections elaborate how the values for each component of DSConv are initialized and how an optimized inference and an easy to implement training procedure can be set up.
Quantization Procedure
The quantization function takes as input the number of bits for the network to be quantized, and uses a signed integer representation for storage, using 2s complement. In general, for a number of bits b, we have that
where w q represents the value of each parameters in the tensor. This is accomplished by first scaling the weights of each convolution layer such that the maximum absolute value of the original weights w matches the maximum value of the quantization constraint above. After this step, all of the weights are quantized to the nearest integer. The new weights w q are then stored as integer values in memory to be used later in training and inference.
Notice that this procedure is done in each block. This means that different blocks will have different shifting factors, which allows for a flexible architecture. Intuitively, the shifting factors choose the range of the integer values of the quantized weights, such that some of them are more relevant in some ranges and some of them are less relevant for a particular layer.
Distribution Shifts
As explained in Section 3, the purpose of the distribution shift is to move the VQK values such that the output matches the values of the original weight tensor. This is done by a distribution shift in the kernel (KDS), which is denoted from now on as the letter ξ for the scaling and ξ s for the bias, and a distribution shift in the channels (CDS), which will similarly be denoted as φ and φ s . A good initialization for both of them is necessary since it would place the network closest to the optimum value to be only fine-tuned before achieving maximum accuracy.
Two possible methods for calculating the initial values of the tensors are: (i) minimizing the KL-Divergence, which seeks to find the minimum loss of information between the distribution of the original weights and the kernel distribution shifter; or (ii) minimizing the L2 norm (Euclidean distance) would have the interpretation that parameters should be the closest to the optimum value of the original network.
By minimizing the KL-Divergence, we emphasize the idea that the resulting VQK after being shifted by the kernel distribution shifter should have a similar distribution to the original weights. First we assume ξ s to be initially zero as the quantization procedure used only a scaling factor to evaluate the integer values of the VQK. We perform the operation by taking the softmax values of both the shifted VQK and the original distribution:
We then minimize the KL-Divergence Loss:
We use gradient descent to minimize the loss function, which yields the value of each of the parameters in the tensor ξ.
The other method for finding the values for ξ is by minimizing the L2 norm. the value of the kernel shifter tensor ξ is initialized so that the result after the element-wise multiplication is as close to the original values as possible. Mathematically, this can be expressed as:
. . .
Intuitively, the value of ξ that would yield the lowest deviation from the original local minimum is the one that minimizes the L2 norm (Euclidean Distance). So to calculate the initial value of ξ, we perform:
Empirically, both methods (KL-Divergence and L2 norm) returned most ξ values that were the same to the third decimal place. This indicates that the two interpretations for finding ξ are consistent to each other. In the experiments conducted in Section 8, we have adopted the L2 norm initialization for being an analytical rather than iterative method.
The channel shifter values are initialized with 1 everywhere for the multiplier and 0 for the bias, since the initial quantization procedure used only a scaling applied to the VQK and no change per channels was performed. Empirically, the channel shifter acts as an a posteriori shifter, which fine-tunes the model such that the activations at the end of the DSConv will be the same as the activations after the original convolution for some specific dataset. Since initially there is no training, we do not have enough information about the values of the activations to tweak this value. Later on, if fine-tuning is needed to recover some accuracy, this value is going to contribute the most to the process. Figure 2 shows that when using this method, the distribution of the VQK when applied to the kernel distribution shift strongly resembles the distribution of the original weights. This happens even on low bit numbers, with the figure showing 3-bit numbers. Other methods for initializing the kernel shift values can be implemented with no further changes in the architecture (since this is a local change).
Optimized Inference
The data flow for inference is shown in Figure 3 . It is important to point out the slightly different order of operations. Instead of shifting the VQK, we first multiply it by the input tensor. This means that the bulk of the operations will be computed in integer values instead of floating-point, which can achieve 2 to 10x speedup [13, 7] with 8-bit operations, depending on the hardware used. Using this order allows for the result to be mathematically equivalent to that described in Section 3, while making it possible for the hardware to take advantage of integer operations instead of having to use floating-point multiplications.
Given a block size of BLK, this method would perform BLK times fewer FP multiplications than its original counterparts when ch i is a multiple of BLK e.g. for a Block Size of 128, there will be a significant 2 orders of magnitude less FP multiplications by simply changing the convolution layer to an DSConv.
The channel distribution shift will be applied later, after the sum of all of the convolutions in a given kernel is performed. Note that for further improvement in memory and computation power, the channel shift can be merged into a Batch Normalization layer [6] if the model contains it after the convolution operator. If it does not, the CBS is usually hundreds of times smaller in size than the convolution operator, and its memory and computational overhead would be negligible compared to the size of the architecture.
Training
When training is performed, we can frame it in the same order of operations as described in Section 3. As shown Figure 3 . Inference datapath. This procedure is repeated for every kernel in all convolutions. Note that the first multiplication is done in integer operation whereas the second one is done in FP.
in Figure 4 , the DSConv can be readily transformed into a traditional convolution operator by using an expanding operator and a Hadamard (element-wise) multiplication. Since the training is most likely to be computed in the GPU using deep learning frameworks such as TensorFlow and PyTorch, an easy way of computing the forward pass is essential, and it can thus be readily implemented in any of the most used frameworks.
Using this procedure, the backwards pass can also be readily calculated. With the aid of Figure 5 , it can be shown that the backwards pass is simply broken down into three simple operations. It should also be noted that the VQK kernel is not trainable, so that the value of ∂wr ∂w does not need to be calculated. Instead, only ∂ξr ∂ξ need to be calculated, which is of significantly smaller size than ∂wr ∂w . Figure 5 . Structure of the DSConv layer during training. The distribution shifter ξ is first expanded as the same tensor size as the weight tensor W , resulting in the tensor ξR. Then a Hadamard Product is performed to get the effective resulting weights Wr. This also shows the derivatives to compute each of the parameters during backpropagation.
The derivatives for the back propagation can be calculated using out of the box derivative operations:
In the above equations, J is the single-entry tensor (which is 1 at (i, j, k, l) and 0 everywhere else) and the operator is the Hadamard Product operator. The derivative of the convolution operator can be found in any major framework and is widespread. It can be seen then that DSConv can be implemented easily in any of the existing neural network frameworks with a few changes.
Results
We have implemented DSConv in PyTorch, and substituted the convolution operator of many architectures with DSConv to evaluate how well it performs with and without fine-tuning. At the end, we also evaluate the limitations of this approach and show how it compares to other methods cited in Section 2.
In the subsections below, we will present tables illustrating the application of DSConv in architectures ResNet50, ResNet34, MobileNetV2, and AlexNet. We also show that a pretrained DSConv can perform other tasks by adapting it to other datasets in only one epoch of fine-tuning, which to our knowledge no prior work on quantized networks have done. Table 1 shows the accuracy of the model with and without the adaptation of the distribution shifts for a variety of bit and block-size values in ResNet.
ImageNet
It can be seen that in many situations the loss of accuracy is negligible even without fine-tuning for 4-bit weights. For extremely low bit-length such as 2-bit weights, retraining the model for only one epoch using the Adam Optimizer [8] with a learning rate of 10 −5 recovers most of the accuracy for block-sizes of 8.
One detail that should be pointed out is that only the DSConv is trainable, keeping the fully-connected layer frozen, and if present, the batch normalization layers are also frozen.
As expected, the accuracy of the model increases with decreasing block size, and increases with increasing bitsize. The results for 4-bits is particularly interesting, as without fine-tuning the model is within 5 percentage points of the original accuracy.
For completeness and for comparison with previous methods, we also tested our work in AlexNet [9] . The results are summarized in Table 2 . It can be seen that our work can significantly recover the accuracy lost in the quantization by retraining for one epoch only.
Memory and Computation Load
When comparing the DSConv with the normal convolution, we can make calculations about how many integer Accuracy of AlexNet on ImageNet Original DSConv (3, 128) DSConv (2, 128) 56.5% 54.1% 47.5% Table 2 . Results of fine-tuning ImageNet using DSConv with different bit-sizes. These results were obtained after 1 epoch of retraining only.
multiplications will be executed as well as the memory that it will be saved when moving to DSConv. The formulas below give the proportion of memory that would be saved by changing from a normal convolution to DSConv:
For large enough BLK, models where the channel distribution shifter can be merged with the Batch Normalization Layer, or when the bias in the shift values are negligible, we can get an approximation of:
From Equation 8, it can be seen that even for relatively large bit numbers, a significant reduction can be achieved. For example, for a model with 6-bits with BLK = 128 and ch i = 256, we get that the tensor will take only 20% of the size of the original model. When the number of bits drops to 3, the reduced model is only 11% of the size of the original model. Table 3 has a breakdown of the computational load and memory requirements, and accuracy of our method compared to MobileNetV1 [4] and MobileNetV2 [12] . As mentioned in Section 2, these networks are designed to perform less computation on a CPU than the normal convolution operator. They also naturally occupy less memory. Nonetheless, Table 3 Table 4 . Comparison between our method with DeepCompression [3] , a state-of-the-art compression model. it can be seen that our model can match theirs even though we can still maintain flexibility and be able to retrain on other datasets as exemplified in Section 8.3 less memory than MobileNet even when using a more accurate and bigger network such as ResNet34 and ResNet50. It also shows that we perform considerably fewer floating point multiply-and-accumulate operations, even though we need to perform considerably more integer operations.
It is also worth pointing out that our method can be applied on top of MobileNet in order to achieve even better results, and this time performing integer operations much more than pure floating-point operations, which should perform faster than the conventional convolution. Table 4 shows the memory saving of using DSConv in AlexNet compared with Deep Compression [3] , one of the methods mentioned in Section 2. Note that even though our work is not specifically designed to compress networks, it is still able to achieve a compression ratio in the convolution layer as low as a specifically designed compression method. It is worth noting that DSConv can work on top of many of those methods.
Transferability
Given a pretrained ResNet on ImageNet, we have also tested how it performs upon changing the dataset and adapting the network to classify other datasets. We have used the DSConv fine-tuned ResNet model on ImageNet and changed the last fully connected layer to output only 10 classes. The results of training different parts of the network is shown in Table 5 .
We took the ResNet50 model with various bit-lenghts and block size of 128, and changed the last FC layer to output 10 values only. We then transferred it to CIFAR10 by retraining different parameters (FC layer, and FC+DSConv layers) to see how much they affect the process. In all instances, we retrained using the Adam Optimizer [8] with a learning rate of 10 −5 . Table 5 . Results of Transfer Learning of a ResNet50 DSConv model trained on ImageNet transfered to CIFAR10. These models are the same models as used in the fine-tuned columns of Table  1 , with only the last layers substituted to an FC with 10 output channels.
perparameters of bit length and block-size can be changed to achieve the desired trade-off between accuracy, memory usage and speed. To our knowledge, this is the first paper to show a quantized model that can be quickly transferred to other datasets without any modification in the architecture, apart from the necessary last fully-connected layer.
The fact that the FC layer contributes only partially to the retraining indicates how much the distribution of the weights is ultimately the relevant part in the network. Since the VQK is fixed, the results reveals that it is a good approximation of what the feature extraction distribution should look like. By only shifting the distribution of the integer values, more than 50% of accuracy was recovered after only one epoch. This shows that the classification is a matter of changing the range of which the feature extraction operates based on a given dataset.
Conclusion
We presented DSConv, which is a substitution of the traditional convolution tensor. It improves on computational complexity and memory usage by quantizing weights and finding the best distribution shifts for the fixed integer weights.
When applied to reasonably lower bit weights (such as 4-bit integer), it does not require any retraining to be within 5% accuracy on networks such as ResNet. If the training data is provided, we show that we can achieve good results on large architectures such as Resnet50 or Resnet101 using only 2-bit numbers in the VQK.
When comparing to methods such as MobileNetV1 [4] and MobileNetV2 [12] , which achieve good results in both speed and memory, our method is complementary to theirs, since we can implement this convolution in their network as well. This can achieve state-of-the art speed in very challenging datasets such as ImageNet.
We also showed that our approach can easily be used for transfer learning and domain adaptation. We demonstrated this by using a model fine-tuned in ImageNet using DSConv and changing the task to classify CIFAR10 images, achieving an accuracy of 86.23% TOP1 accuracy using only numbers with 3-bit length in the VQK and a block size of 128.
DSConv can readily replace the traditional convolution operator, it is self contained, provides a variable trade-off between accuracy, memory usage, and flexibility.
