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In this paper we characterize the possible Hilbert functions of
a local Artinian level ring of given type and socle degree in
the codimension two case. In particular, given an “admissible”
numerical function h, an effective method is given to produce
a zero-dimensional ideal I of R = k[[x, y]] such that R/I is
a local Artinian level ring having h as Hilbert function. As a
consequence we recover the well-known result proved by Briançon
and Iarrobino concerning the Hilbert functions of a complete
intersection of height two.
We extend notions of standard or Gröbner bases from the graded
to the local algebra context. The principal tools concern the
concepts of enhanced standard basis and generic initial ideals which
are deﬁned for an ideal in the formal power series ring R =
k[[x1, . . . , xn]].
© 2008 Elsevier Inc. All rights reserved.
Introduction and notation
Graded Algebras
Let k be a ﬁeld of characteristic 0.
The Hilbert function of a graded k-algebra G is the numerical function HFG deﬁned by
HFG(i) = dimk(Gi)
for every integer i  0.
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1430 V. Bertella / Journal of Algebra 321 (2009) 1429–1442We say that a numerical function h : N −→ N is admissible for a graded k-algebra if there exists
a standard graded k-algebra G such that HFG = h. In [Mac2] Macaulay characterized the numerical
functions which are the Hilbert function of a standard graded k-algebra (see for example [BH], The-
orem 4.2.10) and he gave an effective method to produce examples in each case (the lex-segment
ideal).
If G is Artinian, then
G = k ⊕ G1 ⊕ · · · ⊕ Gs with Gs = 0,
hence HFG(i) = 0 for all i > s. The integer s is called socle degree of G .
If h is admissible for an Artinian graded k-algebra G having socle degree s, then from now on we
will write
h = (h0,h1, . . . ,hs)
where hi = h(i) for all i = 0, . . . , s, and hi = 0 for all i > s.
By Macaulay’s Theorem, the admissible Hilbert functions for an Artinian graded standard algebra
G of codimension two have the form
h = (1,2, . . . ,d,hd, . . . ,hs)
where d hd  hd+1  · · · hs  1 for some integer d, the initial degree of the deﬁning ideal of G .
G is s-level of type t if 0 :G G1 = Gs where s is the socle degree of G and t = dimk(Gs). Every
Gorenstein standard graded algebra is an s-level algebra of type one.
If G is s-level of codimension two, the possible Hilbert functions have been characterized by
Iarrobino (announced in [I2], Theorem 4.6A, proved in [I1]) independently by Valla (private com-
munication), and Chipalkatti and Geramita [CG, Theorem 3.1], as follows:
Theorem 0.1. Let h = (h0,h1, . . . ,hs) be a sequence of nonnegative integers satisfying h0 = 1, h1 = 2. There
exists an Artinian graded s-level algebra of type hs and codimension two having h as Hilbert function if and
only if
hi−1 − hi  hi − hi+1 for all 0 i  s
(by convention, hi = 0 for all i < 0).
Local rings
The conclusion of Theorem 0.1 does not apply to local Artinian rings of codimension two: indeed
h = (1,2,1,1) does not verify the above condition, whereas there exists a complete intersection I =
( f , g) ⊆ R = k[[x, y]] such that h = HFR/I (see Example 2.8).
A classic problem in commutative algebra consists of characterizing the Hilbert functions of par-
ticular classes of local rings.
The Hilbert function of a local Noetherian ring (R,m) is the numerical function HFR(t) =
dimk(mt/mt+1), which coincides, by its deﬁnition, with the Hilbert function of the associated graded
ring grm(R) =
⊕
t0m
t/mt+1.
Let R = k[[x1, . . . , xn]]/I , then grm(R) = k[x1, . . . , xn]/I∗ where I∗ is the homogeneous ideal gener-
ated by the initial forms of the elements of I . We remark that grm(R) is a standard graded k-algebra,
but it is well known that good properties of R (e.g. being Cohen–Macaulay, Gorenstein, complete
intersection or level) in general do not carry over to the associated graded ring grm(R).
These investigations often require explicit computations of a standard basis of I , that is a system of
generators of I (not minimal, in general) whose initial forms generate I∗ .
V. Bertella / Journal of Algebra 321 (2009) 1429–1442 1431The concept of standard basis was ﬁrst introduced in 1964 by Hironaka [H] for ideals in the formal
power series ring (or in the localization of the polynomial ring at the origin) and successively studied
by several authors, among others Briançon, Robbiano, Valla, Mora, Galligo, Lazard, Traverso, Becker.
In 1965, Buchberger introduced the notion of Gröbner basis for polynomial ideals and described an
algorithm to compute them; we recall that this notion is deﬁned with respect to a term ordering on
the terms of P = k[x1, . . . , xn] (i.e. a monoid ordering with all terms bigger than 1).
We want here to deal with a similar notion to Buchberger’s for ideals in the formal power series
ring, but we need a monoid ordering which is not a term ordering. In particular, starting from a
term ordering τ we deﬁne an anti-degree-compatible ordering τ ; given an ideal I of R = k[[x1, . . . , xn]]
we can now consider the leading term ideal LTτ (I) of I (that is the monomial ideal generated by the
leading terms of the elements of I) with respect to τ . A set { f1, . . . , fr} of elements of I is called an
enhanced standard basis of I if the corresponding leading terms generate LTτ (I). In particular one can
prove that R/I and R/LTτ (I) have the same Hilbert function. Every enhanced standard basis is also a
standard basis, but the converse is not true.
Notice that in 1982 Mora (see [M1] and [M2]) proved that a standard basis of an ideal can be
computed, given any basis of it, by using a suitable modiﬁcation of Buchberger’s reduction procedure
when the input is given by polynomials or rational functions.
By using a result of Mora, Pﬁster and Traverso (see [MPT], Theorem 3) one proves that { f1, . . . , fr}
is an enhanced standard basis of an ideal I of R if and only if all the homogeneous syzygies of
the tuple (LTτ ( f1) . . . LTτ ( fr)) ∈ Pr can be lifted to syzygies of ( f1, . . . , fr) ∈ Rr . This criterion can be
particularly useful when we have control over syzygies, for instance when we deal with determinantal
ideals. According to the Hilbert Burch Theorem, this is the case of perfect ideals of height two.
In Theorem 1.11 we describe necessary and suﬃcient conditions so that minors of maximal or-
der of an (r + 1) × r matrix would be an enhanced standard basis for the ideal of height two that
they generate. The same approach can be repeated for Gorenstein rings of codimension three (Theo-
rem 1.12). These results extend the corresponding results proved by Robbiano and Valla in the case of
standard bases [RV].
We consider now an Artinian local ring A = k[[x, y]]/I with Hilbert function
h = (1,2, . . . ,d,hd, . . . ,hs).
Macaulay (see [Mac1]), by using the inverse system, proved that if I = ( f , g) is a complete intersec-
tion, then
|hi − hi+1| 1 for all i. (1)
In 1978 Kothari answered several questions raised by Abhyankar concerning the Hilbert function of
a pair of plane curves and he proved the same result by studying the structure of I∗ (see [K]). Starting
from the same point of view, recently Goto, Heinzer and Kim examined the leading form ideal I∗ of
a complete intersection of height two (see [GHK]) and they reproved Macaulay’s result.
Several authors studied the variety parametrizing all height two ideals having a given numerical
function admissible for Artinian local rings as Hilbert function, among others Briançon, Iarrobino,
Yaméogo and Göttsche (see [Br,I4,IY,Go]). In particular Briançon and Iarrobino gave a characterization
of Hilbert functions of Artinian Gorenstein rings in the codimension two case. We extend such a result
to the level Artinian rings as a consequence of our computational approach.
Our starting point is the work done in [I4] where the author used the concept of normal pattern of
an ideal I in R = k[[x, y]] in order to prove that, if h = (1,2, . . . ,d,hd, . . . ,hs) is the Hilbert function
of R/I and μ(I) denotes the minimal number of generators of I , then for every i we have
|hi − hi+1|μ(I) − 1.
In this context the notion of normal pattern used by Iarrobino coincides with that of generic initial
ideal, but we ﬁnd that this newer concept leads to a proof in a “more modern” language (see Theo-
rem 2.3).
1432 V. Bertella / Journal of Algebra 321 (2009) 1429–1442The generic initial ideal, Gin, of an ideal in R = k[[x1, . . . , xn]] (Theorem–Deﬁnition 1.14) is strictly
related to the Gin for homogenous ideals of P = k[x1, . . . , xn]. It is exactly this relationship that will
allow us to use some of its known good properties. Recent results show that extremal properties of
the generic initial ideal of a homogeneous ideal I ⊆ P = k[x1, . . . , xn] give interesting information on
the ideal I itself (e.g. [AHH,C,CHH]). Our hope is that similar methods can be applied in the local case
too and we give here concrete examples.
By using our characterization of enhanced standard bases for height two ideals (Theorem 1.11), we
show that, given a numerical function h = (1,2, . . . ,d,hd, . . . ,hs) admissible for an Artinian standard
graded algebra and an integer m such that d+ 1m |hi − hi+1| + 1 for every i, we can produce an
ideal I ⊆ k[[x, y]] = R such that HFR/I = h and μ(I) =m (Theorem 2.4).
Briançon showed that the lowest possible value m = max{hi − hi+1} + 1 occurs for an open dense
subset of the ideals having Hilbert function h [Br, Proposition III.2.1]; this implies his characterization
of the Hilbert function of complete intersections [Br, Remarque III.3.5].
As a consequence of Theorem 2.4 we get the characterization of the Hilbert functions for local
Artinian level rings of codimension two (Theorem 2.6). We recall that a local Artinian ring (A,m) is
s-level if 0 :A m= As where As = 0 and As+1 = 0; s is called socle degree of A and t = HFA(s) is the
type of A. In the case of codimension two, by the Hilbert Burch structure it follows that t + 1 = μ(I).
In particular, our proof gives an effective method of constructing level ideals for all allowed Hilbert
functions.
Notice that Iarrobino announced essentially the same result in [I2], Theorem 4.6B, but no proof is
given.
1. Preliminaries
Here we set the language we use in the main section. Even though we will be working with
only two indeterminates we prefer to describe this machinery in its full generality to highlight its
ﬂexibility. In particular, we could ﬁx any term ordering τ , say DegLex which is used in Theorem 2.4,
but this would not signiﬁcantly simplify the notation.
1.1. Enhanced standard bases
Let τ be a term ordering on the commutative monoid Tn of terms of P = k[x1, . . . , xn]. If J is an
ideal in the polynomial ring P , we denote by LTτ ( J ) the ideal generated by the leading terms of the
elements of J .
We recall that a subset { f1, . . . , ft} of J is a τ -Gröbner basis of J if
LTτ ( J ) =
(
LTτ ( f1), . . . , LTτ ( ft)
)
. (2)
Gröbner bases play an important role in computing Hilbert functions in the graded case. Indeed, if J
is a homogeneous ideal of P , we have
HFP/ J = HFP/LTτ ( J ). (3)
In the case of quotients of formal power series ring a similar approach is shown in [MPT]: the key
difference is that similar deﬁnitions require a monoid ordering which is not a term ordering. Since
this method is uncommon in local algebra, we recall the deﬁnitions and results we need according to
the notation of Robbiano and Kreuzer’s book [KR].
Consider R = k[[x1, . . . , xn]] and note that every f ∈ R can be written in a unique way as f =∑
α∈Nn cαxα where cα ∈ k and xα = xα11 · · · · · xαnn . The set {xα ∈ Tn | cα = 0} is called the support of f
and is denoted by supp( f ).
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on Tn deﬁned in the following way: for all t, t′ ∈ Tn , we have
t τ t′ if and only if deg(t) < deg(t′) or deg(t) = deg(t′) and t τ t′.
Deﬁnition 1.2. Given f = ∑α∈Nn cαxα ∈ R\{0} let xβ be the τ -maximum in supp( f ) (note that it
exists for the anti-degree-compatibility). The leading term and leading monomial of f are (according to
the notation in [KR])
LTτ ( f ) = xβ and LMτ ( f ) = cβxβ .
Let I be a non-zero ideal of R , the leading term ideal of I is the ideal in P
LTτ (I) =
({
LTτ ( f )
∣∣ f ∈ I, f = 0}).
Deﬁnition 1.3. A subset { f1, . . . , ft} of an ideal I ⊂ R is called a τ -enhanced standard basis of I if the
following equality holds in P : (
LTτ ( f1), . . . , LTτ ( ft)
)= LTτ (I). (4)
A ﬁnite set F ⊂ R is a τ -enhanced standard basis if it is a τ -enhanced standard basis of the ideal they
generate.
Dickson’s Lemma [KR, Corollary 1.3.6], assures the existence of an enhanced standard basis for all
non-zero ideals of R .
Even though the conditions (2) and (4) are essentially the same, we follow the choice of [MPT] and
use instead of Gröbner the term standard which was introduced by Hironaka and is more common in
the local case. However we add the term enhanced to differentiate these bases from usual standard
bases which only relate to the initial forms.
The condition (2) (resp. (4)) forces { f1, . . . , ft} to be a system of generators of J in P (resp. I
in R). The proof in the ﬁrst case rely on the fact that a term ordering is in particular a well ordering
(see [KR], Proposition 2.4.3(a)) whereas in the second case the central tool is the Hironaka division
Theorem in the formal power series ring [Bec, Proposition 2.1].
Example 1.4. Let τ be any term ordering on T. Then {x + x2} is a τ -enhanced standard basis of
I = (x) ⊆ R = k[[x]] and is a system of generators of I , indeed x + x2 = x(1 + x) with 1 + x invertible
in R .
If we were to deﬁne in the polynomial ring the analogue of enhanced standard bases, i.e. Gröbner
bases w.r.t. τ , then we would have that {x + x2} satisﬁes the deﬁnition for I = (x) ⊆ P = k[x], but is
not a system of generators.
We remark that for homogeneous ideals the τ -enhanced standard basis coincides with the usual
τ -Gröbner basis. More precisely, the following proposition shows the connection between τ -enhanced
standard bases of I and τ -Gröbner bases of I∗ (recall that if I is an ideal of R , then I∗ is the homo-
geneous ideal of P generated by the initial forms f ∗ of the non-zero elements f ∈ I). In particular is
shown the equivalence with the statement used by some authors as deﬁnition of enhanced standard
bases.
Proposition 1.5. Let τ be a term ordering on Tn and let { f1, . . . , fd} be a set of elements of the ideal I ⊆ R.
Then
1. LTτ (I) = LTτ (I∗),
2. { f1, . . . , fd} is an τ -enhanced standard basis of I if and only if { f ∗1 , . . . , f ∗d } is a τ -Gröbner basis of I∗ .
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ideal I of R. Then HFR/I = HFP/LTτ (I) = HFP/(LTτ ( f1),...,LTτ ( fd)) .
1.2. Lifting of syzygies
Again we follow the theory introduced by [MPT] using the method and the philosophy given
in [KR] (Section 2.3). This setting is quite important in our approach and, in particular, will be crucial
in order to obtain Theorem 1.11, an important part of our approach.
Deﬁnition 1.7. Let F = ( f1, . . . , fd) ∈ Rd with f i = 0 for all i.
Given p = (p1, . . . , pd) ∈ Rd \ {0} we deﬁne:
1. The (τ ,F)-degree of p: degτ ,F (p) = maxτ {LTτ (pi) · LTτ ( f i) | i ∈ {1, . . . ,d}, pi = 0}.
2. The (τ ,F)-leading form of p: LFτ ,F (p) = (m1, . . . ,md) where
mi =
{
LMτ (pi) if pi = 0 and LTτ (pi) · LTτ ( f i) = degτ ,F (p),
0 otherwise.
3. p is homogeneous of (τ ,F)-degree t ∈ Tn , if for each i we have pi = 0 or pi = citi where ci ∈ k,
ti ∈ Tn and ti · LTτ ( f i) = t .
4. A lifting of m ∈ Pd is any element p ∈ Rd such that LFτ ,F (p) =m.
We denote by LMτ (F) the d-uple (LMτ ( f1), . . . , LMτ ( fd)).
Remark 1.8. If p ∈ Syz(F) then we have LFτ ,F (p) ∈ Syz(LMτ (F)).
The following important result, well-known for Gröbner bases (see [KR], Theorem 2.4.1), has been
proved in [MPT], Theorem 3:
Theorem 1.9. Let F = ( f1, . . . , fd) ∈ Rd. Consider a homogeneous (according to Deﬁnition 1.7.3) system of
generators Σ of Syz(LMτ (F)). Then { f1, . . . , fd} is a τ -enhanced standard basis if and only if for all s ∈ Σ ,
there exists a lifting of s in Syz(F).
Theorem 1.10. Let I be an ideal of R, and { f1, . . . , fd} be a τ -enhanced standard basis of I . Let Σ =
{σ1, . . . , σt} be a homogeneous system of generators of Syz(LMτ (F)), where F = ( f1, . . . , fd) ∈ Rd. Then
Syz(F) is generated by {m1, . . . ,mt} where mi is a lifting of σi .
Proof. Notice that there exist m1, . . . ,mt ∈ Syz(F) lifting of σ1, . . . , σt by Theorem 1.9; in particular
〈m1, . . . ,mt〉 ⊆ Syz(F).
Vice versa, let m ∈ Syz(F), m = 0. By using a suitable generalization of the Hironaka’s division
Theorem to free modules over R (see for example [MPT] or [Ga]) we obtain the existence of an
element l ∈ Rd and of some elements gi ∈ R such that m− l =∑ gimi with the property that l = 0 or
LFτ ,F (l) ∈ 〈σ1, . . . , σt〉.
But l ∈ Syz(F), therefore by Remark 1.8 we have LFτ ,F (l) ∈ Syz(LMτ (F)) = 〈σ1, . . . , σt〉. Therefore
we must have l = 0, i.e. m ∈ 〈m1, . . . ,mt〉. 
1.3. Enhanced standard bases for determinantal ideals
By using the above approach we give necessary and suﬃcient conditions so that the maximal
minors (or pfaﬃans) of a matrix are an enhanced standard basis. The results extend the corresponding
results for standard bases (see [RV]).
Given M ∈ Mat(r+1)×r(R) we use the following notations:
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– Mi : the minor obtained from M by deleting the ith row, multiplied by (−1)i−1.
– M: the (r + 1)-uple (M1, . . . ,Mr+1) ∈ Rr+1.
– LFτ ,M(M): the matrix having LFτ ,M(mi) as ith column.
The following theorem will be important in proving Theorem 2.4, the main contribution of this
paper.
Theorem 1.11.With the previous notations, assume ht(M1, . . . ,Mr+1) = 2 and LMτ (Mi) = (LFτ ,M(M))i for
all i = 1, . . . , r + 1.
Then the following facts are equivalent:
1. {M1, . . . ,Mr+1} is a τ -enhanced standard basis of (M1, . . . ,Mr+1)R.
2. ht(LTτ (M1), . . . , LTτ (Mr+1)) = 2.
Proof. If {M1, . . . ,Mr+1} is an enhanced standard basis from Corollary 1.6 it follows that ht(M1, . . . ,
Mr+1) = ht(LTτ (M1), . . . , LTτ (Mr+1)) = 2.
Vice versa, since LMτ (Mi) = (LFτ ,M(M))i we have
ht
((
LFτ ,M(M)
)
1, . . . ,
(
LFτ ,M(M)
)
r+1
)= 2
and then the Eagon–Northcott complex associated to the matrix LFτ ,M(M) is exact. In particular we
have
Syz
((
LFτ ,M(M)
)
1, . . . ,
(
LFτ ,M(M)
)
r+1
)= 〈LFτ ,M(m1), . . . , LFτ ,M(mr)〉
Therefore, {LFτ ,M(m1), . . . , LFτ ,M(mr)} is a homogeneous system of generators of Syz(LMτ (M1), . . . ,
LMτ (Mr+1)) which has lifting {m1, . . . ,mr} ∈ Syz(M); then {M1, . . . ,Mr+1} is an enhanced standard
basis because of Theorem 1.9. 
Similar conditions hold for the pfaﬃans of a square matrix of odd order to be an enhanced stan-
dard basis for the Gorenstein ideal of height 3 they generate. This result is not used in this paper but
we state it for completeness since deﬁnitions and methods are similar to the case above.
Let m be an odd integer and let A be a skew-symmetric square matrix of order m with coeﬃcients
in R . For all i = 1, . . . ,m let Pi be the pfaﬃan of the matrix obtained from A by deleting the ith row
and the ith column and let P be the m-tuple (P1, . . . , Pm) ∈ Rm . We denote by LFτ ,P (A) the matrix
having LFτ ,P (ai) as ith column, where ai is the ith column of A.
If LFτ ,P (A) is still skew-symmetric, we can consider its pfaﬃans that we denote by P ′1, . . . , P ′m
and construct the following complex
P
′ : 0 −−−−→ R h′−−−−→ Rm g
′
−−−−→ Rm f
′
−−−−→ R π ′−−−−→ R/P ′(A) −−−−→ 0
1 −→ (P ′1, . . . , P ′m)
ei −→ LFτ ,P (ai)
i −→ P ′i
where P ′(A) is the ideal (P ′1, . . . , P ′m). Then we have:
Theorem 1.12. With the previous notations, assume LFτ ,P (A) skew-symmetric, ht(P1, . . . , Pm) = 3 and
LMτ (Pi) = P ′i for all i = 1, . . . ,m. Then the following facts are equivalent:
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2. ht(LTτ (P1), . . . , LTτ (Pr+1)) = 3.
Proof. The proof is exactly the same of the one of the previous theorem, but instead of using the
Eagon–Northcott complex, we can use that P′ is exact if and only if ht(P ′(A)) = 3. 
1.4. Generic initial ideal
We now extend the concept of generic initial ideal to the case of a local ring.
We recall (see for example [E], Theorem 15.18) that whenever we ﬁx a term ordering τ over Tn
and a homogeneous ideal J of P , there exist a nonempty Zariski open subset U J ⊆ GLn(k) and a
monomial ideal G J ⊆ P such that LTτ (φg( J )) = G J for all g ∈ U J where φg is the automorphism of P
deﬁned by φg(1) = 1 and φg(x j) =∑i=1,...,n gi jxi for all j = 1, . . . ,n. G J is called τ -generic initial ideal
of J and it is denoted by Ginτ ( J ). In accordance with (3) for all homogeneous ideals J ⊆ P we know
that HFP/ J = HFP/Ginτ ( J ) .
Given g ∈ GLn(k) we deﬁne the homomorphism Φg : R → R by
Φg
( ∑
α∈Nn
cαx
α
)
=
∑
α∈Nn
cαφg
(
xα
)
.
Remark 1.13. It is easy to show that for all ideals I ⊆ R and for all g ∈ GLn(k)
1. φg(I∗) = (Φg(I))∗ ,
2. HFR/I = HFP/LTτ (Φg (I)) = HFR/Φg (I) for any term ordering τ .
Theorem–Deﬁnition 1.14. Let τ be a term ordering over Tn and let I be an ideal of R. Then there exists a
nonempty Zariski open subset U I ⊆ GLn(k) such that LTτ (Φg(I)) = Ginτ (I∗) for all g ∈ U I . Then we deﬁne
the τ -generic initial ideal of I , denoted by Ginτ (I), to be Ginτ (I∗).
Proof. Since I∗ is a homogeneous ideal of P , we know that there exists a nonempty Zariski open
subset U I∗ ⊆ GLn(k) such that Ginτ (I∗) = LTτ (φg(I∗)) for all g ∈ U I∗ .
Let now U I = U I∗ and ﬁx a matrix g ∈ U I . From Remark 1.13.1 it follows that
Ginτ (I
∗) = LTτ
(
φg(I
∗)
)= LTτ ((Φg(I))∗)
On the other hand, by Proposition 1.5.1 we have LTτ ((Φg(I))∗) = LTτ (Φg(I)). 
Corollary 1.15. Let τ be a term ordering and I ⊆ R. Then HFR/I = HFP/Ginτ (I) .
2. Hilbert functions of Artinian local rings of codimension two
In this section our effective approach allows us to characterize the Hilbert functions of Artinian
rings of codimension two with given number of generators by using Theorem 1.11 and the information
coming from the good behaviour of Ginτ (I).
Let I ⊆ R = k[[x, y]] be an ideal such that R/I is Artinian. Denote by μ(I) =m the minimal number
of generators of I , then by Hilbert–Burch Theorem it is generated by the maximal minors of a m ×
(m − 1) matrix M .
In order to study the minimal number of generators of an ideal we recall this important result
linking this invariant to the syzygies of a system of generators.
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whose columns are a system of generators m1, . . . ,mt of Syz(F) where F = ( f0, . . . , fd) ∈ Rd+1 . Denote by
M the matrix having as entries the classes in R/(x1, . . . , xn) of corresponding entries of M. Then we have:
μ(I) = d + 1− rk(M).
Proof. Consider the following exact sequence of R-modules
F: Rt ψ−−−−→ Rd+1 φ−−−−→ I −−−−→ 0
ei −→ f i
εi −→ mi,
and by tensoring by R/(x1, . . . , xn) over R , the result follows by Nakayama’s Lemma. 
The next ingredient is the following lemma, close to statements of Briançon and Iarrobino, which
can be seen as an application of the theory developed in the previous section to the particular case
of the lex-segment ideal.
We recall that in codimension two all lex-segment ideals can be written as (xd, xd−1 yk1 , . . . , ykd )
with 0 = k0 < k1 < · · · < kd .
Lemma 2.2. Let τ be a term ordering on T2 and let { f0, . . . , fd} ⊆ R = k[[x, y]] be a τ -enhanced standard
basis. Set the tuple F = ( f0, . . . , fd) and assume that LMτ (F) is L or −L where L is the lex-segment tuple
(xd, xd−1 yk1 , . . . , ykd ) with 0 = k0 < k1 < · · · < kd. Then we have:
1. For i = 1, . . . ,d let σi = (0, . . . ,0︸ ︷︷ ︸
i−1
, yki−ki−1 ,−x,0, . . . ,0). Then Σ = {σ1, . . . , σd} is a homogeneous sys-
tem of generators of Syz(LMτ (F)). In particular, we have degτ ,F (σi) = degτ ,L(σi) = xd+1−i yki .
2. The following facts are equivalent:
(i) LFτ ,L(mi) = σi for every i = 1, . . . ,d,
(ii) mi = σi −
d∑
j=0
α jie j ∀i = 1, . . . ,d where α ji ∈ R, (5)
and
α ji = 0 or LTτ (α ji)xd− j yk j <τ xd+1−i yki ∀i, j. (6)
Proof. It is well known that σ1, . . . , σd are a system of generators of Syz(LMτ (F)). By Deﬁni-
tion 1.7.3 we can easily check that σi is homogeneous of degτ ,F (σi) = degτ ,L(σi) = xd+1−i yki for
all i = 1, . . . ,d.
Point 2 follows from Deﬁnition 1.7.2. 
It will be useful to remark that, by using the anti-degree-compatibility of τ , if one of the equivalent
conditions in 2 holds, then
α ji = 0 or deg
(
LTτ (α ji)
)+ d − j + k j  d + 1− i + ki ∀i, j. (7)
The following result was proved by Iarrobino in [I4] by using the device of the normal patterns.
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|HFR/I ( j) −HFR/I ( j − 1)| then
max
j>0
{
e j(I)
}+ 1μ(I) d + 1.
Proof. The inequality μ(I) d + 1 follows easily from Hilbert–Burch Theorem.
Since μ(I) = μ(Φg(I)) for all g ∈ GL2(k) and since HFR/I = HFR/Φg (I) for all g ∈ U I by Re-
mark 1.13.2, without loss of generality, we can prove the other inequality for Φg(I), with g ∈ U I .
For short we set e j = e j(Φg(I)) and we prove μ(Φg(I)) e j + 1 for all j > 0.
According to Corollary 1.15, we have e j = e j(Ginτ (I)) for all j > 0; on the other hand, having
char(k) = 0, for any term ordering τ , Ginτ (I) = Ginτ (I∗) is the lex-segment ideal L associated to
HFR/I . Therefore we can write
Ginτ (I) =
(
xd, xd−1 yk1 , . . . , ykd
)
where 0 = k0 < k1 < k2 < · · · < kd (recall that d is the initial degree of I and therefore of Φg(I)).
Hence e j is exactly the number of generators of L having degree j if j > d and this number
decreased by one if j = d.
Let us get down to μ(Φg(I)). Let { f0, . . . , fd} be an enhanced standard basis of Φg(I) with f i
monic so that the assumption of Lemma 2.2 is satisﬁed. Using the same notation, we know that
σ1, . . . , σd is a system of generators of Syz(LMτ (F)) = Syz(L). Let m1, . . . ,md be generators of
Syz(F) (which exist by Theorem 1.9 and Theorem 1.10) such that LFτ ,F (mi) = σi for all i = 1, . . . ,d
(or, equally, satisfying (5) and (6)).
Let now M be the (d + 1) × d matrix having mi as ith column and let M be the matrix having as
entries the classes in R/(x, y)R of the corresponding entries of M; then by Lemma 2.1
μ
(
Φg(I)
)= d + 1− rk(M).
The result is now equivalent to proving 0 rk(M)  d − max j>0{e j}. In particular we have to prove
that for all j > 0 we have
rk(M) d − e j . (8)
In order to do that, we ﬁrst observe that M has the following almost triangular shape:
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · · · · 0
0 0 · · · · · · 0
0
0
N(d−1)×(d−1)
0
0
0
.
.
.
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(d+1)×d
where N is a lower triangular matrix.
Indeed, since 0 = k0 < k1 < k2 < · · · < kd , we get d− j+k j < 1+d− i+ki if j = 0 or 1 j  i  d;
therefore for such integers, should LTτ (α ji) = 0 mod (x, y), we would have deg(LTτ (α ji))+d− j+k j <
1 + d − i + ki , which is absurd because of (7). Therefore (8) is satisﬁed for all j such that e j = 0 or
e j = 1.
Assume now e j > 1 for some j. Since e j = 1 for j < d, we have j  d; moreover there exist exactly
e j elements in L having degree j if j > d, ed + 1 if j = d. In any case, there exists i0  1 such that
deg(LTτ ( f i0)) = deg(LTτ ( f i0+1)) = . . . = deg(LTτ ( f i0+e j−1)) = j.
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of order (e j − 1) × (e j − 1) of N centred on its principal diagonal,
⎛
⎜⎜⎜⎜⎜⎜⎝
αi0+1,i0 0 . . . . . . 0
αi0+2,i0 αi0+2,i0+1 0 . . . . . .
.
.
.
.
.
.
.
.
. . . . . . .
.
.
.
.
.
.
.
.
. . . . . . .
αi0+e j−1,i0 αi0+e j−1,i0+1 . . . . . . αi0+e j−1,i0+e j−2
⎞
⎟⎟⎟⎟⎟⎟⎠
all the entries are zero. Hence we have:
rk(M) = rk(N) d − 1− (e j − 1) = d − e j
as we wanted to show. 
Notice that, using the notation of the previous theorem, the upper bound d + 1 coincides with∑
jd e j(I) + 1.
We are coming now to the main contribution of this paper: a constructive proof of the “vice versa”
of the previous theorem which allows us to characterize the Hilbert functions of local Artinian level
rings in codimension two.
Iarrobino has stated a result characterizing the Hilbert functions consistent with speciﬁed orders
of generators [I3, Theorem A.1.B in Appendix]; as justiﬁcation he refers to the proof of Theorem 4.3
of [I4], but does not give further details.
Theorem 2.4. Let h be a numerical function admissible for an Artinian graded standard k-algebra of codimen-
sion two, i.e. h = (1,2, . . . ,d,hd, . . . ,hs) with d = hd−1  hd  hd+1  · · · hs  1, and let e j = h j−1 − h j
for all j  d. Then, for every integer m such that
max
jd
{e j} + 1m d + 1
there exists an ideal I ⊆ R = k[[x, y]] such that HFR/I = h and μ(I) =m.
Proof. Let L = (xd, xd−1 yk1 , . . . , ykd ) be the lex-segment ideal associated to h, let L = (xd, xd−1 yk1 ,
. . . , ykd ) ∈ Pd+1 and ﬁx τ = DegLex.
Consider the matrix S having σ1, . . . , σd (as deﬁned in Lemma 2.2) as columns. Starting from S we
are going to construct for every allowed m a matrix M(m) ∈ Mat(d+1)×d(R) whose ideal of maximal
minors (denoted by Id(M(m))) has the desired properties.
Let M(d + 1) = S . Then Id(S) is the ideal L, and we have HFR/L = h and μ(L) = d + 1.
Let p = max jd{e j}. For every p + 1m d we deﬁne
M(m) = S + (α ji) j=0,...,d
i=1,...,d
where
α ji =
{
1 if ( j, i) ∈ {(p + 1,1), (p + 2,2), . . . , (p + d + 1−m,d + 1−m)},
0 otherwise.
First of all we remark that our result is proved if we show that M(m) satisﬁes the following assump-
tions (with the notation of Theorem 1.11):
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• for all i = 1, . . . ,d + 1 we have
LMτ (M(m)i) =
{
xd+1−i yki−1 if d is even,
−xd+1−i yki−1 if d is odd.
(Notice that, by Deﬁnition 1.7 together with the second assumption, it follows that LFτ ,L(M(m)) =
LFτ ,M(M(m)).)
Indeed, in this case, by Theorem 1.11 {M(m)1, . . . ,M(m)d+1} is an enhanced standard basis, then
we have
HFR/Id(M(m)) = HFP/(LTτ (M(m)1),...,LTτ (M(m)d+1)) = HFP/L = h
on the other hand, by Theorem 1.10 Syz(M(m)1, . . . ,M(m)d+1) is generated by columns of M(m)
hence, by Lemma 2.1, we have
μ
(
Id
(
M(m)
))= d + 1− rk(M(m))= d + 1− (d + 1−m) =m.
So let us ﬁx m and ﬁrst prove that M(m) satisﬁes LFτ ,L(M(m)) = S .
By Lemma 2.2, it is equivalent to prove (6); therefore, by deﬁnition of M(m), it suﬃces to prove
xd−p−l ykp+l <τ xd+1−l ykl for all l = 1, . . . ,d − p and this in turn is equivalent, because of our choice
of τ , to prove
kp+l − kl  p + 1 for all 1 l d − p. (9)
Since 0 = k0 < k1 < · · · < kd , we have kl+p − kl  p for all l  0 and the equality holds if and only if
the corresponding terms in the lex-segment L have the same degree.
To conclude, it suﬃces to observe that, by deﬁnition of p, in L we cannot have more than p terms
having the same degree if this last is different from d (that is the case because l 1).
There is left to show
LMτ (Mi) =
{
xd+1−i yki−1 if d is even,
−xd+1−i yki−1 if d is odd for all i = 1, . . . ,d + 1.
In order to do that, we observe that, by its deﬁnition, M(m)i is the determinant, multiplied by
(−1)i−1, of a matrix like (
A 0
B C
)
where A is a square lower triangular matrix having yk1 , yk2−k1 , . . . , yki−1−ki−2 on the principal diago-
nal, whereas C is a square matrix of order d − i + 1 having the following shape:
C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−x y• 0 . . . . . . . . . . . . 0
0 −x y• 0 . . . . . . . . . 0
.
.
.
. . .
. . .
. . .
. . . . . . . . . . . .
0
.
.
.
. . .
. . .
. . .
. . . . . . . . .
∗ . . . ... . . . . . . . . . . . . . . .
0 ∗ . . . ... . . . . . . . . . 0
.
.
.
. . . ∗ . . . ... . . . . . . y•
0 . . . 0 ∗ 0 . . . 0 −x
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where ∗ is eventually 1. Hence M(m)i = (−1)i−1|A||C | = (−1)i−1 yki−1 |C |.
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to the chosen τ , among all the possible paths of length d − i + 1 in the matrix, is (−1)d−i+1xd−i+1,
and that this monomial occurs only as the product of the elements on the main diagonal.
If t = xd−i+1 is a non-zero term corresponding to a path in C , then it “contains” at least a 1;
for each 1 we are forced to replace p + 1 x’s of the main path with the overhanging monomials
yk j+1−k j , . . . , yk j+p−k j+p−1 for a suitable index 1  j  d − p. This product has degree ∑pi=1 k j+i −
k j+i−1 = k j+p − k j and k j+p − k j  p + 1 by (9); this last condition implies that xd−i+1 is bigger than
t with respect to τ = DegLex, as we wanted to prove. 
Using Theorem 2.3 and Theorem 2.4 we obtain
Corollary 2.5. Let h = (1,2, . . . ,d,hd, . . . ,hs) be a numerical function satisfying d = hd−1  hd  hd+1 
· · · hs  1, let p = max{h j−1 −h j | j  d} and let m be a positive integer. The following facts are equivalent:
1. there exists an ideal I ⊆ R = k[[x, y]] such that HFR/I = h and μ(I) =m,
2. p + 1m d + 1.
Now we state the characterization of the Hilbert functions for local Artinian level rings of codi-
mension two.
Theorem 2.6. Let h = (1,2, . . . ,d,hd, . . . ,hs) be a numerical function satisfying d = hd−1  hd  hd+1 
· · · hs  1, let p = max{h j−1 −h j | j  d} and let t be a positive integer. The following facts are equivalent:
1. there exists an ideal I ⊆ k[[x, y]] = R such that HFR/I = h and R/I is Artinian s-level of type t,
2. p = t = hs  d.
Proof. If I ⊆ k[[x, y]] = R is an ideal such that HFR/I = h and R/I is Artinian s-level of type t , because
t = μ(I) − 1 and by Corollary 2.5 we have
p  t  d.
Since p  hs − hs+1 = hs = t we get p = t = hs .
Conversely, if p = t = hs  d, by applying Corollary 2.5 with m = t + 1 = p + 1 d + 1, we realize
an ideal I ⊆ k[[x, y]] = R such that HFR/I = h and μ(I) = t + 1. We recall that by the structure of the
perfect ideals of height two we have μ(I) = dimk(0 :R/I m) + 1, where m is the maximal ideal of R/I .
Moreover ms ⊆ 0 :R/I m and dimk(ms) = hs = t , hence ms = 0 :R/I m. It follows that R/I is Artinian
s-level of type t . 
Remark 2.7. Note that applying Theorem 2.6 to the case t = 1 we obtain the result proved by Briançon
[Br, Remarque III.3.5] and Iarrobino [I5, Theorem 2.2A], which characterizes the Hilbert functions for
Artinian Gorenstein local rings of codimension two.
Example 2.8. This example shows that the proof of Theorem 2.4 gives an effective method. We realize
here an ideal I ⊆ R = k[[x, y]] such that R/I Gorenstein and HFR/I = h, where h = (1,2,1, . . . ,1︸ ︷︷ ︸
s−1
).
The existence of I with μ(I) = 2 is guaranteed by Remark 2.7, because p = 1. We ﬁx s > 1 and
according to the proof of Theorem 2.4, we consider the lex-segment ideal L = (x2, xy, ys+1) corre-
sponding to h.
Hence, σ1 = (y,−x,0) and σ2 = (0, ys,−x).
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M =
( y 0
−x ys
1 −x
)
,
i.e. I2(M) = (ys+1, xy, x2 − ys) = (xy, x2 − ys).
We have HFR/I2(M) = h and μ(I2(M)) = d + 1− rk(M) = 2+ 1− 1 = 2.
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