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Abstract—Video on-demand streaming from Internet-
based servers is becoming one of the most important
services offered by wireless networks today. In order to
improve the area spectral efficiency of video transmission
in cellular systems, small cells heterogeneous architectures
(e.g., femtocells, WiFi off-loading) are being proposed,
such that video traffic to nomadic users can be handled
by short-range links to the nearest small cell access points
(referred to as “helpers”). As the helper deployment
density increases, the backhaul capacity becomes the
system bottleneck. In order to alleviate such bottleneck we
propose a system where helpers with low-rate backhaul
but high storage capacity cache popular video files. Files
not available from helpers are transmitted by the cellular
base station. We analyze the optimum way of assigning
files to the helpers, in order to minimize the expected
downloading time for files. We distinguish between the
uncoded case (where only complete files are stored) and
the coded case, where segments of Fountain-encoded
versions of the video files are stored at helpers. We show
that the uncoded optimum file assignment is NP-hard,
and develop a greedy strategy that is provably within a
factor 2 of the optimum. Further, for a special case we
provide an efficient algorithm achieving a provably better
approximation ratio of 1 − (1− 1/d)d, where d is the
maximum number of helpers a user can be connected to.
We also show that the coded optimum cache assignment
problem is convex that can be further reduced to a linear
program. We present numerical results comparing the
proposed schemes.
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I. INTRODUCTION
Streaming of video on-demand files is the main reason
for the dramatic growth of data traffic over cellular
networks – an increase of two orders of magnitude
compared to current volume is expected in the next
five years [1]. It is widely acknowledged that conven-
tional current (3G) and near-future (4G-LTE) macro-
cell architecture will not be able to support such traffic
increase, even after allocating new cellular spectrum.1
In order to tackle such cellular spectrum crunch, the
most promising approach to achieve the system area
spectral efficiency consists of shrinking the cell size
and essentially bringing the content closer to the users,
by deploying small base stations that achieve localized
communication and enable high-density spatial reuse of
communication resources [3]. Such pico- and femto-cell
networks, which are usually combined with macrocells
into a heterogeneous network, are receiving a lot of atten-
tion in the recent literature, (e.g., see [4] and references
therein). A drawback of this approach, though, is the
requirement for high-speed backhaul to connect the small
cell access points to the core network [4]. In particular,
current research trends consider scenarios where the
density of small cell access points will be comparable
to the user density [5] [6] [7]. In this regime, deploying
high-speed fiber backhaul will be too expensive, and
other technologies such as reusing existing copper (e.g.,
DSL) or using millimeter-wave wireless is envisaged. 2
1Following a 2010 presidential memorandum in the USA, the
government body that regulates wireless frequency bands is releasing
500 MHz of additional bandwidth to wireless networks [2]. This
corresponds to approximately doubling the current allocation. Since
capacity grows linearly with bandwidth, this yields at most a factor of
2 increase in the total system capacity while insisting on the current
conventional technology.
2This paper was presented in part at INFOCOM 2012 and ICC
2012.
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2This paper is motivated by a novel architecture that we
have developed in the framework of a wide university-
industry collaborative project [8], [9] and articulated in
a number of papers covering various aspects of our pro-
posal [10]–[15]. As summarized in [16], the main idea of
this architecture, nicknamed FemtoCaching, consists of
replacing backhaul capacity with storage capacity at the
small cell access points. Using caching at the wireless
edge, highly predictable bulky traffic (such as video on-
demand) can be efficiently handled. In this way, the
backhaul is used only to refresh the caches at the rate at
which the users’ demand distribution evolves over time,
which is a much slower process than the time scale at
which the users place their requests for video streaming.
For example, special nodes with a large storage capacity
and only wireless connectivity (no wired backhaul at
all) can be deployed in a cell and refreshed by the
serving cellular base station at off-peak times. These
nodes, henceforth referred to as helpers, form a wireless
distributed caching infrastructure.3
While the overall system design and optimization is a
complex problem that would go well beyond the scope
of this paper, involving research issues at multiple layers,
such as the physical layer of a small cell tier architec-
ture (see [4] and references therein)), or the scheduling
protocols for video streaming over wireless networks
(e.g., see [15], [18], [19]), here we focus on a particular
key system aspect: the content placement problem, i.e.,
which files should be cached by which helpers, given
a certain network topology (helpers-users connectivity)
and file popularity distribution. In particular, we wish
to minimize the expected total file downloading delay
(averaged over the users’ random demands) over the
cache content placement. We consider two variants of
the content placement problem. In the first case, referred
to as the uncoded content placement problem, only com-
plete files are stored in the helpers caches. In the second
case, we allow intra-session coding. For simplicity, we
assume ideal MDS rateless codes,4 which can be closely
approached in practice by Raptor codes [20]. In this case,
the individual identity of the bits that make up a file is not
relevant and what matters is how many parity symbols
of a given file are retrieved from the helpers within the
reach of each user.
3Although on-demand video streaming over the wired Internet
is already handled by Content Delivery Networks CDNs [17], we
would like to stress the fact that such networks are formed by caching
nodes in the core network, and therefore do not alleviate the backhaul
problem to the wireless access points.
4An MDS rateless code generates an arbitrarily long sequence
of parity symbols from an information packet of fixed size of B bits,
such that if the decoder obtains any B parity symbols, it can recover
the original B information bits.
In both cases, our goal is to optimize the caches
allocation assuming that the users’ demand distribution
(file popularity) and the network connectivity graph are
known. As said before, the file popularity distribution
evolves at a time scale much slower than the time
scale of streaming and it can be learned accurately
by monitoring the user activity. Therefore, assuming
perfect knowledge is justified, at least for the sake of the
simplified model treated in this paper. The assumption of
perfect centralized knowledge of the network topology
is more critical, since this changes at the time scale of
user movements across the network of helper stations,
which is typically much denser than a standard cellular
network. Optimizing the content placement for each
given network topology provides therefore an upper
bound on the performance of any adaptive system that
tries to track the user mobility. Furthermore, in Section
I-B we show through Monte Carlo simulation that,
for a sufficiently dense network with users randomly
moving across the helper stations, user mobility does
not significantly degrade the performance of our system.
We also offer a non-rigorous intuitive explanation of this
behavior.
A. Prior Work
The idea of using caching to support mobility in
networks has been explored in [21]–[24]. The main
underlying theme behind this body of work is to use
caching at wireless access points to enable mobility
in publish/subscribe networks. In other words, when
a user moves from one location to another the delay
experienced by the user during “hand-off” between two
access points can be minimized if the data is cached at
the access points when the user connects to it. Different
procedures for caching have been analyzed with the
aim to support mobility. For more references, we refer
the reader to references in [24]. In another line of
work, [25], [26], cache placement problems have been
considered for the content distribution networks which
form a distributed caching infrastructure on the wired
network. There is a substantial amount of prior work on
caching algorithms for web and video content (e.g., [27]–
[29] and references therein). These prior works focus
on wired networks, do not rely on content popularity
statistics and do not have the wireless topology aspects
that are central in our formulation.
Coded caching, posed as an index coding problem,
has been studied in [30], [31] where a single base
station is the only transmitter, the users cache content
individually and user demands are arbitrary. Scaling laws
of wireless networks with caching was recently explored
3in [32]. Further, [33] focuses on asymptotic scaling
laws for joint content replication and delivery in ad-
hoc wireless networks with multi-hop relaying, although
this paper does not aim at the optimal solution of the
cache placement problem, but at obtaining scaling laws
for large networks.
B. Contributions
The contributions of this work are as follows:
• Uncoded FemtoCaching: The uncoded distributed
caching problem is a special covering problem that
involves placing files in helpers to minimize the
total average delay of all users. We show that
finding the optimum placement of files is NP-
complete. Further, we express the problem as a
maximization of a submodular function subject to
matroid constraints [34], and describe approxima-
tion algorithms using connections to matroids and
covering problems. In particular, we provide a low-
complexity greedy algorithm with 1/2 approxima-
tion guarantee. Further, we exhibit another algo-
rithm for a special case, which involves solving a
Linear Program (LP) with an additional rounding
step, that provides 1 − (1 − 1/d)d approximation
to the placement problem where d is the maximum
number of helpers connected to a user.
• Coded FemtoCaching: The coded distributed
caching problem is a convex program and, not sur-
prisingly, can be obtained as the convex relaxation
of the uncoded problem. Furthermore, it can be
reduced to a linear program (LP) by introducing
appropriate auxiliary variables.
• Numerical results: We present numerical results
regarding the performance of the coded and the
uncoded caching schemes under idealistic scenarios
with topology and link rates inspired by a typical
WLAN (WiFi) campus network and a cellular LTE
base station [3].
II. DISTRIBUTED CACHING PLACEMENT MODEL AND
ASSUMPTIONS
We consider a region where some wireless User
Terminals (UTs) place random requests to download
files of a finite library from a set of dedicated content
distribution nodes (helpers). The helpers have a limited
cache size and limited transmission range, imposing
topology constraints both on the content placement bi-
partite graph (involving files and helpers) and on the
network connectivity bipartite graph involving helpers
and UTs). We also assume the presence of a cellular
base station (BS) which contains the whole library and
can serve all the UTs in the system. Fig. 1 illustrates
qualitatively the system layout. The key point is that
if there is enough content reuse, i.e., many users are
requesting the same file, caching can replace backhaul
communication. Notice that requests here are completely
asynchronous, i.e., the time difference between requests
to the same file from different users is arbitrary and
generally much larger than the duration of the video
playback. In contrast, the downloading time should be
comparable to the duration of the video playback. Hence,
a user can start watching the video after some (short)
time for buffering, while download goes on. This as-
sumption is consistent with video on-demand streaming,
and prevents direct exploitation of the wireless broadcast
medium by overhearing transmissions. In this respect,
video on-demand streaming is very different from live
streaming, where many users wish to get the same
content at the same time.
Fig. 1. An example of the single-cell layout. UTs are randomly
distributed, while helpers can be deterministically placed in the
coverage region.
The content placement problem treated in this work
can be formulated as follows: for a given file popularity
distribution, helper storage capacity and network topol-
ogy, how should the files be placed in the helper caches
such that the average sum downloading delay of all users
is minimized?
Since users experience shorter delay when they are
served locally from helpers in their neighborhoods, min-
imizing the average delay for a given user is equivalent to
maximizing the probability of finding the desired content
in the neighboring helpers. The solution is trivial when
there are few helpers in the cell, i.e. when each UT
can connect only to a single helper. In this case, each
helper should cache the most popular files. However, if
the helper deployment is dense enough, UTs will be able
to communicate with several such helpers and each sees
a distributed cache given by the union of the helpers’
caches. In this situation, the question on how to best
assign files to different helpers becomes a much more
4complicated and interesting issue, because each UT sees
a different, but correlated, distributed cache.
We define the set of helpers H of size H + 1 (where
the additional helper is the BS), the set of U of size
U and a library F comprising F files. The wireless
network is defined by a bipartite graph G = (H,U , E)
(see example in Fig. 2) where edges (h, u) ∈ E denote
that a communication link exists from helper h to user
u. We let U(h) ⊆ U and H(u) ⊆ H denote the sets
of neighbors of helper h and user u, respectively. We
assume that all users in the system can download from
the BS, which is conventionally identified with helper
h = 0. Hence, we have U(0) = U . The communication
links {(h, u) : h ∈ H(u)} are characterized by different
rates. In particular, we define the (H + 1)×U matrix Ω
with elements ωh,u indicating the average downloading
time per information bit for link (h, u) ∈ E .5
We assume ω0,u ≥ ωh,u for all (h, u) ∈ E (i.e., for all
UTs, the delay for downloading from the BS is larger
than the delay from any other helper), and without loss
of generality we set ωh,u equal to an arbitrarily large
constant ω∞  maxu ω0,u, for all (h, u) /∈ E (i.e.,
non-existing links can be regarded as links for which
downloading one bit of information takes an arbitrarily
large amount of time). Without loss of fundamental
generality, we assume that the files in the library F have
the same size of B bits. This assumption is mainly used
for notational convenience, and could be easily lifted by
considering a finer packetization, and breaking longer
files into blocks of the same length. A probability mass
function {Pf : f = 1, . . . , F} is defined on F , and we
assume that users make independent requests to the files
f ∈ F with probability Pf .
III. UNCODED CONTENT PLACEMENT
An uncoded cache placement is represented by a bi-
partite graph G˜ = (F ,H, E˜) such that an edge (f, h) ∈ E˜
indicates that a copy of file f is contained in the cache of
helper h. We let X denote the F ×H adjacency matrix
of G˜, such that xf,h = 1 if (f, h) ∈ E˜ and 0 otherwise.
By the cache size constraint, we have that the column
weight of X is at most M .
5Here, “average downloading time” indicates expectation with
respect to small-scale effects in the networks, such as frequency
and time selective fading, and collisions with other transmissions
due to some specific MAC layer resource sharing protocol. A major
simplifying assumption of our model, supported by theoretical results
and experimental evidence [35], [36], is that in current technology
wireless networks, under proportional fair resource allocation, the
average rate of a link depends essentially on the relative position
between transmitter and receiver, while the effect of the other nodes
in the network produces a “typical” impairment that does not depend
on the specific link, and therefore operates symmetrically on all links.
Fig. 2. Example of a connectivity bipartite graph indicating how
UTs are connected to helpers.
Consider a user u and its helper neighborhood H(u).
We sort the link delays ωh,u in increasing order such
that (j)u denotes the helper index with the j-th smallest
delay to user u. By assumption, we have (|H(u)|)u = 0
(the BS has the highest delay among all h ∈ H(u) and
therefore it is sorted in |H(u)|-th position by the helper
sorting function (·)u) and for all j > |H(u)| we have
ω(j)u,u = ω∞.
6 With this notation, the average delay
per information bit for user u can be written as: 7
D¯u =
|H(u)|−1∑
j=1
ω(j)u,u
F∑
f=1
[
j−1∏
i=1
(1− xf,(i)u)
]
xf,(j)uPf
+ ω0,u
F∑
f=1
|H(u)|−1∏
i=1
(1− xf,(i)u)
Pf . (1)
In order to see this, notice that[∏j−1
i=1 (1− xf,(i)u)
]
xf,(j)u is the indicator function
(defined over the set of feasible placement matrices X)
for the condition that file f is in the cache of the helper
(j)u (the j-th lowest delay helper for user u), and it
is not in any of the helpers with lower delay (i)u, for
i = 1, . . . , j − 1. Also,
[∏|H(u)|−1
i=1 (1− xf,(i)u)
]
is the
indicator function for the condition that file f is not
found in the neighborhood H(u)\{0} of user u.
The minimization of the sum (over the users) aver-
age per-bit downloading delay can be expressed as the
following integer programming problem:
maximize
U∑
u=1
(
ω0,u − D¯u
)
subject to
F∑
f=1
xf,h ≤M, ∀ h,
X ∈ {0, 1}F×H . (2)
6By construction, the links ((j)u, u) with j > |H(u)| do not
exist in E .
7We use the convention that the result of
∏b
i=a is 1 when b < a,
and that the result of
∑b
i=a is zero when b < a.
5In the following, we will show that problem (2) is NP-
complete. Then, we formulate the problem as maximiza-
tion of a monotone submodular function over matroid
constraints. This structure allows us to use a greedy
strategy for placement which provably achieves at least
1
2 of the optimum value, uniformly over all instances
of the problem. Moreover, for a special class of this
problem, we present an algorithm that gives even a better
performance guarantee.
A. Computational intractability
To show that the optimization problem in (2) is NP-
complete, we consider a special case of the problem
where ωh,u = ω1 ≥ 0 for all (h, u) ∈ E with h 6= 0, and
ω0,u > ω1 for all u. In this case, letting ω˜u = ω0,u−ω1,
(2) becomes:
maximize
F∑
f=1
Pf
U∑
u=1
ω˜u
1− ∏
h∈H(u):h6=0
(1− xf,h)

subject to
F∑
f=1
xf,h ≤M, ∀ h,
X ∈ {0, 1}F×H (3)
where
[
1−∏h∈H(u):h6=0(1− xf,h)] is the indicator
function (over the set of feasible X) of the condition
f ∈ Au, and Au is the union of the helpers’ caches
in the neighborhood of user u, excluding the BS. The
above objective function can be interpreted as the sum
of values seen by each user. The value of each user u
is equal to ω˜u
∑
f∈Au Pf , which is proportional to the
probability of finding a file in the union of the helpers’
caches, multiplied by the incremental delay to download
such files from the BS rather than from the helpers. Our
goal here is to maximize the sum of values seen by all
users. To prove that the problem is NP-hard, we consider
its corresponding decision problem, referred to as the
Helper Decision Problem.
Problem 1: (Helper Decision Problem) Given the net-
work connectivity graph G = (U ,H, E), the library of
files F , the popularity distribution P = {Pf}, the set
of positive real numbers Ω = {ω˜u : u ∈ U} and a real
number Q ≥ 0, determine if there exists a feasible cache
placement X with cache size constraint M such that
U∑
u=1
ω˜u
∑
f∈Au
Pf ≥ Q. (4)
Let the problem instance be denoted by
HLP(G,F ,P,Ω,M,Q). ♦
It is easy to see that the helper decision problem is
in the class NP. To show NP-hardness, we will use a
reduction from the following NP-complete problem.
Problem 2: (2-Disjoint Set Cover Problem) Consider
a bipartite graph G = (A,B,E) with edges E between
two disjoint vertex sets A and B. For b ∈ B, define the
neighborhood of b as N (b) ⊆ A. Clearly, A = ⋃
b∈B
N (b).
Do there exist two disjoint sets B1, B2 ⊂ B such that
|B1|+ |B2| = |B| and A =
⋃
b∈B1
N (b) = ⋃
b∈B2
N (b)? Let
the problem instance be denoted by 2DSC(G). ♦
It is known that the 2-disjoint set cover problem is
NP-complete [37]. We show in the following lemma
that given a unit time oracle for the helper decision
problem, we can solve the 2-disjoint set cover problem in
polynomial time (a polynomial time reduction is denoted
by ≤L).
Lemma 1: 2-Disjoint Set Cover Problem ≤L Helper
Decision Problem.
Proof: Consider an oracle that can solve any in-
stance HLP(G,F , P,Ω,M,Q) in unit time. Then solv-
ing an instance of 2DSC(G) is equivalent to solving
HLP(G,F ,P,Ω,M,Q) for G = G, F = {1, 2},
P =
(
1
1+ ,

1+
)
, Ω = {1, 1, . . . , 1}, M = 1 and
Q = U = |U|.
In order to see this, notice that for any user u we
have that Au can be ∅, {1}, {2}, {1, 2}. Notice also that
the value of any user u is
∑
f∈Au Pf ≤ 1 and it
is exactly equal to 1 only if Au = {1, 2}. However,
since the cache constraint for all helpers is equal to 1,
any helper can cache either file 1 or file 2 or none. It
follows that in order to have the objective function value
equal to U the value of all users must be equal to 1,
i.e., Au = {1, 2} for all u, which implies that each
user u has at least one neighboring helper containing
file 1 and another neighboring helper containing file 2.
Letting B1 and B2 denote the (disjoint) sets of helpers
containing file 1 and file 2, respectively, we conclude
that determining whether the objective function (4) is
equal to U is equivalent to determining the existence of
B1 and B2 forming a 2-disjoint cover (see Fig. 3).
B. Computationally efficient approximations
In this section, we show that Problem 2 can be
formulated as the maximization of a submodular function
subject to matroid constraints. This structure can be
exploited to devise computationally efficient algorithms
for Problem 2 with provable approximation gaps. The
definitions of matroids and submodular functions are
reviewed in Appendix A. First, we define the following
6Fig. 3. Figure illustrating the reduction from 2-Disjoint Set Cover
Problem.
ground set:
S = {s11, s12, . . . , s1F , . . . , sH1 , sH2 , . . . , sHF }, (5)
where shf is an abstract element denoting the placement
of file f into the cache of helper h. The ground set can
be partitioned into H disjoint subsets, S1, . . . , SH , where
Sh = {sh1 , sh2 , . . . , shF } is the set of all files that might
be placed in the cache of helper h.
Lemma 2: The constraints in (2) can be written as a
partition matroid on the ground set S defined in (5).
Proof: In (2), a cache placement is expressed by the
adjacency matrix X. We define the corresponding cache
placement set X ⊆ S such that shf ∈ X if and only if
xf,h = 1. Notice that the non-zero elements of the h-
th column of X correspond to the elements in X ∩ Sh.
Hence, the constraints on the cache capacity of helpers
can be expressed as X ⊆ I, where
I = {X ⊆ S : |X ∩ Sh| ≤M, ∀ h = 1, . . . ,H}. (6)
Comparing I in (6) and the definition of the parti-
tion matroid in (20), we can see that our constraints
form a partition matroid with l = H and ki = M ,
for i = 1, ...,H . The partition matroid is denoted by
M = (S, I).
Notice that the set {xf,h : f ∈ F} can be considered
as the Boolean representation of Xh = X ∩ Sh, in the
sense that xf,h = 1 if shf ∈ Xh and xf,h = 0 otherwise.
We have:
Lemma 3: The objective function in Problem (2) is a
monotone submodular function.
Proof: Monotonicity is obvious since any new
placement of a file cannot decrease the value of the
objective function. In order to show submodularity, we
observe that since the sum of submodular functions is
submodular, it is enough to prove that for a user u the
set function Gu(X) , ω0,u − D¯u is submodular. We
show that the marginal value of adding a new file to an
arbitrary helper h ∈ H(u) decreases as the placement set
X becomes larger. The marginal value of adding a new
element to a placement set X is the amount of increase
in Gu(X) due to the addition.
Let’s consider two placement sets X and X ′ where
X ⊂ X ′ ⊂ S. For some 1 ≤ i ≤ |H(u)| − 1, consider
adding the element s(i)uf ∈ S\X ′ to both placement sets.
This corresponds to adding file f in the cache of helper
(i)u, where such file is not placed anywhere neither in
placement X nor in placement X ′. We distinguish the
following cases.
1) According to placement X ′, user u gets file f from
helper (j′)u with j′ < i, i.e., s
(j′)u
f ∈ X ′. In this case, it
is immediate to see that Gu(X ′∪{s(i)uf })−Gu(X ′) = 0
(the marginal value is zero). According to placement X ,
user u gets file f from some helper (j)u with j ≥ j′. If
j < i, again the marginal value will be zero. However,
when j > i, the marginal value is given by Gu(X ∪
{s(i)uf })−Gu(X) = Pf (ω(j)u,u − ω(i)u,u) > 0.
2) According to placement X ′, user u gets file f
through helper (j′)u with j′ > i. Hence, the marginal
value is given by Gu(X ′ ∪ {s(i)uf }) − Gu(X ′) =
Pf (ω(j′)u,u−ω(i)u,u). Since in the placement set X , user
u downloads the file from helper (j)u with j ≥ j′, the
resulting marginal value is Gu(X ∪{s(i)uf })−Gu(X) =
Pf (ω(j)u,u − ω(i)u,u). The difference of marginal values
is given by:
Gu(X ∪ {s(i)uf })−Gu(X)−
(
Gu(X
′ ∪ {s(i)uf })
−Gu(X ′)
)
= Pf (ω(j)u,u − ω(j′)u,u) ≥ 0.
Hence, the lemma is proved.
A common way to maximize a monotonically non-
decreasing submodular function subject to a matroid con-
straint consists of a greedy algorithm that starts with an
empty set and at each step it adds one element with the
highest marginal value to the set while maintaining the
feasibility of the solution. Since the objective function is
submodular, the marginal value of elements decreases as
we add more elements to the placement set X . Thus, if
at one iteration, the largest marginal value is zero, then
the algorithm should stop. For our case, there would be
MH iterations till all the caches are filled. Each iteration
would involve, evaluating marginal value of at most FH
elements. Each evaluation takes O(U) time. Hence the
running time would be O(F 2H2U). Classical results
on approximation of such maximization problems [38]
establish that the greedy algorithm achieves an objective
function value within a factor 12 of the optimum.
For maximization of a general monotone submodular
function subject to matroid constraints, a randomized
algorithm which gives a (1 − 1/e)-approximation has
been proposed in [39]. This algorithm consists of two
7parts. In the first part, the combinatorial integer pro-
gramming problem is replaced with a continuous one
and an approximate solution of the continuous problem
is found. In the second part, the found feasible point
of the continuous problem is rounded using a technique
called pipage rounding [39]
Although this algorithm gives a better performance
guarantee than greedy placement, when |S| = HF
becomes large, its complexity is still too computationally
demanding for implementation. Specifically, the running
time of the algorithm in [39] is O(n8) where n is rank of
the matroid. In our formulation, the rank of the matroid
is MH . Hence, the time complexity is O(MH)8. When
M is a constant fraction of F , the time complexity
is O((HF )8). In practice, it is reasonable to assume
M ∼ 100 and F ∼ 1000 (e.g., the 1000 most popular
titles of the Netflix library), while H may range from
10 to 100, for a 1 sq.km cell. Hence, running this
algorithm is not just impractical for a real-time system
implementation, but even for a computer simulation on
a powerful server. As a matter of fact, for all practical
purposes, the greedy algorithm that maximizes at each
step the marginal value is the most suitable for the most
general case of the problem, because of the typically
large problem size. However, in the special case when
ωh,u = ω1 (fixed value independent of (h, u)) for all
(h, u) ∈ E , h 6= 0, we provide a different approximation
algorithm that runs in O
(
(U +H)3.5F 3.5
)
time and
provides an approximation ratio of 1−(1− 1/d)d, where
d = maxu{|H(u)| − 1} is the maximum number of
helpers a user is connected to in G (excluding the
BS). When no bounds on d can be established, this
algorithm recovers the ratio of 1−1/e. We mention that
although the worst case time complexity guarantee is
O((U + H)3.5F 3.5) , the algorithm involves solving a
linear program (LP) with O((U +H)F ) variables and a
simple deterministic rounding algorithm. The worst cast
time complexity of the algorithm is dominated by the
time complexity of interior point methods that could be
used for the LP involved. But it is well-known that for
most cases, LP runs much faster than the time complexity
bound offered by the interior-point methods.
C. Improved Approximation ratio for the uncoded prob-
lem
In this section, we provide an improved approximation
algorithm for the uncoded caching problem in the special
case where ωh,u = ω1 for all (h, u) ∈ E with h 6= 0, and
ω1 < ω0,u for all u ∈ U . Recall that, in this case, the
optimization problem is given by (3). For convenience,
we define gf,u(X) =
[
1−∏h∈H(u):h6=0(1− xf,h)] and
write the objective function in (3) as
g(X) =
∑
u,f
Pf ω˜u gf,u(X), (7)
The program (3) fits the general framework of maximiz-
ing a function subject to integral assignment constraints
involving assignment variables (X in our case) corre-
sponding to the edges of a bi-partite graph, (G˜ in our
case). This general framework has been studied in [40].
The authors of [40] provide sufficient conditions under
which the optimum of a relaxation of a suitable problem
related to (3) can be rounded using the technique of
pipage rounding to achieve a constant approximation
guarantee for problem (3) . In [40], this was carried
out for the maximum coverage problem (or max k-cover
problem), i.e., the problem of choosing k sets out of
a fixed collection of m subsets of some ground set in
order to maximize the number of covered elements of the
ground set. Our uncoded caching problem, in the special
case considered in this section, is similar in structure
to the maximum coverage problem, although we are
not aware of any reduction between the two problems.
However, this structural similarity allows us to apply the
tools developed in [40] in order to obtain a constant
factor approximation to problem (3). The result heavily
hinges on the machinery developed in [40]. We state
results from [40] and outline the relevant proofs for the
sake of clarity.
We first describe the pipage rounding technique for
the following template problem on the bi-partite graph
G = (A,B,E), where the matrix R ∈ R|A|×|B|+ contains
the optimization variables ρa,b for all edges (a, b) ∈ E
(these variables are fixed to 0 for the elements (a, b) /∈
E).
maximize φ(R) (8)
subject to
∑
a:(a,b)∈E
ρa,b ≤ p(b), ∀ b, (9)
subject to
∑
b:(a,b)∈E
ρa,b ≤ p(a), ∀ a, (10)
R ∈ [0, 1]|A|×|B| (11)
Here, p(y) ∈ Z+, ∀y. Observe that it is the relaxed
version of an integer program where the objective func-
tion is φ(X), variables ρa,b are replaced by xa,b ∈ {0, 1}
and X ∈ {0, 1}|A|×|B| . The pipage rounding algorithm
takes as input φ,G, {p(y)} and a real feasible solution R
and outputs a feasible integral solution X¯. For the sake
of completeness and subsequent use in the arguments
later, this procedure is provided as Algorithm 1 in the
paper.
8Algorithm 1 PipageRounding(G,φ, {p(y)},R)
Input: R. Output: X¯.
Initialize: Xˆ = R
while Xˆ is not integral do
Construct the subgraph Hxˆ of G which contains all
vertices but the edge set Exˆ is such that (a, b) ∈ Exˆ
only if xˆa,b is not integral
if Hxˆ has cycles then
Set α to be one such simple cycle (each node
occurs at most once in a simple cycle except the
first node)
else
Set α to be a simple path with end points being
nodes of degree 1 (In a bi-partite cycle-free
graph, such a path exists).
end if
Decompose α = M1
⋃
M2 (union of two disjoint
matchings) where M1 and M2 are matchings.
Define parameterized solution X(, α) as follows:
If (a, b) /∈ α, xa,b(, α) = xˆa,b.
Let 1 = min{ min
(a,b)∈M1
xˆa,b, min
(a,b)∈M2
(1− xˆa,b)}.
Let 2 = min{ min
(a,b)∈M2
xˆa,b, min
(a,b)∈M1
(1− xˆa,b)}.
xa,b(, α) = xˆa,b+, ∀(a, b) ∈M1 and xa,b(, α) =
xˆa,b − , ∀(a, b) ∈M2.  ∈ [−1, 2].
if φ (X (2, α)) > φ (X (−1, α)) then
Xˆ = X (2, α)
else
Xˆ = X (−1, α)
end if
end while
return X¯ = Xˆ.
We recall the definition of a matching used in Algo-
rithm 1. A matching in an undirected graph is a subset
of edges such that no two edges in the subset have a
common vertex. Algorithm 1 runs in at most |E| steps
(a step being the outer while loop). Each step runs in time
polynomial in |E|. The final solution X¯ is integral and it
satisfies the constraints in program (8)–(11). We refer the
reader to [40] for the proof of correctness and the time
complexity analysis for pipage rounding. Now, we have
following sufficient conditions for a C− approximate
polynomial time algorithm that uses pipage rounding.
Theorem 1: [40] Consider the problem (8) – (11) and
suppose that φ(·) satisfies the following conditions:
1) There exists another objective function L(·) such
that ∀ X ∈ {0, 1}|A|×|B|, L(X) = φ(X).
2) (Lower Bound condition) For R ∈ R|A|×|B|+ ,
φ (R) ≥ CL (R) for some constant C < 1.
3) (-convexity condition) For all feasible R in (8) –
(11) and for all possible cycles and paths α that
occur in pipage rounding , φ (X (, α)) is convex
with respect to  in the range  ∈ [−1, 2], where
X (, α) , 1, 2 are intermediate values that occur
in every iteration as defined in Algorithm 1.
Let the optimum of the maximization max L(R) subject
to (9), (10), (11), be Ropt. Let Xint be the integral output
of PipageRounding (G,φ, {p(u) : u ∈ A ∪ B},Ropt)
(see Algorithm 1). Then, φ (Xint) ≥ Cφ (Xopt) where
Xopt is the optimum solution to the integer version of
program (8) – (11), obtained by replacing R with the
binary matrix X.
Proof: At the end of the inner while loop of
Algorithm 1, one of the end points of the curve X(, α) is
chosen as the improved solution. The next iteration pro-
ceeds with this improved solution. For  = 0 ∈ [−1, 2],
X(0, α) = Xˆ where Xˆ is the solution from the previous
iteration. If φ (X(, α)) is convex in  (- convexity
condition), then the maximum is attained at the end
points. Therefore, max{φ (X(−1, α)) , φ (X(2, α))} ≥
φ
(
Xˆ
)
. Hence, the solution at the end of the inner while
loop is no worse than the solution at the beginning.
Therefore, if Ropt is the input to the pipage algorithm
and Xint is the output, then we have the following chain
of inequalities:
φ (Xint)
(a)
≥ φ (Ropt)
(b)
≥ CL (Ropt)
(c)
≥ CL (Xopt)
(d)
≥ Cφ (Xopt)
Justification for the above inequalities are: (a) pipage
rounding with -convexity condition ;(b) Lower Bound
condition ;(c) Ropt is obtained when L(·) is optimized
over the reals (relaxed version of program (8)–(11) with
L as the objective) ;(d) Condition 1 in the theorem.
In our case, it is easy to particularize the general
template program (8) – (11) to the program at hand (3),
by letting φ(·) = g(·), defined in (7), by identifying
the graph G with the complete bipartite graph KF ,H
formed by the vertices F , H and all possible edges
connecting the elements of F (files) with the elements of
H (helpers), and the edge node constraints as p(h) = M
for all h ∈ H and p(f) = H for all f ∈ F . Notice
that, any feasible placement graph G˜ is a subgraph of
this complete bipartite graph, and that letting p(f) = H
makes the set of constraints (10) irrelevant.
Now, we design a suitable L(.) function such
that φ (X) = L (X) ∀ X ∈ {0, 1}|F|×|H|.
Let L =
∑
f,u
Pf ω˜uLf,u (X) and Lf,u (X) =
min{1, ∑
h∈H(u):h6=0
xf,h}. This establishes condition 1 of
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Also, the following is true from results in [40].
Lemma 4: g (X) ≥
(
1− (1− 1/d)d
)
L (X) where
d = max
u
|H(u)| − 1.
Proof: It has been shown in [40] that for 0 ≤ yi ≤ 1,
1 −
d∏
k=1
(1 − yk) ≥ (1− 1/d)d min{1,
∑
k
yk}. Applying
this to all gf,u (X) and observing that (1− (1− 1/d)d)
is decreasing in d ,we get the above lemma.
This establishes the lower bound condition in Theorem
1.
Finally, we show the -convexity condition for g(·).
Lemma 5: g (X(, α)) is convex for intermediate
X(, α),  and all possible paths/cycles α that occur in
Algorithm 1.
Proof: It is sufficient to show that gf,u(·) is convex
in  since ω˜u and Pf are non negative. Observe that
only the variables xf,h, for a particular f , are involved
in the expression for gf,u(·). The edges (f, h) are all
incident on a particular vertex f . We refer the reader
to Algorithm 1 for the definition of the variables used
in the proof with (f, h) replacing the edges (a, b).
Briefly, Xˆ is the current solution at the beginning of
any iteration and X (, α) is the parametrized solution
associated with Xˆ during the iteration. Only the
variables xˆf,h, corresponding to edges participating
in α, are changed in the iteration. Since α is either
a simple cycle or a simple path, at most two of the
variables xf,h(, α) are different from xˆf,h(by either
adding or subtracting ) in any iteration for a given
f . Also, variables corresponding to one matching are
increased and the ones corresponding to the other are
decreased. Therefore, if only one variable is changed,
then the expression is linear in  and hence it is convex.
If two variables are changed (say xˆf,h1 and xˆf,h2),
then either they are changed to xˆf,h1 + , xˆf,h2 − 
or to xf,h1 − , xf,h2 +  . Without loss of generality,
assuming one of the cases we have, gf,u (X(, α)) = 1−
(1− xˆf,h1 − ) (1− xˆf,h2 + )
∏
h∈H(u):h6=h1,h2,0
(1− xˆf,h).
This expression is quadratic in  with upward concavity,
and hence it is convex. This proves the theorem.
Now, we apply Theorem 1. Consider Ropt to be
the optimal solution obtained by maximizing L =∑
f,u
Pf ω˜uLf,u(R) subject to the constraints in program
(3) where xf,h is replaced by relaxed variables ρf,h ∈
[0, 1] as follows:
maximize
F∑
f=1
Pf
U∑
u=1
ω˜u min{1,
∑
h∈H(u):h6=0
ρf,h}
subject to
F∑
f=1
ρf,h ≤M, ∀ h,
R ∈ [0, 1]F×H (12)
Let Xint be the solution obtained by running
Pipage Rounding(KF ,H, F,M,Ropt). By Theorem 1,
g(Xint) ≥
(
1− (1− 1/d)d
)
g(Xopt) where Xopt is the
optimum to problem (3) and d = maxu{|H(u)| − 1} .
We note that the terms min{1,∑ ρf,h} in L(·) can
be replaced by variables tf,u with additional constraints
tf,u ≤ 1 and tf,u ≤
∑
h∈H(u):h6=0
ρf,h, in order to turn (12)
into a linear program (LP) with (U+H)F variables and
constraints. Hence, applying the time complexity bound
for interior point methods for solving LPs, the algorithm
(including pipage rounding) runs with time complexity
O((U+H)3.5F 3.5). We note that the running complexity
of the LP dominates that of the rounding step.
We note two important features of this improved
approximation ratio compared to the generic scheme [41]
for submodular monotone functions that gives (1− 1/e)
approximation ratio. First, the generic algorithm runs
in time O(n8) where n is the rank of the matroid. As
argued before, in our case, this is typically too complex.
Hence, the improved approximation algorithm is faster
by orders of magnitude compared to the generic one.
Second, in typical practical wireless networks scenarios
any user is connected to only a few helpers (e.g., 3
or 4). The reason is due to spacing between helpers
needed to handle interference issues. For example, for
the case when every user is connected to at most 4
helpers, the approximation ratio is 1− (3/4)4 ≈ 0.6836
while 1 − 1/e ≈ 0.6321. Without any constraints on d,
our result recovers the 1− 1/e guarantee of the generic
algorithm.
IV. CODED CONTENT PLACEMENT
In this section, we consider the optimum cache al-
location for the case where the files are encoded by
rateless MDS coding (e.g., fountain codes [20]). With
fountain/MDS codes, a file can be retrieved provided
that B parity bits are recovered in any order from the
helpers or the BS. Fountain/MDS coding provides a
convex relaxation of the uncoded problem studied before.
Notice that here we consider only “intra-session” coding,
i.e., we do not consider network coding that mixes bits
from different files.
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We let R = [ρf,h], where ρf,h denotes the fraction
(normalized by B) of parity bits of file f contained
in the cache of helper h. The delay to download a
fraction of parity bits ρf,h on the link (h, u) is given
by ρf,hωh,u. A file is entirely retrieved when a fraction
larger than or equal to 1 of parity bits is downloaded.
The average delay per information bit necessary for user
u to download file f , assuming that it can download it
from its best j helpers, is given by
D¯f,ju =
j−1∑
i=1
ρf,(i)uω(i)u,u +
(
1−
j−1∑
i=1
ρf,(i)u
)
ω(j)u,u
= ω(j)u,u −
j−1∑
i=1
ρf,(i)u(ω(j)u,u − ω(i)u,u). (13)
Notice that file f can be downloaded by user u from
its best j helpers only if
∑j
i=1 ρf,(i)u ≥ 1. In addition,
since the BS contains all files, we always have ρf,0 = 1
for all f ∈ F , such that all users can always obtain the
requested files by downloading the missing parity bits
from the BS.
The delay D¯fu incurred by user u because of down-
loading file f is a piecewise-defined affine function of
the elements of the placement matrix R, given by
D¯fu =

D¯f,1u if ρf,(1)u ≥ 1
...
...
D¯f,ju if
∑j−1
i=1 ρf,(i)u < 1,∑j
i=1 ρf,(i)u ≥ 1
...
...
D¯
f,|H(u)|
u if
∑|H(u)|−1
i=1 ρf,(i)u < 1
(14)
We have the following result:
Lemma 6: D¯fu is a convex function of R.
Proof: A function that is the point wise maximum
of a finite number of affine functions is convex [42].
Now we show that:
D¯fu = max
j∈{1,2,...,|H(u)|}
D¯f,ju . (15)
This means that if for some given j, the conditions∑j−1
i=1 ρf,(i)u < 1 and
∑j
i=1 ρf,(i)u ≥ 1 hold, and there-
fore D¯fu = D¯
f,j
u , then we have that D¯
f,j
u > D¯
f,j′
u ∀ j′ 6=
j. Thus, from (13), we should show that:
ω(j)u,u −
j−1∑
i=1
ρf,(i)u(ω(j)u,u − ω(i)u,u) ≥ ω(j′)u,u−
j′−1∑
i=1
ρf,(i)u(ω(j′)u,u − ω(i)u,u)
(16)
when the condition for D¯fu = D¯
f,j
u holds. We only
discuss the case j′ > j since the proof is similar for the
case j′ < j. After some simple algebra, the inequality
above can be put in the form(
j∑
i=1
ρf,(i)u − 1
)(
ω(j′)u,u − ω(j)u,u
)
+
j′−1∑
i=j+1
ρf,(i)u
(
ω(j′)u,u − ω(i)u,u
) ≥ 0. (17)
This is clearly always verified since
∑j
i=1 ρf,(i)u ≥ 1
and ω(j′)u,u ≥ ω(i)u,u for all i < j′.
The average delay of user u is given by D¯u =∑F
f=1 Pf D¯
f
u . Using (15), the coded placement optimiza-
tion problem takes on the form:
minimize
U∑
u=1
F∑
f=1
Pf max
j∈{1,2,...,|H(u)|}
{
D¯f,ju
}
subject to
F∑
f=1
ρf,h ≤M, ∀ h
R ∈ [0, 1]F×H , (18)
where the optimization is with respect to R. Finally,
the problem can be reduced to a linear program by
introducing the auxiliary variables zu,f ∈ R+ and writing
(18) in the equivalent form:
minimize
U∑
u=1
F∑
f=1
Pfzu,f
subject to zu,f ≥ D¯f,ju , for j = 1, . . . , |H(u)|, ∀ u, f
F∑
f=1
ρf,h ≤M, ∀ h
R ∈ [0, 1]F×H . (19)
This linear program has O((U + H)F ) variables and
constraints. Hence, it has the worst case complexity
of O((U + H)3.5F 3.5) as it has been noted before. In
general, optimum value of delay obtained with the coded
optimization is better than the uncoded optimization
because any placement matrix with integer entries is a
feasible solution to the coded problem. In this sense, the
coded optimization is a convex relaxation of the uncoded
problem.
Remark: We further observe that, in the special case
where ωh,u = ω1 for all (h, u) ∈ E with h 6= 0, and
ω1 < ω0,u for all u ∈ U as in section III-C,
∑
u
ω0,u −
D¯u = L(R). Hence, the first LP step of the improved
algorithm in section III-C, is equivalent to solving (18) in
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terms of the final optimal placement matrix R. In other
words, the maximization in problem (12) is equivalent to
coded minimization in problem (18) for the special case.
Hence, the improved algorithm in section III-C adds a
rounding step.
V. NUMERICAL RESULTS
We present numerical results evaluating the greedy
uncoded placement and the coded placement in a sim-
plified idealistic setting. We consider a cellular region
formed by a disk of radius 350 m. We assume that
the connectivity range of every helper is 70 m. To
compute the various link rates, we assume that the
base station operates on a 20 MHz band with spectral
efficiency of 3 bits/s/Hz while each helper operates on
a 20 MHz band with spectral efficiency of 5 bits/s/Hz.
We ignore interference issues between helpers. As has
been noted before, it is a reasonable assumption if
neighboring helpers are assumed to operate on orthog-
onal bands since current 802.11 WiFi standards allow
operation on multiple 20 MHz bands. Assuming that
each helper allocates its transmission resource in a fair
way, the rates are calculated by Spectral Efficiency ×
Bandwidth/Number of connected users. In the case
of the BS, the number of connected users is U (all users).
In the case of the helpers, the number of connected users
is given by the degree |U(h)| for each helper h in the
connectivity graph between helpers and users. We place
helpers on a regular grid throughout the system region.
The spacing between grid points can be set in order to
produce more or less dense helper positions. In all the
simulation results, we assume that the size of the entire
file library is F = 1000 and the cache size of each
helper is M = 100. For the file popularity distribution
Pf , we assume a Zipf distribution with parameter 0.56
(see experimental results in [43]).
For every instance in the simulations, the UT positions
are randomly and uniformly generated over the system
region and the results are averaged with respect to the
UT positions. We compare three schemes: 1) BS only
(without helpers); 2) BS and helpers with greedy un-
coded content placement; 3) BS and helpers with coded
placement. In Fig. 4), the average user download rate
under the three schemes is shown for different number
of helpers (H = 25, 32 and 45) and U = 300 UTs.
We observe that, as the number of helpers increases,
the gap between the performance of the greedy and
coded caching schemes increases. For the scenario under
consideration, we obtain gains of 1.5x- 2x with the
placement schemes. According to the Zipf parameter
assumed, the first 100 files account for 34 percent of
all requests. Obviously, the gains are more pronounced
when the number of helpers is larger. In Fig. 5, user
download rate is plotted under all three schemes for
different number of users (U = 300, 450 and 600) in
the system and H = 32 helpers. Finally, Fig. 6 deals
with the mobility issue that we have ignored in our
problem formulation. The cache placement algorithms
do not take into account the fact that when users are
mobile, the connectivity graph between helpers and users
changes over time. In Fig. 6, we start the system form a
random initial condition of the UT positions generated
as said before, and then let the users move according to
independent random walks across the system area. We
consider two cases: 1) adapting the content placement
as the connectivity graph changes; 2) optimizing the
placement for the UTs initial positions, and incurring
a possible performance degradation as the connectivity
graph changes. The random walks in our simulation
involve at every step independent moves by 2 meters in
one of the principal directions (north, south, east and
west) with equal probability, and we impose a torus
topology at the boundaries such that, when a user gets
out of the system on one side, it comes back in on
the opposite side with respect to the origin. The content
placement is calculated for the initial positions and, for
the adaptive case, it is re-calculated after 800 random
walk steps for final user positions. We observe that for
this network scenario random user mobility incurs only
a small performance degradation, which increases as the
number of helpers increase. A few remarks are in order.
First, it is pleasing to notice that the system performance
does not collapse completely in the presence of low
mobility, modeled as users migrating across the helpers
in a random way. Second, we can explain this fact by
noticing that if there is no mass migration with a defined
directional drift of the users across the system, and if
the user density over the system region remains constant
over time, all typical user spatial configurations are
approximately equivalent since the users make requests
with the same popularity distribution. Hence, a content
placement solution for one configuration is likely to be
quite good also for other typical configurations. This
is because the actual identity of the user is irrelevant.
If a user moves very far relative to his initial position,
qualitatively speaking, there would be another user who
would take his initial place. Third, the fact that the
gap between optimal placement and fixed placement
increases with the number of helpers can be explained by
noticing that as the helper density increases the number
of users per helper with be smaller, and therefore the
previously mentioned averaging effect is less relevant.
Finally, we hasten to say that these conclusions are
expected to hold for constant density of the users in
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Fig. 5. Average user download rate versus number of users for 32
helpers.
the system region and random motion. If all users move
to one corner of the region, or migrate outside the
region such that the density changes, it is obvious that
the content placement optimized for the initial network
configuration may become arbitrarily bad as the network
topology evolves over time.
The simulations presented in this paper, ignore link
rate changes due to scheduling at the base station. When
considering scheduling dynamics at the base station,
with caching at the helpers, a big part of the traffic
would be offloaded to the helpers due to the placement
schemes and hence frequency-time resources available
for scheduling are freed to accommodate more demands
or support higher downlink rates. This natural base
station ‘offloading” advantage of the system with helpers
is ignored here and would provide even additional gains
to the FemtoCaching system with respect to a conven-
tional system with the BS only. For a more detailed
experimental evaluation, using actual Youtube request
traces from a campus [43], and taking the actual LTE
scheduling into account in the downlink, we refer the
reader to the papers [10], [11].
VI. CONCLUSION
Inspired by the FemtoCaching system proposal, in
this paper we focused on the content placement prob-
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Fig. 6. Performance comparison between mobility adaptive and
mobility agnostic uncoded placement when users execute independent
random walk for 800 steps each of size 2 meters.
lem in a wireless network formed by helper nodes
and wireless users, placing requests to files in a finite
library according to a known file popularity distribution.
We formulated the problem as the minimization of the
total expected downloading delay for a given popularity
distribution and network topology, reflected by the con-
nectivity graph and by the link average rates. We studied
two types of placement, namely, coded and uncoded
content placement, depending on how the files are stored.
We showed intractability and developed approximation
algorithms for the uncoded scheme. We also showed that
the coded placement is a convex optimization problem.
Further, we provided numerical results, and numerically
addressed the effect of limited mobility on the system
performance.
For future work, we would like to point out that the
uncoded problem is a new coverage problem adding to
traditional ones like set cover and maximum coverage.
It would be actually very interesting to find a better ap-
proximation guarantee for the general uncoded problem,
with improved bounds on the running time.
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APPENDIX A
BASIC DEFINITIONS
Matroids: Matroids are structures that generalize the
concept of independence from linear algebra, to general
sets. Informally, we need a finite ground set S and
a matroid is a way to label some subsets of S as
“independent”. In vector spaces, the ground set is a
set of vectors, and subsets are called independent if
their vectors are linearly independent, in the usual linear
algebraic sense. Formally, we have [44]:
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Definition 1: A matroid M is a tuple M = (S, I),
where S is a finite ground set and I ⊆ 2S (the power
set of S) is a collection of independent sets, such that:
1. I is nonempty, in particular, ∅ ∈ I,
2. I is downward closed; i.e., if Y ∈ I and X ⊆ Y ,
then X ∈ I,
3. If X,Y ∈ I, and |X| < |Y |, then ∃y ∈ Y \X such
that X ∪ {y} ∈ I. 
One example is the partition matroid. In a partition
matroid, the ground set S is partitioned into (disjoint)
sets S1;S2; ...;Sl and
I = {X ⊆ S : |X ∩ Si| ≤ ki for all i = 1 . . . l}, (20)
for some given parameters k1, k2, ..., kl.
Submodular functions: Let S be a finite ground set.
A set function f : 2S → R is submodular if for all sets
A,B ⊆ S,
f(A) + f(B) ≥ f(A ∪B) + f(A ∩B). (21)
Equivalently, submodularity can be defined by the
following condition. Let fA(i) = f(A + i) − f(A)
denote the marginal value of an element i ∈ S with
respect to a subset A ⊆ S. Then, f is submodular if for
all A ⊆ B ⊆ S and for all i ∈ S\B we have:
fA(i) ≥ fB(i). (22)
Intuitively, submodular functions capture the concept
of diminishing returns: as the set becomes larger the
benefit of adding a new element to the set will decrease.
Submodular functions can also be regarded as functions
on the boolean hypercube {0, 1}|S| → R. Every set
has an equivalent boolean representation by assigning
1 to the elements in the set and 0 to other ones. We
denote the boolean representation of a set X by a vector
Xb ∈ {0, 1}|S|.
The function f is monotone if for A ⊆ B ⊆ S, we
have f(A) ≤ f(B).
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