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This paper analyzes and compares signal separation,
convergence speed and signal distortion in both a feed-
forward blind source separation (FF-BSS) and a feed-
back (FB-) BSS. In BSS, a separation block is trained
so as to make its output signals to be statistically inde-
pendent. When the signal sources are highly indepen-
dent such as white noise, making the output signals to
be statistically independent is the same as separating
the signal sources. However, when the signal sources
are somewhat correlated to each other such as speech
signals, they are not exactly the same. In the FB-
BSS, when complete separation is achieved, the sep-
aration block has a unique solution, and the output
signals are equal to the single signal source included
in the observation. On the other hands, in the FF-
BSS, the separation block has some degree of freedom
under the complete separation condition. This degree
of freedom is used to change the output spectrum so
as to make them to be independent, causing signal
distortion. Through simulations, using white signals
and speech signals as the signal sources, the proper-
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X(z) = H(z)S(z) (3)
Y (z) = X(z)−C(z)Y (z) (4)
S(z) = [S1(z), S2(z), · · · , SN(z)]
T (5)
X(z) = [X1(z), X2(z), · · · , XN (z)]
T (6)
Y (z) = [Y1(z), Y2(z), · · · , YN (z)]
T (7)
Y (z) = (I + C(z))−1X(z)
= (I + C(z))−1H(z)S(z) (8)








Jj(n) = E[q(yj(n))] (11)
q() 1 E[q(yj(n))]
q(yj(n))














q˙() q() k = 1 j = 2
k = 2 j = 1 cjk(l)
cjk(n + 1, l) = cjk(n, l) + ∆cjk(n, l) (15)
∆cjk(n, l) = µq˙(yj(n))yk(n− l) (16)






















































































Y (z) = W (z)X(z) (23)
S(z) = [S1(z), S2(z), · · · , SN (z)]
T (24)
X(z) = [X1(z), X2(z), · · · , XN (z)]
T (25)





W11(z) W12(z) . . . W1N (z)





WN1(z) WN2(z) . . . WNN (z)

(27)
Y (z) = W (z)X(z)
= W (z)H(z)S(z) (28)
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P (z) = W (z)H(z) (29)








= ((W T )−1 −E[ϕ(y)xT ]) (30)












wij(n + 1, l) = wij(n, l) + ∆wij(n, l) (33)




ϕ(yi(n))yp(n− l + q)wpj(n, q)}, p 6= j
3.3
3.3.1
S1 S2 Y1 Y2
(28)
Wii(z)Hij(z) + Wij(z)Hjj(z) = 0 (35)
Wij(z) Hij(z) FIR
L− 1 M − 1 (35)
0 L + M − 1
Wij(z) 2L




Hii(z) Hij(z)(i 6= j)
Hii(z)Si(z)
D1 = |Si(z)− Yi(z)|
2 (36)




Pii → 1,Pij → 0

















f(y) = tanh(2.5y) g(y) = tanh(0.5y) (39)
ϕ(y) = tanh(0.5y) (40)
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