We studied the amplification for a Mathieu-like equation with multiplicative white noise. An expression of the exponent on parametrically amplified regions was derived theoretically and the exponents were calculated numerically by solving the stochastic differential equations by symplectic numerical method. It was shown that the exponent increases with a parameter α in the range of large α, where the value of α is determined by the intensity of noise and the strength of the coupling between physical variable and noise. We found that the exponent as a function of α has one minima on parametrically amplified regions for α = 0. This indicates the suppression of the amplification by white noise.
Introduction
It is considered in general that noise disturbs signals. In past few decades, many researchers have investigated the roles of noise, and then remarkable phenomena were found. For examples, such phenomena are stochastic resonance [1, 2, 3, 4] , stochastic synchronization [5, 6] , noise induced propagation [7] , phase transition induced by multiplicative noise [8] , noise enhanced phase locking [9] , coherence resonance [10] , and so on. Therefore it is recognized that noise plays important roles in some physical systems.
Oscillators with a randomly varying mass and/or friction coefficient have been investigated in order to clarify the role of noise. The effects of noise acting on harmonic oscillator are quite important because harmonic oscillator is a base of the study in many physical systems. Especially, the amplification by noise is important, because it brings the unstableness of the state, the clear signal and so on. The role of noise acting on harmonic oscillator multiplicatively was investigated by Stratonovich [11] . He found that the amplitude of the oscillator is amplified by noise and he showed the critical value of the strength of noise for the amplification. Recently, the phase transition was investigated for pendulum with a randomly vibrating suspension axis [12] . Mallick and Marcq investigated nonlinear oscillators with white or colored noise [13, 14, 15] . They used energy-angle (or action-angle) variables and derived (effective) Fokker-Planck equation that describes the evolution of a slow variable. The power exponents were calculated by solving this Fokker-Plank equation which is the main tool in their studies. They showed that the time dependence of the amplification obeys power law.
As noted above, the amplitude of the oscillator is amplified by noise. In addition, there exist other mechanisms of the amplification. A mechanism is parametric resonance [16] in which the amplitude is amplified by an oscillating mass term. An example is the amplification of the field by another oscillating field, and this amplification is interpreted as particle production. The effects of noise on parametric resonance have been investigated [17, 18] , and it was found that the magnitude of the amplification is modified by white noise quantitatively [19] . Another mechanism is spinodal decomposition [20] in which the field rolls down from the maximum of the potential to the minimum of the potential. In this process, the negative mass term plays the essential role. Amplification through spinodal decomposition occurs at the beginning of the phase transition and amplification through parametric resonance occurs at the end of the phase transition. In a realistic system, the equation of motion for the field of a nonzero mode near the bottom of the effective potential may have an oscillating mass term with noise [19] . Namely, a Mathieu-like equation which has a multiplicative noise term may appear even in the end of phase transition.
Some physicists have been investigated the effects of additive white noise acting on harmonic oscillator with a periodic term [21] . They showed that the covariance of a coordinate has a minimum value at a nonzero value of the parameter which is the coefficient of the oscillating term. A parametric oscillator driven by asymmetric square waves with additive white noise was investigated and the suppression of the fluctuation was found in ref. [22] . The parametric resonance induced by multiplicative colored noise was investigated in ref. [23] . In their study, it was found that the correlation function of the colored noise oscillates and decays exponentially as a function of time. The stability was studied by solving the equation for the mean square of the variable. Experimentally, some physical systems which are described by the equations with a periodic term and multiplicative noise were studied [24] . The equations to describe such systems are similar to the equation of pendulum.
In a previous paper [25] , we deal with the equation of a harmonic oscillator with white noise which is included in the mass term (multiplicative noise) and we investigated the amplification of the amplitude by obtaining the exponent. In this paper, we study the effects of white noise acting on the system that the parametric resonance occurs when the values of the parameters of the system are adequate. A symplectic method is applied in numerical calculations in order to avoid the amplification by numerical error.
In sec. 2, a stochastic differential equation is introduced and we derive an approximate expression of the exponent on parametrically amplified regions where parametric resonance occurs when no noise exist. With this expression, the behavior of the exponents is discussed qualitatively. In sec. 3, the stochastic differential equations are solved numerically by symplectic method, and the exponents are extracted from the average of the trajectories. These values of the exponents are compared with those obtained from the expression given in sec. 2. The last section is assigned for conclusions.
Qualitative properties of the exponent on parametric amplified regions

The basic equation
As stated in Introduction, the equations with oscillating mass and multiplicative noise are interested in many branches of physics. The following equation appears in order to describe some phenomena, for examples, the motion of surface wave, the time variation of the charge in a capacitor, motion of the condensate near the potential well and so on:
where ω, B, D, Ω and θ are constants, and t is time. The quantity n(t) is white noise with the property, n(t) = 0 and n(t)n(t ′ ) = δ(t−t ′ ), where the notation · · · represents statistical average. In some systems, ω is the energy of a free particle, Ω is the mass of a certain particle, and the quantities, B and D, represent the strength of the couplings. By applying the transformation z = ωt + θω/Ω, this equation is transformed to
where the quantities α, β and γ are defined as follows:
The quantity r(z) is defined as r(z) = ω −1/2 n(z/ω − θ/Ω). Therefore r(z) has the following properties:
The starting point in this paper is eq. (2). Equation (2) is rewritten with the variable p φ which is defined as p φ = dφ/dz:
(5b)
The quantity W (z) is defined by W (z) = z z0 ds r(s) and this is a wiener process, where the quantity z 0 is an initial time. As is well known, there is an ambiguity of the interpretation of eqs.(5a) and (5b). In general, the equations are interpreted as Stratonovich type equations. (Here, the symbol • represents Stratonovich product.) A stratonovich type equation is easily converted into an Itô type equation. The Itô type equations corresponding to eqs. (5a) and (5b) take the same form, that is,
Therefore, there is no problem about the interpretation of eqs. (5a) and (5b). We attempt to solve eqs. (5a) and (5b) numerically in sec. 3. Equation (2) is just a Mathieu equation when α is zero, and this equation has resonance bands. The Mathieu equation corresponding to eq. (2) with the relation 2u = γz is given by
where a = 4/γ 2 and −2q = 4β/γ 2 . Then the bands are distinguished by positive integer n with the relation n 2 = 4/γ 2 . Therefore the values of γ in resonance bands are close to 2/n for α = 0.
Exponents on parametrically amplified regions
We use the solution of the Mathieu equation in order to solve eq. (2) approximately in the region where parametric resonance occurs for α = 0. The equation for α = 0 is
where the dot represents the derivative with respect to z. The quantity φ is represented as a product of Φ multiplied by a new variable ψ: φ = Φψ.
By substituting eq. (9) into eq. (2), ψ satisfies the subsequent equation:
The exponent of Φ was investigated by many researchers in detail. Therefore, the exponent of φ is estimated by obtaining the exponent of ψ approximately.
Here we denote the exponent of φ for α = 0 as s ≡ s(β, γ) which is just the exponent of Φ. The time dependence of Φ is obtained by solving eq. (8) . One method to solve approximately in the first resonance band is performed by putting the form of Φ with the assumptionP ∼ 0 as follows [16, 26, 27, 28] :
This solution gives the approximate expression of Φ. From this calculation, we obtain
where C is a complex constant and s 1 is the exponent calculated by this method. It is conjectured that the exponent s 1 is close to the exponent s in the first resonance band. With eqs. (12a) and (12b), we obtaiṅ
The exponent is estimated by solving eq. (10) with eq. (13). However, it is not easy to handle eq. (10). Instead, in eq. (10), we replaceΦ/Φ by the average of (Φ/Φ) in time. This replacement is probably valid when the growth of ψ is slow enough. We evaluate the value of the exponent ψ with this average. The average ofΦ/Φ in one period of F 1 (z) is equal to s 1 . Therefore, the approximate equation for ψ under this approximation in the first resonance band is
Next, we derive an approximate equation in other resonance bands in the similar way. The variable Φ is expanded as
The growth of the function P m (z) is largest in mth resonance bands. Therefore, Φ in the mth band is approximately given by
where s m is the exponent. Therefore, in the same way, the equation for ψ becomes
Then we attempt to solve the subsequent equation for ψ in the resonance band:
The purpose in this paper is to evaluate the exponent. Then we put the form of ψ as follows:
Substituting eq. (19) into eq. (18), we obtain the equation for σ:
At first, we find the solution when r(z) is constant. The solution of eq. (20) is categorized by the quantity D which is defined as 4s
where C is an arbitrary constant. For √ Dz 0 ≫ 1, the last term of the right-hand side in eq. (21) is negligible for the exponent. For D < 0, we have
where C ′ is constant. The second term in the right-hand side of eq. (22) does not contribute to the amplification, though it enhances and suppresses the amplitude temporarily. For D = 0, we have
where C ′′ is constant. As in eq. (22), the second term in the right-hand side of eq. (23) does not contribute to the amplification.
Next, we consider the case that the quantity r(z) is time dependent. For such the case, the region [z 0 , z] is divided into small regions with the width of time ∆z. Moreover, the region with the width ∆z is divided into quite small N regions numbered 'j' in which the quantity r is constant. We define the quantity ∆W j by r j ∆z/N , where r j is the value of r in the region 'j'. This quantity ∆W j is a wiener process and the distribution function of ∆W j is given by
Then the quantity ∆W ≡ N j=1 ∆W j obeys the distribution function P (∆W ) which is given by
Therefore, the values of ∆W in the regions with the width ∆z are distributed with the probability P (∆W ). Then the statistical average for a variable O is taken as follows:
From eqs. (16), (21), (22) and (23), the exponent of φ in unit time of z (we denote G) is estimated by
where Θ(x) is the step function which is 1 for x > 0 and 0 for x < 0. This integration can be performed and we obtain the following expression of G:
where D ν is the parabolic cylinder function [29, 30] . The quantity G as a function of α has a minimum which is determined by dG/dα. This gives the subsequent condition:
It is known that D ν (x) for positive ν has [ν + 1] zeros [31] , where [ν + 1] is the maximum integer which is not greater than (ν + 1). Then the equation, D 1/2 (x) = 0, has one solution, and we write the solution as x sol . This solution is negative, and then α is positive at the minimum of G. Therefore G has one minimum surely at a positive α. The minimum value of the exponent G is given by
This indicates that the exponent G is suppressed by white noise when the value of α is adequate. We note that eq. (28) for quite small s is invalid, because the approximation of Φ given in eq. (16) does not work well.
Numerical calculation of the exponent by symplectic method
In this section, we attempt to solve eqs. (5a) and (5b) numerically. Our purpose in this paper is to investigate the amplification of the amplitude of φ when white noise acts multiplicatively. Therefore, the amplitude must be calculated precisely, at least when the mass term is time independent and no white noise exist. It is well-known that the structure of such a system is symplectic. In the similar way, it is proved that the system has the symplectic structure even when noise exists if some conditions are satisfied [32] . Taking this property into account, we use the symplectic method developed in the ref. [33] in order to solve the stochastic differential equations with multiplicative white noise. The first-order method given in the ref. [33] is applied to the equations in this paper. The initial conditions are φ(0) = 1 andφ(0) = 0 in these calculations. The equations are solved numerically from z = 0 to z = 500. The time step in z is set to 0.05.
In the case of α = 0, one trajectory of φ(z) can be calculated when the sequence of noise is given. We calculate many trajectories and take their average in order to obtain the mean value of the trajectories of the variable φ 
In the case of α = 0, there is no need to calculate many trajectories. Therefore one trajectory is calculated numerically.
The exponent is estimated from the averageφ(z) in the range of 200 < z < 500 in order to decrease the effects of the initial conditions. This estimation is performed as follows. 1) the set (z k , lnφ(z k )) is determined, where z k is the time at whichφ(z k ) is a local maximum and positive. 2) the set is fit with a linear function. The coefficient of the time z is adopted as the exponent. Here, we note the reason why the values, lnφ(z k ), are fit. One way to estimate the parameters is to fit the raw data φ(z k ) directly. In such the method, it is implicitly assumed that the dispersion of the distribution of the data at time z and that at time z ′ ( = z) are the (approximately) same. However, the dispersion is wider with time z in the present study, because the process treated in this study is a wiener process. The effect of non-equivalent dispersions is decreased by taking the logarithm of the data. Therefore the transformed data, lnφ(z k ), are fit with the linear function in this study. Figure 1(a) is the map of the exponents for the Mathieu equation, eq. (8), on the γ-β plane. The step sizes in γ and β in the numerical calculations are taken to be 0.02 to draw this figure. Here we denote these step sizes as ∆γ and ∆β respectively. The color of a square is determined from the arithmetic mean of the exponents at four corners which are located at (γ,β), (γ + ∆γ,β), (γ,β + ∆β) and (γ + ∆γ,β + ∆β). The resonance band around γ = 2 corresponds to the first resonance band of eq. (7). In the same way, the resonance band around γ = 1 corresponds to the second resonance band. The nth resonance band of eq. (7) corresponds to the band around γ = 2/n, where n is positive integer.
Next, we show the map of the exponents for various α on the γ-β plane. Figure 1(b) is the map for α = 0.5, (c) is for α = 1.0, (d) is for α = 1.5, (e) is for α = 2.0 and (f) is for α = 2.5. The step sizes in β and γ are 0.05 in the numerical calculations for Fig. 1(b),(c),(d) ,(e) and (f). The color of a square is determined in the same manner as in Fig. 1(a) . The resonance band of the Mathieu equation is shown in Fig. 1(a) . As shown in Figs. 1(b) , (c), (d), (e) and (f), the band structure is destroyed by white noise and the values of the exponents become large with α for many sets of (γ, β). However it seems from these figures that the exponent on the resonance band is not a monotonically increasing function of α. Moreover, the β dependence of the exponent in Fig. 1(f) is weak as compared with those in other figures: Figs. 1(a), (b) and (c). This implies that the values of the exponents with the oscillating term are close to those without an oscillating term in Fig. 1(f) . (The values of the exponents for β = 0 correspond to the values in the case of no oscillating mass term.) It is evident that the effects of the oscillating term become weak relatively.
Furthermore, we investigate the α dependence of the exponent on the first and the second resonance bands. In order to perform the study mentioned, we draw the α dependence of the exponents with fixed parameters, γ and β, on the first and the second resonance bands. We show the exponents for the set (γ = 2, β = 2) on the first resonance band, and the set (γ = 0.9, β = 2) on the second resonance band. The value of the exponent at α = 0 in eq. (28), s, is adjusted to the value obtained by solving stochastic differential equations numerically. Figure 2 shows the α dependence of the exponent with fixed parameters, γ and β, on the first and second resonance bands. The cross represents the data obtained by solving eqs. (5a) and (5b) numerically. The thick line represents the approximate values of the exponents estimated from eq. (28) . The magnitude of the exponent obtained by solving eqs. (5a)(5b) and that obtained from eq. (28) are of the same order in the range of 0 ≤ α ≤ 6. The suppression by white noise is obviously seen and there is only one local minimum in both figures. The behavior of the exponent indicated in the previous section coincides with that obtained from numerical calculations. Namely, the α dependence of the exponent given by eq. (28) is correct qualitatively. The minimum value of the exponents obtained by solving eqs. (5a)(5b) coincides quantitatively with that obtained from eq. (28) . This value obtained from eq. (28) does not depend explicitly on the quantity ∆z introduced in the previous section. It seems that the minimum value of the exponent obtained from eq. (28) is reliable in the resonant regions.
Conclusions
We studied the amplification for a Mathieu-like equation in the presence of multiplicative white noise. An approximate expression of the exponent is derived in parametrically amplified regions where parametric amplification occurs when no noise exist. The exponents are calculated by solving the stochastic differential equations numerically by symplectic numerical method, and these exponents are compared with the exponents obtained theoretically.
As expected, the band structure of the Mathieu equation is destroyed when white noise exists. The intensity of noise and the strength of the coupling between the noise and the variable are reflected to the value of the parameter α in the present study. The resonance structure survives for small values of α, but this structure is lost for large values of α.
In the previous paper, we investigated the amplification for the stochastic differential equation without an oscillating term, and found that the value of the exponent is a monotone increasing function of α. In contrast, it is found in the present study that the exponent as a function of α has one minimum on the parametrically amplified region of α = 0. This indicates the suppression of amplification by white noise. This suppression occurs when the value of α is adequate. The value of the exponent obtained from eq. (28) gives the magnitude approximately, and eq. (28) can explain the behavior of the exponent as a function of α qualitatively. In addition, the minimum value of the exponent G given by eq. (30) accords well with that obtained numerically.
In the present study, two results obtained by solving the stochastic differential equations numerically are out of accord with those obtained theoretically. These are a) the value of α at the minimum of G and b) the plateau of the exponent G around α = 0. These differences may come from the fact that the effects of white noise on parametric amplification are not reflected sufficiently. We would like to solve these problems in the future study.
This equation is just eq. (18) . Then the finial expression of the exponent for φ(z) is equal to eq. (28) . Therefore the exponent as a function of α has one minimum in the region where Φ grows exponentially. This result suggests that the amplification of the variable φ(z) for the stochastic differential equation with a periodic coefficient, eq. (A.1), is suppressed by white noise when the variable Φ(z) grows and the parameter α is adequate, as shown in subsec. 2.2 and Sec. 3.
