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This paper begins by introducing and characterizing Buchsbaum–Rim sheaves on
Z = ProjR, where R is a graded Gorenstein K-algebra. They are reflexive sheaves
arising as the sheafification of kernels of sufficiently general maps between free R-
modules. Then we study multiple sections of a Buchsbaum–Rim sheaf Bϕ, i.e, we
consider morphisms ψx P → Bϕ of sheaves on Z dropping rank in the expected
codimension, where H0∗ Z;P is a free R-module. The main purpose of this pa-
per is to study properties of schemes associated to the degeneracy locus S of ψ. It
turns out that S is often not equidimensional. Let X denote the top-dimensional
part of S. In this paper we measure the “difference” between X and S, compute
their cohomology modules and describe ring-theoretic properties of their coordi-
nate rings. Moreover, we produce graded free resolutions of X (and S) which are
in general minimal. Among the applications we show how one can embed a sub-
scheme into an arithmetically Gorenstein subscheme of the same dimension and
prove that zero-loci of sections of the dual of a null correlation bundle are arith-
metically Buchsbaum. © 1999 Academic Press
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1. INTRODUCTION
A fundamental method for constructing algebraic varieties is to consider
the degeneracy locus of a morphism between a pair of coherent sheaves. By
varying the morphism one obtains families of varieties. By placing various
restrictions on the coherent sheaves one can force the degeneracy locus
to have special properties. These extra restrictions may also provide for
more tools with which to study the degeneracy locus. If many restrictions
are placed on the sheaves then a great deal of precise information can be
extracted but at the expense of generality. If one puts no restrictions on ei-
ther of the sheaves then, of course, very little information can be extracted
concerning the degeneracy locus. In this paper we take the middle road
between these two extremes. We consider a class of sheaves, which while
quite general, behave well enough that a substantial amount of information
can be obtained with respect to their degeneracy loci. The only restriction
placed on the sheaves is that they arise as the sheafification of the kernels
of sufficiently general maps between free R-modules, where R is a Goren-
stein K-algebra. We will refer to the sheaves constructed in this manner as
Buchsbaum–Rim sheaves.
The purpose of this paper is to introduce the class of Buchsbaum–Rim
sheaves, to elicit their main properties, and to make a systematic and de-
tailed study of the degeneracy loci obtained by taking multiple sections of
these sheaves. Although Buchsbaum–Rim sheaves are necessarily reflex-
ive (they are the sheafification of a second syzygy module) they will not,
in general, be locally free. A number of tools are used to manipulate and
control these objects. Certainly techniques developed by Eagon–Northcott,
Buchsbaum–Rim, Buchsbaum–Eisenbud, Kirby, and Kempf play an impor-
tant role. These are combined with the methods of local cohomology and
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several homological techniques to produce the main results. The paper
opens with a brief section providing preliminary background information
of use in later sections of the paper. Sections 3, 4, and 5 form the technical
heart, and the final section closes out the paper with three applications.
Section 3 introduces Buchsbaum–Rim sheaves and Buchsbaum–Rim
modules. To begin with we should make clear the definition of a
Buchsbaum–Rim sheaf. In the following R will always denote a graded
Gorenstein K-algebra of dimension n + 1, where K is an infinite field.
Furthermore, the scheme Z will be the projective spectrum of R.
Definition 1.1. Let F and G be locally free sheaves of ranks f and g,
respectively, on Z. Let ϕx F → G be a generically surjective morphism.
Suppose that the degeneracy locus of ϕ has codimension f − g + 1 and
that the modules F = H0∗Z;F  and G = H0∗Z;G are free R-modules.
We call the kernel of ϕ a Buchsbaum–Rim sheaf and denote it by Bϕ.
By abuse of notation we denote the homomorphism F → G induced
by ϕ again by ϕ. Moreover, we put Bϕ = H0∗Z;Bϕ and Mϕ = cokerϕ, so
that we have an exact sequence
0→ Bϕ→ F
ϕ−→ G→Mϕ→ 0:
We call Bϕ a Buchsbaum–Rim module.
Thus the cotangent bundle of projective space is a Buchsbaum–Rim
sheaf. The cohomology of its exterior powers is given by the Bott formula.
Letting rR denote the index of regularity of a graded ring we have the fol-
lowing lemma which generalizes the Bott formula to arbitrary Buchsbaum–
Rim sheaves.
Lemma 1.2. Let Bϕ be a Buchsbaum–Rim module of rank r. Then it
holds:
(a) For i = 0; : : : ; r there are isomorphisms
∧r−iB∗ϕ ⊗∧fF ⊗∧gG∗ ∼= ∧iB∗ϕ∗:
(b) For i < r we have
Hj∗Z;∧iB∗ϕ ∼=

0 if 1 ≤ j ≤ n and j 6= n− i
SiMϕ∨1− rR if j = n− i:
The value of this lemma will become clear when we construct the
generalized Koszul complexes associated to taking multiple sections of
Buchsbaum–Rim sheaves. The lemma also suggests a relationship to
Eilenberg–MacLane sheaves. Recall that an R-module E is called an
Eilenberg–MacLane module of depth t, 0 ≤ t ≤ n + 1, if HjmE = 0 for
all j 6= t, where 0 ≤ j ≤ n: Similarly, a sheaf E on Z is said to be an
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Eilenberg–MacLane sheaf if H0∗E is an Eilenberg–MacLane module. A
cohomological characterization of Buchsbaum–Rim sheaves can then be
stated as follows.
Proposition 1.3. A sheaf E on Z is a Buchsbaum–Rim sheaf if and only
if E = H0∗E is a reflexive Eilenberg–MacLane module with finite projective
dimension and rank r ≤ n such that Hn−r+1m E∨ is a perfect R-module of
dimension n− r if r ≥ 2.
In Section 4 we make a detailed study of the cohomology of the degener-
acy locus of multiple sections of Buchsbaum–Rim sheaves. Consider a mor-
phism ψx P → Bϕ of sheaves of rank t and r respectively on Z = ProjR,
where Bϕ is a Buchsbaum–Rim sheaf and H0∗Z;P is a free R-module.
If t = 1 then ψ is just a section of some twist of Bϕ. For arbitrary t < r
we say that ψ corresponds to taking multiple sections of Bϕ. We always
suppose that the degeneracy locus S of ψ has (the expected) codimension
r − t + 1 ≥ 2 in Z (if t = 1 then S is just the zero-locus of a regular section
of a Buchsbaum–Rim sheaf).
An Eagon–Northcott complex involving Bϕ will play an essential role.
Our approach will be algebraic and uses local cohomology. Taking global
sections we obtain an R-homomorphism
ψx P → Bϕ;
where P is a free R-module of rank t, 1 ≤ t < r. Then there is an Eagon–
Northcott complex
E•x 0→ Er
δr−→ Er−1
δr−1−→ · · · → Et
δt−→ Iψ ⊗ ∧tP∗ → 0;
where
Ei = ∧iB∗ϕ ⊗ Si−tP
and Iψ is the ideal defined by the image of δt = ∧tψ∗. The saturation of
Iψ is the homogeneous ideal of the degeneracy locus S.
With the help of this Eagon–Northcott complex and the first lemma we
get the following formula for the cohomology modules of S.
Proposition 1.4. Let I= Iψ. Then it holds for j 6= dimR/I=n+ t− r,
Hjm

R
I

∼=
8>>><>>>:
SiMϕ∨ ⊗ Si−tP ⊗ ∧tP1− rR
if j = n+ t − 2i where max

t;
r + 1
2

≤ i ≤

r + t
2

0 otherwise:
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This proposition allows us to decide if S is equidimensional. It will often
turn out that this is not the case. Thus we are also interested in the top-
dimensional component X of S, i.e., the union of the highest-dimensional
components of S. Let J = Jψ denote the homogeneous ideal of X. We
need a measure of the failure of I to be equidimensional and we need a
close relation between the cohomology of the schemes X and S. This is
provided in the following result.
Proposition 1.5. Letting I and J denote the ideals associated to ψ we
have:
(a) I is unmixed if and only if r + t is odd.
(b) If r + t is even then I has a primary component of codimension
r + 1. Let Q be the intersection of all such components. Then we have I =
J ∩Q and
HjmR/J ∼=
(
H
j
mR/I if j 6= n− r
0 if j = n− r
and
J/I ∼= Sr−t/2Mϕ ⊗ Sr−t/2P ⊗ ∧f F∗ ⊗ ∧gG⊗∧tP:
Combining these propositions in the proper manner we are in a position
to prove the main theorem of Section 4.
Theorem 1.6. With the notation above we have:
(a) If r = n then S is equidimensional and locally Cohen–Macaulay.
(b) S is equidimensional if and only if r + t is odd or r = n. Moreover,
if r < n then X is locally Cohen–Macaulay if and only if X is arithmetically
Cohen–Macaulay.
(c) If r + t is odd then X = S is arithmetically Cohen–Macaulay if and
only if t = 1. In this case S has Cohen–Macaulay type ≤ 1+ ( r/2+g−1
g−1

.
(d) Let r + t be even. Then
(i) X is arithmetically Cohen–Macaulay if and only if 1 ≤ t ≤ 2.
If t = 1 then X is arithmetically Gorenstein. If t = 2 then X has Cohen–
Macaulay type ≤ r − 1+ ( r/2+g−1
g−1
 ·  r2 − 1.
(ii) If in addition r < n then the components of S have either codi-
mension r − t + 1 or codimension r + 1.
Contained in the theorem is the following surprising conclusion. Let
Bϕ be an odd rank Buchsbaum–Rim sheaf and let X denote the top-
dimensional component of the zero-locus of any regular section of Bϕ.
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Then X is arithmetically Gorenstein. This generalizes the main theorem of
[11], where the case r = 3 was considered.
Section 5 treats the problem of finding free resolutions of the degeneracy
loci. In order to do this it is important to understand the homology modules
of the Eagon–Northcott complex E• associated to ψ. We show that the
homology can be summarized as follows.
Proposition 1.7. The homology modules of the Eagon–Northcott complex
E• are
HiE• ∼=
8><>:
SjMϕ ⊗ Sr−t−jP ⊗ ∧f F∗ ⊗ ∧gG
if i = r − 1− 2j; where j ∈ ; t ≤ i ≤ r − 3
0 otherwise:
This result allows us to conclude that X and S have free resolutions
of finite length. However, it does not, in general, provide enough infor-
mation to compute a minimal free resolution. To do this we need several
ingredients. First we need to understand the cohomology of the dual of
the Eagon–Northcott complex. This needs to be mixed with knowledge of
how the canonical modules of S and X relate. The cohomology of the dual
of the Eagon–Northcott complex is summarized in the following lemma,
where KR/I denotes the canonical module of R/Iψ.
Lemma 1.8. The dual of the Eagon–Northcott complex E• provides a
complex
0→ ∧t P→E∗t
δ∗t+1−→ · · · → E∗r−1
δ∗r−→ E∗r
γ−→ KR/I ⊗∧tP1− rR→ 0;
which we denote (by slight abuse of notation) by E∗• . Its (co)homology modules
are given by
HiE∗• ∼=

SjMϕ ⊗ Sj−tP∗ if 2t + 1 ≤ i = 2j + 1 ≤ r + 1
0 otherwise
In particular, E∗• is exact if t ≥ r+12 .
To utilize these results on the Eagon–Northcott complex one still needs to
know when certain terms in a free resolution can be split off. To do this we
prove the following result which, although rather technical in appearance,
provides a substantial generalization to an often-used result of Rao. It can
be applied in situations far removed from those addressed in this paper and
can even be utilized when the ring R is not a Gorenstein ring but is only a
Cohen–Macaulay ring.
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Proposition 1.9. Let N be a finitely generated graded torsion R-module
which has projective dimension s. Then it holds for all integers j ≥ 0 that
TorRs−jN;K∨ is a direct summand of
jM
i=0
TorRj−iExts−iR N;R;K:
Moreover, we have TorRs N;K∨ ∼= TorR0 ExtsRN;R;K and that
TorR1 ExtsRN;R;K is a direct summand of TorRs−1N;K∨.
Together these results allow us to write down a free resolution of the
degeneracy locus which is in general minimal. Thus the main theorem of
Section 5 is the following, which gives the free resolution for the degeneracy
locus of a morphism ψx P → Bϕ, where P has rank t and Bϕ has rank r.
Theorem 1.10. Consider the following modules where we use the conven-
tions that i and j are non-negative integers and that a sum is trivial if it has
no summand:
Ak =
M
i+2j=k+t−1
t≤i+j≤r+t−1/2
∧iF∗ ⊗ SjG∗ ⊗ Si+j−tP;
Ck =
M
i+2j=r+1−t−k
i+j≤ r−t2
∧iF ⊗ SjG ⊗ Sr−t−i−jP ⊗ ∧f F∗ ⊗ ∧gG:
Observe that it holds:
Ar = 0 if and only if r + t is even,
C1 = 0 if and only if r + t is odd,
Ck = 0 if k ≥ r + 2 − t and
Cr+1−t = Sr−tP ⊗ ∧f F∗ ⊗ ∧gG:
Then the homogeneous ideal IX = Jψ of the top-dimensional part X of the
degeneracy locus S has a graded free resolution of the form
0→ Ar ⊕ Cr → · · · → A1 ⊕ C1 → IX ⊗∧tP∗ → 0:
Note that previously minimal free resolutions were known only for a few
classes besides the determinantal ideals. A number of examples of particu-
lar interest round out the section and illustrate the theorem.
The final section gives several additional applications that may be of in-
dependent interest. We show how Buchsbaum–Rim sheaves can be used
to situate arbitrary equidimensional schemes of arbitrary codimension into
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arithmetically Gorenstein schemes. This will be of relevance when one con-
siders the problem of linkage by arithmetically Gorenstein ideals as op-
posed to complete intersection linkage theory. We also show how to uti-
lize Buchsbaum–Rim sheaves to produce interesting new examples of k-
Buchsbaum sheaves as well as of arithmetically Buchsbaum schemes. Fi-
nally we construct new vector bundles of rank n− 1 on n if n is odd. We
call them generalized null correlation bundles and show that our results
apply to multiple sections of their duals.
2. PRELIMINARIES
Let R be a ring. If R =Li∈Ri is graded then the irrelevant maximal
ideal
L
i>0Ri of R is denoted by mR or simply m. It is always assumed
that R0 is an infinite field K and that the K-algebra R is generated by the
elements of R1. Hence R;m is ∗local in the sense of [2].
If M is a module over the graded ring R it is always assumed to be -
graded. The set of its homogeneous elements of degree i is denoted by Mi
or Mi. All homomorphisms between graded R-modules will be morphisms
in the category of graded R-modules, i.e., will be graded of degree zero. If
M is assumed to be a graded R-module it is always understood that R is
a graded K-algebra as above. We refer to the context just described as the
graded situation. Although we are mainly interested in graded objects we
note that our results also hold true (with the usual modifications) in a local
situation. Then R;m will denote a local ring with maximal ideal m.
If M is an R-module, dimM denotes the Krull dimension of M . The
symbols rankR or simply rank are reserved to denote the rank of M in case
it has one. For a K-module, rankK just denotes the vector space dimension
over the field K.
There are two types of duals of an R-module M we are going to use.
The R-dual of M is M∗ = HomRM;R. If M is graded then M∗ is graded,
too. If R is a graded K-algebra then M is also a K-module and the K-dual
M∨ of M is defined to be the graded module HomKM;K, where K is
considered as a graded module concentrated in degree zero. Note that R∨
is the injective hull of K∨ ∼= K ∼= R/m in the category of graded R-modules.
If rankKMi <∞ for all integers i then there is a canonical isomorphism
M ∼=M∨∨.
Now let Z be a projective scheme over K. This means Z = ProjR,
where R is a graded K-algebra. For any sheaf F on Z, we define
Hi∗Z;F  =
L
t∈H
iZ;F t. In this paper we will use “vector bundle”
and “locally free sheaf” interchangeably.
Let X be a non-empty projective subscheme of Z with homogeneous
coordinate ring A = R/IX . Then IX is a saturated ideal of R. Recall that
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a homogeneous ideal I in R is saturated if I = Sd∈+I xmd, where m =
x0; x1; : : : ; xn. Equivalently, I is saturated if and only if I = H0∗Z; J,
where J is the sheafification of I.
Generalized Koszul Complexes
For more details with respect to the following discussion we refer to [3]
and [6]. The differences between these presentations and ours stem from
the fact that we want to have all homomorphisms graded (of degree zero).
Let R be a graded K-algebra and let ϕx F → G be a homomorphism of
finitely generated graded R-modules. Then there are (generalized) Koszul
complexes Ciϕ:
0→ ∧iF ⊗ S0G → ∧i−1F ⊗ S1G → · · · → ∧0F ⊗ SiG → 0:
Let Ciϕ∗ be the R-dual of Ciϕ. Suppose now that F is a free R-module
of rank f . Then there are graded isomorphisms
∧f F ⊗ ∧jF∗ ∼= ∧f−jF:
Thus we can rewrite Ciϕ∗ ⊗ ∧f F as
0→ ∧f F ⊗ SiG∗ → ∧f−1F ⊗ Si−1G∗ → · · · → ∧f−iF ⊗ S0G∗ → 0:
Note that SjG∗ is the jth graded component of the divided power algebra
of G∗, but we will not need this fact.
Let us assume also that G is a free R-module of rank, say, g, where
g < f . Then ϕ∗ induces graded homomorphisms
νix ∧g+i F ⊗∧gG∗ → ∧iF:
Put r = f − g. It turns out that for i = 0; : : : ; r the complexes Cr−iϕ∗ ⊗
∧f F ⊗∧gG∗ and Ciϕ can be spliced via νi to a complex Diϕ:
0→ ∧f F ⊗ Sr−iG∗ ⊗ ∧gG∗ → ∧f−1F ⊗ Sr−i−1G∗ ⊗ ∧gG∗ → · · ·
→ ∧g+iF ⊗ S0G∗ ⊗ ∧gG∗
νi−→ ∧iF ⊗ S0G → ∧i−1F ⊗ S1G → · · ·
→ ∧0F ⊗ SiG → 0:
The complex D0ϕ is called the Eagon–Northcott complex and D1ϕ is
called the Buchsbaum–Rim complex.
If we fix bases of F and G the map ϕ can be described by a matrix whose
maximal minors generate an ideal which equals the image of ν0. We denote
this ideal by Iϕ. Its grade is at most f − g+ 1. If ϕ is general enough the
complexes above have good properties.
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Proposition 2.1. Suppose grade Iϕ = f − g + 1. Then it holds:
(a) Diϕ is acyclic, where i = 0; : : : ; f − g = r.
(b) If ϕ is a minimal homomorphism, i.e., imϕ ⊂ m ·G, then D0ϕ
is a minimal free graded resolution of R/Iϕ and Diϕ is a minimal free
graded resolution of Sicokerϕ, 1 ≤ i ≤ r.
The minimality of the resolutions in (b) follows by analyzing the maps
described above.
Gorenstein Rings and Schemes
A graded K-algebra R is said to be Gorenstein if it has finite injective
dimension (cf. [2, Definition 3.1.18]). Over a Gorenstein ring, duality theory
is particularly simple. We denote the index of regularity of a graded ring
by rR. If R is just the polynomial ring Kx0; : : : ; xn then rR = −n. We
will use the following duality result (cf., for example, [17, Theorem 0.4.14]).
Lemma 2.2. Let M be a graded R-module, where R is a Gorenstein ring
of dimension n. Then we have for all i ∈  natural isomorphisms of graded
R-modules
HimM∨ ∼= Extn−iR M;RrR − 1:
Let M be a graded R-module, where n = dimR and d = dimM . Then
KM = Extn−dR M;RrR − 1
is said to be the canonical module of M . Usually the canonical module is
defined as the module representing the functor HdmM ⊗R –∨ if such a
module exists. If R is Gorenstein it does and is just the module defined
above (cf. [16]).
We say that M has cohomology of finite length if the cohomology mod-
ules HimM have finite length for all i < dimM . It is well known that M
has cohomology of finite length if and only if M is equidimensional and
locally Cohen–Macaulay.
Let now Z = ProjR be a projective scheme over K. Then Z is said to be
arithmetically Gorenstein and arithmetically Cohen–Macaulay, respectively,
if the homogeneous coordinate ring R of Z is Gorenstein and Cohen–
Macaulay, respectively.
For a closed subscheme X of Z, with homogeneous coordinate ring A =
R/IX we will refer to the canonical module of A also as the canonical
module of X. Moreover, we say that X has finite projective dimension if
A has finite projective dimension as an R-module.
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Assume that Z is arithmetically Gorenstein. One of the things we shall
be interested in is to describe when certain subschemes X of Z are arith-
metically Gorenstein, too. To do this, it is enough to show that X is arith-
metically Cohen–Macaulay, with Cohen–Macaulay type 1 provided X has
finite projective dimension. In this case X is defined by a Gorenstein ideal
I = IX ⊂ R.
Recall that the Cohen–Macaulay type of an arithmetically Cohen–
Macaulay projective scheme X with finite projective dimension can be
defined to be the rank of the last free module occurring in a minimal free
resolution of the saturated ideal of X. It is equal to the number of minimal
generators of the canonical module of X.
3. BUCHSBAUM–RIM SHEAVES
From now on we will always assume that Z is a projective arithmetically
Gorenstein scheme over the field K. We denote its dimension by n and its
homogeneous coordinate ring by R.
Let F and G be locally free sheaves of ranks f and g, respectively on Z.
Let ϕx F → G be a generically surjective morphism. Since the construction
of the generalized Koszul complexes as described in the previous section
globalizes, we can associate to ϕ several complexes. The most familiar are
the Eagon–Northcott complex
0→ ∧fF ⊗ Sf−gG∗ ⊗ ∧gG∗ → ∧f−1F ⊗ Sf−g−1G∗ ⊗ ∧gG∗ → · · ·
→ ∧gF ⊗ S0G∗ ⊗ ∧gG∗
∧gϕ−→ OZ → 0
and the Buchsbaum–Rim complex
0→ ∧fF ⊗ Sf−g−1G∗ ⊗ ∧gG∗ → ∧f−1F ⊗ Sf−g−2G∗ ⊗ ∧gG∗ → · · ·
→ ∧g+1F ⊗ S0G∗ ⊗ ∧gG∗ → F
ϕ−→ G→ 0:
Moreover, Proposition 2.1 implies that these complexes are acyclic if the
degeneracy locus of ϕ has the expected codimension f − g + 1 in Z. This
lead us to the following definition.
Definition 3.1. With the notation above suppose that the degeneracy
locus of ϕ has codimension f − g + 1. Then we call the cokernel of the
map between ∧g+1+iF ⊗ SiG∗ ⊗ ∧gG∗ and ∧g+iF ⊗ Si−1G∗ ⊗ ∧gG∗ an
ith local Buchsbaum–Rim sheaf (1 ≤ i ≤ f − g) and denote it by Bϕi .
Note that the ith local Buchsbaum–Rim sheaf associated to ϕ is just the
i+ 1st syzygy sheaf of cokerϕ.
The following result is a generalization of Proposition 2.10 of [8]. Thanks
to our setup the proof given there works here too.
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Proposition 3.2. Let B be a first local Buchsbaum–Rim sheaf associated
to a morphism ϕ. Let X denote the degeneracy locus of ϕ. Let S be the
zero-locus of a section s ∈ H0Z;B and let T be the zero-locus of a section
t ∈ H0Z;B∗. Then it holds X ⊂ S and X ⊂ T .
Now we put stronger assumptions on the sheaves F and G.
Definition 3.3. Suppose in addition that the modules F = H0∗Z;F 
and G = H0∗Z;G are free R-modules. Then the sheaf Bϕi is called an ith
Buchsbaum–Rim sheaf. For simplicity a first Buchsbaum–Rim sheaf is just
called a Buchsbaum–Rim sheaf and denoted by Bϕ.
By abuse of notation we denote the homomorphism F → G induced
by ϕ again by ϕ. Moreover, we put Bϕ = H0∗Z;Bϕ and Mϕ = cokerϕ, so
that we have an exact sequence
0→ Bϕ→ F
ϕ−→ G→Mϕ→ 0:
We call Bϕ a Buchsbaum–Rim module.
Remark 3.4. In this paper we will consider some degeneracy loci asso-
ciated to Buchsbaum–Rim sheaves. These investigations were motivated by
the work of Migliore and Peterson in [11].
Note that in [8] zero-loci of regular sections of the dual of a
Buchsbaum–Rim sheaf over projective space have been characterized
as determinantal subschemes which are generically complete intersections.
If g = 1 then the sheaf Bϕf−1 is the dual of a Buchsbaum–Rim sheaf.
Thus it seems to be rewarding to study higher Buchsbaum–Rim sheaves,
too.
Remark 3.5. (i) With the notation above the Buchsbaum–Rim sheaf
Bϕ has rank r = f − g. Our assumptions imply that r ≤ n = dimZ. More-
over, Bϕ is locally free if and only if n = r.
(ii) As a second syzygy sheaf over an arithmetically Gorenstein scheme
a Buchsbaum–Rim sheaf Bϕ is reflexive, i.e., the natural map Bϕ ⊗B∗ϕ →
OZ induces an isomorphism Bϕ ∼= B∗∗ϕ .
Similarly, a Buchsbaum–Rim module is a reflexive R-module.
The following result will become important later on.
Lemma 3.6. With the above notation let Bϕ be a Buchsbaum–Rim module
of rank r. Then it holds:
(a) For i = 1; : : : ; r − 1 the module ∧iB∗ϕ is a r − i + 1-syzygy of the
perfect module Sr−iMϕ ⊗ ∧f F∗ ⊗ ∧gG and is resolved by Ciϕ∗.
(b) For i = 1; : : : ; r there are isomorphisms
∧r−iB∗ϕ ⊗∧f F ⊗∧gG∗ ∼= ∧iB∗ϕ∗:
390 migliore, nagel, and peterson
(c) For i < r we have
H
j
m∧iB∗ϕ ∼=

0 if j ≤ n and j 6= n+ 1− i
SiMϕ∨1− rR if j = n+ 1− i:
Proof. The assumption codim Iϕ = r + 1 ensures that ∧iB∗ϕ is resolved
by Ciϕ∗ (cf. [3, Remark 2.19]). Hence the first claim follows by Proposi-
tion 2.1.
The latter result also implies the second claim. The isomorphism is in-
duced by the map νi (cf. [3, Remark 2.19]).
In order to prove the third claim we observe that by Lemma 2.2
H
n+1−j
m ∧iB∗ϕ ∼= Extj∧iB∗ϕ;R∨1− rR:
But we know already that Extj∧iB∗ϕ;R can be computed as the i − jth
homology module of the complex Ciϕ which is part of the acyclic complex
Diϕ. Now our assertion follows.
Remark 3.7. (i) The previous result implies for the Buchsbaum–Rim
sheaf Bϕ that it is just the sheafification fBϕ of the Buchsbaum–Rim module
Bϕ and
Hj∗∧iB∗ϕ ∼=

0 if 1 ≤ j < n and j 6= n− i
SiMϕ∨1− rR if j = n− i:
(ii) Let us consider the example where R = Kx0; : : : ; xn is the poly-
nomial ring, F = R−1n+1;G = R and ϕx F → G a general map. Then
Mϕ ∼= K and Bϕ = kerϕ is a Buchsbaum–Rim module and the correspond-
ing Buchsbaum–Rim sheaf is just the cotangent bundle on n. Via Serre
duality we see that in this case Lemma 3.6(c) is just the dual version of the
Bott formula for the cohomology of jn = ∧jBϕ.
According to our explicit description of the complexes Diϕ, Proposi-
tion 2.1 implies:
Lemma 3.8. For i = 1; : : : ; r − 1 there are isomorphisms
Extr+1SiMϕ; R ∼= Sr−iMϕ ⊗ ∧f F∗ ⊗ ∧gG:
Finally, we want to derive a cohomological characterization of
Buchsbaum–Rim sheaves. It turns out that they are particular Eilenberg–
MacLane sheaves. Recall that an R-module E is called an Eilenberg–
MacLane module of depth t, 0 ≤ t ≤ n+ 1, if
H
j
mE = 0 for all j 6= t; where 0 ≤ j ≤ n:
Similarly, a sheaf E on Z is said to be an Eilenberg–MacLane sheaf if H0∗E
is an Eilenberg–MacLane module.
We will need the following result which is shown in [13] as Theorem I.3.9.
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Lemma 3.9. Let E be a reflexive module of depth t ≤ n. Then E is an
Eilenberg–MacLane module with finite projective dimension if and only if E∗
is an n+ 2 − t-syzygy of a module M of dimension ≤ t − 2. In this case it
holds
M ∼= HtmE∨1− rR:
Now we are ready for our cohomological description of Buchsbaum–Rim
sheaves.
Proposition 3.10. A sheaf E on Z is a Buchsbaum–Rim sheaf if and only
if E = H0∗E is a reflexive Eilenberg–MacLane module with finite projective
dimension and rank r ≤ n such that Hn−r+2m E∨ is a perfect R-module of
dimension n− r if r ≥ 2.
Proof. First let us assume that E is a Buchsbaum–Rim sheaf. Then we
have by definition for E = H0∗E that it has a rank, say r, and sits in an
exact sequence
0→ E→ F ϕ−→ G→Mϕ→ 0;
where F and G are free modules and Iϕ has the expected codimension
r + 1. Due to Remark 3.5 E is reflexive. Furthermore, E has finite projective
dimension since Mϕ does by Lemma 3.6. If r = 1 it follows that E is just
Rm for some integer m.
Let r ≥ 2. Then the exact sequence above and the Cohen–Macaulayness
of Mϕ imply that E is an Eilenberg-Maclane module of depth n− r + 2 and
Hn−r+2m E∨ ∼= Hn−rm Mϕ∨ ∼= Extr+1Mϕ;RrR − 1
∼= Sr−1Mϕ ⊗ ∧f F∗ ⊗ ∧gGrR − 1;
where the latter isomorphisms are due to Lemma 2.2 and Lemma 3.8. Since
Sr−1Mϕ is a perfect module of dimension n − r by Lemma 3.6 we have
shown that the conditions in the statement are necessary.
Now we want to show sufficiency. Since a reflexive module of rank 1
with finite projective dimension must be free we are done if r = 1. Now let
r ≥ 2. By assumption M = Hn−r+2m E∨ is a perfect module of dimension
n − r. Since E∗ is an r-syzygy of M due to Lemma 3.9 we obtain that E∗
is a reflexive Eilenberg–MacLane module of depth n with finite projective
dimension and
HnmE∗ ∼= Hn−rm M:
Therefore Lemma 3.9 applies also to E∗ and says that E∗∗ ∼= E is a 2-syzygy
of Hn−rm M∨1− rR. This means that there is an exact sequence
0→ E→ F ϕ−→ G→ KM1− rR → 0;
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where F and G are free modules with rank F = rankG + r. Since
Rad Iϕ = Rad AnnR KM and KM has dimension n − r it follows that
Iϕ has the maximal codimension r + 1. Thus E is a Buchsbaum–Rim
module completing the proof.
Since any module over a regular ring has finite projective dimension the
last result takes a simpler form for sheaves on n.
Corollary 3.11. A sheaf E on n is a Buchsbaum–Rim sheaf if and
only if E is an reflexive Eilenberg–MacLane sheaf of rank r ≤ n such that
Hi∗n;E = 0 if i 6= 0; n − r + 1; n + 1 and Hn−r+1∗ E∨ is a Cohen–
Macaulay module of dimension n− r.
From this result we see again that the cotangent bundle on projective
space is a Buchsbaum–Rim sheaf.
4. THE COHOMOLOGY OF THE DEGENERACY LOCI
Consider a morphism ψx P → Bϕ of sheaves of rank t and r, respec-
tively, on the arithmetically Gorenstein scheme Z = ProjR, where Bϕ is
a Buchsbaum–Rim sheaf and H0∗Z;P is a free R-module. If t = 1 then
ψ is just a section of some twist of Bϕ. Thus we refer to ψ as multiple
sections of Bϕ.
Throughout this paper we suppose that the ground field K is infinite and
that the degeneracy locus S of ψ has (the expected) codimension r − t +
1 ≥ 2 in Z. If t = 1 then S is just the zero-locus of a regular section of a
Buchsbaum–Rim sheaf.
It will turn out that S is often not equidimensional. Thus we are also in-
terested in the top-dimensional part X of S, i.e., the union of the highest-
dimensional components of S. The aim of this section is to compute the
cohomology modules of S and X, respectively. An Eagon–Northcott com-
plex involving Bϕ will play an essential role. Observe that in contrast to
the situation in the previous section, where F and G were locally free, the
sheaf Bϕ is in general not locally free.
Our approach will be algebraic. Taking global sections we obtain an R-
homomorphism
ψx P → Bϕ;
where P is a free R-module of rank t, 1 ≤ t < r. The first aim is to derive the
complex mentioned above. We follow the approach described in Section 2.
The R-dual of the Koszul complex Cr−tψ∗ is
0→ ∧0B∗ϕ ⊗ Sr−tP∗∗ → B∗ϕ ⊗ Sr−t−1P∗∗ → · · ·
→ ∧r−t−1B∗ϕ ⊗ P∗∗ → ∧r−tB∗ϕ ⊗ S0P∗∗:
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Using the isomorphisms in Lemma 3.6 and SjP∗∗ ∼= SjP we can rewrite
Cr−tψ∗∗ ⊗ ∧f F∗ ⊗ ∧gG as
0→ ∧rB∗ϕ ⊗ Sr−tP → ∧r−1B∗ϕ ⊗ Sr−t−1P → · · ·
→ ∧t+1B∗ϕ ⊗ P → ∧tB∗ϕ ⊗ S0P;
where we define (by abuse of notation) ∧rB∗ϕ x= ∧f F∗ ⊗∧gG: The image of
the map ∧tψ∗x ∧t B∗ϕ→ ∧tP∗ is (up to degree shift) an ideal of R which we
denote by Iψ or just I, i.e., im∧tψ∗ = I ⊗∧tP∗. Note that the saturation
of I is the homogeneous ideal IS defining the degeneracy locus S. Thus,
using ∧tψ∗ we can continue the complex above on the right-hand side and
obtain the desired Eagon–Northcott complex
E•x 0→ ∧rB∗ϕ ⊗ Sr−tP → ∧r−1B∗ϕ ⊗ Sr−t−1P → · · ·
→ ∧t+1B∗ϕ ⊗ P → ∧tB∗ϕ→ I ⊗∧tP∗ → 0:
(4.1)
The next result shows that the first cohomology modules of R/Iψ van-
ish.
Lemma 4.1. The depth of R/I is at least n− r.
Proof. Let r = 2. Then Bϕ has depth n and t = 1. Thus we have an
exact sequence
0→ Ra ψ−→ Bϕ→ Ib → 0;
where a; b are integers. It provides the claim.
Now let r ≥ 3. We choose a sufficiently general linear form l ∈ R. For
short we denote the functor –⊗RR by an overbar ¯, where R = R/lR. Let
α be the map HomRψ;Rx HomRBϕ;R → HomRP;R and define the
homogeneous ideal J ⊂ R by J ⊗ ∧tP∗ = im∧t
R
α. Our first claim is that
I = J provided n > r.
Multiplication by l provides the commutative diagram
0→ P−1 → P → P → 0
↓ψ ↓ψ ↓ψ
0→ Bϕ−1 → Bϕ → Bϕ → 0
Dualizing gives the commutative diagram
0→ B∗ϕ → B∗ϕ1 → Ext1RBϕ;R → Ext1RBϕ;R = 0
↓ψ∗ ↓ψ∗ ↓β
0→ P∗ → P∗1 → Ext1RP;R → Ext1RP;R = 0
where the vanishings on the right-hand side are due to duality and the
fact that Bϕ is an Eilenberg–MacLane module of depth n− r + 2 6= n. Us-
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ing Ext1RBϕ;R−1 ∼= HomRBϕ;R and Ext1RP;R−1 ∼= HomRP;R
(cf., for example, [2, Lemma 3.1.16]) we see that β can be identified with
α as well as ψ∗ ⊗ R. It follows that
J ⊗∧tP∗ = im∧t
R
α = im∧t
R
ψ∗ ⊗ R ∼= im∧tRψ∗ ⊗ R
∼= im∧tRψ∗ ⊗ R = I ⊗∧tP∗ ⊗ R
and thus J = I as we wanted to show.
The second commutative diagram also provides B∗ϕ⊗R ∼= HomRBϕ;R.
It follows that
∧t
R
HomRBϕ;R ∼= ∧tRB∗ϕ ⊗ R ∼= ∧tRB∗ϕ ⊗ R:
Thus we have an exact commutative diagram
0 0 0
↓ ↓ ↓
0→ C−1 → ∧tB∗ϕ−1 → I−1 ⊗ ∧tP∗ → 0
↓ l ↓ l ↓ l
0→ C → ∧tB∗ϕ → I ⊗∧tP∗ → 0
↓
0→ L → ∧t
R
HomRBϕ;R → J ⊗∧tP
∗ → 0
↓
0
where C = ker∧tRψ∗ and L = ker∧tRα. Since ∧tB∗ϕ has depth n + 1 −
t ≥ n + 2 − r due to Lemma 3.6 the first row shows that our assertion is
equivalent to depthC ≥ n+ 2− r. In order to show this we induct on n− r.
If n = r the claim follows by the exact cohomology sequence induced by
the top line of the previous diagram and depth∧tB∗ϕ ≥ 2. Let n > r. Then
our first claim and the Snake lemma applied to the diagram above imply
C ∼= L. The induction hypothesis applies to L and we obtain
0 < n+ 1− r ≤ depthL < depthC
completing the proof.
For computing the other cohomology modules of R/Iψ we use the
Eagon–Northcott complex above. In order to ease notation let us write
E• as
E•x 0→ Er
δr−→ Er−1
δr−1−→ · · · → Et
δt−→ Iψp → 0;
where
Ei = ∧iB∗ϕ ⊗ Si−tP and Rp ∼= ∧tP∗:
The number of minimal generators of an R-module N is denoted by µN.
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Proposition 4.2. Put I = Iψ. Then we have:
(a) For j 6= dimR/I = n+ t − r it holds
HjmR/I ∼=
8>>>><>>>>:
SiMϕ∨ ⊗ Si−tP ⊗ ∧tP1− rR
if j = n+ t − 2i; where max

t;
r + 1
2

≤ i ≤

r + t
2

0 otherwise:
(b) The canonical module satisfies
µKR/I ≤

r − 1
t − 1

+
8>>>>><>>>>>:
 r
2 + g − 1
g − 1

·
 r
2 − 1
t − 1

if r is even and 1 ≤ t ≤ r
2
0 otherwise:
Proof. We consider the Eagon–Northcott complex E• above. Accord-
ing to the Lemma 3.6 B∗ϕ is an r-syzygy. Therefore B
∗
ϕ is locally free in
codimension r. It follows that the Eagon–Northcott complex E• is exact
in codimension r. Therefore its homology modules HiE• have dimension
≤ n− r. Thus the exact sequence
0→ im δi+1 → ker δi → HiE• → 0
implies
1 Hjmker δi ∼= Hjmim δi+1 if j ≥ n− r + 2:
Moreover, there are exact sequences
0→ ker δi → Ei → im δi → 0
inducing exact sequences
2 HjmEi → Hjmim δi → Hj+1m ker δi → Hj+1m Ei;
where the injectivity or surjectivity of the map in the middle can be checked
by means of Lemma 3.6. This map is an isomorphism if j 6= n− i; n+ 1−
i; n; n+ 1.
Let us consider the map δr . Due to our assumption the map ψ∗x B∗ϕ→ P∗
is generically surjective. Thus the same applies to the Koszul map B∗ϕ ⊗
Sr−t−1P∗ → Sr−tP∗ which is induced by ψ. It follows that the R-dual of
this map is injective. But the latter is (up to a degree shift) just δr . Hence
we have seen that im δr ∼= Er .
According to Lemma 4.1 it suffices to consider HjmR/I, where n− r ≤
j ≤ n+ t − r = dimR/I. For this we distinguish several cases.
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Case 1. Let us assume that n− t < j ≤ n+ t − r. This can occur if and
only if t ≥ r+12 .
Using (2) and (1) in alternating order we get
H
j
mR/Ip ∼= Hj+1m im δt ∼= Hj+2m ker δt ∼= Hj+2m im δt+1 ∼= · · ·
∼= Hr+j−tm im δr−1 ↪→ Hr+j+1−tm ker δr−1
∼= Hr+j+1−tm im δr ∼= Hr+j+1−tm Er;
where the injection holds true because we have by our assumptions n+ 3−
r ≤ n+ 2 − t ≤ j + 1 ≤ r + j − t ≤ n.
It follows by Lemma 3.6 and Lemma 2.2 that
H
j
mR/I = 0 if n− t < j < n+ t − r
and in case j = dimR/I for the canonical module
µKR/I ≤ µHn+1m Er∨ = µEr = µSr−tP =

r − 1
t − 1

:
Case 2. Let us assume that n− r ≤ j = n+ t − 1− 2i ≤ minn+ t − r;
n− t, i.e., maxt; r−12  ≤ i ≤ r+t−12 .
Using (2) and (1) again we obtain
Hn+t−1−2im R/Ip ∼= Hn+t−2im im δt ∼= Hn+t+1−2im ker δt
∼= Hn+t+1−2im im δt+1 ∼= · · ·
∼= Hn−im im δi ↪→ Hn+1−im ker δi ∼= · · ·
∼= Hn+r−1−2im im δr−1 ↪→ Hn+r−2im ker δr−1
∼= Hn+r−2im im δr ∼= Hn+r−2im Er:
Since Er is free we get
Hn+t−1−2im R/I = 0 if i ≥
r
2
and in case i = r−12 we obtain the same bound for the number of minimal
generators of the canonical module as in Case 1.
Case 3. Let us assume that n − r ≤ j = n + t − 2i ≤ minn + t − r;
n− t, i.e., maxt; r2 ≤ i ≤ r+t2 .
If follows similarly as before
Hn+t−2im R/Ip ∼= Hn+t+1−2im im δt ∼= Hn+t+2−2im ker δt
∼= Hn+t+2−2im im δt+1 ∼= · · · ∼= Hn+1−im im δi:
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Now we look at the exact sequence
3 Hn+1−im ker δi→Hn+1−im Ei→Hn+1−im im δi→Hn+2−im ker δi:
We use again (1) and (2) in order to obtain information on the modules on
the left-hand and on the right-hand side. This provides
Hn+1−im ker δi ∼= Hn+1−im im δi+1 ∼= · · ·
∼= Hn+r−2im im δr ∼= Hn+r−2im Er = 0
because n+ r − 2i ≤ n and
Hn+2−im ker δi ∼= Hn+2−im im δi+1 ∼= · · ·
∼= Hn+r−2im im δr−1 ↪→ Hn+r−2im ker δr
∼= Hn+r+1−2im im δr ∼= Hn+r+1−2im Er;
where the last module vanishes if and only if i 6= r2 .
Therefore (3) yields, if i 6= r2 ,
Hn+t−2im R/Ip ∼= Hn+1−im Ei ∼= Hn+1−im ∧iB∗ϕ ⊗ Sr/2−tP
∼= Sr/2Mϕ∨ ⊗ Sr/2−tP1− rR:
In case i = r2 taking K-duals of (3) furnishes the exact sequence
E∗r → Extr−t+1R/I;R−p → Sr/2Mϕ ⊗ Sr/2−tP:
It follows for the canonical module
µKR/I ≤ µS r2 Mϕ ⊗ Sr/2−tP + µEr
=
 r
2 + g − 1
g − 1

·
 r
2 − 1
t − 1

+

r − 1
t − 1

:
Our assertions are now a consequence of the results in the three cases
above.
Corollary 4.3. For the depth of the coordinate ring we have
depthR/Iψ =

n− r if r + t is even
n− r + 1 if r + t is odd:
Put e = depthR/Iψ. Then the only non-vanishing cohomology mod-
ules of R/Iψ besides Hn+t−rm R/Iψ are He+2km R/Iψ, where k is an
integer with 0 ≤ k ≤ 12 minn− t; n+ t − r − 1 − e.
It has already been observed in [11] that Iψ is not always an unmixed
ideal. This gives rise to consideration of the ideal Jψ which is defined as
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the intersection of the primary components of Iψ having maximal dimen-
sion. We denote by X the subscheme of Z defined by Jψ and call it the
top-dimensional part of the degeneracy locus S.
Our next aim is to clarify the relationship between S and X. For this we
need a cohomological criterion for unmixedness stated as Lemma III.2.3
in [13].
Lemma 4.4. Let I ⊂ R be a homogeneous ideal. Then I is unmixed if and
only if
dim SuppHimR/I < i for all i < dimR/I;
where we put dim SuppM = −∞ if M = 0.
Now we can show:
Proposition 4.5. Let I = Iψ and J = Jψ. Then it holds:
(a) I is unmixed if and only if r + t is odd.
(b) If r + t is even then I has a primary component of codimension
r + 1. Let Q be the intersection of all those components. Then we have I =
J ∩Q and
HjmR/J ∼=
(
H
j
mR/I if j 6= n− r
0 if j = n− r
and
J/I ∼= Sr−t/2Mϕ ⊗ Sr−t/2P ⊗ ∧f F∗ ⊗ ∧gG⊗∧tP:
Proof. For i = 0; : : : ; r the module SiMϕ is a perfect module of di-
mension n− r. Hence claim (a) follows by Proposition 4.2 and Lemma 4.4.
In order to show (b) we note first that the maximal codimension of a
component of I is r + 1 because depthR/I = n− r. Let Q be the intersec-
tion of all these components and let J be the intersection of the remaining
ones. Then I = J ∩Q and the components of J have codimension ≤ r. We
have to show that J is unmixed.
As a first step we will prove that depthR/J > n− r. We induct on n− r ≥
0. If r = n the claim is clear since J is saturated by construction.
Let r = n − 1. It follows that dimR/I = 1 + t ≥ 2 and that R/Q and
Sr+t/2Mϕ have positive dimension. Now we look at the exact sequence
0→ R/I → R/J ⊕ R/Q→ R/J +Q → 0:
We can find an l ∈ R1 which is a parameter on R/I;R/J;R/Q; Sr+t/2Mϕ
and also on R/J + Q if it has positive dimension. Using H2mR/I ∼=
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H2mR/J we obtain a commutative diagram with exact rows
H1mR/I−1 → H1mR/J−1 ⊕ H1mR/Q−1 → H1mR/J +Q−1 → 0
↓β1 ↓β2 ↓β3 ↓β4
H1mR/I → H1mR/J ⊕ H1mR/Q → H1mR/J +Q → 0
where the vertical maps are multiplication by l. Due to our choice of
l it holds H1mR/Q + lR = H1mR/J + Q + lR = 0. Thus β3 and
β4 are surjective. Since l is a parameter of the Cohen–Macaulay mod-
ule Sr+t/2M the multiplication map Sr+t/2M−1
l−→ Sr+t/2M is
injective, thus the dual map Sr+t/2M∨
l−→ Sr+t/2M∨1 is an epi-
morphism. Therefore β1 is surjective due to Proposition 4.2. The same
is true for β2 by the commutative diagram above. Since R/J is unmixed
Lemma 4.4 implies that H1mR/J is finitely generated, hence it must be
zero by Nakayama’s lemma.
Finally, let r ≤ n− 2. We consider the commutative diagram
0→ R/I−1 → R/J−1 ⊕ R/Q−1 → R/J +Q−1 → 0
↓ ↓ ↓ ↓
0→ R/I → R/J ⊕ R/Q → R/J +Q → 0
where the vertical maps are multiplication by l. By Lemma 4.3 depthR/I ≥
2 and by assumption on r, R/J and R/Q have positive depth. Hence the co-
homology sequence induced by the bottom line provides H0mR/J +Q =
0. It follows that we may choose l as non-zero divisor on R/I, R/J, R/Q,
and R/J +Q, i.e., the vertical maps in the diagram above are all injective.
Thus the Snake lemma implies the exact sequence
0→ R/I → R/J ⊕ R/Q→ R/J +Q→ 0;
where we denote by an overbar ¯ again the functor –⊗RR/lR. By Bertini’s
theorem Q is unmixed of codimension r + 1 in R (possibly) up to a com-
ponent associated to the irrelevant ideal of R. Moreover, we have seen in
the proof of Lemma 4.1 that the induction hypothesis applies to I. But
the last exact sequence implies I = J ∩Q. It follows that J is the intersec-
tion of the top-dimensional components of I. Hence we get by induction
depthR/J ≥ n− r. But l was a non-zero divisor on R/J thus we obtain
depthR/J > depthR/J = depthR/J;
completing our induction.
Next we consider the exact sequence
0→ J/I → R/I → R/J → 0: ∗
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Note that J/I ∼= J +Q/Q has dimension ≤ n− r. Moreover we have just
shown depthR/J > n − r. Therefore, the induced cohomology sequence
yields
HimR/J ∼= HimR/I if i > n− r;
Hn−rm J/I ∼= Hn−rm R/I ∼= Sr+t/2Mϕ∨ ⊗ Sr−t/2P ⊗ ∧tP1− rR
and J/I is Cohen–Macaulay of dimension n − r. The first isomorphisms,
Proposition 4.2, and Lemma 4.4 imply now that J must be unmixed.
Now we use that for a Cohen–Macaulay module M it holds KKM
∼= M .
Thus we get by duality and Lemma 3.8,
J/I ∼= Hn−rm Hn−rm J/I∨∨
∼= Hn−rm Sr+t/2Mϕ∨ ⊗ Sr−t/2P ⊗ ∧tP1− rR
∼= Extr+1Sr+t/2Mϕ; R ⊗ Sr−t/2P ⊗ ∧tP
∼= Sr−t/2Mϕ ⊗ Sr−t/2P ⊗ ∧f F∗ ⊗ ∧gG⊗∧tP:
This finishes the proof.
Remark 4.6. The arguments in the previous proof also provide that
R/Q is Cohen–Macaulay of dimension n− r and
n− r − 1 ≤ depthR/J +Q ≤ dimR/J +Q ≤ n− r:
Our results with respect to ring-theoretic properties can be summarized
as follows. Recall that X denotes the top-dimensional part of the degener-
acy locus S of ψ.
Theorem 4.7. With the notation above we have:
(a) If r = n then S is equidimensional and locally Cohen–Macaulay.
(b) S is equidimensional if and only if r + t is odd or r = n.
Moreover, if r < n then X is locally Cohen–Macaulay if and only if X is
arithmetically Cohen–Macaulay.
(c) If r + t is odd then X = S is arithmetically Cohen–Macaulay if and
only if t = 1. In this case S has Cohen–Macaulay type ≤ 1+ ( r2+g−1
g−1

.
(d) Let r + t be even. Then
(i) X is arithmetically Cohen–Macaulay if and only if 1 ≤ t ≤ 2.
If t = 1 then X is arithmetically Gorenstein. If t = 2 then X has Cohen–
Macaulay type ≤ r − 1+ ( r2+g−1
g−1
 ·  r2 − 1.
(ii) If in addition r < n then the components of S have either codi-
mension r − t + 1 or codimension r + 1.
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Proof. (a) If r = n then dimMϕ = 0. Hence it follows by Proposi-
tion 4.2 that the modules Hi∗Z; JS have finite length if i ≤ dim S which is
equivalent to S being equidimensional and locally Cohen–Macaulay.
(b) If r + t is odd then S is equidimensional due to Proposition 4.5.
If r + t is even then Proposition 4.5 shows that S is equidimensional if and
only if r = n.
Moreover, r < n implies that Mϕ does not have finite length. Therefore
Proposition 4.5 furnishes that R/Jψ has cohomology of finite length if
and only if R/Jψ is Cohen–Macaulay. Claim (b) follows.
(c) If r + t is odd then we have by Proposition 4.5 that S is equidi-
mensional and by Corollary 4.3 that depthR/Iψ = n − r + 1. The claim
follows because of dimR/Iψ = n− r + t.
(d) If r + t is even we get r ≤ t − 2. Hence the claim is a consequence
of Propositions 4.2 and 4.5.
Remark 4.8. (i) If we specialize the previous result to Z = n, r = 3,
t = 1 then we get the main result of [11].
(ii) In case t = 1 and r is even the result has been first proved
by Migliore and Peterson, who communicated it to Kustin. Subsequently,
Kustin [9] strengthened it by removing almost all the assumptions on the
ring R and computing a free resolution (cf. also Remark 5.10 and Corol-
lary 5.13).
(iii) Note that in the above theorem the term equidimensional is used
in the scheme-theoretic sense. Thus S being equidimensional does not auto-
matically imply that Iψ is saturated. However, due to Corollary 4.3 Iψ
is not saturated if and only if r = n and r + t is even. We use this fact in
Section 5.
The next result generalizes [11, Corollary 1.2].
Corollary 4.9. Let E be a vector bundle on n of rank n, where n is odd
such that Hi∗n;E = 0 if 2 ≤ i ≤ n− 1. Let s be a section of E vanishing
on a scheme X of codimension n. Then X is arithmetically Gorenstein.
Proof. According to Corollary 3.11, E is a Buchsbaum–Rim sheaf.
Therefore Theorem 4.7 shows the claim.
5. THE RESOLUTIONS OF THE LOCI
In this section we show how free resolutions can be obtained for the
schemes described in this paper. In most cases we expect these resolutions
to be minimal. The main tools are the Eagon–Northcott complex E• in
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4:1, its dual, and a general result for comparing the resolution of the
scheme with its cohomology modules.
We begin by considering the Eagon–Northcott complex again. The inter-
ested reader will have observed that this complex is not exact in general.
Fortunately, we are able to compute its homology.
Proposition 5.1. The homology modules of the Eagon–Northcott E•
complex are
HiE• ∼=
8><>:
SjMϕ ⊗ Sr−t−jP ⊗ ∧f F∗ ⊗ ∧gG
if i = r − 1− 2j; where j ∈ ; t ≤ i ≤ r − 3
0 otherwise:
Proof. According to Lemma 3.6 and Lemma 4.1 all non-trivial modules
occurring in E• have depth ≥ n − r + 1. Thus using n − r general linear
forms in R and arguments as in Proposition 4.1 we see that it suffices to
consider the case where R has dimension r + 1, i.e., we may and will assume
that n = r.
Then we already know that the homology modules of E• have finite
length. As for the cohomology of R/I one computes (cf. Proposition 4.2)
H1mim δi ∼=

Sr−jMϕ∨ ⊗ Sr−j−tP1− rR if t ≤ i = r − 2j < r
0 if r + i is odd.
Since r = n the module Mϕ has finite length. It follows
Sr−jMϕ∨1− rR ∼= H0mSr−jMϕ∨1− rR
∼= Extr+1R Sr−jMϕ; R (by 2.2)
∼= SjMϕ ⊗ ∧f F∗ ⊗ ∧gG (by 3.8).
Thus we have
H1mim δi ∼=
8><>:
SjMϕ ⊗ Sr−j−tP ⊗ ∧f F∗ ⊗ ∧gG
if t ≤ i = r − 2j < r
0 if r + i is odd
+
The modules im δi and ker δi are submodules of the reflexive modules Ei+1
and Ei, respectively. Hence both have positive depth. Since depthEi =
n+ 1− i ≥ 2 if i < r = n the exact sequence
0→ ker δi → Ei → im δi → 0
shows depth ker δi ≥ 2 for all i = t; : : : ; r.
Using the finite length of HiE• the exact sequence
0→ im δi+1 → ker δi → HiE• → 0
provides H1mim δi+1 ∼= H0mHiE• ∼= HiE•. Hence + proves our as-
sertion because δt is surjective by the definition of the ideal I.
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Remark 5.2. Now we can compute a free resolution of I = Iψ as
follows: Proposition 5.1 provides exact sequences
1
0→ ker δr+1−2j → Er+1−2j
→ Er−2j → im δr−2j → 0; t ≤ r − 2j < r;
and if r + t is odd additionally
1′ 0→ ker δt → Et → Ip → 0;
2
0→ im δr−2j → ker δr−2j−1
→ SjMϕ ⊗ Sr−t−jP ⊗ ∧f F∗ ⊗ ∧gG→ 0;
t < r − 2j < r:
According to Proposition 2.1 and Proposition 3.6 we know the minimal res-
olution of Ei and SjMϕ, respectively. Thus, in order to get a resolution
of I we compute successively resolutions of im δr−2; ker δr−3; im δr−4; : : : ;
im δt = Ip using the exact sequences (1) and (2). If (1) is used we just
apply the mapping cone procedure twice. If we use (2) we apply the Horse-
shoe lemma.
Following the procedure just described we certainly do not obtain a min-
imal free resolution of I. Thus we need some results which allow us to split
off redundant terms. The idea is to compare the resolution of I with those
of its cohomology modules. In particular, this requires information on the
canonical module KS = Extr−tR R/Iψ; RrR − 1 of our degeneracy lo-
cus S which we derive first.
Lemma 5.3. The depth of the canonical module of X is at least minn−
r + t; n− r + 2. In particular, it is Cohen–Macaulay if 1 ≤ t ≤ 2.
Proof. Let A = R/Iψ. We induct on n− r. Since the canonical module
always satisfies depthKA ≥ mindimA; 2 the claim is clear if n = r.
Let n > r and let l ∈ R be a general linear form. We want to show
KA/lKA ∼= KA/lA:
Due to Corollary 4.3 there is an exact sequence induced by multiplication,
0→ A−1 l−→ A→ A/lA→ 0:
It provides the long exact sequence
0→ Extr−tR A;R
l−→ Extr−tR A;R1 → Extr−t+1R A/lA;R
→ Extr−t+1R A;R
l−→ Extr−t+1R A;R1 → · · · :
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Using Extr−t−1R A/lA;RrR − 1 ∼= KA/lA we can rewrite the last se-
quence as
0→ KA−1
l−→ KA→ KA/lA
→ Extr−t+1R A;RrR − 2
l−→ Extr−t+1R A;RrR − 1 → · · · :
We claim that the multiplication map on the right-hand side is injective.
Indeed, if r + 1 is odd or 2t ≥ r + 1 then we have by duality and Proposition
4.2 that Extr−t+1R A;R = 0. Otherwise the multiplication map is (up to
degree shift) essentially given by
Sr+1/2Mϕ ⊗ Sr+1/2−tP∗−1
l−→ Sr+1/2Mϕ ⊗ Sr+1/2−tP∗:
But the module Sr+1/2Mϕ is Cohen–Macaulay of dimension n − r > 0
according to Lemma 3.6. Thus we can choose l as a regular element with
respect to Sr+1/2Mϕ and the claim follows.
Hence the exact sequence above implies
KA/lKA ∼= KA/lA and depthKA > depthKA/lA:
Applying the induction hypothesis to KA/lA completes the proof.
Remark 5.4. The canonical modules of S and its top-dimensional part
X are isomorphic. This follows from the corresponding (slightly stronger)
result for R/Iψ and R/Jψ. Indeed, according to Proposition 4.5 there
is an exact sequence
0→ Sr−t/2Mϕ ⊗ Sr−t/2P ⊗ ∧f F∗ ⊗ ∧gG⊗∧tP
→ R/Iψ → R/Jψ → 0:
Since dim Sr−t/2Mϕ = n − r < n − r + t = dimR/Iψ = dimR/Jψ
the claim follows by the long exact cohomology sequence.
Lemma 5.5. The dual of the Eagon–Northcott complex E• provides a
complex
0→ ∧tP → E∗t
δ∗t+1−→ · · · → E∗r−1
δ∗r−→ E∗r
γ−→ KR/I ⊗∧tP1− rR → 0;
which we denote (by slight abuse of notation) by E∗• . Its (co)homology modules
are given by
HiE∗• ∼=

SjMϕ ⊗ Sj−tP∗ if 2t + 1 ≤ i = 2j + 1 ≤ r + 1
0 otherwise
In particular, E∗• is exact if t ≥ r+12 .
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Proof. If r = 2 (and thus t = 1) the claim follows immediately by dual-
izing because E• is exact in this case.
Now let r ≥ 3. We begin by verifying that E∗• is indeed a complex. This is
only an issue in the beginning of this sequence. Consider the exact sequence
0→ Er
δr−→ Er−1 → im δr−1 → 0:
Dualizing provides the exact sequence
E∗r−1
δ∗r−→ E∗r
α−→ Ext1Rim δr−1; R → Ext1REr−1; R: +
The module on the right-hand side vanishes since Hnm∧r−1B∗ϕ = 0 if r 6= 2.
Hence the map γ is surjective. In order to compare its image with KR/I we
look at the proof of Proposition 4.2 and use its notation.
If t ≥ r+12 we have (cf. Case 1)
Hn+t−rm R/Ip ∼= Hnmim δr−1:
Thus + provides the exact sequence
E∗r−1
δ∗r−→ E∗r
α−→ KR/I1− rR − p → 0:
Putting γ = α we get the desired complex and
Hr+1E∗• = HrE∗• = 0:
Now let t ≤ r+12 and let r be odd. Then we have (cf. Case 2) an embedding
βx Hn+t−rm R/Ip ↪→ Hnmim δr−1:
We define γ as the composition of α and β∨ (with the appropriate shift).
Thus γ is surjective, i.e.,
Hr+1E∗• = 0:
Finally, let t ≤ r+12 and let r be even. Then we have (cf. Case 3) an exact
sequence
0→ Hn+1−r/2m Er/2 → Hn+1−r/2m im δr/2
→ Hn+2−r/2m ker δr/2 → Hn+2−r/2m Er/2 = 0
and isomorphisms
H
n+1−r/2
m im δr/2 ∼= Hn−r+tm R/Ip;
H
n+2−r/2
m ker δr/2 ∼= Hnmim δr−1:
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Thus we can conclude with the help of + that there is an exact sequence
E∗r−1
δ∗r−→ E∗r
γ−→ KR/I1− p− rR → Hn+1−r/2m Er/2∨1− rR → 0:
Using Lemma 3.6 it follows
Hr+1E∗• ∼= Hn+1−r/2m Er/2∨1− rR ∼= Sr/2Mϕ ⊗ Sr/2−tP∗:
Hence we have shown in all cases that E∗• is a complex and we have com-
puted Hr+1E∗•.
In order to compute the other cohomology modules we proceed as in
the proofs of Proposition 4.2 and Proposition 5.1. Indeed, we just have to
use Lemma 5.3 as a replacement of Lemma 4.1 and E∗• instead of E•. The
details are tedious but straightforward. We omit them.
The next result is also interesting in its own right. It relates the minimal
free resolution of a module to those of (the duals) of its cohomology mod-
ules. Observe that the result as it is stated remains valid even if R is not
a Gorenstein but just a Cohen–Macaulay ring, though we will not use this
fact here.
Proposition 5.6. Let N be a finitely generated graded torsion R-module
which has projective dimension s. Then it holds for all integers j ≥ 0 that
TorRs−jN;K∨ is a direct summand of
jM
i=0
TorRj−iExts−iR N;R;K:
Moreover, we have TorRs N;K∨ ∼= TorR0 ExtsRN;R;K and that
TorR1 ExtsRN;R;K is a direct summand of TorRs−1N;K∨.
Proof. For the purpose of this proof we write M ⊂+N in order to ex-
press that the submodule M is a direct summand of the module N .
Consider a minimal free resolution of N:
0→ Fs → · · · → F1 → F0 → N → 0:
Dualizing with respect to R provides the complex
0→ F∗0
α0−→ F∗1 → · · · → F∗s−1
αs−1−→ F∗s → ExtsRN;R → 0:
Since the maps αj are duals of minimal maps we can write
kerαj ∼= Gj ⊕Mj;
where Mj does not have a free R-module as direct summand and Gj is a
free R-module being a direct summand of F∗j (but possibly trivial). More-
over, there are exact sequences
0→ imαj−1 → kerαj → ExtjRN;R → 0:
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Since αj−1 is a minimal homomorphism it holds imαj−1 ⊂ m · F∗j . This
shows:
(1) The minimal generators of Gj give rise to minimal generators of
ExtjRN;R.
Now we consider the diagram
0→ imαj−1 → kerαj → ExtjRN;R → 0
↓ ↓
F∗j = F∗j
where the vertical maps are the natural embeddings. Thus it is commutative
and we obtain an exact sequence
0→ ExtjRN;R → F∗j / imαj−1 → F∗j / kerαj → 0:
The Horseshoe lemma yields a free resolution of the middle module as di-
rect sum of the resolutions of the outer modules. After splitting off redun-
dant terms we get a minimal free resolution, i.e., using TorRi imαj−1;K ∼=
TorRi+1F∗j / imαj−1;K we obtain
2 Tor
R
i imαj−1;K ⊂+ TorRi+1ExtjRN;R;K
⊕ TorRi kerαj;K i ≥ 0:
Now we are ready to show by induction on j ≥ 1,
TorRi imαs−j; K ⊂+
j−1M
k=0
TorRi+j−kExts−kR N;R;K i ≥ 0 ∗
and
TorRs−j+1N;K∨ ⊂+
j−1M
k=0
TorRj−1−kExts−kR N;R;K: ∗∗
Let j = 1. Since αs−1 is a minimal homomorphism the exact sequence
0→ imαs−1 → F∗s → ExtsRN;R → 0
implies
TorRs N;K∨ ∼= TorR0 ExtsRN;R;K;
thus in particular ∗∗, and
TorRi imαs−1;K ∼= TorRi+1ExtsRN;R;K i ≥ 0;
which shows ∗.
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Let j ≥ 2. Consider the exact sequence
3 0→ kerαs−j+1 → F∗s−j+1 → imαs−j+1 → 0:
We obtain by the definition of Gs−j+1,
F∗s−j+1 ⊗K ∼= Gs−j+1 ⊗K ⊕ TorR0 imαs−j+1;K
⊂+ TorR0 Exts−j+1R N;R;K ⊕
j−2M
k=0
TorRj−1−kExts−kR N;R;K
[by (1) and induction]
=
j−1M
k=0
TorRj−1−kExts−kR N;R;K;
which shows ∗∗.
Furthermore, (3) provides
TorRi kerαs−j+1;K ⊂+ TorRi+1imαs−j+1;K
⊂+
j−2M
k=0
TorRi+j−kExts−kR N;R;K [by induction].
Thus we conclude with the help of (2),
TorRi imαs−j; K ⊂+ TorRi+1Exts−j+1R N;R;K
⊕
j−2M
k=0
TorRi+j−kExts−kR N;R;K
=
j−1M
k=0
TorRi+j−kExts−kR N;R;K:
This proves ∗, i.e., the induction step is complete.
It only remains to verify the very last assertion. Looking at (3) with j = 2
we get
TorR0 imαs−1;K ⊂+F∗s−1 ⊗K:
But at the beginning of the induction we saw that TorR0 imαs−1;K ∼=
TorR1 ExtsRN;R;K. Our claim follows.
Remark 5.7. In order to explain how the last result can be used
we compare it with a well-known statement of Rao. For this let R =
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Kx0; : : : ; x3 and let IC ⊂ R be the homogeneous ideal of a curve
C ⊂ 3. Put A = R/IC and consider the minimal free resolutions
0→ F3 → F2 → F1 → R→ A→ 0
0→ G4 → G3 → G2 → G1 → G0 → Ext3RA;R → 0
0→ D2 → D1 → D0 → Ext2RA;R → 0:
Then the additions to our general observation in the lemma above yield
G0 ∼= F∗3 and G1 ⊂+F∗2 :
This is precisely the content of Rao’s Theorem 2.5 in [15]. Our Lemma 5.6
gives in addition
G1 ⊂+F∗2 ⊂+G1 ⊕D0
and
F∗1 ⊂+G2 ⊕D1
because Ext1RA;R = 0.
Now we have all the tools for establishing the main result of this section.
Theorem 5.8. Consider the following modules, where we use the conven-
tions that i and j are non-negative integers and that a sum is trivial if it has
no summand:
Ak =
M
i+2j=k+t−1
t≤i+j≤r+t−1/2
∧iF∗ ⊗ SjG∗ ⊗ Si+j−tP;
Ck =
M
i+2j=r+1−t−k
i+j≤r−t/2
∧iF ⊗ SjG ⊗ Sr−t−i−jP ⊗ ∧f F∗ ⊗ ∧gG:
Observe that it holds:
Ar = 0 if and only if r + t is even,
C1 = 0 if and only if r + t is odd,
Ck = 0 if k ≥ r + 2 − t, and
Cr+1−t = Sr−tP ⊗ ∧f F∗ ⊗ ∧gG:
Then the homogeneous ideal IX = Jψ of the top-dimensional part X of the
degeneracy locus S has a graded free resolution of the form
0→ Ar ⊕ Cr → · · · → A1 ⊕ C1 → IX ⊗∧tP∗ → 0:
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Proof. Following the procedure described in Remark 5.2 we get a res-
olution of Iψ. According to Proposition 4.5 it holds Iψ = Jψ if and
only if r + t is odd. If r + t is even we have by the same result an exact
sequence
0→ Iψ → Jψ → Sr−t/2Mϕ ⊗ Sr−t/2P ⊗ ∧f F∗ ⊗ ∧gG⊗∧tP∗:
Thus, using the Horseshoe lemma we get a finite free resolution of Jψ
in any case. It is not minimal. In order to split off redundant terms we
proceed as follows.
Since the resolution is finite the Auslander–Buchsbaum formula and
Proposition 4.5 yield the projective dimension of Jψ. Thus, in a first step
we can split off all the terms in the resolution of Jψ occurring past its
projective dimension.
Next, we use Lemma 5.5 (cf. Remark 5.4) in order to obtain a free reso-
lution of Extr−t+1R R/Jψ; R. For j 6= r − t + 1 we know a free resolution
of ExtjRR/Jψ; R by Proposition 4.5 and Proposition 2.1. Hence, in a
second step we can split off further terms in the resolution of Jψ by ap-
plying Proposition 5.6. This provides the resolution as claimed. The details
are very tedious but straightforward. We omit them.
Since the above proof is somewhat sketchy, we illustrate it by deriving
the resolution for t = 2 and r = 6; 7 (cf. also the next corollaries).
Example 5.9. Using our standard notation we define integers c; p by
Rc ∼= ∧f F ⊗∧gG∗ and Rp = ∧tP∗:
(i) Let t = 2 and r = 7. Then we know that I = Iψ is unmixed and
that X is not arithmetically Cohen–Macaulay. Using the Eagon–Northcott
complex E• we see that a free resolution of I begins as
↓
∧2F∗ ⊗ S2G∗ ⊗ S2P ⊕ S3G∗ ⊗ P ⊕ ∧3F∗ ⊗ S2P
↓
∧3F∗ ⊗G∗ ⊗ S2P ⊕ F∗ ⊗ S2G∗ ⊗ P ⊕ S3P−c ⊕ ∧4F∗ ⊗ S2P
↓
∧4F∗ ⊗ S2P ⊕ ∧2F∗ ⊗G∗ ⊗ P ⊕ S2G∗ ⊕ F−c ⊗ S2P
↓
∧3F∗ ⊗ P ⊕ F∗ ⊗G∗ ⊕ G−c ⊗ S2P
↓
∧2 F∗
↓
Ip
↓
0
buchsbaum–rim sheaves 411
With the help of E∗• we get the beginning for the resolution of
Ext4RR/I;R−p:
↓
∧2 F∗c ⊗ P∗ ⊕G∗c ⊗ S2P∗ ⊕ F ⊗G
↓
F∗c ⊗ S2P∗ ⊕ S2G
↓
S3P∗c
↓
Ext4RR/I;R−p
↓
0
Now we apply Proposition 5.6 and conclude that in the top row of the reso-
lution of Ip only the term S3G∗ ⊗ P remains in the minimal resolution
because S3G∗ ⊗ P surjects minimally onto Ext5RR/I;R−p. Continuing
in this fashion we obtain the resolution
0
↓
S3G∗ ⊗ P ⊕
↓
F∗ ⊗ S2G∗ ⊗ P ⊕ S3P−c
↓
∧2F∗ ⊗G∗ ⊗ P ⊕ S2G∗ ⊕ F−c ⊗ S2P
↓
∧3 F∗ ⊗ P ⊕ F∗ ⊗G∗ ⊕G−c ⊗ S2P
↓
∧2 F∗
↓
Ip
↓
0
(ii) Let t = 2 and r = 6. Then J = Jψ 6= Iψ defines an arithmeti-
cally Cohen–Macaulay scheme. Thus we get as in the previous case but
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slightly easier a resolution
0
↓
S3G∗ ⊗ P ⊕ S4P−c1
↓
F∗ ⊗ S2G∗ ⊗ P ⊕ F−c1 ⊗ S3P
↓V2 F∗ ⊗G∗ ⊗ P ⊕ S2G∗ ⊕ G−c1 ⊗ S3P ⊕ V2 F−c1 ⊗ S2P
↓V3 F∗ ⊗ P ⊕ F∗ ⊗G∗ ⊕ F ⊗G−c1 ⊗ S2P
↓V2 F∗ ⊕ S2G−c1 ⊗ S2P
↓
Jp
↓
0
Remark 5.10. We want to discuss the minimality of the resolution de-
scribed in Theorem 5.8:
(i) By looking at the twists of the free summands occurring in the
resolution above it is clear that for suitable choices of F;G;P and suffi-
ciently general maps ϕ;ψ no further cancellation is possible, i.e., the reso-
lution is minimal.
(ii) Let r be even and let t = 1. This case was also studied by Kustin
[9]; his main result gives (up to the degree shifts) the same resolution as
our Theorem 5.8 (cf. also Corollary 5.13). His techniques are completely
different from ours, and while they are more complicated, they in fact give
the maps in the resolution while our techniques use the Horseshoe lemma
and hence do not easily give the maps.
Kustin has proved that his resolution is minimal in the homogeneous
case if the section does not correspond to a minimal generator of the
Buchsbaum–Rim module. The latter assumption cannot be removed. For
example, consider a Buchsbaum–Rim sheaf defined as the sheafification of
the kernel of a map given by a 1× r + 1 homogeneous matrix. The reso-
lution predicts that the homogeneous ideal of X = S has r + 1 generators,
i.e., that X is an almost complete intersection because codimX = r. Now
consider the cotangent bundle of 2 (so r = 2). It has a global section
whose zero-locus is a point in 2, which is a complete intersection.
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(iii) We suspect that the phenomenon just described is the only in-
stance that prevents our resolution from being minimal. That means, we
hope that in case the resolution of X described above gives the correct
number of minimal generators of IX then the whole resolution is minimal.
In the theorem above our focus has been on X rather than on the de-
generacy locus S itself. The interested reader will observe that the same
methods provide a resolution for S.
According to Theorem 4.7 we know when X is arithmetically Gorenstein.
In this case its minimal free resolution is self-dual. In order to make this
duality transparent we rewrite the resolution above as follows.
Corollary 5.11. Let Bϕ be a Buchsbaum–Rim sheaf of odd rank r and
first Chern class c1. Let X be the top-dimensional part of a regular section of
Bϕ. Make the following definitions:
If i is odd, let ` = min i−12 ; r−i−22 , and define
Ai =
M`
j=0
2j+1^
F∗ ⊗ Si−1−2j/2G∗
If i is even, let ` = min i2 ; r−i−12 , and define
Ai =
M`
j=0
2j^
F∗ ⊗ Si−2j/2G∗:
Then X is arithmetically Gorenstein and has a free resolution of the form
0→ R−c1 → Ar−1 ⊕A∗1−c1 → Ar−2 ⊕A∗2−c1 → · · ·
→ A1 ⊕A∗r−1−c1 → IX → 0:
Proof. It follows by Lemma 3.6 that c1 = c1Bϕ = −c1B∗ϕ is the in-
teger satisfying
R−c1 ∼= ∧f F∗ ⊗ ∧gG:
Thus Theorem 5.8 provides the claim.
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Example 5.12. (i) If the rank of Bϕ is 3, this was treated in [11],
where the following resolution was obtained:
0
↓
R−c1
↓
G∗ ⊕F−c1
↓
F∗ ⊕G−c1
↓
IX
↓
0
(ii) If the rank of Bϕ is 5, then the corollary gives the resolution
0
↓
R−c1
↓
S2G∗ ⊕ F−c1
↓
F∗ ⊗G∗ ⊕ G−c1 ⊕
V2 F−c1
↓V2 F∗ ⊕ G∗ ⊕ F ⊗G−c1
↓
F∗ ⊕ S2G−c1
↓
IX
↓
0
This resolution has been conjectured in [11].
If we consider a regular section of an even rank Buchsbaum–Rim sheaf
we cannot expect to get an arithmetically Gorenstein subscheme as zero-
locus. Still the resolution has some symmetry and looks very much like the
corresponding one for the Gorenstein case.
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Corollary 5.13. Let Bϕ be a Buchsbaum–Rim sheaf of even rank r and
first Chern class c1. Let S be the zero-locus of a regular section of Bϕ. Make
the following definitions:
If i is odd, let ` = min i−12 ; r−i−12 , and `′ = min i−12 ; r−i−32 . Define
Ai =
M`
j=0
2j+1^
F∗ ⊗ Si−1−2j/2G∗
Bi =
`′M
j=0
2j+1^
F∗ ⊗ Si−1−2j/2G∗:
If i is even, let ` = min i2 ; r−i2 , and `′ = min i2 ; r−i−22 . Define
Ai =
M`
j=0
2j^
F∗ ⊗ Si−2j/2G∗
Bi =
`′M
j=0
2j^
F∗ ⊗ Si−2j/2G∗:
Then S is arithmetically Cohen–Macaulay and has a free resolution of the
form
0→ R−c1 ⊕Ar → B∗1−c1 ⊕Ar−1 → B∗2−c1 ⊕Ar−2 → · · ·
→ B∗r−2−c1 ⊕A2 → A1 → IS → 0:
6. SOME APPLICATIONS
In the previous section we have seen how much the properties of our
degeneracy loci depend on the properties of the Buchsbaum–Rim sheaf.
Now we will show how this information can be used to construct schemes
with prescribed properties. Moreover, we will explain how sections of the
dual of a generalized null correlation bundle can be studied with the help
of our results.
Construction of Arithmetically Gorenstein Subschemes Containing a
Given Scheme
Let X ⊂ n be an equidimensional projective subscheme of codimension
≥ 3. It is rather easy to find a complete intersection Y such that Y con-
tains X and both have the same dimension. The analogous problem where
one requires Y to be arithmetically Gorenstein but not a complete inter-
section is much more difficult. This is relevant if one wants to study linkage
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with respect to arithmetically Gorenstein subschemes rather than complete
intersections. We want to explain a solution to this problem.
Suppose X has codimension r. Let us assume that r is odd. Then we
choose a Buchsbaum–Rim sheaf Bϕ of rank r on n = ProjR given by an
exact sequence
0→ Bϕ→ F → G→Mϕ→ 0:
For example, we can take the sheafification of the first syzygy module of an
ideal which is generated by R-regular sequence of length r + 1.
Next we choose a regular section s ∈ H0Bϕj which also belongs to
H0∗JX ⊗F . This is possible if j is sufficiently large. Let S be the zero-locus
of s. Then the top-dimensional part Y of S is arithmetically Gorenstein due
to Theorem 4.7. Furthermore, s ∈ H0∗JX ⊗ F  ensures that s vanishes on
X. It follows that X ⊂ Y because both are equidimensional schemes of the
same dimension.
For example, it was shown in [11] that if Bϕ is the cotangent bundle on
3, twisted by 3, and X is a set of four distinct points, then a section of Bϕ
can be found vanishing on X and giving a Gorenstein scheme, Y , of degree
5, whereas the smallest complete intersection containing X has degree 8.
Now assume that codimX = r is even. Then we take a hypersurface
containing X which is defined by, say f ∈ R′ = Kx0; : : : ; xn. Put R =
R′/fR′ and choose a Buchsbaum–Rim sheaf Bϕ of rank r − 1 on Z =
ProjR. X has codimension r − 1 as a subscheme of Z. Thus we can find
as in the previous case an arithmetically Gorenstein subscheme Y ⊂ Z
containing X. We can consider Y also as a subscheme of n. As such it is
still arithmetically Gorenstein, i.e., it has all the properties we wanted.
Construction of k-Buchsbaum Schemes
A projective subscheme X ⊂ n is said to be k-Buchsbaum for some
non-negative integer k if
x0; : : : ; xnk ·Hi∗JX = 0 for all 1 ≤ i ≤ dimX:
Note that any equidimensional locally Cohen–Macaulay subscheme is
k-Buchsbaum for some k. In fact, one should view the notion of a
k-Buchsbaum scheme as a refinement of the notion of an equidimen-
sional locally Cohen–Macaulay subscheme. The idea is to develop for
such schemes a theory generalizing the one for arithmetically Buchsbaum
schemes (cf., for example, [10, 12]).
However, so far there are not many examples available where one knows
that they are k-Buchsbaum but not k − 1-Buchsbaum. We are going to
construct new examples now.
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Let R = Kx0; : : : ; xn and let ϕx Rn+k−1 → Rk be a homomorphism
such that Iϕ = x0; : : : ; xnk. This is true if ϕ is chosen general enough.
A particular choice of such a map is described in [3, p. 15]. Let us denote
the corresponding Buchsbaum–Rim sheaf by Bk. Observe that B1 is just
the cotangent bundle of n.
Proposition 6.1. Let S be the degeneracy locus of a morphism ψx P →
Bk. If X has codimension n− t + 1 then it holds: If t = 1 or t = 2 and n is
even then S is arithmetically Cohen–Macaulay; otherwise S is k-Buchsbaum
but not k− 1-Buchsbaum.
Proof. The first assertion follows by Theorem 4.7.
According to [4] it holds
AnnR SjMϕ = x0; : : : ; xnk for all j ≥ 1:
Hence the second claim is a consequence of Proposition 4.5.
In case k = 1 even more is true. To this end recall that any arithmetically
Buchsbaum subscheme is 1-Buchsbaum. But the converse is not true in
general.
Let N be a finitely generated R-module. Then the embedding 0xN m ↪→
H0mN induces natural homomorphisms of derived functors
ϕiN x ExtiRK;N → HimN:
Due to [17, Theorem I.2.10] N is a Buchsbaum module if and only if
the maps ϕiN are surjective for all i 6= dimN . A subscheme X ⊂ n is
called arithmetically Buchsbaum if its homogeneous coordinate ring R/IX
is Buchsbaum. Now we can show the announced strengthening of the pre-
vious result in case k = 1.
Proposition 6.2. Let S be the degeneracy locus of a morphism ψx P →
n . If S has codimension n− t + 1 then it is arithmetically Buchsbaum.
Proof. We will use again the Eagon–Northcott E• complex associated
to ψ. Let B = H0∗n and put A = R/IS .
We want to show that ϕjA is surjective if j 6= t = dimA. This is clear if
H
j
mA vanishes. Let j = n+ t − 2i < t be an integer such that HjmA 6= 0.
Using the exact sequences in the proof of Proposition 4.2 we get diagrams
Extn+t−2iR K;Ap → Extn+1−iR K; im δi
↓ ϕn+t−2iA ↓ ϕn+1−iim δi
Hn+t−2im Ap → Hn+1−im im δi
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and
Extn+1−iR K;Ei → Extn+1−iR K; im δi
↓ ϕn+1−iEi ↓ ϕn+1−iim δi
Hn+1−im Ei → Hn+1−im im δi:
They are commutative because the vertical maps are canonical. Moreover,
we have seen in the proof of Proposition 4.2 that the lower horizontal maps
are isomorphisms.
Now it is well known that the modules ∧qB∗ are Buchsbaum modules if
1 ≤ q ≤ n. Thus the modules Eq are Buchsbaum, too. Hence the diagrams
show that the surjectivity of ϕn+1−iEi implies this property first for ϕ
n+1−i
im δi
and
then for ϕn+t−2iA . It follows that A is Buchsbaum.
In the special case that P has rank t = n− 1 the last result is also con-
tained in [5]. If t < n− 1 our result is a little surprising. In fact, the main
result of [5] has been generalized in [13, Corollary II.3.3]. It says that arith-
metically Buchsbaum subschemes of arbitrary codimension can be charac-
terized by means of a particular locally free resolution. As a consequence,
every arithmetically Buchsbaum subscheme of n is the zero-locus of a
global section of a vector bundle which is the direct sum of exterior powers
of the cotangent bundle.
Some Vector Bundles of Low Rank and Their Sections
Let R be again a graded Gorenstein K-algebra of dimension n+ 1. We
assume that n ≥ 3 is an odd integer. The aim of this subsection is to show
that a vector bundle arising from a Buchsbaum–Rim sheaf by quotienting
out non-vanishing sections can be studied by means of our results. Then
we construct vector bundles of rank n − 1 on Z = ProjR and apply this
principle to sections of them.
Let Bϕ be a Buchsbaum–Rim sheaf on Z having global non-vanishing
sections such there is an exact sequence
0→ Q γ−→ Bϕ→ E→ 0;
where H0∗Z;Q is a free R-module of rank u and E is a vector bundle on
Z of rank r − u.
Now, we want to consider a morphism ψx P → E dropping rank in the
expected codimension r − u− t + 1. This morphism can be lifted to a mor-
phism βx P → Bϕ which provides a morphism α = β; γx P ⊕ Q → Bϕ.
Since the degeneracy locus of γ is empty, B∗ϕ is locally the direct sum of
E∗ and Q∗. It follows that the images of ∧tψ∗ and ∧t+uα∗ are locally iso-
morphic. Hence the degeneracy locus S of ψ and the degeneracy locus of
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α agree. Thus α drops rank in the expected codimension too and we can
apply our previous results.
Next, we construct a class of vector bundles which contains the duals of
null correlation bundles. To this end let I = f0; : : : ; fn ⊂ R be a com-
plete intersection. Let di = deg fi. The first syzygy module of I defines a
Buchsbaum–Rim module Bϕ which fits into the exact sequence
0→ Bϕ→
nM
i=0
R−di
ϕ−→ R→ R/I → 0:
The Buchsbaum–Rim sheaf Bϕ = fBϕ can often be used to construct a
vector bundle of rank n− 1 on Z.
Proposition 6.3. Suppose there is an integer c such that the degrees satisfy
c = d0 + d1 = d2 + d3 = · · · = dn−1 + dn:
Then Bϕc admits a non-vanishing global section s which gives rise to an
exact sequence
0→ On−c
s−→ Bϕ→ N → 0;
where N is a vector bundle of rank n− 1 on Z.
Proof. The Koszul relation of the generators fi and fi+1 of I gives rise
to a global section of Bϕ−di − di+1. Taking the sum over these sections
with even i yields a section s which does not vanish on Z since I is an
m-primary ideal.
In case Z = n and d0 = · · · = dn = 1 the bundle Bϕ is the cotangent
bundle of n and N ∗ is called null correlation bundle in [14], where on p. 79
it is constructed in a slightly different way. If n = 3 then N is self-dual. Thus
we call the dual of a vector bundle constructed as in the proposition above
generalized null correlation bundle. Due to the principle described above our
previous results apply to multiple sections of the dual of a generalized null
correlation bundle. We obtain, for example:
Corollary 6.4. The degeneracy locus of a multiple section of the dual of
a null correlation bundle is arithmetically Buchsbaum but not arithmetically
Cohen–Macaulay.
This result is well known if n = 3. In fact, in this case the null correlation
bundle can be constructed (via the Serre correspondence) as an extension
0→ On−2 → N → JX → 0;
where JX denotes the ideal sheaf of two skew lines in 3 (cf. [1, p. 145]
or [7]).
420 migliore, nagel, and peterson
REFERENCES
1. W. Barth, Some properties of stable rank-2 vector bundles on n, Math. Ann. 226 (1977),
125–150.
2. W. Bruns and J. Herzog, “Cohen–Macaulay Rings,” Cambridge Studies in Advanced
Mathematics, Vol. 39, Cambridge Univ. Press, Cambridge, UK, 1993.
3. W. Bruns and U. Vetter, “Determinantal Rings,” Lecture Notes in Mathematics,
Vol. 1327, Springer-Verlag, Berlin, 1988.
4. D. A. Buchsbaum and D. Eisenbud, What annihilates a module?, J. Algebra 47 (1977),
231–243.
5. M. Chang, Characterization of arithmetically Buchsbaum subschemes of codimension 2
in n, J. Differential Geom. 31 (1990), 323–341.
6. D. Eisenbud, “Commutative Algebra with a View Toward Algebraic Geometry,” Grad-
uate Texts in Mathematics, Vol. 150, Springer-Verlag, Berlin, 1995.
7. Ph. Ellia and M. Fiorentini, Quelques remarques sur les courbes arithmetiquement
Buchsbaum de l’espace projectif, Ann. Univ. Ferrara 33 (1987), 89–111.
8. M. Kreuzer, J. C. Migliore, U. Nagel, and C. Peterson, “Determinantal Schemes and
Buchsbaum–Rim Sheaves,” preprint, 1997.
9. A. Kustin, The Minimal Free Resolution of the Migliore–Peterson Rings in the Case
that the Reflexive Sheaf has Even Rank, preprint, 1996.
10. J. Migliore and R. M. Miro-Roig, On k-Buchsbaum curves, Comm. Algebra 18, No. 8
(1990), 2403–2422.
11. J. Migliore and C. Peterson, A construction of codimension three arithmetically Goren-
stein subschemes of projective space, Trans. Amer. Math. Soc. 349, No. 9 (1997), 3803–
3821.
12. U. Nagel and P. Schenzel, Cohomological annihilators and Castelnuovo–Mumford regu-
larity, Contemp. Math. 159 (1994), 307–328.
13. U. Nagel, “On Arithmetically Buchsbaum Subschemes and Liaison,” Habilitationsschrift,
1996.
14. C. Okonek, M. Schneider, and H. Spindler, “Vector Bundles on Complex Projective
Spaces”, Birkha¨user, Boston, 1980.
15. P. Rao, Liaison among Curves in 3, Invent. Math. 50 (1979), 205–217.
16. P. Schenzel, “Dualisierende Komplexe in der lokalen Algebra und Buchsbaum-Ringe,”
Lecture Notes of Mathematics, Vol. 907, Springer-Verlag, Berlin, 1982.
17. J. Stu¨ckrad and W. Vogel, “Buchsbaum rings and applications,” Springer-Verlag, Berlin,
1986.
18. C. Weibel, “An Introduction to Homological Algebra,” Cambridge Studies in Advanced
Mathematics, Vol. 38, Cambridge Univ. Press, Cambridge, UK, 1994.
