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ABSTRACT 
If X is a real n-dimensional space provided with a subnorm rr, then the 
inequality 5 > P(X) defines a so-called hyperbolic cone in E = [w CB X. In this case 
the Perron-Frobenius theory admits some special features. A relevant characterization 
of nonnegative operators in a matrix form is given first. Auxiliary information from 
spectral theory and from the geometry of subnormed spaces is collected as prepara- 
tion. 
1. A SPECTRAL THEORY OF ONE-DIMENSIONAL EXTENSIONS 
Let X be a real n-dimensional space, n < w. We will deal with a 
one-dimensional extension of X, 
The conjugate space E* consisting of all linear functionals on E may be 
described in a similar form, 
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and 
To get (1.1) for a given g E E* it is sufficient to write 
u = (:) =$) + (f). 
Then (1.1) is valid with 
7=g ((:l))> f(x) =@))a 
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(1.2) 
0.3) 
It is easy to see that the formulas (1.3) define an isomorphism E* * R! @ X*. 
We will keep it as a canonical isomorphism to identify E* and R @ X*. 
PROPOSITION 1.1. The space L(E) of all linear operators in E can be 
identi$ed with the space of all matrices 
where 7 E R, z E X, T E L(X), f E X*, and 
Proof. Starting with (1.2), we get (1.4), where 
(z”) =A(;)> (‘(T:)) =A(;). 
(l-4) 
(l-6) 
The formulas (1.6) define a canonical isomorphism from L(E) onto the space 
of all matrices having the form (1.4). ??
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Let us note that equalities (1.1) and (1.5) just correspond to the standard 
rule of matrix multiplication. For example, 
775+fW = (wf)( q. 
It is important that the matrices corresponding to operators given by (1.4) 
[or (1.6)] will multiply under the usual rule. In more detail, if in addition to 
(1.4) 
then 
where the tensor product fi B z means the linear operator in X acting by 
the formula <fr 8 z) (x) = fi< x)a. 
We also note that if A : E + E is represented as the matrix (1.4) then 
where z is identified with its canonical image in X**. This can be checked 
quite easily. 
Since our main interest is in spectral theory, we pass to a consideration of 
the eigenvalues of an arbitrary matrix (1.4) which form the spectrum a( A) 
of the operator A. In general, this subset of the complex plane @ coincides 
with the set of poles of the resoluent R,(A) = (A - AZ)-‘. (Here 1 is the 
identity operator.) The resolvent is a rational operator function on the 
complement subset p(A) = C \ a( A), which is called the resoluent set. 
Certainly, in this context, the real space E must be complexified. This 
procedure preserves the canonical structure of one-dimensional extension, 
namely EC = @ CB Xc, where Xc = X @ ix, so EC has a similar form. To 
calculate R,(A) using (1.5) we also introduce the resolvent R,(T) and 
denote it simply by R, for short. We will preserve the notation I for the 
identity operator in X. 
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Now let us construct the function 
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A(A) = 77 - A -f(R&. (1.7) 
It is a rational function whose poles belong to c+(T). However, some points 
of a(T) may be regular for A(h). A very simple example is f = 0 or z = 0; 
then A(h) = n - A. 
PROPOSITION 1.2 (cf. [l, pp. 28-291). Let A E ~(7’) and A(A) Z 0. Then 
R*(A) = 
1 - 
4 A) 
1 
-Rff A( 4 
I 1 1 -- A(A) R,z R* + A(A) -R;f 8 R,z 
Proof. The product of the matrices 
A-Al= 7-A f 
2 T - AZ 
and 
is equal to 
1 -w 
-R,z A( A)R, + R,*f 8 R,z 
(1.8) 
I 
A(4 -f(Rs)R:f + (Rn*f Q Rd*f 
0 -(R;f) @z + A( + (T - Al)(R:f 8 R,x) * 
(l-9) 
(1.10) 
The latter is just A(A)1 because of the general formulas ((p 8 e)*f =f(e>v, 
S(cp @ e) = cp Q Se, where q E X*, e E X, f E X*, S E L(X). This yields 
that A E p(A) under the condition A(A) # 0, and the matrix (1.10) is 
A( A)R,( A). ??
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COROLLARY 1.3. Lek N = {A: A(h) = 01. Then 
Nca(A) ciVua(T). (1.11) 
Proof By Proposition 1.2, p(T) n 3 c p( A), where the bar means the __ - 
complement relative to C. Therefore, p( A) C p(T) U N, i.e., o(A) C o(T) 
u N. On the other hand, if p E N, we may apply (1.8) as A + /.L, since a 
sufficiently small neighborhood of p does not contain any point A E v(T) U 
N, h # p. Looking at the northwest entry of the matrix (1.8), we see that 
R,(A) --f 03 as A + p. This means that p E a(A). ??
In fact, one can explicitly calculate the determinant DA(A) = det( A - AI > 
in terms of A(A) and D,(A) = det(T - Al). 
PROPOSITION 1.4 (Cf. [3, 0.8.51). Thefollowingformulu holds: 
DA( A) = A( A) I&( A). (1.12) 
Thus, we have the quotient 
?4( A) 
A(A) = ___ 
D,(A) * 
We call A( A) the quotient characteristic function of the extension A from T. A 
more detailed notation is A,, J A). 
Proof. As we showed, the product of the matrices (1.9) and (1.10) is 
equal to A(A)Z. But the matrix (1.10) yields 
1 0 
-R,x A( A) R, 
on being multiplied by 
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on the right side. Passing to determinants, we get 
DA( A) * A”( A) det R, = U+ ‘( A). 
It remains to note that det R, = D,.( A)-l. ??
COROLLARY 1.5. A,,,,.(h) = AA/r(A). 
The resolvent R, = R,(T) may be written as P,(h)/D,(A), where P,(A) 
is an operator-valued polynomial of degree rr - 1. We have 
A(A) = 
(7 - A)%(A) -.m(Ab) 
WA) 
and 
DA(A) = (‘I - W’,(A) -f@(A)+ (1.13) 
For example, if f = 0 or z = 0, then A(A) = 77 - A and 
D,(A) = (‘I - A)D,(A). 
In this case o(A) = (71 U a(T) = N U m(T). 
Another simple example is 
In this case A(A) = 7 - A - f(z)/(l - A). Suppose f(z) + 0. Then N = 
{A: (q - AX1 - A) -f(z) = 01. Since D,(A) = (1 - A)” (T = I), we get, 
by (1.12) D,(A) = (7 - AX1 - A)” -f(zxl - A)‘-l. Obviously, c+(T) = 
{l}, N n c+(T) = 0. If n = 1 then a(A) = N. If 12 2 2 then c+(A) = N U 
{l} = N U a(T). 
Note that Corollary 1.3 follows from (1.12) in a purely algebraic way. 
However, the formula (1.8) is much more informative for applications. For 
example, (1.8) immediately implies the following 
COROLLARY 1.6. Zf p is an m-multiple root of the quotient characteristic 
equation A(A) = 0, then p is a pole of the resolvent R,(A) of order at 
least m. 
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Proof. The northwest entry of the matrix (1.8) has a pole h = I( of 
order just m. m 
Recall that, in general, a multiple root of 44(h) may appear as a simple 
pole of the resolvent R,(A). 
Under the condition of Corollary 1.6, there exists a Jordan chain of A of 
length m at the point h = p. As a rule, such a chain can be constructed 
explicitly as indicated below. 
Let us consider the rational vector function 
u(h) = 
i i 
_; . 
AZ 
obviously, 
(A-AZ)+) =A($), (1.15) 
(1.14) 
and by successive differentiations 
(A - M)&‘(h) - ku ‘k-1)(A) = A(“)(*)( ;) (k > 1) (1.16) 
for A E p(T). 
PROPOSITION 1.7. Let k be an m-multiple root of the equation A(A) = 0. 
Suppose that the function R,z is regular at the point h = 1. Then the vectors 
u k= (O<k<m-1) (1.17) 
form a ]or&n chain. (Here Sk, is the Kronecker delta.) 
Note that under the considered conditions the case I_L E c+(T) is not 
excluded. In this case the notation Rk+ ‘2 means lim, _ ~ R,k+ ‘2. This limit 
does exist by the assumption of regularity of R,z at h = p (see below). From 
now on we will use this short notation. 
Proof. The relation 
(A - pl)u, = uk-i (I<k<m-1) 
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immediately follows from (1.161, and (A - PI&, = 0 follows from (1.15). It 
remains to note that 
By the way, 
bk’( A) = - 6,, - k!f(R;+ ‘z) (k > I). (1.18) 
Hence, a root /_L is simple iff f(Riz) # - 1. 
We call (1.17) the special Jordan chain at the point p. 
Consider the maximal root subspace 
w= UWk [Wk = ker( A - PZ)~] 
k>l 
at the point /_L The order p of the point p is defined as the smallest k such 
that W k = W. This coincides with the maximal order of Jordan blocks of A 
at the point /.L and also with the order of the pole /.L for R,(A). 
COROLLARY 1.8. The multiplicity m of a root ,LL in A(h) = 0 does not 
exceed its order p. 
This inequality may be strict. For instance, if A is an (n + l&dimensional 
Jordan block with th e eigenvalue p, then A(A) = y - A, so m = 1, p = 
n + 1. 
Let us note that 
dimW=m+q, (1.19) 
where q is the multiplicity of p in D,(h) [q = 0 if DT( CL) # 01. Indeed, 
dim W coincides with the multiplicity of /L in DA(h), which is m + q by 
(1.12). 
We see that dim W > m, and dim W = m iff PE cr(T). In this case the 
special Jordan chain (u&o m- ’ is a basis in W, and hence the restriction A I W 
is a single Jordan block. 
PERRON-FROBENIUS THEORY 291 
2. SUBNORMED SPACES 
The basic space X is called subnormed if it is provided with a subnorrn 
T, which is, by our definition, a positive sublinear functional. In more detail, 
7~: X + [w satisfies the following conditions: 
(1) r(x) > 0 (x # 0) and ~(0) = 0 ( positiuity); 
(2) 7T(x1 + XJ d ~ ( x1 ) + I (the triangle inequakty); 
(3) V(hx) = AT(r) if A > 0 (positive homogeneity). 
Subnorms are standard in convex analysis (see, for instance, [6, Chapter 
3]), but below we concentrate on the geometrical structure (X, rr) similarly 
the standard structure of normed space. 
A subnormed space X is said to be strictly subnormed if rr(rl + xZ> < 
7~(xi) + r(xZ) except when x2 is a nonnegative multiple of xi or x1 = 0. 
Obviously, a subnorm rr is a norm iff 7r is symmetric, i.e. T( --xl = T(X). 
In any case, every subnorm is a convex function. For a subnorm m the 
function llxllV = maxtrr(x), rr(--XI) is a norm. Since X is finite-dimensional, 
the linear topology defined by this norm coincides with the unique standard 
linear topology on X. 
It follows from the triangle inequality that 
Therefore, 
We conclude that every subnorm rr is continuous. For this reason 
inf,,~,,,=i [dx>l > 0, an we can introduce the asymmetry coefficient d 
4 -x> 4x1 
a = su 
p r+) 
- = sup - 
rf( -r) . (2.1) x+0 x+0 
Obviously, 1 < a < a, and (Y = 1 iff rr is symmetric. 
By the above definitions 
and it turns out that the standard linear topology on X can be introduced by 
an arbitrary subnorm GT using a fundamental system of neighborhoods of zero 
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U, = {x: r(x) < c}, E > 0. These neighborhoods are convex because of the 
convexity of 7~. They might be called the open r-balls, but we should 
remember that these “balls” may be not symmetric. Obviously, 7r is the 
Minkowski functional (or gauge) of the closed unit v-ball U, = {x: T( x> Q 1). 
Its boundary S, = (x: GT( x> = l} is the unit r-sphere. Note that X is strictly 
subnormed iff S, does not contain any segment x + r y (0 < r < 1, y # 0). 
Every subnorm 7r on X naturally generates at least three subnorms on 
the conjugate space X*: 
(1) T*(f) = sup $+: 
x+0 
fW 
(2) 7rYf> = sup - = 7T*c--fj; 
x+0 4 4 
If(41 
(3) a*(f) = sup - = 
IfW 
___ 
x+0 44 1;; ?T( -x) * 
It is clear that none of these suprema changes if x is restricted to the 
corresponding closed unit r-ball or even unit r-sphere. 
Obviously, z*(f) = max(r*(f>, r!(f)> = Ilfll,:. By definition, f(x) < 
rr*(f )r( x); hence 
Actually, 
f(x) 
___ = 7r(x). 
;st; r*(f) 
(2.3) 
Since the unit r-ball is a convex body, for every x with rTT( x> = 1 there exists 
f E X* such that f(x) = 1 and r(y) < 1 *f(y) < 1; this means that 
v*(f) = f(x) = 1. 
Passing to the conjugate space X *, we may choose T* as a canonical 
subnorm on X *. Then we get { X * *, T) by repeating this construction, so the 
canonical isomorphism X * Xx* is a r-isometry in a clear sense. 
For every linear operator T in a subnormed space (X, r> one can define 
the value 
4Tx) 
r(T) = sup ___ = sup n-(TX) = sup I. 
xzo r(x) 7r(x)= 1 n(x)< 1 
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In this way we obtain a subnormed space (L(X), 7~). Moreover, it is a 
subnomd algebra: 
T(T,T,) 6 am 7T(Z) = 1. (2.4) 
EXAMPLE 2.1. 7~( - Z) = (Y, where (Y is the asymmetry coefficient. Hence 
EXAMPLE 2.2. For any e E X and 
rr(qC+ee) = sup 4 ‘p( 44 
xf0 r(r) 
cp E x* 
= mh r(e) sup 1 444 b(x)l - r( -e) sup - p(x)>0 44 ’ q(r)<0 T(x) 
14 r)l 
< max(rf(e), r( -e)) * sup w. 
x+0 
Thus, 
The conjugate operator acts in (X*, v*), and the value +rr*(T*) plays the 
same role as r(T) above. 
PROPOSITION 2.3. T*(T*) = T(T). 
Proof. By definition, 
7r*(T*) = sup m*(T*f) f(T4 q(Tx) 
Z#O m*(f) = $?+o r*(f)4r) G :?I r(r) * 
Thus, r*(T*) < m(T). Replacing T by T* and r by r*, we obtain the 
opposite inequality. Therefore, the corresponding equality holds. m 
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Let us denote the asymmetry coefficient of the conjugate space (X, r*) 
by cr*. 
COROLLARY 2.4. a* = a. 
Proof. Set T = -1 in Proposition 2.3. ??
In particular, Corollary 2.4 shows that 7r* is a norm iff r is a norm. 
3. NONNEGATIVE OPERATORS IN A SPACE WITH 
HYPERBOLIC CONE 
Let (X, r> be a subnormed space. In this case the structure of the 
one-dimensional extension E = R @ X allows us to introduce a special 
construction, which we call a hyperbolic cone: 
If r is a norm, the cone C is called symmetric. 
From time to time such a construction has appeared in various contexts 
(for instance, see [6, Chapter 3, Section 151; [7, Appendix, $31). The symmet- 
ric case was more systematically considered by Fiedler and Haynsworth [2]. 
We elaborate a general case. In this way we obtain, in particular, a necessary 
and sufficient condition for a matrix (1.4) to define a C-nonnegative operator 
A. 
Obviously, every hyperbolic cone C is convex and proper. The latter 
means that C is closed, pointed [i.e. C n (--Cl = {O]], and solid (i.e. 
Int C # 0). In our case 
IntC=(U:U=(f), C>m(x))* 
As usual, we write u > 0 if u E C, and u >> 0 if u E Int C. 
Actually, every convex proper cone C in a (n + l&dimensional real space 
E can be considered as hyperbolic by a suitable choice of a decomposition 
E = R @ X. In our further developments a hyperbolic cone is an a priori 
fmed geometric structure providing us with appropriate terms for the 
Perron-Frobenius theory (see Section 4). 
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A simplest example is the classical Lorentzian cone: 
5> kg, s ” 1’2 ( 1’ (3.1) 
in [w ‘+’ = R @ R”, where [i, . . . , &, are the canonical coordinates in 1w”. A 
more general construction is the Zp-cone 
(3.2) 
with p > 1. It passes to 
as p -+ 03, so we can say that (3.3) is an l,-cone. By Proposition 3.1 the 
conjugate cone for the l,-cone is the Zy-cone with l/p + l/9 = 1, including 
the limiting case p = ~0, 9 = 1. 
In this series of examples the hyperbolic cones are symmetric. However, 
the coordinate cone rW:+ ’ can be equipped with a nonsymmetric hyperbolic 
structure in the following way. Let 
k> x=(x: XER”+l, [(x) =o} 
and 
77(x) = l<Fa& bfkW1 (x EX). 
Obviously, r(x) is a subnorm on X. We have [w”” = IWe @ X, where e is 
the vector whose &‘s equal to 1. For any vector u = 5e + x (x E X> the 
iUeqUdi~ 5 > r(x) means that all [k(U) > 0, since (k(U) = &(x) + 5 
(1 < k < n + 1). 
There is no hyperbolic symmetric structure for R:+ ’ with n 2 2, since 
every bounded complete cross section of this cone is an n-dimensional 
simplex, which is a body without central symmetry. 
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Let E be a space with a hyperbolic cone C. The conjugate cone C* c E* 
is also hyperbolic in the following way. 
PROPOSITION 3.1. C* = {g: g = (q,f), 77 > r*_(f)). 
Proof. The property g(u) > 0 for all u B 0 can be written as 
5 2 r(x) * q(+f(x) > 0. (3.4) 
If (3.4) is valid, then in particular q&x) +f<x> > 0 for all x E X. Replacing 
x by --x, we obtain 
f(x) q> sup - = r*_(f). 
xzo m( -r) 
(3.5) 
Conversely, if (3.5) is valid and 6 z n(x), then we have 
r&+f(x) > m*_ UMr) +f(x) 2 0. ??
By the standard definition, the nonnegativity of an operator A E L(E) 
means that AC c C, and it is denoted by A > 0. How can we characterize 
the nonnegativity in terms of the matrix (l.4)? Some necessary conditions can 
be obtained immediately. 
PROPOSITION 3.2. If 
then T(Z) < q and r*_(f) < 7. 
Prx$Y The first inequality is valid because 
>O and AgO; 
therefore 
(;) =A(;) >O. 
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The second one is the same for 
A* = ; ;* > 0 ( ) 
(see Proposition 3.1). ??
Now we establish a necessary and sufficient condition for an operator 
A E L(E) to be nonnegative. 
THEOREM 3.3. The property 
is equivalent to the inequality 
Proof. The property Au > 0 for u > 0 can be written as 
5 a m(-y) * v(+f(x) a T([Z + TX). 
If (3.7) is valid, then (3.6) follows for 5 = a(x) = 1. 
Conversely, let (3.6) be valid. Then 
(3.7) 
by the convexity of the function 6(x) = rr(z + TX) -f(x). This inequality 
means that 
71 +f(x) > rr(z + TX) 
if IT < 1. Now for an arbitrary x E X and 5 2 V(X) we get 
775+f(X) =5 77+f 2 [ j’)]b5C(~+T(~))=ri(br+T1) 
if 5 # 0. The case 5 = 0 is trivial. 
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COROLLARY 3.4. Let 
Zf A > 0 then 
and if 
7) > v(T) - GT( -z) - w*(f), 
then A > 0. 
(3.8) 
(3.9) 
Proof. Both of the statements follow from Theorem 3.3 by the triangle 
inequality. ??
Note that the second part of this corollary is an extension of Theorem 3 
from [2]. 
COROLLARY 3.5. Zf 
then r(T) Q (2(u + l)q, where a is the asymmetry coefficient. 
Proof. m(--Z) + r**(f) Q &7(Z) + a*r*(-f) = a[m(z) + r_*(f)l 
Q 2 aq by Proposition 3.2. ??
COROLLARY 3.6. Zf 
then 77 2 0, and 77 = 0 $A = 0. 
REMARK 3.7. In the case z = 0, f = 0 a necessary and sufficient condi- 
tion for A > 0 is 77 > w(T). This follows from (3.6) immediately. 
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REMARK 3.8. In the symmetric case cr = 1, Corollary 3.5 only yields 
~(2’) < 377. In fact, this estimate can be sharpened via a more accurate 
elaboration of (3.6). Indeed, if rr(x) = 1, 
n(Tx) < $T(Tx + z) + ?T(Tx - z)] 
= +<n + z) + ?T( -TX + z)] 
f xf(4 + 771 
+[f(-4 + 71 = 77: 
since 7~( -x) = 1 as well. Therefore, ~(7’) < n, or 
lITI < 77 (3.10) 
in a more usual notation. 
The function nO(T, z,f) on the space Y = L(X) @ X @ X * defined by 
(3.6) is a subnorm. Indeed, obviously, the triangle inequality holds and no is 
positively homogeneous. Moreover, if qO(T, .z,f) < 0 then &“x + z) - 
f(r) < 0 for all x with r(x) < 1. In particular, we may take x = 0 and get 
rr(z) < 0, so z = 0. Then r(Tx) <f(x); therefore TX = 0 on the hyper- 
space f(x) < 0. This yields T = 0, since the operator T is linear. Finally, 
f = 0, since f(x) > 0 for all x E X. 
Now the space L(E) = R $ Y can be equipped with the hyperbolic cone 
9 > q,,(T, z, f), which is exactly the cone of all nonnegative operators in X 
by Theorem 3.3. In such a way the hyperbolic cone structure canonically 
extends from E to the space of linear operators on E. It is important that q,, 
may be not symmetric even in the case of symmetric rr. For this reason the 
category of subnormed spaces (X, r) is preferable for the considered theory 
to its subcategory of normed spaces. 
EXAMPLE 3.9. Let r be the Euclidean norm in the space X = Iw”, 
This norm is generated by the inner product 
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and every linear functional on X has a form f(x) = (x, x ‘> with a suitable 
x’. Taking any vector z with (Iz I( = 1, we set f< x> = (x, z). Let us calculate 
770(L&f) = sup [Il~+~ll-(~,~)]. 
IIxII= 1 
The function 6’(x) = /Ix + .zll - (x, .z) on the unit sphere llxll = 1 is equal 
to dm - T, where r = (x, z) runs over the interval ITI Q 1. Its maxi- 
mum is equal to g, so ~~(1, z, f> = $ while 
qo( -I, -2, -f) = sup [/lx + XII + (x, z)] = ,~<?$Gz + r) = 3. 
llxll= 1 . 
Our extension of Perron-Frobenius theory expounded below does not 
require any symmetry of n. 
4. THE PERRON-FROBENIUS THEORY 
We consider a linear operator A > 0 in a space E 
hyperbolic cone 
R @X with a 
where rr is a subnorm on X. Let r = r(A) be the spectral radius of A. 
By the classical Krein-Rutman theorem [5] there exists an eigenvector 
u,, E C, Au,, = m,,. Moreover, there exists a Jordan chain {uk},$‘-l, u0 E C, 
where p is the order of the point r (see [8, Theorem 5.21). What more can 
we say using the hyperbolic structure. 2 In other words, what are additional 
spectral properties of A in virtue of the condition (3.6)? 
THEOREM 4.1. Let A E L(E), where E is a space with a hyperbolic cone 
C, and let 
Then: 
(1) The spectral radius r = r(A) is a maximal nonnegative root of the 
quotient characteristic equation A(A) = 0. 
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(2) Let the multiplicity of the root r be m, and let the corresponding 
special Jordan chains be {uk}rW1, {g&-l for A and A* respectively. Then 
u() E c, g,, E c*, and the following duality relations hold: 
gj(uk) = 0 (0 <If +j < m - 2), 
A(““( r) 
gj(“k) = - ___ 112 !
>O (k+j=m-1). 
(3) The order of the point r is equal to m, so {uk}[;-’ is the longest 
Jordan chain. This chain is a basis for the maximal root subspace W ijf 
r E a(T). 
A key point of our proof of Theorem 4.1 is the following estimate for the 
resolvent R,(A). [Recall that R, = R,(T).] 
LEMMA 4.2. Under the conditions of Theorem 4.1, the semiaxis A > r 
does not contain points A E a(T) U N. On this set A(A) < 0, the functions 
R,G Rzf are bounded, and 
(4.1) 
where I( . I( is any norm in L(E), and cl, cq are positive constants. 
Proof. If A > r, then A z N by Corollq 1.3, so the formula (1.8) is 
applicable under the additional assumption A E o(T). It is a well-known fact 
that - Rh( A) > 0 for A > r. (This immediately follows from the Laurent 
expansion 
-R*(A) = f gl 
k=O 
and the condition A > 0.) Therefore A(A) < 0 by Corollary 3.6. 
By Proposition 3.2 we obtain 
7~( -R,s) < 1, s-*(R:f) < 1, (4.2) 
302 
whence by (2.2) 
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so these functions are bounded. 
Corollary 3.5 yields 
1 2a + 1 
7T -R,- Ach)Rf@R,z : -. IA( ’ 
hence 
1 
II& + - 
@a + w 
A(A) R:f@ RhZII, ’ [A(A)I 7 
where p is the asymmetry coefficient of the operator space L( X 1. 
All norms in L(E) are equivalent, so we may use one of them, say 
Ii ill y i = ma(ld, ll~llT, IlfL, II~IL). 
It follows from (4.3), (4.4, and (1.8) that 
1 Pff + 1)P 
- G llR,(A)ll < lA(h)l . IA( A)I 
(44 
(4.5) 
It remains to show that if A, > T then A, E a(T). We see from 
(4.3)-(&I) that for A E (T(T) 
IlRJlr Q j&p c = const. (4.6) 
Thus, lim, _ A, JIR,(J, < 03; hence A,, E c+(T). ??
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REMARK 4.3. Let X be normed, n(x) = llxll. Using (3.101, it is easy to 
specify (4.6): 
2 
lIR*lI G l*(A), . 
The estimates (4.2) can be written as 
Proof of Theorem 4.1. (1): Since r = r(A) is a point of the spectrum 
(T(A), we have llR,( A>11 + CC as h --) r, A > r. Then A(h) + 0 by (4.1); 
therefore A(r) = 0. The root r is maximal nonnegative for A(h), since 
A(h) # 0 for h > r. 
(2): The rational functions R,z and R:f are bounded for h > r; hence, 
they are regular at A = r. The special Jordan chains for A and A* are 
Here u0 E C, g, E C* by (4.2) and Proposition 3.1. Further, 
gj(uk) = SkoSjo + f(R;+j+‘z) = c?~+~,” + f(R:+‘+“z). 
The second summand can be calculated using (1.18), namely 
f(R 
F+j+Zz) = _ 'k+j;lki ~jA~~l+!"(r) 
However, 
8k+j+1,1 
‘k+j.o - (k +j + l)! = O 
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for all k, j. Thus, 
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gA”k) = - (k +j + l)! * 
It is just zero if k + j < m - 2, but it is not zero if k + j = m - 1. 
Moreover, ACm)(r) < 0 because of the Taylor expansion 
A(A) = 
A(““( r) 
~(h - 7.)” + a*. 
and the inequality A(h) < 0 for h > r. Therefore gj(uk> > 0 for k + j = 
m - 1. 
(3): The order of the point r coincides with the order of this pole for 
R,(A). It is equal to m by (4.1). Finally, as we know from Section 1, {u&- ’ 
is a basis for W iff r E I+(T). ??
Let us formulate Theorem 4.1 in the case m = 1. 
COROLLARY 4.4. Under the hypotheses of Theorem 4.1, if the maximal 
nonnegative root r of the equation A(h) = 0 is simple, then 
%= (_q go= (&) 
is a Perron-Frobenius pair: 
Au, = rug, A*go = rg,, , &w ’ 0 
(infact, gO(uO> = -A’(r)). 
The maximal root space W coincides with the eigenspace W, = keri A - 
rl). It is one-dimensional ifl r E c+(T ). 
In the “degenerate” case r E u(T) the eigenspace W, may have any 
dimension from 1 to n + 1. For example, if X = X, @ X, and 
ICI < 1, 
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where I, and I, are corresponding identity operators, then A > 0, r = 1, 
and dim W, = 1 + dim X,; furthermore, A(h) = 1 - A, so r = 1 is a simple 
root of A( A). 
REMARK 4.5. If r E a(T), then the order of the point A = r for T does 
not exceed m. Indeed, A = r is a pole of order < m for R, = R,(T), as 
provided by the estimate (4.6). Coming back to Lemma 4.2, we note that all 
positive eigenvalues of the operator T lie on the interval (0, rl. In this 
connection one can introduce the “positive spectral radius” 
r+(T) = max{A: A E U(T), A > O}. 
[We set r+(T) = 0 if T has no eigenvalues A > 0.1 As has been noted, we 
have 
COROLLARY 4.6. I’ 
then r+(T) < r(A). 
As a consequence of this inequality we obtain that the above-introduced 
condition r(A) z (T(T) is equivalent to the strong inequality r+(T) < r(A). 
However, it can occur that r(A) < r(T). 
EXAMPLE 4.7. Let dim X = 1, r(x) = 1x1. The matrix 
is nonnegative with respect to the cone 5 > 1 x I in the two-dimensional space 
E = R! 63 X. We have here 
A2 
A(n)=l-h--&=- 
l+h’ 
So r(A) = 0, though a(T) = {- 11 and hence r(T) = 1 [and, certainly, 
r+(T) = 01. Note that r(A) is a multiple root of A(A) despite r(A) z a(T). 
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Now let us consider the special Jordan chain {u&- ’ at the point r. All 
these vectors except u,, lie outside the union C U (-C), since their first 
coordinate is 0. May one reconstruct this chain so that all new vectors will be 
nonnegative? Generally speaking, the answer is no. 
PROPOSITION 4.9. Let X be a strictly subnormed space. lf the spectral 
radius r of an operator 
has a multiplicity m > 3 as a root of A(h) = 0, then for the special Jordan 
chain {uk}r- ’ at the point r every linear combination 
m-2 
u= CYkUk 
k=O 
except you0 lies outside C U (-C>. 
Proof. It is obvious if y0 = 0. Without loss of generality one can assume 
y. = 1. 
The equality A’(r) = 0 yields f<Rfz> = - 1, i.e. h(w) = 1, where h = 
R;f, w = -R,z. M oreover, n*(h) < 1, r(w) Q 1 by (4.2). This is possible 
only if r*(h) = T(W) = 1. In addition, by (1.18) 
f(RF+lz) = -cp = 0 (2dkBm--1); 
hence, h( Rf z) = 0 (2 < k Q m - l), so h(u) = 0, where 
m-2 
v = - c ykR;+‘z. 
k=l 
We get 
r(w + TV) a h(w + TV) = h(w) = 1 (r E R). (4.7) 
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Suppose that u E C U ( - C). Then u E C, since y0 = 1. This means 
that 
Tr(w + v) B 1, since u= 1 ( 1 w+u . 
Thus, V(W + U) = 1. 
Let us consider the convex function e(7) = rr(w + TO) (7 E R). Then 
O(T) > 1 and e(O) = O(1) = 1. Therefore O(T) = 1 for 0 < T < 1, i.e., the 
segment w + TV (0 < 7 < 1) lies on the unit n-sphere. This segment is 
reduced to a point, since X is strictly subnormed. Hence w + TV does not 
depend on T, so v = 0, i.e. u = uO. a 
COROLLARY 4.10. Let X be strictly subnormed, 
and r = r(A) E o(T). Zf the multiplicity of r in A(A) is m > 3, then at 
h = r there is no nonnegative root vector of order 1, 2 Q 1 < m - 1. 
Proof. Every such vector must be of the form 
l-l 
u = c Yk”k> Yl-1 # 0, 
k=O 
- 
since dim W = m in the case r E a(T). This vector cannot be nonnegative, 
by Proposition 4.9. ??
In particular, this corollary is applicable to any operator A preserving the 
Lorentzian cone or, more generally, the I,-cone with 1 < p < to. Certainly, 
in this way A should be given in the relevant matrix form. 
REMARK 4.11. Stem and Wolkowicz [9] proved that the order p of the 
root r does not exceed 3 if C is Lorentzian. Therefore, in this case m < 3 by 
Theorem 4.1. Furthermore, it is proved in [9] that there exists only one 
Jordan block of length >/ 2 in the Lorentzian case with p > 2. 
In Example 4.7 the vector is a root vector of order 2. We see that 
Corollary 4.10 cannot be to the case m = 2. 
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The requirement for X to be strictly subnormed is also essential. Indeed, 
the operator A, defined as a standard nilpotent Jordan block of order n + 1 
in the canonical coordinates of R”+ ‘, IS nonnegative with respect to the cone 
R :‘I. Its root vectors {el;);+ ’ (the canonical basis of Rn+‘) are nonnegative. 
It is easy to check that the condition t-(A) E a(T) is fulfilled here for any 
decomposition R”+’ = Re CD R” with e > 0. 
In conclusion we apply Theorem 4.1 to clarify the asymptotic behavior of 
spectral radius r(A) as 7 + +m. Let us fix f, z, T in the matrix 
and set r( A,) = TV. It is a continuous function of r). Below qtr = r],,(T, Z, 
f 1, so v > r),, (see Theorem 3.3). 
COROLLARY 4.12. On the senziaxis 7 > v,, the function 7;1 increases and 
satisfies the in,equality 
-min(r(z), r*( -f)) G rq - 71 < min(v( -z), n*(f)). (4.8) 
The following asymptotic relation holds: 
Proof. We have 
-+ a)* (4.9) 
(4.10) 
The inequality (4.8) immediately follows on taking into account the estimates 
(4.2). Moreover, (4.10) shows that if rv, = r?, then 77, = Q, i.e., the function 
r,, is injective. Being continuous, it is monotone. It cannot be decreasing, by 
(4.10) at infinity. So it is increasing. 
The identity (4.10) means that the function rv (7 > 77,)) is inverse to 
cp(h) = h + f(RAz) (A > 7;1,,). The latter is a rational function, and its 
Laurent expansion at infinity is 
cc f(Tkz) 
v(h) = * - c 7. 
k = 0 
(4.11) 
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Its derivative at infinity is equal to 1, which is not zero. Therefore, q(A) is 
invertible on a complex neighborhood of infinity, say, on U = (A: (hl > p} 
with some p > 0. Let +: q(U) -+ U be the inverse function. It is analytic, 
and its Laurent expansion at infinity has the form 
(4.12) 
We obtain a,, = 0, nl =f(z), a, =f(Tz), . . . from the identity cp( #( p)) = p 
inserting (4.12) into (4.11). All coefficients are real, since the coefficients in 
(4.11) are so. Thus, for real r] the function I,!J(~) is real-valued. That is true, 
in particular, on a semiaxis 77 2 q, where (4.12) is valid. Being inverse to cp, 
cp($(q)) = q, the function I/J(~) coincides with rT for q > q,, and (4.9) 
follows. H 
REMAHK 4.13. To obtain explicitly the complete Laurent expansion of rv 
one can use the Biirmann-Lagrange inversion formula (see [4, p. 1381). 
I nln Z;C~J grutefu/ to the referee for (I lot of helpful criticd cnmnents. 
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