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Abstract
Recent sufficient dimension reduction methodologies in multivariate regression do not have direct
application to a categorical predictor. For this, we define the multivariate central partial mean subspace
and propose two methodologies to estimate it. The first method uses the ordinary least squares. Chi-squared
distributed statistics for dimension tests are constructed, and an estimate of the target subspace is consistent
and efficient. Moreover, the effects of continuous predictors can be tested without assuming any model.
The second method extends Iterative Hessian Transformation to this context. For dimension estimation,
permutation tests are used. Simulated and real data examples for illustrating various properties of the
proposed methods are presented.
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1. Introduction
Recently, sufficient dimension reduction methodologies in multivariate regression have been
developed to replace the original predictor X ∈ Rp by a lower-dimensional linearly transformed
predictor without loss of the information about the selected aspects of the conditional distribution
of Y|X, where Y = (Y1, . . . , Yr )T and r ≥ 2.
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In [9] a method to reduce the dimensions of both responses and predictors was provided
by applying sliced inverse regression twice (see [8]). For high-dimensional responses, the
first several canonical variables are selected to construct slices. In [4] a dimension reduction
method was developed to restore the multivariate central mean subspace, which is defined as
the intersection of all subspaces S satisfying Y y E(Y|X)|PSX, where PS and y stand for
an orthogonal projection operator onto S with usual inner product space and independence
respectively. According to [4], under mild conditions, the ordinary least squares (OLS) of Y|X
spanned the multivariate mean subspace. Methodologically, [4,7] are connected in the aspect
of using the OLSs to estimate the target subspaces related to the central mean subspace. The
difference between the two comes from the relationship between the OLS vectors, which in [7]
are independent, while being not in [4]. In [12] K -means inverse regression was proposed to
estimate the central subspace. K -means algorithm clustered Y to construct slices, and then sliced
inverse regression was applied in the usual way. Adopting the minimum discrepancy approach
(see [3]), an optimal version of the method developed in [4] was proposed by [15] in roughly
the same context. This optimal approach tested the dimension of the multivariate central mean
subspace and the predictor effects with chi-squared distribution.
Although the existing methodologies are useful in many multivariate regression problems,
none of them have a direct application to a case with a categorical predictor. The purpose of
this article is to propose sufficient dimension reduction methodologies for the conditional mean
E(Y|X,W ) in multivariate regression of Y|(X,W ), where W is a categorical variable with c
levels. In addition, our proposed method enables us to test the effects ofX for E(Y|X,W )without
assuming any model.
To avoid interrupting the discussion, proofs for most results are given in the Appendix.
We assume throughout that the data (Xi ,Yi ,Wi ) are random samples of (X,Y,W ) for i =
1, 2, . . . , n. A generic pair of (Xw,Yw) with finite fourth moments indicates a subpopulation of
(X,Y) such that (X,Y)|W = w, and a regression of Yw|Xw, equivalently, Y|(X,W = w), will
be called a multivariate conditional regression given W = w. A notation of Yk |(X,W ) indicates
a coordinate regression of Yk given X and W . For a generic pair of (Xw, Ykw ) with finite fourth
moments and a regression of Ykw |Xw, the same definitions as (Xw,Yw) and Yw|Xw will be
applied. A notation of S(B) stands for a subspace of Rp spanned by the columns of a p × r
matrix B.
2. Partial dimension reduction and population structures
2.1. Partial dimension reduction
First we extend a partial mean subspace and the central partial mean subspace defined in
univariate regression in [7] to multivariate regression. A multivariate partial mean subspace is a
subspace S such that
Y y E(Y|X,W )|(PSX,W ). (1)
The statement of (1) implies that (PSX,W ) has the same amount of information about
E(Y|X,W ) as the original predictors (X,W ) do. Proposition 2.1 in [7] directly implies the
following reexpression of (1):
Proposition 1. The conditional independence statement (1) is equivalent to either of the
following statements:
(a) cov{Y, E(Y|X,W )|PSX,W } = 0; (b) E(Y|X,W ) = E(Y|PSX,W ).
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Proposition 1(a) says that sufficiency of PSX for E(Y|X,W ) is equivalent to uncorrelation
between Y and E(Y|X,W ) given PSX within each subpopulation decided by W .
Proposition 1(b) assures the intuition that E(Y|X,W ) depends on X only through PSX givenW .
If the intersection of all multivariate partial mean subspaces is a multivariate partial mean
subspace, it is called the multivariate central partial mean subspace (MCPMS). By construction,
the MCPMS is unique, if it exists. The known conditions required for the existence of the central
partial mean subspace guarantee the existence of the MCPMS. Since these conditions are mild in
practice, we will always assume that the MCPMS exits. A partial mean subspace and the central
partial mean subspace (see [7]) are defined the same way with r = 1. The MCPMS and its
dimension will be denoted as S(W )E(Y|X) and d respectively throughout the rest of this article.
2.2. Using the OLSs
The following proposition characterizes a population structure of S(W )E(Y|X) based on
multivariate conditional regressions.
Proposition 2. Let SE(Yw |Xw) be the multivariate central mean subspace for Yw|Xw. Then
S(W )E(Y|X) = ⊕cw=1 SE(Yw |Xw), where ⊕ indicates the direct sum among subspaces (S1 ⊕ S2 =
v1 + v2; v1 ∈ S1, v2 ∈ S2).
Proposition 2 indicates that S(W )E(Y|X) can be restored via multivariate conditional regressions.
Define that βkw ∈ Rp×1 is the population OLS of Ykw |X. Let β•w ∈ Rp×r = (β1w , . . . ,βrw )
and β ∈ Rp×rc = (β•1 , . . . ,β•c ). The following proposition describes the relationship between
S(W )E(Y|X) and β.
Proposition 3. Assume Conditions 1–3.
Condition 1. E(Xw|ηTkwXw) = νkw , where ηkw ∈ Rp×dkw and dkw are respectively true basis
matrices and the true dimensions of the central mean subspaces for coordinate
conditional regressions of Ykw |Xw.
Condition 2. (a)E(Xw|βTkwXw = αkw ) is linear in αkw ∈ R1;
(b)E(Xw|βT•wXw = αw) is linear in αw ∈ Rr .
Condition 3. SE(Yw |Xw) ⊆ S(β).
Then S(β) = S(W )E(Y|X).
Conditions 1 and 2 are called the linearity condition, which is common in sufficient dimension
reduction and may hold to a reasonable approximation in many regression problems, see [6] for
instance. When Conditions 1 and 2 are not satisfied, X can often be one-to-one transformed. The
statements in Conditions 1 and 2 do not necessarily imply each other.
By Proposition 2 above and Proposition 4 in [4], it is easily indicated that SE(Ykw |Xw) ⊆
SE(Yw |Xw) ⊆ S(W )E(Y|X), where SE(Ykw |Xw) is the central mean subspace of Ykw |Xw. Either of
Condition 1 and Condition 2(a) forces βkw to belong to SE(Ykw |Xw), so that S(β) ⊆ S(W )E(Y|X).
Condition 2(b) also implies that S(β•w ) ⊆ SE(Ykw |Xw), and hence we have S(β) ⊆ S(W )E(Y|X).
Conditions 1 and 2 enable the OLSs to construct informative subsets of S(W )E(Y|X), so that
S(β) ⊆ S(W )E(Y|X). The function of Condition 3 is to guarantee that S(β) = S(W )E(Y|X). A similar
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condition to this was assumed in [15], and they discussed how this condition was reasonable in
practice. However, in the case that Condition 3 fails, we need to find additional information about
S(W )E(Y|X). In the next section, focusing on Condition 1, we propose a method potentially to cover
this situation.
2.3. Partial multivariate iterative Hessian transformation
Condition 1 considers coordinate conditional regressions of Ykw |X. In order to characterize
S(W )E(Y|X) using Ykw |X, we need the following two steps. The first step is to see that S(W )E(Yk |X) =
⊕cw=1 SE(Ykw |Xw) (see [7]), where S(W )E(Yk |X) is the central partial mean subspace for a coordinate
regression of Yk |(X,W ). The second step is to connect S(W )E(Yk |X) and S
(W )
E(Y|X):
Proposition 4. S(W )E(Y|X) = ⊕rk=1 S(W )E(Yk |X).
Proposition 4 directly implies that S(W )E(Y|X) = ⊕rk=1⊕cw=1 SE(Ykw |Xw) and suggests that
SE(Ykw |Xw) can play the key-role in recovering S(W )E(Y|X).
Let Σw = cov(Xw) and Zw = Σ−1/2w {Xw − E(Xw)}. With Z-scale predictors, it is
easily seen that SE(Ykw |Xw) = Σ−1/2w SE(Ykw |Zw) (see [2]), and hence we have S(W )Y|X =
⊕rk=1⊕cw=1Σ−1/2w SE(Ykw |Zw). Next define that
Kkw = {βzkw ,Σ (εkZZ)wβzkw ,Σ2(εkZZ)wβzkw , . . . ,Σ
p−1
(εkZZ)w
βzkw },
where βzkw and εkw are the population OLS and OLS residuals of Ykw |Zw respectively
and Σ (εkZZ)w = E(εkwZwZTw). Then a set Kkw forms the population Iterative Hessian
Transformation of Ykw |Zw, and Condition 1 forces Σ−1/2w Kkw to belong to SE(Ykw |Xw) (see [2]).
Define that pw = Pr(W = w) and that
K = (Σ−1/21
√
p1K11 , . . . ,Σ
−1/2
c
√
pcK1c ,Σ
−1/2
1
√
p1K21 , . . . ,Σ
−1/2
c
√
pcKrc ).
Then Proposition 4 directly indicates S(K) ⊆ S(W )E(Y|X), and hence K can be used as a kernel to
estimate S(W )E(Y|X). We call this approach partial multivariate Iterative Hessian Transformation
(PMIHT). Multiplying by
√
pw is for considering the proportion of the subpopulations in the
total population.
According to the population structure, we have S(β) ⊆ S(K), and hence PMIHT is expected
to provide additional information about S(W )E(Y|X), when Condition 3 fails. In this sense Condition
4 of S(K) = S(W )E(Y|X) is weaker than Condition 3 and will be assumed to hold throughout the rest
of the paper. Condition 3 gives the equality of S(β) = S(K) = S(W )E(Y|X), but, under Condition 4,
S(β) = S(W )E(Y|X) is not always guaranteed.
Hereafter we will also assume that Σpool = Σw for any w. This assumption simplifies the
structure of K as K = Σ−1/2pool Kpool and leads to Σ−1/2pool S(Kpool) = S(W )E(Y|X), where Kpool =
(
√
p1K11 , . . . ,
√
pcK1c ,
√
p1K21 , . . . ,
√
pcKrc ). This assumption is not required for the overall
logic of PMIHT but is helpful to overcome scaling issues introduced in rank estimation of K by
using Kpool, because rank(K) = rank(Kpool).
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For the OLSs and PMIHT methods to be useful practically, both require a linear trend in
regression. As discussed, PMIHT can potentially provide additional information about S(W )E(Y|X)
which the OLSs can miss. On the other hand, the OLSs have some advantages over PMIHT;
the OLSs are relatively easier in computation than Kpool; the asymptotics of the OLSs are well
derived; the OLSs do not require the assumptions for common covariance structures of predictors
across the subpopulations; the OLSs enables us to construct predictor effect tests for S(W )E(Y|X)
easily, while Kpool cannot.
If r = 1 and c ≥ 2, the PMIHT provides another route for recovering the partial central
mean subspace. In the case that r ≥ 2 and c = 1, it can be used as an alternative to estimate the
multivariate central mean subspace.
3. Estimation of S(W)E(Y|X)
3.1. Asymptotics of OLSs
Define that η is a p × d basis matrix of S(W )E(Y|X) and d is a true dimension of S(W )E(Y|X). The
relation that S(β) = S(W )E(Y|X) under Conditions 1–3 implies that β = ηγ , where γ ∈ Rd×rc.
Since βkw is unknown in most cases, we replace it by its usual moment estimator, βˆkw =
Σˆ
−1
w ˆcov(Xw, Ykw ) Accordingly, we consider estimating η and γ with arguments Bˆ and Cˆ by
minimizing the following quadratic discrepancy function over B and C:
Fd(B,C) = {vec(βˆ)− vec(BC)}TVn{vec(βˆ)− vec(BC)}, (2)
where B ∈ Rp×d , C ∈ Rd×rc and Vn > 0 is a prc × prc inner product matrix. According
to [4,13], any solution Bˆ is a consistent estimator S(Bˆ) of S(W )E(Y|X) for any selection Vn > 0,
in the sense that PS(Bˆ) converges to PS(W )E(Y|X)
. To select a best choice for Vn , we need to
describe the asymptotic distribution of
√
nw{vec(βˆ•w )−vec(β•w )} (see [7,15]): as the subsample
size nw → ∞, √nw{vec(βˆ•w ) − vec(β•w )} converges in distribution to N(0,Γw), where
Γw = Σ−1/2w cov(Tw)Σ−1/2w , Tw = vec(ZwεTw) and εw is the population OLS residual matrix
of Yw|Zw. Based on this, the following corollary can be easily derived by Slutsky’s theorem.
Corollary 1. As the sample size n → ∞, √n{vec(βˆ) − vec(β)} converges in distribution to
N(0,Γ ), where Γ = diag(Γw/pw).
It is known that the best choice of Vn in class (2) is a consistent estimate of Γ−1 as discussed
in [5,13]. Now we define the optimal discrepancy function
Foptd (B,C) = {vec(βˆ)− vec(BC)}TΓˆ
−1{vec(βˆ)− vec(BC)}. (3)
Defining that (ηˆ, γˆ ) = argminB,C Foptd (B,C) and that Fˆoptd = Foptd (ηˆ, γˆ ), we propose methods
to estimate S(W )E(Y|X) in the next section.
3.2. Large sample estimation of S(W )E(Y|X) via the OLSs
Inference about S(W )E(Y|X) requires the estimation of its dimension d and a basis. For the
dimension estimation, we test a sequence of the hypothesis of H0 : d = m versus H1 : d > m
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(see [8,11]). Beginning with d = 0, the null hypothesis is tested. If H0 : d = m is rejected,
increment m by 1 and redo the test. The test is stopped for the first time H0 : d = m is not
rejected, and set dˆ = m.
This estimation procedure requires a test statistic for H0 : d = m, and T (d) = nFˆoptd is
proposed as the test statistic. Once d = dˆ is determined, an estimator of η is ηˆ, equivalently, an
estimator of S(W )E(Y|X) is S(ηˆ), where ηˆ minimize (3) given d = dˆ.
The asymptotic distribution of T (d) and the asymptotic properties of S(ηˆ) are described in
the next theorem.
Theorem 1. If (3) is considered for estimation, the following hold.
(i) The statistic T (d) = nFˆoptd is distributed asymptotically as χ2{(p−d)(rc−d)}.
(ii) The estimator S(ηˆ) is an asymptotically efficient and consistent estimator of S(W )E(Y|X).
The asymptotic efficiency of S(ηˆ) came from that of ηˆ, which means that ηˆ has the minimum
asymptotic variance within class (2).
3.3. Large sample estimation of S(W )E(Y|X) via PMIHT
To reduce the scaling issue additionally, we will transform all conditional coordinates Ykw
to Gkw = {Ykw − E(Ykw )}/σkw with σkw =
√
var(Ykw ), and construct K
∗
pool of the Gkw -scale
version of Kpool. According to [14], this transformation does not affect any theories developed
in the previous sections.
First, we replace Σw, E(Xw), σ 2kw , E(Ykw ) and pw with their usual moment estimates
— Σˆw, X¯w, σˆ 2kw , Y¯kw and fw = nw/n. We estimate Σpool: Σˆpool =
∑c
w=1 fwΣˆw. Then
Zˆw = Σˆ−1/2pool (Xw − X¯w) and Gˆkw = (Ykw − Y¯kw )/σˆkw Finally a sample version Kˆ
∗
pool of
K∗pool is constructed by replacing β
z∗
kw
, Σ (ε∗kZZ)w and pw with its usual moment estimates —
Σˆ
−1
w ˆcov(Zˆw, Gˆkw ), n−1w
∑nw
i=1 e∗kwi Zˆwi Zˆ
T
wi and fw, where β
z∗
kw
, ε∗kw and e
∗
kw
’s are the population
OLS and the population and sample OLS residuals of Gkw |Zw respectively.
Let λˆ1 ≥ λˆ2 ≥ · · · ≥ λˆp be the singular values of Kˆ∗pool, and uˆ1, . . . , uˆ p be the corresponding
left singular vectors. Equivalently, let λˆ21 ≥ λˆ22 ≥ · · · λˆ2p the eigenvalues of Kˆ
∗
poolKˆ
∗T
pool and
uˆ1, . . . , uˆ p be the corresponding eigenvectors. Let Λˆd = n∑pj=d+1 λˆ2j . Following the procedure
for estimating d discussed in the previous section, Λˆd is proposed as a test statistic for H0 : d =
m, and the estimate of the true basis is a set of the eigenvectors of Kˆ
∗
pool corresponding to the
determined non-zero eigenvalues.
To perform this sequential test, permutation tests constructed in [14] are adopted. Let U be the
population left singular matrix of K∗pool. Consider tests of the hypothesis so that d ≤ m versus
d > m. Next, partitionU = (U1,U2), whereU1 is a p×m matrix so that S(W )E(Y|X) ⊆ Σ−1/2pool S(U1)
under the null hypothesis. LetGw = (G1w , . . . ,Grw )T. According to Proposition 3 in [14], some
information on d can be obtained via testing a hypothesis of (Gw,UT1Zw) y U
T
2Zw from the
following procedure.
Step 1: Compute Kˆ
∗
pool and Λˆm for m = 0, . . . , p − 1. Let this Λˆm be Λˆ0m .
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Step 2: For any fixed m and each subpopulation, randomly permute (Gˆwi , Uˆ
T
1 Zˆwi ) over
i = 1, . . . , nw, and recompute Λˆm from the permuted data. Repeat Step 2 many times to
acquire the null distribution of Λˆm . We use 1000 permutations in each subpopulation.
Step 3: Compute the percentage of values greater than Λˆ0m from the null distribution obtained
from Step 2.
Step 4: Repeat Steps 2 and 3 for m = 0, . . . , p − 1, and obtain p-values for all dimension
tests.
Comparing a pre-selected level α to the p-values sequentially, decide d = dˆ, where the p-value
for H0 : d = dˆ is bigger than α for the first time.
4. Testing continuous predictor effects for S(W)E(Y|X)
4.1. General predictor hypotheses
Tests for the predictor effects in the sufficient dimension reduction literature was highlighted
in [1] by testing hypotheses containing PHSY|X = Op, where SY|X is the central subspace, H
is an h-dimensional user-selected subspace of predictor space, and Op indicates the origin in
Rp. In [15] the predictor effects for the conditional mean were tested by replacing SY|X with
the multivariate conditional mean subspace. Since our primary interest is S(W )E(Y|X), none of them
have direct application to our case. This section is devoted to constructing tests for hypotheses
involving the statement PHS(W )E(Y|X) = Op. The next proposition describes the relationship
between PHS(W )E(Y|X) = Op and E(Y|X,W ). LetH⊥ be the orthogonal complement ofH.
Proposition 5. The following two statements are equivalent:
(i) PHS(W )E(Y|X) = Op; (ii) Y y E(Y|X,W )|(PH⊥X,W ).
Proposition 5(ii) shows that H⊥ forms a multivariate partial mean subspace. This implies
that PHX does not give any contribution to S(W )E(Y|X). A typical application is to test
whether or not the h-selected continuous predictors Xh do not contribute to S(W )E(Y|X) so that
Y y E(Y|X,W )|(PH⊥X,W ), where XT = (XTh ,XT−h), H = S(H) with H = (Ih, 0)T. Since
the statements in Proposition 5(i) is clearly false if h > p − d, it is required that h ≤ p − d for
any non-trivial application. From Proposition 3, PHS(W )E(Y|X) = Op if and only if PHS(β) = Op.
This equivalence is fundamental to deriving test statistics for hypotheses about S(W )E(Y|X).
With the introduction of predictor hypotheses we now define four forms of hypotheses,
depending on application-specific requirements. The first is a marginal dimension hypothesis
of d = m versus d > m, as described in the previous section. The other forms follow in the next
three subsections. Since W is a part of the predictors, testing its effect is also important. For this,
usage of model-based variable selection methods should be advised.
4.2. Marginal predictor hypotheses
A marginal predictor hypothesis of PHS(W )E(Y|X) = Op versus PHS(W )E(Y|X) 6= Op is not
necessary to pre-specify the dimension d . This implies the equivalence to the hypothesis
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HTβ = 0 versus HTβ 6= 0, where H is a p × h orthogonal matrix basis of H. Using Wald
statistic, we test this hypothesis with the test statistic
T (H) = n vec(HTβˆ)T{(Irc ⊗HT)Γˆ−1(Irc ⊗H)}−1 vec(HTβˆ).
Immediately from Theorem 1 and Slutsky’s theorem, T (H) ∼ χ2(hrc) under the null hypothesis
HTβ.
4.3. Joint dimension-predictor hypotheses
In a joint dimension-predictor hypothesis of PHS(W )E(Y|X) = Op and d = m versus
PHS(W )E(Y|X) 6= Op or d > m, pre-specification of d is required. The following equivalence
under a joint dimension-predictor null hypothesis is of help in constructing test statistics:
β = (PH + PH⊥)β = PH⊥β = PH⊥ηγ = η0γ , where η0 ∈ Rp×d = PH⊥η. Consequently,
Proposition 4 implies that H0 is equivalent to Y y E(Y|X,W )|ηT0X with the constraint
HTη0 = 0. Under a joint dimension-predictor null hypothesis we have the following constrained
optimal discrepancy function with HTB = 0
Foptd,H(B,C) = {vec(βˆ)− vec(BC)}TΓˆ
−1{vec(βˆ)− vec(BC)}. (4)
Define that (ηˆ0, γˆ ) is a solution of (4) and that Fˆ
opt
d,H = Foptd,H(ηˆ0, γˆ ).
Proposition 6. If HTβ = 0 and d = m, then T (H, d) = nFˆoptd,H ∼ χ2{(p−d)(rc−d)+dh}
asymptotically.
4.4. Conditional predictor hypotheses
When d is assumed known, we can consider a conditional hypothesis of PHS(W )E(Y|X) = Op
given d = m versus PHS(W )E(Y|X) 6= Op given d = m. The difference between the minimum
discrepancies under H0 and H1 is proposed as a test statistics T (H|d). Proposition 5 reveals
that a conditional null hypothesis is equivalent to a joint predictor-dimension null hypothesis and
that a conditional alternative hypothesis is the same as a marginal dimension null hypothesis.
Consequently, we propose to use the statistic T (H|d) = n(Fˆoptd,H − nFˆoptd ).
Proposition 7. Under a conditional predictor hypothesis, T (H|d) ∼ χ2(dh) asymptotically.
5. Simulation and case study
5.1. Simulation study
To illustrate various properties that we observed, simulation in different model configurations
is studied. For the simulation, the number of replications is 1000 and level 0.05 is used throughout
all tests. Sample sizes of each subpopulation are assumed equal.
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Fig. 1. Percentage of runs in which dˆ = 2 versus sample size for the simulation model described in Section 5.1 with a
horizontal reference line at 95%.
5.1.1. Model 1
To estimate the level better for small subsamples, we use an adjusted statistic Tadj =
T/(1 + T/n) introduced by [16]. The distribution of Tadj is the same as that of T , if T ∼ χ2
asymptotically.
To construct predictors, V = (V1, V2, V3)T and W = (W1,W2)T were generated indepen-
dently, where Vi ’s were sampled from t6 independently, and Wi ’s Ga(0.25, 1). The predictors
were defined as X1 = W1, X2 = V1+W2/2, X3 = −V1+W2/2, X4 = V1 and X5 = −V2+V3.
Six degrees of freedom for the t distribution satisfies the requirement of existence of the fourth
moment. This predictor configuration has been used in other simulation studies of [3, 4, 15]. Al-
though the predictors are skewed, likely to have outliers and not elliptically contoured, Condition
2(b) holds for a matrix of η = {(1 0 0 0 0)T, (0 1 1 0 0)T}.
A categorical variable W has two levels. The following simulation model was used: for
W = 0, Y1 = 1.5(5+ X1)(2+ X2+ X3)+0.5X1δ1, Y2 = 1+ X1+0.5X2δ2, and Y3 = 0.5X4δ3;
for W = 1, Y1 = 1.5(5 + X1)(2 + X2 + X3) + 0.5X3δ1, Y2 = 1 + exp(X2 + X3) + 0.5X3δ2,
and Y3 = 0.5X5δ3, where δi s are independent standard normal random variables independent of
the predictors. The predictor of X4 and X5 does not contribute to S(W )E(Y|X). The two columns of η
above span S(W )E(Y|X), and hence d = 2.
First, we report the dimension test results in Fig. 1. The horizontal and vertical axes of Fig. 1
represent sample sizes in each subpopulation and the percentages of the decision that dˆ = 2 from
the sequential dimension tests in Section 3.2. In simulation, the percentages of the decisions that
dˆ = 0 and dˆ = 1 were all zeros for every subsample. Fig. 1 represents characteristic behavior in
dimension estimation, which is that, regardless of models, Tadj(d) detects the true dimension of d
better at least by 20% of a time in smaller subsamples than T (d). In this specific example, Tadj(d)
estimated d more correctly by about 30% of a time in 50 subsampls. According to simulation
studies, regardless of models, the observed powers were at least 99% for both the statistics, and
the observed levels varied between 25% and 5% for Tadj(d) and between 45% and 5% for T (d).
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Fig. 2. Average absolute multiple correlation |r1| and |r2| versus sample size for the fit of X1 on and of X2 + X3 on
ηˆTX in the simulation model of Section 5.1.
Table 1
Estimated level of 5 % tests of effect for X5 with d = 2 in the simulation model in Section 5.1
Marginal Joint Conditional
n T (H) Tadj(H) T (H, d) Tadj(H, d) T (H|d) Tadj(H|d)
50 27.0 18.5 45.8 23.9 30.0 27.3
200 9.7 8.5 13.3 9.4 9.3 9.0
600 5.0 4.8 5.4 4.9 6.6 6.6
From 200 subsamples the observed levels were reached at least to 10%. Therefore, it can be
concluded that, with moderate subsample sizes, the dimension estimation is reliable in practice.
To measure how well the true basis is estimated, the averages of |r1| and |r2| were considered
as |√R2|s from the OLS fits of X1 on ηˆTX and of X2+X3 on ηˆTX. Averages of |r |s from both the
directions are reported in Fig. 2, which shows that they are over 0.9 for all subsamples. Therefore,
the basis estimation is not a concern in practice, even though subsamples are not very large.
Next we tested hypotheses of PHiS(W )E(Y|X) = O5 for i = 1, . . . , 5, where Hi = S(ei ) and a
vector of ei is the canonical basis vector in R5 with a one in the i th place and zero elsewhere.
For i = 4, 5, the hypotheses are true from Proposition 5, because Y y E(Y|X,W )|(X−i ,W ) by
construction. The hypotheses were tested marginally, jointly with d = 2 and conditionally given
d = 2.
Table 1 reports the estimated levels for i = 5, that is, for X5. It reflects the qualitative
behaviors in our other simulations. The continuous predictor effect tests using the adjusted
statistics showed better performances than the original statistics. They were slightly liberal with
small samples, and the observed levels varied between 30% and 5%. The joint predictor tests
without adjustment were worst among them for small subsamples, but after adjustments, all three
predictor tests were about the same with small differences. Our conclusion is that with moderate
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Table 2
Percentage of runs of decisions so that dˆ = m for the simulation model described in Section 5.2
n dˆ = 0 dˆ = 1 dˆ = 2 dˆ ≥ 3
50 0.0 35.7 61.1 3.2
100 0.0 9.0 86.0 5.0
200 0.0 0.6 94.3 5.1
subsample sizes the difference between the nominal and actual levels of all the three may not be a
cause for concern in practice. Also, since there is no clear dominant one among the three, careful
predictor variable selection should be advised through all the three tests, especially in the smaller
subsamples. For X4, there was no notable difference to X5. For X1, X2 and X3, the hypotheses
were rejected 100% with all sample sizes for the three tests. This shows that the predictor tests
have high powers.
5.1.2. Model 2
We followed the variable configuration in Section 4.3 of [2]. The predictors X =
(X1, X2, X3)T were generated as follows; X i = τi except X2|X1 = X1 + τ2. where each
τi was an independent standard normal random variable. A categorical variable W has two
levels. We define responses of Y = (Y1, Y2)T as follows; for W = 0, Y1 = 1 + X1 + δ1
and Y2 = X1 + X22 + δ2, and for W = 1, Y1 = 2+ 2X1 + δ1 and Y2 = X1 + X22 + δ2, where δi s
are independent standard normal random variables independent of the predictors. In this model,
η = {(1 0 0 0 0)T, (0 1 0 0 0)T} satisfies Condition 1 and spans S(W )E(Y|X). Since the OLSs yield
only a vector of (1 1 0 0 0)T, Condition 3 clearly fails. However, PMIHT can fully recover η.
The permutation test results for the dimension estimation are given in Table 2. Its second
(dˆ = 0) and third (dˆ = 1) columns represent the observed powers, and its fifth column (dˆ ≥ 3)
represents the observed nominal level. With all subsamples, the tests of H0 : d = 0 were rejected
100%. With 50 subsamples, the permutation tests yielded 35.7% of the decisions that dˆ = 1,
which implies the poor observed power of 64.3%. However, it dramatically increased to 91%
with 100 subsamples. The observed nominal levels were 3.2% with 50 subsamples and 5% with
100 samples, which was used in the tests. With 200 subsamples, the permutation tests yield the
good observed powers and level, which are 99.6% and 5.1% respectively. The true bases were
also well estimated and, with 50 subsamples, both the averages of |ri |s reached at least 0.97.
From these results, MPIHT using the permutation tests can be useful in practice with moderate
subsample sizes.
5.2. Case study — Retinol and Beta-carotene plasma
For illustration purpose, we investigate a multivariate regression study of Retinol and Beta-
carotene plasma concentration given dietary factors, which are number of alcoholic drinks
consumed per week (Alcohol), dietary beta-carotene consumed per day (mcg, Beta.diet), number
of calories consumed per day (Calorie), cholesterol consumed per day (mg, Chole), grams of fat
consumed per day (Fat), grams of fiber consumed per day (Fiber), weight/height2 (Quetelet),
dietary retinol consumed per day (mcg, Ret.diet), and vitamin usage regularly (Vit-use) coded as
0 = often, or 1 = sometimes, or 2 = no.
This study was originally done in [10]. They found that dietary carotene was positively
related to Beta-carotene levels, while Quetelet was negatively related. The data was obtained
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Table 3
Dimension test results for the plasma data in Section 5.2
Methods d = 0 versus d ≥ 1 d = 1 versus d ≥ 2 d = 2 versus d ≥ 3
T (d) 0.00 0.11 0.67
Tadj(d) 0.01 0.26 0.74
PMIHT 0.04 0.26 0.73
Table 4
P-values of the conditional predictor effect tests given d = 1 for the plasma data in Section 5.2
Alcohol Beta.diet Calorie Chole Fat Fiber Quetelet Ret.diet
0.94 0.16 0.01 0.62 0.16 0.00 0.00 0.08
from StatLib webpage and used under permission. Since cases with numbers 62 and 252 were
suspected as outliers, they were deleted from the data set, and the total number of sample sizes
was 313.
By inspecting the scatter plot matrix of all predictors (not reported), log-scale transformation
of all predictors except Alcohol and Quetelet to the inverse-scale, seemed to satisfy Conditions
1 or 2. Both the methods were applied to the data set with W = Vit-use, and the dimension tests
were summarized in Table 3. With level 0.05, both the OLSs and PMIHT yielded dˆ = 1. The
correlation coefficient between the first sufficient predictors obtained from both the methods was
computed 0.96, and it can be concluded that they are essentially the same. Here, we chose one
from the OLSs for the predictor tests.
Next, given d = 1, we tested all the continuous predictor effects conditionally, and the p-
values from T (H|d = 1) are reported in Table 4. Both T (H|d = 1) and Tadj(H|d = 1)
provided almost the same p-values. It can be concluded that Calorie, Fiber, Quetelet and Ret.diet
significantly contribute to S(W )E(Y|X). Marginally standardizing each of the remaining predictors to
have a sample standard deviation of 1, the estimated sufficient direction ηˆTX is
ηˆ
TX = −0.57 logCalorie+ 0.54 log Fiber+ 0.58Quetelet−1 + 0.22 logRet.diet.
As found in [10], the dietary carotene is positively and Quetelet is negatively related with Beta-
carotene levels. As a summary, a scatter plot between logarithm of Beta-carotene levels and ηˆTX
marked by Vit-Use is provided in Fig. 3. The three lines in Fig. 3 represent LOWESS smooths
with smoothing parameter 0.7 for each level of vitamin intake. The figure shows that intake of
vitamin tends to increase the Beta-carotene levels and that there is no interaction between ηˆTX
and levels of Vit-Use. According to it, the simple linear regression of logarithm of Beta-carotene
levels on ηˆTX and Vit-Use can summarize the study.
6. Discussion
In multivariate regression of Y|(X,W ), we proposed two methods to replace the original
continuous predictors X by a lower-dimensional projection onto the multivariate central partial
mean subspace, when W is a categorical variable. Under the linearity conditions, a subspace
spanned by the OLSs is contained in or is equal to the target subspace. To force the equality
between the subspaces, we assume a coverage condition. In the case of the condition failing, we
developed PMIHT. PMIHT can provide bigger subspace contained in the multivariate partial
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Fig. 3. A scatter plot of logarithm of Beta plasma levels against ηˆTX marked by Vitamin usage.
mean subspace than the OLSs, while the latter has simpler presentation than the former in
practice. The OLS method can test predictor effects for the multivariate central partial mean
subspace without assuming any model using chi-squared distribution. By using adjusted statistics
by [16], dimension estimation and continuous predictor effect tests are improved for small
subsamples. Instead of adhering to one of the OLSs and PMIHT methods to estimate S(W )E(Y|X), it
is recommended to closely compare the significant sufficient predictors from both the methods.
In this article we consider only one categorical variable, but this method is still valid in the
case of two or more categorical variables, because they can be considered as one categorical
variable with cross-levels. For example, supposing that both W1 and W2 have two levels of 0 and
1, we can replace them by a new categorical variable of W3 = (W1,W2) with four levels of (0,
0), (0, 1), (1, 0) and (1, 1).
Even though the primary focus in regression is often placed on the conditional mean, the
purpose of regression is to study of the conditional distribution of Y|(X,W ). It is interesting to
investigate the multivariate central partial subspace S(W )Y|X such that Y y X|{PS(W )Y|XX,W }. The
underlying idea of K -means inverse regression (see [12]) looks attractive to a methodological
development for this case. Research along this is underway.
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Appendix. Proofs
Proof of Proposition 2. We need to show that S(W )E(Y|X) = ⊕cw=1 SE(Yw |Xw). To prove this, we
use the following equivalence: for w = 1, . . . , c,
Y y E(Y|X,W )|(PSX,W )⇔ Y y E(Y|X,W = w)|(PSX,W = w). (A.1)
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Replacing S by S(W )E(Y|X) in the left-hand side statement of (A.1) implies that Y y
E(Y|X)|(PS(W )E(Y|X)X,W = w) for all ws. This indicates that S
(W )
E(Y|X) forms a multivariate mean
subspace for all multivariate conditional regressions, and hence S(W )E(Y|X) ⊇ ⊕cw=1 SE(Yw |Xw).
On the other hand, in the right-hand side statement of (A.1), for each w, replacement of S by
SE(Yw |Xw) allows the statement to hold, and this implies that the statement is still satisfied for S =
{SE(Y1|X1), . . . ,SE(Yc|Xc)}. This indicates that {SE(Y1|X1), . . . ,SE(Yc|Xc)} = ⊕cw=1 SE(Yw |Xw)
forms a multivariate partial mean subspace forY|(X,W ), and hence S(W )E(Y|X) ⊆ ⊕cw=1 SE(Yw |Xw).

Proof of Proposition 4. The assumption that Y y E(Y|X,W )|{PS(W )E(Y|X)X,W } implies that
Yk y E(Y|X,W )|{PS(W )E(Y|X)X,W } for k = 1, . . . , r . This implies that S
(W )
E(Y|X) forms a partial
mean subspace for all coordinate regressions. On the other hand, Proposition 2.1 of [7] implies
the existence of a function gk such that E{YkE(Y|X,W )|X,W } = gk{PS(W )E(Yk |X)X,W } for any
k. Then we have E(Y|X,W ) = [g1{PS(W )E(Y1|X)X,W }, . . . , gr {PS(W )E(Yr |X)X,W }]
T. Consequently,
E(Y|X,W ) is a function of [{PS(W )E(Y1|X) , . . . ,PS(W )E(Yr |X)}X,W ]. Combining this with Proposition 1,
a subspace of ⊕rk=1 S(W )E(Yk |X) also forms a multivariate partial mean subspace. 
Proof of Corollary 1. Recall fw = nw/n. Then, √ fw converges to √pw in probability. Then,
by Slutsky’s theorem,
√
n vec(βˆw•−βw•) =
√
nw
√
fw vec(βˆw•−βw•) has the same asymptotic
distribution as
√
nw
√
pw vec(βˆw•−βw•),which converges in distribution to multivariate normal
with mean vector 0 and covariance Γw/pw. Combining this with Theorem 1, the conclusion of
Corollary 1 is derived. 
Proof of Theorem 1. Combining the results of [3,13], all we need to do is to show an existence
of a full rank reparameterization of ηγ , which leads to a full rank Jacobian matrix in an open
parameter space. Let η = (ηT1 , ηT2 )T, where η1 ∈ Rd×d and η2 ∈ R(p−d)×d . Without loss of
generality, it is assumed that η1 is nonsingular. Otherwise, the change of the order of the elements
in X will be done. Then, ηγ = (ηT1 , ηT2 )Tγ = {Id , (η2η−11 )T}Tη1γ , in which setting η1 = Id
leads to the new parameters η2 ∈ R(p−d)×d and γ ∈ Rd×rc. This new parameterization brings
a full rank Jacobian matrix and an open parameter space in Rd(p+rc−d). The Jacobian matrix
∆β = (γ T ⊗ Ip, Ir ⊗ η) is∆β = (∂ vec(BC)/∂ vec(B), ∂ vec(BC)/∂ vec(C)) |(B=η,C=γ ), and
the degree of freedom described comes from pr − rank(∆β) = (p − d)(rc − d). 
Proof of Proposition 5. (i ⇒ ii) Since S(W )E(Y|X) is orthogonal to H, S(W )E(Y|X) ⊆ H⊥. This
implies that H⊥ forms a multivariate partial mean subspace. (i ⇐ ii) By construction, H⊥ is
a multivariate partial mean subspace, the conclusion immediately follows. 
Proof of Propositions 6 and 7. Proofs are easily derived following the rationale of those of
Propositions 5 and 6 of [15]. It is done by replacing the multivariate central mean subspace
and r in the latter by S(W )E(Y|X) and rc in the former. 
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