Abstract. The Lehmer-Euclid algorithm is an improvement of the Euclid algorithm when applied to large integers. The original Lehmer Euclid Algorithm replaces divisions on multi precision integers by divisions on single precision integers. Here, we study a slightly di erent algorithm that replaces computations on n bit integers by computations on n bit integers. This algorithm depends on the truncation degree 2]0;1 and is denoted as the LE algorithm. The original Lehmer Euclid Algorithm can be viewed as the limit of the LE algorithms for ! 0. We provide here a precise analysis of the LE algorithm. For this purpose, we are led to study what we call the Interrupted Euclidean algorithm. This algorithm depends on some parameter 2 0; 1] and is denoted by E . When running with an input (a; b), it performs the same steps as the usual Euclidean algorithm, but it stops as soon as the current integer is smaller than a , so that E0 is the classical Euclidean Algorithm. We obtain a very precise analysis of the algorithm E , and describe the behaviour of main parameters (number of iterations, bit-complexity) as a function of parameter . Since the LehmerEuclid Algorithm LE when running on n bit integers can be viewed as a sequence of executions of the Interrupted Euclidean algorithm E 1=2 on n bit integers, we then come back to the analysis of the LE algorithm and obtain our results.
Introduction.
The computation of the GCD is a main subroutine for most of computations on long integers; it is widely used for expressing rational numbers in "lowest terms", for nding modular inverses, : : : . It is one of the most time-consuming basic operations on long integers. For instance, during the computation of Grobner Bases, it was noticed that 80% of computing time is spent in long integer arithmetic, and notably in GCD computations. When applied on long integers, the Euclid Algorithm is not very attractive, since it performs a sequence of multiple precision divisions, that are quite timeconsuming. Indeed, although theoretically division has the same time complexity as multiplication 17], a division algorithm that will be designed along the lines explained by Knuth will be about 30 times slower than multiplication 15]. With some improvements due to Krandick and Johnson 16] , one may hope to reduce the gap to 15 times. For very long integers, Jebelean 14] proposed a division algorithm which is about two times slower than Karatsuba multiplication in most of the cases, since there is a small probability of failure . 1 A signi cant improvement in the speed of Euclid's algorithm when highprecision numbers are involved can be achieved with the so called LehmerEuclid Algorithm that uses a method due to Lehmer 18] . Working only with the leading digits of large integers, it is possible to simulate most of the multiple-precision divisions by single precision divisions, which leads to a signi cant speed-up of the algorithm. The rst version of this algorithm appeared in 18]; then, some variants were described in Knuth 17] , and nally, Collins 7] and Jebelean 15] provided various improvements to the algorithm. Nowadays, most of computer algebra systems and multi-precision libraries use many of these variants. However, there exist very few analyses of the Lehmer Euclid Algorithm. Sorenson 22] obtained a worst case analysis of this algorithm, but, to the best of our knowlegde, there does not exist any precise average-case analysis of the Lehmer Euclid algorithm. This is the purpose of this paper to provide such an analysis.
Main results. The original Lehmer Euclid Algorithm replaces divisions on multi precision integers by divisions on single precision integers (sometimes, double-precision is used). Here, we study a slightly di erent algorithm that replaces computations on n bit integers by computations on n bit integers.
This algorithm depends on the truncation degree 2]0; 1 and is denoted as the LE algorithm. This Lehmer Euclid Algorithm can be viewed as a sequence of executions of the so called Interrupted Euclidean Algorithm. Generally speaking, this interrupted algorithm depends on some parameter 2 0; 1], and is denoted by E . It performs exactly the same steps as the Euclidean algorithm but, when running on some input (a; b); a b, it stops as soon as the current integer is smaller than a . We rst provide a complete analysis of this interrupted algorithm, and we precisely study (in the average case) its main parameters number of iterations and bit-complexity as a function of parameter (Theorem 1, proved in Section 4, Theorem 2 proved in Section 5).
Then, we come back to the initial algorithm, the LE algorithm and we precisely compare its average bit complexity with the average bit complexity of the classical Euclid algorithm. We rst prove that the LE algorithm, when running on n-bit integers, performs (almost surely) a sequence of executions of the Interrupted Euclidean Algorithm E 1=2 on n bit integers. We then use the previous analysis of the E Algorithm, and obtain a precise asymptotical value for the average bit complexity of the LE algorithm when it runs on n-bit integers. This value involves, together with parameter , the constants M; D that intervene in the cost of a multiplication or a division, together with some constants L 1 ; L 2 that appear in the average bit complexity of the classical Euclid Algorithm. More precisely, the main result of the paper is the following (Theorem 3, proved in Section 6): When the Lehmer-Euclid algorithm deals with a truncation degree , its average bit-complexity on pairs of length n is asymptotically equal to For = 15, and = 1=3, the ratio between the bit-complexity of the two algorithms (the Lehmer Euclid Algorithm and the Euclid Algorithm) is close to 0.7. For = 30, and = 1=10, this ratio is close to 1=4.
Consider now a situation that may be found in the "real life". When one replaces long integers used in the RSA algorithm (n = 1024) by singleprecision integers (32 bits), one uses a truncation degree equal to 1=32. Suppose also that we work with = 30. If we apply our (asymptotical) results (only true for n ! 1 : : : ), we nd that the ratio between the bitcomplexity of the two algorithms (the Lehmer Euclid Algorithm and the Euclid Algorithm) is now close to 1=6. There is a general agreement between our theoretical results and the experimental curves obtained by Lercier in his thesis 19]. We reproduce these curves in Figure 1 . Lercier insists on the fact that the implementation of divisions is quite di erent on DEC processors or on SUN processors. With our notations, the parameter has thus two distinct values: its DEC-value, and its SUN-value. If it could be possible to let parameter tend to 0, the limit ratio between the two algorithms should be equal to
On the curves obtained by Lercier, this ratio is about 1=10 for DEC, and about 1=5 for SUN. This makes possible to obtain (somewhat!) indirect values for parameter ; its DEC value is near 30, and its SUN-value near 15.
Moreover, for n = 1024, the DEC-curve exhibits a ratio of 1=12, while the SUN-curve shows a ratio about 1=6.
Methods. As is usual in number theory contexts, the generating functions are Dirichlet series. They are rst proved to be algebraically related to the so called transfer operators that encapsulate all the important informations relative to the dynamics" of the algorithm. The analytical properties of Dirichlet series depend on spectral properties of the transfer operators, most notably the existence of a spectral gap that separates the dominant eigenvalue from the remainder of the spectrum. This determines the singularities of the Dirichlet series of costs. The asymptotic extraction of coe cients is then achieved by means of Tauberian theorems 8], so that average complexity estimatesnally result. The main thread of the method is thus adequately summarized by the chain:
Euclidean algorithm ; Associated transformations ; Transfer operator ; Dirichlet series of costs ; Tauberian inversion ; Average-case complexity.
In this way, Vall e studied a whole class of Euclidean algorithms, and this analysis leads to a classi cation into two subclasses 26] : the rst one is formed with slow algorithms of log-squared average complexity, whereas the other class is formed of fast algorithms, of log average complexity. The same method provided the complete analysis of another widely used algorithm, the Binary algorithm 25]. These methods are also suitable for performing bit-complexity analyses, see 1, 27] . However, all the previous dynamical analyses dealt with algorithms that exhibit a simple structure, so that it is easy to relate the algorithm to the underlying dynamical system. Here, the structure of the Lehmer-Euclid algorithm is more intricate, since the algorithm can be described as a sequence of internal loops. This is why this analysis is also a kind of test for the dynamical analysis methodology.
Plan of the paper. Section 2 is an introductory section that explains the framework, and describes the main algorithms, the Interrupted Euclid Algorithm E with interruption degree , and the Lehmer Euclid algorithm LE with truncation degree . Here, the main cost parameters are de ned, and the Theorems are stated. Section 3 describes the general framework of dynamical analysis methodology, and each following section is devoted to the proof of one of the main three theorems: Section 4 for Theorem 1, that describes the average number of iterations of the E algorithm; Section 5 for Theorem 2, that describes the average bit-complexity of the E algorithm;
Finally, Section 6 for Theorem 3, that states the main result of this paper,
i.e., the average bit-complexity of the LE algorithm.
2. The Lehmer-Euclid algorithm. This introductory Section presents the main algorithms to be studied: the plain Euclidean algorithm, the interrupted Euclidean Algorithm and nally the Lehmer Euclid Algorithm. We describe here the parameters of interest, and the probabilistic models. We state the three main Theorems. More precisely, the extended Euclidean algorithm is applied to the pair (a 0 ; a 1 ), and provides the remainder sequence (a i ), the quotient sequence (q i ) and the two cosequences (u i ) and (v i ). Since the two rationals A 1 =A 0 and a 1 =a 0 are close, one can expect that the two quotient sequences, the sequence q i obtained from the Euclidean algorithm on (a 0 ; a 1 ) and the sequence Q i obtained from the Euclidean algorithm on (A 0 ; A 1 ) are not too di erent, at least at the beginning of the process. There always exists some integer j 0 for which the two quotient sequences q i and Q i are equal for i j. Since The main problem is now to evaluate a possible value of the index j without computing the quotients Q i of the large sequence. There exist many di erent possible tests, due to Lehmer 18 ], Collins 7] or Jebelean 15] Figure 3 ). The Lehmer-Euclid Algorithm LE is described in Figure 4 . 2.4. The Interrupted Euclid Algorithm. We are mainly interested in the analysis of Stage 2, since it provides the value r that determines the length of a phase, i.e., the number of large divisions that can be replaced by small ones. More generally, we wish to study a more general algorithm whose interruption depends on a real parameter 2 0; 1] (cf Figure 5) . When running on an input (a 0 ; a 1 ), this algorithm, denoted by E , stops as soon as the current integer a i becomes smaller than a 0 .
Then, Stage 2 in the Lehmer Euclid algorithm is exactly the Interrupted
Algorithm E 1=2 applied on truncated integers. For the moment, we forget the Lehmer Euclid algorithm and we focus on the analysis of the general
Interrupted Algorithm E for any value 2 0; 1] and any input pair of integers. This algorithm is described in Figure 5 .
We work with sets ; e of valid inputs and with sets n ; e n of valid inputs of binary length n, = f(a 0 ; a 1 ); 0 < a 1 < a 0 ; gcd(a 0 ; a 1 ) = 1g; e = f(a 0 ; a 1 ); 0 < a 1 < a 0 g; n := f(a 0 ; a 1 ) 2 ; 2 n?1 a 0 < 2 n g; e n := f(a 0 ; a 1 ) 2 e ; 2 n?1 a 0 < 2 n g:
The following de nition makes precise the probabilistic model. Output. An integer pair (a i ; a i+1 ) that satis es a i+1 a 0 < a i and gcd(a 0 ; a 1 ) = gcd(a i+1 ; a i ). De nition. Let f be a positive function de ned on the unit interval I.
We say that (resp. e ) is endowed with f if any element (a 0 ; a 1 ) of is weighted with the quantity f( a 1 a 0 ).
This framework de nes a sequence of probabilistic models on subsets n ; e n . For each n, the corresponding probabilities and expectations on n ; e n are denoted by Pr n ; E n ; if we wish to insist on the dependence on function f, we put it as an exponent. Then, the symbols Pr (f) n B] (for any subset B e ) and E (f) n X] (for any variable X de ned on ) denote the following quantities (ii) The expectations of these costs on n or on e n satisfy, when n ! 1,
Remark. The random variable P was rst analyzed by Dixon 9] and Heilbronn 12] around 1970 that proved independently that E n P] 12 log 2 2 2 n; in the case when f = 1. More recently, always in the particular case when f = 1, Hensley 13] proved that the random variable P follows asymptotically a normal law. He expressed the expectation and the variance with some function (s) which will play a fundamental r le in this paper, E n P] ? log 2 0 (2) n; Var n P] ? log 2 00 (2) 0 (2) 3 n:
Remark. In ( Theorem 1 proves that the algorithm E stops (almost surely) at the b(1 ? )Pc-th iteration. We introduce another truncated algorithm, that we denote by E that exactly stops at the b(1 ? )Pc-th iteration: It is a regularized version of the E algorithm. This algorithm not very realistic, since it must "guess" the value of P is just a tool for the analysis; The following Theorem shows that it behaves asymptotically in the same way as E and it is easier to analyse it. This Theorem will be proven in Section 5.
Theorem 2. Suppose that the valid sets ; e are endowed with some function f with bounded variation on the unit interval I. Denote by E the Euclidean Algorithm, and by E the Interrupted Euclidean Algorithm of parameter . We consider three measures of cost for the Interrupted Algorithm E : the bit-cost B , the supplementary bit-cost C due to the computation of one Bezout coe cient, and the total bit-cost E of the extended Euclidean algorithm (i.e., E = B + 2C ). The same quantities with a bar denote the corresponding costs for the E algorithm, and the quantities B; C; E denote the same quantities for the Euclidean algorithm E.
Then, for any positive function f with bounded variation on I, one has, for n ! 1,
Remark. The random variables B; C; E were rst analyzed by Akhavi and
Vall e 1], 27] in the case when f = 1. With the notations used here, their results can be translated in the following way: Figure 3 ). The output integers (A 0 ; B 0 ) have now a length about n(1 ? 2 ). Consequently, the top horizontal line is the Interrupted Algorithm E 1?( =2) on integers of length n.
Then, we can easily compare the two costs, and the expressions involve the length n of the inputs, the degree of integer truncation, the constant M that arises in a multiplication cost, and the constant D that arises in a division cost. The constants L 1 ; L 2 are the constants that intervene in the Euclidean bit cost.
The cost of the top horizontal line corresponding to the rst phase is equal to:
This cost has to be compared with the total cost of the rst phase (Stages 2 and 3), that is equal to 3
2.8. Comparison between the Lehmer-Euclid Algorithm and the Euclid Algorithm. The other phases. During each phase, the length of the small pair decreases of a quantity equal to m=2. If it is also true for the large pair, the average number of phases will be around 2= . At the end of the j-th phase, one computes four products, each between an integer of length m=2 and an integer of length (1?(j ?1)( =2))n (that is the length of the large integers at the beginning of the j-th phase). If the argument given in the previous paragraph could be repeated for each phase, the average cost of the j-th phase would be
and the average cost of the Lehmer-Euclid algorithm would be 3
to be compared to the bit cost of the classical Euclidean Algorithm, that is
2.9. The nal result. However, the previous argument cannot be repeated a priori for the other phases, because the distribution on is modi ed by the execution of the Euclidean algorithm. At the beginning of the second phase, the distribution of the new inputs at Stage 1 is not the same as at the beginning of the algorithm. However, the evolution of the distribution of the integers during the execution of the Euclidean Algorithm can be precisely described with tools of Dynamical Analysis. The main idea is then to simulate the cost of the Lehmer-Euclid algorithm only on the Euclid algorithm itself. Then all the previous remarks will be proven and we shall obtain our nal result:
Theorem 3. Suppose that the valid sets ; e are endowed with some function f with bounded variation on the unit interval I. When the LehmerEuclid algorithm deals with a truncation degree , its average bit-complexity on pairs of length n is asymptotically equal to
Here, L 1 and L 2 are the two constants that appear in the average bit com- We shall provide alternative expressions for the corresponding Dirichlet series of costs in Sections 4 and 5. These expressions deal with the transfer operator H s relative to the Euclidean dynamical system. Then, the singularities of the Dirichlet series will become apparent and related to the dominant spectral objects of the transfer operator H s . We now describe this dynamical system and present the operator H s together with its main spectral properties. The pair (I; S) de nes the dynamical system relative to Euclid algorithm.
We denote by H the set of the inverse branches of S, H = fx ! 1 q + x ; q 1g;
and by H n the set of inverse branches of depth n (i.e., the set of inverse branches of S n ),
H n = fh = h 1 h n ; h i 2 H; 8ig: One then associates to each execution of the algorithm a unique LFT h whose depth is exactly the number p of divisions performed.
Remark that all quantities of interest can be read on the continued fraction (3.8) or in the decomposition (3.9). The depth P equals its height; remark that the i-th LFT h i used by the algorithm is exactly the LFT relative to matrix Q i of Section 2.1, so that the LFT h 1 h 2 : : : h i is relative to matrix M i of Section 2.1. Then, when one "splits" the CF-expansion (3.8) of a 1 =a 0 at depth i, one obtains two CF-expansions Since all the LFT's have a determinant equal to 1, this entails an alternative expression for R h ,
It is convenient to use a more general operator that depends on a complex
The composition property of the denominator, For s = 2, the operator is quasi compact: there exists a spectral gap between the unique dominant eigenvalue (that equals 1, since the operator is a density transformer) and the remainder of the spectrum. By perturbation theory, these facts existence of a dominant eigenvalue (s) and of a spectral gap remain true in a neighborhood of s = 2. There, the operator splits into two parts: the part relative to the dominant eigensubspace, denoted P s , and the part relative to the remainder of the spectrum, denoted N s , whose spectral radius is strictly less than j (s)j. This leads to the following spectral (3.14)
The rst term on the right is singular at s = 2, while the second term is analytic on the half plane f<(s) > 2g. 3.6. Decomposition of the quasi inverse. Properties of the dominant eigenvalue. We summarize here the main properties that will be extensively used in the sequel, in particular, when one applies the Tauberian Theorem.
When the operator H s acts on BV (I), the following is true: (a) At s = 2, dominant spectral objects are all explicit, Of course, these results can be obtained directly! But, the previous lines are in a sense "generic" in the dynamical analysis methods.
Evolution of the density during the execution of the Euclidean
Algorithm. When all the real inputs of the Continued Fraction Algorithm are considered, the evolution of the density during the algorithm is wellknown. In this case, the algorithm does not terminate (almost surely), and the asymptotic density on the unit interval is the Gauss density = 2 de ned in 3.6, (t) := 1 log 2 1 1 + t :
But, when one only considers rationals of , the situation is not so clear, since the algorithm always terminates; moreover, at the end of the algorithm, all the rationals are now at the point 0, so the limit measure on is the Dirac measure concentrated at x = 0.
The following two lemmas describe the evolution of density on rational inputs; the rst one at the beginning of the algorithm, and the second one at any fraction of the depth. Proof. Since is endowed with f, one has:
The Dirichlet series of costs for numerator and denominator are We thus can describe (in an approximate way) the distribution at the beginning of each phase of the Lehmer Euclid algorithm. This provides a rst argument towards our heuristic reasoning for Section 2.8.
Proposition 1. Suppose that the set of the initial inputs of the Euclidean
Algorithm is endowed with some density f with bounded variation on the unit interval I. Then, at the beginning of each phase of the Lehmer-Euclid algorithm except the rst one , the large inputs and the small inputs have a distribution that is "close" to the distribution of weighted by the stationary density of the Euclidean Algorithm. In this Section, we prove Theorem 1. We deal here with the cost M de ned in (3.4) and we denote by F M ; e F M the Dirichlet series relative to this cost.
We use in this Section the notations that are gathered in Figure 7 . ? " :
On a neighborhood of s = 2, the left term de nes a strictly decreasing function of s. It is thus su cient to show that there exists some > 0 (that will depend on ") for which One can choose = " j 0 (2)j 00 (2) so that " 1 = 3" 4 < " and (2) < ( ):
In this case, one has < 2, and this proves the rst part of the Lemma. We now wish to evaluate 2 ? as a function of ". In this section, we prove Theorem 2. We are interested in studying the average bit-complexity of the Interrupted Euclidean algorithm E which terminates as soon as the current integer a i is less than a 0 . As claimed in Section 3.2, we replace this algorithm by a "regularized" algorithm E which always terminates at a fraction of the depth. Thanks to Theorem 1, the two algorithms are quite close, and their bit-complexities will be asymptotically the same. so that We now come back to the original costs, rst with a bar, second without a bar. so that the second term of (5.8) is of the form o(n 2 ). Finally, for both costs R , one has E n R ] = o(n 2 ), and
Finally, Theorem 2 is obtained with (5.6), Sections 5.3 and 5.4.
6. Analysis of the Lehmer-Euclid Algorithm. We now prove Theorem 3. There are two mains ideas, summarized by the next two lemmas. The rst lemma compares, during each phase, the quantities that would appear if one used the usual Euclidean Algorithm (the top horizontal line of Figure 8 ) with the quantities that actually appear in the bottom horizontal line of Figure 8 .
Since these quantities are closely related , we can "simulate" the bitcomplexity of the Lehmer Euclid algorithm only on the plain Euclid algorithm itself. The second lemma shows that the algorithm is almost surely "regular" in the sense that the duration of each phase is (almost surely) equal to a fraction of the depth. Then, as in the previous section, we rst study, in the third lemma, a regularized version of the Lehmer-Euclid Algorithm LE , that we denote by LE , where the duration of each phase is exactly equal to a fraction of the depth, i.e., b( =2)Pc. This Section ends when comparing the bit complexity of the two algorithms, the LE algorithm and the LE algorithm.
In the top horizontal line, the j-th phase begins with the pair (A ( The bit cost of the j th phase decomposes into three bit costs. The rst one (type 1) is the bit-cost of an Interrupted Euclidean Algorithm, the second one (type 2) is the extra cost due to the computation of the two cosequences, and the third one (type 3) is due to the four multiplications of Stage 3. The second and the third costs (type 2 and 3) involve quantities that could have been computed during the Euclidean Algorithm of the top horizontal line, so that the Dirichlet series of these two costs admit expressions that involve the transfer operators relative to the Euclidean Dynamical system, with a possible intervention of the cost d = c or d = b, and of the functional . The rst cost (type 1) involves the quantities previously denoted by`(a (j) i ) that are not computed by the "top" Euclidean algorithm. However, Lemma 8 proves that these quantities can be approximated by other quantities`(A (j) 0 );`(A (j) i ) that are computed by the "top" Euclidean algorithm.
We denote by J the number of phases, by p(j) the beginning index of the j th phase, by v r; t] the coe cient v that is computed between the two indices i = r and i = t. Here are the di erent costs involved during the algorithm: Array 1. Costs.
Cost of type 1:
Cost of type 2: 2
Cost of type 3: 4
In fact, the cost of type 1 decomposes into three di erent costs. Since the length of each phase is almost surely equal to p := b( =2)pc, we now consider the regularized version of the Lehmer-Euclid Algorithm, where the length of each phase equals exactly p := b( =2)pc. We denote this algorithm by LE . We shall prove two facts. First, the expectation of the bit cost of the LE algorithm on n ; e n is given by the expression of Theorem 3.
Second, the di erence between the two average bit costs, the average bit cost of the LE algorithm on n ; e n and the average bit cost of the LE When summing over index j that varies between 1 and J := d2= e, one gets the expression given in Theorem 3. It then remains to compare the bitcomplexity of the two algorithms, the Lehmer Euclid algorithm LE and its regularized version LE . This is the purpose of the following Lemma. Lemma 11. When n ! 1, the average bit complexity of the Lehmer Euclid algorithm LE and the average bit complexity of its regularized version LE are asymptotically the same. Proof. Lemma 9 proves that the length (j) of the j-th phase is almost surely close to p := b( =2)pc. We then split the set of inputs into two subsets, an exceptional subset, and an ordinary subset. Consider, for some " > 0 the event D(") := 9j J; j (j) ? pj > "p]: Here are the Dirichlet series of various costs relative to j-th phase, when the total depth of the algorithm equals p. In fact, we work with some approximate costs that are the analogs of the costs with a hat of the previous Section.
7. Conclusion. This paper provides the rst average case analysis of the Lehmer Euclid algorithm when the truncation degree is constant. However, this is not this algorithm that is used in the real life. Usually, one uses truncations that transform multi precision integers into single-precision integers, so that the truncation degree is no more constant, since it is of the form c=n with some constant c. If we wish dealing with this "real life" algorithm, we have to change our analysis which only works with constant values of . In this case, we need some uniform results for which remainder terms are essential, and it is not possible to obtain such terms with Tauberian Theorems. We hope that some new results 2] about the Euclidean transfer operator may be perhaps used for obtaining such remainder terms. Another way to deal with the LE algorithm is to directly analyse another interrupted Euclidean algorithm that stops when the current integer has lost a constant number of bits. However, this rst study may be quite interesting from other points of view. Here, we have analyzed a standard version of the parameterized LehmerEuclid Algorithm. Collins 7] , Jebelean 15] , and many others proposed variant improvements on the Lehmer-Euclid algorithm; for instance, it is su cient to compute only one co-sequence, and recover the second one at the end of each phase, with a supplementary product. On the otherside, Jebelean remarks that, when using truncated numbers with m bits, almost all operations deal with numbers of m=2 bits, and very few operations actually use numbers with m-bits. Then, he proposes to work with double-precision numbers. Until now, the "measure" of these various improvements is only experimental; here, we provide a new tool that can be used as an alternative measure of these improvements. Finally, there exists another version of the Lehmer-Euclid Algorithm, a recursive one, that we denote as REL. It is based on a "Divide and Conquer" principle, and replaces computations on n bit integers by operations on n bit integers (with near 1/2). The design of this algorithm, initially proposed by Schonhage 21] , is now clear, after recent progress due to the works of Cesari 6] , Zimmermann 29] and Stehl 23] . It is now well-described in the book of Yap 28] . It is our further project to analyse the REL Algorithm and we think that many tools that we have introduced here can be used in this further work.
