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Abstract
In today’s era, mainly communication is done through visual communication. Almost all information is transmitted in the form
of digital image or video. But after transmission, the obtained information is often corrupted with noise. At a high noise density,
detail information of the image is hidden by noise. Hence, we have to recover the original image by removing noise of the image
without loss of data. Here, we proposed two hybridization methods, to yield better restoration of impulse noise images. The
ﬁrst proposed algorithm has hybridization of Decision Based algorithm along with 2D discrete wavelet transform. In second,
hybridization of Decision based algorithm with Adaptive Wiener Filter. Experimental results in Figs. 3–6 shows that proposed
algorithm 1 outperform in terms of visual quality till 80% of noise density. Proposed algorithm 2 also performs excellent in term
of visual quality, but within noise density ranges from 70% to 90%. Even at 95% noise density, proposed algorithm 2 gives an
improvement in PSNR value from 5.29 dB to 18.98 dB. Mean Absolute Error, Mean Square Error, Peak Signal to Noise Ratio and
Image Enhancement Factor are calculated and the comparative study is made between Standard Median Filter, Cascaded decision
based algorithm proposed in10, and proposed algorithm.
© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the Eleventh International Multi-Conference on Information
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1. Introduction
Images are corrupted by noise during transmission of information through the channel or due to the faulty
switching acquisition device. Noise can also be appears on the image due to the low quality sensing element, such
as malfunctioning of imaging sensor and by environmental ambience. Noise is present in the form of Gaussian,
Rayleigh, Gamma, Exponential, Uniform, Impulse or combination of more than one. Image restoration is an important
pre-processing technique, which can be used before performing any subsequent task such as, image segmentation,
image compression and object recognition. In this paper, we are concentrating on restoring the image from an impulse
noise. Salt & pepper noise is another name of impulse noise, as it is characterized by relatively high (salt) or low
(pepper) intensity value, compared to the neighbouring elements. Spatial ﬁltering is a technique, used to restore
the degraded image, i.e. operation is directly performed on an element and its neighbourhood elements within a
rectangular mask. The ﬁltering process applies on each mask. It starts from top left element as the corner of starting
mask, and then moved on to next element and so on, as to cover the entire image and get the restored image. Mainly,
two types of spatial ﬁltering are used, i.e. linear ﬁltering and nonlinear ﬁltering. Arithmetic mean ﬁlter is a basic
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linear ﬁlter, which results in blurs along with a reduction in noise. Median Filter is a basic nonlinear ﬁlter, which gives
excellent impulse noise reduction capabilities and also preserving ﬁne detail with considerably less blurring than that
of the linear arithmetic mean ﬁlter. Median ﬁlter is the simplest technique as it replaces each and every element of the
image by a median of its neighbourhood intensity, regardless of whether it is noise or noise free1. Median ﬁlter is an
effective technique, used to get the quality of restored image, but only at low noise density. However, median ﬁlter
is most popular among nonlinear ﬁlter for removing impulse noise with its high computational efﬁciency. It does not
provide good job at high noise density, as it’s smoothing away from discontinuities. Since, the majority of elements
in the smoothing area come from the background distribution, so the α – trimmed mean or weighted median are
used to round the sharp corner2. In order to control the ﬁltering operation in Weighted Median (WM) ﬁlter, selected
elements are assigned with weights. Even this ﬁlter also processed on each and every element of an image, though
the element is noise or noise-free, similar to that of the median ﬁlter. At moderate and high noise density, the restored
image often exhibits blurring for larger mask size and distorted features for small mask size. In order to avoid the
problem of applying ﬁltering on all elements of an image, though it is noise or noise-free, the process is divided
into two phases, impulse noise detection followed by ﬁltering on noise elements3–11. In3 for detecting impulse
noise, boundary discriminative noise detection technique is used, where element is classiﬁed into three groups, lower
intensity value, higher intensity value and middle intensity value. The lower and higher intensity values are considered
as corrupted element and being processed by switching median ﬁlter. While middle intensity values are considered as
uncorrupted, and remain unchanged. In4–7 different direction based noise detectors are used to get the correct estimate
of impulse element.These are based on correlation between processing element with its neighbours aligned directions.
Only corrupted elements are processed by any type of median ﬁltering. Adaptive Weighted Mean Filter technique
is also used to remove the impulse noise, but it needs thresholding to set the proper size of mask8. To overcome
this thresholding,9–11 Decision Based Algorithm (DBA), Decision Based Unsymmetrical Trimmed Median Filter
(DBUTMF), Modiﬁed Based Unsymmetrical Trimmed Median Filter (MBUTMF) andCascaded Decision based
algorithm10 are proposed, where only noisy element being processed by either median or neighbourhood processed
element within a ﬁxed rectangular mask. But at high noise density, most of the elements in the mask are noisy, and
then the centre processing element is replaced by neighbourhood processed element and not gets good visual quality.
Hence, we combine the decision based algorithm with other restoration techniques to have better visual quality and its
parameter. In the past, discrete wavelet transform and Adaptive Wiener ﬁlter are used as restoration techniques, used
for removing Additive White Gaussian noise12.
Here, we will use this restoration technique for removing salt and pepper noise along with the decision based
algorithm. This paper proposed new hybridization technique, to recover the original image by removing salt and pepper
noise from the noisy image. The visual quality of the degraded Lena image is improved by proposing algorithm 1 and
2 as shown in Fig. 2.
The rest of this paper is arranged as follows. Section 2 discusses about the proposed algorithm. Simulation results
on different images are presented in Section 3. Finally, Section 4 concludes the proposed algorithm.
2. Proposed Method
Here, we had proposed two hybridization techniques to remove salt and pepper noise of a noisy image at moderate
and high noise density. In both the techniques, ﬁrst noisy image is passed through the decision based algorithm and
then processed by another algorithm. Hence, the result of the decision based algorithm is then processed by discrete
wavelet transform in proposed algorithm 1 and by adaptive wiener ﬁlter in proposed algorithm 2. Hence, ﬁrst we
will discuss the decision based algorithm. And then we will study how the result of the decision based algorithm
is processed through discrete wavelet transform or adaptive wiener ﬁlter and get the improved restored image. The
decision based algorithm is explained as,
2.1 Decision based algorithm (DBA)
The Decision based algorithm is applied to 3 × 3 rectangular mask on degraded image. Consider an image is of
uint 8 class, with intensity ranges from 0 to 255. Here, 255 (Salt) and 0 (Pepper) are two noise elements. Here, we
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Table 1. Comparison of average PSNR value of proposed algorithm 1 on images Lena, Boat, Barbara, Cameraman, and Couple at noise density
vary from 20% to 80% in increment of 20%, to select the best daubechies wavelet.
Noise density
Daubechies wavelets 20 40 60 80
db2 34.55 32.53 29.41 24.36
db4 36.24 33.38 29.73 24.36
db8 36.76 33.62 29.77 24.36
db16 36.99 33.72 29.79 24.36
db32 level 1 37.13 33.79 29.80 24.36
db32 level2 30.66 30.25 28.91 24.36
have to recover the original image by removing salt & pepper noise from the degraded image. The procedure of the
decision based algorithm9 is divided into two parts. First, we have to check whether the processing element as noise or
noise-free. Let, say Y (i, j) is the center processing element, where Y is an element intensity with (i, j) as coordinates.
If Y (i, j) is noisy element, then set ﬂag to 1, else reset to 0. In the second phase, only noisy element being processed
and noise – free element, left unchanged. Flag set to 1 signify that Y (i, j) is noisy element and being processed by
some spatial ﬁltering depending on the neighborhood of the processing element within a mask. For that ﬁrst convert 2
dimension mask in 1 dimension. Sort the 1 dimension elements in ascending or descending order and get maximum,
minimum and median value;named as Ymax, Ymin, and Ymed respectively. Later, depending on these values, following
sub-case is performed.
(a) If Ymed is in between maximum (255) and minimum (0) value, i.e. (Ymin < Ymed < Ymax), then replace the
center processing element by its median. As Ymed is of the same mask, hence it has very good correlation with
its neighborhood element.
(b) In any of another condition, where (Ymed ≤ Ymin) or (Ymed ≥ Ymax) or Ymed is noisy element. It signiﬁes that
out of 9 elements, at least 5 elements are of the same type either of salt or pepper noise, then we replaced the
center processing element by its neighborhood processed element Y 1(i − 1, j).
Repeat this procedure so as to cover the entire image and get the resulted restored image based on a decision based
algorithm.
Later, the resulted image is then processed by the discrete wavelet transform in proposed algorithm 1 and by the
adaptive wiener ﬁlter in proposed algorithm 2.
2.2 Proposed algorithm
In algorithm 1, the discrete wavelet transform is applied to the result of the decision based algorithm. The result of
decision based algorithm is then transformed into its four wavelet coefﬁcient. Table 1 show comparison of Average
PSNR value of proposed algorithm 1, on images Lena, Boat, Barbara, Cameraman, and Couple at different Daubechies
wavelets. From Table 1, we got the best Average PSNR value for 1 level Daubechies 32 (db32) wavelet decomposition.
The block diagram of one level DWT decomposition is shown in Fig. 1. Image decomposes into approximate
coefﬁcient (LL) and detail coefﬁcients. The detail coefﬁcients comprise horizontal (LH), vertical (HL) and diagonal
(HH) coefﬁcient. To preserve the edges and remove salt and pepper noise, thresholding is applied on its detail
coefﬁcients. For that, soft thresholding technique is used. In soft thresholding, those values of the elements are higher
than the threshold will reduce to zero. Best result was estimated at the threshold of 50% of the maximum intensity
value of the respective detail coefﬁcient on the gray scale image. Hence, with this threshold we will modify the detail
coefﬁcient. Apply inverse discrete wavelet transform on approximate coefﬁcient and modiﬁed detail coefﬁcients to get
the restored image. The restored Lena image of proposed algorithm 1 (PA1) is shown in Fig. 2(c).
In algorithm 2, the adaptive wiener ﬁlter is applied to the result of the decision based algorithm. The ﬁltering process
is adaptive, as it uses the local statistical value. An adaptive wiener ﬁlter is used to get the best restored quality image
but need a local window size, for determining local statistical value. Hence, we had estimated Average PSNR value
at different window sizes at different noise density on images Lena, Boat, Barbara, Cameraman and Couple. Table 2
show comparison of Average PSNR value of proposed algorithm 2 on images Lena, Boat, Barbara, Cameraman, and
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Fig. 1. Block diagram of DWT.
Table 2. Comparison of average PSNR value of proposed algorithm 2 on images Lena, Boat, Barbara, Cameraman, and Couple at a different noise
density vary from 10% to 95% to select the best Window size (2 to 10).
Window size (w)
Noise density 2 3 4 5 6 7 8 9 10
10 34.46 30.21 27.90 26.42 25.33 24.47 23.76 23.17 22.66
65 28.19 28.05 27.30 26.43 25.58 24.83 24.15 23.56 23.03
70 27.26 27.36 26.88 26.19 25.46 24.77 24.14 23.58 23.07
75 25.92 26.32 26.24 25.87 25.35 24.80 24.25 23.73 23.23
80 24.35 24.91 25.11 25.03 24.78 24.43 24.03 23.63 23.22
85 22.84 23.45 23.81 23.97 23.96 23.84 23.63 23.37 23.07
90 20.81 21.36 21.78 22.10 22.31 22.44 22.49 22.48 22.42
95 18.05 18.46 18.81 19.13 19.40 19.64 19.84 20.01 20.15
Couple at different window sizes. Hence,based on higher values of PSNR, the window size is chosen at that particular
noise density.
From Table 2, we can observe that 8 × 8 and 10 × 10 window sizes are better suited for 90% and 95% of noise
density. Similarly, 4× 4, and 5× 5 window sizes are better suited for 80% and 85% of noise density. The window size
of 3 × 3 is best suited for noise densities between 70 to 75%. Below 65% of noise density, the best result is estimated
by using 2 × 2 local window. Using these window sizes for different noise densities, local statistical values such as
local mean μx and local variance σ 2xx are calculated and hence used in the process.However, the formula of Adaptive
wienerﬁlter12 is expressed as,
Yw(i, j) = σ
2
x (i, j)
σ 2x (i, j) + σ 2n
[Y 1(i, j) − μx (i, j)] + μx (i, j) (1)







[Y 1(i, j)] (2)







[Y 1(i, j)−μx(i, j)]2 (3)
σ 2x (i, j) = max{0,σ 2xx(i, j) − σ 2n } (4)
where,
Y 1 : Input Image of adaptive wiener ﬁlter
(2r + 1) : Local window size
μx : Local mean of input image
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σ 2xx : Local variance of input image
σ 2n : Noise variance, constant over an input image Y 1
Yw : Restored image obtained from proposed algorithm 2
The restored Lena image of proposed algorithm 2 (PA2) is shown in Fig. 2(d).
3. Experimental Results
The performance of the proposed algorithm is tested on several standard gray scale images of size 512 × 512 such
as Lena.gif, Boat.png, Barbara.png, Cameraman.tif and Couple.png. The performance parameters of restored image
are determined by using Mean Absolute error (MAE), Mean Square error (MSE), Peak Signal to Noise Ratio (PSNR)












(Y (i, j) − Yˆ (i, j))2
M × N (6)
















(Yˆ (i, j) − Y (i, j))2
(8)
where,
Yˆ : Restored Image
N : Noisy Image
Y : Original Image
M × N : Size of Image
MAE : Mean Absolute Error
MSE : Mean Square Error
PSNR : Peak Signal Noise Ratio
I EF : Image Enhancement Factor
For good restoration of an image, the resulted restored image should be same as the original image. Hence, the
value of MAE and MSE should be small. From equation (7), PSNR is inversely proportional to MSE. So for good
quality restored image, PSNR should be of high value. Similarly, from equation (8), image enhancement factor (IEF)
is required to be high for good restoration techniques.
Based on this formula,MAE,MSE, PSNR, and IEF are calculated for different method on different images. Figure 2
show a visual comparison of a median ﬁlter with the proposed algorithm 1 and 2 on Cameraman and Lena images at
60%, and 80% noise densities. Figure 2 shows top two rows of Cameraman image and next two rows of Lena image. In
Fig. 2 from top to bottom, ﬁrst column (shown in Fig. 2 by ‘a’) signify noisy Cameraman and then noisy Lena image
at 60% and 80% noise density. Second (b), third (c) and fourth (d) column signify the respective output of the median
ﬁlter, proposed algorithm 1 and proposed algorithm 2 of respective image at the respective noise density. Fifth column
(e) show the original Cameraman image at top two locations and bottom two images are of the original Lena image.
This can be analyzed more clearly by performance parameter of the restored image. Table 3 show comparative study
of MAE, and MSE value of different methods on Lena image at noise densities vary from 10% to 90% in increment
of 10%. From Table 3, we can observe that proposed algorithm 1 and 2 have comparable very less value of Mean
Absolute Error (MAE) over the range of 30% to 90% of noise densities. Figure 3 shows the graph of MAE value of
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Fig. 2. Experimental results of cameraman and Lena image, (a) Column of Noisy Cameraman image at 60% and 80% noise density then Noisy
Lena image at 60% and 80% noise density, i.e. from top to bottom; (b) Column of output of Median Filter of respective image at respective noise
density; (c) Column of output of Proposed algorithm 1 of respective image at respective noise density; (d) Column of output of Proposed algorithm 2
of respective image at respective noise density; (e) Column of original Cameraman (top two locations) and Lena Image (bottom two locations).
different algorithm on Lena image at different noise density. From Fig. 3, we can easily differentiate MAE value of
different algorithm. Even at 95% of noise density, the value of MAE is very small as 7.19 and 4.59 for PA1 and PA2,
compare to MAE value of the median ﬁlter (42.99). Hence, we can state that PA2 is the best technique used in high
noise density. In10, Ashutosh Pattanik, et al., had shown good result in his proposed algorithm PA10 over the rest of the
median based ﬁltering method as progressive switching median, DBA and modiﬁed DBA. From Table 3, our proposed
algorithm provides the least MAE value, and hence PA1 and PA2 provide better results than rest of the mentioned
method. Figure 4 shows the graph of MSE value of different algorithm on Lena image at different noise density. From
Fig. 4 and Table 3, we can observe that PA1 have reasonable MSE value over the range of 30% to 70% and PA2 have
less MSE value over the range of 50% to 90% compared to PA10.
Table 4 show comparative study of PSNR, and IEF value of these different algorithms on Lena image at noise
densities vary from 10% to 90% in increment of 10%. Figure 5 and 6 show the respective graph of PSNR and IEF
value of different algorithms on Lena image at different noise density. In Fig. 5, the graph indicates that the proposed
algorithm 1 has moderate PSNR value at low noise density, high PSNR value at moderate and high noise density but
till 80% of noise density. While proposed algorithm 2 has high PSNR value at moderate and high noise density till
90% of noise density. In Fig. 6, the graph indicate that the proposed algorithm 1has comparatively low IEF value at
low noise density, then increases, and have high IEF value at moderate noise density and then decreases, again have a
moderate value at high noise density.
734   Nilesh Loya and Avinash G. Keskar /  Procedia Computer Science  54 ( 2015 )  728 – 737 
Fig. 3. Comparison of MAE values of different algorithms on Lena image at different noise density.
Table 3. Comparison of MAE and MSE values of different methods on Lena image at noise densities vary from 10% to 90% in increment of 10%.
MAE (mean absolute error) MSE (mean square error)
Proposed Proposed Proposed Proposed
Noise Median algorithm 1 algorithm 2 Median algorithm 1 algorithm 2
density ﬁlter PA10 (PA1) (PA2) ﬁlter PA10 (PA1) (PA2)
10% 1.84 0.36 1.07 0.88 17.04 4.32 10.93 18.33
20% 2.11 0.80 1.13 0.93 58.96 10.31 12.46 19.96
30% 2.69 1.27 1.22 0.99 238.00 17.33 16.01 23.55
40% 4.24 1.81 1.39 1.09 775.95 26.93 21.91 28.92
50% 7.23 2.41 1.59 1.21 1908.70 40.12 31.72 37.69
60% 11.82 3.14 1.89 1.41 3708.31 56.48 47.40 53.44
70% 18.50 4.06 2.39 1.78 6554.26 84.55 87.06 85.20
80% 27.78 5.34 3.31 2.30 9981.33 132.16 162.50 130.27
90% 37.97 7.31 5.12 3.27 14208.17 219.99 366.03 229.64
Fig. 4. Comparison of MSE values of different algorithms on Lena image at different noise density.
Table 5 and 6 show comparisons of MAE, MSE, PSNR and IEF values of different algorithms on Cameraman
image at Noise density vary from 30% to 90% in increment of 30%. From Table 5, that in Cameraman image, we also
had the minimum value of MAE and comparably reasonable value of MSE. From Table 6, we can state that, at 30%
noise density, the PSNR value is improved from 10.32 dB (noisy cameraman image) to 35.19 dB (restored cameraman
image) by using proposed algorithm 1 and to 32.23dB (restored cameraman image) by using proposed algorithm 2.
Similarly, at 90% noise density the PSNR value is improved from 5.53 dB to 19.42dB for PA1 and to 21.00 dB for
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Table 4. Comparison of PSNR and IEF values of different methods on Lena image at noise densities vary from 10% to 90% in increment of 10%.
PSNR(Peak Signal to Noise Ratio) IEF (Image Enhancement Factor)
Proposed Proposed Proposed Proposed
Noise Median algorithm 1 algorithm 2 Median algorithm 1 algorithm 2
density ﬁlter PA10 (PA1) (PA2) ﬁlter PA10 (PA1) (PA2)
10% 35.81 41.87 37.74 35.50 19.69 471.26 170.53 101.94
20% 30.43 38.00 37.18 35.13 27.15 392.48 297.27 185.92
30% 24.36 35.75 36.09 34.41 17.83 356.65 349.42 238.25
40% 19.23 33.83 34.72 33.52 8.78 312.12 330.13 251.27
50% 15.32 32.10 33.12 32.37 4.72 261.93 282.91 238.40
60% 12.44 30.62 31.37 30.85 2.97 222.36 225.63 196.79
70% 9.97 28.86 28.73 28.83 1.99 172.65 145.35 148.72
80% 8.14 26.93 26.02 26.98 1.49 122.78 87.58 109.67
90% 6.61 24.61 22.50 24.52 1.18 82.35 44.66 72.77
Fig. 5. Comparison of PSNR values of different algorithms on Lena image at different noise density.
Fig. 6. Comparison of IEF values of different algorithms on Lena image at different noise density.
PA2. Even we calculate at 95% noise density on Cameraman image, and got huge improvement in PSNR value, which
is from 5.29 dB to 17.11 dB for PA1 and 18.98dB for PA2. In Table 6, PA1 has better IEF value at 30% and 60% noise
density and has reasonable IEF value for PA2.
Based on the experimental results from Fig. 3–6 and Table 3–6 shows that PA1 is better technique and able to remove
the impulse noise more clearly from noisy image and also have good performance parameter with noise density ranges
from 30% to 80%, while PA2 is better technique and able to remove high impulse noise, and have good performance
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Table 5. Comparison of MAE and MSE values of different algorithms on Cameraman image at Noise Density vary from 30% to 90% in increment
of 30%.
MAE (Mean absolute error) MSE (Mean square error)
Proposed Proposed Proposed Proposed
Noise Median algorithm 1 algorithm 2 Median algorithm 1 algorithm 2
density ﬁlter PA10 (PA1) (PA2) ﬁlter PA10 (PA1) (PA2)
30% 3.16 1.28 1.02 0.85 279.06 40.37 19.66 38.94
60% 13.94 3.25 2.03 1.43 4023.90 135.02 94.49 104.97
90% 46.24 7.39 5.83 3.90 15379.62 405.52 742.80 516.95
Table 6. Comparison of PSNR and IEF values of different algorithms on cameraman image at noise density vary from 30% to 90% in increment
of 30%.
PSNR (Peak signal to noise ratio) in dB IEF (Image enhancement factor)
Proposed Proposed Proposed Proposed
Noise Median algorithm 1 algorithm 2 Median algorithm 1 algorithm 2
density ﬁlter PA10 (PA1) (PA2) ﬁlter PA10 (PA1) (PA2)
30% (10.32 dB) 23.67 32.07 35.19 32.23 13.88 150.31 307.56 155.55
60% (7.31 dB) 12.08 26.83 28.38 27.92 2.91 90.32 125.66 113.57
90% (5.53 dB ) 6.26 22.05 19.42 21.00 1.18 44.93 24.35 35.26
parameter with noise density vary from 70% to 95%. At moderate and high noise density, PA1 and PA2 provide the
best result over the PA10 and hence PA1 and PA2 also best among the rest of the median based ﬁltering method as
mentioned in reference paper10, Hence, we can say that both PA1 and PA2 provide the best result on different gray
scale image for moderate and highly dense impulse noise.
4. Conclusion
This paper proposed hybridization of two algorithms for the restoration of the noisy grayscale image, which are
corrupted by impulse noise. Experimental results in Fig. 3 and 4 shows that the proposed algorithm PA1 and PA2
exhibits better performance in terms of MAE and MSE on Lena image. Figure 5 show that proposed algorithm PA1
and PA2 provide better performance in terms of PSNR value. Figure 6 show that proposed algorithm PA1 and PA2
provides moderate performance in terms of IEF on Lena image. In Table 6, on Cameraman image PA1 has better IEF
value at 30% and 60% of noise density and has reasonable IEF value for PA2. The proposed algorithm 1 provides
excellent performance till 80% of the impulse noise density and proposed algorithm 2 provides excellent performance
across a wide range of noise densities vary from 70% to 95% of the impulse noise density.
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