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Re´sume´ – Pour approximer une matrice par une matrice de rang plus faible on utilise en ge´ne´ral la de´composition
en valeurs et vecteurs singuliers, ce qui est optimal pour toutes les normes unitairement invariantes comme la norme
de Frobenius par exemple. Cela se justifie d’un point de vue statistique, si on suppose que chaque composante a e´te´
perturbe´e par un bruit additif gaussien et que l’on recherche une estime´e de la matrice exacte sous-jacente au maximum
de vraisemblance. Sous d’autres hypothe`ses il faudrait minimiser une autre norme. Nous conside´rons le cas ou` le bruit
additif est suppose´ suivre une loi de Laplace.
Abstract – Low rank approximations of a matrix are mostly performed using the singular value decomposition which
is optimal for all unitarily invariant matrix norms, such as the Frobenius norm. From a statistical point of view this
approach is justified when the components are perturbed by independent and identically distributed zero mean gaussian
noise. If this assumption is not valid other norms and thus approximations should be considered. The norm we consider
below corresponds to noise samples that would be assumed to follow the Laplace or double-exponential distribution.
1 Introduction
En traitement du signal ou de l’image on a souvent be-
soin d’approximer une matrice par une matrice de rang
infe´rieur. Si les composantes de la matrice re´elle A de
dimension (m,n) et de rang r sont perturbe´es par des
variables ale´atoires elle va devenir de rang plein et esti-
mer la matrice initiale est un proble`me difficile qui peut
ne´cessiter une estimation pre´alable du rang. Si les pertur-
bations ale´atoires sont inde´pendantes, centre´es et gaus-
siennes il faut utiliser la norme de Frobe´nius que nous
allons noter ‖|A ‖|2 :
‖|A ‖|2 = (
∑
i,j
a2i,j)
1/2 = trace(ATA)1/2 (1)
et si le rang r est connu, il faut re´soudre
min
∆
‖|∆ ‖|2 s.t. rang(A−∆) = r (2)
La solution est bien connue et se de´duit de la de´composition
en valeurs et vecteurs singuliers (SVD) de la matrice A.
Si on suppose que les perturbations suivent une loi de La-
place (exponentielle double) fX(x) = β2 e
−β|x| la norme a`
utiliser a` la place de (1) est
‖|A ‖|1 =
∑
i,j
|ai,j | (3)
En effet comme les perturbations sont inde´pendantes, la
loi jointe est e´gale au produit des lois et maximiser la log-
vraisemblance conduit dans le cas gaussien a` minimiser la
norme de Frobenius et dans le cas Laplace a` minimiser
cette norme ‘`1’ (3).
Si on conside`re les matrices de dimension (m,n) comme
des vecteurs dans un espace vectoriel de dimension n×m,
la norme vectorielle euclidienne ou `2, ‖x‖2 = (
∑
i x
2
i )
1/2
et la norme vectorielle `1 ‖x‖1 =
∑
i |xi| induisent les
normes matricielles (1) et (3) respectivement.
A notre connaissance le proble`me de l’approximation
min
∆
‖|∆ ‖|1 sous rang(A−∆) = r (4)
associe´e a` la norme (3) n’a pas e´te´ conside´re´ a` ce jour et
nous en pre´sentons quelques aspects.
Dans le paragraphe qui suit nous rappelons quelques
re´sultats concernant la de´composition en valeurs et vec-
teurs singuliers (SVD), puis nous pre´sentons les liens entre
la norme de Frobenius, la SVD et certains proble`mes d’ap-
proximation de matrices. Nous introduisons ensuite la nou-
velle de´composition et un algorithme (couˆteux) pour l’ob-
tenir. Nous terminons par un exemple avant de conclure.
2 La de´composition en valeurs et
vecteurs singuliers
La de´composition en valeurs et vecteurs singuliers d’une
matrice re´elle A de dimension (m,n) et de rang r est de la
forme A = UΣV T avec U et V des matrices unitaires
UTAV =
[
Σ¯ 0
0 0
]
ou` Σ¯ = diag(σ1, ... , σr)
avec σ1 ≥ σ2 ... ≥ σr > 0
On peut de´composer U en [ U1 U2 ] avec U1 ayant r co-
lonnes et de´composer V de fac¸on analogue pour avoir
A = U1Σ¯V T1 =
r∑
1
σkukv
T
k (5)
qui est parfois appele´ la factorisation en valeurs et vecteurs
singuliers Les colonnes de U1 forment une base orthogo-
nale de <(A), l’image de A et les colonnes de V1 une base
orthogonale de <(AT ). Les colonnes de U2 et V2 sont alors
des bases arbitraires des espaces comple´mentaires.
La factorisation (5) permet d’e´crire simplement la pseudo-
inverse A+ de A: A+ = V1Σ¯−1UT1 , une inverse ge´ne´ralise´e
spe´cifique de A. On rappelle qu’une inverse ge´ne´ralise´e de
A est une matrice A− ve´rifiant AA−A = A.
3 Norme de Frobenius et SVD
Nous commenc¸ons par le proble`me suivant. Soit A une
matrice re´elle de dimension (m,n) et de rang r, on cherche
une perturbation ∆ de norme minimale qui fait chuter le
rang de A de un:
min
∆
‖|∆ ‖|2 s.t. rang(A−∆) = rang(A)− 1 (6)
Nous allons supposer que ∆ est de rang un. Ceci est vrai
pour la norme de Frobenius mais ne l’est pas ne´cessairement
pour d’autres normes.
Bien que la solution soit bien connue et de´coule facile-
ment de re´sultats plus ge´ne´raux, nous allons l’e´tablir car
la de´monstration utilise´e est similaire a` celle que nous al-
lons utiliser plus loin pour trouver la solution dans le cas
de la norme ‘`1’ (3). Nous allons utiliser le lemme suivant
et son corollaire.
Lemme 1: Pour une matrice A donne´e, toute matrice
∆ de rang un qui est telle que rang(A-∆) = rang(A) -1,
est de la forme
∆ = Axy
TA
yTAx
avec yTAx 6= 0 2
Corollaire 1: La matrice ∆ de rang un peut aussi
s’e´crire
∆ = ab
T
bTA−a avec b
TA−a 6= 0 .
a ∈ <(A), b ∈ <(AT ) et A− une inverse ge´ne´ralise´e de A.2
Comme on suppose que l’optimum de (6) est atteint en
une matrice de rang un, en utilisant le corollaire et en
prenant A− = A+, (6) se re´e´crit
min
a,b
‖| ab
T
bTA+a
‖|2 ou` bTA+a 6= 0, a ∈ <(A), b ∈ <(AT )
comme ‖|abT ‖|2 = ‖a‖2 ‖b‖2, son optimum se de´duit de
max
a,b
|bTA+a| avec ‖a‖2 = ‖b‖2 = 1, a ∈ <(A), b ∈ <(AT )
Nous montrons maintenant que l’optimum de ce dernier
proble`me est atteint en a = ur and b = vr ce qui conduit
a` ∆ = σrurvTr :
|bTA+a| = |bTV1Σ¯−1UT1 a|
= |yT Σ¯−1z| avec y = V T1 b, z = UT1 a
= |σ−11 y1z1 + .. + σ−1r yrzr|
≤ σ−1r (|y1z1|+ + .. + |yrzr|)
≤ σ−1r ‖y‖2 ‖z‖2 (ine´galite´ de Schwarz)
= σ−1r
le maximum est donc infe´rieur a` σ−1r mais comme par
ailleurs |vTr A+ur| = σ−1r cette valeur est atteinte pour
a = ur et b = vr.
Nous n’avons fait que ve´rifier que ∆ avait la forme at-
tendue, mais en utilisant le lagrangien il est facile d’e´tablir
ce re´sultat et en tout cas de montrer que l’optimum s’ob-
tient a` partir de la SVD de A. Graˆce au lemme 1 le
proble`me se re´e´crit
max
x,y
|yTAx| with ‖Ax‖2 ≤ 1, ‖AT y‖2 ≤ 1
ou` nous avons remplace´ les contraintes e´galite´s par des
ine´galite´s car cela ne modifie pas le proble`me. Le lagran-
gien s’e´crit :
`(x, y) = −yTAx+ λ2 (‖Ax‖2 − 1) + µ2 (‖AtY ‖2 − 1)
et ses points stationnaires, qui ve´rifient les conditions
ne´cessaires du premier ordre, doivent satisfaire:
−AT y + λATAx = 0, λ ≥ 0, ‖Ax‖2 = 1
−Ax+ µAAT y = 0, µ ≥ 0, ‖AT y‖2 = 1
On observe qu’en un point stationnaire λ = µ = |yTAx|
et en posant u = Ax, v = AT y et σ = 1/λ = 1/µ ces
conditions deviennent
ATu = σv, ‖u‖2 = 1, σ > 0 (7)
Av = σu, ‖v‖2 = 1
On reconnait le couple d’e´quations que doivent satisfaire
les valeurs et vecteurs singuliers { σ, u, v } aussi connues
sous le nom d’e´quations de Schmidt. Comme σ = 1/|yTAx|
doit eˆtre minimise´ on retient le triplet { σr, ur, vr } et il est
facile de ve´rifier que les conditions suffisantes du second
ordre sont satisfaites par ur et vr si la valeur singulie`re
minimale σr est simple.
Nous avons donc montre´ que l’optimum de
min
rang(∆)=1
‖|∆ ‖|2 sous rang(A−∆) = rang(A)− 1
est atteint en ∆ = σrurvTr et a pour valeur σr la va-
leur singulie`re minimale de A. Si on remplace mainte-
nant A par la matrice A − σrurvTr et que l’on se repose
le meˆme proble`me de minimisation, on trouve pour so-
lution ∆ = σr−1ur−1vTr−1. La de´composition en valeurs
et vecteurs singuliers peut ainsi eˆtre obtenue de proche en
proche en re´solvant une suite de proble`mes d’optimisation.
C’est ce que nous nous proposons de faire en utilisant
la norme ‘`1’ (3) a` la place de la norme de Frobenius (1).
4 La de´composition ‘`1’
4.1 La brique de base
Soit une matrice A de dimension (m,n) et de rang r, on
cherche la perturbation ∆ de norme ‘`1’ minimale qui fait
chuter son rang de un. On cherche la solution de
min
∆
‖|∆ ‖|1 sous rang(A−∆) = rang(A)− 1 (8)
On suppose que l’optimum est atteint en une matrice ∆
de rang un. Nous n’avons pas re´ussi a` e´tablir ce re´sultat
sauf si A est de rang plein. En utilisant le corollaire 1 et
le fait que ‖|abT ‖|1 = ‖a‖1 ‖b‖1, le proble`me (8) devient
max
a,b
|bTA−a|, ‖a‖1 ≤ 1, ‖b‖1 ≤ 1, a ∈ <(A), b ∈ <(AT )
ou`, sans changer l’optimum on a remplace´ les contraintes
e´galite´s par des ine´galite´s. On re´e´crit maintenant les condi-
tions a ∈ <(A) et b ∈ <(AT ) en utilisant les matrices U2 et
V2 introduites plus haut (5), leurs colonnes sont des bases
orthogonales arbitraires des espaces comple´mentaires de
<(A) et <(AT ) respectivement. a ∈ <(A) devient UT2 a = 0
et b ∈ <(AT ) devient V T2 a = 0 et le proble`me (8) est alors
e´quivalent a`
max
a,b
|bTA−a| , ‖a‖1 ≤ 1, ‖b‖1 ≤ 1, UT2 a = 0, V T2 b = 0
(9)
dont le lagrangien est
`(x, y, λ1, λ2,Λ1,Λ2) = −|bTA−a|+ λ1(‖a‖1 − 1)
+λ2(‖b‖1 − 1) + ΛT1 UT2 a+ ΛT2 V T2 b
Pour e´crire les conditions a` satisfaire par ses points sta-
tionnaires on introduit la sous-diffe´rentielle, une extension
de la notion de gradient en des points ou` il n’est pas de´fini
∂ ‖z‖1 = {v|vT z = ‖z‖1, ‖v‖∞ ≤ 1}
= {v|vi = ±1 si zi 6= 0 and |vi| ≤ 1 sinon}
Avec ces notations les points stationnaires satisfont:
−sign(bTA−a)A−T b+ λ1∂ ‖a‖1 + U2Λ1 = 0,
−sign(bTA−a)A−a+ λ2∂ ‖b‖1 + V2Λ2 = 0,
‖a‖1 = 1, ‖b‖1 = 1,λ1 ≥ 0, λ2 ≥ 0, UT2 a = 0, V T2 b = 0
Comme aT∂(a)=‖a‖1 et sign(bTA−a)(bTA−a)=|bTA−a|,
en pre´-multipliant la premie`re relation par aT , et la se-
conde par bT on a λ1 = λ2 = |bTA−a|. Les deux premie`res
relations deviennent alors
−A−T b+ λ1∂ ‖a‖1 + U2Λ1 = 0, λ1 > 0
−A−a+ λ1∂ ‖b‖1 + V2Λ2 = 0,
en posant σ = 1/λ1 = 1/λ2 et en observant que AA−a = a
puisque a ∈ <(A) et AV2 = 0 et les proprie´te´s analogues
pour b et V2, on obtient les conditions suivantes en pre´-
multipliant ces deux relations par AT et A respectivement
AT∂‖a‖1 = σb, ‖a‖1 = 1, σ ≥ 0 (10)
A ∂ ‖b‖1 = σa, ‖b‖1 = 1
Le couple a, b ve´rifiant ces conditions et associe´ au σ le
plus petit est ge´ne´riquement unique et la matrice de rang
un σabT est alors une candidate a` l’optimum de (8). Nous
n’avons pas trouver les conditions suffisantes que ce point
doit satisfaire.
Ces relations (10) sont le pendant des e´quations de
Schmidt (7) qui caracte´risent les triplets singuliers de la
matrice A. Alors qu’il est facile de combiner les relations
(7) pour faire apparaˆıtre les e´quations caracte´risant les
valeurs et vecteurs propres des matrices AAT and ATA,
rien de tel ne semble faisable ici et nous avons seulement
e´te´ capable de re´soudre (10) a` l’aide d’un algorithme de
recherche exhaustive. Mais avant d’en arriver a` un tel al-
gorithme il nous faut e´tablir le re´sultat suivant:
Lemme 2: La matrice optimal de rang un ∆ = ab
T
bTA−a =
σabT de´duite de la solution du proble`me (9) est le produit
d’un vecteur colonne par un vecteur ligne ayant chacun
au moins r − 1 composantes nulles. 2
De´monstration: Nous montrons que l’optimum (ao, bo) de
(9) est tel que ao a au plus m-(r − 1) composantes non
nulles et bo au plus n-(r−1) composantes non nulles. Pour
bo fixe´, le vecteur a est solution de
max bTo A
−a sous ‖a‖1 = 1, UT2 a = 0
dans lequel on reconnaˆıt un programme line´aire en a pour
lequel l’optimum estge´ne´riquement atteint en une solution
de base admissible. Dans notre cas cela signifie que l’opti-
mum a au plus m− r+ 1 composantes non nulles puisque
l’on de´nombre m − r + 1 contraintes line´aires e´galite´s.
Un raisonnement analogue permet d’e´tablir le re´sultat an-
nonce´ pour b. 2
4.2 L’algorithme de recherche exhaustive
Nous proposons un algorithme qui donne toutes les so-
lutions (σ, a, b) qui ve´rifient (10):
AT∂‖a‖1 = σb, ‖a‖1 = 1 σ ≥ 0
A∂ ‖b‖1 = σa, ‖b‖1 = 1,
pour A une matrice (m,n) de rang r. A (σ, a, b) on associe
la matrice de rang un ∆ = σabT .
On conside`re toutes les matrices carre´es d’ordre (r− 1)
que l’on peut extraire de A. En e´changeant les lignes d’une
part et les colonnes d’autre part, on ame`ne chacune de
ces sous-matrices dans le coin supe´rieure gauche et on
la note A1,1. On re´sout alors (10) pour chacune de ces
permutations. Comme le lemme pre´ce´dent nous a appris
que a et b ont au moins r-1 composantes nulles, on sup-
pose que ce sont celles de a1 et b1, les sous-vecteurs as-
socie´s a` A1,1. Les composantes restantes dans a2 et b2
sont alors ge´ne´riquement non nulles. On de´compose de la
meˆme fac¸on ∂‖a‖1 en deux sous-vecteurs ∂a1 et sign(a2)
et de meˆme pour ∂‖b‖1. Comme a1 = 0, les composantes
de ∂‖a‖1 sont dans l’intervalle (−1, 1). Comme les com-
posantes de a2 sont suppose´es diffe´rentes de ze´ro, les com-
posantes correspondantes dans ∂‖a‖1 sont e´gales a` ±1
d’ou` la notation sign(a2) pour de´signer la fonction signe
usuelle;
Pour chaque permutation, on de´compose donc la ma-
trice A en 4 blocs Ai,j et la seconde e´quation de (10)
A∂‖b‖1 = σa se transforme en deux sous-relations qui
s’e´crivent, avec les notations que nous venons d’introduire
A1,1∂b1 +A1,2 sign(b2) = σa1 = 0
A2,1∂b1 +A2,2 sign(b2) = σa2
Si A1,1 n’est pas inversible, on passe a` la permutation
suivante, sinon la premie`re de ces deux relations permet
de calculer ∂b1 pour chacune des 2(n−r) valeurs possibles
de sign(b2) ∈ [±1 ± 1 .. ± 1 ]T . Pour chaque sign(b2)
on ve´rifie si ‖∂b1‖∞ ≤ 1 et si c’est la cas on a obtenu un
couple cohe´rent ∂b1, sign(b2). Pour chacun de ces couples
on utilise la seconde relation pour en de´duire σ > 0 et a2
avec ‖a2‖1 = 1. On passe alors a` la premie`re e´quation de
(10) AT∂‖a‖1 = σb qui donnent e´galement deux relations
supple´mentaires
∂aT1 A1,1 + sign(a2)
TA2,1 = σbT1 = 0
∂aT1 A1,2 + sign(a2)
TA2,2 = σbT2
Comme sign(a2) est maintenant connu, on ve´rifie si
‖∂a1‖∞ ≤ 1 dans la premie`re relation. Si tel est le cas,
on de´duit σ′ > 0, b2 de la seconde. Il reste alors a` voir
si σ′ = σ et si les signes des composantes de b2 sont les
meˆmes que ceux de sign(b2) ∈ [±1 ± 1 ..± 1 ]T retenu
plus haut dans la premie`re relation issue de la seconde
e´quation de (10). Si toutes ces conditions sont satisfaites,
on a trouve´ un point stationnaire du Lagrangien.
Il y a en ge´ne´ral plusieurs points stationnaires mais leur
nombre n’est ni fixe ni pre´visible contrairement a` ce qui
est le cas pour (7). On ne retient que la solution associe´e
au σ le plus petit. Elle semble ge´ne´riquement unique.
On peut de´velopper un autre algorithme de recherche
exhaustive qui donne, bien entendu, le meˆme re´sultat.
Dans le de´veloppement pre´ce´dent, on cherche pour chaque
permutation, la perturbation ∆ dont seul le bloc ∆2,2 est
non nul. On recherche donc la sous-matrice ∆2,2 qui fait
chuter le rang de A de un quand elle est soustraite de A2,2.
Si A1,1 est inversible une telle matrice ∆ existe toujours.
La sous-matrice ∆2,2 associe´e vaut A2,2−A2,1A−11,1A1,2 et
peut eˆtre vue comme le comple´ment de Schur de A1,1 dans
A. On montre facilement qu e ∆2,2 est de rang un qui
peut donc se mettre sous la forme σa2bT2 avec ‖a2‖1 = 1
et ‖b2‖1 = 1. Mais rien ne garantit que le triplet σ, a2, b2
ve´rifie les conditions impose´es par (10). Les rares cas ou`
ces conditions sont satisfaites, me`nent aux meˆmes ma-
trices que l’algorithme pre´ce´dent. Cela semble notamment
toujours eˆtre le cas pour le ∆2,2 de norme ’l1’ minimale
5 Un exemple
Pour illustrer la de´composition propose´e nous l’appli-
quons a` une matrice carre´e d’ordre 4 inversible. On peut
remarquer que le lemme 2 applique´ plus ge´ne´ralement a`
une matrice inversible d’ordre n nous dit que la matrice
∆ = σabT de rang un et de norme ’l1’ minimale qui fait
chuter son rang de un est une matrice ayant juste une
composante non nulle. La solution a` ce proble`me spe´cifique
s’obtient facilement directement. Apre`s avoir soustrait cette
matrice de A, la nouvelle matrice est d’ordre n et de rang
n−1 et le lemme 2 nous apprend que la matrice ∆ = σabT
de norme ’l1’ minimale qui fait passer son rang a` n − 2
est le produit de deux vecteurs σa et b ayant au plus deux
composantes non nulles chacun. En continuant ainsi on
en de´duit que la k-ie`me matrice dans la de´composition
est le produit de deux vecteurs ayant chacun au plus k
composantes non nulles.
Pour la matrice de Vandermonde d’ordre 4
A =

1 1 1 1
.2 .4 .6 .8
.04 .16 .36 .64
.008 .064 .216 .512

la de´composition que l’on obtient et de la forme A =
GDHT ou` dans les colonnes de G de norme `1 unite´ se
trouvent les vecteurs ai, dans les colonnes de H de norme
`1 unite´ se trouvent les vecteurs bi et les σi sont sur la
diagonale de D, A =
∑
i σiaib
T
i
G =

0 0 −0.5938 −0.4615
0 0.5682 0 −0.2592
−1 0 0.1781 −0.1661
0 −0.4318 0.2280 −0.1131

D =

0.0100 0 0 0
0 0.2247 0 0
0 0 2.0157 0
0 0 0 7.9121

H =

0 −0.7000 −0.4051 −0.1411
1 0 −0.2405 −0.1950
0 0.3000 0 −0.2739
0 0 0.3544 −0.3900

6 Conclusions
Les re´sultats que nous avons propose´s, peuvent aussi
eˆtre utilise´s pour re´soudre ce que l’on pourrait appeler
le proble`me des moindres de´viations totales par analo-
gie avec le proble`me des moindres carre´s totaux. Si le
proble`me des moindres de´viations consistent a` re´soudre
min
x
‖Ax− b‖1
avec A une matrice (m,n) de rang n et x et b des vecteurs
de dimensions ade´quates, qui s’e´crit aussi minr,x ‖r‖1 sous
r = Ax− b, celui des des moindres de´viations totales cor-
respond a` re´soudre
min
x, r, R
‖| [R r] ‖|1 sous (A+R)x = b+ r
et a de´ja` e´te´ conside`re dans [9].
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