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Abstract
We present a method for design problems wherein
the goal is to maximize or specify the value of
one or more properties of interest (e. g., maximiz-
ing the fluorescence of a protein). We assume
access to black box, stochastic “oracle” predictive
functions, each of which maps from design space
to a distribution over properties of interest. Be-
cause many state-of-the-art predictive models are
known to suffer from pathologies, especially for
data far from the training distribution, the design
problem is different from directly optimizing the
oracles. Herein, we propose a method to solve
this problem that uses model-based adaptive sam-
pling to estimate a distribution over the design
space, conditioned on the desired properties.
1. Predictive-model based design
The design of molecules and proteins to achieve desired
properties, such as binding affinity to a target, has a long
history in chemistry and bioengineering. Historically, de-
sign has been performed through a time-consuming and
costly iterative experimental process, often dependent on
domain experts using a combination of intuition and trial
and error. For example, a popular technique is Directed
Evolution (Chen & Arnold, 1991), where first random vari-
ations in a parent population of proteins are induced; next,
for each of these variants, the property of interest or a proxy
to it, is measured; finally, the procedure is repeated on the
top-performing variants and the process is iterated. This
process is dependent on expensive and time-consuming lab-
oratory measurements. Moreover, it is performing a hybrid
greedy-random (uniform) walk through the protein design
space—a strategy that is not likely to be particularly efficient
in finding the best protein.
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allow for the possibility to improve such design cycles with
computational approaches (e. g., Schneider & Wrede (1994);
Schneider et al. (1998); Go´mez-Bombarelli et al. (2018);
Killoran et al. (2017); Brookes & Listgarten (2018); Gupta
& Zou (2019); Yang et al. (2018)). Where exactly should
computational methods be used in such a setting? Within
the aforementioned Directed Evolution, the obvious place
to employ machine learning is to replace the laboratory-
based property measurements with a property ‘oracle’—a
regression model that bypasses costly and time-consuming
laboratory experiments. However, a potentially higher im-
pact innovation is to also replace the greedy-random search
by a more effective search. In particular, given a proba-
bilistic oracle for a property of interest, one can achieve
more effective search by employing state-of-the-art opti-
mization algorithms over the inputs (e. g., protein sequence)
of the oracle regression model, ideally while accounting
for uncertainty in the oracle (e. g., Brookes & Listgarten
(2018)).
In the framing of the problem just described, there is an im-
plicit assumption that the regression oracle is well-behaved,
in the sense that it is trustworthy not only in and near the
regime of inputs where it was trained, but also beyond. How-
ever, it is now well-known that many state-of-the-art predic-
tive models suffer from pathological behaviour, especially
in regimes far from the training data (Szegedy et al., 2014;
Nguyen et al., 2015). Methods that optimize these predictive
functions directly may be led astray into areas of state space
where the predictions are unreliable and the corresponding
suggested sequences are unrealistic (e. g., correspond to pro-
teins that will not fold). Therefore, we must modulate the
optimization with prior information to avoid this problem.
There are two related viewpoints on what this prior infor-
mation represents: either as encoding knowledge about the
regions where the oracle is expected to be accurate (e. g., by
representing information about the distribution of training
inputs), or as encoding knowledge about what constitutes
a ‘realistic’ input (e. g., by representing proteins known to
stably fold). Herein we focus on the former viewpoint, and
thus assume that we have access to the input distribution of
our oracle training data. However, the latter viewpoint is
required when such data is not available.
How then should one use such prior knowledge? Formally,
for inputs, x and property of interest y, we should model
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the joint probability p(x, y) = p(y|x)p(x), and then per-
form design (i. e., obtain one or more sequences with the
desired properties) by sampling from the conditional distri-
bution. For example, in the case of maximizing one prop-
erty oracle, we should sample from p(x|y ≥ ymax) to obtain
our desired designed sequences. More generally, one con-
ditions on the appropriate desired event p(x|S), where S
is the conditioning event). To achieve this conditioning,
we will assume that we have access to a property oracle,
p(y|x), which may be a black box function. We also as-
sume that our prior knowledge has been encoded in p(x).
The prior density, p(x), can be modelled by training an
appropriate generative model, such as a Variational Auto-
Encoder (VAE) (Kingma & Welling, 2014), Real NVP (Dinh
et al., 2017), an HMM (Baum & Petrie, 1966) or a Trans-
former (Vaswani et al., 2017; Rives et al., 2019), on the
chosen set of ‘realistic’ examples. Recently some genera-
tive models have themselves been shown to exhibit patholo-
gies (Nalisnick et al., 2019), however we have not observed
any such phenomenon in our setting.
Derivative-free oracle One desideratum for our approach
is that the oracle need not be differentiable. In other words,
the oracle need only be a black box that provides an input
to output mapping. Such a constraint arises from the fact
that in many scientific domains, excellent predictive models
already exist which may not be readily differentiable. Addi-
tionally, we may choose to use wet lab experiments them-
selves as the oracle. Consequently, we seek to avoid any
solution that relies on differentiating the oracle; although for
completeness, we compare performance to such approaches
in our experiments.
2. Related work
The problem set-up just described has a strong similarity
to that of activation-maximization (AM) with a Genera-
tive Adversarial Network (GAN) prior (Goodfellow et al.,
2014; Simonyan et al., 2013; Nguyen et al., 2016), which
is typically used to visualize what a neural network has
learned, or to generate new images. Nguyen et al. (2017)
use approximate Langevin sampling from the conditional
p(x|y = c), where c is be the event that x is an image of
a particular class, such as a penguin. There are two main
differences between our problem setting and that of AM.
The first is that AM is conditioning on a discrete class being
achieved, whereas our oracles are typically regression mod-
els. The second is that our design space is discrete, whereas
in AM it is real-valued. Aside from the fact that in any case
AM requires a differentiable oracle, these two differences
pose significant challenges. The first difference makes it
unclear how to specify the desired event to condition on,
since the event may be that involving an unknown maxi-
mum. Moreover, even if one knew or could approximate
this maximum, such an event would be by definition rare or
never-seen, causing the relevant conditional probability to
yield vanishing gradients from the start. Second, the issue
of back-propagating through to a discrete input space is
inherently difficult, although attempts have been made to
use annealed relaxations (Jang et al., 2017). In fact, Killo-
ran et al. (2017) adapt the AM-GAN procedure to side-step
these two issues for protein design. Thus in our experiments,
we compare to their variation of the AM approach.
Go´mez-Bombarelli et al. (2018) tackle a chemistry design
problem much like our own. Their approach is to (1) learn a
neural-network-supervised variational auto-encoder (VAE)
latent space so as to order the latent space by the property of
interest, (2) build a (Gaussian Process) GP regression model
from the latent space to the supervised property labels, (3)
perform gradient-based maximisation of the GP over the
latent space, (4) decode the optimal solution point(s) using
the VAE decoder. Effectively they are approximately mod-
elling the joint probability p(x, z, y) = p(y|z)p(x|z)p(z),
for latent representation z, and then finding the argument, z,
that maximizes E[p(y|z)] using gradient descent. Similarly
to AM, this approach does not satisfy our black box oracle
desideratum. This approach in turn has a resemblance to
Engel et al. (2018), wherein the goal is image generation,
and a GAN objective is placed on top of a VAE in order to
learn latent constraints. Because this latter approach was de-
signed for (real-valued) images and for classification labels,
we compare only to Go´mez-Bombarelli et al. (2018).
Gupta & Zou (2019) offer a solution to our problem, in-
cluding the ability to use a non-differentiable oracle. They
propose to first train a GAN on the initial set of realistic ex-
amples and then iterate the following procedure: (1) create
a sample set by generating samples from the GAN, (2) use
an oracle regression model to make a point prediction for
sample as whether or not a protein achieved some desired
property, (3) update the sample set by replacing the oldest
n samples with the n samples from step 2 that exceed a
user-specified threshold that remains fixed throughout the
algorithm (and where n at each iteration is determined by
this threshold), (4) retrain the GAN on the updated set of
samples from step 3 for one epoch. The intended goal is
that as iterations proceed, the GAN will tend to produce
samples which better maximize the property. They argue
that because they only replace n samples at a time, the shift
in the GAN distribution is slow, enabling them to implicitly
stay near the training data if not run for too long. Their
procedure does not arise from any particular formalism. As
such, it is not clear what objective function is being opti-
mized, nor how to choose an appropriate stopping point
to balance progress and staying near the original realistic
examples.
Our approach, Conditioning by Adaptive Sampling (CbAS),
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offers several advantages over these methods. Our approach
is grounded in a coherent statistical framework, with a clear
objective, and explicit use of prior information. It does not
require a differentiable oracle, which has the added bene-
fit of side-stepping the need to back-propagate through to
discrete inputs, or of needing to anneal an approximate rep-
resentation of the inputs. Our approach is based on paramet-
ric conditional density estimation. As such, it resembles a
number of model-based optimization schemes, such as Evo-
lutionary Distribution Algorithm (EDA) and Information
Geometric Optimization (IGO) approaches (Hansen, 2006;
Ollivier et al., 2017), both of which have shown to have
good practical performance on a wide range of optimization
problems. We additionally make use of ideas from Cross
Entropy Methods (CEM) for estimating rare events, and
their optimization counterparts (Rubinstein, 1997; 1999),
which allows us to robustly condition on rare events, such as
maximization events. In the case where one can be certain
of a perfectly unbiased oracle, DbAS, which uses no prior
information, should suffice; this method in turn is related
to some earlier work in protein design (e. g., Schneider &
Wrede (1994); Schneider et al. (1998)).
Finally, our problem can loosely be seen to be related
to a flavor of policy learning in Reinforcement Learning
(RL) called Reward Weighted Regression (RWR) (Peters
& Schaal, 2007). In particular, if one ignores the states,
then RWR can be viewed as an (Estimation of Distribution
Algorithm) EDA (Bengoetxea et al., 2001); as such, without
the use of any prior to modulate exploration through the pol-
icy space, although at times, RWR imposes a per-iteration
constraint of movement by way of a Kullback-Leibler (KL)-
divergence term (Peters et al., 2010)—note that this offers
no global constraint in the sense of a prior, and could be
viewed as a formalization of the retaining of old samples in
Gupta & Zou (2019).
Note that our problem statement is different from that of
Bayesian Optimization (Snoek et al., 2012) where the goal at
each iteration is to decide where to acquire new ground truth
data labels. We are not acquiring any new labels, but our
method could be used at the end of Bayesian Optimization
(BO) for pure exploitation. Also, a baseline method we
introduce, CEM-PI, could be used to perform optimization
within standard BO.
3. Methods
Preamble Our problem can be described as follows. We
seek to find settings of the L-dimensional random vector,
X (e. g., representative of DNA sequences), that have high
probability of satisfying some property desideratum. For
example, we may want to design a protein that is maximally
fluorescent (the maximization problem), or that emits light
at a specific wavelength (the specification problem). We
assume that X is discrete, with realizations, x ∈ NL, be-
cause we are particularly interested in problems of sequence
design. However, our method is immediately applicable to
x ∈ RL, such as images.
We assume that we are given a scalar property predictor
“oracle”, p(y|x), which provides a distribution over a
property random variable, Y (herein, typically a real-valued
property), given a particular input x. From this oracle
model we will want to compute the probability of various
events, S, occurring. For maximization design problems,
S will be the set of values y such that y ≥ ymax (where
ymax ≡ maxx Ep(y|x)[y]). In specification design problems,
S will be the event that the property takes on a particular
value, y = ytarget (strictly speaking, an infinitesimal range
around it). In our development, we will also want to consider
sets that correspond to less stringent criteria, such as S corre-
sponding to the set of all y for which y ≥ γ, with γ ≤ ymax.
From our oracle model, we can calculate the condi-
tional probability of these sets—that is, the probability
that our property desideratum is satisfied for a given
input—as P (S|x) ≡ P (Y ∈ S|x) = ∫ p(y|x)1S(y) dy
(where 1S(y) = 1 when y ∈ S and 0 other-
wise). For the case of thresholding a property
value, this turns into a cumulative density evaluation,
P (S|x) = p(y ≥ γ|x) = 1− CDF (x, γ).
We additionally assume that we have access to a set of
realizations of X drawn from some underlying data distribu-
tion, pd(x), which, as discussed above, either represents the
training distribution of the oracle inputs, or a distribution
of ‘realistic’ examples. Along with these data, we assume
we have a class of generative models, p(x|θ), that can be
trained with these samples and can approximate pd well.
We denote by θ(0) the parameters of this generative model
after it has been fit to the data, yielding our prior density,
p(x|θ(0)).
Our ultimate aim is to condition this prior on our desired
property values, S, and sample from the resulting distribu-
tion, thereby generating realizations of x that are likely to
have low error in the predictive model or are realistic (i. e.,
are drawn from the underlying data distribution); and have
high probability of satisfying our desideratum encoded in S.
Toward this end, we will assume that the desired conditional
can be well-approximated with a sufficiently rich generative
model, q(x|φ), which need not be of the same parametric
form as the prior. As our algorithm iterates, the parameter,
φ, will slowly move toward a value that best approximates
our desired conditional density. Our approach has a similar
flavor to that of variational inference (Blei et al., 2017), but
with a critical difference of needing to handle conditioning
on rare events.
Below we outline our approach in the case of maximization
of a single property. Details of how to readily generalize this
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(a) (b) (c)
Figure 1. An illustrative example. (a) Relevant distributions and functions for two oracles (mean and standard deviation shown in orange).
The oracle in the top plot was given training data corresponding to only half the domain, while the bottom one was given training data
covering the whole domain. The prior conditioned on the property that the oracle is greater than its maximum is in red. The value of the
ground truth at the mode of the conditional and the maximum of the oracle are shown as red and orange X’s, demonstrating that the mode
of the conditional distribution corresponds to a higher value of the ground truth than the maximum of the oracle (b) Evolution (‘static
animation’) of the estimated conditional distribution as CbAS iterates; the exact distribution is shown in red in panel a. (c) KL divergence
between the conditional and search distributions shown in (b), showing that our final approximate conditional is close to the real one.
to the specification problem and to more than one property,
including a mix of maximization and specification, are in
the Supplementary Information.
Our approach Our design goal can be formalized as one
of estimating the density of our prior model, conditioned on
our set of desired property values, S,
p(x|S,θ(0)) = P (S|x)p(x|θ
(0))
P (S|θ(0)) , (1)
where P (S|θ(0)) = ∫ dx P (S|x)p(x|θ(0)). In general,
there will be no closed-form solution to this conditional
density; hence we require a technique with which to approx-
imate it, developed herein. The problem is also harder than
it may seem at first because S is in general a rare event (e. g.,
the occurrence of large property value we have never seen).
To find the parameters of the search model, q(x|φ), we will
minimize the KL divergence between the target conditional,
(1), and the search model,
φ∗ = argmin
φ
DKL
(
p(x|S,θ(0))||q(x|φ)
)
(2)
= argmin
φ
−Ep(x|S,θ(0))[log q(x|φ)]−H0 (3)
= argmax
φ
1
P (S|θ(0))Ep(x|θ(0))[P (S|x) log q(x|φ)]
(4)
= argmax
φ
Ep(x|θ(0))[P (S|x) log q(x|φ)], (5)
where H0 ≡ −Ep(x|S,θ(0))[log p(x|S,θ(0))] is the entropy
of the target conditional distribution. Neither H0 nor
P (S|θ(0)) rely on φ and thus drop out of the objective.
The objective in (5) may seem readily solvable by drawing
samples, xi, from the prior, p(x|θ(0)), to obtain a Monte
Carlo (MC) approximation to the expectation in (5); this
results in a simple weighted maximum likelihood problem.
However, for most interesting design problems, the desired
set S will be exceedingly rare,1 and consequently P (S|x)
will be vanishingly small for most x sampled from the prior.
1If not, then the design problem was an easy one for which we
did not need specialized methods.
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Thus in such cases, an MC approximation to (5) will ex-
hibit high variance and require an arbitrarily large number
of samples to calculate accurately. Any gradient-based
approach, such as reparameterization or the log-derivative
trick (Kingma & Welling, 2014; Rezende et al., 2014), to
try to solve (5) directly will suffer from a similar problem.
To overcome this problem of rare events, we draw
inspiration from CEM (Rubinstein, 1997; 1999) and
DbAS (Brookes & Listgarten, 2018) to propose an iterative,
adaptive, importance sampling-based estimation method.
First we introduce an importance sampling distribution,
r(x), and rewrite the objective function in (5) as
Ep(x|θ(0))[P (S|x) log q(x|φ)] (6)
=Er(x)
[
p(x|θ(0))
r(x)
P (S|x) log q(x|φ)
]
, (7)
to mitigate the problem that the expectation of P (S|x) over
our prior in (5) is likely to be vanishingly small. Now the
question remains of how to find a good proposal distribu-
tion, r(x). Rather than finding a single proposal distribu-
tion, we will construct a series relaxed conditions, S(t), and
corresponding importance sampling distributions, r(t)(x),
such that (a) Er(t)(x)[P (S(t)|x)] is non-vanishing, and (b)
S(t) ⊃ S(t+1) ⊃ S, for all t. The first condition implies
that we can draw samples, x, from r(t)(x) that have reason-
ably high values of P (S(t)|x). The second condition ensures
that we slowly move toward our desired property condition;
that is, it ensures that S(t) approaches S as t grows large.
(In practice, we choose to use the less stringent condition
S(t) ⊇ S(t+1) ⊇ S, but the stricter condition can trivially
be achieved with a minor change to our algorithm, in which
case one should be careful to ensure that the variance of the
expectation argument does not grow too large).
The only remaining issue is how to construct these se-
quences of relaxed events and importance sampling proposal
distributions. Next we outline how to do so when the condi-
tioning event is a maximization of a property, and leave the
specification problem to the Supplementary Information.
Consider the first condition, which is that
Er(t)(x)[P (S
(t)|x)] is non-vanishing. To achieve this,
we could (1) set S(t) to be the relaxed condition that
p(y ≥ γ(0)|x) where γ(0) is the Qth percentile of
property values predicted for those samples used to
construct the prior, and (2) set the proposal distribution
to the prior, r(t)(x) = p(x|θ(0)). For Q small enough,
Eq(x|φ(t))[P (S(t)|x)] will be non-vanishing by definition
and condition (a) will be satisfied. Thus, by construction,
we can now reasonably perform maximization of the
objective in (7) instantiated with S(t) because the rare
event is no longer rare. In fact, this is how we set the first
tuple of the required sequence, (S(0), r(t)). After that first
iteration, we will then have solved for our approximate
conditional, under a relaxed version of our property
desideratum to obtain q(x|φ(0)). Then, at each iteration,
we set r(t) = q(x|φ(t−1)), and γ(t) to the Qth percentile
of property values predicted from the samples obtained in
the (t − 1)th iteration. By the same arguments made for
the initial tuple of the sequence, we will have achieved
condition (a), and condition (b) can trivially be achieved
by disallowing γ(t) from decreasing from the previous
iteration (i. e., , set it to the same value as the previous
iteration if necessary).
Altogether now, (7) becomes
Eq(x|φ(t))
[
p(x|θ(0))
q(x|φ(t))P (S
(t)|x) log q(x|φ)
]
, (8)
which we can approximate using MC with samples drawn
from the search model, x(t)i ∼ q(x|φ(t)) for i = 1, ...,M ,
and where M is the number of samples taken at each itera-
tion,
φ(t+1) = argmax
φ
M∑
i=1
p(x(t)i |θ(0))
q(x(t)i |φ(t))
P (S(t)|x(t)i ) log q(x(t)i |φ).
(9)
At last, we now have a low-variance estimate of our objec-
tive (or rather, a relaxed version of it that will get annealed),
which can be viewed as a weighted maximum likelihood
with weights given by
p(x(t)i |θ(0))
q(x(t)i |φ(t))
P (S(t)|x(t)i ). Our ob-
jective function can now be optimized using any number
of standard techniques for training generative models. (In
the Supplementary Information we show how to extend our
method to models that can only be trained with variational
approximations to the maximum likelihood objective).
It is clear from (9) that the variance of the MC estimate
not only relies on P (S(t)|x) being non-vanishing for many
of the samples but also that the density ratio, p(x|θ
(0))
q(x|φ(t)) is
similarly well-behaved. Fortunately, this is enforced by the
weighting scheme itself, which encourages the density of
the search model to remain close to the prior distribution.
This is intuitively satisfying, as it shows that minimizing
the KL divergence between the search distribution and the
target conditional requires balancing the maximization the
probability of S(t) with adherence to the prior distribution.
Extension to intractable latent variable models Our fi-
nal objective in (9) requires us to reliably evaluate the den-
sities of the prior and search models for a given input x.
This is often not possible, particularly for latent variable
models where the marginalization over the latent space is
intractable. Although one might consider using an Evidence
Lower Bound (ELBO) (Blei et al., 2017) approximation
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to the required densities, one can exploit the structure of
our objective to exactly derive the needed quantity. In
particular, we can maintain exactness of our objective for
prior and search model densities where one can only calcu-
late the joint densities of the observed and latent variables,
namely p(x, z|θ(0)) and q(x, z|θ(t)), which can be achieved
only if both model’s densities are defined on the same latent
variable space, Z .
This extension relies on the fact that an expectation over
a marginal distribution is equal to the same expecta-
tion over an augmented joint distribution, for instance
Ep(x)[f(x)] = Ep(x,y)[f(x)]. Starting with (6) and using
this fact, we arrive at an equivalent objective function,
Ep(x|θ(0))[P (S(t)|x) log q(x|φ)] (10)
=Ep(x,z|θ(0))[P (S(t)|x) log q(x|φ)] (11)
=Eq(x,z|φ(t))
[
p(x, z|θ(0))
q(x, z|φ(t))P (S
(t)|x) log q(x|φ)
]
. (12)
This objective can then be optimized in a similar manner
to the originally presented case, only now using an MC
approximation with joint samples x(t)i , z
(t)
i ∼ q(x, z|φ(t)).
Note that in the common case where both models are
constructed such that they have the same density over
Z , p(z), then (12) can be further simplified using
p(x|z,θ(0))p(z)
q(x|z,φ(t))p(z) =
p(x|z,θ(0))
q(x|z,φ(t)) .
Practical Considerations In practice, we often use the
same parametric form for the search model and the prior
density. This allows us to simply initialize the search distri-
bution parameters as φ(1) = θ(0). Additionally, in practice
we cache the search model parameters φ(t) and use these
to initialize the parameters at the next time step in order to
reduce the computational cost of the training procedure at
each step.
In Algorithm 1 in the Supplemental Information, we outline
our complete procedure when the prior and generative model
are both latent variable models of the same parametric form
(e. g., both a VAE).
4. Experiments
We perform two main sets of experiments. In the first, we
use simple, one-dimensional, toy examples to demonstrate
some of the main points about our approach. In the second
set of experiments, we ground ourselves in a real protein
fluorescence data set, conducting extensive simulations to
compare methods.
4.1. An illustrative example
We first wanted to investigate the properties of our approach
with a simple, visual example to understand how the prior
influences the solutions found. In particular we wanted
to see how an oracle could readily become untrustworthy
away from the training data, and how use of the prior might
alleviate this. We also wanted to see that even when the
oracle is trustworthy, that our approach still yields sensible
results. Finally, we wanted to ensure that our approach
does indeed approximate the desired conditional distribution
satisfactorily for simple cases that we can see. The summary
results of this experimentation are shown in Figure 1.
To run this set of experiments, we first constructed a ground
truth property function, comprising the superposition of two
unnormalized Gaussian bumps. The goal was to find an
input, x, that maximizes the ground truth, when only the
oracle and a prior are given.
Next we created two different oracles, by giving one access
only to data that covered half of the domain, and the other by
giving it data that covered the entire domain (including all
those in the first data set). These training data were ground
truth observations corrupted with zero-mean Gaussian noise
with variance of 0.05. Then two oracles were trained, one
for each data set, and of the form, p(y|x) = N (µ(x), σ2)
where µ(x) is a two hidden-layer neural network fit to one
of the training sets and σ2 was set to the mean squared error
between the ground truth and µ(x) on a hold-out set.
The resulting oracles, and the underlying ground truth are
shown in Figure 1a. The oracle trained with the smaller
data set suffers from a serious pathology—it continues to
increase in regions where the ground truth function rapidly
decreases to zero. This is exactly the type of pathology
that CbAS aims to overcome by estimating the conditional
density of the prior rather than directly optimizing the ob-
jective. The second oracle does not suffer from as serious a
pathology, and serves to show that CbAS can still perform
well in the case that the oracle is rather accurate (i. e., the
prior does not overly constrain the search). As with any
Bayesian method with a prior, there may be settings where
the prior could lead one astray, and this example is simply
meant to convey some intuition. The next set of experiments,
grounded in a protein design problem, suggest that the prior
we constructed, used within CbAS, works well in practice.
We construct our target set S as being the set of values for
which Y is greater than the maximum of the oracle’s expec-
tation, for x values between minus three and six. In this
simple 1D case, we can evaluate the target conditional den-
sity very accurately by calculating P (S|x)p0(x) for many
values of x and using numerical quadrature to estimate the
normalizing constant. The target conditional is shown in
red in 1a. We can see that in both cases, the mode of the
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conditional lies near a local maximum and the conditional
assigns little density to regions where the oracle is highly
biased.
Finally, we test the effectiveness of CbAS in estimating the
desired conditional densities (Figure 1b,c). We use a search
distribution that is the same parametric form as the prior, that
is, a Gaussian distribution and run our method for 50 itera-
tions, with the quantile update parameter, Q = 1 (meaning
that γ(t) will be set to the maximum over the sampled mean
oracle values at iteration t) and M = 100 samples taken
at each iteration. Figure 1b shows the search distributions
that result from our scheme at each iteration of the algo-
rithm, overlayed with target conditional distribution. Figure
1c) shows the corresponding KL divergences between the
search and target distributions as the method proceeds. We
can see qualitatively and quantitatively (in terms of the KL
divergence) that in both cases the distributions converge to
a close approximation of the target distribution.
4.2. Application to protein fluorescence
Fluorescent proteins are a workhouse of modern molecular
biology. Improving them has a long history, but also serves
as a good test bed for protein optimization. Thus we here
focus on the problem of maximizing protein fluorescence.
In particular, we perform a systematic comparison of our
method, CbAS, to seven other approaches, described below.
We anchored our experiments on a real protein fluorescence
data set (Sarkisyan et al., 2016) (see Supplementary Infor-
mation).
Methods considered We compared our approach to other
competing methods, including, for completeness, those
which can only work with differentiable oracles. For models
that originally used a GAN prior, we instead use a VAE prior
so as to make the comparisons meaningful.2 We compare
our method, CbAS against the following methods: (1) AM-
VAE—the activation-maximization method of Killoran et al.
(2017). This method requires a differentiable oracle. (2)
FB-VAE—the method of Gupta & Zou (2019). This method
does not require a differentiable oracle. (3) GB-NO—the
approach described by Go´mez-Bombarelli et al. (2018).
This method requires a differentiable oracle. (4) GB—the
approach implemented by Go´mez-Bombarelli et al. (2018)
which has some additional optimization constraints placed
on the latent space that were not reported in the paper but
were used in their code. This method requires a differen-
tiable oracle. (5) DbAS—a method similar to CbAS, but
which assumes an unbiased oracle and hence has no need
for or ability to incorporate a prior on the input design space.
(6) RWR—Reward Weighted Regression (Peters & Schaal,
2007), which is similar to DbAS, but without taking into
2As shown in Brookes & Listgarten (2018), the GAN and VAE
appear to yield roughly similar results in this problem setting.
account the oracle uncertainty. This method does not re-
quire a differentiable oracle. (7) CEM-PI—use of the Cross
Entropy Method to maximize the Probability of Improve-
ment (Snoek et al., 2012), an acquisition function often used
in Bayesian Optimization; this approach does not make use
of a prior on the input design space. This method does not
require a differentiable oracle. Implementation details for
each of these methods can be found in the Supplementary
Information.
In these experiments we set the quantile update parameter
of CbAS to Q = 1. However, we show in the Supplemen-
tary Information that results are relatively insensitive to the
setting of Q.
Simulations In order to compare methods it was neces-
sary to first simulate the real data with a known ground truth
because evaluating hold out data from a real data set is not
feasible in our problem setting. To obtain a ground truth
model we trained a GP regression (GPR) model on the pro-
tein fluorescence data, with a protein-specific kernel (Shen
et al., 2014), whose feature space was augmented by adding
a bias feature and exponentiating to obtain a second order
polynomial kernel. Our ground truth is the mean of this
GPR model, which, notably, is a different model class than
the oracle, as we expect in practice.
Next, for each protein sequence in the original data set we
compute its ground truth fluorescence. Then we take those
sequences that lie in the bottom 20th percentile of ground
truth fluorescence, choose 5,000 of them at random, and
use these to train our oracles using maximum likelihood.
We wanted to investigate different kinds of oracles with
different properties, with a particular focus on investigating
different uncertainty estimates. Specifically, we considered
three types of oracle (details are in the Supplementary Infor-
mation). The first was a single-layer neural network model
with homoscedastic, Gaussian noise in its predictions. The
second was an ensemble of five of these models, each with
heteroscedastic noise, as in Lakshminarayanan et al. (2017).
The third was the same as the second, but with an ensemble
of 20 neural networks. Performance of these models on a
test set are shown in the Supplemental Information.
Next we train a standard VAE prior (details are in the Sup-
plementary Information) on those same 5,000 samples. This
VAE gets used by CbAS and AM-VAE (as the prior) and in
FB-VAE (for initialization). Because GB and GB-NO re-
quire training a supervised VAE, this is done separately, but
with the same 5,000 samples, and corresponding ground
truth values.
To fairly compare the methods we keep the total number of
samples considered during each run, N , constant. We call
this the sequence budget. This sequence budget corresponds
to limiting the total number samples drawn from the gener-
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(a) (b)
Figure 2. Design for maximization of protein fluorescence. (a) For sampling-based methods, namely CbAS, FB-VAE, DbAS, RWR and
CEM-PI, shown are the mean values of the ground truth evaluated at samples coming from different percentiles (50th, 80th, 95th, and
100th) of oracle predictions over all iterations. The gradient-based methods, GB, GB-NO and AM-VAE, yield only a single protein at
each iteration and converge rapidly; thus only the ground truth value of the final single protein for each of these methods is used. For
sampling-based methods, an optimal method has darkest bars at the top, followed by progressively less dark bars, indicating that the
method has successfully avoided untrustworthy regions of the space. Methods that have the darkness out of this order are being led astray
into untrustworthy oracle regions. The height of a bar shows how well the ground truth fluorescence is maximized, where higher is better.
For CbAS, the height is highest, and the darkness ordering, correct—unsurprisingly, as avoiding oracle pathologies should help achieve
higher ground truth during maximization. This trend of better darkness ordering yielding high property values holds for all sampling
based methods. The sets of three bars indicate the three different oracles (each bar was averaged over three random runs). (b) For one
representative run in panel a), a trajectory is shown for each method (other runs are in the Supplemental Information). Each point on a
dashed lines shows the 80th percentile of oracle evaluations of the samples at that iteration. The corresponding point on a solid line shows
the mean ground truth value of those same samples. The last point on a curve shows what final protein sequence would be used from each
method (i. e., that with the highest oracle value seen, as the ground truth would be unknown)—high dashed values and low solid ones are
methods that have been led astray into pathological regions of the oracle.
ative model in CbAS, DbAS, FB-VAE, RWR and CEM-PI;
and limiting the number of total gradient step updates per-
formed in the AM-VAE, GB and GB-NO methods. For the
latter class of methods, if the method converged but had not
used up its sequence budget, then the method was re-started
with a new, random initialization and executed until the se-
quence budget was exhausted, or a new initialization was
needed. For convergence we used the built-in method that
comes with GB and GB-NO, and for AM-VAE, convergence
is defined as that the maximum value did not improve in
100 iterations.
For each of the three oracle models, we ran three randomly
initialized runs of each method with a sequence budget of
10,000. Figure 2a shows the results from this experiment,
averaged over the three separate runs. Methods that have
no notion of a prior (DbAS, RWR, CEM-PI) are clearly led
astray, as they only optimize the oracle, finding themselves
in untrustworthy regions of oracle space. This suggests that
our simulation settings are in the regime of the illustrative
example shown in Figure 1a (top).
5. Discussion
Our main contributions have been the following. (1) We in-
troduced a new method that enables one to solve design
problems in discrete space, and with a potentially non-
differentiable oracle model, (2) we introduced a new way to
perform approximate, conditional density modelling for rich
classes of models, and importantly, in the presence of rare
events, (3) we showed how to leverage the structure of latent
variable models to achieve exact importance sampling in
the presence of models whose density cannot be computed
exactly. Finally, we showed that compared to other alterna-
tive solutions to this problem, even those which require the
oracle to be differential, our approach yields competitive
results.
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Supplementary Information: Conditioning by adaptive sampling for robust
design
David H. Brookes Jennifer Listgarten
S1. Algorithm
Algorithm 1. Maximization of a single, continuous property. horacle(xi) is a function returning the expected value of the property oracle.
CDForacle(x, γ) is a function to compute the CDF of the oracle predictive model for threshold γ. GenProb(xi, zi,θ) is a method that
evaluates the probability of an input in a generative model with parameters θ. GenTrain({(xi, wi)} is a procedure to take weighted
training data {(xi, wi)}, and return the parameters of the trained model. Q is a parameter that determines the next iteration’s relaxation
threshold; M is the number of samples to generate at each iteration. See main text for convergence criteria. {xinit} is an initial set of
samples with which to train the prior. Any line with an i subscript implicitly denotes ∀i ∈ [1 . . .M ].
procedure CbAS (horacle(x), CDForacle(x, γ), GenTrain({xi wi}), GenProb(xi), [Q = 0.9], [M = 100])
θ(0) ← GenTrain({xinit}, wi = 1)
φ(1) ← θ(0)
t← 1
while not converged do
seti ← xi, zi ∼ G(φ(t))
scoresi ← horacle(xi)
q ← index of Qth percentile of scores
γ(t) ← scoresq
weightsi ← GenProb(seti,θ
(0))
GenProb(seti,φ(t))
weightsi ← weightsi ∗ (1− CDForacle(xi, γ(t)))
φ(t) =← GenTrain(set, weights)
t← t+ 1
return set, weights
S2. Generalization to specification
The CbAS procedure can be easily extended to perform specification of a property value rather than maximization. In this
case the target set is an infinitesimally small range around the target, i. e., S = [y0 − , y0 + ] for a target value y0 and a
small  > 0. The CbAS procedure remains mostly identical to that of maximization case, except in this case the intermediate
sets S(t) = [y0 − γ(t), y0 + γ(t)] are centered on the specified value and have an update-able width, γ(t). The γ(t) values
are then updated analogously to the thresholds in the maximization case, i. e., γ(t) is set to the Qth percentile of |yi − y0|
values, for i = 1, ...,M , where yi are the expected property values according to the sample xi ∼ p(x|θ(t)).
S3. Generalization to multiple properties
Additionally, CbAS can be extended to handle multiple properties Y1, ..., YK with corresponding desired sets S1, ..., SK .
We only require that these properties are conditionally independent given a realization of X . In this case,
P (S1, ..., SK |x) =
K∏
i=1
P (Si|x) (S1)
Supplementary Information: Conditioning by adaptive sampling
where now each Yi has an independent oracle. This distribution, and the corresponding marginal distribution
P (S1, ..., SK |θ) =
∫
dx p(x|θ)∏Ki=1 P (Si|x) can then be used in place of P (S|x) and P (S|θ) in Equations (1)-(13)
in the main text to recover the CbAS procedure for multiple properties.
S4. Extension to models not permitting MLE
Many models cannot be fit with maximum likelihood estimation, and in this case we cannot solve the CbAS update equation,
(9), exactly. However, CbAS can still be used in the case when approximate inference procedures can be performed on these
models, for example any model that can be fit with variational inference (Jordan et al., 1999). We derive the CbAS update
equation in the variational inference case below, but the update equation can be modified in a corresponding way for any
model that permit other forms of approximate MLE.
In variational inference specifically, the maximum likelihood is lower bounded by an alternative objective:
max
φ
log q(x|φ) (S2)
=max
φ
logEq(z)[q(x|z,φ)] (S3)
≥max
φψ
Er(z|x,ψ) [log q(x|z,φ)]−DKL [r(z|x,ψ)||q(z)] (S4)
=max
φ,ψ
L(x,φ,ψ) (S5)
where z is a realization of a latent variable with prior p(z), and r(z|x,ψ) is an approximate posterior with parameters ψ.
Equation (S5) implies that we can lower bound the the argument of (9):
max
φ
M∑
i=1
p(x(t)i |θ(0))
q(x(t)i |φ(t))
P (S(t)|x(t)i ) log q(x(t)i |φ) ≥ max
φ,ψ
M∑
i=1
p(x(t)i |θ(0))
q(x(t)i |φ(t))
P (S(t)|x(t)i )L(x(t)i ,φ,ψ) (S6)
which is a tight bound when the approximate posterior in the model is rich enough for the approximate posterior to exactly
match the true model posterior. This suggests a new update equation, specific for models trained with variational inference:
φ(t+1),ψ(t+1) = argmax
φ,ψ
M∑
i=1
p(S(t)|x(t)i )L(x(t)i ;φ,ψ) (S7)
where we now give time dependence to the approximate posterior parameters, ψ. In practice, this is the update equation we
use for CbAS variants that use VAEs as the search distribution (appropriately augmented for latent variables, as described
in Section 3 of the main text). This same process can be used to derive approximate update equations for any weighted
maximum likelihood method.
S5. Experimental Details
Here we provide the necessary details to run the experiments described in the main text. In what follows, when we
specify model architectures we use the notation LayerType(OutputShape) to describe layers, and the notation
Layer1(Out1)→ Layers2(Out2) to denote that Out1 is given as the input to Layer2.
S5.1. Methods details
Weighted Maximum Likelihood methods Similar to CbAS the methods RWR, DbAS, and CEM-PI are weighted
maximum likelihood methods that update the parameters of a generative model by taking samples from the model,
xi ∼ q(x|φ(t)) and optimizing the objective:
φ(t+1) = argmax
φ
M∑
i=1
w(xi) log q(x
(t)
i |φ). (S8)
The methods differ in the definition of these weights:
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• In CbAS, w(xi) = p(x|θ
(0))
p(x|θ(t))P (S
(t)|xi)
• In DbAS, w(xi) = P (S(t)|xi)
• In RWR, w(xi) = e
αEp(y|xi)[y]∑M
i=1 e
αEp(y|xi)[y]
, where α = 50 for our experiments (chosen based on a grid search to best
optimize the oracle expectation).
• In CEM-PI, w(xi) = 1{PI(X)≥β(t)}(xi) where PI(x) is the probability of improvement function and β(t) is adjusted
according to the methods of CEM (there is a parameter in CEM that corresponds to our Q, which we set to 0.8 for
CEM-PI).
VAE architecture The following VAE architecture was used for all experiments. The VAE encoder architecture is
Input(L, 20) → Flatten(L*20) → Dense(50) → Dense(40). The final output is split into two vectors
of length 20, which represent the mean and log-variance of the latent variable, respectively. The decoder architecture is
Input(20) → Dense(50) → Dense(L*20) → Reshape(L, 20) → ColumnSoftmax(L, 20). Note that
the 20 comes from both the number of amino acids, which encode proteins, and the fact that we set the dimensionality of
our latent space to be 20.
For the Gomez-Bombarelli methods, this is augmented with a predictive network from the latent space to the property space
Input(20)→ Dense(50)→ Dense(1)
FB-VAE parameter settings A major implementation choice in FB-VAE is the value of the threshold used to decide
whether to give 0/1 weights to samples. We found that setting the threshold to the 80th percentile of the property values in
the initial training set gave the best performance, and used that setting for all tests presented here.
FB-VAE implementation We note that a minor modification to the FB-GAN framework was required to accommodate a
VAE generator instead of a GAN. Specifically we must have the method sample from the distribution output by the VAE
decoder in order to get sequence realizations, rather than taking the argmax of the Gumbel-Softmax approximation output
by the WGAN.
Oracle Details The oracles for the GFP fluorescence task are neural network ensembles trained according to the method in
(Lakshminarayanan et al., 2017) (without adversarial examples), where each model has the architecture Input(L, 20)→
Flatten(L*20)→ Dense(20)→ Dense(2).
S6. Fluorescence data set
These data consisted of 50,000 protein sequences each with fluorescent readout. These data showed a clear bimodal
distribution of fluorescence values; we retained only the top 34,256 fluorescent proteins (corresponding to the mode
with higher fluorescence values) in order to simplify our simulations., consisting of 50,000 protein sequences each with
fluorescent readout. These data showed a clear bimodal distribution of fluorescence values; we retained only the top 34,256
fluorescent proteins (corresponding to the mode with higher fluorescence values) in order to simplify our simulations. Also
see Figure S2
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(a) (b) (c)
Figure S1. Trajectory plots of the same type as Figure 2b (main paper) for all runs of the methods reported in Figure 2a (main paper).
Each column shows results for different oracle, namely (a) the ensemble-of-one oracle, (b) the ensemble-of-five oracle, and (c) the
ensemble-of-20 oracle. The three columns show three random initializations for each oracle.
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(a) (b) (c)
Figure S2. Paired plots for each of the three oracles described in Section 4.2 of the main text. Each point corresponds to a GFP sequence
from one of two test sets, described next. The horizontal axis reports the ground truth fluorescence values of the sequence and the vertical
axis represents the mean prediction by the oracle for the sequence. Recall that our ground truth data had 6,851 sequences with fluorescence
values below the 20th percentile. Five thousand of these were used to train each oracle, and the remaining 1,851 of them are the test dots
shown in blue. The orange dots are all 27,404 sequences with fluorescence equal to or above the 20th percentile (oracles were not trained
on data in this range). The plots correspond to (a) the ensemble-of-one oracle, (b) the ensemble-of-five oracle, and (c) the ensemble-of-20
oracle. We can see that all oracles are severely biased outside of the training distribution, which is one of the pathologies that CbAS is
designed to avoid.
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Figure S3. A comparison of CbAS trajectories for different value of Q (the quantile threshold parameter described in the main text). Each
of these trajectories was generated using the ensemble-of-one for the oracle. We see that CbAS is relatively insensitive to the setting of Q;
that is, in this example, it would be sufficient to use anything in the range [0.5, 1.0].
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