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Muito Obrigada 
Resumo 
Neste trabalho estudamos alguns aspectos de diagnóstico em uma subclasse de mo-
delos com erros nas variáveis; tais modelos são comumente usados para comparar instru-
mentos ou métodos de medição. Este problema é conhecido na literatura como Calibração 
Comparativa. 
Consideramos inicialmente um estudo de análise de influência no modelo de regressão 
linear e do método de influência local proposta por Cook (1986). 
Apresentamos um estudo de inferência no modelo de calibração comparativa sob a 
parametrização de análise de fatores. Estimativas de máxima verossimilhança são apre-
sentados e um teste assintótico é proposto utili>~ando a estatfstica de Wald. 
Utilizando o método de influência local proposta por Cook (1986), apresentamos um 
estudo de diagnóstico no modelo de calibração comparativa considerando alguns esquemas 
de perturbação. Apresentamos uma ilustração da metodologia proposta com conjuntos 
de dados apresentados na literatura. 
Abstract 
In this work we consider some diagnostics aspects in a special sub-class of a general 
models with measurements of erros; such models are specially designed to compare mea-
suring devices. This problem is known in the literature as Comparative Calibrations. 
First, we considered a study of analysis of influence in linear regression models and the 
method of local influence proposed by Cook (1986). 
We introduce a study of inference to comparative calibration model on parametriza-
tion of factor analysis modeL Estimates of maximum likelihood are considered and an 
asymptotic test is proposed based in the Wald statistic. 
Using the method of local influence proposed by Cook (1986) and considering some 
perturbation schemes, we present an analysis of diagnostic in the comparative calibration 
mo de!. 
An illustration of the methodology is proposed with a sets of data taken from the 
líterature. 
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Capítulo 1 
Introdução 
1.1 Formulação do Problema 
Modelos estatísticos são ferramenta& úteis para extrw e compr~nder as caracteristims 
essenciais de um oonjunto de dados. l\.1odelo&são, quase sempre, desc:riçõe& apr~ximadas 
de processos reais hem complexos e portanto são-quase sempre inexatos. Por causa destas 
faltas de exatidão, o estudo de u;ma análise sobre pequenas modificações da funnulação 
do problema torna-se importante. Se u;ma modificação pequena de uma descrição 
aproximada afeta seriamente os resultados de uma análise, esta deve ser o centro de 
nosso interesse. Por outro lado, se as alterações encontradas são desprezíveis, a amostra 
é robusta com respeito às perturbações induzidas e nossa ignorância do modelo preciso 
poderia não causar dano. 
Se o modelo ajustado aos dados não apresentar uma boa descrição dos resultados que 
f<>ram observados, a utilização do modelo pode conduzir a inferências errôneas. Por esta 
razão é importante que se faça um estudo sobre robustez dos resultados obtidos, em 
termos dos vários aspectos que envolvem a fonnulação dos modelos, e as estimativas dos 
seus parâmetros, ou seja, fazer uma análise de diagnóstico, que consiste de métodos para 
avaliar o grau de sensibilidade das inferências a pequenas perturbações nos dados ou no 
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modelo proposto. 
Por exemplo, em um estudo de análise de regressão, freqüentemente o conjunto de dado& 
contém algumas observações extremas ou discrepantes em re~ ao restante dos dado&. 
Durante a construção de um modelo de regressão é importante examinar os pontos que 
estão. sendo usados, com o ~jetivo de determinar se existe algu:ns deles que esteja con-
trolando propriedades importantes no modelo. 
Se os pontos influentes detectados tivessem surgido como resultados da ocorrência de 
eventos não usuais (tais como registros incorretos dos dados, leitura errónea no levan-
tamento da informação, erros de medição ou de cálculo ou funcionamento inadequado 
de algum equipamento) então estes pontos devem ser corrigidos, se isto for possível, ou 
excluí-los do conjunto de dados. 
Por outro lado, pode não ter havido nada de errado durante a obtenção destes pontos, 
mas meslllô assim é importante descobrir se estes controlam propriedades importantes 
do modelo de regressão, já que a ooonência deste fato pode limitar o uso do modelo. 
Na análise de regressão com tm1a ou duas variáveis ex:p1anatórias é fácil identificar obser-
v-dÇÕesextremas por Hl€Ío-de di:agr-dH!.a de dispersão ou gráficos de resíduo.;, e estuda assim 
sua influéncia no ajuste do modelo. Mas, quando mais de duas variáveis~ 
estão envolvidas no. estudo de análise de regressão, a identificação de pontos extremos e 
a avaliação de sua influência por meio de métodos gráficos simples não são fáceis, sendo 
necessário empregar procedimentos especiais de detecção. 
Numa análise estatística é importante levar em consideração a estabilidade dos resulta-
dos obtidos e das inferências de um modo. geral, com re~a possíveis perturbaçOOs nos 
dados otl IID modelo estatístie&. 
As análises de resíduos são feitas para investigar pr~emas com o modelo ajustado, 
enquanto que uma análise de diagnóstico é feita assumindo o modelo como correto, e 
investigando-se a robustez das conclusões a pequenas perturbações nos dados. 
Os elementos do conjlmto de dado& que efetivamente controlam aspectos da -alise são 
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ditos influentes. Em particular, mna obse~é dita. imltrente se ela produzil" alter~ 
r~levan.tes r;u;," resultado" de análise quando r~ exduida, ou. su.hmeti<:h a uma pequena per-
Um dos" métodos" de diagnóstko empregado em modelos de regr~ utiliza a estr~gia 
da ~de casos, e OOBSiste em identiticar observaç(íes que imltrenciam, de maneil"a 
desmedida, um aspecto particula.r da análise. 
Dentre as medidas geralmente usadas em regr~ linear para detectar influência de ob-
servaçOO& sobre o modelo" ajustado, duas se destac&n:l: 
1. A distância D; sugerida por Cook (1977), conhecido como um dos ~ do 
estudo" de influência em modelos de regressão. A distância de Cook consiste em com-
parar o wlor ajustado para a variável resposta, quando a í-ésima observação é excluída 
da &Báli.se, com o valor ajustado~idocoosider.!mdoo ajuste com toda& a& observações. 
2. Os DF F IT Si, ~outras medidas de iBfurencia que usam a estratégia da exchlsãode 
casos; foram proposta por Belsley, Kuh e Wclsch (1980). 
Cook, Peíia e Weisberg (1988) comparam as duas medidas e mostram que as mesmas 
nãc;;" medem as mesmas coisas" e portanto podem se:r usadas CORjunta.mente. 
O problema de detecçOO de influência e avaliação <:h exc~ de a1,"'1:11naS observações 
na estim~ dos par~etros no" modelo de regressão têm sido investigado por muitos 
autores, dentre os quais citamos Cook (1979), Cook e Weisberg (1982), Johnson e Geisser 
(1982) "€ Polasek (1984). 
Uma ~" mais ger~ ·par& avatiar a inJkrencia de peq:aenas pertal'baçOOs noo mode-
los é proposta por Cook (1986), que se baseia na análise das curvaturas das seções 
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nnnnai&-00. gráfico de influência, nm vizinh;mça do. ponto. em que Q-~PQStulado 
e o -modelo- perturbaclo--ooineidem. Este método--é COB-àecido.-eomo- Método 4e l'R{tuêrwia 
LliXXd, que permite avaliar a inimência que peqoonas pertm~ podem exeroer -sabre 
-os~entes<lo-modelo, tai&-c0Paoestimativa.-dos-parâmetr-, e ORtr.os-r~tad.oo-4 
análise. Em particular, ométodo.p<opostopor Cook pennite avaliar ~feitO--da exclusão-
de alguma..-~naest~-doopar-âmetroo. 
~ método. p<~ -por Cook -pode -ser ~em mna grande variedade de -mede-
1=-estatistieos, daí a- ro€levâ.Rcia do. .seR -o€St~ Esta técmca -de diagBéstico tem sido-
estudada por muitos outros autores, dentre os quais citamos: Thomas e Cook (1990) que 
aplicam o método. de influência local para as. predições -nos modelo.s.lineare&-generaliza..-
dos, Paula(l996) faz uma extensão desse estudo para os modelos próprios de Oispersão, 
propostos por Jorgensen (1997), Leee Zhao (1996) consideram o método de influência 
loeal-- modelas lmeaFes gener~~o. as-covariávei&-sâo- -mediGas-oom-err-os, 
Lesaffre e Verbeke (1998) consideram o método no efeito do modelo linear misto e Lau-
rente Cook (1993) consideram a influência loea.l em um modelo de regressão não-linear, 
-enfatizando-a relação entr-e-o jacoffiaao--do ''lever-age" e a inflooncia loca! sabre os valor-es 
-do modelo-aj:Hsta.OO-. 
Kim (1995) generaliza o método de influência local para modelos de ~ 
multi=riada., coiJSidemndo somellte pe:ct;m~-de ponder-ação de casos para- todos os 
parâmetros de interesse, Fung e Tang (1997) consideram esquemas de perturba<,ão nas 
variáveis explicativas e nas variáveis de respostas, Kim ( 1996) investiga a influência -de 
cases sabre o estimador de máxima verossimiJhança dos parâmetroode tr~ 
em um modelo de regressão multivariado, .Ttancheng e Xizhi (1998) usa o método-sobre 
o modelo de Haza.:rd proporcional de Cox: e Galea, Paula -e Bolfarine (1997) aplicam o 
método no n:!O<:l.elo de regr-essão-linear elíptico. 
Na literatum existellte o método. de influência local 600-o ponto de vista ba:yesiano, por 
exemplo, Pan, Fang e Liski (1996) utilizam a aproximação de influência local bayesiana 
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para diagnosticar a adequação do modelo da curva de crescimento com estrutura de co-
variância simples de Rao. 
Lavine (1992) trabalhou em influência local de prognóstico em modelos lineares bayesianos 
com conjugadores a priori. 
Recentemente Zhao e Lee (1998) e Kwan e Fung (1998) aplicaram o método de influên-
cia local em modelos de equações simultâneas e em análise de fatores, respectivamente, 
sob as suposições de normalidade. No entanto nenhuma das técnicas anteriores tem sido 
desenvolvida para modelos de calibração comparativa. 
1.2 O Problema de Calibração Comparativa 
Calibração estatística é bastante importante em aplicações práticas de diversas áreas. 
Na física e na engenharia, tem despertado muito interesse na aferição de instrumentos de 
medição de grandezas físicas (como amperímetros, trenas, etc.). Na medicina, é muito 
importante para a calibração de instrumentos que são indicadores do estado de saúde in-
dividual (termômetros, medidores de pressão sanguínea, etc.). Na biologia e na química a 
técnica é aplicada para determinar concentrações de soluções e composições de materiais 
(através de fotômetros de chama, de cromatrógrafos, etc.). 
A calibração estatística é um processo pelo qual a escala de um instrumento de medição 
é determinada ou ajustada a partir de um experimento de calibração, conhecido na in-
ferência Bayesiana como experimento informativo. 
Em qualquer discussão sobre calibração é importante distinguir entre "calibração abs<r 
luta" e "calibração comparativa ". Williams (1969) enfatiza que o termo calibração na 
literatura é aplicado sem distinção aos dois tipos de problemas que são conceitualmente 
diferentes. Na calibração comparativa, pretende-se determinar a relação ente diversos 
testes ou instrumentos que fornecem medidas indiretas similares, não existindo, medidas 
padrões como referência. Um exemplo é a capacidade pulmonar humana, que pode ser 
5 
medida, por exemplo, por dois instrumentos, um mais tradicional, e outro mais moderno, 
portátil e de operação mais simples. Submetendo um grupo de indivíduos aos dois in-
strumentos, as medidas (ambas sujeitas a erros) dos dois aparelhos podem ser calibradas. 
Barnett (Hl69), Theobald e Mallison (1978) e Galea-Rojas (1995) discutem calibração 
comparativa. 
Na calibração absoluta, uma técnica para obtenção de medidas de forma rápida ou não 
padrão é calibrada por uma medida conhecida ou feita com erro experimental desprezível. 
O uso deste termo é o que está mais próximo do significado original da palavra calibração 
que, segundo Williams (1969), correspondia à medida do calibre (ou diâmetro interno) 
de um tubo. 
Neste trabalho, será examinada essencialmente a calibração comparativa. 
O problema da comparação de p instrumentos ou métodos de medição, quando cada um 
deles é usado para medir uma característica em um grupo comum de unidades experi-
mentais, é conhecido na literatura estatística como calibração comparativa. 
O termo método ou instrumento de medição refere-se às diferentes formas de medição de 
uma característica dada. O termo também pode ser aplicado quando a mesma forma de 
medição é feita por diferentes aparelhos ou diferentes operadores. Por exemplo, quando 
uma análise química é realizada em diferentes laboratórios, cada laboratório é identi-
ficado como um método ou instrumento de medição. Em alguns casos pode acontecer 
também, que os diferentes métodos sejam um mesmo instrumento avaliado em diferentes 
tempos. 
A necessidade de comparar instrumentos de medição que diferem em custo, velocidade 
ou outros fatores tem aparecido com freqüência em diversas áreas de conhecimento. 
Grubbs (1948, 1973), por exemplo, compara três cronômetros. Barnett (1969) dá um 
exemplo onde quatro combinações instrumento-operador, concebidas para medir a ca-
pacidade vital em um grupo de pacientes, são avaliados. Leurgans (1980) compara dois 
métodos para medir a concentração da glicose no san,.,oue. Vários outros exemplos, na 
área médica, são mencionados por Kelly (1984, 1985) e Kaaks et al. (1994). Já Jaech 
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(1985) dá vários exemplos na área industrial, Fuller (1987) apresenta exemplos na área 
da agricultura e Dunn (1992) dá aplicações em psicologia e educação. 
Suponhamos que dispomos de p (p > 2) instrumentos ou métodos de medição para 
medir uma característica ou resposta x num grupo de n unidades. Sejam 
xi: o verdadeiro valor da característica de interesse na unidade j. 
Y;i: medida fornecida pelo instrumento i para a característica da unidade j-ésima 
, i= 1, ... ,p, j = 1, ... ,n. 
Um modelo frequentemente adaptado na literatura (veja, Jaech, 1964, Cochran, 1968, 
Barnett, 1969 e Williams, 1969) para este tipo de situação: 
Y;i =a;+ (3;xi + e;i, i= 1, ... ,p, j = 1, ... , n, 
onde os erros aleatórios de medição e;j são não-correlacionados e para cada i -
1, ... ,p, e;h···,e;n são identicamente distribuídos com 
E(e;i)=O e Var(e;j)=af, i=1, ... ,p. 
Além disso os parâmetros a; e /3; representam 
a; : vício aditivo do instrumento i. 
f3;: vício multiplicativo do instrumento i, i= 1, ... ,p. 
Estes modelos correspondem a uma subclasse de modelos com erros nas variáveis (veja 
Fuller, 1987), logo podemos ter as versões estrutural e funcional do modelo de calibração 
comparativa. 
Em termos gerais, o problema de comparar instrumentos de medição, reduz-se a fazer 
inferências sobre os parâmetros do modelo. 
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1.3 Objetivo do Trabalho 
O objetivo deste trabalho é considerar um estudo de influência e diagnóstico no modelo es-
trutural normal de calibração comparativa, baseado no método proposto por Cook(1986). 
Para o desenvolvimento do método de diagnóstico no modelo de calibração comparativa 
consideramos a parametrização de análise de fatore; introduzida por Theobald e Mallison 
(1978). Assim, os objetivos específicos dffite trabalho podem ser resumidos como segne: 
1) Apresentar um estudo do método de influência local proposto por Cook(1986), 
baseado no modelo de regressão linear. Avaliar a influência de uma observação 
utilizando os resíduos ordinários e a função de verossimilhança. 
2) Apresentar um retudo de inferência sob o modelo de calibração comparativa, baseado 
na parametrização de análise de fatores do modelo. Obter a matriz de informação 
observada de Fisher, que será utilizada no dreenvolvimento do método de diagnós-
tico para o modelo de calibração comparativa. 
3) Aplicar o método de influência local proposto por Cook (1986) ao modelo de 
calibração comparativa, sob a parametrização de análise de fatore;; propor alguns 
esquemas de perturbações (ponderação de casos e perturbação na observação). 
1.4 Organização do Trabalho 
Este trabalho consta de 5 capítulos e 2 apêndice;. No capítulo 2 tratamos do problema de 
diagnóstico em modelos de regressão, com ênfase no método de influência local, através 
do afastamento pela verossimilhança (tradução livre de "likelihood displacement", Cook 
e Weisberg (1982)). 
O capítulo 3 está dedicado ao retudo do modelo de calibração comparativa para três 
instrumentos baseado no modelo proposto por Barnett (1969) e Williams (1969) a qual 
é apresentado como o modelo retrutural de regressão de calibração e o modelo estrutural 
de calibração de análise de fatores, proposto por Theobald e Mallison (1978). Utilizamos 
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este último modelo para achar a matriz de informação observada e esperada de Fisher. 
A estatística de Wald é proposta para testar hipóteses de interesse. 
No capítulo 4 discutimos diferentes esquemas de perturbação para o modelo de análise 
de fatores e apresentamos um estudo de influência local usando esse modelo. Também 
fazemos aplicações dos resultados obtidos a um conjunto de dados reais. 
O capítulo 5 está dedicado a nossas conclusões e alguns direcionamentos para estudos 
subseqüentes. 
Finalmente, nos apêndices resumimos alguns resultados da literatura utilizados na tese 
e também apresentamos teoremas, lemas e corolários usados para obter a matriz de 
informação e a estatística de Wald. 
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Capítulo 2 
Análise de Influência 
2.1 Introdução 
Neste capítulo apresentamos mn estudo do problema de diagnóstico no modelo de re-
gressão linear com especial atenção ao método de influência local proposto por Cook(1986). 
Tal método é baseado no uso da função de verossimilhança. 
O estudo de diagnóstico será baseado em análise de resíduos e a função de afastamento 
pela verossimilhança. Este último conceito é utilizado para desenvolver o método de 
influência local proposto por Cook (1986). 
2.2 Diagnóstico em Modelos de Regressão 
Considere o modelo de regressão linear definido por 
y =Xft+e, (2.1) 
onde Y = (Yi, ... , Ynf é um vetor aleatório, X= (x;J) é uma matriz n xp não aleatória 
depostomenorquen, p:5, n, /3= (/31 , ••• ,{3Pf é umvetordeparâmetros(deregressão) 
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desconhecidos e e= (t:1, ... , cnY é um vetor de erros aleatórios (não observáveis) tal que 
E(e)=O e Var(e)=a2In, 
onde In denota a matriz de identidade de ordem n. 
O estimador de mínimos quadrados do vetor de parâmetros f3 é dado pela solução do 
sistema de equações normais 
(2.2) 
Se a matriz X for de posto completo, isto é, posto( X)= p, então o estimador de mínimos 
quadrados do vetor f3 fica dado por 
(2.3) 
Se o posto da matriz X for de posto menor que p, isto é, posto(X) < p, a solução do 
sistema de equações normais não é única, e neste caso, substituímos (xrxr1 em (2.3) 
por uma inversa generalizada (g-inversa), com a qual são obtidos resultados análogos ao 
caso em que se tem posto completo (veja, por exemplo, Rao, 1973). No decorrer deste 
trabalho assumiremos que a matriz X é de posto completo e e ~ Nn (0, tT2ln). Assim 
utilizando as propriedades da distribuição normal 
Se Y denota o vetor de valores ajustados correspondente ao vetor de valores observados 
Y, então 
(2.4) 
onde H = X(XTX)-1 xr é a matriz de projeção ortogoual sobre o espaço vetorial gerado 
pelas colunas da matriz X. Na literatura, H é conhecida como matriz chapéu, uma vez 
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que transforma o vetor de valores observados Y no vetor Y de valores ajustados Weisberg 
(1985). 
O vetor de resíduos ordinários é dado por 
e= Y Y = (In- H)Y. 
Das propriedades da distribuição normal 
e 
Uma estimativa não viesada para a variância a2 é dada por 
T , 2 2 e e a =s =--
n-p 
e resíduos "studentizados" são obtidos por 
onde h11 , ••• , hnn são os elementos da diagonal principal da matriz H. 
Se denotamos as linhas da matriz X por xf, ... , x;, de (2.1) temos que 
j = l, ... ,n. 
Assim, o (í,j) -ésimo elemento de H é dado por 
i, j = 1, ... , n. 
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(2.5) 
Como ilustração, mostraremos um exemplo fictício, apresentado por Anscombe (1973) 
e Weisberg(1985), onde quatro conjuntos de dados (a,b,c,d) (Tabela 2.1) fornecem as 
mesmas estimativas de mínimos quadrados para os parâmetros da reta ajustada. 
Tabela 2.1: Dados Hipotéticos 
Nro. de a b c d 
Observações X y X y X y X y 
1 10 8,04 10 9,14 10 7,46 8 6,58 
2 8 6,95 8 8,14 8 6,77 8 5,76 
3 13 7,58 13 8,74 13 12,70 8 7,71 
4 9 8,81 9 8,77 9 7,11 8 8,84 
5 11 8,33 11 9,26 11 7,81 8 8,47 
6 14 9,96 14 8,10 14 8,84 8 7,04 
7 6 7,24 6 6,13 6 6,08 8 5,25 
8 4 4,26 4 3,10 4 5,39 8 12,50 
9 12 10,80 12 9,13 12 8,1.5 8 5,56 
10 7 4,82 7 7,26 7 6,42 8 7,91 
11 5 5,68 5 4,74 5 5,73 8 6,89 
Fonte: Anscombe (1973). 
Uma análise visual desses conjuntos de dados sugere comportamentos diferentes; no 
entanto, se assumirmos um relacionamento linear Y = {30 + (3 1X entre as variáveis X e 
Y, um ajuste por mínimos quadrados fornece as mesmas estimativas para os parâmetros 
,80 e (31 nos quatro c.asos, ou seja, Y = 3 + 0.5X , com uma estimativa comum do desvio 
padrão s = ~ e o coeficiente de de~ R2 = O, 67 . Com estes resultados 
tudo leva a crer que esse modelo de regressão linear é apropriado para os quatro casos. 
Uma análise gráfica utilizando diagramas de dispersão para as quatro situações mostra 
que o ajuste de um modelo de regressão linear simples não é adequado em todbs os 
casos apresentados, como se observa nos ~ <W f~a 2.1. Essa figura most~ o 
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Figura 2-1: Gráfico de dispersão e retas ajustadas 
diagrama de dispersão, para os quatro conjuntos de dados, assim como a correspondente 
reta ajustada. Analisando esses gráficos pode-se concluir: 
L Para o conjunto de dados (a) não há indícios de problemas de ajuste. 
2. Para o conjunto de dado (b), falta uma componente quadrática em X no modelo, 
ou seja, o modelo linear simples não é adequado. 
3. A terceira observação do conjunto (c) não está bem ajustada, havendo indícios de 
ser uma observação aberrante. 
4. As estimativas dos parâmetros para o conjunto de dados (d) são altamente influ-
enciadas pela oitava observação. 
No conjunto de dados (d) toda a informação da inclinação da linha de regressão 
reside na oitava observação. Se essa observação fosse excluída a inclinação não poderia ser 
estimada . No conjunto de dados (a), se alguma observação fosse desacreditada e excluída 
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do conjunto de dados, a análise com as observações restantes mostrariam os mesmos 
resultados. O que não aconteceria no conjunto de dados (d). Cada conjunto de dados 
b,c e d ilustra um efeito peculiar de uma forma extrema. Numa forma extrema menor 
tais efeitos são às vezes encontradas na análise estatística. Para o efeito do conjunto de 
dados (d), Anscombe (1973) mostra um exemplo. 
Os resultados da análise de variância são similares nos quatro conjunto de dados. 
Estas situações mostram a necessidade de se fazer uma análise minuciosa sobre vários 
aspectos do ajuste de um modelo de regressão. 
Sabemos que o estimador de mínimos quadrados é bastante sensível a : 
• Observações cujos resíduos ordinários são elevados, as quais são ditas pobremente 
ajustadas. 
• Pontos extremos no espaço gerado pela matriz de especificação do modelo Pregi-
bon(1981). 
Para o i-ésimo resíduo ordinário definido na equação (2.5), tem-se que V ar( e;)= 
tfl(l h;;), e Cook e Weisberg (1982, p.12) mostram que ~ ::;: h;; ::;: ~ , onde c 
representa o número de linhas na matriz X que são iguais a X[. Assim, quando 
h;; se aproxima de seu limite superior, tem-se que a V ar( e;) torna-se pequena, e 
portanto o resíduo e; fica próximo de seu valor esperado, que é zero. Com isto, 
segue-se que Y; "" Y;. Neste caso, sabe-se de antemão que a i-ésima observação 
deverá ter um resíduo pequeno, independente do valor observado para a variável 
resposta. 
A exposição acima pode também ser feita algebricamente, usando as propriedades da 
matriz chapéu. Basta lembrar que H só depende de X e que é uma matriz de projeção, 
sendo portanto, simétrica e idempotente. Assim temos que 
h;; - 2..:: h;jhji 
h;, - Lhfj 
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h;; h;;+ :L hfj· 
j:f:.i 
E daí segue-se que hii(1- h;;)= Li,.<i h'fi >O. Portanto, se o elemento h;; for próximo de 
1, os demais elementos de sua linha serão próximos de zero. Fazendo uma decomposição 
na expressão do valor ajustado, equação (2.4) Y, = h;iY; + L h;j Yj, vê-se que, se h;; é 
próximo a 1, o valor observado Y; irá influenciar fortemente a estimativa do próprio valor 
ajustado Y; . 
O elemento h;; é conhecido na literatura como leverage do i-ésimo caso, por representar 
o poder do impacto que mna observação Y; exerce sobre o próprio valor ajustado Y,. 
n 
Quando uma matriz X é de posto completo tem-se que L h;; = p. Baseado nisso, Hoaglin 
i=l 
e Welsch (1978) sugerem que sejam considerados pontos com alto leverage aquelas ob-
servações cujos h;; excedam o valor 2p/n. 
Com relação aos elementos que estão fora da diagonal principal da matriz H, eles trazem 
informação sobre a influência que dois casos exercem conjuntamente sobre o ajuste do 
modelo. Em particular, h;i pode ser interpretado como a influência que Y; exerce sobre 
Y;, e também a influência que Yj exerc-e sobre Y,. 
Pelo que vimos anteriormente, os elementos h11 , ..••• , hnn são úteis para detectar os pontos 
extremos e a influência exercida por cada observação sobre a respectiva predição. 
Atualmente tem-se várias medidas de diagnóstico para detectar observações que exercem 
influência sobre outros aspectos de ajuste, tais como estimativas dos parâmetros; em geral 
essas medidas combinam informações contidas tanto em h;; quanto no resíduo ordinário 
No que segue desta seção vamos considerar algumas medidas para avaliar a influência 
que uma observação exerce sobre as estimativas dos parâmetros. As medidas que vamos 
considerar são a distância de Cook, proposta por Cook (1977), a medida DFF1TS que 
foi proposta por Belsley, Kuh e Welsh (1980) e o afastamento pela verossimilhança, esta 
última medida foi considerada por Cook e Reiia (1988). Outras medidas de<l.iagnéjstico 
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podem ser encontradas por exemplo, em Chatterjee e Hadi (1988). 
2.2.1 A Distância de Cook 
Na análise de um modelo normal linear, quando a i-ésima observação é excluída do ajuste, 
a distância de Cook é definida como 
D, = (/3- j3(i))T(XTX)(/3- j3(i)) 
ps2 
(2.6) 
onde (i) significa que a estimativa do vetor f3 está sendo feita sem a i-ésima observação. 
Essa medida está baseada em elipsóides de confiança, e sua análise é feita geralmente 
através de um "index plot" . Os valores D; são comparados com o quantil da distribuição 
Fp,(n-p), em uma analogia com regiões de confiança. 
Usando álgebra matricial, podemos expressar a nova estimativa de {3 como fJ(i) = fJ -
l
j.H (XTX)-1x:; , e com esta relação a distância de Cook pode ainda ser escrita na forma 
" 
(2.7) 
onde s2 = eT e/(n- p). 
Da equação (2. 7) podemos observar que D; será grande quando o resíduo "Studentizado" 
t; = ( e,_")112 for grande e/ ou h;; for próximo de um. Nesse caso, dizemos que o ponto é ao s 1-hr.:t 
mesmo tempo aberrante e influente. Para uma observação com e; grande e h;; pequeno 
(próximo de 1/n), pode acontecer que D; não detecte esse ponto. Por essa razão, a 
distância de Cook pode não ser adequada em situações como essa. Esse problema não 
existe com a medida DFFITS;, que é definida a seguir. 
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2.2.2 Medida de DFFITS 
Esta medida pennite avaliar a influência de uma observação individual sobre a estimativa 




1/2 e, h;, 
S(i)(1- h;;)112 1 -h;; 
(2.8) 
onde s~i) é um estimador da variância a 2 , quando a i-ésima observação é excluída. 
A medida DFF1TS; é analisada graficamente para cada observação e deve-se colocar espe-
cial atenção para aquelas observações que tem a propriedade DF F IT S, :2: 2 J p/ ( n - p). 
As medidas D, e DFFITS, podem ser unificadas através do afastamento pela 
verossimilhança, como foi apontado por Cook, Peiía e Weisberg (1988). 
2.2.3 Afastamento pela Verossimilhança para uma Observação 
Outra maneira de avaliar a influência que uma observação exerce sobre a estimativa 
dos parânletros é utilizando a função de log-verossimilhança. Esta forma alternativa é 
proporcionada pelo afastamento da verossimilhança (distância), que foi denominada por 
Cook e Weisberg (1982) como "likelihood displacement". 
Seja 8 um vetor de parânletros p X 1 particionado como 
( 
T T)T 8 = 81,82 ' (2.9) 
onde 81 é P1 X 1 e 92 é p 2 x 1, p 1 P2 = 1, e seja l (9) = l (81 , 82) a função de log-
verossimilhança que fornece toda a informação que existe na amostra com respeito aos 
parânletros, desde que a escolha do modelo seja verdadeira. 
Em análise de influência freqüentemente desejamos comparar o EMV (Estimador de Máx-
ima Verossimilhança) õ de 8 utilizando todas as observações e o EMV e (i) = (e~ i)' e~ i)) T 
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obtido sem considerar a i-ésima observação. 
Um método geral para comparar Õ e Õ(i) é baseado no afastamento pela verossimilhança 
definido por 
LD, (e)= 2 [t (õ) -l (õ(i))]. (2.10) 
O uso da expressão em (2.10) fornece uma métrica fixa para comparar valores de LD 
para as diferentes observações. Outras medidas alternativas usando a função de log-
verossimilhança podem ser encontradas em Cook, Pena e Weisberg (1988). 
Se LD; (e) é grande, a i-ésima observação é chamada influente, pois a exclusão desta 
pode causar importantes mudanças nas conclusões. 
A medida fornecida pela relação em (2.10) pode ser interpretada em termos da região de 
confiança assintótica. 
onde xZI-<>, p) é o percentil superior de tamanho 1 - a da distribuição qui-quadrado com 
p graus de h'berdade (veja, Cox e Hinkley, 1974, cap. 9). 
Agora, seja e (li[,lif)T como em (2.9) e suponhamos que nosso interesse reside em el 
e portanto e2 representa um parâmetro secundário. Definimos a função implícita g (e I), 
tal que, para el fixado, a função L(ei,g(ei)) é maximizada. o afastamento pela 
verossimilhança para el, ignorando e2, é definido como sendo 
(2.11) 
A interpretação é similar à medida dada em (2.10 ). Esta medida de influência foi utilizada 
por Cook e Wang (1982) para desenvolver medidas para transfon:na.ções de parâmetros 
em modelos lineares. 
Os resultados apresentados acima serão aplicados ao modelo de regressão linear definido 
em (2.1), onde e = (/3T, a2)T = (ef, Bf) e a função de log-verossimillhança para e é 
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dada por 
l (9) = -~log27r- ~log.:?- (y- X/3f (y- X/3). 
2 2 2o-2 
Avaliando l ( 6) no EMV Õ = (13, êfl) , onde fJ= /:J e iP- = eT e/ n, obtemos 
(
-) n n _ (n- p) n 
l 9 = --log27r- -log{Tl --
2 2 n 2' 
e com a eliminação da i-ésima observação, i = 1, ... , n,o EMV de 9 é dado por 9(;) = 
(J3(i)' U{i)) , onde 
e 
-2 _o2 (n-p 1)_·2(n-p-ff) 
o-(i)-O(i) n-1 -<J n-1' (2.12) 
onde uz;) é o estimador de míniiDQS quadrados de u 2com a eliminação da i-ésima obser-
vação. Assim, avaliando em l (6), temos que 
(
- ) n n _2 n- 1 ( Y; - X{fJ(i) r l 9(i) = --log27r- -logo-(í)- --- _2 , 2 2 2 2o-(i) 
e após manipulações algébricas 
(
n(n-p-t2)) (n-l)(y;-xf{:J(í)r 
LD; (9) = nlog ' + 2 -L (n-l)(n-p) (i (n-p-t1) 
A expressão LD; (9) LD; ({3, .:?) é útil quando estamos interessados na estimação 
conjunta de {3 e o-2 , isto é LD; (9) é utilizado quando estamos interessados em analisar 
a influência da i - ésima observação na estimação conjunta dos parâmetros {3 e u 2 • 




e o valor de u 2 que ma:x:imiza l (/3 (i), u2) é dado por 
e 
s~pl (/3(i),u2) = -~log27r- ~logô(í3<,l)- ~­
wgo, de (2.12), (2.13) e (2. 7), temos que 
LD, ([j/u2) nlog e~~'l)) 
n-1u(i) ei 
( 
-2 2 ) 
- nlog -n- (fl + oo2 (1- h;i)2 
l (
n- p- 1 õ-(i) e~ ) 
-nog 2 + 2 n-p õ- (n-k)&2(1-h;;) 
_ niog(n-p-t'f + tf ) 
n-p (n-p)(1-h;;) 
~log (1 + t'f h;; ) 
2 (n- p) (1- h;;) 
- ~ log (1 + _P_Di) , 
2 n-p 
(2.13) 
onde D; é como em (2.7). Como LD;({j/u2)é uma função monótona de Di, então 
LD; ([j/u2) é equivalente à distància de Cook Di. 
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Observação 2.1: Seja 
2 
b. - e; . 1 ' - eT e (1 - h;;) ~ = ' ... , n. (2.14) 
Então, sob o modelo de regressão definido em (2.1), temos que 
( 
n p-1) b; ~Beta 1/2, 
2 
. 
Além disso, utilizando a definição de b;, (2.7) e fazendo operações algébricas obtemos que 
D-(n-p)b h;; 
' - p '(1 - h;;)' 
(2.15) 
(f! 2 
_jQ = s(i) = _n_ (1 - b·) 
.,.., 2 1 ,, a- s n-
(2.16) 
( 
b·h ) LD; (tVdl) = nlog 
1
.:_ ~i+ 1 
e 
LD; (,8, dl) = nlog (-n-) + nlog (1- b;) + (....!!i_b ) ( n-~ ) -1. 
n -1 1- ; 1- ·; 
Finalmente, se estamos interessados somente em dl, então de (2.11), temos que 
Além disso, podemos expressar os DF F IT Sl como 
DFFITSf = (n p-1) ( 1 ~ bJ ( 1 ~\J, 
22 
logo o afastamento da verossimilhança pode ser relacionado com a medida de DF F IT S; 
ao considerar a diferença de LD; (fJ, a-2) e LD; (u2/fJ), isto é 
LD; (fJ, a-2) - LD; ( a2 / fJ) = 
b; (n- 1) _
1 
_ nb;- 1 
(1 - b;) (1 - h;i) (1 - b;) 
- (n-1) h;; b; 




É importante observar que LD; (fJ,u2 ), LD; (fJ/a-2) e LD; (a-2 /fJ) são considerados 
sob o modelo normaL Os resultados acima podem ser estendidos para modelos lineares 
não-normais, como por exemplo o modelo linear t-student (veja por exemplo, Galea et 
al., 1997). Para finalizar esta seção, a seguir apresentamos um exemplo onde utilizamos 
as medidas LD; (fJ,u2), LD; (fJ/a-2) e LD; (a-2 /fJ) para identificar pontos influentes. 
Exemplo 1 
Para ilustração, consideramos os Dados do Clube de Saúde de Chatterjee e Hadi (1988, 
p. 128), que são apresentados na Tabela 2.2, consistindo de registros de saúde de 30 em-
pregados, membros regulares do clube de saúde de uma companhia. AB variáveis medidas 
sao: 
X 1 : Peso em libras. 
X 2 : Taxa do pulso por minuto . 
X 3 : Resistência de braços e pernas. 
X 4 : Tempo (em segondos) de uma corrida de 1/4 de milha 
Y : Tempo (em segundos) de uma corrida de uma milha. 
Na Tabela 2.3 apresentamos as medidas de influência baseadas nas funções de 
verossimilhança consideradas anteriormente e os correspondentes gráficos de influências 
dadas nas Figuras 2.2, 2.3 e 2.4. Observamos que na Figura 2.2 e 2.3 as observações de 
número 28 e 30 são mais influentes sob a função de verossimilhança e na Figura 2.4 as 
observações de número 8, 21 e 28 têm uma influência moderada sobre a estimação do 
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parâmetro embora a observação 30 seja a mais influente. 
Tabela 2.2: Dados de Clube de Saúde 
Nro. y x1 x2 x3 x4 Nro. 
1 481 217 67 260 91 16 
2 292 141 52 190 66 17 
3 338 152 58 203 68 18 
4 357 153 56 183 70 19 
5 396 180 66 170 77 20 
6 429 193 71 178 82 21 
7 345 162 65 160 74 22 
8 469 180 80 170 84 23 
9 425 205 77 188 83 24 
10 358 168 74 170 79 25 
11 393 232 65 220 72 26 
12 346 146 68 158 68 27 
13 279 173 51 243 56 28 
14 311 155 64 198 59 29 
15 401 212 66 220 77 30 
Fonte : Clratteijee e Hadi (1988, p. 128). 
X 1 : Peso em libras. 
X2 : Taxa do pulso por minuto. 

















X4 : Tempo (em segundos) de uma corrida de 1/4 de milha 


































Tabela 2.3: Medidas baseadas sobre a função de verossimilhança 
No LD;(/3/a-'l) LD;(f3,a2) LD;(a-2 //3) No LD;({3/a-2 ) LDi(/3, a-2) LD;(a-2//3) 
1 0,280 0,280 0,000 16 0,198 0,198 0,002 
2 0,073 0,076 0,004 17 0,676 0,732 0,022 
3 0,043 0,048 0,005 18 0,031 0,044 0,014 
4 0,032 0,038 0,007 19 0,017 
' 
0,024 0,007 
5 0,012 0,025 0,013 20 0,008 0,023 0,015 
6 0,005 0,020 0,016 21 0,441 0,586 0,103 
7 0,137 0,144 0,004 22 0,053 0,058 0,007 
8 1,030 1,304 0,148 23 1,026 1,044 0,000 
9 0,115 0,116 0,002 24 0,023 0,035 0,013 
10 0,301 0,334 0,021 25 0,201 0,26.3 0,049 
11 0,552 0,599 0,021 26 0,114 0,116 0,001 
12 0,038 0,045 0,007 27 0,136 0,1.37 0,002 
13 0,029 0,043 0,015 28 2,276 2,76.3 0,152 
14 0,154 0,154 0,001 29 0,243 0,247 0,001 





i5 1.00 .... 
• 0.50 
0.00 
o 10 20 30 40 
Observações 





2.00 .j_ 30 
i; I 1.50 +---· 
.,; • 15 1.00 .... 
• 0.50 • • 
i e • • • 
0.00 I • • e • •• "~- •• * •a~~ o 10 20 30 40 
Observações 






!I) -õ 0.20~----------~~---~ 
-i 
• 8 • 28 
0.10+--------~··~-----+ 
• 
o 10 20 30 40 
Observaçõel 
Figura 2-4: LD; ( s2 / [3) vs observações 
Exemplo 2 
Para ihL'!tratar os resultados obtidos anteriormente utilizaremos os dados 
apresentados ua seção 2.2. 
1) Para o conjunto de dados (a) a observação três se destaca do resto (veja, Tabela 2.4). 
A observação três e nove são mais iu:flueutes sob a função de verossimilhança quando 
nosso interesse é a estimação conjunta dos parâmetros fJ e (]'2 (veja, a coluna 4 da 
Tabela 2.4). A observação três é iu:fluente sob a função de verossimilhaça quando 
nosso interesse reside na estimação de (]'2 (veja coluna 5). 
2) Para o conjunto de dados (b) a observação 6 e 8 se destacam do resto (Tabela 2.5). 
3) Para o conjunto de dados (c) a observação três é iu:fluente. (veja, Tabela 2.6) 
4) Para o conjunto de dados ( d) a observação oito é iu:fluente baseada nas cinco me-
didas de iu:fluência consideradas. 
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Tabela 2.4: Medidas de influência para os dados (a) de Anscombe (1973). 
N• D; DFFITS; LD;(/3/cr) LD;({3,cr) LD;(cr //3) 
1 0,000 0,012 0,000 -0,544 -0,544 
2 0,000 -0,013 0,000 -0,544 -0,544 
3 0,490 -1,160 0,247 5,145 3,264 
4 0,063 0,360 0,033 0,394 0,250 
5 0,002 -0,052 0,001 -0,530 -0,533 
6 0,000 -0,020 0,000 -0,543 -0,544 
7 0,128 0,514 0,067 0,651 0,325 
8 0,125 -0,485 0,065 0,229 -0,130 
9 0,272 0,825 0,140 2,703 1,863 
10 0,156 -0,602 0,081 1,538 1,119 
11 0,004 0,087 0,002 -0,517 -0,527 
Tabela 2.5: Medidas de influência para os dados (b) de Anscombe (1973). 
No D, DFFITS; LD,(/3/cr) LD;(/3, a 2 ) LD;(cr //3) 
1 0,052 0,322 0,028 0,090 -0,017 
2 0,052 0,322 0,028 0,090 -0,017 
3 0,077 -0,380 0,040 -0,055 -0,234 
4 0,058 0,344 0,031 0,237 0,116 
5 0,031 0,242 0,017 -0,249 -0,313 
6 0,808 -1,528 0,394 7,786 4,285 
7 0,001 0,049 0,001 -0,535 -0,538 
8 0,808 -1,528 0,394 7,786 4,285 
9 0,001 0,049 0,001 -0,535 -0,538 
10 0,031 0,242 0,017 -0,249 -0,313 
11 0,077 -0,380 0,040 -0,055 -0,234 
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'Thbela 2.6: Medidas de influência para os dados (c) de Anscombe (1973). 
No D; DFFITS; LD,(/3/a-2) LD,(/3, u2 ) LD,( u2 / {3) 
1 0,012 -0,100 0,006 -0,415 -0,437 
2 0,002 -0,100 0,001 -0,522 -0,526 
3 1,393 10000 0,644 * * 
4 0,005 -0,100 0,003 -0,480 -0,490 
5 0,026 -0,200 0,014 -0,302 -0,354 
6 0,301 -0,800 0,154 1,423 0,531 
7 0,001 0,000 0,000 -0,541 -0,542 
8 0,034 0,200 0,018 -0,362 -0,448 
9 0,060 -0,300 0,031 -0,081 -0,211 
10 0,000 0,000 0,000 -0,542 -0,542 
11 0,007 0,100 0,004 -0,503 -0,518 
Tabela 2.7: Medidas de influência para os dados (d) de Anscombe (1973). 
No D; DFFITS; LD;({3/u2 ) LD;(/3, u 2) LD,(a-2 //3) 
1 0,007 -0,114 0,004 -0,466 -0,480 
2 0,062 -0,356 0,033 0,235 0,104 
3 0,020 0,194 0,011 -0,315 -0,355 
4 0,137 0,578 0,071 1,554 1,218 
5 0,087 0,433 0,046 0,622 0,429 
6 0,000 0,010 0,000 -0,544 -0,544 
7 0,124 -0,541 0,065 1,289 0,993 
8 * * * * * 
9 0,084 -0,423 0,044 0,568 0,383 
10 0,033 0,252 0,018 -0,155 -0,222 
11 0,000 -0,030 0,000 I -0,539 -0,540 
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2.3 Afastamento pela Verossimilhança no Caso Geral 
Nesta seção vamos apresentar uma maneira mais geral para avaliar perturbação nas ob-
servações e/ou no modelo. 
Para um conjunto de dados observados, seja l (8) a função de log-verossimilhança do 
modelo postulado (o modelo assumido correto), onde 8 é um vetor de parâmetros p x 1 
e seja w um vetor de perturbações q x 1 assumindo valores em um subconjunto aberto 
n ç Rq. Denotaremos por l (8 /w) a função de log-verossimilhança do modelo pertur-
bado. Assumiremos que a função de log-verossimilhança do modelo perturbado l ( 8/ w) 
é duas vezes diferenciável em (8r,wrf, e que o modelo postulado está encaixado no 
modelo perturbado, isto é, existe Wo E S1 tal que l(8/wo) = l(8), V8 E 9 Ç W. Se 
p e q (dimensão de w) são pequenos, é suficiente comparar l ( 8) e l ( 8/ w) graficamente 
para vários valores de w em n. Em situações mais gerais o problema é mais complexo. 
É importante observar que em geral, a dimensão q (do vetor de perturbação) está rela-
cionada com a dimensão do vetor 8 ou com o tamanho da amostra. Como ilustração 
vamos considerar o problema da influência de uma determinada observação, que foi es-
tudada nas seções anteriores. Considere o modelo de regressão linear definido em (2.1), 
com função de log-verossimilhança dada por 
n ( 1 ~ 2 
l (8) = -2log 2r.a-2) - 2a-2 ~ (Yi - xf !3) , 
j=l 
onde 8 = (,BT, a-2)T. O esquema de perturbação correspondente à exclusão da i-ésima 
observação é obtido ao considerar w = w;, w; > O e a função de log-verossimilhança 
l (8/w) é dada por 
l (8/w) = l1 (8) + ... + li-1 (8) + W;li (8) +li+! (8) + ... + ln (8), 
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onde w, .......--. O e 
Neste caso, o vetor Wo é dado por Wo = 1, l (8/wo) = l (8) e w E n ç R. 
Para o problema de exclusão da í-ésima observação considerado acima, comparamos 
Õ e Õ(i) utilizando a distância LD, (veja seção 2.2.3). O estimador 8(i) obtido ao 
considerar a exclusão da i-ésima observação sob a perturbação w = w; com w; -> O 
- -
pode ser denotado por 8w = 8(i), ou seja comparamos 8 e 8w utilizando a função de 
log-verossimilhança. 
Em geral, se 8 é o EMV sob o modelo postulado e 8w o EMV sob o modelo per-
turbado, nosso objetivo é comparar Õ e Õw, quando w varia em Q . Se a distância entre 
eles permanece "pequena" quando w varia em n, é uma indicação que existe uma es-
tabilidade do modelo ajustado no que diz respeito ao esquema particular de perturbação 
utilizado, e portanto ao correspondente aspecto da análise que está sendo monitorado. 
- -A diferença entre 8 e 8w pode depender da forma de l (8). Se l (8) é suficientemente 
horizontal, podemos dizer que 8 e 8w são bem "próximos", embora se l (8) é suficiente-
- -mente concentrado em torno de 8, então 8 e 8w podem aparecer muito distantes, veja 
Figura 2.5. 
•· (e) 
Figura 2-5: ilustração esquemática do afastamento pela verossimilhança 
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Assim, a comparação direta de Õ e Õw pode não ser simples, devido a diversos fatores 
tais como diferença de escala, unidade de medida, erros de medição, etc. Uma proposta 
para comparar e e Õw é sugerida por Cook (1986) e consiste no uso da função 
que é denominada afastamento pela verossimilhança, e é uma generalização do afasta-
mento pela verossimilhança LDi definido em 2.10. Desta forma, a distância entre e e 
Õw pode ser avaliado utilizando a função LD. Se l (8) tiver um grande achatamento, 
então podemos julgar que Õ e Õw estão próximos entre si. Por outro lado, se l (e) for 
~ - -
suficientemente concentrada em torno de e, então ew deverá ficar distante de e. 
Como Õ é o EMV para e no modelo não perturbado, segue-se que LD (w) ;=:: O para 
w E f!. Além disso, como LD (w0 ) O, podemos concluir que w0 é um ponto de 
mínimo local da função LD (w). Uma análise sobre o comportamento geométrico da 
função LD ( w ), quando w varia em O, pode fornecer informações de características rele-
vantes ao modelo sob investigação; por exemplo, se os valores de LD (w), para diferentes 
valores de w E O, são "bem" próximos, isto indica que existe estabilidade no modelo 
ajustado sob a perturbação considerada. Por esta razão, antes de fazer um estudo da 
função LD (w), w E Q, é importante que o esquema de perturbação seja bem definido 
de modo que responda a questões previamente estabelecidas. 
A definição de LD ( w) pode ser interpretada em termos da região de confiança assintótica 
para e 
onde X~l-a,p) é o percentil superior de tamanho 1- a da distribuição qui-quadrado com 
p graus de liberdade veja por exemplo, Cox e Hinkley (1974, capítulo 9). 
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2.3.1 Alguns Tipos de Perturbações 
Na literatura estatística não há uma definição clara de perturbação. Segundo Billor e 
Loynes (1993), perturbação é qualquer arranjo da mudança da suposição do modelo ou 
dados perturbados para constatar alguma mudança substancial que ocorre nos resultados 
da análise. Também mencionam que pode-se perturbar o modelo ou os dados. 
Alguns esquemas de perturbações mais comuns considerados na literatura são: 
Ponderação de Casos: A função de log-verossimilhança perturbada tem a forma 
n n 
l (Ojw) = I:Wjlogf (yj;O) = Lwili (O), 
j=l j=l 
onde w (w1, ... ,wn)T pertence a um subconjunto aberto em Rn, com w; >O, z = 
1, ... , n. 
Com este tipo de perturbação, deseja-se avaliar se a contribuição das observações com 
ponderações diferentes afeta na estimação do parâmetro e. Segundo Cook (1987), a per-
turbação de ponderação de casos é talvez o método mais comum usado em investigações 
para avaliar influência em uma modificação pequena de um modelo. 
Consideremos o modelo postulado como sendo o modelo de regressão linear definido em 
(2.1). Então, sob normalidade, a função de log-verossimilhança sob o modelo perturbado 
é dada por 
onde, w = (w!, ... ,wnf e W; representa a ponderação fixa para o í-ésimo caso. Quando 
w = w0= (1, ... , 1f, o modelo perturbado se reduz ao modelo postulado, isto é, l (O) = 
l (0/w). 
Diagnóstico popular baseado sob exclusão de casos, dá uma aplicação do esquema de pon-
deração de casos. Por exemplo, para comparar resultados baseados nos dados completos 
com esses baseados sob dados sem o i-ésimo caso. Kim (1995) e Fung e Tang (1997) tam-
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bém estudaram influência local em regressão multivar:iada Kim (1995) investiga somente 
o esquema de perturbação de ponderação de ca<lOS para todos os parâmetros de interesse, 
embora Fung e Tang (1997), além disso investiguem subconjuntos dos parâmetros de 
interesse e casos individuais. 
Perturbação dos Dados: Billor e Loynes (1993) consideram que os tipos de per-
turbação possíveis podem depender do modelo. Em regressão linear normal pode-se 
perturbar a matriz de variáveis explanatórias e o vetor resposta. Há duas razões para 
considerar perturbação dos dados: a existência de medidas com erros de medição e a 
existência de "outliers "(em uma proporção relativamente pequena dos dados). 
Cook (1987) considera perturbação dos valores da p-ésima variável explanatória, e desta 
forma o modelo perturbado passa a ser 
Y =[X+ (O,w)],B+e, 
onde e ~ Nn(O, cf!In) e w é um vetor n x 1 de perturbações. Esse tipo de esquema de 
perturbação é muitas vezes proveitoso para detectar "outliers" nas colunas de X, ou para 
avaliar influência devido à colinearidade. (veja também, Fung e Tang, 1997). Neste caso 
w0 = (O, ... ,of. 
Perturbação na Resposta: Em geral este tipo de perturbação é obtido ao substi-
tuir a variável resposta Yj por uma função de Yj e w, w E n. Em regressão linear, o 
esquema de perturbação considerado é dado por 
Yj(w) = Yj+ uwj, j = l, ... ,n, 
onde (; é o EMV de O" e O" o desvio padrão de Yj. 
Em análise de sobrevivência, Escobar e Meeker (1992) consideram perturbações no vetor 
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de respostas para o j-ésimo caso, que é dado por 
}j+ói = }j+&wi, j = l, ... ,n, se Wj E [-1,0) U (0,1] 
}j (w) = 
e neste caso Wo = (0, ... ,o f. Emerson, Hoaglin e Kempthorne (1984) também usam 
perturbações na resposta para estudar "leverage" em um modelo não-linear para uma 
tabela de duas clasificações. 
Pelo exposto acima, os esquemas de perturbações, sem considerar a ponderação de ca-
sos, podem ser classificados em dois grandes grupos: perturbação no modelo (estudar 
as modificações das suposições) e perturbação nos dados. Essencialmente o esquema de 
perturbação a ser considerado deve ser formulado de modo que responda a questões pre-
viamente estabelecidas pelo pesquisador. Por exemplo, alguns esquemas de perturbação 
podem envolver a correlação dos elementos do vetor de erros e, o vetor de respostas, 
parâmetros a priori em análise bayesiana baseada no modelo de regressão linear (veja, 
por exemplo Lavine, 1992). 
2.4 Influência Local 
A idéia de influência local foi introduzida por Cook (1986) e consiste em investigar o 
comportamento da função de afastamento pela verossimilhança LD (w) em uma 
vizinhança de Wo, que é o ponto onde as duas funções de log-verossimilhanças são iguais, 
isto é, l(9) = l(9/w). 
Note que o gráfico da função LD(w), w E f!, pode ser representado pela superfície 
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geométrica ( q + 1) -dimensional formado pelos valores do vetor 
a(w) = ( w ) , 
LD(w) 
quando w varia em O. No contexto estatístico essa superficie é chamada de gráfico de 
influéncia, pois o gráfico da função LD ( w) , w E O mostra a influéncia do esquema de 
perturbação veja Cook (1986) e Cook (1987). 
O estudo de influéncia local consiste em amllisar como a superfície a ( w) = ( wT, LD ( w)) T 
desvia-se de seu plano tangente em w0 • Essa análise pode ser feita estudando-se as cur-
vaturas das seções normais da superfície a ( w) em w0 , que são intersecções de a ( w) com 
o plano contendo o vetor normal a seu plano tangente em w0 . 
Se a classe de todas as seções normais da superfície a ( w) em w0 tiverem curvatura nor-
mal "próxima" de zero, isto é, as seções normais são ''próximas" a uma linha reta em 
torno de w0 , então LD ( w) é "próximo" de zero em torno de w0 , o que indica que existe 
uma estabilidade do modelo ajustado sob o particular esquema de perturbação que está 
sendo considerado. Por outro lado, se existir uma seção normal com curvatura em módulo 
não "próximo" de zero, então nessa direção vamos ter maior oscilação da função LD ( w) 
e portanto, sob essa seção normal, vamos ter maior influência do particular esquema de 
perturbação. Se projetarmos perpendicularmente esta seção normal sobre o plano Rq, 
vamos obter um vetor dE Rq tal que a reta w0 +td, tE R e a seção normal pertencem 
ao mesmo plano e portanto será equivalente considerar uma seção normal a a ( w) em w0 
com um vetor d E Rq para indicar a direção onde existe maior ou menor influência em 
torno de Wo-
Consideremos uma direção arbitrária d em Rq (sem perda de generalidade, vamos con-
siderar o vetor dcomo sendo um vetor unitário, lldll = 1) e uma linha reta em n, 
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passando por Wo na mesma direção de d. Essa reta é dada por 
w(t) =w0 +td, tE R. 
Calculando-se LD ( w ( t)) com t E R, podemos obter uma linha levantada (tradução livre 
de lifted line) sobre a superfície a ( w) (que é equivalente a considerar uma seção normal 
da superfície a ( w) em w0). Essa linha levantada é essencialmente a curva plana dada 
pela parametrização 
e pode ser vista como o conjunto dos pontos de a(w) qne são comuns ao plano gerado 
pelos vetores bq+l e (dT,O)T, onde bq+l é um vetor qne tem o valor 1 na coordenada 
q + 1 e zero nas demais coordenadas. 
Na figura (2.6) apresentamos um exemplo de um gráfico de influência; os dados con-
siderados são os dados de Weisberg (1985), que apresenta dados de absorção de éter em 
fígados de ratos. 
Descrição dos dados 
Consideremos os dados de Weisberg (1985). Um ex:perimento foi conduzido para inves-
tigar a quantidade de uma droga particular apresentada no fígado de um rato. 19 ratos 
foram aleatoriamente selecionados e pesados sob o efeito anestésico do éter administrado 
por via oral. Ainda que fígados grandes absorvam mais de uma dada dose do que fígados 
pequenos, a dose atual que recebe um animal foi aproximadamente determinada como 
40mg da droga por kilograma do peso de corporal ( X 1). Depois de um determinado tempo 
cada rato foi sacrificado. O peso do fígado (X2 ) e a porcentagem da dose no fígado (Y) 
foram determinados. Em resumo, o conjunto de dados consiste de 19 casos e 4 variáveis 
explanatórias, Xo :constante, X 1 : peso do corpo, X 2 : peso do fígado, X3 : dose relativa 
e a variável resposta Y : porcentagem da dose no fígado. A Tabela 2.4 mostra o conjunto 
de dados. O modelo postulado considerado é o modelo (2.1) e o modelo perturbado é 
definido por 
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Y =[X (O,w)],B+s, 
onde s ~ Nn (0, o-2I,.), O é uma matriz 19 X 3 e w = (w1, O, W3, O, ... , O)T é um vetor 19 X 1 
de perturbações, construído adicionando as perturbações w, às doses para os casos 1 e 
3. Para esses casos, as perturbações são construídas para ficar no intervalo ( -0.04, 0.04). 
As doses reportadas para caso 1 e 3 são 0.88 e LO, respectivamente (ver, Tabela 2.8) e 
desta forma as perturbações induzidas são relativamente pequenas. A Figura 2.6 mostra 
o exemplo de gráfico de influência de LD ( w) vs w, quando w varia em f!, para esse 
caso, onde o espaço de perturbações é n = ( -0, 04, O, 04) X ( -0, 04, o, 04) ç R 2 . Nessa 
figura podemos ver um plano gerado pela direção d = ( -0, 44, O, 99f . Este vetor 
fornece a curva plana em destaque, que é a linha projetada. Esse exemplo é discutido 
em Cook(1987). 
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Thbela 2.8: Absorção de éter pelo fígado de ratos (Weisberg 1985, p. 122) 
No X 1 : Peso do corpo X2 :Peso do fígado x3: Dose Y: % dose no fígado 
1 176 6,50 0,88 0,42 
2 176 9,50 0,88 0,25 
3 190 9,00 1,00 0,56 
4 176 8,90 0,88 0,23 
5 200 7,20 1,00 0,23 
6 167 8,90 0,83 0,32 
7 188 8,00 0,94 0,37 
8 195 10,00 0,98 0,41 
9 176 8,00 0,88 0,33 
10 165 7,90 0,84 0,38 
11 158 6,90 0,80 0,27 
12 148 7,30 0,74 0,36 
13 149 5,20 0,75 0,21 
14 163 8,40 0,81 0,28 
15 170 7,20 0,85 0,34 
16 186 6,80 0,94 0,28 
17 146 7,30 0,73 0,30 
18 181 9,00 0,90 0,37 
19 149 6,40 0,75 0,46 
Para fazer o gráfico de influência LD (w), w E n precisamos obter os estimadores de 
máxima verossimilliança f3 e f3w sob os modelos postulado e perturbado, respectivamente. 




z (13) =-; log(21rif!)- 2~2 (y- xf3f(y- xf3), 
onde .8= (xrxrl XTY. 
Seja Y = Xw/3 +e o modelo perturbado, onde X,., = X + (0, w) . Então a função de 
log-verossimilhança sob o modelo perturbado é definida por 
n 1 r 
l (/3/w) = --log(21ro-'l)- -
2
(y- Xw/3) (y- Xw/3), 
2 20" 
e o EMV de f3 sob o modelo perturbado é dado por 
As.'lim, fazendo Yw =X f3w, temos que 
LD(w)- 2[z(.B)-z(.Bw)] 
- :2 (1/v- Ywll 2 -llv- v1n · 
Para o ex:emplo considerado aqui, desenharemos o gráfico LD (w) vs w (veja Figura 2.6). 
No que segue desta seção, vamos apresentar os principais resultados do método de influên-
cia proposto por Cook (1986). Sera importante supor que para um conjunto de dados 
~ 
observados a matriz de informação de Fisher avaliada em (} =6 é definida positiva. 
Lembremos que a linha levantada consiste da curva plana 
p(t) = (p1 (t),p2 (tW = (t,LD(w(t))), 
onde w (t) = w 0 + td, tE RedE Rq. Sera importante supor que para um conjunto de 
~ 
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Figura 2-6: Gráfico de influência em R
3 
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Assim, a curvatura normal da curva p (t) no ponto p (O) na direção dE R• é dada por 
(2.17) 
avaliada em w 0 , (veja por exemplo, Stoker, 1969, p. 26). Sob a suposição de que a função 
de log-verossimilhança perturbada [ ( 8/ W) é duas vezes diferenciável em ( (JT, wT) T, e 
portanto p ( t) = [ t, LD { w ( t)} r é também duas vezes diferenciável, então vamos ter 
os seguintes resultados: 
ii) ,!w (t) = ~ (w0 +td) = d e ,!~w (t) =O: 
iii) Pela regra da cadeia (veja apéndice A) e (ii) 
d dwT 8LD(w) 
dtLD{w(t)} - -X dt fJw 
- dT [!LD(w)] 
Número 
- [~TLD(w)] d 
iv) p2 (O)= ;,LD{w(t)}lt=O = (Lf,LD(w)fd)lw=wo = O,umavezquewoéo 
ponto mínimo local da função LD. 
Substituindo essas derivadas na equação (2.17) tem-se que 
cd - jii2/ 
- /LD{w(t)}/lt=O· 
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Usando a regra da cadeia (veja Apêndice A, propriedade A2), segue-se que 
•• ál d(d ) LD{w(t)} - dt2 LD(w(t)) = dt dtLD(w(t)) , por definição 
- d [ r a ] dt d 8wLD(w(t)) , por íií) 
- :t [ (!LD(w(t))r d] 
- ! [a:rLD(w(t))d] 
- ! [a:rLD(w(t))] d 
- a..,r a ( a ) dJ:·aw ()wTLD(w) d, regra da cadeia 
dr&2LD{w(t)}d por íí). - 8wawT ' 
Quando essa derivada de segunda ordem é avaliada em t = O, obtém-se a curvatura 
normal 
(2.18) 
Mas, pela definição de afastamento pela verossimilhança, 
e portanto, a curvatura normal fica dada por 
-onde F é uma matri2 quadrada de dimensão q x q, cujos elementos são dados pelas 
derivadas aw~aw_, l (8..,), avaliadas em w = w0_ 
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•• 
Os elementos (r, s) da matriz F podem ser obtidos através da regra da cadeia, a saber 
- âw~w.l (ew) lw=o Frs -
- c! r { c!.z (ew)} lw=wo 
- c!r [ {Ô~w l (8w) r~~ lw=wo l' regra da cadeia 
- [c!r {a::l (ew)} ~~ ]lw=wo + 
[ { ô ::l (ew)} a: r ( ~::) ]lw=wo ' derivada do produto 
l{ r -r -fP - Ô 8w Ô 8w - _ -Tl (8w) ÔW a lw=wo + Ô8 Ô8 r Ws w w 
{ } ~ Ô - fP 8w + -Tl (8w) âw âw lw=wo regra da cadeia Ô8 r s w 
- [ (~~)r { ô B~ô e:l (ew)} ~~ llw=o 
{ 8l (6.) iP •• } (2.19) + -T Ô ÔW lw=o ' Ô 8 Wr s w 
(',orno, por hipótffie, l (8 /w0 ) = l (8), para todo 8 E RP, tem-se Ôw0 = Ô, e portanto 
já que é o ponto de máximo da função de log-verossimilhança, tanto no modelo postulado 
l (8), quanto no modelo perturbado l (8,w0 ). Com isso, a segunda parcela da derivada 
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F r., da equação (2.19), é nula. Portanto 
Em notação matricial, podemos escrever 
- .. F=JTLJ, (2.20) 
00 
(- ) T 8(JT onde F= Frs , J = 7;': e 
•• lf'z(tq 
L= _ _7. avaliada." em w = w0 • A fim de obtermos 
00wô8w 
uma expressão para a matriz J, vamos usar o fato de que 8 w é um ponto de máximo 
local da log-verossimilhança perturbada l (8 /W). Assim, para cada w E 0, 
O primeiro membro dessa expressão é uma função das q variáveis . Já o segundo membro 
dessa expressão é uma função constante, a função identicamente nula. Vamos agora 
derivar os dois membros da equação (2.19), com relação a w, e em seguida avaliar a 
derivada no ponto w0 • Derivando o primeiro membro obtemos : 
Observe que 
fPZ (e., / w) 
~ [w=wo -
Ô 8., {)()T 
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Assim, de (2.21) e dos resultados acima 
onde J e L são como em (2.20) e f:.T = iPl(B/j') -,ou seja JT = -~T L . I 
.. -1 
ôw&8 w=wo,6=8 .. 
Agora, substituindo as expressões em F obtemos: 
com isto, a curvatura normal da superfície a ( w ), na direção de um vetor unitário d, fica 
dada por 
(2.21) 
A curvatura normal Cd da superfície de afastamento pela verossimilhança, a ( w) , na di-
reção d é sugerida para medir a sensibilidade da análise. Valores grandes de Cd indicam 
sensibilidade para as perturbações introduzidas na direção d. A curvatura máxima, que 
denotamos por Cmru" quando d varia, na direção correspondente dmax de uma linha pr<r 
jetada na direção dmax ,isto é, LD (wo + tdmax) versus t, é uma quantidade importante 
no método de diagnóstico do método de influência local proposto por Cook 
(1986). Valores grandes de Cmax indicam influência local notáveL Um valor grande de 
C= é melhor determinado por experiência, por exemplo, o valor Cmax 2 parece ser 
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um proveitoso guia quando usamos perturbação de ponderação de casos em regressão 
linear. (veja, por exemplo, Cook, 1987). 
Com a equação (2.21) podemos avaliar a influência que pequenas perturbações podem 
exercer sobre os componentes do modelo, tais como estimativas dos parâmetros, e outros 
resultados da análise. Interesse particular está na direção que produz a maior influência 
locaL Essa direção dmax é o autovetor normalizado correspondente ao maior autovalor 
.. ..-1 
C= da matriz F= tlT L ti. Com o vetor dmax identificamos os fatores mais 
influentes para o esquema de perturbação em análise. 
Suponhamos agora uma partição (J = ( 8f, e;( , onde 81 é de dimensão P:t X 1 e 82 é de 
dimensão P2 X 1, com Pl + P2 = p, e suponhamos que nosso interesse reside em 8f. Nesse 
caso, o gráfico de influência é 




comg: RP1 -+R"" uma função implicita tal que, para 81 fixado, a função l {81 ,g (81)} 
é maximi7ada e representa a log-verossimilhança perfilada para 8 1. O estimador lhw é 
~T (~T ~T) 
determinado a partir de 8 w = 81w• 82w · 
Consideremos a partição 
onde (-L) é a matriz observada de informação de Fisher, no modelo postulado. A 
curvatura normal da superfície a 8 (w) na direção de um vetor unitário d é a expressão 
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onde 
B22 =(0 O )· 
o L2i 
Deve-se dar atenção à direção dmax, que produz a maior influência local, a qual pode ser 
calculada a partir da equação (2.22), e que é dada pelo autovetor normalizado correspon-
dente ao maior autovalor da matriz ~(L -I - B 22) . 
Diversas aplicações e resultados adicionais sobre o método de influência local podem ser 
encontrados em Lawrence (1988), Thomas e Cook (1989,1990), Paula (1993, 1995,1996), 
Galea, Paula e Bolfarine (1997), entre outros. 
2.4.1 Aplicação 
Ponderação de casos: 
Seja w = (w1, ... ,wnf o vetor n x 1 de perturbação de ponderação de casos para o 
modelo de regressão linear definido em (2.1), com 0"2 conhecido. Na seção 2.2.3, a função 
de log-verossimilhança para o modelo de regressão linear é dada por 
(2.23) 
j=l 
n -• n T 
- -2log27ro-- 20"2 (y-X/3) (y-X/3)' 
onde 
li (ft) = -~log27r~- 2~2 (Yi-xJf3) 2 • (2.24) 
A função de log-verossimilhança. do modelo perturbado é dada por 
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onde Wj e YJ são o j ésimo componente de w e Y, respectivamente, e xJ é a j-ésima 
linha de X. Derivando a expressão em (2.25) com respeito a fJ temos que, 
8l(f3/w) 1 ~ r 
a{3 = IJ2 L,WJ (YJ- Xj /3) Xj-
j=l 
Derivando a expressão anterior com respeito a w obtemos que 
1 
IJ2 
(Yn - xf /3) X~ 
avaliando a expressão ant<>.rior em f3 = fJ, temos que 
_ fPl ({3/w) I = ~ 
8w8{3T f3=í3 tJ2 
1 
= tJ2 D(e)X, 
xff3):x:J) 
onde e = ( e1, ... , en f é o vetor de resíduos ordinários e D (e) = diag ( e1 , ... , en) . Assim 
a=~XTD(e). 
Matriz Observada de Informação de Fisher 
Seja l ({3) a fun(,ão de log-verossimilhança definida em (2.23). Então a matriz de derivadas 
parciais de segunda ordem com respeito a f3 é dada por, 
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a(3 :(3 (- 2~2 (y - X(3)T (y - X(3)) 
_ __1 _!!_ (y _ Xf3f x a (y- Xf3f (y- X(3) 
2a-2 a(3 a (y - XB) 
1 
- 2a-2XT X 2 (y- X(3) 
1 T - 2 x (y - Xf3) . O" 
~ (a~;:)) _ :(3 ( : 2 (y-Xf3)T X) = a-~a(3 (r -(3TXT) X 
- -~ (xrx). 
O" 
L (í3) =- : 2 xrx 




2 WD(e)HD(e)d!, O" 
(2.27) 
(2.28) 
onde H= X (xrx)-1 xr e lldll = l.Observe-se que a curvatura depende dos resíduos 
ordinarios, da matriz chapéu e da direção. 
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llustração Numérica 
A seguir, apresentamos uma ilustração numérica da metodologia proposta, considerando 
um conjunto de dados tomados de Weisberg (1985), relativos a um estudo de mn método 
de pesquisa aérea para estimar o número de gansos brancos. Para obter a estimativa, um 
avião pequeno voa sobre a área do habitat dos gansos e quando um bando de gansos é 
visualizado, uma pessoa com experiência estima o número de gansos. 
Para investigar a confiabilidade deste método de contagem, um experimento foi con-
duzido, considerando um avião, com dois observadores, voando sobre n = 45 bandos, e 
cada observador de forma independente estima o número de aves em cada bando. Uma 
fotografia do bando é tomada para obter-se uma contagem exata do número de aves. 
Seja Y: verdadeiro tamanho do bando (coleção de gansos) que foi obtido por contagem 
de fotografia aérea. (foto por satélite) e X :tamanho do bando estimado visualmente 
para uma amostra de n = 45 bandos de gansos brancos, estimado pelo primeiro obser-
vador. Considerando o modelo de regressão linear mostramos na Figura 2. 7 um gráfico 
de X vs Y, onde pode-se observar uma forte evidência de heterocedasticidade. Portanto, 
pode-se esperar que os coeficientes das linhas ajustadas poderiam ser sensíveis à menor 
modificação em perturbação de ponderação de casos. 
Utilizando a metodologia de Cook (1986), sob o esquema de perturbação de ponderação 
de casos, encontramos que Cmax = 14.37 calculada de (2.28) com <?- = ã2 (EMV), 
indica sensibilidade local extrema. Os elementos do autovetor dmax correspondente ao 
maior autovalor de .6_T (E) -l .6. são grandes para as observações 28, 29 e 41. A Figura 
2.8 mostra um gráfico de dmax vs X. Observa-se claramente que dmax está respondendo 
à essencial heterocedasticidade nos dados. Geralmente, tais inspeções de dmax podem 
proporcionar informação de diagnóstico proveitoso que pode ser usado para guia de sub-
sequêntes análises e experimentação futura. Para esses dados apresentados anteriormente 
há uma forte relação entre os resíduos ordinarios e, a regressão linear sinlple de Y sobre 
X e os elementos de dmax. Por exemplo, um gráfico (não mostrado) dos elementos em 
valor absoluto de dmax vs e mostra um padrão muito forte em forma de U. Os casos 
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com residuais em valor absoluto grandes tiendem a ser enfatizados por dmax, enquanto 
casos com residuais em valor absoluto pequenos são desenfatizados. O vetor dmax mostra 
atenção direita para os casos onde a especificação de ponderação é mais importante. 
Tabela 2.9.: Estimativa do número de gansos brancos 
pelo primeiro observador em Weisberg (1985). 
Obs. X y Obs. X y Obs. X y 
1 50 56 16 30 26 31 50 73 
2 25 38 17 75 88 32 75 123 
3 30 25 18 35 56 33 150 150 
4 35 48 19 9 11 34 50 70 
5 25 38 20 55 66 35 60 90 
6 20 22 21 30 42 36 75 110 
7 12 22 22 25 30 37 150 95 
8 34 42 23 40 90 38 40 57 
9 20 34 24 75 119 39 25 43 
10 10 14 25 100 165 40 100 55 
11 25 30 26 150 152 41 200 325 
12 10 9 27 120 205 42 60 114 
13 15 18 28 250 409 43 40 83 
14 20 25 29 500 342 44 35 91 
15 40 62 30 200 200 45 20 56 
X : Tamanho do bando estimado visualmente pelo primeiro observador. 
Y : Verdadeiro tamanho do bando (coleção de gansos) que foi obtido por 
contagem de fotografia aérea . 
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Tabela 2.10: Autovetor correspondente ao maior 
autovalor de t:.T (Z) -l 1::. nos dados de Ganso 
Obs. dmax Obs. dmax Obs. dmax 
1 O,OOll 16 -0,0058 31 -0,0002 
2 -0,0030 17 0,0021 32 -0,0131 
3 -0,0060 18 -0,0002 33 0,0136 
4 -0,0013 19 -0,0121 34 0,0001 
5 -0,0030 20 0,0013 35 -0,0023 
6 -0,0079 21 -0,0024 36 -0,0074 
7 -0,0072 22 -0,0053 37 0,0968 
8 -0,0023 23 0,0019 38 -0,0003 
9 -0,0037 24 -0,0114 39 -0,0016 
10 -0,0107 25 -0,0397 40 0,0475 
11 -0,0053 26 0,0106 41 -0,2716 
12 -0,0132 27 -0,0783 42 -0,0075 
13 -0,0094 28 -0,4767 43 0,0014 
14 -0,0069 29 0,8234 44 0,0047 
15 0,0000 30 0,0070 45 0,0042 
600 r·-·-~---- ------- --------~---~-
500 t-~~~~~~-
e -;;; 
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Figura 2-8: Gráfico de dmax vs contagem do observador 
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Capítulo 3 
Modelo de Calibração Comparativa 
3.1 Introdução 
O objetivo principal deste capítulo é apresentar um estudo de inferência sob modelo de 
calibração comparativa, onde é de interesse comparar vários instrumentos de medição da 
mesma quantidade desconhecida x em um grupo comum de n unidades experimentais não 
destrutiva supondo que as medições dos instrumentos seguem uma distribuição normal 
multivariada. Este problema é conhecido na literatura como calibração comparativa, cujo 
objetivo é avaliar a qualidade dos <liferentes instrumentos ou métodos de medição. 
A necessidade de comparar instrumentos de medição que <liferem em custo, velocidade 
ou outros fatores, tem aparecido com freqüência em diversas áreas do conhecimento. 
Grubbs (1948, 1973), por exemplo, compara três cronômetros, Barnett (1969) dá um 
exemplo onde quatro combinações instrumento-operador concebidos para medir a ca-
pacidade vital em um grupo de pacientes são avaliadas, l.eurgans (1980) compara dois 
métodos para medir a concentração de glicose no sangue; vários outros exemplos na área 
médica são mencionados por Kelly (1984, 1985) e Kaaks et al. (1994). Já Jaech (1985) dá 
vários exemplos na área industrial, Fuller (1987) apresenta exemplos na área da agricul-
tura. Dunn (1992) dá aplicações em psicologia e educação. 
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Quando o processo de medição não é destrutivo todos os instrumentos podem ser usados 
em cada unidade experimental. Se o processo é destrutivo, assume-se que cada unidade 
(experimental) fornece partes homogêneas, que são atribuídas ao acaso a cada um dos 
métodos de medição. 
O termo "método" ou "instrumento" de medição refere-se a diferentes fori!l&> de medição 
de urna característica dada. O termo também pode ser aplicado quando a mesma forma 
de medição é feita por diferentes aparelhos ou diferentes operadores. Por exemplo, quando 
uma análise química é realizada em diferentes laboratórios, cada laboratório é identifi-
cado como um método ou instrumento de medição. Em alguns casos pode acontecer, 
também, que os diferentes métodos sejam um mesmo instrumento avaliado em diferentes 
tempos. Na prática, a definição do método de medição terá influência sobre a construção 
do modelo est.atístico. 
3.2 Modelo de Calibração Comparativa 
Nesta seção apresentamos um estudo do modelo de calibração comparativa para três 
instrumentos baseado no modelo proposto por Barnet (1969) e Williams (1969), que é 
definido por 
onde 
Yíi = a1 + flrxi + e1i 
Y2i = a2 + /32xi + e2i 
Y::u = a3 + f33xi + e3i> 
(3.1) 
Y;1 : medida fornecida pelo instrumento (método de medição) i associado ao indivíduo j, 
x1 : verdadeira medida desconhecida do indivíduo j, não observável, 
ai :vício aditivo do instrumento i, 
(Ji : vício multiplicativo do instrumento i, 
eii : erros de medição do instrumento i associados ao indivíduo j, i = 1, 2, 3, j = 1, ... , n. 
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Na literatura é assumido que os erros de medição ea, ... , e;n, i - 1, 2, 3 são indepen-
dentes com distribuição normal de média zero e variância ul. 
Como podemos observar da definição em (3.1), o modelo de calibração comparativa é 
uma classe particular do modelo com erros nas variáveis (veja por exemplo, Kendall e 
Stuart, 1979 e Fuller, 1987). Assim, o modelo de calibração comparativa pode ser estu-
dado sob duas especificações diferentes: 
•Modelo de Cal.tbração Funcional: É obtido ao supor que as quanti-
dades desconhecidas x1 , ... ,Xn são constantes, denominados parânletros incidentais. 
Neste caso, vamos ter n + 9 parânletros, e como esse número cresce com o número 
de observações. Para fazer um estudo de inferência neste modelo é necessário 
considerar suposições adicionais de alguns parânletros, especialmente nas quantidades 
desconhecidas .x1 , ... , Xn· Alguns resultados de inferência neste modelo podem ser en-
contrados, por exemplo, em Mak(1982), Kimura(1992), VIlca et al.(1998), Bolfarine e 
R.ojas (1995) e Williams(1969). Sob o modelo de calibração funcional os parânletros 
•Modelo de Calibração Estrutural: É obtido ao considerar que as variáveis não 
observadas x1 , ... , Xn são variáveis aleatórias não correlacionadas com média comum 1-Lx 
e variância a;; ao contrário do modelo funcional, neste modelo não é possível encon-
trar uma solução de máxima verossimilhança para os parânletros, pois o modelo não é 
identificável, no sentido de que dois parânletros diferentes podem dar origem à mesma 
distribuição. Logo, é necessário o conhecimento adicional de algum parânletro para 
possibilitar a estinlativa dos parânletros de maior interesse. Alguns resultados de inferên-
cia baseados no modelo estrutural podem ser encontrados, em Barnett (1969), Theobald 
e Mailison (1978), Carter (1981), e Bolfarine e Galea(1995b), entre outros. Sob o modelo 
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de calibração estrutural, o vetor de parâmetros do modelo é dado por 
(3.2) 
Do ponto de vista de aplicação, o modelo funcional é adequado quando temos interesse 
apenas nos indivíduos participantes do estudo, enquanto que o estrutural é adequado 
quando o interesse é generalizar os resultados do estudo para a população de onde vêm 
os indivíduos envolvidos no estudo. 
No que segue deste capítulo, vamos apresentar um estudo de inferência no 
modelo estrutural de calibração comparativa baseado no modelo considerado por 
Bamett (1969), especial atenção no modelo de calibração comparativa sob a parame-
trização de análise de fatores considerada por Theobald e M.allison (1978). 
Sob o modelo de calibração estrutural são apresentados os estimadores de máxima 
verossimilhança dos parâmetros do modelo. Considerando a parametrização de análise 
de fatores, apresentamos a matriz de informação observada e esperada que serão de 
utilidade para obter regiões de confiança e testar hipóteses de interesse. Além <:lisso, será 
de grande utilidade na aplicação do método de influência local proposto por Cook (1986), 
no modelo de calibração comparativa. 
3.3 O Modelo Estrutural de Regressão de Calibração 
O modelo proposto por Bamett (1969) definido em (3.1) pode ser escrito de forma ma-
tricial c.omo 
(3.3) 
onde Yj = (Yij,Y2j,Y3jl, ej (elj,e2j,e3jl, ri= (x;,ej)T, a =(a1 ,a2,a3)T, b = 
((31 , (32 , (33 )T, B = [b, 13], j = 1, ... , n. 
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O modelo estrutural normal de calibração comparativa é obtido ao supor que 
(3.4) 
onde D (cp) = Diag (o-i, a~, a~), 4> = (tjJ1 , tjJ2,</>3l = (a~, a~, a~)T e 0 3 é um vetor nulo 
3 x 1, j = 1, ... , n. 
De (3.3) e (3.4) e das propriedades da distribuição normal temos que 
onde 
com O como em (3.2). 
Sob as condições do modelo de calibração definido em (3.3), O não é identificável (ver 
Bolfarine e Galea, 1995b), isto é, existem O, e 0 .. tais que F (y; 0,) =F (y;O •• ), para 
todo y, onde F é a distribuição de Yh j = 1, ... , n. Por exemplo, se 
o. = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)T = Ifl, 
e 




2 1 1 
Varo.(YJ)=Varo •• (Yj)= 1 2 1 
1 1 2 
A falta de identificabilidade implica ausência de estimadores consistentes, o que tem 
sérias implicacões na teoria assintótica de estimação e testes de hipóteses. Contudo, o 
fato de 8 ser identificável não implica que existe um estimador consistente para 8. Para 
um exemplo interessante ver Gabielsen (1978). 
Uma das formas de contornar o problema de identificabilidade é colocar restrições sobre o 
parâmetro 8. Neste caso, Barnett (1969) assume que existe um método de medição, que 
ele chama instrumento de referência, que mede x sem vício. Especificamente, supondo 
que o instrumento de referência é o número 1, Barnett (1969) assume que 
a 1 = O e {31 = 1. (3.5) 
Assim, o modelo definido em (2.3) pode ser escrito por 
(3.6) 
Sob a condição de identificabilidade dada em (3.5), o vetor de parâmetros dado em 
(3.2) reduz-se a 
Sob as condições acima, Barnett (1969) consegue estÍlllativas explícitas para os 
elementos de 9, usando o método de momentos. No entanto, pode ocorrer que algu-
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mas estimativas das variâncias (a-';,, cpTt sejam negativas com probabilidade positiva. 
Barnett (1969) também assume normalidade dos rjs e logo normalidade dos Yjs; neste 
caso, se as estimativas das variâncias são não-negativas, os estimadores propostos por 
Barnett correspondem aos de máxima verossimilhança. 
A possibilidade dos estimadores propostos por Barnett(I969) serem negativos é 
contornada por Carter (1981), usando estimação restrita de máxima verossimilhança. 
3.3.1 Definição de Confiabilidade e Precisão 
O problema de comparar instrumentos ou métodos de medição pode ser estudado fazendo 
inferências sobre os vícios 0<2, a 3 , {32 e /33 dos instrumentos 2 e 3 e comparando-os com o 
instrumento de referência. 
Dois conceitos importantes na comparação de instrumentos de medição, que permite 
obter mais informação para avaliar a qualidade do instrumento, é a con:fiabilidade e a 
precrsao. 
Definição 3.1: A con:fiabilidade do i-ésimo instrumento, denotada por P;, define-se 
por: 
O coeficiente P;, é uma medida tipo coeficiente de determinação usada em regressão 
linear e pode ser interpretada como a proporção da variação observada "explicada" pela 
í-ésima linha de calibração e O :S P; :Ç 1, i = 1, 2, 3. Esta interpretação decorre do fato 
que 
2 cov2 (Y;i, xi) 
PY;j.xj = Var(Y;i)Var(xi) = Pi, 
onde Cav (Yih xi) = /3;fT';,, V ar (xi) = fT; e V ar (Yii) =/37fT!+ af. 
Uma outra medida ou índice usado para avaliar a qualidade de um instrumento ou 
método de medição é a precisão. Se conhecemos os parâmetros a; e /3;, então as ob-
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servações Y;j, j = 1, ... , n, no instrumento i podem ser calibradas como 
as quais são "não-viciadas" para Xj, j = 1, ... , n. Os erros de medição eti de Y,j têm 
variância o-'f/flr . Já que depois da calibração todos os instrumentos medem xi sem 
vício, uma definição natural da precisão seria (ver Shyr e Gleser, 1986 e Cochran, 1968): 
Definição 3.2 : A precisão do instrumento i, denotada por 7r;, é definida por 
i= 1,2,3. (31 = 1. 
Theobald e Mallison (1978) usam a "precisão relativa" (denotada por T;), definida por 
No entanto, Draper e Guttman(1975, 1976) definem a precisão relativa (denotada por Ó;) 
como 
Ó; = _!_ = af/(3~<?.,, i = 1, 2, 3. 
T; 
Pode-se mostrar facilmente que 
P; = Pk = 7r; = 7rk = T; = Tk-<==? Ó; = Ók, para todo i =f k = 1,2,3. (3.7) 
Das medidas anteriores, prefere-se a confiabilidade, já que esta não depende das unidades 
de medição dos Xj e é mais fácil de ser interpretada. Omtudo, de (3.7) vemos que com-
parar confiabilidades é equivalente a comparar precisões ou precisões relativas. 
Em geral o problema de comparar 3 intrumentos reduz..se a fazer inferências sobre os 
vícios (a;, (3;) e as confiabilidades (p;), desde que o modelo é assumido correto. 
62 
É necessário considerar o vício e a confiabilidade simultaneamente, pois um valor alto 
de P; (próximo de 1) implica só que Y; (medida feita pelo instrumento i) é uma medida 
confiável de a; + f3;x . O instrumento i forneceria medidas "exatas" da característica x só 
se P; fosse próximo de um e se ele não fosse viciado (a; = O, (3; = 1) . Uma hipótese inicial 
de interesse, usando o modelo (3.6), poderia ser: 
Ou seja, estamos interessados em testar se os 3 instrumentos medem a característica 
x sem vício e com a mesma confiabilidade. 
Outra hipótese que pode ser testada é: 
Aqui queremos testar se os instrumentos medem x sem vício. 
Para testar se os instrumentos são igualmente confiáveis, a hipótese seria 
Hoo: p, = P2 = P3· 
3.3.2 Estimadores de Máxima Verossimilhança 
Sob o modelo normal de calibração comparativa, Barnett (1969) (veja também, Nice, 
,.,_, ""' ,...,T 
1996) mostra que o estimador de máxima verossimilhança de 8 é dado por 8=(f.Lx, a 
2 -T -T - )T ,(J ,{3 ,c/J , onde 
Px - Yi, 
- ~ -Q2 - Yi- fJ2 Yi , ;:;:3= Y3- (33 Y1, 
-2 s,2s" 
(Jx - ' s23 
(32 
s23 - s23 
- s' f33 = 8' 13 12 
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~2 ~2 ~2 ~2~2 





1n - 1n - 1n 
- - Ly1j, Y2 =- LYii, Ya =-LYsj, n n n. j=1 j=1 J=1 
8u - ~t (Yíj- fí) 2' 822 = ~t (Yij- f2) 2 ' 
j=1 j=l 
n 
8ss - ~L (Ysj- 1'3)2 , 
j=l 
812 - ~ t (Ylí - fí) (Y2í - Y2) , 
j=1 
813 - ~ t (Yíj- fí) (l3j- Ys)' 
j=l 
823 - :t (Y2i- f;) (l3i- Ys). 
j=1 
É importante notar que os estimadores acima são EMV dos parâmetros, desde que seus 
valores pertencem ao espaço pararnétrico, pois em algumas situações pode ocorrer que 
as estimativas das variâncias sejam negativas. Este problema pode ser contorneado uti-
lizando a estimação restrita de máxima verossimilhança como é apontado em Carter 
(1981). 
Nos trabalhos de Nice (1996) e Bolfarine e Galea (1995b) mostra-se que os estimadores 
derivados anteriormente são consistentes e assintoticamente norntal. 
Pela propriedade de invariância do estimador de máxima verossimilhança, os estimadores 
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de máxima verossimilhança de p1 , p2 , e p3 sao 
e 
respectivamente. Similarmente, podem ser obtidos os estimadores de máxima 
verossimilhança para as precisões dos instrmnentos. 
A seguinte parametrização do modelo de calibração comparativa será de grande utili-
dade no decorrer deste trabalho e será utilizada na aplicação do método de influência 
local. 
3.4 O Modelo Estrutural de Calibração de Análise 
de Fatores 
Theobald e Mallison (1978) usam uma reparametrização do modelo (3.6), em termos de 
análise de fatores. Especificamente, seja 
onde Fi~ N (0, 1), j = 1, ... , n. Substituindo (3.8) em (3.6) temos que 
onde IL=a+bJL.,, À 
(3.6) , j = 1, ... , n. 
a+ bJLx + !T.,b Fi +ej, 
"--v--" .___.., 
I' À 




O modelo normal é obtido ao considerar 
onde O =Diag (1,D (<!>)),com D (<!>) como em (3.4). Assim, pelas propriedades da dis-
tribuição normal temos de (3.9) que Yj ~ N3 (p., :E), onde 
ftr 
Assim, sob esta nova parametrização de análise de fatores, o parâmetro do modelo é dado 
por 
(3.10) 
3.4.1 Estimadores de Máxima Verossimilhança 
Sob esta parametrização, Nice (1996) determinaram sob (a hipótese de) normalidade os 
estimadores de máxima verossimilhança dos parâmetros do modelo definido em (3.9), que 
- (-T -T -T)T são dados por f) = p. , </> , À , onde 
!Li - fi ' i = 1, 2, 3 
,, ,, 
</J; - cr, S;; - .X; i = 1, 2, 3 
.\
1 
V Sr2 Sr3 )., = ,\
18
823, 
823 ' 13 
com 




813 - _!:_L (líj- }\) (Y3j- Ys)' 
n. 
J=l 




Observação 3.1: Sob o modelo de calibração comparativa e a parametrização de análise 
de fatores, as definições de confiabilidade e precisão do í-ésimo instrumento são dadas 
por 
Pi = ,2 + 2 , 
/\i (Ti 
e i= 1, 2,3. 
Além disso, as hipóteses de interesse H01 , H02 e H 03 definidas na seção 3.3.1 são equiva-
lentes a 
e 
Hoo : P1 = P2 = P3, 
respectivamente. 
Sob a parametrização de análise de fatores, os estinladores de máxima verossimilhança 
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de p1 , p2 e p 3 são dados por 
respectivamente. 
Similarmente, pelo princípio de invariância, podemos obter os estimadores para as pre-
ClSüeS-
3.4.2 Matriz de Informação Observada 
Nesta seção vamos apresentar a matriz de informação observada baseada no modelo de 
calibração comparativa proposto por Theobald e M:allison (1978), que é uma reparame-
trização do modelo proposto por Barnett (1969). Esta matriz de informação observada, 
será utilizada posteriormente para aplicar o método de influência local no modelo de 
calibração comparativa. Além disso, será utilizada para obter a matriz de informação 
esperada. 
Sob normalidade, a função de densidade de probabilidade do modelo de calibração com-
parativa definido em (3.9) é dada por 
onde 
I :E I= c ID (.P)I' 
com 
Logo, para uma amostra aleatória Y 1 , Y 2, .... , Y n a função de verossimilhança é dada por 
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e a função de log-verossimilhança é 
n n 
z (8) =L zj (8) = I.:rogJ (yj;8), (3.13) 
j=l j=l 
onde 
3 1 1 . 2 
li (8) = - 2Iog (21r)- 2log !:E!- 2IIT;II , 
com 
A fim de usarmos os resultados do Capítulo 2, relacionado com o método de Influéncia 
Local proposto por Cook (1986), precisaremos das derivadas parciais de primeira e se-
gunda ordem da função l (8), em relação a 8. 
a) Derivada parcial de primeira ordem de l (8) 
Como 
então de (3.13) 
onde 
com 





az = ~ôlj (8) 








1 a 1 a 2 = ---logJ:EI- --!!Til 288 288 J 
- -~ [!rogJ:EI+! IITill 2], 
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(3.14) 
:~ = -~ [~ log!:EI +~!!Til!~ 
Assim temos que as derivadas de primeira ordem de l (8) dependem das derivadas de 
log I :E I e IITill2 com respeito a JL, À, e c/J, respectivamente. 
Consideremos as seguilltes notações: seja a = (a1 ,~q,a3)T mn vetor em R 3 , então 
definimosD(a) = Díag(a1,a2 ,a3) e v-k(a) =Díag(a:;\a2k,fi3k), k = 1,2,3. 
A notação anterior tanibém é válida se a for um vetor aleatório. Considerando as no-
tações acima e após de manipulaÇÕffi algébricas (veja apêndice B) temos que 
oi~t = -D-2 (cp) D (Wj) Wj- c 2WfMWjD (À) D-2 (cp) À 
+2c1D (À)D-2 (cjJ)WjWJD-1 (c/J)À, 
illogi:EI = O 
8J.L ' 
a~:EI = -c1D-2 (cp) D (À) À+D-1 (cp) 1, 
com Wj = Yj - JL, c e M como em (3.10). Logo, o vetor de derivadas parciais de 
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. . ord !!!.i_ fi pnmerra em, 00 ca como 
a!· oo= 
-~ { -c-1 D-2 (c/>) D (.X) .MD-1 (c/>) 1-D-2 (c/>) D (Wi) Wi 
-c-2W.fMWiD (.X) D-2 (c/>) .X+ 2c-1D (.X) D-2 (c/>) WiW_fD-1 (cp)..X} 
b) Derivadas de Segunda ordem de l (9) 
Seja l ( 9) a função de log-verossimilhança definida em (3.11 ). Então a matriz de derivadas 
parciais de segunda ordem com respeito a 9 é dada por 
(3.15) 
onde 
éi'JogiEI i'i'51EI éi'Jog!EI 
ffllog!EI 





simetria éi'Jog!EI 8</Wq,T 
e 
i'i'IITJII2 &IITJII 2 i'i'IITJII 2 
fP IITilf 










_ 2D (Wj)n-2 (t/J) + 2c2MWjÀT D (À) n-2 (l/J)- 2c-1 n-1 (l/J) Àw;n-2 (t/J) D (À) 
-2c-1 n-2 (ifJ) D (À) ÀT n-1 (t/J) wj, 
- -2c-1D-1 (l/J) WiWJD-1 (l/J) +4c-2D-1 (t/J) WiWfM + 2c-2WfMW):::-1 
-6c-3WTMW M+4c-2MW-WTD-1 ("') 
J J J J "'' 
- 4c-3WfMWil\W-1 (t/J) D (À)- 4c-2MWiWJD (À) n-2 (l/J) 
-2c-2WfMWiD (À)D-2 (tjJ)- 2c-2D-1 (t/J) WiWJMD (À) n-1 (t/J) 
+2c-1 n-1 (l/J) wjwf D (À) n-2 (l/J) + 2c-1Wf n-1 (o/) ÀD (Wi) n-2 (l/J), 
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- 2D (WJ) D-3 (</>) D (WJ)- 2c-3Wfl\1WJD (À) D-1 (</>) MD-1 (</>) D (À) 
+2c-2D (À)D-2 (<f>)WiWfMD-1 (</>) D (À) 
+2c-2WfMWiD (À) D-3 (</>) D (À) 
+2c-2D (À) D-1 (</>)MWiWfD (À)D-2 (<!>) 
-2c-1D (À)D-2 (</>)WJWfD (À)D-2 (<!>) 
-4c-1 D-'3 (</>) D (À) WfD-1 (</>) ÀD (Wi). 
Logo triz. fillj • dada a ma 0606,. e por 
..!!._ ( __!Lz ) a, a,r J ~ (a~rlJ) ~ (a!Tzj) 
!_ ( a!rlj) !_ (a~1'lJ) !. (a!1'lj) (3.16) 
:,. ( a!rlj) :,. (a~rlJ) :,. ( a!rlj) 
ff2 l· _...:;_ ff2 l· --'-'-- ffl_l.;_ ap. ap.T a,. a>.. r a,. aq,r 
ffl_l.;_ ffl_l.;_ ffl_l.;_ 
a>.. a,. r a>..a>..r a>.. aq,r 
a> lj &'2 lj ff2 lj 
aq, a,.T aq, a>.. r aq, aq,T 
onde 
a'::J1 = -D (Wi)D-2 (<J>)-c2MWJÀTD (À) D-2 (</>)+c1 JJ1 (</>) ÀWJD-2 (<J>)D (À) 
+c1D-2 (<f>)D (À)ÀTD-1 (</>) Wi 
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8~~r = c-1D-1 (c/>) D (Ã) :E-1-2c3WJMWiMD-1 (cf>)D (Ã)+2c2MWiWJD (Ã)D-2 (cf>) 
+c-2WfMWiD (Ã) D-2 (c/>) + c-2D-1 (cf>)WiWJMD (Ã)D-1 (c/>) 
-c-1 n-1 (c!>) WjWJD (Ã) n-2 (c!>)- c-1WJ n-1 (c!>) ÃD (Wj) n-2 (c!>), 
8
:/;Jr = -l[-D-2 (c!>)+ 2c-1 n-3 (c/>) D2 (Ã) - c-2 n-1 (c/>) D (Ã) MD (Ã) n-1 (c/>) 
+2D (Wi) D-3 (c/>) D (Wi) 
-2c-3WfMWiD (Ã) D-1 (c/>) MD-1 (c/>) D (Ã) 
+2c-2D(Ã)D-2 (c/>) WiWJMD-1 (c/>) D (Ã) 
+2c-~fMWiD (Ã) D-3 (c/>) D (Ã) 
+2c-2D(Ã)D-1 (cf>)MWiWJD (Ã)D-2 (c/>) 
-2c-1 D (Ã) D-2 (c/>) WiWJD (Ã) D-2 (c/>) 
-4c-1D-3 (cf>)D(Ã)WfD-1 (cf>)ÃD(Wi)]. 
Portanto, dos resultados acima, temos que a matriz de informação observada, é obtida 
ao considerar 
_ -L= éfll(O) 
8fJ8fF - -t ffllj (9) 
j=l 8fJ8fiF , 
d d'l;(~) • (3 16) . - 1 on e 8Bf}(J e como em ~ , J - , ... , n. 
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3.4.3 Matriz de Informação Esperada 
Nesta seção vamos obter a matriz de informação esperada sob a parametrização de análise 
de fatores do modelo. A obtenção da matriz de informação esperada será importante 
para tratar hipóteses de interesse apresentadas em (3.3.1) e para estudar comportamento 
assintótico do estimador de máxima verossimilhança de fJ ou de uma função diferenciável 
de8. 
A matriz de informação esperada que denotamos por h (8), é definida como sendo 
( 
lfll ) n ( lfllj ) Jp(8)=E- T =-I:E T. 
f}(Jf}(J j=l f}(Jf}(J 
Para obter o valor esperado da matriz de informação observada, vamos utilizar os seguintes 
lemas: 
Lema 3.1: Sejam W e T matrizes aleatórias de ordem k1 x k2 , A 1 uma matriz 
constante m 1 X k1 e A2 uma matriz constante de ordem k2 x m2 . Então 
1) E(A1W) = A1E(W), E(WA2) = E(W)A2, 
2) E (A1 WA2) = A1E (W) A2, 
3) E (T + W) = E (T) +E (W). 
A prova deste Lema pode ser encontrada em Graybill (1983). 
Lema 3.2: Se W ~ N3 (0, :E), onde :E= .>.>.T + D (cp) e c= 1 + ÀTD-1 (cp) À, então: 
1) E (WTMW) = tr(M:E) = c(c -1), 
2) E (D (W) D (W)) = D (À) D (À)+ D (cp), 
3) D (:ED-1 (cp) À)= cD (À). 
A prova do Lema 3.2, segue do Lema 3.1 e do Teorema 10.4.4 dado em Graybill (1983). 
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Agora de (3.15) temos que, 
& l· &_!,;_ ô2 l--...::L _..:.z_ 
82lj (8) -
ÔJL iJp.T ÔJL ÔÀT ÔJL a.pT 
= _.!. [ â2 log [E[ 82 [[Ti [1 2 ] & l· & lj &2 lj 
â(Jâ(JT - a>. a~t· lJ>..a:>..T a>. aq,1' 2 â(Jâ(JT + â(Jâ(JT . 
&_!,;_ & l· (j2 l· 
Ô</> Op.T O<PO~T oq, oJ" 
Agora vamos obter o valor esperado das submatrizes da matriz acima, utilizando os 
resultados dos Lemas 3.1 e 3.2, com W = Wi ~ N3 (0, E), 
_ _ .!.E [&2log[E[ + &2[[Tilf2 ] 
2 âpô~T âpô~T 
- -E-1. 
Como E (Wi) =O, então dos Lemas 3.1 e 3.2, 
_.!.E [&2log [E[ , &2[[7j [[ 2 ] 
2 ÔÀÔÀT T ÔÀÔÀT 
- -~ [~~o;l;[- 2c-1D-1 (c/>) E (WJWJ) v-1 (c/>) 
+4c-2D-1 (c{>) E (WiWf) M+ 2c-2E (WJMWi) :E-1 
-6c-3E (WJMWi) M+4c-2ME (WiWJ) D-1 (c/>)] 




Após manipulações algébricas, obtemos que 
_ -~E [&2logi~l + &2iiT;II2 ] 
2 ÔÀÔ~T ÔÀÔ~T 
- -~ [éfllog ~~~ + 4c-a E (WTMW ·) MD-l (~) D (.X) 
2 a.xa~r J J 
-4c-2ME (WíWJ) D(.X)D-2 (~)- 2c-2E (WJMWi) D(.X)D-2 (~) 
-2c-2D-1 (~)E (WiWJ)MD(.X)D-1 (~) 
+2c-1D-1 (~)E (wjwn D(.X)D-2 (~) 
+2c-1D-2 (~)E (D (Wí) WJD-1 (~).X)] 
- -~ [-2c-1~-ID-1 (~)D(.X) +4c-3c(c-l)MD-1 (~)D(.X) 
-4c-2M~D (À) D-2 (~)- 2c-2c (c- 1) D (.X) D-2 (~) 
-2c-2D-1 (~)E (WíWJ) MD(.X)D-1 (~) 
+2c-1D-1 (~) L;D (.X) D-2 (~) + 2c-1 D-2cD (.X)]. 
Após manipulações algébricas, obtemos que 
_ -~E[éfllogl~l &2iiTill 2] 
2 ~~T + Ô~~T 
_ -~ [~~~;1 +2D-3 (~)E(D(Wi)D(Wi)) 
-2c-3E (WJMWí) D(.X)D-1 (~)MD-1 (~)D(.X) 
+2c-2D(.X)D-2 (~)E (WíWJ) MD-1 (~)D(.X) 
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+2C2 E (W]MWi) D (À) D-3 (</>) D (À) 
+2c-2D (À) D-1 (</>)ME (WiWf) D (À) D-2 (</>) 
-2c-1D (À) D-2 (</>) WiWJD (À) D-2 (</>) 
-2c-1D-3 (</>) D (À) E (D (Wi)WjD-1 (</>)À)] 
- -~ [-D-2 (</>)+2c-1D-3 (</>)D-2 (À) 
-c-2 D-1 (</>) D (À) MD (À) D-1 (</>) 
+2D-3 (</>) (D (À) D (À)+ D (</>)) 
-2c-3c (c- 1) D (À) D-1 (</>) MD-1 (</>) D (À) 
+2c-2 D (À) D-2 (</>) :EMD-1 (</>) D (À) 
+2c-2c(c- 1) D (À) D-3 (</>) D (À) 
+2c-2D (À) D-1 (</>) MED (À) D-2 (</>) 
-2c-1 D (À) D-2 (</>) ED (À) D-2 (</>) 
-4c-1 D-3 (</>) D (À) D (cÀ). 
Após manipulações algébricas, obtemos que 
Logo, a matriz esperada de :~T é dada por 




E ( &lj ) = -:E-1 
&JL&JL' , 
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E (a::{1·) =E (a:O~T) = 0, 
Dos resultados apresentados anteriormente, provamos o seguinte Teorema 
Teorema 3.1: Sob o modelo de calibmção estrutural definido em (3.9). A rrwtriz de 
informação é dada por 
J,.,. o o 
JF (9) = 0 J>.>. J>.<!> 





onde p = (p1 , p2 , p3 )T (que é função de À e 4>) . Então pelo princípio de invariância do 
EMV, o EMV de O. é dado por 
~ (~T ~T ~T)T 
0,= IL ,>. ,p ' 
onde 'jí,, À e p são definidos na seção 3.4.1. 
Com o objetivo de testar se os instrumentos medem a característica sem vício e com 
a mesma confiahilidade, vamos apresentar a distribuição assintótic~ de Ô •. 
'Thorema 3.2: Sob o modelo de calibração definido em (3.9), temos que 
a) ô. é um estimador consistente de O. e 




I3 O O 
G= O I3 O (3.19) 
O G1 G2 
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ciável de 9, então Õ.= g (õ) converge em probabilidade para g (9) = 9., o que prova o 
item (a). 
Se 9 é o E11V de 9, então utilizando o Teorema 5.2.1 dado em Sen e Singer (1993), 
(Capítulo 5) temos que 
logo, usando o método delta temos que 
vn (õ. -9.) !!. Ng (o, n (9.)), 
sendo uma matriz 9 x 9 e G 1 e G 2 dados como acima. 
Corolário 3.1: Sob o modelo de calibração definido em (3.9). 
onde Q = (0, G1, G 2 ) , com G 1 e G2 como no Teorema 3.2. 
No que segue desta seção propomos intervalo de confiança, para o parâmetro do modelo 
sob a parametrização de análise de fatores, baseado nos resultados apresentados acima. 
-Se 9 é o E11V de 9,então 
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é uma matriz 6 x 9 de posto 6, com 
(3.20) 
e q0 = O vetor nulo de dimensão 6. 
Logo, a estatística de Wald para testar H01 , denotada por W0r, é dada por 
que converge em distribuição a uma variável aleatória x~6) sob H01 ; quando n-+ oo, 
n (8.) é a matriz dada em n (8.) (3.18) avaliada no E11V de 8.,B •. 
Portanto, Hm é rejeitada ao nível a se Wm > xL, (6) ' onde xLa (6) denota o 
percentil do 100 (1- a)% da distribuição~ (6). 
Para testar se os instrumentos medem sem vício, a hipótese poderia ser 
Note que, Hrn pode ser escrita como 
Ho2: C8. =O, 
onde 
C=(cl o o) 
o cl o 
é uma matriz 4 x 9 de posto 4 com C 1 como em (3.20) e q 0 = O um vetor nulo de 
dimensão 4. Assim, a estatística de Wald para testar Hrn, denotada por W00, é dada por 
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que converge em distribuição a uma variável aleatória x(4 ) sob H02. 
Portanto, H02 é rejeitada ao nível a se W02 > xL, (4), onde XI-a (4) denota o 
percentil do 100 (1- a)% da distribtüção x2 (4). 
Finalmente, para testar se os instrumentos são igualmente confiáveis, a lüpótese de in-
teresse é 
Hoo : P1 = P2 = P3 ou Hro : Cp = O, 
C 1 como em (3.20). Assim, a estatística de Wald para testar H03 , que denotamos por 
W03, é obtida do corolário 3.1 e é dada por 
que converge em distribuição a uma variável aleatória x(2) sob Hro-
Portanto, Hro é rejeitada ao nível a se W03 > xL" (2), onde XI-a (2) denota o 
percentil do 100 (1 a)% da distribuição x2 (2) . 
Usando o princípio de invariância do EMV, também pode ser estudado o comportamento 
assintótico das precisões e de maneira sinülar podemos testar a igualdade de precisões ou 
precisões relativas. 
Embora o estudo apresentado anteriormente tenha sido desenvolvido sob a parametriza-
ção de análise de fatores, aplicando o método delta podem ser obtidos resultados baseada 
na parametrização original em função dos parâmetros a, {3 e t/J. 
3.5 Aplicação 
Conjunto de dados Chipkevitch et al. (1996) 
A estimação do tamanho testicular em adolescentes é importante para a evaluação do 
desenvolvimento normal da puberdade, para diagnósticos de disturbios e para a valiação 
dos efeitos das doenças ou a terapia da função gonadal. Desde que semisferios tubu-
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lares e elementos genninais compreendem aproximadamente o 90% da masa testicular, 
o tamanho do testículo de um adulto reflete aproximadamente a função espermagênico. 
A medição clínica, do tamanho testicular na puberdade, é um método mais efetivo e 
avaliável para a estimação da função testicular que outros métodos existentes, tais como 
espermiogramas ou a biopsia, os quais podem ser invasivos especialmente em adoles-
centes. 
Desde que os testículos são aproximadamente elipsoides rotacionais, o volume (V) pode 
ser calculado para as medi(,i)es de largura ( Ls) e comprimento ( C3 ) usando um calibrador. 
(veja, Rundel, 1962). A comparação dos testículos com uma leitura feita a modelos de 
elipsoides graduados é outro caminho para avaliar o volume testicular (veja, Schonfeld, 
1943 ). Os autores propõem um novo método simple para a medição do tamanho testicular 
baseado em uma comparação com modelo gráficos. O principal propósito deste estudo foi 
comparar estatísticamente a confiabilidade deste método com outros dois método bem 
conhecidos (calibrador e ultra-som). No art:ígo consideram cinco métodos, nós vamos 
considerar três e a medição do testículo direito para efeitos da aplicação. 
Indivíduos: Todos os pacientes vistos na divisão da medicina de adolescentes do Hos-
pital da Criança Darcy Vargas em uma consulta da saúde com ultra-som foi feito para 
a suspeitada patologia escrotal durante o ano 1993. Estes pacientes foram consecutiva-
mente associados neste estudo. 
Os pacientes com uma grande hidrocele (derrame líqnido entre as túnicas da vaginal do 
testículo) ou outras condi(,i)es que poderiam prejudicar as medições clinicas dos testículos 
foram excluídos do estudo. Acredita-se que varicocele (tumor produzido pela dilatação 
varicosa das veias do cordão espennático) não perjudica a medição com o paciente supino. 
O protocolo do estudo foi aprovado pelo comite de bioética do Hospital e um informe do 
consentimento de todos os pacientes foi obtido. 
A amostra inclui 42 adolescentes de 11 e 17 anos de idade (a idade média com mas ou 
menos um desvio padrão de 13,9 ± 1, 3). O desenvolvimento da puberdade varia do 
estágio genital de Tanner de I a V (estágios fi e IV em 69-% dos casos). A examinação 
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clínica e o ultra-som revelam uma varicocele em 29 pacientes (69%), o qual foi sobre o 
lado esquerdo em 22 e o lado direito em 7, o grau I em 15, grau II em 9 e o grau IDem 
5. Três pacientes tiveram uma grande hidrocele e três um cisto no epididimo (na parte 
superior do testículo e que é o conduto formado pela reunião dos canais seminíferos ). Em 
10 indivíduos (24%) se observou a patologia escrotal. 
Medições: Todos os indivíduos foram examinados por um dos autores do artígo. As 
genitalias foram observados com os pacientes deitados e sentados. Para a manobra Vai-
salva, a avaliaçào foi realizada com o páeiente em pé. Desenvolvimento da puberdade foi 
avaliada de acordo à clasificação de Tanner (veja, Tanner, 1962). Mediif>es dos testículos 
foram feitos com o indivíduo supino e o testículo esquerdo foi sempre medido primeiro. 
Trés métodos foram usados: 
Método 1: método já existente no mercado e de alta precisão, que consiste em um 
sistema de ultra-som para se obter as dimensões do testículo: largura (L1), comprimento 
(C1 ) e profundidade (P) e a partir daí calcular seu volume (Vi) através da fórmula 
Vi = 1r /6 * L1 * c1 * P. 
Método 2: método gráfico que consiste em 6 anéis elípticos que representam volumes de 
2 ml, 5 ml, 10 ml, 15 ml e 20 ml e através desses anéis é feita de forma visual a estimativa 
do volume do testículo (ver figura 3.1). No caso de um volume estar entre dois anéis, por 
exemplo entre 10 ml e 15 ml, o volume estimado passa ser a média aritmética entre esses 
dois, (ou seja, 12.5 ml, no exemplo). 
Método 3: método de medidas dimensionais, onde o comprimento (C3 ) e a largura 
(La) do testículo são obtidos através de um calibrador específico e o volume é calculado 
pela fórmula 113 = 1rj6 *La*~-
Seja Y;i a medida do volume do testículo em ml fornecida pelo método i para o paciente 
j, com i = 1, 2, 3 e j = 1, ... , 42. O conjunto das observaif>es {Y;i} é apresentado na 
Tabela 3.1. 
Por ser um método conhecido e comumente usado, adotaremos método 1, como sendo de 
referência. Sendo assim, de acordo com a seçào 3.3, assumimos que a 1 = O e (31 = 1. 
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1 ~ 2ml 
\._______/ 
2 ~\ ~) 5ml 
3 ~'\ 10 ml t I 
~ / 
"--------' 








6 ~\ 25ml 
\ I 
"______/ 
Figura 3-1: Método gráfico para a medição do volume testícular 
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Tabela 3.1: Medidas do volume do testículo direito humano para 
42 adolescentes entre 11 e 17 anos de idade, feitas por três métodos 
de medição. Chipkevitch et aL (1996). 
Obs. yli y22 y33 Obs. yl y2 y3 
1 5,00 7,50 5,90 22 16,50 10,00 15,30 
2 5,70 5,00 4,80 23 4,50 3,50 3,90 
3 7,40 5,00 6,80 24 5,60 5,00 4,50 
4 2,60 3,50 3,10 25 11,00 7,50 9,70 
5 5,70 500 
' 
5,00 26 9,20 10,00 11,30 
6 6,10 500 
' 
4,40 27 8,50 7,50 8,80 
7 6,20 5,00 6,00 28 5,40 5,00 6,10 
8 10,40 10,00 8,80 29 6,70 I 7,50 7,20 
9 9,10 7,50 7,90 30 5,30 5,00 5,90 
10 14,80 10,00 13,00 31 20,00 20,00 16,30 
11 16,40 12,50 10,30 32 18,80 15,00 16,30 
12 9,60 7,50 8,20 33 13,90 12,50 12,20 
13 15,70 15,00 19,80 34 9,40 10,00 10,30 
14 3,00 2,00 2,00 35 9,10 7,50 10,80 
15 16,40 15,00 17,30 36 14,10 15,00 13,00 
16 17,60 15,00 17,30 37 9,30 10,00 8,40 
17 10,00 7,50 7,90 38 20,90 20,00 22,10 
18 4,10 3,50 4,40 39 11,50 10,00 10,60 
19 12,70 10,00 11,40 40 9,70 10,00 9,70 
20 2,70 3,50 4,10 41 13,70 12,50 11,60 
21 10,20 10,00 11,10 42 8,90 10,00 8,10 
1 medida do volume do testículo em ml fornecida pelo método 1 para o paciente j. 
2 medida do volume do testículo em ml fornecida pelo método 2 para o paciente j. 
3 medida do volume do testículo em ml fornecida pelo método 3 para o paciente j. 
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Como uma forma de avaliar o ajuste do modelo estrutural normal, construiremos o gráfico 
da distância transformada (ver Little, 1988 e Lange et al., 1989). 
Seja 
dj = (}j- JLf :E-1 (}j - JL), j 1, ... , n. 
a distância quadratica de Mahalanobis. Sob normalidade, sabemos que dj tem uma 
distribuição x2 com 3 grau~ de liberdade. Ademais, dJ tem a~toticamente a mesma 
distribuição ~, onde dJ = dj (é) , j = 1, ... , n. Usando a aproximação de Wilson e 
Hilferty (Jolmson e Kotz, 1970: 176) temos que 
{ ( dJ/3) 
113
- (1- ;7} 
z--~--------~~--~ 
J - {2/27} 112 ' 
j = 1, ... , n, é aproximadan!ente distribuído normal padrão. Um Q-Q plot das distâncias 
transformadas Zj, j 1, ... , n, dadas pela equação de acima, pode ser utilizada para 
avaliar o ajuste do modelo normal. 
A Figura 3.1 mostra o gráfico da distância transformada para o modelo normal. Pode-
se observar um ajuste razoável, apesar de que algumas observa<:;êíes poderiam ser 
considerada.s "outliers". 
Para detectar estes possíveis "outliers" utilizamos a distância de Mahalanobis (ver 
.Johnson e Wichern, 1998: pag. 203). Para isto é necessário obter os valores de Zj e d] 
que são dados na Tabela 3.2. 
Os valores na coluna dj na tabela 3.2 revelam que as medições dos testículos dos adoles-
centes 11, 13, 22, 31 e 38 são "outliers" multivariados, desde que ;cl (0, 05) = 7, 81. 
Segundo o modelo (3.3) as variáveis observadas seriam: 
Yii : medida fornecida pelo método 1 associado ao adolescente j, 
r;i: medida fornecida pelo método 2 associado ao adolescente j, 
Y3i : medida fornecida pelo método 3 associado ao adolescente j, j = 1, ... , 42. 
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Desviação Normal Esperada 
Figura 3-2: Gráfico da distância transformada para o modelo normal 
y1 - 10, 081, f; = 9, 012, Ys = 9, 562 
8u - 23, 588, 822 = 18, 708, 833 = 21, 731 
812 - 19,679, 813 = 21,296, 823 = 18,674 
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Thbela 3.2: Valores de z; e d] do volume do testículo humano 
para 42 adolescentes entre 11 e 17 anos de idade, feitas por 
três métodos de medição 
Observ. Zj dJ Observ. Zj dJ 
1 0.241 4,248 22 0.761 11,106 
2 -0.271 1,050 23 -0.133 1,638 
3 -0.121 1,700 24 -0.222 1,238 
4 0.025 2,543 25 -0.018 2,268 
5 -0.300 0,947 26 0.071 2,856 
6 -0.136 1,621 27 -0.525 0,369 
7 -0.312 0,907 28 -0.230 1,208 
8 -0.274 1,039 29 -0.228 1,216 
9 -0.530 0,359 30 -0.246 1,147 
10 0.287 4,682 31 0.818 12,140 
11 0.770 11,267 32 0.217 4,028 
12 -0.401 0,643 33 -0.275 1,036 
13 0.803 11,866 34 -0.208 1,298 
14 0.068 2,838 35 0.072 2,863 
15 0.126 3,264 36 0.249 4,321 
16 0.075 2,888 37 -0.115 1,728 
17 -0.193 1,359 38 0.585 8,292 
18 -0.123 1,687 39 -0.725 0,112 
19 -0.316 0,896 40 -0.368 0,733 
20 0.069 2,839 41 -0.152 1,547 
21 -0.3'>...5 0,866 42 -0.005 2,348 
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Cálculo das estimativas para o modelo estrutural de regressão de calibração 
De acordo com a subseção 3.3.2., calculamos os estimadores de máxima verossimilhança 
para o conjunto de dados em estudo 
0:2 - 0,171, éi3 = -0,0047, fl, = 10,081 
f3z - O, 877, ,B3 = O, 949 
a2 
X 22,442, ai = 1, 149 
a2 
2 - 1,452, a1 = 1,526 
p, - 0,951, Pz =O, 923, p3 = 0,930. 
Cálculo das estimativas para o modelo estrutural de calibração de análise de 
fatores 
De acordo com a subseção 3.4.1, calculamos os estimadores de máxima verossimilhança 
para o conjunto de dados em estudo, 
fll - 10,081, jj2 = 9, 012, jj3 = 9, 562 
- -
Àl - 4, 737, À.z = 4, 154, À3 = 4, 495 
- -
r/>1 - 1, 149, r/>2 = 1, 452, r/>3 = 1, 526 
P1 - o, 951, p2 =o, 923, p3 =O, 930. 
Matriz Estimada de Informação de Fisher 
A obtenção da matriz esperada de Fisher é de grande utilidade para se obter a distribuição 
&'lSÍntótica dos estimadores. Portanto, de acordo com o Teorema 3.1, a matriz esperada 
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de informação de Fisher é dada por 
~ 
Jl'i' o o 
onde 
0,498 -0,258 -0,266 0,495 -0,247 -0,254 
- -Ji'i'= -0,258 0,509 -0,185 ' J>.>.= -0,247 0,502 -0,177 
-0,266 -0,185 0,465 -0,254 -0,177 0,459 
0,045 -0,016 -0,017 0,045 -0,023 -0,024 
- -J >.q,= -0,023 0,032 -0,012 , Jq,>.= -0,016 0,032 -0,012 
-0,024 -0,012 0,030 -0,017 -0,012 0,030 
o, 124 0,033 0,035 
-Jq,q,= 0,033 o, 130 0,017 
0,035 0,017 0,108 
Inversa da matriz esperada de informação de Fisher 
23,588 19,678 21,293 o o o o o o 
19,678 18,708 18,672 o o o o o o 
21,293 18,672 21,731 o o o o o o 
o o o 12,450 9,810 10,610 -0,772 0,242 0,325 
Jj;l (8) = o o o 9,810 10,143 9,328 0,276 -0,521 0,076 
o o o 10,610 9,328 11,702 0,343 0,071 -0,659 
o o o -0,772 0,276 0,343 9,957 -2,289 -3,082 
o o o O, 242 -0,521 0,071 -2,289 8,543 -0,635 
o o o 0,325 0,076 -0,660 -3,082 -0,635 10,589 
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Intervalos de confiança para os O; com um nível do 95% 
P1 [8, 612; 11, 550] ' 112= [7, 704; 10, 320] ' 113 : [8, 152; 10, 972] 
Àl [3,670; 5, 804]' À2 : [3, 191; 5, 117] ' À3 : [3, 460; 5, 530 l 
1>1 [0, 195; 2, 103]' </>2: [O, 568; 2, 336], </>3 : [O, 542; 2,510] 
P1 [0, 906; O, 996], P2: [0, 866; O, 980], p3 : [0, 877; o, 983] 
Teste de Hipótese 
Para provar se os três instrumentos medem a característica sem vício e com a mesma 
confiabilidade, a hipótese é 
Para reali7.annos esse teste de hipótese, foi c,alcnlada a matri?: fi ( 9.) que é a matrn 
Q (9.) dada em (3.18) e avaliada no EMV de 9., 8 • . 
23,588 19,678 21,293 o o o o o o 
19,678 18,708 18,672 o o o o o o 
21,293 18,672 21,731 o o o o o o 
o o o 12,450 9,810 10,610 0,276 0,324 0,293 
no.= o o o 9,810 10,143 9,328 0,182 0,373 0,267 
o o o 10,610 9,328 11,702 0,195 0,316 0,367 
o o o 0,276 0,182 o, 195 0,022 0,001 0,000 
o o o 0,324 0,373 0,316 0,001 0,035 0,008 
o o o 0,293 0,267 0,367 0,000 0,008 0,031 
O.= (10, 081 9, 012 9, 562 4, 737 4,154 4, 495 o, 951 o, 923 O, 930)T 
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Usando estes resultados e a estatística de Wald, podemos testar a hipótese mencionada 
acima. Com efeito, com n = 42, temos W01 = 30, 997, comparando com a x2 {G) = 12, 59, &% 
se rejeita a hipótese nula, isto é os métodos são viciados, ou seja medem com vício o 
volume do testículo direito e/ou não são igualmente confiáveis. Para obter informação 
respeito à rejeição da hipótese H01 , vamos testar em forma separada se os instrumentos 
medem com vício e se tem a mesma confiabilidade. 
Para testar se os três instrumentos medem a característica sem vício a hipótese é, 
Usando os resultados de n (8.) e a estatística de Wald, podemos testar a hipótese 
mencionada acima. Com efeito, com n = 42, temos W02 = 31, 215, comparando com a 
X> (4) = 9, 49, rejeita-se a hipótese nula, isto é, os métodos são viciados, ou seja, medem 5% 
com vício o volume do testículo direito. Não podemos dizer que o método i fornece a 
medida "exata" do vohnne do testículo direito. 
Para provar se os três instrumentos são igualmente confiáveis, a hipótese é 
Usando estes resultados e a estatística de Wald, podemos testar a hipótese mencionada 
acima. Com efeito, com n = 42, temos W03 =O, 655, comparando com a X>~{2) = 5, 99 , 
'" 
não rejeita-se a hipótese nula, isto é, os métodos são igualmente confiáveis. 
Dos resultados acima, concluímos que de uma análise estatística de nossos dados indicam 
que os dois métodos são tão borns como o método de ultra-som, ou seja são igualmente 
confiáveis para a medição do volume do testículo direito. O uso de diferentes tamanhos 
dos anéis para o método gráfico permite uma rápida comparação visual para os testícu-
los. O tempo de manipulação parece ser reduzido comparando com outros métodos de 
medição, decrescendo o natural embaraça.mento dos adolescentes. 
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Capítulo 4 
Influência Local no Modelo de 
Calibração Comparativa 
4.1 Introdução 
Neste capítulo vamos desenvolver o estudo de influência e diagnóstico no modelo de cali-
bração comparativa, onde é de interesse comparar métodos ou instrumentos de medição 
da mesma quantidade desconhecida x em um grupo de n unidades experimentais, supondo 
as medições dos instrumentos seguindo uma distribuição multivariada. 
Especificamente, vamos aplicar o método de influência local proposto por Cook (1986) 
no modelo de calibração comparativa para três instrumentos de medição, baseado na 
parametrização de análise de fatores considerada por Theobald e Mallison (1978). 
Na literatura são poucos os trabalhos sobre influência e diagnóstico no modelo com er-
ros nas variáveis, em particular no modelo de calibração comparativa. Alguns trabalhos 
precursores em influência e diagnóstico no modelo com erros nas variáveis foram desen-
volvidos por Kelly (1984) que propõe um procedimento de diagnóstico baseado em uma 
função de influência; Tanaka, Watadoni e Moon (1991) usam a função de influência de 
Hampel para desenvolver métodos na influência de uma observação individual em análise 
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de estruturas de covariância. Abdullah (1995) apresenta vários métodos para detectar 
observações influentes no modelo de regressão funcionais com erros nas variáveis . Mas 
essas medidas de diagnóstico avaliam o efeito dos parâmetros de regressão estimados 
depois de excluir uma unica observação do conjunto de dados no tempo, para todas as 
observações do conjunto de dados. 
Mais do que eliminar casos, Cook (1986) propõe um método geral para avaliar o efeito, sob 
o estimador de máxima verossimilhança, de pequenas perturbações no modelo estatístico 
e/ou nos dados. Resultados adicionais sob influência local e aplicações no modelo linear 
misto e de regressão podem ser encontrados em Beckman, Natchtsheim e Cook (1987), 
Lawrence (1988), Thomas e Cook (1990), Tsai e Wu (1992), Paula (1993), Galea-Rojas, 
Paula e Bolfarine (1997) e Lasafre e Verbeke (1998). Zhao e Lee (1996) utilizam o método 
de influência local em alguns modelos com erro linear e não-linear. 
Recentemente, Zhao e Lee (1998) e Kwan e Fung (1998) aplicam o método de influência 
local em modelos de equações simultâneas e em análise de fator, respectivamente. 
Contudo, este método não tem sido desenvolvido no modelo de calibração comparativa 
baseado na parametrização de análise de fatores. Neste capítulo, aplicamos o método 
de influência local apresentado no Capítulo II, considerando dois esquemas de pertur-
bação: ponderação de casos e perturbação na resposta. No esquema de perturbação na 
resposta colocamos bastante atenção nas medidas obtidas pelo instrumento de referência. 
No que segue, vamos introduzir alguns tipos de perturbações no modelo de calibração 
comparativa sob a parametrização de análise de fatores, a fim de estudarmos a influência 
local. Especificamente: 
L Ponderação de Casos 
Consideremos o vetor de pesos w = (w1, ... ,wnf, para ponderar a contribuição de cada 
caso na função de log-verossirnilhança. Por exemplo, se w = (1, 0.5, O, ... , o f, a con-
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tribuição do primeiro caso é o duplo que a contribuição do segundo caso na log-verossimilhança. 
Neste caso, o modelo não perturbado é obtido ao considerar w0 (1, ... , 1f, isto 
é, a contribuição de todos os casos é igual na log-verossimilhança. A função de log-
verossimilliança do modelo perturbado é dado por 
n 
l (0/w) = I:Wiz (O,yi). 
j=l 
2. Perturbação na observação 
Seja Ywi a perturbação na observação }j, onde j = 1, ... , n. Algumas situações que 
serão de interesse estudar são: 
2.1. Perturbação Aditiva: Neste caso o modelo perturbado é dado por 
Y (k) y . 1 wj = j + Wkjek, J = , ~··, n, (4.1) 
onde ek é o k-ésimo vetor unitário de R 3 e Wkj é a perturbação aditiva correspondente à 
medida do k-ésimo instrumento no método de medição. Sob esta perturbação, o modelo 
perturbado reduz-se ao modelo postulado quando Wo = (0, ... ,O f. 
2.2. Perturbação Multiplicativa: Neste caso o modelo perturbado é dado por 
Y?;]=Yi*13(wkj), j=1, ... ,n, (4.2) 
onde 13 ( Wkj) é o vetor em R 3 , com Wkj na k-ésima posição, k = 1, 2, 3 e 18 em outro 
caso, isto é, Y i* 13 ( wkj) representa a perturbação multiplicativa correspondente à medida 
do k-ésimo instrumento de medição. A notação * denota o produto de Hadamard. Por 
exemplo, o modelo perturbado para k = 2 é dado por 
1 Yjj 
Ywi =Yi* W2j - 'W2it2j 
1 Y3j 
99 
ou seja, estamos perturbando somente as medidas do segundo instrumento. Para simpli-
ficar a notação, no que segue deste trabalho, representaremos Y~~ como sendo Y wj· 
Agora, seja Y wj a perturbação na observação Yi (aditiva ou multiplicativa). Então a 





l(O/w) = Lli(O/wkj), 
j=l 
Derivando l ( 8/ w) com respeito a J, obtemos 
onde 
lô(Ywi- pf ô(Ywi- JL)T'E-1 (Ywi- JL) 
2 &wkj Ô (Y wj - JL) 
j=l, ... ,n. 





:1-'A] (9, Wk]) :'"A, (9, wkn) 
- :À A! (9, WkJ) :). A, (9, WkJ) 
:.,A! (9, Wk!) :.,A, (9, Wkn) 
a'"1 al-'n 
a"! a).n 
a" I a;~n 9xn 
onde Ai (9,wki) é como em (4.4) e al-'j = t,.Ai (O,wki)' aÀj =!Ai (O,wki) e a<l>j = 
:<J>Ai (O,wki), j = 1, ... , n. 
A matriz~ definida acima tem que ser avaliada em 9 = Ô e w = Wo. 
Na seguinte seção vamos desenvolver o método de influência local definido no capítulo 
II para o modelo de calibração comparativa, considerando os esquemas de perturbação 
definidos acima. 
4.2 Perturbação de Ponderação de Casos 
Considerando o vetor de pesos w = (w1 , ... ,wn)T. A função de verossimilhança do 
modelo perturbado é dada por 
n 





ôwT =(li (9), ... , ln (9)), 
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onde li (8), j = 1, ... , n, são como em (4.6). Logo derivando, comrespeitoa8 a expressão 
anterior, temos 
onde 
A Efll(8/w)=~(8l(8/w))=~(l(8) l(8 )) (4.7) ~ - 888wT 88 8wT 88 1 ' ... , n 








f:.~' i = a';) i (8) = -~ [a':. log !:E! + a';. IITJ 11 2 J 







Assim, temos que Â~'J' f:.,; e Â<f>p dependem das derivadas de log I:EI e IIT;II2 com 
respeito a JL, À e l/>, respectivamente. Estas derivadas foram dadas na seção 3.4.2 e são: 
t:.'"j = :E-1wj 
f:..xj = -c1 (D-1 (4>) À-c1WJMWJD-1 (l/>)À+D-1 (l/>) WJWJD-1 (l/>) À] 
Ãq,j = -~ {-c1D-2 (l/>)D(À)À+D-1 (l/>)1-D-2 (l/>)D(WJ)WJ 
-c-2WJMWJD (À)D-2 (l/>)À+ 2c-1D (À) D-2 (l/>)WJWJD-1 (l/>)À}, 
. - . - (-r-T-T)T T onde as denvadas sao avaliadas em 8 = 8 = JL , À , lj> e w 0 = (1, ... , 1) . Ob-
servamos que, para esse esquema de perturbação, a matriz .Â não depende do vetor w. 
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O vetor dmax é então obtido, é o autovetor normalizado correspondente ao maior au-
tovalor da matriz a Tf. - 1 a. Um gráfico de ldmax I versus a ordem das observações pode 
revelar quais são os casos que exercem maiS influência sobre as estimativas dos 
parâmetros. 
4.3 Perturbação Aditiva 
Consideremos o modelo sob a perturbação aditiva dado por 
(4.8) 
onde ek é o k-ésimovetor unitário de R 3 , k = 1, 2,3 e j = 1, ... , n. Neste caso, o modelo 
não perturbado é obtido ao considerar w0 = (0, ... , O)T, o vetor nulo n-dimensional. A 
função de log-verossimilhança para o modelo perturbado l ( 9/ w) é dado por ( 4.3), com 
Y w1 = Yi+wkjek ew = (wkj, ... ,wkn)T. De (4.4), temosqueaderivadal (9/w) depende 
das funções Ai ( 8, wki) , j 1, ... , n, isto é, 
onde 
Aj (9, Wkj) = -~ a!kj IITwk; 11 2 = -~ a!ki [(Y wj- 1-'f:E-1 (Y wj- /L)] 
Prop. A2 
Prop. Al: b 
número 
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Por outro lado, a matriz â dada em (4.5), depende das matrizes 
e 
que serão dadas no seguinte Lema. 
Lema 4.1: Seja li (6/wkj) como em (4.3). Então 
2) Ll,;= c-1 { -zc-1 _D-1 (cf>).\ (Y wj- IL)T M + D-1 (cf>)(Y wj- IL) .\TD-1 (cf>) 
+.\T D-1 (cf>) (Y wí- /L) D-1 (cf>)} ek 
3) Ll<l>;= { D (Y wi- /L) D-2 (cf>) + c-2 D (.\) D-2 (cf>) .\ (Y wj- IL)T M 
-C
1 D (Y wj- IL) D-1 (cf>) M- c-1 (Ywi- IL)T D-1 (cf>) .\D (.\) D-2 (cf>)} ek. 
Prova: 
(1) A prova é imediata. 
(2) 
Â,; - ;.Ai(fJ,wki)=! (-(Ywi-1Lf:E-1ek) 
- -;. [(Y wj- IL)T (D-1 (cf>)- c-1M) ek] 
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(3) 
- -:À [(Ywi- JL)T D-1 (cp)ek -c-1 (Ywi- pfMek] 
- :À(c-1 (Yw;-pfMek) 
- -c-2 :À (c) (Ywj- pfMek + c-1 :À (Ywi- pf Mek 
- -c-2 (2D-1 (cp)À) (Ywj- pfMek Lema Al, 1 
+c-1 (D-1 (cp) (Y wí- JL) ÀT D-1 (cp) + ÀTD-1 (cp) (Y wi JL) D-1 (cp) ek] Lema A2,4. 
- c-1 { -2c-1 D-1 (o/) À (Y wi- pfM + D-1 (cp) (Y wj- p.) ÀTD-1 (cp) 
+ÀTD-1 (cp) (Y wi- JL) D-1 (o/)} ek 
Llq,i - ~Aí(8,wki)= ~ (-(Ywj-pf:E-1ek) 
- - :cp [(Y wi- JL)T (D-1 (cp)- c-1M) ek] 
- - ~ [(Y..,i- JL)T D-1 (cp)ek- c-1 (Ywi- pfMek] 
- - {:cp (Ywi- JL)T D-1 (cp)ek+c-2 :cp (c) (Ywi- pfMek 
1 a r } -c- &cp (Y wj- JL) Mek 
- D(Ywi- p)D-2 (</>)ek -c-2 (-D(À)D-2 (cp)À) (Ywi- pfMek Lema Ale A2 
+c-1 [-D (Ywi- JL) D-2 (cp) >.>.TD-1 (cp) ek- (Y wi- JL)T D-1 (cp) >.D (À) D-2 (o/) ek] 
- D(Ywi- p)D-2 (cp)ek+c-2D(À)D-2 (cp)À(Ywi- JL)TMek 
-c-1 D (Y wi- JL) D-2 (cp) UTD-1 (cp) ek- c-1 (Y wi- JL)T D-1 (o/) >.D (À) D-2 (o/) ek 
- {D(Ywi- p)D-2 (</>) +c-2D(À)D-2 (cp)À(Ywi- JL)TM 
-C1 D (Y wj JL) D-1 (cp) M- c-1 (Y wi pf D-1 (o/) >.D (À) D-2 (o/)} ek 
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esulta.d d Le 3 1 b 
. A az(ef.,) fi _, _ _,_ Dos r os o ma . , o temos a matriz = IJ8&-.,r , ca U<><.J.<> por 
A~', Al'n 
A= A,., A.x. 
Aq,, Aq,. 
9xn 
onde as derivadas são avaliadas em e= Ô = (v7, 5t, êl)T e em w = wo. 
Segundo o método de Cook(1986), o vetor noroializado correspondente ao maior au-
tovalor da- matriz ATf. - 1 A fornece a dire<;;OO- de maior influência local. Este vetor é 
denotado por dmax. Esse vetor contém informação sobre quais são as observações que 
exercem maior influência sobre as estimativas dos parâmetros. 
4.4 Perturbação Multiplicativa 
Consideremos o modelo sob a perturbação multiplicativa dado por 
onde ek é o k-ésimo vetor unitário de R 3 e 13 ( Wkj) é o vetor em R 3 com wkj na k-ésima 
posição, k = 1, 2, 3 e 11 s em outros casos j = 1, ... , n. Neste caso, o vetor correspondente 
à não perturbação é dado por w0 = 1. Sob este esquema de perturbação, a função de 
log-verossimilhança l (e /w) é dada como em (4.3), com Ywj = Yj * l3 (wkj). Derivando 
l (e/ W) com respeito a WT, obtemos 
âl(e/w) 





De (4.5), temos que a matriz ,6. dependem das matrizes 
lll'j 
a 
- aJL Aj (9, Wkj) 
llÀj 
a 
- a>.. Aj (9, Wkj) 
llq,j 
a 
- &p Aj (9, Wkj), 
que serão dadas no seguinte Lema: 
Lema 4.2: Seja li (9/wi) como em (4.3). Então 
2) Lhj= YkjC-1 { -2c-1 D-1 (f/>)>.. (Ywj- JLl M + D-1 (f/>) (Ywj- JL) :>..TD-1 (f/>) 
+:>..TD-1 (f/>) (Y wJ- JL) D-1 (f/>)} ek 
3) Llq,j= Yki [D(Ywi- JL)D-2 (4>) +c-2D(>..)D-2 (f/>)>..(Ywi- JLlM 
-c
1D (Ywi- JL) D-1 (4>) M- c-1 (Y wJ- JL)T D-1 (4>) >..D (:>..) D-2 (4>)] ek. 
Prova: 
(1) A prova é imediata. 
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(2) 
A ~A (8 •vk ·) = ~ (-Y,k · (Y ·- ")T :E-1ek) "-">J - ÔÀ J '< J 8J.. J WJ ,-
(3) 
- :À [-Yki (Ywi- p.f (D-1 (4>)- c-1M) ek] 
- -:À [Yki (Ywi- p.f D-1 (lj>)ek- c-1yki (Ywi- p.fMek] 
a ( -1 r ) - Ykj a :A C (Y wj - p.) Mek 
- Ykj (-c-2)! (c) (Ywj- p.fMek + Ykic-1 :À (Ywj- p.)TMek 
- -c-2 (2D-1 (~j>)J..) Yki(Ywi- p.)TMek +Ykic-1 r:À (Ywi- p)TMek] LemaB2: 2 
-2c-2YkiD-1 (4>) J..(Y wi- p.)TMek Lema B2: 4 
+c-1Yki [D-1 (fj>) (Y wí- p.) ÀT D-1 (4>) + ÀTD-1 (4>) (Y wi- p) D-1 (4>)] ek 
- Jlkic-1 { -2c-1D-1 (4>)J..(Ywí pfM+D-1 (lj>)(Ywi- p)J..TD-1 (4>) 
+ATD-1 (</>) (Y wj- p) D-1 (fj>)} ek 
a ( a ( ( r -1 ) Ll</>j - aq.Ai O,wki)= aq. -Ykí Ywí-P.) :E ek 
- - :q. [Ykí (Y wi- p)T (D-1 (4>)- c-1M) ek J 
- -Ykí :lj> [(Y wi- p.)T D-1 (4>) ek] + Yki ~ [(Y wi- p.)TMek] 
a 
- -Yki [-D (Y wi- p.) D-2 (4>)] ek + YkJ 
8
4> (c-1) (Y wi- p.)TMek 
-1 a [( r ] + Ykic 
8
4> Y wi - JL) Mek , Lema B2, 2 
- Yki [n (Ywí- p)D-2 (<j>)ek + C 2D(J..)D-2 (<j>)J..(Ywi- pfM~, Lema Bl,B2 
+c-1 ( -D(Ywi- p)D-2 (1j>)UTD- 1 (4>)- (Ywí- p.)T D-1 (fj>)AD(J..)D-2(4>))ek] 
- Yki [n (Y wi- p) D-2 (4>) + c-2 D (:A) D-2 (4>) À (Y wi- p)TM 
-c-1 D (Y wi- p) D-1 (4>) M- c-1 (Y wi- p.)T D-1 (4>) ÀD (A) D-2 (4>)] ek 
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Dos resultados no Lema anterior, obtemos a matriz a = a>~~~)' dada por 
a", a!Ln 
a= a;., aÀn 
a'", a<i>n 9xn 
- ( T -T -T)T as derivadas são avaliadas em O = O = [L , À , 4> e em w = Wo. 
Segundo o método de Cook(1986) o autovetor nonnalizado dmax (que corresponde ao 
maior autovalor da matriz ATf. -la) indica quais são as observações que exercem maior 
influência sobre as estimativas dos parâmetros. 
4.5 Aplicação 1 
Dados de Chipkevitch et aL (1996) 
A primeira aplicação que faremos consiste dos dados das medições dos testículos em ado-
lescentes, que foram utilizados na seção 3.5 do capítulo m. 
Baseado no modelo de calibração comparativa proposto por Theobald e Mallison (1978), 
será desenvolvida a aplicação do método de influência local apresentado nas seções ante-
riores, considerando alguns tipos de perturbações. 
Para iniciar esta seção, apresentamos na Figura 4.1 um gráfico das medições dos três 
métodos nos 42 adolescentes e na Figura 4.2 um gráfico tridimensional dos três métodos. 
Na Figura 4.1, observa-se que o ponto 38 se destaca do resto nas três medições; além 
disso, algumas das medidas dos adolescentes 13, 31 e 32 apresentam valores que se desta-
cam das outras medidas. Na Figura 4.2, pode-se observar que o ponto 38 também se 
destaca do resto das observações.(veja também a Tabela 3.2). 
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25' 38 
20 +1--------~1;, ____________ 3~1~~·--------
15 ~ '~-----' om ~ ----~~·~--~----~ 
1 o I. at-==a~~-,~.-:;! • '1!_,-t.~----~ 
5 -}q~__..~, i • ~~~~~~~~--
1 ~ .. • 
0+'~~~~~~~~~~~-,~~~ 
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Observações 
I • Y2 • Y3 • Y1 i 
I ' 
Figura 4-1: Gráfico dos três métodos vs observações 
38 
Figura 4-2: Gráfico das medições do testículo direito 
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4.5.1 Perturbação de Ponderação de Casos 
i\ssumindo o modelo de calibração comparativa baseado na parametrização de análise de 
fatores proposto por Theobald e l\!Iallison (1978), consideramos o esquema de perturbação 
de ponderação de casos. Aqui estamos olhando a contribuição de todos os adolescentes na 
função de log-verossimilhança e observamos, na Figura 4.3, que dois pontos se destacam 
correspondendo aos adolescentes 31 e 38. 




' 0.30 • 31 ;c ' .. 
E •• • • 
' :!! 
• • • 0.20 • • • 
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Observações 
Figura 4-3: Perturbação de ponderação de easos 
ao mmor autovalor de AT (i:) -I A , isto é, os valores absolutos dos componentes do 
vetor dmax. 
Na Tabela 4.2 apresentamos a estimativa dos parâmetros; a primeira linha mostra a 
estimativa dos parâmetros considerando o total dos dados, a segunda linha mostra a 





Tabela 4.1: Elementos de dmax em valor absoluto correspondente 
às medidas do volume do testículo direito humano em 42 
adolescentes, feitas por três métodos de medição. 
Obs. !dmax! Obs. !dmax! Obs. !dmax! 
1 0,1185 15 0,2211 29 0,0863 
2 0,1498 16 0,2369 30 0,1439 
3 0,1049 17 0,0329 31 0,3176 
4 0,2232 18 0,1903 32 0,2465 
5 0,1479 19 0,0625 33 0,1108 
6 0,1473 20 0,2108 34 0,0067 
7 0,1308 21 0,025 35 0,0152 
8 0,0047 22 0,1672 36 0,1488 
9 0,0473 23 0,1899 37 0,0137 
10 0,1131 24 0,1540 38 0,3810 
11 0,1448 25 0,0000 39 0,0367 
12 0,0368 26 0,0167 40 0,0037 
13 0,2487 27 0,0467 41 0,1028 
14 0,2438 28 0,1404 42 0,0215 
Tabela 4.2: Estimativa dos parâmetros 
fL2 fL3 .\.1 .\.2 .\.3 <Pl 4J2 @3 PI 
9,012 9,562 4,737 4,154 4,495 1,149 1,452 1,526 0,951 
8,463 9,080 4,220 3,480 4,040 1,296 1,208 1,207 0,932 
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. P2 P3 
0,923 0,930 
0,909 o, 931 
Intervalos de confiança para os O; com um nível do 95% da segunda linha 
da Tabela 4.2 
f.t1 [8, 241; 10, 885] ' fl-2: [7, 359; 9, 567], f-ta : [7, 813; 10, 346] 
>.1 [3, 250; 5, 190]' >.2 : [2, 662; 4, 298], >.3 : [3, 110; 4, 970 ] 
4>1 [0, 354; 2, 238]' 4>2 : [0,476; 1,940], 4>3: [0,339; 2,075] 
P1 [0, 754; 1, llO], P2: [0, 843; O, 975], p3 : [0, 874; O, 988] 
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4.5.2 Perturbação Aditiva 
a) Perturbação Aditiva na medição do método 1 
Assumindo o modelo de calibração comparativa para três instrumentos baseado no 
modelo proposto por Theobald e Mallison (1978), consideramos a perturbação aditiva na 
medição do método 1; neste caso estamos perturbando a medição fornecida pelo método 
1. Na Figura 4.4 apresentamos tun gráfico mostrando a influência dos valores observados 
sobre a estimativa dos parâmetros. Nesse gráfico pode-se observar que os pontos 4, 14 e 










o 5 10 15 20 25 30 35 40 45 
Observações 
Figura 4-4: Perturbação aditiva no método 1 
( •• )-1 correspondente ao maior autovalor de A T \L A isto é, os valores absolutos dos 
componentes do vetor dmax . 
Na Tabela 4.4., apresentamos a estimativa dos parâmetros, a primeira linha mostra as 
estimativas dos parâmetros considerando o total dos dados, a segunda linha mostra as 
estimativas dos parâmetros sem considerar as medições das observações 4, 14 e 20. 
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J Obs.J 
I I 1 
Tabela 4.3: Elementos de dmax em valor absoluto correspondente 
às medidas do volume do testículo direito humano em 42 
adolescentes, feitas por três métodos de medição em perturbação 
aditiva no método 1. 
/dmax/ ldmaxl. 11 Obs. I ldmaxl 
11 I I I 
1,543033499620926e-1 11 15 I 1,54303349962090&-1 11 29 1 1,543033499620926e-' I 
2 )1,54303349962092&-l 1 16 1,5430334996209o4e-1 1 30 )1,543033499620928e-1 ) 
I 3 I,543033499620!r23e-1 1 17 jl,543033499620918e-1 31 
f • I 
1 1,543033499620900e-" 1 
I 4 1 1,543033499620934e-1 18 fl,543033499620929e-1 • 32 1,54303349962090le-1 I 
5 1,54303349962092&-1 19 1,543033499620913e-1 33 1 ,543033499620912e-1 
1
1 
6 1,543033499620926e - 1 20 1,543033499620932e-1 34 1,54303349962092le-1 
I 7 1 543033499620926e-1 11 21 1,~3033499620919e- 1 35 1,543033499620921e-1 1 
' 
8 1 54303349962091&-' I 
' 
22 1,543033499620906e-1 36 1,543033499620912e-1 
9 1,543033499620920e-1 I 23 1,543033499620929e-1 37 1,54303349962092le-1 
I lO 1,54.303349962090&-1 24 1,543033499620927e-1 38 1 ,543033499620900e-1 
' 11 1,543033499620906e-1 25 1,543033499620916e-1 39 1 ,543033499620916e-1 I 
12 1 ,543033499620920e-1 26 1,54303349962092le-1 40 1,54303349962092oe-1 I 
13 1,543033499620910-1 27 1,543033499620922e-1 41 1,543033499620912e-l 
14 1 543033499620932e-l 
' 
28 1,543033499620928e-1 42 1,54303349962092le-1 
Tabela 4.4: Estimativa dos parâmetros 
I 1'1 1'2 f.L3 ,\1 ,\2 ,\3 <f;, CÍJ2 cb3 P1 P2 P3 
/10,081 9,012 
' 
9,562 4,737 4,154 I 4,495 1,149 1, 452 ' 1, 526 0,951 0,923 0,930 
)10, 644 9,474 j 10,062 4,452 3,944 4,269 1,145 1,562 1,628 0,945 O, 909 I O, 918 
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Intervalos de confiança para os ()i com um nível do 95% da segunda linha 
da Tabela 4.4 
f.tJ [9, 259; 12, 029]' f.tz: [8, 222; 10, 725] ' f.t3 : [8, 715; 11,409] 
Àj [ 3,442; 5, 462]' ,\2 : [3, 016; 4, 872]' ).3: [3, 274; 5, 264] 
1>1 O, 167; 2, 123]' 1>2 : [0,620; 2, 504]' 1>3 : [0, 584: 2, 672] 
P1 0,893; O, 997], Pz: [0, 843; O, 975] , p3 : [O, 856; O, 980] 
b) Perturbação Aditiva na medição do método 3 
Aqui estamos considerando a perturbação aditiva na medição do método 3; neste caso 
estamos perturbando a medição fornecida pelo método 3. Na Figura 4.5 apresentamos 
nm gráfico mostrando a influência dos valores observados sobre as estimativas dos 
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Observações 
Figura 4-5: Perturbação aditiva no método 3 
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Na tabela 4.5 apresentamos o autovetor (em valor absoluto), correspondente ao maior 
autovalor de .ó. T ('L) -I A , isto é, os valores absolutos dos componentes do vetor dma..~ . 
Na Tabela 4.6, apresentamos as estimativas dos parâmetros, a primeira linha mostra as 
estimativas dos parâmetros considerando o total dos dados, a segunda linha mostra as 
















Tabela 4.5: Elementos de dmax em valor absoluto correspondente 
às medidag do vohune do te,gtículo direito hmnano em 42 
adolescentes, feitas por três métodos de medição em perturbação 
aditiva no método 3. 
ldmax! Obs. ldmax! Obs. /dmax! 
1,543033499620931e-1 15 1,543033499620895e-1 I 29 1,543033499620925e-1 
1,543033499620933e-1 16 I 1,543033499620895e-1 30 1,543033499620929e-1 
1 543033499620926e-] 
' 
17 1,543033499620926e-1 31 1,543033499620903e-1 
1,54303349962093&-l 1 18 1 1,543033499620933e-1 32 1,543033499620900e-1 
1,5~1033499620932e- 1 19 [1,543033499620913e-1 33 1,543033499620913e-1 
1,543033499620935e-1 i 20 1,543033499620933e-1 34 1 ,543033499620916e-1 
1,543033499620929e-1 21 1,543033499620913e-1 35 1,543033499620912e-1 
1,543033499620923e-l li 22 1,54303349962090le-1 36 1,543033499620910e-1 
I 1,543033499620924e-1 jj 23 1,543033499620935e-1 37 1,543033499620924e-1 
1,54.303349962o9o&-1 11 24 1,543033499620935e-1 38 1,543033499620880e-1 
1,54303349962092le - 1 25 1,543033499620918e - 1 39 1,543033499620916e-1 I 
1,543033499620923e-1 26 1,54303349962091le-1 40 1,543033499620919e-1 
1,543033499620884e-1 27 1,543033499620920e-1 41 1,543033499620915e-1 
1,543033499620942e-1 1 28 1,54303349962092&-l 11 42 i 1,543033499620925e-l 
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Tabela 4.6: Estimativa dos parâmetros 
f-li 11'2 113 .>.1 .>.2 .>.3 </>1 </>2 </>3 P1 P2 
10,081 9,012 9,562 4,737 4,154 4, .495 1,149 1,452 1,526 0,951 0,923 
9,841 8, 756 9,172 4,249 3,485 3,609 0,751 1,601 0,963 0,960 0,883 
Intervalos de confiança para os 8; com um nÍVel do 95% da segunda linha 
da Tabela 4.6 
f-ll [8, 530; 11, 152) ' 11'2 : [7, 635; 9, 877) ' 113 : [8, 041; 10, 303) 
.>.1 [3, 299; 5, 199)' ).2 : [2, 644; 4, 326) ' .>.3 : [2, 779; 4, 439) 
</>I [0, 000; 1, 557)' </>2 : [0, 754; 2, 447) , </>3 : [O, 289; 1, 637) 





4.5.3 Perturbação Multiplicativa 
a) Perturbação Multiplicativa no método 1 
Assumindo o modelo de calibração comparativa para três instrumentos baseado no 
modelo proposto por Theobald e Mallison (1978), consideramos nesta seção a pertur-
bação multiplicativa, neste caso vamos perturbar a medição fornecida pelo método 1. Na 
Figura 4.6 apresentamos um gráfico mostrando a influéncia dos valores observados sobre 
as estimativas dos parâmetros. Nesse gráfico, observa-se que a influência maior sobre 
as medições do método 1 está nos adolescentes 31 e 38. Na Tabela 4.7 apresentamos o 





"' • E • • 
:s! 0.20 • 
• • • • 0.10 • 
• • • • • • •• •••• • •• • • 0.00 • • • . ~ 
o 10 20 30 40 50 
Observações 
Figura 4-6: Perturbação multiplicativa no método 1 
autovetor (em valor absoluto), correspondente ao maior autovalor de f:l.T (i:) -I i:l., isto 
é, os valores absolutos dos componentes do vetor dmax. 
Na Tabela 4.8 apresentamos as estimativas dos parâmetros, a primeira linha mostra as 
estimativas dos parâmetros estimados considerando o total dos dados, a segunda linha 
mostra as estimativas dos parâmetros estimados sem considerar as medições das obser-





Tabela 4.9: Elementos de dmax em valor absoluto correspondente 
às medidas do volume do testículo direito humano em 42 
adolescentes, feitas por três métodos de medição em perturbação 
multiplicativa no método 3. 
Obs. Jdmax[ 1 Obs. 
1 [d ma'<[ Obs. I ld ma'<[ 
1 I 0,0033 15 0,3175 29 I 0,0110 
2 0,0169 16 ' 0,2963 30 0,0007 I i 
I 3 I 0,0043 17 0,0017 31 0,1591 ' 
4 1 o,ol47 18 0,0108 32 0,2113 
' 
I 5 0,0146 19 0,0771 33 I 0,0842 I 
6 0,0224 20 0,0079 1 34 0,0710 
7 0,003 21 0,0936 35 0,1043 I 
8 0,0129 I 22 0,2196 36 0,1048 
9 0,009 23 0,0169 I 37 0,0119 I 
10 0,1212 24 1 o,ol93 38 0,5721 
11 0,0127 25 I 0,0436 39 0,0597 
12 0,0124 26 0,1134 I 40 I 0,0468 
13 0,5229 27 0,0387 41 0,0620 
14 J 0,0156 1 28 0,0037 42 0,0076 
Tabela 4.10: Estimativas dos parâmetros 
112 1113 I À1 I À2 I À3 <Pr I 02 </13 Pr I P2 
9, 012 I 9, 562 4, 737 I 4. 154 
' ' 
4, 495 I 1, 149 1,452 1, 526 O, 951 I o, 923 
Pa I 
0,930 
8, 590 I 8, 990 I 4, 370 I 3, 630 I 3, 770 I o, 798 1,596 0,968 o, 959 I o, 892 I O, 936 I 
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Intervalos de confiança para os 8; com um nível do 95% da segunda linha da 
Thbela 4.10 
1-tl [8, 321; 11, 019], 1-'2 : [7, 428; 9, 752] ' J.La : [7' 812; 10, 168] 
Àl [3,394; 5,346], À2 : [2, 762; 4, 498] ' ,\3 : [2, 908; 4, 632] 
</11 [0, 000; 1, 608]' </12 : [O, 7 46; 2, 446], </13 : [0, 282; 1, 654] 
P1 [0, 915; 1, 003]' p2 : [0, 821; O, 963] , p3 : [0, 884; O, 987] 
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4.5.4 Outros Resultados de Influência Local 
Nesta seção vamos investigar a influência que algumas observações exercem na estimação 
de um subconjunto do parâmetro (} = (J.Lr, À r, <PT) r, baseado no esquema de pertur-
bação de ponderação de casos. 
a) Parâmetro de interesse (}1 = (J.Lr, :>..r{. 
Vamos supor agora uma partição(} = (9f,9f)r = ((J.Lr,:>..r) ,</Jr)T, onde (}1 = 
(J.LT, À r) r é de dimensão 6 x 1 e 92 = <P é de dimensão 3 x 1; neste easo nosso interesse 
reside em 9 1· 
Na Figura 4.8 foi empregado o esquema de perturbação que consiste na ponderação de 
casos. Aqui estamos olhando a contribuição de todos os adolescentes na função de log-
verossimilhança e observamos que os adolescentes 11, 31 e 32 se revelam como os mais 
influentes sobre as estimativas do parâmetro 9 1. 
Na Tabela 4.11 apresentamos o autovetor (em valor absoluto), correspondente ao maior 
•• -1 
autovalor de ~r(L -B22)~, com B22 definido em (2.23), isto é, os valores ab-
solutos dos componentes do vetor dmax Na Tabela 4.12 apresentamos as estimativas 
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Figura 4-8: Perturbação de ponderação de casos quando o é interesse é 9 1 = (p7,I )T. 
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dos parâmetros; a primeira linha mostra as estimativas dos parâmetros considerando o 
total dos dados, a segunda linha mostra as estimativas sem considerar as medições das 
observações 11, 31 e 32. 
I J1,r 
Tabela 4.11: Elementos de dmax em valor absoluto correspondente 
às medidas do volume do testículo direito humano em 42 
adolescentes, feitas por três métodos de medição, quando o parâmetro 
de interesse é el = (p7, .xr(. 
Obs. !dmac'{l Obs. ldmaxl Obs. I !d ma"'l:! 
1 I 0,0438 15 0,0919 I 29 I 0,0556 I 
I 2 I o,1518 16 0,2062 30 o,m3 1 
I i 0,0263 
I I 
3 0,1212 17 31 I o,365 1 
4 0,1492 18 1 o,1666 32 0,3871 
I 
5 I 0,1457 I 19 0,0897 I 33 I 0,1343 
6 0,172 20 0,1138 34 O,Oll7 
7 0,1277 21 0,0021 35 0,0349 
8 0,0145 22 0,2716 36 0,0913 
9 0,0437 23 0,1996 37 0,0102 
10 0,1941 I 24 0,1591 38 ' 0,0658 
11 0,3644 I 25 0,0119 I 39 0,0439 I 
I 12 0,0325 26 0,0232 40 l 0,0035 
13 0,1112 11 27 0,0431 11 41 I 0,1339 ' 
14 0,2835 28 0,1087 42 0,0169 
Tabela 4.12: Estimativas dos parâmetros 
I f1,2 f1,3 I Àr ,\2 f ,\3 if>t o/2 @3 / Pr P2 I P3 
l 
I 
lw, 081 i 9, 012 ' 1, 5261 O, 951 o, 923 I O, 930 I 9, 562 I 4, 737 4,154 4,495 1,149 1, 452 
' 
i 9,441 18,4871 9,19714,143 1 3,621 4,339 0,936 1,322 1 0,607/ 0,9481 0,908 i 0,969 f 
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Intervalos de confiança para os (Ji com um nível do 95% da segunda linha da 
Tabela 4.12 
f.Lr [8, 154; 10, 728] ' f.Lz : [7,338; 9,636], 03: [7,864; 10,530 l 
)q [3, 208; 5, 078]' À2: [2, 770: 4, 472] ' À3 : [3, 379; 5, 299 l 
<Pr [0, 270; 1, 602]' 4Yz: [O, 626; 2, 018] , 4;3 : [0, 000; 1, 246] 
P1 [0, 905; o, 991], Pz: [0, 852; O, 964], p3 : [O, 933; 1, 005] 
b) Parâmetro de interesse 82 = 4J. 
( T T)T (( T T) T)T D Vamos supor agora uma partição e = 8 1 ,82 = j.L , À , 4> , onde ur = 
(p,r, ÀT( é de dimensão 6 X 1 e 8 2 = 4> é de dimensão 3 X 1; neste caso nosso interesse 
reside em e 2. 
Na Figura 4.9 foi empregado o esquema de perturbação que consiste na ponderação 
de casos. Aqui estamos olhando a contribuição de todos os adolescentes na função de 
log-verossimilhança e observamos que os adolescentes 31 e 38 se revelam como os mais 
influentes sobre as estimativas do parâmetro 8 2 • 
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Figura 4-9: Perturbação de ponderação de casos quanto o interesse é 8 2 = 4J. 
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Tabela 4.13: Elementos de dmax em valor absoluto correspondente 
à:s medidas do volume do testículo direito humano em 42 
adolescentes, feitas por três métodos de medição, quando o parâmetro 
de interesse é 82 = </>. 
Obs. ldmaxl Obs. ldmaxl Obs. ldmaxl 
1 0,1184 15 0,2211 29 0,0863 
2 0,1498 16 0,2370 30 0,1439 
3 0,1049 17 0,0329 31 0,3176 
4 0,2231 18 0,1903 32 0,2466 
5 0,1479 19 0,0625 33 0,1108 
6 0,1473 20 0,2107 34 0,0067 
7 0,1308 21 0,0249 35 0,0152 
8 0,0047 22 0,1673 36 0,1488 
9 0,0473 23 0,1899 37 0,0137 
10 0,1131 24 0,154 38 0,3809 
11 0,1449 25 0,000 39 0,0367 
12 0,0368 26 0,0167 40 0,0037 
13 0,2486 27 0,0467 41 0,1028 
14 0,2438 28 0,1404 42 0,0215 
4.6 Aplicação 2 
Dados de Barnett (1969): 
A segunda aplicação que apresentamos consiste dos dados tomados de Barnett (1969), 
relativos a um estudo médico para avaliar a qualidade de dois instrumentos usados para 
medir a capacidade vital pulmonar x em um grupo de pacientes. Um instrumento é 
de tipo padrão e outro novo, portátil e mais fácil de operar. Ademais, o instrumento 
padrão requer um operador especializado. Os dois instrumentos foram comparados em 
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um grupo comum de n-72 pacientes, quando operados por um operador especializado 
e por um não especializado. As três combinações instrumento-operador serão referidas 
como (Theoba.ld e Mallison, 1978): 
Instrumento 1: Instrumento estandar e operador especializado; 
Instrumento 2: Instrumento estandar e operador não-especializado. 
Instrumento 3: Instrumento novo e operador especializado. 
Seja Y;í a medida da capacidade vital fornecida pelo instrumento i para o paciente 
j, com i = 1, 2, 3 e j = 1, 2, .... , 72. O conjunto de observações {Y;j} é apresentado na 
Tabela 4.14. 
Para avaliar o ajuste do modelo normal pode-se considerar um Q-Q plot das clistâncias 
transformadas, como fizemos na primeira aplicação. 
Yi - 2246, 11, y2 = 2175,69 f3 = 2148,61 
Sn - 584290,43, S22 = 618838,41, S33 = 787936, 96 



























Tabela 4.14 : Medidas da capacidade vital para 72 pacientes, feitas 
por 3 instrumentos 
Yí 12 y3 Obs. yl 12 Y3 Obs. Yí 12 Y3 
3450 3530 4030 25 2220 1400 1840 49 1000 1130 650 
1310 1320 1610 26 1880 1820 1900 50 1400 1400 1350 
3820 3720 4150 27 940 960 1060 51 1880 1710 1600 
2110 2880 2740 28 2480 2220 2150 52 1280 1260 1160 
1860 1420 1540 29 1660 1780 1760 53 3120 3000 3110 
1940 1780 2020 30 4040 4180 4000 54 3770 3340 3900 
2360 2260 2430 31 2540 2560 2080 55 3420 3220 3120 
2880 2920 2650 32 1780 1700 1390 56 2740 2880 2850 
1980 1720 1800 33 1280 1300 800 57 2840 2920 2710 
3120 3180 3250 34 1940 2060 20.30 58 3800 3740 3440 
1760 1630 1390 35 1760 2000 1860 59 2100 1680 1650 
1480 1760 1700 36 2040 1660 1470 60 1820 1400 1060 
1840 1660 1400 37 1060 1000 850 61 1400 1320 1350 
3580 3480 3680 38 2000 1800 1270 62 2200 1680 1640 
1880 2000 2090 39 2280 2280 2380 63 1940 1900 1820 
2400 2320 2550 40 1940 1800 1670 64 3260 3200 3250 
2220 2120 2290 41 2-580 2700 2850 65 1960 1940 1890 
2540 2500 2620 42 1400 1440 1680 66 1320 1260 1140 
920 1200 640 43 1260 1100 1000 67 2840 3060 3650 
2240 2160 2300 44 2320 2420 2360 68 2060 1840 1720 
2240 2130 2030 45 2000 1940 1980 69 2200 1970 1900 
2260 2510 2400 46 2400 1900 1470 70 1260 1150 860 
3860 4180 3980 47 2880 2980 3240 71 3040 2840 2850 
2780 2100 1890 48 3420 3150 3200 72 2140 2180 2560 
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Cálculo das estimativas dos parâmetros sob o modelo de calibração estrutural 
de regressão 
De acordo com a subseção 3.3.2., as estimativas de máxima verossimilhança dos 
parâmetros para o conjunto de dados em estudo, são dados por 
â2 - -217,792, â3 = -486,788, f.tx = 2246,11 
.82 - 1, 066, .83 = 1, 173 
~ 
X 538073,49, Ui = 46216,943 
·2 7840,107, &i= 47185,975 (T2 -
P1 - 0,921, p2 =o, 987, p~ = 0,940. 
Adotamos o instrumento 1 como sendo o instrumento de referência. Isto é, assumimos 
que ar = O e f3r = 1. 
Cálculo das estimativas dos parâmetros sob o modelo de calibração estrutural 
de análise de fatores 
Sob a parametrização de análise de fatores, a estimativa de máxima verossimilhança dos 
parâmetros baseado nos dados de Barnett(1969) são: 
ílJ 2246, 11, {.t2 = 2175,69, íla = 2148,61 
À1 - 733,535, .À2 = 781,664, .À3 = 860, 669 
rpl 46216,943, ;p2 = 7840, 107, ;p3 = 47185,975 
P1 - O, 921, p2 =O, 987, p3 =O, 940. 
Na Figura 4.10 apresentamos um gráfico das medições dos instrumentos nos pacientes e 
na Figura 4.11, é apresentado um gráfico tridimensional dos três métodos; neste gráfico 
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Figura 4-11: Gráfico das medições da capacidade vital para 72 pacientes 
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4.6.1 Perturbação de Ponderação de Casos 
Considerando o modelo de calibração comparativa baseado na parametrização de análise 
de fatores proposto por Theobald e Mallison (1978), e o esquema de perturbação de 
ponderação de casos, apresentamos na Figura 4.12 a influência local das observações 
sobre a estimativa dos parâmetros, observamos que os pontos 23 e 30 se destacam do 
resto. Na Tabela 4.15 apresentamos as estimativas dos parâmetros; a primeira linha 
mostra as estimativas dos parâmetros considerando o total dos dados, a segunda linha 
mostra as estimativas sem considerar as medições das observações 23 e 30. Se observa 
uma mudança considerável no parametro (j>. 
fll 
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Tabela 4.16: Elementos de dmax em valor absoluto correspondente 
aos dados Barnett(1969), em perturbação de casos. 
I Obs.i[d maxf I Obs.ild maxf I Obs.l [d max/.1 
1 o,o9os 1 I 0,1686 I I 1 I 0,2097 I 25 49 
' 
2 0,1224 26 I o 0512 I 
I ' 
50 I o,n75 I 
3 0,2397 1 27 I o 1803 I 
' I 
51 I o,o695 
I 
4 o,os91 1 28 I o,oos9 I 52 I 0,139 I I 
5 o,102s 1 29 1 o,o624 1 53 0,1263 
' 
6 0,0519 30 . 0,2924 54 o,l922 1 
7 I 00110 I 
' 
31 0,0469 55 I 0,1563 I 
I 
8 0,1042 32 . 0,0766 56 0,1011 
9 o,o624 1 33 0,1417 57 0,1047 I 
10 0,1492 34 0,0208 58 0,2277 
11 0,0848 35 o,o34 I 59 1 o,0677 
12 0,0689 36 0,0748 60 i 0,1159 
13 0,0798 37 0,1781 61 0,1263 
14 0,1993 1 38 0,0693 62 0,066 I 
15 0,0273 39 0,0167 63 0,0429 J 
16 0,0268 40 0,0570 64 I 0,1538 I 
17 0,0039 41 0,0782 65 0,0367 
18 0,0506 42 0,1062 66 0,1387 
I 
19 0,1621 43 0,1604 67 0,1392 
20 0,0011 44 0,0326 68 o,0494 I 
21 0,0078 l 45 0,0341 69 0,0289 
22 I o,0425 46 0,0417 I 70 1 o,1577 
I 23 0,2892 47 0,1225 71 1 o,1019 .. 
24 0,0041 48 0,1501 72 I o,oo7o 
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4.6.2 Perturbação Aditiva 
Considerando a pertmbação aditiva na medição do método L Neste caso estamos pertur-
bando a medição fornecida pelo método L Na Figura 4.13 temos um gráfico mostrando 
a influência dos valores observados sobre a estimativa dos parâmetros. Nesse gráfico 
pode-se observar que os adolescentes 3, 30, 54 e 58 exercem uma influência moderada na 
estimação dos parâmetros, pois não há observação que se destaque fortemente em relação 
as outras observações. 
Na Tabela 4.17 apresentamos o autovetor (em valor absoluto), correspondente ao maior 
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Figura 4-13: Pertmbação aditiva no instrumento 1 
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Tabela 4.17: Elementos de dmax em valor absoluto correspondente 
aos dados Barnett(1969), em perturbação aditiva. 
I Obs. )ld maxl 
i 1 i 0,1660 
2 0,1511 





I "' I 0,0178 
8 0,0896 
I 9 I 00264 I 
' 
10 0,1214 
I 11 0,0671 
12 0,1435 
13 0,0509 
14 0,2026 I 
15 0,0716 
I 16 0,0218 
I 17 I 0,0034 1 
18 0,0408 
I 19 0,2239 
20 0,0017 
I 21 0,0028 
22 o,o224 I 
23 0,2155 
24 0,1307 
Obs. Jdmaxl) Obs. '\ldmaxl 
25 0,0510 I 49 I 0,2007 I 
I 




1 0,2063 I 51 o,o469 I 
28 1 o,o5o81 52 I 0,1498 I 
' ' 29 I 01040 I 53 I o 1352 I 
30 0,2568 54 o,2542 1 
I 0,0415 I I 0,1889 
I 
31 55 I 
32 0,0674 56 0,0583 
33 0,1494 57 I 0,0798 I 
34 0,0614 58 0,2373 
35 0,0972 59 0,0054 
36 0,0054 60 I 0,0342 I 
37 0,1796 61 0,1281 
38 0,0226 62 0,0286 
39 0,0016 63 0,0483 
40 0,0400 64 0,1522 
41 0,0340 65 0,0472 
42 0,1394 66 0,1404 
43 o,l418 1 67 0,0616 
44 o,oo19 I 68 0,0156 
45 0,0387 69 0,006 
46 0,0608 I 70 I 0,1441 
47 0,0801 71 0,1303 
48 0,1931 72 0,02.84 
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4.6.3 Perturbação Multiplicativa 
Nesta seção vamos considerar a perturbação multiplicativa. Neste caso vamos pertur-
bar a medição fornecida pelo método 1. Na Figura 4.14 temos um gráfico mostrando 
a influência dos valores observados sobre a estimativa dos parâmetros. Nesse gráfico, 
observa-se que os adolescentes 23 e 30 se destacam do resto. 
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Figura 4-14: Perturbação multiplicativa no instrumento 1 
Na Tabela 4.19, apresentamos o autovetor (em valor absoluto), correspondente ao maior 
autovalor de fl.T ('L) -l tl.., isto é, os valores absolutos dos componentes do vetor dmax . 
Na Tabela 4.18 apresentamos as estimativas dos parâmetros; a prÍnleira linha mostra as 
estimativas dos parâmetros considerando o total dos dados, a segunda linha mostra as 
estimativas sem considerar as medições das observações 23 e 30. 
Tabela 4.18: Estimativas dos parâmetros 
I ft1 I ft2 I ft3 )\1 )\2 I À3 4;1 4;2 
' I 2175,69 )2148, 61 733,535 I 781, 664 I 860,669 1 2246, u 46216,943 7840,107 
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(3) Da definição A2, segue que 
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Lema A2: Sejam a e b vetores eM D-I(</>) >.>.TD-I (</>).Então 
1) !_ {ÀTMÀ}= 2ÀTIJI (</J)>.D-I (</J)À 
2) I., (c?D-k (</>)) = -kD (a) D-(k+1l (</>) 
3) ;., { aTMb} = -ÀT D-I(</>) bD (>.) D-2 (</>) a-ÀT D-I(</>) aD (>.) D-2 (</>) b 
4) !_ aT M =D-I(</>) aÀT D-I(</>) +XD-1 (</>)aD-1 (</>) 
5) I., (aTM) = -D (>.) D-2 (</>)a>.T D-1 (</>) -aT D-1 (</>) >.D (>.) D-2 (</>) 
=-D (a) D-2 (</>) >.>.T D-1 (</>)- aTD-1 (</>) >.D (À) D-2 (</>). 
Prova: (1) Da propriedade Al (a), segue que 
!_ {ÀTMÀ} = ~ {ÀTD~1 (</J)llTD~1 (</J)À} 
nume:ro numero 
= !_ (ÀTD-1 (</>) >.)2 
= 2 (>.TD-1 (</>)>.) ~ (>.TD-1 (</>)>.) 
= 2 (ÀTD-1 (</>)>.) (D-1 (</>)>.) 
2>.TD-1 (</>) >.D-1 (</>)À 
(2) Da definição A2, vamos ter que 
:~ o o 
a(T-h) a B</1 a D (</>) = B</1 (a1, ... , ap) O 
= [~ (;;),·--,~ (~)] = 
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- -kD (a) D-(k+I) (cp). 
(3) Aplicando a definição A2 e a propriedade A2, segue que 
:<!> {aTMb} !, {aTD-1 (cp)>V..TD-1 (cp)b} 
número número 
=!, (>..TD-1 (cp)a) (>..TD-1 (cp) b) 
=!, (>..T D-1 (cp)a) ÀT D-1 (cf>) b + ÀT D-1 (cp)a!, (>..T D-1 (cf>) b) 











o -~ bp 
= -D (À) D-2 (tfJ) a ÀTD-1 (tfJ) b -ÀTD-1 (tfJ)aD (À) D-2 (tfJ) b 
número 
(4) Aplicando a Definição A2 e a Propriedade Al(a), obtemos 
!. {aTM} - !. {aTD-1 (tfJ)llTD-1 (tfJ)} 
- :À {ÀTD-1 (t/J)aÀTD-1 (t/J)} 
- _!!_ (ÀTD-1 (t/J)a) ÀTD-1 (tfJ) + ÀTD-1 (tfJ) a!!_ (ÀTD-1 (tfJ)) 
8À ÔÀ 
- D-1 (tfJ) aÀTD-1 (tfJ) + ÀTD-1 (tfJ) aD-1 (tfJ). 
(5) Aplicando a definição A2 e o Lema A2(2), obtemos que 
- _!!_ (aTD-1(t/J)ÀÀTD-1(t/J)) 
âtjJ~ 
número 
- _!!_ (ÀTD-1 (t/J)a) ÀTD-1 (t/J) +aTD-1 (t/J)À_!!_ (ÀTD-1 (t/J)) 
8<P 8tjJ 
- -D (À) D-2 (tfJ) aÀTD-1 (tfJ) +ar D-1 (tfJ) À ( -D (À) D-2 (tfJ)) 
- -D (À) n-2 (t/J)aÀrD-1 (<P)- ar n-1 (tfJ) ÀD (À) n-2 (tfJ). 
Lema A3: Sejam a e b vetores. Então 
â 
âa (aTD(a)b) =2D(a)b. 
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Prova: A prova segue aplicando a Definição A2 
aJ o ~ a a aa (aTD(a)b) - aa (ar, ... , aP) 
o aP bp 
~ a 
(ai,-~·, a!) - âa 
bp 
br 
- [! (ai) , ... , ! (a;)] 
bp 
..!L (a2) 
&, 1 a:, (a;) ~ 
-
..!L (a2) 
/Jap 1 ::._ (a;) bp 
2a1 o ~ 
-
o 2ap bp 
- 2D (a) b. 
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Apêndice B 
Obtenção da Matriz de Informação de Fisher 
observada no Modelo de Calibração 
Estrutural 
Nesta seção apresentamos os cálculos para obter a matriz de informação de Fisher 
observada. 
Seja l (8) = z:::;=lli (8) o log-verossimilhança associado ao modelo de calibraçã.o com-
parativa, onde 
Então a matriz de informação de Fisher observada é definido por 
(B.1) 
EPli 1 EPlog li: I 1 EP log IITi 11 2 
&fJâ(F 2 &f}&f}T 2 f)(J&fJT 
__ff__lj__ __ff__lj__ __ff__lj__ 







__ff__lj__ __ff__lj__ ~ 
ô<f>ôp.T i'J<f>8J,.T {}<f>a.pT 
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com 
1 02log 11Till2 
2 âlJ;aer 
i,k = 1,2,3, j = 1, ... , n. 
Observe que 
IITill2 = wj n-1 (<P) wj- c-1wjMWj, 
onde Wj = yj- JL, M = n-1 (<P) .;uTD-1 (<P) e c= 1 + ÀTD-1 (<P) À. 
Lema Bl: Seja 11Till2 corrw em B.3. Então 
2) an~t = 2c2WJMWiD- 1 (<P) À- 2c-1 D-1 (</J) WJWJD-1 (</J) À 
3) 811Jl = -D-2 (<jJ)D(Wi)Wi- c-2WJMWiD(À)D-2 (<jJ)À 
+2c-1D (À) D-2 (</J)WiWJD-1 (</J) À. 
Prova: (1) Aplicando a Propriedade A2 
ôii1JII
2 
= ..2.. w T:E-1W. 
&p. lJp. J J 
awr aw?':E-1Wj =-a;- x awj 
= -2:E-1Wi 
(2) Aplicando o Lema 1(1) e a Propriedade A1, segue que 
! [WJD-1 (</J) Wi-c-1 (ÀTD-1 (<fJ) Wi/] 
- -[:À (c-1) (ÀTD-1(</J)(Wi)/ 
+c-12ÀTD-1 (<fJ)Wi! (ÀTD-1 (<fJ)Wi)] 




+2c-1ÀTD-1 (1J)WJ :À (ÀTD-1 (1J)WJ)] 
- 2c-2D-1(1J)À(ÀTD-1(1J)WJ)2 
-2c-1 ÀTD-1 (1>) wjv-1 (1>) wj 
- 2c-2D-1 (1J)À (ÀTD-1 (1J)W1) (ÀTD-
1 (1J)W1) 
nUinero núxnero 
-2c-1 ÀTD-1 (1;1) W 1D-
1 (1;1) Wi 
- 2c-2ÀTD-1 (1J)WJÀTD-1 (1J)WJD-1 (1J)À 
-2c-1 ÀTD-1 (1J)Wi v-1 (1J)Wi 
número 




f) ( T 1 ( ) f) ( 1) T 1 f) ( T ) - &q. WJ D- 1;1) W 1 - &q. c- W 1 MW1 - c- &q. W 1 MW1 
- -D(W1)D-
2 (1J)W1+c-
2 (-D(À)D-2 (1J)À) WJMW1 
-c-1 (2ÀTD-1 (1;1) W1D (À)D-










+2c-1 D (À) D-2 (1>) W 1WJD-
1 (1>) À 
Lema B2: Seja IIT; 11 2 como em (B.3). Então 
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1) !!~~~; = 2 (D-1 (cp)- c-1M)= 2:E-1. 
8IIT;II = -2clD-I ("")W·W!D-1 ("") +4c-2D-l ("")W·WTM 2) a;,.a;,.1· '+' J J '+' '+' J J 
+2c-2WJMWi (:E-1 - 3c-1M) + 4c-2MWiWJD-1 (cp) 
3) ~~~!W = 2D(Wi)D-3 (cp)D(Wi) 
-2c-3WJMWiD (À) D-1 (cp) MD-1 (cp) D (À) 
+2c2D (À) D-2 (cp) WiWJMD-1 (cp) D (À) 
+2c-2WjMWiD (À)D-3 (cp)D (À) 
+2c-2D (À)D-1 (cp)MWiWJD (À) D-2 (cp) 
-2c1 D (À) D-2 (cp) Wi WJ D (À) D-2 (cp) 
-4c-I JJ3 (cp) D (À) WJD- 1 (cp) ÀD (Wi). 
4) ~~;ti&~ = 2c1 {D-1 (cp) WiÀTD-1 (cp) + ÀTD-1 (cp) Wi [:E-1 - c-1M]} 
5) '::,g;;f = 2D (Wi) D-2 (c/J)+2c-2D (À) D-2 (cp) ÀWJM-2c1D (À) D-2 (cp) WiÀTD-1 (cp) 
-2c-1WJD-1 (c/J) ÀD (À) D-2 (cp) 
-2c-2WJMWiD (À) D-2 (c/J) - 2c2D (À)D-1 (c/J)MWiWJD-1 (cp) 
+2c-1 D (À) v-2 (c/J) wi WJD-1 (c/J)+2c-1WJD-1 (c/J) ÀD (Wi) v-2 (c/J). 
Prova: (1) De (B.3) , do Lema Bl e aplicando a Propriedade AI, temos que 
(f2 (/1Ti11
2
) _ !!_ (-2WTD-1 (c/J) + 2c-1WTM) 
8JL JLT 8JL J J 
- -2!!_ (WTD-1 (c/J)) + 2c-1!!_ (WTM) 
8JL J 8JL J 
- -2(-D-1 (c/J))-2c1M 
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(2) Do Lema Bl, temos que 




âÀÔÀT ÔÀ ÔÀ 
= 2,;;. (c-2) WJMWiÀTD-1 (t/>) + 2c-2 ,;;. (WJMWi) ÀTD-1 (t/>) 
+2c2WJMWi,;;. (ÀTD-1 (t/>)) - 2,;;. (c1 ) ÀTD-1 (t/>) WiWJD-1 (t/>) 
-2c-1 ,;;. (ÀT D-1 (t/>) WiWJD-1 (t/>)) 
= 2 (-4c3D-1 (t/>) ÀWJMWjÀTD-1 (t/>)) 
+c-2 (2ÀTD-1 (t/>) WiD-1 (t/>) Wi) ÀTD-1 (t/>) + c-2WJMWiD-1 (t/>) 
-2 { -2c-2D-1 (t/>) ÀÀTD-1 (t/>) WiWJD-1 (t/>) + c 1D-1 (t/>) WiWJ'D-1 (t/>)} 
= -8c-3D-1 (tf>)ÀWJMWi 
+4ÀTD-1 (t/> + 4c-2 ÀTD-1 (t/>) Wi D-1 (t/>) WjÀTD-1 (t/>)) 
numero 
+4c-2 ÀTD-1 (t/>) Wi D-1 (t/>) WiÀTD-1tj> + 2c-2WfMWiD-1 (t/>) 
número 
+4c2 D-1 (t/>) ÀÀT D-1 (t/>) WiWiD- 1 (t/>)-2c-1 D-1 (t/>) WiWJ D-1 (t/>) 
= -sc-3 D-1 (t/>) ÀWJMWiÀTD-1+4c-2 D-1 (t/>) ÀWiWJD-1 (t/>) ÀÀTD-1 (t/>) (t/>) 
+2c2WfMWiD-1 +4c-2MWiWJD-1 (4>) (t/>) 
-2c-1 D-1 (t/>) WiWJD-1 (t/>) 
= -8c3WJMWiD-1 (t/>)ÀÀTD-1 (t/>)+4c2D-1 (tf>)WiWJ D-1 (t/>)ÀÀTD-1 (t/>) 
M 
+2c-2WJ'MWiD-1 + 4c-2 D-1 (t/>) ÀÀT D-1 (t/>) WiWJ'D-1 (t/>) (t/>) 
M 
-2c1 D-1 (t/>) WiWJ D-1 (t/>) 
= -sc-3WfMWiM +4c-2D-1 (tj>)WiWJM+ 2c2WJMWiD-1 (t/>) 
+4c2MWiWJD-1 (t/>)-2c1 D-1 (t/>) WiWJD-1 (t/>) 
= -2c-1 D-1 (t/>) WiWJD-1 (t/>) + 4c-2D-1 (t/>) WiWfM 
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+2c2WJMWJ (D-1 (l/>)- c-1M -3c-1M) +4c-2MWJWJD-1 (lf>). 
:;;-1 
(3) Do Lema Bl, obtemos que 
8~;t = -WfD-2 (ljJ)D(Wi) -c2WfMWiÀTD(À)D-2 (ljJ) 
+2c-1ÀTD-1 (l/>) WiWJD (À) D-2 (l/>) 
Assim, o resultado segue após a aplicação dos Lemas AI e A2 
8"111)112 = .1!... {8IIT;II2} = --º- {WTD-2("')D(W)} 
8</>8</>T 8</> 8</>T 8</> J 'i' J 
- ~ {c-2WJMWJÀTD (À) D-2 (l/>)}+2:<1> {c-1 ÀTD-1 (l/>) WiWJD (À) D-2 (l/>)}. 
~) 00 
Acharemos, 
~ (1) = :<!> (c-2) WJMWJÀTD (À) D-2 (l/>) + c 2 ~ (WfMWJ) ÀTD (À) D-2 (lf>) 
+ c2WJMWi:<t> (ÀTD(À)JJ2 (l/>)) 
= ( 2c-3D (À)D-2 (lf>)À)WfMWJÀTD (À)D-2 (l/>) 
+C2 ( -2ÀTD-1 (l/>) WiD (À) D-2 (lf>) WJ) ÀTD (À) D-2 (l/>) 
+c2WJMWJ (-2D (À) D-3 (l/>)D (À)) 
= 2c3D (À) D-2 (l/>) À WJMWi ÀTD (À) D-2 (l/>) 
'---v--' 
número 
-2C2ÀT D-1 (lf>) WiD (À) D-2 (l/>) WiÀT D (À) D-2 (l/>) 
-zc-2WfMWJD (À) D-3 (l/>) D (À) 
= 2c-3WJMWJD (À) D-2 (l/J)ÀÀTD (À)D-2 (l/>) 
-2c-2D (À) D-2 (l/>) WJWfD-1 (l/>) llTD (À) D-2 (l/>) 
-2c2WJMWiD (À) D-3 (l/>) D (À) 
= 2c3WfMWJD (À) D-1 (l/>) MD-1 (l/>) D (À) 
-zc-2D (À) D-2 (l/>) WJWfMD-1 (l/>) D (À) 




= 1.. (c-1 ) a+ c 1 1.. (ÀTD-1 (cf>) Wi) b 
+c-1ÀT D-1 (c/>) wi:<t> (WfD (À) D-2 (c/>)) 
= (c2D (À) D-2 (c/>) À) a+ c 1 (-D (À) D-2 (c/>) Wi) b 
+c1ÀT D-1 (c/>) Wi (-2D (Wi) D-3 (c/>) D (À)) 
= c 2D (À)D-1 (cf>)MWiWfD (À)D-2 (c/>) 
-c-1 D (À) D-2 (c/>) WiW'f D (À) D-2 (c/>) 
-2c-1 ÀTD-3 (cf>) D (À) W'fD-1 (c/>) ÀD (Wi). 
Substituindo 1.. {1}, 1.. {2} em :.e (a!T IIT;II2)obtemos, 
logo, 
- 2D(Wi)D-3 (cf>)D(Wi) 
-2c-3WfMWiD (À) D-1 (c/>) MD-1 (c/>) D(À) 
+2c-2 D (À) D-2 (c/>) WiWJMD-1 (c/>) D (À) 
+2c-2WJMWiD (À) D-3 (c/>) D (À) 
+2c-2D(À) D-1 (cf>) MWiWfD (À) D-2 (c/>) 
-2c-1D (À) D-2 (cf>) WiWJD (À) D-2 (c/>) 
-4c-1 D-3 (c/>) D (À) WfD-1 (c/>) ÀD (Wi). 
( 4) Aplicando os resultados nos Lemas Bl, Al e A2, temos que 
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:À { -2WJ v-1 (l/J) + 2c-1 w;v-1 (cfJ) À ÀrD-1 (l/J)} 
numero 
a { a . 2} 
- aÀ ap7 IJTj 11 
- ! { -2WJD-1 (l/J) +2C1 ÀTD-1 (cp)~i ÀTD~1 (cp)} 
- 2:À (c-1)a+2c-1:À (ÀTD-1(cp)Wi)b+2c-1ÀTD-1(cp)Wj:À (ÀTD-1(cp)) 
- 2 ( -2c-2D-1 (cp) À) ÀTD-1 (cp) WjÀTD-1 (cp) + 2c-1 (D-1 (cp) Wi) ÀT D-1 (cp) 
+2c-1ÀTD-1 (cp)Wi (D-1 (cfJ)) 
- -4c-2ÀTD-1 (cp) WiM + 2c-1 v-1 (l/J) WiÀTD-1 (cp) + 2c-1ÀTD-1 (cp) WiD-1 (cp) 
- 2c-1 { D-1 (cp) WjÀTD-1 (cp) + ÀTD-1 (cp) Wi [:E-1 - c-1M]}. 
(5) O resultado segue dos Lemas Bl, Al e A2. 
_ .!!_ (aJJ'ljJJ) = .!!_ (-2w v-1(cp) +2c-1WTM) acp ap7 f)cp J J 
- -2.!!_ (WT D-1 (cp)l + 2.!!_ (c-1) WTM + 2c-1.!!_ (WTM) 
f)cp J I f)cp J fJcp J 
- -2 (-D (Wi) v-2 (l/J)) + 2 (-c-2D (À) v-2 (cp)À) WJM 
+2c-1 ( -D (À) v-2 (cfJ) WjÀrD-1 (cfJ)- w;v-1 (cfJ)>.D (À) v-2 (cfJ)) 
- 2D (Wj)D-2 (cp) + 2c-2D (À) v-2 (cp)ÀWJM 
-2c1 D (À) v-2 (l/J) WjÀrv-1 (cfJ)- 2c-1WJD-1 (l/J) >.D (À) v-2 (cfJ). 





) = .fL (2c-2WTMW ·ÀT v-1 _ 2c-1 ÀT v-1 (,~..) W WTD-1 (,~..)) &/>8>. T &f> 8)._T 8</> J J 'I' J J 'I' 
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= 2:,. (c2WfMWi>.TD-1 (</>)) - 2:,. (c-1>.TD-1 (<f>)WiWfD-1 (</>)) 
(1) (2) 
Achando~~' 
aJ~J = : .. (c2)WjMWi>.TD-1 (</>) +C2:,. (WfMWJ) >.TD-1 (</>) 
+c-2WjMWi:,_ (>.TD-1 (</>)) 
= (2c-3D (>.) D-2 (</>) >.) WfMWi>.TD-1 (</>) 
+c-2 ( -2>.TD-1 (</>) W 1D (>.) D-
2 (</>) WJ) >.TD-1 (</>)+c-2WfMW1 ( -D (>.) D-
2 (</>)) 
= 2c-3D (>.) D-2 (<f>) >.WfMWi>.TD-1 (<f>)-2c2>.TD-1 (<f>) WiD (>.) D-2 (<f>) Wi>.TD-1 (c$) 
-c-2 (WfMWJ) D (>.) n-2 (</>) 
= 2c-3WfMWiMD-1 (</>) D (>.)-2c2D (>.) D-2 (</>) WJWJD-1 (</>) >.>.TD-1 (</>) 
-c-2WJMWJD-2 (</>) D (>.). 
Ach d 8(2) ano 8 <1>, 
8(2) 
D<!> 
- :</> (c-1 >.TD-1 (l/>)~JWJD-1 (</>)) 
- a ~~1) A+ c1 :<!> (>.rv-1 (</>) wj) wf v-1 (<!>) 
+c-1>.Tn-1 (<!>) wj :</> (wf v-1 (<!>)) 
- (c-2 D (>.) v-2 (</>)>.)A+ c-1 ( -D (>.) v-2 (</>) WJ) WfD-1 (</>) 
+c-1 >.rn-1 (<!>) wj ( -D (WJ) n-2 (<!>)) 
- c-2D(>.)D-1 (</>)MWJWfD-1 (</>)- c-1D(>.)D-2 (<f>)WJWJD-1 (<!>) 
-c-1WfD-1 (<!>) >.D (WJ) v-2 (<!>). 
bs ·t . d 8(1) a(2 ) &II7JII
2 bte esultad d .ad su ti mn o â<i> , â<i> em B<i>a:..r o mos, o r o eseJ o, 
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+2c-1WjD-1 (o/) ÀD (W1 ) D-
2 (o/). 
No seguinte resultado apresentaremos a segunda derivada de log /:E/ com respeito O = 
(p_T,ÀT, tf>T), isto é 
_ .!!.._ (ôlog /:EI) = _!!_ [ôlog I:EI ôlog I:EI ôlog I:EI] 
ôO ôOT ôO ôp_T ' ÔÀT ' Ôfj>T 
fi' Jogi:EI fi' Jogi:EI fi' logj:Ej 
8p,8p.T 8p,8>.7' 8p,8q,1' 
fi' Jogi:EI - fi' Jogi:EI fi'Jogi:EI (i)<[Jp.T a>.&>. r a>.aq,r 
fi' Jogi:EI fi'Jogi:EI fi' Jogi:EI 
aq,ap,r 8</>ô>.T aq,aq,r 
onde /:E/= c /D (o/)/, c= l+ÀTD-1 (o/) À, tomando logaritmo a /:E/ obtemos que, log /:E/= 
logc /D (4>)/ = logc + log /D (4>)/ = log /:E/= logc + log (II}=14>1). 
A seguir são apresentados os cálculos necessários para achar a matriz anterior, 
Lema B3: Seja :E= ÀÀT + D-1 (o/). Então 
l) ôJogiEI = 0 
8p, 
3) a~EI =-c-1D-2 (tj>)D(À)À+D-1 (tj>)l 
4) fi' Jogi:EI _ fi' Jogi:EI _ fi' Jogi:EI _ O 8p.8p, T - ôp.ÔÀ T - 8p,8q,T -
6) ~;:;:1 = -D-2 (4>)+2c-1D-3 (</>) D (À) D (>.)-c-2D-1 (4>) D (>.)MD (>.) D-1 (</>) 
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Prova: Como :E não depende de JL, a prova de (1) e ( 4) é imediata. 
( 2) aplicando o Lema AI, temos que 





A (logc + log (~=1 (j>i)) = c-1 8A (c)= c-
1 (2D-1 ((j>) A) 
_ 2c-1n-1((j>)A 
(3) Da definição A2 e do lema AI, temos que 
8log lEI 
8(j> - :(j> (logc+ log (II~=1<Pi)) 
- c-1 (-D(A)D-2((j>)+D-1((j>)l) 
- -c-1 n-2 ((j>) D (A) A+D-1 ((j>) I 
(5) De (2) e dos Lemas AI e A2, temos que 
- _i_ (8logj:Ej) =_i_(2c-1AT n-1((j>)) 
8A 8AT 8A 
2!!__ (c-1) AT n-1 ((j>) + 2c-1_i_ (AT n-1 ((j>)) 
8A I 8A 
- 2 ( -2c-2D-1 ((j>) A) AT n-1 ((j>) + 2c-1 (D-1 ((j>)) 
_ -4c-2 n-1 ((j>) J.J.TD-1 ((j>) +2c-1 n-1 ((j>) 
M 
- 2c-1 (-c-1M+ n-1 ((j>) -c-1M) = 2c-1 (:E-1 - c-1M). 
E-' 
(6) De (3) e dos Lemas AI e A2, segue que 
I 58 
+ (- YD-2(4>)) 
- -c-2 D (>.) n-2 (4>) uT n-2 (4>) + 2c-1D (>.) D-3 (4>) D (>.)- n-2 (4>) 
- -D-2 (4>) + 2c-1 D-3 (4>) D (>.) D (>.)- c-2D-1 (4>) D (>.) MD (>.) D-1 (4>). 
(7) De (3) e dos Lemas Al e da definição A2, segue que 
_ .!!__ (ôlog lEI) = .!!__ ( -c-1>.TD (>.) n-2 (4>) +eD-1 (4>)) 
ÔÀ Ô<J>T ÔÀ 
- -:À (c-1)>.TD(>.)D-2(<J>)-c-1:À (>.TD(>,)D-2(4>)) 
- - ( -2c-2 D-1 (4>) >.) >.TD (>.) D-2 (4>)- c-1 (2D (>.) D-2 (4>)) 
- 2c-2 n-1 (4>) uTn-1 (4>) D-1 (4>) D (>.)- 2c-1 D (>.) D-2 (4>) 
M 
- -2c1 (D-1 (4>)- C 1M) D-1 (<J>)D(>.) = -2c-1:E-1D-1 (<J>)D(>.). 
:;:-1 
Finalmente, de ( B .1) , ( B.2) e dos Lemas B2 e B3, obtemos a matriz de informação 
observada, onde 
a:t'a~r = -D (Wi)D-2 (4>)- c-2D (>.) D-2 (<J>)>.WfM 
+c-1 D (>.) D-2 (4>) Wi>.TD-1 (4>) + c-1WfD-1 (4>) >.D (>.) D-2 (4>) 
a':a~r = -c-1 (:E-1- c 1M)+ c-1D-1 (4>) WiWJD-1 (4>)- 2c-2D-1 (4>) WJWfM 
-c2WJMWi (n-1 (4>)- c-1M -3c-1M) -2c-2MWiWJD-1 (4>) 
:>;-1 
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a::J..T = c 1D-1 (cjJ)D (A) :E-1-2c3WfMWiD-1 (c/J) D (A) M 
+2c-2D (A) D-2 (<f>)WiWjM + c-2WJMWiD (A) D-2 (cjJ) 
+C2D (A) v-1 (cjJ) MWiWfD-1 (cjJ)- c-1 D (A) D-2 (cjJ) WiWJD-1 (cjJ) 
-c-1WJD-1 (cjJ) AD (Wi) D-2 (c/J) 
a::~,. -~ { -D-2 (c/J) + 2c-1 D-3 (c/J) D (A) D (A) -c2D-1 (c/J) D (A) MD (A) v-1 (<f>) 
+2D (Wi) v-3 (<f>)D (Wi)- 2c-3WfMWiD (A) D-1 (cjJ) MD-1 (c/J) D (A) 
+2c-2D (A) D-2 (</>) WiWfMD-1 (c/J) D (A)+2c-2WfMWiD (A) D-3 (c/J) D (A) 
+2c-2 D (A) D-1 (cjJ) MWiWfD (A) v-2 (<f>)-2c-1D (A) D-2 (c/J) WiWJ D (A) D-2 (c/J) 
-4c-1 D-3 (c/J) D (A) Wf D-1 (cjJ) AD (Wi)}. 
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