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Abstract
Deep learning has been achieving promising results across a wide range of complex task
domains. However, recent advancements in deep learning have also been employed to create
software which causes threats to the privacy of people and national security. One among them is
deepfakes, which creates fake images as well as videos that cannot be detected as forgeries by
humans. Fake speeches of world leaders can even cause threat to world stability and peace. Apart
from the malicious usage, deepfakes can also be used for positive purposes such as in films for
post dubbing or performing language translation. This latter case was recently used in the latest
Indian election such that politician speeches can be converted to many Indian dialects across the
country. This work was traditionally done using computer graphic technology and 3D models. But
with advances in deep learning and computer vision, in particular GANs, the earlier methods are
being replaced by deep learning methods. This research will focus on using deep neural networks
for generating manipulated faces in images and videos.
This master’s thesis develops a novel architecture which can generate a full sequence of
video frames given a source image and a target video. We were inspired by the works done by
NVIDIA in vid2vid and few-shot vid2vid where they learn to map source video domains to target
domains. In our work, we propose a unified model using LSTM based GANs along with a motion
module which uses a keypoint detector to generate the dense motion. The generator network
employs warping to combine the appearance extracted from the source image and the motion from
the target video to generate realistic videos and also to decouple the occlusions. The training is
done end-to-end and the keypoints are learnt in a self-supervised way. Evaluation is demonstrated
on the recently introduced FaceForensics++ and VoxCeleb datasets.
The main contribution of our work is to develop novel neural networks for generating
deepfake images/videos. Furthermore, our main motive is to generate datasets for deepfake
detection challenges.
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CHAPTER 1
Introduction
1.1 Introduction:
Deep learning along with computer vision has made significant advances in recent years.
It is now an integral part of everyone's life and is used almost everywhere, from mobile phones to
the medical field. Within the next decade, deep learning tools and libraries will be installed in
standard components of many software toolkits. Recent advances in technology like self-driving
cars, facial recognition, object detection and handwriting character recognition wouldn't be
possible without deep learning. Deep learning methods aim at learning high level features from the
provided data and map the inputs to appropriate outputs without depending on human-crafted
features. The methods or process of extraction of features may vary. Deep learning methods such
as Convolutional Neural Networks (CNNs) and Long Short Term Memory modules (LSTMs) have
emerged over the past decade. CNNs and LSTMs help in feature extraction and empirically have
been shown to solve the real-world problems like image/video classification, object detection and
segmentation and sentiment analysis.
Image classification and recognition are two significant tasks in deep learning.
Classification refers to classifying the objects into different classes whereas recognition refers to
correctly recognizing an object in the image. Object detection is one of the recent advances which
uses image processing, deep learning and computer vision techniques to detect instances of an
objects like faces, car, road etc. Face detection and recognition are a substantial part of current
deepfake operations. Face detection localizes the face within an image, and facial recognition
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determines the identity of the found face. These operations can be highly complex because of the
variabilities present across the faces such as the pose of the face, orientation, facial hair etc. Hence,
it is an important area of research in the field of deep learning.
Face detection and recognition are additionally used in many real-world applications such
as in biometrics and mobile phones. There are many face detection methods such as feature based,
appearance based and template matching. Nowadays, deep learning methods such as OpenCV [46]
and Dlib [47] networks are amongst the most popular methods for accomplishing these tasks.
These networks are trained on millions of faces and hence achieved better results.
Deep learning uses CNNs to extract the information from the images and map them to
appropriate outputs. The size of the convolution filters is called the receptive field and the filter
taps are parameters that are learned via a process called backpropagation. CNNs can have millions
of parameters and are interposed with nonlinear activation functions and normalization techniques.
Face detection and recognition techniques use CNNs as a backbone. An example of a typical CNN
network used for facial recognition is shown in Figure 1.

Figure 1: A typical example of Convolutional Neural Network used for facial
recognition [54].
Department of Computer Engineering
13

1.2 Deepfakes and types of fakes:
The advances of deep learning have also been helpful in creating software that can cause
public threat. One of the recent threats among them is deepfakes. Deepfake algorithms can create
fake images and videos of politicians and actors/actresses which even humans have trouble
differentiating the real from fake ones. The first deepfake video was created by Redditor under the
username deepfake and hence the name deepfakes given [8]. There are several methods for creating
deepfakes. Initially some computer graphics techniques were used to create deepfakes but recently
deep learning methods took over them.
The first deepfake video was created using GANs [11] which used an encoder-decoder
network in the generator and a CNN for the discriminator. Later on, many methods have come for
generating manipulated images and videos. Face manipulations mainly have two categories,
namely, faceswap and facial expression reenactment. Faceswap refers to swapping of a source face
with the target one whereas facial reenactment aims at transferring a source image facial pose and
expression to the target person’s face. An example of sample Faceswap is shown in Figure 2 and
the facial reenactment example is shown in Figure 3.

Figure 2: An example of Faceswap [55].
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Figure 3: An example of facial reenactment where the target actor is made to mimic the
source actor facial expression [56].
Figures 2 and 3 show an example of both types of fakes. Figure 2 shows the example of
Faceswap. The left one is the source image, the middle one is the target image. The face in the
target image is swapped with the face in the source image to create a fake, shown at right in Figure
2. Figure 3 shows the example of facial reenactment. Given a target image and a source video, the
facial expressions of the source video are transferred to the target face to generate a fake video as
shown in the right side of Figure 3.
Hence, to address the issue of face swapping and facial reenactment, many deep learning
methods have emerged to detect the presence of these methods. Recently, Facebook teamed up
with Microsoft [48] launched a deep fake detection challenge to improve research in detecting and
preventing deepfakes, stating concern that these videos might cause a threat in public by spreading
fake news or false speeches.
Deep neural networks are data hungry and for deepfake detection, we need a huge amount
of data. There are many datasets available publicly such as FaceForensiscs++ [5] and Deep Fake
Detection Challenge [2] dataset released by Facebook. But all those datasets have fakes created
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using DeepFakes [7], Faceswap [8], Face2Face [41] and NeuralTextures [42] methods. Faceswap
and DeepFakes methods belong to the same category where the face in the source image is swapped
with a target face. Faceswap is a graphic based approach while DeepFakes is based on GANs.
Face2face and NeruralTextures methods transfer the facial expressions of the target image to the
source image. Face2Face method is based on transferring source expression by using blendshape
coefficients to the target video whereas the NeuralTextures method uses GANs to learn the texture
of the target person. The above approaches don’t have generalization capability i.e. they cannot
generalize to unseen images/videos. This thesis concentrates on generating deep fakes using image
animation techniques given only a single source image and a target video. Our model tries to
transfer the facial expressions of a source person to the target person’s face. The main objective
of this thesis is to generate datasets required for building robust detection models.

1.3 Contributions:
Main contributions of this thesis work are:
1. A novel architecture based on LSTM GANs which trains on video sequences and learns to
generate realistic videos given a source image and a target video.
2. Create datasets required for deepfake detection tasks.
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Chapter 2
Background
2.1 Convolutional Neural Networks:
Convolutional Neural Networks (CNNs) are deep learning algorithms which take image
inputs and learn features using different operations for appropriate output learning tasks. A typical
CNN consists of the following layers:
● Convolution layer
● Pooling layer
● Activation layer
● Fully connected layer
A convolution layer has multiple filters which slide across the image and apply
convolution on each region of the image. Each filter learns different features from the image such
as the edge, color and shape information. The size of the filter is normally called the receptive field
and the filter values are called parameters and are learned via backpropagation.
A pooling layer is responsible for reducing the spatial size of the feature maps outputted
from the convolution layer output. Pooling layers can be useful for extracting the dominant features
from the convolved output. There are two popular types of pooling layers namely max pooling and
average pooling. Max pooling gives the maximum pixel values as output from the portion of image
under that window whereas on the other hand average pooling outputs the average of all the values
under that window.
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An activation layer is generally introduced at the end of the convolution layer to introduce
a non-linearity in the output. Some general activation functions used are tanh, sigmoid, ReLU [49]
etc. The activation functions help to learn the high-level representations in an input image.
A fully connected layer is the final layer in many tasks. It transforms the high dimensional
representation into a n-dimensional representation.
By optimizing the cross-entropy loss between the ground truth and predicted values, the
filter values and the fully connected layer weights are updated during training. A typical CNN is
shown in Figure 4

Figure 4: An example of a typical Convolutional Neural Network [57].

2.2 Generative Adversarial Networks:
GANs are a class of CNNs introduced by Goodfellow et al. [38]. The network is similar to
CNNs except that it deals with two sub-networks, a generator, which generates new examples and
a discriminator, which classifies input data as either real or fake. Since humans do not need to
manually label training images, GANs belong to the class of unsupervised learning algorithms.
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GANs are generative models which generate new data instances which resemble the input
data. For example, GANs can generate realistic faces even though the faces don't belong to any
real person. The generator and discriminator are trained together in an adversarial way, until the
discriminator is fooled, which means the generator is capable of generating realistic-looking data.
The generator takes random noise as input and generates an image, which is then fed to the
discriminator. The discriminator takes the real and the fake (created by generator) images as input
and outputs the probability between 0 and 1, where 0 being the fake and 1 being the real. So, the
generative models try to learn the distribution of classes whereas discriminative models learn the
boundaries between real-looking and fake images. A typical GAN network is shown in Figure 5.

Figure 5: A typical example of Generative Adversarial Network [58].

2.3 Long short-term memory (LSTM):
Recurrent neural networks are classes of artificial neural networks but are different from
feed forward neural networks. RNNs can take one or more inputs and produce outputs which are
influenced not just by present inputs but also on prior inputs/outputs. So, even though the inputs
are the same, the output might differ due to difference in the prior inputs.
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LSTMs are a type of RNNs which are capable of remembering long sequences. Standard
RNNs fail to remember if the time lags are more than 5-10 steps, while LSTMs have been shown
to be effective sequences longer than 100 steps. The two main drawbacks of RNNs are vanishing
gradients and exploding gradients. LSTMs overcome these drawbacks by its specially designed
architecture. The LSTM layer consists of recurrently connected memory blocks. Each memory
block consists of a recurrently connected memory cell and three gates namely an input gate, output
gate and forget gate which provide write, read and reset operations for the cell. Each net can
interact with the cells using these gates. Some of the applications of LSTMs include speech
recognition, video captioning, and machine translation. A typical RNN and LSTM are shown in
Figures 6 and 7.

Figure 6: A typical example of Recurrent Neural Networks [59].
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Figure 7: An example of Long Short Term Memory Network with gates that can regulate
the flow of information [60].

2.4 Optical flow and Flownet:
Optical flow is a method of calculating motion of image intensities. Basically, it refers to
the pattern of motion of the image objects between consecutive frames. Videos have both temporal
structure and spatial structure whereas images only have spatial structure. Hence, optical flow
helps in achieving temporal understanding. CNNs have been successfully used in many
applications, including the optical flow estimation. Optical flow improves the classification
performance in video classification tasks and helps in video generation using GANs. It provides
smoothing in GANs for generating realistic videos, so that they can generate coherent outputs. An
example of Flownet is shown in Figure 8 proposed by Philipp Fischer [43].
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Figure 8: An example of optical flow network [43].
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Chapter 3
Related work
3.1 Faceswap:
Faceswap is a technique that superimposes the face of target person to a source person to
create a video of the target person doing or speaking as similar as possible to the source person.
They have become more popular due to their quality. These were mostly developed using deep
learning techniques like GANs. The first deepfake video was developed by Reddit user with
username deepfakes and hence the name given [8]. There are several creation and detection
methods proposed which are discussed by Nguyen et al. [1]. To create deepfakes, there is a need
to have two encoder-decoder pairs, where each image pair is trained separately sharing the same
encoder but different decoder networks. While testing, an image from class A is encoded with a
common encoder and decoded with decoder of class B to generate a fake. Later on, many Faceswap
GANs have emerged but used additional inputs such as face binary masks and facial landmark
heatmaps. A typical Faceswap GAN is shown in Figure 9.
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Figure 9: Deepfake creation model using encoder-decoder networks [1]. During the
training process (top), two networks use the same encoder but different decoders. During the
testing phase (bottom), face A is encoded with common encoder and decoded with decoder B to
generate a deepfake.

3.2 Video-to-Video Synthesis:
Wang et al. [27], introduced a video-to-video synthesis approach, where the goal is to learn
a mapping between the input source video to the output realistic video using an adversarial learning
framework. Their model is an extension of their previous work [37] image-to-image translation
where they use local and global generators to generate high resolution images. In the vid2vid
network [27], they use pix2pixHD generator network [37]. They decompose the generator into two
sub-networks, a global generator and a local generator for generating high resolution realistic
videos. They first train the global generator and then train the local generator and finally fine tune
all networks. They use this strategy to aggregate both global and local information. They also use
multiscale discriminators so as to differentiate between high-resolution real and synthesized
images. They use three discriminators with different receptive fields. Wang et al. [27] used two
types of discriminators, an image and video discriminator in vid2vid network. The purpose of the
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image discriminator is to ensure that the generated frame resembles a ground truth frame whereas
the video discriminator ensures the generated frames resembles the ground truth frames. But the
limitation of this network is that we cannot specify the target images and it is data hungry. Also, it
doesn’t have generalization capability. The backbone network of vid2vid is the pix2pixHD [37]
network as shown in Figure 10.

Figure 10: Network architecture of pix2pixHD [37], backbone network of vid2vid [27].
They first train local generator G1 on low resolution images and then global generator G2 is
appended to G1 for training together on high resolution images.

3.3 Few-shot Video-to-Video Synthesis:
The authors of vid2vid synthesis proposed a few-shot vid2vid framework [29], to address
the limitations of vid2vid [27]. First, the model is data hungry. Numerous target images are
required for training. Second, the vid2vid network has limited generalization capability as it
struggles to generalize to unforeseen images. Figure 11 shows the difference between vid2vid and
few-shot vid2vid. The few-shot vid2vid network takes a few target images as input along with the
input video while the vid2vid network takes only one input. The few-shot vid2vid network uses
the few target images to dynamically configure the vid2vid mechanism via a weight generation
mechanism.
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Figure 11: Comparison between vid2vid and few-shot vid2vid [29]. In addition to the input
video, few-shot vid2vid [right] takes few target images as input to dynamically configure vid2vid
mechanism [left via weight generation mechanism.
Their model achieves a few-shot generalization capability via an adaptive spade network
proposed by Park et al. [31] which is shown in Figure 12. The vid2vid synthesis aims at learning
a mapping that can convert input videos to output realistic videos. Whereas few-shot vid2vid is
not trained for generating videos of unseen domains. It takes two inputs for generating a video
unlike vid2vid.
In addition to the input video, it takes a second input which consists of a few images of the
target domain made available at test time. These examples are taken dynamically for weight
generalization mechanism. They also used warping as it helped when example and target images
are similar in most regions. Both vid2vid and few shot vid2vid are trained on the FaceForensics++
dataset [5].
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Figure 12: The network contains SPADE residual blocks with upsampling layers [31].

3.4 First order model for Image Animation:
Siarohin et al. [33], proposed a novel architecture by decoupling the appearance and
motion information via self-supervised training. Their method is based on image animation, which
refers to the generation of a video sequence of a source image given a target driving video. The
motivation of their work is not to use the pretrained models for key point estimation such as facial
landmark detection using pre trained models. Hence, monkey net [32] addresses the above
limitation using a motion estimation module to detect keypoints based on a self-supervised training
method. Figure 13 shows the network architecture of monkey net which proposed a framework for
motion-driven image animation to generate videos by combining the motion of a driving video
with the appearance of source image. Their model has three main networks, a keypoint detector
network for extracting object keypoints, a dense motion network for generating dense heatmaps
and a motion transfer network for combining the appearance of the source image with the motion
of a driving video. The major weakness of monkey net is poor generation quality because of large
pose variations. In the first order model paper, they use the same monkey network for motion
estimation but with an extra local affine transformation to overcome the limitations of monkey net.
The first order model also uses a source image and frame of a driving video as input.
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Figure: 13 An overview of monkey net architecture [32]. It is composed of three networks:
a motion-specific keypoint detector (bottom-left), an image generator (top) and dense motion
network (bottom-right).
The keypoint detector detects sparse keypoints based on the dense motion of faces from
the driving frame to the source image. The generator takes the source image as input and uses the
dense motion and the occlusion map as conditional input to generate the target image according to
driving frame expressions. They train their network end-to-end with a reconstruction loss and
equivariance loss. The equivariance constraint is added for detecting sparse keypoints accurately.
Their network is trained and evaluated on the VoxCeleb dataset [34]. The loss functions are

shown below:
Lrec = S(G(x) – gt)

(1)

where G(x) is generated image and gt is ground truth image

Leqv = k=1KS|| g(xk1,yk1) – (xk,yk) ||2
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(2)

where g(xk,yk) is coordinate transformation by thin plate spline deformation[62], and (xk,yk) are
landmarks, K is the total number of landmarks.

Figure 14: Overview of first order model for image animation approach [33].
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Chapter 4
Datasets
4.1 FaceForensics++: Learning to Detect Manipulated Facial Images
The recent progress in fake image and video generation raises concerns in society by
creating manipulated videos of politicians and actors/actresses. Hence, if the trend continues,
it may be difficult to believe digital content, as spreading the false information and the fake
news may become commonplace. As we know, faces play an important role in conveying a
message. Hence, deepfakes are becoming a significant concern in current society.
As discussed in Section 2, face manipulation can be of two categories, face expression
manipulation and face identity manipulation. The FaceForesiscs++ dataset [5] uses different
face manipulation methods such as Face2Face, Deepfakes, Faceswap and NeuralTextures. An
example showing different types of methods is shown in Figure 15.

Figure 15: An example of two categories of face manipulation methods [5]. Deepfakes
and Faceswap methods belong to the identity swap category and Face2Face and
NeuralTextures methods belong to the facial expression manipulation category.
Different types of methods used in creating FaceForensics++ dataset [5] are:
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4.1.1 Faceswap:
It is a graphics-based approach, which transfers the face of the source image to the
target video. This is done using extraction of facial landmarks from the source image and fits
the 3D model using blend shapes and projects on the target image. Image and color correction
are applied to blend the morphed face onto the source image to create a realistic looking fake
image. This process is repeated for every frame to generate a video out of it.

4.1.2 DeepFakes:
The first deepfake video was created by Redditor using an encoder-decoder network
[8]. This implementation is available on Faceswap GitHub [8] and Fakeapp [10]. The method
is based on two encoder-decoder networks. The two networks share the same encoder but
different decoders in the training phase. While in the testing phase, the face of class A uses
weights of encoder A and decoder B is used to create fakes as shown in Figure 16. The
FaceForensics++ [5] paper uses Faceswap GitHub repository for creating fake videos.
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Figure 16: Overview of Faceswap GAN [8]. During the training phase, two networks
use the same encoder but different decoder phase. During testing phase, Face A uses encoder
A and decoder B to generate a fake A.

4.1.3 Face2Face:
The Face2Face [50] method belongs to the facial reenactment category which aims at
transferring facial expressions of the source image to the target image. In this approach, they
use the 3D model using blendshape coefficients for transferring facial expressions from one
image to another. They use the first frame for temporary face identity and the other frame keypoints for creating fake expressions.

4.1.4 NeuralTextures:
This method also belongs to the facial reenactment category based on Neural Textures
rendering approach which is based on the method shown in the paper [51]. They use GANs for
generating fakes using reconstruction loss and adversarial loss.
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4.1.5 Post Processing of videos:
The videos are post processed for improving the video quality by compressing the
videos using H.264 codec [61], a method mostly used by social networks. This research uses
a quantization rate of 23 for generating high quality videos and 40 for generating low quality
videos.

Figure 17: Statistics of FaceForensics++ dataset [5]. a) Gender distribution b)
Resolution of images c) number of videos with bounding box height on x-axis.

4.1.6 Statistics of dataset:
The FaceForesics++ dataset [5] consists of 1000 original videos and its manipulated
videos created using various deep learning face manipulation methods such as Faceswap,
Face2Face and Deepfakes. They also provide binary masks of faces so as to help for image
classification or segmentation as well. Figure 18 shows sample images from FaceForensics++
dataset. Table 1 shows the total number of images per each face manipulation method.
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Figure 18: Sample images from FaceForesnsics++ dataset [5].

Methods

Train

Validation

Test

Real

366,847

68,511

73,770

DeepFakes

366,835

68,506

73,768

Face2Face

366,843

68,511

73,770

Faceswap

291,434

54,618

59,640

NeuralTextures

291,834

54,630

59,672

Table 1: Number of images per each method.

4.2 Deep Learning Face Attributes in the Wild (CelebA):
CelebA [4] is a large-scale face dataset consisting of 200k celebrity images with 10,177
different identities. The images have different poses and have large diversities. This dataset is
designed for various tasks such as face recognition, face detection and landmark localization
etc. Many research works use this dataset for generating manipulated images. Since CelebA
dataset has no videos, they are just used for creating datasets using the celeb faces assuming
them as source images.
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Name

Number

Identities

10,177

Total Images

202,599
Table 2: Statistics of CelebA dataset.

4.3 VoxCeleb: Large-scale speaker verification in the wild:
Nagrani et al. [34] introduced the VoxCeleb: Large-scale speaker verification in the
wild dataset primarily for speaker identification and verification. The work has two goals, the
first goal is to propose a fully automated pipeline for creating a large-scale speaker
identification dataset by using speaker identification and face verification methods, while the
second goal is to research different architectures and techniques to train CNNs on spectrograms
and compare the results with others.
VoxCeleb dataset contains more than 100,000 videos of more than 1200 celebrities
extracted from YouTube and are gender balanced, with 55% of male celebrities. There are no
overlapping identities in the dataset and the celebrities belong to different ethnicities,
professions and ages. This dataset is primarily used for both speaker identification and
verification, but we use this dataset mainly for creating fakes for generating datasets. The
distribution of the dataset is shown in Figure 19. Tables 3 and 4 show the statistics of the
verification and identification datasets, respectively. The dataset is publicly available and can
be downloaded from [35]. Sample images from the VoxCeleb dataset are shown in Figure 20.
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Figure 19: Distribution of VoxCeleb dataset [34]. The left one shows videos length in
seconds, middle figure shows the distribution of data based on gender and the right figure on
shows data based on nationality of speakers.

Figure 20: Sample images from VoxCeleb dataset [34].

dev

test

No. of speakers

1,211

40

No. of videos

21,819

677

No. of utterances

1,48,642

4,874

Table 3: Statistics of VoxCeleb verification dataset.

dev

test

No. of speakers

1,251

1,251

No. of videos

21,245

1,251

No. of utterances

1,45,265

8,251
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Table 4: Statistics of VoxCeleb identification dataset.

4.4 Preprocessing of dataset:
Detecting facial keypoints is a shape prediction problem. The input to the shape
predictor is an image of a face and it tries to localize facial key points. Generally, it is a twostep iterative process: step 1 localizes the facial feature points; and step 2 constrains them to
plausible locations, and the process repeats. There are many methods for face detection such
as HAAR Cascade, OpenCV deep learning method, HOG method and Dlib deep learning
method which are explained in [44]. For detecting the landmarks, most of them would use Dlib
and OpenCV methods as their results are better than others. There are a variety of landmark
detection methods, but we use Dlib as it predicts 68 landmark points of parts such as mouth,
eyebrows, nose, eyes and jaw.
The Dlib landmark method is an implementation of One Millisecond face alignment
with an ensemble of Regression Trees paper by Kazemi and Sullivan [45]. They trained on
more than one million images with manually labelled x-y points. The pretrained model is
publicly available for both academic and commercial use under the Dlib license. The pretrained landmark model estimates 68 x-y coordinates that map to facial parts on the face. The
indexes of 68 landmark points are shown in Figure 21. We use these points and generate
heatmaps by joining the landmark points. The heatmap is a binary image depicting the facial
contours. Apart from joining the landmarks, we also draw the upper part of the face using
symmetry. An example of a heatmap generated from the landmarks is shown in Figure 22.
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Figure 21: A typical example showing Dlib facial landmark points [44].

Figure 22: A sample example showing an image and its corresponding heatmap.
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Chapter 5
Methodology
5.1 Base model
Figure 23 shows our baseline model. The network is a simple encoder-decoder network.
The input to the network is an image concatenated with its landmarks and the target landmarks
in channel-wise fashion, which is fed to an encoder to generate a feature map. The encoder
layer consists of convolutional layers for downsampling. The output of the encoder is then fed
into a decoder which consists of deconvolution layers for upsampling. The generated image is
then fed to the discriminator as input along with the ground truth image. The discriminator
tries to discriminate between the real and the fake image. The motivation of the network is to
reconstruct the source image with the target's facial expressions. So, the input to the network
is a source image and the generated image is a source image with target image’s facial
expressions.

Figure 23: Our baseline model. The input to the generator is source image, its
landmarks and target frame landmarks. The generated image and the ground truth images are
used by the discriminator to differentiate between the real and the fake image.
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5.2 LSTM based Generative Adversarial Networks:
Figure 24 shows the LSTM based GAN architecture. The model is based on three
networks: a generator, a discriminator and an LSTM network. The input to the generator is a
source image. The generator network is divided into two parts, an encoder and the decoder.
The encoder network has convolutional down sampling layers. The output of the encoder is
fed to a single layer LSTM network. The input to the decoder is the LSTM’s block output. The
decoder network consists of convolutional up sampling layers. The output of the network is a
facial image with the target person's facial expressions. Since the input to the network is video
frames, we use a video discriminator, which differentiates between a real vs. fake video. By
using the LSTM network, videos can be synthesized sequentially frame-by-frame. The loss
functions used for this model are the reconstruction loss between the generated and ground
truth image, both image and video adversarial losses and pairwise feature matching loss. The
feature matching loss provides training stability and produces realistic videos. This architecture
is inspired from CycleGAN [51] and StarGAN [53]. Their work is based on translating the
target domain attributes to the source image. We also use the same discriminator which is a
patch discriminator which has been shown to produce better results [51].
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Figure 24: Long Short Term Memory based Generative Adversarial Network. The input
to the network is a source image concatenated with its landmarks and the target frame
landmarks in respective time steps. The input to the discriminator is generated frame at
respective time step and its ground truth.

5.3 LSTM based GANs with Flow:
Figure 25 and 26 shows our final network which contains several elements: a generator,
a discriminator, an LSTM block and a dense motion network. The input to our network is the
source image concatenated channel-wise with its landmarks and the target landmarks. The
dense motion network takes the source image and the target frame as inputs and outputs a dense
motion map of the target image with respect to the source image and an occlusion map.
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Figure 25: Our Long Short Term Memory based generator with dense motion as
conditional input. The output of the encoder is warped with the output of the decoder to get the
appearance from source image and motion from the driving frame. The output of encoder and
output of LSTM are element wise added and fed to decoder.

Figure 26: Motion module network. The input to the network is source image and target
frame. The initial step is to generate keypoints and then do affine transformation. Then dense
motion uses the output representation as input and generates dense motion of driving video
with respect to source image.
The dense motion and occlusion maps are given as conditional inputs to the generator.
The output is then passed to a single layer LSTM. The output of LSTM is block elementwise
added with output of encoder and fed to the decoder. The output of decoder is a facial image
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with the target facial expressions. The generated image and the ground truth image are fed to
the discriminator. The discriminator tries to differentiate between the real and the fake videos.
The dense motion network does two tasks: keypoint extraction and the local affine
transformation. The dense motion network has two encoder-decoder networks. The first
encoder-decoder network extracts the sparse key points from both the source and the target
image and applies local affine transformations on the output points. The output of the local
affine transformations is then fed into another encoder-decoder network to output the dense
motion and the occlusion map. The aim of a dense motion network is to estimate dense motion
from the target frame to the source image by mapping each pixel in the driving frame to the
source image.
In the first task, both the source image and the target frame are fed into an encoder decoder network to learn the keypoint locations in a self-supervised way. It extracts keypoints
separately for the source image and the driving frame resulting in a compact motion
representation. We were inspired by the monkey net keypoint detector [32] which extracts
keypoints in a self-supervised fashion. The limitation of the monkey net keypoint detector is
when the pose variation is large, it doesn’t capture accurate motion. Hence, we also perform
local affine transformation inspired by the first order model for image animation [33]. As a
final filtering step, we perform Taylor expansion on generated representations to generate a
feature map.
In the second step, we feed the output of the first network to another encoder-decoder
network to estimate a dense motion field of the driving frame with respect to the source image.
We also generate an occlusion map which is given as a conditional input to the generator. The
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feature map obtained from the generator is warped with the dense motion so that it combines
the appearance of the source image and motion of the driving frame.
Our generation module is an encoder decoder network with an LSTM block. The input
to the network is the source image concatenated with its landmarks and target landmarks. We
also employ warping at the end of the encoder network. The source image is warped with the
dense motion field obtained from the motion network multiplied by the occlusion map
generated from the motion network. The output from a final a fully connected layer is passed
to an LSTM block. The output of LSTM block and the output of encoder are element wise
added and fed to the decoder. Our generator network has a convolution layer, two down
convolution layers followed by two bottleneck layers and two down convolution layers, an
LSTM block and four up convolution layers. Our generator network also has skip connections
between the last two layers in encoder and the first two layers of decoder. The output of decoder
is a facial image with the target frame landmarks. Our discriminator network takes the
generated image and the ground truth frame as inputs. We employ the patch discriminator
similar to vid2vid and few shot vid2vid approaches. We employ two discriminators: frame
discriminator and video discriminator for temporal smoothing.
As discussed above, our network has two main modules: a dense motion module and a
generation module with an LSTM network. Our work is inspired from the first order model
[33] which uses a dense motion module and a generation module. Our dense motion network
is similar to the network used by first order model. We also used an improved generator
network by adding residual layers in our network to capture finer features. We process the
frames sequentially to our network using LSTM layer between the encoder-decoder network
whereas in first order model, they randomly select two frames (one for source image and the
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other for target frame) and feed it into generator network and generate videos which are
temporally incoherent since they neither process frames sequentially nor consider preivously
generated frames for loss functions. Our motivation is to generate temporally coherent videos
by adding an LSTM layer and a temporal loss function improving over other works which do
not use LSTM layers [33, 29]. Compared to other methods [27, 29], we replace optical flow
with dense motion. The reason for using dense motion network is it model occlusions arising
from the driving frame.
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Chapter 6

Loss Functions:
6.1 Image Reconstruction Loss
The reconstruction loss is the mean squared error or cross entropy loss between the
generated image and the ground truth.
𝐿𝑜𝑠𝑠 = 𝛴(𝐺(𝑥) − 𝑔𝑡)

(3)

Where G(x) is a generated image and gt is a ground truth image.
6.2 Adversarial Loss:
By using only the reconstruction loss, the generated images might be blurry. Hence, we
add a GAN adversarial loss. In GANs, the generator tries to fool the discriminator, while the
discriminator tries to differentiate between the real and the fake data. Since we employ both a
frame and video discriminator, we use both frame loss and video loss:
𝐿𝑓 = 𝐸𝑥[𝑙𝑜𝑔(𝐷(𝑥))] + 𝐸𝑧[𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧)))]

(4)

where Lf is frame discriminator loss, D(x) frame discriminator's probability that a real
image is classified as real, E(x) is expected value, G(z) is generator’s output given input noise
z, and D(G(z)) is the discriminator's estimate of the probability that a fake image is real.
𝐿𝑓(1, 𝑇) = 𝐸𝑥[𝑙𝑜𝑔(𝐷𝑣(𝑥))] + 𝐸𝑧[𝑙𝑜𝑔(1 − 𝐷𝑣(𝐺(𝑧)))]

(5)

where Dv(x) video discriminator's probability that a real image is classified as real,
(1,T) refers to frames from 1 to T, E(x) is expected value, G(z) is generator’s output frames
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from 1 to T time steps given input noise z, and D(G(z)) is the discriminator's estimate of the
probability that a fake image is real.

6.3 Equivariance Loss:
The landmarks should show equivariance to transformations i.e. if any transformation
is applied to the image, the landmark should move accordioning to the transformation. The
equivariance loss is shown below

Leqv = k=1KS|| g(xk1,yk1) – (xk,yk) ||2

(6)

where g(xk,yk) is coordinate transformation that map image to transformed image by thin plate
spline [62], and (xk,yk) are landmarks, K is the total number of landmarks.
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Chapter 7
7.1 Implementation Details and Results:
We train our network in an end-to-end fashion on both FaceForensics++ [5] and VoxCeleb
datasets [35]. We used hyper parameters similar to vid2vid network [27] for training. We used a
learning rate of 0.00001, batch size of four, frame size of 256✕256 to feed as input to our network
and trained for 150 epochs. Our training set constitutes ~1200 videos which are randomly taken
from both FaceForesnsics++ and VoxCeleb. We use the Pytorch framework on Tesla P100 GPUs
to perform all our experiments and training takes ~5 days on 2 GPUs.

7.2 Results:
We evaluated our model on both FaceForensics++ [5] and VoxCeleb [35] datasets. We
randomly choose a source image and a driving video from either FaceForensics++ or VoxCeleb
datasets respectively and generated fakes.
Figure 27 shows the results of our model on the FaceForensics++ dataset. Sample
frames from the generated videos are shown below. We randomly selected two videos from
the test set and considered one of the videos as the target video. From the other video, we
choose the first frame as a source image. We applied our trained model on the source image
and the target video to generate a fake which has the appearance of the source image and
motion of the target video. Sample frames from the generated video are shown below.
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(a)

(b)

(c)
Figure 27: Visualization of frames generated using out model. Given an input image
and the target video, our model generates a video of source person with target video’s facial
expressions.
Figure 28 shows the results of our model on VoxCeleb [35] dataset. Sample frames
from the generated videos are shown below. We have selected two videos from the test set and
considered them as the source and the target videos respectively. Sample frames from the
generated videos are shown below.
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(a)

(b)

(c)
Figure 28: Visualization of frames generated using out model. Given an input image
and the target video, our model generates a video of source person with target video’s facial
expressions.
We compared our results with the recent works on video generation such as few-shot
vid2vid [29] and first order model [33]. Figure 30 shows the comparison of generated frames
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with other models. We randomly selected a source image and a target video from our test set
and generated fakes using the above models. For generating fakes using few-shot vid2vid, we
have trained the model on FaceForensics++ dataset [5] whereas to generate fakes using first
order model, we used the pretrained model provided by the authors. Some of the frames
generated using a video-to-video synthesis [27] model are shown in Figure 29. As vid2vid
network takes only single input as discussed in Section 3, we cannot compare their results with
our model. We used the pretrained model provided by the paper to generate fakes. Some
frames from the generated videos are shown below.

Figure 29: Visualization of frames generated using vid2vid model [27].
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Figure 30: Generated frames using (a) First order model for image animation [32] (b)
Few-shot vid2vid network [29] (c) Our Model

7.3 Ablation studies:
We trained our baseline model: the simplest model without dense motion network and
without warping in out generator network. We haven’t achieved better results using our
baseline model. We were inspired by motion module network proposed by Aliasandr et al. in
their works such as Monkey-net [32] and First order Model for Image Animation [33]. They
introduced a novel dense motion network which extracts the motion of the driving frame with
respect to source image by using a keypoint detector module. Inspired by their works, we then
introduced warping in out generator network with source image and the motion extracted from
the dense motion module. We achieved better results as shown in Figure 27 and Figure 28. We
have also performed experiments by replacing one layer LSTM with bidirectional LSTM in
our model. Figure 31 shows the sample frames generated with one-layer LSTM and
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bidirectional LSTM in our network. The generated frames with one layer LSTM and
bidirectional LSTM are very similar. However, if we look very closely, the frames generated
using one-layer LSTM has eyes and the mouth part seems to be not very close to target frame’s
parts when compared to the frames generated using bidirectional LSTM. Also, the contour
seems to be better for bidirectional LSTM.

(a)

(b)
Figure 31: Results of our model with bidirectional LSTM and one layer LSTM
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We use LSTM layer in our network because videos are temporally dependent data. So,
we employed LSTM layer in our network to capture the recurrence in the data. Looking at the
results, we see that our model generated temporally coherent videos when compared to other
models [33] which didn’t use LSTM layers.
We also hypothesize that by using the source and the target frame landmark heatmaps
as conditional inputs to our network helps our network to focus on the salient details of the
video. Since we are working with generating deepfakes, the relevant details would be the
locations of eyes, nose, lips etc. And by using facial landmarks, we are able to capture those
details.
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Chapter 8
Conclusion
8.1 Discussion
Generating video sequences has proven to be a difficult task for generative models.
Many prior works had generated realistic videos but have low generalization capability to
unforeseen domains and are not temporally coherent. We proposed a novel architecture which
consists of a LSTM based generator, a discriminator and a dense motion network. We show
that our model can generate realistic videos given a single image and a target video by
combining the appearance of source image and motion of driving video. We also shown that
our model generalizes to unseen videos.

8.2 Future work:
The primary research of this thesis work is to generate datasets for deepfake detection
challenges. Our model generates realistic videos consisting of a face source image and the
facial expressions of target video frames. Some possible extensions of our research work are:
•

Train and test the network on different domains. Some prior video generation works
such as vid2vid [27], few-show vid2vid [29] and first order model for image animation
[35] generated videos of different domains such as faces, human poses and semantic
segmentation tasks. We can extend our network to train and test on human pose data
for generating realistic videos.
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•

We can generate high resolution videos by using local and global generators in the
generator network which was proposed by pix2pixHD [37]. They have generated 2K
resolution images by using both local and global generators.

•

Evaluate generated videos by submitting both original and generated videos to Amazon
mechanical Turk, where the evaluation is done by humans.

•

Evaluation: For evaluation, we would like to lay out a psychophysical study which
evaluates the fairness of different deepfake techniques. We would randomly select 50
original videos and their generated videos using our model, first order model and fewshot vid2vid model. We would ask humans to rate each of the videos using a Likerttype 5-point scale going from poor to excellent following the instructions:
o How realistic is the video (Is it real or fake)?
o How well does the source image match with generated video?
o Rate the smoothness of the frame by frame motion
o

Rate the face/background for artifacts

o Rate the face/background on the realness or fakeness of the video
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