Abstract This paper proposes a novel adversarial optimization approach to efficient outlier removal in computer vision. We characterize the outlier removal problem as a game that involves two players of conflicting interests, namely, model optimizer and outliers. Such an adversarial view not only brings new insights into some existing methods, but also gives rise to a general optimization framework that provably unifies them. Under the proposed framework, we develop a new outlier removal approach that is able to offer a much needed control over the trade-off between reliability and speed, which is usually not available in previous methods. Underlying the proposed approach is a mixed-integer minmax (convex-concave) problem formulation. Although a minmax problem is generally not amenable to efficient optimization, we show that for some commonly used vision objective functions, an equivalent Linear Program reformulation exists. This significantly simplifies the optimization. We demonstrate our method on two representative multiview geometry problems. Experiments on real image data illustrate superior practical performance of our method over recent techniques.
Introduction
Model fitting as a fundamental problem in computer vision underlies numerous applications. It is typically posed as the minimization of an objective function on some input data. For instance, a particularly successful line of research in multiview geometry [8, 11] casts various multiview reconstruction problems as minimizing the maximum reprojection error (i.e., the L ∞ norm of the error vector) across all measurements. Such methods have demonstrated excellent performance on a variety of applications. However, they are also known [29] to be extremely vulnerable to outliers, which unfortunately are often unavoidable, due to imperfections in data acquisition and preprocessing, and, more generally, to failure of assumptions; e.g. only one dominant structure in the data. This paper provides a principled and unified framework for outlier removal in single-structure model fitting by casting outlier removal as a zero-sum two-player game. This not only brings new insights into some existing outlier removal schemes [19, 23, 29] , but also gives rise to a general problem formulation that provably unifies them.
RANSAC [1] is probably the most commonly used method to handle outliers. The hope is that a "clean" data sample would be drawn so that a model that is representative of the genuine structure in the data can be estimated purely from the noise-free sample. RANSAC has met with great success in computer vision, though its efficiency largely relies on fast computation of candidate models. Where not possible, RANSAC has to resort to "cheap" but less accurate alternatives. For instance, when applied to multiview geometry problems, RANSAC and its accelerated variants, e.g. preemptive RANSAC [21] , can only afford to compute candidate models from 2 or 3 views, instead of full tracks of the data. While with reduced sampling RANSAC is fast, it is unreliable, which can cause some outliers being undetected.
Even though the undetected outliers often only constitute a small portion of the data (<15 %), they can still cause disastrous results, especially when L ∞ -norm-based methods are used. Such a limitation of RANSAC motivates the development of various alternative robust model fitting techniques [12, 14, 23, 28, 29] .
Among them, the work of [12, 14] focuses on the optimization of robust objective functions tailored for multiview geometry problems. Similar to the least kth-order squares method [13] , the method proposed in [12] approximately minimizes the kth smallest reprojection error, k being less than the overall number of the data. Unfortunately, since the resulting optimization problem has multiple local minima, the obtained solution is most likely to be sub-optimal. A search-based method was later proposed in [14] . This method seeks to identify a pre-specified number of data that produce the smallest cost. While this method comes with a global optimality guarantee, it is computationally intractable for large-scale problems. Similarly, in the context of regression the Least Trimmed Squares method [26] as a robust version of the least squares approach also suffers from computational efficiency issue, due to its combinatorial nature. Its approximate variants, e.g. FAST-LTS [25] , are computationally less expensive, but only provide approximate solutions. Other robust model fitting methods, e.g. various Mestimators [10] , can potentially be used to bound the influence of outliers. Although having only bounded influence, outliers still participate in the optimization, hence can still bias the solution. It is therefore desirable to exclude them completely from the data before invoking a model fitting method.
To eliminate the influence of outliers, RANSAC-type of sampling-based methods seek to identify a subset I of the input data such that a model w (e.g. a homography) exists with
where the cost function f i (w) evaluates the discrepancy between datum i and w, and ≥ 0 is a pre-specified error tolerance. Some recent global-optimization-based work aims to achieve the same goal but in a deterministic fashion. Ideally, one would aim for the largest subset I , and there exists work [4, 15] that targets this goal. However, these methods are either prohibitively expensive for high dimensional w (with a worst-case exponential complexity), or only tailored for a very specific class of applications. Recent research, e.g. [29] , relaxed the goal of maximizing I to finding an I of sufficient size that is representative of the underlying structure in the data. The goal there is to identify and remove "noisy" data until a model is found to fulfil (1). Our work is guided by the same objective; also following [29] , we say that a dataset contains at least one outlier if there does not exist a model w that satisfies (1) on that dataset.
Exploiting the special properties of strictly quasi-convex objective functions, as commonly used in multiview geometry, the outlier removal method proposed in [29] iteratively excludes data that generate the largest residual. This intuitive approach guarantees that at each iteration at least one outlier is among the removed data (assuming at least one exists), i.e., a w that satisfies (1) can not be found by fitting to the removed data. Although quite effective, the method is computationally expensive, due to the need of solving a quasi-convex problem at each iteration.
More recent research [23, 28] introduces slack variables into the objective function, and devises outlier removal schemes by analysing slack values. Take the following 1-slack objective function as an example:
where s ∈ R is a slack variable. Under such a problem formulation, if the optimal s is positive, then data that generate the largest residual are guaranteed to contain at least one outlier. Based on this result, an iterative outlier removal scheme was developed, and shown to be equivalent to the strategy proposed in [29] , yet much faster. Since at each iteration the "1-slack method" can only remove a limited number of outliers, it often requires many iterations to entirely clean the data, thus is too computationally expensive to be widely applicable for practical use.
In an attempt to accelerate the process, Olsson et al. [23] examines a variant of (2) that uses N "slacks":
If we collect all the non-negative slack variables into a vector, then (3) essentially computes the L 1 norm of the vector of the slack variables (or sum of infeasibilities). Using this problem formulation, data associated with positive s i can be removed as outliers in one shot. The L 1 method is therefore fast and shown to often work well in practice. However, this one-shot approach can sometimes lead to arbitrarily bad models. Figure 1 depicts a senario where fitting to the removed data (circles) produces a model w that satisfies (1), a model that, in fact, represents the desired structure.
Noting that the 1-slack and L 1 methods represent two ends of the spectrum of reliability versus speed, we aim for a general problem formulation that is able to strike a balance between these two performance factors. Our method is inspired by the classical minmax formulation of a zero-sum two-player game [27] in which one player makes moves to maximize his payoff, while the other player tries to minimize the payoff of his opponent. In the context of outlier removal, the optimizer can be seen as a player who tries to minimize the objective function, whereas the interest of outliers is to make the minimal objective as bad as possible. Such an adversarial view can be translated to a convex- concave optimization problem. Solving it allows us to effectively identify a set of "offending" data that are responsible for a "bad" objective value. To identify all outliers, one simply needs to remove the "offending" data, and repeat the process until the remaining data are clean. Figure 2 depicts one run of the three outlier removal schemes on sample 2D line-fitting data (dots) with 35 % of outliers. It shows that our approach (top right) identifies noticeably more outliers than the 1-slack method (top left), yet achieving so in a less "aggressive" manner than the L 1 method (bottom). Later, we show that the two existing methods are in fact special cases of the proposed approach.
The paper proceeds as follows: We first provide a general description of our problem formulation. Section 3 shows how to optimally solve the resulting optimization problem. In Sect. 4 we discuss related work. Experiments on real data are reported in Sect. 6. Finally, we conclude the paper in Sect. 7. Fig. 2 Behaviour of three outlier removal methods on sample 2D line-fitting data (dots). Top left: the 1-slack method removes only 3 data points (circles), hence many iterations are needed to clean the data, whereas the overly "aggressive" L 1 method (bottom) mistakenly removes many inliers. Our approach (top right) offers a more balanced result: it is clearly more productive than the 1-slack method, yet not sacrificing too many inliers
Problem Formulation
This section introduces our adversarial problem formulation for outlier removal.
Outlier Removal as a Minmax Problem
We view the outlier removal problem as a zero-sum game that involves two competing players: optimizer and outliers. The optimizer aims to find a model that achieves the minimal objective value, whereas the outliers' strategy is to make the minimal objective value as bad as possible. To mathematically formulate such a game, we first introduce a binary variable π ∈ {0, 1} N (All vectors are by default column vectors.); each of its entries, denoted by π i , corresponds to a datum; π i = 1 indicates that datum i is an outlier; otherwise π i = 0. Taking into account the fact that outliers only constitute part of the data, we enforce π 1 = K, where 1 is a vector of all ones and K ∈ [1, N] . We use the sum of nonnegative slack variables to measure model fitting error. The resulting adversarial problem takes the following form:
where s ∈ R N + collects the N slack variables s i , each corresponding to a datum. The outer min s,w and inner max π operations characterize the strategies of the optimizer and outliers, respectively. Denote the objective of (4a)-(4c) by J (s, w, π ). Then, for a joint action (s, w, π ), the payoffs of the optimizer and outliers are −J (s, w, π) and J (π , s, w), respectively. In the equilibrium, the optimizer minimizes the sum of the K-largest slacks identified by the K positive entries of the vector π .
A Relaxed Minmax Formulation
The problem (4a)-(4c) may appear difficult to optimize due to the presence of the discrete constraint on π . Fortunately, the linearity of (4a)-(4c) in π allows us to relax the constraint π ∈ {0, 1} N to π ∈ [0, 1] N without changing the optimal objective value. To see this, for the moment, let us relax the discrete constraint to obtain the following relaxation:
The inner maximization problem of (5a)-(5c) is simply a Linear Program (LP). This ensures that the optimal π can be attained at vertices of the linear constraints (5c). Since the vertices of these constraints are integral, the optimal π attained at a vertex is integral. Therefore, the relaxation (5a)-(5c) is equivalent to its mixed-integer counterpart (4a)-(4c). However, note that the solution to the inner max π problem is not necessarily unique, and in such cases fractional solutions exist. Nevertheless, one can always obtain an integral solution for π by analysing the slack values. Let (s * , w * , π * ) denote the optimal solution to (5a)-(5c), and let s K be the Kth largest value of s * . If s * has more than one entry that shares the value of s K , then π * is not unique, and can be fractional since it can spread the mass of 1 over the data with the same slack value of s K . However, from the construction of the objective function (5a), it is easy to see that an integral π * can be obtained by selecting exactly K elements from the K-largest entries of s * and setting their corresponding π i to 1.
Identification of Potential Outliers
Having solved (5a)-(5c), we can identify potential outliers by forming the following potential outlier set:
where sK ≥ s K is the smallest positive entry among the K-largest entries of s * . If more than one slack variable takes on the value of sK , then |O| > K, where | · | computes the cardinality of a set. Conversely, if s * has fewer than K positive entries, then |O| < K. Before discussing the optimization strategy for solving (5a)-(5c), in Fig. 3 we first provide a pictorial illustration of its solution and the corresponding O on sample line-fitting data. We define the cost function as:
where x i consists of the x coordinate of datum i and 1, and y i is the corresponding y coordinate. We used = 0.05 and K = 5 throughout. Figure 3 shows that compared to the rest of the data, the potential outliers identified in O (circles) produce larger residuals with respect to the optimal model w * (line), and clearly contain genuine outliers that are inconsistent with the prominent structure in the data. If |O| < K ( Fig. 3 (left)), we immediately know
∈ O, because s * i = 0 for those i. Therefore, after removing the data in O, we can stop the outlier removal procedure. In the case of |O| ≥ K Theorem 2 (Appendix A) proves that O contains at least one outlier (provided that the cost function f i (w) satisfies some mild technical conditions). Note that this is a very pessimistic performance bound on the number of identified outliers. The practical efficiency of our approach is often significantly Figure 4 examines the empirical performance of our method on 500 random instances of line-fitting problems, each with 65 inliers and 35 outliers (i.e., outlier ratio of 35 %). We fixed = 0.05 and K = 5 %N throughout, N being adjusted to the number of remaining data after each iteration. It can be seen (top) that it takes 7-20 (most commonly 10) iterations to clean the data. Among the removed data, the average percentage of genuine outliers (with respect to ground truth models) starts out as high as 70 % (Fig. 4, bottom) , which is well above the theoretical bound of 1/|O| ≤ 1/ 5 %N = 20 % with N = 100. As more and more outliers are removed, the average percentage of detected outliers gradually reduces to the theoretical bound of 1/|O| = 33 %, where |O| is observed to equal 3 at the final two iterations of all runs.
An Equivalent Reformulation
One potential technical difficulty with the proposed minmax problem formulation (5a)-(5c) is that it is generally not amenable to efficient convex optimization. However, if the constraints in (5b) are linear in w, an equivalent LP reformulation exists. This allows for the use of off-the-shelf large-scale LP solvers.
Noting that the objective function (5a) is bilinear in s and π , we first decouple these two terms so as to eliminate non-convexity. This is done by analysing the dual of the inner max π problem:
Introducing Lagrange multipliers α ∈ R and β ∈ R N + , we can write the dual of (8a)-(8b) as:
where 0 denotes a column vector of all zeros. Replacing the inner max π problem in (5a)-(5c) with (9) gives the follow- 
It is clearly a convex problem if f i (w) is convex; all problems considered in this paper are convex. However, it is worth noting that the reformulation technique adopted here does not require f i (w) to be convex. This means that (10a)-(10c) is equivalent to (5a)-(5c) regardless of the form of the cost function. Now, suppose that f i (w) is linear, then (10a)-(10c) is simply an LP, and (10b) can be represented in compact matrix form as
where the matrix A j ∈ R N ×d and the vector b j ∈ R N contain the coefficients of linear constraints enforced by (10b). The values of the coefficients and the range of j are determined by the exact form of the cost function f i (w). Take (7) for instance, it can be realized by two linear constraints:
Expressing these constraints for all i in the matrix form of (11), we obtain two coefficient matrices: 4: solve (10a)-(10c) on the current data to obtain the optimal solution (α * , β * , w * , s * ) 5: if α * K + β * 1 > 0 then 6: construct the potential outlier set O via (6) 7:
remove the data collected in O Having solved the LP, one can sort the entries of the optimal s in non-ascending order to construct the potential outlier set O (6), remove all the data in O, and repeat the process on the remaining data until the optimal objective value of (10a)-(10c) reduces to 0. Algorithm 1 details our approach (named K-slack).
Related Work
This section relates our work to other recent efforts in outlier removal, and shows that these methods can be unified under the proposed optimization framework.
Connections with the 1-Slack and L 1 Methods
We first establish the connection of our method with the 1-slack (2) and L 1 (3) approaches through its parameter K. It is clear that if K = N , the minmax problem (4a)-(4c) (and hence its reformulation (5a)-(5c)) reduces to the L 1 problem, since in this case all π i are forced to take on the value of 1. At the other extreme of K = 1, (4a)-(4c) is equivalent to the 1-slack problem. To see this, first note that solving (2) is equivalent to minimizing the maximum residual measured by the single slack variable s. This can be formulated as the following minmax problem with N slack variables:
If there exist outliers in the data, the maximum s i must be positive, hence we can add the constraint s i ≥ 0 for all i to (12) without changing its optimal objective value. Now, it is easy to recognize that (12) with the additional nonnegativity constraint on s i can be alternatively formulated as (4a)-(4c) with K = 1. By Theorem 2, the identification of at least one outlier is guaranteed, provided |O| ≥ K, which is clearly true if Fig. 2 . Left: our approach reduces to the 1-slack method (Fig. 2(left) ) with K = 1, respectively to the L 1 method (Fig. 2(right) ) with K = N = 100 (right) K = 1; hence the 1-slack method is effective. On the contrary, if K = N , we always have |O| < K. No performance guarantee can be provided for this case. This renders the L 1 method unreliable. When an intermediate K is used, at each of the iterations leading up to the final step, |O| can not be less than K (otherwise, Algorithm 1 would have stopped), therefore by Theorem 2 at least one outlier is guaranteed to be removed. Although at the final iteration, it is possible that |O| < K for a K > 1 and we lose the performance guarantee, the maximum possible number of inliers that can be mistakenly removed at the final step is bounded from above by K. Empirically, we found that to achieve a good compromise between reliability and speed, it is sufficient to set K = 5 %N to 15 %N . Figure 5 illustrates the influence of K on the solution to (5a)-(5c). The data in Fig. 2 were again used here. By comparing to Fig. 2 , we can see that our method reduces to the 1-slack and L 1 methods with K = 1 and N , respectively. Figure 5 shows that with different K values, models (lines) returned by solving (5a)-(5c) are different. The 1-slack model (top left) is determined by the worst residual (i.e., the largest slack), while the L 1 model (bottom) is influenced by the residuals of all data. These two settings overlook the fact that the size of outlier population is almost always between 1 and N and it is the joint effort of this subpopulation of the data that degrades the model quality. To capture this phenomenon, the introduction of the K parameter as in our problem formulation is therefore necessary. Figure 5 (top right) also shows that with an intermediate K, more "offending" data are identified than setting K = 1, while unlike the K = N case, the majority of them are indeed outliers.
Note that the three methods considered here (and the maxmin approach (13a)-(13b) discussed below) share a common limitation, that is, they can mistakenly remove inliers. Therefore, they are not recommended for use on severely contaminated data, that may require many iterations to clean, hence increasing the chance of removing a lot of inliers. For this reason, these methods are best used at a refinement stage after a crude RANSAC-type of outlier filtering procedure. Nevertheless, our experiments suggest that 1-slack and our method with an intermediate K can reliably handle 15 %-35 % of outliers, while the performance of the L 1 method is unstable and data-dependent.
Extension to Least Squares Regression
Another recent work that is close in spirit to our paper is by Nguyen and Welsch [19] , who tailored a maxmin problem formulation of the following form for outlier removal in least squares regression:
where f i (w) is defined as (7). To optimize (13a)-(13b), they first substitute the inner min w problem (a weighted least squares problem) with its closed-form solution. This allows them to convert (13a)-(13b) to a maximization problem in π only, which is then further reformulated as a semi-definite program (SDP) for convex optimization. The resulting SDP has (N + 1) unknowns and (N + 1) real symmetric matrices of size (d + 1) × (d + 1) in its linear matrix inequality constraint. Compared to our approach, this SDP-based method is clearly less general since it restricts the cost function to be in the least-squares form, which may not be desirable for some computer vision problems [7] . Moreover, due to computational and memory restrictions inherent in SDPs, most of off-the-shelf SDP solvers can only scale to problems with dimensionality and the number of data under a few thousand. Solving the SDP reformulation of (13a)-(13b) typically requires a computational effort of O((N +1) 2 (d +1) 2 ) per iteration [16] . This makes the SDP approach computationally infeasible for large-scale problems (large N or d) such as the Structure from Motion problems considered in Sect. 5.2, where we need to estimate 3D coordinates of all the observed 2D image points as well as translation parameters of a set of cameras.
One possible remedy for the computational issue of the SDP-based method is to use our minmax formulation (5a)-(5c) to rewrite (13a)-(13b) as an equivalent Second-Order Cone Program (SOCP), which is known [2] to be less expensive to solve than an SDP of similar size and structure. In order to rewrite (13a)-(13b) as a minmax problem of the form (5a)-(5c), we use the fact that the min s,w and max π operations in (5a)-(5c) are interchangeable if f i (w) is continuous and convex. With such a cost function, the feasible region of w, as specified by (5b), is convex and closed. It is also clear that the feasible region of s is convex and closed; and that of π is convex and bounded. By the minimax theorem [24, Corollary 37.3.2] (presented as Theorem 1 below), swapping min s,w and max π in (5a)-(5c) does not change the optimal object value.
Theorem 1 Let C and D be non-empty closed convex sets in R m and R n , respectively, and let F be a continuous finite concave-convex function on C × D. If either C or D is bounded, one has
inf v∈D sup u∈C F (u, v) = sup u∈C inf v∈D
F (u, v).
Note that the minimax theorem still applies if f i (w) in (5a)-(5c) is replaced with the squared cost as used in (13a)-(13b) because the squared cost is continuous and convex. Having replaced f i (w) with f i (w) 2 , one simply needs to set in (5a)-(5c) to 0 to get an equivalent reformulation of (13a)-(13b). In this sense (5a)-(5c) subsumes (13a)-(13b). Moreover, rewriting (13a)-(13b) as a minmax problem also allows for the application of the reformulation technique introduced in Sect. 3 to further convert it to a minimization problem of the form (10a)-(10c) with f i (w) replaced with f i (w) 2 . Converting this minimization problem to an SOCP is straightforward since it only involves rewriting the quadratic constraints (introduced by using a squared loss) to second order cone constraints.
If further speedup is preferred, then a linear cost function such as (7) is probably more appropriate since in this case one only needs to solve an LP of the form (10a)-(10c) with (2N + d + 1) unknowns. The computational complexity of solving an LP of this size is typically O((2N + d + 1) 2.5 ) per iteration [18] . As will be shown later in the experiments of Sect. 6, the proposed LP formulation scales well to problems with up to half a million of data and unknown variables.
We have shown that it is straightforward to extend our minmax problem formulation (5a)-(5c) to outlier removal in least squares regression, and the resulting optimization problem is equivalent to but computationally much cheaper than the SDP considered in [19] . Moreover, unlike the reformulation technique adopted in [19] , our strategy (Sect. 3) does not rely on a specific form of the cost function, hence has the potential to be applied to a wider range of applications.
K-Slack for Multiview Geometry Problems
This section demonstrates the use of our method on two representative multiview geometry problems: homograhy estimation and Structure from Motion (SfM) with known camera rotations.
Homography Estimation
In homography estimation, given keypoint matches (e.g. established by SIFT [17] ): u := (x i , y i , 1) and u := (x i , y i , 1) (in homogeneous plane coordinates), a 3 × 3 homography matrix H is estimated so that u Hu . We consider a parameterization of H that sets the right bottom entry to 1.
(See e.g. [11] for more details on such a parameterization.) Let u i and u i be a pair of matched keypoints. The reprojection error with respect to an H can be quantified by
where h j denotes the j th row of H. To account for the fact that all the observed image points are in front of the cameras, the cheirality condition:
is enforced for all i. For a given H, datum i (a pair of keypoint matches) is an inlier if its reprojection error is bounded by a given error tolerance:
Provided the cheirality condition (15), the inlier condition (16) can be realized by constraining the errors along the x and y coordinates via
and similarly for the error along the y coordinate. Introducing non-negative slack variables s i and applying the reformulation techniques introduced in Sect. 3, we arrive at the following LP for outlier removal in homography estimation:
Note that (18b) can be rewritten as linear constraints:
similarly, for (18c). Compared to the general form of the LP given in (10a)-(10c), the LP tailored for homography estimation is in a slightly different form. Consequently, at Step 4 of Algorithm 1, instead of solving (10a)-(10c), one needs to solve (18a)-(18e). The performance guarantee provided by Theorem 2 is nevertheless still valid here, owing to the convexity of (18a)-(18e).
Structure from Motion Estimation
The proposed method can also be applied to Structure from Motion (SfM) estimation, a fundamental problem in multiview geometry. Given tracked 2D image points, SfM infers the 3D structure (3D point positions) of the scene as well as camera motions. Here we consider SfM problems in a calibrated framework where the intrinsic camera parameters are provided. In addition, the rotation matrix (w.r.t. a reference frame) of each camera is assumed given. Our goal is to remove outliers and simultaneously estimate scene structure and camera translations in a global coordinate system. Let P j = [R j |t j ] be the 3 × 4 camera matrix of camera j . The 3 × 3 rotation matrix R j is known, while the translation vector t j is to be estimated. Parameterizing an unknown 3D point by u i := (x i , y i , z i , 1) and denoting the coordinates of its corresponding observation in image j by (x ij , y ij ), we can measure the reprojection error of a 3D point i in image j by the following cost function:
where
quantify the reprojection errors along the x and y coordinates, respectively, with r jk denoting the kth row of R j and t jk denoting the kth entry of t j . Given u i and t j , a 2D observation in image j is an inlier if
To ensure that the reconstructed 3D scene is within a certain region in front of all cameras, we can enforce the reconstruction depth to be within a positive range:
Given (22), one can verify (21) by checking whether the following two conditions hold simultaneously:
where the functions f x (u i , t j ) and f y (u i , t j ) are defined as Introducing non-negative slack variables s ij and applying the reformulation techniques introduced in Sect. 3, we have the following LP for outlier removal in SfM estimation:
Similar to the conversion (19), the constraints (24b) and (24c) can be realized by linear constraints.
Experiments
We evaluated the proposed method (K-slack, Algorithm 1) on homography estimation and SfM estimation with known camera rotations. The LPs tailored for these two tasks are given in Sect. 5. Our method was implemented in MATLAB with MOSEK LP solver. 1 All experiments were run on a machine with 2.67 GHz Intel quad core processors and 4 GB of RAM.
Outlier Removal in Homography Estimation
Our first set of experiments were conducted on keypoint correspondences for homography estimation. Figure 6 shows the image pairs 2 used in our experiments. Keypoint correspondences were established by SIFT matching (Fig. 7) . The Graf data contain 437 matches, StoneHenge 928, and Mountain 1272. These data were directly fed to K-slack without outlier pre-filtering. The error tolerance was set to 2 pixels. We investigated the performance of K-slack under the influence of various K values. Three performance measures were considered: overall CPU time required to clean the data, quality of the model returned by the last LP, and the overall number of removed matches. We measured model quality by Root Mean Square (RMS) reprojection error on the remaining clean data. Figure 8(left) shows that on all Fig. 9 The mosaics obtained by setting K = 15 %N (top) versus the skewed results (bottom) for K ≈ N datasets the required CPU time reduces with increasing values of K. This is not surprising because more data (hence potentially more outliers) are removed for a larger K, therefore fewer runs of LPs are needed. This also explains why the L 1 (resp. 1-slack) method is fast (resp. slow) in general. In terms of RMS error, Fig. 8(center) shows that it maintains at a relatively low level for a wide range of K values; for K from 1 to 65 %N , the RMS errors on all image pairs are below 1 pixel. As K further increases, larger errors start to appear. Moreover, on the StoneHenge and Mountain data, as K surpasses 90 %N and respectively, 95 %N (marked as ×), K-slack fails to find a valid homography before removing all the data. Indeed, as can be seen in Fig. 8 (right) , there is a general increasing trend in the number of removed data as the value of K increases. As already illustrated in Fig. 5(right) , being too "aggressive" in removing data may cause disastrous model fitting results. As also evidenced in Fig. 9(bottom) , large K values lead to skewed mosaicing results. Empirically, we found that to obtain a good compromise between various performance measures, it is sufficient to set K = 5 %N to 15 %N . Figure 9 (top) shows the mosaics for a sample choice of K within this range. These results are clearly more satisfactory than the skewed mosaics (bottom) given by setting K ≈ N (K = N, 90 %N , and 95 %N for the Graf, StoneHenge, and Mountain data, respectively). Meanwhile, the speedup gained from using a K > 1 is also apparent (Fig. 8(left) ).
Outlier Removal in SFM Estimation
We also applied our method to the more challenging SfM problem. Table 1 lists the datasets used in our experiments. The tracked image points with camera calibration information were obtained from the web. 3 We followed the procedure proposed in [22] to estimate global camera rotations, which involves applying the robust motion averaging method introduced in [6] on relative camera rotations between pairs of images. The relative camera rotations were estimated via the five-point method [20] , followed by a bundle adjustment [30] refinement step. Both the estimation of relative rotations and the subsequent motion averaging were operated in a RANSAC framework. The 2D observations listed in Table 1 were deemed as inliers by RANSAC (with inlier threshold of 1 pixel). The aforementioned data preprocessing procedure was done by using the publicly available MATLAB implementation from the web. 3 For all the tested methods, we set the error tolerance to 1 pixel. We also required the structure depth (c.f. Sect. 5.2) to be within [0.1, 100]. 
Performance Under Different Outlier Ratios
To investigate the influence of outlier ratio on the performance of various methods, we applied the 1-slack, K-slack with K = 10 %N , and L 1 methods on the Cathedral data with different percentages (0 %-55 %) of outliers. We first cleaned the original data (by applying the L 1 method) to obtain a noise-free test instance with 34778 2D observations. Various fractions of randomly selected clean data were then replaced with random points within the image range to create different levels of contaminations. Figure 10 shows the average performance of the three methods over 5 random runs. We can see (left) that on the noise-free data the three methods operate at a comparable speed. This is because all methods require only one iteration to realize that the data is clean. While on contaminated data, they exhibit clearly different runtime performance: The L 1 method is not sensitive to the outlier ratio since it runs in a one-shot fashion. The 1-slack method suffers the most from the increase in outlier ratio. It is over 2 orders of magnitude slower than the L 1 method. The impact of increasing outlier ratio on K-slack is less severe, it requires up to 4 times more CPU time than the L 1 method. Across all non-zero outlier ratios, the qualities of the L 1 models are the worst (Fig. 10, center) . Figure 11 provides sample 3D structures reconstructed by the three methods from data with 15 % of outliers. As can be seen, compared to the convincing reconstructions given by the 1-slack (left) and K-slack (center) methods, the L 1 result (right) is incomprehensible. This indicates that the L 1 method is unreliable when applied on noisy data. Finally, it is not surprising to see that as more and more observations are contaminated, the number of data removed by the three methods increases (Fig. 10(right) ). We can also see that the L 1 method tends to remove more data than the other two methods.
This set of experiments show that under various noise levels, K-slack with an intermediate K value performs comparably to the "conservative" 1-slack method in terms of model quality, yet achieving so in considerably (over an order of magnitude) less time.
Performance with Various K
In the final set of experiments K-slack was applied on the data (Table 1) pre-cleaned by RANSAC. Figure 12 shows the performance of K-slack with various K values. As can be seen in Fig. 12(left) , for K ≤ 20 %N , the required CPU time decreases with increasing values of K. The runtime performance of K-slack starts to stabilize for larger K values. This is because for any K > 20 %N , only 1-2 iterations are needed to remove all outliers from the pre-cleaned data, hence causing no apparent difference in runtime. However, on the Triumph and Eglise data we observed some oscillations in CPU time for K greater than 40 %N and respectively, 75 %N . On both datasets a single iteration is sufficient to remove all outliers for these K values. We therefore believe that the oscillations are caused by varying difficulties in solving the optimization problems with different K choices. In terms of model quality, we can see (center) that the RMS errors for K < 15 %N is noticeably lower than those of K = N , except on the Triumph data where the RMS error for K = 1 is marginally worse than that for K = N (a case where the L 1 method works well).
On the relatively clean datasets as used here, the influence of K on the number of removed data is small (right). The 1-slack method can actually remove slightly more data than using a larger K simply because it executes more outlier removal steps. Overall, these experiments again suggest that a K ∈ [5 %N, 15 %N ] offers a good compromise between various performance measures. Table 2 provides a more detailed comparison between K-slack with K fixed to 10 %N against its two extremes. Before feeding the pre-cleaned data to K-slack, we generated a baseline model for each dataset by minimizing the sum of reprojection errors (with the reprojection error computed by (20) ) over the entire data. Recall that those data were classified by RANSAC as inliers (with inlier threshold of 1 pixel, same value as the error tolerance used in K-slack). Using the models returned by the outlier removal methods for initialization, we also applied bundle adjustment on the cleaned data to obtain further refined models. In Table 2 we can see that on all datasets the models obtained from model fitting on RANSAC inliers are associated with considerably larger RMS errors than those of other methods (e.g. over one order of magnitude larger on the Eglise data). This demonstrates the advantage of taking full tracks of the data into account when performing outlier removal. Again, the L 1 method has the best runtime performance. It is up to 57 times faster than the 1-slack method; when compared to K-slack, its speedup is however not as significant (only up to 3 times faster). Although efficient, the L 1 models produce noticeably larger RMS errors than those of 1-slack and K-slack in all cases, except on the Triumph data where the 1-slack model is negligibly worse than the L 1 method. It is also found that better models returned by solving the LP (24a)-(24g) generally lead to better bundle adjustment results (see Bundle RMS in Table 2 ); as shown in Fig. 13 , bundle adjustment on the data cleaned by K-slack convincingly recovers the main structures in various scenes. 4 Between the 1-slack and K-slack methods, K-slack requires much fewer 4 The images of the scenes were obtained from [5, 22] . runs of LPs, exhibiting substantial speedups of 83 %-95 %. More importantly, such a superior runtime performance is achieved without compromising too much the quality of final 3D reconstructions; and in fact, on 2 out of 6 datasets, K-slack produces better models. This is because besides removing outliers, K-slack also removes some "noisy" inliers, i.e., data with non-zero (but ≤ ) residuals, hence giving lower RMS errors than the 1-slack method.
Since among the removed data there often exist inliers, it may be desirable to have an inlier restoring scheme for some applications. Noting that after the outlier removal procedure, all the camera parameters are known to us (since they are part of the model), we can recover inliers by solving a triangulation problem [9] on the 2D observations of each removed 3D point, and restore observations that have a reprojection error less than a given tolerance.
Conclusion
We proposed a novel adversarial view of the outlier removal problem that not only gives rise to a general optimization framework that unifies various previous methods, but also brings new insights into the outlier removal problem from a game-theoretic perspective. To solve the resulting mixedinteger program, we also developed an equivalent LP reformulation that significantly simplifies the process. Owing to its general formulation, our method is able to control the trade-off between reliability and speed, which is otherwise not possible using existing methods. Experiments on real image data demonstrate the superior practical performance of our method over recent approaches.
