Abstract. In this paper, we introduce a new modified Ishikawa iteration for finding a common element of the set of solutions of an equilibrium problem and the set of fixed points of relatively nonexpansive mappings in a Banach space. Our results generalize, extend and enrich some existing results in the literature.
Introduction
Throughout this paper, let E be a real Banach space with the dual space E * and let C be a nonempty closed convex subset of E. Let f be a bifunction from C × C to R. The equilibrium problem for f : C × C → R is to find x ∈ E such that f (x, y) ≥ 0, (y ∈ C).
(1.1)
The set of solutions of (1.1) is denoted by EP (f ), i.e., EP (f ) = {x ∈ C : f (x, y) ≥ 0, ∀y ∈ C}.
A self-mapping S of C is called nonexpansive if
Sx − Sy ≤ x − y , (x, y ∈ C).
We denote by F (S) the set of fixed points of S. Let S : C → E * be a mapping and let f (x, y) = Sx, y − x for all x, y ∈ C. Then z ∈ EP (f ) if only if Sz, y − z ≥ 0 for all y ∈ C, i.e., z is a solution of the variational inequality Sx, y − x ≥ 0. So, the formulation (1.1) includes variational inequalities as special cases. Also, numerous problems in physics, optimization and economics reduce to find a solution of (1.1). Some methods have been proposed to solve the equilibrium problem; see for instance [5, 12, 15, 24, 20] .
In the recent years, many authors studied the problem of finding a common element of the set of fixed points of a nonexpansive mapping and the set of solutions of an equilibrium problem in the framework of Hilbert spaces and Banach spaces, respectively; see for instance, [10, 11, 13, 17, 18, 26, 27, 30, 32] and the references therein.
Let C be a nonempty closed convex subset of a Banach space. In 1953, for a self-mapping S of C, Mann [21] defined the following iteration procedure:
x 0 ∈ E chosen arbitrarily, x n+1 = α n x n + (1 − α n )Sx n , (1.2) where 0 ≤ α n ≤ 1 for all n ∈ N ∪ {0}, Let K be a compact convex subset of a Hilbert space H. In 1974, for a Lipschitzian pseudocontractive self-mapping S of K, Ishikawa [16] defined the following iteration procedure:
x 0 ∈ K chosen arbitrarily, y n = β n x n + (1 − β n )Sx n , x n+1 = α n x n + (1 − α n )Sy n , (1.3) where 0 ≤ β n ≤ α n ≤ 1 for all n ∈ N ∪ {0} and he proved strong convergence of the sequence {x n } generated by the above iterative scheme if lim n→∞ β n = 1 and
By taking β n = 1 for all n ≥ 0 in (1.3), Ishikawa iteration process reduces to Mann iteration process.
In general, to gain the convergence in Mann and Ishikawa iteration processes, we must assume that underlying space E has elegant properties. For example, Reich [28] proved that if E is a uniformly convex Banach space with a Fréchet differentiable norm and if {α n } is such that ∞ n=1 α n (1 − α n ) = ∞, then the Mann iteration scheme converges weakly to a fixed point of T . However, we know that the Mann iteration process is weakly convergence even in a Hilbert space [14] . Also, Tan and Xu [36] proved that if E is a a uniformly convex Banach space which satisfies Opial's condition or whose norm is Fréchet differentiable and if {α n } and {β n } are such that ∞ n=1 α n (1 − α n ) diverges, ∞ n=1 α n (1 − β n ) converges and lim sup β n < 1, then Ishikawa iteration process converges weakly to a fixed point of T .
It easy to see that process (1.3) is more general than the process (1.2). Also, for a Lipschitz pseudocontractive mapping in a Hilbert space, process (1.2) is not known to converge to a fixed point while the process (1.3) is convergence. In spite of these facts, researchers are interested to study the convergence theorems by process (1.2), because of the formulation of process (1.2) is simpler than that of (1.3) and if {β n } satisfies suitable conditions, we can gain a convergence theorem for process (1.3) on a convergence theorem for process (1.2) .
In recent years, many authors have proved weak or strong convergence theorems for some nonlinear mappings by using various iteration processes in the framework of Hilbert spaces and Banach spaces, see, [3, 4, 25, 31, 35] .
Recently, to obtain strong convergence, many mathematicians have been extensively considered modified processes. Nakajo and Takahashi [25] proposed the following modification of the Mann's iteration for a nonexpansive self-mapping S of a nonempty, closed convex subset C in a Hilbert space H:
where P K denotes the metric projection from H onto a closed convex subset K of H. They proved strong convergence of the sequence {x n }, if the sequence {α n } is bounded above from one.
In 2005, Matsushita and Takahashi [23] introduced a new hybrid algorithim for a relatively self-mapping S of C in a Banach space E as follows:
where J is the duality mapping on E and Π F (S) is the generalized projection from C onto F (S). They proved that {x n } converges strongly to Π F (S) x.
In 2006, Martinez-Yanes and Xu [22] introduced the following modified Ishikawa iteration process for a nonexpansive self-mapping S of a nonempty, closed convex subset C with F (S) = ∅ in a Hilbert space H:
where {α n } and {β n } are sequences in [0, 1]. They proved that if {α n } bounded above from one and lim n→∞ β n = 1, then the sequence {x n } converges strongly to P F (S) x 0 . In 2007, Tada and Takahashi [29] for finding an element of EP (f ) ∩ F (S), introduced the following iterative scheme by using the hybrid projection method for a nonexpansive self-mapping S of a nonempty, closed convex subset C in a Hilbert space:
for all n ∈ N ∪ {0}, where {α n } ⊂ [a, b] for some a, b ∈ (0, 1) and {r n } ⊂ (0, ∞) satisfies lim inf n→∞ r n > 0. Thus, they proved that {x n } and {u n } converge strongly to u, where
In 2009, Takahashi and Zembayashi [33] presented a new hybrid iterative method for finding an element of EP (f ) ∩ F (S), by using the hybrid projection method for relatively nonexpansive self-mapping S of C in a Banach space E:
for all n ∈ N∪{0}, where J is the duality mapping on E, {α n } is a sequence in [0, 1] such that lim n→∞ α n (1 − α n ) > 0 and {r n } is a sequence in [a, ∞) for some a > 0. They proved that the sequence {x n } converges strongly to Π F (S)∩EP (f ) x, where Π F (S)∩EP (f ) is the generalized projection from C onto F (S) ∩ EP (f ).
In this paper, employing the idea of Nakajo-Takahashi [25] and Takahashi-Zembayashi [33] , we modify Ishikawa iteration process for finding a common element of the set of solution of an equilibrium problem and the set of fixed points of a relatively nonexpansive mapping by applying the hybrid projection method in a Banach space.
Preliminaries
Let E be a real Banach space with . and dual space E * . We denote the weak convergence and the strong convergence of {x n } to x ∈ E by x n ⇀ x and x n → x, respectively and denote by J the normalized duality mapping from E into 2 E * defined by
for all x ∈ E, where ., . denotes the generalized duality pairing between E and E * . A Banach space E is said to be strictly convex if x+y 2 < 1 for all x, y ∈ E with x = y = 1 and x = y. It is also said to be uniformly convex if for every ǫ ∈ (0, 2], there exists a δ > 0, such that x+y 2 < 1 − δ for all x, y ∈ E with x = y = 1 and x − y ≥ ǫ. Furthermore, E is called smooth if the limit
exists for all x, y ∈ B E = {x ∈ E : x = 1}. It is also said to be uniformly smooth if the limit (2.1) is attained uniformly for all x, y ∈ E. A Banach space E is said to have the Kadec-Klee property if for every sequence {x n } in E that x n ⇀ x and x n → x then x n → x. It is known that if E is uniformly convex, then E has the Kadec-Klee property. Also, E is uniformly convex if and only if E * is uniformly smooth. For more details see [1, 34] . Many properties of the normalized duality mapping J have been given in [1, 34] . We give some of those in the following:
(2) For every x ∈ E, Jx is nonempty closed convex and bounded subset of E * .
if E is smooth and reflexive, then J is norm-to-weak continuous, that is, Jx n ⇀ Jx whenever x n → x. (8) If E is smooth, strictly convex and reflexive and J * : E * → 2 E is the normalized duality mapping on E * , then J −1 = J * , JJ * = I E * and J * J = I E , where I E and I E * are the identity mapping on E and E * , respectively. (9) If E is uniformly convex and uniformly smooth, then J is uniformly norm-to-norm continuous on bounded sets of E and J −1 = J * is also uniformly norm-to-norm continuous on bounded sets of E * .
Let C be a nonempty, closed convex subset of a smooth, strictly convex and reflexive Banach space E. We denote by φ the function φ : E × E → R defined as follows:
for all x, y ∈ E. It is clear from the definition of the function φ that for all x, y, z ∈ E,
Observe that if E is in a Hilbert space then φ(x, y) = x − y 2 . In 1996, Alber [2] , defined the generalized projection mapping as follows:
Definition 2.1. Let C be a nonempty, closed convex subset of a smooth, strictly convex and reflexive Banach space E. The generalized projection Π C : E → C is a mapping that assigns to an arbitrary point x ∈ E the minimum point of the functional φ(x, y), i.e., Π C x = x 0 , where x 0 is the solution to the minimization problem
Existence and uniqueness of the operator Π C follows from the properties of the functional φ(x, y) and strict monotonicity of the mapping J.
Let S be a self-mapping of C. A point p in C is said to be an asymptotic fixed point of S [28] , if there exists a sequence {x n } in C such that x n ⇀ p and x n − Sx n → 0. we denote byF (S) the set of all asymptotic fixed points of S. A self-mapping S of C is said to be relatively nonexpansive [5] [6] [7] , if the following conditions are satisfied: 
for all x ∈ C and all y ∈ E. Lemma 2.5. [19] Let E be a smooth and uniformly convex Banach space and let {x n } and {y n } be sequences in E such that either {x n } or {y n } is bounded. If lim n→∞ φ(x n , y n ) = 0, then lim n→∞ x n − y n = 0. 
for all x, y ∈ B r and t ∈ [0, 1], where B r = {z ∈ E : z ≤ r}.
To study the equilibrium problem, for the bifunction f : C × C → R, we assume that f satisfies the following conditions:
(A1) f (x, x) = 0 for all x ∈ C; (A2) f is monotone, i.e., f (x, y) + f (y, x) ≤ 0 for all x, y ∈ C; (A3) for each x, y, z ∈ C,
(A4) for each x ∈ C, y → f (x, y) is convex and lower semicontinuous.
The following lemma can be found in [5] .
Lemma 2.7. Let C be a nonempty, closed convex subset of a smooth, strictly convex and reflexive Banach space E, f be a bifunction from C × C to R satisfying (A1) − (A4) and let r > 0 and x ∈ E. Then, there exists z ∈ C such that
for all y ∈ C.
Lemma 2.8.
[33] Let C be a nonempty, closed convex subset of a smooth, strictly convex and reflexive Banach space E, f be a bifunction from C × C to R satisfying (A1) − (A4) and let r > 0 and x ∈ E. Define a mapping T r : E → C as follows:
for all x ∈ E. Then, the following statements hold:
(ii) T r is firmly nonexpansive-type, i.e., for all x, y ∈ E, T r x − T r y, JT r x − JT r y ≤ T r x − T r y, Jx − Jy ;
(iii) F (T r ) = EP (f ); (iv) EP(f ) is closed and convex and T r is relatively nonexpansive mapping.

Main Results
In this section, we prove the strong convergence theorem for finding a common element of the set of solution of an equilibrium problem and the set of fixed points of a relatively nonexpansive mapping. Theorem 3.1. Let C be a nonempty closed convex subset of uniformly smooth and uniformly convex Banach space E. Let f be a bifunction from C × C to R satisfying (A1) − (A4) and S be a relatively nonexpansive self-mapping of C with F (S) ∩ EP (f ) = φ. Assume that 0 < a ≤ α n ≤ 1 and {r n } ⊂ (0, ∞) satisfies lim inf n→∞ r n > 0 and {β n } is sequence in [0, 1] such that lim inf n→∞ β n (1− β n ) > 0. If {x n } and {u n } be sequences generated by
Proof. First, we show that C n ∩ Q n is closed and convex. It is easily seen that C n is closed and Q n is closed and convex for all n ∈ N. Since
for all v ∈ C n . Then v ∈ C n is convex. So C n ∩ Q n is closed and convex for all n ∈ N. Let u ∈ F (S) ∩ EP (f ). From u n = T rn z n and using Lemma 2.8(iv), we can conclude that T rn are relatively nonexpansive, in addition, S is relatively nonexpansive, so by the convexity of . 2 we get
and therefore
So u ∈ C n for all n ∈ N. Hence,
Now, using induction, we will show that F (S) ∩ EP (f ) ⊂ C n ∩ Q n for all n ∈ N. For n = 1, we have x 1 = x ∈ C and Q 1 = C, therefore F (S) ∩ EP (f ) ⊂ Q 1 and hence
for all z ∈ C n ∩ Q n . By the induction assumption, we have F (S) ∩ EP (f ) ⊂ C n ∩ Q n , so we can conclude that for all u ∈ F (S) ∩ EP (f ) the inequality (3.3) holds. On the other hand, by the definition of Q n+1 , we obtain
Notice that the definition of Q n implies x n = Π Qn x. By Lemma 2.3 we get
for all u ∈ F (S) ∩ EP (f ) ⊂ Q n . This yields that {φ(x n , x)} is bounded. Therefore {x n }, {Sx n }, {y n } and {z n } are bounded. Since x n+1 = Π Cn∩Qn x ∈ C n ∩ Q n ⊂ Q n , and x n = Π Qn x, from the definition of Π Qn we have
for all n ∈ N. It follows from (3.4) and (3.5), the sequence {φ(x n , x)} is bounded and nondecreasing . So, lim n→∞ {φ(x n , x)} exists. by using Lemma 2.3 and x n = Π Qn x, we also get
for all n ∈ N. This yields that
Since x n+1 = Π Cn∩Qn x ∈ C n , we have
for all n ∈ N. from (3.7) and (3.8) we have
From (3.7) and (3.9), since E is uniformly convex and smooth, from Lemma 2.5 we get
So, we obtain
Since J is uniformly norm-to-norm continuous on bounded sets, from (3.10) we get lim n→∞ Jx n − Jy n = 0
Let r = sup n∈N { x n , Sx n }. Since E is a uniformly smooth Banach space, we can conclude that E * is a uniformly convex Banach space. So, by Lemma 2.6 there exists a continuous, strictly increasing and convex function g : [0, 2r] → R whit g(0) = 0 and for u ∈ F (S)∩EP (f ) we have
Since 0 < a ≤ α n ≤ 1, it is easy to see that
On the other hand, we have
Since lim inf n→∞ β n (1 − β n ) > 0, it follows from (3.13) that Noticing that Jy n = α n Jz n + (1 − α n )Ju n and α n < b < 1, we obtain
From (3.20) and last inequality we get
Since J −1 is also uniformly norm-to-norm continuous on bounded sets, we get
Since . is weakly lower semicontinuous, we get
By the definition of Π F (S)∩EP (f ) , we getx = ω, so we get lim n→∞ φ(x n k , x) = φ(ω, x). Hence we obtain 0 = lim
Since E has Kadac-Klee property, we can conclude that
Corollary 3.2. Let C be a nonempty, closed convex subset of uniformly smooth and uniformly convex Banach space E and S be a relatively nonexpansive self-mapping of C with F (S) = φ. Assume that 0 < a ≤ α n ≤ 1 and {β n } is sequence in [0, 1] such that lim inf n→∞ β n (1 − β n ) > 0. If {x n } and {u n } be sequences generated by x = x 1 ∈ C and
Proof. Letting f (x, y) = 0 for all x, y ∈ E and r n = 1 for all n ∈ N, in Theorem 3.1, we get the desired result.
Corollary 3.3. Let C be a nonempty, closed convex subset of uniformly smooth and uniformly convex Banach space E and f be a bifunction from C × C to R satisfying (A1) − (A4) and S be a relatively nonexpansive self-mapping of C with F (S) ∩ EP (f ) = φ. Assume that {r n } ⊂ (0, ∞) satisfies lim inf n→∞ r n > 0 and {β n } is sequence in [0, 1] such that lim inf n→∞ β n (1 − β n ) > 0. If {x n } and {u n } be sequences generated by x = x 1 ∈ C and
z n = J −1 (β n Jx n + (1 − β n )JSx n ), u n ∈ E such that f (u n , y) + 1 rn y − u n , Ju n − Jz n ≥ 0, ∀ y ∈ E C n = {v ∈ C : φ(v, z n ) ≤ φ(v, x n )}, Q n = {z ∈ C : x n − z, Jx n − Jx ≤ 0}, x n+1 = Π Cn∩Qn x, for all n ∈ N. Then, {x n } converges strongly to Π F (S)∩EP (f ) x, where Π F (S)∩EP (f ) is the generalized projection of E onto F (S) ∩ EP (f ).
Proof. Letting α n = 1, in Theorem 3.1, we get the desired result.
Corollary 3.4. Let C be a nonempty closed convex subset of uniformly smooth and uniformly convex Banach space E and f be a bifunction from C × C to R satisfying (A1) − (A4) with EP (f ) = φ. Assume that 0 < a ≤ α n ≤ 1 and {r n } ⊂ (0, ∞) satisfies lim inf n→∞ r n > 0 and {β n } is sequence in [0, 1] such that lim inf n→∞ β n (1 − β n ) > 0. If {x n } and {u n } be sequences generated by x = x 1 ∈ C and
u n ∈ E such that f (u n , y) + 1 rn y − u n , Ju n − Jx n ≥ 0, ∀ y ∈ E y n = J −1 (α n Jx n + (1 − α n )Ju n ), C n = {v ∈ C : φ(v, y n ) ≤ φ(v, x n )}, Q n = {z ∈ C : x n − z, Jx n − Jx ≤ 0}, x n+1 = Π Cn∩Qn x, for all n ∈ N. Then, {x n } converges strongly to Π EP (f ) x, where Π EP (f ) is the generalized projection of E onto EP (f ).
Proof. Letting S = I in Theorem 3.1, we get the desired result. 
