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Abstract—In this paper, we study the broadcast decoding
delay performance of generalized instantly decodable network
coding (G-IDNC) in the lossy feedback scenario. The problem
is formulated as a maximum weight clique problem over the G-
IDNC graph in [1]. In order to further minimize the decoding
delay, we introduce in this paper the lossy G-IDNC graph (LG-
IDNC). Whereas the G-IDNC graph represents only doubtless
combinable packets, the LG-IDNC graph represents also uncer-
tain packet combinations when the expected decoding delay of the
encoded packet is lower than the individual expected decoding
delay of each packet encoded in it. Since the maximum weight
clique problem is known to be NP-hard, we use the heuristic
introduced in [2] to discover the maximum weight clique in
the LG-IDNC graph and finally we compare the decoding delay
performance of LG-IDNC and G-IDNC graphs through extensive
simulations. Numerical results show that our new LG-IDNC
graph formulation outperforms the G-IDNC graph formulation
in all situations and achieves significant improvement in the
decoding delay especially when the feedback erasure probability
is higher than the packet erasure probability.
Index Terms—Minimum decoding delay, lossy feedback, G-
IDNC graph, maximum weight clique problem.
I. INTRODUCTION
Network Coding (NC) is based on a simple idea. Instead
of the simple replication of packets they receive, intermediate
nodes in a network may transmit functions of these packets.
Since its introduction in [3], a decade ago, NC gained much
attention thanks to its numerous benefits. It was shown that
NC is able to reduce delay over broadcast and multicast
erasure channel and thus it can improve the throughput of the
channel in the wireless networks. These abilities are of great
interest for real time applications requiring fast transmission
and recovery of the data such as cellular, streaming television,
WiFi, and WiMAX. Two approaches of network coding can be
found in the literature named respectively Random Network
Coding (RNC) and Opportunistic Network Coding (ONC).
Whereas RNC combines packets using random, independent,
and non zero coefficients, OPC exploits the diversity of lost
and received packets knowledge at the base station (BS) to
generate the packet combinations. Despite the attractive merits
of RNC such as optimality in reducing the number of sent
packets and ability to recover without feedback, it is not
suitable for real time applications because decoding can be
done only when the whole frame is received.
In this paper, we are interested in a set of applications
requiring quick and reliable transmission over lossy chan-
nels with strict delay tolerance. A suitable approach of such
applications is the OPC subclass called Instantly Decodable
Network Coding (IDNC). In this approach, the BS is able
to transmit only binary XOR combination of packets. IDNC,
despite the limitation in packet generation, is attractive because
it allows fast encoding at the BS and fast decoding at the
users, eliminating as such the need of expensive computation
and reducing also the complexity of both the BS and users.
A lot of researches has been conducted to minimize the delay
in IDNC. In [4], the authors minimized the completion time,
which is the overall transmission time, for IDNC by modeling
the problem as a Short Stochastic Path (SSP). The authors in
[5]–[7] considered the delay in IDNC as the decoding delay
which is the individual delay experienced when delivered a
packet that is either non decodable at its arrival or it does not
bring new information. The problem was formulated in [5] as
a linear programming problem called Strict IDNC (S-IDNC),
limiting the BS to generate packets that can be decoded by all
users then extended to Generalized IDNC (G-IDNC) in [8] by
loosening this constraint and asking the users instead to discard
all non decodable packets. The decoding delay performance
of G-IDNC for independent erasure channels was studied in
[8] and extended to persistent erasure channels in [9].
In the aforementioned works, the authors considered a
prompt and perfect reception of the feedback. This assumption
is not realistic due to the feedback channel impairments.
Recently some research has been dedicated to study the
decoding delay with limited feedback [1], [2], [10], [11]. More
specifically in [1] we studied the decoding delay performance
of G-IDNC in lossy and intermittent feedback for memoryless
channels. We extended our study to lossy intermittent feedback
in [10] and persistent erasure channels in [2]. In these paper,
the problem was formulated as a maximum weight clique
problem over the G-IDNC graph. Since the problem is known
to be NP-hard, many heuristics to perform effective packet
selection were proposed [1], [2], [9].
To represent all the feasible packet combinations, the G-
IDNC graph was introduced in [8] in a context of perfect
feedback. It was shown in [12] that all packet combinations
is equivalent to a maximal weight clique in the G-IDNC
graph and thus the optimal combination that guarantees the
minimum decoding delay for the current transmission is the
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maximum weight clique in the G-IDNC graph. This graph
formulation was then used in the lossy feedback context to
represent all doubtless packet combination. In others words,
the packet combinations that are always instantly decodable for
all targeted users. This instantly decodable condition limits the
coding opportunities in each transmission as it discards uncer-
tain packet combination. It clearly limits the minimization of
the decoding delay.
In this paper we address the following question : Is there a
graph representation that achieves a better decoding delay for
G-IDNC in a lossy feedback scenario? To answer this question,
we first introduce the Lossy Generalized Instantly Decodable
Network Coding graph (LG-IDNC). This new graph allows
uncertain packet combinations when the expected decoding
delay increase when sending the combined packet is less than
the one experienced when sending individually the packets
encoded in that combination. Consequently, the LG-IDNC
graph is expected to achieve a lower decoding delay than the
G-IDNC graph.
The rest of this paper is organized as follows: Section II
presents the system, channel, and feedback models. The G-
IDNC problem is briefly formulated in Section III and the G-
IDNC graph limitations are exposed in Section IV. We intro-
duce our newly proposed LG-IDNC graph in Section V before
presenting and discussing simulation results in Section VI.
Finally, Section VII concludes the paper.
II. SYSTEM AND FEEDBACK MODEL
A. System Model and Parameters
Consider a wireless base station that is required to broadcast
a frame (denoted by N ) of N source packets to a set (denoted
by M) of M users. Each user is interested in receiving all
the packets of N with the minimum delay in any order. In
the initial phase, the BS broadcasts the N packets of the
frame uncoded to all the users. Each user who received a
packet acknowledges its reception by sending a feedback. A
lost packet or feedback will make the state of the user/packet
uncertain at the BS.
After the initial phase, three sets of packets are attributed
to each user i:
• The Has set (denoted by Hi) is defined as the set of
packets successfully received and acknowledged by user
i.
• The Wants set (denoted by Wi) is defined as the set of
packets that are not in the Has set ( Wi = N \ Hi ). In
other words, Wi consists of the lost or failed to feedback
packets by user i.
• The Uncertain set (denoted by Ui) is defined as the set
of packets which state is uncertain. We have Ui ⊆ Wi.
The BS stocks these information in a BS feedback matrix
(SFM) F = [fij ], ∀ i ∈M, ∀ j ∈ N as follows:
fij =

0 j ∈ Hi
1 j ∈ Wi \ Ui
x j ∈ Ui.
(1)
After this initial phase, the recovery phase takes place. In
this phase, the BS uses the SFM to select the network XOR-
coded combinations of the source packets to transmit. Each
user that received and successfully decoded a packet sends
back an acknowledgement after each transmission. The BS
uses this feedback to update the feedback matrix. This process
is repeated until all users acknowledge the successful reception
of all the packets.
The encoded packets, in each transmission, can have one of
the following options for each user i:
• Non-innovative: A packet is non-innovative for user i if
the packets encoded in it do not bring new information.
In other words, they were all previously received and
successfully decoded.
• Instantly Decodable: A packet is instantly decodable for
user i if it contains only one source packet from Wi.
• Non-Instantly Decodable: A packet is non instantly de-
codable for user i if it contains two or more source packet
from Wi.
We define the decoding delay as in [8]:
Definition 1. At any recovery phase transmission, a user i,
with non-empty Wants sets, experiences a one unit increase
of decoding delay if it receives a packet that is either non-
instantly decodable or both instantly decodable and non-
innovative.
We define the targeted users by a transmission as the set
users to whom the BS indented the packet combination when
encoding it.
B. Channel and Feedback Models
The channel is modeled as a memoryless erasure channel.
Each packet is subject to loss at user i with a packet erasure
probability pi, ∀ i ∈ M. We also assume that the channels
of various users are independent.
The feedback channels follow a similar model: they are
independent from one user to the other and the ith channel
experiences erasure with probability qi, ∀ i ∈ M. The
feedback consists of an acknowledgement of all previously
received/lost packets. Only targeted users feedback. Thus the
BS will not receive any feedback from a user unless it was
targeted by the transmission.
The packet and feedback erasure probabilities are constant
during a frame delivery period and are known by the BS. The
special case when the packet and feedback erasure probabili-
ties are the same for all users is called reciprocal channel.
III. GENERALIZED INSTANTLY DECODABLE NETWORK
CODING PROBLEM (G-IDNC)
A. Problem Description and Formulation
For an arbitrary packet combination κ, let di(κ) denote
the decoding delay increase of user i and let D (κ) be the
total increase of the decoding delay of all users after the
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transmission of the encoded packet κ. In other words, we have:
D (κ) =
∑
i∈Mw
di(κ), (2)
where Mw is the set of users having non empty Wants set.
Minimizing the decoding delay is finding the packet combi-
nation among all possible packet combinations that guarantees
the minimum expected decoding delay for the current trans-
mission. The problem was formulated in [5] as follows:
min
κ
{E [D (κ)]} = min
κ
{
E
[ ∑
i∈Mw
di(κ)
]}
subject to κ =
⊕
j∈A
j, ∀ A ⊆ N , (3)
where
⊕
j∈A
represents the XOR combination of packets in the
set A.
In order to minimize the decoding delay in G-IDNC in the
perfect feedback case, the authors in [8] proposed to look for
all doubtless possible packet XOR-combinations then choose
the combination that guarantees the minimum delay for this
transmission.
B. G-IDNC Graph
To exhibit all these possible combinations of packets, the
G-IDNC graph was introduced in [8]. G-IDNC considers that
two packets can be combined if the packet that is in the
Wants set of the first user is in the Has of the second user
and inversely. This approach was extended in [1], [2], [10]
to the lossy feedback. However in this configuration G-IDNC
graph presents only all the doubtless possible packet XOR-
combinations.
This G(V, E) graph is constructed by first generating a
vertex vij ∈ V for each nonzero entry in the SFM (i.e. for
every packet j ∈ Wi, ∀ i ∈ M). These vertices are then
connected with an edge if the packet combination represented
by the vertices can be decoded by the two users represented by
these vertices. In other words, vij and vkl in V are connected
with an edge if and only if one of the following conditions is
true:
• C1: j = l⇒ The users i and k are interested in receiving
the same packet j.
• C2: j ∈ Hk and l ∈ Hi ⇒ The requested packet of the
first vertex is in the Has set of the second vertex and
reciprocally.
The connectivity conditions C1 expresses the interest of
two users in the same packet and the condition C2 involves
combination of packet j and l that will be certainty instantly
decodable and maybe non-innovative for users i and k.
The BS encodes the packet to be sent by taking the binary
XOR of all the packets represented by the vertices of a selected
maximal clique in G(V, E). The users to whom this encoded
packet is intended are those identified by the vertices of the
selected maximal clique.
In [12], it was shown that the problem of minimizing
the decoding delay in G-IDNC is equivalent to finding the
Packet 1 Packet 2 Packet 3 
Receiver 1 0 x 1 
Receiver 2 0 1 0 
Receiver 3 1 0 0 
13 
22 
31 
12 
Fig. 1. Feedback matrix and its corresponding G-IDNC graph.
maximum weight clique in the G-IDNC graph. The maximum
weight clique problem in lossy feedback was formulated in
[2] as follows:
κ∗ = argmax
κ∈G
∑
i∈τ(κ)
(1− pi)× pi,n(ji(κ)), (4)
where τ(κ) is the set of users targeted by κ, ji(κ) is the
targeted packet in the transmission κ to user i and pi,n(j) the
probability that packet j is innovative for user i given by the
following theorem:
Theorem 1. The probability for packet j to be innovative to
user i is
pi,n(j) =
(
pi
pi + (1− pi)qi
)λij
, ∀ j ∈ Wi, (5)
where λij is the number of time packet j was attempted to
receiver i since the last heard feedback from that receiver.
Proof: The proof of this theorem can be found in [1].
IV. G-IDNC GRAPH LIMITATIONS
From the connectivity conditions of G-IDNC graph, we
clearly see that this graph does not represent all the possible
packet combinations but only those that are certainly instantly
decodable by all the targeted users. Therefore, in the lossy
feedback scenario this graph represents a sub-optimal solution.
Consider the following BS feedback matrix and the associated
G-IDNC graph illustrated in Figure 1. We assume in this
example that all users are experiencing the same packet erasure
probability p.
The possible packet combinations in the G-IDNC graph,
represented by the maximal weight cliques, are 1 ⊕ 2 and
1 ⊕ 3. The expected decoding delay increase after sending
1 ⊕ 2 is (1 − p)pn,1(2) and the one after sending 1 ⊕ 3 is
(1 − p). On the other hand, the coded packet 1 ⊕ 2 ⊕ 3,
which violates the G-IDNC graph conditions, achieves an
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expected decoding delay increase of (1 − p)(1 − pn,1(2)).
Consequently, if (1− pn,1(2)) < pn,1(2), the packet 1⊕ 2⊕ 3
is expected to achieve a lower decoding delay. However
this packet belongs to another class of graph with different
connectivity conditions. After this motivating example, we
now describe our newly proposed lossy G-IDNC graph that
can be used to further minimize the sum decoding delay.
V. LOSSY GENERALIZED INSTANTLY DECODABLE
NETWORK CODING GRAPH (LG-IDNC)
In this section, we introduce our proposed graph formula-
tion. In order to express the connectivity conditions of the LG-
IDNC graph, we need first to compute the expected decoding
delay increment of an encoded packet. We finally formulate the
graph connectivity conditions based on the expected decoding
delay increase.
A. Decoding Delay Increment of a Packet Combination
Let vij and vkl be two vertices in G-IDNC graph with i 6= k
and j 6= l. Note that packets in the Has set can be considered as
uncertain packets with a probability to be innovative equal to
0 and certain packet in the Wants set (i.e.Wi\Ui) as uncertain
packets with innovative probability equal to 1. Therefore, for
any user i and for any arbitrary packet j, the probability that
this packet bring new information is p̂i,n(j) with
p̂i,n(j) =

pi,n(j) j ∈ Ui
0 j ∈ Hi
1 j ∈ Wi \ Ui.
(6)
The following theorem introduces the finish probability:
Theorem 2. The probability that user i successfully received
all his primary packets but Wi 6= ∅ at time t is:
pi,f =
∏
j∈Wi
(1− pi,n(j)) , ∀ i ∈M such that Wi = Ui.
(7)
Proof: The proof of this theorem can be found in [1].
Note that if user i received all the needed packets, we can
consider that pi,f = 1 and if he has packets inWi\Ui, we can
consider that pi,f = 0 for that user. Therefore, for any arbitrary
user i, the probability that this receiver still need packets can
be written as:
pi,f = 1− p̂i,f = 1−
∏
j∈N
(1− p̂i,n(j)) . (8)
Let D(j) denote the overall expected decoding delay in-
crease for users i and k after sending packet j. In other words:
D(j) = P(di(j) = 1) + P(dk(j) = 1). (9)
When only packet j is sent, user i will experience a delay if
the two following conditions are true:
1) He receivers the packet j.
2) The packets j is not innovative for that user.
3) He still needs packets.
Thus the decoding delay increase for this user is
P(di(j) = 1) = (1− pi)(1− p̂n,i(j))pf,i. (10)
By symmetry user k will also experience a similar delay. The
sum decoding delay D(j) experienced by both users i and k
when sending packet j can be expressed as:
D(j) = dij,kl(j) (11)
= (1− pi)(1− p̂n,i(j))pf,i + (1− pk)(1− p̂n,k(j))pf,k.
Similarly, when sending packet l for users i and k the decoding
delay D(l) can be obtained by replacing j by l in (11).
If the encoded packet is j ⊕ l, user i will experience one
unit of decoding delay if the following conditions are true:
1) He receivers the packet j ⊕ l.
2) The packets j and l are either in this Has set or in his
Wants set. The probability of this event is
p̂n,i(j)p̂n,i(l) + (1− p̂n,i(j)(1− p̂n,i(l)).
3) He still needs packets.
User k will experience a similar delay when sending the
encoded packet j ⊕ l. Therefore, the overall decoding delay
D(j ⊕ l) for users i and k is given by:
D(j ⊕ l) = dij,kl(j ⊕ l) = (12)
(1− pi)(p̂n,i(j)p̂n,i(l) + (1− p̂n,i(j)(1− p̂n,i(l)))pf,i+
(1− pk)(p̂n,k(j)p̂n,k(l) + (1− p̂n,k(j)(1− p̂n,k(l)))pf,k.
Note that, since j ⊕ 0 = j, then dij,kl(j) can be obtained
by replacing l by 0 in (12) and taking p̂n,i(0) = 0 (i.e. 0 is
not an innovative packet for every user).
B. LG-IDNC Graph Construction
To further minimize the decoding delay for G-IDNC in
a lossy feedback scenario, we look for all possible packet
combinations then select the one that guarantees a minimum
decoding delay increase for the current transmission. To rep-
resent all these potential packet combinations, we use a graph
model similar to the G-IDNC graph introduced in [8]. In our
lossy feedback context, we will call this graph the LG-IDNC.
The LG-IDNC graph is constructed like the G-IDNC graph
by first generating a vertex for all nonzero entries in the
SFM. We then connect these vertices if the expected decoding
delay of the coded packet is lower than the decoding delay
experienced when sending the packets individually. In other
word, two vertices vij and vkl are connected by an edge if
one of the following conditions is true:
• C1: j = l ⇒ Packet j is needed by both the users i and
k.
• C2: dij,kl(j⊕l) ≤ min(dij,kl(j), dij,kl(l))⇒ The packet
combination j⊕l guarantees a lower decoding delay than
individuals packets.
Giving these connectivity conditions, we can clearly see
that C2 includes the second condition of the G-IDNC graph
by taking pn,i(l) = pn,k(j) = 0. This proves that the G-
IDNC graph is a subgraph of the LG-IDNC graph and so it
4
20 40 60 80 100
1
1.5
2
2.5
3
3.5
4
a − Number of Receivers M
Av
er
ag
e 
De
co
di
ng
 D
el
ay
N = 30, P = 0.25, Q = 0.5*P
 
 
20 40 60 80 100
1.5
2
2.5
3
3.5
4
4.5
5
b − Number of Receivers M
Av
er
ag
e 
De
co
di
ng
 D
el
ay
N = 30, P = 0.25, Q = P
 
 
20 40 60 80 100
2
2.5
3
3.5
4
4.5
5
5.5
6
c − Number of Receivers M
Av
er
ag
e 
De
co
di
ng
 D
el
ay
N = 30, P = 0.25, Q = 2*P
 
 
G−IDNC
LG−IDNC
G−IDNC
LG−IDNC
G−IDNC
LG−IDNC
Fig. 2. Mean decoding delays against M for a low erasure channel.
is guaranteed to achieve lower delay. The set of all feasible
encoding packets is defined by all maximal cliques in the LG-
IDNC graph.
Note that, given the innovative and the finish probabilities
for every couple user/packet, our newly graph formulation is
ensured to outperform the G-IDNC graph for all feedback
scenario. The expressions of the innovative and the finish
probabilities for multiple feedback imperfections scenarios can
be found in [2]. In the special case when the feedback is
perfect, the G-IDNC graph and the LG-IDNC graph are the
same graph.
To solve this NP-hard maximum weight clique problem,
we use the heuristic introduced in [2] to perform effective
packets selection. The set of users to whom the encoded packet
is intended are those represented by the maximal clique and
thus they are the ones that will send feedback upon successful
reception of the packet combination regardless if they decoded
it or not.
VI. SIMULATION RESULTS
In this section, we compare the performance achieved by our
lossy generalized IDNC graph (denoted by LG-IDNC) against
the one achieved by G-IDNC graph (denoted by G-IDNC)
to reduce the decoding delay in G-IDNC over lossy feedback.
The packet erasure probability (pi, ∀ i ∈M) and the feedback
erasure probability (qi, ∀ i ∈M) for all users are considered
constant during a delivery frame and they change uniformly in
a given range from iteration to iteration while keeping its mean
P and Q, respectively, constant for all the simulations. The
decoding delay is computed over a large number of iterations
and the average value is presented. We have 0 < P,Q < 0.8.
Figure 2 depicts the comparison of mean decoding delays
achieved by LG-IDNC and G-IDNC graphs against M , for
N = 30, P = 0.25 and, respectively, for Q =
P
2
, Q = P and
Q = 2P . Figure 3 depict the same comparison for a higher
packet erasure probability P = 0.5 and Q =
3P
2
. Figure 4
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Fig. 4. Mean decoding delays against N for a low erasure channel.
and Figure 5 illustrate the comparison of the performance of
the graphs against N , for M = 60, Q =
P
2
, Q = P and
Q = 2P for a low (P = 0.25) and a high (P = 0.5, Q =
3P
2
) erasure channel respectively. Figure 6 shows the same
comparison against the packet erasure probability for M = 60,
N = 30 and and, respectively, for Q =
P
2
, Q = P and
Q =
3P
2
.
From all the figures, we can see that our proposed graph
formulation achieves a better decoding delay in all the sit-
uation. The average decoding delay gain from Figure 2 and
Figure 4 when the channel is reciprocal is 3% and when the
feedback erasure probability is higher than the packet erasure
probability is 7%. Figure 3.c and Figure 5.c shows that our LG-
IDNC graph offers a gain of 9% when the channel conditions
are harsher for high feedback erasure probability.
Figure 2.a, Figure 4.a, Figure 3.a and Figure 5.a show that
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Fig. 6. Mean decoding delays for lossy feedback versus P .
LG-IDNC and G-IDNC achieve a close decoding delay for
a low feedback erasure probability. This can be explained
by the fact that in low feedback erasure probability scenario,
the probability to loose the transmission and the probability
to loose the feedback are close which make packet state
estimation non effective for our graph formulation. However,
when the channel erasure is lower or equal to the feedback
erasure probability, the estimation is more accurate which
explain the difference between the achieved decoding delay
by LG-IDNC and G-IDNC.
From Figure 6, we clearly can see the gap between our
proposed graph formulation and G-IDNC when the persistence
of the channel is higher than 0.3. This can be explained by
the fact that when the erasure of the channel increases, the
probability for an uncertain packet increase also. Therefore,
more vertices are likely to be connected in the graph and as
a consequence the encoded packet will targeted more users
achieving a lower decoding delay.
VII. CONCLUSION
In this paper, we first introduced the LG-IDNC graph to
further minimize the broadcast decoding delay of generalized
instantly decodable network coding in the lossy feedback sce-
nario compared to the G-IDNC graph. While G-IDNC graph
limits the packet selection to only certainty instantly decodable
combinable packets to all targeted users, the LG-IDNC graph
represents all these combinations under the condition that
the expected decoding delay of the encoded packet is lower
than the individual expected decoding delay of each packet
encoded on it. Through extensive simulations, we showed that
the decoding delay performance of the LG-IDNC graph are
better than the one achieved by the G-IDNC graph and more
significantly when the channel is not reciprocal.
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