Abstract Large-eddy simulations of the dispersion from scalar line sources at various locations within a fully developed turbulent channel flow at Re = uh/ν = 10400 are presented. Both mean and fluctuating scalar quantities are compared with those from the single available set of experimental data (Lavertu and Mydlarski, 2005) and differences are highlighted and discussed. The results are also discussed in the context of scalar dispersion in other kinds of turbulent flows, e.g. homogeneous shear-flow. Initial computations at a much lower Reynolds number are also reported and compared with the two available direct numerical simulation data sets.
Introduction
It is of great importance to be able to predict dispersion in high Reynolds-number flows, e.g. pollutant dispersion from and within streets in urban environments. Large-eddy simulation (LES) is a promising numerical approach for this purpose in that it has already been shown to perform well for determining the mean flow and turbulence characteristics of such flows (e.g. Xie and Castro, 2008) . Before studying typical street-scale dispersion using LES (with results discussed in Xie and Castro, 2009; Boppana et al., 2010) we addressed the conceptually simpler case of scalar dispersion in a channel flow, largely because there are some existent laboratory experiments and direct numerical simulations (DNS) for such flows; it is this topic that is discussed in the present paper.
Scalar dispersion in turbulent shear flows is a classical problem that has been studied for a long time in several ways. In order to understand the mixing and transport processes of scalars in the kind of turbulent flows that are prevalent in many engineering applications, experiments and numerical computations have been conducted, and theories and models developed. Some of these studies have considered point sources and others have concentrated on line or area sources; the scalars have almost always been considered passive for simplicity. The general problem is quite challenging for numerous reasons. To mention two: unlike the velocity field, there is strong coupling between the large and small scales in the scalar field, which doesn't admit universality concepts, and the energy spectra of velocity and scalar fluctuations can differ significantly (Warhaft, 2000) . There is a considerable literature on dispersion in various turbulent fields, including homogeneous isotropic turbulence and both homogeneous and inhomogeneous turbulent shear flows. Excellent reviews on some of these are given by Sreenivasan (1991) , Warhaft (2000) , Shraiman and Siggia (2000) and Lavertu and Mydlarski (2005) . A brief overview is given below, by way of introduction to the specific situation considered in the present paper.
One of the earliest experimental studies on the most fundamental problem of line source dispersion in grid turbulence was by Townsend (1954) , for grid Reynolds numbers from 2700 to 21,000. Warhaft (1984) extended this to cases in which there was more than one line source, considering the interference between two or more line source wakes at a grid Reynolds number of 1.09×10 4 . These studies shed light on the distribution of the mean scalar concentration downstream of the source, the rate of spread of the scalar wake and the correlation coefficients of the scalar fluctuations produced by more than one source. Similarities and differences in the character of line source dispersion in uniform shear flows and homogeneous isotropic turbulent flows were identified by Karnik and Tavoularis (1989) . They stated that a universal turbulent diffusivity tensor could be used for rough estimates of both second and third-order temperature-velocity correlations. The implication is that the gradient transport concept can be used at least qualitatively to interpret the variation of all measured temperature-velocity correlations. They also explained the role played by the relative size of energy-containing eddies with respect to the wake width in the appearance and suppression of double peaks in the scalar fluctuation profiles.
Experiments in inhomogeneous flows are more limited, but include investigation of dispersion from a line source in a channel flow (Lavertu and Mydlarski, 2005 ) and a point source in a boundary layer flow (Fackrell and Robins, 1982) . The latter conducted experiments with both ground-level and elevated sources. They studied in considerable detail the effects of source size on the scalar fluctuations and the relative importance of the terms (e.g. advection, production, diffusion and dissipation) in the variance transport equation. Lavertu and Mydlarski (2005) used a nominally two dimensional fully developed turbulent channel flow at two different Reynolds number, Re = 10,400 and 22,800 (based on channel halfwidth, h, and the mean velocity at the channel centre, U). Scalar mixing from line sources placed at three different wall-normal locations was studied. Various statistical quantities of the scalar wake, e.g. the mean and fluctuation profiles, probability density functions (PDF) of the fluctuations, and second and third order velocity-scalar correlations, were obtained and compared for different source locations and at the two Reynolds numbers. In the present paper, LES results for the Re = 10400 case are compared with the experimental data.
In the modelling context, PDF models have been developed for scalar mixing in turbulent flow. Anand and Pope (1985) , for example, studied the thermal wake behind a line source in grid turbulence using a velocity/temperature joint PDF transport equation and compared results with the experimental data of Warhaft (1984) . With an unconditional PDF, they successfully modelled the mean temperature field but not the variance. Using a joint PDF conditional on the lateral velocity, however, the normalised variance profiles were within a factor of two of the experimental profiles. A three-dimensional stochastic model for particle pair motion in isotropic, high Reynolds number turbulent flow was presented by Thomson (1990) , who found the resulting normalised scalar variance to be in agreement with the experimental data of Fackrell and Robins (1982) . Bakosi et al. (2007) developed the IECM (Interaction by Exchange with the Conditional Mean) model to obtain the joint PDF of the velocity and scalar. The first and second moments of the scalar from two line sources at y s /h = 0.067 and 1 in a high-aspect-ratio channel flow at a Reynolds number (based on h and the friction velocity u τ ) Re τ = 1080 were compared with the experiments of Lavertu and Mydlarski (2005) . Comments on these comparisons will be made later (in §4.2.1, 4.2.2 and 4.2.3). Viswanathan and Pope (2008) incorporated the effects of molecular diffusion in their modified IECM mixing model to study dispersion from line sources in grid turbulence. Some of the key predictions of the model are that the source size effects are limited to an initial period and at large times the relative intensity of the scalar fluctuations tends to 0.4, independent of Reynolds number. The conventional Reynolds averaged Navier-Stokes (RANS) models for scalar dispersion in the regions where the convection is dominant, tend not to be as successful as models like those mentioned above.
There have been some limited direct numerical simulation (DNS) studies of point source dispersion. For example, a study of point sources in a fully developed pipe flow at Re = 2650 was performed by Brethouwer et al. (1999) , who also obtained satisfactory agreement with the experiments of Brown and Bilger (1996) on scalar mixing in grid turbulence. A stochastic model was tested by Iliopoulos and Hanratty (1999) using the data obtained from their DNS study on point source dispersion in fully developed channel flow at Re = 4520. Bernard and Rovelstad (1994) examined the accuracy of random flight and closure models in predicting the turbulent scalar transport rates. Their scalar fields were produced by uniform (area) and line sources in a channel flow at Re τ = 125. Mixing and reaction processes in an active scalar wake from a line source in channel flow (at Re τ = 180) were studied by Brethouwer and Nieuwstadt (2001) in order to investigate the closure terms that appear in PDF and Conditional Moment Closure models. Scalar dispersion and mixing from two line sources in a fully developed channel flow at Re τ = 180 was simulated by Vrieling and Nieuwstadt (2003) . They formulated a new model to describe the plume dispersion and the model results seem to agree qualitatively with their DNS data. Another recent DNS study for channel flow at Re τ = 180 (Fabregat et al., 2009 ) considered both a neutrally buoyant scalar, mixed convection and a buoyant scalar. Finally, in the context of grid turbulence, Livescu et al. (2000) used DNS data to study the structure and development of the scalar wake in grid turbulence, varying the sizes of the line source from the Kolmogorov microscale to an integral scale. Their scalar computations mainly simulated the turbulent convective regime and the transition to the turbulent diffusive regime, and hence the DNS data disagreed with the gradient diffusion model. This is because the latter is valid only in the full turbulent diffusion stage.
As mentioned above, some of these DNS studies were conducted in order to test typical assumptions used in closure models. Other studies that focussed on modelling the thermal dispersion from a line source are those of Kyong and Chung (1987) , who incorporated a composite time scale in the gradient transport model for a homogeneous shear flow, Cho and Chung (1997) , who used a second order Reynolds stress / heat flux closure model for uniform shear flow, and Wang and Komori (1999) who compared a second moment closure model with an algebraic stress and flux model for dispersion in a turbulent boundary layer.
DNS is obviously not a currently viable approach for simulating scalar dispersion in urban environments but there is some hope that LES could be a useful tool. There have been some earlier studies that used LES methods -for a point source in a street canyon (Walton and Cheng, 2002) , a line source in a street canyon (Liu and Barth, 2002) and ground-level and elevated point sources in turbulent boundary layers (Sykes and Henn, 1992) , for example. Also, Xie et al. (2004) have predicted possible extreme concentrations from groundlevel and elevated point sources in boundary layers. However, scalar dispersion even in classical flows like plane channels or turbulent boundary layers at high Re is a challenging task due not least to the requirement of fine resolution, the existence of high intermittencies and the presence of steep scalar gradients. So as an initial test of the LES approach, a conceptually fundamental problem was addressed: that of dispersion from a line source in a fully developed channel flow at relatively high Re number; this should be even simpler than predicting dispersion from a point source in turbulent boundary layers, e.g. Xie et al. (2004) . The former is essentially a two-dimensional problem with well-defined upper and bottom boundary conditions in an axially homogeneous flow, whereas the latter is a three-dimensional problem usually with an artificially designed upper boundary condition.
In the work described here, an initial validation study was done for Re τ = 180, with results compared with the previous DNS studies in literature. This is discussed in §3 after details of the numerical methods are presented in §2. The major part of the work -simulations of the experiments of Lavertu and Mydlarski (2005) (thermal dispersion from three line sources in a fully developed channel flow at Re τ = 520) -is contained in §4. This includes consideration of the mean and fluctuating scalar fields, along with eddy diffusivities which would be difficult to obtain from laboratory experiments. Conclusions are drawn in §5.
Numerical details and Settings

Flow equations and boundary conditions
The filtered continuity and Navier-Stokes equations governing unsteady incompressible flow are
and
The resolved-scale velocity and pressure are respectively given by u i and p with u 1 = u, u 2 = v and u 3 = w the streamwise, vertical and lateral velocity components respectively. ρ and µ are the density and dynamic viscosity of the fluid. τ i j is the subgrid-scale (SGS)
Reynolds stress and was handled using the Smagorinsky model in conjunction with a Lilly damping function near the walls. Smagorinsky's constant C s was chosen as 0.065 (Shah, 1998) . In the streamwise (x) and lateral (z) directions, periodic boundary conditions were employed. No slip conditions were set on the channel walls (y = 0 and 2h, where h is half the channel height).
Scalar equation and boundary conditions
The filtered governing equation of the scalar is
where c is the resolved-scale concentration of the scalar. k s is the subgrid turbulent diffusivity and is given by ν s /Sc s where ν s is the subgrid viscosity and Sc s is the subgrid Schmidt 
.4 2.0 2.8 9.4 DNS (Brethouwer and Nieuwstadt, 2001 ) a 10h × 2h × 6h 8.0 -4.6 9.0 DNS (Moser et al., 1999) 4πh × 2h × number which was set to 0.9 (Walton and Cheng, 2002; Xie et al., 2004) . k m is the molecular diffusivity and is given by ν/Sc m , where ν is the kinematic viscosity of the fluid. A molecular Schmidt number (Sc m ) of 0.71 was used; this is similar to that used in previous DNS studies of similar cases (e.g. Brethouwer et al., 1999; Vrieling and Nieuwstadt, 2003; Fabregat et al., 2009) . S is the scalar source of volume flux that was kept constant in time. The line source was aligned in the spanwise direction as shown in Fig. 1 which summarises the geometry. Cyclic boundary conditions were employed in the streamwise and in the lateral directions, but a zero scalar flux was imposed over a y − z plane near the inlet to re-impose zero concentration upstream of the source. On the channel walls, the normal gradient of the scalar was set to zero, ensuring a zero surface flux.
A finite volume approach was used to discretize the flow and scalar equations, with a second-order central difference scheme for spatial discretization of Eq. 1. In order to eliminate any possible numerical instabilities, the monotone advection and reconstruction scheme (STAR-CD, 2009 ) with second-order accuracy and a blending factor of 0.99 was used for Eq. 2. A second-order backward implicit scheme was used for time discretisation. 
where ∆ x i is the grid spacing in the i-th direction and u τ is the friction velocity. In the streamwise and spanwise directions, the grid was uniform, whilst in the transverse (y) direction the grid was stretched with finer resolution in the near wall region. The wall units at the channel centre and in the near wall region are denoted by ∆ y + c and ∆ y + w respectively. The computational domain consisted of hexahedral cells and the (Vrieling and Nieuwstadt, 2003) Gaussian 0.065(11.6) -σ s is the standard deviation of Gaussian distribution of the 'Gaussian' source. H s is the size of the 'Rectangular' source in which a constant distribution is specified. In terms of wall units, 2.4σ + s = 2.4σ s u τ /ν and H + s = H s u τ /ν. Dimensionless Kolmogorov length η + ≡ ηu τ /ν ∼ 2 (Kim et al., 1987) flow was maintained by a constant pressure difference ∆ p given by
where L x and L y are the domain lengths in the streamwise and transverse directions respectively and τ w = ρu 2 τ is the wall shear stress. The time-step was small enough that the mean Courant number (∆tU/∆ x) was less than one. All the computations were carried out using STAR-CD (2009) version 4.08 (from CD-adapco). Some of the computations were run on Iridis, a local supercomputer at the University of Southampton and some on HECToR, one of the machines at the UK's supercomputer centre. For all the computations, the initial durations were more than 50h/u τ . The averaging durations for the flow and scalar were respectively 50h/u τ and 20h/u τ . All the statistics were obtained by averaging in the spanwise direction as well as in time.
3 Line source in a channel flow at Re τ = 180
Before proceeding with the simulations at Re τ = 520, a verification study was conducted in which the passive scalar dispersion from a line source placed at the centre of the channel at Re τ = 180 was simulated using LES. The mean flow and fluctuations are compared with two DNS studies (Moser et al., 1999; Fabregat et al., 2009) in Fig. 2 . The differences in the mean flow and fluctuations between the two DNS studies and the current LES may be attributed to the different numerical schemes and grid resolution, identified in Table 1 . Note in particular that the grid spacings in the LES are finer in the streamwise direction and in the wall-normal direction at the channel centre compared with those in the two DNS studies, so the present LES (at this Re τ ) could be viewed as almost a DNS. Nonetheless, the discrepancy in v ′2 /u 2 τ between the LES and the DNS is probably due to the unresolved subgrid scale motions near the wall in LES that are not included in the figure and numerical scheme. Overall however, the LES velocity field is in reasonably good agreement with that given by DNS.
To study the shape effects of the line source, two sets of computations were performed. In the first set a constant S in Eq. 2 was specified over the source cells; this is called the 'rectangular' source. In the second set, S was specified via a Gaussian distribution in the y direction over the source cells and this is denoted as the 'Gaussian' source. Both sources were placed at the channel centre as shown in Fig. 1 . Details of the source size and shape used in LES and in the previous DNS studies are given in Table 2 .
We compare the mean scalar field from LES and DNS. The width of the mean scalarc(y) plume is quantified by the profile's standard deviation (σ c ) and its variation with streamwise distance is shown in Fig. 3 . The standard deviation is corrected using its value at the source, i.e.
where σ 0 is the standard deviation of the source. The variance σ 2 is obtained using
This method is simple and easy to use. Note that for the near wall source cases examined in §4, the standard deviation σ calculated from the above equations may differ somewhat from that obtained by considering the profile as a combination of a Gaussian profile with its wall reflection from an imaginary source (Fackrell and Robins, 1982) . Normally the former is less than the latter. It is observed in Fig. 3 that the values of σ c differ between the three DNS studies. The reason for this is unclear, but since the source size is taken into account by correcting with its value at the source, we must assume that the discrepancies in σ c arise solely because of the specifics of grid resolutions and numerical schemes, which may have led to slightly different mean flow and turbulence statistics (which were not shown by two of the three authors). Figure 4 shows the downstream decay of the maximum mean concentration normalised with the scalar total flux Q. As usual, the half-width of the Gaussian profile is defined to be half the width of the profile where the mean concentration is half its maximum value; this is about 1.2 times the standard deviation. The source size for the Gaussian source is defined to be 2.4σ s (∼ 7η, where η is the Kolmogorov length) whilst for the rectangular source it is H s (∼ 10η). The effects of the source size and shape are evident only up to x/h ≤ 2. Good agreement is observed between the LES and the DNS downstream of x/h = 2. We conclude that the effect of source size (at least if less than 10η) and shape on the mean concentration is negligible in the far field for relatively low Re number flows. Overall, this Re τ = 180 simulation provides satisfactory verification of the LES code used.
4 Line sources in a channel flow at Re τ = 520 Lavertu and Mydlarski (2005) , hereafter denoted by LM, conducted experiments on the flow in a high-aspect-ratio channel whose dimensions were 267h × 2h × 37h where h = 0.03 m is the half channel height. They studied passive scalar dispersion from three line sources in this channel. Each source comprised an electrically heated fine Nichrome wire stretched across the channel in the spanwise direction (which was vertical in their rig), but with temperatures sufficiently small to ensure that the source was essentially passive. Source locations were y s /h = 0.067, 0.17 and 1, for which y + s = y s u τ /ν were 35, 87 and 520, respectively. The present computations used the same source locations, but the code allowed Eq. 2 to be solved for three separately identifiable scalars simultaneously; this avoided having to undertake the entire computation three times. Before considering the behaviour of the scalar plumes, we present details of the mean velocity and turbulence fields. 
Flow field
Details of the computational domain and the resolution used in this study and in the earlier DNS study (Moser et al., 1999 , for the flow only) are given in Table 1 . The streamwise mean velocity u and the Reynolds normal and shear stresses in the x − y plane obtained from LES and normalised using u τ are compared with the DNS and the experiments in Fig. 5 . The LES u profile lies between the DNS and the experimental data with the maximum difference at the centre of the channel. In contrast to this, LES velocity profile lies above DNS at Re τ = 180 in Fig. 2 . Comparing these two flow fields, it can be observed that increase in the values of Re τ led to increase in the velocities (as h and ν are constant). In Fig. 5 , the flow field from DNS corresponds to Re τ = 590 and that of LES at Re τ = 520. This could be the reason for slightly smaller values of u in LES compared with DNS. Near the wall the resolved streamwise fluctuations are slightly over-predicted whereas at the centre-line they are marginally underpredicted by LES compared with DNS. In the experiments, the error in obtaining u τ may be as much as ±4% (L. Mydlarski, pers. comm, 2010) which could account for some of the discrepancies with the DNS data. The slightly smaller discrepancies between the LES and experiments may be reflected in the scalar dispersion data, as discussed later. Subgrid stresses probably account for the rather lower values of v ′2 predicted by the LES compared with the DNS. Differences between the LES and DNS shear stress profiles are very small and, overall, the flow field comparisons between the LES and both experiments and DNS are sufficiently good to give confidence in the scalar predictions discussed next.
Scalar field
In the experiments, the Nichrome wires had diameters d s = 1.27×10 −4 m for measurements close to the source (x/h ≤ 10.8) and 2.54 × 10 −4 m for measurements farther downstream, to improve the signal-to-noise ratio. The former diameter corresponds to 4.2 × 10 −3 h, or about 0.45η at Re = 10400, where η is the Kolmogorov length scale at the channel centreline. (For the near-wall source location, the corresponding value was about 0.85η.) LM concluded that their results were independent of the source diameter in that range for the downstream locations under consideration. In the present LES, the length of the streamwise domain was 4πh and hence the scalar field with the experiments could be compared up to x/h ≈ 11. The sources were located around 0.3h downstream of the inlet plane. It would have been computationally too expensive to model the exact geometry of such a small line source, so two different sets of computations were done with different source sizes in order to study the source size effect on the scalar dispersion before comparing with the experiments. The details of both sets are given in Table 3 1 . The Gaussian source sizes (i.e. 2.4σ s ) for Set 1 and Set 2 are about 3η and 5η respectively, assuming η + = 2.7 (LM). Comparison of streamwise mean velocity and the Reynolds stresses with DNS (Moser et al., 1999) and experiments (Lavertu and Mydlarski, 2005) for Re τ = 520.
Instantaneous profiles of the scalar plume for the three line sources from Set 2 are shown in Fig. 6 . The bulk flapping of the scalar wake is evident immediately downstream of all three line sources. Even for the centre-line source, it can be observed in Fig. 6a that the scalar has not yet reached the side walls far downstream and plume meandering is observed throughout the domain length. For the two near-wall sources Fig. 6 shows that, not surprisingly, the plumes reach the bottom wall relatively quickly and earliest for the source nearest to the wall.
The time series of the normalised scalar from the three line sources at their respective source heights and at x c /h = 7.4 are shown in Fig. 7 . Two dotted lines are included at c/c = 0.5 and 1.5 in order to show clearly the frequency of the large excursions in concentrations from its mean value. As expected, most of the scalar lies within this range for the near wall sources and not for centre line source due to the flapping nature of the latter plume. This shows that the intermittent nature of the plumes from all these sources are different; details are discussed in §4.2.3. 
Mean concentration of scalar
For the range of source size considered in Table 3 , we noticed that the calculated mean concentration is independent of the size after certain downstream distance which, given the results of Fackrell and Robins (1982) and Xie et al. (2004) , is perhaps not surprising. However in the region nearer to the source, the mean concentration is clearly very dependent on source size and shape. A virtual origin correction is made for the two sets of line sources by fitting linear curves to the growth in standard deviation (σ /h) of the mean concentration profile, as shown in Fig. 8 . According to Anand and Pope (1985) the development of the mean scalar field in high Re, non-decaying, homogeneous turbulence consists of the following three stages:
Here, t is the diffusion time, Γ is the thermal or molecular diffusivity, v ′ is the Lagrangian velocity fluctuation, T is the Lagrangian integral time scale and Γ t is the turbulent diffusion coefficient. In our computations, the molecular diffusion stage near the source is very short and this probably is a result of the relatively large source size. The turbulent convection stage prevailed in the computational domain to some extent where the plume growth is linearly proportional to the diffusion time (see Fig. 8 ). The virtual origins of the line sources, x o /h, correspond to the stations where σ /h = 0. Figure 9 compares the maximum mean concentration c max normalised with the respective source total flux Q for the two sets of line sources at the three different wall normal locations. The abscissa corresponds to the streamwise distance corrected for the virtual origin i.e. x c /h = (x − x o )/h. The decays from the two sets of data are in good agreement for the two near wall sources. Notice the small 'bumps' in these profiles; these correspond to the locations where c max reaches the bottom wall, which is at x c /h ≈ 6 and 2 for y s /h = 0.17 and 0.067 respectively. In Fig. 9c , the profiles of c max for the two sources do not collapse in the near source region, e.g. for x c /h ≤ 2, which is anticipated because the shape effects of the source cannot be mitigated merely by using a virtual origin correction. (Recall that for the centre-line location, the smaller source has a rectangular shape and the larger one has a Gaussian shape.) In order to compare the LES mean scalar quantities with the experimental results, the data from either of these two sets can be considered, with an appropriate correction for the source size. We use the data from Set 2 (the larger source) for the comparisons. Figure 10 shows the normalised profiles of the mean concentration for the three line sources. It is observed in all cases that the scalar profiles from the experiments are slightly wider than those from LES. Bakosi et al. (2007) , however, found that the IECM overpredicted the plume width at the far downstream stations for the sources at y s /h = 0.067 and 1 and at Re τ = 1080. They stated that due to an under-prediction of the wall normal Reynolds stress component v ′2 by the velocity model and the uncertainties in the experimental data, the mean scalar profiles should be considered only qualitatively. But it is not quite clear how the under resolved transverse fluctuations could over-predict and underpredict the plume width in PDF model and LES respectively. The disagreement of plume widths in LES and experiments could be due to any or combination of the following: underresolved transverse fluctuations in LES, over-prediction of maximum mean concentration in LES due to advection, and uncertainty in the measurement of reference mean temperature in the experiments (LM).
In Fig. 10a , it is observed that the peak of the mean concentration from LES is at the wall for x c /h ≥ 4, whereas the data from experiments have peaks initially at the source height (at x c /h = 4) and then gradually nearer the wall for distances farther downstream. In Fig. 10b , at x c /h = 4, LES shows the peak of the plume at y/h = 0.12 which is lower than the source height. This is consistent with the previous experimental and LES data (Fackrell and Robins, 1982; Sykes and Henn, 1992) for a point source at z s /H = 0.19 in a turbulent boundary layer flow with boundary layer thickness H. Also, in experiments for a line source in uniform shear turbulent flow (Karnik and Tavoularis, 1989) , the peak of the mean scalar was found to be shifting towards the lower velocity regions at far downstream distances. For adiabatic wall conditions, in principle the profile of mean concentration should be given by superposition of a Gaussian profile and its reflection in the wall (i.e. an imaginary source at y = −y s ). The peak of the mean concentration profile should then be at the wall provided (roughly) that σ c ≥ y s . For the near wall sources y s /h = 0.067 and 0.17, these locations correspond to x/h ≈ 2 and 6, respectively, so the profile peak locations from the LES data are consistent with this expectation, as confirmed in Figs. 6, 10a, 10b and 11. In contrast, the experimental peak locations for the source y s /h = 0.17 are not at y = 0, as noted above, even far downstream. It is speculated that this must be due either to the lack of near-wall data, wall-probe interference effects, experimental scatter, or the lack of a wall temperature measurement, or a combination of these (L. Mydlarski, priv. comm, 2010) . Fig. 12 The growth of the mean plume width with the downstream distance. Solid lines are power law fits with exponents given in Table 4 . Figure 10c shows that for the centre-line source the plume profiles from the LES seem to be in fair agreement with the experiments at x c /h = 4 but not at x c /h = 7.4. It is stated in LM that there are inaccuracies in measuring the free-stream temperature, which gave rise to low signal-to-noise ratios in the measurement of the mean temperature excess profiles (particularly far downstream), so the authors emphasised the qualitative, rather than quantitative behaviour of their profiles. Recall also that the velocity fluctuations are slightly underestimated and the mean velocity slightly over-predicted by the LES when compared to the experiments (Fig. 5) , both of which could lead to somewhat narrower plumes. All these factors could explain the differences between the simulations and the experiments.
The variation of the maximum mean concentrationc max with the streamwise distance for all the three lines sources (Set 2) are shown in Fig. 11 . Note that thec max are not normalised, in order to be consistent with the experiments. For the near wall and centre line sources, the data from x c /h = 3 could be fitted with a power law. The data for x c /h ≥ 6 can be fitted using a linear curve but no such fit is possible if the data are considered upstream of x c /h = 6 (since the peak has not yet reached the wall). Table 4 compares the power law exponent n obtained from the simulations with those of the experiments by LM and Karnik and Tavoularis (1989) . The LES data for the source at y s /h = 0.17 did not show any power law dependence. Table 4 an interesting observation can be made: the peak mean concentrations for sources near the wall and at the centre of the channel decay similarly to what is observed in a homogeneous uniform shear turbulent flow. The LES data suggests that the decay rate is faster for the centre line source compared with that for the near wall source. This could be due to the wall impeding plume development in the latter case, resulting in less meandering than occurs for the centre-line plume. The fact that decay of the peak mean concentration from the source at y s /h = 0.17 follows a different pattern than that for sources at y s /h = 0.067 and 1.0 is no doubt due to the interactions between the plume and the wall in the intermediate stages.
From these comparisons in
The normalised standard deviation σ c /h of the mean plume is calculated using Eqs. 3 and 4 and is shown in Fig. 12 for the three source locations. The power law is found to be a good fit from x/h > 1 for all three cases. The width of the mean scalar profile in the experiments did not show any similar dependence with x/h. The power law exponent for the LES at y s /h = 0.067 and 0.17 data are both found to be approximately 0.5 and for the data from the centre line source it is found to be approximately 0.75. It is observed in Fig. 12 that the mean plume width for the source at y s /h = 0.17 is greater than that for the near wall source as the plume growth of the latter is impeded by the bottom wall much earlier. The plume width for the centre line source is less than those for the two near wall sources up to x/h < 6 but then gradually exceeds them. Note that the normalised standard deviation σ c /h develops from zero at x/h = 0. Due to the low local turbulence intensity in the channel centre, slower plume growth is anticipated in the near source region. With increasing downstream distance, the meandering of the plume gradually becomes more significant and, unlike the near wall source cases, the plume is not impeded by the channel walls within the computational domain. Nonetheless, the edges of the plume gradually reach regions with significantly higher local turbulence intensity than on the centre-line.
Concentration fluctuation
The vertical profiles of the scalar fluctuations normalised with their maxima are compared with the experimental data in Fig. 13 at typical downstream distances for the three line sources. For the near-wall sources, apart from the location of the maximum c rms , the agreement in the vertical profiles of c rms between LES and the experiments are better than those for the corresponding mean profiles in Fig.10 , probably as a result of the higher accuracy in the scalar fluctuation data (as noted by LM).
For both the LES and the experiments, the peak c rms drifts away from the wall with increasing downstream distance. This is due to the rapid mixing in the near wall region and the high scalar intermittency at the edge of the plume. This drift in peak location is observed to be greater in the experiments than it is in the LES, which could be a consequence of the drift in the peak of mean concentration in the experiments, as seen in Figs. 10a and 10b. The peak drift is more distinctive for the near wall source at y s /h = 0.067 than for the source at y s /h = 0.17. The LES c rms profiles from the centre-line source are in reasonable agreement with the experiments (Fig. 13c) , although the LES slightly under-predicts the width of the c rms profile at all locations. This might be attributed not only to the slight underprediction of the resolved velocity fluctuations at the core of the channel but also the underestimated mean velocity in the experiments (Fig. 5) . In Bakosi et al. (2007) , the IECMpredicted c ′2 profiles for the source at y s /h = 1 are in fair agreement with the measurements. In contrast, the IECM data for the source at y s /h = 0.067 show an evident discrepancy with the measurements.
In the LES, double peaks are observed up to x c /h < 1.5 for y s /h = 0.067 and up to x c /h < 3 for y s /h = 0.17. They are not observed far downstream and this could be because of the impedance of the plume growth by the bottom wall. For the centre line source, the bulk flapping of the plume that is primarily responsible for the occurrence of the double peak near the source is not present, presumably due to the source size. Whilst the LES profile at x c /h ≈ 4 is symmetric with a single peak at the channel centre, the downstream profiles start to deviate from this as can be seen in the profile at x c /h = 7.4. Eventually, e.g. from x c /h > 8, double peaks begin to form and one such profile is shown at x c /h = 10.8. Table  5 . Table 5 .
Similar double peaks at far downstream locations from the line source are also observed for very large value of Sc s , thereby indicating that its effects are very small. It was observed in the grid turbulence experiments of Warhaft (1984) and in the uniform shear turbulence experiments of Karnik and Tavoularis (1989) that the emergence of a double peak in the c rms profiles initially occurs very close to the source, but the peaks then merge to become a single peak in the intermediate region and a double peak again develops in the far field. The double peaks were also observed in the far field by Fabregat et al. (2009) in their DNS study but were not observed in the DNS study of Brethouwer and Nieuwstadt (2001) . The absence of double peaks in the latter case could be a result of the relatively coarse resolution (see Table  1 ). In LM, the measurements were not made close enough to the source to observe double peaks in the c rms profiles, but nor were such peaks observed far downstream. LM stated that this could have been because the plume widths were smaller than the integral scale of the turbulence, but if that were the cause we would not expect double peaks to appear in the LES data, since the mean flow and turbulence statistics are essentially the same as in the experiments. Also, the observed small ripple of double peak in LES is within the experimental error. Further understanding is required before these discrepancies between the simulations and the experiments can be fully explained.
The decay of the maximum concentration fluctuation c rms−max with downstream distance is shown in Fig. 14. A power law appears to be a good fit for the data from x c /h = 3 for all the three line sources. The exponents of the power law from the LES and the experiments (LM; Karnik and Tavoularis, 1989) are shown in Table 5 . The standard deviations of the c rms profiles are shown in Fig. 15 for the three line sources. A power law again seems to be a good fit for all the curves and the corresponding exponents are compared with the experiments (LM) in Table 5 . The values of n from LES are in fair agreement with the experiments. It is to be noted that the exponents of the mean and c rms of the scalar are almost the same, which indicates that the plume growth rate of the scalar fluctuations is almost the same as that of its mean. A non-monotonic trend is observed in the values of |n| with increase in y s /h. It was suggested by LM that the decrease of |n| for y s /h = 0.17 compared with that for y s /h = 0.067 is due to the decrease in turbulence intensity with increasing distance from the wall, whereas the increase of |n| for y s /h = 1 is due to an increase in flapping of the plume. This certainly seems a reasonable explanation (recall the evidence of greater flapping for the centre-line source seen in Fig. 6 ). (2008) and Vrieling and Nieuwstadt (2003) shows that the correlation coefficient initially is negative and then gradually becomes positive with increasing downstream distance. In the near field, the plume widths are small and the transport of the plumes by the same eddies yield anti-phase contributions to the correlation. In contrast, the positive correlation is a result of the two plumes tending to pass the measurement location simultaneously. Or as aptly described by Costa-Patry and Mydlarski (2008) , the plume flapping in the near field and internal turbulent mixing in the far field determines the sign of the cross correlation. Note that for x/h < 1, the plumes are narrow and hence the cross correlation at the plume edges (i.e. at y/h = 0.0182 and 0.2231) are subjected to numerical discrepancies. All the profiles approach asymptotic values between 0.7 to 0.9 at very large x/h, indicating that the source heights have little effect on dispersion in the far field.
To understand the development of the relative intensity of the concentration fluctuations with downstream distance, the maximum concentration fluctuation c rms−max normalised by the maximum mean concentrationc max is plotted in Fig. 17 for the three line sources. The locations of the peak in the c rms−max /c max variation for the near wall sources are closer to the sources than that for the centre line source, which is consistent with the results of dispersion from point sources (Fackrell and Robins, 1982; Xie et al., 2004) . This is due to the difference in the local turbulence intensity, the local turbulence integral length scale and the impedance effect of the wall. For y s /h = 0.067, the fall from the peak value is the most rapid. From approximately x/h = 2.0 (where the maximum mean concentration is at the wall), c rms−max /c max falls only very slowly. In contrast, for y s /h = 0.17, the downstream fall from the peak is not as rapid as that for y s /h = 0.067. However, from approximately x/h = 6.0 (where the maximum mean concentration is at the wall), the c rms−max /c max decay is very slow and almost coincides with the variation for y s /h = 0.067. This suggests that the effect of the height of the near wall source on the relative concentration fluctuation is negligible downstream of x/h = 6.0. In the experiments, however, the difference between the relative intensity variations for the two near wall sources is visible upstream of x/h = 15 (not shown here). Downstream of x/h = 15, the two variations seemed to approach a constant of about 0.3. All these observations might seem consistent with the speculation that an asymptotic non-zero value of c rms−max /c max in dispersion from point sources exists (see Xie et al., 2007) (but see below, where we argue that this cannot be true in channel flows when extremely long domains are considered). The peak of c rms−max /c max for y s /h = 0.067 is less than that for y s /h = 0.17, which is probably because of the smaller turbulence integral length scale and stronger wall impedance effect in the former compared with the latter.
For the centreline source, the c rms−max /c max behaviour is quite different from that for the near wall sources. In the near wall region the turbulence intensity is much higher (Fig. 5) and the transverse turbulence integral scales are smaller than those in the centre of the channel (Xie et al., 2004; Iwamoto, 2002) . So for near wall sources, due to stronger turbulent convection, the concentration fluctuation is quickly enhanced and c rms−max /c max rapidly reaches its peak. Then the scalar approaches a well-mixed state more quickly due to the shorter local integral scale. On the other hand, for the centre line source, the concentration fluctuation increases relatively slowly due to the shorter mixing time caused by higher velocity at the channel centre and weaker local turbulence intensity. Then the plume flapping enhances the concentration fluctuation significantly in the far field and hence the peak in c rms−max /c max occurs further downstream (beyond x/h > 4) than for near wall source cases.
It should be noted that once the scalar has become fully mixed across the entire channel, which must eventually happen wherever the source is placed, the mean concentration will be uniform for all y and independent of source location (provided the volume flux is the same). It would then not be possible to deduce the source location (in y). On the other hand, perhaps unlike the boundary layer case of Xie et al. (2007) , the r.m.s. of the scalar fluctuation must eventually decay to zero in a channel flow, due to the dissipation term in the variance transport equation, since there is no mechanism to maintain the fluctuations (because the mean scalar concentration gradient is zero). The data in Fig. 17 confirm the expectations that, firstly, this eventual decay in c rms−max /c max to zero is very slow and, secondly, that it will take much longer for a source near the centre-line than for one near the wall.
Because of the high uncertainty in the measurement of mean scalar in the experiments (LM), the experimental data c rms−max /c max should only be interpreted qualitatively as sug-gested by LM. For the centre-line source, the peak of the relative intensity of scalar fluctuations in the experiments was found to be 1.75 (at x/h = 4) and gradually decreased to 0.8 (at x/h = 18.6). The current LES shows the peak to be approximately 0.6 at x/h ≈ 4 (for the rectangular source it is slightly lower), decreasing monotonically to 0.5 at x/h ≈ 11. We found from further numerical experiment that turning off the sub-grid scale model showed negligible difference to the relative intensity of concentration fluctuations. This suggests that the sub-grid scale Schmidt number effects are not significant for the resolution used. Lower relative intensity of scalar fluctuations in the computations are therefore partly attributed to the much larger source size. Fackrell and Robins (1982) showed that the effect of source size on c rms−max /c max can be significant, although their experiments showed that it was negligible for ground level sources. Numerical experiments for investigating the effect of source size were performed (Table 3 ). For the near wall sources with small size (Set 1), there is about a 10% increase in the peak (Fig. 17) . Note the small and large source sizes for near wall sources are 3η and 5η respectively. Such a range of sizes is clearly insufficient for investigating the entire range of possible source size effects but the data show that downstream of the peak the effect of source size in the present cases vanishes rapidly. For the centre line source, the difference in the results between Set 1 and Set 2 is very small, which is probably because the effective size of the rectangular source in Set 1 is approximately equivalent to that of the Gaussian source in Set 2. With regards to any comparison of dispersion from point sources and line sources, the source size effects are expected to be smaller for the latter. Also, because of the homogeneity of the line source dispersion in the spanwise direction, intermittency of the scalar is expected to be weaker than that for point sources. Consequently, both c rms−max /c max and measures of the relative extreme concentrations (i.e. maximum possible concentration normalised by the mean, Xie et al., 2007; Mole et al., 2008) are expected to be lower for line than for point sources.
In the DNS study of Vrieling and Nieuwstadt (2003) at Re τ = 180, the peak c rms−max /c max (for the central line source) was found to be 0.8 at x/h ≈ 4. This is not inconsistent with our LES data, given the possible effects of source size and Re number. Much smaller values were observed by Karnik and Tavoularis (1989) in uniform shear turbulence. The relative intensity of the scalar fluctuations was approximately 0.5 at x/M ≈ 6 and far downstream (x/M ≈ 120) it had decreased to 0.15. Viswanathan and Pope (2008) estimated the asymptotic value of the relative intensity to be 0.4 in their grid turbulence experiments. Collectively, all these results suggest that the asymptotic value of c rms−max /c max is very dependent on the specific type of flow, although we emphasise that in channel (or pipe) flows it must be zero.
Probability-density functions
The probability density functions of the normalised scalar fluctuations at five downstream locations and at their respective source heights are shown in Fig. 18 for all three line sources. In the near field i.e. at x c /h = 1 and 2.5, all three line sources exhibit different shapes of pdf due to different turbulent intensities and integral length scales. The pdf profiles from the near wall source show 'Gaussian-like' shapes and those from the centre line source are negatively skewed because of large scale plume meandering. The pdf profile from the source at y s /h = 0.17 shows a more'uniform' distribution, but with longer positive tails. Further downstream, both the near wall source pdfs tend towards a Gaussian shape and are also found to be in good agreement with experiments. Unlike LES, the pdfs from the centre line source are spiky and positively skewed in the experiments. Bakosi et al. (2007) at y s /h = 0.067 are also spiky and negatively skewed, unlike the Gaussian shape seen in experiments, and they attributed this to the inaccurate specification of the micromixing time scale in their model. We are not entirely sure if this is the reason for their spiky skewed pdf even for the centre line source. The integral length scales and plume widths are almost of the same order at far downstream locations from the source. In experiments, the source size being smaller, the scalar dispersion is due to the result of the plume flapping as well as the turbulent advection. As a result, the scalar fluctuating intensities are also high in experiments. Whereas in LES, the source size being bigger and transverse fluctuations being under-resolved, the effects of plume flapping are relatively weaker. Hence, pdfs are not spiky in LES. However, it can be argued that the spiky pdf in experiments is not due to the bulk flapping of the plume but could result from the measurements taken slightly away from the channel centre line. Note in Fig. 10c that the mean concentration profiles of experiments are not symmetric with respect to the channel centre at x c /h = 7.4. Figure 19 shows the corresponding LES pdfs of the scalar fluctuations from the centre line source at different transverse locations. It can be observed that even at small distances from the channel centre, pdf profiles are very different. Near the plume edges, pdfs show an exponential decay for high scalar fluctuations due to the intermittency. The intermittency factor is generally defined as the probability that the scalar concentration is non-zero, i.e. γ = P(c > 0). We observed that the scalar concentration is always non-zero at several downstream locations for all the three line sources, except in the very near field. Therefore, intermittency factor is defined here using a threshold and so results depend on the chosen threshold value. Sykes and Henn (1992) chose the threshold to be 5% of the mean concentration value based on their grid studies. We define γ 1 = P(c > 0.02c) and γ 2 = P(c > 0.05c) and scalar intermittency for these two cases are shown in Figs. 20a and 20b for different downstream locations and also across the plume from the centre line source at x c /h = 7.4. It is to be noted that the profiles are similar except that γ 1 showed higher intermittency compared to γ 2 as expected. Figure 20b shows that for the two near wall sources, intermittency is lower near the source and gradually asymptotes to one for x c /h > 4. The plume from y s /h = 0.17 exhibited lower intermittency near the source compared with that from y s /h = 0.067. This is expected because the latter is subjected to shorter integral length scales because of the presence of the bottom wall of the channel. For the centre line source, the intermittency factor exhibits non-monotonic behavior. Near the source, the intermittency factor is high and this can be attributed to the large source size and lower turbulence intensity at the channel centre. The source size effects on the intermittency are studied in detail by Fackrell and Robins (1982) in a turbulent boundary layer. Their elevated point source of larger size shows similar intermittency behavior to that found in the present case of centre line source as expected. Away from the source, the intermittency factor decreases but then increases with increase in downstream distance. This is because the plume is subjected to meandering in the initial stages before it becomes more diffusive across. As a result, lower intermittency is observed at the plume centreline. But far downstream end, the plume size increases resulting in intermittency closer to unity. Compared to the point source in a turbulent boundary layer (Fackrell and Robins, 1982) , the intermittency for a line source is observed to be larger because the former plume is subjected to meandering in the spanwise direction also. The intermittency across the plume from the centre line source is also shown in Fig. 20b . As expected, the values of γ 2 are larger near the plume axis and smaller at the plume edges. Livescu et al. (2000) showed that the diffusion coefficient from the k − ε model differed from that derived by DNS in the turbulent convective and transition to turbulent diffusive regimes of scalar dispersion in grid turbulence. However, Karnik and Tavoularis (1989) found some clues on the validity of gradient transport concept for scalar dispersion in the diffusive regime in uniform shear flows. We now consider this further.
Eddy diffusivity
The vertical eddy diffusivity, k is obtained from the gradient transport relation
At four downstream locations for the two near wall sources, normalised diffusivity values are shown in Fig. 21 for y ≤ 2σ . The discontinuity observed in some of the LES profiles in Fig. 21 is near the region where the mean concentration gradient is zero. The diffusivity values from Eq. 5 are compared with those estimated from the DNS data (Moser et al., 1999) using the equation
where ν t is the turbulent eddy viscosity and Sc t is turbulent Schmidt number, which is assumed here as unity. Also shown in Fig. 21 is the diffusivity estimated from the standard mixing length model of the turbulent boundary layer, given by
and κ = 0.4. It is observed that for the two near wall sources the diffusivity obtained from Eq. 5 is almost the same. The diffusivity changes with the downstream distance slightly, indicating a small variation in the turbulent Schmidt number. The LES estimates from Eq. 5 are found to be in good agreement with DNS (Eq. 6) in the far field (e.g. x c /h ≈ 9), suggesting that (i) a constant turbulent Schmidt number is a reasonable assumption in the far field; and (ii) the gradient transport concept for dispersion might be valid provided the turbulent viscosity is known. These diffusivity values are in fair agreement with those obtained from the mixing length model (Eq. 7) up to y/h ≈ 0.15 or y + ≈ 80, which suggests that the gradient transport concept can be used at least qualitatively to predict the dispersion in these regimes.
For elevated point source dispersion in a rough wall turbulent boundary layer, Fackrell and Robins (1982) obtained approximately constant diffusivity in the very near field, but this started to deviate towards profiles somewhat similar to those shown in Fig. 21 in the far field. They observed an increase in k with increasing downstream distance and the values are found to be slightly greater than those in the current study. Again these observations suggest that the gradient transport model might be useful to estimate vertical dispersion in the near wall regions for the near wall sources. In the case of the centre line source, the plume widths are much lower and integral length scales are greater than those for the two near wall sources. Therefore, it is difficult to comment on the validity of the gradient transport concept for the centre line source.
Conclusions and discussions
Firstly, large-eddy simulation (LES) implemented in Star-CD v4.06 was performed for passive scalar dispersion from a line source in a plane channel flow at Re τ = 180. The results are in encouraging agreement with the DNS data in the literature. Then passive scalar dispersion from three line sources in a fully developed turbulent channel flow at Re τ = 520 was studied using LES, with line sources placed at y s /h = 0.067, 0.17 and 1.0, corresponding to y + s = 35, 87, 520 respectively. The resulting mean and fluctuating quantities of the scalar were then compared with the experiments (LM). For the three sources, the LES predicted mean plume width is slightly less than that from the experiments. Given the uncertainties in measuring the mean scalar due to the inaccuracy in estimating the free-stream temperature in the experiments and slightly under-resolved transverse fluctuations in LES, perfect agreement between the LES and the experiments could not be expected for the mean scalar field. For the sources at y s /h = 0.067 and 0.17, LES showed the peak of the mean concentration to be at the bottom wall from approximately x/h > 2 and 6 respectively, as expected. In the experiments, however, for the downstream locations considered, the peak of the mean scalar shifting towards the wall occurs very gradually.
The comparison of the vertical c rms profiles between the LES and experiments is better than that of the mean scalar profiles, apart from the discrepancy of the location of the peak c rms (which is probably due to the discrepancy of the location of the peak mean). This may confirm the comment in LM that the fluctuating temperature field is not subject to the effects of room temperature variations and is therefore significantly more precise. Both the LES and experiments showed that the peaks of the c rms from the near wall sources drift away from the bottom wall, whereas the peak of the latter is further away from the wall than that of the former. For the centre line source, double peaks are observed in the r.m.s profiles of the scalar fluctuation at far downstream locations, e.g. x/h ≥ 7.4. Such double peaks were absent in the experiments, probably because the observed small ripple of the double peak is within the experimental error.
The effect of source size (with σ + s varying from 3 to 5) on the mean concentrationc is found negligible in the far field, e.g. x/h ≥ 3. The difference of the relative intensity of concentration fluctuation c rms−max /c max from the two sets of sources is no more than 10%. Downstream of the location where the peak of the profile c rms−max /c max occurs, this difference vanishes quickly. The peak of c rms−max /c max for the centre line source in the experiments is found to be more than twice that in the LES data, which is mainly due to the much smaller source size used in the experiments.
LES results suggest that the effect of the height of the near wall sources, i.e. y s /h = 0.067 and 0.17, on the relative intensity of concentration fluctuations is negligible downstream of x/h = 6.0. This is not surprising because the plume is likely to be well mixed at least throughout the near wall region in the far field and the effect of source height thus disappears. Whilst the LES data might also suggest that the relative scalar fluctuation intensity approaches a non-zero constant in the far field, as in boundary layers (Xie et al., 2007) , it must in fact eventually decay to a zero value in a channel flow. This requires very long downstream distances, particularly for sources nearer the channel centre-line.
The pdfs of the scalar fluctuations from the two near wall sources are found to be in fair agreement with the experiments. For the center line source, the pdfs are found to be spiky and positively skewed in experiments, but not in LES and this could be because of the larger source size and under-resolved transverse fluctuations. However uncertainties in the location of the measurement probe in experiments also could result in such spiky behavior as LES showed that away from the channel center line, the pdfs are quite different. Fair agreement of eddy diffusivities from mixing length model and gradient transport concept suggests that the latter can be at least used qualitatively to predict the dispersion in the near wall regions.
Whilst this study has shown that LES is a promising tool for understanding scalar dispersion in shear flows, more rigorous studies will be needed before extension to dispersion in very high Reynolds number flows (as in urban environments) can be successfully implemented.
