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La Computación Cuántica es un área en expansión en campos como Infor-
mática, Física y Matemáticas debido a sus increíbles resultados resolviendo
problemas complejos mucho más rápido que cualquier ordenador clásico. Sin
embargo, las dificultades físicas que presenta la Mecánica Cuántica, añadido
a la complejidad que conlleva el desarrollo de algoritmos, ha hecho que la
Computación Cuántica sea muy susceptible a errores. Por tanto, asegurar
la calidad de los aparatos y algoritmos va a ser de vital importancia en el
futuro del campo.
En este trabajo presentamos una breve introducción a la Mecánica Cuán-
tica, seguido de un posible nuevo marco de referencia basado en un forma-
lismo al que llamamos Maquinas de Turing Híbridas. Este formalismo per-
mite especificar sistemas complejos juntando máquinas de Turing cuánticas
y clásicas. Por último, presentamos un estudio en una de las pocas técnicas
existentes en el testeo de caja negra de sistemas cuánticos, el llamado Self
Testing, junto con un experimento practico.
Palabras clave





Quantum Computing is a growing field in Computer Science, Physics
and Mathematics because it presents stunning results in solving very com-
plex problems faster that any classical computer. However, the physical
difficulties that Quantum Mechanics presents, added to the complex devel-
opment of quantum algorithms, made the field to be very prone to errors.
Thus, ensuring the quality of the devices and algorithms will take a very
important role in the future of the field.
In this Thesis we present a brief introduction to Quantum Mechanics,
followed by a new possible testing framework based on a formalism that
we call Hybrid Turing Machines. This formalism allows to design complex
systems by joining quantum and classical Turing Machines. Finally, we
present a study of one of the very few techniques in Quantum Testing for
black boxes, called Self Testing, along with a practical experiment.
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When an electric charged particle is oscillating, that is, moving with
a periodic movement, it generates an electromagnetic wave, which we call
light. As a result, the particle looses energy. This phenomenon led to various
problems with the well-known Rutherford Model of an atom (see Figure 1.1),




In 1900, Max Planck introduced the idea that
energy emissions came in discrete packages of size
proportionally to the frequency rather than with
continuous emissions [Planck (1901)]. This fact,
together with the results of the photoelectric ef-
fect presented by Albert Einstein [Einstein (1905)],
which described that light could also be thought as
a stream of particles called a photon, gave birth to
Borh’s atomic model [Bohr (1913)]. In this model,
electrons stay in stable orbits and can only jump
to other stable orbits by emitting or absorbing dis-
crete packages of energy. This is known as the old
quantum theory. Jumping back to 1803, the double-slit experiment proved
that matter had both wave and particle like properties. Schrödinger, in
1926, proposed that electrons could be seen as waves, rather than particles
orbiting a nucleus and gave a very complete mathematical description of this
idea [Schrödinger (1926)]. In particular, a particle, such as an electron is de-
1Cburnett, CC BY-SA 3.0 http://creativecommons.org/licenses/by-sa/3.0/, via
Wikimedia Commons.
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Ψ(r, t) = ĤΨ(r, t) (1.1)
In addition, Heisenberg and Born had already gave a description based on
matrices which Schrödinger proved to be equivalent to his interpretation of
continuous waves.
Figure 1.2: The Stern-Gerlach
Experiment2
The Stern-Gerlach Experiment These
mathematical descriptions were key to in-
terpret the results of the Stern-Gerlach ex-
periment. Particles, such as atoms and elec-
trons, behave as if they had angular momen-
tum and as such they presented magnetic
properties. In 1922, they discovered that
when particles with a spin in a given direc-
tion were deflected by a non-homogeneous
magnetic field and measured afterwards,
rather than showing a continuous spectrum
(shown as 4 in Figure 1.2) as were classically expected it showed only two
discrete values (shown as 5 in Figure 1.2). This results showed that spin is a
quantum property and, as such, measurement of that property has a discrete
distribution.
In 1926, Max Born proposed that the wave function could be interpreted
as the probability distribution of finding the particle Ψ(~r) at some point x in
space [Born (1926)]. This probability is given by |Ψ(x)|2. Einstein was very
concerned with the probabilistic nature of quantum mechanics and in 1935
along with Boris Podolsky and Nathan Rosen proposed a thought experiment
arguing that quantum mechanics was incomplete [Einstein et al. (1935)].
This led to the hidden variable interpretation, which we will see in detail
in Section 4.2. Another very interesting interpretation is the many world
interpretation in which there is no distinction between classical and quantum
and a measurement generates two simultaneous universes for which we only
perceive one.
1.2. Objectives and work plan
The main goal of the work behind this Thesis is to review the current
state of the black-box testing of quantum system and propose some new
ideas in this scenario. Given that the field of Quantum Computing is still
growing, there has not been many approaches dealing with testing. Although
2By Tatoute - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.
php?curid=34095239.
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it will definitely be of crucial importance in a future, most of the efforts now
focus on the physical realizations of quantum computers or in the mathemat-
ical specification and proofs of work of new algorithms. However, there have
been some exceptional advances in the field. Here we present one of the most
relevant results of such investigations called Self Testing. In this black-box
device-independent scenario we can, for certain states, certify that a source
is in fact generating quantum states and what quantum state is generating.
These results are of vital importance in order to certify devices such as ran-
dom quantum generators but most importantly, they are used in protocols of
key distribution using quantum devices and channels such as [Bennett and
Brassard (1984)]. Such systems are mostly compiled of a mixture of quan-
tum and classical systems, delegating hard computing task to the quantum
part and allowing the classical system to do every other task. In order to
appropriately represent these systems, we introduce a formalism based on
what we call Hybrid Turing Machines.
The work plan of the Thesis is as follows. Chapter 2 gives an introduction
to the basic mathematical notions behind Quantum Mechanics, by following
the historical process, emphasising in the current state. Then, Chapter 3
gives a background on Turing Machines, both classical and quantum, and
how they work in order to later present the mixed Hybrid Turing Machine.
Chapter 4 presents the ideas and the mathematical formalism of Self Testing
along with an experimental example simulated with qiskit [Gambetta et al.
(2021)]. Finally, in Chapter 5 we review our results, present our conclusions






In 1955, John von Neumann presented his book entitled “Mathemati-
cal Foundations of Quantum Mechanics” [Von Neumann (1955)] in which
he introduced a new mathematical formulation of Quantum Mechanics. At
the time, there were two formulations for Quantum Mechanics presented by
Schrödinger as “Wave Mechanics” and Heisenberg-Born-Jordan as “Matrix
Mechanics”. As we said before, Schrödinger already had proven the equiva-
lence of the two and later on Dirac and Jordan developed the “Transformation
Theory”, which joined both theories.1 Von Neumann presented a new math-
ematical framework, based on Hilbert Spaces, that was equivalent but much
simpler that the previously stated methods. This mathematical foundation
is currently the most commonly used in the field of Quantum Computation
and it will be used throughout this document. This mathematical notation
also provides a level of abstraction to the fundamental physics underlying it.
So, the same mathematical machinery can represent the spin of a particle
or the angle of an electromagnetic field or any other physical object with
quantum properties.
Von Neumann stated that both representation of quantum mechanics
could be unified into an infinite Hilbert Space. Rieffel and Polak [Rieffel and
Polak (2011)] explained that since the Schrödinger equation 1.1 is linear, the
set of solutions expands to a complex vector space that also has an inner
product. Von Neumman realize that with infinite dimensions, the set of
solutions describes a complex Hilbert Space2. We call such space the state
1It is worth to mention that although this theory was correct, it lead to many errors
when used.
2Usually, an infinite dimensional space is not needed in the field of Quantum Compu-
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space.
Definition 2.1.1 A complex Hilbert Space H is a complete complex vector
space with an inner product
〈·, ·〉 : H×H → C
that satisfies the following conditions:
Positive: 〈v, v〉 ≥ 0.
Nondegenerate: 〈v, v〉 = 0 ⇐⇒ v = 0.
Linear: 〈ax1 + bx2, y〉 = a〈x1, y〉+ b〈x2, y〉.
Symetric: 〈x, y〉 = 〈y, x〉.
Given the fact that a state space S is an inner product space, it is also a




In addition, since it is a norm space we have that it is also a metric space
with a metric given by
d(v, w) = ‖v − w‖
where v, w ∈ S. The proof to these statements can be found in [Klipfel and
Bons (2009)].
When working in the field of Quantum Mechanics, it is common to use
the Dirac Notation to represent vectors and other mathematical operations.
This notation was introduced by Paul Dirac in 1939 [Dirac (1939)] as a way to
simplify and unify the notation used at that time. We present the equivalence
to vectors and matrices as they are the most common representation but this
notation is used when working with wave mechanics. In particular, Dirac
presented the following ideas. A column vector ~v is represented as a ket |v〉
where v is just an arbitrary label. Its transpose conjugate is called a bra





 〈v| = (v1, · · · , vn)
Given two vectors |a〉 and |b〉, their inner product is represented as 〈a|b〉
and formally defined as follows:
〈a|b〉 =
(
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Similarly, given two vectors |a〉 and |b〉, the outer product is represented




(b1, · · · , bn) =
a1b1 · · · anb1... . . . ...
anb1 · · · anbn

Let us note that the outer product will be useful in order to represent trans-
formations.
Given two Hilbert spaces V and W , the tensor product ⊗ : V ×W →
V ⊗W is defined for each par of kets |ψ〉 ∈ V and |φ〉 ∈W as follows:
|ψ〉 ⊗ |φ〉 ≡ |ψ〉 |φ〉 ≡ |ψφ〉
Let us note that if V has dimension n and W has dimension m then V ⊗W
will have dimension n ·m. For example, we have
























Just as the state space is the space of the set of solutions of the Schrödinger
equation 1.1, a quantum state is the representation of a single solution within
the Hilbert space of solutions. Formally, a quantum state is a ray in a Pro-
jective Hilbert Space H, that is, a set of equivalence classes such that given
two vectors v, w ∈ H, we have
v ∼ w ⇐⇒ v = λw
where the ∼ operator represents the equivalence between v and w and λ ∈ C.
Because there is no physical difference between vectors in the same equiv-
alence class, it is common to add the constrain that a quantum state is a
unitary vector in the Hilbert Space. In this case, there is no need to nor-
malize later on when dealing with probabilities. A quantum state is usually
represented by a ket |ψ〉 for some label ψ.
The usual representation of Euclidean Spaces considers a set of orthonor-
mal vectors of the space. This set is called the basis of the space. In the
case of Quantum Computation, it is common to use the computational basis











8 Chapter 2. Quantum Computing: Fundamentals
So, for any arbitrary state of the system |ψ〉 we have
|ψ〉 = a |0〉+ b |1〉
with a, b ∈ C. If a, b 6= 0 then we say that |ψ〉 is in a superposition of states
|0〉 and |1〉.
Although we have mentioned the computational basis, it is worth to point
out that this is not the only basis that it is used in Quantum Computation.
In fact, we can always express any arbitrary state with respect to some





where αi ∈ C.
There is an important property concerning the physical indistinguishabil-
ity of apparently different states. Specifically, there is no distinction between
the states |ψ〉 and eiφ |ψ〉. Therefore, we have
|ψ〉 ∼ eiφ |ψ〉
In this case, the term eiφ is called a global phase. On the contrary, if we
consider the states |ψ〉 and a |0〉+ eiφb |1〉 the we can distinguish them, that
is, we have
|ψ〉  a |0〉+ eiφb |1〉
In this case, the term eiφ is called a relative phase.
We will use the notation explained in Section 2.1 to refer to the inner




〈ψ|ψ〉 = 〈ψ|ψ〉 = |a|2 + |b|2 = 1
We can expand the space by using the tensor product described in Sec-
tion 2.1. As an example, if we have two independent systems H1 and H2,
with n and m dimensions respectively, and their respective state vectors are
|ψ1〉 and |ψ2〉, then we can represent both systems as H1 ⊗ H2 with state
vectors |ψ1〉 ⊗ |ψ2〉. Let us note that such union will extend its dimension
up to n ·m.
In the literature, it is common to denominate state vectors as qubits. A
qubit is a state of dimension 2 since it is the most basic unit of information
possible in a quantum system.
2.2.1. Transformations
Transformations are a fundamental key part of Quantum Computing
because they describe a way to manipulate quantum states and as such make
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use of the computational advantages it brings us. This idea is very well
described by the second postulate on Nielsen and Chuang’s book [Nielsen
and Chuang (2010)]:
The evolution of a closed quantum system is described by a uni-
tary transformation. That is, the state |ψ〉 of the system at time
t1 is related to the state |ψ′〉 of the system at time t2 by a unitary
operator U which depends only on the times t1 and t2,∣∣ψ′〉 = U |ψ〉
A close quantum system is a system that does not interact with any other
system. Although this is not really physically possible, there are very good
approximations that make such a postulate still valid. Another thing to keep
in mind is the fact that this evolution only describes changes of the system
in discrete times. If we would like to consider a continuous representation,
we must, once again, turn our attention to the Schrödinger Equation 1.1. In
practice, in particular for the scope of this work, a discrete transformation is
sufficient for the purposes of computation. The final key piece of information
is the fact that transformations must be unitary.
Definition 2.2.1 A unitary tranformation U is a mapping from a Hilbert
space H onto itself U : H → H such that
UU † = U †U = I
where U † is the Hermitian adjoint. U must also be linear such that if we
apply it to an arbitrary state we get U |ψ〉 = aU |0〉+bU |1〉. More generally,








There are many transformations that are widely used in the literature.
For example, we can mention the Pauli operators, which rotate the quantum
system in one of the three possible dimensions for a 2-state system by π

















Let us note that since these matrixes are unitary and Hermitian, they
can be also used as measurements (see next section).
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2.2.2. Measurements
Measurement in Quantum Mechanics (and other areas of Physics) are
directly related to properties that we can observe, such as position and spin.
This is what is known as an observable. In this field, an observable is rep-






where Pm is the projector onto the eigenspace of M with eigenvalue m.
Before any measurement is done, the probability of getting the result m for
some state |ψ〉 is given by the following expression:
p(m) = 〈ψ|Pm |ψ〉 (2.2)
and the resulting state of such measurement ends up being:
Pm |ψ〉√
p(m)
This mathematical notation is trying to express the results of the Stern-
Gerlach experiment and the variations of it. For example, we can define the
two discrete bands shown in the experiment as +1 and −1 with respect to a
center 0 on the z axis. Then, in order to describe the measurement, we have
MZ = |0〉 〈0| − |1〉 〈1|, whose eigenvalues are +1 (with eigenvector |0〉) and
−1 (with eigenvector |1〉). Actually, the solution toMZ gives out eigenspaces
λ0 |0〉 and λ1 |1〉 but they are equivalent to |0〉 and |1〉. It can be seen that
there is a direct correlation between the possible results of the experiment
and the eigenvalues corresponding to the observerMZ . When measured, the
probability of finding, for example, +1 on some state |ψ〉 = a |0〉 + b |1〉 is
equal to
p(+1) = 〈ψ|0〉 〈0|ψ〉
= (a 〈0|+ b 〈1|) |0〉 〈0| (a |0〉+ b |1〉)
= (a 〈0|0〉+ b 〈1|0〉)(a 〈0|0〉+ b 〈1|1〉)
= |a|2
In addition, the state reached after we get the result +1 is






Let us note that after the measurement, there is no information about
the previous state and there is no possible way of restoring it, other than
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executing the same transformations once again. Given an observable M , let
ai be all the possible result measurements, that is, all the eigenvalues of M .





where p(ai) is the corresponding probability with regard to some state |ψ〉.
2.2.3. Pure and Mixed States
Section 2.1 describes the usual mathematical representation of a pure
system, that is, a system such that we have all the information. This might
seem contradictory since some of the most crucial ideas of Quantum Mechan-
ics say that the measurement of the system is probabilistic and, as such, we
cannot know the complete information of such system. However, what the
concept of purity tries to describe is the certainty that the state vector de-
scribes the whole system in H. However, we might have, as a result of noise
or whatever external factor, a mixture of states such that we might have a
state |ψ1〉 with probability p1 and a state |ψ2〉 with probability p2. Keep in
mind that such probabilities only describe our lack of information about the
complete system and are not a result of quantum mechanical measurements.
The set {pi, |ψi〉} of all the possible states is called an ensemble of states. We
describe such systems by using a mathematical tool called density matrices.
Definition 2.2.2 Given an ensemble of states {pi, |ψi〉}, where
∑
i pi = 1,





Next, we enumerate some simple properties of this type of states. The
evolution of the state described by ρ by some unitary operator U is given by
ρ′ = UρU †
The probability of a measurement of the state described by ρ is given by




Where the trace of a matrix is the sum of the elements of its diagonal tr(ρ) =∑
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A simple way to distinguish pure from mixed states consists in taking the
trace of ρ2 such that tr(ρ2) = 1 for pure spaces and tr(ρ2) < 1 for mixed.
The trace is invariant to a change of basis characterized by P . So, given a
density matrix ρ we have
tr(ρ) = tr(PρP †)
Such density matrix also admits a decomposition over an orthonormal basis





Finally, note that we can purify a density matrix to a pure state in a
higher Hilbert space H = Hρ ⊗ HP , where HP is the purification space.




λi |xi〉 ⊗ |Pi〉
where |Pi〉 conform an orthonormal basis for the space HP .
Chapter 3
Formal Definition of Quantum
Systems
Quantum systems, even simple ones, are very prone to errors. Not just by
the implicit difficulty that comes from noise and external influences but also
from the complexity that involves the development of quantum algorithms.
In order to ensure the quality and the correct working of such quantum sys-
tems and algorithms Quantum Tl;esting acquires a very important role. It
is common in classical testing to differentiate between black-box and white-
box scenarios. In a white-box scenario the internal structure of the machine,
algorithm or device generally called system under test (SUT), that we are
testing is visible. For example, we might have access to the code of a soft-
ware system. Quantum systems add even more constrains in this scenario,
even if we can know the transformations that occur inside the machine we
cannot check the result of each one since any measurement will irremediably
destroy the state of the system. Black-box scenarios, quantum or classical,
do not allow the tester to see inside the SUT and the only possible interac-
tion with the machine are through its inputs and outputs. In our case, we
distinguish between black and white box scenarios by taking into account
whether we know the transformations and measurements done to the sys-
tem, even though we cannot see how the state is transformed. In order to
describe systems, we will introduce a formalism that we call N-Hybrid Tur-
ing Machine where we combine classical and quantum versions of the usual
Turing machine formalism.
3.1. Preliminaries
Quantum computation can be seen as the ability to transform quantum
systems in order to solve a problem. In that sense, we can take advantage
13
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of the laws of quantum mechanics to craft algorithms such as superposition
and entanglement. However, the only way to interact with such systems
must be purely classical. For example, we can find the exposition time we
need to change a particle in one state to another using a concrete type of
microwave. However, the exposure of the particle to such wave is a classical
iteration, regardless of its final quantum effect on the particle. With this in
mind, any machine that transforms a quantum system must in fact be driven
by a classical setting. The most common tool we have to describe classical
computers is the well-known Turing Machine [Turing (1936)] formalism.
It consist in an infinite tape divided by cells. Each cell can contain a
symbol from a set Σ or a blank symbol b. The machine also contains a
head that points to a cell and can read and write the symbol in the cell. It
can also move right or left, denoted by {R,L}. The machine also has a set
of internal states Q, with one initial state q0 and a set of final states QF .
Initially, all the cells are blank but the ones that contains the input string
x ∈ Σ∗. The head also points to the cell with the first symbol of the string.
There also exists a transition function (the program) that takes a state and
a symbol and returns a state, a symbol, and the direction the head is going
to move next. Extracted from the book of Hopcroft and Ulllman [Hopcroft
and Ullman (1979)], we can formally define a Turing Machine as follows.
Definition 3.1.1 A Turing Machine (TM) is a tuple
〈Q,Γ, b,Σ, δ, q0, QF 〉
where
Q is the set of states
Γ is the set of tape symbols
b ∈ Γ is the symbol representing an empty cell
Σ ⊆ Γ \ {b} is the set of input symbols
δ is a partial function δ : Q×Γ→ Q×Γ×{R,L} called the transition
function
q0 ∈ Q is the initial state
QF ⊆ Q is the set of finals states.
Intuitively, the head of the machine will read the first symbol of the string
α ∈ Σ and will pass it to the function δ(q0, α), which will give out the next
state q, some symbol β ∈ Σ and some direction X ∈ {R,L}. The head will
write β in the current cell and will move in the direction X and read the next
cell. Eventually, we might arrive to a state qc while processing a symbol for
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which δ might not be defined. In this case, the machine halts. If the current
state is a final state qc ∈ QF , then the input string is said to be accepted.
Otherwise it is rejected. After all the changes, there is a finite string left in
the tape. We will consider it to be the output string.
In his paper, Alan Turing shows the existence of what is known as a Uni-
versal Turing Machine. Such machine should be able to simulate every other
Turing Machine. However, with the arrival of Quantum Mechanics physical
systems of such nature could not be simulated due to it’s exponential growth
and other laws such as entanglement. In 1985, David Deutsch published a
paper presenting an alternative, more powerful, model of computation that
could simulate such system [Deutsch and Penrose (1985)]. This model is now
called a Quantum Turing Machine.
3.2. Quantum Turing Machines
The motivation for building a Quantum Turing Machine (QTM) is to
be able to simulate physical phenomena that otherwise cannot be efficiently
computed, for example, quantum systems. Quantum Turing Machines use
the properties of quantum systems to compute a function f . As such, the
machine is represented as an element of some Hilbert Space. The formal
definition for a Quantum Turing Machine [Ozawa (2002)] is the following.
Definition 3.2.1 A Quantum Turing Machine (QTM) is a tuple
〈ξ,Q, T,Σ, q0, Qf , U〉
Where
ξ ∈ Z represents the head of the machine and Hξ is the operating space
for the head of sufficient dimension.
Q is the set of states of the machine and HQ is the operating space for
the processor of dimension log2(|Q|).
T ∈ Σ is the infinite string from the finite set Σ and HT is the operat-
ing space for the memory of infinite dimension of which only a finite
amount is used.
The initial state q0.
The final set of states QF .
The transition operator U that acts on Hξ ⊗HQ ⊗HT .
And the system is represented by the state
|ξ〉 ⊗ |q〉 ⊗ |T 〉
16 Chapter 3. Formal Definition of Quantum Systems
The system changes according to some unitary operator U that can only
change |ξ〉 by one unit. Initially, all the states of the system are set to 0 (or
the ground state) with the exception of some finite section of the memory,
which will hold the program or function and its arguments. We will represent
the codification of the program that calculates the function f as π(f) ∈ Σ∗.
Then, the initial state of the system is:
|0〉 |q0〉 |π(f), i,0〉
where 0, for simplification purposes, represents a string of qubits in the
ground state. The idea is that the memory holds the program and arguments
and the processor is used to hold the state of the machine. By applying U
until the machine halts we compute the function. One of the main problems
is to identify when the machine has finished. As usual when dealing with
quantum systems, if we would perform a measure then we would destroy
the computations if there were not finished. To solve this problem, we set
aside a qubit in the processor to indicate whether the machine has halted
or not. This qubit would always be in the ground state until it has finished.
Therefore, we can measure it repeatedly without effecting other qubits. The
system would then be
|0〉 |0, q0〉 |π(f), i,0〉
Another important notion is the fact that U must be unitary accord-
ing to the laws of quantum mechanics (Def. 2.2.1) and as such it must be
reversible. That means that operations cannot destroy information of the
machine. Following these rules, and executing the machine until it halts, the
final state would be ∣∣ξ′〉 |1, qf 〉 |π(f), i, f(i)⊕ 0,0〉
Where qf ∈ Qf . Once we know that the machine has finished, we can make
a measurement on the state in order to get the final result. Such result would
be classical and bound to some labels in Σ. This result is also probabilistic,
since measurement in quantum mechanics can give a random result from a
set of superposed states (Def. 2.2).
An equivalent, but significantly easier, model of computation for quan-
tum mechanics is the Quantum Circuit (QC). Just as in the classical coun-
terpart each qubit of the system is expressed as a line or cable and for each
transformation we use a box with the label in it (in this setting, they are
called gates). Next we briefly introduce this formalism.
Definition 3.2.2 A Quantum Circuit is a sequence [U1, . . . , Un] of Quan-
tum transformations Ui (called gates) applied to an initial quantum state |ψ〉
such that the final state |ψ′〉 is∣∣ψ′〉 = Un · . . . · U1 |ψ〉
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Quantum circuits have a graphical representation that makes its use easier
than a QTM. For example, let us suppose that we have a system in the state
|0〉 and we apply the transformation expressed as the Pauli operator σx (see
Equation 2.1). In this case, the final result would be:
σx |0〉 = |1〉
The equivalent quantum circuit would be the following:
|0〉 σx |1〉
where time goes from left to right. If a gate G is executed over two qubits,




The previous system allows us to program a quantum computer in a
similar fashion as we would construct a classical circuit. In this scenario, the
input state is always bound, usually to the ground state |0〉, and the input
string x ∈ Σ∗ codifies the gates applied to the system . In addition, for each
symbol α ∈ Σ there exists a unique gate Uα. This formalism has the same
computational power as a QTM [Chi-Chih Yao (1993)].
3.3. N-Hybrid Turing Machines
In theory, all we would need to simulate any system, quantum or classi-
cal, would be a QTM. However, due to the difficulty of the development of
quantum physical systems and quantum algorithms, the current approach to
quantum computing is an hybrid model, where part of the calculations are
done in a classical computer and only the heavy tasks are delegated to the
quantum system. An effort made in this direction was to allow QTMs to
observe each computational step [Perdrix (2011)]. Here, we present a weaker
but simpler hybrid model of computation that closes the gap between the
theoretical approach of QTMs and the physical realizations. In addition, we
think that this formalism can be taken as initial step to introduce, in future
work, a complete testing framework.
Definition 3.3.1 An N-Quantum Classical Hybrid Turing Machine (QC −
HTMN ) is a tuple
〈T1, Q1, · · · , TN , QN 〉
where each Ti is a classical Turing machine, each Qi is a quantum Turing
machine and we have the following conditions:
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For every output string y ∈ Σ∗Ti ,there exists a one to one label trans-
formation f : Σ∗Ti → Σ
∗
Qi
such that f(y) ∈ Σ∗Qi is the input string of
Qi
For every measured output string w ∈ Σ∗Qi there exists a one to one
label transformation g : Σ∗Qi → Σ
∗
Ti+1
such that g(w) ∈ Σ∗Ti+1 is the
input string of Ti+1
An input string x ∈ Σ∗T1 is accepted iff each input string (transformed
under some labels) of Ti and Qi are accepted.
For the sake of simplicity, we will assume that the labels in the outputs and
input machines are the same. So, for all α ∈ ΣTi we have f(α) = α and
for all α ∈ ΣQi we have g(α) = α. The idea is to connect machines using
its inputs and outputs. Informally, this model describes a system in which
we do 2N steps of computation alternating classical and quantum. This
resembles closely to how quantum computers are thought of work. Heavy
intensive tasks that can not be done classically must be done in quantum
computers but everything else, although possible to do in a quantum system
is easier (and cheaper) to do in a classical one. The idea is, at some time
of the computation, a computer receives some classical input that drives the
computation or describes the program to be computed then, after the ma-
chine halts, the result of the computation is passed as the input of the next
machine thus connecting one another. This approach allows the creation of
complex machines that can closely resemble the new paradigm of computa-
tion. The model presented in Definition 3.3.1 is a specific case of such type
of interconnected machines. One could imagine the same framework to be
applied to any kind of Turing Machine that has an input and a output such
that the latter could be used as input of the next machine. Next, we formally
introduce a formalism according to this idea.
Definition 3.3.2 An Abstract IO Machine (AIOM) is an element from the
set of classes of Turing Machines that satisfy the following criteria
It has an input alphabet ΣI and an output alphabet ΣO.
It can accept or reject every input string x ∈ Σ∗I and generate some
output string y ∈ Σ∗O.
An AIOM can be any kind of machine that has an input and a output,
such as classical normal Turing Machines, Quantum Turing Machines, Prob-
abilistic Turing Machines, etc. This allows us to generalize the notion of
QC-HTM for all these types of machines.
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Definition 3.3.3 An N-Hybrid Turing Machine (HTMN ) is a tuple of N
AIOMs
〈M1, . . . ,MN 〉
such that
For every output string y ∈ Σ∗Oi there exists a one to one label trans-
formation δ : ΣOi → ΣIi+1 such that δ(y) ∈ ΣIi+1 is the input string of
Mi+1.
An input string x ∈ ΣI1 is accepted iff each input string (transformed
under some labels) of Mi is accepted.
This definition also allows to change the order of the QC-HTM and start
and end on the same machine. Note that in a QC-HTM we could simply
assume that the last machine or the first one does not modify the output at




The growth of Quantum Computing brings some of the most interesting
promises and theoretical results in our era. As a consequence, the fields of
cryptography and securing information had to find a way to work within the
quantum framework. In 1984, Bennett and Brassard presented the first pro-
tocol for a secure public key distribution protocol in a quantum setting [Ben-
nett and Brassard (1984)]. In that protocol, Alice sends qubits to Bob in one
of two possible measuring basis (e.g. the computational basis {|0〉 , |1〉} and
the Fourier basis {|+〉 , |−〉}). When received, Bob measures those qubits
with a random choice of the two posible basis. Alice and Bob share in a
public manner the basis that they use and discard all the results where the
basis do not match. A subset of the results with the same basis is then made
public. With very high probability, if some results are not equal to each
other we can know that a third party has been eavesdropping. Otherwise,
the set of results that reminds private would be the key shared by Alice and
Bob. It should be noted that such protocol, as many others, heavily rely
on the fact that the measurement devices can be trusted. Challenging such
assumption, Mayers and Yao proposed and coined the procedure known as
Self testing [Mayers and Yao (2004)].
4.1. The Self Testing Scenario
Let us suppose that we have some device that is said to produce an
entangled state |ψ〉 in a system with two particles. One of these particles
is send to Alice and the other one to Bob. Both of them are really far
away from each other and they both have some measuring apparatus with
some classical settings x for Alice and y for Bob. Due to the distance they
cannot communicate their choice of settings but they can share, after a while,
the results that they have found. Each of these results is a classical value,
denoted by a for Alice and b for Bob. With all this information they can
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generate a probability distribution for each possible combination of settings.
Informally, Self Testing refers to the procedure in which we can determine
which state the source is producing only from each probability distribution
with respect to the settings.
Figure 4.1: Diagram of the Self testing Scenario
It should be noted that not all the states can be uniquely determined by
their probability distribution. Thus, only certain sources (those who generate
those special states) can be self tested. One important class of states (and
measurements) that can be self tested are those that violate Bell’s inequality.
Due to their practical uses, such states are the most commonly found in the
self testing literature.
4.2. Bell’s Locality
When the theory of Quantum Mechanics started to gain popularity, sci-
entist like Albert Einstein [Einstein et al. (1935)] did not like some of its
implications, in particular, the concept of entanglement. Let us consider the
state ∣∣φ−〉 = 1√
2
(|01〉 − |10〉)
on some Hilbert Space H = H1⊗H2. Let us suppose that each Hilbert space
belongs to Alice and Bob respectively such that∣∣φ−〉 = 1√
2
(|0〉A |1〉B − |1〉A |0〉B)
where |x〉A represent the qubit of the system belonging to Alice and |x〉B
the qubit belonging to Bob. If Alice were to measure her local system with
some set of measurements Mz = {M0,M1} and got the result 0 then, at the
same moment, Bob’s system would collapse into the state 1 and viceversa.
The idea that the collapse of Bob’s system would happen faster than light
could travel to that system was shocking at the time (in fact, it still is)
and Albert Einstein, Boris Podolsky and Nathan Rosen proposed a new way
to interpret such result [Einstein et al. (1935)]. They argued that the wave
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function did not collapse into one or another state when measured but instead
there existed a set of hidden variables λ such that when those particles were
generated, they already had a deterministic, but unknown to us, result and
measurement was just a way of discovering such result. The key idea is
that in both interpretations there appeared to be no way of knowing what
is happening when a particle is measured and both could predict the correct
results after measurement.
In 1964, John Bell proposed a way to physically test whether the hid-
den variable interpretation was correct [Bell (1964)]. Let us imagine that a
source emits a pair of particles and each particle is given to Alice and Bob,
respectively. Alice can now measure her particle in one of these settings x
and Bob can do the same with his particle y. The possible outcomes of each
measurement are denoted by a, in the case of Alice, and by b, in the case of
Bob. By making some measurements and assuming that the source always
emits the same particle, experimental results have found that
p(ab | xy) 6= p(a | x)p(b | y)
This result implies that the particles seem to not be independent from each
other. The idea of locality can be expressed in the following way.
Definition 4.2.1 The set of correlations p(ab | xy) is said to be local if
there exists a hidden variable λ, with probability distribution q(λ), such that
p(ab | xy) =
∫
Λ
q(λ)p(a | x, λ)p(b | y, λ)dλ (4.1)
The notion of q(λ) is included to take into account physical properties
that are not fully controllable. Let 〈axby〉 denote the average value of ab for
some xy, that is, the value
∑
a,b ab · p(ab | xy). Then, let us consider the
CHSH inequality [Clauser et al. (1969)]:
〈a0b0〉+ 〈a0b1〉+ 〈a1b0〉 − 〈a1b1〉 ≤ 2
This inequality holds when a set of correlations is local but there are some
states that are not and the result is known as a violation of Bell’s inequality.
The proof of this result can be found in [Brunner et al. (2014)]. For example,
let us consider the state |φ−〉 and the measurements A0 = σz ⊗ I and A1 =
σx ⊗ I for Alice and the measurements B0 = I ⊗ 1√2(σz + σx) and B1 =
I ⊗ 1√
2
(σz − σx) for Bob. The average value of 〈azbz〉 is equal to 1√2 . In this
case, the CHSH inequality can be rewritten as
〈A0B0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉 ≤ 2
If we compute the average value for each term we get
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that clearly violates the CHSH inequality, proving the non locality of the
correlations found. This result is one of the most amazing results in Quantum
Mechanics because it does not only provides a method for practical testing of
non-locality but it also certifies the quantum properties of entanglement, one
of the most useful tools in Quantum Computing. This results also give us a
simple method to check, only using a set of correlations and measurements
as the device-independent scenario, the problems found in Section 4.1. Since
entanglement is a unique quantum property that can violate Bell’s inequality,
any non-local system must be a quantum system and as such we can test
other properties of it.
One key point of finding the violation of a Bell’s inequality is the choice
of measurements. In fact, only local anticommuting observables can lead to
the maximal violation of Bell’s inequalities. The proof of this statement can
be found in [Šupić and Bowles (2020)].
4.3. Formal Definition of Self Testing
The main result found by Mayers and Yao was that for specific states,
such as those that violate Bell’s inequalities, we can certify that a source is
in fact generating quantum states in such state. More importantly, it does it
in a black-box device independent scenario with nothing but the correlations
between the settings and the results. Given an ideal setting, that is, a state
|φ〉 and some projective measurements for Alice and Bob Pa|x and Pb|y, the
actual probability distribution found by running the experiment multiple
times with all the possible settings p̃(ab|xy) is said to self test the machine
if we have
p̃(ab|xy) = p(ab|xy) (4.3)
up to a local change of basis. The probability distribution p(ab|xy) represents
the ideal probability distribution that is found with the ideal state |φ〉 and the
local projective measurements. There are a couple of constraints that must
be taken into account and complicate Expression 4.3. Since we are working
in a device independent scenario, we cannot rule out different degrees of
freedom happening inside the machine. Another constraint is the fact that
the ideal measurements are defined with respect to some basis [McKague et
al. (2012)]. In order to solve these difficulties, we need to ensure that there
exists an isometry that can extract the ideal state from the physical one.
The next two definitions are taken from [Šupić and Bowles (2020)] and were
presented in the context of self testing in [Mayers and Yao (2004)].
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Definition 4.3.1 Given two Hilbert spaces HS1 and HS2, an isometry is
any linear transformation from HS1 to HS2 that preserves the inner product.
If we work in the self testing scenario presented in Section 4.1, we need
the concept of local isometry.
Definition 4.3.2 Given two Hilbert spaces HS1 and HS2, a local isometry
is a tensor product of isometries acting locally, that is,
ΦA ⊗ ΦB : HA1 ⊗HB1 → HA2 ⊗HB2
Let us remind that, in order to take into account different degrees of
freedom, the spaces HS1 and HS2 can have different dimensions. Once we
have the concept of isometry, we are ready to give a complete description of
self testing.
We have seen in Section 4.2 that given some probability distribution we
can test whether the devices act in a non local way and thus share an entan-
gled state. What self testing attempts to do is to find the actual entangled
state and its measurements from the correlations alone. The key to self
testing is to find the isometry that can extract from the physical state |ψ〉
embedded in a higher space the reference state |φ〉 tensor with some junk
state. The formal definition is as follows.
Definition 4.3.3 The correlations p(ab|xy) self test the state |φ〉 if for any
state |ψ〉 and measurements {Ma|x} and {Nb|y}, compatible with the correla-
tions p(ab|xy), there exist local isometries ΦA and ΦB such that
ΦA ⊗ ΦB(|ψ〉) = |φ〉 ⊗ |ξ〉
for some junk state |ξ〉.
The main idea of self testing is to prove the existence of such isometry.
By revealing the maximal violation of some Bell’s inequality, we can ensure
the anticommutativity of the local measurements and build the isometry.
Given some unknown measurement operatorsMx and Ny, for Alice and Bob
respectively, that lead to the maximal violation of some Bell’s Inequality, we








ZB = N0 XB = N1
Using these gates, we can build the so-called partial swap gate isometry (see
Figure 4.2).
The input of the isometry would be the state compatible with the cor-
relations (the state generated by the source) embedded to a higher space
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|0〉A H • H •
|ψ〉A ZA XA
|ψ〉B ZB XB
|0〉B H • H •
Figure 4.2: Circuit of the partial swap gate isometry
which is represented as two states in the ground state. The output of the
gate would be the state we wanted to self test |φ〉 and some other junk state
|ξ〉. It is important to notice that the output states are separable and as
such we can ignore the junk state. The proof of this statement can be found
in [McKague et al. (2012)] and a more explicit explanation can be found
in [Šupić and Bowles (2020)]. Let us emphasize that there is no need to
actually execute the isometry in order to self test the state: it is enough to
prove its existence. This means, in particular, that by knowing the correla-
tions and the fact that a violation of a Bell’s inequality exists, one can know
whether a certain state is being generated by the source by means of the
partial swap gate.
4.4. Experimental Results
In order to show the advantages of self testing, next we present some
real experiments and a step by step. These experiments are developed using
qiskit, a python library developed by IBM [ Gambetta et al. (2021)] and
executed locally in an MSI-Modern 14, running an Intel Core i7 processor
and 16 GB of RAM.
We will be working in the scenario where Alice and Bob has settings
x = 0, 1 and y = 0, 1. The output for both of them, in all settings, will be
a, b = ±1. The first part will follow the same example as the one presented
in Section 4.2. Because we are working in a device independent scenario,
and as such it is a black box scenario, when simulating the scene we must
break such assumption and give a formal description of the inner workings
of the source. However, we can later ensure that the calculations made by
Alice and Bob have no knowledge of the source.
In our case, the source is described as a quantum circuit that can be
embedded in other circuits. The formal specification in this example would
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This can be presented, using the computational basis, as the following circuit:
|0〉 H •
|0〉
Now, given some setting x and y, the measurement operators for Alice
and Bob are the following:








However, qiskit only allows to measure in the computational basis σz. Thus,
if we need to measure in a different basis, we need to transform the state
to that basis and then measure in the computational basis. In this running
example, the circuit transformations are the following:
A0 I A1 H (4.5)
B0 RY (
π
4 ) H B1 RY (
π
4 ) (4.6)
Finally, considering the self testing scenario, the final circuit represented




Let us note that Alice and Bob only act on their share of the state and
as such they are working independently from each other.
Once we have a practical way of representing and executing the scenario,
we can run the experiments multiple times (executing the circuit), with all
possible combinations of x and y with the goal of computing the correlations
p(ab|xy). Specifically, for each setting we transform the circuit given in
Equation 4.5 and execute it 1.000.000 times to get a set of correlations the
most accurate possible. The loop is executed with the seed 1 by qiskit so that
the results can be replicated. An interesting result is that the correlations
end up being equal to each other due to how qiskit executes the circuit with a
seed rather than a more pseudo-random run. The results of our experiments
are described in table 4.1.
These correlations allow us to compute the averages for 〈AxBy〉. We
can use these values to check whether they maximally violate some Bell’s
Inequality.
〈A0B0〉 = 0.706462 〈A0B1〉 = 0.706462
〈A1B0〉 = 0.706462 〈A1B1〉 = −0.707162
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(x, y)/(a, b) (+1,+1) (+1,−1) (−1,+1) (−1,−1)
(0, 0) 0.426035 0.07341 0.073359 0.427196
(0, 1) 0.426035 0.07341 0.073359 0.427196
(1, 0) 0.426035 0.07341 0.073359 0.427196
(1, 1) 0.07313 0.426315 0.427266 0.073289
Table 4.1: Correlations p(ab|xy)
We can see that the averages get really close to the theoretical averages given
in Equation 4.2. So, unsurprisingly when calculating the CHSH inequality,
we get
〈A0B0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉 = 2.826548 ≈ 2
√
2  2
From this we can deduce that the particles generated by the source violate
Bell’s locality and as such they must be entangled. In order to self test that
the source generates states in the form of Equation 4.4, we need to find an
isometry that can extract the state |φ〉 from any state compatible with the
correlations of table 4.1. In this case, since we have observed the maximal
violation of the CHSH inequality, we can use the isometry corresponding
to the circuit given in Figure 4.2. The state generated by the source is
by definition compatible with p(ab|xy). Since we do not have access to
the measurements Ax and By, there is no practical way, nor necessity, to
actually build this isometry. However, for the sake of clarity, we will show
that it actually works as expected. The corresponding circuit is





|0〉B H • H •
Result /2
0 1
In addition, computing the probability distribution in the computational
basis we get:
p(|00〉) = 0.499445 p(|01〉) = 0 p(|10〉) = 0 p(|11〉) = 0.500555




just as we wanted to prove.
Chapter 5
Conclusions and Future Work
Quantum Computing opens the door for new and exciting approaches to
testing, while black-box scenarios gain even more importance given how the
laws of quantum mechanics and, more specifically measurements, work. In
this project, we first reviewed these laws and gave an introduction to the
mathematical framework currently used in the field. Next, we introduced a
new non-trivial model of computation that, although equivalent to a Quan-
tum Turing Machine, allows a more detailed specification of systems. The
future of quantum computers seems to be guided towards the use of clas-
sical computers for simple tasks along with the execution of computational
expensive tasks in quantum computers and, as such, we hope that Hybrid
Turing Machines can help to develop more specific testing methods in this
framework.
The latter part of the project focused on an already developed testing
framework for quantum systems in a black-box device-independent scenario
called Self Testing. By analyzing the theoretical definitions, along with a
practical experiment, we have concluded the effectiveness of this testing
method and, more importantly, its applicability regardless the device and
with very little information of the system. It is also a unique testing method
for quantum systems and in the case of Bell states also acquires added ro-
bustness based on pure physical properties.
Quantum Computing is still constructing its foundations and most of
the current research focuses on developing physical realizations of quantum
computers and making them available for practical use. Testing of quantum
system has a wide range of potential research lines. Self Testing sets the first
stone in this path but there is still room for development of more testing
methods. In this setting, Hybrid Turing Machines can facilitate the develop-
ment of testing methods in a more structured and detailed way. Specifically,
we think that they can be used to introduce a notion of quantum confor-
mance where we can establish the conformance of a black-box with respect
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to a certain specification given as a Hybrid Turing Machine. Additionally, it
would be desirable to provide an alternative characterization of the confor-
mance relation as a testing framework. In this case, it would be necessary
to give a precise definition of concepts such as test, test application and
successful/failed application of a test.
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