Augmented reality (AR) is a technology in which a user's view of the real world is enhanced or augmented with additional information generated from a computer model. In order to have a working AR system, the see-through display system must be calibrated so that the graphics is properly rendered. The optical see-through systems present an additional challenge because we do not have access to the image data directly as in video see-through systems.
Introduction
Augmented reality (AR) is a technology in which a user's view of the real world is enhanced or augmented with additional information generated from a computer model. The enhancement may take the form of labels, 3D rendered models, or shading modifications. AR allows a user to work with and examine real 3D objects, while receiving additional information about those objects. Computer-aided surgery, repair and maintenance of complex engines, facilities modification, and interior design are some of the target application domains for AR.
In a typical AR system, the view of a real scene is augmented by superposing computer generated graphics on this view such that the generated graphics are properly aligned Nassir Navab Siemens Corporate Research, Inc. 755 College Road East Princeton, NJ 08540 navab@scr.siemens.com with real world objects as needed by the application. The graphics are generated from geometric models of both nonexistent (virtual) objects and real objects in the environment. In order for the graphics and the video to align properly, the pose and optical properties of the real and virtual cameras must be the same. The position and orientation of the real and virtual objects in some world coordinate system must also be known. The locations of the geometric models and virtual cameras within the augmented environment may be modified by moving its real counterpart. This is accomplished by tracking the location of the real objects and using this information to update the corresponding transformations within the virtual world. This tracking capability may also be used to manipulate purely virtual objects, ones with no real counterpart, and to locate real objects in the environment. Once these capabilities have been brought together, real objects and computer-generated graphics may be blended together, thus augmenting a dynamic real scene with information stored and processed on a computer.
In order for augmented reality to be effective the real and computer-generated objects must be accurately positioned relative to each other and properties of certain devices must be accurately specified. This implies that certain measurements or calibrations need to be made at the start of the system. These calibrations involve measuring the pose of various components such as the trackers, pointers, cameras, etc. What needs to be calibrated in an AR system and how easy or difficult it is to accomplish this depends on the architecture of the particular system and what types of components are used.
There are two major modes of display which determine what types of technical problems arise in augmented reality systems, what the system architecture is, and how these problems are to be solved: (i) video-see-through systems and (ii) optical see-through systems. The calibration issues in a video-see-through system is described in detail elsewhere [29] . We define an optical see-through system as the combination of a see-through head-mounted display and a human eye.
In this paper, we look at the calibration issues in an AR system of the second type, namely, an optical see-through system. In particular, we concentrate on the camera calibration in a monocular optical see-through system and describe a method of calibration in such a system.
Previous Work
Research in augmented reality is a recent but expanding activity. We briefly summarize the research conducted to date in this area. Baudel and Beaudouin-Lafon [3] have looked at the problem of controlling certain objects (e.g., cursors on a presentation screen) through the use of free hand gestures. Feiner et al. [8] have used augmented reality in a laser printer maintenance task. In this example, the augmented reality system aids the user in the steps required to open the printer and replace various parts. Wellner [31] has demonstrated an augmented reality system for office work in the form of virtual desktop on a physical desk. He interacts on this physical desk both with real and virtual documents.
Bajura et al.
[2] have used augmented reality in medical applications in which the ultrasound imagery of a patient is superposed on the patient's video image. Once more, the various registration issues, realism, etc. are open research questions which need to be studied and improved. Lorensen et al. [2 11 use augmented reality system in surgical planning applications. Milgram, Drascic et al. [7, 25] use augmented reality with computer generated stereo graphics to perform telerobotics tasks. Alain Foumier [9] has posed the problems associated with illumination in combining synthetic images with images of real scenes.
Calibration has been an important aspect of research in augmented reality, as well as in other fields, including robotics and computer vision. Camera calibration, in particular, has been studied extensively in the computer vision community (e.g., [20, 22, 32] ). Its use in computer graphics, however, has been limited. Deering [6] has explored the methods required to produce accurate high resolution headtracked stereo display in order to achieve sub-centimeter virtual to physical registration. Azuma and Bishop [ 11, and Janin et al. [16] describe techniques for calibrating a seethrough head-mounted display. Janin's method comes closest to our approach in terms of its context and intent. In this paper, they do consider the tracker in the loop so that the user is free to move during calibration. There are differences between our and their method. The first difference is that we use only a single point in the world for calibration.
They use a calibration object with multiple points so that the user has to make an extra decision about picking the calibration point and its image. The use of a single calibration point simplifies the user interaction process which is very important. The second difference is that they use the traditional intrinsic and extrinsic camera parameterization. This results in the non-linear equations to be solved. We use a projection matrix representation of the camera which results in the equations to be solved to be linear. We don't need to extract anything more than the projection matrix because ultimately what we want to do is to project the 3D objects onto the image plane. The projection matrix has also been found to be more accurate and less sensitive to data collection errors [26] 
Overview of the hardware and software
The typical optical see-through AR system hardware is illustrated in Figure 1 . In this configuration, the display consists of a pair of i-glassesm head-mounted display (HMD) which can be used both as immersive displays as well as see-through displays by removing a piece of opaque plastic from the front of the display screens. Since our research involves augmented reality systems, we have been using these HMD's as see-through displays permanently.
The graphical image is generated by the workstation hardware and displayed on the workstation's monitor which is fed at the same time to the i-gZussesm over a VGA port. A 6-degrees-of-freedom (6-DOF) magnetic tracker, which is capable of sensing the three translational and the three rotational degrees of freedom, provides the workstation with continually updated values for the position and orientation of the tracked objects which includes the i-glassesm and a 3D mouse pointing device.
The software is based on the Grasp system that was developed at ECRC for the purposes of writing AR applications. We have added the calibration capabilities to the Grasp software and tested our methods in this environment.
The Grasp software was implemented using the C++ programming language.
Overview of calibration requirements
In an AR system there are both "real" entities in the user's environment and virtual entities. Calibration is the process of instantiating parameter values for mathematical models which map the physical environment to intemal representations, so that the computer's internal model matches the physical world. These parameters may be the optical characteristics of a physical camera as well as position and orientation (pose) information of various entities such as the camera, the magnetic trackers, and the various objects.
For an AR system to be successful it is crucial that this calibration process be both complete and accurate. Otherwise, the scene rendered by the computer using the intemal model of the world will look unrealistic. For example, objects rendered by the computer using a virtual camera whose intrinsic parameters did not match those of the real camera would result in unrealistic and distorted images which looked out of place compared to the physical world.
The calibration requirements of a video-see-through augmented reality system have been described elsewhere [29] . We briefly summarize the highlights of this system as modified for an optical see-through system to determine its calibration requirements. Figure 2 shows the local coordinate systems relevant for calibration and their relationships in a typical optical-see-through AR system. All the calibration requirements for such a system originate from the fact that all the transformations shown must be known during the operation of the AR system. Some of these transformations are directly read from sensors such as the magnetic trackers. However, some of them need to be estimated through a calibration process and some of them inferred and computed from the rest of the transformations.
The coordinate systems are related to each other by a set of rigid transformations. The central reference is the World Coordinate System which is at a fixed and known location relative to the operating environment. During the operation of an AR system, all of the components need to operate in a unified framework which in the case of the Grasp system is the world coordinate system.
The main calibration requirements are the following:
Camera calibration (transformation A and intrinsic camera parameters).
Tracker transmitter calibration (transformation C).
Tracker mark calibration (transformation G). A mark is a tracker receiver that is attached to an object being tracked, in this case the i-glassesm.
Camera Calibration is the process by which the extrinsic camera parameters (location and orientation) as well as the intrinsic camera parameters (focal length, image center, and aspect ratio) are calculated. This process calculates the transformation labeled A in Figure 2 as well as the camera intrinsic parameters. In the case of a video-see-through camera calibration system, this would be the estimation of the parameters for the physical camera. In the case of optical see-through AR system, we would estimate the parameters of the virtual camera which models the combined display system formed by the i-glassesTM display and the human visual system.
Tracker Transmitter Calibration calculates the position and orientation of the tracker's coordinate system within the world coordinate system (the transformation represented by the arc labeled C in Figure 2 ).
The details of tracker and marker calibrations as well as other calibrations such as object calibration are described in [29] . In this paper we focus on the camera calibration for the monocular optical-see-through display system.
Camera calibration for optical see-through displays
This section details the necessary camera calibration steps for the optical see-through head-mounted display. The camera calibration method described in our previous work on video see-through systems was based on using the relationship between the projected image positions of known 3D points and their 3D positions. From this well known mathematical relationship, the camera parameters were estimated [29] . This assumes that we have access to the picture points (pixel) which we can select and whose image coordinates we can obtain. This can be done in a video-seethrough display system because we can always access the image digitized by the video camera and use it to analyze the input images. With an optical see-through system, the images of the scene are formed on the retina of the human user's eye and we do not have direct access to the image pixels. Therefore, we need to have a different approach to the calibration.
In an earlier paper we described an interactive approach for calibrating an optical see-through AR system [23] . The approach let the user adjust camera parameters interactively until he was satisfied that a 3D model of a calibration jig was aligned properly with the physical calibration jig itself. This method worked but the user interface was cumbersome. In addition, the number of parameters being estimated was too large, and therefore, the interaction did not provide a very intuitive feedback to the user. The approach described in this paper simplifies both the mathematical model of the camera and the user interaction. First, the user interaction needed to collect the data for the calibration is a streamlined process and does not impose a great burden on the user. The user's collection of the necessary data to calibrate the display is a very quick and easy process. During this process, the user is not required to have his head fixed and is allowed to move. Therefore, the approach is truly dynamic. Second, the camera model is simplified by not insisting on recovering the intrinsic and extrinsic camera parameters separately.
In the following sections, we first briefly describe the camera model we are using which defines the parameters to be estimated. We then describe the calibration procedure.
Camera model
A simple pinhole model is used for the camera, which defines the basic projective imaging geometry with which the 3D objects are projected onto the 2D image surface. This is an ideal model commonly used in computer graphics and computer vision to capture the imaging geometry. It does not account for certain optical effects (such as nonlinear distortions) that are often properties of real cameras. There are different ways of setting up the coordinate systems, and in our model we use a right-handed coordinate system in which the center of projection is at the origin and the image plane is at a distance f (focal length) away from it.
The camera can be modeled by a set of intrinsic and extrinsic parameters. The intrinsic parameters are those that define the optical properties of the camera such as the focal length, the aspect ratio of the pixels, and the location of the image center where the optical axis intersects the image plane. One last intrinsic parameter is the skew of the image plane axes. The extrinsic parameters define the position and orientation (pose) of the camera with respect to some external world coordinate system. The 3D points in the world coordinate system get projected onto the image plane of the camera to form the image points.
The camera transformation that maps 3D world points into 2D image coordinates can be characterized by writing the transformation matrices for the rigid transform defining the camera pose and the projection matrix defining the image formation process.
Let R and T represent the camera pose in the world coordinate system, in which R is a 3 x 3 rotation matrix and T is a 3 x 1 translation vector. This rigid transformation can also be written as a 4 x 4 homogeneous matrix In this matrix 7 is a parameter that models the skew in the image plane coordinate axes. The overall camera transformation is then given by the product 
Calibration Formulation
The overall projective transformation defined by the camera can be written by a 3 x 4 matrix Tcamera and the entries aij of this projection matrix can be estimated directly instead of the actual extrinsic and intrinsic camera parameters.
The estimation of the 3 x 4 projection matrix is a standard technique often used in computer vision. The calibration proceeds by collecting a number of 2D image coordinates of known 3D calibration points, and the correspondence between the 3D and 2D coordinates defines a linear system to be solved in terms of the projection matrix entries aij. There are some modifications to the traditional camera calibration method in our approach which allows the user to move his head during the calibration procedure. In our method, we have a magnetic tracking system that consists of a transmitter and a receiver. The transmitter can be positioned anywhere within the world coordinate system. The receiver is attached to the object being tracked, the headmounted-display in this case. The tracker system can read (sense) the position and orientation of the receiver in the tracker coordinate system. For convenience we call the receiver the mark. Because the receiver is attached rigidly to the HMD, the camera can be defined and calibrated with respect to the mark coordinate system. Therefore, taking this approach, we have the camera transformation fixed and unaffected by the head motion. This is the reason that the head is allowed to move freely during the calibration procedure.
The entire setup is summarized in Figure 2 which shows the coordinate systems that are relevant for see-through calibration. In this figure, we see four transforms (A, C, F , and G ) that need to be estimated. The transformation A is the traditional 3 x 4 projective camera transformation with respect to the world coordinate system that is estimated. C is the 4 x 4 homogeneous transform matrix that defines the world to tracker rigid transform. That is, C is the pose of the tracker transmitted with respect to the world coordinate system. Similarly, F is a 4 x 4 homogeneous transformation matrix that defines that tracker to mark rigid transform.
That is, F is the pose of the mark with respect to the tracker transmitter coordinate system. Finally, G is the 3 x 4 projection matrix that defines the camera transformation with respect to the mark coordinates. The figure can be summarized by the equation
The transformation A varies as the HMD moves about, and this movement is captured by the transformation F in Equation 3. The other transformations, G and C are fixed and do not change. They are also estimated by calibration procedures, whereas the transformation F is read (measured) directly from the tracker system. So, to summarize, in order to calibrate the camera (i.e., estimate the transformation A) we need to get the image coordinates of known 3D points in the world coordinate system. But A is not fixed and varies as the user moves his head. Therefore, unless we want to force the user to keep his head static (an unrealistic assumption) we need to estimate the camera transformation another way. This we do by calibrating the camera in the mark coordinate system (i.e., estimate the transformation G ) which does not change. In order to accomplish this we take the known 3D calibration point and transform it into the mark coordinate system, then perform the standard camera calibration procedure on the new point. Let PW = [zw, yw, zw, 1IT be the homogeneous coordinates of the known 3D point in the world coordinate system. Let PI = [ul wl sIT be the homogeneous coordinates of its image point. First, we transform the world coordinates to mark coordinates by Then we use the PM and its image PI to estimate the transformation G. The standard projective camera calibration is set up as follows. Let there be 71 calibration points whose image coordinates we measure. There are 12 parameters of the 3 x 4 projection matrix we need to estimate. But the projection matrix is defined up to a scale factor, therefore, there are really 11 independent parameters that need to be estimated. So, n, the number of calibration points to be measured, should be at least 6 [ g31 g32 g33 g34
Then from Equations 5 and 7, we get
Then using equation 6 we get
This can be rearranged in terms of the unknown parameter vector p = [gaJIT (p is all the entries of G put into a column vector) to be estimated into a homogeneous equation to be solved in which the coefficient matrix B is given by The matrix B has 2 n rows, two rows for each data point, and 12 columns.
Solving this equation gives us the camera matrix G. As we mentioned above there are only 11 independent parameters and the camera equation is valid up to a scale factor. Therefore, to solve the camera equation 8, we estimate the unknown parameter vector p by minimizing llB~11~ such that llpll = 1. This puts a constraint on the scale and reduces the number of parameters to 1 1. The solution to this constraint minimization is found by finding the eigenvector associated with the smallest eigenvalue [28, Appendix A].
In practice this is done by finding the singular value decomposition (SVD) of the matrix B given by B = UDVT, and the solution is the column of the matrix V corresponding to the smallest singular value.
Calibration Procedure
In order to get a practical calibration procedure for the see-through displays, the above formulation needs to be converted to a user-friendly procedure. This means that the design of the way the calibration data is collected by the user has to be thought out carefully in order to minimize the burden on the user and the chances of making errors. We have implemented the calibration procedure as follows:
1. The world coordinate system is fixed with respect to the tracker coordinate system by defining the world coordinate system on the tracker transmitter box (see Figure 3) . The tracker transmitter calibration is performed as described in [29] . This calibration is then stored and unless the decal put on the transmitter box is replaced or is somehow moved, there is no need to redo this calibration again. Fixing the world coordinate system with respect to the transmitter box has the added advantage that the tracker can be moved at will to any position and the calibration will still stay valid. The world coordinate system could also have been assumed to correspond to the tracker coordinate system by definition, however, this would have been harder to use because we do not know exactly where the tracker coordinate system is on the transmitter box. Therefore, it is better to define the world coordinate system whose location we know and estimate its relation to the unknown tracker coordinate system by a calibration procedure.
.
A single point in the world coordinate system is used to collect the calibration data. This single point in the world coordinate system is mapped to many distinct points in the marker coordinate system as the user's head is moved about. This is given by the formula PM = FCPw. Since F is changing as the head moves, so is, therefore, the coordinates of the point, PM in the marker coordinate system even though PW is fixed.
The user is presented with cross-hairs on the display and is asked to move about his head until the crosshair is aligned with the image of the single calibration point as seen by the user (see Figure 4) . The user then clicks a button on the 3D mouse and the data is collected for calibration that consists of the image coordinates of the cross-hair (z,,y,) and the 3D coordinates of the calibration point in marker coordinates
These collected points are then fed into the Equation 8 which is then used to estimate the camera parameters. Since we are trying to estimate 11 parameters and each calibration point gives us two equations, we need at least 6 points for the calibration. However, in order account for the errors and obtain a more robust result, we collect 12 points and use a least squares estimation as stated in Equation 8 . Notice here that the more of the tracker volume the user's head covers, the more of possible systematic errors in the tracker measurements will be taken into account in the optimization process. The user is encouraged to move his head around the tracker transmitter as much as possible while collecting the calibration data. 
Integrating with OpenGL
Since our camera model now consists of a 3 x 4 projection matrix, we have to implement the renderer to use a camera defined by a 3 x 4 projection matrix. Unfortunately, OpenGL does not provide an easy interface to do this, so, we had to write a camera class in C++ that is defined by a projection matrix, but uses a number of OpenGL calls to implement the camera. The decision to write a C++ camera class is a result of the fact that all our implementation is done using the GRASP platform developed at ECRC which was written in C++. In fact, the new camera class is implemented as a subclass of the GRASP camera class. In implementing this camera class, we have to be careful that (i) the renderer does not take a performance hit, and (ii) we do not want to extract explicit intrinsic camera parameters for doing this. So, in our implementation we set up the viewing transformation as a Orthographic projection, but push our own constructed viewing matrix onto the transformation stack.
In order to accomplish this, we need to create a 4 x 4 matrix that has the clipping plane information from OpenGL as well as our estimated camera projection matrix entries. So, here are the steps to convert it into an OpenGL viewing matrix. First, we make our 3 x 4 camera matrix G into a 4 x 4 matrix which has the depth entries in the third row. This is accomplished by multiplying the camera matrix with the
Here, f and n are the f a r and near clipping planes used by OpenGL. In addition to the far and near clipping planes, there are the top (t), bottom (b), left (l), and right (r) clipping planes, which will be used in the equations below.
Next, we add in the entry that is used for Z-buffer quantization as defined by the matrix:
A serious problem with the verification of an optical seethrough display calibration is that it is not possible to show how well the model corresponds with the object for a human viewer. We have built a setup in which a camera is put in a mannequin's head behind the i-glassesm displays and the display is recorded. One sample result of the calibration is shown in Figure 5 in which a model of the calibration pattern defining the world coordinate axes is shown superimposed on the image of the real tracker with the world coordinate system on it. We have tried this calibration method in numerous trials and in all instances the calibration results are very good. The quality of the alignment shown in Figure 5 is representative of the calibration results in these trials. The quality of the calibration results does not change greatly as the head moves around in the world. The only problem is due to the lag in the readings from the magnetic tracker which tends to settle down to the correct position after a certain delay after the head stops moving.
Some of the factors that affect the calibration include the distance of the user's head from the tracker transmitter and how quickly the user clicks the mouse to collect the calibration data. The magnetic tracker we use has a range of about 3 feet and the quality of the sensor readings are not very reliable when the receivers operate near the boundaries of this range. The problems arising from this can be alleviated if an extended range tracker is used which has a larger operational volume (about 10 feet). The second factor that affects the calibration is the lag in the tracker data at the point of collection (i.e., when the mouse is clicked). If the button is clicked too quickly, the tracker data read may not correspond to where the user's head is. We have found that if the user is careful during the calibration, both of these factors can be put under control and the calibration results are good.
Finally, as a demonstration of possible applications, we have implemented an system in which the user interactively places a 3D object in the scene using the 3D pointer. Figure 6 shows an example of such an application in which a virtual lamp is being placed in the scene where the tip of the pointer is placed. 
Conclusion
In this paper, we presented a camera calibration procedure for optical see-through head-mounted displays for augmented reality systems. Because in augmented reality systems we do not have direct access to the image produced on the retina, the procedure needs to use indirect methods to do the calibration. The method presented in this paper uses an interactive method to collect calibration data and it does not require that the user keep his head still.
The resulting calibrations using this method are acceptable within the calibration volume, but the errors increase as the camera moves outside the calibration volume. The quality of the calibrations seem to be better when done on a human head as they are intended, instead of the artificial setting we have for the purposes of collecting quantitative data. 
