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Abstract
We enumerated all compact conformations within simple geometries on the two-dimensional (2D) triangular
and three-dimensional (3D) face centered cubic (fcc) lattice. These compact conformations correspond
mathematically to Hamiltonian paths and Hamiltonian circuits and are frequently used as simple models of
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and various hexagons. On the 3D fcc lattice we generated conformations for a limited class of skewed
parallelepipeds. Symmetries of the shape were exploited to reduce the number of conformations. We
compared surface to volume ratios against protein length for compact conformations on the 3D cubic lattice
and for a selected set of real proteins. We also show preliminary work in extending the transfer matrix method,
previously developed by us for the 2D square and the 3D cubic lattices, to the 2D triangular lattice. The
transfer matrix method offers a superior way of generating all conformations within a given geometry on a
lattice by completely avoiding attrition and reducing this highly complicated geometrical problem to a simple
algebraic problem of matrix multiplication.
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We enumerated all compact conformations within simple geometries on the two-dimensional 2D
triangular and three-dimensional 3D face centered cubic fcc lattice. These compact
conformations correspond mathematically to Hamiltonian paths and Hamiltonian circuits and are
frequently used as simple models of proteins. The shapes that were studied for the 2D triangular
lattice included mn parallelograms, regular equilateral triangles, and various hexagons. On the 3D
fcc lattice we generated conformations for a limited class of skewed parallelepipeds. Symmetries of
the shape were exploited to reduce the number of conformations. We compared surface to volume
ratios against protein length for compact conformations on the 3D cubic lattice and for a selected set
of real proteins. We also show preliminary work in extending the transfer matrix method, previously
developed by us for the 2D square and the 3D cubic lattices, to the 2D triangular lattice. The transfer
matrix method offers a superior way of generating all conformations within a given geometry on a
lattice by completely avoiding attrition and reducing this highly complicated geometrical problem to
a simple algebraic problem of matrix multiplication. © 2007 American Institute of Physics.
DOI: 10.1063/1.2751169
INTRODUCTION
Despite recent advances in computational biology, re-
duced models of proteins still enjoy considerable interest and
applicability for studying protein structure, function, and dy-
namics. Globular proteins have compact structures with very
tight packing of amino acids inside protein cores due in large
part to the segregation between hydrophobic and polar resi-
dues. Additionally amino acids in proteins are covalently
bonded forming relatively long sequences, containing on av-
erage between several tens to several hundreds of residues.
The simplest mathematical models that mimic the linear na-
ture of the protein sequence, its tight packing in the native
state, and the excluded volume effect are compact self-
avoiding walks on simple lattices of finite size. A compact
self-avoiding walk requires each of the lattice points to be
visited once and only once with no voids. Mathematically
such walks are named Hamiltonian paths an alternative no-
menclature sometimes used in the literature is Hamilton
paths. For regular noncompact self-avoiding walks, some
points on the lattice may be left unvisited, creating voids. A
compact self-avoiding walk that begins and ends at the same
site is called a Hamiltonian circuit. In lattice models of pro-
teins each residue is usually represented by a single lattice
node. Much work has been done in the past with such mod-
els to represent collapsed polymers and proteins.1–12
Native conformations of globular proteins are compact
and unique. The essence of comprehending protein folding is
to determine, for a given sequence of amino acids, the most
energetically favorable conformation. This is an extremely
difficult computational problem, since the number of pos-
sible conformations grows geometrically with the length of
the chain. Random search methods frequently fail to identify
this single unique structure; whereas complete enumerations,
whenever feasible, are better suited and preferable for this
task.
The complete enumerations of compact conformations
for both paths and circuits within rectangles of varying
sizes nm on the square lattice in two dimensions 2D and
parallelepipeds of the size lnm on the cubic lattice in
three dimensions 3D have been studied by us and other
authors. A major obstacle for such computations on longer
chains is attrition as it becomes more and more difficult to
locate unoccupied neighboring sites for the continuation of
the walk. To overcome this problem we previously devel-
oped the transfer matrix method13–17 to grow the chain not in
the traditional linear way but in a piecewise way cross sec-
tion by cross section, in order to avoid attrition. That ap-
proach enabled us to compute all possible Hamiltonian walks
and Hamiltonian circuits within rectangles of varying sizes
on the square lattice and parallelepipeds on the cubic lattice.
The aim of the present work is the extension of these
results to other popular lattices. The triangular lattice in 2D
and the face centered cubic fcc lattice in 3D are especially
well suited for the modeling of proteins. The coordination
numbers z for these lattices are 6 and 12, respectively, and
because of this the protein conformations generated on such
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lattices are more realistic than for the square z=4 and the
cubic z=6 lattices. It is well known that the packing of
residues inside globular proteins best fits the fcc lattice
among all other lattices.18 Additionally the distribution of
angles between vectors connecting centers of side chains of
spatially neighboring residues is best fitted to the 12 direc-
tional vectors of the fcc lattice.18
For various simple geometric shapes on the 2D triangu-
lar and 3D fcc lattice we enumerate all possible compact
self-avoiding walks and circuits. Figure 1 shows examples of
geometries studied for the triangular Fig. 1a and the fcc
Fig. 1b lattice.
Figure 2 shows an example of a Hamiltonian circuit
Fig. 2a and a Hamiltonian path Fig. 2b on the 2D
triangular lattice. We enumerate all possible Hamiltonian
walks and circuits within several simple geometries such as
nm parallelograms, equilateral triangles, and several
classes of hexagons of varying sizes Fig. 3. For the 3D fcc
lattice we enumerate all possible walks and circuits within a
limited class of skewed parallelepipeds Fig. 4.
We take advantage of the fact that the shapes studied
here exhibit symmetries. By excluding paths related by the
symmetry of the shape we reduce the computer time neces-
sary for generation. A similar approach was used earlier by
us for the generation of compact conformations on the square
and the cubic lattices. In the case of the 2D square and 3D
cubic lattices other reductions are possible based on parity
considerations. This is related to the chessboardlike nature of
these lattices that can be exploited to reduce the total com-
putational time required for the generation of compact con-
formations. Such a reduction is not possible for the presently
studied triangular and fcc lattices. For the square and the
cubic lattice, any two nodes of a given path that represents a
polypeptide chain that are lattice neighbors must be sepa-
rated by an even number of nodes along the path. Because of
this it is impossible to have a Hamiltonian circuit composed
of an odd number of nodes. Indeed, one aim of our studies
on the triangular and the fcc lattices is to utilize protein lat-
tice representations that do not have such parity restrictions.
In addition, the fcc lattice closely approximates the dihedral
angles of real proteins.18 The fcc lattice allows for the dens-
est packing of hard spheres and thus the dihedral angles in
densely packed proteins can be associated with the fcc ge-
ometry.
The standard method of enumerating walks, which we
employ here, uses a naïve treelike growth algorithm. Paths
are generated by adding one bond step in each possible
way at a time and checking for possible overlaps that are not
allowed. The procedure is continued until every node of the
graph is visited i.e., a Hamiltonian path is completed or
until a dead end is reached, at which point the algorithm
backs up to a node where a different path along the branches
of a tree starting from that node might be possible. This is
relatively simple to program but, especially for graphs of
increasing size, suffers from the serious problem of attrition.
As the number of nodes increases, fewer and fewer steps in
the path generation will eventually lead to a completed path.
In previous work we have developed the transfer matrix
method for generating all Hamiltonian paths and Hamil-
tonian circuits within rectangles on the 2D square lattice and
parallelepipeds on the 3D cubic lattice. Here we extend that
work to the 2D triangular lattice, suggesting that it may also
be possible to develop this method for the fcc lattice and
other simple lattices.
Symmetries
We exploit symmetries of shapes in order to reduce the
computational costs of conformation generation. The total
numbers of symmetries for all of the shapes studied in the
present work are given in Table I. For the 2D triangular
lattice the regular equilateral hexagon has the most symme-
tries 12, the regular equilateral triangle has 6 symmetries,
FIG. 3. Examples of protein shapes on the triangular and the fcc lattices
studied in the present work. a a 34 parallelogram, b a regular equi-
lateral hexagon having side lengths of 1 in lattice units, c a regular
equilateral triangle with sides of length 3, and d a 223 skewed
parallelepiped on the fcc lattice.
FIG. 4. Shapes embedded in the 3D fcc lattice. a 22n, b 23n,
c 1 trin, d 2 trin, e 3 trin, and f hexn. The symmetries of
each are referred to in the preceding table. Cross sections are shown on the
right side.
FIG. 1. The 2D triangular lattice a and a unit cell in the face centered
cubic lattice b.
FIG. 2. Examples of a Hamiltonian circuit a and a Hamiltonian path b
within a parallelogram of size 55 on the 2D triangular lattice.
044101-2 Peto et al. J. Chem. Phys. 127, 044101 2007
and a parallelogram with 4 equal sides rhomb, as well as a
near equilateral hexagon with 4 sides of equal length and 2
other sides of equal length both have 4 symmetries. In three
dimensions we enumerated conformations within certain
classes of skewed parallelepipeds and, depending on the
class, there can be either two or four symmetries. The use of
symmetries reduces the total numbers of paths by a constant
factor  corresponding to the number of symmetries of the
shape. Thus, if there are Ntot paths without eliminating paths
related by symmetry, then N=Ntot / is the number of paths
after removing paths related by symmetry.
We note that, in addition to symmetries of the shape,
there are also symmetries of the sequence if the graph rep-
resenting the sequence is undirected. Real proteins corre-
spond to directed graphs because of the distinction between
their N terminal and the C terminal. It is useful, however, to
consider undirected Hamiltonian walks on the lattice. A con-
formation exhibits head-tail symmetry if starting at either
end of the conformation produces the same undirected graph.
Figure 5a shows an example of two conformations on the
triangular lattice related by the head-tail symmetry. If the
number of graphs with head-tail symmetry is Ns, then the
total number of distinct directed graphs N is related to the
number of distinct undirected graphs Nu by Nu= N+Ns /2.
We use the same method outlined in our previous work
to remove symmetries. Specifically, we fix the first few steps
of a path until the symmetry of the shape is broken. For
example, when starting from the middle node of a regular
equilateral hexagon we only need to enumerate paths with
the fixed direction of the first step, since five other directions
are equivalent see Fig. 5b. In addition, the second step is
also fixed to break the symmetry of the shape.
Extension of the transfer matrix method
to the triangular lattice
The self-avoiding walks allow the generation and enu-
meration of all possible compact conformations; however,
due to the attrition mentioned above, the time required for
these computations grows geometrically with the length of
the chain. Attrition arises from the excluded volume condi-
tion together with the requirement of complete occupancy.
Because of this if the chain is grown in a traditional linear
way it becomes more and more difficult to find an unoccu-
pied neighboring site for the subsequent step of the walk.
The traditional linear chain growth method is therefore not
the most efficient method for growing a chain for a compact
dense system. A better approach for growing a chain is one
that utilizes a piecewise method to grow it cross section by
cross section, using a transfer matrix method.13–17 This
method was first proposed in 1984 by Schmaltz et al.17 for
enumerations of Hamiltonian circuits within rectangles in 2D
TABLE I. Symmetries for several classes of shapes on the 2D triangular top and 3D face centered cubic fcc bottom lattices.
Type of symmetry
Regular
hexagon
Regular
triangle
nn
parallelogram
nmnm
parallelogram
Near-regular
hexagon
Identity 1 1 1 1 1
±60° rotation 2 0 0 0 0
±120° rotation 2 2 0 0 0
180° rotation 1 0 1 1 1
Reflection axial 3 0 0 0 1
Reflection diagonal 3 3 2 0 1
Total 12 6 4 2 4
Type of symmetry
Skewed 22n
parallelepiped
Skewed 23n
parallelepiped
Skewed 1 trin
parallelepiped
Skewed 2 trin
parallelepiped
Skewed 3 trin
parallelepiped
Skewed hexn
parallelepiped
Identity 1 1 1 1 1 1
180° rotation-facial
axis
1 0 0 1 0 1
Reflection in an axial
plane
1 0 1 1 1 1
Inversion 1 1 0 1 0 1
Total 4 2 2 4 2 4
FIG. 5. Dealing with symmetric conformations. a An example of two
conformations exhibiting head-tail symmetry. The two structures are equiva-
lent upon rotation by 180° in the plane. Shown in b is the method we use
to eliminate symmetries. If we start our path from the central node then only
one of the six equivalent nodes is chosen as the first step and only one of the
two equivalent nodes as the second step the first two steps are shown as
dark lines. The other step, shown as a broken line, would produce confor-
mations symmetrical to the first one.
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on the square lattice. The Hamiltonian circuit Fig. 2a is
defined as a walk through all available lattice points, subject
to the conditions that each site can be visited only once and
that we return in the last step back to the starting point.
The regular Hamiltonian path Fig. 2b does not need
to satisfy the second condition, and the walk chain has two
ends. In the past work we have extended this transfer matrix
method to Hamiltonian circuits in three dimensions on the
cubic lattice and to Hamiltonian paths chains, both in two
dimensions on the square lattice16 and in three dimensions on
the cubic lattice.15 To briefly illustrate this method let us
consider the enumeration of Hamiltonian circuits on a square
lattice constrained to the mn rectangular strip of width m
=4 and variable length n. Figure 5a defines all possible
external connectivities to one side of the four points on a
line. Figure 5b shows all possible distributions of bonds
among the four points on a line, including the case with no
bonds No. 1 where all bonds would be to the neighboring
lines. We note that intersecting connectivities such as the
last one in Fig. 5a are not allowed. Additionally two unla-
beled connectivities in the middle of Fig. 5a are not al-
lowed due to the parity reasons, so that the total number of
the possible connectivity states is only 6 in this simple ex-
ample.
The transfer matrix T is constructed by combining all
connectivity states Fig. 6a with all bond distributions
Fig. 6b and finding the resulting connectivity states
formed by their combinations. The combinations, which lead
to unoccupied sites, triple connections, or the formation of
small loops, are not allowed. The element Tij of the transfer
matrix is zero if there is no possible transition from connec-
tivity state i to state j. If there are possible transitions from
state i to state j, then Tij indicates the number of different
ways to realize this transition. For Hamiltonian circuits on
the square lattice the elements Tij of the matrix T are either
0 or 1, but in general Tij can be larger than 1. We construct
the vector u of the starting states with elements ui, for each
connectivity state i such as in Fig. 6a, as the first state on
the left in the process of building a circuit we use a left to
right convention. The number ui identifies the number of
different ways in which this may be realized. As starting
states, we use the distributions of bonds such as in Fig. 6b
that do not contain any unoccupied sites Nos. 7 and 8 in
Fig. 6b. We then determine the connectivity state to which
the given distribution of vertical bonds transforms if 1 the
horizontal bonds connecting to vertical bonds in the neigh-
boring column on the right side are added and 2 a vertical
cross section passing through these newly added horizontal
bonds is taken. The distribution of bond No. 7 in Fig. 6b
leads to the connectivity state No. 5 in Fig. 6a, while the
distribution No. 8 leads to the connectivity state No. 4. We
also construct the vector v of the ending states with elements
vi determining if a given connectivity state i may form a
closed circuit by combining it with the distribution of verti-
cal bonds. The exact counting of the number Nc of all pos-
sible Hamiltonian circuits on the rectangle of size mn on
the square lattice is then given by the simple formula
Nc = uTTn−2v ,
with the superscript T denoting the transpose of vector u. If
we do not include the impossible unlabeled states in Fig. 1a
and number physically acceptable states from 1 to 6 then the
transfer matrix T, the vectors of the starting states u and the
ending states v, are
T = 
0 0 0 1 1 0
0 0 0 1 0 0
0 0 0 1 1 0
1 1 1 0 0 1
0 0 0 1 1 0
1 0 1 0 0 1
, u = 
0
0
0
1
1
0
, v = 
0
0
0
1
0
1
 .
In our previous work we have extended the method to
Hamiltonian chains with two ends in two dimensions on
the square lattice by generalizing the definition of the con-
nectivity state to include the connectivities with up to two
ends and by generalizing bond distributions by including up
to two ends.16 We have also generalized the transfer matrix
method to 3D on the cubic lattice both for Hamiltonian cir-
cuits and Hamiltonian paths.15 In 2D, the cross sections used
for the generation and enumerations of Hamiltonian paths or
circuits were lines. In 3D the cross sections are planes. We
have written computer programs that automatically calculate
the transfer matrices for paths and circuits in 2D and 3D. The
only limitation is the computer memory associated with the
size of the transfer matrix. The program was used to calcu-
late transfer matrices as large as 31043104.
The transfer matrix method for generating and enumer-
ating compact conformations is extremely efficient. The
main advantage is that the piecewise generation of confor-
mations is attrition-free. Once the transfer matrix for a given
cross section is defined, the more complicated geometrical
problem of conformation generation or calculation of aver-
ages such as average energy becomes a simple problem of
matrix algebra that can easily be performed even for ex-
tremely long rectangles parallelepipeds. The main difficulty
of this method lies in the rapidly growing number of connec-
tivity states for the increasing size of the cross section, but
the development of the transition matrices will be automated
FIG. 6. All possible connectivity states only physically acceptable states
are labeled from 1 to 6 a and bond distributions b for generation of
Hamiltonian circuits within rectangles of size 4n.
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in order to access larger structures. Because calculations of
transfer matrices are generated with a computer program, we
are only limited by storage of large matrices. The algebraic
formulation of the highly complicated compact self-avoiding
walk problem is the principal beauty and power of this
method. In the present paper we will extend the transfer ma-
trix method to the triangular lattice.
The extension of the transfer matrix method
to the triangular lattice
The triangular lattice is more difficult for studies of self-
avoiding walks because its coordination number z=6 is
larger than the coordination number z=4 of the square lat-
tice. Because of this the number of possible Hamiltonian
walks and Hamiltonian circuits on the triangular lattice
grows much faster with the length of the chain than for the
square lattice. Additionally, for the square lattice, the parity
effect associated with its chessboardlike nature two sites
that form a contact must be separated by an even number of
other sites in the path substantially reduces the number of
possible connectivity states. The triangular lattice does not
have this feature and all possible connectivities must be in-
cluded.
We will consider Hamiltonian circuits and Hamiltonian
walks within parallelograms of various sizes on the triangu-
lar lattice, such as the 55 parallelogram shown in Fig. 2.
We will concentrate in detail on the simplest case of Hamil-
tonian circuits within the parallelogram of the size 3n that
will enable us to better understand the proposed transfer ma-
trix method.
The connectivity states for the triangular lattice are de-
fined similarly as for the square lattice by taking the cross
section along the skewed column and figuring out how vari-
ous pieces of the chain are connected on the left side of this
cross section. The only generalization of this approach rela-
tive to the square lattice is that additionally to regular con-
nectivity states similar to these shown in Fig. 6a for the
square lattice we need to consider situations such as that
shown in Fig. 7 where in the second skewed column the
upper and the lower sites are connected but, additionally, the
site in the middle of the second column has already been
occupied and therefore must be excluded in the process of
choosing the transition to the connectivity states in the next
cross section. We use the symbol of an x to denote these
excluded sites in the generalized connectivity states. Figure 8
shows all possible connectivity states for the 3n parallelo-
grams on the triangular lattice. We note that the connectivity
state containing the excluded site at the top of the skewed
column is not possible.
The idea of a bond distribution defined on a line cross
section for the 2D square lattice must now be generalized to
include all bonds within a cross section of length 2. A bond
distribution may contain bonds in the first counting from the
left skewed vertical column of such cross section, and bonds
between lattice nodes in the first and the second skewed ver-
tical column, but cannot contain bonds in the second skewed
vertical column. Additionally bond distributions that have
nodes connected with more than two other nodes triple or
higher order connections or have less than two bonds join-
ing two skewed vertical columns are not allowed. The bond
distributions cannot have an isolated nonbonded node at
the top of the first skewed column. Such isolated nodes are,
however, allowed for other positions in this column since
they can be matched with connectivity states containing ex-
cluded nodes. Additionally the first skewed vertical column
should have at least two nodes linkable from the left and
closed loops formed by bonds in the two-column cross sec-
tion are forbidden. Finally, bond distributions forming iso-
lated excluded nodes in the second skewed column are not
allowed. Figure 9a shows all possible bond distributions
defined on a cross section of length 2 that satisfy these con-
ditions. The bond distributions in Fig. 9a are grouped ac-
cording to connectivity states indicated by Nos. 1–5 and
defined in Fig. 8 obtained by superposition of a given bond
FIG. 7. The extension of the transfer matrix method to the triangular lattice
must take into account nodes such as the central one in the figure that are
already occupied during the process of piecewise building of the chain. The
consideration of such nodes on the triangular lattice leads to an extension of
the definition of connectivity states compared to the square lattice.
FIG. 8. All possible connectivity states for Hamiltonian circuits on 3n
parallelograms on the triangular lattice. The cross symbol denotes connec-
tivity states containing excluded nodes, such as the central node in Fig. 7.
FIG. 9. Bond distributions a for each of the five connectivity states. All
other distributions will not lead to valid conformations. b shows an ex-
ample of a valid transfer from one state to another while c shows an
invalid transfer from state 5 to state 4 because of a triple-bonded node.
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distribution with a preceding connectivity state. Figures 9b
and 9c show examples of valid and invalid transfers be-
tween two states, respectively.
Figure 10 illustrates all possible transitions between con-
nectivity states for the Hamiltonian circuits on 3n paral-
lelograms on the triangular lattice.
Because of this the transfer matrix has the following
form:
T = 
1 0 1 2 1
1 0 0 1 0
1 0 0 1 0
1 1 0 1 0
1 0 1 1 0
 .
The element T14 of the matrix has the value 2 because there
are two different ways to transfer from the connectivity state
1 to the connectivity state 4 in the next cross section by using
two completely different bond distributions, as shown in Fig.
9.
The vector of starting states is obtained by considering
all possible distributions of bonds in the first skewed column
on the left and horizontal bonds joining the first column with
the second one that leaves no voids in the first column and
figuring out the resulting connectivity state in the second
column. Figure 11a illustrates all these possibilities for
Hamiltonian circuits on 3n parallelograms on the triangu-
lar lattice.
The vector u of the starting states is therefore
u = 
1
1
0
1
0
 .
The ending connectivity states are those that lead to the
closing of the circuit. Figure 11b illustrates all these ending
connectivity states for 3n parallelograms.
The vector v of ending states that follows from Fig.
11b is
v = 
1
0
0
0
1
 .
The number of Hamiltonian circuits for the parallelogram of
length n is then obtained from the equation Nc=uTTn−2v.
Table II shows the computed numbers of Hamiltonian cir-
cuits Nn within parallelograms of size 3n on the triangu-
lar lattice.
The last column in Table II shows the ratio of the num-
ber of Hamiltonian circuits Nn /Nn−1 for parallelograms dif-
fering in size by one column. Table II shows that this ratio
converges rapidly with increasing size of the system.
FIG. 10. All possible transitions between various connectivity states for
Hamiltonian circuits on 3n parallelograms on the triangular lattice. The
notation 1→3 means the transition from connectivity state 1 in Fig. 8 to
connectivity state 3.
FIG. 11. Connectivity states that are the starting states a or the ending
states b for Hamiltonian circuits on the 3n parallelograms on the trian-
gular lattice.
TABLE II. Numbers of Hamiltonian circuits Nn within parallelograms of
size 3n on the triangular lattice and the ratio Nn /Nn−1.
n Nn Nn /Nn−1
1 1 1.000 000
2 4 4.000 000
3 13 3.250 000
4 44 3.384 615
5 148 3.363 636
6 498 3.364 865
7 1 676 3.365 462
8 5 640 3.365 155
9 18 980 3.365 248
10 63 872 3.365 227
11 214 944 3.365 231
12 723 336 3.365 230
13 2 434 192 3.365 230
14 8 191 616 3.365 230
15 27 566 672 3.365 230
16 92 768 192 3.365 230
17 312 186 304 3.365 230
18 1 050 578 720 3.365 230
19 3 535 439 040 3.365 230
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The number of possible connectivity states for the trian-
gular lattice grows much faster with the width of the paral-
lelogram than for the square lattice. For example, for Hamil-
tonian circuits on 4n parallelograms there are 20 possible
connectivity states shown in Fig. 12, while for the square
lattice of the same cross-section size there are only 6 states.
The starting states for this case are shown in Fig. 13.
Figure 14 shows all ending states.
We are in the process of writing the computer code that
will automatically generate transfer matrices and starting and
ending vectors of states for varying sizes of parallelograms
for both Hamiltonian circuits and Hamiltonian paths on the
triangular lattice. In the future we will generalize this method
to skewed parallelepipeds on the fcc lattice.
RESULTS
We enumerated the total number of conformations for
numerous geometries such as parallelograms, regular equi-
lateral triangles, and regular and semiregular rhomblike
hexagons on the 2D triangular lattice and for several classes
of parallelepipeds of the 3D fcc lattice. The total numbers of
possible conformations for the various geometries in 2D and
3D are shown in Table III. Note that the computed numbers
of Hamiltonian circuits in the case of 3n parallelograms
match exactly with our results obtained with the transfer ma-
trix method.
The first column in each table, n, corresponds to the
length of the lattice shape. In the case of the regular triangle
FIG. 12. All possible connectivity states for Hamiltonian circuits on 4n parallelograms on the triangular lattice.
FIG. 13. Connectivity states that are starting states for Hamiltonian circuits
on the 4n parallelograms on the triangular lattice.
FIG. 14. Connectivity states that are ending states for Hamiltonian circuits
on the 4n parallelograms on the triangular lattice.
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n indicates the length in lattice units of the sides of the
equilateral triangle. For regular and semiregular rhomblike
hexagons the set of six numbers l ,n ,m , l ,n ,m provides
lengths in lattice units of all consecutive sides of the hexa-
gon. The second column gives the total number of directed
Hamiltonian paths unrelated by symmetry. The third column
gives the corresponding number of Hamiltonian circuits. Fig-
ure 15 shows the relationship between the number of confor-
mations and the width m of the cross section for various
lengths n of the parallelogram.
TABLE III. Enumerations of all paths and circuits for various geometries
for the 2D triangular lattice and the 3D fcc lattice.
a 2n parallelograms
n N Cn
2 3 1
3 17 1
4 44 1
5 104 1
6 235 1
7 519 1
8 1131 1
9 2448 1
10 5279 1
b 3n parallelograms
n N Cn
2 17 1
3 46 4
4 509 13
5 2 525 44
6 11 731 148
7 52 282 498
8 225 105 1 676
9 943 773 5 640
10 3 873 553 18 980
c 4n parallelograms
n N Cn
2 44 1
3 509 13
4 2 984 80
5 63 486 549
6 632 663 3 851
7 6 012 755 26 499
8 55 267 216 183 521
9 494 183 548 2 539 368
d 5n parallelograms
n N Cn
2 104 1
3 2 525 44
4 63 486 549
5 704 218 7 104
6 29 534 833 208 200
7 588 668 783 2 950 572
e Regular triangle,
n ,n ,n
n N Cn
2 1 1
3 4 1
4 38 3
5 656 26
6 22 104 474
f Hexagons
n ,n ,m ,n ,n ,m
n ,n ,m ,n ,n ,m N Cn
2, 2, 2, 2, 2, 2 10 6
3, 3, 3, 3, 3, 3 20 843 1 284
2, 2, 3, 2, 2, 3 40 40
2, 2, 4, 2, 2, 4 1 090 132
TABLE III. Continued.
g Skewed parallelepipeds
fcc 22n
n N Cn
2 203 30
3 8 084 514
4 296 616 10 136
5
h Skewed parallelepipeds
23n
n N Cn
2 11 628 381
3 4 301 512 64 758
4 1 617 258 514 14 000 959
i Skewed parallelepipeds
1 trin
n N Cn
2 62 7
3 618 28
4 5 348 114
5 41 836 468
6 307 764 1 916
7 2 177 928 7 848
8 15 020 794 32 144
9 101 822 828 131 656
j Skewed parallelepipeds
2 trin
n N Cn
2 105 42
3 12 352 726
4 449 942 14 282
5 14 652 475 277 002
6 448 917 888 5 380 484
k Skewed parallelepipeds
3 trin
n N Cn
2 2 188 103
3 173 740 3 722
4 12 656 898 152 922
5 818 944 912 6 188 332
l Skewed parallelepipeds
1 hexn
n N Cn
2 137 971 7 588
3 183 278 209 4 542 244
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We also analyzed the relationship between the volume to
area ratio and the total number of lattice sites same as pro-
tein length for a given lattice shape. We used the data
fromthe earlier studies on the 3D cubic lattice as a prelimi-
nary step. We compared this with data for real protein se-
quences obtained from the protein data bank PDB.
We used PISCES Ref. 19 to cull a data set of protein
sequences with the following properties: the maximum per-
centage identity is less than 25%, the maximum resolution is
below 2.0 Å, the maximum R value is below 0.3, the mini-
mum chain length is 40, and the maximum chain length is
60. We used the whole PDB Ref. 20 entry instead of sepa-
rate single chains to obtain a nonredundant data set of 26
high-resolution proteins. The minimum chain length is auto-
matically constrained to 40 by PISCES. We limited the maxi-
mum sequence length to 60, as our aim here is to analyze
how the real proteins compare with a 3D square lattice, in-
stead of observing how volume/area ratio changes with pro-
tein length. The molecular surface area and volume calcula-
tions were performed with DEEPVIEW.21
In the 3D square lattice representation of proteins, an
increase in protein length leads to a larger number of occu-
pied lattice nodes and therefore a larger lattice volume. Due
to geometrical constraints, with increasing protein length the
volume increases at a faster rate than the area, leading to an
upward slope of the volume/area ratio. This ratio can there-
fore be useful for assessing the reliability of any lattice
model to represent protein structures. Though other descrip-
tors, such as folding rates and secondary structure formation,
can also be used, a simple comparison of the volume/area
ratio from simulations and experiments can provide a way of
testing the model performance. Figure 16 shows such a com-
parison to validate the performance of 3D square lattice
models for representing real proteins. Here, experimental and
simulation data are provided for dissimilar protein lengths.
Although computational power limits the availability of re-
sults for simulated sequences to a length of 48, the experi-
mental data nicely integrate with the simulation data for pro-
teins up to the length of 60 residues. The presence of noise in
the experimental volume/area ratios creates a scattered plot,
yet the experimental data are strongly compatible with those
obtained in the simulations.
The complementarity between experimental and simula-
tion results in Fig. 16 emphasizes the usefulness of lattices in
analyzing conformational properties of proteins constrained
by geometrical requirements.
DISCUSSION
The fact that we can enumerate compact lattice confor-
mations and extend the transfer matrix method to the 2D
triangular lattice lends support to the idea that this method-
ology, developed originally in the past for the square and
cubic lattices, can be applicable for to other lattices. Since
the transfer matrix method reduces highly complicated geo-
metrical packing problem to much simpler algebraic problem
the possibility of the reduction of the complexity of the pro-
tein folding problem through the transfer matrix approach is
extremely appealing. Our approach is especially applicable
to a hierarchical method of protein structure prediction
which starts with complete enumeration of compact confor-
mations on a lattice. Such approach, originally proposed by
Levitt and co-workers,22,23 is now becoming very popular
because of its efficiency.
One specific application for which the transfer matrix
method can be applied involves calculation of the average
energy of an ensemble of compact lattice conformations for
the hydrophobic-polar model.24 We intend to study this prob-
lem in detail for the triangular and fcc lattices in the future.
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