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Abstract
Wavelet coefficients of a process have arguments shift and scale. It can thus be
viewed as a time series along shift for each scale. We have considered in the previ-
ous study general wavelet coefficient domain estimators and revealed a localization
property with respect to shift.
In this paper, we formulate the localization property with respect to scale, which
is more difficult than that of shift. Two factors that govern the decay rate of cross-
scale covariance are indicated. The factors are both functions of vanishing moments
and scale-lags. The localization property is then successfully applied to formulate
limiting variance in the central limit theorem associated with Hurst index estima-
tion problem of fractional Brownian motion. Especially, we can find the optimal
upper bound J of scales 1, : : : , J used in the estimation to be J D 5 by an evalu-
ation of the diagonal component of the limiting variance, in virtue of the scale
localization property.
1. Introduction
Let Z n D {Z1, Z2, : : : , Zn} be a general real-valued stationary ergodic sequence
with covariance rk D Cov[ZkC1, Z1], k 2 N0 and finite variance  2 D r0. Suppose that
Z n is short-range dependent (SRD), i.e. Pk2N jrk j <1. Then Z n D (1=n)
Pn
kD1 Zk is
a consistent estimator of E[Z1] and the limiting variance associated with the central
limit theorem (CLT) is given by
(1) lim
n!1
Var[pn Z n] D  2 C 2
X
k2N
rk D 
2[1C 2Æ()],
where Æ() D Pk2N k and  D {k I k 2 N}, k D rk= 2, is the auto-correlation co-
efficient of Z n . Since Æ()  0 if Z n is an independent sequence, it turns out that
Æ() represents the adjustment term in order to evaluate Var[pn Z n] correctly when Z n
is not an independent sequence (see Beran (1994), Section 1.1 and Lehmann (1999),
Section 2.8).
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Since
p
1C 2Æ() is the ratio of the confidence interval in estimating E[Z1] with
respect to that of the case where the sequence Z n is independent, the confidence in-
terval becomes larger if Æ() is. This leads to a larger error in hypothesis testing.
The evaluation of Æ() is thus important in general as a measure of the correctness
of estimation.
On the other hand, a wavelet-based estimation of parameters associated with
stationary-increment processes is formulated in Abry et al. [1]. It is suggested in
Tewfik et al. [19] that even though the original process is long-range dependent (LRD),
the wavelet coefficient can be made SRD; one can thus always enjoy CLT in wavelet
coefficient domain (WCD) estimates, while process domain estimates sometimes result
in noncentral limit theorems due to the LRD.
In this paper, we evaluate the limiting variance for CLT in WCD estimates of a par-
ameter, from the point of view of scale localization: A WCD counterpart of (1) is for-
mulated and a localization property—the component corresponding to Æ() is small—is
revealed; The scale localization property is then successfully applied to find the optimal
upperbound J of the scales j D 1, : : : , J used in the Hurst index estimates in WCD.
This optimization is possible due to the fact that the contribution to the limiting variance
in the CLT is almost entirely coming from its diagonal component, so that considering
just the diagonal component suffices for the optimization.
So far the localization property of the wavelet coefficient has been considered only
for the shift k, essentially (see e.g. Tewfik et al. [19]). Let us call it k-localization.
The k-localization is obtained easily by the vanishing moment property of wavelet, as
far as the asymptotic evaluation is concerned. It turns out, however, that a “pointwise”
evaluation as given in Albeverio et al. [2] gives rise to a true power of WCD estimates.
In fact, the pointwise evaluation is applied to show that the simple WCD estimator
by the moment method has a variance which is nearly as small as for the maximum
likelihood estimator.
In this paper, we evaluate the j-localization and do it “pointwise”. The j-localization
is not straightforward like k-localization and is rather difficult. However, by this “point-
wise” evaluation, we obtain that the optimal J is 5, which is enabled by the true power
of WCD estimate due to the j-localization.
The organization of the paper is as follows. Section 2 is the preliminary, in which we
give concepts related to WC, its covariance, parameter estimates in WCD and reformula-
tion of the CLT associated with the estimates. Section 3 presents one of the main results
that states the basic j-localization theorem for the covariance itself, evaluating its decay
as a function of scale-lags, shift-lags and vanishing moments. Section 4 explains what
is to be proved essentially and what the difficulty is beyond the k-localization. Section 5
gives evaluations of two key elements appearing in the basic j-localization. In Section 6,
as an application of the basic j-localization theorem in Section 3, we evaluate the limit-
ing variance in the CLT of the Hurst index estimation for FBM. This evaluation may be
considered as a functional form of the j-localization. Section 7 is devoted to the proof of
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the basic j-localization theorem, Theorem 2. Section 8 presents the proofs of Theorem 3
which is the fundamental idea of the j-localization, and of Theorem 7 which determines
the optimal scale upper bound in the Hurst index estimation stated above. Sections 9
and 10 are the proofs of propositions and lemmas, respectively. The last Section 11 is
the concluding remarks.
2. Preliminaries
We present some basics of the paper in the following subsections.
We have considered WCD estimates of parameters of stationary-increment pro-
cess in [2]. In this subsequent study we assume that X D {X t j t  0} is a process
with H -self similarity (H-ss) and Gaussianity as well as with stationary-increments
(si), i.e. X is a fractional Brownian motion (FBM) with Hurst index 0 < H < 1. We
will mention a reason of this restriction on the process later. Also, let X T D {X t j 0 
t  T } be an observed sample path of X . Thus we consider the wavelet coefficients
of this X or X T .
2.1. Wavelet coefficients and assumptions on wavelet. Let  be a real-valued
wavelet on R
C
satisfying the assumption that it has
( 1) compact support on W D [0, w] for some real w  1, and is bounded;
( 2) 0-th order vanishing moment for some 0 2 N:
R
R
C
tr (t) dt D 0, r D 0, 1, : : : ,
0   1.
Let  j,k(t) D 2  j=2 (2  j t k). The variables j and k are integers and called scale
and shift, respectively. The support of  j,k(t) is supp( j,k) D [2 j k,2 j (kCw)]. Let J D
{J0C1,:::, J }, J0 < J denote the range of those j that are used in the estimator. In fact
we consider those WCD estimators that are of the form given by (9) below. Although
examples of estimators with jJ j D 1 are given in Albeverio et al. [2] as well, we
consider only the case of finite J in this paper. This is due to the jJ j-dimensional
CLT for WCD estimators discussed below. Nevertheless, the study of the case of finite
J is useful. This is because, in case of infinite J , it may often be truncated to finite
range with certain prescribed error, at least practically. On the other hand, the range
of k is restricted by the assumption ( 1) on the initial k. We will mention this later.
General theories of wavelet analysis of stochastic processes can be found in Tanaka
[17] [18], Chiann [7], Xie et al. [20] for example.
In applications, the way of notation of vanishing moment as in ( 2) (r ranging up
to 0 1, not 0) is often used so far. This is because, with this notation, the covariance
decay of the wavelet coefficients of processes with H -ss is given as O(k2H 20 ) as k !
1 (k: lag of shifts), in which an argument that the terms ((s  t)=k)r , r D 0, : : : , 0 1
vanish, is involved. However, since several essential quantities in this paper are written
not in terms of 0 but 0   1, we will use the notation  , 0   1 as well.
For each T > 0, let N j,T 2 N be the number of wavelet coefficients that are avail-
able up to t D T > 0, for each j : N j,T D max{k j 2 j (wC k)  T } D b2  j T  w. We
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denote by ST D {sTj j j 2 J } the random vectors of wavelet coefficients sTj D {s j (k) j
k D 1, : : : , N j,T }, defined by
s j (k) D
Z 2 j (kCw)
2 j k
 j,k(t)X (t) dt .
Although a process may be observed in discrete time by engineering sensor systems
from realistic point of view, we consider here, as a first foundation of the relevant theory,
in continuous time setting and thus the wavelet coefficient as above. Wavelet coefficient
of this form is considered by many authors (see, e.g. [1] [15] [19] [20]). This is because
we can use analytical methods like Fourier transform techniques and differentiation and
integration to avoid nonessential difficulties in calculation itself. Rather, it may be im-
portant to establish the scenario of localization with respect to scale in the first stage.
Such scope of this paper indeed reveals what happens in the scenario, thus providing a
significant value to the localization theorem, beyond the assumption of observation being
either discrete or continuous time. Also, it is often the case that a statistical analysis of
stochastic processes is first developed either in discrete or continuous time and then a
similar structure is found in the other.
Now, let us recall the correspondence of wavelet parameters and process properties
(see e.g. Flandrin [10]). For shift k and si, we have that the time series sTj is, for each
j stationary: For  2 N, n 2 N and {k1, : : : , kn}  N0,
(s0(k1 C ), : : : , s0(kn C )) (d)D (s0(k1), : : : , s0(kn)),
where (d)D stands for equality in distribution. The stationarity of sTj is used in the CLT
for WCD estimates. So the assumption of X having si is essential.
On the other hand, we have used the assumption of H -ss and Gaussianity of X
just for the sake of simplicity of formulation. In fact, as for scale j and H -ss, we
have, for j 2 Z, n 2 N and {k1, : : : , kn}  N0,
(s j (k1), : : : , s j (kn)) (d)D 2(HC1=2) j (s0(k1), : : : , s0(kn)).
By this, it turns out that one can consider only sT0 whenever a single j is concerned.
As for Gaussianity, it is used just for an explicit evaluation of the covariance,
Cov[Hl(X ), Hl (Y )] D (Cov[X, Y ])l , l 2 N, for a 2-dimensional Gaussian r.v. (X, Y ) and
an l-th order Hermite polynomial Hl(x). Similar arguments without the two assump-
tions might be possible, but even though we indeed put the assumptions, the theoretical
development here is not easy, and is even more complicated if we do not make these
assumptions. Therefore, in this paper we describe our results not in the most general
but in a simple way, with the additional two assumptions, in order to make the essence
of our argument clear. Finally, we remark that if X has mean 0, then so is S.
SCALE LOCALIZATION OF WAVELET COEFFICIENTS 5
2.2. Covariance of wavelet coefficients. Let j, j 0 2 J and let us write j 0 D
j Cm, m D 0, 1, : : : , J   j . This m corresponds to the lag of scales. By the H -ss of
X , we have
(s j (k1), s j 0(k2))
D

2 j=2
Z
W
 (s) BH (2 j (s C k1)) ds, 2 j 0=2
Z
W
 (t) BH (2 j 0(t C k2)) dt

(d)
D

2(HC1=2) j
Z
W
 (s) BH (s C k1) ds, 2(HC1=2) jCm=2
Z
W
 (t) BH (2m(t C k2)) dt

.
We recall that the covariance of the wavelet coefficients of X can then be written as
(see, e.g. Flandrin [10])
Cov[s j (k1), s j 0(k2)]
D 2(2HC1) jC(m=2)

 
1
2

Z Z
W 2
 (s) (t)js   2m t C k1   2mk2j2H ds dt
D 2(2HC1) j  Cov[s0(k1), sm(k2)]
, 2(2HC1) jr (m, n),
for n D k1   2mk2 2 Z. Especially, if j D j 0, then
Cov[s j (k1), s j (k2)] D 2(2HC1) j  Cov[s0(k1), s0(k2)]I
further, if k1 D k2, then  2j , Var[s j (1)] D 2(2HC1) j Var[s0(1)] D 2(2HC1) j 20 . We write
r (0, n) D r (n).
Let s j (k) be the normalized wavelet coefficient: s j (k) D s j (k)= j . Then, we have
(2)
Cov[s j (k1), s j 0(k2)]k1 2m k2Dn D Cov[s0(k1), sm(k2)]
, (m, n)
D
2 Hm

2
0

 
1
2

Z Z
W 2
 (s) (t)js   2m t C nj2H ds dt
D 2 (HC1=2)m
r (m, n)

2
0
.
This (m, n) is the correlation coefficient of s j (k1) and s j 0(k2), with indices m and n
corresponding to lags of scales and shifts, respectively. We set (n), (0, n) especially.
Here we remark that there is a restriction on the shift index k, according to the as-
sumption ( 1). We recall that a mother wavelet function  associated with a
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multi-resolution analysis (MRA) is generated by a filter
(3) m0() D
N2
X
kDN1
hke ik,  2 R
for some N1, N2 2 Z and {hk}  R, and has its support on [(N1   N2 C 1)=2, (N2  
N1 C 1)=2] (Härdle et al. [12]). In order to take the wavelet coefficients s j (k) of X T ,
we consider only those k D k0,k0C1, : : : that satisfy supp( j,k0 )  [0, T ]. Here we have
(4) supp( j,k0 ) D

2 j

N1   N2 C 1
2
C k0

, 2 j

N2   N1 C 1
2
C k0

.
Thus the initial shift k0 must be
(5) k0 D

N2   N1   1
2

,
where dxe is the least integer larger than or equal to x 2 R. Especially, in the case of a
Daubechies wavelet, we have N2  N1 D 2   1 (Härdle et al. [12]) so that k0 D    1.
For such k0, we take the shift k D k0, k0 C 1, : : : . We will see later that this restriction
on k0 is essential in the j-localization theorem.
2.3. WCD estimates and CLT associated with it. The general WCD estimator
we consider in this paper is as follows (Albeverio et al. [2]). Suppose that we want
to estimate a parameter  2 R associated with X , which can be written in the form
 D f () for a given f W RJ 7! R, with  D ( j ) j2J 2 RJ . Here  j , j 2 J are assumed
to be a functional expectation of the wavelet coefficient at scale j ,  j D E[g(s j (1))] for
some gW R 7! R with Hermite expansion g(x) DPlp cl Hl(x) in L2(R, e x
2
=2dx=
p
2 )
for some Hermite rank p  1.
As an estimator OT D ( O j,T ) j2J 2 RJ of  , we especially take the one defined by
(6) O j,T D 1NJ,T
NJ,T
X
nD1
Y j (n), Y j (n) D 1d j
d j
X
kD1
g(s j (d j n C k)),
where d j D 2J  j . Since sTj is stationary and ergodic, so is Y(n) D (Y j (n)) j2J , and
hence OT is a consistent and unbiased estimator of  : OT !  a.s. as T ! 1 and
E[ OT ] D  . Then we assume that  is estimated consistently by OT D f ( OT ):
(7) f ( OT ) ! f () a.s. as T !1.
Thus the WCD estimator OT we consider here is of the form f ({g(sTj )}) D f Æg(sT ).
Examples of WCD estimators of this form are given in Albeverio et al. [2].
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As a consistent estimator OT , several authors have considered the one of the form{
N 1j,T
PN j,T
kD1 g(s j (k))
}
j2J so far (see e.g. [1]). An inconvenience of this estimator is
that (s j (k)) j2J , k D 1, 2, : : : is not a stationary vector with respect to k. The reason
why we take the estimator of the renormalized form as in (6) is so as to make Y(n) a
stationary vector.
The CLT for WCD estimates was first considered in case of Hurst index estima-
tion by Bardet et al. [3] and then in a general case by Albeverio et al. [2]. To study
the localization property through WCD counterpart of (1), we begin our argument here
by reformulating the limiting variance in the CLT associated with (7). This makes it
apparent that the elements of the limiting covariance matrix  do not depend on j but
only on the scale-lags m.
In Albeverio et al. [2, Theorem 3], essentially a CLT of the following form for the
renormalized sequence Y j (n) is considered: If (0   H )p > 1, then
p
NJ,T [ OT   ] ) N (0, ), as T !1,(8)
with OT D ( O j,T ) j2J and O j,T D N 1J,T
PNJ,T
nD1 Y j (n). Here 0  2 is sufficient for (0  
H )p > 1, for all 0 < H < 1 and p  1. For example, (0, p) D (1, 1) cannot be a
sufficient condition.
We set O 0T D (2  j=2 O j,T ) j2J and  0 D (2  j=2 j ) j2J instead of OT and  . As the
assumption on the class of functions f W RJ 7! R, we especially consider those of the
linear form
(9) f () D
X
j2J
a j' j ( j ), {a j }  R, ' j W R 7! R,
in this paper. All the examples of WCD estimators in Albeverio et al. [2] satisfy this
assumption. For this form of the estimator, we can see how the effect of l-th Hermite
polynomials is involved in the quantities considered in this paper, through the following
argument. Let P'j (x) D d' j (x)=dx . We can write
f ( OT )   f () D
X
j2J
a j
' j ( O j,T )   ' j ( j )
O
 j,T    j
 ( O j,T    j ) '
X
j2J
a j [ j P'j ( j )] 
O
 j,T    j
 j
,
when T is large (where ' stands for equality modulo o(T )). Here, if  j are moments
of even order,  j D E[s2j (1)] for some  2 N, we can write
O
 j,T    j
 j
D
1
N j,T
N j,T
X
kD1
X
l2N
cl Hl (s j (k))
for some {cl} in general. For the sake of simplicity, let us consider g(x) D Hl (x) for a
fixed positive integer l. The case of general g(x) can be treated by summation of such
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terms with respect to l. By this we can avoid nonessential complexities. Because of
this, we sometimes suppress the subscript l from the relevant symbols appearing below.
Now we state the general CLT of WCD estimates, which is a reformulation of the
one given in Albeverio et al. [2].
Proposition 1 (Reformulation from [2]). Let g(x) D Hl (x) for a fixed l. If (0  
H )p > 1, then the jJ j-dimensional CLT
(10)
p
T [ O 0T    0] ) N (0, )
and the one-dimensional CLT
(11)
p
T [ f ( O 0T )   f ( 0)] ) N (0, v2H,J )
hold respectively. The limiting covariance matrix  D ( j, j 0) and the limiting variance
v
2
H,J are given by
 j, jCm D 2 m=2RH (m) with RH (m) D l (m, 0)C 2
X
k2N

l(m, k)
for m D 0, 1, : : : and
(12) v2H,J D JRH C 2
jJ j 1
X
mD1
J (m)RH (m)
with
(13) J (m) ,
J m
X
jDJ0C1
2 j a j a jCm[ j P'j ( j )][ jCm P'j ( jCm)],
respectively. Here we have set J , J (0)D
P
j2J 2 j a2j [ j P'j ( j )]2 and RH , RH (0)D
1C 2
P
k2N 
l (k), respectively.
We remark that since N j,T ' 2  j T and NJ,T d j ' N j,T for large T , we have
O

0
j,T D
2  j=2
NJ,T
NJ,T
X
nD1
2
4
1
d j
d j
X
kD1
g(s j (d j n C k))
3
5
'
2  j=2
N j,T
N j,T
X
kD1
g(s j (k)) , Oj,T
or, more precisely, Pr
 {

O

0
j,T   O

j,T


> "
}
! 0 as T !1. The convergence in probabil-
ity in turn implies Pr({jt x  O 0T   t x  OT j> 0})! 0 as T !1, for all t xD (x J0C1, ::: ,x J ) 2
R
J
. Hence we can modify (10) further as
p
T [ OT    0] ) N (0, )
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by the Cramer–Wald device in Billingsley [5] and [6, Theorem 3.1]. Also,
p
T [ OT   0]
has asymptotically the same distribution as
(14) {pN j,T

O


j,T    j
}
j2J D
8
<
:
1
p
N j,T
N j,T
X
kD1
[g(s j (k))    j ]
9
=
;
j2J
.
While O j,T has the merit of a theoretical formulation in the sense that Y(n) is a sta-
tionary vector, Oj,T may be more convenient for practical calculations.
In (12), we have
(15) v2H,J D JRH [1C 2Æ (R)] , CH,J JRH ,
where
Æ

(R) D
jJ j 1
X
mD1
J (m)
J

RH (m)
RH
D
jJ j 1
X
mD1
2 (HC
1
2 )ml

J (m)
J

NRH (m)
NRH
,
with NRH (m) , r l (m, 0)C 2
P
k2N r
l(m, n) and NRH D NRH (0). We will show below that
this Æ

(R) is indeed small, which is part of the j -localization theorem.
The relation (15) may be considered to be a WCD counterpart of (1). To be more
precise, let Pf D ( P'J0C1, : : : , P'J ) and  be a jJ j  jJ j-matrix,
(16)  D diag()  RH if j D j 0I D 0 otherwise.
Then if Æ

(R) is indeed small, we may have
(17) C H,J t Pf Pf  v2H,J D t Pf Pf  C H,J t Pf Pf
for some 0 < C H,J < 1 < C H,J with inf C H,J D CH,J . This is the expression of
j-localization in the case of limiting variance of CLT in the WCD estimate. We remark
that t Pf Pf D RHk Pfk2 D JRH . When the cross-scale correlation sums RH (m), m D
1, 2, : : : are small, v2H,J is almost the same as the auto-scale correlation sum JRH .
We are especially interested in cases in which the bounds are sufficiently tight with
C H,J and C H,J close to 1. In such cases, the covariance matrix  is “close” to the
diagonal matrix , i.e. the entries O j,T of OT are “close” to be independent.
If the k-localization is desired as well as j-localization, which may be considered a
time-frequency simultaneous localization, one may proceed further on the j-localization
expression (17). In (16), RH  limT!1 Var
p
N j,T Oj,T

D limT!1 t uN j,T N j,T uN j,T ,
where uN D (1=
p
N , : : : , 1=
p
N ) (N terms) and
 N D ((Cov[s0(k1), s0(k2)])l )1k1,k2N  ((Cov[s0(jk1   k2j C 1), s0(1)])l )1k1,k2N .
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This  N j,T satisfy the k-localization, as shown in [2], so that cH IN   N j,T  cH IN
for the N  N identity matrix IN (The identity matrix stems from 1 in the definition
of RH ). Thus (17) can further be written as
(18) C1H,J J  v2H,J  C2H,J J ,
where C1H,J D cH C H,J and C2H,J D cH C H,J , respectively. Since J represents the
variance of least square estimates in WCD, (18) is a reasonable one. Therefore, after
obtaining the k- or j-localization bounds, J should be evaluated sufficiently precisely.
It is important to note that the term 2Æ

(R) in (15) is small is by far a stronger as-
sertion than the known asymptotic decay of the single covariance term (see e.g. Tewfik
et al. [19])
2 m=2r (m, n) D O(n 2(0 H )), as n D j2mk1   k2j ! 1.
In the application in Section 6 below, which indeed need that Æ

(R) is small, the asymp-
totic decay does not work. Thus by localization, we mean that the summation defining
Æ

(R), which is over non-diagonal cross-scale covariance components, is small, not just
that the asymptotic decay of the covariance is fast. Although we will prove only the
upper bound of (17), the result will turn out to be enough for the scope here. We will
write CH,J for C H,J hereafter and show that Æ (R) is small so that CH,J is close to 1.
The ratio NRH (m)= NRH is common to all processes with H -ss and si, whereas
J (m)=J depends on each estimation problem. In the present case, the estimation
problem is a linear least-square regression. We will consider the evaluation of the two
ratios NRH (m)= NRH and J (m)=J in the rest of the paper, to give the evaluation of
v
2
H,J through the “diagonal” component JRH . We may consider it as a functional
form of j-localization. We first establish, in the next theorem, its basic form for cor-
relation coefficients itself.
3. Main result (1)—localization of wavelet coefficient with respect to the
scale j
We recall that a wavelet  that is generated by the two-scale relation in MRA is
given by (Daubechies [8])
(19) O () D e i=2m0


2
C 

O



2

,
where m0 is given by (3) and O() D
Q
1
jD1 m0(2  j) in L2(R).
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Theorem 2. Let  be associated with an MRA. For 0 < H < 1, m D 1, 2 and
 2 N, we have
(20) 2 m=2 r (m, n)

2
0
 9
 , H (m)K (m, n), n 2 N0,
where K

(m, n) and 9
 , H are given as follows:
(i) For m D 1,
(21) K 2

(1, n) ,
X
k2N
{1C (n C 2mk)2} 2





mD1
,
while
9
 , H (1) , A (1)C 22H

5
(1C 2 )2


B

(1)
where A

(m)jmD1 and B (m)jmD1 are such that
A2

(1) D 1

Z
( ,2]




O
 (2)
O
 ()




2
d and B2

(1) D 1

Z
(0,]




O
 ()
O
 (2)




2
d,
respectively.
(ii) For m D 2,
(22) K 2

(2, n) ,
X
k12N
X
k22N
{1C (n C 2m(k1 C k2))2} 2





mD2
,
while
9
 , H (2) , 1p32(2  1)

42H

17
1C (6 C1)2
(2 1)=2
 B

(1) B

(2, 1)
C22H

17
1C (2 C3)2
(2 1)=2
 A

(1) B

(2, 2)C A

(1)A

(2)

,
where B

(m, )jmD2,  D 1, 2 and A (2) are such that
[B

(2, )]2 , 1
=2
Z
(( 1)=2,=2]




O
 ()
O
 (2)




2
d,  D 1, 2,
[A

(2)]2 , 1
=2
Z
( ,3=2]




O
 (2)
O
 ()




2
d.
The factors 9
 , H (m) and K (m, n) that determine the decay rate of the covariance
r (m, n) with respect to scale m, shift n and the vanishing moment  , are related to
MRA wavelet functions and stationarity of increments of X T , respectively.
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The factor 9
 , H consists of several terms. For m D 1, the second term has an
“overhead” 22H , but it is reduced by a “compensation” term {5=(1 C 2 )2} . This is
similar for m D 2 as well.
We consider (20) only for m D 1 and 2. This is because these values of m are suffi-
cient for the scope of the present paper, while the general formulation of the evaluation for
m  3 is not easy. For a fixed m  3, the evaluation may be possible but quite involved,
due to the fact that the functions  (2)= (),  (22)= (2), : : : ,  (2m)= (2m 1) or
 ()= (2),  (2)= (22), : : : ,  (2m 1)= (2m) shrink on the -axis towards  D 0
in different manners.
Let K

(m), m D 1, 2 be defined by K l

(m) , K l

(m, 0)C 2Pn2N K l (m, n).
Theorem 3. With the same setting as in Theorem 2, we have
RH (m)  1
C (1)

 [9
 , H (m)K (m)]l  RH ,
where C (1)

D (zl   1)=zl , with
zl D sup
(
z
X
k2N
[k]2l 
1
z2
)
.
4. Essence of the j-localization theorem
Before going into the detailed arguments for the j-localization theorem, we explain
the point of Theorem 2, in this subsection. This will help us understanding what the
new difficulty, beyond k-localization, is. Let  > H C 1 and let 

be the differential
operator with respect to . The main ingredient of the proof of the k-localization (in
its simplest form)
(23)
r (n) D CH
Z
(0,1)
einj O ()j2dH ()

CH
(1C n2)
Z
(0,1)
j
O
 ()j2 dH () D

2
0
(1C n2) ,
for some CH > 0 and dH () D  (1C2H ) d, is a positive-definiteness argument, such as
0  r (n) D CH(1C n2)
Z
(0,1)
ein

Z Z
W 2
 (s) (t)(I   2

) ei(s t) (1C2H ) ds dt

d
and
Z Z
W 2
 (s) (t)(I   2

) ei(s t) (1C2H ) ds dt  j O ()j2 (1C2H )
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(Albeverio et al. [2]). Here the positive-definite functions are (s, t) 7! ei(s t) and (s, t) 7!

2

[ei(s t) (1C2H )].
In the present case, in order to obtain the j-localization theorem, we will be re-
duced to evaluate
(24) 2 m=2r (m, n) D CH
Z
(0,1)
ein O () O (2m) dH ()
with respect to m 2 N0 and n 2 N0.
The difficulty in obtaining the desired evaluation is that the functions (s, t) 7!
ei(s 2
m t) and (s, t) 7! 2

[ei(s 2m t) (1C2H )] are no longer nonnegative definite. In add-
ition, we cannot take the absolute value inside the integral in (24): otherwise, the argu-
ment n on the right hand side disappears. Hence we cannot apply the same argument
as in Albeverio et al. [2], at least directly. How can we evaluate (24)?
As a solution to this evaluation, we appeal to an argument that depends rather on
a direct calculation in this paper. As a result, we indicate two factors K

(m, n) and
9
 , H (m), as in Theorem 2. Here K (m, n) is to be compared with the right hand side
of (23) and 9
 , H (m) is the factor that does not appear for the case of the k-localization
(m D j 0   j D 0) in (23).
5. Evaluations of K

(m) and 
 ,H(m)
In Subsections 5.1 and 5.2 below, we give evaluations of K

(m, n) and 9
 , H (m)
in Theorem 2 and K

(m) in Theorem 3, respectively.
5.1. Evaluation of K

(m, n) and K

(m). Let q D (2   1)l=2.
Proposition 4. Let  2 N and l  p.
(i) For m D 1,
(25) K 2

(1, n)  Nc
(K 1)

(n C 2){1C (n C 2)2}2 1 , n 2 N0
where Nc(K 1)

D 3=5 is sufficient. This leads to
(26) K(l)

(1)  c(K 1)


3
10
l=21
5
q
,
where c(K 1)

D 1C 10=(4q C l   2) is sufficient.
(ii) For m D 2,
K 2

(2, n)  Nc
(K 2)


{1C (n C 4)2}2 1 , n 2 N0,(27)
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Table 1. Bounds for K (2)

(m), m D 1, 2.
( , l) bounds for
K (2)

(1)
bounds for
K (2)

(2)
(1, 2) 1=5 1=30
(2, 1) 1=6 7=100
(1, 3) 1=20 3=200
(2, 2) 1=125 3 E 6
where Nc(K 2)

D 1=(32(2   1)) is sufficient. This leads to
(28) K(l)

(2)  c(K 2)


1
17
q
,
where c(K 2)

D 1C 17=(4q   2) is sufficient.
For several values of parameters, the right hand sides of (26) and (28) are bounded
numerically as in Table 1. Here l D 2 corresponds to the argument of the Hurst index
estimation in the next section.
5.2. Evaluation of 
 ,H(m). The second proposition is related to the evaluation
of 9
 , H .
Proposition 5. For  2 N
A2

(1)  1
6

1C 3

1
4


P


3
4

, A2

(1)I(29)
B2

(1)  1
6

1C 2

1
4


C 3

4
9

 P

(3=4)
P2

(1=4)

, B 2

(1),(30)
where P

(x) DP 1
D0
 
 1C


x for x 2 [0, 1].
For  D 1, the values of A2

(1) and B 2

(1) are A21(1) D 7=24; 0.2917 and B 21 (1) D
17=36; 0.4722, by P1(x)  1. These values of A21(1) and B 21 (1), not being sufficiently
small, may cause a bad j-localization. So we may calculate more precise values of
them directly as follows:
A21(1) D
1

Z

0
4 sin2

4
d D
16

Z
=4
0

1   cos 2
2
2
d D
3
2
 
4

; 0.2268,
B21 (1) D
4

Z
=2
0
d
(1C cos )2 D
1

Z 1
0
(1C y2) dy D 4
3
; 0.4244,
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Table 2. Bounds for 9
 , H (m), m D 1, 2.
 9
 , H (1) 9 , H (2)
H D 0.5 H D 1 H D 0.5 H D 1
1 0.7059 1.779 0.3535 0.9490
2 0.5350 0.5754 5.562 E 2 7.800 E 2
3 0.4683 0.4693 2.964 E 2 3.082 E 2
4 0.4494 0.4494 2.387 E 2 2.392 E 2
where we have used in B21 (1) a change of variable by tan(=2) D y, so that cos  D
(1   y2)=(1C y2) and d D [2=(1C y2)] dy.
As in this argument, obtaining sharper bounds of quantities in Theorems 2, 3 and
Proposition 4 must be carried out carefully. Otherwise, the bounds as in tables here
easily become so loose that the bounds are not useful. As in the proof below, we have
contrived many ideas for calculations of the bounds.
5.3. Plugging-in the evaluations. An asymptotic evaluation of r (m,n) is given as
(31) 2 m=2r (m, n) D O(n 2(0 H )), n D j2mk1   k2j,
as n !1, essentially (see e.g. [19]). The corresponding decay given by (20) is
(32) 2 m=2r (m, n)  c9
 , H (m) 
[(n C 2){1C (n C 2)2}2 1] 1, m D 1,
[1C (n C 4)2] (2 1), m D 2,
for n 2 N and c > 0. We remark that the inequality in (32) holds for all n 2 N.
Apparently our estimation (32) is not better than (31). This is due to the fact that
our estimation is based on the evaluation
(33) r (n)  
2
0
(1C n2)2 , for all n 2 N0,
obtained in Albeverio et al. [2], which itself implies r (n) D O(n 2 ), a little bit worse
asymptotically than (31). Here a trade-off is involved, however: (31) is precise but
just an asymptotic evaluation and (33) is slightly worse, but still a useful pointwise
evaluation.
The evaluation (32) of the cross-scale covariance r (m, n) here involves summa-
tion in (21) and (22) with respect to k 2 N, so the resulting evaluation (32) is a little
bit worse than (33) itself. However, as is shown in Albeverio et al. [2], the pointwise
evaluation (33) has a great usefulness in the evaluation of the k-localization. We use
the pointwise evaluation (32) for the cross-scale argument of j-localization as well, by
the same reason: not just r (m, n), but the evaluation such that the summation RH (m) D
r l (m, 0)C 2Pn2N r l (m, n) is sufficiently small, is necessary for our applications.
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Table 3. Bounds for RH (m)=RH , m D 1, 2.
 RH (1)=RH RH (2)=RH
H D 0.5 H D 1 H D 0.5 H D 1
1 2.527 E 1 3.145 E 1 1.826 E 2 3.289 E 2
2 9.304 E 4 5.379 E 4 4.157 E 7 2.012 E 7
3 2.108 E 5 1.058 E 5 2.924 E 10 7.904 E 11
4 6.653 E 7 3.327 E 7 5.612 E 13 1.409 E 13
5 2.284 E 8 1.142 E 8 1.356 E 15 3.391 E 16
Now we concatenate the above evaluations to obtain the estimate of RH (m)=RH D
[9
 , H (m)K (m)]l=C (1) . From Theorem 3, Propositions 4 and 5, we have
(34) RH (1)
RH
 C (R1)

9
 , H (1)

3
10

1
5
2 11=2l
with C (R1) D c(K 1)

=C (1)

and
(35) RH (2)
RH
 C (R2)

9
 , H (2)

1
17
(2 1)=2l
with C (R2) D c(K 2)

=C (1)

.
Numerical evaluations for the bound on the right hand sides of (34) and (35), for
 D 1 to 5 are given in Table 3. Here we have set l D 2, which is the case of Hurst
index estimation in the next section. The ratios RH (m)=RH become quite small for
  2, as can be seen.
6. Main result (2)—application of the j-localization to the Hurst index
estimation
In this section, we apply the j-localization property to the problem of the wavelet-
based Hurst index estimation for FBM. Especially, it turns out that the evaluation of
RH (m)=RH works effectively in determining the scale upper bound that achieves the
minimum variance of the estimator.
The wavelet-based method was proposed by Abry et al. [1]. The method is based
on the variance Var[s j (1)] D  2H, j D  j , j D 1, : : : , J of the wavelet coefficient of FBM
at scale j 2 J D {1, : : : , J }. We may write here J  J and v2H,J D v2H, J . Then  2H, j
is estimated consistently by O j,T with g(x) D x2 and the estimator, denoted by OHT , is
given by
OHJ,T D
J
X
jD1
a j
"
log2 O j,T  
1
J
J
X
jD1
log2 O j,T
#
 
1
2
D f ( OJ,T ),
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where {a j I j D 1, : : : , J } is the linear least square regression coefficient given by a j D
(x j   Nx J )=

2
PJ
jD1(x j   Nx J )2

with x j D j and Nx J D J 1
PJ
jD1 x j D (J C 1)=2. Here
' j (x) in (9) is log2 x . By an elementary calculation, a j D [6 j   3(J C 1))]=[(J  
1)J (J C 1)].
If 0  2 (actually if 0 > H C (1=2p) D H C (1=4)), then we can rewrite the
modified CLT in (10) and (11) as follows. Here, P'j ( j ) D 1= j D 1= 2H, j . Also,
O
 j,T    j D
 j
NJ,T
NJ,T
X
nD1
2
4
1
d j
d j
X
kD1
H2(s j (d j n C k))
3
5
and hence, in the present case, g(z j )  j D  2H, j H2(z j=H, j ) D  2H, j [(z j=H, j )2 1] and
l D pD 2. Moreover, we have ( O j,T   j )  P'j ( j ) D N 1J,T
PNJ,T
nD1
(1=d j )
Pd j
kD1 H2(s j (d j nC
k)). In this case, J (m) in (13) reduces just to J (m) D
PJ m
jD1 2 j a j a jCm .
The following Proposition gives the evaluation of the limiting variance v2H, J in
terms of diagonal component JR 2H in (15), for the case of the Hurst index estimation.
Proposition 6. Let  > H C (1=2) and let the wavelet  be associated with an
MRA. Then the limiting variance v2H, J satisfies the following evaluation:
(36) CH, J JR 2H  v2H, J  JR 2H for J D 2, 3
with CH,2 D 1   (21 2H=3) and CH,3 D 1   (21 4H=5);
(37) JR 2H  v2H, J  CH, J JR 2H for J  4I
For CH, J , J  4, it is enough to take
(38)
CH, J D 1C 2 
R 2H (1)
R 2H
 Z H, J , with
Z H, J D
2 (2HC1)
1   2 (2HC1)

2J (J 2   8J C 23)   2(J 2 C 4J C 11)
2J (J 2   6J C 17)   (J 2 C 6J C 17) .
Hence, for CH, J , J  4, we can write
CH, J D 1C
2 2H
1   2 (2HC1)

1
C (1)

[9
 , H (1)K , H (1)]2  (1C O(J 1))
as J !1, where K
 , H (1)  K (l)
 , H (1)jlD2.
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REMARK 1. For the ordering of v2H, J , J  4, we should remark that, for J (m)
given by J (m) D
PJ m
jD1 2 j a j a jCm , it is positive for 1  m  b(J   2)=2 and negative
for b(J   2)=2 C 1  m  J   1, which follows by induction.
We can apply Proposition 6 to evaluate the ordering of v2H, J , J D 2,3, : : : precisely.
Theorem 7. For all 0 < H < 1,
v
2
H,2 > v
2
H,3 > v
2
H,4 > v
2
H,5 < v
2
H,6 < v
2
H,7 <    I
Thus, minJ2 v2H, J D v2H,5.
7. Proof of Theorem 2
We will prove Theorem 2 for the case of m D 1 and m D 2 separately in Sub-
sections 7.1 and 7.2 below, respectively.
For the evaluation of r (m, n), we have only to prove the case of n  0, since
r (m, n) D r (m,  n) by Lemma 8 below. As in Albeverio et al. [2, Theorem 1], we
can write r (m, n) D Cov[s0(k0 C k1), sm(k0 C k2)]j2m k2 k1Dn as (recall the initial shift k0
in (4))
r (m, n) D CH 2m=2
Z
(0,1)
O
 0,k0Ck1 () O m,k0Ck2 () dH ()
D CH 2m=2
Z
(0,1)
exp[i(n C (2m   1)k0)] O () O (2m) dH (),
with dH () D  (2HC1) d. This can be rewritten as
(39) 2 m=2r (m, n) D CH
Z
Rn0
exp[i(n C (2m   1)k0)] O () O (2m) dH (),
by the argument in the proof of Lemma 8, where H is redefined by dH () D
jj
 (2HC1)d on R n 0. We will evaluate the Fourier integral in (39) below.
7.1. The case of m D 1. First, let us consider the case of m D 1. Set G1 D
S
l2Z{[ , 3]C 4l} and G2 D
S
l2Z{[  , ] n 0C 4l}, respectively.
We divide the Fourier integral into two parts as

Z
G1
C
Z
G2

ei(nCk0) O () O (2) dH () , I1(m, n)C I2(m, n)jmD1.
We recall the expression for the MRA wavelet  in (19). Then, the 4-periodic func-
tions O (2)Æ O () and O ()= O (2) turn out to be bounded, with absolute values less
than or equal to 1, on G1 G2, respectively (see Remark 6 below).
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Let us consider I1(1,n) first. Subdivide it into the integral on G11 D
S
l2Z[ ,2]C
4l and G12 D
S
l2Z[2 , 3] C 4l. Due to the fact that j O (2)= O ()j is symmetric
about  D 2 , we can apply the same upper bound for the two subdivided integrals,
as seen below.
On [ , 2], it turns out that the first term on the right hand side of
O
 () O (2) D
O
 (2)
O
 ()
 j
O
 ()j2
is bounded with absolute values less than or equal to 1. We can write
(40)
O
 (2)
O
 ()
D ei=2
m0(C )m0(=2)
m0(=2C )
D e i(N2 N1 1)=2'(1)

,
for some function '(1)

with the Fourier series expansion '(1)

() DPk2N (1)k ei2k,  2
[ , 2] by Lemma 9 below. Hence we have
Z
G11
ei(nCk0) O () O (2) dH () D
Z
G11
ei(nC1)'(1)

()j O ()j2 dH ()
D
X
k2N

(1)
k
Z
G11
ei(nC1C2k)j O ()j2 dH (),
where
(41) 1 , k0   N2   N1   12 D
8
<
:
0 for N2   N1: odd,
1
2
for N2   N1: even
(see (5)). From the fact that
r (n) D CH
Z
R
einj O ()j2 dH () 

2
H,0
(1C n2) , n 2 N
by the proof of [2, Theorem 1] (recall that  2H,0 D CH
R
R
j
O
 ()j2 dH ()), it then follows
(42)
X
k2N

(1)
k
Z
G11
ei(nC1C2k)j O ()j2 dH ()

X
k2N
j
(1)
k j 
R
G11 j
O
 ()j2 dH ()
[1C (n C 1 C 2k)2]
 [A

(1)K

(1, n C 1)]
Z
G11
j
O
 ()j2 dH (),
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where A

(m)jmD1 and K (m,  )jmD1 are such that
A2

(1) D 1

X
k2N
j
(1)
k j
2
D
1

Z 2





O
 (2)
O
 ()




2
d
and
K 2

(1, n) D
X
k2N
{1C (n C 2k)2} 2 ,
respectively. By the reason stated above, we also have, for [2 , 3], a similar inequal-
ity for the integral with [ , 2] replaced by [2 , 3]. Hence,
(43)
I1(1, n)  [A (1)K (1, n C 1)]
Z
G1
j
O
 ()j2dH ()
 [A

(1)K

(1, n C 1)] 2H,0.
Similarly, we consider I2(1, n) on subdivided intervals G21 D
S
l2Z(0, ]C 4l and
G22 D
S
l2Z[  , 0) C 4l, and the two evaluations turn out to have upper bounds that
have the same form except for the intervals of the Fourier integrals. So, for
S
l2Z(0,]C
4l, we can write
O
 ()
O
 (2)
D ei(N2 N1C1)=2'(2)

, with '(2)

D
X
k2N

(2)
k e
i2k
.
Thus we have
Z
G21
ei(nCk0) O () O (2) dH ()
D
Z
G21
ei(nCN1)'(2)

()j O (2)j2 dH ()
 B

(1)  K

(1, n C N1) 
Z
G21
j
O
 (2)j2 dH ()
D [B

(1)K

(1, n C N1)]22H
Z
S
l2Z(0,2]C8l
j
O
 ()j2 dH (),
where
N
1 , k0 C
N2   N1 C 1
2
D
8
<
:
N2   N1 (D 2   1) for N2   N1: odd,
N2   N1 C
1
2
(D 2   1=2) for N2   N1: even,
and B

(1) is such that
B2

(1) D 1

X
k2N
j
(2)
k j
2
D
1

Z
(0,]




O
 ()
O
 (2)




2
d.
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A similar inequality holds for the integral with G21 replaced by G22 as well. Hence,
writing 2G2 D
S
l2Z[ 2 , 2] n 0C 8l, we have
(44)
I2(1, n)  22H [B (1)K (1, n C N1)]
Z
2G2
j
O
 ()j2 dH ()
 22H

B

(1)

5
(1C 2 )2


K

(1, n C 1)


2
H,0,
where we have used the comparison of K 2

(1, n C N1) with K 2

(1, n C 1):
K 2

(1, n C N1)  3=[2(2 C 1)](n C 2 C 1){1C (2 C 1)2}2 1


5
(1C 2 )2
2
 K 2

(1, n C 1).
The first inequality of this is obtained by the argument in the proof of Proposition 4.
Combining (43) and (44) and taking 1 D 0 results in (20) for m D 1.
REMARK 2. The initial shift k0 in (4) is essential here in making the upperbound
in (42) a reasonable one. In fact, the leading term in the resulting upperbound for
K

(1, n) is given by 1 D 0 (see (41) and (42)). The indices n and 1 start from 0,
and k from 1. If one or more of the three would start from negative indices, then the
resulting upperbound of K

(m) would become considerably worse.
We have divided the Fourier integral (39) into those on the intervals (0, ] and
( , 2], and not simply [  , ] n 0 and ( , 3]. The reason for this will be clear in
the proof of the case of m D 2 below.
Here a question may arise. The smaller we divide the intervals, the sharper will
the resulting evaluation be? The answer is not clear presently. The two factors K

(1,n)
and 9
 , H (1) themselves will be smaller indeed, but we have to sum them, as we did in
I1(1, n)C I2(1, n)
 K

(1, n C 1)

A

(1)
Z
G1
j
O
 ()j2 dH ()
C 22H B

(1)

5
(1C 2 )2


Z
2G2
j
O
 ()j2 dH ()

I
If the intervals of the two integrals were not overlapping, then the answer would be
YES with the upper bound for I1(1, n)C I2(1, n) simply given by
K

(1, n C 1)
Z
Rn0
j
O
 ()j2 dH () max

A

(1), 22H B

(1)

5
(1C 2 )2



.
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However, this is not true. Thus, if we divide the original integral in (39) into those
on smaller intervals I1(1, n) C    C IN (1, n) with N > 2, then we have to take the
summation of the corresponding N upper bounds. To find an optimal way of doing
the division might be of interest. This argument holds for m  2 as well. From a
realistic point of view, theoretical statements may be taken through a trade-off between
precision of evaluations and statement’s simplicity.
7.2. The case of m D 2. In (39), let us take m D 2. We can consider only  2
(0, 2] as in the case of m D 1, because of the symmetry of the functions
j
O
 ()= O (2)jI
jj
and j O (2)= O ()jI
jj3 or their scaled ones, about  D 0.
Divide the Fourier integral into four parts as
CH
Z
Rn0
ei(nC3k0) O () O (4) dH () D
4
X
D1
I

(m, n)





mD2
,
where
I

(2, n) D
Z
G(2)

ei(nC3k0) O () O (4) dH (),
and where G(2)

D
S
l2Z((   1)=2, =2]C 4l.
For  D 1, we have that the first two terms on the right hand side of
O
 () O (4) D
O
 ()
O
 (2)

O
 (2)
O
 (4)
 j
O
 (4)j2
are bounded with absolute values less than or equal to 1. We can write
O
 ()= O (2) D ei(N2 N1C1)=2'(m,)1 ()jmD2,D1 on (0, =2]
for a function '(2,1)1 (), which is expanded in a Fourier series on (0,=2] as '(2,1)1 () D
P
k2N 
(2,1)
1,k e
i4k
. Similarly we can write
O
 (2)= O (4) D ei(N2 N1C1)'(2,1)2 (2) on (0, =2]
and expand the function '(2,1)2 () D '(2,1)1 (2) on (0,=2] as '(2,1)2 () D
P
k2N 
(2,1)
2,k e
i4k
.
These (2,1)1,k and 
(2,1)
2,k are such that
[B(2,1)1, ]2 ,
1
=2
X
k2N
j
(2,1)
1,k j
2
D
1
=2
Z
(0,=2]




O
 ()
O
 (2)




2
d,
[B(2,1)2, ]2 ,
1
=2
X
k2N
j
(2,1)
2,k j
2
D
1
=2
Z
(0,=2]




O
 (2)
O
 (4)




2
d D
1

Z
(0,]




O
 ()
O
 (2)




2
d
D [B(1)

]2,
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respectively. Then, writing 4G(2)1 D
S
l2Z(0, 2]C 16l, we have
I1(2, n) D
Z
G(2)1
ei(nC3k0)j O (4)j2'(2,1)1 ()'(2,1)2 () dH ()
D
X
k12N

(2,1)
1,k1
X
k22N

(2,1)
2,k2
Z
G(2)1
ei(nCN2,1C4k1C4k2)j O (4)j2 dH ()
 [B

(1) B

(2, 1)K

(2, n C N2,1)]42H
Z
4G(2)1
j
O
 ()j2 dH (),
where K

(2, n) and N2,1 are such that
[K

(2, n)]2 D
X
k12N
X
k22N
{1C (n C 4k1 C 4k2)2} 2
and
N
2,1 D 3k0 C
3(N2   N1 C 1)
2
D
8
<
:
3(N2   N1) (D 6   3) N2   N1: odd,
3(N2   N1)C 32 (D 6   3=2) N2   N1: even.
Similarly, for  D 2, writing 2G(2)2 D
S
l2Z( , 2]C 8l, we have
I2(2, n) D
Z
G(2)2
ei(nC3k0)j O (2)j2
O
 (4)
O
 (2)
O
 ()
O
 (2)
dH ()
 [A

(1) B

(2, 2)K

(2, n C N2,2)]22H
Z
2G(2)2
j
O
 ()j2 dH (),
for functions O (4)= O (2) and O ()= O (2) on Sl2Z(=2, ] C 4l bounded by or
equal to 1, where
N
2,2 D 3k0  
2(N2   N1   1)
2
C
N2   N1 C 1
2
D
8
<
:
N2   N1 (D 2   1) N2   N1: odd,
N2   N1 C
3
2
(D 2 C 1=2) N2   N1: even
and
[B

(2, 2)]2 D 1
=2
X
k2N
j
(2,2)
k j
2
D
1
=2
Z
(=2,]




O
 ()
O
 (2)




2
d.
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Also, for  D 3,
I3(2, n) D
Z
G(2)3
ei(nC3k0)j O ()j2
O
 (4)
O
 (2)
O
 (2)
O
 ()
dH ()
 [A

(1)A

(2, 3)K

(2, n C N2,3)]
Z
G(2)3
j
O
 ()j2 dH (),
where N2,3  2 (this N2,3 will be the “basis” among N2, ,  D 1, 2, 3, 4 corresponding
to the leading term of K

(2, n C N2,)) is given by
2 D 3k0  
3(N2   N1   1)
2
D
8
<
:
0 N2   N1: odd,
3
2
N2   N1: even,
and where
[A

(2, 3)]2 , 1
=2
X
k2N
j
(2)
k j
2
D
1
=2
Z
( ,3=2]




O
 (2)
O
 ()




2
d.
Finally, for  D 4,
I4(2, n) D
Z
G(2)4
ei(nC3k0)j O ()j2
O
 (4)
O
 ()
dH ()
D
X
k2N

(2,4)
k
Z
G(2)4
ei(nC2,4C4k)j O ()j2 dH ()
 [A

(2, 4) NK

(2, n C N2,4)]
Z
G(2)4
j
O
 ()j2 dH (),
where A

(2, 4), NK

(2, n) and N2,4 are given by
[A

(2, 4)]2 D 1
=2
X
k2N
j
(2,4)
k j
2
D
1
=2
Z 2
3=2




O
 (4)
O
 ()




2
d,
NK

(2, n) DPk2N{1C (n C 4k)2} 2 and
N
2,4 D 3k0 C
3
2
D
8


<


:
3(N2   N1)
2
(D 3   3=2) N2   N1: odd,
3(N2   N1 C 1)
2
(D 3 ) N2   N1: even,
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respectively. Comparing the evaluations of K

(2,nC N2,) for  D 1,2 and NK (2,nC N2,4)
with K

(2, nC 2) based on (27), we can combine the evaluations of I(2, n) for  D 1
to 4, to obtain the upper bound of r (2, n),
K

(2, nC2)
"
B

(1) B

(2, 1)

17
1C (6 C1)2
(2 1)=2 42H
p
32(2  1)
Z
4G(2)1
j
O
 ()j2 dH
C A

(1) B

(2, 2)

17
1C (2 C3)2
(2 1)=2 22H
p
32(2  1)
Z
2G(2)2
j
O
 ()j2 dH
C A

(1)A

(2, 3) 1p
32(2  1)
Z
G(2)3
j
O
 ()j2dH
C A

(2, 4)
s
6
30 C25

17
1C (3 C3=2)2
(2 1)=2 Z
G(2)4
j
O
 ()j2 dH
#
.
It turns out by computation that the coefficient of the integral of the third term in the
square brackets is greater than that of the fourth term for all  2 N. Hence, gathering
the third and fourth terms, and rewriting A

(2, 3)  A

(2), results in (20).
Lemma 8. For each m D 1, 2, : : : , r (m,  ) D r (m, ),  2 Z.
Lemma 9. The Fourier coefficients {(1,2)k } and {(1,1)k } vanish for k 2  N0.
REMARK 3. For  D 4, the reason why we do not follow (40) but take
O
 () O (4) D j O ()j2
O
 (4)
O
 ()
is because the value of the integral
R
(3=2,2]j O (2)= O (4)j2 d can be large, since
j
O
 (2)= O (4)j  1 on (3=2, 2].
8. Proof of Theorems 3 and 7
8.1. Proof of Theorem 3. Let r (k) D Cov[Xk , X0] for a general stationary se-
quence {Xk I k D 1, : : : , N } and let 6(1) be its covariance matrix. Then, from Albeverio
et al. [2, Proposition 1 and Theorem 2], we have the following statement:
(45) if
X
k2N

r l (k)
r l
2

1

2
l
for some l > 1 then Cl3l  6(1)  Cl 3l ,
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where Cl D (l   1)=l , Cl D (l C 1)=l , and 3 D diag(r, : : : , r ) with r  r (0) D
Var[X1]. This statement implies
(46) C (1)

r l 
X
n2Z
r l (n) D r l C 2
X
n2N
r l(n).
In fact,
r l C 2
X
n2N
r l(n) D lim
N!1
1
N
t 1N(1)1N  lim
N!1
C (1)

N
t 1Nl1N D C (1)

r l(0).
From (20) and (46) it follows
{2 m=2r (m, n)}l  {9
 , H (m)K (m, n)}l  1
C (1)

X
n2Z
r l0(n).
Thus we have
R lH (m) D
X
n2Z

l (m, n) 
X
n2Z
[9
 , H (m)K (m, n)]l  1
C (1)

R
(1)
H .
Lemma 10. Let  D 1 > 0 be defined as in (45). For l  p, l D  l1 is sufficient.
REMARK 4. It is shown in [2, Lemma 3] that r0(n)  0.
8.2. Proof of Theorem 7. We have the values of (CH,2, CH,3, CH,4) and
(2, 3, 4) as
(CH,2, CH,3, CH,4) D

1  
2 2HC1
3
, 1  
2 4HC1
5
, 1C
26
87
2 2H
1   2 (2HC1)

and (2, 3, 4) D (3=2, 5=8, 87=200), respectively. In the first part of Proposition 6,
we have
(47) CH, J J 
v
2
H, J
RH
 J for J D 2, 3,
so that we have
v
2
H,2
RH
 CH,22 D

1  
2 2HC1
3


3
2
 3 D
5
8

v
2
H,3
RH
.
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Thus it turns out that v2H,2  v2H,3  v2H,4 for all 0 < H < 1. By Proposition 6,
v
2
H,3
RH
 CH,33 D

1  
2 4HC1
5


5
8
 CH,44 D

1C
26
87
2 2H
1   2 (2HC1)


87
200

v
2
H,4
RH
.
For J  4, since
J 
v
2
H, J
RH
 CH, J J
(see Remark 1), the assertion is proved if
(48) 4  CH,55
and
(49) CH, J J  JC1, for all J D 5, 6, : : : .
From the argument in the proof of Proposition 6, we evaluate CH, J in (15) through
J 1
X
mD1
J (m)
J

RH (m)
RH

1
C (1)

b(J 2)=2
X
mD1
2 (2HC1)m 9
 , H (m)K (m)

2J {J 2 2(3Cm)J C17C6m} 2m{J 2C2(3 m)J C17 6m}
2J (J 2 6J C17)  (J 2C6JC17) .
Taking J D 5 yields
C5, H D 1C 2  2 (2HC1) 
5(1)
5

RH (1)
RH
 1C 2 2H 
36=400
156=400

5=3
C (2)

[9
 , H (1)K ,4(1)]2,
which proves (48). A computation according to (34) yields sup0<H<1,2NC5, H D C5,1 ;
1.035 for  D 1, while 4 D 87=200 D 0.4350 and 5 D 156=400 D 0.390. Thus it turns
out that every case satisfies (48). Similarly (49) with J D 5 is proven.
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For J D 6, we have 6 D 999=2450 ; 0.4078 and 7 D 1482=3136 ; 0.4726, and
C6, H D 1C2

2 (2HC1)
6(1)
6

RH (1)
RH
C2 2(2HC1)
6(2)
6

RH (2)
RH

D 1C2 
5=3
C (2)


2 (2HC1)
281
999
[9
 , H (1)K ,4(1)]2C2 2(2HC1) 27999[9 , H (2)K ,4(2)]
2

.
Hence sup0<H<1,2N C6, , H D C6,1 ; 1.051 for  D 1 and thus (49) with J D 6 indeed
holds. The case J D 7 is treated in a similar way.
For J  8, since R
 , H (m) is decreasing with respect to m, we can use a rough
evaluation
CJ, H  1C 2
RH (1)
RH
b(J 2)=2
X
mD1
2 (2HC1)m 
L J (m)
L J
, 1C 2
RH (1)
RH
 Z J, H
to show (37) for J D 8. In fact, considering Z J, H   2 (2HC1) Z J, H , we obtain
Z J, H 
2 (2HC1)
1   2 (2HC1)

2J (J 2   6J C 23)   2(J 2 C 4J C 11)
2J (J 2   6J C 17)   (J 2 C 6J C 17) ,
the right hand side of which is decreasing for J  7. Hence
(50) sup
J7
CJ, H  1C 2
3698
2964

2 (2HC1)
1   2 (2HC1)

5=3
C (2)

[9
 , H (1)K ,4(1)]2,
while
(51) min
J7
JC1
J
D

J   1
J C 2
2 2J (J 2   4J C 12)   (J 2 C 8J C 24)
2J (J 2   6J C 17)   (J 2 C 6J C 17)




JD7
,
the right hand side of which is equal to 455=741; 0.6140. The evaluations (50) and (51)
imply CJ, , HJ  JC1 for J  7,  2 N and 0 < H < 1. This completes the proof.
REMARK 5. One cannot show (49) for the critical cases J D 5 and 6 by the
rough evaluation based only on (50) and (51). The rough evaluation is however global
for all J  5, which is necessary for the global minimum.
9. Proof of Propositions
9.1. Proof of Proposition 1. The CLT itself has been proven in [2]. We prove
(12) here. According to (14), the elements of 6 D (6 j, j 0), J0 C 1  j, j 0 D j Cm  J
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is given as
(52)
6 j, j 0 D lim
T!1
Cov

p
N j,T
O
 j,T
 j
,
p
N j 0,T
O
 j 0,T
 j

D lim
T!1
s
N j 0,T
N j,T
1
N j 0,T
N j,T
X
k1D1
N j 0 ,T
X
k2D1
Cov[Hl (s0(k1)), Hl (sm(k2))]
D 2 m=2
"

l(m)C lim
T!1
1
N j 0,T
N j 0 ,T 1
X
kD1
(N j 0,T   b2 mk)l (m,  k)
C lim
T!1
1
N j 0,T
N j 0 ,T 1
X
kD1
(N j 0,T   d2 mke)l (m, k)
#
D 2 m=2
X
n2Z

l (m, n) D 2 m=2R (1)H (m),
where we have used a known result (31) and Lemma 8 above. (52) implies 6 j, jCm D
60,m . Consequently, v2H, J D limT!1 Var[
p
T OT  Pf ] can be written as
v
2
H, J D limT!1 Var
"
p
T
X
j2J
O

(1)
j,T  Pf j
#
D lim
T!1
Var
"
X
j2J
p
N j,T
O

(1)
j,T

(1)
j
 2 j=2 (1)j Pf j
#
D
X
j2J
X
j 02J
6 j, j 02( jC j
0)=2a j a j 0 [ j P'j ( j )][ j 0 P'j 0( j 0)],
which yields the desired equation.
9.2. Proof of Proposition 4. For m D 1, we have
K 2

(1, n) D
X
k2N
1
{1C (n C Æk)2}2 
1
{1C (n C Æ)2}2 C
Z
1
1
dx
{1C (n C Æx)2}2 .
Although Æ D 2 in the case of m D 1, we keep the variable Æ below, since the calcu-
lation here will be reused for the case of m D 2 (i.e. Æ D 4) as well.
Since the last integral can be evaluated as
Z
1
1
dx
{1C (n C Æx)2}2 D
1
Æ
Z
1
nCÆ
dx
(1C x2)2 D
1
Æ
Z
1
nCÆ
(1C x2)1=2
2x

2x
(1C x2)2C1=2 dx

1
Æ(4   1)(n C Æ) 
1
{1C (n C Æ)2}2 1 ,
we have
K 2

(1, n)  Nc
(K 1)
 ,Æ
(n C Æ){1C (n C Æ)2}2 1 , Nc
(K 1)
 ,Æ
D

1
Æ(4   1) C
Æ
1C Æ2

,
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which leads, taking n D 0 and  D 1 in Nc(K 1)
 ,Æ
as well as taking Æ D 2, to (25).
Therefore, for K l

(1) D K l

(1, 0)C 2Pn2N K l (1, n), we have
(53) K l

(1)  [ Nc(K 1)
 ,Æ
]l=2
"

1
Æ
l=2 1
1C Æ2
q
C 2
X
n2N
1
(n C Æ)l=2{1C (n C Æ)2}q
#
.
The last summation can be evaluated as
X
n2N
1
(n C Æ)l=2[1C (n C Æ)2]q

Z
1
Æ
dx
x l=2(1C x2)q D
Z
1
Æ
(1C x2)(lC2)=4
x l=2  2x

2x
(1C x2)qC(lC2)=4 dx

4
2(4q C l   2) 

1
Æ
(l=2)C1 1
1C Æ2
q 1
,
and, applying this to (53), we obtain K l

(1)  c(K 1)
 ,Æ
[(3=5)  (1=Æ)(1=(1 C Æ2))2 1]l=2.
Taking Æ D 2, we get (26). For m D 2, we have
K 2

(2, n) D
X
k1,k22N
1
[1C (n C 4k1 C 4k2)2]2
D
X
k2N
k   1
[1C (n C 4k)2]2

Z
1
1
x   1
[1C (n C 4x)2]2 dx D
1
16
Z
1
nC4
x
(1C x2)2 dx  
1
4
Z
1
nC4
dx
(1C x2)2 .
Ignoring the second integral term in the right hand side, we have (27). The evaluation
of NK 2

(2,n) is given by taking Æ D 4 in (53). Finally, the evaluation in (28) for K 2

(2) 
(1=17)q C 2Pn2N[1C (n C 4)2] q follows from
X
n2N
[1C (n C 4)2] q 
Z
1
4
dx
(1C x2)q D
Z
1
4
(1C x2)1=2
2x

2x
(1C x2)qC1=2 dx ,
the right hand side of which is bounded by 1=(2(4q   2))(1=17)q .
9.3. Proof of Proposition 5. Recall that
jm0()j2 D

cos2

2


P


sin2

2

, where P

(y) D
 1
X
nD0

   1C n
n

yn ,
for an MRA wavelet of  -th order. We remark that P1(y)  1 and the relation jm0()j2C
jm0(C )j2  1, or what is the same,
(54)

cos2

2


P


sin2

2

C

sin2

2


P


cos2

2

 1
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holds (see [8]). For (29), we have
X
k2N
j
(1)
 ,k j
2
D
1

Z 3
2
j'
(1)

()j2 d D 1

Z 3
2
jm0(C )j2jm0j(=2)j2
jm0(=2C )j2
d
D
1

Z

0
(2 sin2 =4)2 P

(cos2 =2)P

(cos2 =4)
P

(sin2 =4) d ,
1

Z

0
g(1)

() d,
by Parseval’s equality (see (40)). Similarly, for (30), we have
X
k2N
j
(2)
 ,k j
2
D
1

Z

0
j'
(2)

()j2 d D 1

Z

0
jm0(=2C )j2
jm0(C )j2jm0(=2)j2
d
D
1

Z

0
P

(cos2 =4)
(2 cos2 =4)2 P

(cos2 =2) P

(sin2 =4) d ,
1

Z

0
g(2)

() d.
We will show that the functions g(i)

(), i D 1, 2 are convex downward. If this
is shown, upper bounds of the two, by piecewise linear segments, are valid. We can
especially take the linear segments over [0, 2=3] and [2=3,] (see Remark 7 below).
Then we have, by the area formula for a trapezoid,
(55)
1

Z

0
g(i)

() d

1


1
2

2
3


g(i)

(0)C g(i)

2
3

C
1
2


3


g(i)

2
3
C g(i)

()

,
for i D 1, 2. By inspection, we have g(1)

(0) D 0, g(1)

() D 1 D g(2)

() and g(2)

(0) D
4  . Using these values, we obtain (29) and (30).
It remains to show that the convexity of g(1)

() and g(2)

() holds. For g(1)

(), this
follows from the convexity of the two terms (sin2 =4)  P

(cos2 =4) and (sin2 =4) 
P

(cos2 =2)=P

(sin2 =4). In fact,

sin2

4


P


cos2

4

D
 1
X
D0

   1C 


1
4
sin2

2




sin2

4

 
,
which is convex downward on [0, ], since each summand is so. Also,
(2 sin2 =4) P

(cos2 =2)
P

(sin2 =4) D
(2 sin2 =4)  (sin2 =2) P

(cos2 =2)
(sin2 =2) P

(sin2 =4)
D
(sin2 =2) P

(cos2 =2)
(2 cos2 =4) P

(sin2 =4)
D
(sin2 =2) P

(cos2 =2)
4 [1   (sin2 =4) P

(cos2 =4)] ,
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where we have used (54). In the last fraction, the numerator is convex downward and
the denominator is convex upward so that the fraction is convex downward.
Similarly, the convexity of g(2)

follows from
g(2)

() D (cos
2
=4)  P

(cos2 =4)
4 P

(cos2 =2)[1   (sin2 =4) P

(cos2 =4)] ,
which itself is obtained by multiplying (sin2 =4) the numerator and denominator of
g(2)

and using (54).
REMARK 6. The values of j'(1)

()j2 at  D 0 and j'(2)

()j2 at  D 2 are large:
lim
!2 j'
(1)

()j2 D 4 and lim
!2 j'
(2)

()j2 D 1. The large values cannot be used
in the evaluation like (55). Therefore we consider '(1)

() on [ , 3] and '(2)

() on
[  , ] respectively, where they are bounded by 1.
REMARK 7. The special value  D 2=3 which appeared in the proof of Prop-
osition 5 is related to the invariant cycles ([8, p. 188]) for the mapping  W  D 2
(mod 2). Here we have used  D 2=3 in order to make the calculations easier in
the expressions in which the arguments =4 and =2 are involved.
In the upper bound of the integral on [0, ] in (55), we have taken the linear seg-
ments over [0, 2=3] and [2=3,]. Whether or not there exists a more convenient and
precise way of segmentation, in which a trade-off between convenience and precision
may be involved, is to be clarified.
9.4. Proof of Proposition 6. For J D 2 or 3, since 2(1)=2 D  1=3 and 3(1) D
0, 3(2)=3 D  1=5, we have
v
2
H, J D JR
2
H
"
1C 2
J 1
X
mD1
2 2HmJ (m)
J

NR 2H (m)
NR 2H
#
 CH, J JR 2H
by (47) and Lemma 11 below, where CH,2 D 1   21 2H=3 and CH,3 D 1   21 4H=5.
This proves (36).
To show that the lower bound in (37) holds, we check the positivity of UH (J ) ,
PJ 1
mD1 2 2HmJ (m) NR 2H (m) for J  4. If this is checked, then v2H, J is estimated from
below, by ignoring UH (J ), only by the diagonal part JR 2H . To this end we note that
UH (J ), J  4 satisfies the recurrence relation
(56)
UH (J ) D 2UH (J   2)C 2 2H (J 1)a2J (1) NR 2H (J   1)
C
J 1
X
mD1
2 2Hm(2C 2J m)aJ (1)aJ (1C m) NR 2H (m).
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By inspection, using (34) and (35), we have that UH (4) is bounded below by
2 2H
13
2
NR 2H (1)C 2 4H
9
2
NR 2H (2)   2 6H
9
2
NR 2H (3)  2 2H
25
8
NR 2H (1) > 0
and similarly UH (5)  2 2H 30 NR 2H (1) > 0. Also the sum on the right hand side of (56)
is bounded below by
(2 NR 2H (1)C 2JC1 NR 2H (J C 1))
(
(J C 1)2
2
JC1
X
mD1
2 (2HC1)m   (J C 1)
JC1
X
mD1
2 (2HC1)mm
)
 ( NR 2H (1)C 2J NR 2H (J C 1))(J C 1)(J   3),
which is positive for J  6. Hence, from (56), the positivity of UH (J ) for even J
(J  6) and odd J (J  7) follows, respectively.
To prove the upper bound in (37), we remark that it follows, by neglecting the
negative terms,
(57) UH (J )
J NR
2
H

P
b(J 2)=2
mD1 J (m)
J

P
b(J 2)=2
mD1 2 2Hm L J (m)
L J (0)
,
where L J (m) ,
PJ m
jD1 2 j (x j   Nx J )(x jCm   Nx J ) is calculated to be
J m
X
jD1
2 j

j2   (J C 1   m) j C (J C 1)(J C 1   m)
4

, m 2 N0,
and where we have used only the positive terms and the fact that R 2H (m) is decreasing
with respect to m in (57). By Lemma 11 below, the right hand side of (57) is equal to
b(J 2)=2
X
mD1
2 (2HC1)m 
2J {J 2 2(3Cm)J C17C6m} 2m{J 2C2(3 m)J C17 6m}
2J (J 2 6J C17)  (J 2C6J C17) .
Therefore, taking CH, J D 1 C 2[UH (J )=(J NR 2H )] and applying the dominated conver-
gence theorem as J !1 for the summation yields (38).
Lemma 11. For m 2 N0 and J 2 N0, J  2, we have
L J (m) D 2J m 1{J 2   2(3C m)J C 17C 6m}   2 1{J 2 C 2(3   m)J C 17   6m}
and
J 
18[(2J (J 2   6J C 17)   (J 2 C 6J C 17)]
[(J   1)J (J C 1)]2 .
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10. Proof of Lemmas
10.1. Proof of Lemma 8. Since
2 m=2r (m, n) D CH
Z
(0,1)
ein O () O (2m) dH ()
is real-valued, we have
2 m=2r (m, n)
D 2 m=2
r (m, n)C r (m, n)
2
D
CH
2

Z
(0,1)
ein O () O (2m) dH ()C
Z
(0,1)
e in O () O (2m) dH ()

D
CH
2
Z
Rn0
ein O () O (2m) dH (),
where we have redefined H by dH () D jj 2H d on R n 0. Similarly, starting the
same process by writing 2 m=2r (m, n) D CH
R
(0,1) e
in
O
 () O (2m) dH (), we have
2 m=2r (m, n) D CH
2
Z
Rn0
ein O () O (2m) dH ().
Adding the two displayed identities, we obtain
2 m=2r (m, n) D (CH=2)
Z
Rn0
ein Re[ O () O (2m)] dH ().
Thus we can replace ein by cos(n), so that r (m,  n) D r (m, n).
10.2. Proof of Lemma 9. Recall the expression (3) of m0. Let us consider the
4-periodic function defined by O (2)Æ O (),  2 [2 , 3]; D 0,  2 [0,2)[ (3 , 4].
Substituting (3), we have formally, on [2 , 3],
O
 (2)
O
 ()
D e i(N2 N1 1)=2 
PN2 N1
kD0 [hN2 k( 1)k=hN2 ]eik 
PN2 N1
kD0
NhkCN1 eik=2
1C
PN2 N1
kD1 [hN2 k( 1)k=hN2 ]eik=2
D e i(N2 N1 1)=2'(1)(),
'
(1)() D
X
k2N
Q
(1)
k e
ik=2
for some {Q(1)k I k 2 N}. The Fourier coefficient of the 4-periodic function '(1)() is,
among such {Q(1)k }, the one that makes the Fourier series
P
k2N Q
(1)
k e
ik=2 vanish on
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[0, 2)[ (3 , 4]. Let us denote such a Fourier coefficient by the same symbol {Q(1)k }.
Then, the Fourier coefficient {Q(1)k } of '(1)() on [0, 4] is given by
(58) Q(1)k D
1
4
Z 4
0
'
(1)()e ik=2d D 1
4
Z 3
2
'
(1)()e ik=2d.
Thus we have the Fourier series of '(1)1 () on [0, 4], '(1,2)() D
P
k2N Q
(1)
k e
ik=2
.
On the other hand, '(1)() on [2 , 3] can be written as a Fourier series on an
interval of -length, '(1)() D Pk (1)k ei2k,  2 [2 , 3] for some coefficient {(1)k }.
This {(1)k } is given by 
(1)
k D (1=)
R 3
2 '
(1)e i2kd D 4 Q(1)4k , k 2 Z by (58). Therefore

(1)
k  0 for k 2  N0.
10.3. Proof of Lemma 10. Recall that l and Cl are the constants in (45). We
evaluate l , l 2 N using 1 > 0. We have
P
k2N(2k )l 

P
k2N 
2
k
l
 (1= 21 )l . Thus,
as an upper bound for 1= 2l we can take 1= 2l1 , i.e. l D  l1 is sufficient. Hence C
(l)

D
(l   1)=l D ( l1   1)= l1.
10.4. Proof of Lemma 11. The equality for L J (m) is obtained by making
2L J (m)  L J (m). Since
PJ
jD1(x j   Nx J )2 D (J  1)J (J C1)=12 and L J (m) is decreasing
with respect to m 2 N0, we also have J  L J (0)
Æ
2
PJ
jD1(x j   Nx J )2
2
, which yields
the inequality for J .
11. Concluding remarks
In this paper, we have formulated a j-localization property of wavelet coefficients
of FBM. So far in the relevant field, only k-localization have been considered essentially
and how to formulate the j-localization have been left unsolved. Our contribution here
is three fold: First, in the basic j-localization theorem, we evaluated “pointwise” the
cross-scale covariance of WC and evaluated two key elements K
 , H (m, n) and 9 , H (m)
in the covariance.
Second, we formulated, as a typical example of the functional form of j-localization,
the limiting variance in the CLT of WCD estimates. It involves the evaluation of RH (m)D
P
k2Z
l (m,k). Because RH , mD1,2,::: are desired to decrease fast and indeed small, one
has to obtain the “pointwise” evaluation of (m, k); the asymptotic evaluation as k!1
considered by many authors so far does not work.
Third, as an application of the functional form of the j-localization, we found the
best upper bound J of the scales j D 1, 2, : : : , J used in the Hurst index estimates,
that makes the estimation variance minimum.
One of the important merits of wavelet method for statistical estimation is undoubt-
edly in the time-frequency localization. Original process X has argument of time, while
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WC scale j and shift k. We can obtain the localization in price of increasing the orig-
inal single argument, t , to the two, scale and shift.
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