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Abstract
We introduce a new definition of discrete-time port-Hamiltonian systems (PHS), which results from
structure-preserving discretization of explicit PHS in time. We discretize the underlying continuous-time
Dirac structure with the collocation method and add discrete-time dynamics by the use of symplectic nu-
merical integration schemes. The conservation of a discrete-time energy balance – expressed in terms of the
discrete-time Dirac structure – extends the notion of symplecticity of geometric integration schemes to open
systems. We discuss the energy approximation errors in the context of the presented definition and show
that their order is consistent with the order of the numerical integration scheme. Implicit Gauss-Legendre
methods and Lobatto IIIA/IIIB pairs for partitioned systems are examples for integration schemes that
are covered by our definition. The statements on the numerical energy errors are illustrated by elementary
numerical experiments.
Keywords: Port-Hamiltonian systems, Dirac structures, discrete-time systems, geometric numerical
integration, symplectic methods.
1. Introduction
The geometric integration of ordinary differen-
tial equations, see e. g. [1], [2], is an impor-
tant approach to perform long-time simulations of
Hamiltonian systems. Symplectic integration con-
serves not only the symplectic form in the (me-
chanical) phase space, but also invariants of mo-
tion (Casimirs, first integrals). Symplectic integra-
tors that are derived based on discrete versions of
Hamilton’s principle are called variational integra-
tors. They “work very well for both conservative
and dissipative or forced mechanical systems”1.
The port-Hamiltonian (PH) approach, see [4] for
an overview, is very appealing for modeling, simu-
lation and control of complex multiphysics systems.
PH systems generalize the Hamiltonian system rep-
resentation by the additional definition of ports,
∗Corresponding author
Email addresses: kotyczka@tum.de (Paul Kotyczka),
laurent.lefevre@lcis.grenoble-inp.fr (Laurent Lefèvre)
1See [3], Section 2.
which are pairs of power variables that characterize
energy exchange in the system and over its bound-
ary. The numerical integration of PH systems has
to account for this energy exchange. Besides the
error of the numerical solution itself, the error of
the energy transmitted over the discrete ports is of
fundamental interest in the simulation of PH sys-
tems.
Most existing works on the discrete-time formu-
lation of PH systems make use of a discrete gradi-
ent, defined from a finite-differences point of view
([5], [6], [7]). A generic definition of PH dynam-
ics on discrete manifolds (spaces that locally look
like discretization grids or the set of floating-point
numbers) is given in [8]. Objects and operations
from differential geometry are adapted to the dis-
crete setting and discrete-time Dirac structures are
defined. In the discrete setting, the chain rule is
not valid, which means that the change of energy
over a sampling interval is only approximated by a
product of the discrete gradient axH(x) and the
increment ∆x of the state.
We give a new definition of discrete-time Dirac
Preprint submitted to Elsevier November 20, 2018
ar
X
iv
:1
81
1.
07
85
2v
1 
 [m
ath
.D
S]
  1
9 N
ov
 20
18
structures and discrete-time PHS, which is based
on the approximation of the continuous-time struc-
tural energy balance and symplectic numerical time
integration by collocation methods. The corre-
sponding quadrature formulas allow for quantita-
tive statements on the approximation error both of
the solution and the supplied energy. We show that
only Gauss-Legendre collocation, applied to linear
PHS, guarantees an exact discrete energy balance
as defined in [9], Def. III.2. Our definition includes
discretization schemes, which yield a non-exact dis-
crete energy balance. An example are the Lobatto
IIIA/IIIB methods for partitioned systems. The
energy error is then consistent with, i. e. it has the
same order as the chosen integration scheme.
The paper is organized as follows. In Sec-
tion 2, we introduce the considered class of finite-
dimensional PH systems and the underlying Dirac
structure. Section 3 contains as main results the
definitions of discrete-time Dirac structures and PH
systems based on the collocation method. In Sec-
tion 4, we consider Gauss-Legendre methods and
Lobatto IIIA/IIIB pairs and discuss the order of
the energy approximations. Section 5 illustrates the
statements on the elementary example of a linear
undamped/damped oscillator. In the concluding
Section 6, we sum up the paper, and we point out
perspectives for future work based on the presented
results.
This paper is inspired by early results on the sym-
plectic time integration of PH systems using Gauss-
Legendre collocation [10]. The main novelties are
the precise consideration of the different energy ap-
proximations, the application of the ideas to more
general schemes including s-stage Lobatto pairs for
partitioned systems, the analysis and order proofs
for the energy errors, and the extended section on
numerical experiments.
2. Finite-dimensional PH systems
We consider the class of lossless finite-
dimensional PH systems in an explicit input-state-
output representation (see e. g. [4] or [11])
x˙(t) = J(x(t))∇H(x(t)) +G(x(t))u(t) (1a)
y(t) = GT (x(t))∇H(x(t)) (1b)
with state vector x ∈ Rn, collocated in- and output
vectors u,y ∈ Rm. The Hamiltonian H : Rn → R
is bounded from below with a strict minimum in
x∗, which is the equilibrium state for u ≡ 0. By
skew-symmetry of the interconnection matrix J =
−JT and the definition of the collocated output,
the differential energy balance
H˙(x(t)) = yT (t)u(t) (2)
holds, or in integral form,
H(x(t2))−H(x(t1)) =
∫ t2
t1
yT (s)u(s) ds, ∀t1≤ t2,
(3)
which shows passivity (see e. g. [12]) of the state
representation (1). The energy balance is a struc-
tural or geometric property, i. e. it holds indepen-
dently of H(x). Flow and effort vectors are defined
as
f(t) := −x˙(t), e(t) := ∇H(x(t)). (4)
Because of H˙ = (∇H)T x˙ = −eT f , they represent
power-conjugated, dual variables. The differential
energy balance (2) can be written as the power
balance equation on the bond space F × E , with
F = Rn × Rm 3 (f ,y) and E = Rn × Rm 3 (e,u):
eT (t)f(t) + yT (t)u(t) = 0. (5)
By
−f(t) = J(x(t))e(t) +G(x(t))u(t) (6a)
y(t) = GT (x(t))e(t), (6b)
the bond variables are constrained to a subspace
(i. e. the graph of the skew-symmetric map defined
in (6)), on which in particular (5) holds. This sub-
space is called a Dirac structure. For more details
on Dirac structures and PH systems, see e. g. [12],
Chapter 6.
3. Discrete-time PH systems based on collo-
cation
We define the class of discrete-time PH systems,
which arise from a discrete-time Dirac structure.
The latter is obtained by applying the collocation
method to the class of PH systems (1) and by defin-
ing in an appropriate manner discrete flow and ef-
fort vectors for every sampling interval. Special at-
tention is paid on the discretization of the energy
balance (3). For a consistent discrete-time approx-
imation of the PH system (1), both the supplied
energy (right hand side of (3)) and the stored en-
ergy (left hand side of (3)) must be approximated
with the same order.
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Figure 1: Sampling interval Ik with interior collocation
points tki = tk0 + cih, i = 1, . . . , s.
3.1. Collocation method
We consider equidistant sampling intervals Ik =
[tk0 , tks+1] = [(k− 1)h, kh], k ∈ N for the time t with
tks+1 = tk0 + h, see Fig. 1. With t = ((k − 1) + τ)h,
the sampling intervals are parametrized by the nor-
malized time τ ∈ [0, 1]. The polynomial approxima-
tions of the system variables will be denoted with
a tilde. As described in Section II.1.2 of [2], the
numerical approximation of the solution x(t) of (1)
is given by the vector x˜(t) ∈ Rn of collocation poly-
nomials of degree s. Assume first the initial value
xk0 := x˜(tk0) = x(tk0) to be known. The continuous
numerical solution x˜(t) is then the vector of polyno-
mials whose time derivative matches the right hand
side of (1a) in the s collocation points tki := tk0 +cih
with 0 ≤ ci ≤ 1:
˙˜x(tki ) = −fki , i = 1, . . . s, (7)
−fki = (J(x)∇H(x))|x=x˜(tk
i
) +G(x˜(tki ))u(tki ).
Notation: Arguments in latin letters (t or s under
the integral), refer to time functions evaluated on
Ik. Greek letters (τ or σ) refer to the same function,
mapped to the normalized interval [0, 1].
3.2. Approximation of flow and state variables
Based on fki ∈ Rn, i = 1, . . . , s, according to (7),
the interpolation formula
˙˜x(tk0 + τh) =: −f˜(tk0 + τh) = −
s∑
i=1
fki `i(τ), (8)
with `i the i-th Lagrange interpolation polynomial
`i(τ) =
s∏
j=1
j 6=i
τ − cj
ci − cj , τ ∈ [0, 1], (9)
gives a polynomial approximation of x˙(t) on Ik.
The flow coordinates are merged in the discrete-
time flow vector
fk :=
[
(fk1 )T . . . (fks )T
]T ∈ Rsn, (10)
based on which the numerical solution x˜(tk + τh),
τ ∈ [0, 1] is obtained by integration of (8):
x˜(tk0 + τh) = x˜(tk0)− h
s∑
j=1
(
fkj
∫ τ
0
`j(σ) dσ
)
. (11)
The values xki := x˜(tki ) of the numerical solution
inside and at the end of the interval Ik are then
computed as
xki = xk0 − h
s∑
j=1
aijfkj , i = 1, . . . , s, (12)
xks+1 = xk0 − h
s∑
j=1
bjfkj , (13)
with2 (i, j = 1, . . . , s)
aij =
∫ ci
0
`j(σ) dσ, bj =
∫ 1
0
`j(σ) dσ. (14)
In continuous collocation methods, the numerical
solution at the start tk+10 = tks+1 of the subsequent
interval is initialized by xk+10 = xks+1.
3.3. Effort approximation and discrete structure
equation
The definition of the discrete flow coordinates
fk1 , . . . , fks in (7) requires to evaluate the effort vec-
tor ∇H(x(t)), the input u(t) and the interconnec-
tion and input matrices J(x(t)),G(x(t)) in the flow
collocation points ci,
eki := ∇H(x)|xk
i
, uki := u(tk0 + cih), (15)
and
Jki := J(xki ), Gki := G(xki ) (16)
for i = 1, . . . , s. The discrete-time counterpart of
(6a) is then
− fki = Jki eki +Gki uki , (17)
with Jki = −(Jki )T . With eki ∈ Rn and uki ∈ Rm
the discrete effort and discrete input coordinates ac-
cording to (15), the polynomial approximations of
the effort and the input vector are
e˜(tk0+τh) =
s∑
i=1
eki `i(τ), u˜(tk0+τh) =
s∑
i=1
uki `i(τ).
(18)
2These values are, together with ci, the coefficients of the
Butcher table for the Runge-Kutta (RK) interpretation of
the collocation method, see [2], Theorem II.1.4.
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In accordance with the approximate flows, we define
the discrete-time effort vector and the discrete-time
input vector
ek =
[
(ek1)T . . . (eks)T
]T ∈ Rsn, (19)
uk =
[
(uk1)T . . . (uks )T
]T ∈ Rsm. (20)
Defining the block-diagonal matrices
Jk = −(Jk)T = blockdiag(Jk1 , . . . ,Jks),
Gk = blockdiag(Gk1 , . . . ,Gks),
(21)
the structure equation (17) on the sampling interval
Ik can be rewritten as
− fk = Jkek +Gkuk. (22)
Remark 1. Defining the discrete effort and input
coordinates based on different collocation points
d1, . . . , dr is also conceivable. In this case, the terms
of the right hand side of (17) must be replaced by
interpolations between the effort collocation points
according to (18). In this paper, we restrict our-
selves to identical collocation points for the flow and
effort variables, and to the explicit representation
of the resulting Dirac structure and PH system.
3.4. Discrete-time supplied energy
Since the instantaneous (local) power balance re-
sults trivially from the equations of the Dirac struc-
ture, we seek to express a discrete-time counter-
part of the integral energy balance equation (3) on
the time interval Ik. To this end, we integrate the
polynomial approximation of instantaneous power
−e˜T (tk0 + τh)f˜(tk0 + τh) over the normalized time
interval [0, 1], and obtain an approximation of sup-
plied energy on the sampling interval Ik
∆H˜k := −h
∫ 1
0
e˜T (tk0 + σh)f˜(tk0 + σh) dσ. (23)
Substituting the definitions (8) and (18) of the poly-
nomial flow and effort approximations, we obtain
the bilinear form
∆H˜k = −h(ek)TMfk (24)
with the symmetric matrix M = MT ∈ Rsn×sn,
M=
m11 . . . m1s... . . . ...
ms1 . . . mss
⊗ In, mij=∫ 1
0
`i(σ)`j(σ)dσ,
(25)
where mij = mji and ⊗ denotes the Kronecker
product.
Remark 2. We can understand the term Mek as a
generalization of the discrete gradient and −hfk as
a vector generalizing the increment of the numerical
solution in the integration step.
3.5. Discrete-time Dirac structure
We provide conditions under which the polyno-
mial approximation of the power variables leads to
the definition of a discrete-time Dirac structure.
Substituting the relation (22) in the right hand side
of the discrete energy balance (24), we obtain
− h(ek)TMfk = h(ek)TMJkek + h(ek)TMGkuk.
(26)
At this stage, we want to recover a discrete-time
equivalent of the structural power balance (5). To
this end, the first term on the right hand side must
vanish: h(ek)TMJkek != 0 for all ek ∈ Rsn, or
written element-wise (recall mij = mji),
h
s∑
i=1
s∑
j=1
(eki )TmijJkj ekj
!= 0. (27)
By skew-symmetry of Jkj , we have (ekj )TmjjJkj ekj =
0 for all j = 1, . . . , s. The remain-
ing elements of the sum cancel to zero, if
(eki )TmijJkj ekj = −(ekj )TmjiJki eki holds for all i 6= j.
With (eki )TmijJkj ekj = −((eki )Tmij(Jkj )Tekj )T =
−(ekj )TmjiJkj eki , the requirement translates to
(ekj )TmjiJki eki = (ekj )TmjiJkj eki ∀i 6= j, (28)
which is true if either of the following conditions
holds.
(C1) mij = 0 for all i 6= j,
(C2) Jki = Jkj = const. for all i, j = 1, . . . , s.
While (C1) is an orthogonality condition on the
choice of the approximation basis in the discretiza-
tion method, the constant interconnection structure
according to (C2) is a system property3.
In both cases (C1) or (C2), the discrete energy
balance (26) boils down to
h(ek)TMfk + h(ek)TMGkuk = 0. (29)
3Darboux-Lie theorem states that every Poisson system
can be transformed locally to a canonical Hamiltonian sys-
tem with a constant skew-symmetric matrix ([2], Section
VII.3). Condition (C2) is then satisfied if the original PH
systems is expressed in terms of these canonical local coor-
dinates.
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The definition of a discrete-time output vector
yk := (Gk)TMek (30)
yields (using M = MT )
h(Mek)T fk + h(yk)Tuk = 0, (31)
which represents a structural balance equation for
the supplied energy in Ik (or average supplied
power, if divided by h). We are ready to define the
discrete-time Dirac structure, which is based on the
polynomial approximation of the power variables.
Theorem 1 (Discrete-time Dirac structure).
Given the s collocation points 0 ≤ ci ≤ 1, i =
1, . . . , s. The system of equations (22), (30), i. e.
−fk = Jkek +Gkuk
yk = (Gk)TMek,
(32)
with discrete flow, effort and input vectors fk, ek,
uk according to (10), (19), (20), the block matrices
Jk = −(Jk)T , Gk according to (21), and the sym-
metric block matrix M = MT according to (25),
represents a discrete-time Dirac structure on the
time interval Ik=[(k − 1)h, kh], if either condition
(C1) or (C2) is satisfied.
Proof. Rewrite (32) in kernel representation
F
[
fk
yk
]
+E
[
Mek
uk
]
= 0 (33)
with
F = Is(n+m), E =
[
JkM−1 Gk
−(Gk)T 0
]
. (34)
According to [12], Prop. 6.6.6, the subspace of
discrete bond variables (fk,Mek) and (yk,uk) on
which (33) holds, is a Dirac structure, if (i) EFT +
FET = 0 and (ii) the matrix [F E] has full row
rank s(n + m). The latter is obvious from F =
Is(n+m). Condition (i) is satisfied if and only if
JkM−1 or, equivalently, MJk is skew-symmetric.
As shown above, the latter holds if the continuous-
time system has a constant interconnection matrix
(C2) or the choice of collocation points guarantees
(C1).
3.6. Discrete-time port-Hamiltonian system
The discrete-time Dirac structure is now comple-
mented by discrete-time dynamics and constitutive
equations.
Definition 1 (Discrete-time PH system). Equa-
tions (32), together with the s-stage discrete dy-
namics
xk0 = xk−1s+1 , (35a)
xki = xk0 − h
s∑
j=1
aijfkj , i = 1, . . . , s, (35b)
xks+1 = xk0 − h
s∑
j=1
bjfkj , (35c)
with Runge-Kutta coefficients aij and bj according
to (14) and the discrete constitutive equations
eki = ∇H(x)|x=xk
i
, i = 1, . . . , s, (36)
define a discrete-time PH system. Using (24) and
(31), the approximation of energy supplied to the
storage elements on the sampling interval Ik =
[(k − 1)h, kh] is given by
∆H˜k = h(yk)Tuk. (37)
Remark 3. Equations (35b) and (35c) can be writ-
ten in more compact form using the Kronecker
product
xki = xk0 − h(aTi ⊗ In)fk, i = 1, . . . , s, (38a)
xks+1 = xk0 − h(bT ⊗ In)fk, (38b)
with aTi =
[
ai1 . . . ais
]
, bT =
[
b1 . . . bs
]
.
Remark 4. The structure of the discrete-time PH
models is independent of the sampling time h,
which, however, determines the approximation
quality.
3.7. Stored energy approximation and discrete en-
ergy balance
Equation (37) represents an approximation of the
supplied energy flow through the port (u(t),y(t))
based on the polynomial approximation of flows and
efforts. On the other hand, the difference
∆H¯k = H(xks+1)−H(xk0) (39)
expresses the increment of stored energy based on
a numerical integration scheme (35), as opposed to
the exact increment
∆Hk = H(x(tk0 + h))−H(x(tk0)). (40)
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Definition 2. If under a given numerical integra-
tion scheme of order p, the increment of stored en-
ergy satisfies
∆H¯k = h(yk)Tuk + o(hp), (41)
we call (41) a discrete energy balance, which is con-
sistent with the discretization scheme. If
∆H¯k = h(yk)Tuk (42)
we call the energy balance exact.
Remark 5. In Definition III.2 of [9], the latter case
is simply called “discrete energy balance”. As (42)
only holds under additional conditions, like con-
stant structure and quadratic energy matrix, and
for example under the implicit midpoint rule (see
[6], Section III.B and [9], Section III.E), we add “ex-
act” to distinguish this particular case of a discrete
energy balance.
To show the consistency of a discrete energy bal-
ance, we will show that the local approximation er-
rors of both ∆H¯k and ∆H˜k, compared with the
exact increment ∆Hk with xk0 = x(tk0), have order
o(hp). To perform this analysis, we restrict our-
selves to quadratic energies of the form
H(x) = 12x
TQx, Q = QT > 0. (43)
Theorem 2 (Local error of stored energy). For a
quadratic energy (43), the local energy error
∆H¯k −∆Hk, xk0 = x(tk0), (44)
is consistent with the numerical integration scheme,
i. e. it has order o(hp).
Proof. For an integration scheme of order p, the
local approximation error or consistency error (set
xk0 = x˜(tk0) = x(tk0)) has order o(hp): ‖x˜(tk0 + h) −
x(tk0 + h)‖ ≤ C1hp+1, C1 > 0. By the equiva-lence of norms, this holds accordingly for the energy
norm ‖x‖Q :=
√
1
2xTQx, with a different constant
C2 > 0: ‖x˜(tk0 + h) − x(tk0 + h)‖Q ≤ C2hp+1. For
the error in the supplied energy, the following esti-
mate can be given (tks+1 = tk0 +h), where the trian-
gle inequality is used between third and fourth line
(xks+1 = x˜(tks+1)):∣∣∆H¯k −∆Hk∣∣ = ∣∣‖xks+1‖2Q − ‖x(tks+1)‖2Q∣∣
=
∣∣(‖xks+1‖Q + ‖x(tks+1)‖Q) · (‖xks+1‖Q − ‖x(tks+1)‖Q)∣∣
≤ 2 max
(
‖xks+1‖Q, ‖x(tks+1)‖Q
)
·
∣∣‖xks+1‖Q − ‖x(tks+1)‖Q∣∣
≤ 2 max
(
‖xks+1‖Q, ‖x(tks+1)‖Q
)
·
∥∥xks+1 − x(tks+1)∥∥Q
≤ C3hp+1 (45)
with C3 = 2 max
(‖xks+1‖Q, ‖x(tks+1)‖Q)C2.
In the following section, we will discuss Gauss-
Legendre collocation and the Lobatto IIIA/IIIB
pairs as examples for symplectic integration
schemes. In the former case, we will prove that
∆H¯k = ∆H˜k holds for quadratic energies. In the
latter case, we will show that ∆H˜k approximates
the energy increment ∆Hk with an error of iden-
tical order as ∆H¯k, and consequently the discrete
energy balance (41) holds.
4. Examples and analysis of energy errors
The degrees of freedom to define a discrete-time
PH system according to Definition 1 are (i) the
set of collocation points {c1, . . . , cs} and (ii) the
concrete coefficients aij and weights bj of the RK
integration scheme (35). In this Section, we con-
sider two classes of s-stage symplectic integration
schemes: Gauss-Legendre collocation and the Lo-
batto IIIA/IIIB pairs for partitioned systems. In
both cases, we analyze the error of the supplied
energy approximation ∆H˜k for quadratic energies
and its relation to ∆H¯k in the light of Definition 2.
4.1. Gauss-Legendre collocation
To define a discrete-time Dirac structure for cases
with non-constant interconnection matrices, condi-
tion (C1) must be satisfied by the choice of colloca-
tion points. To have mij = mji = 0 for i 6= j, with
mij defined in (25), the interpolation polynomials
{`1(τ), . . . , `s(τ)} must form a system of orthogonal
functions. This is the case, if we take the collocation
points c1, . . . , cs as the zeros of the shifted Legendre
polynomials4
ds
dτs
(τs(τ − 1)s) (46)
in normalized time τ ∈ [0, 1]. With the resulting
interpolation polynomials, the diagonal elements of
M,
mii =
∫ 1
0
`2i (σ) dσ =
∫ 1
0
`i(σ) dσ = bi, (47)
equal the weights bi in the Gauss-Legendre quadra-
ture formula ∫ 1
0
f(σ) dσ ≈
s∑
i=1
bif(ci). (48)
4See [2], Section II.1.3.
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This quadrature formula is exact for polynomials
f(τ) on [0, 1] up to order 2s− 1. With 2s the order
of the quadrature formula, the approximation error
of the integral∫ t0+h
t0
f(s) ds = h
∫ 1
0
f(t0+hσ) dσ ≈ h
s∑
i=1
bif(t0+hci)
(49)
is of order O(h2s+1). The coefficients aij of the
unique implicit Runge-Kutta (RK) method5 of or-
der p = 2s can be computed as given in (14).
We now determine the conditions on the pa-
rameters of the integration scheme under which
∆H¯k = ∆H˜k. Substituting (35c) in (39) for a
quadratic energy, we have
∆H¯k = −h(xk0)TQ
s∑
j=1
bjfkj
+ 12h
2(
s∑
j=1
bjfkj )TQ
s∑
j=1
bjfkj . (50)
On the other hand, with bj = mjj , ekj = Qxkj and
(35c), Equation (24) becomes
∆H˜k = −h
s∑
j=1
(ekj )Tmjjfkj
= −h
s∑
j=1
(xk0 − h
s∑
l=1
ajlfkj )TQbjfkj (51)
= −h(xk0)TQ
s∑
j=1
bjfkj +h2
s∑
j=1
(
(
s∑
l=1
ajlfkl )TQbjfkj
)
.
The first terms in (50) and (51) are identical. By
matching the coefficients in front of h2(fkl )TQfkj in
the second term, one obtains the conditions
aii =
1
2bi, aijbi + ajibj = bibj (52)
for i, j = 1, . . . , s, under which ∆H¯k and ∆H˜k co-
incide.
Theorem 3. The s-stage Gauss-Legendre colloca-
tion methods, applied to PH systems with quadratic
energy, are the only numerical integration schemes,
which yield an exact discrete energy balance (42).
5See the Butcher tables in [2], Section II.1.3.
Proof. Equation (52) is only satisfied for Gauss-
Legendre collocation, see [2], Section IV.2.1, The-
orem 2.2 and the paragraph below the proof6. If
(52) is true, ∆H¯k = ∆H˜k holds, and (42) follows
from (37).
Remark 6. Gauss-Legendre collocation with s = 1
leads to the implicit midpoint rule, which is shown
in [6] to satisfy an exact discrete energy balance.
Theorem 3 shows that this is not the only choice
for structure-preserving time discretization of PH
systems with exact energy balance.
4.2. Lobatto IIIA/IIIB pairs
Partitioned collocation methods, such as Lobatto
pairs are used for separable Hamiltonian systems.
We consider in this study the linear PH system of
simple mechanical type7 with q,p ∈ Rn, u ∈ Rm,[
q˙(t)
p˙(t)
]
=
[
0 I
−I 0
] [
Qq(t)
Pp(t)
]
+
[
0
G
]
u(t)
y(t) =
[
0 GT
] [Qq(t)
Pp(t)
]
.
(53)
The discrete-time structure equations can be ex-
pressed as[−fkq
−fkp
]
=
[
0 Isn
−Isn 0
] [
ekq
ekp
]
+
[
0
Gk
]
uk. (54)
The elements of the effort and input vectors ekq , ekp ∈
Rsn, uk ∈ Rsm are
ekq,i = Qqki , ekp,i = Ppki , uki = u(tk0 +cih). (55)
The partitioned integration scheme, which consists
of two RK methods (coefficients aij , aˆij , bj = bˆj ,
ci = cˆi, i, j = 1, . . . , s), each applied to one set of
differential equations, can be written (i = 1, . . . , s)
qk0 =qk−1s+1 , pk0 =pk−1s+1 , (56a)
qki =qk0−h
s∑
j=1
aijfkq,j , pki =pk0−h
s∑
j=1
aˆijfkp,j ,
(56b)
qks+1 =qk0−h
s∑
j=1
bjfkq,j , pks+1 = pk0−h
s∑
j=1
bˆjfkp,j ,
(56c)
6The criterion (52) characterizes numerical integration
methods that conserve quadratic invariants. “[A]mong all
collocation and discontinuous collocation methods [. . . ] only
the Gauss methods satisfy this criterion [. . . ].”
7Q = K denotes the stiffness matrix, P = M−1 the
inverse mass matrix.
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with fkq,j = −ekp,j , fkp,j = ekq,j −Gkukj , j = 1, . . . , s.
In contrast to Gauss-Legendre collocation, the
expression for the increment of a quadratic Hamil-
tonian per sampling interval
∆H¯k = 12(q
k
s+1)TQqks+1 −
1
2(q
k
0 )TQqk0
+ 12(p
k
s+1)TPpks+1 −
1
2(p
k
0)TPpk0 (57)
does not coincide with the approximate supplied
energy
∆H˜k = −
∫ tk0+h
tk0
e˜Tq (s)f˜q(s) + e˜Tp (s)f˜p(s) ds
= −h(ekq )TMfkq − h(ekp)TMfkp ,
(58)
where M is given by (25).
We restrict our attention to the 3-stage Lobatto
pair8 with collocation points c1 = 0, c2 = 12 , c3 = 1,
in which case the matrix M is
M =
 215 115 − 1301
15
8
15
1
15− 130 115 215
⊗ In. (59)
Theorem 4. For the 3-stage Lobatto pair, applied
to the partitioned linear PH system (53), the error
between ∆H˜k and ∆H¯k, and consequently the er-
ror between ∆H˜k and ∆Hk has order o(h2s−2) =
o(h4).
Proof. First notice that the local energy error
∆H¯k − ∆Hk is of order o(hp) with p = 2s − 2
the order of the Lobatto pair, see Theorem 1. To
prove that the error ∆H˜k −∆H¯k has the same or-
der, the expressions in (57) and (58) are subtracted,
under substitution of the efforts and states in the
i-th stage according to (55) and (56b). We replace
the terms fkq,1, fkq,3 and fkp,1, fkp,3 by their Taylor ex-
pansions
fkq,1 = fkq,2− f˙kq,2
h
2 +r1h
2, fkq,3 = fkq,2+ f˙kq,2
h
2 +r2h
2
fkp,1 = fkp,2− f˙kp,2
h
2 +r3h
2, fkp,3 = fkp,2+ f˙kp,2
h
2 +r4h
2,
(60)
where f˙kq,2 = ddt f˜q(tk2) and f˙kp,2 =
d
dt f˜p(tk2) are the
time derivatives of the polynomial flow approxima-
tions f˜q and f˜p in tk2 = tk0 + h2 . r1, . . . , r4 are residual
8See the Butcher tables in [2], Section II.1.4.
terms. The result is
∆H¯k −∆H˜k = F1(r1, . . . , r4, f˙kq,2, f˙kp,2)h5
+ F1(r1, . . . , r4)h6, (61)
where F1 and F2 are functions in the given argu-
ments. This, together with the order of the error
∆H¯k −∆Hk, proves the claim.
As a consequence of Theorem 4, the applica-
tion of the 3-stage Lobatto pair to the partitioned
PH system (53) defines a discrete-time PH system,
whose discrete energy balance is consistent with the
order p = 2s− 2 = 4 of the numerical scheme.
Theorem 4 shows exemplarily at the case s = 3
how to prove the identical consistency order of both
local energy approximation errors. The numerical
experiments in the following section give evidence
that the corresponding order statement also holds
for the 4-stage Lobatto pair.
5. Numerical experiments
We illustrate the quantitative statements con-
cerning the accuracy of the energy approximations
by the numerical simulation of a linear oscillator,
whose solutions can be computed, and which there-
fore serves as a benchmark example. First, the con-
servative case, which has been considered through-
out the paper, is studied. The accumulated errors
of energy supplied through the port (u(t), y(t)) and
stored energy are determined and illustrated for
both considered families of integration schemes. In
a second part, the control port is closed by constant
feedback, which injects damping to the system. We
show that the accuracy order of the energy approx-
imation is maintained in the lossy case.
The considered state PH model of the lossless
oscillator is given by the explicit representation of
the underlying Dirac structure
−f(t) = Je(t) + gu(t) (62a)
y(t) = gTe(t) (62b)
with flow and effort vectors f , e ∈ R2, in- and out-
put u, y ∈ R.
J =
[
0 1
−1 0
]
and g =
[
0
1
]
(63)
denote the interconnection matrix and the input
vector. The dynamics equation is x˙(t) = −f(t)
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with x ∈ R2 the state vector. The linear con-
stitutive equations e(t) = Qx(t) are derived from
the quadratic Hamiltonian H(x) = 12xTQx with
Q = I. For the lossy case, the extended output
feedback
u(t) = −ry(t) + v(t), r > 0, (64)
with new input v(t), generates the damped system’s
state differential equation
x˙(t) = (J−R)Qx(t)+gv(t), R =
[
0 0
0 r
]
. (65)
The structure equations (62) are discretized us-
ing collocation as described in the previous sections.
First, Gauss-Legendre collocation with s = 1, 2, 3
stages is used. Then, the partitioned representation
of (62) is considered for the discretization of the
Dirac structure with 3- and 4-stage Lobatto pairs.
Discrete-time dynamics and constitutive equations
are discretized according to Definition 1, again con-
sidering the partitioned version of the state space
model for the Lobatto pairs.
5.1. Energy supply and storage in the lossless case
Starting from an initial state x(0) =[
q(0) p(0)
]T = [0 −1]T , the undamped
system is excited by a pulse-shaped input
u(t) =

0, t < 8
sin2( t−810−8pi), 8 ≤ t ≤ 10
0, t > 10.
(66)
Figure 2 shows the exact evolutions of states, in-
put and the quadratic energy for this test case on
the interval [0, Tend] = [0, 18]. Figure 3 depicts the
magnitude of relative errors
˜H :=
∆H˜tot −∆Htot
∆Htot
, ¯H :=
∆H¯tot −∆Htot
∆Htot
(67)
of total supplied and stored energy over the range
of step sizes h ∈ [0.005, 0.5]. ∆Htot =
∑N
k=1 ∆Hk,
∆H˜tot =
∑N
k=1 ∆H˜k and ∆H¯tot =
∑N
k=1 ∆H¯k de-
note the total increment of energy and its approx-
imations on [0, Tend] with N = Tend/h the number
of sampling intervals. With ∆H¯k = ∆Hk+ckhp+1,
where p is the order of the integration scheme, the
absolute value of ¯H can be bounded as follows:
|¯H | = |
∑N
k=1 c
khp+1|
|∑Nk=1 ∆Hk| ≤ maxk |c
k|
|Pav| h
p. (68)
Figure 2: Evolution of states (top), input and energy (bot-
tom) for the forced undamped oscillator
Pav = ∆HtotNh denotes the average transferred power,
and the same estimation of order can be performed
for ˜H .
The first diagram in Figure 3 nicely shows the
orders 2, 4 and 6 of the Gauss-Legendre methods
as well as the fact that both approximations ∆H˜k
and ∆H¯k of supplied and stored energy coincide.
(The effect of rounding errors becomes visible at
low step sizes in the curve for s = 3.) The slopes
in the second diagram confirm the orders 4 and 6
of the three-stage Lobatto pair. Although hardly
recognizable, the two curves for ˜H and ¯H do not
match, which is accordance to the computations,
see Eq. (61).
5.2. Approximation of dissipated energy
The damped oscillator represents the most ba-
sic power-conserving interconnection of a port-
Hamiltonian system (the undamped oscillator) with
another system (a purely resistive element). This
is nicely seen if (62) is combined with the damp-
ing injection feedback (64). The differential energy
balance in this damped case reads
H˙ = −ry2 + yv ≤ yv, (69)
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Figure 3: Errors ˜H and ¯H of supplied and stored energy
for Gauss-Legendre methods, s = 1, 2, 3 (top) and Lobatto
pairs, s = 3, 4 (bottom)
which is the balance of power to the energy stor-
age elements, supplied power and dissipated power.
In the discrete-time setting, the damping injection
output feedback becomes simply
uk = −ryk + vk (70)
with discrete input uk on the k-th sampling inter-
val as defined in (20) (accordingly for vk) and the
discrete output yk according to (30). By substitu-
tion in (37), the approximate energy loss per time
step becomes
∆H˜k=−rh(yk)Tyk+h(yk)Tvk ≤ h(yk)Tvk. (71)
Figure 4 shows the solution of (65) with damp-
ing parameter r = 0.1 for v ≡ 0 and an initial value
Figure 4: Evolution of the states (top) and the energy (bot-
tom) for the damped oscillator
x(0) =
[
p(0) q(0)
]T = [0 −1]T on the time in-
terval [0, 10], as well as the monotonous decrease in
energy. Figure 5 depicts the magnitude of the rel-
ative errors of total dissipated energy according to
(67). As in the lossless case, the error plots confirm
that the dissipated power is discretized consistently
with the order of the underlying geometric numeri-
cal integration scheme. This time, the discrepancy
between the numerical energy increments ∆H˜k and
∆H¯k for the Lobatto pairs, which is of order O(hp),
is clearly visible in the right diagram.
6. Conclusions
We presented a new definition of discrete-time
PH systems, which is based on the approxima-
tion of the structure equations and the energy
balance of explicit PH systems using the colloca-
tion method. By defining a discrete-time Dirac
structure, discrete-time constitutive equations and
using appropriate geometric numerical integration
schemes, the separation between structure, consti-
tutive laws and dynamics, which is a central feature
of PH systems, is maintained. The presented work
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Figure 5: Errors ˜H and ¯H of energy flow over the dissipa-
tive port and energy loss in the storage elements for Gauss-
Legendre methods, s = 1, 2, 3 (top) and the Lobatto pair,
s = 3 (bottom)
extends in a very natural way the notion of geomet-
ric/symplectic integration of autonomous Hamilto-
nian systems to the open case (i. e. with power flow
over the system boundary) of PH systems.
A focus has been set on proving consistency of
the two different numerical energy increments that
appear in the context of this definition. The fam-
ily of implicit Gauss-Legendre schemes – applied to
linear PH systems – is the only one for which the ap-
proximations of supplied and stored energy match,
which leads to an exact discrete energy balance of
the discrete-time PH approximation. For Lobatto
IIIA/IIIB pairs, applied to a linear PH system of
partitioned mechanical structure, the discrete en-
ergy balance is not exact, but the energy error is
consistent with the numerical integration scheme.
The theoretical findings have been illustrated by
numerical experiments with the simplest test case
of a linear oscillator: The evolution of total energy,
which is (i) supplied by an external input or (ii)
dissipated based on output damping injection, is
approximated up to the order of the underlying in-
tegration scheme.
The presented definition of discrete-time PH sys-
tems can be exploited in the simulation and numer-
ical analysis of large scale networks. The consistent
approximation of energy flows between subsystems
and the quantification of their error give important
insight that helps to keep track of the quality of sim-
ulation results. In the context of network simula-
tion, the numerical approximation of PH DAE sys-
tems [13], [14] is of particular interest. Combined
with structure-preserving spatial discretization, see
e. g. [15], the presented approach contributes to the
full discretization of distributed-parameter PH sys-
tems. Moreover, the presented work gives rise to re-
consider the Control by Interconnection approach,
see e. g. [16], for the stabilization of PH systems
in discrete time. Finally, more general choices for
the time discretization of effort and flow variables
are conceivable, which would lead to interesting im-
plicit representations of Dirac structures and, con-
sequently, to implicit discrete dynamics.
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