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Relating statistical machine learning approaches to the automatic analysis of mul-
tiparty communicative events, such as meetings, is an ambitious research area. We
have investigated automatic meeting segmentation both in terms of “Meeting Ac-
tions” and “Dialogue Acts”. Dialogue acts model the discourse structure at a fine
grained level highlighting individual speaker intentions. Group meeting actions de-
scribe the same process at a coarse level, highlighting interactions between different
meeting participants and showing overall group intentions.
A framework based on probabilistic graphical models such asdynamic Bayesian
networks (DBNs) has been investigated for both tasks. Our first set of experiments
is concerned with the segmentation and structuring of meetings (recorded using
multiple cameras and microphones) into sequences of group meeting actions such
as monologue, discussion and presentation. We outline fourfamilies of multimodal
features based on speaker turns, lexical transcription, prosody, and visual motion
that are extracted from the raw audio and video recordings. We relate these low-
level multimodal features to complex group behaviours proposing a multistream-
modelling framework based on dynamic Bayesian networks. Later experiments are
concerned with the automatic recognition of Dialogue Acts (DAs) in multiparty
conversational speech. We present a joint generative approch based on a switch-
ing DBN for DA recognition in which segmentation and classification of DAs are
carried out in parallel. This approach models a set of featurs, related to lexical
content and prosody, and incorporates a weighted interpolated f ctored language
model. In conjunction with this joint generative model, we have also investigated
the use of a discriminative approach, based on conditional ra dom fields, to perform
a reclassification of the segmented DAs.
The DBN based approach yielded significant improvements whenapplied both
to the meeting action and the dialogue act recognition task.On both tasks, the DBN
framework provided an effective factorisation of the state-space and a flexible in-
frastructure able to integrate a heterogeneous set of resources such as continuous
and discrete multimodal features, and statistical language models. Although our
experiments have been principally targeted on multiparty meetings; features, mod-
els, and methodologies developed in this thesis can be employed f r a wide range
of applications. Moreover both group meeting actions and DAs offer valuable in-
iii
sights about the current conversational context providingvaluable cues and features
for several related research areas such as speaker addressing and focus of attention
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The use of statistical machine learning for the automatic analysis of multiparty com-
munication is an ambitious and novel research area. Complex social events such as
meetings are a notable example of unconstrained multipartyconversations and pro-
vide a fertile and challenging environment for the investigation of novel methodolo-
gies. Meetings form a major part of many professional activities, in which work is
planned, problems are highlighted and solved, decisions are m de, and knowledge
is shared. Preserving and accessing the information in suchmeetings is an impor-
tant task , to enable a deeper understanding of the content ofmeetings, to make
links across meetings, to facilitate remote meeting participants, and to disseminate
knowledge to people who did not attend a meeting. The multimodal information
contained in a multiparty meeting could be recorded using multiple cameras and
microphones, devices to capture handwritten notes and other varieties of record-
ing equipment. However, simply recording a conversation does not correspond to
understanding what went on, and any information access frommeetings requires
additional processing.
During meetings people interact at different levels, showing both individual in-
tentions and complex group behaviours, across multiple communication channels
such as voice, gestures, and drawings. Features corresponding to these communica-
tive modalities, such as speech, gestures, handwriting andfacial expressions, may
be extracted from raw audio-visual recordings. These indivdual feature streams can
then be integrated to enable the identification of importantevents, such as discus-
sions, presentations, questions, and statements. A probabilistic framework may be
1
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used to learn from annotated examples the mapping between low level feature pat-
terns and abstract categories. In such a supervised approach, m nually annotated
data is used to train the statistical models and to assess their recognition perfor-
mances on unseen data.
In this thesis we focus on the automatic analysis of multipary human interac-
tions, investigating automatic meeting segmentation and indexing both in terms of
“meeting actions” and “dialogue acts”. These are two different aspects of the same
problem. Group meeting actions (such as discussions, monologues, and presenta-
tions) aim to represent the whole group intention, providing a coarse grained rep-
resentation of the meeting structure. Dialogue acts capture individual communica-
tive intentions, such as statements, questions, and suggestions, highlighting the fine
grained structure of a dialogue. Meeting actions and dialogue acts are two related
aspects of the same communicative process, thus their automtic recognition can be
conceived as a single task performed at two different granularities. Dialogue acts
model the discourse structure highlighting the relationships between single speaker
intentions. Meeting phases model the same communicative process highlighting
interactions between different meeting participants and showing overall group in-
tentions.
These two tasks have an interdisciplinary nature, involving machine learning,
quantitative natural language processing, signal processing and meeting modeling.
We hypothesise that a similar methodology can be successfully applied to both
tasks, employing similar evaluation schemes, sharing a comm n set of multimodal
features, and adopting the same probabilistic framework. On this challenging re-
search domain, we have investigated the use of probabilistic graphical models, in
particular dynamic Bayesian networks. The ability to integrate knowledge of the
problem into the model is one of the most attractive featuresof a graphical ap-
proach. Moreover the resulting systems follow a common elegant mathematical
formalism which can be fully observed, can be easily adaptedto similar tasks, and
can be quickly developed and efficiently tuned.
We would like to discover if the integration of multiple data streams
using Dynamic Bayesian Network models can be beneficial for theau-
tomatic recognition of multiparty human-human interactions.
To address this question we have conducted several experiments on “automatic
3
group behaviour modelling”, by developing a system to segment and structure mul-
tiparty meetings using a dictionary of five basic meeting action ypes: discussion,
monologue, note taking, presentation, and presentation atthe whiteboard. In order
to discriminate between different meeting actions, a statistical approach based on
DBNs was adopted to discover and model repetitive patterns ofthe communicative
process. Since groups interact across multiple modalities, such as speech, prosody,
and gestures, it is useful to extract a relevant set of multimodal feature streams re-
lated to prosodic content, lexical information, speech andvisual related speaker ac-
tivities. The resultant statistical modelling framework,a multistream DBN model,
will then integrate the information carried by each featurest am, model individual
feature dynamics in an unsupervised way, and learn group behaviours from a set
of manually labelled examples. This framework was evaluated over a set of short
multi-party meetings, and numerical experiments showed good recognition accura-
cies (about 90% correct recognitions).
In analogy with the automatic meeting action recogniser, wehave developed a
fully automated system to perform joint dialogue act (DA) segm ntation and clas-
sification. Dialogue acts represent the function that utterances serve in a discourse,
and can be regarded as the atomic units of the communicative proc ss behind a con-
versation. Meeting actions analyse the same conversation but at a coarse level of
resolution. Similarly to the meeting action recogniser this system is based on a set
of continuous features, several specialised language models, and a switching DBN
based infrastructure. DA segmentation and classification are c rried out in parallel,
and the graphical model is used to coordinate the entire recogniti n process. Our
DBN based generative approach models a set of features, related to lexical content
and prosody, and incorporates a trigram discourse languagemod l and a weighted
interpolated factored language model (FLM). The FLM, whichis estimated from
multiple conversational corpora, is used in conjunction with additional task spe-
cific language models. In conjunction with this joint generative model, we have
also investigated the use of a discriminative approach, based on conditional random
fields, to perform a reclassification of the segmented DAs. Wehave carried out ex-
periments on two corpora of multimodal meeting recordings,using both manually
transcribed speech, and the output of an automatic speech recogniser, and using dif-
ferent configurations of the generative model. Our results indicate that the system
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performs well both on reference and fully automatic transcriptions.
The adoption of a DBN based infrastructure proved to be effectiv both on the
meeting action and on the dialogue act recognition experiments, achieving good
recognition accuracies, facilitating resource reuse, andoptimising the development
cycle. Similar features and modelling solutions were shared by both systems, sim-
plifying the development process. Moreover the same methodology translates well
to other domains.
Automatic meeting analysis and structuring is a partially unexplored research
field, which has been addressed only in the last few years. Theavailability of an
automated system to extract the meeting structure, both in terms of meeting actions
and dialogue acts, will facilitate the browsing of raw meeting recordings and pro-
vide valuable information for several related tasks, such as automatic summarisation
, topic detection and tracking, action item detection , decision detection , and par-
ticipant influence detection. Group meeting actions are also useful to index meeting
collections, control active sensors such as pan-tilt camers, facilitate the automatic
editing of meeting video footage , or to develop context aware and pervasive appli-
cations such as an intelligent meeting room which reacts to the communicative situ-
ations (for example, dimming lights during presentations,or automatically showing
the whiteboard content magnified on the main projection screen). Moreover these
approaches are not constrained to the meeting domain and canbe dapted to other
contexts. For example the automatic structuring of conversational speech in terms
of dialogue acts can be beneficial for automatic speech recogniti n, machine trans-
lation and spoken dialogue systems.
The proposed features and the multistream DBN infrastructure could be easily
exported to many other research domains such as audio-visual speech recognition,
video-surveillance, automatic broadcast content classification, human activity de-
tection, and multimodal computer interfaces.
1.1 Overview of the thesis
This thesis is structured as follows:
• Chapter 2 provides a brief introduction to Bayesian Networks (section2.2)
and to probabilistic inference on graphical models (section 2.3). Dynamic
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Bayesian Networks (section 2.4) extend the BN graphical formalis to com-
plex time series or data sequences. Moreover DBNs provide a unified graph-
ical notation and mathematical formalism useful to describe probabilistic ap-
proaches such as Hidden Markov Models (section 2.4.1), Factori l HMMs
(section 2.4.2), Coupled HMMs (section 2.4.3), and Hierarchical HMMs (sec-
tion 2.4.4). Two extensions of DBNs, multi-rate models and Switching DBNs
(also known as Bayesian multinets), are presented in section2.4.5 and 2.5 re-
spectively. Probabilistic inference on DBNs using theinterface algorithmis
discussed in section 2.6, and two DBN related software toolkits are compared
in section 2.7.
• Chapter 3 outlines the meeting data collections adopted in our experiments:
the M4 (section 3.2.1), ICSI (section 3.2.2), and AMI (section 3.2.3) meet-
ing corpora. The M4 corpus has been adopted for the group meeting action
recognition experiments reported in chapter 5, and the lattr meeting cor-
pora have been employed by the joint dialogue act recogniserof chapter 7.
Both systems rely on a DBN based infrastructure and on two collections of
multimodal features (sections 3.4.1 and 3.4.2). These colltions include fea-
tures from the four feature families discussed in section 3.3: prosodic (section
3.3.1), “speaker turn” (section 3.3.2), lexical (section 3.3. ), and visual fea-
tures (section 3.3.4).
• Chapter 4 introduces the group meeting action recognition task reviewing
several related works on individual (section 4.2) and groupaction recognition
(section 4.3).
• Chapter 5 outlines a DBN multistream model for the automatic meeting
action recognition. The proposed framework relates 3 multiodal feature
streams (sections 3.4.1 and 5.4.1) to high level group meeting actions such
as discussion, monologue, note taking, presentation and presentation at the
whiteboard. Numerical experiments on the M4 corpus (section 3.2.1) com-
paring the DBN multistream approach (section 5.3) and a baseline system
(section 5.2) are reported in section 5.4. Two variants of this DBN frame-
work are discussed in section 5.4.5. Section 5.5 validates th multistream
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DBN meeting action recogniser on three independent feature setup , and sec-
tion 5.6 reviews the latest advancements in the field.
• Chapter 6 introduces the joint dialogue act segmentation and classification
task. A review of the main approaches and feature sets, whichhave been
adopted for this task, can be found in section 6.2. Section 6.3 outlines several
applications which can benefited from automatic dialogue act recognition.
• Chapter 7 investigates a switching DBN infrastructure (section 7.6) for the
joint dialogue act recognition task. The proposed framework (section 7.2)
integrates: six word related continuous features (sections 3.4.2 and 7.3), a
trigram discourse language model (section 7.4), and two factored language
models (section 7.5). Experimental results both on the ICSI (section 3.2.2)
and AMI (section 3.2.3) data are reported in section 7.7. Reclassification
experiments using a Conditional Random Field DA tagger are discussed in
section 7.8.
• Chapter 8 presents the latest experiments on dialogue act recognition. Sec-
tion 8.2 applies the switching DBN dialogue act recogniser toa n vel 4 broad
DA task (sections 8.2.1, 8.2.3, and 8.2.4), and section 8.3 investigates a dis-
criminative approach to improve the training of factored language model.
• Chapter 9 summarises the work done in this thesis.
1.2 Declaration of previous work
This thesis is based on the following previously published material:
• A. Dielmann and S. Renals.“Recognition of Dialogue Acts in Multiparty
Meetings using a Switching DBN”.IEEE Transactions on Audio, Speech and
Language Processing, vol. 16, number 7, pp. 1303-1314, September 2008
(chapters 3, 6 and 7)
• A. Dielmann and S. Renals.“Automatic Meeting Segmentation using Dy-
namic Bayesian Networks”.IEEE Transactions on Multimedia, vol. 9, num-
ber 1, pp. 25-36, January 2007 (chapters 3, 4 and 5)
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• A. Dielmann and S. Renals.“DBN based joint Dialogue Act Recognition of
Multiparty Meetings”. In Proc. IEEE International Conference on Acoustics
Speech and Signal Processing, pp. 133-136, April 2007 (chapter 7)
• A. Dielmann and S. Renals.“Multistream Recognition of Dialogue Acts in
Meetings”. In Proc. Multimodal Interaction and Related Machine Learning
Algorithms Workshop (MLMI-06). pp. 178-189, Springer, 2007 (chapter 7)
• M. Al-Hames, A. Dielmann, D. Gatica-Perez, S. Reiter, S. Renals, G. Rigoll,
and D. Zhang.“Multimodal Integration for Meeting Group Action Segmen-
tation and Recognition”.In Proc. Multimodal Interaction and Related Ma-
chine Learning Algorithms Workshop (MLMI-05). Lecture Notes in Com-
puter Science 3869, pp. 52-63, Springer, 2006 (section 5.5)
• A. Dielmann and S. Renals.“Multistream Dynamic Bayesian Network for
Meeting Segmentation”.In Proc. Multimodal Interaction and Related Ma-
chine Learning Algorithms Workshop (MLMI-04), Lecture Notes in Com-
puter Science 3361, pp. 76-86, Springer, 2005 (chapter 3)
• A. Dielmann and S. Renals.“Multi-Stream Segmentation of Meetings”.In
Proc. IEEE Workshop on Multimedia Signal Processing, pp. 167- 70, Octo-
ber 2004 (chapter 3)
• A. Dielmann and S. Renals.“Dynamic Bayesian Networks for Meeting Struc-
turing”. In Proc. IEEE International Conference on Acoustics Speech and




In this thesis we are interested in automatically recognising complex human be-
haviours using multichannel audio-visual recordings. This challenging task can be
subdivided in two simpler steps: feature extraction and statistical modelling. The
raw recordings are initially preprocessed in order to extract a collection of multi-
modal features, providing valuable cues which could facilitate the recognition pro-
cess and reducing the amount of data that needs to be processed. Th n a proba-
bilistic modelling framework takes care of associating theobserved features to the
high level symbols that we aim to recognise. A wide selectionof probabilistic ap-
proaches can be adopted on that purpose, these include: Hidden Markov Models
(HMMs) (Baum, 1972), Artificial Neural Networks (Bishop, 1995), and Support
Vector Machines (Vapnik, 1995). In this thesis we are interested in investigating
the adoption of graphical probabilistic models (Cowell et al., 1999; Jordan, 1998)
such as Dynamic Bayesian Networks (DBNs) and switching DBNs (section 2.5).
This chapter provides a brief introduction to graphical models in general, Bayesian
Networks (BNs), and DBNs. Graphical models offer a generic graphical formal-
ism and mathematical notation useful to describe a large number of statistical ap-
proaches (Bilmes, 2003), including: BNs, DBNs, HMMs, Kalman filters (Kalman,
1960), Principal Component Analysis (Pearson, 1901; Bilmes,2003), and Condi-
tional Random Fields (Lafferty et al., 2001). BNs aim at representing static random
variables and thus static problems. DBNs extend this modelling framework to time-
9
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series, allowing to model an arbitrary set of variables as itevolves over time. DBNs
can be interpreted as a generalisation of basic HMMs, since they allow to factorise
the hidden state-space in terms of a set of interconnected random variables (sec-
tion 2.4). A similar factorisation can also be extended to the observations, enabling
multistream feature processing (section 5.3).
Graphical models are a flexible and powerful methodology to implement com-
plex probabilistic models. They are based on the union of graph and probability
theory (Cowell et al., 1999; Jordan, 1998). The graph theory provides an intuitive
unified view over different statistical approaches and a general purpose set of al-
gorithms to “deal with the model”, i.e. to perform probabilistic inference (sections
2.3 and 2.6), train the model parameter set, find the most likely sequence of hidden
states, and generate random observations according to the mod l. Probability theory
provides a consistent way to integrate the model’s components and a convenient in-
terface to the outside world (e.g.: instantiating probabilistic evidence from the input
observations, integrating ad-hoc probabilistic languagemodels, generating poste-
rior probabilities). Probabilistic graphical models makeuse of nodes to represent
random variables and arcs to encode conditional independence assumptions among
nodes. This results in simplifying the model graph1 and in integrating some a pri-
ori knowledge of the underlying problem into the model. Directed graphical models
contain only arcs with a predefined orientation, undirectedgraphical models do not
rely on specific arc orientations. Both Bayesian Networks and Dynamic Bayesian
Networks are notable examples of directed graphical models. Undirected proba-
bilistic graphical models are usually referred to as MarkovRandom Fields. Figure
2.1 shows an example of a Bayesian Network or Belief Network (BN), where:
• Directed arcs imply causality between random variables. For example an arc
from nodeB to nodeA suggests thatA is caused byB.
• Observable variables representing measured parameters are graphically de-
picted through unshaded nodes.
• Shaded nodes indicate latent hidden variables or hypotheses.
1A fully connected graph needs to be employed when independence assumptions between the









Figure 2.1: Two simple Bayesian Networks with the same graph topology: (A) is
composed by 4 discrete hidden nodes, and (B) by 3 discrete hidden nodes and an
observable discrete node.
• Continuous random variables are commonly represented with round nodes,
being square nodes associated to discrete variables with a finite set of mutu-
ally exclusive states.
BNs are based on directed acyclic graphs (DAGs), thus all arcsshould be carefully
oriented avoiding cycles: paths with the same beginning andending node cannot be
constructed. Figure 2.3 shows some graphs which violate theDAG requirements
needed by a BN.
Since nothing prevents instantiating the same BN multiple times, BNs can also
be used to represent and model multiple sequential instances of a given set of ran-
dom variables. However this will result in representing only local relationships
among variables and disregarding their temporal dynamics.Dynamic Bayesian net-
works (DBNs) extend this concept adapting BNs to time-series or data sequences
(section 2.4). Temporal evolutions of the observed data areexplicitly modelled by
inserting arcs between adjacent BN instances, thus forming chronological relation-
ships between different temporal snapshots of the same nodes. Note that all these
additional arcs need to be oriented from left (past) to right(present) according to
the flow of time.
However having a model structure which changes according toits internal state
is desirable in several applications. Complex problems can be formulated through a
more compact and clear representation, reducing the numberof fr e parameters and
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the overall model footprint. Bayesian Multinets or switching DBNs (section 2.5)
allow a dynamic change of the DBN graph topology, arcs can be enabl d or disabled
according to the state of some switching nodes (hypothesis nodes). This will result
in enabling part of the graph only in presence of specific state configurations, and
setting certain causal relationships among variables onlywhen required.
The following mathematical notation will be used to describe BNs, DBNs and
graphical models in general:
• Random variable and graph nodes will be indicated using capital let ers such
as:A, B, or X.
• Values taken on by these variables will be represented usinglower case letters
such as:A = a, B = b, or Xt = x.
• All the parents of a nodeC can be obtained through the functionPa(C) and
root nodesRhave no parentsPa(R) = ⊘.
• Set of variable instances are indicated through temporal indexes such asA1:t
or AK if K = 1 : t, assuming that all indexes start from 1.Xk:t = xk:t means
that the nodeX from timek onward will assume valuesxk, xk+1, ...,xt .
• Bayesian Networks (including both the DAG and the associatedparameter
set) are indicated withBNk when part of a DBN, beingk the frame index.
BN1 refers to the first temporal slice of the DBN andBNt represents a generic
BN adopted at timet.
2.2 Bayesian networks
A simple Bayesian network composed by 4 hidden nodes (A, B, C andD) and 3
oriented arcs (fromB to A, C to A, andD to C) is shown in figure 2.1(A). The arc
~BAencodes a dependence relationship betweenB a dA suggesting a causal relation
from B to A. A similar discourse applies to~CAand ~DC. The DAG of a BN encodes
several conditional independence relationships, for example nodes are independent
of their ancestors given their parents. This results in beingC independent ofA given
D:
P(C = c | D = d,A = a) = P(C = c|D = d) (2.1)






Figure 2.2: Other two simple Bayesian Networks with the same graph and 3 discrete
nodes: node E is hidden (A), E is observable (B).
and beingA independent ofD givenC:
P(A = a |C = c,D = d) = P(A = a|C = c). (2.2)
Moreover sinceC is a hidden node with an ingoing arc~DC and an outgoing arc~CA,
A andD are conditionally dependent givenC. Since nodeA is hidden, the lack of
direct connections betweenB andC implies that they are conditionally independent
givenA.
Figure 2.1(B) shows a BN with the same graph topology of 2.1(A) but defining
the nodeA observable rather than hidden. All the causal relationships (B andC
causeA, C is caused byD) are still valid, butB andC are no longer conditionally
independent.
The observable variableA has two competing causesB andC, and either of them
is sufficient alone to explainA; thusB andC are conditionally dependent through
A. For example, ifA represents the evidence of a car breakdown andB, C are
two independent explanations forA, e.g.: an “empty fuel tank” and a “broken bat-
tery”, B or C are unrelated causes and either of them is sufficient to explain the car
breakdown. Given the entire population of car breakdowns and using the proposed
model to explain them, it will be evident that an empty fuel tank makes a broken
battery less likely and vice-versa, even if these two eventsare clearly unrelated.
This behaviour, usually referred as the “selection bias” orthe “explaining away”
phenomenon (Wellman and Henrion, 1993), appears when two ormore causes are
sufficient to explain a single observation.
Consider the two BNs in figure 2.2: ifE is hidden (figure 2.2(A))F andG are
conditionally dependent; wheneverE is observable (figure 2.2(B)) the two children
will be independent. Finally, if nodeC of figure 2.1(A) is observable instead of






Figure 2.3: Examples of unacceptable Bayesian network graphs: (A) forms a cycle,
and (B) contains an undirected arc (ĀB).
being hidden,A andD will become conditionally independent given the observable
nodeC.
Formally a BNβ is a pairβ = (D,C) where:D = (N,V) is the DAG containing
a setN of nodes andV arcs, andC is a set of conditional probabilities distributions
(CPDs). Each node in the graph is associated to a conditional probability distribu-
tion andC is a collection of all these CPDs:
C = {p(Ni | Pa(Ni)) | Ni ∈ N}
wherep(Ni |Pa(Ni) represents the probability of nodeNi given all its parentsPa(Ni)
in the graph. The DAGD encodes the model topology and the parameter setC
contains all the data-structures (associated to the graphD) needed to have a working
implementation of the model. The model parameter setC is assumed to be time-
invariant, and the same assumption can also be extended to DBNs and Bayesian
Multinets (sections 2.4 and 2.5 respectively).
A unique joint probability distributionP(U) for the whole BNβ can be esti-




P(Ni | Pa(Ni)) (2.3)
also including priorsπi from all the root nodesAi contained by the graphD:
P(Ai|⊘) = P(Ai) = πi ∀Ai ∈ N : Pa(Ai) = ⊘. (2.4)
Note that a conditional probability distribution is not necessarily unique to a node,
thus the same probability distribution can be shared by different variables with a
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similar function or by subsequent snapshots of the same variable (section 2.4). Con-
ditional probabilities of discrete nodes are often modelled through full or sparse
multidimensional conditional probability tables (CPTs). Sometimes several rela-
tionships between nodes are know a priori, thus they can be excluded from the
trainable parameter set and specified through deterministic rules or decision trees
(section 2.7).
2.2.1 Gaussian Mixture Model
Continuous nodes are associated to continuous probability ds ributions such as
Normal, Gamma, and Beta distributions, or even weighted combination of these
distributions. Weighted mixtures of Gaussians are widely used statistical models,
popular for their flexibility and mathematical tractability. The Expectation Max-
imisation (EM) algorithm (Dempster et al., 1977; Redner and Walker, 1984) can
be used to estimate the parameters of these finite mixture modls. This is an iter-
ative procedure based on: calculating expectation values for the membership vari-
ables (assignments between data points and Gaussian components) of each data
point, using the model parameters from the last maximisation step (E-step); and
re-estimating the distribution parameters (mean, covariance, and class probability
for each Gaussian) maximising the expected likelihood of the model on the entire
dataset (M-step).
Gaussian Mixture Models (GMMs) represent a popular choice to implement the
mapping between continuous observations and discrete states. Figure 2.4 depicts
a common scenario: a n-dimensional vector of continuous featur s is associated to
a continuous observable nodeY, and a latent discrete variableX is the sole parent
of Y. The mapping from continuous observations (Y) to discrete states (X) can be
obtained through a GMM. Figure 2.4(B) shows the internal structure of a GMM
by explicitly defining the “mixture of Gaussians” variableM: a discrete node with
one state for each mixture componentm. According to this graph, the conditional
probabilities associated respectively to nodesY andM are given by:
P(Y = y | X = j,M = m) = N (y;µm, j ,Σm, j) (2.5)
P(M = m | X = j) = C(m, j) (2.6)







Figure 2.4: A continuous observable variable Y and its latent discrete explanation X
are modelled through a Gaussian Mixture Model. The GMM can be implicitly (A) or
explicitly (B) instantiated.
whereN (y;µm, j ,Σm, j) represents a Gaussian density of meanµm, j and variance
Σm, j evaluated aty, andC(m, j) the prior weight of each mixture componentm
conditioned by the current hidden stateX = j. Assuming an dimensional feature
vectory∈ ℜn, each variance vectorΣm, j has exactlyn components. The probability
P(Y = y | X = j) of observing the feature vectory given the current stateX = j can
be estimated combining equations 2.5 and 2.6, and eliminating the hidden nodeM
by summing over (section 2.3) all the mixture componentsm= 1, ...,M:




C(m, j)N (y;µm, j ,Σm, j) . (2.7)
Figure 2.4(A) shows the same GMM using an implicit notation in which M has
been omitted. Both notations are acceptable even if the implicit one is the most
common2.
Note that node cardinalities (number of states for each discrete variable) and
probability distribution formats (full table, decision tree, GMM, etc.) are not cov-
ered by the BN graphical formalism. These attributes, being part of the parameter
setC, belong to the actual implementation of the model. Since both graphical in-
frastructureD and implementation detailsC are needed to define a working model
infrastructure, all BN related toolkits (section 2.7) offera formal language to fully
specify bothD andC.
2GMMs are usually considered a primitive Conditional Probability Density type, similarly to
discrete conditional probability tables and decision trees.
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Figure 2.5: Graphical representation of the naı̈ve Bayes model.
2.2.2 Naı̈ve Bayes Model
The näıve Bayes model shown in figure 2.5 represents a simple but straightforward
example of a BN model. This model was originally developed to facilitate medical
diagnoses (Warner et al., 1961) inferring the most likely diseaseX from a set of
observable featuresY1,Y2,...,Yn. An individual näıve Bayes network is associated to
each diseaseX and the joint probability distributionsP(U) for each BN is estimated
as:








whereP(Yi | X) represents the conditional distribution of each featureYi given the
diseaseX. The posterior probabilityP(Yi |X) can be easily estimated from a training
data-set containing the observed feature occurrences (symptoms) for each disease
X. The näıve Bayes DAG implies that all the featuresY1,Y2,...,Yn are conditionally
independent givenX, but this assumption can be inappropriate.
2.2.3 Example
Richer and more complex models can be defined using the BN graphical formal-
ism. Real daily-life problems can be easily encoded as a BN model, sp cifying well
known relationships between the random variables, and thusincorporating precious
human expertise about the problem. For example: an industrial bakery is willing to
improve the quality of its bread, and the dough-rising process seems to be the key
point to improve their bakery products. Years of practical experience suggested that:
cooking time and temperature, percentage of water in the dough, and rising agent,
are the most influential variables in the rising process. Plenty of successful and less
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successful cases have been collected, thus a probabilisticmodel, able to forecast the
outcome of a new variable combination (e.g.: bottom line of figure 2.6(A)), can be
learned from the available examples. Moreover oven temperatur nd cooking time
can be discretised, and human expertise can establish accept ble trade-offs between
temperature and time (figure 2.6(A)), avoiding disastrous results such as overcook-
ing. All this knowledge about the process can be integrated within a BN: figure
2.6(A) shows the causal relations between the variables involved; figure 2.6(B) for-
mally depicts the DAG associated to the model; and figure 2.6(C) provides some
further insights on CPTs and node cardinalities. Oven temperatureE, cooking time
T, and liquid contentW are respectively mapped intoB (| B |= 4: too low, low,
medium and high),C (| C |= 3: short, medium and long) andD (| D |= 10) using
three independent sets of GMMs. NodeA (| A |= 3: acceptable, unacceptable trade-
off, and unforeseeable results) integrates the deterministic relationships betweenB
andC. NodeR forecasts the outcome of the whole (rising) process given ths ate
configuration of nodesP, D andA. A CPT of size(2∗10∗4∗3)∗2 = 480 can be
used to represent the likelihood of each of the 240 configurations of P,D,A given
the two states ofR.
During model parameter learning this CPT and the 4 GMM parameters (mean,
variances and mixture weights) are learned from manually label ed examples. The
outcomeR of each cooking session is known,B andC have been manually de-
termined, thusR, B andC are observable nodes during training. NodeA, being
deterministically estimated, lacks of any trainable parameter. The percentage of
liquid content is discretised into 10 discrete states of thenodeD. The distribution
of these 10 bins is unknown and their allocation is left to thetraining process, thus
D is hidden even during training. It is likely that similar prediction accuracies can
be achieved even with less than 10 classes, and thus a much smaller odel foot-
print (e.g.:| D |= 5 will result in halving the whole parameter set), but this must be
confirmed experimentally.
The amount of examples needed to train effective models depends on several
factors like training data distributions and number of model’s free parameters. Lit-
tle control is available on the amount of training data and its d stribution. How-
ever the model’s parameter set can be carefully tuned, dimensioni g each variable
individually, and choosing the most appropriate state topology for every applica-























































Figure 2.6: A practical problem and its Bayesian network representation: a simplified
formulation of the problem (A), the resulting BN graph (B), and some further details
about the model (C).
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tion. The state space factorisation offered by BNs constitutes a powerful instru-
ment to this end. Each variable can be dimensioned independently, and local de-
pendences among variables can be individually investigated. Moreover conditional
(in-)dependence relationships encoded into the graph provide a compact factorised
representation for the joint probability of all the nodes involved. This representation
may be exploited in order to reduce the computational effortrequired for probabilis-
tic inference.
2.3 Probabilistic inference on Bayesian networks
Given a set of observable nodes, probabilistic inference allows to estimate the prob-
ability associated to the unobserved latent variables of the graph, suggesting the
most probable explanation for a given observation. Probabilistic inference esti-
mates the conditional probabilityP(Q |Y = y) associated to a set of query variables
Q given the evidence provided through the observable nodesY. Probabilistic infer-
ence can be estimated from the joint distributionP(U) = P(H,Q,Y) using Bayes
theorem and summing out all the irrelevant variablesH (marginalisation):







The query variable setQ can contain just a single node, or even all the hidden nodes
in the graph. It is thus desirable to have an inference algorithm which maximises
efficiency and resource reuse independently on the specific query.
Probabilistic inference also plays a key role on the model parameter learn-
ing task. Model’s parameters are usually trained using expectation maximisation
(EM) based algorithms, alternating likelihood expectation computations (E step)
and maximisation of the estimated expectations (M step). Infere ce is the main tool
to compute the likelihood expectation of each graph node. Since probabilistic infer-
ence is the key computation step both for parameter learning(model training) and
model decoding, an efficient inference algorithm is highly desirable.
A näıve approach to probabilistic inference consists in answering to every pos-
sible query through “marginalisation”: estimating the probability associated to the
query alone by summing out all the irrelevant random variables. However given a
fully connected model this procedure has exponential costs. Fortunately the DAG
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of a Bayesian network provides a factorised representation of this task making
marginalisation more efficient.
2.3.1 Variable elimination
Thanks to their structured relationships between variables, Bayesian networks offer
an effective way to speed-up inference. The compact factored representation of
the joint probability distribution may be exploited when efficient marginalisation
is required. The key concept is to simplify this computationby reducing to the
minimum the number of sums required, thus exploiting conditional independence
between variables. This procedure (Zhang and Poole, 1994) exploits the principle
of distributing sums over products during marginalisationby pushing sums as far as
possible to the right end side of the equation.
For example, given the BN shown in figure 2.1, the probability that nodeA
assumes the valuea is given by:






P(A= a |B= b,C= c) ·P(B= b) ·P(C= c |D = d) ·P(D = d).
This product already includes the implications of equation2.1. The sum overd
appears only within the last two factors (D has only one outgoing arc~DC and no
parents), and the product may be rewritten as:




P(A= a |B= b,C= c) ·P(B= b) ·∑
d
P(C= c |D = d) ·P(D = d).
(2.10)
This can be further simplified by imposing:
T1(c,d) = ∑
d
P(C = c | D = d) ·P(D = d)
and equation 2.10 will takes the form:




P(A = a | B = b,C = c) ·P(B = b) ·T1(c,d)
whereT1 was obtained eliminating the nodeD from the original graph. Dealing
with more elaborate graphs, this variable elimination procedure may be applied it-
eratively until the graph is reduced to a single node and a unique termTn. The com-
putational cost associated to this algorithm is bounded by the number of variables
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contained by the largest term encountered. Note that choosing the best sequence of
“elimination variables” is a non trivial task and it is knownto be a NP-hard problem.
Unfortunately variable elimination is query sensitive: the entire algorithm should
be re-iterated for each set of query variables.
A query independent generalisation of the variable eliminatio procedure is pro-
vided by the Junction Tree (JT) algorithm. In order to discover an efficient fac-
torisation, and therefore to provide an efficient inferencealgorithm, it is possible
to proceed with some graph manipulations. The goal is to transform the directed
graph into an undirected tree-shaped structure (junction tree) which efficiently sup-
ports the evaluation of multiple large queries. This tree shaped graph is built so that
inference can be efficiently carried out using a message passing approach. The key
point is to store in a tree shaped structure all the intermediat terms required during
the inference computation and to reuse them as much as possible.
2.3.2 Moralisation
In the first instance, the graph needs to be converted into an undirected one through
moralisation: unconnected parents are linked (married) together and arcorienta-
tions removed. For example the DAG associated to the BN in figure 2.7(A), after
moralisation will be transformed into the undirected graphof figure 2.7(B). Arcs re-
sulting from the moralisation (marrying of unconnected parent nodes) are depicted
with heavy solid lines. These arcs are added in order to preserv the conditional
independence assumptions made by the original BN. For example nodesA andB
of figure 2.7(A) are conditionally dependent through their child C. Converting the
DAG into an undirected graph, by simply dropping arc directions, would makeA
andB conditionally independent3. Note that the moralised graph introduces a less
restricted factorisation than the original directed graph. Moreover marrying parents,
and in general adding arcs to the graph, is a safe operation since it always leads to a
“larger model” with fewer conditional independence assumptions.
3In any undirected graph, parents are always conditionally independent through their children.

























DF C D E








Figure 2.7: Construction of a Junction Tree: the original Bayesian network graph (A),
moralised graph (B), triangulated graph (C), the resulting elimination graph (including
dotted arcs) and Junction Tree (D).
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2.3.3 Triangulation
The next step consists of performing theriangulationof the moralised graph: nodes
are firstly ordered and then progressively removed from the graph after having all
their neighbours (with higher ordering number) preventively connected. This pro-
cedure progressively eliminates all the graph nodes, replacing them with some addi-
tional “fill-in arcs”. The triangulated graph is given by theoriginal DAG augmented
with all the new arcs introduced by the triangulation procedur . Note that all cycles
from a triangulated graph with a length greater than three hav a chord, thus a trian-
gulated graph is often referred as a chordal graph. For example, given the undirected
moralised graph in figure 2.7(B) and the node elimination order of figure 2.8(A), the
resulting triangulated graph is shown both in figure 2.7(C) and 2.8(A). Node elim-
ination orders are arbitrary: the same graph (figure 2.7(B)) can also be triangulated
following the node sequence specified in figure 2.8(B) and thusobtaining a slightly
different triangulation4. Since different orderings result in different final triangula-
tions and the overall cost of probabilistic inference depends on the resulting graph,
it is possible to choose orderings which are better than others.
A clique is a set of pairwise adjacent nodes forming a complete subgraph: every
node is connected to every other node in the subgraph. For example nodesA, B,
andC of the graph shown in figure 2.7(B) form a clique of size 3. A maximal
clique is a clique not contained in any larger clique, for example nodesA, B form
a clique but not a maximal clique asABC. During the node elimination process a
set of maximal cliques (also known as elimination cliques) is created. For example
the triangulation of the graph in figure 2.7(B) using the eliminat on order of figure
2.8(A) will lead to the following sequence of elimination cliques: FH, DF , DEI,
CDE, ABC, and finallyCEG. While the nodes are clustered together into cliques,
the resulting cliques could also be connected together in order to build a complete
cluster graph. The intersections of variables in adjacent clus ers of nodes are called
“separator sets”.
4Some triangulations cannot be obtained following an elimination order (Arnborg et al., 1987).

















Figure 2.8: Example of how the choice of different elimination orders can result
in different triangulated graphs. Nodes are progressively removed from the graph
according to their index, from 1 to 9 in this example.
2.3.4 Junction Tree
The undirected graph built over the maximal elimination cliques can be converted
into a tree of cliques. Arcs between cliques are firstly weighted according to the
number of nodes in common among connected cliques (sizes of the “separator
sets”). For example in figure 2.7(C), the separator set between cliquesDEI and
CDE is formed by two nodes:D andE; thus the arc betweenDEI andCDE has a
weight of two. The resulting weighted graph is then converted into a tree by pri-
oritising and leaving (as part of the tree graph) the connections with the highest
weights. The maximum weight spanning tree obtained following this procedure is
usually referred as a Junction Tree.
Figure 2.7(D) shows the junction tree associated to the elimination order of
figure 2.8(A). Note that the original clique graph also contains two unitary weight
arcs, betweenDF andCDE and betweenABC andCEG respectively (dotted lines
of figure 2.7(D)). These arcs were removed to form a tree so that each pair of cliques
can be connected only through a unique path.
Once again different elimination orders often lead to different: cliques, separator
sets, and thus clique trees. Since the cost of inference is expon ntial in the size of
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the largest clique, it is desirable to build a junction tree with the smallest cliques, but
this is known to be a NP-complete problem (Arnborg et al., 1987). Given a specific
DAG, discovering a good triangulation for it can be a time-consuming operation.
However this task should be performed only once. Then the resulting JT will be
re-used over and over again during probabilistic inference.
Junction trees are built so that they satisfy the running intersection property: the
intersection of any 2 cliques must belong to every clique on the path between them.
For each pair of cliquesc1 andc2 having a nodeX in common, each clique in the
unique path betweenc1 andc2 should also contain the nodeX. Therefore, given
a variableX, all its occurrences on the junction tree should appear as a connected
sub-tree.
2.3.5 Message passing inference algorithm
Since in a Junction Tree all variable occurrences are grouped together, the informa-
tion transfer is minimised when updating the model parameters. Moreover the JT
offers a hierarchical view of the model: well delimited cluster of nodes (cliques
from the triangulated graph) are organised into sub-trees according to the variables
they have in common (separator sets).
As already observed in equation 2.3 the joint probability distributionP(U) for
the whole BN can be estimated as a product of conditional probability distributions.
Having partitioned the graph into clusters of nodesc∈ C , the overall joint density
p(U) can be represented as a normalised product of potentials:
p(U) = ∏
Ni ∈N




where each potential functionψc(Xc) depends only on the variablesXc which are
contained into the clusterc. Note that probabilistic evidence needs to be instantiated
in all the clusters containing observable variables.
When node clusters match those suggested by one of the junction trees associ-
ated to the graph5 the factorised density of equation 2.11 is also “decomposable”.
In such case a potential functionψc is associated to each cliquec∈ L of the junction
5A graph can have multiple junction trees and any of them can beused to this end. However, as
pointed out in section 2.3.4, JTs with smaller cliques are more desirable than other.
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tree, and the joint probability associated to the whole set of random variablesU in











Each potential functionψc depends only upon the nodesXc contained by the clique
c, andψc is a non-negative continuous function or a multidimensional array in the
discrete case. The factorised density of equation 2.11 can be converted into the
decomposable density of equation 2.12 following these simple steps:
• build a Junction Tree for the original BN and allocate a potential functionψc
for each cliquec∈ L
• initialise all potentialsψc to the unity
• update each potentialψc using the cluster potentials from equation 2.11.
During this process all cluster potentials from the original joint probability density
p(U) of equation 2.11 that cover the variables inc are multiplied intoψc. Therefore
during the update procedure ofψc, each factor (from equation 2.11) is multiplied
into the potentialψc corresponding to the cliquec with the same variables of the
given factor.
The final step of the inference process (belief propagation)c sists in the iter-
ative application of a message passing algorithm. The goal of this procedure is to
diffuse the observed information across the model, iteratively updating the hidden
distributions until they are mutually consistent. Initially each cliquec from the JT
only knows its potentialψc and all its neighbour potentials. A message is then sent
from c to all its neighbours, and each neighbour reacts combining its own local
potential with the message (potential function) received from c. The combination
between local potential and received messages allows each clique to re-estimate the
marginal densities of its variables. Note that belief propagation is only guaranteed
to be correct for trees, hence the need to convert a general graph into a Junction
Tree.
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This is frequently done using the “Hugin algorithm” also known as Jensen-
Lauritzen-Olesen algorithm (Jensen et al., 1990), an approch based on the Shafer-
Shenoy algorithm (Shafer and Shenoy, 1988)6. In the Hugin approach, a collection
of non negative potential functionsφ is associated to the Junction Tree, withφc be-
ing referred to as thechargeassociated with the cliquec, andφs as the potential
associated with the separator set. Given two adjacent cliquesc1 andc2 from the
same JT, and ifs is the separator set betweenc1 andc2, the initial charge is set as:
φs = 1 (2.14)
φc2 = ψc2 . (2.15)









φ∗s andφ∗c2 will represent the new potentials ons andc2 respectively, wheneverφc1




represents the update ratio carried by the information flow fr m c1 to c2 alongs.
The information flow algorithm needs to be applied twice, so that two messages
in opposite directions are passed along each arc (the separator set) of the JT. After
all messages are passed, the joint probability densitypc of every cliquec will be
proportional to the corresponding potentialφc.
In order to be consistent, this approach should obey a stricttwo phases propa-
gation message passing protocol based on “message collection” and “message dis-
tribution”. These two phases should comply with the following rule: a cliquec is
allowed to send (distribute) a message to a neighbouronly after having collected
messages from all its neighbours (exceptb). Message distribution is subordinated to
6The Hugin algorithm is more time efficient than Shafer-Shenoy because running products re-
quired to compute clique beliefs are cached in memory ratherthan re-estimated over and over. How-
ever the Hugin approach involves the use of arithmetic divisions and the storage of both clique and
separator potentials.
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message collection, and a special clique needs to be selected from all the JT nodes,
making this the starting point for the entire message propagation process. The JT
root cliquer is an intuitive choice and the two phase message passing algorithm can
be applied as follows:
• the rootr performs a collection
• each nodec recursively invokes the collection on all its children (topt bot-
tom)
• the leave nodesb, once reached by the collection request, will start passing
up their potentials which are recursively propagated up to the rootr (bottom
to top)
• the rootr starts a distribution process
• messages are recursively propagated from the rootr d wn to the leavesb (top
to bottom).
Therefore, given a generic nodec and its childb, this process can be generalised
defining two commands (one for each of the two phases):
• Collect(c): recursively callscollecton each childb (Collect(b)) passing the
resulting message up fromb to c
• Distribute(c): passes the message down fromc to each childb recursively
invokingdistributeon each childb (Distribute(b)).
The whole message passing process can be started invokingCollect(r) and com-
pleted withDistribute(r). A simple but generic example is shown in figure 2.9:
Collect(r) results in messages being passed from cliquesb to c and finally tor;
Distribute(r) results in passing messages in the reverse order, reaching the leaves
at the end of the process.
Probabilistic inference on a static BN consists of two distinct phases: offline
triangulation and JT online belief propagation. A maximum weight spanning tree
(Junction Tree) can be obtained through a sequence of graphic manipulations: moral-
isation, triangulation and JT construction. This operation needs to be performed just
once for a given DAG, then inference can be estimated online from the resulting JT































Figure 2.9: Sequence of collections and distributions during the message passing
process.
by applying different observations and formulating multiple queries. At run-time
beliefs can be propagated by following four simple steps:
• initialise clique potentials through equations 2.14 and 2.15
• instantiate probabilistic evidence through the clique potentials
• follow the collect-distribute message passing protocol, thus diffusing the ob-
served information by applying the message passing algorithm of equations
2.16 and 2.17
• read the requested (through the initial query) conditionaldensities by normal-
ising the obtained clique potentials.
Since exact belief propagation is computationally expensive (NP-hard in the
largest clique), several approximate techniques have alsobeen proposed, including
loopy belief propagation, variational and sampling methods. An extensive review
on the subject can be found in Murphy (2002a).
2.4 Dealing with dynamic Bayesian networks
Signal processing is inherently associated to evolving random variables, and most
digital signal processing applications need to represent and model complex struc-
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tures of time-dependent variables. Bayesian networks in ther original formulation
are limited to static random variables. Dynamic Bayesian Networks (DBNs) consti-
tute an extension of static BNs which enables them to model complex time series or
data sequences. In a DBN, a local BN is instantiated for each temporal slice7, and
the complete network is formed by adding interconnections between local BNs.
Each individual BN represents an instantaneous snapshot of the model taken
at timet, describing the relations between different random variables within a sin-
gle temporal frame. Complex temporal dynamics of the modellevariables can
be represented by specifying additional arcs between nodesbelonging to adjacent
BNs, relating thus variables sampled at different instants of their temporal evolu-
tion. Hence a DBN is a set of static BNs interconnected by some additional causal
links across slices, which explicitly represent the time flow. Although it is possible
to define a specific BN for each temporal frame, a single genericBN is identically
duplicated and applied to most of the frames, with the exception of the first and
last temporal slices. Most DBNs can be represented using justthree static BNs: a
specialBN1 adopted only at timet = 1 known as the prologue, a generic template
BNt identically replicatedT −2 times, and the epilogueBNT for the last frameT
of the time-series.BN1 deals with the model initialisation: estimating initial state
configurations from priors, re-setting deterministic nodes, etc.BNt acts as a generic
template implementing the core model behaviours and determining how the state
space will evolve in time according to the observed variables. Finally the epilogue
BNT , which is often equivalent to a generic templateBNt with the outgoing arcs
removed, takes care of the last frame (temporal slice) of thedata sequence. Al-
though the vast majority of the DBN based models can be fully specified using at
most three BN slices: prologue, template, and epilogue; somespecial approaches
like multirate models form an exception (section 2.4.5).
Assuming a DBN which represents a process that is both stationary and Marko-
vian, a further simplified “two slice temporal Bayes net” (2TBN) representation
can also be adopted. In section 2.6 we will shows that this compact representa-
tion is convenient to perform probabilistic inference on DBNs. Processes modelled
through DBNs are always stationary: conditional probability distributions are con-
7Assuming that all the variables are represented by discretetim samples taken at the same
temporal instant and following an uniform temporal sampling a d thus a fixed frame-length.
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stant over time and thus all the model parameters are time invariant. Moreover the
process is Markovian if the hidden variablesXit depend only on nodes from the cur-
rent or the previous time slicet −1, and not on any older slice such as:t −2, t −3,
etc.
All DBNs are based on the stationary assumption and most of them represent
processes which are Markovian as well, thus allowing the adoption of a compact
2TBN representation. This can be constructed by unrolling two generic slicesBNt
andBNt−1, where each slice containsN nodesZi, i = 1, ...,N, from the variable
setZ. The resulting 2TBN graph forms an exhaustive representatiofor the whole
DBN model. The conditional probability distributionP(Zt | Zt−1) of the variable set
Z at timet given its previous configuration at timet −1 can be estimated as:







wherePa(Zit) are the parents ofZ
i
t according to the DAG. Because of the initial
Markovian assumption required by the 2TBN model, nodesPa(Zit) belong only to
the current sliceBNt or to the previous sliceBNt−1 8. Equation 2.19 is also valid
for the last frameT: in this case the 2TBN, obtained by joining a generic template
BNt = BNT−1 with the epilogueBNT , lacks of any outgoing arc. During the first
time-framet = 1 the two slice temporal Bayes net is reduced to the prologueBN1.
Since the initial sliceBN1 has no incoming arcs, node parentsPa(Zit) can only be
found on the same sliceBN1, and all the hidden variablesXi are initialised according
to their prior probabilitiesP(Xi = j) = πi( j).
The joint probability for the entire DBN can be obtained from equation 2.19 by











Similarly to static Bayesian networks (section 2.2) a Conditional Probability
Distribution is associated to each individual hidden variable of the DBN. Note that
parent-less hidden nodes from the prologueBN1 are associated to prior state dis-
tributions; hard-coded deterministic relationships between variables, not being en-
coded as probabilistic CPDs, form an exception to a pure probabilistic framework.
8On multi-rate models (section 2.4.5) arcs are allowed to skip across slices, thusZit parents can
be found even on more than two time slices.
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Since DBNs represent stationary processes, the whole DBN parameter set (e.g.:
probability distributions, Gaussian mixtures, mixture weights, and decision trees) is
assumed to be time-invariant. Note that DBNs are “dynamic” beause they extend
the BN concept to time-series, but their parameters cannot change or evolve over
time. When the model needs to change its behaviour according to the data temporal
evolution, two possible strategies can be followed:
• introduce some additional variables to explicitly addressthe temporal evolu-
tion of the data, like the “counter structure” adopted in section 5.3.2;
• define one or more switching variables and convert the DBN intoa “Bayesian
Multinet” (section 2.5), as for the switching DBN dialogue act recogniser
outlined in section 7.6.
A large number of probabilistic models can be re-formulatedusing the DBN
graphical formalism such as Hidden Markov Models (Baum, 1972), Kalman fil-
ters (Kalman, 1960), and Input-Output HMMs (Bengio and Frasconi, 1995). The
following subsections will initially outline the graphical formulation for a baseline
HMM (section 2.4.1), and then move to more flexible approaches, such as Factorial
HMMs (section 2.4.2), Coupled HMMs (section 2.4.3), and Hierarchical HMMs
(section 2.4.4). Finally a brief overview of multi-rate models is provided in section
2.4.5.
2.4.1 Hidden Markov Models
Hidden Markov Models (HMMs) are one of the simplest examplesof DBNs. Fig-
ure 2.10(A) depicts the formal DBN representation for a continuous observations
HMM. Continuous observable feature vectors are modelled by nodesY and hidden
discrete states are represented by nodesX. The mapping between discrete states
X to continuous observationsY is implemented using Gaussian mixture models
(section 2.2.1). The same model is also shown in figure 2.10(B), where the DBN
is “unrolled” T times and is ready to be applied to a sequence ofT bservations
(Y1:T = y1:T).
This model can be still interpreted using the conventional Hidden Markov Mo-
del notation of Rabiner (1989) by defining: a state transitionprobability distribution






















Figure 2.10: Dynamic Bayesian Network representation of a Hidden Markov Model
applied to a time series of {1 : T} frames: a compact 3 slices representation BN1,
BNt and BNT (A); and the fully unrolled model (B).
A, an initial state distributionπ, and a continuous observation probability distribu-
tion B. If the hidden state of nodeX at timet −1 is represented byxt−1 = i, the
probability to change state at timet, reaching the new statext = j, is given by:
P(Xt = j | Xt−1 = i) = A(i, j) (2.21)
whereA is the state transition probability matrix associated to the nodeX. SinceA




A(i, j) = 1 i = 1, ..., | X | (2.22)
A(i, j) ≥ 0 i, j = 1, ..., | X | . (2.23)
In the prologueBN1 the nodeX1 lacks of any ancestor (incoming arcs), thus the
probability of observing an initial statex1 = j is given by:
P(X1 = j) = π( j) (2.24)
2.4. Dealing with dynamic Bayesian networks 35




π( j) = 1 j = 1, ..., | X | . (2.25)
The probabilityP(Yt = y |Xt = j) of observing the feature vectory given the current
hidden stateXt = j can be modelled as a weighted mixture ofM Gaussians:




C(m, j)N (y;µm, j ,Σm, j) = B j(y) . (2.26)
C(m, j) represents the conditional prior weight of each mixture comp nentmgiven
the statej; N (y;µm, j ,Σm, j) specifies a Gaussian density of meanµm, j and variance
Σm, j evaluated aty. Note thatP(Yt = y | Xt = j) can also be indicated asB j(y) using
the standard notation of the HMM literature (Rabiner, 1989; Young et al., 2006).




C(m, j) = 1 j = 1, ..., | X | (2.27)
for all the|X | hidden states ofX. The joint distribution for a sequence ofT temporal
slices, considering the unrolled Hidden Markov Model of figure 2.10(B), can be
obtained from equation 2.20:




{P(Xt | Xt−1) ·P(Yt | Xt)} (2.28)
where the factorsP(X1), P(Xt | Xt−1), andP(Yt | Xt) are respectively given by equa-
tion 2.24, 2.21, and 2.26. Therefore the joint probability over all possible state
sequencesX1:T = x1:T can be written as:
P(Y1:T = y1:T) = ∑
x1:T




{A(xt−1,xt) ·Bxt (yt)} } . (2.29)
The state transition probability matrixA(i, j) encodes the HMM internal state
topology, defining which state transitions are allowed and which state evolutions
are forbidden. If all the elements of the state transition probability matrixA(i, j)
are greater than zero the HMM has a fully connected topology and each state can
be reached from any other state. HMMs with a full topology areusually referred
as “ergodic HMMs”. Figure 2.11 shows a second example of an ergodic HMM.
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Figure 2.11: State topology of an ergodic Hidden Markov Model and its associated
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Figure 2.12: State topology of a left-to-right Hidden Markov Model, its associated
upper diagonal transition probability matrix A(i, j), and an initial state distribution of:
π( j) = [1 0 0 0]−T .
Not all state transitions are allowed by this topology (e.g.: S1 to S3), but since every
state can be reached from any other state through a finite number of transitions (e.g.:
S1 to S2 and finally toS3), this is still an ergodic HMM. Another common HMM
configuration is the “left-to-right state topology” (figure2.12). According to this
sequential topology, from each statei it is possible to remain in the same statei or
to move to the next statei + 1, but not to go back to any previously visited statej
with j < i. The resulting transition matrix is upper tri-diagonal (figure 2.12) or upper
diagonal when jumps of more than one state are also allowed (e.g.: S1 to S3). The
initial state distributionπ( j) of a left-to-right HMM forces the model to start from
S1: π(S1) = 1 andπ(Si) = 0, ∀i 6= 1. Adopting a DBN based implementation for a
HMM, complex state topologies can be easily obtained duringmodel training by:
manually setting to zero some elements of the transition matrix A(i, j) (forbidden















Figure 2.13: A factorial Hidden Markov Model with two chains (nodes X1 and X2).
state transitions) and then reestimating the model9.
2.4.2 Factorial Hidden Markov Models
The classical formulation of a HMM consists in a single observationYt conditioned
by a single hidden variableXt . However the DBN representation allows to factorise
the hidden state space into a set of hidden nodesX1t , X
2
t , ...., X
K
t (Jordan, 1998;
Murphy, 2002a). Since each hidden nodeXkt represents a single individual aspect
of the task, the resulting state space factorisation provides a clearer, well structured,
and easily interpretable view of the underlying problem (Zweig and Russel, 1998;
Zweig, 1998).
Sometimes different phenomena can be captured through the sam equence
of observations, for example the speech signals not only convey verbal messages
(through a set of utterances, words, and phonemes) but also some information about
the speaker (such as gender and speaker size) and a very rich prosodic content.
Therefore in some tasks a single observable feature vector needs to be shared be-
tween multiple HMMs. Factorial HMMs (Ghahramani and Jordan, 1997) are tar-
geted to this class of problems. For example, Reyes-Gomez et al. (2003) adopted a
Factorial HMM to separate multiple speakers using filter-and sum microphone ar-
ray processing (beamforming). Malkin et al. (2005) proposed an advanced FHMM
approach to estimate the first two formants of a speech signal. Duh (2005) com-
9Any model parameter initialised to zero will remain so afterreestimation.
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pared several Factorial HMMs on a combined task of part-of-speech tagging and
noun phrase chunking, showing that FHMMs allow to outperform the traditional
method of tagging and chunking in succession.
An example of the Factorial HMM framework is provided by the DBN shown in
figure 2.13, where two Markov chains composed by hidden states X1t andX
2
t share
a single observable feature vectorYt . AlthoughX1 andX2 are a priori independent,
they become coupled once we condition on the evidenceY. As outlined in section
2.2 this is due to the “explaining away” phenomenon. During the graph moralisa-
tion each nodeX1t is married toX
2
t , making the two Markov chains conditionally
dependent. Generalising to a factorial model withK chains, each chainXk will
be associated to its own transition probability matrixAk(i, j) and prior distribution
πk( j) (defined as in equation 2.21 and 2.24):
P(Xkt = j | X
k
t−1 = i) = A
k(i, j) (2.30)
P(Xk1 = j) = π
k( j) . (2.31)
Therefore each chainXk taken individually behaves like a conventional HMM.
However, since all the hidden nodesXk are conditioned on the same continuous
observationY, the conditional probability distribution associated toY:
P(Yt = y | X
1
t = x1, ...,X
k
t = xk, ...,X
K
t = xK) = B(y,x1, ...,xk, ...,xK) (2.32)





| Xi | . (2.33)
Assuming for simplicity the same number of statesN for each chain (| Xi |= N,
i = 1, ...,K), the conditional probability density associated withY containsNK free
parameters. HavingK ergodic Markov chains withN discrete states each, the re-
sulting probability transition matrices require a total ofKN2 free parameters. It
is evident that a model with a large number of chainsK can result in an extremely
large state space, thus being intractable. However similarstate configurations can be
grouped together (state tying) to give a sparse representation for P(Yt | X1t , ...,X
K
t ).
Note also that the whole factored model can be converted intoa giant flat HMM
with NK hidden states (Cartesian product of all theK HMM chains) and a proba-
bility transition matrix withN2K elements. However the resulting model is more













Figure 2.14: A coupled Hidden Markov Model with two Markov chains.
difficult to interpret and the overall computational costs are exponentially higher: a
factorial HMM provides a useful factorisation of the state space if compared with a
single flat HMM.
2.4.3 Coupled Hidden Markov Models
If multiple phenomena are observed on a single data stream (as outlined in section
2.4.2), the opposite situation can also be seen, in which a single process is jointly
observable on multiple interdependent streams (Potamianos et al., 2004). For ex-
ample speech consists not only of vocal sounds, but also of visually observable
lip gestures (and an even larger number of concealed articula ors such as tongue
and velum). In particular Audio-Visual Speech Recognition (AVSR) aims at jointly
modelling acoustic and visual observations. In this scenario visual information is
used to enhance the acoustic content, leading to a more reliable and accurate speech
recogniser (especially in presence of background noise).
Coupled HMMs (Brand et al., 1997) offer an intuitive modellingsolution for
this class of “multi-stream” related problems, and a detaild example about the
application of coupled HMMs to the AVSR task is discussed by Nefian et al. (2002).
Other applications of CHMMs include: speech driven realistic facial animation (Xie
and Liu, 2007), human interaction modelling (Basu et al., 2001), and multi-channel
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electroencephalogram data classification (Zhong and Ghosh, 2002).
Coupled HMMs similarly to factorial HMMs consist of multipleMarkov chains.
However each chainXk is associated to its individual feature streamYk, and each
hidden nodeXkt is coupled with the hidden statesX
k
t−1 of all theK chains
10. Fac-
torial HMMs (section 2.4.2) factorise the HMM state space ovr a set of hidden
variablesXkt , k = 1, ...,K. Coupled HMMs push this concept further by factorising
the feature space intoK disjoint observation vectorsYkt . Each hidden nodeX
k
t is
then responsible for its own feature subsetYkt , the dynamics of each Markov chain
being influenced by the surrounding Markov chainsXlt with l 6= k.
Figure 2.14 shows the graphical representation for a coupled Hidden Markov
Model with two Markov chains, however the model can be easilygeneralised toK
coupled chains. Prior state distributionsπk( j) obey to the same definition given for
factorial HMMs in equation 2.31. The conditional probability distribution associ-
ated to each continuous feature vectorYk, given the discrete hidden stateXk, can
be modelled through a GMM defined as in equation 2.26. Note that each Markov
chainXk and associated feature vectorYk, are subject to their own independent set
of Gaussian mixturesP(Ykt = y | X
k
t = j) = B
k
j(y). Similarly to factorial HMMs
each chainXk is associated with its individual state transition probability matrix:
P(Xkt = x0 | X
1
t−1 = x1, ...,X
k
t−1 = xk, ...,X
K
t−1 = xK) = A
k(x0,x1, ...,xk, ...,xK)
(2.34)
however these matrices span a much larger state space. Assuming N possible states
for each of theK chainsXk, the resulting model will containK transition matrices
of sizeNK+1. Therefore a fully connected coupled HMM can be intractableev n
for relatively small state spacesN and few concurrent streamsK.
Coupled HMMs can be considered as a straightforward extension of plain HMMs
for multi-stream problems, however their practical application is frequently re-
stricted to small scale tasks with few coupled chains (Nefianet al., 2002) or highly
constrained state spaces (e.g.| N |= 2) (Kwon and Murphy, 2000).
10Coupling can be relaxed in order to reduce the number of interconnections and thus the overall
model complexity (Kristjansson et al., 2000; Basu et al., 2001).
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2.4.4 Hierarchical Hidden Markov Models
Hierarchical Hidden Markov Models (HHMMs) (Fine et al., 1998) address prob-
lems where a complex state structure can be described using ahierarchical repre-
sentation. For example, HHMMs have been employed to incorporate grammatical
knowledge into Information Extraction models (Skounakis et al., 2003), to generate
2D illustrations from hand drawn sketches (Simhon and Dudek, 2004), to automat-
ically structure long video sequences (L. Xie and Sun, 2003), and to learn musical
structures from existing musical data sets (Weiland et al.,2005).
The state space is subdivided into a fixed numberD of abstraction layers: the
lowest layer which emits single observations (production state),D−2 intermediate
layers emitting strings of observations, and the highest abr ct layer which emits
elaborate observation strings. A graphical representatiofor a 3 layer HHMM can
be seen in figure 2.16. The lowest layer composed of the MarkovchainX1 is the
only one directly related to the observable nodesY 11. The intermediate Markov
chainX2 staying on top ofX1 is used to supervise the lowest layer. The local state
of X2 influences the state transition probability ofX1 defining thus which states
of X1 are more likely and which transitions are not allowed (equation 2.35). The
highest Markov chainX3 plays a similar role onX2 and then indirectly onX1.
The state space for each layer includes a special “end-state”: once this state is
reached the control is returned to the higher Markov chain inthe hierarchy. There-
fore each layerXd is invoked by its parent layerXd+1, andXd freely evolves within
its own state space (following the state transition matrix selected according to the
local configuration ofXd+1, Xd+2, ...,XD) until the terminal state has been reached.
The control is then given back to the parent layerXd+1 which updates its internal
state and selects a new state transition matrix forXd. Finally Xd is invoked with the
newly selected state configuration and the whole procedure re-it rated until all the
frames have been processed.
NodesEd take care of signalling to the upper layers when an end-statecondition
has been reached byXd. The “end-state” nodeEd also prevents the upper chains
Xd+1, ..., XD from changing their own internal state until the terminal stte ofXd
has been reached (Xd = end) and signalled (Ed = 1).
11This assumption can be relaxed by further generalising the HHMM and allowing middle layers
to generate observations.
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A HHMM can also be interpreted as a stack of Markov chains where the lowest
layer, being the closest to the observations, takes care of modelling atomic changes
in the data, and the middle and top layers define a structured set of abstract rules,
capturing complex data behaviours. Control is passed recursively across layers pre-
serving the calling context: higher layers call lower layers and the control is yielded
back on reaching some special state configurations (“end-states”).
HHMMs can be used to model complex generative processes. Forexample
figure 2.15 shows the state transition diagram for the process r quired to gen-
erate observation strings according to the regular expression: A | A(CDE)+B+ |
F+(CDE)+G. The state structure is organised in 4 levels: 3 abstract levels and a
production layer (nodesb). Each level has its private state space, and state transi-
tions between adjacent levels are represented through dotted vertical connections.
Each level of figure 2.15 corresponds to a Markov chain12 of the HHMM (figure
2.16).
Processing starts from the root nodet1 then follows the path tot3 or t5 until
reaching a production stateb. Since empty strings cannot be generated, horizontal
state transitions (e.g. from1 to m2) are not allowed before vertical transitions
(from m1 to b1). Note that the shared state sequence{b5, ...,b8}, which is respon-
sible for generating strings like(CDE)+, can be reached both from2 andm6.
In general HHMMs can be used to describe complex finite state automata with a
fully probabilistic framework. Formally a HHMM is composedby 3 different types
of layers: top, middle, and bottom layers.
Bottom layer Is constituted by the Markov chainX1 and the end state nodesE1.
End nodesE are “turned on” whenever the evaluation of a given layer reach s
a terminal state and the control needs to be returned to a higher layer. For ex-
ampleE1t = 1 implies that the bottom Markov chain has reached an “end
state” and the middle layerX2 is going to take overX1. The conditional prob-
ability associated to the nodeX1t depends on the overall state configuration of
all the higher layersX2:Dt and on the end nodeE
1
t−1:
P(X1t = j | X
1
t−1 = i, X
2:D
t = k, E
1
t−1 = e) =
{
Ã1k(i, j) if e= 0
π1k( j) if e= 1
(2.35)
12In practice the top two levels can be merged in a single Markovchain, by omitting the abstract
statest1 andt2, and embedding their functions within the state-space of the layer immediately below.











































Figure 2.15: Hierarchical state transition diagram associated to the regular expres-
sion: A | A(CDE)+B+ | F+(CDE)+G. States are disposed forming a hierarchy of 4
layers: nodes t1 and t2; nodes t3, t4 and t5; nodes m; and finally nodes b. Dotted
arcs represent transitions to a lower layer and back to the calling node when an “end
state” (shaded states) is reached. Observations (square symbols) can be generated
only by the production states of the bottom layer (states b1, b3, b5, b6, b7, b9 and
b11).






















Figure 2.16: A Hierarchical Hidden Markov Model with three levels of hierarchy: the
lowest level X1t , the intermediate Markov chain X
2
t and the most abstract layer X
3
t .
Each Markov chain Xd is associated to a set of “end-state” nodes Ed needed to co-
ordinate the state-transition process across adjacent layers. In this example obser-
vations Yt are directly related only to the lowest Markov chain X1t , although coupling
between multiple layers through the observations can be easily implemented.
whereÃ1K(i, j) represents the state transition matrix for the bottom layergiven
that the layers aboveX1 are in statek, andπ1K( j) represents the prior state
distribution adopted to re-initialiseX1 when an “end-state”E1t−1 = 1 has been
reached. Note that equation 2.35 has been formulated under the hypothesis
that i, j 6= end. IfA1k(i,end) represents the conditional probability of reaching
an “end state” from the overall HHMM configuration defined byX1t−1 = i and
X2:Dt−1 = k, the conditional probability associated to the nodeE
1 can be written
as:
P(E1t = 1 | X
1
t = i, X
2:D
t = k) = A
1
k(i,end) . (2.36)
Each “end state”, as formulated so far, once reached will notgenerate any
continuous observation throughY. Unfortunately this is incompatible with
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a DBN implementation since an observation needs to be generatd during
each frame. However the terminating property of “end states” can be in-
corporated as an attribute of conventional states. The new states can jointly
generate an observation and turn on the “end-state” nodeE1t = 1. The ma-
trix Ã1k(i, j) refers to the DBN formulation with embedded terminal states,
wheneverA1k(i, j) represents the same transition matrix explicitly including
non-emitting terminal states. The probability of havingE1t = 1 is given by
A1k(i,end), thus its complement 1−A
1
k(i,end) represents the probability of







because each state transition ofA implicitly includes the terminal/non-terminal
state probability ofE1t , whenever this is modelled bỹA (and through nodes
Et) in the DBN based formulation.
Similarly to the baseline HMM, continuous feature vectorsYt are mapped
into discrete hidden statesX1t through a GMM (section 2.2.1) following the
formulation outlined in equation 2.26. However the HHMM canbe further
extended adding conditional dependences between continuous featuresYt and
middle-top Markov chainsXdt . Similarly to Factorial HMMs (section 2.4.2)
the intermediate layers will become conditionally dependent through their
shared observations as in equation 2.32.
Middle layer The Markov chainX2 together with the end nodesE2 form the mid-
dle layer of the HHMM shown in figure 2.16. In general a hierarchical model
with D layers hasD−2 middle layer chains. For simplicity we refer to the
generic middle layer chain using the indexd. The main difference between
bottom and middle layer chains consists in the presence of twadditional
arcs: betweenEd−1t−1 andX
d




t . Therefore the prob-
ability of the hidden stateXdt has a structure similar to equation 2.35, but is
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also conditioned onEd−1t−1 = b:
P(Xdt = j |X
d
t−1 = i, X
d:D
t = k, E
d
t−1 = e, E
d−1




δ(i, j) if b = 0
Ãdk(i, j) if b = 1, e= 0
πdk( j) if b = 1, e= 1
(2.38)
b = 0 implies that the lower layers have not reached an “end state” thusXdt is
forced to remain in the same state untilb = 1.
Edt can be turned on only whenX
d
t is allowed to reach a terminal state, thus
the conditional probability associated toEdt can be written as follows:
P(Edt = 1 | X
d
t = i, X
d:D
t = k, E
d−1
t = b) =
{
0 if b = 0
Adk(i,end) if b = 1
.
(2.39)
Top layer The most abstract layer (top of figure 2.16), similarly to thelower lay-
ers is composed by nodesXD andED, however it does not depend on any
further higher layer. Conditional probabilities ofXD andED follow a similar
formulation to equation 2.38 and 2.39, however in absence ofhigher layers
the conditioning termXd:Dt = k is no longer present:
P(XDt = j | X
D
t−1 = i, E
D
t−1 = e, E
D−1




δ(i, j) if b = 0
ÃD(i, j) if b = 1, e= 0
πD( j) if b = 1, e= 1
(2.40)
P(EDt = 1 | X
D
t = i, E
D−1
t = b) =
{
0 if b = 0
AD(i,end) if b = 1
. (2.41)
During the first temporal slice (prologue) equation 2.35 and2.38 should be
rewritten as follows:
P(Xd1 = j | X
d:D
1 = k) = π
d
k( j) d = 1, ...,(D−1) (2.42)
and the initial state distribution for the top layer Markov chain can be derived from
equation 2.40:
P(XD1 = j) = π
D( j) . (2.43)
All the conditional probabilities associated to the “end state” nodesE defined by
equations 2.36, 2.39 and 2.41 apply unaltered to the first temporal slicet = 0. Note
























Figure 2.17: HMM state transition diagram equivalent to the Hierarchical HMM state
diagram of figure 2.15 comprising: (A) a non generative root node r , and (B) in a
DBN implementable formulation.
also that the last temporal slice (BNT) is perfectly equivalent to a generic sliceBNt
with the exception of having all the end state nodesET forcefully turned-on:EdT = 1
for all d = 1, ...,D.
Any HHMM can be converted into a flat HMM by visiting the original HHMM
state transition diagram and creating an equivalent HMM state for every legal con-
figuration of the hierarchical stateX1:D. For example given the HHMM state di-
agram of figure 2.15 the equivalent HMM state space is shown infigure 2.17(A).
The abstract HHMM root nodet1 of figure 2.15 is now the root noder of figure
2.17(A). Production states reachable through different paths re duplicated in the
equivalent HMM state space. A highly structured HHMM state space, where long
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state sequences are shared across different branches, can result in a much larger
equivalent HMM with an higher number of free parameters to belearned.
For simplicity the equivalent state space of figure 2.17(A) contains a non gener-
ative node (the rootr), which needs to be removed in order to have a DBN imple-
mentable HMM. This can be easily done replacing all the statetr nsition from state
x to y throughr with a direct transition fromx to y, as shown in figure 2.17(B).
The new equivalent HMM state space, if compared to the original HHMM of
figure 2.15, clearly lacks a modular structure, having also amore difficult inter-
pretation. Because of the duplicated state sequences, the training data-set should
be larger in order to adequately cover both contexts. Alternatively equivalences
between states can be imposed artificially by adopting a state-tying scheme.
Complex applications such as Automatic Speech Recognition can be intuitively
formulated using a hierarchical structure, defining for example utterances, words
with multiple phoneme pronunciations, phones with the surrounding phoneme con-
text (in order to model coarticulation), and sub-phone state sequences. However
this elegant and structured formulation has been rarely imple ented as a genuine
DBN HHMM based speech recogniser (Zweig and Russel, 1998; Bilmes, 2003).
Instead, because of computational costs and memory requirements, the hierarchi-
cal state space is often converted into a large flat HMM with shared states. ASR
oriented highly optimised tools, such as the Hidden Markov Model ToolKit (HTK)
(Young et al., 2006), provide a computationally efficient framework to train (model
parameter learning) and decode very large HMMs.
2.4.5 Multi-rate models
All the DBN models outlined so far have been fully specified using 2 or 3 BN
templates (BN1, BNt , and eventuallyBNT), but cases exist where a larger number
of BN slices is required. For example “multi-rate models” (Çetin, 2004) allow the
mixing of observations with different sampling periods, thus observation vectors
are no longer available for every frame. Multi-rate processing represents a powerful
extension of the DBN approach: features characterised by different sampling rates
can be integrated into the model without the need of re-sampling, and processed
preserving their natural temporal scale.
A simple multi-rate model is shown in figure 2.18. LetY be the principal ob-























Figure 2.18: Multi-rate model composed by a 2 frame prologue (BN1,BN2) and a 2
frame template (BNt ,BNt+1). The epilogue (BNT−1,BNT ) has been omitted.
servation sampled during each frame, andZ a feature vector with half the sampling
rate ofY. Z and its associated hidden stateB are present only every 2 frames, while
Y andA appear in every time slice. As illustrated in figure 2.18 the prologue of
this DBN is composed by 2 temporal frames and then 2 BNs,BN1 andBN2. Simi-
larly the template and the epilogue are composed by 2 BNs each,respectively:BNt ,
BNt+1; andBNT−1, BNT . Therefore the resulting multirate DBN requires 6 different
BNs in order to be fully specified.
2.5 Switching dynamic Bayesian networks:
“Bayesian multinets”
Switching DBN models or Bayesian multinets (Geiger and Heckerman, 1996; Bilmes,
2000) are DBNs with multiple graphical topologies (DAGs) that c n be selected ac-
cording to the state of one or more switching random variables (hypothesis nodes).
For example the model depicted in figure 2.19 switches between two alternative
topologies according to the state of the binary hypothesis nodeH = [0,1]. When
H = 0 nodeC depends only onA through the arc~AC, as shown in figure 2.19(A).
When the hidden nodesH switches toH = 1, as in figure 2.19(B), the arc~AC is
replaced by a new edge~BC, implying that nodeC now depends on nodeB. A
compact formal representation for this switching model is given in figure 2.19(C):
the arc~AC is enabled only whenH = 0 and the arc~BC is active only whenH = 1.













Figure 2.19: A simple Bayesian multinet: model’s topology adopted when H = 0 (A),
topology adopted when H = 1 (B), and a compact representation for both topologies
(C).
The conditional probability distribution associated to the multinet in figure 2.19(C)
is given by:
P(C | A,B) = P(C | A,H = 0)P(H = 0) + P(C | B,H = 1)P(H = 1) (2.44)





P(A,B,C | H)P(H = h) = P(C | A,B) . (2.45)
The Bayesian multinet in figure 2.19(C) can be converted into anequivalent BN by
instantiating both arcs~ACand ~BCall the time and defining a unique CPT(C |A,B)
instead of two CPTs,P(C | A,H = 0) andP(C | B,H = 1). However if all the three
nodes haven states (| A |=| B |=| C |= n) the total number of free parameters is
increased fromn2 +n2 (switching model) ton3 (plain DBN).
Each local BN represents a distinct situation conditioned bya specific configu-
ration of the hypothesis nodes. Although the model in figure 2.19(C) has only one
switching variable and just two configurations (leading to tw different local BNs),
richer examples with more hypothesis nodes and more configurations can be easily
constructed. Note that every random variable should appearon each local BN con-
figuration13. For example the nodeA in figure 2.19(A) also appears within the BN
of figure 2.19(B).
13Nodes can appear on demand on extended multinet models knownas similarity networks
(Geiger and Heckerman, 1996).
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Although Bayesian multinets are usually associated to static models and “dy-
namic Bayesian multinets” (DBM) would represent their extensio to time-series,
the term DBM has already been employed to indicate Buried Markov M dels (Bilmes,
2000). Therefore we refer to static multinets using the term“Bayesian multinets”,
proposing the new term “switching DBN” for dynamic implementations of multinet
graphs.
Conventional Bayesian networks, if compared to a fully connected model, re-
duce the inference costs by enforcing conditional dependences between variables
only when they are really needed. Bayesian multinets furtherextend this concept
by allowing arcs to appear and disappear according to the stat of some random
variables. Specifying conditional dependences relationships, which are valid only
on demand, simplifies the formulation of several problems (section 7.6) and further
decomposes the state space, aiming at a smaller parameter set and at improving
probabilistic inference. DBNs and switching DBNs cover the same model space:
a multinet can be converted into an equivalent BN by adding arcs to the graph.
However multinets are more intuitive to read than their DBN equivalents, and often
result in savings, both in terms of computation time and memory requirements.
2.6 Probabilistic inference on a DBN
Exact probabilistic inference of discrete state DBNs is a task which can be addressed
in several ways, often using the inference algorithm for static BN (section 2.3) as a
sub-routine.
For example it is possible to transform the DBN into a HMM or a flat B yesian
network, and then adopt a well established approach to probabilistic inference such
as the Junction Tree algorithm for BNs (section 2.3). As previously observed on
factorial, coupled, and hierarchical HMMs, it is possible to convert a given DBN
model into an equivalent HMM (Zweig, 1998) by building the Cartesian product
over all the hidden discrete variables. A conventional forward-backward algorithm
(Baum et al., 1970; Levy et al., 1996) can be then applied to theresulting HMM.
However the product state space grows exponentially with the number of discrete
nodes, leading to an intractable problem even for small DAGs. Alternatively the
DBN can be converted into a large static BN. The dynamic model isunrolled for
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the entire data sequence (T slices) building a unique large Bayesian Network (Mur-
phy, 2002a). Then the static Junction Tree algorithm outlined in section 2.3 can
be applied unaltered to this large BN. Unfortunately the resulting junction trees
tend to have large cliques. For example a coupled HMM (section 2.4.3) withK
Markov chains has at leastK nodes for each clique (all the nodes with inter-slice
connections). Therefore the resulting JT, built accounting for T frames, can become
intractable even for small values ofK. Moreover the whole inference algorithm, in-
cluding the computationally expensive triangulation and JT construction process,
needs to be reiterated every time that a new lengthT is required. However this sim-
ple approach, being already available at no additional cost, an be valuable for the
validation of novel DBN specific inference algorithms.
Two DBN specific approaches for probabilistic inference are represented by the
frontier algorithm(Zweig, 1996) and its evolution, theinterface algorithm(Murphy,
2002a). These algorithms address the inference problem considering two adjacent
temporal slices of the DBN, and may be regarded as a generalisation of the HMM
forwards-backwards (FB) algorithm to DBNs. Both approaches focus on perform-
ing static JT BN inference on a generic 2TBN model (DBN equivalent r presenta-
tion introduced in section 2.4), starting from the first time-slice and then defining a
procedure to go forward processing all the subsequent frames. In a HMM the FB
algorithm works because conditioning on the hidden stateXt d-separates the past
from the future (Murphy, 2002a). In a DBN the same kind of separation is given by
the set containing all the hidden variables from the templateBNt : the frontier setZt .
Thefrontier algorithm(Zweig, 1996) extends to DBNs the FB algorithm originally
formulated for HMMs, by adopting a Markov blanket formed by the frontier set
Zt , and “sweeping” it forward and backward across the DBN. The Markov blanket
(Pearl, 1988) of a given nodeX is the set of neighbours ofX in the moral graph
(Cowell et al., 1999). The blanket ofX, including its parents, its children, and its
children’s parents14, shieldsX from the rest of the BN. Therefore the Markov blan-
ket ofX contains all the information needed to explain any behaviour of X. At every
step of the frontier algorithm, the Markov blanketZt d-separates all the nodes on
the right from all the nodes on the left of the frontier setZt .
Murphy (2002a)interface algorithmfurther reduces the frontier distributionZt
14X children’s parents are married toX during graph’s moralisation (section 2.3.2).

















Figure 2.20: Two slice temporal Bayes net (2TBN) representation of a DBN com-
posed by 4 hidden nodes. The outgoing interface It contains 3 nodes (At , Bt and
Ct ).
excluding all nodes that do not have any children in the next slice, and eventually
exploiting further conditional independences encoded in the conditional probability
distributions (but not explicitly shown in the graph). The outgoing interfaceIt is a
subset of the frontierZt containing all the nodes fromBNt with children inBNt+1.
Similarly to the frontier the outgoing interface d-separates the past from the future.
The past consists of all nodes with a temporal index smaller than t together with
the non interface nodes of framet, and the future is represented by all the nodes
belonging to the time-slicest +k with k≥ 1. For example, given the DBN depicted
as a 2TBN model in figure 2.20, the outgoing interfaceIt is composed by the hidden
variablesAt , Bt andCt ; the past is represented by nodeDt and all the previous
slicest −1, t − 2, ..., 1; and the future includes time-slicest + 1, t + 2, ..., T. In
analogy to the outgoing interface, the incoming interface can be defined as the set
of nodes fromBNt with parents inBNt−1. Usually the outgoing interface is not
bigger than the incoming interface , for example the 2TBN in figure 2.20 has an




















Figure 2.21: Construction of the Junction Tree JT1 associated to the initial slice BN1
of the DBN shown in figure 2.20: BN1 (A); moralisation of BN1 (B); ensuring that the
outgoing interface I1 is a clique (C); and the resulting Junction Tree (D).
incoming interface composed by 3 nodes:At , Bt andDt . Therefore, in order to
minimise the overall computational cost, the interface algorithm is usually applied
to the outgoing interface rather than the incoming one.
Two modified junction trees are constructed from the 2TBN model: a junction
treeJT1 associated to the first time-sliceBN1; and a genericJTt associated to the
1.5DBN. Note that the 1.5DBN model, also known as the “one and a half slice”
model, contains all the nodes from the 2TBN second slice, but only the outgoing
interfaceIt from the first slice of the 2TBN. For example the 1.5DBN associated to
the model in figure 2.20 contains all the nodes apart fromDt .
Considering the initial time-sliceBN1 (left slice of the 2TBN taken out of con-
text), the first Junction TreeJT1 can be obtained using a slightly modified version
of the algorithm outlined in section 2.3. For example, the initial junction treeJT1
associated to the 2TBN model in figure 2.20 can be obtained:
• extracting the right slice of the 2TBN as shown in figure 2.21(A)
• moralising the graph as in figure 2.21(B)
• ensuring that outgoing interfaceI1 (At , Bt andCt) is fully connected, making
it a clique through the insertion of some additional arcs as in figure 2.21(C)
2.6. Probabilistic inference on a DBN 55
• triangulating the graph of figure 2.21(C) and forming the junction treeJT1 in
figure 2.21(D)
• marking the clique containing the outgoing interfaceI1 both as the in-clique
and as the out-clique.
The resulting junction tree is then treated as a static BN: potentials associated to
JT1 are initialised to the unity and then multiplied by the Conditional Probability
Densities (prior probabilities).
In analogy toJT1, the generic junction treeJTt associated to the 1.5DBN model
of figure 2.22(A) can be constructed and initialised following these steps:
• moralisation as shown in figure 2.22(B)
• completion of the two outgoing interfacesI1 (At , Bt andCt) andI2 (At+1, Bt+1
andCt+1), as in figure 2.22(C)
• triangulation, figure 2.22(D)
• generation of a junction tree, figure 2.23(A), selecting thein-cliqueI1 and the
out-cliqueI2 (cliques containing the interface nodes)
• initialisation of all potentials to 1.
The 1.5DBN model contains only the interfaceI1 from the left slice of the 2TBN,
where I1 dynamically represents the execution of the inference process since its
beginning (inference onJT1). Since the 1.5DBN is intended to perform inference
exclusively on the right slice of the 2TBN, evidence is applied only to the right slice
nodes, potentials multiplied only by the 2TBN right slice CPDs, and probability
queried only on nodes with a time indext +1.
All junction treesJTt from t = 1 tot = T are connected together through their in-
clique and out-clique interfaces. Inference is then performed in each tree separately,
and messages are passed forwards and backwards between adjacent junctions trees
via their interface cliques. Note that the expensive DAG triangulation algorithm
needs to be applied to the generic 2TBN only twice (in order to obtainJT1 andJTt),
the resulting JTs are then rubber stamped for the desired number of frames connect-
ing them through their interface nodes. For example, given th DBN of figure 2.20





















































































Figure 2.22: Building of the generic Junction Tree JTt associated to the 2TBN in
figure 2.20: the 1.5DBN model (A); moralisation (B); ensuring that the outgoing in-
terfaces I1 and I2 are fully connected (C); and triangulation (D).

























Figure 2.23: Generic Junction Tree JTt (A), and the unrolled set of Junction Trees
JT1, JT2, ..., JTT associated to model in figure 2.20 (B).
and the associated junction treesJT1 andJTt shown in figure 2.21(D) and 2.23(A)
respectively, the unrolled network of JTs can be constructed as in figure 2.23(B).
The inference computation starts from the first slicet = 1 and the initial junction
treeJT1. The beliefs ofJT1 are firstly updated, and the auxiliary variableα1 ob-
tained by marginalising the out-clique potential to the outg ing interface: variables
not in the interface are summed out. Since the out-clique ofJT1 exactly corresponds
to the outgoing interface, the estimation ofα1 is reduced to:
α1 = φA1B1C1 . (2.46)
Inference is then performed on the second junction treeJT2, the auxiliary variable
α1 is multiplied onto the in-clique potential:
φA1B1C1B2 = α1 ·φA1B1C1B2 (2.47)
updatingJT2 potentialφA1B1C1B2. The beliefs ofJT2 are then propagated using the
static BN message passing algorithm (section 2.3.5), andα2 estimated marginalis-





Time is incremented once again and the third junction treeJT3 is taken into account
by applyingα2 to the in-clique potential:
φA2B2C2B3 = α2 ·φA2B2C2B3 . (2.49)
This procedure is then iterated for all the following slices, until the last framet =
T has been reached and processed throughJTT . Note that the auxiliary variables
αt derived from the out-clique potentials are the only quantities hat need to be
propagated: inference onJTt needsαt−1 from the previous frame as input (together
with the current observations) and providesαt as the output. Therefore givenαt−1
each junction treeJTt is completely independent from the surrounding slices.
Although the interface algorithm, operating on independent time slices and gen-
eralising the process to a single generic JT, provides a significa t improvement in
terms of computational overhead over naı̈ve DBN flattening, performing exact infer-
ence on DBNs with a large state-space might be very slow. However it is possible to
adopt approximate inference approaches such as: the factorised f ontier algorithm
(Murphy and Weiss, 2001), the Boyen-Koller algorithm (Boyen and Koller, 1998),
loopy belief propagation (Pearl, 1988) generalised for DBNs, or various sampling
approaches. Murphy (2002a) provides a comprehensive and rich compendium of
approximate inference algorithms for DBNs.
For example the Boyen and Koller (1998) approach approximates th inter-
face algorithm by partitioning the outgoing interface intomultiple disjoint sets.
These node clusters are assumed to be independent, reachingthe lowest approxi-
mation errors when node clusters are chosen so that arcs do not cross cluster bound-
aries15. The reduced computational cost derives from the factorisation of the out-
clique potentials, and is achieved by replacing potentially l rge joints with a prod-
uct of simpler terms (e.g. assuming two clusters{A} and{B,C} and factorising
α1 = φA1B1C1 ≈ σ11 ·σ12 = φA1 ·φB1C1). This approximation results in having mul-
tiple separate “in and out cliques” which need to be marginalised and propagated
independently.
15Children are included in the same cluster of their parents, for example nodesBt andCt in figure
2.20.
2.7. Software packages 59
2.7 Software packages
Having a set of algorithms to perform inference efficiently and independently of
the particular BN or DBN topology, has made possible to developa unified set of
tools to perform standard activities such as model parameter training, state space
decoding, and sampling. Unfortunately the advantage of having more freedom with
the model structure is counterbalanced by a higher demand interms of computa-
tional resources (both memory and execution time). Considerabl effort has been
concentrated in developing faster and memory parsimoniousalgorithms and tools.
BN models can be easily developed thanks to the availability of a large number
of open source and commercial toolkits: from Kevin Murphy’sBayesian Network
Toolbox 16 to the Microsoft Bayesian Network Editor and Toolkit (Kadie et al.,
2001). However the situation is quite different for DynamicBayesian Networks.
At the time of writing only two toolkits are available to develop DBN based ap-
proaches: the Intel Probabilistic Networks Library (PNL) and the Graphical Model
ToolKit (GMTK) (Bilmes and Zweig, 2002).
The Intel Probabilistic Networks Library is an open source library17 principally
targeted on DBNs with some additional support for undirectedgraphical models.
Graphical models and their parameter sets are formally defined using conventional
programming languages (C/C++) rather than introducing an ad-hoc formal language
(as in GMTK). However PNL can be easily interfaced to R and wrappers for Matlab
are also available. PNL supports both exact and approximateinference, offering
an implementation of the Junction Tree algorithm for exact inference and loopy
belief propagation for approximate inference. PNL has beenemployed in several
research works: Liu et al. (2005) proposed a parallel implementation of Module
Networks (an extension of BNs characterised by large set of variables with similar
dependencies); Wang et al. (2004) investigated a DBN approach for face tracking
combining multiple visual features; Portinale et al. (2007) implemented a reliability
analysis tool to convert Dynamic Fault Trees into DBNs; and Huttenhower and
Troyanskaya (2006) investigated a Bayesian approach to predict protein functions
from genomic data. This library although targeted on academic research also allows
to quickly implement graphical model based end-user applications (Portinale et al.,
16Available from:http://www.cs.ubc.ca/ ˜ murphyk/Software/BNT/bnt.html
17Available from:http://sourceforge.net/projects/openpnl/
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2007), or to integrate the probabilistic framework within pre-existing applications.
The latest release of PNL is version 1.0 (2005).
The Graphical Model ToolKit is a standalone research toolkit principally fo-
cused toward experimenting with new models. GMTK provides aspecialised for-
mal language to describe DBNs, supporting also advanced features such as switch-
ing parent nodes (Bayesian multinets), and an efficient infrastructure to optimise the
number of Gaussians required by GMMs. Although Gaussian mixtures with a basic
diagonal covariance vector represent the default; full, spar e, and banded diago-
nal covariance matrices are supported as well. Since the toolkit has been initially
targeted toward Automatic Speech Recognition (Bilmes, 2003;Bilmes and Bartels,
2005), n-gram language models and Factored Language Models(Bilmes and Kirch-
hoff, 2003) are supported natively. Differently from PNL undirected graphs are not
supported and the source code is not publicly available. However this project is
under constant development (new tools, new features, speedimprovements, etc.)
and its use is actively supported. A particular attention has been dedicated toward
a computationally efficient implementation, also including distributed computing
features such as parallel training.
Both toolkits (PNL and GMTK) have been implemented in C++ for better com-
putation performances, and both support a wide range of conditi al probability dis-
tributions, such as full and sparse conditional probability tables, conditional Gaus-
sians, deterministic relationships, and decision trees. Note that neither of them sup-
ports continuous hidden variables, thus all hidden nodes should be discrete. Instead,
observable variables can be both continuous or discrete.
All the DBN related experiments reported in this thesis have be n performed
using GMTK. The adoption of this toolkit rather than PNL is motivated by several
practical aspects. The DBN specification language offered byGMTK is simple
and effective, allowing to reduce the model development time. Native support of
Switching DBNs and Factored Language Models was greatly appreciated during
the development of the dialogue act recogniser (chapter 7).Moreover GMTK offers
a good trade-off between simplicity and computational effici n y. Last but not least
GMTK is a research tool under active development.
2.8. Motivation 61
2.8 Motivation
Graphical models are a powerful tool for modelling complex stochastic processes,
providing thus a unifying foundation for a wide range of AI relat d tasks such as:
speech processing, computer vision, information retrieval, d ta mining, gene se-
quencing, cognitive modelling, fault diagnosis and industrial process control. In
particular DBNs provide a common set of building blocks whichcan be used to
describe several classic models (from Gaussian mixture models and Kalman filters
to hidden Markov models and their latest extensions) or to develop radically new
approaches. DBNs offer a practical way to represent multiplehidden random vari-
ables encoding conditional probability assumptions amongthese variables. More-
over DBN (and graphical models in general) offer several advantages over basic
hidden Markov models:
• increased flexibility in the state-space factorisation andstructuring thanks to
an arbitrary set of hidden variablesXit ;
• feature-space factorisation by defining an arbitrary set ofobservable nodes
Y jt ;
• capability to integrate some problem specific knowledge into the model, and
therefore ability to develop potentially more discriminative models;
• improved and more parsimonious use of the parameter space;
• unified graphical-mathematical formalism.
DBNs provide not only a modular and intuitive graphical representation, but also a
strong common mathematical formalism/background. This graphical infrastructure
is able to describe both simpler models such as GMMs and HMMs,or richer models
including coupled HMMs, factorial HMMs, hierarchical HMMs, and semi-Markov
models (Smyth et al., 1997; Bilmes, 2003). This formalism is not only a container
and an efficient representation for such well-known models,but provides a good
starting point for the development of innovative model structures.
The Junction Tree algorithm offers a general purpose framework to perform
probabilistic inference over Bayesian Networks. Approaches such as the interface
algorithm extend the JT framework to DBNs, allowing to efficiently estimate exact
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probabilistic inference on DBNs (irrespectively of the implemented model). Since
inference is the fundamental step both for model parameter larning and for model
decoding, in the last decade two general purpose software packages to perform
training and testing of DBN models have been developed. In particular GMTK
allows to quickly implement, train, and test models from a virtually unlimited set of
DBN topologies: ranging from basic classical approaches (GMMs, HMMs, etc.) to
novel DBN based models (chapters 4 and 7) .
Chapter 3
Multimodal meeting recordings and
feature extraction
3.1 Introduction
We are interested in the automatic recognition of human-human interactions in the
context of multiparty meetings. Our goal is to automatically structure meetings
both in terms of “group meeting actions” and “dialogue acts”. These represent the
same communicative process, a multiparty conversation, employing two different
levels of abstraction. Meeting actions provide a coarse representation of the meeting
structure representing whole group interactions such as discussions, monologues,
and presentations. Dialogue acts (DAs) focus on individualmeeting participants
highlighting their communicative intentions. DAs can be interpreted as the atomic
blocks of a conversation, often including categories such as st tements, questions,
offers, and suggestions.
These two tasks can be addressed using a common probabilistic framework
based on two steps, extraction of relevant features from theaudio-visual record-
ings, followed by feature integration and modelling. The first step is based on the
application of signal processing techniques to the raw meetings recordings. The
latter one is implemented by the mean of a statistical model,which can be used
to relate high level categories (i.e: meeting actions or dialogue acts) to complex
patterns in the observed feature set. In the previous chapter we have introduced Dy-
namic Bayesian Networks, the general-purpose graphical modelling infrastructure
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that we will adopt in all our meeting action (chapter 5) and dialogue act recognition
experiments (chapter 7).
All the modelling approaches proposed in this thesis, beingbased on supervised
learning, require significant amounts of manually annotated examples in order to
be trained. This chapter outlines the annotated data resources (section 3.2) which
were adopted in our experiments: the M4 (section 3.2.1), ICSI(section 3.2.2) and
AMI (section 3.2.3) meeting corpora, along with the Switchboard and Fisher cor-
pora (section 3.2.4). The M4 meetings, being annotated in terms of group meeting
actions, formed the basis for our meeting action recognition experiments of chapter
5. Joint dialogue act recognition was performed (chapter 7)both on ICSI and AMI
meeting data using their respective DA annotation schemes.
The second part of this chapter (section 3.3) introduces thefour feature families
which were adopted in our experiments: prosodic (section 3.3.1), “speaker turn”
(section 3.3.2), lexical (section 3.3.3), and visual features (section 3.3.4). They act
as an interface between audio-video signals and DBN probabilistic models, repre-
senting in a compact way the information contained in the lowlevel recordings.
The last section of this chapter (section 3.4) summarises thtwo feature sets
which were employed respectively for the meeting action (section 3.4.1) and for the
dialogue act (section 3.4.2) recognition tasks.
3.2 Annotated resources and annotation schemes
Supervised probabilistic models, like the DBN approaches introduced in the pre-
vious chapter, need collections of manually annotated examples for their training.
In this section we will present the data resources that have been adopted on that
purpose.
The M4 meeting corpus (section 3.2.1), which is annotated interms of group
meeting actions, provides an ideal training and testing enviro ment for the meet-
ing action recognition experiments reported in chapter 5. Similarly dialogue act
recognition experiments were performed on the ICSI (section3.2.2) and AMI (sec-
tion 3.2.3) corpora: two large meeting collections annotated in terms of dialogue
acts. Finally some additional data resources, useful to enhance statistical language
modelling (section 7.5.3), will be outlined in section 3.2.4.
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3.2.1 The M4 meeting corpus
This multimodal data collection consists of 69 short meetings, recorded at IDIAP
as part of the M4 (MultiModal Meeting Manager) European Union IST project, re-
ferred to as the M4 Meeting Corpus (McCowan et al., 2003)1. Each recording in
the corpus captures the interaction of four participants following an overall meet-
ing structure that was planned in advance. The structure is dfined in terms of a
sequence of meeting actions from the dictionary outlined inchapter 5: monologue
(per speaker), discussion, note-taking, presentation, and presentation at whiteboard.
Monologuesfocus on individual meeting participants performing a prolonged ora-
tion addressing the group.Discussionsconsist in multiparty conversations involv-
ing two or more participants. Duringnote takingall participants take some time
to write down notes about the meeting.Presentationsare similar to monologues,
except that the main speaker makes use of slides to accompanyhis oral presenta-
tion. During white-board presentationsthe orator makes use of a white-board to
illustrate concepts and facilitate his presentation. The resultant meetings thus fol-
low a high level “script”, but the individual participant behaviours and language are
unscripted and natural. This predefined segmentation of theme ting constitutes a
“perfect” ground truth reference annotation in terms of meeting phases. Although
the sequence of meeting phases strictly obeys to a predefinedstructure, the transi-
tions between different phases are very natural and follow the given timeline with
a certain approximation. Therefore the boundaries betweenmeeting phases tend to
be smooth and spread over several seconds. The communicative phases “dissolve”
one into another, making infeasible, even for a human observer, to pinpoint the
exact instant when the transition had taken place. These meeting actions may be
considered both as group social actions and as meetings phases (McCowan et al.,
2003), and used to segment meetings identifying different communicative phases.
The meeting action sequence provides a description of the meeting structure, and
builds up a simple semantic language, which may be used to formulate queries for
a retrieval system, or to assist meeting browsing.
The corpus consists of more than five hours of synchronised multichannel audio-
video recordings. Recordings took place in an instrumented meting room (figure
3.2). Each participant wore a wired lapel microphone, and a 8element circular mi-
1This corpus is publicly available from:http://mmm.idiap.ch/
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Figure 3.1: A meeting scene example captured with 3 fixed video-cameras: white-
board and projector screen region (top image) and two opposite sides of the table
(bottom images).
crophone array was placed on the table between participants. No e that nothing was
done to prevent reverberation or to reduce environmental noise, thus offering real-
istic recording conditions. Orthographic (word-level) transcriptions were provided
for 30 of the 69 meetings. Three fixed cameras provided visualrecordings of the
meeting activity (figure 3.1). Two wall mounted cameras gavelandscape view of
each side of the table (usually two people in shot). The thirdcamera framed the
projector screen and the white-board area. As for audio, thevideo recording condi-
tions were unconstrained with phenomena such as object occlusions and changes in
illumination.
3.2.2 The ICSI meeting corpus
The ICSI meetings corpus (Janin et al., 2003) consists of 75 naturally occurring
research group meetings at the International Computer Science Institute in Berke-
ley during the years 2000–2002, recorded using wireless close-talking microphones
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Figure 3.2: Layout of the M4 instrumented meeting room equipped with: 3 fixed
video-cameras, 4 wired lapel microphones, and a 8 element circular microphone
array.
worn by each participant (in addition, there were also four tabletop microphones).
Each meeting lasts about one hour and involves an average of six participants, re-
sulting in about 72 hours of multichannel audio data. The corpus contains human-
to-human interactions recorded from naturally occurring meetings. Moreover, hav-
ing different meeting topics and meeting types, the data setis heterogeneous both
in terms of content and structure.
Orthographic transcriptions are available for the entire corpus, and each meeting
has been manually segmented and annotated in terms of Dialogue Acts, using the
ICSI MRDA scheme (Shriberg et al., 2004) shown in table 3.1 and extensively dis-
cussed in the MRDA annotation manual (Dhillon et al., 2004). The MRDA scheme
is based on a hierarchy of DA types and sub-types (11 generic tags and 39 spe-
cific sub-tags), and allows multiple sub-categorisations for a single DA unit. This
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Statement Supportive Functions
s Statement df Defending/Explanation
Questions e Elaboration
qy Yes/No Question 2 Collaborative Completion
qw Wh-Question Politeness Mechanisms
qr Or Question bd Downplayer
qrr Or Clause After Y/N Question by Sympathy
qo Open-ended Question fa Apology
qh Rhetorical Question ft Thanks
Floor Management fw Welcome
fg Floor Grabber Further Descriptions
fh Floor Holder fe Exclamation
h Hold t About-Task
Backchannels tc Topic Change
b Backchannel j Joke
bk Acknowledgement t1 Self Talk
ba Assessment/Appreciation t3 Third Party Talk
bh Rhetorical Question Backchannel d Declarative Question
Responses g Tag Question
aa Accept rt Rising Tone
aap Partial Accept Disruptions
na Affirmative Answer % Indecipherable
ar Reject %- Interrupted
arp Partial Reject %– Abandoned
nd Dispreferred Answer x Nonspeech
ng Negative Answer Nonlabeled
















Table 3.1: MRDA labels used for the annotation of the ICSI meeting corpus: generic
tags , specific tags and disruptions. Source: the MRDA annotation manual (Dhillon
et al., 2004).
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extremely rich annotation scheme results in more than a thousand unique DAs, al-
though many are observed infrequently. To reduce the numberof sparsely observed
categories, we have adopted a reduced set of five broad DA categories (Ang et al.,
2005; Zimmermann et al., 2006a). Unique DAs were grouped into five generic cat-
egories: statements, questions, backchannels, fillers anddisruptions. A set of con-
version rules was applied to map the MRDA scheme to the 5 broad DA labels based
scheme. Table 3.2 outlines the ICSI official conversion scheme used in our experi-
ments (“classmap 01b” in the corpus documentation); different conversion schemes
are feasible but will lead to different results. On this class-map Shriberg et al.
(2004) reported a good overall inter-annotator agreement Kappa (Cohen, 1960; Car-
letta, 1996) of aboutk = 0.8. The Kappa statistic measures the agreement achieved
among annotators beyond chance:k = 1 suggest absolute agreement among the
annotations andk = 0 full disagreement.
The distribution of these 5 broad DA categories across the corpus is shown in
table 3.3. Statements are the most frequently occurring unit, a d also the longest,
having an average length of 2.3 seconds (9 words). All the othr categories (except
backchannels which have an average duration of 0.14 seconds) share an average
length of 1.6 seconds (6 words). An average meeting containsabout 1 500 DA
units.
In order to have directly comparable results a formal subdivision into three data
sets has been proposed by Ang et al. (2005): a training set of 51 meetings (about
80 000 Dialogue Act units), a development set of 11 meetings (13 500 DAs) and a
test set of 11 meetings (15 000 DAs). This leaves out 2 of the 75meetings (tran-
scriber meetingsBtr001andBtr002), which were excluded because of their differ-
ent nature (Zimmermann et al., 2006b). All our DA segmentation and classification
experiments were conducted on the proposed dataset subdivision.
3.2.3 The AMI meeting corpus
The AMI meeting corpus (Carletta et al., 2006) is a multimodalcol ection of an-
notated meeting recordings. It consists of about 100 hours of meetings collected in
three instrumented meeting rooms. About two thirds of the corpus consists of meet-
ings elicited using a scenario in which four meeting participants, playing different
roles on a team, take a product development project from beginning to completion.
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Source MRDA label Target DA category Examples
* |s* Statement fgˆtc|sˆcs , fg|sˆaapˆdf







f* Filler fg , fh
h* Filler h
* |q* Question qwˆdˆeˆg
q* Question qhˆbr
Table 3.2: Rule based mapping from MRDA labels to five broad DA categories






Table 3.3: Distribution of DA categories by percentage of the total number of DA
units and by percentage of corpus length.
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Category DA class Proportion %
Information inform 26.6
exchange elicit inform 3.4
Individual or suggest 7.5
group action offer 1.2
elicit offer or suggestion 0.5
Comment on assess 16.7
previous discussion elicit assessment 1.7
comment about understanding 1.8
elicit comment understanding 0.2
Social function be positive 1.8
be negative 0.1




Table 3.4: The six broad categories and fifteen specialised Dialogue Act classes
used in the AMI corpus DA annotation scheme, with the percentage of DAs in each
class.
The scenario portion of the corpus consists of a number of meeting series, with four
meeting per series. Each series of four meetings involves the ame four participant
roles (project manager, marketing expert, industrial designer, and user interface de-
signer), and comprises project kick-off, functional design, conceptual design, and
detailed design meetings. The remaining meetings in the corpus, “non-scenario”,
are naturally occurring meetings, with 3–5 participants.
The aim of the corpus collection was to obtain a multimodal reco d of the com-
plete communicative interaction between the meeting participants. To this end, the
meeting rooms were instrumented with a set of synchronised recording devices, in-
cluding wireless lapel and headset microphones for each partici nt, an 8-element
circular microphone array, six video cameras (four close-up and two room-view),
capture devices for the whiteboard and data projector, and digital pens to capture
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the handwritten notes of each participant. The corpus was manually annotated at
several levels, including orthographic transcriptions, various linguistic phenomena
including Dialogue Acts, head and hand movements, and focusf attention2. The
DA annotation scheme for the AMI corpus, outlined in table 3.4, is based around
a categorisation tailored for group decision making, and consists of six broad cat-
egories and a total of 15 DA classes. Each DA unit is assigned to a single class,
corresponding to the speaker’s intent for the utterance. Inorder to reduce the un-
certainty during the DA annotation process, the three humanannotators involved in
this task strictly adhered to the recommendations formulated in the AMI DA An-
notation Guidelines (2005). Moreover a small portion of thedata was annotated by
all the 3 annotators to check the reliability of the scheme, and reannotated towards
the end of their involvement with the DA annotation process,to assess the stability
in their judgements. The inter-annotator agreement according to the Kappa statis-
tics (Cohen, 1960; Carletta, 1996) was found to be in the rangek = 0.83− 0.89.
The distribution of the DA classes, shown in table 3.4, is rather imbalanced, with
over 60% of DAs corresponding to one of the three most frequent classes (inform,
backchannel or assess). Over half the DA classes account forless than 10% of
the observed DAs. An example of the reference DA annotation usi g the 15 DA
classes is shown in table 3.6: manually transcribed utteranc s are first segmented
and then labelled with individual DA tags. This annotation scheme is different to
the one used for the ICSI corpus (section 3.2.2), thus it is notpossible to test a DA
recognition system developed on the AMI data on the ICSI corpus or vice-versa.
We performed our DA recognition experiments on the 138 meetings that form
the scenario subset of the AMI corpus, following the subdivision into training, de-
velopment, and test sets suggested in the corpus documentation (table 3.5). The
scenario meetings are organised in 35 series of (normally) four meetings: 25 series
of meetings have been assigned to the training set, five to thedev lopment and five
to the test set (table 3.5).
2The annotated corpus is freely available from:http://corpus.amiproject.org/
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Subset Meetings #meetings#series
ES2002, ES2005-2010, ES2012-2016
Training set IS1000-1007 98 25
TS3005 TS3008-3012
Development setES2003, ES2011, IS1008, TS3004, TS3006 20 5
Evaluation set ES2004, ES2014, IS1009, TS3003, TS3007 20 5
All scenario data 138 35
Table 3.5: The subdivision of the AMI scenario data into training, development and
evaluation sets.
3.2.4 Additional annotated data resources
The SWITCHBOARD corpus (Godfrey et al., 1992) consists of about 2500 ortho-
graphically transcribed telephone conversations by 500 unique speakers. More than
250 hours of unconstrained conversational speech were recorded at Texas Instru-
ments using a fully automatic recording infrastructure. Conversational topics were
automatically chosen and suggested before each conversation. The whole collection
of conversations has been manually transcribed and alignedat word level, resulting
in nearly 3 millions of words. More than 200 000 utterances and 1.4 millions of
transcribed words have been annotated in terms of Dialogue Acts using the very
rich SWBD-DAMSL (Jurafsky et al., 1997b) annotation scheme comprising 226
unique tags, or 42 clustered DA labels.
The Fisher corpus (Cieri et al., 2004) consists of more than 16000 English tele-
phone conversations on a wide range of elicited topics, resulting in about 2 000
hours of recorded speech, which were orthographically transcribed.
Although it is not possible to use these corpora directly as tr ining data for tasks
such as meeting action recognition or DA recognition (both using the AMI or the
ICSI annotation schemes), they represent valuable additional sources of transcribed
conversational data. The Fisher corpus is of particular utility, since it contains over
10 million words, making it an order of magnitude larger thanthe AMI and ICSI
corpora.
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3.2.5 Discussion
The annotated data resources outlined in this chapter, although inspired by the same
underlying goal (i.e. collecting multiparty conversational speech), present several
major differences.
For example the M4 corpus shows natural interactions but is severely con-
strained in terms of topics and conversation lengths. Moreover nly lapel micro-
phone recordings have been collected, increasing all the tec nical difficulties related
to automatic speech recognition and speech processing.
The ICSI corpus contains a large selection of occasional planning and update
meetings, held by participants who know well each other and have previously dis-
cussed similar or related topics. The resulting conversations are so natural, uncon-
strained and rich in over-specialised topics that sometimes th y are inaccessible to
a näıve external listener. Moreover the ICSI corpus lacks of video recordings and
audio recordings are loosely-synchronised.
The AMI corpus attempts to address all these issues including two distinct
recording sets, i.e. fully unconstrained and scenario elicit d meetings, and syn-
chronised multichannel audio-visual recordings. Howeverth amount of collected
data is limited if compared to the CTS Fisher corpus and some ofthe hi-level an-
notations are available just for the scenario subset. The coll cti n of a new corpus
is a complex process involving a large effort in terms of: work, organisation, and
resources; thus setting some compromises is unavoidable.
3.3 Feature extraction and post-processing
Most of the meeting recordings outlined in the previous sections involve audio and
eventually video, but the communicative process is spread btween several modal-
ities including speech, prosody, gestures, handwriting, ad f cial and body expres-
sions. Further streams of data could be captured easily: forexample handwriting
could be recorded through whiteboard capturing devices, graphic tablets or digi-
tal pen/paper; and this was done during the AMI meeting data collection (section
3.2.3). Unfortunately this is not the case for modalities such as gestures or facial
expression, for which the use of specialised recording devices s impractical and
invasive. When specialised recordings are not available, itis possible to extract
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multiple modalities from single streams. For example, speech could be separated
from noise and other sound sources using microphone array beamforming, physical
motion could be measured using image processing techniques, and it may be fur-
ther integrated into a gesture recogniser. Note that this isa simplified view of the
problem, because a single modality corresponds to multiplediff rent streams: for
example, speech is manifested not only as a sound but also as alip motion. The
situation is further complicated if we consider the correlations that exist between
different modalities, such as speech and gestures (McNeilland Duncan, 2000). The
analysis of natural human communication based on multiple streams correspond-
ing to recordings of different modalities is a difficult task, ince acoustic recordings
are corrupted by environmental noise and room reverberations, video recordings in-
clude occlusions and environmental changes, the participant nteractions are highly
spontaneous and usually unconstrained, and there is a very wide range of topics,
speakers, speaking styles and accents.
In this section we present four feature families related to prosody (section 3.3.1),
turn taking dynamics (section 3.3.2), lexical content (section 3.3.3), and visual level
of motion (section 3.3.4). Prosodic features (F0, energy, and r te-of-speech) can be
directly extracted from the raw audio recordings. Speaker turn features rely on mi-
crophone array processing hence they are indirectly based on the audio recordings
as well. Similarly the orthographic transcription needed by the lexical features can
be obtained automatically from the audio streams3. The first three feature families
are based on speech and audio communicative modalities because these are pre-
dominant in meetings. However video recordings have been exploited in order to
estimate the visual motion level of several relevant areas (i.e.: participants head and
hand regions).
3.3.1 Prosodic features
Different features related to the speech modality can be extracted for each meet-
ing participant, using audio recordings provided by indiviual headset or lapel
microphones. In our experiments we focused on five prosody related features: a
smoothed estimate of the fundamental frequency (F0), an estimate of the syllabic
3Automatic transcriptions are available for the ICSI and AMImeeting corpora (section 7.3.0.1)
but not for the M4 corpus.
























Backchannel Assess Backchannel Assess
Speaker B Speaker D
Figure 3.3: Pitch and energy features associated to the same word in two different
contextual situations (backchannel and assess Dialogue Acts).
rate of speech, speech signal energy, word length and pause duration. The resulting
prosodic features aim to capture variations in speaking style, highlighting specific
aspects of the speech modality. For example in a Dialogue Act(DA) classification
task the function of the word “yeah” as abackchannelor assessDA unit can be
disambiguated from its prosody. An example of this is shown in figure 3.3 where
the different use of the same word is clearly associated to specific F0 and energy
patterns.
Moreover prosodic features highlight when a particular speaker is active (as
shown in figure 3.4) eventually suggesting the level of engagement in the conversa-
tion.
3.3.1.1 Denoised pitch estimation
A rough estimate of the intonation contour can be obtained from the raw audio
recordings by adopting a pitch tracking algorithm (Moussetet al., 1996). However
the resulting F0 estimates are affected by errors (Murray, 2001; Khurshid and Den-
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Figure 3.4: RMS energy features associated to four speakers being involved in a
discussion (M4 meeting corpus).
ham, 2004) leading to inaccuracies. The top of figure 3.5 showthe automatically
extracted pitch contour (dotted lines) for a short excerpt taken from the M4 corpus.
Although the presence of background noise is very limited, non-vocal noises and
cross-talk from the other meeting participants often causespurious peaks and noisy
F0 estimates. However these artifacts can be reduced or evenr moved by filtering
the estimated pitch track.
The smoothed and denoised F0 is estimated in two steps: an initial F0 con-
tour estimate using the ESPSget f 0 pitch tracking algorithm (Talkin, 1995)4, fol-
lowed by a chain of three filters, inspired by Sonmez et al. (1998), that denoise
the initial estimate of F0. The filter chain used for that purpose is shown in figure
3.5. A histogram filter removes incorrect estimates arisingfrom other undesired
sound sources, followed by a median filter to smooth the F0 contour removing spu-
rious peaks, and a linear interpolation filter that providesa piecewise continuous
4Available from:http://www.speech.kth.se/snack/


















































































Figure 3.5: Smoothing and denoising of the F0 estimate.
smoothed output. The average F0 for the current channel5 is estimated using the
entire meeting. The average F0 is then used to normalise the instantaneous pitch
estimates, in order to have comparable features for different speakers.
3.3.1.2 Multichannel energy estimation
Speech energy can be easily estimated measuring the root mean squ re signal en-
ergy of the recorded audio samples. Having multiple microphone channels, this
procedure can be applied to each individual audio channel. However the estimated
energies need to be normalised to compensate for different channel gains, making
them comparable.
The logarithm of the root mean square energyE j(t) can be evaluated for each
5M4 and AMI meeting recordings are characterised by a tight correspondence between audio
channels and speakers: meeting participants are not allowed to share or swap their microphones.
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microphone channelj:



















wherex j(n) represents thenth audio sample from the microphone channelj, fs is the
audio recordings sampling frequency, andN represents the number of audio samples
accounted for by each feature frame. Note that the features are extracted at a lower
sampling ratef f ea than the original waveform, for example assuming a sampling
frequencyfs of 16 KHz and a feature vector frame length of 16 milliseconds( f f ea=
62.5 Hz), each feature sample is based onN = 256 audio samples.E j(t) is then
normalized as follows (Pfau et al., 2001):







The minimum log-energyEmin, j can be interpreted as an estimate of the noise floor
level recorded by channelj. Therefore it needs to be subtracted in order to com-
pensate for different channel gains. The last term represents the mean log-energy
averaged across allM = 4 channels. We are primarily interested in sounds (speech)
that occur only in proximity of the channel. Considering one channelm at a time,
those sounds should be considerably above the background noise (multi-channel
averaged energy).
Note that since headset microphones are more directional than lapel micro-
phones and closer to the sound source, the resulting recordings have an improved
signal-to-noise ratio and are less affected by cross talk between adjacent speakers.
Therefore the last normalisation term of equation 3.2 can beomitted during the
headset based energy estimation.
3.3.1.3 Syllabic rate of speech
Rate of speech can be estimated using two methods: using the phone/word level
segmentation provided by an Automatic Speech Recognition system, or directly
from the waveform. The first method assumes that the rate of speech is inversely
proportional to the automatically6 estimated word durations (section 3.3.1.4). How-
ever when a reliable automatic transcription is not available, as for the M4 meeting
6A more accurate estimate can be obtained aligning the referenc orthographic transcription to
the waveform through forced alignment.
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corpus, the syllabic speaking rate can be estimated from theacoustic signal us-
ing the algorithmmrate (Morgan and Fosler-Lussier, 1998). Themrateapproach
integrates the output of multiple rate of speech estimatorsby averaging their in-
dividual estimates. Three acoustic based estimators are integrated in Morgan and
Fosler-Lussier (1998): a peak counting algorithm applied to the wide-band energy
envelope, a sub-band version of the peak counting approach applied to the average
product over all pairs of compressed sub-band energy trajecori s, and theenrate
estimator (Morgan et al., 1997).Enrateis based on the first spectral moment of the
wideband energy envelope computed over few seconds.
In order to have comparable features for different speakers, speech rate estimates
are normalised across the entire meeting dividing them by the average rate of speech
for a given speaker.
3.3.1.4 Time and duration related features
Both the ICSI and AMI meeting corpora have been automatically transcribed (sec-
tion 7.3.0.1)7, thus information about word boundaries can be exploited toes imate
inter-word pauses and word durations.
Interword pauses are estimated using word boundary times obtained from align-
ing the automatic transcription with the acoustic signal, and re-scaled in order to
have a unitary range. Note that long pauses between words mayhighlight sentence
boundaries and thus be a strong cue to DA segmentation (chapter 7).
Similarly the word length can be estimated as the word duration normalised by
the mean duration for that word computed on the entire dataset. Th refore the word
length is inversely proportional to the rate of speech, neglecting estimation errors.
3.3.2 Speaker turn features
Face-to-face meetings display a complex turn-taking structu e. The dynamics of
this process can be extremely useful to distinguish betweendifferent meeting phases
(chapter 4) in the context of the M4 meeting action recognitio experiments (chapter
5). For example, during dialogues speakers tend to alternatfrequently, speaking
for shorter periods.
7The speech recogniser’s output supplies both the sequence of recognised words and their starting
and ending time.
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To investigate the turn-taking process, it is necessary to detect speech activity for
each participant in the meeting. This is difficult using the lapel microphone signals
for two reasons. Firstly, since they are wired microphones,M4 meeting participants
only wear the lapel microphones while seated, which makes them impossible to use
when someone is presenting a talk or standing at the whiteboard. Secondly the lapel
microphones are omnidirectional and it is difficult to distinguish whether a signal
is the speech of the participant wearing the microphone, or crosstalk from another
speaker (Pfau et al., 2001; Wrigley et al., 2005). Instead, weused microphone array
recordings to detect speaker activity. More generally in the AMI project (Carletta
et al., 2006) the microphone array is regarded as the primaryrecording condition
(NIST, 2004). Although the “speaker turn features” outlined in this section were
designed for meeting action recognition (section 3.4.1), being thus specific to the
M4 meeting recordings, they can be adapted to different corpora and novel tasks.
3.3.2.1 Sound source localisation
A microphone array can be regarded as a steerable directional microphone, but,
compared with an orientable microphone, there are no movingparts. The steering
direction can be imposed at any time during or after the recording session using
a beamforming process. It is therefore possible to steer thevirtual microphone
in any direction, evaluating sound activity at a specific spatial location (Lathoud
and McCowan, 2003). In the M4 meetings there are only six spatial regions in
which participants spent most of their time (regionsL1, ...,L6 in figure 3.2): the
four seating regions that are individually associated withparticipants, the white-
board and a presentation space near the projection screen. We detected continuous
sound activitiesLi(t) in each of these six regionsi, which were used as a basis for
features to describe the turn-taking process. EachLi(t) is directly proportional to
the probability of observing an active sound source (a meeting participant speaking
or generating noise) in the spatial regioni at timet, and it is zero when no activity
is detected.
3.3.2.2 Turn taking detection
We constructed a 216-element feature vector to describe theturn-taking process at
each time. The vectorSconsists of all 63 possible products of the 6 sound activity
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locationsL(t) during a time window of 3 frames (Dielmann and Renals, 2004a):
Si jk(t) = Li(t) ·L j(t −1) ·Lk(t −2) ∀i, j,k∈ [1,6]
where each vectorSi jk(t) highlights the turn taking interaction pattern around the
time t. Considering, for simplicity, a smaller turn taking matrix evaluated only on
two frames:
Si j (t) = Li(t) ·L j(t −1) ∀i, j ∈ [1,6]
the diagonal elementsSii (t) highlight whether a speakerLi active at timet −1, is
still speaking at timet. The terms above the diagonal (Si j , i < j) are greater than
zero when it is likely thatLi is speaking afterL j . Similarly Si j > 0 , i > j implies
thatL j at timet −1 andLi at timet are both active. When all:Sii ,Sj j ,Si j andSji are
greater than zero, it is likely that a discussion (turn-taking alternation) betweenLi
andL j is taking place. A similar discussion applies toSi jk(t).
Dimension reduction ofSi jk using principal component analysis was not effec-
tive, with reductions below 200 dimensions resulting in a degradation in perfor-
mance. Thus we used the unreduced 216-element feature vector in our meeting
action recognition experiments.
3.3.3 Lexical features
Lexical information embedded into textual transcriptionscan be employed to ex-
tract relevant cues from the current conversation. Two lexically related features are
proposed in this section: a monologue/dialogue discriminator (section 3.3.3.1) and a
word informativeness indicator (section 3.3.3.2). The monol gue/dialogue discrim-
inator is strictly related to the M4 group meeting action recognition task (chapter 5).
A more sophisticated approach based on the adoption of factored language models
for Dialogue Act classification (section 7.5.1) was appliedto the ICSI and AMI DA
recognition tasks (chapter 7).
3.3.3.1 Lexical style/genre discrimination
Monologues and dialogues are characterised by different speaking styles and differ-
ent language models. In particular we hypothesise that the distribution over words
is different for transcripts from these two meeting phases.U ing a transcript for
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each speaker we constructed trigram language models for each communicative con-
text that we wish to recognise. In our “meeting action” recognition experiments
(chapter 5) we estimated language models for monologue and discussions only, but
the idea could be extended to more elaborate domains. Note tha the “dialogue
act” recogniser outlined in chapter 7, adopting a probabilistic language model to
discriminate between multiple DA categories, stems from the same intuition out-
lined here. However on the DA recognition task the language models (section 7.5)
were integrated within the recognition framework rather than employed to generate
stand-alone features.
The approach is illustrated in figure 3.6. Trigram language models correspond
to monologues (M1) and discussions (M2). Those multinomial distributions over
words are estimated using transcriptions from the trainingdata set, and then used to
partition unseen word sequences from the test set. Note thatthe language models
are estimated employing all the transcribed words, irrespectively of the function
they serve in the discourse. For example words such as “yeah”, “it”, “is”, “think”
are more frequent in a discussion, and terms such as “this”, “these”, “he”, “what”
occur more frequently during monologues. Each wordwt (together with its context
wt−1, wt−2, if available) contained in the transcription under test iscompared with





wherek̃(wt) is the output of the classifier.
The resultant sequence of output symbols is noisy, withk̃(wt) constantly switch-
ing between the two states (small dots of figure 3.7). Howeverif we consider the
symbol density, the output is much more stable (lines of figure 3.7). Therefore we
smooth the output by evaluating the relative frequency ofk̃(wt) over a sliding win-
dow of 24 words. This window length has been arbitrarily chosen, but it seems
not to be critical because values between 20 and 30 are equally acceptable. This
lexically-based approach is able to classify unseen word sequences as monologues
or discussions with a percentage of correctly classified words of about 93%8 .
8Average recognition using leave-one-out cross-validation strategy on 30 manually transcribed
short meetings from the M4 meeting corpus.
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Figure 3.6: Overview of the “monologue/discussion” classifier.
Removing the smoothing step and considering the noisy sequence k̃(wt) the clas-
sification accuracy falls to 78%. A lower bound on the class accuracy of 48% is
obtainable by drawing the symbols by chance, according to the prior distribution.
3.3.3.2 Word informativeness
The word informativeness was computed to be the ratio between local term fre-
quency within the current conversation and absolute term frequency across the
whole meetings collection. Terms which are more relevant for the current meet-
ing will assume scores well above the unity. For example: “stabili y”, “strongest”,
“spherical”, “soda”, “ball-shaped”, etc. are the most informative words of the AMI
scenario meeting ES2016a.





Figure 3.7: Filtering of k̃(wt).
3.3.4 Visual features
Meetings provide a well defined and highly constrained enviro ment for video and
image processing. Participants spend most of the time in a few spatial locations—
they move location rarely and there are relatively few physical actions. In the case
of the M4 corpus (section 3.2.1), cameras are fixed, most furniture does not move
and lighting conditions are partially constrained. However, participants are free to
perform any action or gesture and do whatever they like. Therefore object occlu-
sions are relatively frequent, and nothing has been done to facilitate object tracking
(i.e.: there is no “blue screen” or preassigned colors for clthing or furniture). Note
that exposure settings are different for each camera. In particular this is a critical
issue for the camera oriented on the bright projection screen and dark white-board
area (figure 3.1).
Although the M4 recordings were made using high quality equipment and good
video resolutions (full frame PAL), regions of interest repr sent only a small frac-
tion of the entire scene, providing a relatively low resoluti n. This resolution is
sufficient for tasks such as tracking the head, hands, and other bjects of a sim-
ilar size. Close-up video recording will be required to address problems such as
lip feature extraction for audio-video speech recognitionor eye-gaze tracking for
conversational attention prediction (Vertegaal et al., 2001).
We assume visual information about the participants is correlated with meeting
phases. For example, a speaker who is highly involved in the conversation will
tend to gesticulate, and the use of a white-board involves a complex sequence of
physical actions, such as standing up, walking and writing.Under that assumption
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we are interested in extracting a set of region based low level visual activities (Basu
et al., 2001), that could improve the recognition of highly visual actions such as
note taking and presentations.
3.3.4.1 Optical flow based motion estimation
Our efforts are concentrated on the two cameras oriented towards the meeting table.
Each of those captures a scene with two speakers. As mentioned above, meeting
participants spend most of the time sitting, therefore onlythe upper body part is
visible through those cameras (figure 3.1). In each scene we analyse four areas: the
head and hand regions for each of the two participants in shot. Instead of recognis-
ing and tracking head and hand blobs (Zhang et al., 2004a) we have chosen a faster
and more flexible approach that does not require an appearance model or any form
of (re-)initialisation.
Our system relies on an optical flow based algorithm, which isused to track a
fixed number (n = 100) of feature points. We have adopted an enhanced version
of the “Kanade Lucas Tomasi” (KLT) feature tracker outlinedin Shi and Tomasi
(1994). In particular the condition used to select the tracking feature set was re-
vised and extended. Given a sequence of imagesF(x,y, t) which includes a slowly
moving object (regionΩ surrounding the point(x,y)), it is possible to assume that
the brightness of the object does not change given two adjacent frames:
F(x+dx,y+dy, t +dt) ≈ F(x,y, t) . (3.3)
ApproximatingF(x,y, t) around the point(x,y) with a first order Taylor’s series:





















where−∂F(x,y,t)∂t represents the brightness variation speed,∇F(x,y, t) the spatial
gradient of the image brightness, and(dxdt
dy
dt )
T the object’s speed. A unique solution,
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given a weight functionW(x,y), can be found minimizing the following least square


































































6= 0 the solution of KLT optical flow






















If λ1, λ2 are the two eigenvalues ofA, the system will be well conditioned if the
smallest eigenvalueλmin is large enough:
λmin = min(λ1,λ2) >> 0 (3.10)
Adopting this condition, Shi and Tomasi (1994) stated that “good features are the
ones that can be tracked well”, proposing therefore to trackfeature regions with a
particularly rich texture.
Being interested in tracking skin-like regions, we have extended the feature
quality metric (3.10) proposed by Shi and Tomasi with an additional condition over
the candidate region’s color:
P(Ω | Skin) ≥ Pth = 0.5 . (3.11)
It is thus feasible to evaluate the chromatic distribution of skin blobs (Yang et al.,
1998), and to use that distribution to estimate the probability of a given regionΩ
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to be skin. The chromatic space can be represented through different bases: here
we adopted the luminance and chrominance space{Y,Cr,Cb}. Skin-like colours are
well clustered under the{Cr,Cb} subspace, and a 3 component Gaussian Mixture
Model (GMM) was trained using unseen skin blobs. The resulting skin color mo-
del provided an easy way to estimate the skin probability (equation 3.11) for each
candidate regionΩ. Therefore a good feature is now one that can be tracked well
(equation 3.10) and has a high probability to be part of a skinarea (equation 3.11).
Our approach to the video feature extraction process is depicted n figure 3.8.
Each video stream is processed on a frame-to-frame basis, the kin probability is
estimated and used to select and track 100 features, i.e. theimage regions with
a rich texture. Those features are processed off-line. Featur trajectories that are
too long and have a limited amount of motion (often associated to red objects in
the background) are automatically removed. The next step consists of partitioning
the trajectory space into four regions (head and hand areas for the two participants
in shot). Note that both hands of a participant are included into a single region.
Four Gaussian distributions (one centroid for each region)were estimated off-line
using the entire video sequence. This rough global estimation was then refined
on a frame basis, by using a k-means clustering: the initial assignation provided
the 4 Gaussian centroids provides the initialisation for the k-means clustering. If
a trajectoryT of lengthn is assigned to a setK(i),1 = 1, ..,n of different regions,
andK̃ is the most frequent assignment, then the whole trajectoryT is classified as
part of regionK̃. The proposed system is based on an enhanced implementationof
the KLT algorithm provided by the OpenCV (2001): GMM skin model, k-means
clustering, and its Gaussian initialisation were developed ad-hoc.
For each frame, and for each region, two video features were ext acted: the
average feature motion intensity, and the approximate motion d rection. Thus from
each raw video signal an 8-element feature vector is extracted each frame (i.e. two
features, two regions, two participants). The feature vectors from the two cameras
are combined, resulting in a 16-element global video featurvector. Owing to the
recording conditions of the third camera (projector screenand whiteboard area),
motion vectors extracted from this source are less reliable, nd were excluded from
our experimental setup.
This approach exploits few assumptions about the scene structure without pre-
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Figure 3.8: Overview of the “video features” extraction process.
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Features Meeting action recognition Dialogue act recognition
M4 corpus ICSI and AMI corpora
Pitch X X
Syllabic rate of speech X
RMS Energy X X
Word length X
Interword pause duration X
Speaker turns X
Lexical features X (FLMs)
Word informativeness X
Visual features X
Table 3.7: Features used for the meeting action recognition (on the M4 meeting
corpus) and the dialogue act recognition tasks (both on ICSI and AMI data).
tending to precisely identify head or hand blobs. Thereforeobj ct occlusions are
only partially handled. However, recovering from an unexpected event is fast and
completely automatic, there is no need for manual initialisation, and this technique
translates well between domains. The system is able to operate in the presence of
complex coloured backgrounds without any performance degradation, and is able
to cope with gradual illumination changes.
3.4 Tasks and feature setups
All the feature families presented in the previous sectionshighlight different aspects
of the rich human-to-human interactions which compose a multiparty meeting. The
aim is to combine these complementary views, in order to automa ically detect com-
plex communicative events such as meeting actions, or to structure the underlying
conversation in terms of dialogue acts. However some featurfamilies were de-
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veloped specifically for just one of the two tasks, for example speaker turns are
intimately related to group meeting actions. Table 3.7 outlines the feature selection
that were adopted for the meeting action recognition task (chapter 5) and for the
dialogue act recognition experiments (chapter 7).
3.4.1 Meeting action recognition
The meeting action recognition task consists of segmentingmeetings into a se-
quence of group meeting actions such as monologue, discussion and presentation.
A set of six time-continuous feature families were extracted every 0.5 seconds from
the audio-visual recordings, and processed using the multistream DBN infrastruc-
ture outlined in chapter 5.
Three prosodic features (F0, syllabic rate of speech, and energy) were extracted
from each of the four lapel recordings (table 3.7). Note thatword length and pause
duration would have required the accurate timing information from the ASR output,
which unfortunately is not available for the M4 meeting corpus. However, in order
to improve the quality of F0 and rate of speech, discretised versions of the speaker
activities estimated using microphone array processing techniques (section 3.3.2)
were used to mask inactive lapel microphone channels. Unfortunately prosodic
features could not be extracted when participants were presenting a talk or standing
at the whiteboard, since the use of wired lapel microphones is feasible only when
participants were close to the table. Therefore the prosodic feature set is partially
incomplete and also affected by estimation errors.
Information about the overall turn taking dynamics was included through a 216
dimensional speaker turn feature vector (section 3.3.2). The lexical based conversa-
tion style classifier outlined in section 3.3.3.1 provided astrong cue to discriminate
between monologue and dialogue meeting actions, and further evidence to discrim-
inate between different meeting phases is provided by the 16- lement video feature
vector.
3.4.2 Dialogue act recognition
During the dialogue act recognition process a multiparty conversation is segmented
and classified according to a dictionary of mutually exclusive DA labels (the ICSI
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and AMI DA annotation schemes are outlined in section 3.2.2 and 3.2.3 respec-
tively). Since the segmentation is based on the orthographic transcription of the
conversation, a single feature vector is estimated for eachtranscribed word. For
example the average pitch and energy is estimated for each word using timing from
the automatic speech recogniser. Note that accurate word temporal boundaries al-
low to restrict the F0/energy estimation only to speech segments, excluding noise
outbursts and limiting the influence of speaker cross-talk.Moreover averaging F0
on multiple observations within a single word makes the use of pitch smoothing and
denoising (section 3.3.1.1) redundant. Word and pause duration features are used in
lieu of the syllabic rate of speech, and the turn taking process is modelled through a
discourse language model (section 7.4). DA discriminativefactored language mod-
els (section 7.5) extend the role of the monologue-dialogueclassifier used in the
meeting action recognition task. Word informativeness wasalso estimated and in-
cluded into the resulting 6 dimensional feature vector, comp sed by: F0 mean and
variance, energy, word length, inter-word pauses, and wordinformativeness.
3.5 Discussion
We are interested in automatically structuring meetings bydetecting whole group
interactions such as meeting actions, and by highlighting indiv dual meeting partic-
ipant intentions such as dialogue acts. These two tasks share the same objective and
can be interpreted as two different granularities of the same problem.
In this chapter we have outlined the principal meeting data resources which
have been adopted in our study. The M4 meeting corpus, being an ot ted in terms
of meeting actions, is ideal for the group meeting action recognition experiments
(chapter 5). Similarly the ICSI and AMI meeting corpora form the basis for the
dialogue act recognition experiments reported in chapters7 and 8. Four feature
families (section 3.3), related to prosody, speaker localisation, lexical, and visual
content, were extracted from the raw audio-video recordings. Features from these
4 families were used to build two distinct feature sets (section 3.4): one focused on
group meeting action recognition (section 3.4.1) and one targe ed on dialogue act
recognition (section 3.4.2).
The two meeting structuring tasks, based on the annotated daa and the feature
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sets outlined in this chapter and on the DBN modelling framework presented in
chapter 2, will be be discussed in the remaining chapters of this thesis. An M4
based meeting action recogniser will be introduced in chapter 4 and discussed in
chapter 5. Similarly, automatic dialogue act recognition on ICSI and AMI data will




Involvement in meetings is a common experience in daily life, particularly in the
workplace, where managers spend more than a day each week in metings1. Meet-
ings perform several functions, such as the resolution of disputes, socialisation,
problem solving, planning, or the review of results. Only rarely is a meeting focused
on a single task: usually groups are engaged in multiple interdependent functions
on multiple concurrent projects (McGrath, 1991).
Traditionally the minutes of a meeting are taken by someone present at the meet-
ing. Unfortunately this is a time consuming job, and often fails to capture all the
required information. It would be desirable to have an automatic system to enable
efficient organisation, search and recall of the information c ntained in a meeting,
or a set of meetings. Such a system would be required to extract high level informa-
tion such as meeting phases, meeting tasks, textual transcriptions, topic structure,
and summaries(Waibel et al., 2001). These high-level descriptions can provide a
multi-perspective analysis of a meeting, more detailed andmore objective than a
hand-made minute. Moreover such an analysis could facilitate browsing over meet-
ing series, making it possible to search for specific events (Kazman et al., 1996).
This chapter and the following one are concerned with the automa ic segmen-
tation of multiparty meetings into a set of predefined group meeting actions or
phases: monologue, dialogue, note-taking, presentation,and presentation at the
13M online survey 1998 (http://www.3m.com/meetingnetwork/ )
95
96 Chapter 4. Meeting Action recognition
whiteboard. This dictionary of meeting actions (section 3.2.1) represents just one
example of the possible points of views under which meetingscan be analysed.
Nevertheless it provides a useful first step in relating low leve multimodal signals
(section 3.4.1) to higher level categories.
The recording and analysis of meetings has become a flourishing research area
recently, with specific foci including meeting browsing, microphone array process-
ing, speaker tracking and person identification (Schultz etal., 2001; Lee et al., 2002;
Janin et al., 2003; Mostefa et al., 2007; Voss and Ehlen, 2007; Renals et al., 2008).
Several researchers have focused on the automatic recognition of actions in meet-
ings, at both individual and group levels.
4.2 Individual action recognition
The automatic interpretation of human activities, and the automatic recognition
of individual actions in particular application domains, ian active research field.
Most of the work in this area relies on a supervised approach:unseen multimodal
sequences are interpreted using statistical models estimated using annotated data.
Both unimodal and multimodal approaches have been used for such problems.
Hidden Markov models (HMMs) have provided a good framework funimodal
tasks, such as speech or handwriting recognition, and usually form the baseline
system for multimodal situations. Starting from the assumption that incorporating
more knowledge of the underlying problem into the model can improve the model’s
accuracy, many HMM variants have been investigated, such ashierarchical HMMs
(Fine et al., 1998), coupled HMMs (Brand et al., 1997), buriedHMMs (Bilmes,
1999) and semi-Markov models (Ferguson, 1980). An important feature of multi-
modal analysis is the requirement to process multiple asynchro ous and interde-
pendent feature streams. This may be addressed through the use of models based
on multiple parallel Markov chains, usually referred asmultistreammodels. Oliver
and Horvitz (2003), for example, proposed a structured approach to the inference of
typical office user activities (e.g.: making a phone call, having a face to face conver-
sation) using features derived from audio and video signals, and computer activity
logs. This approach relied on a layered HMM, which is hierarchically composed of
multiple HMM chains. At the lowest level there is a signal-analysis HMM which
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connects low-level features to an intermediate layer, which forms the observations
for a higher level HMM, and so on up to the highest level of the model. Each layer
may be trained independently (with a supervised approach) and is characterised by
its own temporal granularity.
Multimodal sensing has been used to improve speech-based command and con-
trol interfaces (Bolt, 1980; Oviatt, 2003), such as information kiosks or video games.
Garg et al. (2003) inferred user presence and focus of attention from low level au-
dio, video and “contextual” features using an ad-hoc developed DBN model. A
custom DBN (derived from human expertise) encoded causal reltions between
multi-modal features (mouth motion, silence detection, skin detector, face detec-
tor, etc.) and classes that need to be recognised (visible speaker, frontal view of the
speaker, and focus of attention).
Automatic classification of broadcast news is another relevant example of multi-
modal sensing. For example Snoek et al. (2004) proposed a framework to detect
TV news monologues using multiplestyle detectorsbased on multimodal features
(frontal face detector, video optical character recogniser, speech detector and speech
recogniser) and a Support Vector Machine based classifier.
Audio-video speech recognition (Potamianos et al., 2003) may be viewed as
a particular example of multimodal human activity recognitio . This is a well-
defined domain and forms a good testing ground for the comparison of different
approaches and models. Dupont and Luettin (2000) proposed aynchronised multi-
stream hidden Markov model, in which the audio and video streams were processed
independently. Partial recognitions were integrated onlyat particular state space
configurations (anchor points). This multistream model wasimplemented by con-
sidering the whole Cartesian product of the two independent stream state spaces
(HMMs). Therefore state durations, anchor points, and the amount of synchro-
nism/asynchronism between the streams were all explicitlyencoded into the mo-
del’s state space structure. Another multistream approach, which took advantage of
a DBN based formalism, is outlined in Zhang et al. (2003). Thisapproach, using
words instead of sub-word units as anchor points, further relaxed the assumption
about stream synchronisation. Moreover in this approach, state duration modeling
and level of synchronisation between the signals, were implicitly determined.
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4.3 Group action recognition
The literature concerning group interaction analysis using multimodal features, is
much less developed than that about individual action recogniti n. Hakeem and
Shah (2004) proposed a multi-level structured approach to classify visually-related
meeting actions and the meeting genre. Head and hand positions were estimated
using a standard condensation tracking algorithm, enhanced with a small set of cat-
egorised movement attributes. Sequences of movements weremapped into actions
or events by a state machine. A hierarchical set of rules was used to detect higher
level meeting activity.
Howard and Jebara (2004) introduced a model for multiple concurrent processes
(such as the trajectories of the members of a football team),referred to as a dynami-
cal systems tree. This DBN model consists of a structured hierarchy of aggregating
parent Markov chains (aggregating-nodes), and a set of switching linear dynam-
ical systems that are used to discretise the continuous feature space (leaf-nodes).
Basu et al. (2001) have investigated the automatic analysis of human interaction in
informal settings. Multimodal features (speaker audio activities and motion based
visual activities) are related to group behaviours througha coupled HMM (section
2.4.3). Direct computations using such a model, withN chains andQ states per
chain, requiresNQN parameters, making this approach intractable even for small
N. Basu et al. approximated the model by taking into account theQ2 individual
interactions between a chaini and neighbouring chainsj, instead of considering all
theQN possible interactions betweeni and the remainingN−1 chains.
There has been some previous work using the same corpus and dictionary of
meeting actions that we employ in our meeting action recognition experiments.
Note that even sharing the same corpus and the same task, differences in the feature
set, the data set subdivision and the evaluation methodology, make a direct compar-
isons between the experimental results reported in chapter5 and Reiter and Rigoll
(2004); McCowan et al. (2005); Dielmann and Renals (2004a); Zhang et al. (2004a);
Dielmann and Renals (2004b) infeasible. An attempt to overcome this situation, by
comparing the performance of our DBN multistream model (section 5.4.4) on three
different feature setups (IDIAP, Munich and Edinburgh feature sets), can be found
in the joint work Al-Hames et al. (2006a). Further details about this comparison
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can be found in section 5.5.
Reiter and Rigoll (2004) developed an algorithm to segment meetings in terms
of meeting actions, based on a minimum length constraint anddy amic program-
ing. Using automatic speaker segmentation and other hand labeled features, this
model was used to classify segments as monologues, discussions, etc. by fusing
the output of different basic classification approaches (Bayesian Network, Multi-
layer Perceptron Network and Radial Basis Network). More recently Al-Hames
and Rigoll (2005b) proposed a framework for meeting action classification based
on three multimodal features: binary speech and silence segmentation, 4 Mel-
frequency cepstral coefficients plus energy, and a visual based global motion vec-
tor. These features were modeled using a DBN composed of threepa tially coupled
hidden Markov chains. Experiments applying this DBN approach to artificially per-
turbed pre-segmented meetings offered improved accuracy compared with a base-
line HMM classifier. The latest advancements on the M4 meeting action recognition
task, both using clean and corrupted recordings, will be discus ed in section 5.6.
McCowan et al. (2005) investigated several approaches to multimodal feature
integration and meeting action recognition, investigating both participant and group
actions. Both early and late integration approaches were invstigated. The best
results were achieved with a group-based multistream approch (Dupont and Luet-
tin, 2000), with good results obtained using audio featuresalone (speaker activity
and prosodic features). These results highlighted the factthat although acoustic
related features outperform video derived features (such as the positions of head
and hands), a multistream approach was essential to achieving good results. This
work also employed the asynchronous HMM (Bengio, 2003) to address the task
of group action recognition with a model expressly designedto cope with asyn-
chronous multimodal signals.
More recently the same feature families have been modelled using a two-level
layered HMM (Zhang et al., 2004a). In this hierarchical approach, features are
firstly related to participant actions (such as speaking,writing and idle) through a
low-level HMM. A higher level HMM, employing the participant action probabili-
ties and other group level features, is then used to recognise meeting actions. This
framework has been adapted to the unsupervised case (Zhang et l., 2004b) in which
meetings (or meeting series) are segmented and clustered into a set of hidden meet-
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ing actions.
Previously we have outlined a meeting action recognition framework based on
acoustic and lexical related features and a layered multistream dynamic Bayesian
network model (Dielmann and Renals, 2004a,b). This model combines the advan-
tages of independent feature-stream processing together with a structured approach.
In the following chapter we provide a clear and unified view ofthis framework,
proposing some further extensions to the model structure (section 5.4.5).
Chapter 5
DBN models for meeting action
recognition
5.1 Introduction
In this chapter we are concerned with the automatic structuring of meetings, based
on multistream meeting recordings—primarily audio and video streams captured
using multiple microphones and cameras. Analysis of natural human communica-
tion based on multiple streams corresponding to recordingsof different modalities
is a difficult task, since acoustic recordings are corruptedby environmental noise
and room reverberations; video recordings include occlusions and environmental
changes; the participant interactions are highly spontaneous and usually uncon-
strained; there is a very wide range of topics, speakers, speaking styles and accents.
We are interested in the recognition ofgroup meeting actions, whereby a meet-
ing is interpreted as a sequence of interactions between theparticipants. Our goal is
to segment automatically each recorded meeting into a sequence of group meeting
actions. We have used a set of five basic group meeting actionsdefined by the M4
meeting corpus (section 3.2.1): monologues (per speaker),discussions, note taking,
presentations and whiteboard-based presentations (McCowan et al., 2003).Mono-
loguesare focused on an individual addressing the group, which mayprovide an
active feedback.Discussions, in contrast to monologues, involve two or more par-
ticipants in conversation.Presentationsare similar to monologues, except that the
orator speaks from the projection screen area. Another variant of monologues are
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white-board presentations, in which the main speaker makes use of a white-board
to explain concepts. Finally,note takingis a group action in which participants
write down their own notes. These group action symbols are assumed to be mutu-
ally exclusive and non-overlapping. Moreover, the meetingaction dictionary is also
assumed to be exhaustive: gaps between different actions are not allowed.
To segment a meeting into a sequence of group meeting actions, we first extract
features from the multimodal recordings, then construct statistical models that rep-
resent the meeting action sequence in terms of the extractedfeatures. We have used
four main categories of features outlined in section 3.4.1:prosodic features (such
as fundamental frequency), speaker turn features, lexicalfeatures (based on a word-
level transcription for each speaker), and motion-based video features. This feature
extraction step may be regarded as describing a meeting as a set of streams, where
each stream corresponds to a particular modality. To model this multistreamsitua-
tion, we have used dynamic Bayesian network (DBN) models in which a hierarchi-
cal state space is constructed, enabling individual featurstreams to be processed
independently at a lower, sub-action level, and collectively at a higher meeting ac-
tion level. As previously outlined in chapter 2, Dynamic Bayesian Networks (and
graphical models in general) present several advantages over Hidden Markov Mod-
els:
• increased flexibility in the state-space factorisation andstructuring;
• increased capability to integrate some problem specific knowledge into the
model, and therefore ability to develop potentially more discriminative mod-
els;
• improved and more parsimonious use of the parameter space;
• unified graphical-mathematical formalism.
Moreover it is possible to express simpler models such as HMMs and Kalman
filters, or richer models including coupled HMMs, factorialHMMs, hierarchical
HMMs, and semi-Markov models as DBNs (Smyth et al., 1997; Murphy, 2002a;
Bilmes, 2003).
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5.2 Single stream based meeting models
Several approaches to group action recognition have been proposed (section 4.3). A
straightforward approach to the problem would consist of early integration of fea-
ture streams extracted from different subjects and modalities, followed by a simple
HMM based infrastructure, and such an approach has formed the baseline system
used in our experiments (section 5.4.3). This solution is simplistic since two main
issues are disregarded: the explicit modeling of the interac ion between multiple
feature families, allowing an independent tuning and a better control over each fea-
ture stream; the necessity of relaxed temporal synchronisation constraints among
multiple modalities and participants. Therefore coupled HMMs (Al-Hames and
Rigoll, 2005b), layered HMMs (Zhang et al., 2006), and other multistream ap-
proaches are potentially better suited to this task. In particular, multistream models
are highly flexible, intuitive and lend themselves to furtheimprovement.
5.3 Multistream meeting models
Multistream approaches to group action recognition may useparticipant-based in-
tegration, or modality-based integration. In participant-based approaches, features
from different modalities (individually extracted from each participant) are grouped
together and modeled as a single stream. Thus each stream corresponds to a partic-
ipant, and the whole group behaviour is inferred from the intgration of single par-
ticipant behaviours (sub-states). On the other hand, the modality-based approach
focuses on modeling each communicative modality individually, grouping together
behaviours associated with different participants.
Our multistream approach is based on processing different modalities indepen-
dently. We assume that the group acts as a single subject and th t “meeting actions”
are related in the first instance to the entire group behaviour. Note that features such
as “speaker turns” (section 3.3.2) are inherently related to the whole group rather
than to individual participants. Moreover we preferred this strategy because it seems
to provide better results when compared with the participant b sed one (McCowan
et al., 2005).
A third, hybrid approach, obtained by modeling each participant-based uni-
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modal feature stream independently, could be investigatedlso. Unfortunately, al-
though this approach has promising results, it requires a much larger state-space
(and hence considerable computing resources) for realistic applications.
5.3.1 Multistream DBN based model
The most attractive feature of the DBN framework is its extreme flexibility in the
factorisation and structuring of the state-space (chapter2). We assume that meet-
ing actions can be interpreted as sequences of atomic units (subactions), much as
sentences are subdivided into sequences of words. Thus we propose a model which
is structured as a hierarchy of three layers: complete meeting actions at the top,
subactions in the middle and the observed feature streams atthe bottom. Thus low
level features are mapped into atomic subactions, which arethemselves the building
blocks of complete meeting actions.
Each feature family represents a single modality (even if extracted from multi-
ple media). If we assume that multiple modalities are independent at a subaction
level and interact only at the highest level, then the feature st eams are integrated
(avoiding artificially introduced forms of stream weighting) at the top level during
the global meeting action recognition. Thus this may be regarded as a multistream
approach, since feature-streams are processed independently usi g their own sub-
actions.
These subactions are obtained in an unsupervised way as the result of a training
process. Each subaction is expected to represent a cluster of feature vectors which
is associated with a particular meeting behaviour and is dominated by a common
underlying dynamic. There is no clear and immediate interpretation of subactions,
and supervised approaches to obtain subactions could be extremely difficult and
expensive.
The state-space factorisation property may be exploited via both a hierarchical
decomposition and a feature based subdivision. Consider a DBN, with a local BN at
each timet. The resulting model, shown in figure 5.1 (A), appears as a tree shaped
structure in which the observable featuresYF , F = [1,N] are individually connected
to their subaction variablesSF which are further connected to the action nodeA.
The hidden variablesSF andA are each characterised by their own dynamics, in
which each node is linked with its predecessor, forming a Markov chain.






























Figure 5.1: Multistream DBN model (A) enhanced with a “Counter Structure” (B).
Square nodes represent discrete hidden variables and circles must be regarded as
continuous observations.
The hierarchical relationship betweenA andSF results in a structure that resem-
bles the Hierarchical HMM (HHMM) topology (Fine et al., 1998) introduced in sec-
tion 2.4.4. However this model is quite different, since HHMMs are characterised
by a structured hierarchy of multiple Markov chains, and by are-synchronisation
mechanism which enables state transitions in higher chainsonly when lower HMMs
have reached a “terminal state”. Our model is free from this constraint, since actions
A are free to change independently of the state ofSF . Similarly, the multistream ap-
proach to audio-video speech recognition (Dupont and Luettin, 2000) also relies
on some re-synchronisation points, referred to as anchor points. It is possible to
interpret this model as a Dynamical Systems Tree (Howard andJebara, 2004) with
three leaves, a single level of “aggregating nodes”, and without the switching linear
dynamical systems to couple the leaf nodes with subaction chains.
The lowest level of the model containsN continuous observable feature vectors
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(nodesYF ), each of which represents a single modality that has been extracted from
raw audio/video recordings. Each feature streamYF is then mapped into discrete
substatesSF through a Gaussian mixture model withMF components:
P(YFt = y | S
F




C(F,m, i)N (y;µF,m,i,ΣF,m,i) (5.1)
whereN (y;µF,m,i,ΣF,m,i) is a Gaussian density with meanµF,m,i and covariance
ΣF,m,i, evaluated aty, andC(F,m, i) is the conditional prior weight of each mixture
componentmassociated with streamF .
Each substate nodeSF , F = [1,N] is part of an independent Markov chain, and
each subaction nodeSF is a child of the global action nodeA. Therefore substate
transition matricesRFk (i, j) and an initial state distributions̃π
F
k ( j), associated with
SF , are functions of the action variable stateAt = k:
P(SFt = j | S
F
t−1 = i,At = k) = R
F
k (i, j) (5.2)
P(SF1 = j | A1 = k) = π̃
F
k ( j) (5.3)
π̃Fk ( j) is the initial subaction distribution for the streamF , given an initial action
A1 = k; andRFk (i, j) represents the transition probability from subactioni to sub-
statej, given that the global meeting action variable (At = k) is in statek.
The sequence of action nodesA forms a Markov chain with multiple subaction
nodesSF as children. ThereforeA can be regarded as a HMM generatingN hidden





... RNk (i, j) respectively. In a further analysisR
N
k (i, j) is then responsible for the
modelling of the joint dynamics ofN multiple streams.P(A1 = i) = π(i) is the initial
state probability vector associated withA, andP(At = j | At−1 = i) = Q(i, j) is the
transition probability matrix. Note that the Markov chainA acts as an integration
point, collating together the whole information carried byeach subaction stream
(representing a single feature family). Pushing the integration point to the highest
level of the model in this way is referred to as “late integration”.
Finally, the joint distribution for a sequence ofT temporal slices, considering
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Note that the cardinality of action nodesA is imposed by the size of the “action
dictionary”, |A| = 8 in this work, having: 4 types of monologue (M1, ..., M4), dia-
logue (DI), note-taking (NT), presentation (PR), and presentation at the whiteboard
(WH). The cardinalities of the subaction nodesSF are model parameters; from some
development experiments we discovered that all our featurefamilies (except the lex-
ical based monologue/discussion discriminator) perform at their best when modeled
with at least 5 subactions.
The number of free parameter of the multistream model depends o : the car-
dinalities |A| = 8 and|SF | = 5, the number of Gaussian componentsMF , and the
size nF of each feature vectorF . The Conditional Probability Table associated
to the action nodesA contains|A|2 = 64 entries, and each subactionSF CPT in-
cludes|A| ·
∣∣SF
∣∣2 = 8∗ 25 = 200 elements.|A|2 + 3 · |A| ·
∣∣SF
∣∣2 = 664 parameters
are required to encode the CPTs of the proposed 3-stream model, thus the overall
model size is principally determined by the number of actions |A|. The number of
free parameters needed to represent GMM means and variancescan be estimated
as 2·MF ·nF ·SF . Adopting two Gaussian components (MF = 2) for each stream
and having a total ofnF = (63) + (12+ 1) + (2∗ 2∗ 4) = 245 features, a total of
2∗2∗245∗5 = 4900 free parameters is required to encode means and variances.
Since four Gaussian mixtures are assigned to each of the threstr ams, 12 addi-
tional parameters are needed to encode the conditional prior weightsC(F,m, i). Fi-
nally the proposed 3 stream model includes a grand total of 664+4900+12= 5576
free parameters.
5.3.2 Counter Structure
HMMs are characterised by a distribution in which the probability of remaining in
a given state decreases as an inverse exponential (Rabiner, 1989). This state dura-
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tion distribution is not well-matched to the behaviour of meeting action durations.
This issue may be addressed in various ways, such as semi-Markov models (Fer-
guson, 1980; Russell and Moore, 1985; Murphy, 2002b), and state duplication to
impose minimum duration constraints (Bourlard and Morgan, 1993; Lathoud and
McCowan, 2003), as well as ad-hoc solutions such as action transi ion penalties.
We preferred to improve the flexibility of state duration modelling, by enhancing
the existing model with an additional “counter structure” as in figure 5.1 (B). The
duration of meeting actions is constrained by using a counter nodeC and an enabler
nodeE. The sequence of counter nodesC forms a Markov chain, which attempts to
model the expected number of recognized actions, wherebyC is ideally incremented
by a unit during each action transition. In this counter structure enhanced model,
action variablesA are not only parents of subactionsSF , but also of the enabler
nodesE. ThereforeA generates bothN sequences of subactionsSF and a sequence
of hidden enabler statesE. Moreover the binary enabler variablesE, reach their
active state 1 only in the presence of action transitions (Et = 1 only if At 6= At−1
and thereforeCt =Ct−1+1), thus providing an interface between action variablesA
and counter nodesC. The counter variableC can be incremented only if the enabler
variableE was high (Et−1 = 1) during the previous temporal slicet −1, as defined
in the following deterministic relationship:
P(Ct = i +1 |Ct−1 = i,Et−1 = 1) = 1
P(Ct = i |Ct−1 = i,Et−1 = 0) = 1
(5.5)
whereP(Ct = j | Ct−1 = i,Et−1 = f ) represents the state transition probability for
the counter variableC given the globalcounter structurestate during the previous
framet −1. Any evolution of the enabler nodeE is conditioned on both the action
variableA and on the counter variableC. If A is in statek and the counterC in state
j, the probability to activateE is given by:
P(Et = f |Ct = j,At = k) = D j,k( f ) (5.6)
whereD j,k( f ) represents the state transition probability associated with E. Suppose
that thejth meeting action has been recognised at timet (At = k), then the probabil-
ity of encountering a new action (the( j +1)th) or equivalently to haveE activated
(Et = 0, Et+1 = 1) will be modelled byD j,k( f ). Assuming that action transitions
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are not possible during the first time framet = 0, the initial probability ofE is equal
to P(E1 = 0) = 1 and for coherenceP(C1 = 0) = 1.
The conditional probability tables (CPTs) associated to the“counter structure”
require 2· |C| · |C| free parameters for the counter variableC, and 2· |C| · |A| for
the enabler variableE. Assuming that each meeting includes a maximum of 10
meeting actions (|C| = 10), the 3 stream model outlined in the previous section
requires 360 additional free parameters to encode the “counter structure”. Note
that the adoption of an enabler variableE within the “counter structure” has also
the effect to reduce the dimension of the CPTs. Removing this var able (nodesE)
and integrating (5.5) and (5.6) into aP(Ct | Ct−1,At−1), the number of parameters




The complete joint distribution of the multistream model enha ced with a counter
structure (figures 5.1 (A) and (B) combined), computed for a sequence ofT frames,
is given by:








































Note that the use of a counter structure is not limited to the multistream model
adopted here, but can be applied to any Markov chain.
5.4 Experimental results
In the previous sections three approaches for the automaticmeeting structuring
(baseline HMM, multistream-DBN, and counter enhanced multistream-DBN) have
been proposed. Experimental results achieved using the proposed approaches are
compared in sections 5.4.3 and 5.4.4, and a further extendedmultistream model is
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outlined in section 5.4.5. All experiments were conducted on a subset of the pub-
licly available M4 meeting data corpus described in section3.2.1, using a dictionary
of five group meeting actions resulting in eight distinct symbols: monologue (per
speaker), dialogue, note-taking, presentation, and presentation at the whiteboard.
Only 30 meetings of the M4 corpus were transcribed (about 150minutes), which
is a too small amount of data to provide separate training andtest sets. We therefore
performed our experiments using a leave-one-out cross-validation strategy, in which
models were trained on 29 meetings and tested on the remaining o e; the procedure
being iterated 30 times1.
5.4.1 Feature setup
Our meeting action recognition experiments employed the four eature families
presented in section 3.4.1: 12 prosodic, 216 speaker turn, 1lexical and 16 visual
features for total of 245 features. The monologue-dialoguediscriminator (section
3.3.3.1) requires word level transcriptions. However thisdata comprises natural
speech from non-native speakers, recorded using lapel and far field microphones,
which results in high automatic speech recognition (ASR) word error rates. Our
experiments were therefore performed using the reference orthographic transcrip-
tions, and the reported results are for a semi-automatic system. ASR transcriptions
of each speaker would be required for a fully automatic framework.
5.4.2 Testing conditions and performance evaluation
The task of meeting action recognition involves both segmentation and classifica-
tion. Since the boundaries between meeting actions are not always precise, we have
adopted an evaluation metric focused on the recognition of the correct sequence of




Correct number o f actions
·100 .
1Compared with the experimental setup in Dielmann and Renals(2004a) here we used a different
sub-set of the M4 meeting corpus, a more robust experimentalmethodology (cross-validation), and
a smaller parameter space (
∣∣SF
∣∣= 5 instead of 7).
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The AER is evaluated by summing the substitution, insertionand deletion errors of
each recognised sequence when aligned to its reference transcription2. Note that
the adopted meetings follow a predefined sequence of actions(section 3.2.1) which
constitutes the ground truth for our experiments. The use of“scripted meetings”
provides unambiguous annotations in terms of meeting action labels at the price
of vaguely defined action boundaries. The AER metric, focusing on the labels se-
quence rather than their temporal boundaries, is ideally suited to this experimental
setup. Lower AERs represent better recognition performances with a lower bound
close to zero when the automatic system is able to perfectly recover the original
scripting structure. AER is analogous to the word error ratemetric used in speech
recognition, and similarly to word error rate, is usually more severe than the frame
based accuracy.
Action error rate and recognition accuracy represent the most widely used eval-
uation metrics on group meeting action recognition (McCowanet al., 2003; Zhang
et al., 2006; Al-Hames and Rigoll, 2005a,b; Al-Hames et al., 2007b; Reiter et al.,
2007). Several evaluation metrics have been proposed for the evaluation of similar
tasks involving text segmentation. These include thePk (Beeferman et al., 1999) and
theWindowDiff (Pevzner and Hearst, 2002) metrics, both focused on text segmen-
tation tasks such as topic detection (Hsueh et al., 2006) andstory segmentation
(Rosenberg and Hirschberg, 2006). ThePk metric estimates the probability that a
randomly chosen pair of words, which arek words distant, is inconsistently clas-
sified with respect to the ground truth.WindowDiff is a variant of thePk metric
aimed at penalising false positives and near misses on an equal basis. Text segmen-
tation boundaries can be placed only between words, thus both Pk andWindowD-
iff rely on the orthographic transcription. The meeting actionrecognition task is
free from this assumption: meeting action boundaries are not necessarily related to
the orthographic transcription3. MoreoverPk andWindowDiff aim to evaluate the
segmentation quality ignoring the recognised meeting action labels.
This issue is directly addressed by the recognition metricsdeveloped for joint
dialogue act segmentation and classification, such as the NIST-SU, DER, strict, and
2Alignment, scoring and MAPSSWE significance testing performed using the NIST SCLITE
Scoring Package, freely available from:http://www.nist.gov/speech/tools/ .
3In all our meeting action recognition experiments we have adopted a frame-length of 0.5 sec-
onds, thus a single observation can span over multiple words.
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lenient metrics (section 7.7.1). However DA recognition isdefined as a text segmen-
tation problem, and words constitute the temporal units forthe scoring process.
Meeting action recognition aims to obtain an abstract representation of the meet-
ing structure, characterised by smoothed transitions between adjacent meeting ac-
tions, which may last a few seconds. Meeting action boundaries are vaguely defined
and difficult to pinpoint in time. The employment of metrics such as accuracy and
action error rate, derives from their ability to cope with imprecise temporal annota-
tions, by focusing on the correct recognition of meeting action sequences.
5.4.3 HMM baseline results
A baseline system to relate low-level features with high-leve meeting actions was
developed using an ergodic HMM. Six systems were developed,one trained on each
of the four feature sets invididually, one trained combining non visual features only,
and a sixth using all four feature sets combined together. Since the four feature
sets previously outlined were extracted in different contexts, they have different
sampling rates. In order to share the same sampling frequency all of them were
down-sampled, to a common sampling rate of 2 Hz. The word level based time-
scale of lexical features was converted using the word time boundaries provided by
transcriptions. Although the feature families shared the same sampling frequency
after this process, it is not the case that they show similar temporal behaviours: each
feature set has its own time-scale and level of asynchrony.
Tests on a development set (without the lexical information) ndicated that an
11-state ergodic HMM was well-suited to this data. Table 5.1shows the action error
rates for each feature set. It can be seen that speaker turns provide the highest per-
centage of correctly recognised actions, followed by lexical features and prosodic
features. Lexical features are most useful for discriminating between discussion and
monologue, and the video-related features help most to discriminate between highly
visual actions (note taking, presentation and presentatiot the white-board). Note
that monologue and discussions represent the 66% of the corpus, with the other ac-
tions comprising only 34%. All the results shown in table 5.1are thus affected by
this action distribution: speaker turn and lexical featureresults are enhanced and
video features weakened. The integration of visual features (last line of table 5.1)
into the baseline system composed by speaker turn, lexical and prosodic features
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Feature Corr. Sub. Del. Ins. AER (Var.)
Speaker turn features alone 65.4 16.7 17.9 20.5 55.1 (15.3)
Lexical features alone 58.3 23.7 17.9 7.1 48.7 (13.2)
Prosodic features alone 50.0 21.8 28.2 9.6 59.6 (19.4)
Turn, lex. and pros. features 71.5 10.3 19.2 14.7 44.2 (18.3)
Video features alone 48.1 21.8 30.1 7.1 59.0 (19.0)
All 4 feature families 71.2 10.3 18.6 14.7 43.6 (16.1)
Table 5.1: Comparison between meeting action recognition rate (% correct) and
(substitution, insertion, deletion and overall) error rates achieved using four feature
configurations and a simple HMM model. Action error rate variance (Var.) across
folds was reported in brackets.
(fourth line of table 5.1) resulted in a small improvement inhe overall recognition
rate.
5.4.4 Multistream model
We compared experimentally the accuracy of the baseline HMMsystem with the
multistream DBN model (section 5.3.1), and the multistream model enhanced with
a counter structure (section 5.3.2). The multistream models w re trained using three
independent feature streams. Note that prosodic and lexicafeatures were early
integrated into a single 13 dimensional feature vectorY3, and that the state-space






∣∣ = 5). The
multistream model shows a decisive improvement over this baseline system: the
recognition rate (% correct) is increased by 17.9%, and together with a significant
drop in the number of insertions, this results in a substantially reduced AER of
13.5%. Further small improvements were provided by the addition of a counter
structure. This halved the number of insertions (at the costof a small increase in the
number of deletions), indicating an increased state duration, resulting in a further
improvement in AER (12.2%). Both the multistream and the counter enhanced
multistream model are significantly different from the baseline HMM system at the
confidence levelp = 0.001 according to the Matched Pair Sentence Segment Word
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Model Corr. Sub. Del. Ins. AER (Var.)
HMM 71.2 10.3 18.6 14.7 43.6 (16.1)
multistream 89.1 3.2 7.7 2.6 13.5 (12.3)
multistream + counter 89.1 2.6 8.3 1.3 12.2 (12.8)
Table 5.2: Action error rates (%) and their across folds variances for: a simple HMM,
a 3-streams DBN model, and a 3-streams counter enhanced version. Lower AERs
indicate better performances.
Error (MAPSSWE) significance test (Pallett et al., 1990; Jurafsky and Martin, 2008)
as implemented in the NIST Sclite Scoring Toolkit. This parametric test focuses on
the difference between the number of errors that two system produce, averaged on
a number of segments4.
To further analyse the results, we give the confusion matrices for the multistream
model enhanced with a counter structure (table 5.3). It is evident that the note taking
action being the least frequent action (only 1.18% of the avail ble corpus) is the
most confused symbol. Monologues and presentations at the whit -board are the
better represented actions, and also the ability to discriminate between monologues
and dialogues is excellent.
Model training is about three times slower than real-time ona 3GHz P4 proces-
sor, and feature decoding/recognition is two times faster than real-time. However,
the memory requirements of Viterbi decoding were large, with about 1.5Gb required
for decoding a system that used five sub-states per stream (section 5.3.1).
5.4.5 Extended multistream model
The binary lexical features are able to discriminate between monologue and dis-
cussion with a good accuracy (section 3.3.3.1). Since thesetwo categories are a
subset of the action dictionary, there is no reason why they need to be integrated
with prosodic features and then modeled by an intermediate Markov chain (subac-
tion SF ). Hence we have investigated an extended model (modelA in figure 5.2) in
which observable lexical featuresY4 are direct parents of the top level action chain
4A segment consists of a sequence of meeting actions.
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DEL 1 5 4 2 1
Table 5.3: Confusion matrix of recognised meeting actions for the counter enhanced
multistream model, showing monologues (M1, ..., M4), dialogues (DI), note taking
(NT), presentations (PR), presentations at the white-board (WH), insertion errors
(INS) and deletion errors (DEL). Columns show desired symbols and rows obtained
actions. Empty cells represent zero values.
(nodesA). The whole joint distribution after unrolling the model for T frames is
given by a slightly modified version of equations (5.4) or (5.8). The numberF of
independent streams is set toF = 3, andP(At |At−1) is replaced byP(At |At−1,Y4).
Note that speaker turns, prosodic features, and motion dataare modeled as usual us-




∣∣ = 5, and
∣∣S3
∣∣ = 5. As can be seen in table 5.4 the AERs obtained
using this model are poorer than the standard multistream appro ch discussed be-
low, supporting the need of a dedicated intermediate level (subaction nodesSF ) for
lexical feature processing.
In order to further address this issue, we investigated a second extended model
(modelB on the right side of figure 5.2) based on the multistream approach (figure
5.1). The lexical feature data stream was modeled in conjunction with prosodic data
using a sub-state chainS3, that was directly related to action nodesA. Similar to
modelA the joint probability distribution could be obtained from equation (5.8) by
replacingP(At | At−1) with P(At | At−1,Y4). Note thatY3 is the prosodic feature
vector (as for the previous experiment) andY4 contains only the binary lexical fea-
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Model Corr. Sub. Del. Ins. AER (Var.)
modelA 87.2 4.5 8.3 4.5 17.3 (14.9)
modelA + counter 87.8 2.6 9.6 2.6 14.7 (14.0)
modelB 89.7 2.6 7.7 1.9 12.2 (12.3)
modelB + counter 90.4 2.6 7.1 2.6 12.2 (11.0)
Table 5.4: Action error rates (%) and their variances across folds for two extended
versions of the multistream model.
ture. The experimental results achieved with this model arereported in the last two
rows of the table 5.4: the extended modelB has a lower AER compared withA , but
the counter structure does not seems to improve the AER for modelB . MAPSSWE
significance tests showed that all models (A , A +counter,B , B +counter) are signif-
icantly different from the baseline HMM system atp = 0.001. ModelA andB are
only significantly different at levelp = 0.05. The standard multistream model and
modelB are significantly different at levelp = 0.01.
Unfortunately the meeting corpus adopted for these experiments is limited, and
it is not possible to discriminate between the standard multistream model and mo-
del B . Comparing the confusion matrices of these two approaches (table 5.3 and
5.5 respectively) it is evident that the new modelB tend to hypothesise more “di-
alogue” segments at the price of a few “monologue” deletions. These two models
offer a similar accuracy, and the addition of a direct dependency of the highest level
Markov chain on a low-level feature stream, did not compromise the overall perfor-
mances.
In the following section 5.5 we will outline a feature comparison experiment
conducted as part of a joint effort with the IDIAP and TUM research teams (Al-
Hames et al., 2006a). The aim of this work was to present and compare different
feature sets and approaches to the automatic meeting actionrec gnition task.
5.5 Systems and features comparison
In a joint work (Al-Hames et al., 2006a) we presented a comparison of four ap-
proaches for the M4 meeting action recognition task, including the layered HMM
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DI 42 2 2
NT
PR 1 14 1
WH 1 13 1
DEL 1 1 1 3 3 1 1
Table 5.5: Confusion matrix of recognized meeting actions for the extended multi-
stream model B integrated with the counter structure.
(Zhang et al., 2006), our multistream DBN model (section 5.3), the higher level se-
mantic approach (Reiter and Rigoll, 2004, 2005), and the mixed-state DBN for dis-
turbed data (Al-Hames and Rigoll, 2005a,b). All these approaches provided com-
parable good performances.
The goal of this joint paper was also to compare three independently developed
feature sets. Therefore in Al-Hames et al. (2006a) we have report d meeting action
recognition experiments applying our multistream DBN model(s ction 5.3) to three
multimodal feature sets: IDIAP, TUM, and UEDIN. The IDIAP set (Zhang et al.,
2004a), kindly provided by the IDIAP Research Institute, Switzerland, comprises
visual features (such as head and hand positions), prosodicfeatures (F0, energy,
and rate-of-speech), and sound source localisation related features (SRP-PHAT).
The TUM feature set, generously provided by the Technische Universiẗat München,
includes global motion visual features and speaker diarisation related features (bi-
nary speech and silence segmentation). The UEDIN feature collecti n includes all
the features presented in section 3.4.1 with the exception of visual and lexical fea-
tures5. The complete list of features and the 3 different feature sets (IDIAP, TUM,
UEDIN) are listed in table 5.6.
5These features are available only for 30 out of the 53 meetings used in this feature comparison
experiment.











head vertical centroid X
head eccentricity X
right hand horizontal centroid X
Visual right hand angle X
right hand eccentricity X
Person- head and hand motion X
Specific global motion features from each seat X
Features SRP-PHAT from each seat X
speech relative pitch X X
Audio speech energy X X
speech rate X X
binary speech and silence segmentation X
mean difference from white-board X
mean difference from projector screen X
Visual
global motion features from whiteboard X
global motion features from projector screen X
Group SRP-PHAT from white-board X
Features SRP-PHAT from projector screen X
Audio speaker turn features X
binary speech from white-board X
binary speech from projector screen X
Table 5.6: Audio, visual and semantic features, and the resulting three feature sets.
Person-specific AV features have been extracted from individual participants, and
group-level AV features are related to the whiteboard and projection screen regions.
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Table 5.7 shows experimental results achieved using: a baseline ergodic 11-
states HMM (section 5.2), a multi-stream approach with two feature streams, and
the full counter enhanced multi-stream model (section 5.3). All the experiments
depicted in table 5.7 were conducted on a subset of the M4 corpus (section 3.2.1)
comprising 53 meetings6 using a leave-one-out cross-validation procedure. The
goal of these experiments was to compare different approaches and features on the
largest amount of data, thus we decided to exclude from the comparison all the
feature families which were not available for all the 53 meetings.





∣∣ = {6or 7}. Therefore four exper-
imental setups were investigated; and each setup has been test d with 3 different
feature sets, resulting in 12 independent experiments. Thefirst feature configura-
tion (“UEDIN”) associates prosodic features and speaker activity features (sections
3.3.1 and 3.3.2) respectively to the streamS1 and toS2. The feature configuration
labelled as “IDIAP” makes use of the multimodal features extracted at IDIAP, rep-
resenting audio related features (prosodic data and speaker localisation) through the
observable nodeY1 and video related measures throughY2. The last setup (“TUM”)
relies on two feature families extracted at the Technische Universiẗat München: bi-
nary speech profiles derived from IDIAP speaker locations and video related global
motion features; each of those was assigned to an independent sub-action node.
Note that in the HMM based experiment the unique observable feature streamY
has been obtained by merging together both the feature vectors Y1 andY2 (“early
integration”).
Considering only the results (of table 5.7) obtained using the UEDIN feature
setup, it is clear that the simple HMM shows much higher errorthan any other
multi-stream configuration. The adoption of a multistream based approach reduces
the AER to less than 20%, providing the lowest AER (11%) when sub-action car-
dinalities are fixed to 7. UEDIN features seem to provide a slightly higher accu-
racy if compared with IDIAP and TUM setups, but it is essential to remember that
our DBN models have been optimised for the UEDIN features. Moreover overall
performances achieved with the multistream approach are very similar (AER are
6Note that differences in the data-set, feature set, and state- pace factorisation make a direct
comparison between tables 5.2, 5.4, and 5.7 infeasible.
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Model Feature Corr. Sub. Del. Ins. AER (Var.)
UEDIN 63.3 13.2 23.5 11.7 48.4 (15.9)
HMM IDIAP 62.6 19.9 17.4 24.2 61.6 (15.4)
TUM 60.9 25.6 13.5 53.7 92.9 (20.0)





IDIAP 77.9 8.9 13.2 4.6 26.7 (17.1)
TUM 85.4 9.3 5.3 6.8 21.4 (16.0)





+ cnt IDIAP 79.4 10.0 10.7 4.3 24.9 (16.8)
TUM 85.1 5.7 9.3 6.4 21.4 (14.0)





IDIAP 86.5 7.8 5.7 3.2 16.7 (14.7)
TUM 82.9 7.1 10.0 4.3 21.4 (17.0)
Table 5.7: Action error rates (%) and their variance across folds (Var.) for a HMM,
and for a multi-stream (2 streams) approach with and without the “counter structure”.
The models have been individually tested on 3 different feature sets (UEDIN, IDIAP,
TUM).
always in the range between 26.7% and 11.0%), and all of them may be consid-
ered promising. The TUM setup seems to be the configuration for which switching
from a HMM to a multistream DBN approach provides the greatestimprovement in
performance: the error rate decreases from 92.9% to 21.4%. If with the UEDIN fea-
ture set the adoption of a counter structure is not particularly effective, with IDIAP
features the counter structure provides a significant AER reduction (from 26.7%
to 24.9%). Independently of the feature configuration, the best overall results are
achieved with the multistream approach and a state space of 7by 7 substates. All
DBN approaches provide significantly different recognitionoutputs (MAPSSWE
significance test at levelp = 0.001) when compared to their corresponding HMM
baselines. However no significant differences according tothe MAPSSWE test
were found comparing the three TUM multistream systems.
In the following section we will outline the latest advancements on meeting
action recognition made by the research community.
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5.6 Related work
Further progresses on the M4 group action recognition task hve been recently pub-
lished by Reiter et al. (2007). This work successfully applies a Hidden Conditional
Random Field (HCRF) model (Quattoni et al., 2005) to the meetingstructuring
problem. HCRFs, similarly to conventional CRFs (section 7.8), avoid the assump-
tion of conditionally independent observations typical ofgenerative models. More-
over HCRFs further generalise CRFs by incorporating hidden variables and allow-
ing them to deal with time-sequences. Note that conventional CRFs, as originally
formulated in Lafferty et al. (2001), do not provide a way to estimate the condi-
tional probability for an entire time-series (given a classlabel). The HCRF based
meeting action recogniser outperformed a HMM on all the configurations attaining
a recognition accuracy of 92.1%. This system achieved one ofthe best recognition
results on the M4 corpus, defining the state of the art for thistask.
Following a slightly different research direction, Al-Hames and Rigoll (2005a,b)
addressed the automatic classification of meeting actions in presence of disturbed
data. The M4 meeting corpus was artificially degraded: audiorec rdings were cor-
rupted adding babble noise with 10dB SNR, and randomly placedgray bars cover-
ing one third of the picture were used to perturb the video streams. Three feature
families, related to video, audio, and microphone array processing, were extracted
on six relevant spatial positions (in analogy to section 3.3.2 and 3.3.4). The re-
sulting feature set extends the TUM feature selection of table 5.6. Seven global
motion features (motion center, dynamics, mean absolute deviation, and intensity)
were extracted from the video streams. Four Mel Frequency Cepstral coefficients
(MFCC) plus energy were extracted from the lapel microphone recordings, and 6
location based binary silence/speech features were estimated using the microphone
array (section 3.3.2.1). Audio and visual feature streams were jointly modelled
using a multistream approach based on a two chains coupled HMM 7, where the
audio Markov chain generates acoustic observations througa conventional Gaus-
sian Mixture Model, and the video stream is obtained througha Linear Dynamical
System. Note that a LDS is a Kalman filter which uses the coupled audio-visual
hidden state to smooth the video feature stream. Visual disturbances are reduced
7A partially coupled HMM based on three Markov chains: video,audio, and microphone array;
has been adopted in Al-Hames and Rigoll (2005a).
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using the Kalman internal state and further compensated by exploiting the audio in-
formation (through the audio Markov chain of the coupled HMM). Baseline HMM
experiments, both on clean and corrupted data, highlightedt importance of sound
source localisation, followed by acoustic related features and visual information.
The HMM-LDS approach (mixed-state DBN model) outperformed the “early inte-
gration” HMM system on all testing conditions, both on cleanand corrupted data.
Further improvements using an Asynchronous Hidden Markov Model (AHMM)
can be found in Al-Hames et al. (2007b). The AHMM (Bengio, 2003) models
the joint probability of two observation streams even if thewo sequences are not
synchronised, have different lengths, or different sampling rates. Assuming two
observation sequencesY1 andY2, each hidden statex can emit just a symbol from
Y1, as in a conventional HMM, or jointly emit two symbols at the same time, one
from Y1 and one fromY2. The adoption of an asynchronous model resulted in sig-
nificant performance improvements over the mixed-state DBN model both on clean
and disturbed video data.
Group meeting actions provide a clearly structured view of the conversation,
being thus useful to archive and index meeting collections,send an automatically
edited live video-stream to remote meeting participants, and control active sensors
such as pan-tilt cameras. An investigation of different feaure families for the au-
tomatic editing of meeting video footage has been presentedi Al-Hames et al.
(2006b). The goal is to select the most relevant “video mode”8 in according to
the evolution of the conversation. Note that naı̈ve solutions such as showing only
the currently active speaker result in frequent scene changes during a dialogue, and
in concealing important visual feedback from the audience (e.g.: nodding in disap-
proval) during a presentation. Group actions represent a valuable cue for this task
and provide a guideline to evaluate the automatic selectionmade by a “virtual meet-
ing director”. However group meeting actions lead to slow changing static footages,
focused for example on the speaker giving a monologue. Conversely low level au-
dio and video features result in unwatchable videos constantly switching between
different video modes. In this case a smoother output can be obtained integrating
the fast changing low-level features over a sliding temporal window.
The work outlined in Al-Hames et al. (2006b) focuses on individual feature
8Video modes correspond to single camera views or composition of multiple views.
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streams although a simple feature fusion experiment is alsorep rted. A richer fea-
ture combination scheme based on a layered HMM is introducedby Al-Hames et al.
(2007a). The lowest HMM layer recognises 14 individual actions (such as stand-up,
sit-down, and nodding) using an audio-visual feature set composed by: global mo-
tion features, head and hand positions, and acoustic features (12 MFCC + energy
+ ∆ + ∆∆). The recognised individual actions, together with group related features
(e.g.: motion in front of the whiteboard), are then exploited by the second HMM
layer to learn the mapping between individual/group behaviours and desired video
modes. This supervised approach relies on manually annotated examples: anno-
tators were asked to select the sequence of camera views (video modes) that they
thought would better represent the underlying meeting9. The same annotation can
also be used to score the system output, comparing it to the reference camera view
selection. On a joint segmentation and classification task bed on 7 video modes,
the proposed layered HMM framework clearly outperformed an“early integration”
HMM system.
The automatic analysis of group interaction is not limited to the M4 group meet-
ing action recognition task. For example Dai et al. (2007) proposed a multilevel
probabilistic model for context aware computing within a meeting room. A event-
driven multilevel DBN is employed to detect the sequence of grup interactions
such as presentation, discussion, and break. Note that eachinteraction class is hier-
archically defined with multiple layers of sub-interactions (e.g.: a “presentation” is
composed by “lecturing” and/or “question and answers” segments). The aim is to
develop an online approach for the group interaction analysis, being able to provide
attentive services during meetings such as controlling pan-tilt cameras. Although
multimodal and dominated by the speech modality, a conversation can also be in-
vestigated limiting the attention to the visual content. Otsuka et al. (2006) proposed
to analyse multiparty conversations using only the video recordings of a meeting.
Head orientations are estimated from video sequences and adopted as gaze direction
approximates. A Markov switching model is then used to structure the conversa-
tion in terms of gaze patterns: gaze convergence, dyadic-link, and divergence. This
hierarchical DBN model (section 2.4.4) is composed by two layers which generate
9Not surprisingly this is a very subjective annotation task and the inter-annotator agreement is
quite low.
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two independent feature streams.
Automatic meeting action recognition is a fertile researcharea offering some
further space for improvement. For example the group meeting action recognition
task can be generalised to new meeting corpora, such as the AMI corpus, and ex-
tended by defining richer annotation schemes. The research on this subject lead to
the concept of an “automatic video director”. This idea can be further extended by
generating audio-visual summaries of a meeting, where the most salient excerpts
are automatically selected and smoothly edited.
5.7 Discussion
In this chapter we have addressed the problem of automatically segmenting a meet-
ing into a sequence of group meeting actions taken from a dictionary of events such
as monologue, discussion, and presentation. We performed our experiments using
a publicly available corpus of meetings recorded using multiple cameras and mi-
crophones. This corpus has some limitations (section 3.2.5), including the short
duration of each meeting (5 minutes per meeting, on average), the fact that only 30
meetings (150 minutes) were fully annotated, and the somewhat artificial content of
the meeting agenda and topics. Despite these limitations, the M4 corpus does fea-
ture natural and spontaneous interactions between participants, and provides a good
basis for investigations in multimodal processing and event r cognition in multi-
party meetings.
The multi-perspective audio/video recordings were processed by extracting rel-
evant multi-modal features, followed by statistical modeling. Four feature families
were extracted from these recordings, representing speaker turn dynamics, prosodic
and lexical information, and participant motion (head/hand/body movements). In
order to relate these low-level feature streams with high-level meeting actions, a
DBN multistream model was adopted. Using this multistream framework, it is pos-
sible to process each feature stream independently at a lower evel of the model,
and to collect together partial results at the upper stage ofthe model, thus offering
a hierarchical approach to the integration of multiple feature streams.
The capability to incorporate some knowledge of the probleminto the model
structure is one of the principal features of the DBN framework, resulting in a more
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parsimonious model compared with simple HMMs. Moreover theus of a multi-
stream approach shows some advantages over merging all the feature families into
a single feature vector (early integration):
• The integration point in which knowledge from different feature streams is
collected together, may be delayed to a later stage of the processing (late
integration).
• The independent feature processing increases the flexibility in modeling the
interdependences between different modalities, allowingthe model to encom-
pass complex statistical dependences, lack of synchronism, and multiple time
scales.
These advantages have resulted in a significant increase in accuracy when the DBN
multistream models are used in place of a HMM for the meeting action recognition
task, resulting in an action error rate of 12.2%.
The multistream DBN based approach for group meeting action recognition was
also validated on three multimodal feature setups: a subsetof the feature collection
presented in section 3.4.1 (UEDIN), and two independent featur sets kindly pro-
vided by IDIAP and TUM research institutes. The proposed DBN model achieved
good recognition accuracies on all the 3 feature setups, confirmi g the validity of
this approach and proving its flexibility toward different feature sets.
Meeting actions aim at highlighting complex interactions between different meet-
ing participants thus showing overall group intentions, for example: dialogues in-
volve two or more meeting participants, a presentation given by a single participant
is usually supported through the active feedback from the rest of the group, etc.
In the following two chapters we will investigate the same communicative process
by modelling the discourse structure at a fine grained level.Instead of detecting
whole group behaviours we will concentrate on individual participant intentions, by




Dialogue acts (DAs) form a useful level of representation for the interpretation of
conversations. A DA is a construct that describes the role played by an utterance
in the conversation, and provides a bridge between the orthographic (word-level)
transcriptions and a richer representation of the discourse. A conversation may be
segmented into a sequence of DAs, with each DA assigned a label describing the
function played by that utterance within the conversation.DA labels may incorpo-
rate syntactic, semantic and pragmatic factors. In addition to providing information
about the structure of a dialogue and the course of a conversation, DAs are also
able to capture, at a coarse level, individual speaker attitudes and intentions, their
interaction role and their level of involvement.
Multiparty meetings were intensively researched over the past several years,
with a growing focus on how a meeting may be automatically analysed and in-
terpreted in terms of the group discourse and interaction. Example applications
included automatic summarisation (Murray et al., 2006), topic segmentation and
labelling (Galley et al., 2003; Hsueh and Moore, 2006), group action detection (Al-
Hames et al., 2006a; McCowan et al., 2005; Dielmann and Renals,2007a), partic-
ipant influence (Rienks et al., 2006), and dialog structure annotation (Purver et al.,
2007). The reliable recognition of the DA sequence in a meeting, and the resulting
knowledge of the discourse structure, plays an important role in the development of
such applications.
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Figure 6.1: Automatic Dialogue Act recognition infrastructure, using a joint approach
(A) or a sequential system (B). Word level transcriptions and prosodic features are
automatically extracted from the raw audio recordings and then supplied to the DA
recogniser.
6.2 Previous work on automatic Dialogue Act
recognition
The dialogue act recognition task comprises two related sub-tasks: segmentation,
and classification or tagging. These tasks may be performed jointly or sequentially
(figure 6.1). In a sequential approach the conversation is first segmented into un-
labelled DA segments, then each detected segment is tagged with a DA label. The
joint approach:
• performs both tasks concurrently, detecting DA segment boundaries and as-
signing labels in a single step;
• is able to examine multiple segmentation and classificationhypotheses in par-
allel, whereas only the most likely segmentation is supplied to the DA classi-
fier in a sequential approach;
• is potentially capable of greater accuracy, since it is ableto xplore a wider
search space, but the optimisation problem can be more challenging.
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In a sequential system the two sub-tasks can be optimised indpendently. Note that
an integrated system may be used as a segmenter by ignoring its classifications. For
purposes of comparison, often it may also be used as a classifier, by forcing a hu-
man DA segmentation onto it. Most previous work concerned with DA modelling
has focused on tagging presegmented DAs, rather than the overall recognition task
which includes segmentation and tagging. Indeed, automatic linguistic segmen-
tation (Stolcke and Shriberg, 1996; Shriberg et al., 2000; Baron et al., 2002) is often
regarded as a research problem itself.
6.2.1 Automatic Dialogue Act tagging
The use of a generative HMM discourse model (Nagata and Morimoto, 1993), in
which observable feature streams are generated by hidden state DA sequences, has
underpinned most approaches to DA modelling, and a good overview of this ap-
proach is given by Stolcke et al. (2000). The discourse history is typically mod-
elled using an n-gram over DAs, although approaches such as polygrams (Warnke
et al., 1997) were tested. Lexical features were widely usedfor DA tagging (sec-
tion 3.3.3), via cue words or statistical language models, including approaches
such as multiple parallel n-grams (Venkataraman et al., 2005), hidden event lan-
guage models (Zimmermann et al., 2006a), and factored language models (Ji and
Bilmes, 2005). Several authors have previously investigated th use of prosody
to disambiguate between different DAs with a similar lexical realisation (Bhagat
et al., 2003), and investigated approaches to automatically select the most informa-
tive features (Shriberg et al., 1998; Hastie et al., 2002). Prosodic features such as
duration, pitch, energy, rate of speech and pauses were succssfully integrated into
the processing framework (table 6.1).
Ji and Bilmes (2005) proposed a switching-DBN based implementatio of the
HMM approach above outlined, applying it to the DA tagging ofICSI meetings.
They also investigated a conditional model, in which words generate dialog act
labels (instead of having a generative framework where sequence of words are gen-
erated by the enclosing DA labels). DA tagging experiments were performed both
using multiple parallel n-grams or adopting a FLM with two factors: word identities
and DA labels. The generative approach prevailed over the conditi nal model, re-
porting the best classification accuracy when used in conjunctio with a FLM. Since
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this work used only lexical features, and a large number of DAcategories (62), a
direct comparison with the results reported by Ang et al. (2005); Zimmermann et al.
(2006a,b); Dielmann and Renals (2007c) is not possible.
Venkataraman et al. (2003) proposed an approach to bootstrap a HMM-based
dialogue act tagger from a small amount of labeled data, followed by an iterative
retraining on unlabeled data. The DA tagger initially trained on a small amount of
annotated data is then adapted and retrained on a much largerunannotated dataset.
The proposed tagger makes use of the standard HMM framework,together with
dialogue act specific language models (3-grams) and a decision tree based prosodic
model. The authors also advanced the idea of a completely unsupervised DA tagger
in which DA classes are directly inferred from data.
More recently, there have been a number of conditional models applied to DA
classification including support vector machines (SVMs) (Fernandez and Picard,
2002; Liu, 2006) and maximum entropy classifiers (Venkataram n et al., 2005; Ang
et al., 2005). Features for these models include both lexical and prosodic cues, as
well as contextual DA information (Venkataraman et al., 2005) (table 6.1).
A framework for the automatic DA classification of the Spanish CallHome spon-
taneous speech corpus (using 8 DA labels) was outlined by Fernandez and Picard
(2002). The proposed approach relies on a SVM based classifier and a set of fea-
tures derived from energy and pitch contours. Numerical results demonstrated the
importance of prosodic cues, highlighting that even in absence of an orthographic
transcription it is still possible to detect DAs well above chance.
A maximum entropy based DA classifier for the 5 DA ICSI task (section 7.7.3)
was proposed by Ang et al. (2005). DA length, first and last twoword identities,
and contextual features (initial word of the following DA unit) were included dur-
ing the classification process, together with an extensive set of prosody related fea-
tures. Since the MaxEnt approach requires binary features ad cision tree (DT) was
constructed for the continuous prosodic features. DA classpo terior probabilities
estimated with the DT were binned, reduced to binary values,and then provided to
the discriminative classifier. The resulting classifier defin s the state-of-the-art on
the 5 DA ICSI tagging tasks, reporting a classification error rate (CER) of about
18.8% on reference transcriptions and of about 26.0% on ASR output1.
1A direct comparison to this ASR condition will require the exact ICSI ASR automatic transcrip-
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Liu (2006) proposed an automatic DA classifier based on the combination of
multiple binary SVM classifiers via error correction outputcodes (ECOCs). This
work extends the 5 DA ICSI tagging task outlined in Ang et al. (2005) comparing
the originally adopted maximum entropy classifier with a multiclass SVM and 4
different setups based on ECOC SVM classifiers. All ECOC classifier performed
better than a multiclass SVM, but were outperformed by the baseline MaxEnt sys-
tem of Ang et al. (2005).
Generative and conditional approaches can also be combinedtog ther. For ex-
ample Surendran and Levow (2006) integrated local discriminative SVM classifiers
(using prosodic and lexical features) within a HMM discourse model by applying
Viterbi decoding to class posterior probabilities estimated using the SVMs. The
SVM-HMM tagging system was applied to the 13 DA classes of theHCRC Map-
task corpus (Carletta et al., 1997). This is a corpus of spontaneous task oriented
conversations, consists of 128 dialogues between two participants interacting on a
game-move task: agiver provide instructions to guide afollower through the route
on a map. The approximately 15 hours of conversational speech w re annotated in
terms of DAs using a dictionary composed by 13 classes: instruct, explain, check,
align, yes/no question, wh- question, acknowledge, reply yes, reply no, reply to a
wh- question, clarify, ready and unlabelled.
In order to compare DA classification performances on different meeting data
(Switchboard, ICSI and AMI) a portable DA tagger was developed by Verbree et al.
(2006). The proposed system makes use of several feature families: manually anno-
tated question marks, lexical cues, DA unit durations, compressed ngrams of both
words and Part Of Speech tags; and a bigram discourse model. Th extracted fea-
tures are then modelled using the J48 classifier of the Weka toolkit (Witten and
Frank, 2005). While the classification accuracy achieved on the Switchboard 42
DA task is about 5% lower than the state of the art, the system outperforms all the
previous works on the 5 DA ICSI task, reaching an accuracy of 89.3% 2. The clas-
sification accuracy on the AMI 15 DA is about 59.8% using refernce orthographic
transcriptions and 49.3% using the ASR output.
DA tagging experiments on the 15 DA AMI task (section 7.7.4),using a max-
tion, which is not publicly available.
2Manually annotated question marks were employed by this system, thus any direct comparison
to previous works should be carefully considered.
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imum entropy based classifier, were reported in Lesch (2005)and Lesch et al.
(2005b). The proposed system adopts a wide set of features belonging to the fol-
lowing 5 classes: lexical features, DA unit length and duration, temporal relation
between adjacent utterances, speaker change and dialogue act history. A feature se-
lection algorithm, growing a feature subset by iterativelyranking candidate features
according to their classification accuracy, was adopted to build a compact feature
vector composed only by the most informative features. The best classification ac-
curacy obtained on the AMI evaluation set is 65.8% for reference transcriptions
and 54.9% with automatically recognised words (classifying ASR deleted DA units
by chance). This result defines the state of the art for the 15 DA AMI tagging task.
Similarly to Verbree et al. (2006) and Dielmann and Renals (2007b), when the refer-
ence orthographic transcription is replaced by an imperfect automatic transcription
the classification accuracy falls by about 10% (absolute).
6.2.2 Features for automatic Dialogue Act processing
Table 6.1 outlines the most common features used in previousDA tagging and
recognition studies. Four main feature classes can be define:
Lexical features A wide range of features spacing from word identities and lexical
cues (presence/absence of specific keywords) to specific lexica or grammat-
ical patterns, or elaborate language models: multiple DA specific ngrams,
Factored Language Models, polygrams, etc. Since fully automa ic systems
need to operate on ASR transcriptions, the impact of automatic tr nscription
errors on the extracted lexical features should be carefully considered. DA
unit length, intended as the number of words contained by thecurrent DA
segment, is a popular lexical related feature able to highlight typically short
DAs, such as backchannels, or to support elaborate durational models (section
7.5.3).
Context features These features summarise the relationship between currentand
surrounding DA units, including cues such as word identities from the previ-
ous/next unit, and speaker turn related features.
Prosodic features A wide selection of acoustic related features extracted from the

















































































































































Sentence length/duration X X X X X
Annotated question marks X
First two word identities X X X
Last two word identities X X X
Bigram of the first two words X
Specific cue words or phrases X X
Grammar patterns X
Sparse bag of ngrams X
Polygrams of words X
Factored Language Models X X
Part Of Speech ngrams X
Ngrams of words X X X X X X X
First word of the next segmentX X X
Speaker (turn) change X X X X
Pitch X X X X X X
Energy X X X X
Duration X X X X X X
Pauses X X X X
Rate of speech X
Ngrams of previous DA labels X X X X X X X
Table 6.1: Features used for DA segmentation and DA classification in different stud-
ies.
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audio recordings (section 3.3.1): pitch contour and pitch slopes, signal en-
ergy, rate of speech, word and pause durations. These features had proven to
be useful in disambiguating between multiple DA classes with a similar lex-
ical realisation (Bhagat et al., 2003), and in facilitating the DA segmentation
(section 7.7.4). An extensive study on the use of prosody forautomatic DA
classification can be found in Shriberg et al. (1998).
A discourse model Concentrate on the DA labels of the surrounding segments
(section 7.4); usually only the preceding ones, which were alr ady recog-
nised, are taken into account. N-gram language models, or more elaborated
models, are trained on the sequence of manually annotated DAlabels from
the training dataset. During the testing phase the discourse language model
is then used to estimate the prior probability of a new DA labegiven the
recognition history.
6.2.3 Automatic Dialogue Act recognition
An early system for the integrated joint DA segmentation andclassification was out-
lined by Warnke et al. (1997). 18 DA classes are automatically recognised in short
task oriented dyadic conversations (appointment scheduling of the German VERB-
MOBIL corpus). The system, using a multi-layer perceptron and Language Model
for segmentation, a polygram LM for DA classification, and a joint search algorithm
to score multiple joint recognition hypotheses, reported asignificant improvement
over a sequential approach.
Ang et al. (2005) addressed the automatic dialogue act recogniti n problem us-
ing a sequential approach, in which DA segmentation was followed by classification
of the candidate segments. Promising results were achievedby integrating a bound-
ary detector based onvocal pauseswith a hidden-event language model (HE-LM),
a language model including dialogue act boundaries as pseudo-words. The dialogue
act classification task was carried out using a maximum entropy classifier, together
with a relevant set of textual and prosodic features. This system segmented and
tagged DAs in the ICSI meeting corpus (using the 5 broad DA categori s outlined
in section 3.2.2), with good levels of recognition accuracy: 19.6% using the Lenient
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metric, 64.4% with the Strict metric, and about 54.4% of DA Error Rate3. However
results comparing manual with automatic transcriptions indicated that the ASR er-
ror rate resulted in a substantial reduction in accuracy (absolute 5% on the Lenient
metric).
In a later work Zimmermann et al. (2006a) compared two joint approaches on
the same experimental setup. An extended HE-LM able to predict not only DA
boundaries but also the type of the DA, and a HMM recogniser inspired by HMM
based part of speech taggers, were trained on lexical features and compared using
several of the metrics discussed in section 7.7.1. The jointHE-LM system obtained
lower recognition error rates than the HMM based DA recogniser, achieving perfor-
mances closer to the discriminative sequential approach ofAng et al. (2005).
In Zimmermann et al. (2006b) the authors further extended thjoint HE-LM DA
recogniser. A discriminative maximum entropy DA boundary detector and tagger
is trained on discretised inter-word pauses with a lexical context of 4 words. The
weighed combination of classification probabilities for both systems (HE-LM and
MaxEnt) provides the most likely sequence of labelled DA units, which is able to
outperform the baseline sequential approach of Ang et al. (2005). The resulting sys-
tem achieved a DA Error Rate of 51.0% and a Strict recognition error rate of 62.8%.
Note that multiple concurrent DA segmentation and classificat on hypotheses could
be evaluated by joint DA recognisers, enabling the investigation of larger search
spaces compared with two-step sequential segmentation-classification approaches.
6.3 Applications of automatic Dialogue Act process-
ing
Valuable insights into the discourse structure can be gained through the reliable
recognition of the DA sequence in a conversation. This knowledge can be beneficial
for the development of applications in a multitude of domains, cluding spoken di-
alogue systems, machine translation, automatic speech recognition, automatic sum-
marisation, topic segmentation and labelling, action items detection, group action
detection, participant influence detection, and dialogue structure annotation.
3DA recognition metrics are discussed in section 7.7.1.
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As outlined in chapter 3, during the last decade, several corpora were annotated
in terms of DAs, and a relevant literature on automatic DA recognition was devel-
oped (section 6.2). Several works also focused on the exploitation of automatically
extracted DAs. Moving from the idea that the knowledge aboutthe ongoing conver-
sation (conveyed by DAs) can be used to enhance language modelling, improving
Automatic Speech Recognition of conversational speech was one of the first targets.
Jurafsky et al. (1997a) investigated the use of automatically detected DAs to im-
prove automatic speech recognition. The 1155 pre-segmented conversations from
the Switchboard database were automatically tagged using aclustered dictionary of
42 DA labels. The system made use of a generative DA tagging infrastructure based
on: prosodic features (pitch, speaking rate, energy, etc.), word sequence based tri-
gram models, and a bigram discourse language model. Automatic tr nscriptions
were generated through ASR and then provided to the automatic DA tagger. The
automatically detected DA classes were then used to rescorethe ASR output by
means of a novelDA conditioned mixture Language Model: n-best lists associated
to test-set utterances were rescored using a mixture of DA specific LMs. Numeri-
cal results on the Switchboard corpus showed only a limited improvement (0.3%)
on the ASR word error rate, principally because of the skeweddistribution of DA
classes (statements accounted for 83% of the corpus). However DA rescored ASR
should have a larger space for improvement on specific tasks with more even DA
distributions (i.e: task oriented dialogs). A deeper analysis and further generalisa-
tions (mixture of posteriors) of the mixture of language modelswas presented in
Stolcke et al. (2000). Related experiments on Maptask (Taylor et al., 1998) showed
that the automatic choice of the most appropriate language model, from a set of
12 DA specific LMs (selection made using intonation modelling), can improve the
speech recognition word error rate by an absolute 1%.
Machine translation is another applicative domain where DArecognition can be
invaluable, since DAs can help resolving ambiguities in trasl ting utterances. The
VerbMobil project investigated machine translation in dialogue systems (K̈ussner,
1997; Wahlster, 2000), similarly to the work independentlydone by Lee et al.
(1997). The use of DAs for machine translation of spoken task-oriented dialogues
was also proposed in the context of the C-STAR project by Levint al. (2003).
Automatic detection ofaction items, intended as public commitments to per-
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form a defined task, is a novel research topic which shares some analogies with the
DA recognition task and relies on automatically detected DAunits. In the work of
Purver et al. (2007), 4 task specific Action Item Dialogue Acts (AIDAs) (descrip-
tion, time-frame, owner and agreement) were automaticallydetected combining 4
independent SVM classifiers trained on: lexical, prosodic features and conventional
ICSI DA tags. The automatically detected AIDAs are then rule-based parsed and
summarised in order to outline the identified action items.
Disambiguating the pronounyou between its generic and referential use in a
conversation, a task related toaction itemsdetection, could be useful to identify
the owner of an action item (who committed to perform a given task). The SVM
based system proposed by Gupta et al. (2007b), based on DAs, lexical, and part of
speech features, was able to disambiguate the two uses with an accuracy of 84.4%
on dyadic conversations from the Switchboard corpus. This represents a significant
result, well above the baseline accuracy of 56.4%, achievabl predicting always the
dominant class. In particular DAs proved to be crucial for this task, reaching an
accuracy of 80.92% even when used alone. Later experiments (Gupta et al., 2007a),
applying a similar approach to the AMI corpus, reported an accuracy of 75.1% with
the full feature setup and 71.9% using only DAs (dominant class baseline of 57.9%).
Automatically detecting when decisions are reached duringa conversation is
another target application for automatic DA recognition. Hsueh and Moore (2007b)
used both DA unit temporal boundaries and DA labels for automa ic decision de-
tection in conversational speech. The manually annotated DA units are classified
as decision making DAs or non-decision DAs using a maximum entropy classifier
in conjunction with a rich set of lexical, prosodic, topicaland contextual features
(speaker role and DA labels). Experiments on the AMI corpus showed that deci-
sion making DAs can be detected with a precision of about 72% (66% using only
contextual features such as DA labels).
Differently from written text, automatically transcribedspeech lacks of a proper
punctuation. It is often unpractical to process the entire raw transcription or to
evaluate the resulting system on unsegmented data, thus shorter speech segments
need to be defined. The temporal boundaries of automaticallyrecognised DA units
provide a principled way to segment conversational speech.For example Murray
et al. (2006); Murray and Renals (2006) adopted the DA segments as he atomic
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unit for automatic extractive summarisation. Features such as lexical cues, speaker
activities, and term frequencies, were individually extrac ed from each DA unit, and
Singular Value Decomposition was carried out on the resulting (DA based) feature
vectors. Note that although DA segments are a good solution for automatic speech
segmentation, some low-level segmentation techniques such as “Spurts” (Baron
et al., 2002), continuous speech segments separated by at least half a second of
silence, could represent a viable option.
More complex integrated applications based on automatic DAprocessing are
also being investigated. For example, topic segmentation and extractive summarisa-
tion were combined in the “AMI Meeting Facilitator” system (Murray et al., 2007),
a visual application focused on supporting offline meeting browsing. Dialogue acts,
being exploited by both subtasks (segmentation and summarisation), offer a com-
mon ground for the whole system.
Chapter 7
Switching DBN model for joint
Dialogue Act recognition
7.1 Introduction
In this chapter, we present a flexible trainable approach forthe automatic recogni-
tion of Dialogue Acts in meetings, based on a switching dynamic Bayesian network
model, a factored language model, and discriminative re-ranking. We present re-
sults both on the ICSI and on the AMI meeting corpora, in which we compare DA
recognition accuracy on manual and automatic meeting transc iptions, and compare
the effect of the different components of the overall approach. As outlined in sec-
tion 6.2 the DA recognition process consists of two related tasks, DA segmentation
and classification. These tasks can be performed jointly or sequentially. The joint
approach, evaluating multiple segmentation and classification hypotheses, is poten-
tially capable of better recognition performances. While thsequential technique
allows an independent optimisation of the segmentation andclassification tasks.
We propose an approach to DA recognition that takes advantage of both tech-
niques by employing a joint generative infrastructure followed by a discriminative
classifier. Both system components make use of supervised learning from manually
annotated data, using a 15 DA class annotation scheme on AMI data and 5 broad DA
classes on ICSI experiments. The joint recognition is coordinated by a switching
DBN which integrates a discourse language model, six lexicaland prosodic fea-
tures, and two factored language models trained on the orthographic transcriptions.
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The recognised sequence of DA units is then re-classified using a conditional ran-
dom field DA tagger trained using the lexical content and a setof discrete features.
We have performed tagging, segmentation and recognition experiments using
the joint generative approach on unseen meetings with threedifferent modelling
configurations, based on both manual and automatic speech recognition (ASR) tran-
scriptions. We demonstrate in further experiments, that the accuracy of DA recogni-
tion using this joint approach can be further improved through discriminative post-
processing.
7.2 Dialogue act recognition framework
Figure 7.1 shows our joint approach to DA recognition based on a switching DBN
generative model. The observed features that are generatedby this model are
the words spoken by the meeting participants, together witha set of word-based
prosodic features related to timing, intonation and energy. The mapping from DA
labels to word sequences was modelled using a factored language model (FLM) and
an interpolated FLM. The probability of observing a certainsequence of DA labels
(discourse model) was represented through a simple trigramlanguage model over
DAs. The set of continuous word-based prosodic features wasintegrated into the
recogniser using a Gaussian mixture model (GMM). The overall recognition pro-
cess is actively controlled by a switching DBN which integrates information derived
from words, prosodic features and language models. Section7.3 outlines the use of
an automatic speech recogniser to produce a transcription,and the extraction of the
prosodic features. Sections 7.5.3 and 7.6 discuss the factored language models and
the switching DBN model that underlie the DA recognition system.
7.3 Continuous features
We have used two sets of features in the DA recognition system: he transcription
of the spoken words obtained using an ASR system (section 7.3.0.1) and the con-
tinuous prosodic features (section 7.3.0.2).


















Labeled Dialogue Act Segments
Figure 7.1: Integrated Dialogue Act recognition framework.
7.3.0.1 Speech recognition
Fully automatic DA recognition requires speech recognitio. Both the ICSI and
AMI corpora have been manually transcribed at the word level, as well as being
processed by an ASR system, thus enabling us to assess the robustness of the DA
recognition system to speech recognition errors.
Large Vocabulary Continuous Speech Recognition (LVCSR) of conversational
speech is a significant research domain, and the recognitionof speech in meetings
has been intensively studied and evaluated in recent years1. Automatic transcrip-
tions of the ICSI meeting corpus were obtained using a LVCSR system developed
by the AMI-ASR team and based on: perceptual linear prediction (PLP) acoustic
features, decision tree clustered crossword triphone hidden Markov models, and an
1NIST rich transcription meeting recognition evaluationhttp://www.nist.gov/speech/
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interpolated bigram language model. The adopted system is sim lar to Hain et al.
(2005) but acoustic models were trained using only ICSI meeting data through 4
iterations of cross-fold validation: models learned on 3/4of the available data are
used to transcribe the remaining meetings. The resulting automatic transcription
achieved an overall word error rate (WER) of about 29.5%.
Automatic transcriptions of the AMI meeting corpus were obtained using the
AMI-ASR system outlined in Hain et al. (2007). This LVCSR system is based
on decision tree clustered crossword triphone HMMs, and a trigram language mo-
del. For the multiparty meeting domain the front end was enhanced using acous-
tic echo cancellation, and the perceptual linear prediction acoustic features were
processed using heteroscedastic linear discriminant analysis. The acoustic feature
space was normalized by speaker, using vocal tract length normalisation, and the
model space was adapted using maximum likelihood linear regression. The meet-
ing domain acoustic models were trained on the AMI corpus data. To recognize the
complete corpus, a five-fold cross-validation was employedusing equal splits of the
corpus. Two transcription versions were generated in each cse: a fully-automatic
one achieved by applying the full system on automatically segmented audio files;
and a semi-automatic transcription obtained from a manual segmentation into ut-
terances. The manual system also used a simpler ASR system, in which speaker
adaptation was not used. The fully automatic system resulted in an overall word
error rate of about 36%; the simpler system, using manual segmentation, resulted in
a WER of about 39%. In both cases the system operated on signalsrecorded from
the close-talking microphones.
The automatic DA recognition experiments performed on the AMI corpus (sec-
tion 7.7.4) compared both transcription versions. The speaker dapted “automatic
segmentation” ASR output offers an overall improvement in terms of WER com-
pared with the “reference segmentation” ASR output. However ntire utterances
may be deleted by the automatic acoustic segmentation, and consequently whole
DA segments are irredeemably lost (section 7.7.1). Moreover, th word boundary
times of the “manual segmentation” ASR output, are more accur te, compared with
the reference orthographic transcription, since they cannot cross the manually an-
notated utterance boundaries. Accurately timed word boundaries are desirable for
the extraction of prosodic features at the word level and arealso required to evaluate
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Figure 7.2: Data-flow of the automatic speech transcription and feature extraction
process.
segmentation into DAs. Although both ASR versions offer valuable insights during
the evaluation of our system on the AMI data, the “automatic segmentation” ASR
output represents the main test condition since it does not implicate any manual
intervention.
7.3.0.2 Prosodic features
Six continuous prosodic features were extracted for each word (section 3.4.2), us-
ing the audio signal and the transcription: mean and variance of the fundamental
frequency (F0), mean energy, word duration, pause duration, and word informative-
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ness. Figure 7.2 outlines the feature extraction process. For the reference transcrip-
tion the times of word boundaries were obtained using a forced alignment against
the audio. For the ASR transcriptions, the word boundary timings were output as
part of the recognition process.
Mean and variance of F0 The F0 tracks were estimated using ESPSget f 0 (Talkin,
1995) outlined in section 3.3.1.1, and the mean and variancewer computed.
The mean pitch was also normalised by speaker and by the average pitch for
that term, with the objective of having a speaker independent measure able to
highlight content words with a significant pitch shift.
RMS energy A similar normalisation technique was applied during RMS energy
estimation with the aim of compensating for different channel gains (section
3.3.1.2) and to highlight emphasised words.
Word duration Word duration was “term normalised”, being thus divided by the
average word duration for that term, in order to highlight words which last
more (or less) than the usual occurrences of that term. Therefor the resulting
entity is inversely proportional to the rate of speech, neglecting estimation
errors.
Word informativeness Word informativeness was estimated as the ratio between
local term frequency within the current conversation and absolute term fre-
quency across the whole meetings collection (section 3.3.3.2), thus assigning
high scores to globally infrequent terms which occur frequently in the current
conversation.
Pause duration Inter-word pauses were also estimated from the word boundary
times. Pauses are often associated with speaker turn alternations and other
relevant changes in the conversational process such as topic shifts (Stolcke
et al., 1999), and it is known that they provide a valuable cuefor DA segmen-
tation (Ang et al., 2005; Zimmermann et al., 2006b).
Unit duration, pitch and energy were assigned to words whichappear only once in
the training set and to out-of-vocabulary words observed during testing but absent
from the training set.
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7.4 Discourse modelling
Generative approaches for the automatic DA recognition (orsimple DA classifi-
cation) usually represent the discourse structure througha probabilistic discourse
model.
Generally DA classes are unevenly distributed, a clear example of this is vis-
ible in tables 3.3 and 3.4. Therefore knowledge of their prior distribution can be
beneficial for the whole DA segmentation and classification process. Moreover it is
reasonable to assume that the communication process tends to follow some well es-
tablished patterns; for example questions are usually answered through statements,
but more questions can also arise from a previous question. Each DA unit is mean-
ingful only in the context of the entire conversation, beingi a first approximation
directly related to the recent conversation history: the probability to detect a new
DA label is conditioned by the surrounding DA units. Note that, since generative
approaches are usually based on a left to right Viterbi decoding, only the previous
DA recognition history is considered.
Probabilistic discourse models are frequently adopted to acc unt both for the
prior DA class distribution and for the DA recognition history (class based prob-
ability given the previously recognised units). Differentimplementations of the
discourse model have been proposed. For example, in a DA tagger or in a sequen-
tial DA recogniser, it is possible to include previously recognised DA labels as part
of the feature vector used for the DA classification (Rosset and Lamel, 2004; Keizer
and op den Akker, 2005). Elaborate language models such as polygrams were pro-
posed (Warnke et al., 1997), but simple n-grams of DAs, beinga good compromise
between complexity and efficiency, represent the most frequently adopted discourse
language model (Stolcke et al., 2000; Ang et al., 2005; Ji andBilmes, 2005).
Note that DA discourse modelling has some similarities withautomatic speech
recognition, where conventional language models of words ae used during Viterbi
decoding to bridge the gap between isolated words containedin the lexicon and
their (co-)occurrences in natural speech. Adapting the langu ge model to specific
communicative contexts plays a central role both in speech and DA recognition.
The discourse model adopted in our DA recognition frameworkconsists of a
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Figure 7.3: Perplexities of a unigram, bigram, ..., 6-gram discourse language model
for the 5 broad DA categories of the ICSI tagging task (top) and 15 DA classes on
the AMI DA classification task (bottom).
7.5. Language modeling 147
standard trigram language model over DA label sequences2. Sequences of manu-
ally annotated DA labels from the training set are used to train he trigram language
model. The resulting discourse model is used to support the Viterbi search during
testing (section 7.6). Figure 7.3 compares different discourse language model com-
plexities (ngram orders) both on the ICSI and AMI DA classification tasks: ngram
language models over DA labels are trained on the ICSI/AMI training dataset and
their perplexities evaluated on unseen data. As expected, th observed perplexi-
ties are inversely proportional to the ngram order, the trigram model has the lowest
perplexity, and no significant improvements are granted by higher order models
(Stolcke et al., 1998).
7.5 Language modeling
As outlined in section 6.2, many different modelling approaches have been investi-
gated to integrate lexical knowledge from the orthographictranscription in the DA
classification process. Our system adopts one of the less inve t gated techniques:
factored language models (FLMs). FLMs being more compact, flexible and ele-
gant, represent an attractive alternative to conventionalparallel ngrams (use of an
individual language model for each DA class). Moreover FLM can be seen as di-
rected graphical models and represented using a graphical par digm (Bilmes and
Kirchhoff, 2003), fitting thus well within a DBN framework.
7.5.1 Factored Language models
Conventional language models construct a joint probabilitydistribution over word
sequences,P(w1, . . . ,wn), which is factorised as a product of conditional probabili-
tiesP(wt |wt−1,wt−2, . . . ,wt−k). This concept can be generalised by replacing words
w1, . . . ,wn with bundles of factorsv1, . . . ,vn, to construct a factored language model









a vector whose components are factors such as word identity,part of speech tag,
word stem, and enclosing dialogue act label. Conventional LMs can be interpreted
as a special case of FLMs with a single factor, the actual words: vt ≡ wt . Word
2Estimated using the SRILM toolkit, available from:http://www.speech.sri.com/
projects/srilm/
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identities are usually included in the collection of factors employed in an FLM. The
smoothing and discounting techniques used for conventional LMs may be applied
to FLMs, with the added flexibility of choosing which factor to drop when con-
structing simpler models for interpolation or backoff. More ver, it is possible to
drop more than one factor at a time and to follow multiple concurrent backoff paths
usinggeneralised parallel backoff(Bilmes and Kirchhoff, 2003). FLMs have an in-
creased number of degrees of freedom, compared with conventional LMs, and it is
possible to choose the factor set, the number of backoff steps, he backoff topology,
and the discounting method associated to each backoff step.
We use FLMs to map word identities into DA units, and we are prima ly inter-
ested in evaluating these models in terms of DA labelling accuracy (section 7.5.2),
rather than perplexity. It is possible to select the optimalFLM topology automat-
ically (Duh and Kirchhoff, 2004), and we experimented with asimple search al-
gorithm that randomly sampled the search space. The resulting models tended to
employ a large number of factors (7 or more), implying many backoff steps. These
automatically discovered topologies resulted in a slightly improved DA tagging ac-
curacy (up to 2% absolute) when compared to manually developed FLMs, but the
more intricate structure requires a more elaborate DBN infrastructure and substan-
tially increases computational cost. In order to reach a trade-off between simplicity,
cost and accuracy, we decided to employ a simpler FLM topology with three factors
(and two backoff steps). Although this topology was initially designed by hand, it
was also discovered by the automatic search procedure (withan improved set of
discounting parameters).
The FLM that we used for the DA recognition task was based on three factors:
word identitieswt , the dialogue act labeldt associated to each wordwt , and the rel-
ative word positionnt in the context of the DA unit. The word sequence probability
was modelled using a product of word bigrams conditioned also on word position
and DA label,P(wt |wt−1,nt ,dt). The model was smoothed using two backoff steps
and Kneser-Ney discounting.wt−1 was the first term to be dropped leading to a uni-
gram like term,P(wt |nt ,dt). In the case of a subsequent backoff the DA label factor
dt was the next term to be dropped, leading toP(wt |nt). On the 5 broad DA ICSI
related experiments the above described FLM was trained on the 51 meeting train-
ing set (section 3.2.2). The baseline FLM for the AMI experiments was estimated
7.5. Language modeling 149
FLM 1st step 2nd step 3rd step REF ASR
P(wt |wt−1,nt ,dt) P(wt |nt ,dt) P(wt |nt) 29.1 38.1
P(wt |wt−1, pt ,dt) P(wt |pt ,dt) P(wt |pt) 36.5 45.1
P(wt |wt−1,mt ,dt) P(wt |mt ,dt) P(wt |mt) 31.2 39.8
P(wt |wt−1,nt ,mt ,dt) P(wt |nt ,mt ,dt) P(wt |nt ,dt) P(wt |nt) 31.5 39.6
P(wt |wt−1,nt , pt ,mt ,dt) P(wt |nt , pt ,mt ,dt) P(wt |nt , pt ,dt) P(wt |pt) 37.1 45.3
Integrated system:P(wt |wt−1,nt ,dt) FLM + DBN infrastructure 24.0 34.5
Table 7.1: DA tagging error rate (%) on the ICSI meeting corpus using the Factored
Language Model alone; results have been reported on 5 different FLM setups and
compared with the fully integrated FLM+DBN infrastructure.
using the training subset of the AMI scenario meeting data oulined in section 3.2.3
(470 000 words and a dictionary of about 9 000 unique terms).
7.5.2 Classification performances of a FLM based DA tagger
In order to benchmark different FLM topologies, instead of cmparing their per-
plexities, we have defined a simplifiedDA taggingtask. We compared different
FLMs by measuring their ability to assign the correct DA label to unseen DA units.
This preliminary evaluation was conducted by enhancing theFLM module of the
SRILM toolkit (Stolcke, 2002) with a simple decoder, able to label each DA unit
(sentence) with the most likely DA tag (factor label from a list of possible op-
tions). Being interested in benchmarking different FLMs, and needing an unbiased
comparison of the candidate topologies, we decided to disregard the classification
history in these preliminary experiments. However a trigram discourse language
model was included in all the switching DBN based DA recognitio experiments
reported in section 7.7.
As shown in table 7.1, the 3 factors FLMP(wt |wt−1,nt ,dt), after training on the
51 ICSI meeting training set, was able to perform DA labeling othe 11 ICSI test
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FLM 1st step 2nd step 3rd step REFASR AS
P(wt |wt−1,nt ,dt) P(wt |nt ,dt) P(wt |nt) 47.7 59.7
P(wt |wt−1, pt ,dt) P(wt |pt ,dt) P(wt |pt) 52.6 63.1
P(wt |wt−1,mt ,dt) P(wt |mt ,dt) P(wt |mt) 49.3 61.6
P(wt |wt−1,nt ,mt ,dt) P(wt |nt ,mt ,dt) P(wt |nt ,dt) P(wt |nt) 48.9 61.5
P(wt |wt−1,nt , pt ,mt ,dt) P(wt |nt , pt ,mt ,dt) P(wt |nt , pt ,dt) P(wt |pt) 53.5 65.4
Integrated system:P(wt |wt−1,nt ,dt) FLM + DBN infrastructure 40.9 52.7
Table 7.2: DA tagging error rate (%) on the AMI meeting corpus using the Factored
Language Model alone; results have been reported on 5 different FLM setups and
compared with the fully integrated FLM+DBN infrastructure.
meetings with a classification error rate of 29.1% using reference transcriptions and
38.1% using automatic transcriptions. Replacing the word position factornt with
part-of-speech tagspt (automatically labelled using a POS tagger trained on Broad-
cast News data) the error rate on manual transcriptions rised to 36.5%. Building the
model p(wt | wt−1,mt ,dt), wheremt represents the information about the meeting
type3, the error rate fell to 31.2%. An error rate of 31.5% could be achieved inte-
grating bothnt andmt into P(wt |wt−1,nt ,mt ,dt). Finally a three backoff steps FLM
which includes all the three factorsnt , pt andmt , scored a significatively higher
classification error rate of 37.1%. All the FLM setups showedsimilar behaviours on
ASR automatic transcriptions. Note thatP(wt |wt−1,nt ,dt) outperformed the other
FLM candidates both on reference manual transcriptions andASR output, and a fur-
ther improvement was granted by the fully integrated system(based on a switching
DBN, a FLM, and a discourse model). Similar results were achieved on the AMI
meeting corpus:P(wt |wt−1,nt ,dt) was the best performing topology, followed by
P(wt |wt−1,nt ,mt ,dt) andP(wt |wt−1,mt ,dt). Word relative positionnt and meeting
3ICSI meeting series (database issues, network services, meeting recorder project, SRI collabo-
ration, etc.) or including information about the AMI instrumented meeting room (Edinburgh, IDIAP,
or TNO) along with meeting intent (kick-off, functional design, conceptual design, or detailed design
meeting).
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type mt were the most effective factors in both ICSI and AMI DA classification
experiments. A qualitative comparison4 between table 7.1 and 7.2 suggested that
the automatic classification of the 15 unevenly distributedAMI DA classes is more
challenging than recognising the 5 generic DA categories employed during the ICSI
experiments.
7.5.3 Interpolated Factored Language models
FLMs with the same topology may be interpolated, similarly to word-based n-
grams. This enables the construction of combined models, whose component FLMs
are trained using different data resources. For example on the 15 DA AMI experi-
ments (section 7.7.4), we built FLMs for DA recognition using the ICSI meetings
corpus and the Fisher corpus of conversational telephone spe ch, in addition to an
FLM built on the target AMI corpus, integrating them into a single interpolated
factored language model.
The AMI meetings corpus has a size of 0.97 million words in total, with about
0.47 million words in our training set of 98 meetings. The ICSIcorpus (section
3.2.2), which is from a similar domain, contains 0.74 million words. The Fisher
corpus (section 3.2.4), which is based on two party telephone c versations is much
larger, containing 10.62 million words. Building an interpolated FLM from these
data sources, enriches the baseline FLM trained on AMI meetings only, by extend-
ing the vocabulary and thus reducing the out-of-vocabulary, nd by improving the
n-gram counts with word sequences that are not observed in the AMI training data-
set alone. However, neither the ICSI or Fisher corpora are annot ted using the AMI
DA annotation scheme. (The ICSI corpus has been annotated forDAs, but using a
different and incompatible scheme.) In the absence of useful DA annotations, both
the ICSI and FISHER corpora were duplicated 15 times when traiing the FLMs, la-
beling every sentence with all the 15 possible DA labels in the AMI DA annotation
scheme. FLMs trained on artificially duplicated data are obvi usly not discrimi-
native in a DA classification task, but they are able to enhance the dictionary and
n-gram counts of the resulting interpolated FLM.
Note that a similar procedure has been applied to the ICSI 5 broad DA recog-
4ICSI and AMI DA annotation schemes are incompatible, thus a principled quantitative compar-
ison is not possible.
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nition experiments (section 7.7.3): AMI and FISHER data areduplicated 5 times,
one for each DA class, and used to train two additional FLMs; the resulting non DA
discriminative FLMs are then interpolated with the baseline FLM trained only on
ICSI data.
As will be discussed in section 7.7 the use of an interpolatedFLM provides an
improvement in DA segmentation at the price of slightly reduced DA classification
accuracy. To address this, we conducted experiments with a hybrid approach in
which the baseline FLM trained on the AMI data (ICSI data for the experiments
reported in section 7.7.3) is combined with an interpolatedFLM at the sequence
decoding level by maximising the product of the joint probabilities associated to
the two concurrent FLMs.
7.6 DBN based framework
In a DA recognition system, segmentation and classificationare strongly related—
the output of the DA classifier is dependent on the optimal placement of the DA
unit boundaries, and the placement of the DA boundaries depends on the labels
assigned to the DAs. In our approach, we treat the segmentatio nd classification
problems jointly and the process is coordinated by a switching DBN model (section
2.5), implemented using the Graphical Model ToolKit (GMTK)outlined in section
2.7.
Figure 7.4 depicts the switching DBN model (Dielmann and Renals, 2007b).
The transcribed words are represented as the sequence of discrete observable nodes
W0, . . . ,Wt−1, Wt . The FLM and interpolated FLM outlined in the previous sections
are depicted using dotted arcs, and each word is observed twice: once for the base-
line FLM and once for the interpolated FLM. The relative positi n of each wordWt
into the current DA unitDA0t is represented by the discrete nodeNt . Nt relies on a
bounded word counterCt , which is incremented at every word encountered in the
current DA unit. After each block of 5 words,Ct is reset to zero andNt is incre-
mented, thus indicating to which “block of five words” the current wordWt belongs
to:
if Ct−1 < 4 : Ct := Ct−1 +1
if Ct−1 = 4 : Ct := 0 Nt := Nt−1 +1 .
(7.1)
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Figure 7.4: Switching dynamic Bayesian network model for the joint dialogue act
recognition task: Intra-DA topology adopted within a DA unit (A); Inter-DA topology
used at DA boundaries (B). The model switches between the two operating condi-
tions (topologies) according to the state of the DA boundary detector node E. Square
nodes represent discrete random variables, round nodes are continuous variables.
Shaded nodes represent observable features, unshaded nodes are hidden variables.
Plain arcs visually encode statistical dependences between random variables and
dotted arcs highlight the dependences implied by FLMs.
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The final length of an automatically detected DA unit is not know a priori, and is
only available at the end of the DA recognition process, therefore it is impractical
to estimate word position features normalised for DA length.
The DA recognition history is represented by the current andthe two previ-




t . This history is needed by the
DA boundary detector, the hidden binary variableEt . Et is the principal switching
variable in the model, switching from zero to one when a boundary between two
disjoint DA units is detected. In the absence of a DA boundary(Et−1 = 0) the DBN
assumes theintra-DA topology shown in figure 7.4(A); when a boundary is likely to
be present (Et−1 = 1) the model adopts the alternativeinter-DA topology depicted
in figure 7.4(B).
The dependency of the observable prosodic feature vectorsYt nEt is modelled
using a Gaussian mixture model (GMM) withn components:




C(i, j)N (y;µi, j ,Σi, j) (7.2)
whereN (y;µi, j ,Σi, j) is a Gaussian density with meanµi, j and covarianceΣi, j , eval-
uated aty. C(i, j) is the conditional prior weight of each mixture componentj, and
the optimal number of mixture componentsn for each statei = [0,1] is automat-
ically selected during training (Bilmes and Zweig, 2002). The GMM relates the
six-dimensional prosodic features to the two discrete state ofEt , thus helping to
predict the DA segmentation.
The cardinalities of the discrete random variables reflect the function they serve
in the model, thus:|Et | = 2, |Ct | = 5, |DA0t | = |DA
1
t | = |DA
2
t | = 15 on AMI experi-
ments,|DA0t | = |DA
1
t | = |DA
2
t | = 5 on ICSI experiments, andWt has as many states
as the number of words in the dictionary. Since the vast majority f the DA units
have fewer than 75 words, the word block counter cardinalityhas been constrained
to |Nt | = 15.
The intra DA topology used within a DA unit (figure 7.4(A)) accumulates the
joint probability for a sequence ofk+1 wordsWt−k,. . . ,Wt as the product of a FLM
and a weighted interpolated FLM given the current DA label hypothesisDA0t and
the deterministic counter nodesNt andCt . The two language model probabilities
(FLM and interpolated FLM) are combined by using an equally weighted stream
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weighting combination:









whereP(Wt−k, . . . ,Wt | DA0) represents the joint probability for the observed utter-
anceWt−k,. . . ,Wt , given the current DA classification hypothesisDA0; PFLM and
PIFLM are the probabilities respectively provided by the baseline a d the interpo-
lated FLMs.
The absence of a DA boundary implies that the DA recognition hstory remains





t−1. Since the word sequenceWt−k,. . . ,Wt was generated by the same
DA unit with labelDA0t , and no DA boundaries were spotted between time−k and




t for j = [0,2].
If a DA boundary is hypothesised (Et−1 = 1), then the model switches to the
inter DA topology (figure 7.4(B)), which integrates the probability from the 3-gram
discourse LM into the overall recognition process and startthe evaluation of a
new DA unit, reinitialising the counter nodes:Ct = 0, Nt = 0. The DA recognition
history is updated and a new set of DA classification hypothesesDA0t , for the next






Whent = 0 a slightly modified intra DA topology (E−1 = 0) needs to be adopted:
having both the DA recognition history and the counter nodesforcefully initialised
to zero (DA10 = DA
2
0 = 0,C0 = 0, N0 = 0).
Segmentation and classification are carried out concurrently. The classification
process accounts for the joint probability of the transcription Wt−k, . . . ,Wt accu-
mulated by the two concurrent FLMs given the current classification hypothesis
DA0t , the probability ofDA
0
t given the two previously recognised DA units, and the
segmentation hypothesis (a DA unit starting at timet − k and ending at timet).
Several alternative segmentation hypotheses are generated, wi h the probability of
each segmentation combining the likelihood of generating the observed prosodic
feature vectorsYt and the likelihood of the DA unit generating the observed words
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Wt−k,. . . ,Wt . A pruned Viterbi decoding is used to find the most likely sequence of
labeled DA segments5.
Since this approach cannot generate a DA segmentation without an associated
DA labeling hypothesis, the segmentation accuracy is assessed by ignoring the
recognised DA labels. Classification of the DA units for a refence segmentation
can be achieved by constraining the state of the boundary detector nodesE.
7.7 Experimental results
Evaluation methodologies and metrics for automatic DA taggin , segmentation and
recognition tasks are outlined in the following section 7.7.1. Experimental results
on ICSI and AMI data, using the switching DBN based infrastructure and 3 FLM
configurations, are reported respectively in section 7.7.3and 7.7.4. Discriminative
re-classification of the automatic AMI DA segmentation willbe discussed in section
7.8.
7.7.1 Performance evaluation metrics
DA tagging accuracy can be easily evaluated by scoring the automatic DA classifi-
cation output on a test set against the corresponding referenc DA annotation. The
percentage of correctly classified DA units, or its complement the Classification
Error Rate, is a standard metric for the DA tagging task, alongwith class-based
precision and recall measures (Lesch et al., 2005a).
The evaluation of DA segmentation accuracy is less straightforward. The con-
cept of a “correct” DA segmentation is not unequivocally defin d, since it may be
in terms of the overall sequence of DA units, or may demand precise timing of the
DA boundaries. Moreover a segmentation metric may be expressed and normalised
in terms of DA units, DA boundaries or words. A number of different metrics have
been proposed, each offering a different perspective on thetask of DA segmen-
tation. In this thesis we report our results using four previously defined metrics:
the NIST Sentence like Unit (NIST-SU), Strict, and Boundary metrics (Ang et al.,
5The decoding runtime for this model using 15 DA classes is about 10 times slower than realtime
on a 3Ghz P4 equipped with 1Gb of RAM, however these computation l costs scale exponentially
with the number of target DA labels.
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Normalised by:
DA boundaries Words DA units
Tolerant: NIST-SU Boundary
1 matching boundary NIST-SU
Rigorous: Strict DSER
2 matching boundaries Strict DER
Table 7.3: DA segmentation and recognition evaluation metrics.
2005), and the DA Segmentation Error Rate (DSER) metric (Zimmermann et al.,
2006a,b). These metrics are summarised in table 7.3.
According to the Strict and DSER metrics a DA unit has been corre tly de-
tected only when both boundaries are correctly located and no other boundaries
fall within the detected unit; the NIST-SU and Boundary metrics focus on individ-
ual boundaries, rather than on DA units, and are thus more tolerant. The NIST-
SU metric scores the sum of missed DA boundaries and false-alarms against the
number of reference DA boundaries. In case of a high number ofinsertions (false-
alarms) the NIST-SU metric can assume values well above 100%(Zimmermann
et al., 2006b). The Boundary metric has the same numerator as the NIST-SU
metric (missed boundaries + insertions) but is normalised by the total number of
non-boundaries in the reference, which is equivalent to number of reference words.
Since there are usually many more reference words than segmentation errors, this
metric tends to be skewed toward very low error rates. The DSER metric is the com-
plement of the percentage of correctly detected DA units; similarly the Strict metric
can be defined as the percentage of words belonging to incorrectly s gmented units.
The Strict metric is a severe metric heavily influenced by thelength of DA units in
terms of words.
Since the DA recognition task combines segmentation and tagging, it is pos-
sible to translate most of the segmentation metrics into recgnition metrics by re-
quiring that the detected DA unit labels match the referenceannotation. Therefore
the NIST-SU, Strict, and DSER (usually referred as DA Error Rate or DER in the
recognition task) metrics can be easily adapted to the recogniti n task by adding the
constraint that wrongly labeled units will be scored as errors even if their bound-
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aries are a perfect match. This added requirement implies that these recognition
metrics will result in error rates at least as great as their segmentation counterparts.
The Boundary segmentation metric is an exception, since it istranslated into the
Lenient recognition metric (Ang et al., 2005), which is defind as the percentage of
correctly classified words independent of the segmentation. Si ce it is focused ex-
clusively on tagging accuracy, this metric should be regarded as a DA classification
metric rather than a genuine recognition metric.
The reference DA annotation is produced in terms of the manually tr nscribed
word sequence. When processing ASR output, the DA tags will beapplied to
a different word sequence, owing to ASR errors. Since a manual re- nnotation
of the ASR output would be extremely expensive, we have adopte the evalu-
ation scheme proposed by Ang et al. (2005): ASR words are mapped into the
manually annotated segments according to their midpoint 0.5∗ (word start time+
word end time), thus inheriting their reference DA labels. Because of ASR dele-
tions and the time-based alignment, several DA units will beempty. As we have
adopted a word-based approach, these lost segments cannot be successfully recog-
nised and will be reported as errors by every segmentation/recognition metric. Con-
versely on a pure DA tagging evaluation task, empty segmentswill be scored as if
they were tagged with a randomly drawn label, thus reducing the biasing effect of
words and utterances deleted by the ASR system.
7.7.2 Experimental setup
We have used the switching DBN model for tagging, segmentatio, and recogni-
tion of DAs in the ICSI and AMI meeting corpora, using the threelanguage model
configurations described in section 7.5.3: FLM, interpolated FLM, and a hybrid in
which the interpolated FLM is focused on segmentation and the baseline FLM is
focused on tagging. These experiments extend our previously p blished results in
which an early version of the switching DBN model, without theus of interpolated
FLMs, was used for DA recognition on the ICSI meetings corpus (Dielmann and
Renals, 2007c), and experiments on the AMI corpus using manual transcriptions
only (Dielmann and Renals, 2007b). Our initial experiments,applying the com-
plete framework to the 5 DA ICSI task (section 7.7.3), validates the methodology
on an established task, forming the base for our investigations on the novel 15 DA
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AMI task (section 7.7.4). In order to validate the 6 continuous features proposed
in section 7.3.0.2, experiments using individual featurescla ses and the full feature
set have been conducted on the 5 DA ICSI task.
7.7.3 Numerical results on the ICSI corpus
All the experiments on the ICSI corpus were performed using the five DA cate-
gories and the data sets described in section 3.2.2. DA tagging, segmentation and
recognition results are reported both on the reference orthog aphic transcription and
using the output of automatic speech recognition. As outlined i section 7.3.0.1, the
automatic transcription of the ICSI corpus was provided by the AMI ASR team and
generated through an ASR system similar to the one outlined iHa n et al. (2005)
(word error rate of about 29%).
Although our system is primarily targeted on the DA recognitio task intended
as joint segmentation and classification, it is possible to provide the ground truth
segmentation and evaluate the DA tagger alone. DA tagging classification error
rates reported in table 7.4 show that the percentage of incorre tly labeled units is
about 24.0% on reference transcriptions and about 34.5% on ASR output. The
classification procedure is exclusively based on the lexical information (through the
FLM) and on the DA language model; prosodic related featuresa used only for
segmentation and overall recognition purposes. Comparing these results with those
reported in table 7.1, we can deduce that the introduction ofa trigram discourse
model resulted in an absolute improvement included between3% (on automatic
transcriptions) and 5% (on manual transcriptions).
Table 7.4 also shows the segmentation and recognition results on five differ-
ent setups. Results are reported using all the evaluation metrics outlined in section
7.7.1. Note that all the eight adopted metrics are “error rates”, thus lower num-
bers correspond to better performances. The proposed setups differ only in the
information used to detect DA boundaries: theLexicalsetup makes no use of con-
tinuous features (nodeY was removed from the DBN), theProsodysetup uses only
five out of six features (excluding pauses), thePausesetup uses the pause informa-
tion but not the other continuous features, theAll (REF) andAll (ASR)configura-
tions exploit the full feature set.All (REF) reports the results achieved by training
and evaluating the DA recogniser on manually annotated orthog aphic transcrip-
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tions, whenever inAll (ASR) the system was developed and tested on automatic
transcriptions. Therefore in the later experiment the combination of ASR and DA
recogniser constitutes a fully automatic approach, since manual annotations are not
needed. Significance testing using the Matched Pair Sentence Segment Word Error
(MAPSSWE) test (Pallett et al., 1990; Jurafsky and Martin, 2008) showed thatLex-
ical andProsodysetups are not significantly different, and that all the other systems
are significantly different at levelp = 0.001.
Note that theLexicalsetup makes use of the lexical information just for DA clas-
sification purposes. Boundary detection is estimated from the current DA label, the
DA history and the word block counter. Therefore this setup and the lexically based
systems investigated in Zimmermann et al. (2006a) cannot bedirectly compared.
The adoption of prosodic and word related features made in the Prosodysetup
presents a conflicting behaviour: NIST-SU, strict and boundary metrics show an
improvement over the baseline setup; while DSER, DER, and lenient metrics move
toward higher error rates. ThePausesetup shows a clear improvement over the
baseline approach under all the evaluation metrics, and proves its strength over
theProsodysetup highlighting the importance of pause related information on the
segmentation task.
The fully integrated approach (All-REF) is the most accurate model. The er-
ror rates are similar to the NIST-SU segmentation error rate(34.4%) and the le-
nient recognition error rate (19.6%) of the two step recogniser presented by Ang
et al. (2005) (section 6.2). This result suggests that, evenif the two competing sys-
tems have similar segmentation performances, and the maximum entropy based DA
classifier (about 80% correct classification (Ang et al., 2005)) seems to be more
powerful than our generative approach, the joint segmenter+classifier framework is
potentially able to outperform a sequential framework.
This is even more evident with the fully automatic ASR based system (All-ASR)
which provides a relevant improvement if compared6 to the sequential approach
outlined in Ang et al. (2005) (lenient recognition error rate of 25.1%). In the se-
quential approach the DA classifier is able to process only one segmentation hy-
pothesis, whereas in the joint approach multiple segmentatio hypotheses are taken
6A strict direct comparison to the ASR condition of Ang et al. (2005) will require their exact
automatic transcription, which is not available.
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Reference transcription
Task Metric FLM iFLM Hybrid
TAG. 100 - %Correct 24.0 38.8 25.2
S NIST-SU 35.6 30.5 32.0
E DSER 48.9 27.9 27.8
G Strict 56.5 50.3 52.3
M. Boundary 5.5 4.7 4.9
R NIST-SU 56.8 67.9 59.5
E DER 61.4 57.9 47.4
C. Strict 64.7 66.4 62.7
Lenient 19.7 30.3 20.9
Table 7.5: DA tagging, segmentation and recognition error rates (%) on the ICSI
meeting corpus using a dictionary of 5 broad DA classes; results are reported on 3
different FLM setups (baseline FLM, interpolated FLM, and hybrid FLM+iFLM) using
reference manual transcriptions.
in account by the DA tagger. The final choice between multiplecandidates will be
carried out by taking the most likely sequence of DA units, intended as the optimal
combination of DA boundaries and DA labels.
Further results obtained comparing three language model configurations are re-
ported in table 7.5: the baseline FLM model (A l-REF column of table 7.4); a novel
weighted interpolated FLM trained on ICSI, AMI and Fisher data (AMI and Fisher
were duplicated 5 times, one for each DA class); and ahybrid combination of the
two FLMs. These experiments indicate that the baseline FLM offers the best tagging
performance; adoption of an interpolated FLM improves the segmentation accuracy
at the cost of tagging. An effective trade-off between DA taggin and segmentation,
required for DA recognition, was obtained using thehybrid configuration (baseline
FLM and interpolated FLM used in conjunction). The same behaviour can be ob-
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Reference transcription
Task Metric FLM iFLM Hybrid
S NIST-SU 32.4 14.8 14.9
E DSER 45.0 17.1 16.2
G Strict 47.2 27.4 27.0
M. Boundary 4.7 2.2 2.2
R NIST-SU 50.2 36.8 30.9
E DER 55.4 36.1 29.2
C. Strict 33.2 32.5 30.7
Lenient 14.2 7.8 6.0
Table 7.6: DA segmentation and recognition error rates (%) on the training set of the
ICSI meeting corpus using a dictionary of 5 broad DA classes; results are reported
on 3 different FLM setups (baseline FLM, interpolated FLM, and hybrid FLM+iFLM)
using reference manual transcriptions.
served on the ICSI training dataset (table 7.6): the iFLM setup focuses on detecting
an accurate segmentation and the hybrid approach optimisesthe overall recognition
performances.
MAPSSWE significance testing reported a significant difference at levelp =
0.001 betweeniFLM and the baselineFLM system,iFLM andhybrid; and a differ-
ence at levelp= 0.01 betweenhybridandFLM. The automatic recognition outputs,
provided by the three systems reported in table 7.5, agree with the reference DA an-
notation according to a Kappa ofk = 0.6 (FLM), k = 0.56 (iFLM), andk = 0.63
(hybrid). The human upper bound performances are given by the inter-annotator
agreement, which on this 5 DA recognition task is aboutk = 0.8 (section 3.2.2).
Our results applying the switching DBN model to the ICSI task compare favor-
ably to the combined joint approach of Zimmermann et al. (2006b). Although for
tagging the FLM is less accurate than a discriminative DA classifier (Ang et al.,
2005), the situation is inverted on the DA segmentation task(Zimmermann et al.,
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2006b), thanks to the added capability to include additional i -domain data by
adopting an interpolated FLM. Our joint recognition experiments suggest that these
two effects can be carefully balanced (hybrid approach), leading to a competitive
DA recogniser which performs well in comparison with the state of the art (Zim-
mermann et al., 2006b).
7.7.4 Numerical results on the AMI corpus
We have used the switching DBN model for tagging, segmentatio, and recogni-
tion of DAs in the AMI meeting corpus (from a dictionary of 15 DAs), using three
language model configurations described in section 7.5.3: FLM, interpolated FLM,
and a hybrid in which the interpolated FLM is focused on segmentation and the
baseline FLM is focused on tagging. Each of these systems wasrun on three tran-
scription conditions: manual reference transcription, ASR with manual utterance
segmentation, and ASR with automatic utterance segmentatio . As discussed in
chapter 3, the AMI meeting corpus uses a set of fifteen DA classes, in contrast to
the five broad DA classes used on the ICSI corpus, thus results for he two corpora
are not directly comparable.
Error rates for the DA tagging, segmentation and recognition tasks, using the
three system configurations and the three transcription conditi s are shown in table
7.7. The three system configurations are as follows:
• FLM: simple FLM trained only on the AMI training set;
• iFLM : weighted interpolated FLM trained on AMI (relative combination weight
of about 58.5%), ICSI (2.7%) and FISHER (38.8%) conversationl data;
• Hybrid: iFLM andFLM combined at the decoding level.
These three systems were each run on three transcription conditions, described in
section 7.3.0.1:
• ManualHand transcription (WER: 0%);
• ASRAS ASR with automatic segmentation: fully automatic system from
ASR preprocessing up to DA segmentation and recognition (WER:36%;
12.8% of DAs lost due to ASR deletions);
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• ASRMS ASR with manual segmentation: non-speaker adapted ASR with
manual utterance segmentation (WER: 39%; 5.8% of DAs lost due to ASR
deletions).
AlthoughASRMShas a higher word error rate, the manual segmentation results in
fewer complete DAs being deleted. Most of the deleted DA segments are very short,
typically backchannels or fragments; an example of this is visible at the bottom of
figure 7.6. Note that all the three proposed systems (FLM, iFLM, and Hybrid)
showed significant differences at levelp = 0.001 according to the MAPSSWE test.
TheFLM system has a classification error rate of about 10% absolute lwer than
the iFLM system for the tagging task, which uses a predefined segmentation. This
is to be expected, since the additional data sources used in the FLM system, the
Fisher and ICSI corpora, do not have DA tags corresponding to the AMI scheme
(section 7.5.3). Thus although these additional data sources extend the vocabulary
and n-gram counts, they are unable to provide information tohelp discriminate
between DA classes. The trigram discourse model contributes to these results by
about 7.0% absolute: DA tagging experiments using theFLM system without the
discourse trigram, resulted in classification error rates of 47.7%, 57.5% and 59.7%
respectively for themanual, ASRMSandASRAStranscriptions.
Precision and recall of DA tagging is shown by class in figure 7.5. This graph
indicates that DA tagging accuracy is influenced by the imbalanced distribution
of DA labels. Not surprisingly the classifier performs better on the two most fre-
quent classes,inform andbackchannel. However very infrequent classes such as
be-positiveandoffer have good recall and precision scores, suggesting that evenif
rare they can be well modelled and discriminated.
For the DA segmentation task, table 7.7 indicates that theiFLM system results
in much lower errors, by a factor of three, compared with the basicFLM approach.
In this case the reduced discrimination of theiFLM system is outweighed by the
extended dictionary and larger language model, obtained from the additional ICSI
and Fisher corpora.
Since DA recognition needs both accurate segmentation and cl ssification, we
combined theFLM and iFLM, resulting in a hybrid approach which combines the
two models at the decoding level. The segmentation error rates of thehybridsystem
are slightly higher than those provided by theiFLM approach, and the tagging error


















































































































































































































































































































Figure 7.5: DA class based precision/recall metrics for the automatic DA tagging task
on reference orthographic annotation and two versions of the ASR output. The 15
classes are sorted by their relative frequency in the AMI corpus (table 3.4), ranging
from inform 26.6% (on the left) to be-negative 0.07% (on the right).
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rate is slightly higher than theFLM approach, but on the joint recognition task,
which involves both classification and segmentation, thehybrid provides the lowest
errors.
Compared with the reference transcription, the automatically produced tran-
scriptions,ASRAS and ASRMS, result in increased error rates for DA tagging,
segmentation and recognition. For tagging, theASRAS system results in an in-
creased CER of about 11% absolute, similar to that recorded onthe ICSI tagging
task (Dielmann and Renals, 2007c). Since the automatic DA segmentation strongly
relies on the lexical content, a similar degradation can also be observed on DA
segmentation metrics. TheiFLM andHybrid test conditions are less severely af-
fected, suggesting that the larger language model results in a greater tolerance to-
ward ASR inaccuracies. The full DA recognition task, representing a trade off be-
tween segmentation and classification, leads to an increasein th NIST-SU recog-
nition metric by about 10% oniFLM andHybrid setups and by 20% on the baseline
FLM experiment.
However, the 12% of segments that are deleted in theASRAStranscription have
an effect on the DA recognition results. In order to quantifythis degradation, we
compared theASRAS with the ASRMS transcriptions which have an increased
overall WER, but a reduced number of utterance deletions. Despite its higher WER,
ASRMSperforms slightly better thanASRASon the isolated DA tagging task, al-
though the lenient metric suggests that the situation is actually inverted when the DA
classification is carried out as part of the joint DA recognitio . Because of the lower
number of deleted segments,ASRMSoutperformsASRASon the DA segmentation
sub-task using both theFLM andiFLM systems. A similar discourse applies to the
overall recognition performances on the baselineFLM setup. Thanks to the more
ASR tolerant interpolated FLM and to the improvedASRAStranscription quality,
which leads to better dynamic classification performances (L nient metric),ASRAS
offers a slightly improved DA recognition overASRMSon bothiFLM andHybrid
setups.
An example of the automatic DA recognition output (using thehybrid approach)
is shown in figure 7.6. The reference manually annotated DA units (bold text) have
been aligned to the automatic DA recogniser output producedsing both the refer-
ence transcription (plain text) and theASRASoutput (italic text). An excerpt rich
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in interactions has been chosen for this example even if thisoften results in more
ASR errors, because of overlapping speech and cross-talk between microphones,
and thus in a lower DA recognition accuracy. The excerpt in figure 7.6 forms only
an intuitive impression about the agreement between automatic DA recognition and
manual DA annotation. More precisely, the agreement between hybrid FLM+iFLM
DA recognition and reference DA annotation is given by:k = 0.54 (REF), k = 0.45
(ASRMS), andk = 0.48 (ASRAS). Note that the human inter-annotator agreement
for the 15 DA AMI task is in the rangek = 0.83−0.89 (section 3.2.3). DA recogni-
tion experiments on the AMI training set, reported in table 7.9, provide error rates
proportional to those reported on the test set (table 7.7). In this case the agreement
between hybrid approach and reference DA annotation is about k = 0.79 (REF),
k = 0.56 (ASRMS), andk = 0.62 (ASRAS); a result still below the human inter-
annotator agreement.
The switching DBN architecture generates both word sequences, using language
models, and sequences of continuous prosodic features (using GMMs). We have
performed a set of experiments to analyse the effect of the prosodic features. Table
7.8 gives tagging, segmentation and recognition results for themanual, ASRMSand
ASRAStranscriptions, using a model that does not include the continuous prosodic
features. The prosodic features do not contribute to the tagging task, hence the
results in this case are unchanged. For the segmentation andrecognition tasks it can
be seen that removing the prosodic features results in a substantial increase in all
the error rates, with the exception of the Lenient error metric.
7.8 Discriminative re-classification of joint recogni-
tion output
The use of high performances static discriminative classifier to re-rank the output
of sequential generative models has proven to be an effective technique in domains
such as probabilistic parsing and statistical machine translation. In probabilistic
parsing, a generative model estimates a list of parse hypotheses for each input sen-
tence, then an additional discriminative model is used to rerank them (Collins, 2000;
Collins and Koo, 2005; Koo and Collins, 2005). In statistical mchine translation a
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7.8. Discriminative re-classification of joint recognition output 173
similar approach could be used to rerank n-best lists of candid te translations (Shen
et al., 2004).
Discriminative approaches have also been used to correct (or validate) the ASR
transcription produced by a generative HMM system. SupportVector Machines
trained on features related to the acoustics are used by Venkataramani et al. (2007)
to disambiguate confusable word pairs. In another application of static reranking
of LVCSR n-best hypotheses, additional phonetic, lexical, syntactic and seman-
tic knowledge were used to discriminate between multiple recognition hypotheses
(Balakrishna et al., 2006).
This is an attractive approach for several reasons. First, since it is a post-
processing method it may be applied to any preexisting system leaving it unaltered.
Second, directly discriminant approaches explicitly optimise an error rate criterion,
while exploiting temporal boundaries and recognition candidates estimated by the
generative model. Finally, it is possible to add features tothe joint recognition
system, with the possibility of lower computational overhead.
We have applied discriminative re-ranking to automatic DA recognition, post-
processing the output of theiFLM system with a static discriminative classifier
based on Conditional Random Fields (Lafferty et al., 2001). CRF are undirected
graphical models globally conditioned on arbitrary long observation sequences.
They are frequently used with a simplifiedlinear chaintopology (first-order CRF)
which can be interpreted as a generalisation of HMMs. HMMs are generative
models aimed at modelling the joint probability between observation and label se-
quences. Ideally the training of a generative model would requir to enumerate
every possible observation sequence, easily leading to an intractable problem. How-
ever in a HMM the observation at a given instant (i.e. the emission probabilities)
is assumed to depend only on the current state. CRFs, aiming at modelling condi-
tional probabilities over label sequences given a particular observation sequence, do
not make specific (and often unwarranted) assumptions on theobs rvations, allow-
ing to model long-range dependencies of the observations and multiple interacting
features. Moreover CRFs are trained discriminatively, i.e. each class is trained com-
peting against all the other classes, and discriminative models for multiple classes
are simultaneously trained. Since CRFs are discriminativelytrained to maximise the
conditional likelihood of a given training sequence and avoid unwarranted assump-
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Recognition Reference ASR manual ASR automatic
metrics transcription segmentation segmentation
NIST-SU 59.3 (71.3) 72.6 (85.9) 71.8 (81.2)
DER 46.7 (51.9) 58.0 (62.5) 60.0 (64.1)
Strict 54.5 (62.1) 61.2 (68.5) 58.2 (64.7)
Lenient 36.5 (42.2) 43.2 (48.3) 41.7 (46.9)
Table 7.10: AMI DA recognition error rates (%) of a CRF based re-classification
system without the use of discretised prosodic features. Best prior recognition per-
formances using the hybrid approach have been reported in brackets.
Recognition Reference ASR manual ASR automatic
metrics transcription segmentation segmentation
NIST-SU 59.2 (71.3) 70.3 (85.9) 71.3 (81.2)
DER 46.7 (51.9) 56.1 (62.5) 59.7 (64.1)
Strict 54.2 (62.1) 59.3 (68.5) 57.4 (64.7)
Lenient 36.0 (42.2) 40.6 (48.3) 40.5 (46.9)
Table 7.11: AMI DA recognition error rates (%) of a CRF based re-classification
system using lexical and prosodic features.
tions over the observations, they offer improved discrimination and a better support
of correlated features. Moreover during CRF decoding the classification decision is
taken globally over the entire sequence and not locally on a si gle observation.
The linear chain CRF has been used to associate DA labels with the best seg-
mentations provided by the switching DBN. The prosodic features that we used in
the generative model (with the exception of F0 variance) were discretised and used
in conjunction with the lexical information during the CRF re-labeling process, im-
plemented with CRF++7.
Tables 7.11 and 7.10 report the recognition performances8 after discriminative
re-classification, respectively with and without the adoption of discretised prosodic
features. The improvement is consistent on all the transcription conditions and on
7Available from:http://crfpp.sourceforge.net/
8Discriminative CRF re-classification outputs showed a significant difference (at levelp= 0.001
according to the MAPSSWE test) when compared to the inputiFLM DA sequences.
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all the evaluation metrics, with reduction of 5–12% absolute.
This improvement is mainly due to the discriminative use of the lexical content;
the comparison between table 7.10 and 7.11 shows that prosodic features provide
a marginal contribution of less than: 0.5% on reference transcriptions, 2.6% on
ASRMS, and 1.2% onASRAS. This confirms that acoustics related features can
help to discriminate between DA units with similar lexical realisations, but word
identities play a more central role in DA classification. Theexperiments reported
in table 7.8 show that prosodic related features have a more substantial impact on
the segmentation task, confirming the intuition behind exploiting the prosodic infor-
mation in the switching DBN approach only for segmentation. This approximation
also helped to reduce the model’s complexity.
7.9 Discussion
We have presented a framework for the automatic recognitionof dialogue acts in
multiparty conversations. DA recognition experiments were carried out on the AMI
meeting corpus using a dictionary of 15 DA classes tailored for decision making
meetings, and on the ICSI corpus using a more generic set of 5 DAclasses. The
system that we have presented employs a generative probabilistic approach imple-
mented through the integration of a heterogeneous set of technologies: six con-
tinuous prosodic features extracted from the lexical and prosodic content facilitate
the segmentation process; a trigram discourse language modl estimated from ob-
served sequences of DAs; a factored language model interpolated using multiple
conversational data resources, used in conjunction with a plain FLM trained solely
on in-domain data; and a switching DBN model with two alternating topologies,
which coordinates the joint DA segmentation and classificaton task by integrating
the available resources. Multiple concurrent DA segmentation and classification
hypotheses are evaluated by this joint DA recogniser, enabling the investigation of a
larger search space compared with a two-step sequential segmentation-classification
approach.
Three experimental systems were investigated based on a simple FLM, an in-
terpolated FLM, or hybrid using both. The simple FLM trainedonly on data from
the target AMI corpus offers the most accurate DA classificaton. However the in-
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terpolated FLM, thanks to its richer dictionary and language model, reduces the
number of segmentation errors by a factor of 2–3, at the cost of a slightly degraded
DA classification accuracy. A hybrid approach, using both FLMs, allows a trade off
between segmentation and classification, to improve the overall r cognition accu-
racy. Experiments on AMI data using each of the three systemson hand-transcribed
and two kinds of automatically transcribed data, showed that these systems gener-
alise well to automatic imperfect transcriptions. A further significant improvement
in the recognition accuracy, of 5–12%, was obtained using a discriminative DA
re-classification process based on conditional random fields.
The degradation when moving from manual transcriptions to the output of a
speech recogniser is less than 15% absolute for most tasks and metrics. Our exper-
iments indicate that it is possible to perform automatic segm ntation into DA units
with a relatively low error rate, altough the system tends toover-segment (i.e. fur-
ther subdvide the manually annotated reference segments, dtecting a larger number
of shorter DA units). However the operations of tagging and recognition into fifteen
imbalanced DA categories have a relatively high error rate,ev n after discriminative
reclassification, indicating that this remains a challenging task with a large potential
for improvement (section 3.2.3). As the first complete set ofjoint DA recognition
experiments reported on the AMI meetings, these experiments can also provide a
baseline reference system for future work on this corpus.
Chapter 8
Improvements to Dialogue Act
recognition
8.1 Introduction
The automatic system for the joint dialogue act recognitionoutlined in chapter 7 has
successfully fulfilled its objectives achieving good recognition accuracies. However
there is scope for improvement, and in this chapter we will present some enhance-
ments to the switching DBN dialogue act recogniser.
Section 8.2 is concerned with the AMI joint DA recognition task, reporting on
a novel set of experiments based on 4 broad DA categories obtained merging the
original 15 DA classes. Moreover a procedure to improve DA classification by
learning discriminative Factored Language Models will be proposed in section 8.3.
8.2 Further experiments on Dialogue Act recognition
Joint dialogue act segmentation and classification of the AMI meeting corpus was
performed through an integrated framework based on a switching dynamic Bayesian
network (section 7.6), discriminative conditional randomfields based reclassifica-
tion (section 7.8), and a set of continuous features and langu ge models. The initial
recognition experiments (sections 7.7.4 and 7.8) were based on a dictionary of 15
AMI DA classes tailored for group decision-making (section3.2.3).
In section 8.2.1 we will outline some further DA recognitionexperiments us-
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ing a reduced set of 4 broad DA classes. We will initially compare two approaches:
training “from scratch” a new Switching DBN model using the reduced tag-set (sec-
tion 8.2.2), and converting the output of the 15 DA SwitchingDBN system to 4
categories (section 8.2.3). In section 8.2.4, we will investigate the discriminative
reclassification of both system outputs.
8.2.1 Joint Dialogue Act recognition using four broad DA cat e-
gories
Dialogue Act annotation schemes often include a fairly large number of classes or
rich hierarchical structures. The AMI annotation scheme (section 3.2.3) includes 15
specific DA classes; the ICSI MRDA scheme (section 3.2.2) and the Switchboard
DAMSL scheme (section 3.2.4) constitute examples of the latt r case. These large
annotation schemes can be then reduced by merging together similar categories or
by accounting only for the highest level of the DA hierarchy (section 3.2.2). The
idea is to annotate the data with the richest possible scheme1 and to reduce the
number of classes according to the application domain. Thisallows an unlimited
number of “virtual annotation schemes” to be dynamically built without the need
of reannotating all the data. Note that type and number of DA classes required by
each application (section 6.3) depend on the final application purpose, the overall
accuracy of the DA recogniser, and the resulting joint performance of the fully
automated system.
In this section we present some additional DA recognition experiments per-
formed on the AMI corpus using a reduced number of DA categoris. Early ex-
periments of Hsueh and Moore (2007a,b) on automatic decision detection in con-
versational speech, suggested that replacing the 15 AMI DA classes with a reduced
number of broader DA classes can improve decision detection. DA labels provide
supporting evidence during the decision detection process, and are thus adopted as
contextual features for a maximum entropy classifier. However not all the 15 la-
bels play the same role on this task (Hsueh and Moore, 2007b):stall and fragment
DAs tend to precede or follow decision making segments; elicit type DAs precede
and follow non decision making sentences; decisions are morfrequent within in-
1Although the trade-off between annotation costs and annotation ccuracy needs to be carefully
evaluated case by case.
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Category AMI DA classes Proportion %
Category 1 backchannel(17.6%) 36.9
No speaker intention stall (6.3%)
fragment(13.0%)
Category 2 inform (26.6%) 50.8
suggest(7.5%)
assess(16.7%)
Category 3 elicit inform (3.4%) 5.8
Elicit classes elicit offer or suggestion(0.5%)
elicit assessment(1.7%)
elicit comment understanding(0.2%)
Category 4 offer (1.2%) 6.7




Table 8.1: Four broad Dialogue Act categories obtained by merging the fifteen spe-
cialised AMI DA classes, with the percentage of DAs in each category.
form and suggest DAs. Therefore it is reasonable to cluster together the DA types
which provide similar cues. Following these considerations, the original 15 AMI
DA classes shown in table 3.4 can be grouped into a new set of 4 broad DA cate-
gories targeted on the automatic decision detection task. Table 8.1 shows the new
4 broad DA categories obtained by merging all DAs unrelated to specific speaker
intentions (backchannel, stall, and fragment), by grouping information exchange
DAs, forming a single class for elicit type DAs, and assigninall the remaining
classes to a forth group.
The resulting 4 categories are unevenly distributed: information exchange ac-
counts for more than half of the data, and elicit type DAs represent only 5.8% of the
total number of DAs. Since the automatic mapping from 15 classes to 4 broad cate-
gories concerns only the DA labels but not their temporal segmentation, the original
15 DA manually annotated segmentation is preserved, thus both annotation schemes
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Boundaries between different DA labels
Figure 8.1: Dialogue act boundaries between units annotated with the same label:
distribution using the 15 DA classes annotation scheme.
result in sharing the same segmentation. Note that adjacentsegments are allowed
to share the same DA label, observing for example two consecutiv but indepen-
dent “inform” DAs (15 classes case) or two consecutive elicit types (4 classes case).
However reducing the number of classes from 15 to 4 increasesthe percentage of
adjacent segments annotated with the same label. This is clearly evident comparing
figures 8.1 and 8.2: using the original 15 classes annotationscheme only, 23.5%
of the DA boundaries occur between DA units with the same label (figure 8.1); in-
troducing the 4 categories scheme, more than 44% of the DA boundaries involve
DA segments belonging to the same DA category (figure 8.2). Since “inform”,
“suggest”, and “assess” frequently appear on both sides of aDA boundary, merging
these 3 classes into the new “DA category 2” intensifies this penomenon.
Three sets of automatic DA recognition experiments were performed on the
AMI corpus using the new 4 broad DA categories. A new switching DBN system
was trained from scratch and tested using the 4 DA reduced scheme (section 8.2.2).
In a second experiment we converted the 15 classes recognition output obtained
from the system of section 7.7.4 into 4 broad classes (section 8.2.2). Finally the
best automatic DA segmentation is re-tagged using a Conditioal Random Field
classifier trained on 4 classes (section 8.2.4). Note that all experiments were per-
formed both on orthographic reference transcriptions and on the fully automatic
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Boundaries between different DA labels
Figure 8.2: Dialogue act boundaries between units annotated with the same label:
distribution using the 4 DA categories annotation scheme.
ASR output.
8.2.2 Switching DBN model trained on four broad DA categorie s
Similarly to section 7.7.4 we have used the switching DBN model for DA tagging,
segmentation, and recognition adopting the same three language model configura-
tions outlined in section 7.5.3: baseline FLM (FLM), interpolated FLM (iFLM), and
a hybrid approach with the baseline and the interpolated FLM combined at decod-
ing time. However the new system was trained using just four broad DA categories
and tested both on reference and fully automatic orthographic transcriptions.
Error rates for the three tasks (DA tagging, segmentation, and recognition) using
the three language model configurations and the two transcription conditions are
reported in table 8.22.
Comparing the 15 class system (table 7.7) to the 4 class approach (table 8.2)
it is evident that the reduced number of DA classes results ina significant abso-
lute improvement on the Classification Error Rate: about 18% onboth transcription
conditions and independently from the language model configuration. Class based
precision and recall metrics for the 4 DA category tagging task are reported in figure
2MAPSSWE significance testing showed significant differencesat level p = 0.001 between all
the three systems.




























































































































































































































































































































































































































































































































































































Figure 8.3: Precision/recall metrics for the automatic DA tagging task on reference
orthographic annotation and ASR AS output using 4 broad DA categories.
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8.3. The classifier performs better on the two most frequent categories, showing the
highest recall forCategory 1andCategory 2. This once again suggests that DA tag-
ging is heavily influenced by the prior distribution of the classes. Not surprisingly
precision and recall estimated using 4 broad DA categories ahigher than those
observed on 15 classes (figure 7.5).
Similarly to what has been previously observed using 15 classes, the baseline
FLM offers better classification performances than the interpolated FLM and the
hybrid approaches. However interpolating the FLM on additional data resources has
a positive effect on all the segmentation metrics, and the hybrid system offers the
best DA recognition performances even with 4 broad DA categori s. This behaviour
is also evident performing DA segmentation and recognitionon the training data
(table 8.3): interpolated FLM and hybrid approach scored the lowest error rates
on the training set. Moreover a smaller DA dictionary resulted in an improved fit
between statistical models and training data: this can be obs rved comparing the
training set recognition error rates using 4 broad DA classes (table 8.3) and 15 DA
labels (table 7.9).
Although theiFLM and thehybrid configurations achieved similar DA segmen-
tation performances using 15 or 4 DA categories, the baseline FLM model seems
to be more favorable toward 15 classes. The new segmentationobtained using a
system trained on just 4 broad DA categories rather than 15 classes shows:
• 2% more false-alarms (DA boundaries wrongly inserted within a single DA
unit);
• a decrease of about 14% in the number of correctly detected DAboundaries;
• 14% more missed boundaries (adjacent DA units which are erron ously merged
together).
Using 15 classes 24.6% of the missed boundaries were associated to adjacent DAs
with the same label, this percentage rises to 44.2% when the bas lineFLM con-
figuration is applied to 4 broad DA categories. This is related to the fact that the
reference segmentation has been manually annotated using 15 classes, and the au-
tomatic mapping from 15 to 4 categories increases the numberof adjacent DA units
with the same labelling (section 8.2.1). These boundaries ar more likely to be
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missed, since there is less supporting evidence for a DA boundary, and the two
consecutive segments of the same kind can be easily confusedor a single longer
DA unit. However the adoption of an interpolated FLM seems toaddress this issue
effectively providing similar segmentation performancesboth using 15 and 4 DA
categories.
This phenomenon is also evident on joint DA recognition performances: the
highest recognition error rates are observed using the baseline FLM system;iFLM
shows a consistent improvement overFLM; and thehybrid configuration sets the
best trade-off between segmentation and classification.
8.2.3 Converting the 15 classes DA recognition output into 4 cat-
egories
The rule based mapping from 15 classes to 4 broad DA categories utlined in table
8.1 can also be applied to the automatically recognised DA units obtained using
the 15 DA classes system discussed in section 7.7.4. Meetings are thus segmented
and tagged using the extensive dictionary containing all the 15 symbols, then each
recognised DA label is automatically mapped into one of the 4broad DA categories.
Table 8.4 shows DA tagging, segmentation, and recognition error rates after
this post-recognition conversion process. Note that the automatically detected DA
boundaries are left unchanged during the conversion process, thus all the segmen-
tation results scored using the original 15 DA system (table7.7) are valid even
after the conversion to 4 DA categories (table 8.4). The post-recognition conversion
approach (table 8.4) achieves similar performances to the switching DBN model
trained on 4 categories (table 8.2). However a close comparison leads to several
observations:
• the post recognition mapping has a positive outcome on DA classification,
with the exception of the baselineFLM system configuration;
• the automatic segmentation provided by the 15 DAFLM system is exempt
from some conversion side effects, i.e. the increased number of adjacent seg-
ments with the same label (section 8.2.1);
• the improved segmentation granted by theFLM setup is also evident on the
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Recognition Reference ASR automatic
metrics transcription segmentation
NIST-SU 46.6 (51.7) 57.7 (62.1)
DER 33.9 (38.8) 45.7 (51.9)
Strict 39.7 (47.7) 40.7 (51.1)
Lenient 15.5 (17.8) 17.9 (21.5)
Table 8.5: DA recognition error rates (%) of the CRF based re-classification applied
to the 4 classes DA recogniser outlined in section 8.2.2. Best prior recognition per-
formances using the hybrid approach of table 8.2 have been reported in brackets.
overallFLM recognition performances;
• on all 3 configurations (FLM, iFLM, andhybrid), a post-recognition conver-
sion provides slightly improved performances than naı̈ve 4 classes DA recog-
nition.
Running a switching DBN system using 15 DA classes and convertig its recog-
nition output to 4 broad DA categories is practical and effectiv . It is also reasonable
to expect that this behaviour is generalisable and can be obsrved on similar map-
pings from 15 classes to a reduced set of categories. Moreover the discriminative
reclassification techniques proposed in section 7.8 can be adapted to 4 categories,
further improving the overall recognition accuracy.
8.2.4 Re-classification using four broad DA categories
The use of a Conditional Random Field static discriminative classifier to re-estimate
the output of a joint generative DA recogniser has been discussed in section 7.8,
proving to be effective on the 15 AMI DA task.
This approach can be similarly applied to the output of the naı̈ve 4 classes DA
recogniser outlined in section 8.2.2. A linear chain CRF, trained on discretised
prosodic features and on word identities, can be used to associ te DA labels drawn
from the dictionary of 4 broad DA categories to the best segmentation output pro-
vided by the switching DBN of section 8.2.2. Table 8.5 reportsthe recognition
performances using 4 broad categories after discriminative re-classification. The
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Recognition Reference ASR automatic
metrics transcription segmentation
NIST-SU 42.5 (52.8) 53.9 (62.6)
DER 33.2 (37.3) 44.8 (49.0)
Strict 39.3 (47.5) 39.8 (47.8)
Lenient 13.1 (17.1) 15.6 (20.2)
Table 8.6: DA recognition error rates (%) of the CRF based re-classification applied
to the 4 classes post-recognition conversion outlined in section 8.2.3. Best prior
recognition performances have been reported in brackets.
best segmentation obtained using theiFLM setup in table 8.2 has been re-classified
using a linear CRF trained on 4 DA categories; a consistent improvement3 can be
observed on all the evaluation metrics, yielding an absolute reduction in the range
of 2–10%.
The same 4 DA categories re-classification process can be applied to the best
15 DA segmentation obtained using the switching DBN recogniser of section 7.7.4
(iFLM configuration of tables 7.7 and 8.4). Table 8.6 shows the recogniti n perfor-
mances achieved following this procedure. Similarly to theprevious re-classification
experiment, discriminative re-classification resulted inan absolute reduction of 4–
10% according to the recognition metric.
DA segmentation using a switching DBN targeted on 15 classes,followed by
CRF based re-classification using just 4 categories, providesthe best performances
on the AMI 4 broad DA recognition task.
8.3 Discriminative Factored Language Models
FLMs were adopted by the switching DBN DA recognition system outlined in chap-
ter 7 to relate word identities and DA labels, thus learning the relationships between
sentences and their enclosing dialogue act labels. The resulting FLMs are directly
responsible for the tagging accuracy of the whole DA recogniser, and their ability to
discriminate between different DA labels is the main objectiv function that needs
3Similarly to section 7.8, baseline generative DA recognitio and discriminative CRF re-
classification showed significant differences at levelp = 0.001 according to the MAPSSWE test.
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to be optimised (section 7.5.2).
Being interested in improving the overall DA classification accuracy, a proce-
dure to construct more discriminative FLMs has been investigated. This method
stems from the conventional FLM training procedure adoptedin chapter 7. The
training material is preventively processed estimating n-gram counts for each bun-
dle of factors defined by the FLM topology. Then, instead of directly building
the language model from these estimates, the n-gram counts are rescored favoring
those which lead to positive DA classifications and penalising all the n-gram counts
responsible for DA tagging errors. The aim of this rescoringstep is to improve
the discrimination between different DA labels, thus developing novel Discrimina-
tive Factored Language Models. The discriminative FLM training is implemented
through an iterative procedure based on 3 steps:
1. DA classification hypotheses generation: the training dataset is classified in
term of DAs using the FLM learned during the previous iteration cycle and
the SRILM based DA classifier outlined in section 7.5.2;
2. n-gram counts rescoring: counts responsible for correctDA predictions are
enhanced and wrong classifications penalised;
3. FLM generation: a FLM is built from the rescored counts.
A conventionally trained FLM is used to bootstrap this iteraive method, and the
recursive process is stopped when the DA classification error rate estimated on the
development set converges to a stable value (no significant improvements are ob-
served).
The experimental DA classification results, achieved usingthis discriminative
approach, are reported in table 8.7. The first two rows show the classification error
rate on the 5 broad DA ICSI task, both using reference and automatic orthographic
transcriptions. The highest improvement over the baselinemodel is observed af-
ter a single iteration, and the discriminative FLM is responsible for an absolute
improvement between 0.7% and 1.3%. Similarly the last two rows investigate dis-
criminative FLM training in the context of the AMI 15 DA tagging task. An absolute
improvement of 1.3% is observed on the reference transcription condition, after two
discriminative training iterations. The ASR test condition benefits from a smaller
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Discriminative Factored Language Model
CorpusTranscription FLM 1st iteration2nd iteration3rd iteration4th iteration
ICSI Reference 29.1 28.4 28.5 28.4 28.5
ICSI ASR 38.1 36.8 36.8 36.8 36.8
AMI Reference 47.7 46.5 46.4 46.4 46.4
AMI ASR AS 59.7 58.7 58.7 58.7 58.7
Table 8.7: DA tagging error rate (%) on the ICSI and AMI meeting corpora using the
Discriminative Factored Language Model alone. Results are reported after the first
3 iterations of discriminative training (both using reference and automatic transcrip-
tions) and compared to the baseline FLM.
improvement of 1% absolute. Note that all the DA classification results reported
on table 8.7 were obtained employing the same experimental setup introduced in
section 7.5.2.
Discriminative FLMs are thus responsible for an absolute improvement of about
1% in terms of DA classification error rate. Moreover this improvement is usually
observed after less than 3 iteration cycles of discriminative training.
8.4 Discussion
In this chapter we have outlined some experimental dialogueact recognition results
using a reduced AMI DA annotation scheme based on 4 broad categories instead
of 15 DA classes. The switching DBN DA recogniser, presented in chapter 7, was
effective even on this novel task, further validating this approach which had already
scored positive results both on the ICSI 5 broad DA task (section 7.7.3) and on
the original AMI 15 DA task (section 7.7.4). Moreover in section 8.3 an improved
training procedure for the factored language models has been outlined. The re-
sulting Discriminative FLMs improved the DA classificationaccuracy by about 1%
absolute both on automatic and reference orthographic transc iptions.
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There is space for further enhancements and the dialogue actr cogniser can be
improved in order to operate in real-time under strict latency constraints, facilitating
automatic online meeting structuring. In section 6.3 we presented several applica-
tions which can benefit from dialogue act recognition, such as topic detection and
tracking, summarisation, decision detection, and automatic speech recognition. The
adoption of application-specific DA related features, liketh 4 broad DA categories
targeted on topic detection presented in section 8.2.1, canbe i vestigated in other
relevant domains such as speaker addressing (Jovanovic et al., 2006).
Chapter 9
Conclusions
Multi-party meetings are a natural form of interaction in which different subjects
share their thoughts, decisions, and ideas following an ageda and trying to fulfill a
set of concurrent tasks. Meetings are sociological events,in which a large amount
of information is generated and shared between a group of partici nts. Therefore
an automated system to capture, store, structure and index me tings, is useful to:
• spread knowledge between people who have missed the meeting
• preserve meeting contents, avoiding confusions and omission , enabling meet-
ing participants to recall details
• facilitate remote meeting participation
• understand the structure of meetings in terms of temporal evolution, decision
taking process, and topic structure.
We can simply capture meeting contents, through multi-perspective and multi-channel
audio-video recordings. However, without further analysis, the semantic content of
the meeting remains locked in an intractable low-level multi odal data stream. Or-
thographic transcription of speech in meetings representsa further step in this task.
Meetings are a case of spontaneous human interaction, and their transcriptions tend
to be redundant and only partially able to highlight the underlying meeting struc-
ture. The automatic structuring of meetings is a complex task that intersects many
research areas, including automatic speech recognition, gesture recognition, topic
segmentation, and emotion detection. Our goal was to develop a general purpose
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framework to structure meetings detecting both individualintentions and group so-
cial interactions.
Meeting participants not only show individual behaviours,but also take part in a
more general group behaviour. We were both interested in analysi g such collective
behaviour and in studying how conversations progress across time. Our aim was to
develop an automatic approach to highlight when the group isdiscussing a topic
or taking some notes, or when an individual meeting participant is reporting to the
group, facilitating his presentation by using a white-board, or showing some slides.
We also investigated the automatic structuring of a conversation, developing an in-
frastructure to recognise the atomic building blocks of a dialogue such as questions,
statements, acknowledgments, and offers.
9.1 Summary
Two similar tasks were addressed in this thesis: automatic meeting segmentation
using a dictionary of five group meeting actions, and automatic structuring of mul-
tiparty conversations in terms of dialogue acts.
9.1.1 Group meeting action recognition
The first task is concerned with the automatic segmentation of meetings into a se-
quence of meeting actions or phases, such as monologue, dialogue, note-taking,
presentation and presentation at the whiteboard. We investgated the automatic
recognition of meeting actions which involve the whole group and are indepen-
dent from who is attending the meeting. Thus we need to identify the set of clues
in both individual and group behaviours, and to highlight repetitive patterns in the
communicative process. These may then be integrated into the abstract concept of
meeting actions. We adopted a statistical approach based onfour feature families
and a Bayesian network infrastructure. Three multimodal featur vectors related to
prosody and lexical content, speech, and visual activity were extracted from the raw
audio-video recordings. Denoised estimates of F0, syllabic rate of speech, speech
signal energy, and the output of a monologue/dialogue discriminator constituted the
first feature vector. The second stream of features includeda combination of 6 loca-
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tion based speech activities over the past 3 frames, aiming at capturing the speaker
turn taking dynamic. Head and hand average motion intensityand direction formed
the third data stream.
Meeting action recognition experiments were performed on the M4 corpus (sec-
tion 3.2.1), a collection of short multiparty meetings, consisting of more than five
hours of audio-video recordings. Preliminary experimentsusing a baseline hidden
Markov model showed that speaker turn features provide the highest percentage
of correctly recognised actions, followed by lexical, prosodic, and visual features.
Early combination of the 4 feature families into a single observation vector also
proved to be effective, suggesting a complementarity betwen different modalities.
The 4 feature families were reduced to 3 feature streams by combining prosodic
and lexical features. Then these 3 observation sequences wer separately modelled
through a multistream DBN approach. In this hierarchical infrastructure each fea-
ture stream is processed independently by the lowest layer of the model, and the
partial information is integrated by the upper stage of the model. Compared to a
baseline HMM, this technique models each feature stream individually, providing
an improved control over the state-space, and allowing the model to encompass
complex interdependences between different modalities. This approach also avoids
an early integration of the 3 observation streams, delayingthe information integra-
tion point to the last stage of the processing. Investigations using mixed integration
points were also conducted (section 5.4.5). We also explored th use of a counter
structure, this extension to the model aims to explicitly model state durations in
order to constrain the number of action transitions.
The proposed multistream DBN architecture showed a significat improvement
over a baseline HMM, with the multistream approach attaining a accuracy of
89.1% and producing an error rate of 12.2%. The multistream architecture was
also validated on 3 independent feature setups (section 5.5): a subset of our feature
collection, and two independent feature sets provided by IDIAP and Technische
Universiẗat München research institutes. The proposed DBN model achievedgoo
recognition accuracies on all the 3 feature setups, provingits flexibility toward dif-
ferent feature sets, and suggesting that this is a principled approach to integrate
multiple feature streams.
The output of the meeting action recogniser can be used to facilitate information
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extraction tasks such as topic detection and tracking, automatic summarisation, or
even to improve automatic speech recognition by explicitlymodelling the current
communicative context. Applications such as audio-visualmmarisation–the edit-
ing of raw meeting recordings to create a nice looking meeting summary–can also
be investigated. Moreover the proposed set of 5 group meeting actions is only one
of the possible dictionaries which could be used to highlight the meeting structure.
McGrath (1991) proposed to codify meetings using a dictionary of 12 high-level
symbols resulting from the combination between four modes of activity (inception,
problem solving, conflict resolution and execution) and three functions (production,
well-being and member support). This is a highly refined general-purpose categori-
sation which could provide further valuable insights on themeeting structure.
9.1.2 Dialogue act recognition
Our second task consisted in developing a framework for the automatic recognition
of dialogue acts in multiparty conversations. Dialogue acts represent the function
that utterances serve in a conversation and aim to capture the intentions of a single
speaker. A DA annotation scheme provides a set of disjoint classes that may be used
to label every possible conversational act. Our DA recognitio experiments con-
centrated on three tasks: recognition of 5 broad DA categoris on the ICSI meeting
corpus (section 3.2.2), 15 DA classes tailored to the AMI scenario meetings (section
3.2.3), and 4 broad DA categories obtained from the original15 AMI DA classes
(section 8.2.1).
We focused on the joint DA recognition task, developing a system able to per-
form DA segmentation and classification in parallel. Our approach is based on the
integration of a heterogeneous set of resources through a specialised switching DBN
infrastructure. Similarly to the meeting action recognition task, a set of prosody
related features, such as pitch, energy, word length, paused ration, and word in-
formativeness, were extracted from the audio recordings. These features aimed
at facilitating the DA segmentation process. An initial setof experiments based
on the ICSI corpus (section 7.7.3) showed the impact of prosodic features on DA
recognition, highlighting the effectiveness of pauses fora correct DA segmentation.
Further experiments, conducted on the 15 DA AMI task, removing the prosodic
observations, confirmed the importance of these continuousfeatures.
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A trigram discourse language model, trained on manually annotated DA units
from the training dataset, was adopted to estimate the probability of a given se-
quence of DA labels. A factored language model, based on wordidentities, word
position, and DA labels, was adopted to implement the mapping from DA labels to
word sequences. The 3 factors employed by the FLM were chosenaft r some pre-
liminary DA classification experiments using the FLM alone (s ction 7.5.2). The
principal function of the FLM is to perform DA classification. However, thanks
to the switching DBN framework, DA segmentation and classification are jointly
optimised: our system selects the most likely sequence of labelled DA units among
multiple segmentation hypotheses. In order to train the FLMon a larger set of
examples, obtaining a richer vocabulary and improved n-gram counts, we investi-
gated the interpolation of multiple FLMs trained on additional conversational data
resources. For example the ICSI and Fisher corpora (section 3.2.4) were adopted to
enrich the FLM used to classify AMI DA units. Since the DA annotation in terms
of the 15 AMI DA classes is currently not available for the ICSIand Fisher corpora,
these additional data resources were artificially annotated labeling every sentence
with all the 15 possible DA labels in the AMI DA annotation scheme. This proce-
dure allowed to exploit large unannotated data resources toxtent the original FLM,
and can be extended to similar text segmentation tasks.
Continuous features, discourse model, plain FLM, and interpolated FLM, were
integrated through a modular switching DBN infrastructure.This statistical mo-
del coordinates the joint DA recognition task, evaluating multiple segmentation and
classification hypotheses. Therefore a joint approach allows to explore a larger
search space if compared to a sequential system, where a single egmentation hy-
pothesis is evaluated.
Numerical experiments were performed both on the ICSI and AMImeetings us-
ing three FLM configurations: a plain FLM trained on in-domain data, a weighted
interpolated FLM trained on additional conversational resources, and a hybrid setup
combining both FLMs during decoding. The plain FLM offered the most accurate
DA classification. The interpolated FLM resulted in a slightly reduced tagging ac-
curacy and a considerable improvement in segmentation accuracy, with the number
of DA segmentation errors being halved. Since the baseline FLM offered a good
tagging error rate and the interpolated FLM provided an excellent segmentation,
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their combination helped integrating these complementarystrengths. The resulting
hybrid configuration had average tagging and segmentation performances, but also
provided the best DA recognition output. These behaviours were observed on all
the three DA recognition tasks (5 ICSI DA categories, 15 AMI DAclasses, and
4 AMI DA categories) both using reference and automatic transcriptions. Results
on automatically transcribed data showed that the proposedarchitecture generalises
well to imperfect transcriptions, with less than 15% of degradation for most task
and metrics. The switching DBN framework proved to be a principled and effec-
tive approach to integrate multiple language models and data streams. Recognition
performances on the 5 DA ICSI task suggested that our switching DBN approach
constitutes a competitive framework for the joint DA recognitio , performing well
in comparison with the state of the art (Zimmermann et al., 2006b). Discriminative
reclassification of the best segmentation hypotheses, using a conditional random
field DA classifier, resulted in a further absolute reductionof 4-12% on the DA
recognition error rates. However automatic DA recognition, with its strict evalua-
tion procedures and relatively high error rates, proved to be a challenging task even
after discriminative reclassification.
Dialogue act segments have been successfully employed in autom tic summari-
sation (Murray and Renals, 2006), action item detection (Purver et al., 2007), deci-
sion detection (Hsueh and Moore, 2007b), automatic speech recognition (Jurafsky
et al., 1997a; Taylor et al., 1998), and machine translation(Lee et al., 1997; Levin
et al., 2003).
9.2 Conclusions
Group meeting action and dialogue act recognition represent two different granu-
larities of a similar task: low-level (DAs), and an abstract(meeting actions) rep-
resentation of the same communicative process. We hypothesised that a similar
methodology can be successfully applied to both tasks, allowing to share features,
model structures, and evaluation procedures.
A common set of features, aiming at highlighting the prosodic structure and the
lexical content of the conversation, was employed on both tasks. These core fea-
tures were used in conjunction with domain specific cues, such as the “speaker turn
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features”, which proved to be highly effective on the group action recognition task
(section 5.4.3). For dialogue act recognition, the availabil ty of time labeled ortho-
graphic transcriptions allowed the inclusion of features rlated to word length and
pause duration, which proved to be advantageous for the autom tic DA segmen-
tation (section 7.7.3). The investigation of visual related f atures was limited to the
meeting action recognition task. Compared to the audio related features, head/hand
motion features played a marginal role (section 5.4), highlighting the predominance
of speech in meetings. However visual cues may play a leadingrole on other
meeting processing related tasks, for example head pose estimation outperforms
voice activity detection on focus of attention tracking (Stiefelhagen, 2002). All the
features proposed in this thesis, although focused on multiparty human interaction
modelling, are applicable to other speech and image processing related tasks.
Both recognition tasks needed to integrate a multitude of knowledge sources,
such as multiple loosely synchronised multimodal feature st ams (section 3.4),
joint probabilities estimated through specialised language models (section 7.5), and
hard-coded deterministic rules (section 7.6). A generative probabilistic framework
based on dynamic Bayesian networks offered a flexible approach to integrate these
technologies. Graphical models offer an extensible and scalable methodology to
develop elaborate statistical models and to implement complex architectures. Their
internal topology, encoding conditional independence assumptions between vari-
ables, captures some knowledge about the problem includingit within the model.
Compared to conventional hidden Markov models, DBNs allow to effici ntly fac-
torise the state-space over a set of hidden random variables, and to subdivide the
observation space into multiple feature streams. Each datastre m can be processed
independently and their knowledge integrated at the desired level of the model, as
demonstrated by the two extended multistream DBN models (section 5.4.5). How-
ever this wide flexibility is paid in terms of high computational costs and large
memory requirements, resulting in a limited scope of application for these graph-
ical approaches. As outlined in section 2.4.5 the adoption of a large state-space
HMM for complex tasks (such as large vocabulary continuous speech recognition)
is often preferred to a compact but computationally expensiv DBN.
Combining multiple features streams from different modalities proved to be very
useful both for group meeting action recognition and joint dialogue act segmen-
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tation and classification. On the first task the proposed multistream DBN approach
allowed to concurrently process multiple interdependent fa ure streams. Its hi-
erarchical structure seamlessly combined independent low-level feature process-
ing and late information integration: each feature stream is governed by a private
set of “subactions”, these form the bases for the group meeting actions which are
recognised by the highest level of the model. Similarly, theswitching DBN model
adopted for DA recognition played a pivotal role in integrating multiple knowledge
sources. Prosodic features, being crucial for the DA segmentatio task (section 7.7)
and consequently for the entire recognition process, were modelled through a Gaus-
sian mixture model conditioned on the DA boundary detectionsubsystem. Knowl-
edge from the orthographic transcription is included through a factored language
model, which implements the mapping between word sequencesand DA labels.
Finally a discourse language model (section 7.4) represents the sequence of DA la-
bels. Prosodic cues and LM probabilities are exploited by the DBN infrastructure to
evaluate multiple segmentation and labelling hypotheses.Therefore the switching
model not only integrates multiple data sources but also actively coordinates the
whole DA recognition process.
Dynamic Bayesian Networks allowed to develop rich statistical models with a
complex state-space, proving to be effective at integrating multiple feature streams
related to different communicative modalities. The features and the models devel-
oped in this thesis, although focused on studying multiparty human-human interac-
tions, are generalisable and translate well to other research domains. In particular
the concept of integrating multiple resources, such as multiple feature streams and
language models, through a DBN framework can be investigatedon numerous ap-
plications.
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