Abstract-Brain-computer interfaces (BCIs) are one of the developing technologies, serving as a communication interface for people with neuromuscular disorders. Electroencephalography (EEG) and gaze signals are among the commonly used inputs for the user intent classification problem arising in BCIs. Fusing different types of input modalities, i.e., EEG and gaze, is an obvious but effective solution for achieving high performance on this problem. Even though there are some simplistic approaches for fusing these two evidences, a more effective method is required for classification performances and speeds suitable for real-life scenarios. One of the main problems that is left unrecognized is highly noisy real-life data. In the context of the BCI framework utilized in this article, noisy data stem from user error in the form of tracking a nontarget stimuli, which in turn results in misleading EEG and gaze signals. We propose a method for fusing aforementioned evidences in a probabilistic manner that is highly robust against noisy data. We show the performance of the proposed method on real EEG and gaze data for different configurations of noise control variables. Compared to the regular fusion method, the robust method achieves up to 15% higher classification accuracy.
I. INTRODUCTION
A significant number of people struggle with motor control and speech degradation [1] . As the recognition of needs of such people grow, researchers try to develop and improve alternative communication technologies. Brain-computer interfaces (BCIs) are one of the emerging technologies providing a nonmuscular communication channel for people with neuromuscular disorders, such as amyotrophic lateral sclerosis, brain-stem stroke, and spinal cord injury [2] , [3] . Generally, such BCI systems aim at enabling the user to choose an action from a set of options. For this purpose, electroencephalography (EEG)-based BCIs have gained a higher degree of focus due to their noninvasive nature. A particular branch of EEG-based BCI systems utilizes steady-state visually evoked potentials (SSVEPs) [2] , [4] . SSVEP is the brain response to flickering stimuli and mainly stems from the visual cortex [5] . Different stimuli result in different brain responses that are used to classify user intent. In code based VEP (c-VEP), which is a type of SSVEP, stimuli are chosen to be pseudorandom binary codes, i.e., control sequences [6] . M-sequences are one of the most used binary codes due to their favorable properties, such as low intersequence correlation and approximate orthogonality between shifted versions of a sequence [4] .
Some users of BCI maintain the ability to control gaze and blinking [7] , [8] . Even though EEG and gaze are individually or jointly used for inferring user intent, real-life scenarios where both of the signals are highly noisy are disregarded [1] , [9] . With c-VEP-based BCIs, the main source of highly noisy signals, i.e., outliers, is the user paying attention to a stimuli other than the target stimuli, which occurs because of human error or health problems. Such outliers in EEG and gaze signals degrade the classification performance of the BCI. As a result, a robust scheme for fusing EEG and gaze in BCI systems is required. We present a novel letter by letter BCI typing paradigm where c-VEP and gaze are fused at decision level. More importantly, we propose a probabilistic classification method that is robust against outliers in both EEG and gaze signals. We demonstrate the performance of the robust multimodal framework on real data. Robust fusion outperforms regular fusion by up to 15% classification accuracy. Compared to using only regular c-VEP modality, the robust fusion method achieves 29.8% accuracy gain.
II. PRIOR WORK
Various approaches for fusing predictions in classification have been explored in recent studies. Aceto et al. [10] , [11] focus on traffic classification and combine decisions of classifiers. They explore hard fusion approaches involving classifiers providing only the predicted class, and soft fusion approaches involving generative classifiers, where class priors are estimated on a validation set. We employ a soft fusion approach (c.f. Section III-D), which does not require a validation set, and combine the decisions obtained from EEG and gaze data. Crucially, we differ from Aceto et al. by learning the parameters of each classifier in a robust manner through M-estimation.
Fusing input modalities for BCIs has been studied in several works. Lim et al. use frequency-based VEP, i.e., f-VEP, for user intent prediction and fuse the information from gaze tracker as a binary trust variable [12] . They distribute every letter to a stationary position on screen and divide the screen into three horizontal groups. Their method makes a decision only if the horizontal position of the letter estimated to be the target with f-VEP is also correctly estimated with an eye tracker. Vilimek and Zander [13] and Stawicki et al. [14] utilize a very similar scheme, where classification is first carried by gaze data and verified by f-VEP. To the best of our knowledge, there is no previous study where EEG and gaze data are fused at decision level in a robust manner. Due to the inherent noise and outliers observed in humansourced data, the proposed robust fusing scheme is more suitable for practical scenarios.
III. PROBLEM FORMULATION

A. Experiment Design
We focus on a letter by letter BCI typing system. User interface of this system contains four stimuli placed at the corners of the screen, as in Fig. 1 . Each stimulus is presented with a rate of 60 bits/s and is paired with a unique M-sequence containing 63 bits. Accordingly, presentation of a single M-sequence takes 1.05 s. The stimuli are chosen to be two 10 × 6 checkerboards with reversed patterns of green and red, since this combination of colors are reported to result in high classification accuracy [4] . One checkerboard is matched with bit 0, and the reversed version is arbitrarily matched with bit 1. Users are asked to focus on their target letter during the process called a trial, which takes 2.1 s. Each trial consists of a dynamic period, followed by a static period. During the dynamic period, letters appear on the screen, and each letter moves to its respective checkerboard, while the checkerboards flicker once with respect to their M-sequences, i.e., for 1.05 s. Once letters move to their corresponding checkerboards, the static period starts. During the static period, each checkerboard flickers for one M-sequence, while letters are stationary. We expect to see the target response in EEG signals during the static period. For each trial i ∈ 1, . . . , N t , we form two evidences: a single EEG data sample X i and a set of gaze samples D g i . Fusing the likelihoods from these two evidences, we classify each trial via maximum a posteriori estimationŝ
where S is the discrete random variable representing the stimuli, i.e., class label. Both X i and D g i are corrupted by noise when user tracks a stimuli other than the target stimuli. During the trials where any of the modalities are noisy, classification performance degrades. Hence, in the following, we propose a robust scheme to fuse EEG and gaze for user intent classification. We summarize our notation in Table 1 .
B. Evidence From EEG Data
To synchronize presented M-sequences and corresponding EEG data, EEG signals are recorded simultaneously with a hardware trigger signal marking the onset of each static period. EEG data is acquired with Brain Products' actiCHamp amplifier with N c = 32 channels at a sampling rate of 200 samples/s. Every channel's data are first referenced to channel Fp1 according to 10-20 system. Then, only channels O1, Oz, and O2 are used for feature extraction, since these channels coincide with visual cortex and are reported to increase classification accuracy [4] . is the scalar correlation score between the template of stimuli s and x c i in channel c. For each class, i.e., stimulus, we fit a multivariate Gaussian distribution on these feature vectors by estimating the class mean and covariance. As a result, we obtain a robust generative model capturing the relationship between the correlation scores of target and nontarget stimuli in each channel. Likelihood of r i given its class label S = s becomes
In regular c-VEP studies, maximum likelihood (ML) estimates of the parameters μ s and 6 s are calculated from the calibration dataset using (3) [4] . Nevertheless, it has been shown that ML estimates of mean and covariance are sensitive to outliers and a single outlier can arbitrarily inflate these estimates [15] , [16] . Defining the breaking point (BP) as the maximal fraction of outliers in the dataset which an estimator can handle without breaking down, ML estimates of mean and covariance achieve 0% BP, whereas M-estimators achieve 50% [15] . Hence, we estimate means and covariances using the robust M-estimation algorithm presented in [17] . This algorithm iteratively reestimates the parameters of interest with a weighting function, i.e., Huber's loss. Weights become very small for outlying data samples, resulting in parameter estimates that are robust to outliers.
C. Evidence From Gaze Data
Starting from the beginning of each trial, eye gaze of the user is recorded with an eye tracker at rate 60 samples/s. Every gaze sample g i,t ∈ R 2 , where t is the gaze sample index in a trial, is concatenated to 
Note that ω t and η t are assumed to be white, mutually independent Gaussian noise processes, and the posterior state covariance is 
Formally, defining A s as the area on screen where stimuli s appears, posterior probability of a stimuli given gaze data becomes
where the mean (E) is over t. To cope with outlying data samples occurring when the user tracks a nontarget stimuli, we calculate the robust mean of p s t over t with an M-estimator for univariate data [15] .
D. Fusing EEG and Gaze
We adopt the Independent Likelihood Pool approach to fuse the evidences from EEG and gaze data [19] . This approach works well when the prior information on class label is shared between different sources of evidence. Applying Bayes' theorem on the posterior distribution in (1), we obtain
Here, we obtain the second step by assuming that EEG and gaze data are conditionally independent, and that p(X i | S = s) = p(r i | S = s). More specifically, as the two evidences, i.e., X i and D g i , originate from the same stimulus S = s, we model the relationship between the evidences and stimuli by a graphical model, where both evidences are child nodes of the parent node S. Hence, given S = s, EEG and gaze data are conditionally independent. Finally, by applying Bayes' theorem on p(D g i | S = s) p(S = s) in the third step, we relate our classification objective to (3) and (6).
IV. EXPERIMENTS
A calibration dataset of N t = 360 trials with equal number of trials from each stimuli is recorded. Then, a validation dataset of the same size is recorded. In order to simulate practical situations where sig- nals get corrupted, three control variables are adopted. κ ∈ {0.1, 0.5} is the ratio of outliers in both calibration and validation datasets. For each outlying trial, a stimuli other than the target stimuli, i.e., s is chosen. β ∈ [0, 1] is the weighting, i.e., degree of corruption, variable that controls how much the outlying EEG samples are corrupted. The EEG samples that are chosen to be outliers are modified with (x . ν ∈ {0.4, 0.8} controls the ratio of corrupted gaze samples. We randomly sample a start index, and the gaze samples following this index are modified so that these samples simulate a person looking at a nontarget stimuli s before finding the target stimuli. Classification performances of regular and robust methods are compared with respect to accuracy, which is averaged over 30 Monte Carlo runs and reported with the standard deviation.
Figs. 2-5 show the classification accuracy of regular and robust methods for three different input signals: only c-VEP, only gaze, c-VEP, and gaze fused. For each set of outlier (κ) and corrupted gaze (ν) ratios, the corresponding plot demonstrates the classification performance with respect to the degree of corruption (β). For the case of β = 0.5, κ = 0.5, and ν = 0.4, as in Fig. 4 , we further provide the confusion matrices for regular c-VEP and robust fusion methods in Table 2 . Robust fusion method mostly outperforms the regular fusion. In Figs. 2 and 4 , the performance difference between fusion methods reaches 15%. The only exception is the most challenging configuration in Fig. 5 , where each control variable results in outlier rates above 50%, i.e., the BP of M-estimators. With other configurations, even though individual modality-based classification results are quite similar, there is a significant performance gain of robust fusion over regular fusion. The advantage of fusion over using only individual modalities in both robust and regular methods is also evident, especially for the cases of highly corrupted signals, i.e., Fig. 5 . In Fig. 4 , robust fusion method leads to an accuracy gain of 29.8% compared to regular c-VEP. Even though the gaze signals here are highly noisy, robust fusion method captures the underlying information and achieves better performance than regular fusion.
V. CONCLUSION
We propose a robust multimodal classification method fusing c-VEP and gaze inputs in an outlier-aware manner. With the proposed method, we are able to robustify the system against the most probable source of error: users tracking a nontarget letter. We conclude that using robust methods in the fusion of c-VEP and gaze results in significant performance increase and produces a much reliable BCI system for real-life use. Robust fusion method outperforms regular fusion by up to 15% and only c-VEP-based regular method by up to 29.8%. Future work could involve other fusion approaches, including the ones introduced by Aceto et al. [10] , [11] . A thorough analysis on the choice of fusion method in terms of both classification performance and computational complexity is another direction.
