Secondary use of electronic health records for building cohort studies through top-down information extraction  by Kreuzthaler, Markus et al.
Journal of Biomedical Informatics 53 (2015) 188–195Contents lists available at ScienceDirect
Journal of Biomedical Informatics
journal homepage: www.elsevier .com/locate /y jb inSecondary use of electronic health records for building cohort studies
through top-down information extractionhttp://dx.doi.org/10.1016/j.jbi.2014.10.010
1532-0464/ 2014 Elsevier Inc. All rights reserved.
⇑ Corresponding author.
E-mail address: markus.kreuzthaler@medunigraz.at (M. Kreuzthaler). 1 http://karmastudien.se/.Markus Kreuzthaler ⇑, Stefan Schulz, Andrea Berghold
Institute for Medical Informatics, Statistics and Documentation, Medical University of Graz, Austria
a r t i c l e i n f oArticle history:
Received 26 March 2014
Accepted 31 October 2014
Available online 21 November 2014
Keywords:
Information extraction
Secondary use
Clinical narrativea b s t r a c t
Controlled clinical trials are usually supported with an in-front data aggregation system, which supports
the storage of relevant information according to the trial context within a highly structured environment.
In contrast to the documentation of clinical trials, daily routine documentation has many characteristics
that inﬂuence data quality. One such characteristic is the use of non-standardized text, which is an indis-
pensable part of information representation in clinical information systems. Based on a cohort study we
highlight challenges for mining electronic health records targeting free text entry ﬁelds within semi-
structured data sources. Our prototypical information extraction system achieved an F-measure of 0.91
(precision = 0.90, recall = 0.93) for the training set and an F-measure of 0.90 (precision = 0.89,
recall = 0.92) for the test set. We analyze the obtained results in detail and highlight challenges and future
directions for the secondary use of routine data in general.
 2014 Elsevier Inc. All rights reserved.1. Introduction
Cohort studies in a clinical setting typically aggregate a wide
range of clinical data, for which different subsystems within a clin-
ical information system (CIS) need to be accessed, characteristically
resulting in a mix of structured and unstructured data. In addition,
there is increasing interest in connecting sample data from bio-
banks with clinical data, in order to gain insight into geno-pheno-
type dependencies. Whereas biobanks [1,2] typically store
population-based and disease-focused collections of biological
materials, patient-related information is stored in heterogeneous
and modular clinical information systems. Here, highly structured
data, such as those found in laboratory information systems (LIS),
co-occur with large volumes of semi- or unstructured texts, such
as in ﬁndings reports or discharge summaries. We will investigate
to what extent clinical texts constitute appropriate sources from
which structured information for clinical research can be reliably
extracted. Emphasis is placed on multidisciplinary cohort studies,
using a cohort built at a large university hospital.
The paper is organized as follows: Section 2 provides a literature
survey regarding recent text mining approaches applied to elec-
tronic health records (EHR) for disease cohort building. In Section 3,
methods, data sets and frameworks required for our evaluation are
described. Section 4 presents and discusses the evaluation results.Section 5 summarizes the work and an outlook towards further
investigations is given in Section 6.2. Background and related work
This section describes recent work in the area of mining medical
records that focus on cohort building, based on data extracted from
clinical narratives, among others, that combine clinical data with
data stored in biobank systems. In a cohort study (longitudinal
study), the associationbetweenexposureanddisease is investigated
by following individuals (the ‘‘cohort’’) through a time span and
measuring the rate of occurrence of new cases in the different expo-
sure groups. A typical example of this kind of study recently started
inSwedenwith theaimof collecting comprehensivedata on lifestyle
factors, together with blood samples, puriﬁed DNA and mammo-
grams.1We start our survey with examples frommedical text mining
challenges and then address systems and prototypes more related to
our use case.
Concept extraction, assertion classiﬁcation, and relation classiﬁ-
cation applied to clinical text were tasks in the 2010 i2b2/VA chal-
lenge [3]. The data set that had been released to the participants
comprises 394 training reports, 477 test reports and 877 non-
annotated reports. The conditional random ﬁelds technique was
found to be the most effective method for concept classiﬁcation,
achieving an F-measure of up to 0.92. The most effective assertion
2 http://www.omim.org/.
3 https://www.i2b2.org/.
4 http://gate.ac.uk/.
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machines as their core methodology, obtaining an F-measure of
0.94 for assertion classiﬁcation and 0.74 for relation extraction,
respectively. Machine learning methods were intensively applied
to the speciﬁed problems as reported in more detail by Bruijn
et al. [4]. Generally, rule based methods were used as supportive
instruments for machine learning methods (pre- and post-process-
ing of data).
A further i2b2 challengewas the identiﬁcation of patient smoker
status (‘‘past smoker’’, ‘‘current smoker’’, ‘‘smoker’’, ‘‘non-smoker’’,
‘‘unknown’’) from medical discharge records [5]. 502 de-identiﬁed
discharge summaries were used for the challenge. The majority of
the systems applied machine learning methods, gaining a micro-
averaged F-measure of over 0.84. Rule-based methods were mostly
applied in combination with classiﬁers.
Heintzelman et al. [6] applied a rule-based natural language pro-
cessing (NLP) system (ClinREAD), to categorize the pain status in
patients with metastatic prostate cancer into four different groups
(‘‘no pain’’, ‘‘some pain’’, ‘‘controlled pain’’, ‘‘severe pain’’), together
with a longitudinal analysis and visualization of the mined status.
They applied their system to a patient cohort of 33 subjects forming
a text pool of about 24,000 pages and achieved an F-measure of 0.95
for pain detection and 0.81 for pain severity management. The sys-
tem was further evaluated on the i2b2 corpus showing its
generalizability.
A recent approach was described by Skeppstedt et al. [7] con-
centrating on the extraction of mentions of disorders, ﬁndings,
pharmaceutical drugs and body structures. They assembled and
annotated a corpus of 1148 randomly selected assessment ﬁelds.
The selected content represents typical idiosyncrasies of clinical
narratives such as telegraphic language, many abbreviations, and
few full sentences. Inter-annotator agreement varied between an
F-measure of 0.66 (ﬁnding) and 0.90 (pharmaceutical drug). The
ﬁnal conditional random ﬁeld model achieved an F-measure of
0.81 for disorders, 0.69 for ﬁndings, 0.88 for pharmaceutical drugs,
0.85 for body structures and 0.78 for the combination of disorders
and ﬁndings.
Botsis et al. [8] addressed problems with secondary use of rou-
tine data for a retrospective creation of a pancreatic cancer cohort.
They used the data warehouse of the Columbia University Medical
Center encompassing 2.7 million patients from which all patient
data coded with a ‘‘malignant neoplasm of pancreas’’ and descen-
dants (ICD-9-CM 157.0-157.9) were extracted from a period of
10 years (01/01/1999-01/30/2009). For each patient pathology
reports, lab tests, clinical notes and discharge summaries were
extracted. Out of the 3068 identiﬁed patients, 1479 had to be
excluded, as no evidence was found in the pathology reports for
pancreatic cancer. From the remaining patients, a further 1067
were excluded due to missing information on core study variables,
resulting in a total of 522 remaining samples. The authors dis-
cussed the three most common data quality indicators, viz. incom-
pleteness, inconsistency, and inaccuracy. They highlighted
incompleteness and inconsistency as major weaknesses in clinical
routine documentation, and as a main problem for the automatic
extraction of relevant study information. Another issue identiﬁed
was the poor assignment of time stamps to the related events, as
well as bad documentation quality in the electronic health records
themselves.
Antolík [9] tested a system for automatic generation of regular
expressions to transform the content of clinical narratives into a
structured template. They used Amilcare [10], an algorithm for
generating regular expressions. An annotated corpus with lemma-
tization and part-of-speech tags processed by an NLP pipeline was
used for training. The corpus had a size of 300 documents with a
total of 100 different clinical concepts. 40% of the concepts had a
frequency greater than 10 in the training corpus. The recognitionrate of the more common concepts could be divided into 2 groups:
one group for an F-measure >0.5 and one group for an F-measure
<0.1.
Roque et al. [11] analyzed 5543 EHRs collected over 10 years in
a psychiatry department and extended the existing ICD-10 codes
with codes resulting from an automatic analysis of free-text con-
tent. The tagging approach was tested using records of 48 patients
and achieved a precision of 0.88. A negation detection module
based on NegEX [12] identiﬁed 73% of all relevant negations. The
automatically assigned ICD codes were used to analyze comorbid-
ities, to create an ICD-10 disease-based network, and to discover,
genotype-sided relationships (OMIM2 was used as a catalog of
human genes and genetic disorders). A new genotypic association
between alopecia and migraine was shown as a result of this text
mining approach.
The Pygargus eXtraction Customized Program, used for building
a register of type 2 diabetes mellitus patients, was evaluated by
Martinell et al. [13]. One of the following criteria had to be met
to identify a patient with type 2 diabetes mellitus: ICD-9 and
ICD-10 disease codes, oral antidiabetic agent codes or lab indica-
tors according to the WHO classiﬁcation of the disease. The system
works on both structured and unstructured data, feeding a retrie-
val system for patient data. The system was tested on a pool of
10,753 EHRs (1993–2005) and compared with a built-in search
tool within their CIS. The speciﬁcity (true negative rate) was
100%, the sensitivity 99.9% (true positive rate). The authors con-
cluded that automated data extraction can provide a high coverage
regarding a given disease but it also suffers from a high number of
missing values.
Xu et al. [14] developed a system for the automatic detection of
colon cancer patients, merging structured and unstructured data
from EHRs. Using an Extract Transform Load (ETL) workﬂow, data
from patients that met certain criteria (ICD-9 code, current proce-
dural terminology code, colorectal cancer keywords, drugs) were
extracted from a clinical documentation system from a 10 year
period (1999–2008). Of these 17,125 patients, 300 were selected
and a gold standard was created. The ﬁrst step was to ﬁnd positive
colon cancer concepts (document-level concept identiﬁcation). In
the second step, the system was used to detect whether a patient
had colon cancer or not (patient-level case determination). Rule-
based and machine-learning based methods were combined. The
system achieved an F-measure of 0.97 on document-level concept
identiﬁcation, and an F-measure of 0.93 on patient-level case
determination.
Segagni et al. [15] describe ONCO-I2b2, a project that combines
data from a biobank information system with data from EHRs.
They used the i2b23 [16] integration framework, connecting pathol-
ogy data, sample data and data from their CIS regarding cancer
patients. Noun phrases were detected in text passages and mapped
to SNOMED CT concepts using GATE4 [17], an NLP engine. A set of
regular expressions was developed for attribute extraction, for
example one to extract the scoring of a mamma carcinoma. The data
was integrated using a complex ETL workﬂow and is accessible to
the end user via a web client. The system has administered 2214
patients, 25,826 visits, 163 concepts and 93,680 observations so far.
In our work, we focus on the extraction of study-relevant attri-
butes from EHRs. We use regular expressions in this initial
attempt, because the manual tagging of data is expensive and
time-consuming. Therefore, in this study we explore a rule-based
method, which requires less resources, rather than annotating a
training corpus for supervised machine learning. We then evaluate
the performance of this rule-based system. We assess the docu-
Table 1
Analysis of the data sources. Data sources used for our information extraction
approach are printed in bold face.
Clinical data, subsystems
Data source Attribute quantity Data type Data structure
Basic claims data 4 Attribute ﬁeld Structured
MCGE report 3 Free-text Semi-structured
Diabetes report 9 Free-text Semi-structured
LIS 9 Attribute ﬁeld Structured
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extraction approach, fromwhich we discuss consequences for min-
ing EHRs in general. This is crucial, as building cohorts from EHRs is
an important use case for the secondary use of EHRs. Also, the pre-
processing of data is essential, especially for the integration of clin-
ical data with biobank data, for setting up a geno-phenotype cohort
according to a study hypothesis.
3. Material and methods
This section details the data set we used for our investigation
and the setup of the evaluation pipeline. We conclude by highlight-
ing implementation aspects of the framework we used for the
information extraction approach.
3.1. Patient corpus
The main goal of the cohort study, from which a patient corpus
was formed for our text mining survey, is interdisciplinary
research on obesity and related diseases, as well as the comparison
of clinical and genetic data. Patients scheduled for weight-loss sur-
gery undergo a full hepatological and metabolic work-up including
liver ultrasound, ultrasound elastometry (ﬁbroscan), clinical and
laboratory examination as well as a screening for autoimmune
and infectious liver diseases. A lifestyle questionnaire serves as a
supportive instrument. Blood and tissue samples are acquired dur-
ing weight-loss surgery and stored at the biobank of our university.
Therefore, the data set constitutes the following three data sources
per patient:
 Clinical data:
– Basic claims data.
– Medical clinic gastro-enterology (MCGE) reports.
– Diabetes reports.
– Laboratory information system (LIS) reports.
 Sample data.
 Lifestyle questionnaires.
Concentrating on the aggregation of clinical data, we at ﬁrst ana-
lyzed the different data sources where relevant study attributes
were documented and explored their underlying data structure.
The results are summarized in Table 1, which shows that approx-
imately 50% (12/25) of the attributes are documented within free
text, and thus stored within a semi-structured data environment.
These semi-structured data sources were investigated in our text
mining study. Obviously, the appropriate extraction of attributes
documented in clinical narratives is essential in an overall data
aggregation system that handles clinical data which could be used
in conjunction with biobanks. Further investigation showed that
eight out of twelve free-text attributes were expressed as value/
unit pairs, three get Boolean quantiﬁers (‘‘Yes’’, ‘‘No’’) and one attri-
bute gets its value out of a standardized value set with three pos-
sible expressions (‘‘steatosis hepatis’’, ‘‘no steatosis’’, ‘‘not
possible’’)5 (Table 2).
Based on patient codes and since we were only interested in the
attributes hidden within their clinical narratives, the MCGE and
diabetes reports were exported from our CIS using a deﬁned ETL
workﬂow (Talend Open Studio for Data Integration6). It is impor-
tant to mention that only those patients were selected for the train-
ing and test set where both report types (MCGE and diabetes)
existed. This resulted in 78 patients for which both the MCGE and5 An ultra sound examination can be used to diagnose a fatty liver (steatosis
hepatis). Due to the fact that people undergoing this examination are obese (Body
Mass Index P30) it is sometimes not possible to get valid results.
6 http://www.talend.com/products/talend-open-studio.diabetes reports were available. Data from 39 patients were used
as training data for the top-down development of a set of regular
expressions per attribute. The remaining 39 patients formed the test
set.3.1.1. Gold standard
A gold standard for our information extraction approach was
created by exporting the previously collected attributes from the
electronic study documentation system (SDS) speciﬁcally for the
cohort study. The SDS had been set up before the cohort study
started so that the physician responsible for the data acquisition
could put the relevant data collected from the patients into a struc-
tured form, customized for this cohort.3.1.2. Evaluation metric
The performance of our information extraction system was
assessed using the precision, recall and F-measure parameters.
Precision ¼ #ðrelevant unique items retrievedÞ
#ðunique items retrievedÞ ð1Þ
Recall ¼ #ðrelevant unique items retrievedÞ
#ðrelevant itemsÞ ð2Þ
F1measure ¼ 2  Precision  Recall
Precisionþ Recall ð3Þ
Matching criterion. The gold standard is standardized with
regard to the number of decimal places, however, this is not always
the case in the text itself. For instance, we could ﬁnd BMI = 40.2 in
the gold standard, but ‘‘40,196654’’ in the text. Here the extracted
numerical string is rounded up or down to the number of decimal
places as expected by the gold standard. Furthermore, the decimal
separator (‘‘,’’ in German) is normalized.
Multiple expressions. Exactly one value is assigned to all attri-
butes in the gold standard. The extraction routine produces an
unordered set of one or more unique values. Two or more values
are found when the same attribute occurs in the document more
than once with different measurements, for example in the case
of body mass or blood pressure.3.2. Evaluation architecture
Systems. A CIS is usually composed of diverse subsystems, in
which the structure of the data sources varies considerably, from
highly structured data within a LIS, semi-structured data in clinical
narratives, to unstructured data such as pictures stored in a picture
archiving and communication system.
ETL. An ETL workﬂow exports the documents from the CIS
where relevant study attributes were found to be embedded in
the semi-structured text ﬁelds. Table 2 shows these attributes in
the MCGE and diabetes reports. The documents were extracted
based on a list of patient codes.
Raw Data. The result of the ETL workﬂow forms a pool of doc-
uments that contains relevant study attributes. MCGE reports are
semi-structured documents containing XML tags. Diabetes reports
are semi-structured PDF documents.
Table 2
Overview of the study-relevant attribute values embedded within semi-structured
free text sources.
Attribute Description Value/
Unit
Standardized
value set
Boolean
height Body height 
weight Body weight 
BMI Body Mass Index 
waist Waist circumference 
hip Hip circumference 
rrSystDiast Systolic/diastolic blood
pressure

dmII Diabetes mellitus type II 
familyHistory Family history of obesity 
hypertension Hypertension 
ﬁbroScan Fibroscan procedure 
iqr Fibroscan inter quantile
range

us Ultra sound procedure 
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extraction for which the Apache Unstructured Information Man-
agement Architecture (UIMA7) was used. The IE process was per-
formed by using a set of regular expressions for each attribute,
created from the training data. The rule-patterns were later applied
to the test data set and performance values were estimated.
Structured-MSH. The result of the automatic extraction is a
structured data set called Structured-MSH. Structured-MSH is a
transient jCAS object within the UIMA architecture. It is used in
the evaluation process.
Data Acquisition. Data acquisition is the process of collecting
and entering the relevant attributes of the patients into the SDS
speciﬁed for this cohort. A data export of the SDS serves as a gold
standard (see Section 3.1.1) for the evaluation of the information
extraction process.
Structured-MAN. Structured-MAN is an export of the SDS for
this cohort in CSV-format, which was imported into a separate
database for use in the evaluation pipeline.
Evaluation. The last step comprises the evaluation of the struc-
tured data from the IE process, in which the machine-extracted
values are compared with the gold standard. The evaluation was
done separately for the training and test data set.3.3. Implementation aspects
UIMA is a well-established standard in industry and the scien-
tiﬁc community for unstructured information processing. In the
following section some implementation aspects are highlighted.
We describe those parts of the UIMA framework (Fig. 2)8 we were
using and combine them with the evaluation architecture described
previously (Fig. 1).
Source. The document pool to be analyzed is raw data (Fig. 1). It
forms a pool of all diabetes and MCGE reports per patient in the
study. A CollectionReader processes XML and pdf documents.
Collection Reader. Raw data is read in by a PDFCollection-
Reader using iText.9 This was because that the diabetes reports
are only available in PDF. Any existing diabetes and MCGE ﬁndings
are summarized in a one document per patient basis which is subse-
quently analyzed in the pipeline.
Analysis Engine. For each attribute, a separate Analysis Engine
was implemented. For some attributes we also used text zoning in7 http://uima.apache.org/.
8 http://uima.apache.org/downloads/releaseDocs/2.3.0-incubating/docs/html/.
9 http://itextpdf.com/. 10 http://www.hibernate.org/.order to identify speciﬁc sections within the narrative, thus getting
the correct attribute value pair after the processing chain. The
aggregated Analysis Engine, handling all attributes, maps to the
Machine Extract component from Fig. 1.
CAS Consumer. An implemented EvaluationWriterCasCon-
sumer compares the structured, machine extracted attributes
(Structured-MSH) to the manually collected (Structured-MAN)
attributes, and evaluates the results of the entire extraction pro-
cess. We were accessing the reference gold standard from a MySQL
database using the Hibernate10 persistence framework.
Structured Results. Machine and manual collected results are
not stored in a database but written pairwise into a text ﬁle for
optional manual evaluation purposes, during the last step of the
evaluation architecture (Fig. 1). The evaluation measures are calcu-
lated automatically at processing time by the IE engine.4. Results and discussion
4.1. Regular expression analysis
Table 3 shows that text zoning was applied to a subset of attri-
butes: such attributes generally appear in the same paragraph
within the narrative and are combined with a standardized text
header; these headers, however, are occasionally modiﬁed or over-
written by users. By applying the regular expression (?s)(Erho-
bene Befunde:.⁄?)(?=nnns⁄nn[nwäöüÄÖÜßns]⁄:nn), along with
the information that the relevant section has a header of a given
type, (for example, ‘‘Erhobene Befunde:’’ (ﬁndings obtained)) we
are able to narrow down the area for IE.
We used only a singular regular expression [Dd]iabetes
[mM]ellitus [Tt]yp 2 for extracting the Boolean value for the
existence of diabetes mellitus type 2; this is due to the fact that
identical, highly standardized terms are always used, and therefore
do not require the further consideration of linguistic variations.
Another example is the extraction of body mass, for which the
following three expressions were built together with text zoning
due to the training set information: weightPattern:
Gewicht:ns⁄nd+[.,]?nd⁄ns⁄(kg)?, valuePattern: nd+[.,]?nd⁄,
unitPattern: kg. More effort for value extraction was required
where linguistic variations of afﬁrmed conditions had to be inter-
preted, for example for the ultrasound attribute [eE]rhöhte
Echodichte i.S. (increased echo density in sono) or ist vor-
handen (is present). Positive variations predominate, as a certain
status in our use case scenario is generally not documented if not
existent.
The regular expressions strictly follow the information from
the training data. No test set based information was used. Table 3
shows that the number of regular expressions applied, varies
from only one (namely, that which does not use any additional
section information from the narratives), up to 14 (those that
exploit section annotations generated by the text zoning
component).4.2. Performance analysis
This section focuses on the performance of the IE system. We
highlight in detail whether errors occurred, where they originated
from and subsequently categorize them. This allows us to discover
which attributes are difﬁcult to extract and for which a minimum
set of regular expressions is already sufﬁcient for a good perfor-
mance. The results are presented in Table 3.
We achieved an overall F-measure of 0.91 for the different attri-
butes of the training set and an F-measure of 0.90 for the test set. A
Fig. 1. Evaluation architecture. Elements within the highlighted area are in the scope of the Apache Unstructured Information Management Architecture.
Fig. 2. Unstructured Information Management Architecture.
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IE system retrieved several possible values (maxtraining ¼ 3;
maxtest ¼ 4) per attribute and patient. Out of 468 (39  12) values
from the gold standard, 433 cases were found with the same values
by the IE system using the training set, resulting in an overall recall
of 0.93. The 35 mismatches fall into ﬁve distinct categories:
Disparate values. The corresponding value of the attribute
extracted by the IE system out of the clinical narratives differs from
the value documented in the SDS. This could be due to an incorrect
input into the clinical narratives or data acquisition for a single
patient occurred at two different time points within both systems
(CIS, SDS).
Machine IE. The automatic extraction approach reveals missing
data within the SDS. Since it is a gold standard, we assume that
missing data could not be collected from the patient during data
acquisition for the cohort study.
Doc. error. A typing error appeared in the routine documenta-
tion compared to the documentation in the SDS. A typing error can
lead to a non-appropriate value for a certain attribute type
expected to be in a certain range.
Interpr. logic. The attribute variable and the corresponding
value were misinterpreted due to a missing logic for value genera-
tion in the IE system.
Not trained pattern. The regular expressions were created in a
way that they optimally retrieved information from the trainingset. In the test set new variations occurred for which patterns were
not trained. Consequently, they remained unrecognized.
Table 4 shows that 49% of mismatches occurred due to differing
information documented in the SDS and the clinical narrative. We
also have a high rate of evaluation errors because attributes and
their values, as extracted and interpreted from the IE system,
reveal missing data within the SDS. The third important error cat-
egory is due to missing interpretation logic for certain values.
Table 4 shows that hypertension is responsible for all IE errors in
this category. We interpreted hypertension as existent if the attri-
bute value rrSystDiast was higher than 130. The rule actually
applied by the physicians was that hypertension was marked exis-
tent if the attribute value rrSystDiast was higher than 130, the
patient took antihypertensive drugs, or there was arterial hyper-
tension documented in the medical patient record. We found one
typing error in the CIS regarding an attribute value. Furthermore,
we recognized all relevant attributes and their values in the
extracted clinical narratives in the training set; therefore there
were no extraction errors due to a missing or overly strict regular
expression. This makes sense as we were using the training data to
set up our regular expression-based IE approach as accurately as
possible.
The results for the test set are given in Table 3, where we mea-
sured a recall of 0.92, estimating 430 out of 468 values docu-
mented within the SDS correctly, leaving 38 mismatches. Table 5
Table 3
Information extraction evaluation results.
Attribute Training Test Num RegEx Text zoning
Precision Recall F-measure Precision Recall F-measure
height 0.89 0.95 0.91 0.94 1.00 0.96 3 Y
weight 0.83 0.90 0.86 0.86 0.95 0.88 3 Y
BMI 0.85 0.90 0.86 0.91 0.97 0.93 2 Y
waist 0.87 0.92 0.89 0.87 0.92 0.89 3 N
hip 0.87 0.92 0.89 0.89 0.92 0.90 3 N
rrSystDiast 0.91 0.95 0.92 0.90 0.95 0.92 3 N
dmII 0.97 0.97 0.97 0.97 0.97 0.97 1 N
familyHistory 0.95 0.95 0.95 0.82 0.82 0.82 4 Y
hypertension 0.67 0.69 0.68 0.72 0.74 0.73 3 N
ﬁbroScan 0.97 0.97 0.97 0.90 0.90 0.90 8 N
iqr 1.00 1.00 1.00 1.00 1.00 1.00 8 N
us 0.97 0.97 0.97 0.87 0.87 0.87 14 Y
Mean 0.90 0.93 0.91 0.89 0.92 0.90
Table 4
Error analysis training data set.
Attribute Disparate
values
Machine
IE
Doc.
error
Interpr.
logic
Not
trained
pattern
Sum
height 2 0 0 0 0 2
weight 4 0 0 0 0 4
BMI 4 0 0 0 0 4
waist 3 0 0 0 0 3
hip 2 0 1 0 0 3
rrSystDiast 1 1 0 0 0 2
dmII 1 0 0 0 0 1
familyHistory 0 2 0 0 0 2
hypertension 0 8 0 4 0 12
ﬁbroScan 0 1 0 0 0 1
iqr 0 0 0 0 0 0
us 0 1 0 0 0 1
Sum 17 13 1 4 0 35
Error percentage 49% 37% 3% 11% 0% 100%
Table 5
Error analysis test data set.
Attribute Disparate
values
Machine
IE
Doc.
error
Interpr.
logic
Not
trained
pattern
Sum
height 0 0 0 0 0 0
weight 2 0 0 0 0 2
BMI 1 0 0 0 0 1
waist 3 0 0 0 0 3
hip 3 0 0 0 0 3
rrSystDiast 2 0 0 0 0 2
dmII 0 0 0 0 1 1
familyHistory 3 0 2 0 2 7
hypertension 0 8 0 2 0 10
ﬁbroScan 2 2 0 0 0 4
iqr 0 0 0 0 0 0
us 0 2 0 0 3 5
Sum 16 12 2 2 6 38
Error percentage 42% 32% 5% 5% 16% 100%
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category, with us, familyHistory and dmII being the responsible
attributes. The higher error rates are mainly due to linguistic
variations that have to be interpreted for assigning a corresponding
attribute value. Text patterns that have to be interpreted for the
existence or absence of a steatosis hepatis for the attribute us
are, for example, ‘‘vereinbar mit’’ (consistent with), ‘‘erhöhte
Echodichte i.S. einer’’ (increased echogenicity in a sonogram),
‘‘Hinweise auf’’ (indication of), ‘‘geringgr.’’ (minor), ‘‘geringr.’’
(minor). More sophisticated NLP methods would have to be used
rather than pure regular expression matching in order to improve
correct value assignment [18–22]. In contrast, comparing Tables 4
and 5 the absolute error numbers in the remaining error categories
are approximately equal. A screenshot of the UIMA CAS Annotation
Viewer GUI for manually checking the annotations made by the IE
system is shown in Fig. 3.
The following list gives a summary of the main pitfalls and chal-
lenges we encountered, with an emphasis on the IE component:
 Typing errors.
– ‘‘Hüftumfang: 13 cm’’ (Hip circumference).
– ‘‘Staeatosis hepatis’’ (Steatosis hepatis, Fatty liver).
 Inconsistency.
– ‘‘Fibro-Scan’’, ‘‘FIBROSCAN’’, ‘‘Fibro Scan’’ (Transient elastog-
raphy, Fibroscan).
– ‘‘Grösse von 1.55 m’’ versus ‘‘155 cm’’ (Body height of).
 Redundancy.– Attributes are documented twice in different documents
(with different values).
 Spelling variants for positive/negative patterns.
– Pre-positive patterns: ‘‘geringgr.’’ (minor), ‘‘ggr.’’ (minor),
‘‘vereinbar mit’’ (compatible with).
– Post-positive patterns: ‘‘ist vorhanden’’ (exists).
– Pre-negative patterns: ‘‘kein Hinweis auf’’ (no evidence of).
– Post-negative patterns: ‘‘ist nicht vorhanden’’ (is not
present).
5. Conclusion
This work assessed the accuracy of the extraction of informa-
tion from clinical narratives into a structured template. Based on
a cohort study on metabolic syndrome we analyzed the sources
and the data structures in which relevant information is repre-
sented. We have seen that about 50% of the attributes relevant to
the study are in semi-structured document templates. The Apache
UIMA framework was used together with a rule based system
using regular expressions as the core information extraction
engine, speciﬁcally tailored to the content under scrutiny. We
obtained an F-measure of 0.91 for the training set and an F-mea-
sure of 0.90 for the test set using the content in a SDS as gold stan-
dard. We identiﬁed typing errors, inconsistency, redundancy and
spelling variants as the main challenges for the information extrac-
tion approach proposed. In contrast, for variables contained in a
Fig. 3. UIMA CAS Annotation Viewer GUI.
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sion was sufﬁcient to obtain accurate extraction results.
6. Outlook
There are increasing efforts in Europe11 and the United States12
to set up a collaborative biobank network. From an information
management perspective, the integration of clinical routine data
and biobank sample data (disregarding the ethical issues that have
to considered) has CIS data quality as a major success factor. As well
as the impact of data quality, three other aspects need to be stressed:
NLP. Our results demonstrate that some attributes can be
extracted with minimal effort. As a consequence, productive IE
frameworks should be readily adjustable to speciﬁc information
needs, accounting for special medical sub-language phenomena.
For typing errors we suggest a text cleansing step prior to the
NLP processing itself. Inconsistency in our case was handled by
advanced regular expressions. A valid range set with respect to a
given unit of measurement could further reduce false positives
and value-unit pairs could be normalized to a pre-set standard.
In our study, the spelling variants for a particular word meaning
proved to be the most difﬁcult to handle. They could be resolved
by, for example, either using handcrafted or openly available syn-
onym lists or distributional semantics combined with edit distance
measures.
Context. Context information would be an important informa-
tion layer to address the problem of redundancy by applying data
provenance information to an extracted value. If the extraction
strategy aims at ﬁnding all existing attributes and their values,
such as in our case, reliability information attached to the
extracted value would be helpful, for example body height as
reported by the patient vs. as measured by a nurse. Similarly, val-
ues from a quality controlled SDS would be more reliable than val-
ues extracted from text. This kind of quality annotation could
support more differentiated retrieval scenarios, for example giving
preference to either precision or recall.11 http://www.bbmri.eu/.
12 http://emerge.mc.vanderbilt.edu/.Time. We noticed an important distinction between time
stamps that refer to a patient centered event and time stamps that
convey meta-information about a document, such as the creation
date. Tools created for these tasks, such as the UIMA-based Heidel-
Time13 annotator, are available and can be further adapted. How-
ever, this does not dispense with the need for carefully analyzing
the way in which time references are handled in a class of docu-
ments and how they relate to certain patient-based events.
As our investigations have shown, it is important to ﬁnd solu-
tions for cohort building that lie between the documentation qual-
ity levels of clinical documentation and documentation of clinical
trials, when it comes to distributed data aggregation and informa-
tion extraction. Put simply, the higher the documentation quality
with respect to the use of standardized documentation templates,
the less sophisticated systems have to be built for extracting rele-
vant information retrospectively. An example of a complex infor-
mation need that would require a group of systems within a CIS
to be accessed could be: ‘‘Do biobank samples exist that belong
to smokers with a metabolic syndrome?’’ Regarding our investiga-
tion, three out of ﬁve values needed to diagnose a metabolic syn-
drome are in the laboratory information system (triglycerides,
HDL cholesterol, elevated fasting glucose). Two values are hidden
in the free text of two different clinical documents (elevated waist
circumference, elevated blood pressure). Finally, the list of patients
with a metabolic syndrome would have to be merged with biobank
and lifestyle data which was also discussed by Gostev et al. [23] in
their implemented biobank sample management program SAIL.
Furthermore completeness of information recorded in an EHR is
an important aspect. The technical feasibility of the IE process does
not mean that all relevant attributes needed for checking a study
hypothesis are documented, as reported by Botsis et al. [8]. Cohort
building as an example of the secondary use of clinical data is
promising and increasingly requested. There is a trend to ﬁnd
out whether cohorts for retrospective or prospective studies can
be reliably built based on routine documentation. Another reason
is that clinicians are increasingly aware that routine documenta-
tion, often perceived as a burden, can produce new insights into3 https://code.google.com/p/heideltime/.1
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unlocking information hidden in EHRs requires a compromise
between a bottom-up and a top-down approach, and additionally,
in the opinion of the authors, a certain level of documentation
quality, document structure, and use of standardized terminologies
is needed. There is also a trade-off between, on the one hand, huge
CIS systems that need to fulﬁll the legal requirements to store
patient data for decades in diverse sub systems (which includes
dealing with legacy data) and, on the other hand, the possibilities
of novel frameworks and technologies for unstructured informa-
tion processing. As a consequence, special purpose search servers
implementing state-of-the-art technologies for selected CIS con-
tent could arise, bridging the gap between patient-based storage
systems and disease-related search systems.
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