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1. Introduction
In this work, we consider the Lengyel–Epstein reaction–diffusion system:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
ut = u + a − u − 4uv
1+ u2 , x ∈ Ω, t > 0,
vt = cv + b
(
u − uv
1+ u2
)
, x ∈ Ω, t > 0,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω,
(1.1)
where Ω is a bounded domain in RN with suﬃciently smooth boundary ∂Ω . Here u = u(x, t) and v = v(x, t) denote the
chemical concentration of the activator iodide (I−) and the inhibitor chlorite (CLO−2 ) respectively, at time t > 0 and a point
x ∈ Ω . The parameters a and b are parameters depending on the concentration of the starch, enlarging the effective diffusion
ratio to c. We shall assume accordingly that all constants a, b and c are positive.
Problem (1.1) is based on the well-known chlorite–iodide–malonic acid chemical (CIMA) reaction, see [5,6]. A more
detailed historical account of the development of CIMA reaction model and experiments can be found in [1]. In the past
decade, some mathematical investigations are conducted, see for example [3,4,7–9].
From these papers, we notice that the dynamics of (1.1) is rich because of Turing instability and bifurcation phenomena.
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the c suitably chosen. In [7], Ni and Tang considered the Turing instability and Turing patterns. In [8], Yi, Wei and Shi derived
precise conditions for the diffusion-driven instability with respect to the spatially homogeneous equilibrium solutions; they
also performed a detailed Hopf bifurcation analysis for both ODE and PDE models, deriving a formula for determining the
direction of the Hopf bifurcation and the stability of the bifurcating homogeneous periodic solutions. In [9], Yi, Wei and Shi
proved that the constant equilibrium solution is globally asymptotically stable when the parameter a is small, and showed
that for small spatial domains, all solutions eventually converge to a spatially homogeneous and time-periodic solution.
The purpose of this work is to ﬁnd some spatially non-homogeneous periodic solutions, i.e., the periodic solutions caused
by diffusion.
Furthermore, the referee comments us that J. Jin et al. [4] considered the same model using the similar methods, but
chose the different bifurcation parameter.
2. Main result and the proof
While our calculations can be carried over to higher spatial domains, we restrict ourselves to the case of one-dimensional
spatial domain Ω = (0, lπ), l ∈ R+ , that is⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ut = uxx + a − u − 4uv
1+ u2 , x ∈ (0, lπ), t > 0,
vt = cvxx + b
(
u − uv
1+ u2
)
, x ∈ (0, lπ), t > 0,
ux(0, t) = vx(0, t) = ux(l, t) = vx(l, t) = 0, t > 0,
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ (0, lπ).
(2.1)
The unique constant steady state is (u∗, v∗) = (α,1+ α2), here α = a/5. We shall maintain the basic hypothesis 3α2 > 5 in
the rest of this paper. This is important because it is the suﬃcient and necessary condition to ensure that the system (2.1)
is an activator–inhibitor system, see [3] for details. In the following we shall ﬁx a, c and use b as the main bifurcation
parameter.
To cast our discussion into the framework of the Hopf bifurcation theorem, we translate (2.1) into the following system
by the transition uˆ = u − u∗ and vˆ = v − v∗ . For sake of convenience, we still let u and v denote uˆ and vˆ respectively, then
we have⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ut − uxx = 4α − u − 4(u + α)(v + 1+ α
2)
1+ (u + α)2 , x ∈ (0, lπ), t > 0,
vt − cvxx = b
(
u + α − (u + α)(v + 1+ α
2)
1+ (u + α)2
)
, x ∈ (0, lπ), t > 0,
ux(0, t) = vx(0, t) = ux(l, t) = vx(l, t) = 0, t > 0,
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ (0, lπ).
(2.2)
Deﬁne
f (b,u, v) := 4α − u − 4(u + α)(v + 1+ α
2)
1+ (u + α)2 ,
g(b,u, v) := b
(
u + α − (u + α)(v + 1+ α
2)
1+ (u + α)2
)
,
here f , g : R × R2 → R are C∞ smooth with f (b,0,0) = g(b,0,0) = 0.
Now we deﬁne the real-valued Sobolev space
X := {(u, v) ∈ [H2(0, lπ)]2: (ux, vx)|x=0,lπ = 0},
and the complexiﬁcation of X:
Xc = X⊕ iX= {x1 + ix2: x1, x2 ∈ X}.
The linearized operator of the steady state system of (2.2) evaluated at (b,0,0) is
L(b) =
(
∂2
∂x2
+ A(b) B(b)
∂2
)
C(b) c
∂x2
+ D(b)
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A(b) = fu(b,0,0) = 3α
2 − 5
1+ α2 , B(b) = f v(b,0,0) = −
4α
1+ α2 ,
C(b) = gu(b,0,0) = 2α
2b
1+ α2 , D(b) = gv(b,0,0) = −
αb
1+ α2 .
The following condition is essential to guarantee that the Hopf bifurcation occurs:
(H) There exist a number bH ∈ R and a neighborhood O of bH such that for b ∈ O , L(b) has a pair of complex, simple,
conjugate eigenvalues α(b) ± iω(b), continuously differentiable in b, with α(bH ) = 0,ω0 := ω(bH ) > 0, and α′(bH ) = 0;
all other eigenvalues of L(b) have non-zero real parts for b ∈ O .
Now we can recall the Hopf bifurcation result appeared in [10] and apply them to analysis our model.
It is well known that the eigenvalue problem
−ϕ′′ = μϕ, x ∈ (0, lπ); ϕ′(0) = ϕ′(lπ) = 0
has eigenvalues μn = n2l2 (n = 0,1,2, . . .), with corresponding eigenfunctions ϕn(x) = cos nxl . Let(
φ
ψ
)
=
∞∑
n=0
(
an
bn
)
cos
nx
l
be an eigenfunction of L(b) corresponding to an eigenvalue β(b), that is, L(b)(φ,ψ)T = β(b)(φ,ψ)T . Then from a straight-
forward analysis we obtain the following relation:
Ln(b)
(
an
bn
)
= β(b)
(
an
bn
)
, n = 0,1,2, . . . ,
where
Ln(b) =
(−n2
l2
+ A(b) B(b)
C(b) −c n2
l2
+ D(b)
)
.
It follows that eigenvalues of L(b) are given by the eigenvalues of Ln(b) for n = 0,1,2, . . . . The characteristic equation of
Ln(b) is
β2 − βTn(b) + Dn(b) = 0, n = 0,1,2, . . . ,
where⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Tn(b) = 3α
2 − 5
1+ α2 −
αb
1+ α2 −
(1+ c)n2
l2
,
Dn(b) = 5αb
1+ α2 +
αb
1+ α2
n2
l2
+ c n
2
l2
(
n2
l2
− 3α
2 − 5
1+ α2
)
.
(2.3)
Therefore, the eigenvalues are determined by
β(b) = Tn(b) ±
√
T 2n (b) − 4Dn(b)
2
, n = 0,1,2, . . . .
If the condition (H) holds, we see that, at b = bH , L(b) has a pair of simple purely imaginary eigenvalues ±iω0 if
and only if there exists a unique n ∈ N ∪ {0} such that ±iω0 are the purely imaginary eigenvalues of Ln(b). In such case,
denote the associated eigenvector by q = qn = (an,bn)T cos nxl , with an,bn ∈ C, such that Ln(bH )(an,bn)T = iω0(an,bn)T , or
L(bH )q = iω0q.
We shall identify the Hopf bifurcation value bH which satisﬁes the condition (H), taking the following form now: there
exists n ∈ N ∪ {0} such that
Tn
(
bH
)= 0, Dn(bH)> 0, and T j(bH) = 0, D j(bH) = 0 for j = n (2.4)
and for the unique pair of complex eigenvalues α(b) ± iω(b) near the imaginary axis
α′
(
bH
) = 0.
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b > b∗0 :=
3α2 − 5
α
> 0
and one of the following holds:
(i)
5
3
 α2  1+ 5l
2
3l2 − 1 , (ii) α
2  1+ 5l
2
3l2 − 1 and 0< c <
l2αb
3l2−1
1+5l2 α
2 − 1
,
which implies that (0,0) is a locally asymptotically stable steady state of system (2.2). Here we discuss the potential bi-
furcation point in the interval (0,b∗0]. For any Hopf bifurcation point bH in (0,b∗0], α(bH ) ± iω(bH ) are the eigenvalues of
Ln(bH ), here
α
(
bH
)= 1
2
Tn
(
bH
)
, ω
(
bH
)=√Dn(bH)− α2(bH),
and
α′
(
bH
)= 1
2
T ′n
(
bH
)
< 0.
From the discussion above, the determination of Hopf bifurcation point reduces to describing the set
Λ := {bH ∈ (0,b∗0]: for some n ∈ N ∪ {0}, (2.4) is satisﬁed},
when a set of parameters (c,a) are ﬁxed.
Firstly, bH0 := b∗0 is always an element of Λ since T0(bH0 ) = 0, T j(bH0 ) < 0 for any j  1, Dm(bH0 ) > 0 for any m ∈ N ∪ {0}
and all c suitably large under a rather natural condition. This corresponds to the Hopf bifurcation of spatially homogeneous
periodic solutions which have been studied in [8]. Apparently bH0 is also the unique value for the Hopf bifurcation of the
spatially homogeneous periodic solutions for any l >
√
3/3. Hence in the following we look for spatially non-homogeneous
Hopf bifurcation points.
Notice that when b < b∗0,
3α2−5
1+α2 − αb1+α2 > 0. It is easy to see that Tn(b) = 0 is equivalent to
3α2 − 5
1+ α2 −
αb
1+ α2 =
(1+ c)n2
l2
,
that is
b =
(
3α2 − 5
1+ α2 −
(1+ c)n2
l2
)
1+ α2
α
.
For such value of b, we have
Dn(b) = cn
2
l2
(
n2
l2
− 3α
2 − 5
1+ α2
)
+ n
2
l2
αb
1+ α2 +
5αb
1+ α2
= cn
2
l2
(
n2
l2
− 3α
2 − 5
1+ α2
)
+ n
2
l2
(
3α2 − 5
1+ α2 −
(1+ c)n2
l2
)
+ 5
(
3α2 − 5
1+ α2 −
(1+ c)n2
l2
)
= −n
4
l4
− n
2
l2
(
3α2 − 5
1+ α2 (c − 1) + 5+ 5c
)
+ 5(3α
2 − 5)
1+ α2 .
Let
B0 := 3α
2 − 5
1+ α2 (c − 1) + 5(1+ c),
then Dn(b) > 0 if and only if
n2
l2
<
−B0 +
√
B20 + 20(3α
2−5)
1+α2
2
.
So all the potential bifurcation points can be labeled as Λ = {bHn }Nn=0 for some N ∈ N ∪ {0}, here
bHn =
(
3α2 − 5
2
− (1+ c)n
2
2
)
1+ α2
. (2.5)
1+ α l α
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0< bHN < b
H
N−1 < · · · < bH1 < bH0 := b∗0, (2.6)
satisfying
0
3α2−5
1+α2 −
bHn α
1+α2
1+ c <
−B0 +
√
B20 + 20(3α
2−5)
1+α2
2
.
Now we only need to verify whether Di(bHn ) = 0 for i = n. Here we will derive a condition on the parameters so that
Di(bHn ) > 0, for each i = 0,1,2, . . . .
Since
Di
(
bHn
)= c n4
l4
+ i
2
l2
(
αbHn
1+ α2 − c
3α2 − 5
1+ α2
)
+ 5αb
H
n
1+ α2 ,
we can choose the diffusion coeﬃcient c as small as possible so that αb
H
n
1+α2 − c 3α
2−5
1+α2 > 0, i.e., given the ﬁxed N deﬁned
by (2.6), for every 0 < n N , c < M(α,N, l), where
M(α,N, l) :=
3α2−5
1+α2 − N
2
l2
3α2−5
1+α2 + N
2
l2
> 0, (2.7)
therefore Di(bHn ) > 0.
To adopt the framework of [2], see also in [10], we rewrite system (2.2) in the abstract form
dU
dt
= L(b)U + F (b,U ), (2.8)
where
F (b,U ) :=
(
f (b,u, v) − A(b)u − B(b)v
g(b,u, v) − C(b)u − D(b)v
)
,
with U = (u, v)T ∈ X. At each b = bHn , n = 1,2,3, . . . ,N , system (2.8) can be reduced to
dU
dt
= L(bHn )U + Fn(U ), (2.9)
where Fn(U ) := F (b,U )|b=bHn . Let 〈·,·〉 be the complex-valued L2 inner product on Hilbert space XC deﬁned as
〈U1,U2〉 =
lπ∫
0
(u¯1u2 + v¯1v2)dx,
with Ui = (ui, vi)T ∈ XC (i = 1,2). Throughout this paper, we use f¯ denote the conjugate of f . Then 〈bU1,U2〉 = b¯〈U1,U2〉.
Let L∗(bHn ) be the adjoint operator of L(bHn ), i.e. 〈u,L(bHn )v〉 = 〈L∗(bHn )u, v〉. Then L∗(bHn ) is also deﬁned on XC , and
L∗(bHn ) :=
(
∂2
∂x2
+ A(bHn ) C(bHn )
B(bHn ) c
∂2
∂x2
+ D(bHn )
)
.
From (H), we can choose q := (an,bn)T cos nxl , q∗ := (a∗n,b∗n)T cos nxl ∈ XC satisfying
L∗(bHn )q∗ = −iωn0q∗, 〈q∗,q〉= 1, 〈q∗, q¯〉= 0, (2.10)
here ωn0, q, q
∗ will be given concretely by (2.27)–(2.29) in the sequel.
We decompose X= Xc⊕Xs, with
Xc := {zq + z¯q¯: z ∈ C}, Xs := {u ∈ X: 〈q∗,u〉= 0}.
For any (u, v) ∈ X, there exists z ∈ C and w = (w1,w2) ∈ Xs such that(
u
v
)
= zq + z¯q¯ +
(
w1
w
)
,2
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⎪⎩
u = zan cos nx
l
+ z¯a¯n cos nx
l
+ w1,
v = zbn cos nx
l
+ z¯b¯n cos nx
l
+ w2.
(2.11)
Now system (2.9) can be reduced to the following system in (z,w) coordinates:⎧⎪⎪⎨
⎪⎪⎩
dz
dt
= iωn0z +
〈
q∗, Fn
〉
,
dw
dt
= L(bHn )w + H(z, z¯,w),
(2.12)
where
H(z, z¯,w) := Fn −
〈
q∗, Fn
〉
q − 〈q¯∗, Fn〉q¯, Fn := Fn(zq + z¯q¯ + w). (2.13)
As in [2], we write Fn in the form:
Fn(U ) := 1
2
Q (U ,U ) + 1
6
C(U ,U ,U ) + O (|U |4), (2.14)
here Q ,C are symmetric multilinear forms. For simplicity, we write Q XY = Q (X, Y ), CXY Z = C(X, Y , Z). For later uses, we
calculate Qqq , Qqq¯ and Cqqq¯ as follows:
Qqq =
(
cn
dn
)
cos2
nx
l
, Qqq¯ =
(
en
fn
)
cos2
nx
l
, Cqqq¯ =
(
gn
hn
)
cos3
nx
l
,
where (with the partial derivatives evaluated at (bHn ,0,0))⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
cn = fuua2n + 2 fuvanbn + f vvb2n,
dn = guua2n + 2guvanbn + gvvb2n,
en = fuu|an|2 + fuv(anb¯n + a¯nbn) + f vv |bn|2,
fn = guu|an|2 + guv(anb¯n + a¯nbn) + gvv |bn|2,
gn = fuuu|an|2an + fuuv
(
2|an|2bn + a2nb¯n
)+ fuvv(2|bn|2an + b2na¯n)+ f vvv |bn|2bn,
hn = guuu|an|2an + guuv
(
2|an|2bn + a2nb¯n
)+ guvv(2|bn|2an + b2na¯n)+ gvvv |bn|2bn.
(2.15)
Let
H(z, z¯,w) = H20
2
z2 + H11zz¯ + H02
2
z¯2 + o(|z| · |w|), (2.16)
then by (2.13) and (2.14), we have{
H20 = Qqq −
〈
q∗, Qqq
〉
q − 〈q¯∗, Qqq〉q¯,
H11 = Qqq¯ −
〈
q∗, Qqq¯
〉
q − 〈q¯∗, Qqq¯〉q¯.
It follows from Appendix A of [2] that system (2.12) possesses a center manifold. We can write w in the form:
w = w20
2
z2 + w11zz¯ + w02
2
z¯2 + o(|z|3). (2.17)
By (2.16) and (2.17), together with
L(bHn )w + H(z, z¯,w) = dwdt = ∂w∂z dzdt + ∂w∂ z¯ dz¯dt ,
we have
w20 =
[
2iωn0 I −L
(
bHn
)]−1
H20, w11 = −
[L(bHn )]−1H11.
Actually, by [10] we have
w20 =
⎧⎨
⎩
1
2 [2iωn0 I −L(bHn )]−1
[
(cos 2nxl + 1)
(cn
dn
)]
if n ∈ N,
[2iωn0 I −L(bHn )]−1
[(c0
d
)− 〈q∗, Qqq〉(a0b )− 〈q¯∗, Qqq〉(a¯0¯ )] if n = 0, (2.18)0 0 b0
L. Du, M. Wang / J. Math. Anal. Appl. 366 (2010) 473–485 479and
w11 =
⎧⎨
⎩
− 12 [L(bHn )]−1
[
(cos 2nxl + 1)
(en
fn
)]
if n ∈ N,
−[L(bHn )]−1
[(e0
f0
)− 〈q∗, Qqq¯〉(a0b0)− 〈q¯∗, Qqq¯〉(a¯0b¯0)] if n = 0. (2.19)
Notice that the calculation of [2iωn0 I −L(bHn )]−1 and [L(bHn )]−1 in (2.18) and (2.19) are restricted to the subspaces spanned
by the eigen-modes 1 and cos 2nxl .
Now the reaction–diffusion system restricted to the center manifold can be given by
dz
dt
= iωn0z +
〈
q∗, Fn
〉= iωn0z + ∑
2i+ j3
gij
i! j! z
i z¯ j + O (|z|4), (2.20)
where
g20 =
〈
q∗, Qqq
〉
, g11 =
〈
q∗, Qqq¯
〉
, g02 =
〈
q∗, Qq¯q¯
〉
,
g21 = 2
〈
q∗, Q w11q
〉+ 〈q∗, Q w20q¯〉+ 〈q∗,Cqqq¯〉.
The dynamics of (2.12) can be determined by the dynamics of (2.20). As in [2], we write the Poincaré normal form of (2.8)
(for b in a neighborhood of bHn ) in the form:
z˙ = (α(b) + iω(b))z + z M∑
j=1
c j(b)(zz¯)
j, (2.21)
where z is a complex variable, M  1 and c j(b) are complex-valued coeﬃcients. Then following [2], we have
c1(b) = g20g11(3α(b) + iω(b))
2(α2(b) + ω2(b)) +
|g11|2
α(b) + iω(b) +
|g02|2
2(α(b) + 3iω(b)) +
g21
2
.
Thus
c1
(
bHn
)= i
2ωn0
(
g20g11 − 2|g11|2 − 1
3
|g02|2
)
+ g21
2
= i
2ωn0
〈
q∗, Qqq
〉 · 〈q∗, Qqq¯〉+ 〈q∗, Q w11q〉+ 12
〈
q∗, Q w20q¯
〉+ 1
2
〈
q∗,Cqqq¯
〉
(2.22)
with w20 and w11 in the form of (2.18) and (2.19), respectively. From Theorem II and Section 3 in Chapter 1 of [2], under (H),
we can establish the main result of our work:
Theorem 1. For any bHn , deﬁned by (2.5), if there exists M = M(α,N, l) deﬁned by (2.7), such that 0 < c < M, then system (2.2)
undergoes Hopf bifurcation at each b = bHn , 0 n N. With s suﬃciently small, for b = b(s), b(0) = bHn , there exist a family of T (s)-
periodic continuously differentiable solutions (u(s)(x, t), v(s)(x, t)), and the bifurcating periodic solutions can be parameterized in the
form of⎧⎪⎨
⎪⎩
u(s)(x, t) = s(ane2π it/T (s) + a¯ne−2π it/T (s)) cos nx
l
+ o(s2),
v(s)(x, t) = s(bne2π it/T (s) + b¯ne−2π it/T (s)) cos nx
l
+ o(s2), (2.23)
where an, bn will be given concretely by (2.30),
T (s) = 2π
ωn0
(
1+ τ2s2
)+ o(s4), τ2 = − 1
ωn0
(
Im
(
c1
(
bHn
))− Re(c1(bHn ))
α′(bHn )
ω′
(
bHn
))
,
and
T ′′(0) = 4π
ωn0
τ2 = − 4π
(ωn0)
2
(
Im
(
c1
(
bHn
))− Re(c1(bHn ))
α′(bHn )
ω′
(
bHn
))
.
If all eigenvalues (except ±iωn0) of L(bHn ) have negative real parts, then the bifurcating periodic solutions are stable (resp. unstable) if
Re(c1(bHn )) < 0 (resp. > 0). The bifurcation is supercritical (resp. subcritical) if − 1′ H Re(c1(bHn )) < 0 (resp. > 0).α (bn )
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(1) The bifurcating periodic solutions from bH0 are spatially homogeneous, which coincides with the periodic solutions of the corre-
sponding ODE system.
(2) The bifurcating periodic solutions from bHn ,n > 0, are spatially non-homogeneous.
Proof. Following the bifurcation formula (pp. 28–32, [2]), we observe that (2.21) is rotationally invariant: if z is a solution
then so is zeiφ for any real number φ, and the trajectories of (2.21) are circles with centers at z = 0. This simple geometry
is reﬂected in eﬃcient computation of the Maclaurin expansions of b(s) and T (s). Forming z¯ dzdt + z dz¯dt from (2.21), we obtain
d
dt
(zz¯) = 2zz¯
(
α(b) +
M∑
j=1
Re
(
c j(b)
)
(zz¯) j
)
. (2.24)
The right-hand side of (2.24) is zero if and only if z = 0 or
α(b) +
M∑
j=1
Re
(
c j(b)
)
(zz¯) j = 0. (2.25)
Since z(t) ≡ 0, (2.25) is a proper condition to ensure that the right-hand side of (2.24) is zero. In such case, z(t)z¯(t) is a
non-negative constant, denoted by s2 for some s 0. Thus, (2.21) can be written as
z˙ = iz
[
ω(b) + Im
(
M∑
j=1
c j(b)s
2 j
)]
. (2.26)
It follows from (2.26) that z(t) = se2π it/T (s) , and by expansion, we have
T (s) = 2π
ωn0
(
1+ τ2s2
)+ o(s4), τ2 = − 1
ωn0
(
Im
(
c1
(
bHn
))− Re(c1(bHn ))
α′(bHn )
ω′
(
bHn
))
.
From (2.11) we get solutions of (2.2) in the form of (2.23).
Since q and q∗ satisfy (2.10), it is easy to get
q = (an,bn)T cos nx
l
=
(
1,
3α2 − 5
4α
− (1+ α
2)n2
4αl2
− ω
n
0(1+ α2)
4α
i
)T
cos
nx
l
, (2.27)
q∗ = (a∗n,b∗n)T cos nxl = 4αωn0(1+ α2)lπ
(
ωn0(1+ α2)
4α
+
(
3α2 − 5
4α
− (1+ α
2)n2
4αl2
)
i,−i
)T
cos
nx
l
, (2.28)
where
ωn0 =
[
8α3bHn
(1+ α2)2 −
(
n2
l2
− 3α
2 − 5
1+ α2
)2]1/2
. (2.29)
This implies that
an = 1, bn = 3α
2 − 5
4α
− (1+ α
2)n2
4αl2
− ω
n
0(1+ α2)
4α
i,
a∗n =
4α
ωn0(1+ α2)lπ
[
ωn0(1+ α2)
4α
+
(
3α2 − 5
4α
− (1+ α
2)n2
4αl2
)
i
]
, b∗n = −i
4α
ωn0(1+ α2)lπ
. (2.30)
Now we consider the stability and bifurcation direction. Since α′(bHn ) < 0, we only need to compute the sign of
Re(c1(bHn )).
By (2.22), we have
Re
(
c1
(
bHn
))= Re〈q∗, Q w11q〉+ 12 Re
〈
q∗, Q w20q¯
〉+ 1
2
Re
〈
q∗,Cqqq¯
〉
. (2.31)
From [10], we get 〈q∗, Qqq〉 = 〈q∗, Qqq¯〉 = 0. In order to calculate Re(c1(bHn )), it remains to calculate〈
q∗, Q w11q
〉
,
〈
q∗, Q w q¯
〉
and
〈
q∗,Cqqq¯
〉
.20
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[
2iωn0 I −L2n
(
bHn
)]−1 =
(
2iωn0 − ( 3α
2−5
1+α2 − 4n
2
l2
) 4α
1+α2
− 2α2bHn
1+α2 2iω
n
0 + αb
H
n
1+α2 + 4cn
2
l2
)−1
= (α1 + α2i)−1
⎛
⎝2iωn0 + αb
H
n
1+α2 + 4cn
2
l2
− 4α
1+α2
2α2bHn
1+α2 2iω
n
0 − 3α
2−5
1+α2 + 4n
2
l2
⎞
⎠ ,
[
2iωn0 I −L0
(
bHn
)]−1 =
(
2iωn0 − 3α
2−5
1+α2
4α
1+α2
− 2α2bHn
1+α2 2iω
n
0 + αb
H
n
1+α2
)−1
= (α3 + α4i)−1
⎛
⎝2iωn0 + αb
H
n
1+α2 − 4α1+α2
2α2bHn
1+α2 2iω
n
0 − 3α
2−5
1+α2
⎞
⎠ ,
where
α1 = −4
(
ωn0
)2 −( αbHn
1+ α2 +
4cn2
l2
)(
3α2 − 5
1+ α2 −
4n2
l2
)
+ 4α
1+ α2
2α2bHn
1+ α2 ,
α2 = 2ωn0
(
αbHn
1+ α2 +
4cn2
l2
− 3α
2 − 5
1+ α2 +
4n2
l2
)
,
α3 = −4
(
ωn0
)2 − αbHn
1+ α2
3α2 − 5
1+ α2 +
4α
1+ α2
2α2bHn
1+ α2 ,
α4 = 2ωn0
(
αbHn
1+ α2 −
3α2 − 5
1+ α2
)
.
By (2.18), we have that, when n ∈ N,
w20 =
( [2iωn0 I −L2n(bHn )]−1
2
cos
2nx
l
+ [2iω
n
0 I −L0(bHn )]−1
2
)(
cn
dn
)
= [α1 + α2i]
−1
2
⎛
⎝ (2iωn0 I + αb
H
n
1+α2 + 4cn
2
l2
)cn − 4α1+α2 dn
2α2bHn
1+α2 cn + (2iωn0 − 3α
2−5
1+α2 + 4n
2
l2
)dn
⎞
⎠ cos 2n
l
x
+ (α3 + α4i)
−1
2
⎛
⎝ (2iωn0 + αb
H
n
1+α2 )cn − 4α1+α2 dn
2α2bHn
1+α2 cn + (2iωn0 − 3α
2−5
1+α2 )dn
⎞
⎠ .
Likewise, when n ∈ N, we get
w11 = −α
−1
5
2
⎛
⎝ (− αb
H
n
1+α2 − 4cn
2
l2
)en + 4α1+α2 fn
− 2α2bHn
1+α2 en + ( 3α
2−5
1+α2 − 4n
2
l2
) fn
⎞
⎠− α−16
2
⎛
⎝ − αb
H
n
1+α2 en + 4α1+α2 fn
− 2α2bHn
1+α2 en + 3α
2−5
1+α2 fn
⎞
⎠ ,
where
α5 = 4α
1+ α2
2α2bHn
1+ α2 −
(
αbHn
1+ α2 +
4cn2
l2
)(
3α2 − 5
1+ α2 −
4n2
l2
)
,
α6 = 5αb
H
n
1+ α2 .
The direct computation yields⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
fuu = 8α(3− α
2)
(1+ α2)2 , fuv = −
4(1− α2)
(1+ α2)2 , f vv = f vvv = fuvv = 0,
fuuu = 24(α
4 − 6α2 + 1)
(1+ α2)3 , fuuv =
8α(3− α2)
(1+ α2)3 , guu =
1
4
fuu, gvv = guvv = 0,
guv = 1 fuv , guuu = 1 fuuu, guuv = 1 fuuv , gvvv = 0.
(2.32)4 4 4
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to get
Q w20q¯ =
(
fuuξ + fuvη + fuv b¯nξ
guuξ + guvη + guvb¯nξ
)
cos
2nx
l
cos
nx
l
+
(
fuuτ + fuvζ + fuv b¯nτ
guuτ + guvζ + guvb¯nτ
)
cos
nx
l
,
Q w11q =
(
fuu ξ˜ + fuv η˜ + fuvbnξ˜
guu ξ˜ + guv η˜ + guvbnξ˜
)
cos
2nx
l
cos
nx
l
+
(
fuu τ˜ + fuv ζ˜ + fuvbnτ˜
guu τ˜ + guv ζ˜ + guvbnτ˜
)
cos
nx
l
,
where
ξ = (α1 + α2i)
−1
2
[(
2iωn0 +
αbHn
1+ α2 +
4cn2
l2
)
cn − 4α
1+ α2 dn
]
,
η = (α1 + α2i)
−1
2
[
2α2bHn
1+ α2 cn +
(
2iωn0 −
3α2 − 5
1+ α2 +
4n2
l2
)
dn
]
,
τ = (α3 + α4i)
−1
2
[(
2iωn0 +
αbHn
1+ α2
)
cn − 4α
1+ α2 dn
]
,
ζ = (α3 + α4i)
−1
2
[
2α2bHn
1+ α2 cn +
(
2iωn0 −
3α2 − 5
1+ α2
)
dn
]
,
ξ˜ = − 1
2α5
[(
− αb
H
n
1+ α2 −
4cn2
l2
)
en + 4α
1+ α2 fn
]
,
η˜ = − 1
2α5
[
−2α
2bHn
1+ α2 en +
(
3α2 − 5
1+ α2 −
4n2
l2
)
fn
]
,
τ˜ = − 1
2α6
(
− αb
H
n
1+ α2 en +
4α
1+ α2 fn
)
,
ζ˜ = − 1
2α6
(
−2α
2bHn
1+ α2 en +
3α2 − 5
1+ α2 fn
)
.
By (2.15) and (2.32), we have
cn = fuu + 2 fuvbn, dn = guu + 2guvbn, en = fuu + 2 fuv Rebn, fn = guu + 2guv Rebn,
gn = fuuu + (3Rebn + Imbni) fuuv , hn = guuu + (3Rebn + Imbni)guuv .
Notice that for any n ∈ N,
lπ∫
0
cos2
nx
l
dx = 1
2
lπ,
lπ∫
0
cos
2nx
l
cos2
nx
l
dx = 1
4
lπ,
lπ∫
0
cos4
nx
l
dx = 3
8
lπ,
so
〈
q∗, Q w20q¯
〉= lπ
4
[
a¯∗n( fuuξ + fuvη + fuvξ b¯n) + b¯∗n(guuξ + guvη + guvξ b¯n)
]
+ lπ
2
[
a¯∗n( fuuτ + fuvζ + fuvτ b¯n) + b¯∗n(guuτ + guvζ + guvτ b¯n)
]
,
〈
q∗, Q w11q
〉= lπ
4
[
a¯∗n( fuu ξ˜ + fuv η˜ + fuv ξ˜bn) + b¯∗n(guu ξ˜ + guv η˜ + guv ξ˜bn)
]
+ lπ
2
[
a¯∗n( fuu τ˜ + fuv ζ˜ + fuv τ˜bn) + b¯∗n(guu τ˜ + guv ζ˜ + guv τ˜bn)
]
,
〈
q∗,Cqqq¯
〉= 3
8
lπ
(
a¯∗n gn + b¯∗nhn
)
.
Since
lπ a¯∗n = 1−
(
3α2 − 5
ωn(1+ α2) −
n2
ωnl2
)
i, lπ b¯∗n =
4α
ωn(1+ α2) i,0 0 0
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Re
〈
q∗,Cqqq¯
〉= 3
8
fuuu + 9
8
(
3α2 − 5
4α
− 3
8
(1+ α2)n2
4αl2
)
fuuv
− 3
8
(
3α2 − 5
ωn0(1+ α2)
− n
2
ωn0l
2
)
ωn0(1+ α2)
4α
fuuv + 3
8
guuv , (2.33)
Re
〈
q∗, Q w20q¯
〉= 1
4
[
fuu(ξR + 2τR) + fuv
(
ξR + 2ζR − ω
n
0(1+ α2)
4α
(ξI + 2τI )
)
+
(
3α2 − 5
4α
− (1+ α
2)n2
4αl2
)
fuv(ξR + 2τR)
]
+ 1
4
(
3α2 − 5
ωn0(1+ α2)
− n
2
ωn0l
2
)[
fuu(ξI + 2τI ) + fuv(ηI + 2ζI )
+ ω
n
0(1+ α)
4α
fuv(ξR + 2τR) + fuv
(
3α2 − 5
4α
− (1+ α
2)n2
4αl2
)
(ξI + 2τI )
]
− α
ωn0(1+ α2)
{
guu(ξI + 2τI )
+ guv
[
ηI + 2ζI + (ξI + 2τI )
(
3α2 − 5
4α
− (1+ α
2)n2
4αl2
)
+ (ξR + 2τR)ω
n
0(1+ α2)
4α
]}
, (2.34)
Re
〈
q∗, Q w11q
〉= 1
4
(
fuu(ξ˜ + 2τ˜ ) + fuv(ξ˜ + 2ζ˜ ) + guv(ξ˜ + 2τ˜ )
)
, (2.35)
where we have denoted ΓR = ReΓ and ΓI = ImΓ for Γ = ξ,η, τ , ζ. More precisely,
ξR = α1
2(α21 + α22)
[(
αbHn
1+ α2 +
4cn2
l2
)
( fuu + 2 fuvbn) − 4α
1+ α2 (guu + 2guvbn)
]
+ α2ω
n
0
α21 + α22
( fuu + 2 fuvbn),
ξI = − α2
2(α21 + α22)
[(
αbHn
1+ α2 +
4cn2
l2
)
( fuu + 2 fuvbn) − 4α
1+ α2 (guu + 2guvbn)
]
+ α1
α21 + α22
ωn0( fuu + 2 fuvbn),
ηR = α1
2(α21 + α22)
[
2α2bHn
1+ α2 ( fuu + 2 fuvbn) +
(
4n2
l2
− 3α
2 − 5
1+ α2
)
(guu + 2guvbn)
]
+ α2
α21 + α22
ωn0(guu + 2guvbn),
ηI = α1
α21 + α22
ωn0(guu + 2guvbn) −
α2
2(α21 + α22)
[
2α2bHn
1+ α2 ( fuu + 2 fuvbn) +
(
4n2
l2
− 3α
2 − 5
1+ α2
)
(guu + 2guvbn)
]
,
τR = α3
2(α23 + α24)
(
αbHn
1+ α2 ( fuu + 2 fuvbn) −
4α
1+ α2 (guu + 2guvbn)
)
+ α4
α23 + α24
ωn0( fuu + 2 fuvbn),
τI = α3
α23 + α43
ωn0( fuu + 2 fuvbn) −
α4
2(α23 + α24)
(
αbHn
1+ α2 ( fuu + 2 fuvbn) −
4α
1+ α2 (guu + 2guvbn)
)
,
ζR = α3
α23 + α24
(
2α2bHn
1+ α2 ( fuu + 2 fuvbn) −
3α2 − 5
1+ α2 (guu + 2guvbn)
)
+ α4
α23 + α24
ωn0(guu + 2guvbn),
ζI = α3
α23 + α24
ωn0(guu + 2guvbn) −
α4
2(α23 + α24)
(
2α2bHn
1+ α2 ( fuu + 2 fuvbn) −
3α2 − 5
1+ α2 (guu + 2guvbn)
)
.
Finally, substituting (2.33)–(2.35) into (2.31), we get the expression of Re(c1(bHn )). The proof is completed. 
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In this section, we give some discussion on the system (2.1).
1. The sign of Re(c1(bHn )) is important for determining the stability of the bifurcating periodic solutions and bifurcation
direction. Although we have given the expression of Re(c1(bHn )), since this expression is very complicated, it is not easy to
judge the sign of Re(c1(bHn )).
2. We summarize some known dynamics of system (2.1). Note that the system (2.1) is an activator–inhibitor system if
and only if 3α2 > 5. So we assume that 3α2 −5 > 0. Since our model is a little different from [3,7–9], to cast our discussion,
we change their results into the uniform expressions by some computation.
Conclusion 1. (See [8].) When b = b∗0, the system undergoes a Hopf bifurcation at (α,1+ α2). Moreover,
(a) if
α2  1+ 5l
2
3l2 − 1 and c >
l2αb
3l3−1
1+5l2 α
2 − 1
,
the bifurcating homogeneous periodic solutions are unstable;
(b) if
α2  1+ 5l
2
3l2 − 1 and 0< c <
l2αb
3l2−1
1+5l2 α
2 − 1
,
or
5
3
 α2  1+ 5l
2
3l2 − 1 ,
the bifurcating homogeneous periodic solutions are stable.
Conclusion 2. (See [3,7–9].) When b > b∗0, the equilibrium (α,1+ α2) is local asymptotically stable for ODE version. More-
over,
(a) if
α2 >
1+ 5l2
3l2 − 1 and c >
l2αb
3l2−1
1+5l2 α
2 − 1
,
then the Turing instability happens;
(b) if
α2  1+ 5l
2
3l2
and 0< c <
l2αb
3l2−1
1+5l2 α
2 − 1
,
or
5
3
 α2  1+ 5l
2
3l2 − 1 ,
then (α,1+ α2) is local asymptotically stable for the system (2.1).
The ﬁnal conclusion is the main result of the present paper:
Conclusion 3. When b < b∗0 and c is suitable small, multiple spatially non-homogeneous periodic orbits occur while the
system parameters are all spatially homogeneous.
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