Robotic learning of force-based industrial manipulation tasks by Ali Al-Yacoub (4101397)
Robotic Learning of Force-based
Industrial Manipulation Tasks
by
Ali AL-YACOUB
A thesis submitted in partial fulfillment of the requirements for the award of
Doctor of Philosophy of Loughborough University
June 3, 2019
©Ali Al-Yacoub 2019
ABSTRACT
Even with the rapid technological advancements, robots are still not the most comfortable ma-
chines to work with. Firstly, due to the separation of the robot and human workspace which
imposes an additional financial burden. Secondly, due to the significant re-programming cost in
case of changing products, especially in Small and Medium-sized Enterprises (SMEs). There-
fore, there is a significant need to reduce the programming efforts required to enable robots to
perform various tasks while sharing the same space with a human operator. Hence, the robot
must be equipped with a cognitive and perceptual capabilities that facilitate human-robot inter-
action.
Humans use their various senses to perform tasks such as vision, smell and taste. One sense
that plays a significant role in human activity is ’touch’ or ’force’. For example, holding a cup
of tea, or making fine adjustments while inserting a key requires haptic information to achieve
the task successfully. In all these examples, force and torque data are crucial for the successful
completion of the activity. Also, this information implicitly conveys data about contact force,
object stiffness, and many others. Hence, a deep understanding of the execution of such events
can bridge the gap between humans and robots. This thesis is being directed to equip an indus-
trial robot with the ability to deal with force perceptions and then learn force-based tasks using
Learning from Demonstration (LfD).
To learn force-based tasks using LfD, it is essential to extract task-relevant features from the
force information. Then, knowledge must be extracted and encoded form the task-relevant
features. Hence, the captured skills can be reproduced in a new scenario. In this thesis, these
elements of LfD were achieved using different approaches based on the demonstrated task. In
this thesis, four robotics problems were addressed using LfD framework. The first challenge
was to filter out robots’ internal forces (irrelevant signals) using data-driven approach. The
second robotics challenge was the recognition of the Contact State (CS) during assembly tasks.
To tackle this challenge, a symbolic based approach was proposed, in which a force/torque
signals; during demonstrated assembly, the task was encoded as a sequence of symbols. The
third challenge was to learn a human-robot co-manipulation task based on LfD. In this case, an
ensemble machine learning approach was proposed to capture such a skill. The last challenge in
i
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this thesis, was to learn an assembly task by demonstration with the presents of parts geometrical
variation. Hence, a new learning approach based on Artificial Potential Field (APF) to learn a
Peg-in-Hole (PiH) assembly task which includes no-contact and contact phases.
To sum up, this thesis focuses on the use of data-driven approaches to learning force based
task in an industrial context. Hence, different machine learning approaches were implemented,
developed and evaluated in different scenarios. Then, the performance of these approaches was
compared with mathematical modelling based approaches.
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Chapter 1
Introduction
1.1 Introduction
Imitating how human beings interact in their basic daily life tasks inspires robotics researchers
to teach robot similar interactions in different contexts. In an industrial context, assembly and
manipulation tasks represent more than ≈ 50% of industrial processes. These processes could
benefit from all the human force-based manipulations behaviour. For instance, the process of
pouring some juice into a glass, which mainly starts by lifting the juice bottle and then care-
fully filling up the liquid into the glass. Adding to that, the associated, ’push-and-pull’ process
needed to open/close the drawer, embed a key in the keyhole without knowing precisely the
position of the hole or how people interact when an insertion process does not go well. Fur-
thermore, placing a piece of furniture into a specific position or a narrow pathway need also
well auto-visualised planning to be accurately sustained without the intervention of humans. In
all previous examples, force-based sensory information was crucial for the successful comple-
tion of human beings tasks. Force signals can contain data about the environments’ stiffness,
torque data, the inertial components acting on the end effector and the desired force profile to
be reached. On the other hand, robotised automation of industrial problems such as the Peg-in-
Hole (PiH) assembly, Human-Robot Collaboration (HRC) and even Robot-Robot collaboration
is still not mature primarily in the highly dynamic markets such as Small-Medium Enterprise
(SME) . This is mainly due to certain variations included in the automation process and parts
manufacturing and due to high reprogramming complexity costs for such an industrial environ-
ment.
To overcome this, the more advanced robot operators will be communicated via direct interac-
tion procedures such as oral, written commands or even schematic diagrams. This will enable
the robot to understand and interact with the human intentions and to collaboratively execute the
instructed tasks with human or even another robot in analogy to the novice operators training
1
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process. In such a process, robots can intuitively interact with the surrounding environment,
extract knowledge, and reproduce actions based on this knowledge in similar scenarios. There-
fore, knowledge must be transferred to the robot operator with a minimum effort, and therein the
robot can maintain the ability to adapt this knowledge to its joint space and with its surrounding
environment.
Robot Learning from Demonstration (LfD) started in the 1980s and appeared to have a con-
siderable potential to address reprogramming and variation challenges [1]. In many robotics
sectors, LfD allows more intuitive interaction between human operators and robots, such as
service robots and social robotics. The concept behind the LfD is that a teacher (e.g. expert
operator and robot) demonstrate a task to a learner (robot), then the learner robot must repeat
the task during the operating time while maintaining performance and adapting variation within
the environment [2]. Formally, LfD elementary blocks are a demonstration, encoding and re-
producing skills [3, 4]. What is more, the robot must be able to execute new tasks that require
the same skills. It is believed that the LfD-robot algorithms will reduce the manipulator pro-
gramming costs which prevent the advance of an industrial manipulator in industrial fields [2],
which have high variability and high changeable production conditions as in SME sectors.
This thesis introduces an LfD algorithm, which aims to overcome traditional LfD limitations es-
pecially in force-based applications such as co-manipulation and assembly problems. Through
providing a deep insight into features preprocessing, knowledge extraction, knowledge repre-
sentations and knowledge generalisation in the presence of variations caused by parts tolerances
and different tasks. When an operator wants to teach a robot such manipulation skills from ex-
amples, it is necessary to endow the robot with a learning framework able to observe operator
actions, then process those observations using refine training data. After that learning algo-
rithms will be used to identify skills, generate policies and the associated activities, which took
place in order to transfer the robot from an initial state to a final (goal) state. This thesis also
introduces a brief analysis of the effect of part geometrical variations on the learning process.
It is worth mentioning here that this thesis refers to assembly, manipulation, co-assembly and
co-manipulation skills as ’skills’.
This chapter is structured as follow: the research motivation is presented in 1.2. Next, the
objectives of this research are illustrated in Section 1.3. The scope of the research presented in
this thesis is discussed in Section 1.4. Section 1.5 presents an overview of the work conducted
in this thesis. Finally, the main contributions and the organisation of this thesis are presented in
Sections 1.7 and 1.6, respectively.
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1.2 Motivation
Learning from Demonstration is becoming a central topic in the field of robotics [5], which
spans through general research areas such as robotics design, machine learning, sensor fusion
and robot control. Accordingly, research challenges are posted within these fields, and other
challenges resulting from the integration of those different fields. For instance, implementing
machine learning algorithms into the industrial manipulator must consider restrictions imposed
by the real hardware. Another challenge is to achieve robustness and adaptability against un-
certainty and noise and real-time requirements especially in industrial environments. What is
more, the challenges of an LfD technique can be summarised in four questions, which are: How
to learn? What to learn? When to learn? Who to imitate (whom to learn from)?
Other challenges in the LfD are challenges imposed by the nature of the process. This the-
sis considers only the assembly and manipulation processes that have the dominant share in
production cost [6], which includes free manipulation and physical interaction with the sur-
rounding environment. Consequently, cutting down the assembly process expenses might be
achieved by fixed automation solution (mass product solution) or by employing more industrial
manipulators. However, the later solution moves the problem to a different level where robot
programming becomes the main problem. The LfD techniques appear as a possible solution
which might elevate those limitations with an acceptable level of robustness against uncer-
tainties, variations and noise. Furthermore, it might also improve performance with time by
incorporating learning and feedback methods.
In such applications, task haptic/force information plays a vital role, especially as these tasks
require interactions with the surrounding environment. Nevertheless, most of the research in
this field has focused on visual and positional perceptions [7]. Hence, the focus of this thesis
will be on the haptic/force perceptions. Many researchers have highlighted the decentralised
nature of the human control system which is composed of internal models that predict (output)
specific interaction with the surrounding environment based on given perceptual information
[8]. Inspired by the human model, this thesis aims to identify how force/haptic-based task
information can be captured and transformed efficiently into a robot. For example, moving a
shared object by two humans, humans communicate actively via forces and movements. Thus,
it is essential to endow robots with such skills to perform such a collaborative task intuitively
with other robots or humans.
Human-Robot collaboration is gaining more attention recently, and it is evident that the princi-
ple of a human sharing a space with a robot is possible [9]. Therefore, it is necessary to extract
human cognitive skills that enable him/her to execute a collaborative task then transfer it into
a robot. This will allow the robot partner to understand human haptic cues in real-time. In
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this sense, not only trajectories the robot (follower) and its reaction to human haptic cues are
essential. The primary challenge here is to provide a solution that can be generalised well to
different humans, loads and even tasks. In this context, this thesis addresses this challenging
issue by learning human impedance behaviour using ensemble machine learning algorithms.
Consequently, the learned models are employed as parts of the robot control schema to provide
a human-like behaviour.
1.3 Research Objectives
The primary goal of this research is to intuitively transfer (teach) human haptic skills to an in-
dustrial robot. This research focuses only on haptic information to provide a heuristic rule for
learning assembly task by demonstration with the existence of variation in the parts geometry.
According to the current state of the research in robotic-automation, it seems that the robot
programming and variability (production) are the obstacles that prevent the advance of the ma-
nipulator into industrial platforms [2]. The LfD appears as a possible technique, which might
overcome these problems. Moreover, it allows safe interaction between operator and robot. The
thesis objectives are summarised below:
• Identifying relevant force features in manipulation task using a data-driven approach.
In this case, the undesired robot forces (internal forces) are estimated using data-driven
models. Hence, these forces can be filtered out from the force features to enable force-
based teaching of robot applications; such as learning skills from human demonstrations.
Besides, this thesis provides a heuristic rule that can be used to select operational features
for accurate force estimation. This objective provides an answer to the LfD question of
"What to learn?".
• Providing a framework to encode spatial and temporal properties of assembly process
based on forces features using a symbolic representation of the assembly sequence. This
requires accurate identification of contact states (CS) based on the spatial information and
the sequential transition between different CS. Therefore, the encoded assembly skill can
be formally described and transfer efficiently into a robotics framework.
• Developing a robot LfD framework for force-based manipulation tasks based on ensem-
ble machine learning approaches. The characteristics of force-based manipulation will
be analysed, and relevant force features will be extracted after the demonstration. Then,
the suitable mapping between the targeted actions and the extracted force features can
be identified using ensemble machine learning approaches. Next, the learned models can
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be utilised to reproduce the demonstrated skills in similar scenarios. This will permit to
produce a large set of manipulation tasks, and evaluate those solutions based on forces ex-
ecution time and even compare their performance with human performance in performing
similar tasks.
• Investigating different demonstration mechanisms in the LfD field and identifying the
suitable approach to learn force-based manipulation tasks. The demonstration approach
plays a crucial role in the quality of the information is collected and transmitted. Hence,
it is essential to identify the best demonstration method for force-based skills and anal-
yse the impact of different demonstration methods on the robot performance in the skill
reproduction phase.
• Developing the LfD algorithms for encoding and reproducing force based robot skills
to successfully and robustly perform the demonstrated assembly task. Moreover, force-
based skills must be generalised during the operating time to adapt the geometrical vari-
ation during the skill reproduction phase. The proposed algorithm relies on the learned
skills and the force information about the current situation of the assembly process.
• Identifying the effect of geometrical variation of the assembled parts during the demon-
stration on the machine learning models performance in the LfD framework. This will
provide a valuable introduction on how to generalise the learned skills. Also, it is essen-
tial to maintain a model’s quality after learning the core skills using incremental learning
approaches.
1.4 Research Scope
Performing force-based robotic tasks in a dynamic environment involves multi-domain tech-
nologies such as sensor fusion, artificial intelligence, optimal control and many others. The
overall artificial intelligence robotics actions can be classified into three stages: observations
stage, planning stage and actuation stage [10]. The observation accommodates several types
of sensor data to recognise the process and robot status. Accordingly, the planning stage pro-
cesses the sensory data and generates suitable actions that contribute to achieving the final goal.
Finally, the actuation stage performs the planned action from the previous stage.
Considering the needed of a human-like robot behaviour to overcome industrial robot repro-
gramming costs, especially in assembly and manipulation processes. The scope of this thesis
concentrates on achieving such behaviour through LfD techniques. Henceforth, this thesis fo-
cuses on the following main areas:
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• Extract force/torque features related to assembly and manipulation tasks that ease the
learning of force-based tasks,
• Identify contact states during assembly processes accurately with fewer computations,
• Provide a generic machine learning approach that can generalise well with the presence
of geometrical and task variations,
• Study the effect of parts’ geometrical variations on the performance of the learned skills.
It must be highlighted here that machine vision is an essential field in robotics. However, it is
not within the scope of this research as it has been heavily investigated over the past decade [11].
Also, this thesis provides a data-driven block that aims to model human behaviour and generate
commands to the industrial robot which might be controlled using a classical Proportional-
Integral-Derivative (PID) controller. That is to say that the presented work provides a higher
level of control with the existing robotics classical control techniques.
In general, humans play an essential role in the LfD field, as they provide the raw knowledge
about the demonstrated skills. However, in this thesis, only forces and trajectories information
were collected during human demonstrations as this information directly relates to the demon-
strated processes. Therefore, this thesis did not take the humans bio-metrics signals, such as
Electromyographic (EMG), into account during human demonstrations.
1.5 Overview of the Proposed Frameworks
The assembly process represents the largest share of the production process expenses [6]. Fixed
automation might overcome this problem in the case of mass production manufacturing. How-
ever, fixed automation is costly for SMEs. Consequently, the manual assembly is still com-
mon in SMEs [12]. However, skilful operators are also expensive and scarce in developed
countries. At this stage, industrial manipulators appear with high repeatability, accuracy and
robustness. However, programming effort and variability in tasks are the challenges of the
robotised-automation field [13, 14, 4].
Artificial Intelligent Robotics (AI-Robotics) techniques have proved their capabilities in ser-
vices robots. The main focus of AI-Robotics is to build a human-like robot, or more formally
is the field of robot control using AI algorithms. However, it is still not common in indus-
trial platforms due to the more restricted real-time, safety and validations requirements [15].
The central concept of AI-Robotics can be described as a sequence of sense, plan and act.
Hence, any robotics system that operates in this manner is considered as an AI robot [16]. One
promising technique that can intuitively capture a human-like behaviour is called learning from
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demonstration LfD seems to be suitable to capture the AI-Robotics elementary blocks to con-
trol an industrial manipulator. Therefore, the robot can be programmed by observing an expert
operator and then trying to replicate what the expert has performed. Nevertheless, the main
drawback of this approach is the generalisation of the captured skills [16].
The main issue with LfD is identifying the mapping between the perception information and the
target actions (e.g. human actions). In which, the robot might learn based only on visual, force
or combination of both sensory modes. This research focuses on force-based learning, where
a qualitative description of contact with the surrounding environment can be derived from the
contact force. This approach enables the identification of the target process states within the
workspace. Then, simultaneously generate proper actions (plan) based on force measurements
and the process state so that it can be executed by the robot (act).
Four different learning frameworks have been introduced alongside the advancement of this
thesis. Each framework aims to enhance learning force-based task. The later chapters will
provide explanations and justifications for each module in the frameworks in more details.
The first framework is shown in Figure 1.1. This framework aims to identify robot external
forces during the execution of a manipulation task. In the learning phase, a set of random
trajectories are utilised to collect force features with no external load. Then, different robotics
features (variables) are manually selected. Next, the collected data are split into training and
testing data. The training data are used to identify the most suitable data-driven model and tested
on the testing data. The models with the best performance are used to compensate internal robot
forces in the execution phase dynamically.
Learning Phase
Execution Phase
Random 
Trajectories
Training 
Data-driven
 Model
Testing
Best
Data-driven
Model
Features Selection
Selected Features
Robotics 
Manipulation
 Task
Dynamic Force
Compensation
Figure 1.1: Extracting relevant force features during manipulation task.
The second framework that is shown in Figure 1.2 intents to accurately identify the CSs of
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the assembly process, based on a symbolic representation of the assembly process transformed
features with minimum computational effort. In the learning phase, force features are pre-
processed and filtered. Then, assembly process features are extracted from the time series force
signal. After that, the extracted features are segmented and represented using symbols. Hence,
each assembly process is represented using a sequence of symbols. Next, the resulting sequence
of symbols is manually labelled based on the physical properties of the assembly process. Then,
the temporal properties of the labelled data are captured using a probabilistic model namely the
Hidden Markov Model (HMM). In the testing phase, the features’ extraction parameters used
in the training phase are utilised to reduce testing data dimensionality. Consequently, the data
are segmented and labelled using the learned HMM model and manually. After that, the HMM
output is compared with the labelled data to evaluate the learned HMM.
Learning Phase
Testing Phase
Manual
Labelling
Selection 
Parameters
HMM
Train
HMM
Manual
Labelling
Features
Extraction
Pre-processing 
and
Filtration
Pre-processing 
and
Filtration
Assembly 
Process
Features 
Selection
Symbolic 
Representation
g g e e
f
Compare:
* HMM output 
* Manual Labels 
Assembly 
Process
Figure 1.2: The second framework, where assembly CSs are recognised based on symbolic representa-
tions of the force features.
Figure 1.3 depicts the third framework in this thesis. This framework represents a typical LfD
framework, where features from the demonstrated skills are extracted and modelled using ma-
chine learning algorithms. The primary goal of this framework is to capture collaborative skills.
This framework is different from the above framework, as it directly controls an industrial robot
during the reproduction stage. Also, this framework utilises the first framework to compensate
for undesired force features during the co-manipulation task.
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Learning Phase
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Machine Learning
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 Machine Learning
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Robot
Control Loop
Figure 1.3: The third framework capturing a collaborative task by demonstrations.
Note that the framework mentioned before focuses on a collaborative task, which requires the
human in the control loop. However, some industrial tasks are repeated and do not require
human supervision all the time. Hence, it is desired to have an autonomous robot behaviour
once skills are learned. The fourth framework is shown in Figure 1.4 and it illustrates how
to capture assembly skills and autonomously reproduce the skill in the robot workspace. The
main difference between this framework and the previous ones is that the fourth framework
is not model-free, as it assumes that humans’ compliance behaviours can be modelled using a
non-linear spring. Therefore, learning such skills can be performed by capturing the mapping of
the non-linear springs coefficients. Then, the learned mapping can be autonomously replicated
in similar tasks. It is worth mentioning here that this framework was used to learn gross and
fine manipulation skills.
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Figure 1.4: The fourth framework for capturing assembly skill.
1.6 Contributions
• Identification of the most suitable machine learning algorithm to estimate undesired robot
forces (internal forces). New method to filter out these forces from the force features to
enable learning of force-based skills from human demonstrations. In addition, as different
sets of features can be used to estimate undesired forces, this thesis provides some thumb-
rule that can be used to select features for accurate internal force estimation (Chapter 4).
• The introduction of a robust method that can identify contact states in an actual assembly
process, based on symbolic representations of the force/torque signals. In this context,
the temporal information of the assembly process is captured using a probabilistic model
(Chapter 5).
• Study the relationship between the probabilistic model and how robustly it responds to
part variations (clearances). Then, the efficiency of the proposed approach was experi-
mentally validated in a real assembly process (Chapter 5).
• Propose a new ensemble machine learning approach to overcome the generalisation prob-
lem in LfD, as the ensemble method can generalise very well in comparison with other
machine learning approaches. The advantage of the proposed approach is that the physical
power of the robot and the perceptual capabilities of the human were efficiently utilised.
Also, knowledge representation and features extraction were explicitly achieved by indi-
vidual weak models in the ensemble system (Chapter 6).
CHAPTER 1. INTRODUCTION 11
• The exploitation of both position and force data in HRC task, which improves robot
response to contact situations and relieve humans from doing tedious tasks. Also, learn-
ing of compliance and position/force based tasks using the developed ensemble machine
learning approach (Chapter 6).
• Identifying suitable demonstration method for a co-manipulation task by comparing kines-
thetic learning versus human-human demonstration (Chapter 6).
• Capture the human assembly skills by directly modelling the human variable stiffness
during an assembly process. It is believed that these demonstrations encode the human
skill underlying the assembly task. Conceptually, this work is based on the Artificial
Potential Field (APF method was adopted to mimic human skill in a navigation task
(manipulation) (Chapter 7).
1.7 Thesis Organisation
This thesis is structured as follow:
• Chapter 2 discusses the concept of LfD, the established learning algorithms and briefly
introduces methods to transfer human knowledge into robots. Also, some applications of
LfD are reviewed.
• Chapter 3 justifies the developed and adopted approaches in this thesis. Also, it presents
the analytical performance evaluation methods. Finally, it explains the experimental sce-
narios used for validation.
• Chapter 4 presents a data-driven approach to recover the external forces by estimating
robot’s internal forces accurately. The performance of the learned models has been evalu-
ated using different performance metrics and comparing them concerning the input space.
Then, the best data-driven models were compared against a mathematical-based model.
• In Chapter 5, an investigation has been conducted to recognise the CSs during a PiH as-
sembly process with a geometrical variation on the mating parts. The force data collected
from several human trials was pre-processed, segmented and represented as symbols.
Those symbols were used to train a probabilistic model.
• Chapter 6 introduces a new ensemble machine learning algorithm to learn a human-robot
collaboration task, i.e. co-manipulation. The developed algorithm was evaluated ana-
lytically using unseen data and experimentally in real co-manipulation and co-assembly
tasks.
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• Chapter 7 presents an autonomous assembly system, in which an Artificial Potential Field
approach was used to capture the human skill in performing the assembly process. As
human manoeuvres can be categorised into gross and fine motions, two types of APF
have been developed to captures both types of motions. For gross motion, a non-contact
APF was developed in which APF parameters were selected by minimising the error
between the demonstrated human trajectory and the trajectory generated by the APF. The
fine motion was modelled as non-linear springs that attract the assembled parts into the
equilibrium force point. The learning algorithm, in this case, aims to identify the non-
linear springs coefficients.
• Chapter 8 presents the conclusions arising from the research introduced in the previous
chapters. Also, it heights possible future directions in LfD based on haptic data.
Chapter 2
History of Learning from Demonstration
2.1 Introduction
In an industrial environment, engineers are programming robots using fixed routines since they
are located in a structured environment. In such environments, changes and variations are con-
trolled to permit fixed automation programming techniques. Industrial robots, for example, are
still programmed using the conventional programming methods which are tedious, expensive
and lag the economic development [13, 14, 4]. Though, over the past few years, the need of
having a user-friendly robot programming technique in a dynamic environment has dramati-
cally grown, as rapid programming responses are required for the dynamic market especially in
SME’s. Hence, it is desirable to reduce the programming cost and the required infrastructure of
industrial manipulators.
In a semi-structured environment, robots must interact with surrounding objects, people and
other robots and machines [17]. Therefore, classical programming must consider all possible
scenarios, and it must adapt to any changes in the surrounding inputs from objects and peo-
ple. Nevertheless, covering all scenarios in a semi-structured environment using hand-coded
programmes is very tedious, expensive, time-consuming and almost impossible. Accordingly,
classical programming of robots is unsuited for such an environment. So, a new robot program-
ming technique in a semi-structured environment is required.
Over the past decade, machine learning techniques, in computer science and data-mining fields,
are exponentially growing and have been implemented in a vast number of applications. The
central concept of machine learning is to capture behaviours in a given data rather than hard-
coding the desired behaviour. In analogy to the machine learning in computer science, robot
programming can be performed by capturing desired behaviour form a training data. The train-
ing data can be collected as the robot is interacting directly with the surrounding environment,
or from a human demonstration. The first method is called reinforcement learning (RL) [18],
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which has been used in many robot applications such as locomotion [19], hand-eye calibration
[20]. The second method is called Learning from Demonstration (LfD), Robot Programming
By Demonstration (PbD), and imitation learning. In the LfD, the learner (robot) learns the task
through an example given by a teacher. Then, the robot can reproduce and generalise the learned
task through the collected samples (demonstrations), as the expert knowledge is encoded within
the demonstrated tasks. By doing this, robots will be able to perform tasks in a dynamic envi-
ronment by adapting their actions based on the expert knowledge, which was provided by an
expert user, and the current information acquired through their perception system. The LfD
was also employed in various applications such as Human-Robot [21], assembly [22]. Such
programming methods must fulfil the following requirements:
• Capture the relevant features of the task.
• Generalise well in new situations.
• User-friendly systems enable novice users to program robots more naturally, by providing
gesture-based communication, natural language instructions, or by giving an example of
the required task.
The goal of LfD is to capture human-logic behind his/her actions during the execution of a
task (human demonstration). Henceforth, this captured information used to generate human-
like robot actions that adapt to variations in the dynamic environment. Consequently, robots
will autonomously accomplish a given task in the presence of environmental changes [23].
Therefore, the LfD approach has a high potential for addressing robot programming challenges
in a dynamic environment [24, 25].
This chapter is organised as follows: the assembly and manipulation processes are explained
in Section 2.2. Section 2.3 discusses the perceptual system used in robotic applications. A
brief introduction into the Artificial Intelligent Robotics is given in Section 2.4, where the LfD
technique and its main components will be introduced. Then, Section 2.5 presents an overview
of the latest research in the LfD and robotics field. The reviewed researches in this chapter
are summarised in Section 2.6. Finally, the knowledge gap and limitation of the researches
presented in the literature is highlighted in Section 2.6.1.
2.2 Assembly and Manipulation Processes
At the beginning of the industrial era, assembly and manipulation processes were not the pri-
mary concern for engineering due to the cheap and qualified human-labour. However, the im-
CHAPTER 2. HISTORY OF LFD 15
portance of automated processes dramatically increased with the increase in operator’s wages
and the decline in the number of skilled operators especially in developed countries [26, 12].
In general, the human is well-known for his/ her capabilities to rapidly adapt to changes in
the task, product. Nevertheless, in high-volume manufacturing platforms repeating the same
task over a long time is tedious and expensive. This problem can be addressed using fixed
automation, in which manufacturing processes (assembly and manipulation) can be automated
in a structured environment. For SME’s case, fixed automation is very expensive, and it is not
flexible enough for the dynamic market. Hence, robotised automation appears to be a promising
alternative.
2.2.1 Manual Assembly and Manipulation Processes
The essential attributes of the human operator are the adaptability and robustness, where human
operators can perform the assembly task successfully with the presence of error (parts’ geome-
try), task variations, uncertainties, noise and disturbances. Nevertheless, a human operator per-
forms the task without fully understanding or awareness of those variations [27]. Even-though,
manual assembly is still popular especially in small and medium businesses, it is often difficult,
tedious and time-consuming. Also, the manual assembly process is limited by the operators’
performance. Skilled operators are very expensive, especially in developed countries. Also, the
shortage of skilled labour has become the obstacle which restricted the development of middle
and small size businesses. Many researchers are trying to figure out how to transfer knowledge
from expert operators to novice operator with minimum effort and short time, to maintain the
economic development rates [12, 28].
2.2.2 Automated Assembly and Manipulation Processes
In general, the assembly process is a crucial factor for the competitiveness of industry since
it shares more than 30% of the manufacturing cost of an end product [29], even more, the
assembly process costs more than 50% of the manufacturing cost, when considering design
phase costs [6]. Moreover, the increasing demand on products, the strong competition amongst
the industry, products’ complexity and the advantages of automation, increase the importance
of automated assembly.
Fixed automated assembly and manipulation processes
The fixed automation appears to be the proper solution especially for high production rates,
which played the main role in increasing productivity, lowering product costs, increase con-
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sumptions, especially in developed countries. What is more, it contributed to the improvement
of work environments and the dramatic increase in workers wages [30]. Groover [31] defines
the fixed assembly as shown in Definition 2.1.
Definition 2.1. Automated Assembly: The use of mechanised and automated devices to perform
the various assembly tasks in an assembly line or cell [31].
In fixed automation, assembly lines are dedicated only to limited number of products. There-
fore, this kind of automation is only suitable for large mass productions. The main drawback
of this automation is the lack of flexibility, expensive, tedious and non-optimal [32]. Addition-
ally, very complex parts cannot be assembled using fixed automation mechanisms, e.g. optical
systems [33]. Besides, the competition among companies demands more flexible equipment to
meet the dynamic market demands [34, 6].
Robotised-automated assembly and manipulation processes
The industrial manipulator has high repeatability, high accuracy and optimal performance (time
and cost). Due to those attributes, they were used heavily in production lines, especially in
assembly applications [35]. In general, an assembly task consists of different phenomenons,
which are:
1. Spatial motion: either in contact or not in contact with parts
2. Part’s geometry
3. Part’s physical properties (e.g. compliance)
4. Physical phenomena due to the interaction between the robot, part and environments
The spatial motion sub-tasks are also classified into two schemes, as follow: Fine motion and
Gross motion. Definitions 2.2 and 2.3 explain the meaning of the fine and gross motions re-
spectively. Table 2.1 compares between gross motion and fine motion. In short, the assembly
can be considered a controlled collision [36].
Definition 2.2. Fine Motion: Transfer parts over a very-short path with respect to their geo-
metrical dimensions. Conceding the interaction forces between parts during mating [37].
Definition 2.3. Gross Motion: Transfer parts over a long path concerning their geometrical
dimensions. Taking into consideration, the interaction force during this scheme must be zero
[37].
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Table 2.1: Gross motion vs fine motion.
Gross Motion Fine Motion
Fast Slow
Not accurate High accuracy
No interaction force Controlled collision between parts
Planning is urgent Control strategy is urgent
On the one hand, it is clear that robot trajectory planning is essential in performing the required
manoeuvres, especially in gross motion. On the other hand, it is urgent to measure/estimate
the surrounding environment (e.g. F/T sensor) to plan the fine motion accordingly [35, 38]. In
the literature, trajectory planning for gross motion application has been heavily studied over the
past decades. However, fine motion planning is still challenging, due to the physical constraints.
Figure 2.1: Assembly requirements for industrial robots.
Assembly planning and optimisation take a significant place in the literature, where most re-
searchers presented a model-based approach to tackle the planning and optimisation problems.
For instance, a model-based self-optimisation control method for assembly planning and opti-
misation of micro-optical system was introduced in [33]. The crucial limitation in this work
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that it requires an accurate mathematical model. On the other hand, several researchers pro-
posed the used of data-driven approaches to address this problem. Sobhee et al. [27] presented
a hybrid approach that combines a model-based with data-driven approaches. The presented
approach collected data while a human performs an assembly task in a virtual environment.
Then, a genetic algorithm to optimise model parameters. Finally, the tuned model can provide
an assembly plan to assist the human operator in performing the assembly task in optimal time
while maximising the quality. Several data-driven methods in assembly planning and optimisa-
tion such as expert systems, NN, genetic algorithms. seems to have the potential to achieve the
optimised and flexible automation system [6, 14]. Also, the AI algorithm(s) can be applied at
different stages during the assembly design as follows [6]:
• Conceptual and preliminary,
• Checking/rectifying design of products,
• Optimisation of assembly task,
• Optimisation of machining operation,
• Working station design,
By analysing a human performing an assembly task, we can distinguish between three different
strategies that vary from person to person, which are: assembly based on visual information,
assembly based on haptic details and assembly based on a combination between visual and
haptic information. Consequently, industrial manipulators might emulate the biological system
(human), where a different sensory system might be implemented to perform the task robustly.
A wide variety of sensors can be used visual feedback, such as laser scanner [39, 40], stereo
camera [40]. The selection of the visual system depends on the application. Also, the vi-
sual perceptual system requires further processing to recognise the physical change within the
surrounding environment. For instance, visual feedback might be processed by Artificial Intelli-
gent algorithms (AI) [41], or processing visual data in a model-based controller [33]. Moreover,
vision systems are used for broad applications, for example, in [42] a vision-based peg-in-hole
problem was solved with the help of low vibration fixture. In short, vision systems is a very
powerful tool, especially in human-machine interface application. Nevertheless, there are some
drawbacks: accuracy, need for calibrations, edge elevation, disturbed easily by ambient light
and might need a controlled environment (light).
As mentioned before, a human-operator can perform assembly task without using visual infor-
mation. For example, when a human unlocks a door in the dark, the human will rub the key
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neighbouring the keyhole until the key is inserted. That is to say that the central issue on force
measurements is the need for algorithms to process them and give the right interpretations for
the current configurations to produce the suitable actions. Many researchers introduced force-
based assembly systems that rely only on force-feedback. In [43], a square peg into a hole (only
force measurements), using three different algorithms to allocate the hole and the perform the
insertion. Another example from the literature on machining application is presented in [44],
where a blemish on top of blade removed based on F/T sensor and CAD. Furthermore, in [45] an
adaptive force-based control method was introduced for assembly applications. Nevertheless,
the presented methods on the force-based assembly are not suitable for applications with high
uncertainty, variations and high dynamics, because they rely on pre-defined models [35, 46] and
[47].
In some applications, it is not possible to equip sensors due to the high disturbance level within
the environment or because of products’ martial proprieties, where contact based assembly is
not feasible. Some researchers tackle this issue by presenting sensor-less insertion strategies
for a peg-in-hole problem as in [48, 49]. These methods compensate for the lack of sensory
data by pre-defined a mathematical model that guarantee the robot stability under contact state
through position control. The demand for the combination of the tactile sensing with vision was
raised by imitating how human perform an assembly task. In which the vision system used to
gain information about the initial and goal positions. Then, the trajectory (from initial to goal
position) is planned using a fuzzy controlling mechanism as gross motion, and immediately
start force controlling when the first contact occurs [46].
2.3 Perception Systems
A human mainly relies on tactile and visual data during the execution of assembly and manip-
ulation tasks [50]. Therefore, robots with human-like behaviour robotics approaches are de-
sirable in dynamic industrial platforms. Accordingly, industrial robots must be able to acquire
knowledge, through human-like perceptions, about the surrounding environment, undergoing
processes and their actions.
2.3.1 Vision Perceptual Systems
Vision perceptual systems are much more developed in comparison with haptic perceptual sys-
tems. Also, it has been employed in many robotics solutions [51, 52]. The advantages of the
visual perception include improving accuracy, object recognition, trajectory planning and iden-
tifying process sequence (e.g. assembly sequence). Vision applications generally deal with
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finding a part and orienting it for robotic handling or inspection before an application is per-
formed. For such an application a vast number of vision-based sensors can be adopted, such
as laser sensors, high-resolution cameras, stereo cameras. Usually, captured data through such
sensors require further processing to extract useful physical meaning. Then, these physical
values can be used to plan/control robots accordingly.
Solvang et al. [53] presented a 2D robot trajectory planning for grinding application based on
a 2D camera and a CAD model of a workpiece. In [54], a 2D camera was used to plan weld
repair robot trajectory. In this work, an operator specifies the targeted area then a 2D image was
used to generate a weld trajectory. The height between the welding torch and the workpiece
was measured using a tactile sensor. Gonzalez et al. [55] introduced a trajectory planning
approach to track a laser spot in the robot workspace. The tracking process starts by capturing a
simple 2D image. Then a laser spot was detected and allocated in the captured image. Finally,
the trajectory between the robot current configuration and the laser spot was generated and
executed.
Vision systems were also employed in LfD application. In [56], Calinon et al. presented a
probabilistic LfD approach to identify and reproduce gestures using a humanoid robot. This
work was extended later on to an incremental learning approach as presented in [5]. Also,
Schaal [57] introduced an LfD of pole balancing using an industrial manipulator based on 60Hz
video-based stereo camera. Most of the exhibited works on vision-based manipulation did
not consider a physical contact with the surrounding environment. Hence, several researchers
have tackled this limitation by adding a passive compliance element to the robot end-effector.
Furthermore, all vision-based approaches required additional processing of the raw image data
to extract the task-relevant features.
2.3.2 Force/Torque Perceptions: robot internal forces
It is noticeable from Section 2.2 that force signals play a key role especially when the robots
have to interact with the surrounding environment. Nevertheless, the Force/Torque (F/T) sig-
nals are noisy and ambiguous to interpret and use [58]. Humans, on the other hand, can robustly
perform assembly tasks with tight tolerances [59] because they are very efficient at using F/T
information, especially when vision cannot provide the required information. Therefore, captur-
ing and utilising how humans use haptic feedback should be explored for performing assembly
tasks by robots. This can empower robots to use force and torque with human-like capabili-
ties allowing them to learn and adapt according to the variations in the environment and adjust
movement for tight tolerance assembly.
The F/T signals measured using a 6-axis F/T sensor are corrupted due to the internal forces gen-
CHAPTER 2. HISTORY OF LFD 21
erated by the F/T sensor, the end-effector (gripper), workpiece and the unmodelled dynamics
[60]. In learning applications, only the contact force patterns are essential. Hence, the internal
forces must be filtered out. Noise and disturbances occurring at high frequencies can be sig-
nificantly reduced using classical filters such as low-pass filter [61]. Furthermore, disturbances
due to robot motion cannot be omitted especially in high-speed applications or when heavy
robot tools are used. Approaches reported in the literature that address this problem generally
use estimation methods based on dynamic models that consider the internal components of the
sensor, gripper and workpiece see for example [62].
The F/T sensor is used to measure both external and internal forces. Measuring external forces
is vital in the context of force-based controlling or when a robot needs to interact with the
surrounding environment. Based on the dynamic modelling of the robot and the load, many
model-based estimation methods have been proposed such as the work presented by Garcia et
al. [63] and Li et al. [64]. In [63], a Kalman filter was used to estimate the external forces and
torques at the end effector. This model is suitable for high-speed applications. The main draw-
backs are the high computational power and the model complexity. Another method proposed
a joint based force torque estimation to estimate the contact force at the end effector using a
Kalman filter [64]. This method requires an accurate model, a huge computational effort and
a sensor fusion algorithm. Many researchers used a Kalman filter to estimate the contact force
or external forces (such as object held by the end effector). In [65], contact forces and torques
were estimated for multiple cooperative robots. Forces and torques for a fixable payload were
estimated using a Kalman filter in [66]. The research mentioned above all use model-based
methods that require high computational forces.
Alternatively, machine learning algorithms have been proposed to estimate forces and torques.
For example, Locally Weighted Projection Regression (LWPR) was used to adjust a compliance
matrix for computed torque controller [67]. However, this requires the skilful tuning of the
learning parameters. Also, Gaussian Process Regression (GPR) and LWPR were implemented
to achieve an adaptive compliance control [68]. The results showed the advantage of using
LWPR over GPR. In the same paper, Nguyen-Tuong and Peters introduced a Locally Gaussian
Process (LGP) to learn a computed torque controller and compared it with SVR, GMR and
LWPR. The results showed that LGP can achieve higher accuracy and requires lower compu-
tational forces compared to GMR and SVR. Also, LGP achieves higher accuracy compared to
LWPR. Nonetheless, it requires higher computational effort in comparison with LWPR.
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2.4 Artificial Intelligent Robotics (AI Robotics)
In the future, industrial robots must adapt to changes in the surrounding environment, as high-
lighted in Section 2.1. Accordingly, industrial robots should have the ability of reasoning, deci-
sion making and other cognitive skills, in order to handle variation in the industrial environment.
This field is called Artificial Intelligent Robotics (AI Robotics), which is advanced and success-
ful in service and humanoid robots. However, it still not accepted in industry. Conventional
automation is not able to deal with the complex and dynamic modern products. AI systems ap-
pear as the future approach due to its flexibility and immense cognitive ability [69, 70] and [71].
In other terms, an automatic robot controlling algorithm, which is robust and satisfies real-time
requirements, is desirable in an industrial environment.
In [30, 72, 30] and [15], the authors argue that this problem can be alleviated based on learning
algorithms which allow a robot to learn new skills and improve their performance. AI Robotic
is ascendant in many fields, such as medical diagnostics, computer science, service robotics
and machine vision. Industries, especially in developed countries, force toward more efficient
robots, due to the increasing cost, competition and short product life-cycle [73, 14, 4] and
[72]. Hence, many researchers have developed and introduced AI-based solutions for industrial
robots. Generally, the field of AI robotics can be classified into two directions: the robot path
planning using AI algorithms and User-Friendly Programming (UFP) based on AI algorithms,
in which between 28% and 37% of programming effort can be saved [74]. Consequently, the
importance of the task level programming was increased during the last decade. In the 1990s
there was no theory answering the question of how to represent skills and how to transfer them
[75]. However, in the previous decade, many people research this field such as [12, 76]. Based
on this knowledge about biological animal behaviour, the behaviour in AI can be classified
into three different levels [21], which are: hierarchical, reactive and hybrid paradigms. Also,
those paradigms require elementary primitives that called: Sense, plan and act [10], as shown
in Figure 2.2.
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Figure 2.2: AI paradigms: A: Hierarchical Paradigms, B: Reactive Paradigms and C: Hybrid Paradigm.
The Hierarchical Paradigm is characterised by explicit sensing of the surrounding, processing
data about the environment and then performing actions based on a pre-defined plan, as shown
in Figure 2.2. However, it is more abstract and creates a gap between the model and the real sys-
tem, e.g. the gap between the mathematical model and the actual physical system. Additionally,
the hierarchical paradigm is subjected to uncertainty and has a lack of flexibility [77]. Another
AI paradigm is the reactive paradigm where a tight connection between the robot’s sensors with
its effectors is established, with no memory, allowing for a swift response to changing and un-
structured environments [8]. Nevertheless, due to the lack of memory, the reactive paradigm
does not maintain process state or a world representation and thus is restricted to relatively sim-
ple classes of problems [10]. Finally, the hybrid paradigm, which aims to take benefits from
both paradigms and avoid the drawbacks.
Several architectures can be employed to create an intelligent robotics system. However, when
engineers tried to emulate biological, cognitive architecture, by building a control structure that
consists of sub-units with the same functionality, Artificial Cognition (AC) was introduced.
For instance, the well-known architecture ACT-R (Adaptive Control of Thought-Rational) that
was presented by Prof. John Anderson at Carnegie Mellon University [15]. In this research, a
summary of what intelligent architecture must contain was presented. The main goal of such
architecture is to perform a human-like complex behaviour as shown in Figure 2.3.
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Figure 2.3: General Cognitive Architecture [15]: Perception Unit, Memory: Short and long term memory
and Reasoning Unit.
The most difficult challenge in the cognitive field is the knowledge representation and qualifying
knowledge [78]. Tory Dale [78] introduces the symbolic and sub-symbolic Robotics Intelligent
Control System (SS-RICS), where he integrated the theories of (the symbolic and sub-symbolic
integration) with human cognitive and applied this approach on robots, to perform complex
tasks that were considered difficult using conventional AI approaches. Building a human-like
mind for general purpose application is however, relatively complex. The Cognitive Robot
Abstract Machine (CRAM) at Munich University of Technology (TUM) successfully enables
cognition in parallel with the execution phase. Although CRAM addresses these problems for
service robots (real-time requirement are weak, accuracy and repeatability), it did not address
these challenges for industrial robots [79].
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Figure 2.4: Cognitive Architecture: SS-RICS architecture, which is based on ACT-R architecture [80].
Lopez [80] developed a CA, based on Adaptive Resonance Theory (ART) and perceptual learn-
ing (skill improving learning method), in an unstructured environment to perform assembly task
[80]. The proposed CA is shown in Figure 2.4. Moreover, the result of the assembly operation
was stunning with learning time less than < 2.0mS and part clearance 0.1mm.
Several researches have been conducted to develop and implement AI robotics solution in in-
dustrial scenarios. For instance, AI methods are used in different stages during the assembly
process, starting with assembly parts design, assembly planning, platform layouts. [81, 82]. An
assembly planning algorithm (Automatic Assembly Planning (AAP)) was presented in [83], that
relies on classification algorithms and reasoning, based on CAD information and knowledge.
This method aims to optimise the efficiency and the time of the assembly process. Finally, the
human experience (expert algorithm) is implemented to achieve the optimal solution. Son [41]
illustrated a comparison between two different AI algorithms to perform peg-in-hole assembly.
This research highlighted the potential of such AI algorithms to address assembly challenges.
Figure 2.5 illustrates two AI algorithms implemented.
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Figure 2.5: Micro-assembly algorithm: (a) Micro-assembly Algorithm I (b) Micro-assembly Algorithm
II [41].
The first algorithm 2.5 (a) combines Neural Network (NN) and fuzzy logic to identify the
assembly state (observe) and robot joints variable (react), respectively. In this case, the NN input
is an image of the current state of the peg insertion with a calibration board in the background.
The NN processed these input images. Then, the fuzzy optimal coordinator calculates the robot
reactions to the observed state, while avoiding wedging and jamming states. In the second
algorithm 2.5 (b), an NN and a deterministic planning algorithm were implemented. Table
2.2 shows the main difference in the presented algorithms. The primary outcome of this work
was that AI makes the planning process of assembly tasks more flexible in comparison with
deterministic methods.
Table 2.2: Comparison between Micro-assembly algorithm I and II .
Algorithm Algorithm I Algorithm II
Knowledge Processing Learning, inferencing, Reasoning, inferencing, planning,
and decision making learning and decision making.
Planing method Fuzzy Set with NN Purely fuzzy controller
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In [84], a CAD-based robot programming method was presented. The presented method utilised
a Fuzzy-PI force controller to control a robot in an unstructured environment. The fuzzy PI
controller reacts to different force levels to relieve the contact force between the robot and
the surrounding environment by generating a suitable manoeuvre of the robotic arm. In short,
the Fuzzy-PI controller can provide acceptable performance when the Kp and KI were tuned
correctly. However, the performance will be degraded if the environment is stiff. Figure 2.6
shows the block diagram of the Fuzzy-PI controller.
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Figure 2.6: Implemented fuzzy logic controller with PI function [84].
An interactive programming method was presented in [74]. The presented approach is exe-
cuted in two stages. Firstly, robot path planning algorithm generates all possible solution for
the welding task. Then, an optimisation algorithm is utilised to remove the non-optimal so-
lution. Secondly, Human-Robot interaction (task-level interface): Welding positions and ge-
ometric constraints at the real workpiece are defined and visualised using a touch-screen with
Augmented Reality (AR) technique. Figure 2.7 explores the basic concept behind this program-
ming method. The proposed method successfully reduces the programming effort by 28%-37%.
However, AR imposes some accuracy restriction on the process. Also, parts might be damaged
due to minimal deflection on the metal services.
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Figure 2.7: Concept of task-level programming [74].
Another algorithm to reduce the programming effort was suggested for a dual-arm robot in
[40]. The proposed approach allows to control the dual-arm robot through depth sensors, noise
cancelling microphones and a Graphical User Interface (GUI). The validation scenario was an
assembly case from the automotive industry. The goal was to simplify dual-arm robot program-
ming using a human-robot interface based on voice and gesture recognition. Figure 2.8 shows
the suggested structure. The main limitation of the proposed approach is that it is only suitable
for high-level tasks.
CHAPTER 2. HISTORY OF LFD 29
TCP/IP
ROS
ROS
Dual Arm Robot
Service
DatabaseSensors VoiceCommand
Recognizer
Gestures
Tracker
Human
Service
Robot
Controller
ROS
Figure 2.8: Human-Robot-Interaction architecture concept [40].
Another method based on task-level programming was presented in [85], which combines low-
level and high-level skills. In this method, the lower level skills are programmed by experts,
whilst more high-level skills are combined by technicians on the shop floor based on the re-
quired tasks. In the same direction, Maj and Malec [79] implemented a knowledge-based
and user-oriented algorithm, to address the industrial performance requirements by integrat-
ing frameworks that provide services to the engineering systems and task execution. The pro-
posed framework is illustrated in Figure 2.9. The knowledge base contains a description of
force assembly skills, which come with parametrisation and pre/post-conditions necessary for
consistency checking and reasoning, object description to define the robot cell.
Knowledge Integration
Framework
(Windows/Linux)
Engineering System
(Windows)
Task Execution
(Real-time Linux)
Sensors
Native Robot Controller
(ABB)
Tools Robot
Figure 2.9: Task execution based on pre-defined skills [79].
The research mentioned above presented different approaches to achieve a human-like robot
behaviour that can observe, reason and react. However, most of the presented work focuses on
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a high level of abstraction and they do not address the low-level tasks. The next section presents
the essential elements of LfD that aims to capture skill at a lower level.
2.4.1 Learning from Demonstration (LfD)
The LfD techniques are a promising approach for programming robots in dynamic environ-
ments, which implement different sets of machine learning algorithms. In general, learning
can be performed in two non-mutually excluding ways, namely by directly interacting with the
environment (Reinforcement Learning) [13] or using the LfD technique, where demonstrations
are carried out by a human or by another robot. Then, in the operation time robots will be
able to accomplish a given task in a dynamic environment by adapting their actions based on
the previous knowledge [4, 13, 86] and [87]. In short, LfD can be seen as a learner attempt to
replicate a teacher during performing a specific task, see Definition 2.4.
Definition 2.4. Problem Statement of LfD: The world consist of states S and actions A with
mapping between states by way of actions being defined by probabilistic transition function
T (s ′ |S , a) : S×A×S → [0, 1], where states are not fully observed . The learner (robot) instead
has access to observe states Z, through mapping M : S → Z. A policy pi : Z → A selects
actions based on observation of the world state. A single cycle of policy execution at time t is
shown in Figure 2.10, where D is the set of demonstration, under the assumption that all states
are observable dj ∈ D and dj = {zij, aij} , zij ∈ Z and aij ∈ A [72].
LfD Policy Derivation
Teacher
Demonstrations
Policy
Drivation
Policy Extraction
(Single Cycle)
World
Z t
D
a t
Figure 2.10: Learning from Demonstration [72].
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Based on Definition 2.4, knowing sk and ak we can build a forward model [70], that allows
the predictions of the next state sk+1, or inverse model which can predict the right actions ak+1
that guarantee task achievement. On the other hand, during operation time the learner aims
to maximise the reward values [87]. Like any other learning process, there are two levels of
learning in LfD, and the first one is symbolic learning that is used to learn complex behaviour,
as shown in Figure 2.11. The second level is trajectory learning where simple actions can be
learned, Figure 2.12.
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Figure 2.11: Learning from Demonstration: Symbolic Learning.
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Figure 2.12: Learning from Demonstration: Trajectory Learning.
The LfD algorithms potentially allow people with no experience to program robots by demon-
strating how to do a task. Consequently, robots will be accessible for everyday users. Neverthe-
less, a direct interaction between the robot and operators might be dangerous [4, 72]. Hence-
forth, the robot must be compliant and must physically securely interact with a human. Gen-
erally, there are sets of design choices that must be done before building the LfD system. The
first decision related to the demonstration scenario, in which the selection of demonstrator and
the learner are identified, where designer choices are:
1. Human-teacher by teleoperating robot learner
2. Robot-teacher by demonstrating task to a robot learner
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That is to say that the demonstration can be held by a robot tracking a human and trying to map
the demonstrations into its action range. Or by teleoperating the robot using flexpendant, for
which the main benefits of this method are that it is trivial and only feasible robot configuration
can be demonstrated. Nevertheless, it is not directly from the expert [88]. Figure 2.13 shows
different techniques to demonstrate examples, where the learned data are either directly stored
in the training set I (z, a) or directly mapped after demonstration through gR(z, a).
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Figure 2.13: Demonstration and Imitations Techniques [72].
Another issue is when to extract the policies, either using batch learning where the policies are
extracted after training, actively or during training. After that, the space continuity question
raised, which is realised in many aspects, such as desired learned behaviour and whether the
world is simulated or the real one. What is more, LfD contains three different levels of actions
(low, basic and high). For instance, higher-level behaviour might be continuous or discrete.
However, lower-level action must be continuous [89]. Finally, the designer must determine how
to derive policies from the training set and other algorithms to monitor the performance, while
maintaining the quality of the training sets. There are three different techniques used to design
policies derivation algorithms, which are: mapping function, plans development algorithms and
system model based. Figure 2.14 illustrates those techniques.
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Figure 2.14: Policies derivation techniques.
Mapping Function
The mapping function relies on machine learning algorithms, which is a very active and promis-
ing field in computer science [90]. In this context, the mapping functions can be generated
based on either classification algorithms (Z: discrete states, A: discrete action), such as Gaus-
sian Mixture Models (GMMS), Bayesian Network, k-Nearest Neighbours (KNN) and Support
Vector Machine (SVM) [91, 16] and [70]. Or using the regressing algorithms (Z: continuous
states, A: continuous action), especially in application requires high restrictions [72, 89] and
[70]. Furthermore, classification is used with complex behaviours (higher-level behaviour),
while regression is used with low-level behaviour.
The mapping can be identified on-line or off-line. Figure 2.15 depicts different algorithms that
are used on-line or off-line. The NN technique was introduced early in the 1940s, in the 1990s
the capabilities of NN was overestimated. However, the NN is complex, requiring substantial
computational force. On the other hand, the lazy learning algorithm is fast and straightforward,
but it lacked continuous access to the dataset during run-time.
Off-LineOn-line 
NN 
Techniques
Converted Data 
Approach
LWR
algorithm
Lazy Learning
Algorithm
Figure 2.15: On-line/ Off-line algorithms
Mainly there are two types of mapping algorithms that suits robotics [89], the first method called
Linear value function approximation, which aims to learn a policy indirectly. This method can
be implemented by representing the current state s and the expected state s′ and finally select
CHAPTER 2. HISTORY OF LFD 34
actions with maximising V pi(s). This representation works well when the policies are known.
However, if the policies are not known, then action-value function must be introduced φi(s), see
Equation (2.1). Or they can be explored by the robot to learn those states and their corresponding
policies (exploration algorithms).
V pi(s) =
k∑
i=1
wiφi(s) (2.1)
Where the value function V pi(s) is a linear function in W = [w1, . . . , wk]. This method is
resulting in an optimal value function V pi(s), as a simple rules that can represent complex value
functions. This method often uses Gradient Descent algorithms, which are called policy search
(optimisation). Moreover, Fourier basises can be used in order to exhibit well performance as
in [89]. Where the zth-order is the Fourier biases for the d state variables.
The second policy algorithm is policy Gradient algorithm, where each policy pi combined with
the next expected states s′ as in [13]. This method is widely accepted due to its desirable
attributes, as simple policy presentation over continuous actions and can include restrictions.
What is more, when pi is differentiable then an approximation of the value function might be
implemented to gain a low-variance observer of policy gradient [92].
Model learning
Simply speaking, there are two classes of learning in this field. The first class is the supervised
learning where training data must be labelled. The other class is the unsupervised learning
that does not need any labelling. In robotics, supervised learning algorithm is dominant in
the field since it enables fast and approximation algorithms [70]. In general, LfD can be seen
as a supervised learning approach as the target skill is demonstrated (labels) as an interaction
for given process states [72]. However, the LfD framework can combine both supervised and
unsupervised approaches to achieve a human-like behaviour [93, 94]. As mentioned before,
T (s ′ |S , a) processed, in order to derive policies pi, where pi : Z → A . In LfD, these policies are
extracted from the demonstrated tasks (supervised learning).
On the other hand, RL requires an additional function to evaluate learned data, and update the
training set during the running time. This function is called a reward function, where the RL
goal is to maximise the accumulative reward r. Equation (2.2) illustrates the state values V pi(s)
represented by Bellman Equation under policy pi and discontinuity factor γ.
V pi(s) =
∫
a
pi(s , a)
∫
s
T (s ′|S , a) [r(s) + γV pi(s ′)] (2.2)
The RL approach depends on exploration mechanisms to collect data, then extract policies from
the collected data and finally evaluate the extracted policies. Mainly, there are two methods of
CHAPTER 2. HISTORY OF LFD 35
advanced rewarded functions, which are [95]:
1. Engineered Reward Function: The user manually defines the reward function. However,
the user cannot reward/model for the whole world.
2. Learned Reward Function: Where the reward function needs to be defined in the real
world system, such as:
(a) Maximum entropy function,
(b) Reward based on human interaction,
(c) Recommendation from human,
(d) Inverse Reinforcement learning algorithm.
In general, there are three different RL model architectures, which are forward-model, inverse-
model and mixed model. Furthermore, there are three different learning architecture: Direct
learning, indirect learning and distal teacher. Figure 2.16 depicts those different architectures.
Model
RobotFeedbackController
X+ +sd a s
(a) Direct Modeling
RobotFeedbackController
X+
Model
+
sd a s
(b) Indirect Modeling
Inverse
Model
RobotFeedbackController
X+ +sd a s
Forward
Model
(c) Distal Teacher Learning
Figure 2.16: Learning architecture.
Even though RL has achieved several successes in difficult control problems, it is noticeable that
complete RL requires several functioning blocks, which make RL hinder to build. Also, these
algorithms need a considerable amount of data before they reach acceptable performance. In
fact, the initial stages of RL might have extremely poor performance, and it requires a long time
to converge to acceptable performance. This performance may be reasonable for simulation and
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off-line learning application. However, it is not acceptable in a hardware setup that involves
robots and humans. In this context, LfD has the potential to overcome the complexity of the
RL and dramatically reduces the convergence time, since the LfD is speeding up the learning
process massively using demonstrated data.
In short, the main steps to build the LfD system were presented here. Nevertheless, two ques-
tions remain that are vital for the LfD design [70]: the first question is what variables need to
be observed (learned), which the second question is about how the robot will be inferred that
information [96]. The main drawbacks of those algorithms are the computational complexity.
In this thesis, we refer to the first question of "What to learn?" and "How to learn?".
2.4.2 Knowledge Representations and Extraction
As highlighted in the previous sections, capturing and representing human skills for imitation
learning gains increasing attention in robotics applications that aim to transfer human skills to
the robots. Most of the research work reported in the area of imitation learning is based on visual
perception. This is mainly because humans mostly rely on vision to gain adequate information
about objects’ relative positions and their geometrical properties [97, 76]. In assembly appli-
cations, perception importance can vary with motion, where gross motion rely on vision while
fine motion requires haptic information, especially in contact situations. The focus of the re-
search work reported in this thesis is on the use of haptic information to learn an assembly task.
Capturing human skills is particularly complex for assembly processes which often involve an
understanding of hidden process features. For example, for a successful assembly task, a deep
understanding of various types of contacts between objects and their corresponding forces is
required. Another important aspect of an assembly process is the sequential relations between
different CS’s during the assembly. Such that different skilled operators can perform the stages
of the same task and its stages with different temporal properties (transition between states and
durations). To capture, understand and interpret human skills from several trials, those trials
must be aligned (regarding duration). Also, the underlining pattern of the haptic information
must be extracted to reveal the sequential (temporal) knowledge (human skill). Hence, those
skills must be modelled so that they can adapt to task variations for robotic assembly.
Most of the research mentioned above follow the pattern recognition in the extracted/selected
features by temporal knowledge modelling (capturing), which can be captured in the symbolic
or non-symbolic domain. The main advantages of the non-symbolic models are their paramet-
ric nature and their capability to capture variations in human skills [98]. On the other hand,
the symbolic approaches are well known for capturing complex human behaviour with simpler
and shortened models that have better computational performance. For example, symbolic ap-
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proaches can capture the assembly sequence at different hierarchical levels (granularity), which
is difficult using probabilistic approaches. Even though symbolic models have traditionally
been considered unsuitable for controlling real-world systems [99], researchers are now mak-
ing effective use of these models for skills representation, evaluation, generalisation and robot
control [100]. These models are computationally efficient, simple and capable of capturing
complex human skills. Therefore, the research work reported in this section explores the use of
symbolic models to capture human assembly skills.
Another supervised learning algorithm that has good performance is Random Forests (RF). The
RF was introduced by [101]. However, it is still not widely accepted in robotics applications.
Caruana and Niculescu-Mizil presented a comparison amongst supervised learning algorithms,
which found that RF is the second best algorithm after boosting [102]. Caruana et al. also
compared the performance of the same supervised learning algorithms that was performed on
a high dimensional data [103]. It was demonstrated that RF has a steady performance over a
wide range of dimensionalities.
Andreas et al. proposed an active RF to overcome the active vision problem [104]. Active vision
literature focuses on finding effective approaches to select observations with minor attention
to the classification approaches. In that work, RF was used as a classification approach to
identify clothes and grasping points. Also, active RF was used on-line to predict the grasping
point positions that reduce the grasping error. Liarokapis et al. recorded muscular activity
from human forearm and upper arm while an operator was performing a reach-to-grasp activity
where the object position was defined in 3D space [105]. In that work, RF was used to classify
different Electromyography (EMG) signals for different reach-to-grasp strategies. Furthermore,
Matteo et al. presented a comparison between model-based approaches and machine learning
approaches to compensate internal F/T for a humanoid robot [106]. The main result of that
work was that the performance of learning algorithms exceed the performance of the analytical-
models approach with regard to their prediction accuracy. Two machine learning approaches
were implemented and compared, namely, Least-Square Super Vector Machine (LS-SVM) and
Neural-Network (NN). The LS-SVM converged more rapidly compared with NN. However,
once they converged, eventually their performance was almost identical. The proposed data-
driven methods require tuning, which is difficult due to the number of parameters that need
to be tuned. Also, training data sometimes require pre-processing and normalisation to gain
acceptable performance.
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Limitation of Dataset in LfD
In the previous overview of the LfD, different structures and issues in this area were presented.
Nevertheless, developing the LfD architecture is not straightforward, due to the robot con-
straints, algorithm complexity (computational restriction) and dataset restrictions [70]. The
main restriction is the un-demonstrated states or unexplored areas in the operation space. In the
literature, researchers are trying to overcome this problem as follows:
1. The generalisation from existing demonstrations: Usually this step requires an additional
execution of a robot system to generate the required data. For instance use Skill Tree [89].
Also, the probabilistic flow tube techniques [107].
2. Acquisition of new demonstrations when a new novel state present: a learning-based
approach was introduced in [108] for manipulating piles of unknown objects. That is to
say that the LfD approach must allow incremental learning where robot behaviour can be
optimised over time by either enquiring new demonstration or by automatic adapting to
changes within the environment.
Another issue is the data quality, where data gathered from an expert might be ambiguous or
suboptimal, includes unwanted effects or even wrong data. Those issues can be tackled by one
of the following: remove sub-optimal and ambiguous data [109]. Another technique to avoid
such a problem is to provide a quality measurement function that evaluates teacher performance
and updates the reward value consequently. Duy et al. proposed filtering collected data during
the demonstration [110].
Another issue in the LfD field is the correspondence issue, which relates to how to map the skill
from the teacher structures into the learner structure. This issue defined two mapping methods:
the record mapping and the embodiment mapping, as shown in Figure 2.13. The correspondence
problem can be as simple as copying the teacher’s manoeuvres when both teacher and learner
share the same architecture design or when the task is demonstrated through teleoperation.
Nevertheless, if the robot and the learner have different kinematic designs then recorded data
are processed (mapped) using mapping function gR (Shadowing). That is to say that if the robot
and teacher are different and recorded data are not mapped then a mapping function must be
performed before sending data to the learner robot gE .
Real world imposes many restrictions on robotics, where the robot must fail-safe, and hazard
of deprivation must be minimised. Accordingly, robustness and reliability of robot are crucial
attributes, which might be achieved by LfD [76]. What is more, robustness lacks the learning
algorithm to cope with missing data, primarily by employing probabilistic methods such as
Gaussian Mixture Regression (GMR). Consequently, dataset quality must be maintained using
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performance optimisation as in [13]. In order to avoid unwanted behaviour of a dynamical
system in learning methods, a pre-structure with two dynamical system were introduced [10].
In this case, the two structure were connected by exchanging the learned parameters. When
an expert operator tries to teach learner robot, the expert must come up with a set of teaching
strategies that can clarify the ambiguous regions, which is different from the strategies they
apply to themselves. The reason behind this is the differences in kinematics and dynamics
abilities [88]. Moreover, a vital issue in LfD when a human demonstrates a task that it is
impossible for the robot to perform [2].
Another method to accelerate the learning process and maintain data quality is by predicting the
operator actions during demonstrations (intent prediction). Firstly, the robot must determine the
teacher is intent/goal G∗ by processing the on-going trajectory and a predefined vector called
cues θ , where G∗ ∈ G
1
, . . . ,G
N
. Once prediction is done robot must set the next actions a∗
that assure the successful performance of the task [111].
Generally, research in LfD assumes a fixed skill, extracted from the demonstrated task, and
learns suitable skill’s parameters. Also, there are several demonstrations and knowledge repre-
sentation methods. Furthermore, knowledge can be extracted using different search algorithms
such as gradient descent. In comparison with LfD, the main drawback of RL is that it needs
large training data and complex functions required to optimise and improve performance [70].
Nevertheless, LfD is a more interactive learning technique and has shown great potential in
enabling collaborative human-robot interaction.
2.5 LfD Applications in Literature
The main benefit of LfD in an industrial context is that it reduces the reprogramming cost and it
makes human-robot interaction intuitive by providing a human like communication approaches
with the robot. This goal can be achieved with the help of artificial intelligence. LfD can have
an impact on several industrial applications such as assembly, human-robot collaborations (co-
manipulations,co-assembly), autonomous robot assembly and many others. Some of the LfD
applications in literature and their correspondent drawbacks are introduced in this section.
Contact State Recognition
Mating parts contact states (CS) is an important characteristic of an assembly process. They de-
termine how to adjust movements in order to successfully perform the assembly task. Humans
can recognise CS’s through haptic feedback. They execute complex assembly tasks accordingly.
Hence, CS’s are generally recognised using F/T information. This process is not straightforward
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due to the variations in assembly tasks, signal noise and ambiguity in interpreting F/T informa-
tion.
A great deal of research has been conducted in the field of CS recognition. The approaches for
CS recognition can be arranged into two groups i.e. dynamical-models (analytical) approaches
and learning-based approaches. Current analytical approaches to recognise CS are limited in
terms of robustness and speed [112]. The main limitation of analytical approaches is their long-
time delays or latency since they rely on very complex computation [113]. Learning approaches,
on the other hand, seem to be a better alternative when taking the recognition of the CS’s into
consideration.
Various learning-based approaches to recognise CS’s have been presented in literature. For
example, the HMM has been implemented to recognise CS based on F/T information in tele-
manipulations and results were presented in [114]. However, the proposed models rely on
extensive training and are only applicable for large clearance between the peg and the hole. An
HMM was used to recognise the CS of PiH assembly in a virtual environment, where the trained
HMM was employed to recognise the CS during the on-line PiH process [115]. Nevertheless,
the accuracy of the trained HMM depended on the accuracy of the virtual world model which
has generally nominal behaviour. H. Lau (2003) proposed a framework of CS recognition in
industrial robot assembly platforms using HMM and F/T information, where it was proven by
experiment that HMM-based with F/T is superior compared to the conventional CS recognition
(CAD-based and kinematic-based) [116]. The Expectation Maximisation and Gaussian Mix-
ture Model (EM-GMM) was successfully implemented to recognise the CS of PiH insertion
during an automated process [117, 118]. In [118], the number of Gaussian were determined
using Distribution Similarity Measure (DSM). In mentioned research the trained GMM models
were evaluated using rubber PiH insertions with two different parts elasticity. Yet, the work
reported in [117, 118], did not employ feature selection or transformation algorithms in order
to reduce the computational effort. Another approach has been presented based on a set of
mathematical models of human behaviours (motions) using Piecewise Affine Autoregressive
Exogenous (PWARX) during the PiH insertion process [119]. This PWARX set was used to
control a robot during the PiH process. The control was achieved by switching between the
generated PWARX models using Support Vector Machine (SVM). The SVM functionality was
to recognise CS and accordingly switch over controllers. The computational power required for
this method is quite high [120], and the PWARX model is an extremely difficult model [121].
In [122], a wrench matrix based on the CAD models of the assembly parts with a particle filter
to recognise the CS based on the F/T measurements was generated. This method was imple-
mented to resolve the ambiguity of the force measurements and recognise the contact formation
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of a rectangular workpiece on a flat surface. The drawback of this work was the simplicity of
the part’s geometries used to validate the proposed approach. Reasearch in [123] presented a
CS learning algorithm based on a symbolic representation of temporal behaviour during robot
valve opening process where force signals were clustered using the Minimum Message Length
(MML) [124]. The labelled symbolic data were used to train an HMM to recognise the CS. The
overall accuracy achieved by this method was 81% about x-axis and 85% for rotation about y-
axis. Nevertheless, the convergence time of the GMM/MML might delay the recognition of the
CS. Also, it relies on exploration movement in order to recognise the CS. In [112], an SVM has
been employed (in sequence) to classify two successive states based on pre-designed features.
The selected features were designed based on the quasi-static insertion force model [37]. This
method relies on pre-defined features and a complex hierarchical classification algorithm. This
work also relied on designed features which were pre-selected by designers thus making the
method less autonomous.
Despite the significant progress in the field, researchers have been relying on algorithms that
have large latency. Furthermore, symbolic-based recognition of CS for imitation learning of PiH
problems has not been sufficiently explored. Moreover, most of the previous researchers did not
take geometrical variation in consideration, in analogy to the material property (elasticity) vari-
ation presented in [118]. In fact, probabilistic models trained based on symbolic representation
converges faster than probabilistic models trained based on numeric representation [125]. Thus,
it is believed that combining symbolic representation based on a simple segmentation approach
(i.e. Piecewise Aggregate Approximation (PAA) or K-means) will result in more computation-
ally efficient CS recognition with similar robustness and accuracy. Chapter 5 investigates and
developes a symbolic-based CS recognition approach which combines feature transformations
methods i.e. Principal Component Analysis (PCA), time series segmentation, symbolic assign-
ment, data labelling and HMM training, in order to reduce the computational effort required for
CS recognition under geometrical variations.
Human Robot Physical Interactions
Human-robot Collaboration (HRC) has been investigated over the last three decades. In the
literature, the HRC research can be categorised into three main groups which are control-based,
human-based and learning based. Initially, pure control-based approaches were dominant.
The human-based approaches aim to identify the required control parameters (e.g. classical
impedance controller) based on human stiffness and compliance.
For long time, HRC problem was considered a control problem and many types of research at-
tempted to design an adaptive compliance controller that allows HRC tasks. Ikeura et al. [126]
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proposed an adaptive impedance controller, where impedance parameters were experimentally
extracted by analysing two human operators performing a cooperative task that can adaptively
modify based on the change rate of the measured forces. Kosuge et al. [127, 128] proposed
an admittance control to manipulate an object by multiple robots and a human based on the
apparent mechanical impedance of the manipulated object. The motion command of the object
was generated based on the force applied by the human, while the robots behaved as follow-
ers. Al-Jarrah and Zheng [129] introduced a two-level control scheme, in which an admittance
controller was driven by a higher level reflex control triggered using a force-based threshold
indicating that the robot acted as a load for the human. Also, Al-Jarrah and Zheng [130] sug-
gested two methods to achieve compliant motion. The first one was an adaptive impedance
controller in which control gain adaptively changed using Gradient decent. The latter was mo-
tivated by biological studies, where the stiffness parameter was adaptively changed to achieve a
human-like motion. The differentiation of the force information was also exploited to estimate
the human intention in cooperative tasks and update the robot velocity control law accordingly
[131]. Ikeura et al. [132] proposed to adjust the damping parameters on-line optimally by min-
imising a cost function. Tsumugiwa et al. [133] proposed a real-time estimation approach of
the human arms’ stiffness to perform an on-line adjustment of the robot stiffness coefficients. In
Ficuciello et al. [134] proposed a Cartesian impedance controller to enhance robot performance
during human-robot physical interaction using a synergic way robot’s redundancy. In this re-
search, it was shown that the overall performance is improved when a synergic redundancy
introduced using a co-robot. Due, to the increase of the stability region of contact. Kosuge
et al. [135] introduced multiple impedance-controlled robots to perform a Robot-Human co-
manipulation task. In this framework, a joint object manipulated by a human(s) and multiple
robots with F/T sensors mounted on the robot’s end effectors. Also, the human operator com-
manded the movement by applying forces. Although these methods improved the HRC, they
are task oriented which means that the controller needs to be redesigned/reprogrammed for ev-
ery new object. The control based HRC relies on a physical understanding of the human and
the robot to empower robots with human-like compliance. However, control-based HCR is a
case-based approach which means that any change in the task/robot requires a new solution for
the new setup.
In order to overcome control based HRC approaches, researchers suggested a hybrid solution
that combines the control based approaches with human sensory data to that can be used to
estimate task related parameters such as stiffness and compliance. Klingspor et al. [136] rec-
ommended that human-robot physical communication in a shared task should be designed to
follow implicit human-human communication standards. Rahman et al. [137] introduced a
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variable impedance control for HRC (push-pull task), where stiffness and damping parameters
were varying based on the analysis of human-human collaborative task (two humans jointly car-
rying an object). In a similar setup, Ikeura et al. [132] suggested the use of stiffness parameters
that minimise a cost function based on human-human collaborative task, which was adopted
on robot-human collaboration later on. Hayashibara et al. [138], designed a controller that
mimics human subject behaviour which was experimentally extracted from two human subjects
(leader and follower), during manipulation of a load in a vertical plane. However, it was stated
that the low-frequency performance was poor. Corteville et al. [139] have utilised the popular
concept of jerk minimisation in human arm movements as proposed in [138, 140] for an HRC
task. This facilitates robotic partner with human intentions prediction capabilities and acts ac-
cordingly. Reed et al. [141] analysed the physical communication between human operators
while performing a collaborative task, in order to enlighten how individual works alone as well
as how a human can collaboratively work with a robot on physical tasks. Furthermore, it was
recommended that robot impedance parameter must be adaptively regulated. The success of
human-based approaches relies on how the estimated parameters fit the robot partner.
The learning based approaches rely on machine learning approaches to capture the dynam-
ics of the leader and the follower during the collaborative task. Lawitzky et al. [142] com-
bined learning-based and planning approaches to achieve a human-robot collaborative trans-
portation task. That a human guides the robot using measured forces applied by the human,
and temporal-Hidden-Markov-Model (tHMM) and Gaussian Mixture Regression (GMR) were
utilised to demonstrate the HRC task. Cui et al. [143] proposed environment-adaptive Inter-
action primitives to learn a complex human-robot collaborative task with external disruption
(environmental interaction) by extending the well-known Interaction Primitive (IP) method.
The main idea in this work was to include variation in the handled object’s size and include this
variation in the final probabilistic model, in order to improve the generalisation of the model.
Ude et al. [144] suggested the use of local weighting via GMR to design novel Dynamic Motor
Primitives (DMPs) from human demonstration. The goal and other task-specific details were
extracted from the given human trials. In this work, Ude et al. [144] highlight the need for an
accurate clustering approach that determines the desired behaviour in order to achieve a general
solution. Medina et al. [145] equipped a robot with cognitive functionalities providing seg-
mentation, encoding, and clustering capabilities that allow the robot to acquire further human
demonstrations if needed. The proposed framework by Medina et al. [145] aimed at improving
the generalisation capabilities of the robot, where the demonstrated tasks are represented by a
primitive graph and a primitive tree using HMMs that were incrementally updated during repro-
duction. Calinon et al. [146] proposed the use of HMMs and GMR, respectively, to encode and
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reproduce robot collaborative behaviours. The HRC task was demonstrated by teleoperation in
which the leader and follower roles of the collaborative task captured using HMM and GMR.
The HMM encapsulated the robot motion and the sensed forces, while GMR generated the ref-
erence force during reproduction. Such a combination of HMM and GMR allows the robot to
behave as a follower, but its role became more proactive as it acquired more knowledge about
the task. Gribovskaya et al. [147] proposed a hybrid system based on LfD and adaptive con-
trol. The demonstrated task was encoded by a GMM to generate feed-forward control signals.
Then, the kinematic and force errors generated in the task were used to estimate the impedance
parameters. Sheng et al. [148] presented an integrated human-robot collaborative framework
, in which a human perform a table lifting task with a humanoid robot. In this work, grasping
skill was learned using imitation learning, then the lifting task was controlled using reactive and
proactive controllers. To sum up, the learning based approaches rely on encoding temporal and
spatial information to reproduce HRC task that generalises well for different scenarios. How-
ever, not all HRC applications are sequential and encoding HRC as if it is a state-based process
will result in limited generalisation capabilities.
Lead-Through Programming
As mentioned before, short-series production is more familiar with SME’s. Hence robotised
automation must be agile and easy to perform, to minimise the downtime. One potential solution
is to manually guide the robot, which is called walk-through or Lead-Through programming
(LTP). Hence, the robot can intuitively learn positions and trajectories. It becomes especially
handy for the robot programmers as no attention of different coordinate systems is required.
Programming industrial robots through LTP is achieved by utilising force sensors.
Moreover, several methods for combining sensors into the programming phase are described,
such as using force sensors or vision systems. LTP applications are introduced in [149], in this
research the LTP was employed to facilitate the programming of weld paths in a shipyard. The
robot was equipped with a F/T sensor to perform the programming by LPT.
In LfD, LTP is used as a demonstration method, which is called kinesthetic teaching. One such
example is reported in [150], this research focuses on how to handle redundancy during the
kinesthetic demonstration. The experiments were performed with a 7 DoF robot, and a case-
study revealed that it was advantageous to support the operator by controlling the null-space
of the robot, based on a redundancy resolution which was trained throughout an initialisation
phase. In [151] another example of a kinesthetic demonstration is reported. In this study, the
skills were learned in two steps. First, trajectories were recorded throughout the demonstra-
tion phase by a motion sensor. Next, the robot repeated the demonstrated task, meanwhile,
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the teacher could interact through kinesthetic demonstration. The main drawback of such an
approach requires an accurate mathematical model of the robot and the task.
2.6 Literature Review Summary
In this Chapter, three main subjects were briefly introduced: Assembly and manipulation pro-
cesses, AI Robotics and LfD algorithms. In short, the assembly and manipulation processes
is a vital process in production lines. Fixed-automation assembly lines appear as the right
choice, especially in mass-production. However, the strong dynamic demand on products re-
quires more flexible automation. Industrial manipulators were believed to be the right solution.
Nevertheless, this was only a potential solution since it moves the problem into a different scale,
where robot programming becomes the bottleneck for developing a more flexible automation
system. At this point and with the dramatic development in software and computational power,
AI Robotics was born with promising capabilities since it allows human-robot interaction and
allows the robot to adapt the environment to achieve healthy behaviour. However, it did not find
its way in an industrial application as a new revolutionised field.
The LfD technique was introduced as an AI Robotics tool, which allows a more friendly inter-
action with a robot. More importantly, it enables transferring expert knowledge to a robot by
demonstrating the task to the robot, which in turn will be repeated by the robot and over time
enhance its’ performance. Figure 2.17 shows a simple diagram of the main stages of the LfD
algorithms. Another stunning note about the literature review is the analogy amongst machine
learning algorithms [72], AI Robotics paradigms [10] and the assembly process [14]. As shown
in Figure 2.18. This analogy allows us to understand the learning algorithms requirements, and
in what level task must be programmed.
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2.6.1 Knowledge Gaps
The manipulators’ programming methods still use a direct repetition of a fixed program that
might be useful in mass production. However, in more dynamic markets, products are changing
quickly. Consequently, the robots need to be reprogrammed, which is expensive, tedious and
time-consuming. Also, relying on a physical separation between human and robot is to be ex-
pensive. The LfD technique seems to be a promising method that might alleviate this problem.
Nevertheless, the current state of the art research in the LfD algorithms still suffers when a new
task is presented.
Most of the presented work in LfD rely on employing visual features to learn the skill from a
human. Nevertheless, the visual perceptual systems in contact and close to contact states do not
provide sufficient information/features to learn skills in such states. Moreover, the problem can
be much more complicated with the presence of geometrical variation of parts. Also, robots in
real life scenarios must physically interact with their surrounding environment or with a human,
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as for example in the industrial setting of polishing. Hence, the use of a F/T sensor is introduced
as it can provide sufficient data in contact and close to contact states.
From the literature review, it is clear that the interpretation of F/T measurements is still an
open question. Firstly, due to the high noise level and several robot configurations might have
the same measurements. In addition to that, most of the reported research on force-based ap-
proaches depends on mathematical modelling, which is challenging and does not allow gener-
alisation. Moreover, all the previous force-based learning research did not consider the relation-
ship between the performance of the learned skills and geometrical variations.
In general, extracting knowledge from human expertise is difficult as it might be hidden amongst
disturbances, noise and uncertainties. This is even worse when dealing with F/T features, as
they are noisy in nature. Thus, these hidden (latent) features must be identified in order to
transfer human demonstration to an industrial robot. These challenges are known in the LfD
community as ’what to learn?’, ’how to learn?’ and ’how to generalise?’. Therefore, there is
a need for more sophisticated LfD techniques that bridge the gap between industrial robots,
a robots’ surrounding environment and human operators. In such cases, the LfD framework
must be capable of extracting and interpreting relevant F/T features. So that, the robot can react
accordingly.
Chapter 3
Research Methodology
3.1 Introduction
The knowledge gaps presented in the literature review (Chapter 2) indicate a lack of research on
haptic/force perceptual data in the industrial manipulators and LfD fields. Also, the geometrical
variation that can affect the learned skills performance has been overlooked. Chapter 2 also
highlights the need for generalisation mechanisms to maintain the performance of learned skills
through LfD in case of new scenarios. Chapter 1 focused on force perceptual data, and presented
the main four frameworks employed in this thesis. In this chapter, a generic overview highlights
the developed methodology that addresses the main research gaps in more details.
As discussed in Chapter 2, rapid robot re-programming is crucial. Hence, data-driven ap-
proaches in an LfD framework must generalise well to adapt for a wide variety of tasks. Gener-
ally, the developed methods in this thesis aim to accurately capture knowledge from the demon-
strated data in the LfD framework. The fundamental concept of LfD is to demonstrate the
target skill while recording perception data. The force-based skill must be represented in a way
it maintains its primary features and encodes a human-like behaviour. For example, a skill can
be described as a mathematical mapping between perceptual data (or extracted features) and the
actions performed during the skill execution. After that, learned skills can be transformed into
a robot control system. Then, a robot’s skills need to be reproduced and generalised for new
situations, where the robot’s actions must respond to a given perceptual data in a human-like be-
haviour. This kind of approach is called a data-driven approach, as it relies on the collected data
that encoded some desired behaviour. In this research, data-driven approaches were developed
to tackle the limitations of the LfD.
The remainder of this chapter is structured as follows: The research hypothesis and the research
questions of this thesis are presented is reported in Section 3.2. Section 3.3 illustrates the
proposed approach to answer the research questions.
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3.2 Research Hypothesis
As the primary goal of this thesis is to transfer human Force/Torque (F/T) skill to an industrial
robot, it is believed that employing statistical and probabilistic machine learning algorithms
would be sufficient to capture such force based skills. Learning such skills enables industrial
robots to interpret forces/torques measurements and then map these features into reasonable ac-
tions with the assistance of the demonstration collected data. The essential principle behind that
is that the human cognitive skill is encoded within the collected data and it can be represented
in a data-driven model. This thesis aims to tackle these questions and requirements by develop-
ing and implementing machine learning algorithms that rely on human demonstration. These
approaches are an intuitive way of capturing, encapsulating and reproducing a human skill.
Hence, it is commonly used primarily when it is difficult to hardcode the required behaviour
such as human force-based skills.
In this thesis, it is hypothesised that machine learning approaches will learn a better force-based
skill by demonstrations. Henceforth, a robot must learn an industrial task (i.e. assembly, manip-
ulation) and robustly replicate it when needed. The force information and the learned models
will provide a sequence of actions that guarantee successful process execution, especially pro-
cesses that involve contact interactions with the surrounding environment.
3.2.1 Research Questions
From the literature review in Chapter 2, it emerges that the domain of robotics LfD has the
potential to overcome many robotised assembly problems. However, many questions need to be
answered due to the fact that F/T signals are noisy and difficult to explain. In this subsection, a
collection of open questions which might make progress toward more intuitive learning process
in the LfD techniques will be introduced.
What are the features best used in robot learning force-based skills?
Force features are known for being very noisy and can be easily corrupted. Furthermore, they
are ambiguous because multiple numbers of contact states can generate a single force level.
However, these features are crucial to learn force-based skills as discussed in the previous chap-
ters. Hence, this question will be tackled in Chapter 5. And, implicitly introduced in Chapter 6
by selecting relevant force features to learn the target skill.
CHAPTER 3. RESEARCH METHODOLOGY 50
Which demonstration scheme is more suitable to capture human skill offline (batch-learning)
or on-line (incremental learning)?
An essential aspect of LfD is to decide on what type of demonstration approach is required to
be applied and what type of perceptual data are needed. The choice is determined based on the
learning approach and the desired robot reactions. As noticed in Chapter 2, the demonstration
could be performed using different techniques; such as kinesthetic, teleoperation, instrumented
human. To answer this question, different demonstration techniques were used in Chapters 4,
5, 6 and 7, and the performance of learned skills was compared against each other.
How to generalise a task based on predefine information and previous knowledge in new
situations?
In LfD, the robot must be able to reproduce skills for new situations based on a generalisa-
tion algorithm using a training dataset. The adopted approach in this thesis relies on ensemble
machine learning algorithms that employ the concept of "wisdom of the crowd". In an en-
semble machine learning approach, multiple simple data-driven approaches are applied to learn
the same task, then collaboratively reproduce the captured behaviour. This question was ap-
proached in Chapters 6 and 7
How to accurately interpret and interact with force/torque input features?
Each process has its own requirements such as the continuity issue, which directly affect the
selection of the learning algorithms. F/T signals are non-stationary and can be easily corrupted
by noise. Also, F/T signals are ambiguous due to the fact that multiple configurations might
have the same force features. Therefore, machine learning algorithms that are used to learn
force-based skills must consider those difficulties. This question has been tackled as shown in
in Chapter 6.
How to learn a human-like skill with the presence of process variation?
A key question in control systems, in general, is how to deal with uncertainty (e.g. noise,
disturbances), and how to reduce its negative impact on the performance. In addition to the
possibility, the manufacturing processes also contain several sources of variations; such as geo-
metrical variation of assembly parts. In this thesis, it is believed that ensemble machine learning
approaches might be able to tackle these questions as they are well-known for being prone to
variance, bias and outliers.This question has been addressed in Chapter 4.
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How does geometrical variation in assembly parts impact the quality of the learned skills?
It is believed that this is a vital question in robotised-automation, which has not been addressed
yet. Compared to the human educational system, this question provides an answer to what the
best way to teach a force-based skill to a robot is. To address this question, an PiH assembly
was adopted, with a variation on the diameter of the inserted pegs. The parts’ varation problem
has been addressed in Chapters 5 and 7.
How can a symbolic representation of force/torque signals be used to recognise the contact
states and to learn an assembly task?
Contact state recognition based on the F/T signals is a difficult task because of noise, distur-
bance and uncertainty nature. Many researchers proposed contact state recognition based on
the numerical representation of F/T signal with classical machine learning algorithms, such as
Hidden Markov Model (HMM). However, symbolic-based recognition of the contact state of
tight clearance assembly and the relation between recognition accuracy and clearances have not
been explored yet. This question have been addressed in Chapter 5.
The presented hypothesis has been proved by introducing and implementing different machine
learning algorithms. Then, it was confirmed using different validation scenarios as explained
in the later Section. It is believed that by validating this hypothesis, all the question mentioned
above are tackled. However, more research is needed on interpreting force signals when the
robot has multiple contacts with the environment and the human.
3.3 Proposed Approach: Learning Force-based Skills from
Human Demonstration
The goal of this research is to effectively teach a robot how to perform force-based tasks (e.g.
PiH assembly or manipulation task) using the LfD framework. Therefore, human cognitive
skills in performing such a task need to be captured through conducted demonstration. Then,
knowledge encoded in the collected data must be extracted to identify the underlying cognitive
skill. After that, learned models can be used to control robot on-line to perform similar tasks as
an additional layer of control on top of the robot classical control system.
Figure 3.1 indicates the main blocks of the proposed approach to learning force-based skills. In
the learning phase, data received during the demonstration are pre-processed and filtered, since
force signals are well-known for being noisy. The collected data are split into the target actions
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Y (output) and the observation X (input). Next, features in the observation X are extracted
explicitly using Principle Component Analysis (PCA) (Chapter 5) or implicitly as a result of
the machine learning algorithm (Chapter 4, Chapter 6 and Chapter 7). Then, like any machine
learning approach, an iterative process is conducted to select an accurate machine learning
model based on unseen testing data. The model with the minimum error between the actual
output Y and the predicted output Yˆ is employed to control the robot by sending commands
(reference values) to the robot control system. It is worth mentioning that the feature extraction
parameters in the execution phase are determined during the learning phase.
Learning Phase
Execution Phase
Model
Validation
Machine Learning
Model
Machine
Learning
Model
Pre-processing 
and
Filtration
Pre-processing 
and
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Demonstration
Features
Extraction
Features
Extraction
Reproduction RobotControl Loop
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Figure 3.1: The adopted LfD framework in this thesis
3.3.1 Experimental Setup
The following chapters use different arrangements of hardware setup, which explained individ-
ually in each chapter. In this section a gentle introduction on the used hardware is presented. For
Chapters 4, 6 and 7, the experimental setup consists of a 6-axis F/T sensor, Motoman SDA10D
dual-arm robot, 8 VICON 1 cameras tracking system and one PC workstation. The Motoman
SDA10A, shown in Figure 3.2, which is a dual-arm robot with 15 degrees of freedom (7 DoF
per arm 1 DoF for the body). Motoman SDA10A arm can lift a payload of up to 10kg. In
Chapter 5 the 6-axis F/T sensor and a PC workstation were used to collect data with different
assembly part geometries.
1https://www.vicon.com/products/camera-systems/vantage
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Figure 3.2: SDA10D Motoman dual-arm robot.
In addition to that, assembly parts were used in Chapters 5 and 7, a metal hole attached to the
force torque sensor, as shown in Figure 3.3, was use to collect F/T data during assembly tasks
of three different pegs’ diameters.
Force/Torque sensor
Hole
Figure 3.3: Hole and F/T sensor.
3.3.2 Demonstration Technique
In general, the demonstration technique identifies how the data can be provided to the learner
robot. Several techniques were used in this thesis to demonstrate skills to a learner robot, which
include: kinesthetic learning, human demonstration and teleoperation. In kinesthetic learning,
a human physically holds the robot end effector while guiding it to perform the target task.
Human demonstration means that a human with a set of sensor conducts the target task while
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data is collected from the human trajectories and other sensors; such as F/T sensor. In this work,
the force feedback is crucial to identify skills. In the third demonstration technique, the operator
teleoperates the robot to execute the target task while recording the sensory data.
The selection between these techniques depends on the demonstrated skill and the the available
sensory data, for example kinesthetic learning is not suitable for force-based skills as the human
is directly perturb the force features while guiding the robot. Another important issue, that must
be taken in consideration during the demonstration, is the collected sensory data. In this thesis,
all the demonstration techniques and the sensory data mentioned above were used as shown in
Table ??.
Table 3.1: Demonstration techniques employed in the thesis.
Chapter Demonstration technique Sensory data
Chapter 4 robot programming F/T sensor and robot joints variables
Chapter 5 and
Chapter 7
human-demonstration F/T sensor and visual tracking system
Chapter 6 human-demonstration and kines-
thetic learning
F/T sensor, visual tracking system and
robot joints variables
Perceptual data during the demonstration contain features and patterns that encode the cognitive
logic behind the demonstrated skills. Therefore, it is vital in LfD to extract these underlying
patterns and characteristics. Then, the extracted features can be identified and encoded the
demonstrated skill as shown in the next section.
3.3.3 Force-based Skills Learning
In the LfD context, the approach to skill learning is mainly to teach a robot the required knowl-
edge and skills to perform a task with minimum programming effort. In other terms, it gives
the robot the ability to learn how to do new tasks robustly even with the presence of different
sources of variations. Thus, a robot skill can be defined as given in Definition 3.1.
Definition 3.1. Robot Skill: The ability of the robot to safely change the world from an initial
state to a defined final state (goal) in the presence of uncertainty with control function applied
using only prior-knowledge (examples or training sets) and sensory information about the cur-
rent status of the robot’s surrounding.
This definition is based on robot behaviour discussion reported in [10], and it shows that robotics
task execution consists of identifying the current state of the robot and the surrounding configu-
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ration (observation). After that, robot must generate a set or sequence of outputs which guaran-
tee the goal achievement (a plan). Then, the generated sequence must be executed (actions). To
transfer a human skill to a robot, a sequence of observations, plans and actions must be captured
and encapsulated.
To this end, feature extraction approaches are used to identify underlying features and patterns
in the demonstrated data; i.e. PCA and feature selection. Subsequently, the machine learn-
ing algorithm can be utilised to identify the mapping function between the extracted features
and target actions. The final output from this phase is a data-driven model that represents the
demonstrated skill.
Skills and knowledge representation are major fields of the artificial intelligence research do-
main [152]. The assembly and manipulation skills have been classified into cognitive skills and
motor skills [12]. In such cases, expert operators perform the required process with minimum
error in the presences of variations, without implicitly understanding how they do it. This lack
of understanding increases the challenge of automating an assembly process, which seems that
LfD has the potential to tackle this issue.
The cognitive skills can be represented as a set of functions fC , shown in Equation (3.1), that
use the previous state Si−1 as its input to identify the next state Si . Where the result sequence
of states is the robot behaviour X = [S0, S1, . . . , Sn] that can be observed using a set of sensors.
Si = fC(Si−1) (3.1)
On the other hand, motor skills fM focus on identifying actions (target output) Yi that guarantee
the transformation of the robot from the current state Si−1 to the predicted state Si which have
been determined based on the cognitive skills fC . Equation (3.2) shows the motor skill function.
Yi = fM(Yi−1) (3.2)
Machine learning approaches are capable of identifying and representing such mapping between
a sequence of observationX and desired actions Y , which represents the cognitive skill. In gen-
eral, machine learning approaches can be categorised based on the knowledge representation.
For example, the linear regression algorithm results in a mathematical model, while Decision
Trees are model-free approaches. In the literature, the Gaussian Mixture Model (GMM) has
been utilised for encoding such skills. Nevertheless, not all machine learning algorithms are
suitable to capture a skill. For example, the GMM lacks extracting the temporal information,
while Hidden Markov Model (HMM) can adequately capture temporal data. Hence, a hybrid
approach that combines GMM and HMM might be followed. Such an approach was used in
Chapter 5 was temporal information of an assembly process were captured using HMM and
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spatial information captured using Piecewise Aggregate Approximation (PAA) method. These
machine learning approaches can precisely encode the F/T signal since they rely on the sta-
tistical properties of the signals. This thesis follows the logic of identifying mapping function
between observed data and desired action in all following chapters. However, the knowledge
representation is different from chapter to chapter as shown in Table ??. Also, the approaches
employed in this thesis aim to identify the mapping function between the observation vector X
and the target action Y , with one exception in Chapter 7. In that chapter, the machine learning
algorithm aims to identify the mapping between the observation and a stiffness parameter for a
pre-defined model.
Table 3.2: Demonstration techniques employed in the thesis.
Chapter Feature extraction Knowledge representation
Chapter 4 Feature selection and
Random Forest (RF)
mathematical model and model-free
Chapter 5 PCA, PAA and SAX2 Probabilistic Model (HMM)
Chapter 6 RF model-free
Chapter 7 Feature selection mathematical model and model-free
The optimal machine learning approach can be iteratively (Figure 3.1) determined using any
standard optimisation algorithm, such as Gradient Descent (GD) . The learning models allow an
autonomous robot behaviour as in shown Chapter 7 and collaborative behaviour with a human
or robot partner as in Chapter 6. Also, it captures the human-like behaviour of performing such
tasks. It is expected that such data-driven models can be generalised and reproduced for a wide
variety of similar tasks.
The reproduction process consists of exploiting the variability inherent to the various demon-
stration and try to generalise the elementary features in the task. Therefore, the captured map-
ping function can generalise well on a similar task. This thesis did not only rely on the variation
presented at the demonstration stage but also proposed an ensemble machine learning approach
to provide better generalisation capabilities (Chapter 6). It is important to mention that the
reproduction must also be at the same level as the learning level (symbolic level and trajec-
tory level). The main advantage of this approach is that it does not require a prior-geometrical
knowledge about the attached tool to the robot end-effector. However, designing the trajectories
might be demanding as it should cover all variations around the operational workspace in order
to learn an accurate model.
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3.3.4 Model Evaluation and Experimental Validation Scenarios
Unlike machine learning approaches, LfD approach must be validated on a real robot setup.
Hence, the proposed approaches in this thesis were evaluated analytically similar to machine
learning approaches. The model with the best performance was experimentally assessed using
a suitable experimental scenario. In machine learning, multiple datasets are used to construct
the final model. In particular, three datasets are commonly used at different stages of fitting the
model. Initially, models are fitted on a training dataset. The fitted models are evaluated on a
validation dataset, to modify the model parameters. These two steps are repeated to reach an
optimal model. Successively, the model performance is evaluated using an unseen test dataset.
Validation Metrics
Evaluating machine learning models before using them to control a robot is an essential part of
LfD. Once a model gives a satisfying performance on the test data, it can then be tested with the
robot to reproduce the demonstrated skill. Therefore, evaluation metrics are required to assess
the performance of the trained models and later to evaluate the robot’s performance. Accord-
ingly, in this thesis, different evaluation metrics were employed to evaluate model performances
and robot reproduced skills. These metrics are listed below:
• Mean Square Error (MSE) [16]: The MSE is the most popular regression metric as its’
square components penalise outliers. Also, it is calculated as the average of the squares
of the error between the predicted value Yˆ (based on a given model) and the true value
Y (e.g. from the test data). The MSE is the second moment of the error about the error
mean value. Hence, it incorporates both the variance of the predicted and its bias. The
MSE has the same units of targeted output Y . Equation (3.3) shows the MSE, where N
is the number of samples in the dataset.
MSE =
1
N
N∑
i=1
(Yi − Yˆi)2 (3.3)
• Root Mean Squared Error (RMSE) [16]: The RMSE denotes the square root MSE,
as shown in Equation (3.4), and is often utilised to measure the differences between
model predictions and actual value. RMSE is a measure of the data models’ accuracy,
which compares predication errors of different models for given datasets since it is scale-
dependent.
RMSE =
√
MSE (3.4)
• Normalised Root Mean Squared Error (NRMSE) [16]: In the literature, there is no con-
sistent definition of the normalisation of the RMSE. Yet, the most common option is the
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range of the actual output Y (determined as the maximum value minus the minimum
value) of the measured data, Equation (3.5). The NRMSE is specifically useful when
comparing models trained on different datasets. Where VScore is the variance score, Var(x)
is the variance of variable x.
NRMSE =
RMSE
(Ymax − Ymin) (3.5)
• Explained Variance Score [16]: Explained variance score measures how a mathematical
model accounts for the variation of a given data set, and it can be estimated as illustrated
in Equation (3.6). The explained variance score varies between 1 and 0. Such that 1
indicates the best possible model and lower values are worse.
VScore = 1− Var{Y − Yˆ }Var{Y } (3.6)
• Confusion matrix: A confusion matrix is a particular table that depicts the performance
of a classification algorithm. Each predicted class is represented by a row of the matrix,
while the actual classes are depicted in columns. This layout makes it easier to illustrate
if the learned model is confusing two classes.
• Execution time: This metric is used to measure the execution time required to execute a
reproduced skill by a learner robot.
• Interaction force: The interaction force is the force measured between the human and the
robot during the execution of a collaborative task, where the human is directly in contact
with the robot. This metric is vital to validate the safety of the learning models to control
an industrial robot for HRC applications.
Validation Scenarios
As shown in Figure 3.1, the best machine learning model is used in the execution phase. The
learned models are evaluated using the metrics as mentioned earlier. After that, the best model
amongst all other learned models must be validated. The validation is performed analytically
using unseen data as in Chapter 5 and experimentally by conducting a validation experiment to
test the model performance. The validation scenarios used in this thesis are listed below:
• Chapter 4 introduces a robot internal force compensation and the proposed approaches
were validated analytically using unseen dataset. The best force compensation model
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was tested on the robot setup. In this experiment, the robot performed pre-designed tra-
jectories with zero-load attached to the robot end effector. Meanwhile, robot internal
forces were collected and compared with the predicted values from the learned model.
• Only the unseen test dataset was used to validate the approach presented in Chapter 5.
In this chapter, the collected data were randomly split into training data (80%) and test
data (20%). The six-dimensional time series of the test data were pre-processed using the
same parameters used to train the models. Subsequently, using the confusion matrix, the
learning models were evaluated and compared against each other.
• The algorithm proposed in Chapter 6 was experimentally validated in two scenarios. The
first one is a co-manipulation task that involves moving a heavy object between two points
in the robot workspace. This validation scenario aims to validate the reproduction of the
demonstrated skill (co-manipulation). The second scenario is a co-assembly task that
intents to test the generalisation capabilities of the proposed approach. In the second
scenario, a human was asked to guide an industrial robot through an assembly task. The
metrics used to evaluate the human-robot behaviour in both scenarios includes interaction
forces and execution time.
• In Chapter 7, the proposed approach was validated using testing error from unseen human
trials, where the reproduced trajectory from the fitted models were compared with the ac-
tual human trajectory. Learned models can be evaluated based on RMSE. Also, to test the
fitted models robustness against geometrical variation, unseen human trials with different
part geometries were used. Finally, the model with the best performance was employed
to autonomously perform the actual PiH insertion utilising the robot while monitoring its
trajectories. The autonomous behaviour was evaluated based on the success rate of the
trials on different assembly parts.
This chapter introduced the adopted methodology to achieve this thesis goal and objectives.
It is believed that enabling robots to physically interact with the sounding environment using
learning by demonstration will reduce the gap between human and robot in an industrial plat-
form. This will additionally facilitate human-robot communication at different levels such as
speech, visual and haptic. Such communication mediums are complementary to each other.
Nevertheless, significant progress has been achieved in visual but not haptic communication.
Thus, this thesis focuses on learning F/T based skill from demonstration, that can result in a
great reduction of robot programming cost in a manufacturing context.
Chapter 4
Data-driven-based Robotics Force/Torque
Compensation
4.1 Introduction
Haptics, as well as force and torque measurements, are increasingly gaining attention in the
fields of kinesthetic learning and robot LfD. For such learning techniques as these, it is essen-
tial to obtain accurate force and torque measurements to enable accurate control in the context
of force-based controlling or when a robot needs to interact with its surrounding environment.
However, force and torque measurements using a 6-axis force and torque sensor mounted at
the end-effector of an industrial robot are known to be corrupted by the robot’s internal forces,
gravity, unmodelled dynamics and non-linear effects [153]. Hence, it is vital to eliminate un-
desired signals so elementary F/T features can be captured accurately. This chapter introduces
a data-driven approach to pre-process the captured F/T data in Chapter 6 before learning the
co-manipulation task.
The modelling accuracy limits dynamical-based modelling approaches, and it captures dynamic
systems under idealistic condition assumptions. Unlike dynamical-based approaches, the data-
driven approaches can be more realistic as they are dependent on real captured data under a
given physical setup without deep knowledge of the physical behaviour behind the captured
data. For example, Locally Weighted Projection Regression (LWPR) was used to adjust a com-
pliance matrix for computed torque controller [67]. However, this requires the skilful tuning
of the learning parameters. Also, Gaussian Process Regression (GPR) and LWPR were imple-
mented to achieve an adaptive compliance control [68]. The results showed the advantage of
using LWPR over GPR as an incremental learning approach. In the same paper, Nguyen-Tuong
and Peters introduced a Locally Gaussian Process (LGP) to learn a computed torque controller
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and compared it with SVR, GMR and LWPR. The results showed that LGP can achieve higher
accuracy and requires lower computational forces compared to GMR and SVR. Also, LGP
achieves higher accuracy compared to LWPR. Nonetheless, it requires higher computational
effort in comparison to LWPR.
This chapter presents three data-driven techniques to capture relevant F/T features during the
demonstration of a robotics task, namely: Linear Regression (LR), Support Vector Regression
(SVR) and Random Forests (RF), to recover the external forces and accurately detect possible
contact situations by estimating a robot’s internal forces. The main contribution here is that
these methods can effectively capture undesired F/T patterns without any knowledge about the
geometrical specification of the robot tool or the F/T sensor. Also, this chapter shows the
advantages of using RF as an ensemble learning approach, which to the author’s knowledge has
not been investigated yet. Moreover, this chapter examines how different physical features can
affect the data-model accuracy; such as the use of robot’s joints velocities, accelerations and
positions.
In this regard, the performance of the learned models has been evaluated using different per-
formance metrics that are compared regarding the features contained in the input space. Thus,
LR, RF, and SVR were compared as they are well-known techniques that can capture different
behaviours. Also, they require low computational complexity without intensive training over
the operational space under the given assumptions. The trained machine learning models were
experimentally validated using a Motoman SDA10D dual-arm industrial robot controlled by the
Robot Operating System (ROS). The experiments showed that force and torque compensation
based on LR has a smaller error in comparison to RF using joints’ angular position features.
However, RF accurately followed the F/T pattern. Moreover, the models trained using RF mod-
els are found to outperform models trained using SVR in this set of experiments.
This chapter is structured as follows: The formal definition of the F/T compensation problem
is introduced in Section 4.2. Subsequently, the proposed approach is introduced in Section 4.3.
Then, Section 4.4 presents F/T compensation based on robot dynamic model. Section 4.5 will
introduce the experimental setup and data collection. The data collection and models training
are explained in Section 4.6. Next, the F/T compensation results and discussions will be in
Section 4.7. Finally, Section 4.8 will conclude the chapter.
4.2 Problem Definition
As highlighted in the previous section, F/T measurements are noisy and can be easily disturbed
by the robot dynamics, for example, a force/torque sensor attached to the robot end effector
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give significant reading while the robot is executing a trajectory with no external forces applied
on the robot end effector. Noise and disturbances occurring at high frequencies can be signifi-
cantly reduced using standard filters such as low-pass filter [61]. However, F/T signal filtering
might remove essential features in the signals. Furthermore, disruptions due to robot motions
cannot be omitted especially in high-speed applications or when heavy robot tools are used.
Approaches reported in the literature that address this problem generally use estimation meth-
ods based on dynamic models that consider the internal components of the sensor, gripper and
workpiece [62]. These methods require an accurate model of the robot, the tool and the load,
which in most case is not available.
The F/T sensors are used to measure both external and internal forces. The problem of estimat-
ing the external F/T is generally defined as shown in Figure 4.1, where {O} is the robot base
frame, {OT} is the tool frame, {Os} is the F/T sensor frame, {Oe} is the end-effector frame and
−→r is the vector from the base frame {O} to the tool frame {OT}, assuming that {OT} is the
centre of gravity of the robot’s tool (gripper+object). The total effective force at the end effector
can be calculated using Newton-Euler equations, as shown in Equation (4.1) and Equation (4.2).
{O}
{Oe}
{OT}{OS}
r
rs
re
Figure 4.1: Dynamic modelling of the F/T measurement process.
∑
F = mr¨ = mg + Fe + Fs (4.1)
∑
T = Iω˙ + ω × Iω = Ts + rs × Fs + Te + re × Fe (4.2)
Let ω be the angular joints’ velocities, m is the total mass of the end effector, F/T sensor and
the workpiece, I is the robot tool moment of inertia , g the gravitational acceleration , Fs , Ts
and Fe, Te are the sensor and generalised external forces (force and torque), and re and rs are
the vectors from the centre of the gravity to the sensor and the external force frames. Based
on this dynamic model, many model-based estimation methods have been proposed, such as in
[154] and [155].
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As the robot does not have any external forces, the external force Fe and external torques Te
are equal to zero. In this case, the problem of filtering out undesired forces can be defined as
the mapping between end effector position (e.g. Cartesian space R6 or joint space Θ ), into
undesired internal forces as shown in Equation (4.3). Once this mapping is identified, then it
can be employed to estimate and subtract the internal forces from the sensed one as in Equation
(4.4).
Θ → Fu (4.3)
Where Fu is the undesired internal forces that must be filtered out, each trajectory in the robot
workspace consists of n positions (depends on the sampling rate) for each joint in the robot.
This means that Θ ∈ Rn×d, where d is the robot’s Degree of Freedom (DoF) . In machine
learning context, Equation (4.4) is a regression problem, where Θ is the input features matrix
and Fu is the output vector. In this case, an optimisation algorithm can be used to identify the
best mapping between Θ and Fu. By identifying this mapping, it is possible to then compensate
for the undesired forces.
Fe = Fm − Fu (4.4)
4.3 Data-driven F/T Compensation Approaches
In the previous section, the F/T compensation problem was defined as a regression problem.
Accordingly, in this section, machine learning algorithms have been proposed to estimate inter-
nal forces and torques. In this section, an ensemble learning algorithm; i.e. RF, is introduced to
tackle this regression problem.
The ensemble machine learning algorithms depend on several weak models that might have
poor performance individually. Perform however better as a group. This concept is known as
the "wisdom of the crowd" [156], which is the backbone of the RF modelling. RF regression
has been utilised due to its simplicity, the ease with which it can be tuned and its resistance to
overfitting. Accordingly, it is believed that RF can overcome the limitations of the traditional
robotics data-driven models. The RF models were compared with SVR, LR which are the
state-of-the-art machine learning algorithms and have been well utilised in the robotics context.
Generally, SVR and LR are parametric regression methods that have been used to estimate the
internal forces of the end effector and workpiece for a predefined trajectory with limited speed.
On the other hand, RF is a non-parametric method which means that there is no assumption
about the data distribution (assumption-free). All machine learning algorithms mentioned above
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have been utilised for the F/T compensation of an industrial robot. In this work, three different
features sets were used; namely: joints positions Θ ∈ [q], joints’ positions and angular velocity
Θ ∈ [q, q˙] and joints’ position, velocity and acceleration Θ ∈ [q, q˙, q¨]. in order to study the
models performances with different input features. As the output is limited to a single scalar
value, a separate model has to be trained for each output dimension.
The main contribution of this chapter is the identification of the most suitable machine learning
algorithm to estimate undesired robot forces (internal forces). Hence, these forces can be filtered
out from the F/T features to enable force-based robot applications; such as learning skills from
human demonstrations. Moreover, as different sets of features can be used to estimate undesired
forces, this chapter can provide some thumb-rule that can be used to select features for accurate
F/T estimation. The fitted machine learning models were evaluated using unseen data and via
testing trajectory, then models were assessed using Mean-Square-Error (MSE) and Normalised
Mean-Square-Error (NMSE). In the next sub-sections, a brief introduction on LR, RF and SVR
will be discussed.
4.3.1 Linear Regression (LR)
The main goal of the F/T compensation is to estimate or calculate the undesired forces Fu based
on a model (analytical or statistical). Parametric methods are associated with a probability dis-
tribution, assuming that the given data follow this distribution, which is described using a finite
number of parameters (for example, the mean and standard deviation of a normal distribution).
Assume that a training set D is defined as shown in Equation (4.5).
D = {(Θ,Y)} (4.5)
Where D is the training dataset, (θ) is a RM×n set of input features (joints angles); such that
M is the number of features and n is the number of data points.Y is the output vector such
that Y ∈ R1×n. In this context, the LR is a well-known parametric method for capturing
the mapping between variables (dependent) to a single or multiple outputs in one equation.
Formally, LR aims to find the weighting coefficients W that maps an input vector Θ into an
output vector Y , as shown in Equation (4.6), while minimising a cost functions J(W ,Θ ,Y).
Y = W Θ (4.6)
Equation (4.7) depicts the cost function J(W ,Θ ,Y), where hW(θi) is the estimated F/T given
for the current parameters W(θi).
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J(W,Θ,Y) =
1
2m
m∑
i=1
(hW(θ
i)− yi) (4.7)
By taking the derivative of the cost function J(W ,Θ ,Y) and then try to find the parameters
W that minimise the cost function, the solution can be estimated using Equation (4.8) which
depicts the optimal solution for the cost function J(W).
W = (ΘTΘ)−1ΘT Y (4.8)
Based on the linear regression definition the problem in Equation (4.4), the goal of the LR
algorithm is to determine the mapping between the undesired forces (Fu(Θ)) and a predefined
feature (P ) using gradient Descent optimisation, as shown in Equation (4.9). Then the mapping
will be directly used on-line to compensate for the undesirable forces and torques.
Fu(Θ) = W Θ (4.9)
The LR problem involves the selection of related features Θ and the determination of the map-
ping parameter W. The learned mapping function assumed that the undesired forces Fu is a
linear combination of joints features Θ and the tuned weights W. The matrix format of this
mapping Equation (4.9) can be rewritten as a set of linear equations. Assuming we have a 3
DoF robot, then the undesired forces can be expressed as linear combinations of the weights W
and the joints positions features Θ as shown in Equation (4.10).
Fux = wfx0 × θ0 + wfx1 × θ1 + wfx2 × θ2
Fuy = wfy0 × θ0 + wfy1 × θ1 + wfy2 × θ2
Fuz = wfz0 × θ0 + wfz1 × θ1 + wfz2 × θ2
Tux = wtx0 × θ0 + wtx1 × θ1 + wtx2 × θ2
Tuy = wty0 × θ0 + wty1 × θ1 + wty2 × θ2
Tuz = wtz0 × θ0 + wtz1 × θ1 + wtz2 × θ2
(4.10)
Where Fux , Fuy , Fuz , Tux , Tuy , Tuz are the undesired forces and torques in x , y and z direc-
tions respectively. w’s are the F/T coefficient for correspondent direction and feature θ. Also,
θ’s are the joints variable for the given robot. Equation (4.10) only exploits the joints positions.
However, other features might provide better mapping such as joints’ velocity and accelera-
tions. As this chapter aims to investigate the suitable features for such applications, Equation
(4.10) can be extended to include velocity and acceleration features for higher DoF robots.
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The coefficient selection can be performed using any optimisation algorithm. In this work
Gradient Descent has been used to find the optimal coefficients, while the determination of the
feature selection can be achieved using cross-validation.
4.3.2 Random Forests (RF) Regression
In this section, an ensemble machine learning method; i.e. RF , is proposed as it has a better
generalisation. Since 2003, RF has been extensively used to solve several machine learning
challenges, and it has only been outperformed recently by deep learning [157]. RF was devel-
oped by Breiman [101] and it combines bootstrapping (BAGGING) [158] and Decision Trees
[159]. The simplicity of the RF approach is the reason for its popularity today. Moreover, it
offers comparable performance to boosting with simpler tuning approaches.
As an ensemble machine learning method, an RF is a large set of decorrelated decision trees
(weak models), which contains a number of trees T where each tree t has different charac-
terisation ψt. The characterisation vector ψt specifies the split variables, cut-points at each
node and terminal node specifications for each tree in the forest. Given the dataset is shown
in Equation (4.5), the split variables are a selected number of features (d) such that d < M ,
and the split-point among the d features defined the nodes in the decision trees. RF selects split
variables randomly, which allows to reduce the variance and improve the generalisation of the
overall model. After growing the RF on the training dataset, predication at new observation is
calculated using Equation 4.11.
h(o, ψ) =
1
T
T∑
t=1
j=1∑
J
cj,tI(o ∈ Rj,t, ψt) (4.11)
Where, cj,t is the average of of the target output in the given dataset yi, I() is an identity discrete
function that returns 1 only if the observation vector o belongs to region j, J is the number of
regions in the tth tree and Rj,t. As Section 4.2 shows that the F/T compensation problem can
be expressed as a regression problem, then mathematical formula in Equation (4.11) can be
employed to determine the mapping problem of the joints variables into the undesired forces.
Considering the 3 DoF robot example with the training dataset D, an RF model can be grown
on D as shown in the pseudo code in Algorithm 4.3.1.
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Algorithm 4.3.1 Regression RF
function RANDOM FOREST FOR REGRESSION (T (x), Y, α)
for t = 1 to T do
A: Bootstrapping: Draw a sample of n size from enumerate D
B: Grow tree t to the bootstrapped data, by iteratively repeating
the following steps
while The minimum node size not reached do
i. Select d random features from the M given features
ii. Choose best split-points among the selected features
iii. Split the node into two new nodes
return ensemble of trees {t}Tt=1
In the F/T compensation context, the undesired forces can be predicted using RF models grown
on the given dataset D. Using the 3 DoF robot example in the previous section, a two trees RF
can be grown on D. Figure 4.2 illustrates the two trees and their correspondent characterisation.
The feature space in Figure 4.2 (A and B) is split into regions R, and each region contains a
set of data points that represents undesired forces for the given features. For this RF model, the
characterisation vector is shown in Equation (4.12).
ψt=1 = {Θ∗ ∈ {θ1, θ2} , S ∈ {θ1 : (s2), θ2 : (s1, s3)} , n∗ = 75}
ψt=2 = {Θ∗ ∈ {θ1, θ3} , S ∈ {θ1 : (s1), θ3 : (s2)} , n∗ = 160}
(4.12)
Where Θ∗ is the selected features set, S is the split-points sets for the correspondent chosen
features and n∗ is the minimum number of points at a terminal node (leaf node). Figure 4.2 (C)
shows that in tree t1 data were split twice based on θ1 and twice based on θ2. In tree t2 data
were split once based on θ1 and once based on θ3. Therefore, features can be ranked based on
the number of their split. In the previous example, three splits were performed on θ1, two splits
on θ2 and one split on θ3. In other words, θ1 is the most important feature and θ3 is the least
important feature. To predict undesired force for a new data point onew based on this RF model,
each tree determines to what region onew belongs then returns the average of the undesired force
at that region. Then, the RF regression output is the average output of all trees. In general, RF
models rank features based on their importance. Same approach can be applied on the dataset
given in Figure 4.2 and its correspondent tree is shown in Figure 4.2 (D).
RF is capable of capturing complex interactions in data, which is relatively robust to noise and
outliers and it is claimed to be resistant to over-fitting [101]. The reason behind RF robustness
against over-fitting is the fact that it relies on the averaging of a large number of estimators
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Figure 4.2: Two trees RF model: (A): First tree (t = 1) two-dimensional feature space partitioning,
namely θ1 and θ2 (B): Second tree t = 2 two-dimensional feature space partitioning, namely θ1 and θ3,
(C): Tree correspond to the partitioning shown in (A) and (D): Tree correspond to the partitioning shown
in (B).
(trees). Some of the main advantages of the RF technique are that they run efficiently on large
databases and can handle a large set of input variables without variable deletion. Moreover, RF
exposes nonlinearity and has a low generalisation error.
Industrial robots are highly non-linear systems and require precise modelling to achieve ac-
curate motions. However, modelling requires a deep understanding of the dynamical system
(multi-objects dynamics), and it heavily relies on many assumptions. In this context, RF seems
to be a promising machine learning model that can capture non-linear models with high accu-
racy even with the presence of noise and disturbances.
4.3.3 Support Vector Regression (SVR)
The Support Vector Machine (SVM) is a non-linear generalisation of the Generalised Portrait
algorithm [160]. The Support Vector Regression (SVR) employs the same principles as the
SVM for classification, with minor differences. SVR aims to identify a decision boundary
(hyperplane in high dimensional feature space) that fits the training data [156]. Equation (4.13)
illustrates the model captured using SVR.
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f(Θ) = wTΨ(θ) + b (4.13)
Where Ψ(Θ) is a non-linear transformation function that projects the input θ into the feature
space Fu, w and b indicate the weights and the bias of the hyperplane, respectively. The weight
vector w and the bias b are chosen to optimise the cost function which is shown in Equation
(4.14), while Equation (4.15) shows the optimisation constraints.
min
w
1
2
‖w‖2 + C
m∑
i=1
Q(yi − f(θi)) (4.14)
subjected to

θi − (wTΨ(θ) + b) ≤ + ζi
(wTΨ(θ) + b)− θi ≤ + ζ∗i
ζi, ζ
∗
i ≥ 0
(4.15)
WhereQ(z) = max{0, |z|−ε} is the ε loss function (does not penalise errors less than or equal
to zero ε ≤ 0) , C is a regularisation factor that controls the relative weighting between |w|2
and ε . And ζi, ζ∗i are slack variables which are introduced to cope with infeasible constraints
of the optimisation problem. This kind of optimisation formula is called dual formulation and
can be solved using Lagrange multipliers. Hence, a Lagrange function can be constructed as
shown in Equation (4.16).
L(w, b, ζ, α, r) =
1
2
wT w + C
m∑
i=1
ζi
−
m∑
i=1
αi
[
y(i)(θT w + b)− 1 + ζi
]− m∑
i=1
riζi
(4.16)
Where αi and ri are the Lagrangian multipliers associated with each sample. The dual can be
solved by setting the derivative to zero. The result is given in Equation (4.17).
min
α
W (α) =
m∑
i=1
α− 1
2
m∑
i,j=1
y(i)y(j)αiαj
〈
θ(i), θ(j)
〉
s.t. 0 ≤ αi ≤ C , i = 1, ...,m
m∑
i,j=1
αiy
(i) = 0
(4.17)
It is noticeable here that the performance of SVR models strongly depends on the selection of
the regulation factor C, the kernel function and the number of features, which is selected using
cross-validation. Also, as features might have different ranges, it is essential to normalise the
training data prior to training the SVR model. In the F/T compensation context, the SVR model
must map the input features Θ (robot configuration) into undesired forces Fu.
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4.4 Dynamical Model-based Force Estimation
An F/T sensor mounted at the end effector of a robot is capable of detecting the internal forces
and dynamics of the mounted tool. However, F/T control is concerned with the external forces.
Accordingly, internal forces generated by the robot body, end-effector and the F/T sensor, need
to be filtered out.
Once the tool is mounted, as shown in Figure 4.1, the force measurement; at static robot config-
uration, Fstatic = (Fx,Fy,Fz) can be recorded. Then, the tool’s zero force F0 can be calculated
as shown in Equation (4.18).
F0 =

0
0
f
 (4.18)
Where f is the force magnitude at static configuration (no motion) f = ‖Fstatic‖2. Hence the
unwanted forces Fu during robot movements can be determined as shown in Equation (4.19).
Fu = T
f
R . F0 (4.19)
Where TfR is the transformation matrix from the F/T sensor to the robot base. By subtracting
Fu from the current force measurement Fs (during robot movement) the contact force F˜ can be
determined as shown in Equation (4.20).
F˜ = Fs − F ′ (4.20)
Moreover, unwanted torques Tu (Equation (4.21)), that affect the measurements Ts , can be
calculated based on the vector from the centre of gravity of the F/T sensor to the centre of
gravity of the end effector r, given in Equation (4.22).
Mu = Fu × r (4.21)
T˜ = Ts −Tu (4.22)
This method relies on the robot configuration (joint angles) and robot dynamics. Hence, the F/T
compensation relies on accurate knowledge of the robot, the tool and the F/T sensor.
4.5 Experimental Setup
The experimental setup; as described in Chapter 3, Section 3.3, consists of a 6-axis F/T sensor,
Motoman SDA10D dual-arm robot, and one PC workstation. The Motoman SDA10A, shown in
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Figure 3.2. The PC workstation runs Ubuntu with ROS. The PC workstation is connected to the
robot controller and the F/T sensor. The PC workstation can be used to collect data (training and
testing) and to control the robot manipulator during task execution. The collected data include
robot joint variables, end-effector Cartesian position, and F/T data.
4.6 Data Collection and Model Training
The 6-axis F/T sensor is adapted to collect internal forces during robot execution (one arm) of a
predefined trajectory without any external loads. This predefined trajectory covers a sub-space
of the robot workspace. As this chapter aims to identify relevant features for the demonstrated
task, different sets of features are collected in this experiment. For this purpose, three differ-
ent machine learning algorithms were employed and evaluated to model the undesired internal
forces and identify the suitable algorithm.
The collected data contain robot joints angular positions, velocities, accelerations and corre-
sponding sensed F/T during the execution of 7 predefined trajectories. The collected data were
used to train an LR model, an RF model and an SVR model that map the joints information into
the internal F/T information that needs to be compensated.
The LR, RF and SVR models were tuned using grid search cross-validation from the Sklearn
library [161], to choose the optimal parameters for tuning the models to identify the mapping
within the training data accurately. For the LR the cross-validation was used to identify the
best regularisation penalty (to prevent overfitting) (0.0001− 100) and lasso parameters (sparse
the feature space) (0.0 − 100). On the other hand, the RF regression models were tuned with
the following parameters: {number of trees: [100:100:2000], Maximum number of features in
node: [2,7,14,21], Minimum number of samples at terminal node: [2,52,10]}, to select optimal
parameters that maximise the performance. While SVR models were tuned with the following
parameters: kernel:[ ’Radial Base Function (RBF)’,’linear’, ’poly’, ’sigmoid’], C: [1, 10,...,
1e5] and Y: [0.001,...,100] to select optimal hyperplane parameters.
An individual model is trained for each force and torque components using different numbers of
features. The input for these models is the joints variables Θ, whilst, the outputs are the internal
forces and torques. Three training datasets can be exported from the original training dataset D
, each training data set has a different number of features: the first set contains 7 features (q)
, the second set contains 14 features (q and q˙) and the third dataset contains 21 features (q ,q˙
and q¨). These different datasets were used to study the performance of the LR, RF and SVR
models with different features. It is worth mentioning that for the SVR method, the inputs were
rescaled to a range between [−1, +1] based on the maximum and minimum values found in
CHAPTER 4. ROBOTS FORCE/TORQUE COMPENSATION 72
each input dimension of the training set. As SVR works only with standard features ranges.
For each dataset, 18 models have been trained using LR, RF and SVR (6 each). Then, each
model has been evaluated individually using unseen data. The prediction qualities of the trained
models have been measured using their MSE , NMSE and Variance Score.
The MSE is the most popular regression metric as its square components penalise outliers [162].
Also, it is calculated as the average of the squares of the error between the predicted value
(based on the given model) and the true value (from the training data). NMSE is also com-
monly employed to evaluate regression problems, which is calculated by dividing MSE on the
multiplication of the average of the predicted values by the average of true output over the given
data set, as shown in Equation (4.23). Equation (4.24) depicts the NMSE. Also, the unit of the
NMSE is the same as the unit of the output, which is either force unit N or torque unit N.m.
MSE =
1
N
N∑
i
(p(i) − y(i))2 (4.23)
Where N is number of data points, pi is the regression model prediction for the ith data point,
yi is the ith true output.
NMSE = 1
N
∑N
i (p
(i)−y(i))2
P¯ Y¯
= N
∑N
i (p
(i)−y(i))2∑N
i p
(i)
∑N
i y
(i)
Such that:
P¯ = 1
N
∑N
i p
(i)
Y¯ = 1
N
∑N
i y
(i)
(4.24)
In the NMSE instead of summing the differences, it sums up the deviations. For this reason, the
NMSE gives an excellent insight to compare the performance of different models. If a model
has a very low NMSE, then it is well performing both in term of error and overall all average.
Nevertheless, high NMSE values do not necessarily mean poor performance, which might occur
due to high bias or noisy data.
Another important metric that can evaluate how well the prediction values are matching the
actual value can be measured using the explained variance score that can be estimated as shown
in Equation (4.25). The explained variance score varies between 1 and 0. Such that 1 indicates
the best possible model and lower values are worse.
VScore(yˆ, y) = 1− Var{y − yˆ}Var{y} (4.25)
Where VScore is the variance score, Var(y) is the variance of variable y. Finally, the dynamical
model introduced in Section 4.4 was implemented and tested using the same testing dataset
used for the data-driven methods.
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4.7 Results and Discussion
The methods introduced in Section 4.3 have been experimentally evaluated by executing 7 tra-
jectories on the robot sub-space with no load attached to the robot end effector. This section
exhibits a comparison between LR, RF, SVR and dynamical-based model approaches to cap-
ture the undesired internal forces, using joints variables. Moreover, this section discusses the
use of different features sets, in addition to the joints positions, to estimate the undesired inter-
nal forces. Therefore, relevant features for haptic-based skills can be identified, and determine
what modelling approach to use to facilitate learning force-based robotics applications.
LR, RF and SVR models have been trained on data set collected for 7 predefined robot tra-
jectories. The joints variables ranges of the collected data are shown in Table 4.1, which have
been recorded from the robot controller. The joints’ velocities and accelerations have been
numerically differentiated. The three force components (Fx, Fy and Fz) and the three torque
components (Tx, Ty and Tz) have been recorded directly from the sensor. The complete dataset
consists of 13580 samples and has been split into 80% training and 20% testing. The complete
dataset contains joint variables that had the statistical properties shown in Table 4.1.
Table 4.1: Joints variable statistics.
Joints q1 q2 q3 q4 q5 q6 q7
max 98.58◦ 106.98◦ 27.21◦ −15.6◦ 179.20◦ 105.46◦ 20.96◦
min −35.56◦ −31.25◦ −169.93◦ −78.00◦ −137.06◦ −102.64◦ −179.90◦
µ 29.00◦ 52.05◦ −23.95◦ −52.24◦ −24.50◦ 15.15◦ −91.09◦
The correspondent predefined trajectories, used to collect the dataset, are shown in Figure 4.3,
also they were designed to cover the workspace defined in Table 4.2 while varying velocity
and acceleration. The trajectory shown in Figure 4.3 (A) depicts an S-shape raster pattern in
X ,Y and Z directions, while Figure 4.3 (B) shows multiple plain rasters on the XY plane at
different altitude Z. In Figure 4.3 (C) a square spiral trajectory in XY Z is displayed. Close-
loop trajectories (return to start point) are shown in Figures 4.3 (D) and (G). Finally, Figures
4.3 (E) and (F) illustrate random trajectories in XY Z directions. Table 4.2 shows the XY Z
coordinates of the targeted workspace and their dimensions.
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Table 4.2: Workspace on X , Y and Z axis.
X Y Z
Start 37.00 105.00 98.00
End -77.00 -10.00 14.00
Range 114.00 115.00 84.00
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(A) Trajectory 1 (B) Trajectory 2
(C) Trajectory 3 (D) Trajectory 4
(E) Trajectory 5 (F) Trajectory 6
(G) Trajectory 7
Figure 4.3: Robot predefined trajectories in the robot workspace, the X , Y and Z axes are in m.
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As stated before, the machine learning approaches were utilised to train models as follows:
firstly, only based on the joints’ positions (qi, i ∈ [1, 7]). Secondly, using joints’ positions and
velocities and finally, using joints’ positions, velocities, and accelerations. The performance of
the trained models was measured using MSE as shown in Figure 4.4, and NMSE as illustrated
in Figure 4.5.
Figure 4.4: MSE for LR, RF and SVR models.
Figure 4.5: NMSE for LR, RF and SVR models.
The MSE shows how accurate the models were in comparison to the actual forces in the testing
dataset. On both force and torque components, the RF model trained dataset {q , q˙, q¨} have the
lowest MSE amongst all other models, which infers that this RF model was the most accurate
model. On the other hand, LR models have the highest MSE amongst all other models, due to
the nonlinearities in the given problem. Therefore, the RF clearly outperforms the SVR and LR
for all F/T components in terms of accuracy. Another important observation that can be taken,
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from the MSE bar plot is that RF models performance greatly enhanced by adding velocity and
acceleration features. In contrast, the LR and SVR models performances do not improve by
adding more features and almost stay constant. Moreover, adding more features to train the LR
models, declines the models’ accuracy in the Fz component as shown in Figure 4.4.
The NMSE value indicates how predicted values from different models can fit the true value
from the testing dataset, which almost follows the same trend as the MSE on both force and
torque components. The low NMSE value for RF model trained on {q , q˙, q¨} features indicates
a very good model in comparison to other models. However, the high NMSE value does not
necessarily conclude a poor performance. To sum up, the RF models trained on (q, q˙, q¨) have
the best MSE and NMSE on all F/T components.
Table 4.3: Force/Torque statistics.
F/T Fx(N) Fy(N) Fz(N) Tx(N.m) Ty(N.m) Tz(N.m)
max 13.47 13.13 11.84 0.22 0.23 0.02
min −8.66 −11.36 −10.99 −0.23 −0.14 −0.01
µ 1.42 0.80 1.18 −0.01 0.021 −0.001
Figure 4.6 depicts the variance score of the Fx, Fy and Fz models trained using LR, RF and
SVR. Apparently, the variance square of the prediction error from the RF models have the
highest values on all F/T components. Also, by including more features (joints’ velocity and
acceleration) the variance score of the RF model is increasing, and it is almost 1 for all F/T
components. In contrast, the lower values of the variance score for LR and SVR models indicate
poor performance.
Figure 4.6: Variance score of the forces models using RF, SVR and LR.
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Based on the aforementioned discussion, it is obvious that RF models trained on {q , q˙, q¨} have
the lowest MSE and NMSE values. Also, it achieved the highest variance score which indicates
better performance in comparison to LR and SVR models. The performance data-driven model
fitted on {q , q˙, q¨} in comparison to the dynamical-based model is shown in Figure 4.7 and
Figure 4.8 for force and torque signals respectively. This shows that dynamical-based model
has a comparable performance to the LR models on all F/T components. Figure 4.9 illustrates
the internal F/T, during the execution of the test trajectory, based RF trained on {q , q˙, q¨} and
physical model-based. It can be noticed from this figure that the physical model-based approach
is noisy and encompassed spikes and fluctuations. These spikes might have resulted due to jerk
movements or changes in direction by the robot.
Figure 4.7: Force NMSE of models trained using RF, LR and SVR on (q, q˙, q¨) in comparison to physical-
based model.
Figure 4.8: Torque NMSE of models trained using RF, LR and SVR on (q, q˙, q¨) in comparison to
dynamical-based model.
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Figure 4.9: Prediction of undesired F/T using RF trained on (q, q˙, q¨) vs physical model-based approach.
Given the relatively low velocities and accelerations of the robot, the forces and torques are
mainly generated due to gravity in relation to the current configuration of the robot (joints’
positions). Therefore, in the RF case, it is satisfactory to train models only based on joints’
positions as these models have good MSE, NMSE and variance score. However, trajectories
that involved joints’ velocities and accelerations variation must be compensated using models
trained on {q , q˙, q¨} features. Another advantage of RF models over LR and SVR models is
that it can rank features based on their importance and it relies on the most important features
for regression as explained in Section 4.3.2. Figure 4.10 shows the important features for the
RF models trained on (q ,q˙ , q¨). This figure indicates that the RF regression model relies mostly
on the joints variables to predict the undesired F/T signals.
4.8 Conclusion
This chapter presents various data-driven methods to compensate industrial robot internal forces,
which are LR, RF and SVR. Data were collected by executing 7 different trajectories in the
robot workspace while joints and F/T data were collected. Then, different data models were
trained using the collected data to determine the most accurate model and the features which
were required to capture these forces. After that, the best data-models were compared with the
dynamical-based model.
This research proves that the use of the data-driven model can be used adaptively to compensate
for internal robot forces. Moreover, data-driven approaches do not require an accurate model of
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Figure 4.10: Important features for Fx RF model using joint variables, velocities and accelerations.
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the robot, tool, and end-effector. The results show that RF models achieve lowest NMSE/MSE
amongst other methods. Furthermore, it was noticed that the RF performance could be improved
by including joints’ velocity and acceleration features in contrast with SVR and LR. It is worth
mentioning that LR, RF and SVR models’ parameters were automatically selected using cross-
validation. The main advantage of using those methods is that it can be adopted for a wide
range of robots with minimum engineering effort.
Three datasets of input features have been used to determine the required input features required
to capture the internal robot forces accurately. The first one contained only the joints’ position
q while the second one contained the joints’ position q and joints velocity q˙. The third set
contained variables q, and velocity q˙, as well as acceleration q¨. These models aim to capture the
physical behaviour of the industrial robot based on data collected during predefined trajectories.
The aforementioned regression methods have been trained using the same data and evaluated
using unseen data. The NMSE, MSE, and variance score metrics indicate that including the joint
velocities and accelerations greatly enhance the performance of the RF model performance,
while it does not improve the accuracy of the LR and SVR models.
This chapter introduced a data-driven approach for robot internal F/T compensation, which
plays a vital role in filtering F/T features. In Chapter 6, an F/T data-driven approach will be
exploited to facilitate human-robot collaborative skill.
Chapter 5
Symbolic-Based Recognition of Contact
States for Learning Assembly Skills
5.1 Introduction
A robotised assembly solution requires the robot to interact with the surrounding environment
and/or with a human operator. In such applications, F/T information provides rich perceptual
information regarding the performed task, as highlighted in Chapter 4. Tasks such as assembly
and human-robot co-manipulation are greatly dependent on F/T information to identify process
state and update robot actions accordingly. Chapter 4 provided data-driven mechanisms to
compensate for undesired robot internal forces, to filter out irrelevant F/T features in which F/T
sensor was attached to the robot end-effector. In contrast, this chapter will introduce symbolic-
based CS recognition based on external force cues during an assembly process in which the F/T
sensor was statically attached to a fixture in the robot workspace.
The symbolic-based CS recognition, introduced in this chapter, combines feature transforma-
tions methods; such as PCA, time series segmentation, symbolic assignment, data labelling and
HMM training, to recognise CS of a robot during an assembly process effectively. The main
contribution of this chapter is the introduction of a robust method that can identify contact states
in an actual assembly process, based on symbolic representations of the F/T signals (non-vision
information). Where the temporal information of the assembly process is captured using HMM.
As part of this research, the relationship between the probabilistic model and how robustly it
responds to part variations (clearances) has been explored. This research adopted the PiH as-
sembly problem to demonstrate the efficiency of the proposed approach. Despite the apparent
simplicity of the PiH assembly, it belongs to the group of parts mating problems that are highly
non-linear [163]. Moreover, the PiH is well recognised as a difficult task from both theoretical
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and practical perspectives [164].
The rest of this chapter is organised as follows, the problem description is introduced in Section
5.2, Section 5.3 introduces the methodology adopted in this chapter. The experimental setup is
presented in Section 5.4, the results are described in Section 5.5 and a set of conclusions are
drawn in Section 5.6.
5.2 Description of the Problem
The assembly process is generally split into two sub-tasks: gross motion and fine motion. In
general, a gross motion is subject to no constraints in the environment. While during fine
motion, the parts’ movements are tightly constrained by the assembled parts’ geometry. In this
motion, a small error in a movement might cause an extensive force interaction leading to a
failure of the assembly process. Hence, a force-based control is required to identify the CS and
control the robot accordingly. In this context, the problem of CS recognition can be described
as a classification problem, in which the F/T components are the input FCS ∈ RN×6 .(Equation
(5.1)), where N is the number of samples, and the output is Y ∈ RN×1, where YCS is a pre-
defined CS. Accordingly, the CS model goal is to identify the contact state of a PiH assembly
process.
FCS = [F0, . . . ,FN ]
Fi = [Fx, Fy, Fz, Tx, Ty, Tz]
i = 0, . . . , N
(5.1)
Accordingly, the classification problem can be described as identifying a mapping function
h(FCS,YCS) that maps the given force measurements into a CS (F
h(FCS ,YCS))→ YCS).
5.3 Methodology
The methodology adopted in this research relies on dimensionality reduction and symbolic rep-
resentation of multi-dimensional F/T signals which aims to recognise the CS’s of an assembly
process. In order to capture the CS’s of a PiH insertion, the F/T time series data are recorded,
filtered, normalised, its dimensionality reduced and the resulting time series is represented in
a string of symbols. Each symbol in the resultant string is labelled to match a member from
a pre-defined CS set. The resultant strings and their associated labels set are used to train an
HMM to capture the assembly process sequence.
The training approach adopted for this research is shown in Figure 5.1. The first step involves
filtering and scaling F/T features using a low-pass filter and magnitude normalisation respec-
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tively. The data are projected into a new sub-space which maximises the data variation and
reduces dimensionality and noise using PCA. After that, the time series is being represented by
symbols. The symbolic representation is being assigned in two steps. Firstly, the time series
is segmented using Piecewise Aggregate Approximation (PAA) or K-means. Secondly, each
segment from the previous step is being represented by a symbol based on their location in a
normal distribution.
To verify the resulting models, unseen test sets were used. The accuracy of the trained models
was measured based on a confusion matrix3. The pre-processing, feature transformation and
symbolic representation stages of the research methodology are explained in more detail in the
following sub-sections.
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Figure 5.1: Overview of the proposed approach (training and testing phases).
5.3.1 Pre-processing
The pre-processing consists of two stages, i.e. filtration and normalisation, which are explained
as follows.
• Filtration: The F/T signals are subject to electromagnetic noise which severely affects
the F/T signal. It is noticeable that the raw data from the F/T sensor contain random
fluctuations, burrs and spikes. Shielding of sensors and their wiring can partially solve
this problem. However, this is not always practical. In [61], a comparison amongst
different filters to alleviate the noise effects on F/T signals is presented. A performance
measure, called stability index, was used to evaluate those different filters. In conclusion,
it was recommended to use a finite impulse response (FIR) filter together with a Double-
Threshold Filter (DTF). Hence, in this work, an FIR low pass filter with DTF was adopted
3Performance of classification is commonly evaluated using the data in confusion matrix.
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for the data pre-processing step of the F/T signal. The F/T signal was sampled at 500 Hz
and filtered using a low-pass filter with 35 Hz cutoff frequency and DTF.
• Normalisation: In order to capture and compare features that occur at different force levels
on different trials, the force information during different trials needs to be normalised.
Normalisation is a powerful feature scaling method especially when the extreme values
(minimum and maximum) of given features are unknown [165, 166]. On the other hand,
the test data must be normalised based on the normalisation coefficient of the training
data.
5.3.2 Feature Transformation
Transformation can be perceived as a search algorithm that attempts to find a new set of features
to make the machine learning problem easier [167]. PCA is one of the most common feature
transformation tools that rely on allocating the directions that maximise the variation in the
features’ space [168]. The PCA is a mathematical tool used to analyse datasets based on their
variations. One main characteristic of PCA is a reduction in dimensionality which often results
from this tool. This dimensionality reduction involves the selection of features with maximum
variation based on the accumulative-variance and a user-defined threshold [99]. The threshold
defines the amount of data which can be returned from the PCA after feature extraction. The
essential concept of the PCA is to transform given data into new dimensions that maximise
variation with respect to a target variable.
5.3.3 Symbolic Representation
For the symbolic representation, the Symbolic Aggregate Approximation tool (SAX) was mod-
ified and employed in this research due to its simplicity. The SAX tool is a symbolic representa-
tion tool of time series data that grants the representation of numeric values based on Euclidean
distance and discretisation process [169]. It also allows us to represent different time series
(various lengths) with the same number of symbols [170]. This property is of great importance
in time series alignments. The symbolic representation is achieved in two steps: Time series
segmentation and segments mapping into symbols.
Time-series Segmentations
Time series segmentation can be achieved using Piecewise Aggregate Approximation (PAA) or
K-means segmentation. In this section, a brief comparison between the well-known K-means
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time series segmentation and the PAA segmentation is presented.
Piecewise Aggregate Approximation (PAA)
The PAA splits time series data with length N into M segments. This is very useful, especially
in encoding temporal data during human demonstrations, where each trial has its different tem-
poral properties (duration of each state). The PAA approximates a single time series S(n) into
a vector (S¯ = (s¯1, . . . , s¯M)) for any random length (M ≤ N ), where each s¯i is calculated as
shown in Equation 5.2.
s¯i =
M
N
N.i
M∑
t= N
M
(i−1)+1
S(n) (5.2)
Accordingly, the resulting time series S¯(n) is shown in Equation (5.3).
S¯(t) =

s¯1 , 0 ≤ t < NM
...
...
s¯i ,
N
M
(i− 1) + 1 ≤ n < N
M
i
...
...
s¯M ,
N
M
(M − 1) + 1 ≤ n < N
(5.3)
The PAA represents a single time series data into a sequence of averages S¯. However, the result
from the PCA might be a multi-variable time (multi-dimensional) series. Segmenting a multi-
variable time series; using PAA, results in multiple segments corresponding to each sample
range in the time series. This segmentation will result in multiple symbols being assigned to
the same state (temporal point). In other words, applying the PAA mentioned above will result
in a sequence of vectors (S¯), where each element in the vector is a k dimension corresponding
to each time series from the PCA. However, in this research, it is required to represent the
multi-variable time series with a single sequence of symbols. Hence, the PAA needed to be
modified for the multi-variable time series to be represented using a one-dimensional sequence
of averages. Accordingly, a further dimensionality reduction is needed on the PCA result.
This reduction can be performed using the average of the multi-dimensional data over different
sectors of the PAA. Another alternative is to employ the norm of the multi-dimension data. In
this chapter, the norm method was used since it can be physically interpreted as the resultant
of the feature vector. Equation (5.4) represents the modified PAA using norm, where S¯(n) is a
vector of data at time n.
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s¯i =
M
N
N.i
M∑
n= N
M
(i−1)+1
||S(n)||22 (5.4)
The result from the PCA and its corresponding PAA results are an equal length steps time series.
Then, a symbol represents each PAA segment based on the segment location in the Gaussian
distribution.
K-means Time-series Segmentation
One of the simplest and most popular methods to overcome the clustering problem is the K-
means algorithm [171]. K-means clustering splits a set of N samples into M groups by max-
imising the ratio amongst different clusters and the variation of each cluster.
A k-segmentation of a time series S is a sequence of mean values S¯. In the context of time-
series segmentation, the K-means problem locates a segments boundaries (temporal informa-
tion) [172]. Equation (5.5) depicts the interval definition over all segments. The input for the
K-means algorithm is the norm value of the multi-dimensional data from the PCA and the tem-
poral information. The output will be a time series S¯(n), where each data point belongs to
cluster/segment i, and it is replaced by the mean value of that cluster/segment. The drawback
of using K-means is its dependence on the initial estimation of the centroid and the number
of clusters, which means that K-means might have different segmentation results for different
initialisation.
s¯i ∈ {s(t0), s(t1, . . . , s(td)}
(ta)i = min
t
s¯i
(tb)i = max
t
s¯i
(5.5)
Based on PAA and K-means the different time-series (trials) with different length N were rep-
resented using the same number of segments. The resulting segments have a unity magnitude
and varying deviations. To compare segmented data with the Gaussian distribution, it needs to
be Zero-normalised. After that, each segment is represented by a single symbol based on its
location in the normal distribution.
Segmentation Mapping
Having transferred the time series data into segments (PAA or K-means), a further transfor-
mation can be applied to achieve the symbolic representation. Under the assumption that the
normalised time series is Gaussian [173], the mapping of segments into symbols adopted in this
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chapter has been introduced in [169]. In which, the PAA/K-means coefficients are mapped into
a series of symbols using predetermined "breakpoints" that produce equal-sized areas under a
Gaussian curve with (N (0, 1)). The maximum number of breakpoints available is 12, which
were adopted in this research to reduce the effect of the approximation error implementation of
SAX to mitigate the impact of discretisation. Further investigation must be done on this issue.
Each segment from the PAA or K-means is mapped to a symbol under the Gaussian distribution
(y-axis). Figure 5.2 shows how a time series is discretised by considering a PAA/ K-means
approximation and then using the predetermined breakpoints to transform the segmentation co-
efficients into symbols. The force-time series for the different trials are represented in a single
sequence of symbols; e.g. (Symbols := {jjjiihcbaafff}), where a sequence of symbols en-
codes the CS’s (hidden). Throughout the trials, the F/T time series were represented using the
same number of segments, even though insertion process durations were different for each trial.
Besides, similar stages were represented using similar symbols (using normal distribution). For
example, J and I are representing no-contact stage and H , and C are representing Chamfer-
crossing stage. Accordingly, different trials can be aligned using their corresponding symbols.
The goal is to capture the relation between the recognised pattern (symbols) and the CS’s. One
possible solution for such a problem is to use an HMM.
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Figure 5.2: Segments mapping into a symbolic representation of time-series data.
Manual Labelling
A manual labelling process was performed based on analysing the Fz component of the datasets.
Figure 5.3 illustrates the Fz component and the corresponding process stage based upon spe-
cific features of the Fz trend. The red circles indicate the start of a new stage and the end of
the previous stage. The first circle highlights the force trend as the first contact occurs and the
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Chamfer-crossing starts, as shown in stage 1 of Figure 5.4. After this, the operator starts cor-
recting the angular error (the angle between the hole axis and insertion force direction). Once
the angular error approaches zero (approximately), the friction force reaches its maximum due
to further contact, which causes an overshoot in the force trend. This overshoot is highlighted
in the second circle in Figure 5.3. Stage 1 of Figure 5.5 shows the force analysis when first
contact point occurs and Equation (5.6) explores the force analysis at this stage. Stage 2 of
Figure 5.4 outlines the initial alignment, where the friction force Ffr will be doubled whilst the
insertion force FIn stays relatively constant as shown in Equation (5.7). This alignment explains
the spike at the end of the chamfer-crossing (Figure 5.3, second circle). The insertion process
then commences, and the peg is pushed fully into the hole. Once the peg is fully inserted in the
hole, the operators release the peg causing a relaxation in the insertion force. This results in the
small spike in the third circle of Figure 5.3 which indicates the end of the insertion process. It
is worth mentioning that these characterisations were observed in all PiH insertion trials.
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Figure 5.3: Manual labelling of the insertion process based on Fz force component.
1 2
FIn
0I
Figure 5.4: Chamfer-crossing stage.
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Fz = (Ffr + FNo − FIn) cos(φ) (5.6)
Fz = 2 ∗ Ffr − FIn (5.7)
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Figure 5.5: Chamfer-crossing stage: force analysis.
Hidden Markov Model (HMM)
Once the F/T information is transformed into strings of symbols which represent the temporal
information of the PiH assembly process, an HMM was used to encode the temporal information
and detect the pattern of each CS. Accordingly, each assembly trial (human demonstration) was
represented in a string of symbols. The resulting strings were manually labelled by combining
each symbol in the strings with one element from the CS set as explained in subsection 5.3.3;
as shown in Equation (5.8). These data were used to initialise as emission and transition matrix
and then to train the HMM iteratively using the Baum-Welch (BM) algorithm [174].
XTraining Data = {....(d, CC)(e, CC)(b, I)(c, I)(a, I)...} (5.8)
Figure 5.6 depicts the typology of the HMM used for the symbolic representation of each trial.
This HMM encoded the PiH assembly skills, which was represented in symbols as mentioned
before. The HMM was trained using the string of symbols (as the observation) and CS’s (as
hidden states) to predict the new cases.
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NC CC I FI
Figure 5.6: HMM topology.
The proposed approach is composed of three main stages. The first stage is segmentation which
discovers the spatial structure within the data. Secondly, the symbolic representation reduces
the high dimensional time series data into one-dimensional data. The third stage captures the
temporal knowledge embedded in the symbolic representation. Furthermore, manual labelling
(supervised learning) of the symbolic representation was applied to enhance the process of
obtaining human skills and to highlight the physical meaning of the discovered patterns. Also,
the labelled data are only used for training and testing purposes and are not required for later
interpretation of new PiH processes once the model has been verified. For testing purposes, the
labels for the randomly chosen test datasets were generated based on the trained model without
using manual labelling. The results were then compared with the manual labels to evaluate the
accuracy of the trained model.
5.4 Experimentation Setup and Data Collections
In Chapter 3, Section 3.3 a short introduction on the experimental setup was presented. In this
chapter the assembly parts and the F/T sensor shown in Figure 3.3 was used to collect data from
different human operators performing a PiH assembly process. This setup is composed of a
6-axis F/T sensor and a hole with a diameter D of 16.20mm. Also, two round mating parts
with different diameters were used to capture human assembly skills. Where, Peg 1 diameter is
15.98mm and Peg 2 diameter is 15.87mm. The variation of the parts geometries permits us
to study how data-driven approaches can perform with the presents of these variations. Figure
5.7 depicts one trial of insertion process. The F/T data have been recorded while the human
operators performed the assembly task.
A total number of 60 experiments were carried out with 3 different operators. Each operator
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performed 20 trials, to capture a wide range of human skills and variation in the initial position
of the peg. The collected data were randomly split into training data (80%) and test data (20%).
The six-dimensional time series data (features) recorded by the F/T sensor was reduced to two-
dimensional data using PCA. Then, the two-dimensional time-series data were reduced to one-
dimensional data by taking their norm value in the modified form of the PAA or K-means.
After that, the segmented data were represented by a string of symbols. Those strings were
labelled and used to train an HMM to discover the temporal aspects of the assembly process. It
is worth mentioning here that the number of K-means centroids and segments in the PAA were
determined based on the elbow method, where classifier accuracy was tested with a different
number of centroids and segments.
Figure 5.7: The experiment setup during PiH insertion.
The quality of the classifier based on the HMM was evaluated using an unseen test set. This
process was repeated four times to get an average performance of the classifier based on the
proposed approach (see Section 5.3). Figure 5.1 depicts the evaluation process using the test
set. It is noticed that the same mixing matrix ζ and the normalisation coefficients of the training
stage were used to pre-process the test data, under the assumption that statistical properties
of the test data are unknown. Then, the accuracy of the HMM model can be measured by
comparing the resulting sequences (contact states) from the HMM model with the label data.
5.5 Results and Discussion
The proposed approach was designed to recognise CS’s during the assembly task efficiently,
and was evaluated using PiH insertion problem as discussed before. The fitted models were
evaluated as described in Section 5.4. At the beginning, the original data; collected during PiH
insertion, was six-dimensional (F ∈ R6) as shown in Figure 5.8, while the transformed data
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are two-dimensional (Fred ∈ R2) as illustrated in Figure 5.9, which indicates the PCA selected
features of the raw data in Figure 5.8. The selected features were segmented using the modified
PAA and K-means. The modified PAA and symbolic representations of the time series data
are shown in Figure 5.10. Figure 5.11 depicts the symbolic representation results based on the
PAA segmentations. Figure 5.12 illustrates the K-means segmentations and the corresponding
symbolic representation, where each colour represents a segment.
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Figure 5.8: Six-dimensional F/T information during PiH assembly.
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Figure 5.9: Features transformed in the latent space using PCA.
CHAPTER 5. SYMBOLIC-BASED RECOGNITION OF CS 94
0 500 1000 1500
Number of samples
-4
-3
-2
-1
0
1
2
Ma
gn
itu
de
Norm value of the selected features
PAA segmentations
Figure 5.10: PCA and corresponding PAA result.
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Figure 5.11: Symbolic Representation with five segments using PAA.
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Figure 5.12: Symbolic Representation with five segments using K-means.
In order to compare the segmentation approaches (PAA and K-means) and to determine the
suitable number of segments for each segmentation approach, the symbolic representation was
carried out based on PAA and K-means separately with a different number of segments. A
critical difference between the PAA and the K-means segmentation is that the temporal and
spatial features are crucial for the K-means segmentation. In contrast, PAA splits data into
segments of equal length (temporal length) without taking spatial data into account. After that,
temporal knowledge can be captured using HMM.
Figure 5.13 shows the accuracy of the HMM model based on PAA segmentation. The highest
accuracy is 94% using 30 segments with 0.88 sec processing time. In comparison Figure 5.14
illustrates the accuracy of the HMM model based on K-means segmentation. The highest ac-
curacy is 95% using 10 segments with 11.86 sec processing time. Those results indicate that
models generated based on K-means segmentation do not require a large number of segments
to achieve high accuracy. The models created using PAA require a large number of segments
to improve the accuracy of the model. The model based on K-means segmentation achieved
higher accuracy with a lower number of segments. This requires an extensive search until it
converges to the optimal segmentation with resulting segmentation depending on the initial es-
timation of the segments’ centroids. Surprisingly, the accuracy decreased dramatically with an
increased number of segments. This shows there is no linear relationship between the number
of segments and the accuracy. Therefore, an optimal number of segments needs to be identified
requiring an additional iterative process. Conversely, the models generated using the PAA are
more robust and do not request an iterative search. Also, the PAA segmentation returns the
same segments for the same trial repeatedly. The results presented so far correspond to the data
collected during the insertion of Peg 1 without considering the variation in clearance.
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Figure 5.13: Classifier accuracy with PAA segmentation.
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Figure 5.14: Classifier accuracy with K-means segmentation.
Another important aspect in the PiH assembly process is the clearance, where assembly of
tight clearance parts is more difficult than loose clearance parts. In order to test the models
for different clearances, two models( model 1 and model 2) were trained separately using the
sequences captured during the assembly of Peg 1 (tight) and Peg 2 (loose) respectively (see
Section 5.4). Both the models were tested to explore the relationship between the accuracy of
CS recognition and the clearances.
To evaluate the classification accuracy of the two models, both models were tested with unseen
labelled data (for assembling Peg 1 and Peg 2). The resulting accuracy is shown in the confusion
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matrices in Tables 5.1 and 5.2. Table 5.1 shows the confusion matrix of the HMM trained using
the PAA with 30 segments (model 1). It can be observed from the table that the CC stage is
being the least accurately classified.
Table 5.1: Confusion Matrix of model 1 for Peg 1 clearance c = 0.11mm, where NC: no
contact, CC: Chamfer-crossing, I: insertion, FI: full insertion.
NC CC I FI
NC 83 7 0 0
CC 0 14 1 0
I 0 0 50 0
FI 0 0 0 78
Table 5.2 shows the confusion matrix of the HMM trained using the PAA with 30 segments
(model 2). An analysis of the result reveals that the misclassification of the CC stage happens
due to the static friction that occurs directly after the first contact. Also, the force level during
this stage overlap with the force level at the full-insertion stage which means that the mapping
process will assign the same symbols for both stages (CC and FI).
Table 5.2: Confusion Matrix of model 2 for Peg 2 with clearance c = 0.17mm.
NC CC I FI
NC 82 5 0 12
CC 0 10 0 36
I 0 21 31 0
FI 0 0 12 31
The overall accuracy of model 1 and model 2 are 94% and 64% respectively. Therefore, the
trained models derived from the insertion of the larger clearance peg have a lower accuracy than
the model based on the tighter clearance peg. The reason behind this is that the tighter clearance
creates a stronger boundary amongst the CS’s. Nevertheless, parts with larger clearances can
partially change their contact state without causing distinguishable variation in the F/T signal
which makes the recognition of distinct CS more difficult.
Additionally, the model with higher accuracy (model 1) was used to recognise the assembly
CS’s of Peg 2 to examine the robustness against clearance variation. The performance of CS
recognition based on model 1 is illustrated in the confusion matrix as shown in Table ??. The
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overall accuracy reduced from 96% to 82.4%. Though, the accuracy of model 1 on Peg 2 is still
better than the accuracy of model 2 on Peg 2, this shows that model 1 is quite robust against
clearance variation.
Table 5.3: Confusion Matrix of model 1 validated using observation of Peg 2.
NC CC I FI
NC 82 12 0 0
CC 0 9 1 0
I 0 21 31 0
FI 0 0 11 71
The results generated were compared with the most relevant work from the literature. In this re-
gard, the method introduced by [123] achieved an overall accuracy of 81% about x-axis and 85%
for rotation about the y-axis. The proposed approach in this paper has an accuracy of 94% and
is, therefore, an improvement. It greatly reduces the required computation time although it relies
on multi-stage processes. Table 5.4 shows the computational complexity of the proposed ap-
proach in comparison with three similar research, namely [123, 117] and [175]. In comparison
with the method introduced in [123], the complexity of MML-GMM, that was used to cluster
the F/T data), was O(M NsamplesD). Nevertheless, the complexity of the proposed approach
was O(M), that only depends on the number of the segments M , while MML-GMM complex-
ity depends on the number of segments M multiplied by the number of data points Nsamples and
the number of features D. The overall performance appears similar in both methods. However,
the methods proposed in [123] requires additional samples for exploratory actions resulting
in higher complexity. In [117] the EM-GMM were utilised without dimensionality reduction,
which means that the complexity is O(DM Nsamples). While in the proposed approach the di-
mensionality reduction greatly reduced the number of features and the samples. Also, as shown
in Table 5.4 the total complexity of the proposed approach is O(2KNsamplesD) which is less
than the complexity of the EM-GMM utilised in [117] as long as 2K < M . Finally, the com-
putational complexity of the HMM presented by [114] wasO(N2samplesD), which is higher than
the total complexity of the proposed approach.
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Table 5.4: Computational complexity comparison.
Proposed approach MML-GMM [123] EM-GMM [117] HMM [114]
PCA (after training) O(2KNsamplesD) O(2KNsamplesD) - -
GMM - O(M NsamplesK) O(M NsamplesD) -
PAA O(M) - - -
K-means O(Nsamples) - - -
HMM O(M N2symbols) O(M N2symbols) - O(DN2samples)
Total O(2KNsamplesD) O(2KNsamplesD) O(M NsamplesD) O(DN2samples)
5.6 Conclusions
This chapter proposed a method to capture human skills during the PiH assembly process util-
ising a learning algorithm to encode the assembly process based on a symbolic representation
of F/T signals in the presence of geometrical variation of the assembled parts. The proposed
approach is capable of recognising the CS’s of PiH assembly process based on a symbolic repre-
sentation of force and torque information. Also, it can accommodate variations in the insertion
force levels and compensate for process noise. The main benefits of this method are its simplic-
ity and minimum pre-knowledge requirements such as knowing the geometrical information
about the mating parts.
During the symbolic representation, two segmentation approaches, i.e. the K-means and the
PAA were investigated for their effectiveness. It was found that a higher accuracy of the CS
recognition can be achieved with a small number of segments when using K-means to segment
the F/T time series, whereas the models trained based on the PAA segmentation require a higher
number of segments. The model trained based on the K-means resulted in an accuracy of 95%
with 10 segments with an 11.86 sec computational time, while the model generated based on the
PAA resulted in an accuracy of 94% accuracy with 30 segments with 0.88 sec computational
time. The K-means requires more computational effort due to its iterative nature. While the
PAA is a simpler and faster segmentation procedure, the use of the PAA in the symbolic rep-
resentation reduces the required computational effort and increases the robustness of the model
against process noise.
In this research, the robustness of the trained models was examined for varying part mating
clearances. The experimental results showed that the CS recognition is more accurate for tight
clearance mating. This observation implies that there is an inverse relationship between the
clearance and the accuracy of the CS recognition, due to the higher physical constraints in a tight
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clearance insertion process providing a better-defined boundary that separates the consecutive
CSs. Also, the model trained based on tight clearances peg is more robust against geometrical
variation.
The availability of robust and computational efficient representations is an essential precursor
for imitation learning. The proposed approach achieves those two goals, as shown in the ex-
periment. However, it heavily relies on approximation and dimensionality reduction that might
remove essential features from the force trend. Accordingly, the proposed approach might be
not suitable for applications that require high accuracy such as textile recognitions.
Chapter 6
Improving Human-Robot
Co-Manipulation of Objects through
Force/Torque Learning from Observation
6.1 Introduction
Robot-Human Collaboration (HRC) can be achieved using classical and adaptive control strate-
gies that require an accurate modelling of the human-robot interactions. However, modelling
requires a deep understanding of the dynamical system (multi-objects dynamics), and it heav-
ily relies on many assumptions, such as ignoring high frequency dynamics. Moreover, such a
solution cannot generalise well for new conditions such as new users, objects or uncertainty. In
contrast, learning HRC task by demonstration using machine learning models can achieve bet-
ter performance, and it has better generalisation with less effort and adequate data. Most of the
conducted research focuses on visual and oral communications; however, very little research
has been done on the human-robot haptic interaction, in which human and robot are physically
connected, either directly or via a shared load, such as the work presented by Rozo et al. [176].
Programming HRC systems based on haptic information is difficult, due to the noisy data and
signals ambiguity. The signals ambiguity is due to the fact that several robot configurations
might generate the same signals. In general, LfD [4] appears to be a promising solution to over-
come these limitations, allowing the natural and intuitive transfer of human knowledge about
a task to a robot to perform an HRC task. Also, these learning methods allow us to extract
human skills automatically in different coordinate systems [177]. For example, lifting a heavy
block so that it can be assembled (co-assembly task [178]) or moved into specific place (co-
manipulation task [179, 180]). In which an operator would want his/her robotic assistant to
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carry out the heavy co-manipulation task (see Figure 6.1), while the operator is focusing on
guiding the robot, as human perception is more accurate. Such HRC tasks involve physical
interaction that requires an accurate interpretation of the haptic information; so a robot can
react responsively and safely. Therefore, a robotic assistant should be easily and rapidly repro-
grammable according to specific task requirements. Nevertheless, collaborative behaviour that
contains simultaneous interactions in an unstructured environment can produce unpredictable
force components that can be generated by an infinite number of robot-human configurations. It
is believed that LfD with the help of machine learning algorithms can efficiently handle such a
situation based on data collected from the task demonstration, which grants the robot a human-
like logic to handle such confusing force clues and signals.
Figure 6.1: Illustration of an HRC task. In this kind of task robots need to handle the weight and follow
the human operator, as human operators have better perceptions and responses.
Thus, this chapter will introduce a new ensemble machine learning approach called Weighted
Random Forest (WRF) for HRC problems in a LfD framework. The proposed approach can cap-
ture non-linear models with high accuracy, even with the presence of noise and disturbances.
Also, it can generalise very well in comparison with other machine learning methods. The
weighting mechanism in the proposed approach differs from other machine learning approaches
as it relies on the individual tree’s performance on an unseen dataset. In Chapter 4, data-driven
approaches for F/T compensation were introduced, these approaches are of vital importance to
filter out the irrelevant force and torque features while demonstrating and reproducing skills.
This chapter will employ the F/T compensation approach introduced in Chapter 4. In general,
a robot in HRC systems should react and adapt to changes in the task, the environment and in
human behaviour. This HRC behaviour can be achieved by equipping industrial robots with
learning capabilities allowing them to interpret and react to the task and environment variation,
and human commands and behaviour. In this context, Chapter 5 presented a symbolic-based ap-
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proach to explicitly recognise CS’s which allows encoding assembly skills using a probabilistic
model based on the symbolic encoding of the process. In contrast, this chapter will introduce an
efficient approach that implicitly identifies and encodes the CS’s and directly generates suitable
actions with the current process state.
The proposed WRF is an extension to the well-known RF using stochastic regression to select
suitable weights for each tree (sub-model) in the forest to accurately capture the co-manipulation
task and to generalise well in new scenarios. The primary objective is to provide an answer to
the LfD question "what to learn?". Hence the proposed approach will be exploited to learn a
co-manipulation based on two different demonstrations which are kinesthetic teaching (human-
robot) and human-human demonstration. The goal of using these two demonstration methods
is to identify the suitable method for learning such a collaborative task, which will provide
an answer to the LfD question of "how to learn?". Then, human skills during human-robot
and a human-human collaborative task will be captured and transferred into an industrial robot
using the proposed approach. Fitted models based on both demonstrations (human-robot and
human-human) will be evaluated using an unseen dataset. Furthermore, the fitted models will
be experimentally validated in two HRC tasks, which are co-manipulation and co-assembly, in
order to demonstrate generalisation capabilities of the proposed approach. In both HRC tasks,
position and force trajectories will be reproduced based on the fitted models. Then, they will
be evaluated based on the interaction force between the human and the robot during the task
execution, and execution time (i.e. time needed to perform the HRC tasks). The interaction
force will indicate how smooth the fitted model response to the human forces can be and the ex-
ecution time shows an indication of how fast the fitted model is. The proposed WRF approach
was compared with RF models. The task-parameters of the co-manipulation task were extracted
based on both demonstration approaches using RF and WRF learning algorithms.
RF is a popular ensemble learning method due to its simplicity, robustness against the variance,
and its capabilities to generalise well in novel scenarios. Accordingly, RF appears to be a strong
candidate for addressing several problems in LfD contexts, such as generalisation and features
extractions. The RF model consists of an extensive collection of non-correlated trees, in which
each tree is trained on sub-sets of training data. In general, RF collaboratively predicts output
as the average of all trees’ output in the forest. However, some trees in the forest are better
than others, due to the random data split. Hence, trees that have better performance must have
a higher weight. The proposed WRF will extend the RF model from a collaborative model
into a competitor model, where the tree with better performance has a higher weight. Conse-
quently, by modelling human behaviour during a co-manipulation task based on the proposed
approaches, the robot can safely and responsively interact with different human haptic inputs,
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thus extending industrial robot capabilities to impedance-based behaviours.
The contributions of this chapter can be summarised as follow:
1. Proposing a new ensemble machine learning approaches to overcome generalisation prob-
lem in LfD, as the ensemble method can generalise very well in comparison with other
machine learning approaches. The advantages of the proposed approach are: the physical
power of the robot and the perceptual capabilities of the human were efficiently utilised.
Also, knowledge representation and features extraction were explicitly achieved by indi-
vidual trees in the forest;
2. Exploitation of both position and force data in HRC, which improves robot response to
contact situations and relieves humans from having to do tedious tasks;
3. Learning of compliance and position/force based tasks;
4. Modulation of the robot’s behaviour based on the human (master) actions as a result of
the encoded human-like behaviour;
5. Identification of suitable demonstration method for co-manipulation task by comparing
kinesthetic learning verses human-human demonstration.
The remainder of the chapter is organised as follows: The formal definition of the problem is
presented in Section 6.2. Then, the proposed Weighted Rand Forest is introduced in Section
6.3. Section 6.4 presents the experimental setups. Next, the experimental results and validation
examples are discussed in Section 6.5. Finally, the conclusions of this work are presented in
Section 6.6.
6.2 Problem Definition
The problem of learning a co-manipulation task by demonstration, where an object is trans-
ported from a start point to a target point in a workspace, is considered in this chapter. In
this context, the learning approach aims to capture the skill of interpreting haptic information
from and the correspondent reaction to these haptic inputs instantaneously. Hence, the captured
skill must allow the robot to interactively follow the human trajectories in its workspace while
supporting the transported load in response to the human haptic input. To achieve that, the
co-manipulation task must be demonstrated while collecting trajectories and F/T information.
Formally, the collected data D can be expressed as shown in Equation (6.1) and Equation (6.2).
D = {(F1,y1), (F2,y2), . . . , (FN ,yN), } = {(Fe,Y)} (6.1)
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fi = [Fxi, Fyi, Fzi, Txi, Tyi, Tzi]
yi = [yxi, yyi, yzi]
(6.2)
Where (Fi,yi) is the ith (X, Y, Z) components of F/T features vector and targeted trajectory
in the Cartesian space respectively, N is the number of data point, Fe is the input features
(external forces at the robot end-effector), such that Fe ∈ R6×N . Y is the target trajectory, such
that Y ∈ R3×N . It is worth noticing here that a trajectory can be defined by Cartesian position
and its first and second derivative. In Chapter 4, the target defined in the dataset (Equation (4.5))
was the internal force, while here the target is the trajectory in the workspace.
Figure 6.2 shows the human and robot with a shared weight. The human haptic information
is F (external force), the internal robot forces are Fi, and the load force is FL. Robot internal
forces and load force Fi + FL are compensated using the approach in Chapter 4. Hence, the
HRC can be modelled as a spring-mass system, which can be formalised as shown in Equation
(6.3).
∆Y¨ = Kp∆Y −Kv∆Y˙ − F (6.3)
Where the Kp, Kv are the compliance matrix and the damping factor, respectively. Varying
the acceleration ∆Y¨ might result in jerky movements, which is not desired especially when a
human is physically interacting with the robot. Under this constraint, it was assumed that ∆Y¨
is equal to zero for each displacement ∆Y. However, each sub-displacement has a varying
velocity ∆Y˙ based on the human generalised input force F e.
Fe
Fi
FL
Figure 6.2: HRC task: an object held between a human and SDA10D Motoman robot, with forces from
both sides.
In this context, the learning problem is to predict the sub-displacement velocity ∆Y˙ using F
(Equation (6.4)). Most of the researchers in the literature proposed sequential-based approaches
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to empower a robot with human-like movement. This means that the temporal and spatial data
must be encoded from the human demonstration to estimate the process state and reproduce
suitable actions that generalise well under some variations. However, not all HRC applications
are sequential in nature-based and only need spatial information to be encoded. Spatial-based
models, for instance, might generalise better as they are encoded with lower level skills such as
human interpretation of haptic information.
F→∆Y˙ (6.4)
In the machine learning algorithm problem context, the F vector represents the system obser-
vation and ∆Y˙ represents the expected output Y. Hence, the formal problem description can
be presented as shown in Equation (6.5).
X : {Fx, Fy, Fz, Tx, Ty, Tz}i Machine Learning→ ∆Y˙ : {∆y˙x,∆y˙y,∆y˙z}i (6.5)
The problem described in Equation (6.5) and Equation (6.4) is known as a regression problem,
where the mapping relationship is captured using a statistical model such as Linear Regres-
sion or probabilistic model such as Gaussian Mixture Regression (GMR). This chapter presents
an ensemble machine learning model as explained in the next Section 6.3. This method was
conceived since the ensemble machine learning approach has shown better formal and empiri-
cal performance in comparison with the single predictor (model) in term of generalisation and
robustness against the bias and variance problems [181].
6.3 Proposed Approach
To handle induced forces and torques during the execution of the HRC task, a modified ensem-
ble machine learning approach in the LfD framework is proposed. The elementary blocks of
an LfD framework are a demonstration, learning and reproduction of the skills. Hence, LfD
was proposed to capture desired human capabilities and transfer these skills into an industrial
robot. Figure 6.3 shows the proposed LfD framework for HRC demonstration. In both block
diagrams, the off-line phase composed of data collection block, i.e. force/torque feedback, and
position/velocity feedback, and machine learning block, that maps collected forces into velocity
in the Cartesian space. The data collection block collects and synchronises forces and positional
information during the demonstrations. As explained in the previous Section 6.2, two demon-
stration approaches will be used to enquire human skills and knowledge, which are kinsethic
learning and human-human demonstration. Both demonstrations approaches will be detailed in
Section 6.4.2.
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Figure 6.3: HRC framework for moving an object task. The robot is controlled by a position controller
in the Cartesian space. The robot reference velocity is estimated based on the machine learning model.
Generally, learning a specific task using a machine learning approach requires optimising a cost
function to identify the models’ parameters that guarantee the best performance on training
and validation datasets. As co-manipulation requires an accurate recognition of human haptic
inputs, an ensemble machine learning algorithm is proposed and extended due to the desired ac-
curacy and its generalisation capabilities. Therefore, it is expected that a fitted ensemble model
will result in a more responsive and safer robot behaviour. Accordingly, the generalisation capa-
bility of the proposed approach will be experimentally validated by performing a co-assembly
task as will be explained in the next section.
Finally, the on-line phase is composed of a closed-loop position controller in the Cartesian
space, an internal force compensation block in order to accurately estimate the human forces
Fe using the method proposed in [182]. To have a smooth response and avoid jerky movements
from all fitted models, a position controller (Cartesian Space Controller) (Proportional-Integral
(PI) controller) was introduced between the machine learning block and the robot, as shown in
Figure 6.3. This allows the change of the robot response based on the required application. For
example, gross motions can be fast and responsive. On the other hand, fine motions must be
slow and responsive. In other words, a co-manipulation that does not contain constraints in the
workspace can be achieved using different PI parameters compared to a co-manipulation that
requires little motions. The last block in the on-line phase is the Machine Learning (ML) model
which is fitted off-line using RF and WRF.
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6.3.1 Random Forests (RF) Regression
As the proposed approach is an extension of the RF approach, RF will be utilised as a bench-
mark to illustrate how the proposed approach can enhance the RF performance. Generally
speaking, the simplicity of the RF approach is the reason for its popularity today. Moreover, RF
can handle high-dimensional data, and as an ensemble machine learning method, it averages
multiple predictors outputs simultaneously to produce a prediction output. These multiple pre-
dictors make RF model generalise better in comparison with other machine learning methods.
As introduced in Chapter 4 Subsection 4.3.2, RF can be used for regression problems as the
one described in Section 6.2. Hence, the RF description in this section is referring to the RF
regression.
The formal definition of the RF model was given in Equation (4.11), in which a T number
of decorrelated Decision Trees (DT), and each tree is trained on a different bagged dataset.
It is assumed that the training set is independently emerging from a distribution of random
vectors (bagged dataset). In this chapter, the data composed of the generalised force vector
(X : {Fx, Fy, Fz, Tx, Ty, Tz}i) and the output considered as {∆Y} which is the velocity in x,
y or z directions, such that i = 1, 2, . . . , N , and N is the number of observations. As the
output of RF is limited to a single scalar value, a separate model has to be trained for each
output dimension. That is to say that three different models need to be trained for each of the
three velocity components. Each model aims to map the generalised force vector into a velocity
component in the Cartesian space R6 → R1. The training of a regression tree means that
the algorithm must specify the splitting features (selected force/torque features from X) and
splitting points (estimation of the selected feature values) that minimise the error as explained
in Chapter 4, Subsection 4.3.2. However, in this chapter, the input features are F/T features.
Further information about DT’s can be found in [162]. Since RF is a group of independent
DT’s, it can be mathematically described as shown in Equation (6.6).
h(X, ψt)t=1,... ,T (6.6)
Where X is an instance of an observation, which is the generalised force F, ψt is a set of
independent identically distributed random vectors (bagged data), and T is the number of trees
in the forest. Each tree in the forest predicts a numerical value based on a given observation Xi
and T is the number of trees in the RF. As each tree is trained on a different bagged dataset, trees
vary in performance. Therefore, trees with better performance must have a higher contribution
to the overall voting, this idea is called weighting. The next subsection will present a new
weighting mechanism that extends the RF to a competitive ensemble method.
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6.3.2 Weighted Random Forests (WRF) Regression
In this section, the proposed new WRF approach will be introduced. In conventional RF imple-
mentation, all trees (predictors) in the forest contribute equally in the final prediction (output).
However, tree performances vary based on the bagged data, split-variables and split-points.
Hence, up-weighting the trees with a better performance has the potential to improve the over-
all performance. Consequently, trees that perform better on unseen test data receive strong
weights. In this chapter, a new weighting mechanism is presented to extend RF to competitor
ensemble approach. Thus, a stochastic weighting approach was utilised to weight trees accord-
ing to their Root Mean Square Error (RMSE) on a test dataset. The weighted trees prediction
can be calculated as shown in Equation (6.7). This equation is a linear equation, where the
weighting vector W = [w0, . . . , wj, . . . , wT ] was estimated to minimise a pre-defined cost
function.
P ∗(Xi) =
M∑
j=1
wj · hj(Xi) + C0 (6.7)
Where P ∗ is the overall prediction for the ith feature observation vector Xi, wj is the tree j
weight and C0 is a constant term for the forest and hj(−) is the tree j prediction. In this case,
the selection of weights can be seen as a linear regression problem, where the trees prediction
vector H considered the feature vector, and the goal is to find weights that minimise a cost
function J(W). A common choice of J(W) is the MSE as shown in Equation (6.8), where
Y is the target output. Intuitively, accurate trees will have higher weights, and smaller weights
will be assigned to trees that have larger errors. Finally, the fitted model was evaluated on an
unseen test dataset.
J(W ) =
1
2
(Y −W H(X))H(Y −W H(X)) (6.8)
Finding the optimal weights based on all points in the dataset is computationally expensive
especially for on-line applications. To overcome this problem, weights can be updated stochas-
tically (incrementally) based on one observation point or a batch of observations at a time. The
pseudo code in Algorithm 6.3.1 depicts the implementation of finding the optimal weights that
minimise the cost function J(W). The new weights are updated by minimising a cost function
where wj ← wj + min |J(w, hj(xi))|. In this pseudo code, there are two for-loops, the outer
loop iterates between 0−N representing the number of observations in the training dataset. The
inner loop is to adjust trees’ weights, so it iterates over all the trees in the RF. Finally, the conver-
gence condition can be satisfied by either reaching the maximum number of iterations Kmax or
when the prediction error is less than a pre-defined tolerance value Cth. The main advantage of
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this method is that it can converge quickly. Finally, the optimal weights will be reached once a
convergence criterion is satisfied, such as an error threshold or a maximum number of iterations.
Algorithm 6.3.1 Stochastic weighted RF
1: function FINDWEIGHTS(H(X),Y,α,Kmax,Cth)
2: Input: H(X): RF model prediction for the given features X, Y: target output, Kmax
is the maximum number of iteration and Cth is the cost threshold
3: k = 0 . where k is the number of iterations
4: while k ≤ Kmax OR J(W) ≤ Cth do
5: k = k + 1
6: Calculate cost J(W) using Equation (6.8)
7: for i = 1 to N do
8: for j = 1 to T do
9: wj ← wj + α(Y (xi)−W H(xi))hj(xi)
10: return W
It is noticeable from the pseudo code in Algorithm 6.3.1 that the first input is an RF model
prediction for the features of X. This means that an RF model must be trained as described in
Subsection 6.3.1 before training the WRF. Next, weights will be selected as explained in the
pseudo code. Since the weights selection is performance-based, using the same dataset that is
used for training the RF model and estimating the weights might bias the prediction error [183].
To overcome this problem, it is recommended to use a separate dataset for parameters tuning.
As in RF, the WRF input feature vector is (X) Equation (6.5) and the output considered as ∆Y˙
which is the velocity in x, y and z directions. Also, each component is represented by a separate
WRF model, and each model aims to map the generalised force into a velocity component in
the Cartesian space R6 → R1.
In this section, a new WRF approach was proposed for LfD application. The proposed approach
is designed for robots LfD to capture a co-manipulation task. Finally, the methods mentioned
above were used to model the co-manipulation task and compared with the proposed WRF.
6.4 Experimental Setup, Task Demonstration and Validation
Scenarios
As shown in previous sections, this chapter aims to transfer the co-manipulation skills into an
industrial robot via the proposed WRF in the robot LfD framework. Therefore, F/T data and
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trajectories of the co-manipulation task are required to learn such a skill. Also, as it is believed
that the proposed approach can generalise well in comparison with other machine learning
approaches, the proposed WRF will be experimentally validated using co-assembly scenario.
This section will introduce the experimental setup, demonstration and validation scenarios.
6.4.1 Experimental Setup
The experimental setup consists of a 6-axis force/torque sensor, Motoman SDA10D dual-arm
robot as shown in Chapter 3 Figure 3.2, 8 VICON cameras tracking system and one PC work-
station. Figure 6.4 illustrates the force/torque sensor, VICON markers and camera. The handle
held by a human operator in Figure 6.4 can be shared with another human or with a robot based
on the desired demonstration approach. The Motoman SDA10A, shown in Figure 6.5, has the
assembly parts attached to the robot end effector, which will be used to validate the generalisa-
tion capability of the proposed approach. Figure 6.6 illustrates the assembly parts, the handle
held by the operator and the robot end effector.
Force
feedback
VICON: 
object tracking
VICON tracking 
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Force/Torque
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Figure 6.4: HRC task: an object held between a human and SDA10D Motoman robot for HRC co-
assembly task.
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Figure 6.5: Experimental setup for the co-assembly task.
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Figure 6.6: Co-assembly parts attached to the robot end effector.
The PC workstation runs Ubuntu 14.04 with Robot Operating System (ROS)4. This workstation
is connected to the robot controller, VICON system, and the force/torques sensor via Ethernet.
The PC workstation is utilised to collect data (training and testing) and to control the robot
manipulator during task execution. During task demonstration, the collected data includes the
object in a Cartesian position, the VICON workspace and force/torque data for the execution of
HRC task.
An asymmetric VICON marker shape was mounted on the force/torque sensor as shown in
Figure 6.7, to collect consistent training data from all demonstration methods. The collected
4ROS-Industrial (Indigo)
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position and orientation data of the tool were in the VICON coordinate system. However, robot
commands must be in the robot’s coordinate system. Accordingly, the transformation between
the VICON coordinate system was calculated and used to project all position/velocity data into
the robot’s coordinates.
Z
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Y
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VICON frame
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Figure 6.7: Transformation between robot base and VICON origin frame, TF1 is the estimated homo-
geneous transformation matrix, Pvicon is the VICON object position in the VICON origin frame and
Probot is the calculated VICON object position in the robot base frame, which can be calculated as
Probot = TF1 Pvicon.
6.4.2 Data Collection and Training Models
In order to answer the LfD question "How to learn?" in the HRC framework, two demonstration
methods were used, which are human-human and kinesthetic learning (human-robot), to learn a
co-manipulation behaviour. For each demonstration method, 5 different co-manipulation trials
were demonstrated. In both cases, the force/torque, position and velocity data were synchro-
nised and recorded during all the trials. Each demonstration contains 6 elementary moments
((−x,+x), (−y,+y) and (−z,+z)) in random order. Figure 6.8 depicts the elementary move-
ments conducted in all demonstrations.
In the human-human demonstration, only one operator (master) knows the desired trajectory
of the object whereas the other operator (follower) does not. The main idea here is to capture
the follower behaviour in interpreting the haptic clues and information coming from the other
(master) operator and try to follow (act) accordingly. Figure 6.9 shows the handle that was held
by two humans during the demonstration. The hypothesis that will be tested here is that the
follower behaviour can be captured using the proposed approach; it is believed that the robot
will imitate a more human-like compliance behaviour.
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+X-X
+Z
-Z-Y
+Y
Figure 6.8: Human-human demonstration: two human operators holding a common object. The human
operator on the right guides the demonstration by moving in axes direction in a random order.
Handle
VICON markers
Force/torque
Figure 6.9: HRC co-manipulation task: an object held between a human and Motoman SDA10D robot.
In the second demonstration method, a human-robot demonstration was used, in which a hu-
man operator was holding the robot end effector shared object while controlling the robot via
teleoperation. Due to the robot’s rigidity, it is believed that the collected F/T features will be
more relevant to the demonstrated task which will result in a better co-manipulation task in
comparison with the human-human demonstration. In this case, the robot rigidity will have the
low-pass filter role, where noises at high frequencies will be filtered out. The collected data
from both demonstration methods were used to fit RF and WRF models (off-line phase) to map
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the force/torque information onto velocity in the Cartesian space F → V , where F ∈ R6 and
V ∈ R3. In other words, this mapping represents Kp and Kv in Equation (6.3). Then, the
input to the position controller ( ∆X) can be estimated using Equation (6.3). The RF and WRF
models fitted based on both demonstration models were compared and evaluated to address the
LfD question "How to learn?".
As highlighted in Subsection 6.3.2, RF and WRF models must be trained using different trials
(training datasets). Figure 6.10 depicts the training stages for both RF and WRF using the 5
co-manipulation trials. As shown in the diagram, the RF models will be trained based on the
first demonstration, then validated using the 3rd trial. After that, the trees’ weights will be
determined using stochastic weighting based on the 2nd demonstration, and validated based on
the 4th trial. Finally, models fitted using both approaches were tested, and their performance
was compared based on the 5th demonstration. It is worth here to mention that the adjustments
(e.g. weightings) of an individual can be performed incrementally (on-line) based on the human-
robot behaviour in order to enhance the performance of the models learned using batch learning.
However, this was not implemented in this chapter.
Training
Data 1
Bag 1
Bag 2
Bag N
t1
t2
tN
Random Forests Models
Training
Data 2
W1
W2
WN
Weighted Random
Fortest
RF 
tunning
Demo1
Demo2Demo3
Vaidation 
Data 2
Vaidation 
Data 1
Weights 
Adjustments
Demo4
Test Data
Demo5
Test 
RF and WRF
models
Figure 6.10: WRF training: Firstly, the RF model was trained using training dataset 1. Then, the weights
for individual trees in the RF were estimated using training dataset 2 and prediction error from the tree.
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6.4.3 HRC Validation Scenarios
The experimental validation was conducted in two scenarios. The first one is a co-manipulation
task that involves moving a heavy object between two points in the robot workspace. This
validation scenario aims to assist the reproduction of the demonstrated skill (co-manipulation).
The second scenario is a co-assembly task that intends to test the generalisation capabilities of
the proposed approach.
In the co-manipulation example, a human operator was asked to move an object, collaboratively
with the robot, from pointA (Figure 6.11) to pointB (Figure 6.12) in the robot workspace. Both
points were saved in the robot controller, and the robot will go back to point A after every trial.
The operator’s goal is to guide the robot from point A, while having the shared weight, and
place it on top of the other box (point B), which was fixed on the workbench as shown in
Figure 6.12. This task was evaluated based on the interaction force required to guide the robot
and the time required to finish the task. The challenge here is to control the robot, based on
the reproduced co-manipulation skill, smoothly and responsively. In comparison with the co-
assembly example, this task does not have any physical constraints in the environment (e.g.
holes’ walls).
Figure 6.11: The start point of the co-
manipulation task.
Figure 6.12: Goal position of the co-manipulation
task.
In the co-assembly validation scenario, the human operators must guide the robot from point A
(fixed for all trials) in the workspace to the full insertion state of 4 pegs into the holes. Figure
6.13 shows the parts which were assembled collaboratively. The first part is a rectangular plate
with 4 holes as shown Figure 6.13 (A). The second part is a rectangular plate with 4 pegs
attached to the plate as illustrated in Figure 6.13 (B). As mentioned in the previous section,
two PI controllers were used for this task to refine the output from the RF and WRF models
and to send position commands to the robot. The first controller for the gross motion and the
second controller for the fine motion. Switching between controllers depends on the distance to
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the holes in the X−Y 2D plane, regardless of the height of the tool and the end effector. Figure
6.14 depicts the gross and fine motion areas around the holes, the orange rectangular around the
holes indicates the marginal area where PI switching occurs. Once the assembly parts enter the
yellow zone shown in Figure 6.14, then the PI controller parameters will be switched into fine
motion mode. The PI parameters used in both cases are depicted in Table 6.1, these parameters
were selected experimentally by trial and error. It can be noticed that the P and I parameters in
fine motion are minimal in comparison with their values in the gross motion, as the fine motion
requires slow and small responses.
Table 6.1: The PI controller parameters during gross and fine motion in the co-assembly task.
P I
Gross motion 41.0 0.5
Fine motion 2.5 0
A B
Figure 6.13: Assembly task parts: (A) 3D printed plat with 4 cylindrical holes with 25mm diameters,
(B) a 3D printed plate with 4 pegs attached to it, each peg diameter is 28mm.
Gross motion area
Fine motion area
Figure 6.14: Gross and fine motion areas around the holes.
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As with any machine learning approach, measuring how close the generated trajectory in the
test data to the actual demonstrated trajectory indicates the model accuracy in capturing the
demonstrated skills. Therefore, the RMSE and the NRMSE were used to evaluate the fitted
models in comparison with the demonstrated task.
Furthermore, to evaluate the smoothness and responsiveness of the robot controller, under the
fitted models during the co-manipulation and co-assembly, the execution time and interaction
force were used. The execution time refers to the duration of the HRC task, in other words,
how long it took the human and the robot to perform the HRC task, which indicates controller
response. While, the interaction force (external force) F, as shown in Equation (6.3), is the
forces needed for the human to guide the robot during the execution of the HRC task. This
force implies how smooth the robot behaviour is under the given controller (fitted model). Most
of the measurements mentioned above refer to the demonstrations as a reference (optimum
solution). Nevertheless, this is not true due to mechanical and configuration restriction in both
human and robot anatomy. Therefore, it is desirable to compare the fitted model performance
against an optimal reference in the workspace. Consequently, a human operator was asked to
manipulate a load with the robot along a straight line on X , Y and Z axes separately. Then,
the generated trajectory was compared against the human-human trajectories using RMSE and
NRMSE.
6.5 Results and Discussion
The methods introduced in Section 6.3 are being evaluated analytically using unseen data as
well as experimentally using two representative HRC tasks as defined in Subsection 6.4.3. Each
axis in the Cartesian space was modelled using an RF and a WRF. Then, the fitted models were
evaluated using the 5th demo as explained in Subsection 6.3.2. The models fitted using RF and
WRF were evaluated and compared based on some evaluation metrics. Finally, the fulfilment
of the HRC task is determined by achieving the final goal, as shown in Figure 6.12, which
is reaching the goal position in the co-manipulation task and the successful assembly in the
co-assembly task.
Table 6.2 shows the statistical properties of the 5th human-human demo used to train, validate
and test RF and WRF. It is noticed that the resulting force (Fe) from the human and the robot
varies between 70.25N and 81.39N , while co-manipulation maximum speed varies between
0.06m.s−1 and 0.134m.s−1. In Table 6.3, the statistical properties from the 5th human-robot
demo is shown. The interaction force between the human and the robot is almost ∼ 300 times
the interaction force in the human-human demonstration. This difference in the interaction
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Table 6.2: human-human demonstrations
Demo
Number
of
Samples
Max
Force
N
Max
Speed
m.s−1
1 10967 81.39 0.134
2 11707 70.25 0.126
3 10894 72.18 0.139
4 14604 76.39 0.06
5 7494 74.96 0.066
Table 6.3: human-robot demonstrations
Demo
Number
of
Samples
Max
Force
N
Max
Speed
m.s−1
1 3770 211.00 0.060
2 5640 275.77 0.061
3 4596 235.81 0.061
4 4272 294.97 0.061
5 4780 273.67 0.061
forces can be explained as a result of the human body compliance, while the robot is much
more rigid, hence more forces need to be applied before it starts moving. In addition to this,
the demonstration velocity in the human-human case was larger than the velocity in the human-
robot demonstration. The 5th demonstration was not used to train or validate the fitted models
(RF and WRF). Hence, it was used to evaluate the fitted models to measure their accuracy on
unseen data as explained in Subsection 6.4.2.
In the human-human demonstration context, the fitted model performance on the test data (5th
demo) is shown in Figure 6.15. It can be noticed that the WRF outperforms the RF in all
axes by approximately 20%, 4% and 7% on x, y and z axes, respectively. Even though, differ-
ences on y and z appear to be insignificant, the over all NRMSE difference is approximately
22%. Moreover, Figure 6.16 shows the predicted velocities on (x, y, z) directions using RF
and WRF. It is noticeable here that the RF prediction had many spikes and predicted velocity
changes its direction sharply and in a very short course almost like a discrete function. On the
other hand, WRF prediction has a smaller error and much lesser sharp spikes. The maximum
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RMSE for the RF was 0.85, 0.65, 0.84m.s−1 in x, y, z directions respectively. While it was
0.33, 0.48, 0.56m.s−1 in x, y, z directions respectively for the WRF model, which shows that
WRF model has lower RMSE in comparison with RF.
Figure 6.15: NRMSE for RF and WRF models, trained on the human-human demonstration. The mod-
els’ NRSME were calculated for the 5th demonstration.
Figure 6.16: 5th human-human demonstration RF and WRF predictions.
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Figure 6.17 shows the RMSE of RF and WRF on the test data (5th human-robot demo). Unlike
the human-human demonstration, the WRF and RF models have a tangible performance in x
and y directions, with slightly lower NRMSE WRF by 1 % , 3 % and 3 % on x, y and z axes
respectively. In this case, the NRMSE difference is insignificant. The velocity prediction of the
5th human-robot demo is shown in Figure 6.18. It is evident that RF and WRF have similar
performance. Nevertheless, the WRF prediction seems to be smoother and closer to the real
data. The main noticeable difference between the WRF performance in human-human and
human-robot is that WRF models have a much better performance in comparison with RF in
the human-human demonstration. This result can be explained by a closer look at the RF nature
and the robot rigidity. The variation in RF performance coming from the fact that each tree is
trained on different subsets of the data (bagging), which means that some trees are better than
others based on the data used to train them. The problem with the human-robot demonstration
is that the robot will filter out many variations due to its rigid body, which means that the bagged
data for all trees will be almost the same. Thus, all trees in the RF will perform similarly, which
means that weighting them using WRF will not add much to the performance. Furthermore, RF
models seem to be worse in the human-human demonstration, while WRF models have a better
performance in both demonstration methods.
Figure 6.17: RMSE for RF and WRF models, trained on the human-robot demonstration. The models
NRSME’s were calculated on the 5th demonstration.
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Figure 6.18: 5th human-robot demonstration RF and WRF predictions.
The RF and WRF models were trained based on data collected using both demonstration tech-
niques. Then, fitted models were used to control the robot as shown in the block diagram in
Figure 6.3. During the demonstration, two operators were asked to execute 2 co-manipulation
and 2 co-assembly HRC tasks each, as described in Subsection 6.4.3. During both tasks, the
three force components (Fx, Fy and Fz) and the three torque components (Tx, Ty and Tz) have
been recorded directly from the sensor, while position and velocity were collected from the
VICON tracking system. The performance of the fitted models in the validation scenario were
based on the time required to fulfil the task and overall required interaction force between the
human operator and the robot to achieve the final goal. In such collaborative tasks, the operator
will use his/her cognition skills to achieve the task, while the robot will handle the heavyweight
and smoothly respond to the human haptic clues (guidance) to fulfil the task. For instance, the
co-manipulation task is finished once the human and the robot manipulate and align the load
with the box on the workbench.
Figure 6.19 depicts the 4 co-manipulation trials interaction forces. In general, this figure shows
that WRF has the lowest average interaction force amongst all trials. The lowest average in-
teraction force was ∼ 14N achieved in trial 4 using WRF model that was trained based on
the human-robot demonstration. The highest average interaction force was ∼ 55N and was
achieved during co-manipulation based on RF trained on the human-robot. Figure 6.20 shows
the average interaction force between the human and the robot during the co-manipulation task.
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Generally, the interaction force using RF models were less than the interaction force based on
WRF models by 8% and 12% based on the human-human and human-robot demonstration,
respectively. Also, WRF models fitted based on the human-human and human-robot demon-
stration have lower average interaction forces in comparison with RF models.
Figure 6.19: Average interaction force between human and robot during co-manipulation trials based on
RF and WRF trained on the human-human demonstration.
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Figure 6.20: Interaction force between robot and human during co-manipulation task, where HH_RF is
RF on the human-human demonstration, HH_WRF is WRF on the human-human demonstration, HR_RF
is RF on the human-robot demonstration and HR_WRF is WRF on the human-robot demonstration.
The time required to guide the robot during co-manipulation task using RF and WRF based
on both of the demonstration methods is shown in Figure 6.21. It was noticed that RF based
on the human-robot demonstration has the shortest execution time, which was 24 sec in the 4th
trial. On the other hand, WRF has the longest execution time in the first trial which was around
37 sec. In general, the execution time of the co-manipulation task based on both RF and WRF
is similar, and it is around ∼ 30 sec for all methods as shown in Figure 6.22.
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Figure 6.21: Time required for the 4 co-manipulation tasks.
Figure 6.22: Time required to finish the co-manipulation task, where HH_RF is RF on the human-human
demonstration, HH_WRF is WRF on the human-human demonstration, HR_RF is RF on the human-
robot demonstration and HR_WRF is WRF on the human-robot demonstration.
For the co-assembly task, Figure 6.23 illustrates the average interaction force in the 4 co-
assembly trials. It is noticeable that the WRF models trained on the human-human demon-
stration has the lowest average interaction force, which was ∼ 15N . On the other hand, the
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highest average interaction force was ∼ 82N that was achieved by RF models trained on the
human-robot demonstration. The interaction force between the human and the robot, during the
assembly task is shown in Figure 6.24. It should be noted that the interaction force during the
assembly using WRF models has a lower interaction force by 16.3 % (≈ 35N ) in comparison
with RF models based on both demonstrations. Furthermore, the WRF models trained based on
the human-human demonstration has the lowest interaction force, this means that the robot was
responsive and allows easy guidance of the robot under the control of the WRF models.
Figure 6.23: Interaction forces during co-assembly task.
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Figure 6.24: Interaction force between robot and human during assembly task, where HH_RF is RF on
the human-human demonstration, HH_WRF is WRF on the human-human demonstration, HR_RF is RF
on the human-robot demonstration and HR_WRF is WRF on the human-robot demonstration.
The co-assembly task execution time using RF and WRF based on both of the demonstra-
tion methods is shown in Figure 6.25. It is noticeable that the WRF model trained based on
the human-human demonstration has the shortest execution time in all the trials, with an av-
erage of 29.57 sec. In general, the execution time of the assembly task based on the human-
human demonstration was 36% (≈ 75 sec) shorter in comparison with models fitted based on
the human-robot demonstration, which indicates the robot rigidity impact on the overall re-
sponse. Also, the WRF based on the human-robot demonstration was 85.1 sec which is 14%
(≈ 25 sec) shorter that execution time using RF as shown in Figure 6.26.
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Figure 6.25: Time required for the 4 co-assembly task.
Figure 6.26: Time required to finish the assembly task, where HH_RF is RF on the human-human
demonstration, HH_WRF is WRF on the human-human demonstration, HR_RF is RF on the human-
robot demonstration and HR_WRF is WRF on the human-robot demonstration.
The co-assembly interaction force of the models fitted using human-human demonstration is
42% less than the interaction force of the models fitted using human-robot demonstration. It is
believed that this larger interaction force for models fitted on the human-robot demonstration
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occurs due to the robot rigidity which acts as a threshold once the interaction force reaches the
threshold which will start when the robot is moving. On the other hand, the interaction force of
the co-manipulation task using WRF models were less than the interaction force based on RF
models by 21% and 19% based on the human-human and human-robot demonstration, respec-
tively. The machine learning models try to capture the compliance of the follower (human or
robot). This explains why models fitted on the human-human demonstration have lower inter-
action force (better compliance) in comparison with models fitted on the human-robot demon-
stration.
To summarise, the interaction force and execution times show that WRF models have a better
compliance behaviour and result in shorter execution times. Also, human-human demonstra-
tions result in a more compliant (human-like) behaviour. In general, controlling the robot using
WRF models during the assembly task require less effort in comparison with RF models. Also,
the WRF models have a better performance during fine motions compared with RF models,
which results in lower interaction forces during gross motions, as shown in the co-manipulation
example Figure 6.24.
In order to compare the performance of the fitted models with human performance, two human
operators were asked to move a shared object in three separate straight lines along X, Y and
Z directions. Then, a human operator was asked to perform the same task with the robot col-
laboratively based on RF models and WRF. The generated trajectories were compared with the
reference trajectories, which are the straight lines in the X, Y and Z directions. Furthermore,
the actual trajectories were compared with the shortest line between point A and the endpoint
of the actual trajectory B′ to show how close the actual trajectory is to the optimal one. Figure
6.27 depicts human-human movements along theX , Y and Z axes, with respect to the reference
trajectories (the straight line in the 2−D plain) and the shortest line between A and B′ points.
As expected, the human trajectories are not optimal. This is due to visual perception limitations
and human anatomy restrictions, especially at boundary singularities5.
Figure 6.28 illustrates the co-manipulation trajectories in the X, Y and Z directions based on
the models learned from human-human demonstration. It can be noticed that trajectories gen-
erated based on the RF models (Figure 6.28 (A) − (C)) fluctuated around the straight line.
However, the WRF trajectories are much smoother as shown in Figure 6.28 (D) − (F ). The
co-manipulation trajectories in the X, Y and Z directions based on the models learned from
human-robot demonstration is shown in Figure 6.29. It can be remarked that trajectories created
based on the RF models (Figure 6.28 (A) − (C)) are smoother than the trajectories generated
5Boundary Singularities (workspace singularities) are a typical type of singularity that usually occur by a full
extension of a joint and when the target position is out of the manipulator’s reach.
CHAPTER 6. LEARNING HRC THROUGH FORCE/TORQUE 130
based on RF models trained on human-human demonstration. This also can be explained by
the stiffness of the human body. Moreover, the WRF trajectories based on the human-robot
demonstration are similar to the trajectories generated based on the RF models (human-robot)
as shown in Figure 6.29 (D)− (F ).
This lower RMSE indicates that WRF models based on the human-robot demonstration can
enhance the human accuracy and optimise by achieving lower RMSE with respect to the refer-
ence trajectory and following a shorter path between two points. Figure 6.30 shows the NRMSE
values for the reproduced X, Y and Z trajectories using WRF and RF models based on both
demonstration methods with respect to the reference trajectory. The resulting WRF models
based on the human-robot demonstration achieved the minimum error of (0.05, 0.06, 0.06)
alongX, Y andZ axes, respectively. While the human trajectories RMSE’s are (0.12, 0.17, 0.24)
along X, Y and Z axes, respectively. In general, the trajectories reproduced using models fitted
on the human-robot demonstration have lower RMSE values in comparison with trajectories
reproduced using models fitted on the human-human demonstrations. The same observation
can be made regarding the optimal trajectories. Figure 6.31 presents the NRMSE values for the
aforementioned trajectories with respect to the shortest trajectory between the trajectories’ start
and end points.
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Figure 6.27: Human movements in X, Y and Z directions in the 3D space, B point is end point of the reference trajectory and B′ is the final point of the actual
trajectory.
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Figure 6.28: Human-robot performing a straight trajectory in X, Y and Z directions based on models trained on the human-human demo: (A)-(C): human-robot
trajectory under RF models control. Also, (D)-(F): human-robot trajectory under WRF models control.
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Figure 6.29: Human-robot performing a straight trajectory in X, Y and Z directions based on models trained on the human-robot demo: (A)-(C): human-robot
trajectory under RF models control. Also, (D)-(F): human-robot trajectory under WRF models control.
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Figure 6.30: RMSE with respect to the parallel line between trajectory start and end points in 2D plane,
where HH_rf is RF on the human-human demonstration, HH_wrf is WRF on the human-human demon-
stration, HR_rf is RF on the human-robot demonstration, HR_wrf is WRF on the human-robot demon-
stration and H_traj is the trajectory generated by two humans moving an object in Y direction.
Figure 6.31: RMSE with respect to the shortest line between trajectory start and end points and line in
XY plane, where HH_rf is RF on the human-human demonstration, HH_wrf is WRF on the human-
human demonstration, HR_rf is RF on the human-robot demonstration, HR_wrf is WRF on the human-
robot demonstration and H_traj is the trajectory generated by two humans moving an object in Y direc-
tion.
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6.6 Conclusion
In this chapter, a WRF was proposed to teach an industrial robot to capture a co-manipulation
skill and reproduce it in the LfD framework. Two demonstration methods (human-human and
human-robot) were used to identify the best demonstration for such an application. In other
words, this has been conducted to reveal how the human skill can be captured in the LfD frame-
work. In this context, the dynamics of the task were successfully captured, reproduced and gen-
eralised using the proposed approach. Unlike Chapter 4 and Chapter 5, this chapter provides
a complete solution for the LfD that includes encoding skills, reproducing skills and finally
generalising the skill in a new scenario.
The fundamental principle of the proposed WRF can be defined as an extension to the RF en-
semble learning approach, in which trees in the RF were weighted based on their performance,
to improve the generalisation of the ensemble method using a stochastic weighting mecha-
nism. These models were evaluated using three different methods, which are unseen dataset
(separate demonstration was used for evaluation), co-manipulation and co-assembly tasks. The
co-manipulation task aims to validate the fitted models’ competence in reproducing the demon-
strated skill. On the other hand, the objective of the co-assembly task is to validate the gen-
eralisation capabilities of the proposed approach. The results show that the robot was able to
perform the task collaboratively with different human operators. In general, the WRF mod-
els show a better performance in comparison RF models. From an application point of view,
machine learning models fitted on the human-human demonstration have a faster response in
comparison with models fitted on the human-robot demonstration for the co-manipulation tasks.
On the other hand, machine learning models fitted on the human-robot demonstrations result in
a lower interaction force and smoother trajectory, which is more suitable for fine motion. This
chapter shows that the ensemble machine learning model can be used for HRC application.
Moreover, ensemble machine learning models can be improved by weighting the local model
based on their performance.
The co-manipulation task shows that humans trajectories are not necessarily the optimal one, as
is. Accordingly, the data-driven models fitted based on the human-human demonstration is also
not optimal. However, the models fitted using human-robot demonstration shows better perfor-
mance (sub-optimal). This highlights the importance of refining data-driven models fitted on
the human demonstration incrementally after deploying them on robots. In other words, batch
learning can be used to capture the elementary behaviour from human-human demonstration
(off-line).
In the co-assembly task, the F/T input from the human operator is the most significant input dur-
ing the assembly operation. Hence, any disturbances on these features during the co-assembly
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and co-manipulation can obstruct the reproduced trajectory. Thus, the assembly parts were de-
signed with loose clearance to weaken these disturbances during the co-assembly task. This
limitation can be addressed using an external source of information to distinguish between F/T
inputs coming from the operator from the one generated by the process itself.
In this chapter, the primary focus was on collaborative task. However, some repetitive and
tedious tasks can be entirely performed by the robot once the skill is captured. Therefore, in
the next chapter a learning artificial potential field approach will be introduced and utilised in
the LfD framework to capture PiH assembly and autonomously reproduce the skill based on the
learning approach.
Chapter 7
Robot Learning Peg-in-Hole (PiH) based
on Human Demonstration
7.1 Introduction
Robotised automation has been applied in manufacturing systems for many years, and is gaining
an increasing importance in many applications; such as assembly, welding and stacking. In
assembly applications, Peg-in-Hole (PiH) insertion is a typical assembly task. However, it is
not easy for robots to execute. Due to the fact that even a slight error in the position/orientation
will result in a large contact force that might cause hardware damage, and consequently, causing
the failure of the assembly process [164].
Robotised PiH automation has been addressed in two different approaches: passive and active
methods. In the passive approaches, the robot end effector will be attached to a mechanical
device called Remote Center Compliance (RCC) [184], which is located between robot end
effector and gripper. The compliance in RCC allows the robot to manipulate the peg during
the insertion while reducing friction and resistance forces. Nevertheless, the passive approach
is a case-based approach, and cannot perform precision insertion [185]. Therefore, active com-
pliance approaches that correct assembly errors through sensor feedback (closed-loop control)
were introduced. The general idea of the active compliance approach is to model the PiH prob-
lem mathematically, and then design a suitable controller that minimises error (e.g. contact
force) [186]. Some researchers suggested the use of compliant controllers with compliance
parameters adjusted to mimic human behaviour during PiH insertion [187]. However, model-
based approaches are not practical due to unmodelled dynamics, nonlinearity and inability to
cope with geometrical variations. Also, model parameters and controller gains have to be metic-
ulously identified on a case by case basis, which is a demanding process.
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On the other hand, human beings can rapidly accomplish the insertion task manually with much
less effort in comparison to the effort required to program the robot to perform the same assem-
bly task. Therefore, many researchers have proposed to model the human skill, then transfer the
modelled skill to a robot. Hence, the Robot LfD method [188] has been recently developed. The
central hypothesis that will be investigated in this chapter is whether learning Artificial Potential
Field (APF) parameters based on a human demonstration of an assembly task can capture the
human assembly skill with the presence of geometrical part variation. The expected outcome
that such a system can reduce the required programming effort as human adaptivity is captured
in the learned APF. Also, such a method requires minimum pre-knowledge about the task which
directly reduces the pre-engineering effort when changes are needed for the industrial platforms.
This hypothesis will be validated analytically by comparing human generated trajectories dur-
ing the assembly process with trajectories generated based on the proposed approach. The
difference between human-generated trajectory and learned trajectories can be concretely mea-
sured using RMSE and NRMSE. Both RMSE and NRMSE express average model prediction
accuracy and both increases with the variance of the frequency error distribution. The NRMSE
is specifically useful when comparing models trained on different datasets, while RMSE is used
to compare models trained on a similar dataset. Next, models with the best performance based
on RMSE and NRMSE will be experimentally validated, where an industrial robot will perform
an assembly task with the presence of parts geometrical variations. In this case, the assembly
execution time and success rate were used to evaluate the proposed method.
In Chapter 6, the robot has learned how to perform a co-manipulation task with a human based
on F/T cues. In that chapter, a human operator demonstrated the task and WRF was used to
encode the task that is reproduced during the collaborative execution task. The introduced
approach was validated using co-manipulation and co-assembly scenarios. However, most of
the manipulation and assembly tasks are repetitive, and it is desired to have a robot that can
autonomously perform these repetitive tasks. Also, the co-assembly task was completed under
the assumption that assembled parts have minimal interaction with each other. However, this
is not the case in the real assembly problem. In this chapter,on the other hand, a complete
framework for robot PiH learning is introduced, which includes no-contact and contact phases.
Unlike other works that exploit mathematical modelling to design the high-level control policy,
this chapter considers control policies that inferred directly from human demonstration data.
The novelty in this work is that the proposed approach captures the human assembly skills
by directly modeling the human variable stiffness during the PiH insertion (while parts are
in contact). It is believed that these demonstrations encode the human skill underlying the
assembly task. Conceptually, this work is based on [189], where the APF method was adopted
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to mimic human skill in navigation tasks (manipulation).
This chapter is organised as follows: firstly, the PiH insertion problem is defined as an LfD prob-
lem in Section 7.2. Second, Section 7.3 presents the proposed approach to learn PiH insertion
in no-contact (manipulation) and contact (assembly/insertion). In the fourth part, the hardware
set-up and the demonstration of the human skill behind peg-hole-insertion are introduced. Af-
ter that, results and discussion are presented in Section 7.5. Finally, Section 7.6 concludes this
chapter.
7.2 Problem Definition
The process of PiH insertion can be broken down into 3 main phases as shown in Figure 7.1
Steps (1-2) Approaching Phase: Manipulate the peg towards the hole, until the end of the peg
comes into contact with the hole’s rim (first contact point). Steps (3-4) Orientation correction
phase: Align the peg axis with the hole axis, by rotating the peg around the contact point
(between the peg and the rim of the hole). Finally, step (5) Insertion Phase: As the angle
between the hole and peg axes is being corrected, force must be applied to perform successful
insertion.
1 2
3 4
5
Figure 7.1: Manipulation problem in industrial robot context.
In this chapter, a human operator demonstrated all the aforementioned phases. Thus the cap-
tured skill involves two main skills that have different sensory requirements. The first skill is
manipulation under no-contact (gross motion). This skill requires positional and geometrical
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information under no-contact with the surrounding environment. This information can be col-
lected through visual perception/tracking systems. The second skill is the contact-based manip-
ulation that includes physical interaction with the environment during the manipulation. Such
skills require haptic and force information as visual data are limited in such scenarios. There-
fore, the problem of PiH can be split into two main sub-problems; which are the approaching
phase (no-contact) and the PiH insertion phase (contact).
The first sub-problem to be considered is related to handling the peg from a starting point A
(any point the robot workspace) to point B (first contact point between the peg and the hole).
This involves obstacle avoidance at the point Oi. In this chapter we formally define these points
as shown in Equation (7.1). As humans can rapidly plan trajectories in the presence of obstacles
and manipulate objects using their dexterity, it is desirable to capture human trajectory planning
skills while avoiding obstacles in the workspace.
A = {XA, YA, ZA}
B = {XB, YB, ZB}
Oi = {XOi , YOi , ZOi}
(7.1)
Where, i is the ith obstacle in the workspace. Figure 7.2 depicts the manipulation problem in
2D, where η∗ is the expert trajectory between points A and B. Given A, B, Oi and η∗, the
trajectory planning problem can be defined as defining a function Ψ(−) that can generate a
trajectories η[n] with n number of points.
B
A
Industrial
robot
Obstacle
*
Figure 7.2: Manipulation problem in industrial robot context.
The second sub-problem has an essential difference as the manipulated object is in direct con-
tact with the surrounding environment as shown in step 2 in Figure 7.1. Due to human dexterity
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and compliance behaviour, this sub-problem will be described in analogy to the human hand
model. Figure 7.3 shows a human hand (left) and a simplified model of the human hand. In
this chapter, a streamlined hand model was developed and employed, such that the social com-
pliance is captured based on translational and rotational springs with Kl and Kθ compliance
factors respectively. As both the human hand and PiH problem are non-linear systems, it is
desirable to assume that the springs here are non-linear springs as well.
Kl
K0
(A) Human hand (B) Simplified human-hand model
Figure 7.3: PiH insertion problem human hand modelling.
This compliance characteristic allows the human to perform an insertion trajectory while re-
acting to the generalised contact forces (forces and torques) F generated due to the insertion
process. The goal of the insertion process is to have the peg fully inserted and the peg and hole
axes aligned by manoeuvring parts while exerting the required forces without causing damage.
Mathematically this can be described as shown in Equation (7.2).
∆l = li − lH = 0
∆Θ = ]Apeg Ahole = 0
(7.2)
Where li is the insertion depth, lH is the hole depth, ∆Θ is angle between the peg axis Apeg
and the hole axis Ahole . Therefore, the second sub-problem can be described as the determina-
tion of function Ψ(Kl, Kθ, F ), which is a function of compliance factors and generalised forces.
This function Ψ(Kl, Kθ, F ) generates trajectory η[n] that guarantees the full insertion of the peg
while reacting to the generalised insertion force with human-like compliance. The motivation
behind having human-like compliance is that it protects hardware and it is believed that such
behaviour can be generalised to perform a variety of insertions tasks. Hence, capturing such
behaviour based on LfD will reduce the reprogramming cost for new products. It is noticeable
here that this two sub-problems are different as the first one have no physical contact between
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the manipulated parts and the surrounding environment, while the second one involves direct
physical contact between the assembled parts. Humans intuitively and smoothly address both
sub-problems using vision and haptic perceptions. Similarly, it is desirable that the robot can
overcome this issue in a human-like behaviour. The proposed approach addresses the two sub-
problems described in this dexterity by rapidly and smoothly handling assembled parts without
causing damage. Also, each sub-problem can be addressed as a separate trajectory planning
problem that can be simply combined using the superposition concept to give the overall solu-
tion, which will be explained in Section 7.3.
7.3 Learning Artificial Potential Field (APF) of PiH
The APF is a trajectory planning approach for manipulators and mobile robots, where a robot
reacts with a virtual potential force based on its position within the APF, in order to avoid collid-
ing with obstacles and objects within the workspace while manoeuvring through the workspace
until it reaches the goal position/configuration [190]. The potential field was firstly introduced
by Osama Khatib in 1985 as a robot path planning technique [191].
Definition 7.1. "Artificial Potential Field: Is a differentiable real-value function Ψ : Rm → R
where the value of the function can be viewed as energy, and hence the gradient of the potential
result in virtual force [192]".
Form Definition 7.1 it can be derived that the gradient of APF function is a set of virtual force
vectors generated around objects and robots’ targets in the workspace, where a robot within the
APF will react with this virtual vector field. Consequently, the robot must interact with APF
information in order to avoid collisions and reach its target. In Section 7.2, the PiH insertion
problem was split into two sub-problems based on the contact state. In this section, an algorithm
is proposed to learn APF that address both PiH sub-problems. As the first PiH sub-problem
does not associate force, the force used to APF relies on virtual forces as proposed in [191].
However, the APF parameters are estimated based on the human demonstration as shown in
Subsection 7.3.2. In the second sub-problem, the forces are real values measured using 6 axis
force/torque sensor during the human demonstration. As human and PiH problem is non-linear,
the proposed approach captured these non-linearities by assuming that the APF is non-linear
and its coefficients are functions of generalised forces as presented in Subsection 7.3.2.
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7.3.1 APF under No-contact Conditions
The goal of the proposed algorithm is to learn an APF that captures the elementary character-
istics of an expert’s approach to path planning (with no-contact). In this context, the APF in
Definition 7.1 can be mathematically described as shown in Equations (7.3) and (7.4).
Ψtotal = Ψg + ΨOi (7.3)
Where Ψtotal is the resultant APF, Ψg is the goal APF and ΨOi the i
th obstacle APF.
5Ψ =

∂Ψ
∂η[0]
...
∂Ψ
∂η[n]
...
∂Ψ
∂η[N ]

(7.4)
Where η[n] is the nth point in the generated trajectory based on the APF, and η[i] ∈ R3. Based
on Definition 7.1, the artificial potential field can be then calculated as shown in Equation (7.5)
.
F (η[n]) = −5Ψ(η[n])
= Fatt(η[n]) + Frep(η[n])
= −5Ψg(η[n])−5Ψi(η[n])
(7.5)
The trajectory η[n] that is generated by the APF Ψ using Newton’s difference quotient as shown
in Equation (7.6).Where Ts is the sampling time.
η[n+ 1]− η[n]
Ts
= −5Ψtotal(η[n]) (7.6)
The main goal of the proposed approach is to capture the human’s trajectory planning skill
using an optimal APF (
?
Ψ), by adjusting its parameters according to the human demonstration.
This is needed, as the cost function evaluates the difference between human trajectory η∗[n] and
the trajectory generated using APF η[n], as shown in Equation (7.7). It is essential to highlight
that human trajectories might not optimal. However, they implicitly encode some desirable
attributes for the assembly process such as smoothness and compliance. Using the proposed
approach, it is believed that these attributes can be inferred. Also, the problem of maintaining
the quality and improving leaned skills (incremental learning) is out of the scope of this research
work.
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J(η∗,Ψ) =
N∑
n=1
‖η[n]− η∗[n]‖22 (7.7)
Where N is is the number of points in the generated trajectory. To estimate the optimal
?
Ψ a
directional derivative of J(η∗,
?
Ψ) must be calculated as in Equation (7.8), assuming that
?
Ψ
4
=
Ψ +  U .
dJ(η∗,
?
Ψ) = lim
→ 0
J(η∗,
?
Ψ)− J(η∗,Ψ)

(7.8)
Using this derivative, the vector U defines the magnitude and direction that updates the existing
potential field Ψ to minimise the cost function J . In this context,  can be defined as learning
step-size. The correspondent trajectory to the update APF
?
Ψ can be defined as η˜ as shown
in Equation (7.10), under given initial conditions shown in Equation (7.9) and using Equation
(7.6).
η˜[0] = A
η˜[N ] = B
(7.9)
η˜[n+ 1] = η˜[n]−5(Ψtotal(η˜[n]) +  U(η˜[n])).Ts (7.10)
The difference between the current trajectory η[n] and the updated trajectory can be defined as
illustrated in Equation (7.11).
∆[n] = η˜[n]− η[n] (7.11)
Where ∆ is the difference between the generated trajectories and ∆ ∈ RM×3. Using Equations
(7.6) and (7.10), Equation (7.10) can be rewritten as shown in Equation (7.12).
∆[n+ 1] = ∆[n]− Ts5Ψ(η[n] + ∆[n])− Ts5Ψ(η[n])−  Ts5U(η[n] + ∆[n]) (7.12)
Using Taylor series around η[n] and approximation term o() of the gradients in Equation (7.12)
can be expanded as shown in Equation (7.13).
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∆[0] = 0
∆[1] = −Ts5 U(η[0])
∆[2] = −Ts5 U(η[1])− (I − TsHΨ(η[1]))  Ts 5 U(η[1])
...
...
...
∆[N ] = −Ts5 U(η[N − 1])− (I − TsHΨ(η[N − 2]))  Ts 5 U(η[N − 2])
− (I − TsHΨ(η[N − 2]))  Ts 5 U(η[N − 2])− . . .− (I − TsHΨ(η[2]))  Ts 5 U(η[2])
(7.13)
Equation (7.13) can be rewritten in matrix form as shown in Equation (7.14).
∆ = −TsA5 U + o() (7.14)
Where A is a matrix that is defined in Equation (7.15).

0 0 0 . . . 0 0
I 0 0 . . . 0 0
(I − TsHΨ(η[1])) I 0 . . . ... ...
...
... . . . . . .
...
...∏N−1
i=1 (I − TsHΨ(η[i]))
∏N−1
i=2 (I − TsHΨ(η[i])) . . . . . . I 0

(7.15)
Based on the matrix form in Equation (7.14), the optimal potential field that can generate a
trajectory similar to the human trajectory can be determined by solving Equation (7.8) as shown
in Appendix B, the derivative of the cost function is shown in Equation (7.16).
dJ(η∗,Ψ, F ) = −2Ts(η − η∗)TA5U (7.16)
The optimal potential field Ψ∗ must fulfill this condition −2Ts(η − η∗)TA5U < 0, this means
that the potential field update function U must guarantee a position update that reduces the
current potential energy until reaching the desired goal. The search space for U, without any
constraints, would be an infinite dimensional and intractable problem. However, as the potential
function Ψ is a sum of obstacle and goal potential functions that are specified by a finite number
of parameters, U can be constrained to a set of functions that represent adjustments in those
finite parameters. Moreover, U can be estimated using linear algebra. For the rest of this
discussion, the update potential functions assumed to be linear. As the gradient of U is assumed
to be worked out by a linear combination of the changes in the potential function parameters, it
can be represented as shown in Equation (7.17).
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5U = B∂p (7.17)
Where ∂p, p are the corresponding changes in the parameters p, both in the form of a vectors.
B is the linear coefficients that maps between ∂p and the gradient of U. After that, the updated
law can be defined as shown in Equation (7.18) to guarantee a negative cost differential.
pj+1 = pj + .∂pj (7.18)
Where j is the learning algorithm’s iteration index, and  is the iteration step size. Now, the
problem of learning an artificial potential field can be described as the determination of the
optimal parameters and it can be rewritten as shown in Equation (7.19).
∂p = C†(η − η∗), C 4= AB (7.19)
Where C† is the pseudo-inverse of C. Based on this description, learning artificial potential
field problem can be addressed using a standard gradient descent algorithm. Accordingly, the
algorithm shown in Algorithm 7.3.1 can be used to learn APF. It is important to highlight that
the convergence criteria of this algorithm can be the maximum number of iteration or once the
cost function J(−) reaches a pre-defined threshold Th as shown in line 3 in Algorithm 7.3.1.
This algorithm is a gradient descent algorithm with adaptive step size, as the step size  is
modified at each iteration either with multiplying it by µ or λ.
7.3.2 APF Under Contact Conditions
The previous section describes how to learn APF under no-contact, where constraints are im-
posed due to an obstacle’s existence in the workspace. However, once parts are in contact with
each other, another strategy is needed to perform the assembly task. Accordingly, a different
learning approach is proposed to learn human PiH insertion skills under contact conditions.
Figure 7.4 depicts the PiH insertion, in which human compliance is represented as a non-linear
spring, where a Kθ and Kl are non-linear stiffness coefficients. The non-linearity source is the
transition between different muscles’ stiffness level according to the contact context. In this
context, APF under contact can be modelled as a trajectory result due to non-linear attraction
force result from virtual non-linear springs attached to the assembly parts, as shown in Figure
7.4.
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Algorithm 7.3.1 Learn APF parmeters
1: Input: Ψi(p) ≡ initial APF,  ≡ initial learning rate and Th ≡ Threshold
2: Cost = J(η∗,Ψ(p))
3: while Cost > Th do :
4: Calculate A from Equation (7.15).
5: Calculate B from Equation (7.17).
6: ∂p = (AB)†(η − η∗)
7: ∂p = p+ ∂p
8: if J(η∗,Ψ(p)) < Cost then
9:  = µ, µ > 1
10: else
11:  = λ, λ < 1
12: end if
13: Cost = J(η∗,Ψ(p))
14: end while
Kl
K0
Zh 0
l
YhXh
Figure 7.4: Assembly problem under contact condition, where {Oh} := {Xh, Yh, Zh} is the hole coor-
dinate system, l is the peg height along Zh axis.
A non-linear spring has a non-linear mapping between force and displacement (i.e. insertion
depth and angular insertion). In this context, the PiH insertion problem can be considered
a 2D mathematical problem that corresponds to the insertion depth l and insertion angle θ.
Mathematically, rotational and translational non-liner springs can be described as shown in
Equation (7.20) and Equation (7.21).
Fspring = al ∆l
el(F,l) (7.20)
Tspring = ar ∆θ
er(F,θ) (7.21)
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Where Fspring and Tspring are the spring potential force and torque. ∆l and ∆θ are the trans-
lational and angular displacements, respectively. Kl ∼ el(F, l) and Kθ ∼ er(F, θ) are the
variable translational and rotational power spring coefficients, which are functions of the gen-
eralised force and a position variable; such as the insertion depth or the insertion angle. The
reason behind this is the fact that the human interacts with the contact forces by varying his/her
muscles stiffness, which is captured through the variable power of the non-linear spring. Fur-
ther to that, the potential energy can be described as shown in Equation (7.22) which is derived
in Appendix C.
Ψε =
1
a(P + 1)
F 2η1−P (7.22)
Where Ψε is the APF function, P and a are the power spring coefficients, and η is the displace-
ments.
Accordingly, the gradient (5Ψ ) of Equation (7.22) can be estimated as shown in Equation
(7.23), which is employed to work out the robot trajectory based on Equation (7.6). It is worth
to highlight here that the main difference between the learning trajectory with no-contact and
the trajectory with contact is that in the first case it is assumed that the trajectory is generated as
the result of virtual force, while in the latter case it is assumed that the trajectory is generated
due to virtual springs that react adaptively with the real generalised force (measured) F .
5Ψε = 1− p(F,X)
a(P (F,−) + 1)Fη
−P (F,−) +
2P (F,−)
P (F,−) + 1F (7.23)
where P (F,−) is a function of the generalised force and some geometrical variables that specify
the power of the non-linear spring. Hence, this function determines the non-linear stiffness of
the virtual spring. On these bases, the human PiH insertion skill can be simplified as learning
human variable stiffness during the insertion process.
The PiH insertion involves two main variables which are the insertion depth l and insertion
angle θ as shown in Figure 7.4. Using the superposition concept, the APF can be represented as
shown in Equation (7.24).
5Ψl
5Ψθ
 =
 1−P (F,θ)a(P (F,θ)+1) l−P (F,θ) + 2P (F,X)P (F,θ)+1 0
0 1−P (F,l)
a(P (F,l)+1)
θ−P (F,l) + 2P (F,l)
P (F,l)+1
 .
 Fh
TXh,Yh

(7.24)
Where Fh is the force in the hole axis direction and TXh,Yh is the resultant torque with respect
to Xh, Yh axes as shown in Figure 7.4. In this context, the learning problem is to capture
the mapping between P (F, [l, θ] → P (−)), the generalised force F and the PiH insertion
variables [l, θ]. This definition introduced here is suitable for symmetrical insertion parts such
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as cylindrical peg and hole. However, it can be extended for more complicated shapes like for
example asymmetrical assembly parts.
Several machine learning approaches can be used to learn this mapping, such as boosted trees,
RF and WRF which was described in Chapter 6. Once the stiffness function is learned, it can
be used to determine the APF for various PiH problems. In the next section, the experimental
setup and human demonstration are presented. In analogy to Definition 7.1, the total goal APF
Ψgtotal determined using a superposition concept as in Definition 7.2.
Definition 7.2. Total Artificial Potential Field: Summation of all individual Ψi generated by
the virtual non-linear spring i. Such that, Ψgtotal =
∑
i=0Nψi, where N is the number of the
virtual non-linear springs [192].
Definition 7.2 is a special case of Definition 7.1 introduced in Section 7.3. This definition grants
learning each non-linear spring mapping separately, using machine learning algorithms. In this
chapter, 4 different machine learning algorithms will be utilised to learn these mappings, then
the performance of fitted data-driven models based on these algorithms will be compared and
evaluated. The machine learning algorithms are Boosted Trees Regression (BTR), Random
Forests (RF), Weighted Random Forests (WRF) and Linear Regression (LR).
The validation of the proposed approach will be performed using a testing error from unseen
human trials, where the outputs from the fitted models were compared with the actual output.
Then, these models can be evaluated based on Root Mean Square Error (RMSE). Furthermore,
to test how robust fitted models against geometrical variation, unseen human trials with different
parts’ geometries were used. Then, the model with the best performance was employed to
perform the actual PiH insertion utilising the robot while monitoring its trajectories.
7.4 Experimental Setup and Data Collection
In Chapter 3, Section 3.3 a brief introduction on the experimental setup was introduced. In this
chapter, the assembly parts and the force/torque sensor shown in Figure 3.3 was attached to
the robot end-effector as shown in Figure 7.5. This setup includes a six-axis F/T sensor, a part
with a hole that has a diameter Φ of 16.20mm, a Motoman SDA10D dual-arm robot, 8 VICON
V5 cameras tracking system, one PC workstation and four different mating parts ( Peg 1 with
15.90mm diameter, Peg 2 with 15.82mm diameter, Peg 3 with 15.85mm diameter and Peg 4
with 15.94mm diameter). The PC workstation runs Ubuntu with ROS. The overall setup was
used to first capture human assembly skills under part geometry variation. The F/T data have
been recorded while the human operators performed the assembly task, while robot servo drives
were switched off to reduce vibrations.
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A total number of 48 demonstrations were carried out by two humans with 12 trials per peg, to
capture human skills with the presence of variations. Hence, different peg sizes were used to
create different clearances between the hole’s wall and the pegs’ surfaces as depicted in Figure
7.6. The clearances of the used pegs is shown in Table 7.1. In no-contact stage, the tracking
system was used to capture human trajectories. Then, once the first contacts occur, force/torque
data will be recorded. In both fine and gross motion, trajectories were recorded synchronised
during the personal demonstration.
Table 7.1: Robot reproduced PiH insertion trials success rate.
Peg Clearance (mm)
Peg 1 0.150
Peg 2 0.180
Peg 3 0.175
Peg 4 0.130
VICON markers
Peg
Force/Torque
 sensor
Hole
Figure 7.5: The experiment setup during PiH insertion.
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D
d
         Clearance =|D-d|
Figure 7.6: Clearance between peg’s surface and hole’s wall.
The human demonstration of the PiH insertion was conducted by performing the PiH insertion
in the VICON workspace while the hole and F/T sensor are attached to the robot second arm
(static posture). A human holds the peg and performs manoeuvres to avoid obstacles in the
workspace until the peg contacts the rim of the hole. After that, the peg is inserted into the hole.
The collected data include the Cartesian position of the top side of the peg (FHead); as shown
in Figure 7.5, F/T data, the angle between the hole and the peg axes θ (Figure 7.4), and the tip
Cartesian position. Figure 7.7 shows the required transformation on the VICON data to get the
tip position in the VICON coordinates; as shown in Equation (7.25).
FVICON
Ftip
FHead
Figure 7.7: Transformation from head to tip coordinates.

Xt
Yt
Zt
1
 = THeadT ip .

Xh
Yh
Zh
1
 (7.25)
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Human demonstrations provide the simple cues to replicate the insertion skills, with the pres-
ence of geometrical variations, using the robot. The geometrical variations captured in the
collected data as the PiH insertion process was demonstrated using different pegs diameters.
Figure 7.8 illustrates the control block diagram of the robot with the learned APFs. The block
diagram shows a hybrid control scheme that combines position and force control, where the
force control based on the learned APF was activated once the robot interacts with the sur-
rounding environment. On the other hand, the motion control based on the learned no-contact
APF was activated in case of no interaction forces.
Position 
Control
3D 
mapping
APF: 
Interaction 
control
Manipulator 
Dynamics
APF: 
Motion control
2D 
mapping
Force control: PiH contact stage 
Position control: PiH no 
contact stage 
F
X
X
X
Figure 7.8: Control block diagram of the robot and the learned APF.
The 2D mapping block in this block diagram transfers the Cartesian configuration of the peg into
two variables η := [l, θ]. Figure 7.9 shows the required transformations from the peg frame into
the hole frame, then into η variables. The transformation between collided coordinate systems
can be determined as a sequence of rotations by α around Z, then by β around Y and finally
by γ around X as shown in Figure 7.9 C. Next, the overall rotation matrix can be calculated as
shown in Equation (7.26), further details can be found in [35].
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(A) Hole and peg frames (B) Simplified PiH frames
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(C) Simplified PiH frames (D) PiH insertion variables
Figure 7.9: PiH frames: (A) PiH frame after first contact occurs, the orientation hole frame {Oh} is
aligned with the world coordinate system, (B) Translation of hole frame into the peg frame origin, the
resulting frame is
{
O′h := X
′
h, Y
′
h, Z
′
h
}
, (C) Translation of hole frame into the PiH frames origins into
the VICON object centre, and (D) the insertion variables with respect to the hole transformed frame.
Rph =

CfαCfβ CfαSfβSfγ − SfαCγ CfαSβCγ + SαSγ
SfαCfβ SfαSfβSfγ + CfαCfγ SfαSfβCfγ − CfαSfγ
−Sfβ CfβSfγ CfβCfγ
 (7.26)
Where Sf is the sin(-) function, Cf is the cos(-) function and α, β, γ are rotation angles with
respect to Z, Y, X axes, respectively. Accordingly, the PiH insertion variables can be worked
out using Equations (7.27) and (7.28), depicting the transformation from the world coordinate
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system into the PiH insertion variables, see Figure 7.9 (C). In the transformation from 3D into
2D, the peg tip position (Xt, Yt, Zt) from the VICON system and hole depth lh are known.
θ = cos−1(
Zt
lh
) (7.27)
li = lh − l′
= lh − hcos(θ)
(7.28)
The output from the learned model is a new position in the 2D space (ηnew = [linew , θnew]). To
update the robot position with the new PiH insertion variables, this new η variable must trans-
formed back into the 3D robot coordinate system ηnew = [linew , θnew]→ P htip = {Xt, Yt, Zt}new.
Equation (7.29) presents the calculation of the new tip position. Also, Equation (7.30) describes
how to obtain hnew.
P htip = R
p
h[0, 0, −l
′
new = lh − linew ]T
= Rhp
T
[0, 0, −l′new]T
= l
′
new[Sβ, −CβSγ, −CβCγ]T
(7.29)
hnew = −l′newCθnew = −l
′
newCβCγnew (7.30)
Equations (7.29) and (7.30) are two equations with three unknowns. Hence, we must make fur-
ther assumptions about this. The new tip position P htip depends on γ, β and l
′
new. However, the
learned model aims to align the peg and the hole (Equation (7.2)) regardless to the rotation an-
gles γ and β. Then, β can be assumed to be constant, while γ is varying until full PiH insertion.
Consequently, the updated rotation angle γnew can be determined as shown in Equation (7.31).
Then, the new tip position can be sent to the robot controller to execute the updated position
until full insertion.
γnew = cos−1(
Cθnew
Cβ
) (7.31)
7.5 Results and Discussions
The proposed approaches based on no-contact and contact condition were tested using unseen
data; by doing this, the quality of the resultant models and the generalisation capabilities of the
proposed approach can be validated. The best learned models were also examined on the real
setup by performing robotised PiH insertion. This section elaborates more about these results.
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7.5.1 No-contact APF
The primary goal of this part of the proposed approach is to show that the APF can be learned
based on a human demonstration. Further analysis can be conducted to study the overfitting and
learning rates. However, the focus in this thesis is on the contact state, which will be presented
in the next section.
In this section, learning APF parameters from a human-generated trajectory was considered.
To this end, the human operator was provided with a peg in a random initial point A in the
robot workspace. For this section, only gross motions (without contact) were considered in
which the goal point is defined to be the rim of the hole. Further, one obstacle positioned
at ([0.15, 0.0, −0.01] m) in the workspace, was to be avoided during the manipulation. The
reproduced trajectory based on the learned APF on a demonstration trajectory using λ = 0.9,
µ = 1.05 and  = 0.08 is given in Figure 7.10 (b). Clearly, the resulting trajectory is smoother
in comparison with a human trajectory. This is because a human trajectory does not necessarily
represent the optimal path.
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(a) Ten human demonstrations starting from arbitrary points.
A
B
(b) Reproduced trajectory based on learned APF.
Figure 7.10: (a) Ten human demonstrations for the gross motion from arbitrary points in the workspace
to the rim of the hole. (b) The reproduced trajectory based on the learned APF for a new scenario with
the presence of obstacle (black rectangle).
A critical advantage of this approach is the fast convergence, in which the APF can be learned in
only a few iterations (algorithm in Table 7.3.1) as shown in Figure 7.11 and Figure 7.12. Figure
7.12 implies that the trajectory generated from the learned APF change is initially significant
in minimising the error between the initial APF trajectory and human trajectory by increasing
the number of iterations. The blue line in Figure 7.11 refers to the trajectory generated based
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on the original APF (initial) before learning, where the × sign indicates the starting point. It is
noticed that the blue line steadily moves in theXY plane while slowly increasing the altitude in
Z direction. However, other trajectories (based on learned APF parameters) gradually changed
in all directions (X, Y, Z) which is analogous to the human trajectory. These results show that
trajectories generated using learned APF parameters are smoother than human trajectories and it
is encoded a human-like behaviour in comparison with trajectories generated using pre-defined
APF (initial APF). The original APF generated trajectory with 1.25m RMSE is shown in Figure
7.12. On the other hand, the RMSE dropped significantly after the first iterations by more than
25 % and reaches 0.245m.
This section provides a valuable insight to tackle the questions introduced in Chapter 3 of "what
to learn?" and, "how to generalise the data-driven model?" In which, it shows that object free
manipulation can be learned by learning APF parameters. Also, this section shows the impor-
tance of visual feedback in performing manipulation tasks.
Trial 1
Trial 2
Trial 3
Trial 4
Human trajectory
Trial 5
Figure 7.11: Learning APF form human demonstration in 5 iterations.
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Figure 7.12: Learned model convergence vs number of iterations
7.5.2 Contact-based APF
As shown in Subsection 7.3.2, APF parameters learned under contact conditions are assumed
to be non-linear spring stiffness coefficients that capture human variable stiffness during the
PiH insertion process. For this purpose, the insertion process was split into two synchronised
manoeuvres, which are insertion (Z axis direction) and rotational manoeuvres. The first move-
ments can be generated using a translational virtual non-linear spring while the rotational move-
ments can be captured using a rotational virtual non-linear spring.
The algorithms, as mentioned earlier were trained on the same features which are the gener-
alised forces F , the resultant force of XY plain and its correspondent torque TXY . For demon-
stration, PiH insertion was undertaken 12 times for each peg size (Peg 1, Peg 2, Peg 3 and Peg
4). Each machine learning model was used to identify the angular and translational stiffness
coefficients models on one peg size and tested on the other three peg sizes. In other words,
machine learning models were trained for all pegs individually and then cross-validated using
the remaining 3 pegs.
In the rotational (insertion angle) stiffness coefficient case, Figure 7.13 indicates the overall
performance for all models (trained on Peg 1, Peg2, Peg 3 and Peg 4). It is noticed that models
trained on Peg 1 have the lowest RMSE values and the most robust result against pegs’ geo-
metrical variations. Also, BTR, RF and WRF have very similar results. On the other hand,
models trained on Peg 2 and Peg 3 have the highest RMSE values. In general, models trained
on tight clearance (Peg 1 0.15 mm and Peg 4 0.13 mm) seem to have better performance in
comparison with loose clearance (Peg 2 0.18 mm and Peg 3 0.175 mm). This is because tight
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clearance dramatically restricts the insertion angle, hence generalised insertion forces, contain
crucial features that correlate with the insertion angle. Consequently, the resulting insertion
angle has minimum variation (small range) which leads to small error values.
Figure 7.13: Overall insertion angle models performance trained on different pegs.
Figure 7.14 illustrates the performance of each model (insertion angle) on the test data of the
PiH insertion. Figure 7.14 (a) shows that LR models have the worst performance while BTR,
RF and WRF have similar performance. However, the BTR model seems to have better robust-
ness against geometrical pegs variation as it has smaller STD value. In Figure 7.14 (b) it was
noticed that the LR models seem to have the best performance and robustness amongst the other
models trained on the Peg 2 insertion data. From Figure 7.14 (c), it was noticed that the WRF
and BTR models fitted on Peg 3 insertion data have similar performance and robustness and
these models outperform the RF and LR models. The performance of models trained on Peg
4 insertion data have the similar performance to Peg 1 models due to very similar clearance as
illustrated in Figure 7.14 (d). Hence, the assembly of both pegs requires excessive force and
difficult manoeuvres to perform the insertion which generate distigushable features that can be
used to learn the assembly skill. It is worth here mentioning that the RF, WRF and BTR models
trained on Peg 1 and tested on Peg 4 have better performance than all models trained and tested
on Peg 4.
In the translational (insertion depth) stiffness coefficient case, Figure 7.15 indicates the overall
performance for all models (trained on Peg 1, Peg 2, Peg 3 and Peg 4). It is noticeable that
models trained on Peg 2 have the lowest RMSE values and the most robust result against pegs’
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(a) Peg 1 model (b) Peg 2 model
(c) Peg 3 model (d) Peg 4 model
Figure 7.14: Models performance when tested on different peg geometries.
geometrical variations. Also, BTR, RF and WRF have very similar results. On the other hand,
models trained on Peg 4 have the highest RMSE values. In contradiction to the insertion angle,
the insertion depth models trained on tight clearance geometries seem to have the worst perfor-
mance in comparison with loose clearance. Since tight clearance greatly restricts the insertion
angle. Hence, generalised insertion forces contain crucial features that correlate with the inser-
tion angle. However, in the insertion case friction forces corrupted the insertion force applied
by the human, which imply that PiH insertion data with minimum frictions (> 0N ) will have
enough variation to learn the depth insertion manoeuvres as in the Peg 2 case.
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Figure 7.15: Overall insertion depth models performance trained on different pegs.
Figure 7.16 illustrates the detailed performance of each model on the test data of the PiH in-
sertion. Figure 7.16 (a) shows that the LR model have the worst performance while the BTR,
RF and WRF models have comparable performance. However, the RF has better robustness
against geometrical peg variations, because ensemble machine learning approaches are robust
against variations. In general, models fitted based on Peg 1 insertion data have the best per-
formance over all other models. In Figure 7.16 (b) it is noticed that the BTR models have the
lowest RMSE and worst robustness amongst the other models trained on the Peg 2 insertion
data, which is caused by a large difference in the force features during the insertion of different
pegs considering that Peg 2 has the largest clearance. The BTR, RF and WRF models; fitted on
Peg 3 insertion data have similar performance and robustness and these models outperform the
LR models especially on tight clearance pegs (Peg 1 0.15 mm and Peg 4 0.13 mm) as depicted
in Figure 7.16 (c). Figure 7.16 (d) shows that models trained on Peg 4 insertion data have had
the highest RMSE values amongst all other models, even though these models have the best
performance on Peg 4 test datasets. In general, this indicates that the tighter the peg,such as Peg
1 0.15 mm and Peg 4 0.13 mm, the stronger the force feature results during the insertion. Also,
RMSE gives a good indication of the best model trained on the same dataset.
To summarise, the best data that capture the insertion angle trajectories were collected with
tight clearance pegs (Peg 1 0.15 mm and Peg 4 0.13 mm). However, the best captured insertion
depth model were trained on data collected from loose clearance pegs (Peg 2 0.180 mm and Peg
3 0.175 mm). The most accurate machine learning approaches that capture insertion angle were
WRF and RF. On the other hand, the insertion depth was accurately captured using WRF.
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(a) Peg 1 model (b) Peg 2 model
(c) Peg 3 model (d) Peg 4 model
Figure 7.16: Models performance when tested on different peg geometries.
The best machine learning models for insertion angle and depth were adopted to control the
robot based on the block diagram shown in Figure 7.7. The pegs were placed randomly in
different places in the robot workspace. Then, the robot manipulated the peg until the first
contact occurs between the manipulated peg and the rim of the hole. At this point of time, the
force control based on contact force will be automatically activated. Then the robot completed
the PiH insertion based on the learned insertion angle and depth models. This process was
repeated 5 times for each peg size. The success rate of the reproduced skill for the robot trials
is shown in Table 7.2.
Table 7.2: Robot reproduced PiH insertion trials success rate.
Peg Success rate
Peg 1 100%
Peg 2 80%
Peg 3 80%
Peg 4 40%
The robot PiH insertion trial is considered successful once the peg is manipulated and fully
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inserted in the hole. It should be noticed from the table that the Peg 4 success rate is only 40 %
because there is very tight clearance. Hence, the insertion force was less than or equal to the
friction between the gripper fingers (attached to the robot end effector) and the peg surface,
which results in slippage of the peg during the insertion process. Figure 7.17 depicts the inser-
tion force of Peg 4 trials, where in the first three trials the insertion forces were not large enough
to complete the PiH insertion and did not exceed the −30 (N) level. In the third and fifth trial,
a plastic tape was added between the gripper’s fingers and the peg surface to improve the grip
force of the gripper. The depicted forces pattern were discussed in a great deal in Subsection
5.3.3 of Chapter 5. It is worth to mention here that the insertion of Peg 4 was not easy for the
human operators due to the tight clearance.
Trial 1
Trial 2
Trial 3
Trial 4
Trial 5
Figure 7.17: Peg 4 insertion forces during the robot trials.
The success rate of Peg 2 and Peg 3 trials were 80 %, which can be explained by poor force fea-
tures that can be used to control the robot during the PiH insertion. This lack of features occurs
due to the loose contact between the peg surface and the hole wall. Another important topic
that must be highlighted here is that the Motoman SDA10D repeatability is ± 0.1 mm, which
is less than the smallest clearance in the experiments (Peg 4 0.175 mm). This means that the
Motoman robot can repeatability go back to the same position with ± 0.1 mm accuracy, which
is crucial for robot’s position control strategies. However, this chapter presented a force-based
control approach that guides the robot into the same position regardless of the uncertainties
(robot gears hysteresis) and geometrical variation of the assembled parts. In other words, the
robot must react to the force input during the assembly process in such a way that it guarantees
the successful assembly of the given parts. Hence, repeatability is the right metrics to evaluate
position control but not a force-based control as the presented approach in this chapter.
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7.6 Conclusions
In this chapter, the APF approach was used to capture the human skill in performing PiH ma-
nipulation and insertion. As human manoeuvres can be categorised into gross and fine motions,
two types of APF have been developed to capture these types of motions. For gross motion,
a non-contact APF was developed in which APF parameters were selected by minimising the
error between the demonstrated human trajectory and the trajectory generated by the APF. In
the fine motion scenario, a human operator demonstrated 12 PiH insertion trials for 4 different
peg geometries. The insertion process of PiH involves the correction of angle (between the hole
axis and peg axis) and the insertion depth of the peg into the hole. Accordingly, this process
can be achieved using two separate APF; (one for the insertion depth and one for the insertion
angle). These APFs encode the human skill by assuming that the human stiffness coefficient
is defined as non-linear translational and rotational springs attached to the peg and hole in the
contact state. The goal of machine learning here is to capture these coefficients, and the final
APF is the summation of both transactional and rotational (superposition concept). To capture
these coefficients, 4 different machine learning approaches were used, which are BTR, LR, RF
and WRF.
The main remarkable findings are that the clearance of the inserted parts plays a vital role in
capturing features, in the sense that models trained on tighter clearance PiH data have shown
better performance in capturing the trajectory of the insertion angle, while models trained on
loose clearance have better performance in capturing the insertion depth. Also, it was noticed
that an APF could generate a human-like trajectory with parameters learned based on human
demonstrations in a few iterations.
Chapter 8
Conclusion and Future Work
8.1 Introduction
Several challenging issues to learn force-based skills from demonstration were addressed through-
out this thesis. Four main concerns were satisfactorily addressed, namely: (i) what to imitate
from human demonstrations?; (ii) how to learn a force-based skill?; (iii) how to generalise
the learned model robustly with variation prescience? also; (iv) how geometrical variation of
assembly parts can affect the data-driven models’ performance? This chapter illustrates the con-
clusions attained from the proposed approaches to address the research questions introduced in
Chapter 3.
8.2 What to learn?
In this thesis, the "what to learn?" challenge was addressed using feature extraction (Chapter
5), feature selection (Chapter 7), and using dynamic compensation to remove irrelevant forces
as (Chapter 4). The proposed approaches enable selecting the relevant force features of a task
by examining (manually or automatically) the influence of input features on the demonstrated
actions. This methodology suits different frameworks based on the required actions and the
demonstrated skill. Consequently, an efficient mapping between perceptual information and
intended actions can be achieved. The main findings of the work conducted to address this
challenge in this thesis are:
• Force-based tasks show large time discrepancies and suffer from external factors such
as perceptual aliasing. The first proposed approach was a data-driven approach that can
accurately compensate robot internal force based on robot joints variables.
• Ensemble machine learning algorithms, in particular RF, shows an efficient performance
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in compensating robot internal forces and it gives crucial information in identifying the
most relevant robot features for the compensation problem.
• Features extraction significantly reduces the input features dimensionality as shown in
Chapter 5. The feature extraction algorithm adopted in this thesis was PCA. The use of
PCA permits rapid CS recognition as less data need to be processed.
• Features selection processes are manual and require a basic understanding of the physi-
cal process that allows omitting some input features and keep others. This approach was
adopted in Chapter 7 as the force/torque sensor was station during all conducted experi-
ments.
The achieved results based on the features extraction methods employed in this thesis show
that the proposed methodology performs successfully in different of LfD scenarios, where the
selected/extracted features afforded enough information to encode and reproduce the demon-
strated skill satisfactorily. There are several issues which were out of the scope for this thesis.
These limitations are listed below:
• Merging multi-sensory data such as visual and force perceptions.
• Manual feature selection depends on the human understanding of the problem which
might be limited in some applications.
• Feature extraction involves dimensionality reduction which might cause a loose of impor-
tant features. Hence, it degraded the data-driven model performance.
8.3 How to learn a force-based Skill?
The overall LfD framework developed in this thesis aims to effectively learn force-based skills,
which consist of extracting relevant features, encoding and reproducing force-based skills in a
robotics setup. The approaches introduced in this thesis aim to teach a robot force-based skills.
The developed LfD approaches throughout this thesis performed three experimental scenarios,
namely CS recognition, HRC (co-manipulation and co-assembly) and assembly task. The hu-
man cognitive skill in recognising CS was successfully modelled by a probabilistic model based
on symbolic representations of force features. In the other two scenarios, human force-based
skills were successfully captured and transferred into an industrial robot using machine learning
approaches. For HRC, an ensemble machine learning approach was developed, evaluated and
tested in co-manipulation and co-assembly scenarios as shown in Chapter 6. In Chapter 7, as-
sembly application in contact state was modelled as a non-linear virtual spring. In this scenario
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the human demonstrations were used to identify stiffness mapping between force features and
displacements. The proposed approach was successfully employed to reproduce the demon-
strated skill by a robot. However, there are still some areas which were not tackled, which are
discussed below:
• The proposed approach for recognising CS based on the symbolic representation of force
features heavily relies on approximation and dimensionality reduction. Hence, this might
remove essential features from the force features. Accordingly, the proposed approach
might be not suitable for applications that require high accuracy such as textile recog-
nitions. Also, this method requires a human expert to provide meaningful labels for the
generated symbols prior to the learning process.
• The experiments conducted in this thesis did not consider a dynamic change in the robot
load during the task execution. Also, the proposed WRF approach for HRC shows an
impressive performance in explaining human haptic guidance for the robot. Neverthe-
less, the proposed approach is not suitable for applications that contain additional contact
resource (e.g. further contact with the environment).
• Another factor that was not considered in the HRC applications is the variation in human
performance and how it can impact the data-driven models’ performance. Especially,
science the force magnitudes used in HRC and assembly applications differ from one
human to another.
• The proposed approach to learn an assembly task based on APF considered only cylindri-
cal PiH problem. However, industrial assemblies might exhibit a more complicated PiH
contact condition that involves asymmetrical parts or other intricate patterns.
To sum up, the proposed learning structure performed well in HRC and assembly scenarios,
depicting good capabilities to capture and replicate the demonstrated skills. Hence, the pro-
posed approach might be considered as a step forward towards learning a force-based skills
from human demonstrations.
8.4 How to generalise the learned Model robustly with Vari-
ation Presence?
The generalisation of captured skills is a vital issue in the LfD field. Research introduced in
Chapters 5, 6 and 7 achieved generalisation in different approaches. In Chapter 5, the gener-
alisation capabilities were obtained by a sequence of mean-zero normalisation and magnitude
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normalisation of force features of different human demonstration and different assembly part
geometries. Also, the HMM gives further generalisation capabilities as it is a probabilistic ap-
proach. The WRF approach introduced in Chapter 6 achieves the required generalisation as it
belongs to the well-known ensemble machine learning approaches. In that work, the follower
partner actions rely on force information from the leader partner. Hence, the WRF captured
the human-like behaviour in interpreting the input force and the follower reactions. Then, the
learned model was transferred to the robot partner. In such a scenario, the generalisation ca-
pabilities were validated by providing a co-assembly task with loose clearance between the
assembled parts, even though such a task was not demonstrated before. Finally, in Chapter
7 the generalisation capabilities gained by demonstrating the assembly process with the pres-
ence of a part’s geometrical variations. Then, collected data were utilised to learn the skill
and determined the best models that have the best generalisation over all parts variations. This
dissertation contributes to the generalisation problem in force-based skills by studying the gen-
eralisation problem from a different angle and by developing an ensemble machine learning
approach. However, there is still some issues which was not addressed in this thesis:
• The approaches introduced in Chapters 5 and 7 provide a good generalisation over wide
variate of PiH geometrical variations. However, if the assembly process does not cause a
significant change in the force information, then it fails to predict the CS.
• The use of multi-disciplinary perceptual sources is believed to be a good approach for
HRC applications. Because the behaviour of the follower partner often depends on the
information provided by the vision sensors alongside the force data. This issue was not
considered in Chapter 6 as the focus was to capture the logic behind the force input
interpretations. Hence, the robot role in the task was based on reactive behaviour.
• In HRC context, this thesis was aimed to learn a human-like impedance-based behaviour.
However, the generalisation of different human performances was not considered even
though humans tend to have different force pattern when they performed the same task as
shown in Chapter 5.
8.5 How Geometrical Variation of Assembly Parts can affect
the Data-Driven Models’ Performance?
The work introduced in Chapters 5 and 7 includes the impact of parts geometrical variations on
the data-driven models, which to the author’s knowledge was not studied before. The primary
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finding from that work was that data-driven models trained on data collected from tight clear-
ances assembly parts have better performance and can provide better generalisation. This result
can be explained by the fact that the higher physical constraints in a tight clearance assembly
process give stronger features which allow accurate CS recognition as in Chapter 5, and better
insertion behaviour as in Chapter 7. The main drawback of the presented work is that it only
considered one type of assembly problem which is a cylindrical PiH insertion. Nevertheless, it
is believed that the CS (Chapter 5) recognition approach can be generalised into an extensive
range of CS recognition applications.
8.6 Future Work
In this thesis, the main objectives were successfully accomplished. However, there are still
some important issues to be addressed in the future. Form the presented work the attained
future directions are discussed below:
• Extending the symbolic-based CS recognition approach (Chapter 5) to recognise more
complicated CS configurations, as the work introduced by Jakovljevic et al. [193]. Also,
symbolic representation of force pattern would be combined with visual sensory data as it
is believed that visual sensory data work as complementary information to remove some
force patterns ambiguity in some CS configuration.
• The symbolic-based CS recognition approach (Chapter 5) functions as a CS classifier,
and it did not generate any robotics action based on those classifications. Hence, future
work should consider extending the proposed approach to a complete imitation learning
framework.
• The proposed WRF for HRC application (Chapter 6) should be extended into a hybrid
learning approach where the RF models are fitted offline, and trees’ weights are estimated
on-line. Based on the findings reported in Chapter 6, the human-human demonstration
is better for batch learning and the weights can be incrementally adjusted on-line during
the human-robot co-manipulation. This would allow the robot to improve the human
performance using the on-line weightings. Also, it is believed that such an arrangement
can generalise better than fixed weight approaches.
• The results from Chapter 6 show that the WRF models are better for fine movements
that require vigilant movements in the workspace. However, RF models show a faster
response in gross motion case. In both co-manipulation and co-assembly tasks, both RF
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and WRF models were capable of delivering a human-robot collaborative task, and the
assembly task shows that the models can provide fine and accurate movements to insert 4
pegs into the holes fully. Nevertheless, this method relies on the shared forces measure-
ments, which means that any additional contact between the robot and the environment
must be minimised as it might cause undesired robot response. This limitation could be
addressed in the future by adding additional sensors on human and robot side that allow
interacting effectively with these additional contacts.
• Learning an assembly task based on human-demonstration was illustrated in Chapter 7.
The main drawback of the proposed approach was the restriction to a symmetric PiH
insertion problem. Therefore, it could be extended in the future to include different type
of insertion problems. Also, scenarios like lack of force features due to loose clearance
and very tight clearance can easily confuse the learned insertion skill, and eventually the
robot fails to reproduce the skill. This highlights the need to include more perceptual
features to handle such scenarios. Moreover, in such an application, it is imperative to
detect and handle failure in the assembly process (e.g. stuck assembly parts). So in the
future, it is desirable to develop a fault diagnostic and system reconfigurable as there is
very little work conducted in this direction in the literature.
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Appendix B
PiH Learning Approach
dJ(η∗,
?
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→ 0
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n=1((∆[n] + η[n])
2 − 2∆η∗[n]− η2[n])

= lim
→ 0
∑N
n=1(∆
2
 [n] + 2∆[n]η[n] + η[n]
2 − 2∆η∗[n]− η2[n])

= lim
→ 0
∑N
n=1(∆
2
 [n] + 2∆[n](η[n]− η∗[n]))

= lim
→ 0
∑N
n=1(∆
2
 [n] + 2∆[n](η[n]− η∗[n]))

= lim
→ 0
∆∆
T
 + 2∆(η − η∗)T

→ Using the matrix form this can be rewritten as follow:
= 2∆(η − η∗)T
→ Based on ∆ definition in Equation (7.14),
this lim problem can be simplified as follow:
= −2Ts(η − η∗)TAOU
dJ(η∗,
?
Ψ) = −2Ts(η − η∗)TAOU
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Appendix C
Non-linear Springs
C.1 What are Non-linear Springs?
In general, spring stiffness K is a function of general force and displacements. The nature of
this function determines whether it is a linear or non-linear spring. Accordingly, K can be
defined as in Equation (C.1).
K =
 F∆x linear springL(F, x) = dF
dx
non-linear spring
(C.1)
Where F is generalised force, x is the displacements and L(−,−) is a non-linear mapping that
is characterised by the derivative of F with respect to x. For such a system the potential energy
can be defined as the integration of generalised forces over a given displacement. By Equation
(7.19) in Chapter 7, assuming that the virtual spring in Figure 7.3 is power springs, the potential
energy can be calculated as shown in Equation (C.2).
Ψ =
∫ x
u=0
Fdu =
∫ x
u=0
auP
= a
P+1
uP+1 |xu=0 = ax
P+1
P+1
=
F︷︸︸︷
axP x
P+1
= F
PF
K︷︸︸︷
x
P+1
= P
P+1
F 2 = 1
a(P+1)
F 2x1−p
(C.2)
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