Cosine of angle and center of mass of an operator by Paul, Kallol & Das, Gopal
ar
X
iv
:1
00
7.
52
24
v1
  [
ma
th.
FA
]  
29
 Ju
l 2
01
0
Cosine of angle and center of mass of an operator
Kallol Paul and Gopal Das
Abstract
We consider the notion of real center of mass and total center of mass of a bounded linear operator relative
to another bounded linear operator and explore their relation with cosine and total cosine of a bounded
linear operator acting on a complex Hilbert space. We give another proof of the Min-max equality and
then generalize it using the notion of orthogonality of bounded linear operators. We also illustrate with
examples an alternative method of calculating the antieigenvalues and total antieigenvalues for finite
dimensional operators.
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Keywords and Phrases: Antieigenvalues, accretive operator, orthogonality of bounded linear operators.
1 Introduction:
Suppose T is a bounded linear operator on a complex Hilbert space H with inner product ( , ) and norm
‖ ‖. A bounded linear operator T is called strongly accretive if Re〈Tx, x〉 ≥ mT > 0 for all unit vectors x in
H. For a strongly accretive, bounded operator T on a Hilbert space
sup
‖x‖=1
inf
ǫ>0
‖(ǫT − I)x‖2 = inf
ǫ>0
sup
‖x‖=1
‖(ǫT − I)x‖2 .
This is the Min-max equality in operator trigonometry and was obtained by Gustafson[5, 9] in 1968, Asplund
and Pta´k[1] in 1971.
The angle of an operator was introduced in 1968 by Gustafson[6] while studying the problems in the pertur-
bation theory of semi-group generators in [7, 8]. The cosine of the angle of T was defined by Gustafson as
follows:
cosφ(T ) = inf
‖Tf‖6=0
Re(Tf, f)
‖Tf‖ ‖f‖ . (1)
The properties of cosφ (T ) are dependent on the real part of numerical range W (T ) of T .
The quantity cosφ (T ) has another interpretation as the first antieigenvalue of T ,
µ1 (T ) = inf‖Tf‖6=0
Re(Tf, f)
‖Tf‖ ‖f‖ . (2)
This concept was also introduced by Gustafson[9] and studied by Gustafson[10, 11, 12], Seddighin[20],
Gustafson and Seddighin[16] and Gustafson and Rao[14, 15]. In [2] we studied the structure of of antieigen-
vectors of a strictly accretive operator and in [17] we studied total antieigenvalues of a bounded normal
operator. In [18] we introduced the notion of symmetric antieigenvalues. The notion of the cosine of angle
of an operator has a connection with the min-max equality according to Gustafson’s theory[[5] - [12]] as
sinT =
√
1− cos2T = min
ǫ>0
‖ǫT − I‖ .
While studying the norm of the inner derivation Stampfli[21] proved that for any bounded linear operator
T there exists a complex scalar z0 such that ‖T − z0I‖ ≤ ‖T − zI‖ for all complex scalar z. He defined z0
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as the center of mass ( or center) of T . In the Banach space B(H,H) for any two operators T and A , T is
orthogonal to A in the sense of James[4] iff ‖T + λA‖ ≥ ‖T ‖ for all scalars λ. Thus if z0 is center of mass
of an operator T, then T − z0I is orthogonal to I. We studied in [19] the the notion of orthogonality of two
bounded linear operators T and A in B(H,H) and proved that T is orthogonal to A iff ∃ {xn}, ‖xn‖ = 1 such
that (A∗Txn, xn)→ 0 and ‖Txn‖ → ‖T ‖.We introduce the notion of real center of mass and total center of
mass of an operator relative to another operator and explore their relation with cosine and total cosine of
an operator. We also give an easy proof of the Min-max equality.
2 Center of mass of an operator :
Before describing the definition of center of mass of an operator we first prove the following two results:
Lemma 2.1
For any T, A ∈ B(H) if |ǫ| > 2 ‖T‖‖A‖ , ‖A‖ 6= 0, then ‖T ‖ < ‖T − ǫA‖.
Proof.
T, A ∈ B(H), |ǫ| > 2‖T ‖‖A‖ ⇒‖ T − ǫA ‖≥| ǫ | ‖ A ‖ − ‖ T ‖> 2
‖T ‖
‖A‖ ‖ A ‖ − ‖ T ‖=‖ T ‖ .
Hence the proof.
Lemma 2.2
Let T and A be two bounded linear operators on a complex Hilbert space H. Then there exists a real scalar
ǫ0 such that
‖T − ǫ0A‖ ≤ ‖T − ǫA‖ ∀ǫ ∈ R.
Proof. We consider the function f : G → R defined by
f(ǫ) = ‖T − ǫA‖ ∀ǫ ∈ G
where R is the set of real numbers and G ⊆ R is a closed interval centered at origin with radius 2 ‖T‖‖A‖ .
Then it is clear that f is continuous, bounded and G is compact. So f attains its infimum. Thus there exists
a ǫ0 ∈ G such that f(ǫ) ≥ f(ǫ0) ∀ǫ ∈ G ⊆ R which implies ‖T − ǫ0A‖ ≤ ‖T − ǫA‖ ∀ǫ ∈ G.
If ǫ /∈ G then |ǫ| > 2 ‖T‖‖A‖ and so ‖T − ǫA‖ > ‖ T ‖ by the above lemma. Also f(0) ≥ f(ǫ0) i.e.,
‖ T ‖ ≥ ‖T − ǫ0A‖. Hence ‖T − ǫ0A‖ ≤ ‖T − ǫA‖ if ǫ /∈ G.
Thus ‖T − ǫ0A‖ ≤ ‖T − ǫA‖ for all ǫ ∈ R. Hence the proof.
Thus for any two bounded linear operators T and A there exists a real scalar ǫ0 such that
‖T − ǫ0A‖ ≤ ‖T − ǫA‖ ∀ ǫ ∈ R.
We define ǫ0 as the real center of mass of operator T relative to the operator A.
Likewise one can show that for any two bounded linear operators T and A there exists a complex scalar λ0
such that
‖T − λ0A‖ ≤ ‖T − λA‖ ∀ λ ∈ C.
We define λ0 as the total center of mass of operator T relative to the operator A. The real center of mass
and total center of mass of operator T relative to the operator A is not always uniquely defined. For A = I,
λ0 is the center of mass of T introduced by Stampfli in [21].
3 Orthogonality of two operators T and A in B(H,H) :
In the Banach space B(H,H) for any two operators T and A , T is orthogonal to A in the sense of James[4] iff
‖T +λA‖ ≥ ‖T ‖ for all scalars λ in C. We say that T is real orthogonal to A iff ‖T +ǫA‖ ≥ ‖T ‖ for all scalars
ǫ in R. Thus if ǫ0 and λ0 are real center of mass and total center of mass of T relative to A respectively then
T − ǫ0A is real orthogonal to A and T − λ0A is orthogonal to A respectively. We next prove two theorems
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which is going to characterize the real center of mass.
Theorem 3.1
The set W0(A) = {ǫ ∈ R : ∃ {xn} ⊂ H, ‖xn‖ = 1, ‖Txn‖ → ‖T ‖ and Re(Txn, Axn)→ ǫ } is non-empty,
closed and convex.
Proof. Clearly W0(A) is a non-empty subset.
We now show that W0(A) is closed. Let ǫn ∈ W0(A) and ǫn → ǫ. As ǫn ∈ W0(A) so there exists
{xnk}∞k=1, ‖ xnk ‖ = 1 for all k and n such that for each n = 1, 2, 3, ......
Re(A∗Txnk , x
n
k ) −→ ǫn as k −→ ∞
and
‖Txnk‖ −→ ‖T ‖ as k −→ ∞.
Now for each n there exists kn such that
| Re(A∗Txnk , xnk ) − ǫn | < 1n and | ‖Txnk‖ − ‖T ‖ | < 1n for all k ≥ kn. So we get
| Re(A∗Txnkn , xnkn) − ǫ | ≤ | Re(A∗Txnkn , xnkn) − ǫn | + | ǫn − ǫ | −→ 0 as n −→ ∞.
So Re(A∗Txnkn , x
n
kn
) −→ ǫ as n −→ ∞.
Similarly ‖Txnkn‖ −→ ‖T ‖ as n −→ ∞. Hence ǫ ∈W0(A). Thus W0(A) is closed.
Following an idea of Das et al[3] we next show that W0(A) is convex. Let µ and η ∈ W0(A) , µ 6= η and t
be any real scalar 0 < t < 1. Then there exist {xn} and {yn} in H with ‖xn‖ = 1, ‖yn‖ = 1 for all n , such
that
Re(A∗Txn, xn)→ µ and ‖Txn‖ → ‖T ‖,
Re(A∗Tyn, yn)→ η and ‖Tyn‖ → ‖T ‖.
For any real scalar ǫ and for any subsequence {xnk}, {ynk} of sequences {xn}, {yn} respectively. Suppose
lim
k−→∞
‖ xnk ± ǫynk ‖ = 0
⇒ limk−→∞{‖ xnk ‖2 + ǫ2 ‖ ynk ‖2 ± 2ǫRe(xnk , ynk)} = 0.
⇒ limk−→∞Re(xnk , ynk) = ∓ 1+ǫ
2
2ǫ
⇒ ǫ2 = 1, otherwise | 1+ǫ22ǫ |> 1 which contradicts the fact that | Re(xnk , ynk) |≤ 1.
Let δnk = xnk ± ǫynk . Then δnk −→ 0 as k −→ ∞.
Now
µ = limk−→∞Re(A∗Txnk , xnk)
= limk−→∞Re(A∗T (δnk ∓ ǫynk), δnk ∓ ǫynk)
= ǫ2 limk−→∞Re(A∗Tynk , ynk)
= ǫ2η
= η.
Thus we can assume that for any real scalar ǫ and for any subsequence {xnk}, {ynk} of sequences {xn}, {yn}
respectively
lim
k−→∞
‖ xnk ± ǫynk ‖ 6= 0.
Now, {Re(A∗T (xn + ǫyn), xn + ǫyn)} is a bounded sequence and so it has a convergent subsequence, say,
{Re(A∗T (xnk + ǫynk), xnk + ǫynk)}. Also {‖ xnk + ǫynk ‖}, being a bounded sequence, has a convergent
subsequence, say {‖ x′nk + ǫy
′
nk
‖}. We show that there exists a real scalar ǫ for which
lim
k→∞
Re(A∗T (x
′
nk
+ ǫy
′
nk
), x
′
nk
+ ǫy
′
nk
)
‖x′nk + ǫy′nk‖2
= tµ+ (1 − t)η
⇔ limk→∞[Re(A∗Tx′nk , x
′
nk
) + ǫ2Re(A∗Ty
′
nk
, y
′
nk
) + ǫ{Re(A∗Tx′nk , y
′
nk
) +Re(A∗Ty
′
nk
, x
′
nk
)}
− {tµ+ (1− t)η}‖x′nk + ǫy
′
nk
‖2] = 0
⇔ µ + ǫ2η + ǫ limk→∞{Re(A∗Tx′nk , y
′
nk) +Re(A
∗Ty
′
nk , x
′
nk)}
= {tµ+ (1− t)η}{1 + ǫ2 + 2 limk→∞Reǫ(x′nk , y
′
nk)}
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This on simplification yields
ǫ2 + Cǫ − 1− t
t
= 0, (3)
where C is a real constant independent of ǫ.
Equation(3) has two nonzero roots of different signs, say r1 and −r2 ( r1, r2 > 0).
Now {‖ T (x′nk ± ry
′
nk) ‖} is a bounded sequence and so it has a convergent subsequence, say, {‖
T (x˜nk ± ry˜nk) ‖} where r is any positive real number.
So,
‖T ‖2 ≥ limk→∞ ‖T (x˜nk ± ry˜nk )‖
2
‖x˜n
k
± ry˜n
k
‖2
= ‖ T ‖2 ± 2r limk→∞ Re(T
∗T x˜n
k
− ‖T‖2x˜n
k
,y˜n
k
)
‖x˜n
k
± ry˜n
k
‖2 .
The sign of the second term on the R.H.S. is independent of r and so for all positive real r,
either
‖ T ( x˜nk + ry˜nk‖ x˜nk + ry˜nk ‖
) ‖ −→ ‖ T ‖ as k −→ ∞
or
‖ T ( x˜nk − ry˜nk‖ x˜nk − ry˜nk ‖
) ‖ −→ ‖ T ‖ as k −→ ∞.
Let
znk =
x˜nk + ry˜nk
‖ x˜nk + ry˜nk ‖
and
wnk =
x˜nk − ry˜nk
‖ x˜nk − ry˜nk ‖
.
From above we see that either ‖Tznk‖ −→ ‖T ‖ and Re(A∗Tznk , znk) −→ tµ+ (1− t)η as k −→ ∞, or
‖Twnk‖ −→ ‖T ‖ and Re(A∗Twnk , wnk) −→ tµ+ (1− t)η as k −→ ∞.
Hence tµ+ (1− t)η ∈ W0(A). Thus W0(A) is convex.
This completes the proof of the theorem.
We now prove the following Theorem :
Theorem 3.2
‖T ‖ ≤ ‖T − ǫA‖ ∀ǫ ∈ R iff ∃ {xn}, ‖xn‖ = 1 such that Re(A∗Txn, xn)→ 0 and ‖Txn‖ → ‖T ‖.
Proof. Suppose ∃ {xn}, ‖xn‖ = 1 such that (A∗Txn, xn)→ 0 and ‖Txn‖ → ‖T ‖.
Then ‖(T − ǫA)xn‖2 = ‖Txn‖2+ǫ2‖Axn‖2 - 2Re ǫ(Txn, Axn), ∀ǫ ∈ R. So ‖T − ǫA‖2 ≥ lim supn→∞ ‖(T − ǫA)xn‖2 ≥
‖T ‖2 ∀ǫ ∈ R. Hence ‖T − ǫA‖ ≥ ‖T ‖ ∀ǫ ∈ R.
Conversely let ‖T ‖ ≤ ‖T − ǫA‖ ∀ǫ ∈ R. We need to show 0 ∈ W0(A).
Without loss of generality we can assume that ‖A‖ = 1.
Suppose 0 6∈ W0(A) . Then as W0(A) is closed and convex by rotating T suitably we can assume that
W0(A) > η > 0.
Let M = {x ∈ H : ‖x‖ = 1 and Re (Tx,Ax) ≤ η/2} and β = supx∈M‖Tx‖. We first claim that β < ‖T ‖.
Suppose β = ‖T ‖. Then there exists xn ∈M such that ‖Txn‖ → ‖T ‖. As xn ∈M so Re(Txn, Axn) ≤ η/2
and ‖xn‖ = 1. Now {Re(Txn, Axn)} is a bounded sequence and so it has a convergent subsequence, without
loss of generality we can assume that {Re(Txn, Axn)} is convergent and converges to some point µ (say).
Then µ ∈W0(A). Now Re(Txn, Axn) ≤ η/2 and so µ ≤ η/2. This contradicts the fact that W0(A) > η.
Let ǫ0 = min{η, ‖T‖−β2‖A‖ }.
Let x ∈ M . Then ‖(T − ǫ0A)x‖ ≤ ‖Tx‖+ | ǫ0 | ‖Ax‖ ≤ β + {(‖T ‖ − β)/(2‖A‖)}‖A‖ = ‖T ‖/2 + β/2. So
supx∈M and ‖x‖=1 ‖(T − ǫ0A)x‖ ≤ (‖T ‖+ β)/2 < ‖T ‖.
Again let x /∈ M . Then let Tx = (a+ ib)Ax+ y, where (Ax, y) = 0. Now 2a ≥ 2a||Ax‖2 = 2Re(Tx,Ax) >
η ≥ ǫ0 and so 2a− ǫ0 > 0. So
‖(T − ǫ0A)x‖2 = {(a− ǫ0)2 + b2}‖Ax‖2 + ‖y‖2
= ‖Tx‖2 + (ǫ02 − 2aǫ0)‖Ax‖2
≤ ‖Tx‖2 + (ǫ02 − 2aǫ0)
≤ ‖T ‖2 + (ǫ02 − 2aǫ0)
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Hence supx/∈M and ‖x‖=1 ‖(T − ǫ0A)x‖2 ≤ ‖T ‖2 + (ǫ02 − 2aǫ0). Thus in all cases ‖T − ǫ0A‖ < ‖T ‖. Hence
∃ {xn}, ‖xn‖ = 1 ∀n, (Txn, Axn)→ 0 and ‖Txn‖ → ‖T ‖.
So far we proved that for any two operators T and A in B(H) with ‖A‖ ≤ 1, ‖T ‖ ≤ ‖T − ǫA‖ ∀ǫ ∈ R implies
that ∃ {xn}, ‖xn‖ = 1 such that Re(A∗Txn, xn)→ 0 and ‖Txn‖ → ‖T ‖.
This completes the proof.
From the last theorem it follows that if ǫ0 is the real center of mass of T relative to A then ∃ {xn}, ‖xn‖ = 1
such that Re((T − ǫ0A)xn, Axn)→ 0 and ‖(T − ǫ0A)xn‖ → ‖T − ǫ0A‖.
We next show the uniqueness of ǫ0 under the assumption that the approximate point spectrum of A, σapp(A)
does not contain 0. Suppose
‖T ‖ = ‖T − ǫ0A‖ ≤ ‖T − ǫA‖ ∀ ǫ ∈ R and ǫ0 6= 0.
Then ∃ {xn}, ‖xn‖ = 1 such that ((T − ǫ0A)xn, Axn)→ 0 and ‖(T − ǫ0A)xn‖ → ‖T − ǫ0A‖ .
So
‖T − ǫ0A‖2 = lim{‖(T − ǫ0A)xn‖2}
= lim{‖Txn‖2 + ǫ20‖Axn‖2 − 2Re(ǫ0(Txn, Axn))}
= lim{‖Txn‖2 − ǫ20‖Axn‖2}
= lim{‖Txn‖2} − | ǫ0 |2 lim{‖Axn‖2}
< lim{‖Txn‖2} , since 0 /∈ σapp(A)
≤ ‖T ‖2
This contradicts the fact that ‖T ‖ = ‖T − ǫ0A‖. Hence ǫ0 = 0.
We give an example to show that ǫ0 may not be unique if 0 ∈ σapp(A).
Let T and A be two bounded linear operators defined on R2 as T (x,y) = (x,0) and A(x,y) = (0,y),
∀ (x, y) ∈ R2. Then ‖T ‖ = ‖T −A‖ = ‖T − (−1)A‖ ≤ ‖T − ǫA‖ ∀ ǫ ∈ R.
We are now in a position to prove
Theorem 3.3
(Min-max equality) For a strongly accretive, bounded operator T on a Hilbert space
sup
‖x‖=1
inf
ǫ>0
‖(ǫT − I)x‖2 = inf
ǫ>0
sup
‖x‖=1
‖(ǫT − I)x‖2 .
Proof. For a fixed but arbitrary y ∈ H, ‖y‖ = 1 we have
‖(ǫT − I)y‖2 ≤ sup
‖x‖=1
‖(ǫT − I)x‖2
⇒ inf
ǫ>0
‖(ǫT − I)y‖2 ≤ inf
ǫ>0
sup
‖x‖=1
‖(ǫT − I)x‖2
This holds for all y in H with ‖y‖ = 1. So
sup
‖x‖=1
inf
ǫ>0
‖(ǫT − I)x‖2 ≤ inf
ǫ>0
sup
‖x‖=1
‖(ǫT − I)x‖2 .
For the converse part we use the notion of center of mass of an operator. As T is strongly accretive so there
exists a real scalar ǫ0 > 0 such that
‖ǫ0T − I‖ = inf
ǫ>0
‖(ǫT − I)‖.
Further there exists a sequence {xn}, ‖xn‖ = 1 such that Re((ǫ0T − I)xn, T xn) → 0 and ‖(ǫ0T − I)xn‖ →
‖ǫ0T − I‖.
Now
‖ǫ0T − I‖2 = lim
n→∞
‖(ǫ0T − I)xn‖2
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= lim
n→∞
{1− 2ǫ0Re〈Txn, xn〉+ ǫ02‖Txn‖2}
= lim
n→∞
{1− Re〈Txn, xn〉
2
‖Txn‖2 }
≤ sup
‖x‖=1
{1− Re〈Tx, x〉
2
‖Tx‖2 } (∗)
For a fixed y in H with ‖y‖ = 1 we see that
‖(ǫT − I)y‖2 = 1− 2ǫRe〈Ty, y〉+ ǫ2‖Ty‖2
achieves its minimum at ǫ(y) = Re〈Ty,y〉‖Ty‖2 and the minimum value is
inf
ǫ>0
‖(ǫT − I)y‖2 = 1− Re〈Ty, y〉
2
‖Ty‖2 .
Using this in (*) we get
‖ǫ0T − I‖2 ≤ sup
‖x‖=1
inf
ǫ>0
‖(ǫT − I)x‖2
and so
inf
ǫ>0
sup
‖x‖=1
‖(ǫT − I)x‖2 ≤ sup
‖x‖=1
inf
ǫ>0
‖(ǫT − I)x‖2.
Thus we have the Min-max equality
sup
‖x‖=1
inf
ǫ>0
‖(ǫT − I)x‖2 = inf
ǫ>0
sup
‖x‖=1
‖(ǫT − I)x‖2 .
Next, if ǫ0 is the real center of mass of a bounded linear operator T , then there exists a sequence {xn} in
H, ‖xn‖ = 1, Re((I − ǫ0T )xn, T xn)→ 0 and ‖(I − ǫ0T )xn‖ → ‖I − ǫ0T ‖.
For a bounded linear operator T the antieigenvalue is defined as
cosT = inf
‖Tx‖6=0
Re〈Tx, x〉
‖Tx‖‖x‖ .
We next prove the theorem
Theorem 3.4
Suppose ǫ0 is the real center of mass of a strictly accretive, bounded linear operator T. Then cosT =
limn→∞
Re(Txn,xn)
‖Txn‖ where {xn} is a sequence of unit vectors in H, Re((I − ǫ0T )xn, T xn) → 0 and ‖(I −
ǫ0T )xn‖ → ‖I − ǫ0T ‖.
Proof. As ǫ0 is the real center of mass of T so there exists a sequence {xn}, ‖xn‖ = 1 such that Re((I −
ǫ0T )xn, T xn)→ 0 and ‖(I − ǫ0T )xn‖ → ‖I − ǫ0T ‖ and
‖I − ǫ0T ‖ = inf
ǫ>0
‖I − ǫT ‖ = inf
ǫ>0
sup
‖x‖=1
‖(I − ǫT )x‖ .
As in Theorem 3.3 we have
‖ǫ0T − I‖2 = lim
n→∞
{1− Re〈Txn, xn〉
2
‖Txn‖2 }
≤ sup
‖x‖=1
{1− Re〈Tx, x〉
2
‖Tx‖2 }
≤ sup
‖x‖=1
inf
ǫ>0
‖(I − ǫT )x‖2
= ‖ǫ0T − I‖2
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This shows that
inf
‖x‖=1
Re〈Tx, x〉
‖Tx‖ = limn→∞
Re〈Txn, xn〉
‖Txn‖ = cosT.
We next give an example to calculate antieigenvalue for a finite dimensional operator using the above method.
Example 3.5
T =
(
1 0
0 1 + i
)
be an operator on a two dimensional complex Hilbert space H. Let, z = (z1, z2)
t ∈ H ,
where |z1|2 + |z2|2 = 1. Then, Re(Tz, z) = 1 and ‖Tz‖ =
√
1 + |z2|2. Now, sup‖z‖=1 infǫ>0 ‖(ǫT − I)z‖ =√
0.5 and this supremum is attained by the vector z0 = (z1, 0)
t, where |z1| = 1. Then, ǫ0 = 0.5 and
‖ǫ0T − I‖ =
√
0.5. Now, cosT = Re(Tz0,z0)‖Tz0‖ =
1√
2
.
In [19] we proved that if λ0 is the total center of mass of T then there exists a sequence {xn}, ‖xn‖ = 1 such
that ((I − λ0T )xn, T xn)→ 0 and ‖(I − λ0T )xn‖ → ‖I − λ0T ‖.
For a bounded linear operator T the total antieigenvalue is defined as
| cos | T = inf
‖Tx‖6=0
| 〈Tx, x〉 |
‖Tx‖‖x‖ .
In [17] we also studied the total antieigenvalue of a bounded linear operator.
We now prove the theorem
Theorem 3.6
For a bounded linear operator T on a Hilbert space
sup
‖x‖=1
inf
λ∈C
‖(λT − I)x‖2 = inf
λ∈C
sup
‖x‖=1
‖(λT − I)x‖2 .
Proof. For a fixed but arbitrary y ∈ H, ‖y‖ = 1 we have
‖(λT − I)y‖2 ≤ sup
‖x‖=1
‖(λT − I)x‖2
⇒ inf
λ∈C
‖(λT − I)y‖2 ≤ inf
λ∈C
sup
‖x‖=1
‖(λT − I)x‖2
This holds for all y in H with ‖y‖ = 1. So
sup
‖x‖=1
inf
λ∈C
‖(λT − I)x‖2 ≤ inf
λ∈C
sup
‖x‖=1
‖(λT − I)x‖2 .
For the converse part we use the notion of center of mass of an operator. As T is a bounded linear operator
so there exists a scalar λ0 such that
‖λ0T − I‖ = inf
λ∈C
‖(λT − I)‖.
Further there exists a sequence {xn}, ‖xn‖ = 1 such that ((λ0T − I)xn, T xn) → 0 and ‖(λ0T − I)xn‖ →
‖λ0T − I‖.
Now
‖λ0T − I‖2 = lim
n→∞
‖(λ0T − I)xn‖2
= lim
n→∞
{1− 2Reλ0〈Txn, xn〉+ λ02‖Txn‖2}
= lim
n→∞{1−
| 〈Txn, xn〉 |2
‖Txn‖2 }
≤ sup
‖x‖=1
{1− | 〈Tx, x〉 |
2
‖Tx‖2 } (∗)
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For a fixed y in H with ‖y‖ = 1 we see that
‖(λT − I)y‖2 = 1− 2Reλ〈Ty, y〉+ λ2‖Ty‖2
⇒ ‖(λT − I)y‖2 = ‖Ty‖2{| λ− 〈y, T y〉‖Ty‖2 |
2}+ {1− | 〈Ty, y〉 |
2
‖Ty‖2 }.
achieves its minimum at λ(y) = 〈y,Ty〉‖Ty‖2 and the minimum value is
inf
λ∈C
‖(λT − I)y‖2 = 1− | 〈Ty, y〉 |
2
‖Ty‖2 .
Using this in (*) we get
‖λ0T − I‖2 ≤ sup
‖x‖=1
inf
λ∈C
‖(λT − I)x‖2
and so
inf
λ∈C
sup
‖x‖=1
‖(λT − I)x‖2 ≤ sup
‖x‖=1
inf
λ∈C
‖(λT − I)x‖2.
Thus we have the equality
sup
‖x‖=1
inf
λ∈C
‖(λT − I)x‖2 = inf
λ∈C
sup
‖x‖=1
‖(λT − I)x‖2 .
Theorem 3.7
Suppose λ0 is the total center of mass of a bounded linear operator T. Then, |cos|T = limn→∞ |(Txn,xn)|‖Txn‖
where {xn} is a sequence of unit vectors in H, ((I − λ0T )xn, T xn)→ 0 and ‖(I − λ0T )xn‖ → ‖I − λ0T ‖
Proof. In [19] we proved that if λ0 is the total center of mass of T then there exists a sequence {xn}, ‖xn‖ = 1
such that ((I − λ0T )xn, T xn)→ 0 and ‖(I − λ0T )xn‖ → ‖I − λ0T ‖ and
‖I − λ0T ‖ = inf
λ∈C
‖I − λT ‖ = inf
λ∈C
sup
‖x‖=1
‖(I − λT )x‖ .
As in Theorem 3.6 we have
‖λ0T − I‖2 = lim
n→∞
{1− | 〈Txn, xn〉 |
2
‖Txn‖2 }
≤ sup
‖x‖=1
{1− | 〈Tx, x〉 |
2
‖Tx‖2 }
≤ sup
‖x‖=1
inf
λ∈C
‖(I − λT )x‖2
= ‖λ0T − I‖2
This shows that
inf
‖x‖=1
| 〈Tx, x〉 |
‖Tx‖ = limn→∞
| 〈Txn, xn〉 |
‖Txn‖ = |cos|T
We next give an example to calculate total antieigenvalue for a finite dimensional operator using the above
method.
Example 3.8
T =
(
1 0
0 1 + i
)
be an operator on a two dimensional complex Hilbert space H. Let, z = (z1, z2)
t ∈ H ,
where |z1|2 + |z2|2 = 1. Then, |(Tz, z)| =
√
1 + |z2|4 and ‖Tz‖ =
√
1 + |z2|2. Now, sup‖z‖=1 infλ∈C ‖(λT −
I)z‖ = √2 − 1 and this supremum is attained by the vector z0 = (z1, z2)t, where |z2|2 =
√
2 − 1. Then,
λ0 =
1−i(√2−1)√
2
and ‖λ0T − I‖ =
√
2− 1. Now, |cos|T = Re(Tz0,z0)‖Tz0‖ =
√
2
√
2− 2.
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