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All people think it is good. (positive)
This is a missed opportunity. (negative) 







 以下に本章以降の論文の構成を示す．  
第 1 章 本章であり，研究背景及び研究目的について述べる．  
第 2 章 関連研究に関して述べる． 
第 3 章 英語のコミックの感情分析について述べる． 
第 4 章 日本語のコミックの感情分析について述べる． 












 Cicero Nogueira dos Santos, Maira Gatti ら[5] は，文章レベルの情報から短文の感情分析
を行う新しい深層畳み込みニューラルネットワークを提案した．彼ら，映画レビューを含
むスタンフォード感情ツリー  (SSTb）と Twitter メッセージを含む Stanford Twitter 
Sentiment corpus (STS) という異なる二つつのコーパスを利用して分析を行った．その結
果，SSTb データセット上の 2 分類感情分析の精度は 85.7%に達し，5 分類感情分析の精
度は 48.3%であった．また，STS データセット上の 2 分類感情分析の精度は 86.4％に達し
た．この研究結果はニューラルネットワークが感情分析に有効であることを示している． 
 また，Dario Stojanovski, Gjorgji Strezoski ら[6] は，dos Santos らと異なり，様々なウィ
ンドウサイズを持つ複数のフィルタを持つ畳み込みニューラルネットワークを使用した．





た．その結果，SemEval 2015 データセット上の 3分類感情分析の精度は 66.44％に達した．
この結果は教師なし学習の使用が精度の向上に貢献したことを示している． 
2.3 VADER 







sentiment word bank，LWC，ANEW，GI などさまざまな言語資源から語彙を収集し，全部
で 9000 語彙を準備した．さらに，Amazon Mechanical Turk (AMT) を利用して評価者を募
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は，20 人の人間の評価者の結果から集計された平均値を利用した）（r = 0.888）とほぼ同
じ性能を示している．分類の精度を更に調べると，4200 ツイートの感情をポジティブ，
ニュートラル，またはネガティブのクラスに正しく分類する際に，VADER（F1 = 0.96）
は，実際の人間の評価者（F1 = 0.84）より高い精度に達する． 
 
 
図 2.1 VADER とほかの感情分析手法の比較 
  VADER は多くのテキストの感情分析に対応できると判断できる．したがって，本研
究は VADER を利用してコミックのセリフの感情分析を行った． 
 
2.4 むすび 





 本章では，VADER，CNN，LSTM，GRU，CNN+RNN，Bidirectional LSTM，多層 LSTM，
多層 GRU の 8 種類のニューラルネットワークを用いて，英語のコミックに含まれるセリ
フの感情分析を行い，実験結果について述べる． 
3.2 テキストデータの収集 




して利用した．これらの比率を図 3.1 に示す．またセリフの例を表 3.1 に示す． 
 
表 3.1 コミックのセリフの例 
Positive 例 
 









































本研究の実験では Word2vec を使用した．すでに整理されたセリフのデータを Word2vec
で 100 次元の対応するベクトル表現に変換した．Word2vec を利用する際に，様々なパラ
メタを調整して次元数が異なる単語ベクトルを得ることも可能である．今回の実験で調



































第 2 章で述べたように，VADER は感情分析に有効な手法である．ソーシャルメディア
で出現するテキストに対して高い分析力を持つことが知られている．しかし，VADER を

























図 3.4  CNN を利用する感情分析処理 
 
 今回の実験では，まず，先に Word2vec によって得られた多くの単語のベクトルを一つ
の文ベクトルに組み合わせる．CNN に文ベクトルを入力する際に，文の長さを予め決定
し全ての文を同じ長さにしなければならない．文の長さを 30 とした．30 個以上の単語を























今回の実験で RNN を利用してコミックのセリフ感情分析を行った． 
 
 
図 3.5  RNN を利用する感情分析処理 
 
 ところで単純 RNN はテキストが数十の単語しかない場合は対応可能である，長いテキ
ストに対しては勾配消失問題が発生し，学習ができなくなる．これは，単純 RNN の長期
依存性問題と呼ばれる．この問題を解決するために，Long Short Term Memory (LSTM) が




 さらに，Gated Recurrent Unit (GRU) と呼ばれるニューラルネットワークも提案されて
いる．GRU は忘却ゲートと入力ゲートを単一の更新ゲートに組み合わせる．他には様々
な改善を行う。その結果，GRU は LSTM よりもっとシンプルのモデルとなり、勾配消失
問題にも対応できる． 
 今回使用したコミックのセリフには長い文字列が存在するため，短いシーケンスに適
する単純 RNN を利用するばかりではなく，LSTM と GRU を用いて感情分析を行った．
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RNN を利用する感情分析処理を図 3.5 に示す． 
3.4.4 多層 LSTM 
 また，多層 LSTM (Stacked LSTM) は LSTM の block を多層に重ねて深層化したモデル
であり，単純な LSTM より更に複雑な構成となる．LSTM の block を GRU の block に入
れ替えると，多層 GRU となる．今回の実験では，感情分析における多層 LSTM と多層
GRU の分析についても検証した．多層 LSTM を利用する感情分析処理を図 3.6 に示す． 
 
 
図 3.6 多層 LSTM を利用する感情分析処理 
 
3.4.5 Bidirectional RNN 
  Bidirectional RNN は，RNN を基づいて提案された手法である．シーケンスの過去の
情報だけでなく，未来の情報も考慮することで予測精度を向上させる手法である．今回の
実験ではこの手法も用いて，双方向の LSTM モデルを構築しコミックのセリフ感情分析
を行った．Bidirectional RNN を利用する感情分析処理を図 3.7 に示す． 
 
 











った．CNN と RNN を併用するマルチモーダル感情分析処理を図 3.8 に示す． 
 
 





































RNN (LSTM) 72.22 
RNN (GRU) 70.55 
CNN+RNN 71.67 
Bidirectional LSTM 72.22 
多層 LSTM  73.33 
多層 GRU 74.44 
 
 実験の結果，すべての手法において精度はランダム予測に相当する 33.3% を超え，あ
る程度の有用性が確認できた．さらに，多層 LSTM と多層 GRU はそれぞれ 73.33%と
74.44%の精度に達し，Bidirectional LSTM も 72.22%の精度に達した．これらは Vader，CNN
より高い値である．したがって，RNN (LSTM と GRU を含む) は，独特なニューラルネッ
トワーク構造によって，自然言語処理プロジェクト上において，VADER，CNN より適す
ると考えられる．また，単純に CNN を使用するのに比べて，CNN と RNN の併用が精度
の向上に貢献することが分かった． 
 感情分析の実験結果によると，CNNとRNNのマルチモーダル併用は単純なRNN (LSTM






関連する顔画像は不充分であることも，CNN と RNN の併用の精度に影響を与えたと考
えられる． 
3.6 むすび 
 本章では VADER，CNN，LSTM，GRU，CNN+RNN，Bidirectional LSTM，多層 LSTM，
多層 GRU の 8 種類のニューラルネットワークを用いて，英語のコミックに含まれるセリ







 本章では，CNN，RNN (LSTMとGRU)，Bidirectional RNN (LSTMとGRU) と多層LSTM，









は，1970 年代から 2010 年代に公開されたものであり, 対象読者層やジャンルも幅広く網
羅している．また，収録されている漫画のほとんどは，マンガ図書館 Z（旧絶版漫画図書
館）にて公開されている[10]．図 4.1 にこれらのリストの一部を示す． 
 
 
図 4.1 Manga109 のデータ（一部） 
 






















の場合を図 4.4 に示す． 
 
 


















training data test data
positive neutral negative
All people think it is 
good. 
















いる． パラメタの推定に Conditional Random Fields (CRF) を用いて，ChaSen が採用して
いる隠れマルコフモデルに比べ性能が向上している．また，平均的に ChaSen,，JUMAN，





図 4.5 MeCab を用いた形態素解析の例 
大切な友達が結婚しました
<大切> <な> <友達> <が> <結婚> <し> <まし> <た>
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図 4.6 Janome を用いた形態素解析の例 




















 日本語のベクトル化は第 3 章の英語のベクトル化と同様の処理である．形態素解析さ
れた日本語の単語は Word2vec に入力され，100 次元の単語ベクトルとして生成される．
表 4.1 に Word2vec で単語ベクトルを作成する際のパラメタを示す． 
 






感情分析の手法も第 3 章の英語の手法とほぼ同様である．しかし，VADER は英語のテ
キストのみ処理できる手法であるため，日本語の感情分析には適用できない．また，登場
人物の顔画像も収集していない，CNN と RNN のマルチモーダルな処理も実行できない．
そのため，日本語の感情分析には CNN，RNN (LSTM と GRU)，Bidirectional RNN (LSTM
と GRU) と多層 LSTM，多層 GRU の 7 種類を用いて実験した． 
4.6 実験結果 
 今回の実験では，CNN，RNN (LSTM と GRU)，Bidirectional RNN (LSTM と GRU) と多
層 LSTM，多層 GRU の 7 種類を用いてデータセット上で感情分析を行った．表 4.2-4.4 に
CNN，LSTM，GRU のパラメタを示す．表 4.5 に日本語のセリフの感情分析の結果を示す． 
表 4.5 から，どの手法もランダム予測に相当する 33.3%より高いため，ディープラー
ニング手法が日本語のセリフの感情分析に有効であることがわかる．また，日本語のテ
キストに対しても，RNN（LSTM または GRU）は CNN より精度が高く，RNN が感情分
析手法として適することがわかる． 
 






















表 4.5 日本語のセリフの感情分析の結果 
手法 精度(%) 
CNN 43.33 
RNN (LSTM) 46.29 
RNN (GRU) 52.22 
Bidirectional RNN (LSTM) 49.25 
Bidirectional RNN (GRU) 50.00 
多層 LSTM  49.63 
多層 GRU 50.37 
 
LSTM を用いる場合，Bidirectional LSTM と多層 LSTM の構造は単純な LSTM よりも複
雑であるため，テキストの特徴を学習する能力が向上していると考えられる．一方，GRU
を用いる際には，同じデータセットでは，単純な GRU の表現は Bidirectional GRU と多層
GRU より精度が高い．更に，GRU を LSTM と比較した場合，精度が高いという結果が得
られた． 
4.7 むすび 
 本章では CNN，RNN (LSTMとGRU)，Bidirectional RNN (LSTMとGRU) と多層 LSTM，
多層 GRU の 7 種類のニューラルネットワークを用いて，日本語のコミックに含まれるセ











 英語のコミックの感情分析の結果では，多層 LSTM と多層 GRU はそれぞれ 73.33%と
74.44%の精度に達した．RNN は時系列処理が可能なニューラルネットワーク構造のため，
自然言語処理においては VADER，CNN より適すると考えられる．また，単純に CNN を
使用する手法に比べて，CNN と RNN のマルチモーダルな併用が精度の向上に貢献する
ことが分かった．しかし，使用したデータが小規模であったり，セリフの感情に関連する
顔画像が不充分であると CNNと RNNの併用は単純な RNN (LSTMまたはGRU)より精度
が低いことが分かった． 
また，日本語のコミックのセリフ感情分析の結果によると，LSTM 及び GRU は CNN よ
り精度が高いことが分かった．このことから RNN（LSTM と GRU を含む）が感情分析に
適することが分かる．構造が複雑な Bidirectional LSTM と多層 LSTM が単純な LSTM よ
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