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Models with singlet fields coupling to the Higgs can enable a strongly first order electroweak
phase transition, of interest for baryogenesis and gravity waves. We improve on previous attempts
to self-consistently solve for the bubble wall properties—wall speed vw and shape—in a highly
predictive class of models with Z2-symmetric singlet potentials. A new algorithm is implemented to
determine vw and the wall profiles throughout the singlet parameter space in the case of subsonic
walls, focusing on models with strong enough phase transitions to satisfy the sphaleron washout
constraint for electroweak baryogenesis. We find speeds as low as vw ∼= 0.22 in our scan over
parameter space, and the singlet must be relatively light to have a subsonic wall, ms . 110 GeV.
I. INTRODUCTION
The electroweak phase transition (EWPT) in the
early universe has been intensively studied as a pos-
sible source for the cosmic baryon symmetry and
gravitational waves. Within the standard model
(SM) neither of these interesting outcomes are pos-
sible, given the known mass of the Higgs boson,
because the phase transition is a smooth crossover
[1, 2], whereas a first-order EWPT is required for
electroweak baryogenesis (EWBG) and production
of observable gravity waves (for reviews, see for ex-
ample refs. [3, 4]). New physics, typically in the
form of scalar fields coupling to the Higgs boson, can
however lead to a first-order transition, with conse-
quent nucleation of bubbles of the true (electroweak
symmetry broken) vacuum, at the onset of the tran-
sition.
In order to make quantitative predictions for ei-
ther baryogenesis or gravitational wave production
in a given model, it is necessary to understand the
detailed properties of the phase transition bubbles,
especially the shape of the bubble walls (typically
modeled as a tanh with some thickness Lw) and
the terminal velocity vw attained by them, once the
forces of internal pressure and external friction from
the plasma have balanced each other. This calcula-
tion, first carried out for the SM in refs. [5–7] (as-
suming a light Higgs boson), and in the Minimal
Supersymmetric Standard Model, where the phase
transition is enhanced by light stops, in refs. [8, 9],
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turns out to be quite challenging because the fric-
tional force, which requires solving the Boltzmann
equations for the perturbations of the plasma caused
by the wall, depends on the same wall properties
that one is trying to determine.
A self-consistent procedure to solve this system
is numerically expensive, and for this reason many
studies of EWBG or gravitational wave production
leave Lw and vw as phenomenological parameters
that can be freely varied, or in a somewhat better
approximation, calculated by modeling the friction
in a phenomenological way [10–12]. However to as-
sess the prospects for a specfic model to yield in-
teresting results, one must eventually carry out the
actual computation of Lw and vw with the actual
friction term derived from the fluid perturbations.
Accurate estimates of these parameters are needed
to make quantitative predictions for baryogenesis or
gravity wave production.
The procedure becomes even more laborious in
the case where an extra singlet field couples to the
Higgs, in order to facilitate the first order transition,
and also gets a vacuum expectation value (VEV) in
the bubble wall [13, 14]. In that case one must solve
for both field profiles, which has been attempted in
refs. [15, 16], subject to some limiting approxima-
tions. In particular, these previous works assumed
that the bubble wall shapes are described by tanh
profiles. In reality, the Higgs field and the singlet
can have shapes that differ from such an assump-
tion, and it is not obvious how strongly this affects
the determination of vw. One of our main purposes
is to overcome this limitation by developing an al-
gorithm to determine the actual wall profiles along
with vw.
Moreover previous studies of singlet-assisted
strong EWPTs have focused on a few benchmark
models. In the present work we make a comprehen-
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2sive scan of the parameter space for a class of mod-
els, where the singlet potential has the Z2 symmetry
s→ −s, and the singlet VEV disappears at low tem-
perataures. This choice has the virtue of simplicity,
being characterized by three parameters, the singlet
mass ms, its cross coupling λhs to the Higgs, and the
VEV w0 of s in the false vacuum where h = 0. The
barrier between the true and false vacua provided
by the λhsh
2s2 interaction is already present at tree
level, and is what enables the phase transition to be
strongly first order [13, 14]. Moreover with 〈s〉 = 0
at T = 0, the new sources of CP violation needed for
EWBG are not overly constrained by experimental
limits on electric dipole moments.
The paper is organized as follows. Section II de-
scribes the singlet scalar model used throughout the
paper. Section III outlines the main features of the
electroweak phase transition dynamics that will be
studied in detail in the following. In section IV
the methodology for determining the wall dynam-
ics, including its velocity, are described; the results
of those calculations are presented in section V. Con-
clusions are given in section VI. Appendices con-
tain details concerning the finite-temperature effec-
tive potential (appendix A), diffusion equations used
to determine the fluid perturbations (appendix B),
and exceptional models that have peculiar features
in their potentials (appendix C).
II. THE MODEL
A simple extension of the SM is the addition of
a scalar singlet s that couples only to the Higgs
field, and has the Z2 symmetry s → −s. Its zero-
temperature tree level potential is given by
V0 = λh
(
|H|2 − 1
2
v20
)2
+
1
4
λs
(
s2 − w20
)2
+
1
2
λhs|H|2s2 (1)
where H is the Standard Model Higgs doublet, and
λh, v0 are the Higgs self-coupling and VEV respec-
tively. There are three new parameters λs, w0, and
λhs, that describe the singlet’s self coupling, its VEV
when in the false minimum where H = 0, and the
coupling between H and s. There is no loss of gen-
erality by omitting a separate m20s
2 mass term. The
physical singlet mass in the electroweak broken vac-
uum is given by
m2s = −λsw20 + 12λhsv20 (2)
We restrict the parameters so that m2s > 0, implying
that 〈s〉 = 0 in the true vacuum. The Higgs doublet
components are
H = (χ1 + iχ2, h+ iχ3)
T /
√
2 (3)
where h denotes the background Higgs field, and the
χ’s are the Goldstone bosons.
The full effective potential takes into account one-
loop corrections and temperature effects,
Veff = V0 + V1 + VCT + VT (4)
where V0 is the tree-level potential (1), V1 is the
one-loop correction, VCT contains the counterterms
associated with V1, and VT is the thermal contribu-
tion, including ring resummation of thermal masses.
These expressions are standard, and we have de-
scribed them in detail in appendix A. Veff is deter-
mined by the measured SM parameters and the three
new ones, that we henceforth take to be w0, λhs and
the singlet mass ms by trading λs for ms through
eq. (2).
III. PHASE TRANSITION
Because of our assumption that 〈s〉 = 0 at low
temperatures, the λhsh
2s2 coupling creates a bar-
rier in field space between the false and true vacua,
and gives rise to a two-step phase transition. At
temperatures T  w, the minimum of the potential
is at the origin, where both electroweak symmetry
and the Z2 symmetry are restored. At some temper-
ature T ′, the first transition occurs, where 〈s〉 → w′
(see fig. 1). As T decreases, 〈s〉 and the correspond-
ing minimum of the potential becomes metastable.
At the critical temperature Tc, the two minima be-
come degenerate, and at a slightly lower temperature
Tn nucleation of bubbles begins, signaling the sec-
ond transition where electroweak symmetry is bro-
ken while the Z2 symmetry is restored. These two
transitions are summarized as
1. At T = T ′ (h, s) : (0, 0)→ (0, w′)
2. At T = Tn (h, s) : (0, wn)→ (vn, 0) .
It is the second transition that is important for
baryogenesis. We note that while domain walls could
′T′w
>T > w
nT~100 GeV
h
step 2
(EWSB)
step 1
wn
nv
s
FIG. 1. Sequence of phase transitions in field space.
3form during the first transition, the restoration of
the Z2 symmetry during the second transition will
cause them to annihilate. This occurs long before
they can dominate the energy density of the uni-
verse, hence we expect that no cosmological prob-
lems will arise from this brief appearance of domain
walls [13].
The dynamics of the phase transition depend
strongly on Tn, the temperature at which the prob-
ability of a bubble nucleating within one Hubble
volume per Hubble time is O(1) [17]. The tunnel-
ing probability goes as exp(−S3/T ), where S3 is the
three-dimensional Euclidean action. We used Cos-
moTransitions [18] to find phase transition candi-
dates and to determine Tn
1. The criterion for the
nucleation temperature is taken to be S3/Tn = 140
[17].
Since our investigation is motivated by elec-
troweak baryogenesis, we focus attention on first or-
der transitions that are strong enough to preserve
the baryon asymmetry from washout by residual
sphaleron interaction inside the bubbles. This re-
quires the Higgs VEV at the nucleation temperature
to satisfy [19]
vn
Tn
& 1.1 . (5)
IV. WALL DYNAMICS
The bubble-wall dynamics are determined by the
interactions of the Higgs and singlet fields with a
thermal fluid consisting of top quarks, electroweak
gauge bosons, and any other particles to which the
scalars couple significantly. After the bubble nucle-
ates, it expands due to the outward pressure caused
by the potential difference between the phases of the
scalar fields on either side. The interactions of the
wall with the surrounding fluid counteract the ex-
pansion by a friction force that depends on the speed
and shape of the wall.
1 CosmoTransitions occasionally fails to find transitions
when they should exist; in such cases, changing the value of
λhs by O(10
−6) can overcome the problem. Moreover, Cos-
moTransitions often reports more phase transitions than
expected for a given model; we find that defining the EWPT
as the most recent first order transition where the Higgs’
VEV in the unbroken phase is smaller than the nucleation
temperature gives correct results. Of those, only phase
transitions that ended with no singlet VEV were studied.
We found it a useful cross-check to require the transition
identified by CosmoTransitions to have a critical tempera-
ture that matched our own calculations for the parameter
point in question.
If the friction is strong enough, the bubbles reach
a steady-state velocity whose value is relevant for
gravitational waves and baryogenesis. The termi-
nal vw depends upon the field profiles that solve the
equations of motion. These in turn depend upon the
temperature Tw of the wall and the vw-dependent
friction exerted by the plasma on the wall, lead-
ing to Tw > Tn, due to heating by the fluid. A
self-consistent solution thus requires simultaneously
solving for vw and the scalar field profiles in the wall.
IV.1. Deflagration profiles
The wall temperature, and the rest of the dynam-
ics of the bubble, depend on whether the phase tran-
sition proceeds through deflagrations or detonations
(hybrids of these two are also possible). For subsonic
bubble walls, with vw < 1/
√
3, the bubbles grow via
deflagrations [10], in which the wall is preceded by
a shock front that moves through the fluid, perturb-
ing it, increasing the temperature from Tn to Ts and
causing the wall to move (see fig. 2). The fluid ve-
locity decreases until the point where the wall passes
it, so that the fluid behind the wall is at rest relative
to that preceding the shock front. In this work we
limit our investigation to the case of deflagrations,
hence subsonic walls, deferring the study of super-
sonic walls to the future [20].
Because of the heating, the bubble wall dynamics
are not determined at temperature Tn, but rather
the temperature of the fluid near the wall. The cal-
culation is performed at times sufficiently long af-
ter nucleation that the bubble has reached a steady-
state velocity, and the profiles of the fluid pertur-
bations vary on scales much larger than the wall
thickness. Therefore one approximates the wall as a
discontinuity, such that the fluid temperature is T+
(T−) just in front of (behind) the wall. The fluid
velocity likewise is discontinuous there.
Since it is often convenient to switch between ref-
erence frames, we adopt the notation vxy for the
velocity of x in the reference frame y. In this con-
text, x and y either refer to the wall (w), shock front
(s), or the fluid at position 1 (in front of the wall),
2 (behind the shock front), or u (the unperturbed
“universe” frame, in front of the shock front or be-
hind the wall). The wall velocity, which is measured
with respect to the fluid directly in front of the wall,
is vw1 in this notation. We note that for any x and
y, vxy = −vyx. A diagram depicting the geometry
and labels is shown in fig. 2.
The relationships between the various fluid veloc-
ities and temperatures are found by integrating the
stress tensor Tµν across either of the two interfaces
shown in fig. 2. Approximating the fluid as perfect,
4Shock Front Bubble  Wall
h = vnS = 0h = 0S = wn
T-T+TsTn
Scalar VEV
Reference Frame Labels
Temperatures
u 12 uws
FIG. 2. Illustration of the geometry of a deflagration. The bubble wall and shock front are moving to the left with
the inside of the bubble being on the right of the figure.
these depend only on the fluid density and pressure.
The equations of state can be expressed as [16]
p± =
1
3
a±(Tn)T 4± − ±(Tn) (6)
ρ± = a±(Tn)T 4± + ±(Tn) (7)
where ρ± is the fluid density on either side of the
bubble wall and p± is the pressure. a± and ± are
given by
a±(T ) = − 3
4T 3
dF±(T )
dT
(8)
±(T ) = F±(T ) + 1
3
a±(T )T 4 . (9)
F± is the free energy of the fluid evaluated at the
respective VEVs outside and inside wall and T = Tn.
It is given by
F(h, s, T ) = Veff(h, s, T )− g
′
∗ pi
2
90
T 4 . (10)
Here g′∗ = 107.75 − 24.5 = 83.25 is the effective
number of degrees of freedom, apart from the t,
W/Z, h, χ and s, whose contributions are already
included in Veff . In general, a±(T ) and ±(T ) in
(6,7) should be evaluated at the temperatures T±,
but for transitions typically of interest for baryogen-
esis, where there is a limited degree of supercooling,
the T -dependence of a(T ) and (T ) is insignificant.
Integrating Tµν across the bubble wall provides
the relations [10]
vw1vwu =
p+ − p−
ρ+ − ρ− ,
vw1
vwu
=
p+ + ρ−
ρ+ + p−
. (11)
Integrating across the shock front, the temperature
changes, but not the the field values, leading to
vsuvs2 =
1
3
,
vsu
vs2
=
T 4n + 3T
4
s
3T 4n + T
4
s
. (12)
Fluid velocities in the wall and shock wave frame
are related by Lorentz transforming to the u frame
using
v2u =
vsu − vs2
1− vsuvs2 , v1u =
vwu − vw1
1− vwuvw1 . (13)
The relationship between the fluid velocity and
temperature behind the shock front and in front
of the wall can be approximated by linearizing the
stress-energy equations with respect to small fluid
velocities in the universe frame [11], to obtain
Ts = T+ exp
[−2vu1v2wu
1− 3v2wu
(
1
vwu
− 1
vsu
)]
(14)
v2u = v1u
(
vwu
vsu
)2(
3v2su − 1
3v2wu − 1
)
(15)
For a given guess of the wall velocity, vw ≡ vw1, and
an associated nucleation temperature, eqs. (11-15)
can be used to solve for the eight remaining vari-
ables: T+, T−, Ts, vwu, vsu, v1u, v2u, and vs2. An
example of the solution to these equations for sample
set of parameters is shown in fig. 3.
50.0 0.1 0.2 0.3 0.4 0.5
vw
103.6
103.8
104.0
104.2
104.4
104.6
104.8
105.0
T 
(G
eV
) T +
T
Tn
Tc
FIG. 3. An example of how the wall temperature
changes as a function of vw for a sample model with
ms = 63 GeV, w0 = 130 GeV, and λhs = 0.9
IV.2. Equations of Motion
The equation of motion of a scalar field coupled
to a perfect fluid has been derived by enforcing the
conservation of the stress-energy tensor in the WKB
approximation [7], or starting from the Kadanoff-
Baym equations [15]. Both methods lead to
φ+ ∂V (φ)
dφ
+
∑
i
ni
dm2i
dφ
∫
d3p
(2pi)32E
fi(~p, x) = 0
(16)
where V (φ) is the zero-temperature effective poten-
tial, the sum is over all particles that couple to φ, ni
is the number of degrees of freedom of particle i, mi
is its field-dependent mass, and fi(~p, x) is its phase
space distribution. By separating fi = f0,i+ δfi into
equilibrium and out-of-equilibrium components, the
equation of motion takes a more useful form. The
integral over f0,i is equivalent to accounting for the
T -dependence of the effective potential, giving
φ+ ∂Veff(φ, T )
dφ
+
∑
i
ni
dm2i
dφ
∫
d3p
(2pi)32E
δfi(~p, x) = 0
(17)
The third term in (17) describes the friction force
that comes from the dissipative interactions between
the scalar field and the surrounding fluid.
In the following, we assume that the dominant
sources of friction are the top quark and electroweak
gauge bosons. The lighter fermions, gluons and pho-
tons can be safely ignored because of their negligible
couplings to the Higgs field. The self-couplings and
mixing of the scalar fields are assumed to be sub-
dominant due to their fewer degrees of freedom rel-
ative to vector bosons or quarks. It is possible that
including these contributions would lead to moder-
ately slower walls, which could be advantageous for
baryogenesis, but we defer this issue to future study.
For the electroweak phase transition considered
here, there are two relevant scalar fields, each with
its own equation of motion, that must be simultane-
ously solved. Eq. (17) can be further simplified by
accounting for the spherical symmetry of the wall
and going to the planar limit, which reduces the
system to one spatial dimension, and by considering
only the steady-state regime. Therefore, the equa-
tions of motion for a bubble wall traveling in the
negative z direction become
−h′′(z) + ∂Veff(h, s, T )
∂h
(18)
+
∑
i=t,W,Z
ni
dm2i
dh
∫
d3p
(2pi)32E
δfi(~p, z) = 0
−s′′(z) + ∂Veff(h, s, T )
∂s
= 0 (19)
where primes denote derivatives with respect to z.
Strictly speaking, the existence of a steady-state so-
lution to the equations of motion does not guarantee
that those solutions will in fact be realized in the
physical setting, but this issue is beyond the scope
of this paper.
IV.3. Friction
The friction experienced by the wall depends on
δfi(~p, z), the deviation from equilibrium of W/Z and
t. We adopt the fluid approximation framework de-
veloped in [7], in which the friction is fully described
by three fluids: that of the top quark, the massive
gauge bosons, and the other particles, denoted as the
“background.” We label the gauge boson contribu-
tion by W although it also includes Z. For simplicity
W and Z are grouped together due to their similar
couplings, and assigned a mass-squared that is the
weighted average of m2W and m
2
Z . The background
fluid encompasses all the fields that are assumed
to contribute negligible friction, but which never-
theless play an important role in the wall dynam-
ics. We consider friction only from fluid excitations
with large momentum, such that the wavelength is
shorter than the width of the wall. It has been shown
that IR excitations in the massive gauge boson fluid
can be important [21], but we have checked numer-
ically that these are subdominant for parameters of
interest in the present study, using the same approx-
imations to evaluate the IR contributions as in ref.
[16], but taking care to impose the perturbative cut-
off mW (z) > g
2T [21].
The phase space distribution for the t and W flu-
6ids can be parametrized as
fi(E, z) =
1
e(E+δi(z))/T ± 1 (20)
where the +/− is for fermions/bosons and
δi(z) = −
[
T (δµi + δµbg)(z) + E(δτi + δτbg)(z)
+ pz(δvi + δvbg)(z)
]
(21)
accounts for perturbations in the fluids. δµi(z),
δτi(z), δvi(z) are respectively the perturbations in
the chemical potential, the relative temperature and
the velocity. The subscript bg denotes the back-
ground fluid. All the perturbations are relative to
the fluid directly in front of the wall where µ = 0
and T = T+ as described in section IV.1.
Deviations from equilibrium in the fluids are gov-
erned by the Boltzmann equation
d
dt
fi(E, z) = −C[fi(E, z)] . (22)
Rather than solving the full Boltzmann equation,
one linearizes it in δi(z), and converts it to a sys-
tem of ordinary differential equations by taking
three moments:
∫
d 3p/(2pi)3,
∫
(E/T ) d 3p/(2pi)3,
and
∫
pz d
3p/(2pi)3. A detailed derivation is pro-
vided in appendix B, leading to the coupled matrix
equations
AW (~qW + ~qbg)
′ + ΓW~qW = SW (23)
At(~qt + ~qbg)
′ + Γt~qt = St (24)
Abg~q
′
bg + Γbg,W~qW + Γbg,t~qt = 0 (25)
where ~q Ti = (δµi, δτi, δvi). The Ai matrices for
i = W, t take the form
Ai ≡
vwci2 vwci3 13di3vwci3 vwci4 13di4
1
3d
i
3
1
3d
i
4
1
3vwd
i
4
 (26)
while the source terms are
Si ≡ m
′
imi
T 2
vwci1vwci2
0
 (27)
The coefficients cij and d
i
j denote the integrals
cij
(mi
T
)
≡
∫
d3p
(2pi)3
(− f ′0,i)Ej−2T j+1 (28)
and
dij
(mi
T
)
≡
∫
d3p
(2pi)3
(− f ′0,i)p2Ej−4T j+1 (29)
where f0,i is the equilibrium distribution function
for particle i. In previous literature (with the excep-
tion of ref. [22]), these coefficients were evaluated in
the massless approximation, where dij = c
i
j , setting
mi/T = 0. But for some phase transitions satis-
fying the sphaleron bound (5), mt/T > 1 in the
broken phase; hence we we derived the full mass de-
pendence for this work. For the background fluid,
one can show that
Abg = 20AW |m=0 + 78At|m=0 (30)
where the background fluids are approximated as
massless [15].
The Γi matrices in eqs. (23, 24) quantify the in-
teractions of the fluids. Γt and ΓW take the form
Γi ≡ T
Γµ1i ΓδT1i 0Γµ2i ΓδT2i 0
0 0 Γvi
 (31)
where the matrix elements are numerical constants
calculated in [7] to be2
ΓW/T =
0.00521 0.01012 00.01012 0.03686 0
0 0 0.01614

Γt/T =
0.00899 0.01752 00.01752 0.06906 0
0 0 0.03499
 (32)
Using energy-momentum conservation, the back-
ground fluid collision terms are given by
Γbg,i = −niΓi (33)
where nt = 12 and nW = 9 are the number of de-
grees of freedom in the respective components.
The background fluid is assumed to be in chemical
equilibrium, implying that δµbg = 0. This assump-
tion removes the top row of eq. (25). The remaining
two rows determine δτbg and δvbg in terms of qW
and qt,
~q ′bg = −A−1bg23(Γbg,W~qW + Γbg,t~qt) (34)
where A−1bg23 denotes the matrix where the bottom
right block of Abg is inverted and the rest of the
matrix elements are zero.
Equations (23) and (24) can then be expressed in
6 × 6 matrix form, in the rest frame of the bubble
wall,
A~q ′ + Γ~q = S (35)
2 As we were completing this work, an improved numerical
evaluation of these collision rates was presented in ref. [22].
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FIG. 4. Example of the solutions for the fluid perturbations, for a model with ms = 63 GeV, w0 = 130 GeV,
and λhs = 0.9, vw = 0.297 and background wall shape h(z) = (h0/2)[tanh(z/Lw) + 1] where h0 = 209 GeV and
Lw = 0.2 GeV
−1.
with
A ≡ γ
[
AW 0
0 At
]
, ~q ≡
[
~qW
~qt
]
, S ≡ γ
[
SW
St
]
(36)
and
Γ ≡
[
ΓW 0
0 Γt
]
−
[
AWA
−1
bg23Γbg,W AWA
−1
bg23Γbg,t
AtA
−1
bg23Γbg,W AtA
−1
bg23Γbg,t
]
(37)
The factors of γ = 1/
√
1− v2w are from Lorentz
boosting to the rest frame of the wall.
The W and t fluid perturbations are determined
by solving eq. (35) using the relaxation method as
described in ref. [23], since shooting tends to be
unstable. The background fluid perturbations are
found by integrating eq. (34). One can carry out
this procedure for given values of the wall velocity
and shape, and from the ensuing perturbations com-
pute the friction term in the Higgs field equation of
motion (18) using∫
d3p
(2pi)32E
δfi(~p, z) ∼=
∫
d3p
(2pi)32E
f ′0,i(~p, z) δi(z)
=
T 2
2
[
ci1(z)δµi(z) + c
i
2(z)
(
δτi(z) + δτbg(z)
)]
(38)
An example of the solutions for the perturbations is
shown in fig. 4.
IV.4. Solving the Equations of Motion
With the friction calculated in eq. (38), the equa-
tions of motion that must be solved to determine vw
and the shape of the wall are
−h′′(z) + ∂Veff(h, s, T+)
∂h
(39)
+
ntT+
2
dm2t
dh
[
ct1δµt + c
t
2(δτt + δτbg)
]
+
nWT+
2
dm2W
dh
[
cW1 δµW + c
W
2 (δτW + δτbg)
]
= 0
−s′′(z) + ∂Veff(h, s, T+)
∂s
= 0 . (40)
Deep into the bubble interior, eq. (39) is not
exactly satisfied once we adopt our approximation
schemes for calculating the effective potential and
1.0 0.5 0.0 0.5 1.0
z (1/GeV)
0
50
100
150
200
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V
tanh fits
h(z)
s(z)
FIG. 5. The wall shape that solves the equation of mo-
tion for the model with ms = 63 GeV, w0 = 130 GeV,
and λhs = 0.9. The dashed curves show the best fits
using the tanh ansatz of eqs. (48 , 49).
8the perturbations. The Higgs’ VEV is unchanging
there, so the kinetic term is zero. Similarly the per-
turbations in the W and t fluids go to zero on both
sides of the wall. This implies that the terms propor-
tional to δτbg must exactly cancel out the potential
term. When the perturbations are determined as
described above and the potential term is calculated
with the Higgs VEV that minimizes the potential
inside the bubble, the two terms do not cancel as
they should. This is due to differences in the deriva-
tion of the friction terms in comparison to the ef-
fective potential. Firstly, the fluid perturbations are
only determined to linear order whereas the temper-
atures that go into the effective potential, T+ and
T−, were calculated including non-linearities in the
fluid equations. This means that while in theory
T+ − T− = T+δτbg, their relationship is only ap-
proximate. The other cause is that the scalar fields
were treated as massless background fields in the
friction calculation but their full contribution was
included in the effective potential. There are three
ways to account for this inconsistency: the Higgs
VEV inside the bubble can be chosen not to mini-
mize the potential but instead to cancel the friction
term, the entire friction can be scaled to cancel the
potential term but maintaining the friction shape in
z, or just the background perturbation contribution
to the friction can be scaled to cancel the potential
term. We adopt the last option, which we found to
be the most conservative choice (leading to slightly
larger wall velocities). The equations of motion that
we actually use to determine the wall dynamics then
become
Eh ≡ −h′′(z) + ∂Veff(h, s, T+)
∂h
(41)
+
ntT+
2
dm2t
dh
[
ct1δµt + c
t
2(δτt + yδτbg)
]
+
nWT+
2
dm2W
dh
[
cW1 δµW + c
W
2 (δτW + yδτbg)
]
= 0
Es ≡ −s′′(z) + ∂Veff(h, s, T+)
∂s
= 0 (42)
where y is an O(1) parameter chosen so that the
equations are satisfied for larger positive values of z.
For a given value of vw, the relaxation method
can be used to find the shapes of h(z) and s(z) that
come closest to solving the equations of motion. One
must then vary vw and find a complete solution to
the equations, by iterating this procedure. A rea-
sonable initial guess for both vw and the wall shape
is required, leading us to solve the equations in two
stages. The first part is to guess vw and the wall
shape using the tanh ansatz employed in previous
studies of wall velocities [7],[15],[16]. The second
uses these as a starting point to numerically deter-
mine vw and the wall shapes.
The tanh ansatz in the first stage assumes that
the Higgs profile has the form
h(z) =
v(T−)
2
(
tanh
(
z
Lw
)
+ 1
)
(43)
where v(T−) is the Higgs VEV at temperature T−
and Lw is the width of the wall. The friction and
shape of the singlet profile are independent of each
other, so there is no need to impose a tanh ansatz for
s; rather its profile is found by numerically solving
its equation of motion. This reduces the problem
to finding values of vw and Lw that come closest to
solving the Higgs equation of motion3.
No choice of vw and Lw will exactly solve eq. (41),
since the true shape is not a tanh function. Instead
we follow ref. [15] by calculating two moments of Eh
in eq. (41) and finding the values of vw and Lw that
make them vanish. The two moments are taken to
be
E1 ≡
∫
h′(z)Eh dz = 0 (44)
E2 ≡
∫
h′(z)
(
2h(z)− v(T−)
)
Eh dz = 0
since with this choice the Jacobian matrix
∂(E1, E2)/∂(vw, Lw) is always far from being sin-
gular.
The first stage of the algorithm can then be sum-
marized as:
1. Make a guess for vw and Lw
2. Calculate T+ and T− for vw
3. Determine s(z) by solving the s equation of
motion using the tanh ansatz for h(z)
4. Determine the shape of the friction term for
the guessed shape of h(z)
5. Calculate the moments E1 and E2
6. Find the new guess for vw and Lw by solving
Ei = 0.
In the second stage, we aimed to relax the tanh
profile assumption for h(z) and to determine its
shape more exactly. Using the values of vw and Lw
from the first part as new initial guesses, we solved
both h and s equations of motion simultaneously,
3 In an alternative implementation of this initial stage, which
is also effective, we fix the path through field space as an
arc passing through the saddle point, and we work with the
field equation along that path rather than giving priority
to h or s.
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FIG. 6. Contours of the wall velocity vw in the λhs-ms plane, with w0 increasing from 100 to 170 GeV in successive
plots. The white area indicates regions where no first order transition satisfying the sphaleron bound (5) was found.
In the grey hatched region, strong transitions satisfying (5) exist, but no solutions with vw < cs were found. The red
contours indicate values of the singlet self-coupling, λs, as determined by eq. (2). For each w0 we show only regions
containing viable solutions for the bubble wall parameters, within the ranges specified in Eqn. (46).
using relaxation. A challenge here is that the fric-
tion on the wall, which is expensive to compute, de-
pends on the background h(z) solution. To speed up
the algorithm, we recomputed the friction only af-
ter several relaxation steps. This procedure leads to
eventual convergence, unless the initial guess for vw
is too poor. Convergence was tested by seeing how
closely the two equations of motion were satisfied,
using the squared error statistic
Etot =
∫ [
E2h + E
2
s
]
dz . (45)
The best value of vw was determined by varying vw
in the region of the guess from step 1 as to mini-
mize Etot. An example of the wall shapes that solve
the equations of motion is given in fig. 5. It demon-
strates that the actual profiles can differ significantly
from the tanh ansatz.
V. RESULTS AND DISCUSSION
A scan of the parameter space of the scalar singlet
model was performed in the ranges
0.1 ≤ λhs ≤ 1.5
63 GeV ≤ ms ≤ 114 GeV, (46)
100 GeV ≤ w0 ≤ 170 GeV.
We did not find viable examples for w0 . 90 or
& 180 GeV. Our results indicate that this covers
most, if not all, of the parameter space of interest
for subsonic walls.
We imposed the lower bound ms > mh/2 so
that collider constraints from invisible Higgs decay
(h → ss) do not apply [24]. This is a mild re-
striction, since for ms < mh/2 and not too close to
the upper limit, these constraints imply the invisible
branching ratio is . 25%, hence λhs . 0.01, which
is too small to give rise to a strong phase transition.
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FIG. 7. The dependence of wall velocity, vw, on the
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curve shows a fit to the points.
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sitions found to satisfy the sphaleron washout condition.
V.1. Wall Velocity Results
Our determinations of the wall speed over the full
parameter space are illustrated in in fig. 6, show-
ing contours of vw in the plane of ms versus λhs,
for a series of w0 values. The grey hatched regions
indicate parameters for which no transitions with
subsonic walls were found. One can see that models
with heavier singlets and larger λhs couplings tend
to produce faster-moving walls. Generally we find a
minimum value for vw, which depends on w0 and is
smallest for w0 ∼ 120 GeV, where the lowest speed
vw ∼= 0.22 is found. The parameters specifying a few
benchmark models and their resulting phase transi-
tion properties are shown in table I.
Since it is numerically expensive to compute vw
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FIG. 9. The Higgs wall width Lh, in units of the in-
verse wall temperature T−1+ , versus the same quantity in
GeV−1 units. The solid line shows a fit to the points, cor-
responding to the mean wall temperature T+ = 120 GeV.
for a given model from first principles, it is useful
to look for relations between it and other quantities
characterizing the strength of the phase transition,
that are easier to compute. In fact we observe a
strong correlation between vw and the double ratio
r ≡ vn/Tn
vc/Tc
(47)
where v/T is evaluated respectively at the nucleation
and the critical temperatures. This is a measure of
the degree of supercooling, and its correlation with
vw is plotted in fig. 7, showing that vw increases
rapidly with r − 1. We find an analytic fit vw ∼=
0.53 (1− 0.77 r−34), with deviations of order ±0.03.
The maximum value of r found for subsonic bubble
walls was r ∼= 1.15. It remains close to unity even for
strong transitions, validating the assumption made
in section IV.1 that the equations of state at the
nucleation and critical temperatures do not differ
significantly from each other.
The fact that a cutoff on r exists, above which it is
unlikely to produce subsonic walls, can be seen in fig.
8, which shows all the models tested, including those
ms λhs w0 vw Tn Tc vn/Tn r
63 0.9 130 0.297 103.592 104.865 2.02 1.02
81 1.0 110 0.336 124.301 125.425 1.40 1.03
66 0.3 160 0.492 130.532 132.677 1.28 1.05
105 0.8 110 0.530 130.646 134.461 1.24 1.11
TABLE I. Benchmark models with successively faster
moving walls. Masses and temperatures are in GeV. r is
the measure of supercooling defined in eq. (47).
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found not to have slow bubble walls. It clearly shows
that for r & 1.1, few transitions produce subsonic
walls, whereas below that point all the models tested
were found to do so.
Fig. 6 shows that subsonic walls require the sin-
glet to be relatively light, ms . 110 GeV, often with
a relatively large coupling to the Higgs, λhs ∼ 1. If
s is long-lived enough to escape detection within a
collider, Ref. [25] suggests that a singlet with these
properties may be a realistic target for the high-
luminosity LHC (in the MET plus forward jets chan-
nel, from vector-boson fusion production of an off-
shell Higgs). On the other hand, if we take the model
at face value, as a complete model with a standard
thermal history, Ref. [25] also finds that the LUX
direct detection experiment [26] rules out ms . 120
GeV even though s would make a subdominant con-
tribution to the dark matter. Of course, additional
model ingredients can easily make s unstable on cos-
mological time scales without affecting our phase-
transition and wall-velocity results.
V.2. Wall Shape Results
Although Fig. 5 shows that the wall shapes de-
viate from a tanh profile, it is nevertheless a use-
ful approximation for concisely encoding informa-
tion about the wall shapes. We have accordingly
analyzed our results from the fully numerical algo-
rithm to find the best-fit tanh profiles, including a
possible offset δz between the Higgs and the singlet
profiles:
hfit =
h0
2
[
1 + tanh
(
z
Lh
)]
(48)
sfit =
s0
2
[
1− tanh
(
z − δz
Ls
)]
, (49)
where we have allowed for independent widths Lh
and Ls of the Higgs and singlet profiles.
To display results for the wall thicknesses, we have
opted to use dimensionless combinations like LhT+,
where T+ is the temperature of the wall. If one wants
to translate these into absolute thicknesses, it can be
done using the strong correlation between LhT+ and
Lh in GeV
−1 units, shown in Fig. 9. Since all models
with subsonic walls have nucleation temperatures in
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FIG. 12. The dependence of Higgs wall width, Lh, on
the wall velocity, vw.
the range 80 GeV ≤ Tn ≤ 140 GeV (see Fig. 8), and
for slow walls the wall temperature does not deviate
much from the nucleation temperature, the relation-
ship between these two ways of characterizing Lh is
linear with relatively little scatter: LhT+ ∼= Lh 120
GeV. This reflects the fact that the deviations of wall
temperature from the mean value T+ = 120 GeV are
relatively small.
Contour plots of LhT+, LsT+, and δzT+ similar
to those for vw are presented in Figs. 10 and 11.
We find that faster walls tend to be thinner and
have smaller offsets. These relationships are plot-
ted in Figs. 12-14, which show strong correlations,
especially in the case of Lh. With rare exceptions,
Ls < Lh, with Ls typically smaller than Lh by 20-
30%.
As discussed in Appendix C, a small number of
points were found to have extra potential minima or
plateaus in the middle of the wall. The results for
these points are likely to change with a more careful
treatment of the effective potential. However, these
points are rare, and including them does not change
any of our conclusions.
VI. CONCLUSION
This work has laid out a more quantitative
methodology than has been previously used, for cal-
culating the wall velocity of bubbles during the elec-
troweak phase transition with an additional scalar
field. We improved on previous similar studies by
solving for the actual profiles of the scalar fields,
rather than just parametrizing them using a tanh
ansatz. Other improvements made here include use
of the one-loop Coleman-Weinberg contributions to
the potential including the effect of thermal masses,
accounting for the sphericity of the bubbles, not ex-
panding fluid perturbations to first order in m/T ,
and performing a scan over the three-dimensional
parameter space.
Scanning over the parameter space reveals that
the scalar singlet model is able to produce slow bub-
ble walls that are preferable for electroweak baryo-
gensis to occur, down to a minimum wall velocity
of vw ∼= 0.22. These examples of slow-moving walls
only occur in phase transitions with small amounts
of supercooling.
There are a few ways in which this study can be
extended by future work. The precision of the wall
velocity calculation could be improved by including
additional sources of friction such as from the scalar
fields and IR gauge boson modes. For a complete
analysis of electroweak baryogensis in the Z2 scalar
singlet model, this analysis could be embedded in a
more complete model that includes a new source of
CP-violation in order to determine the size of the
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FIG. 13. Like fig. 12 but for Ls.
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FIG. 14. Like fig. 12 but for δz.
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matter anti-matter asymmetry that would be pro-
duced. Lastly, extending this analysis to apply for
faster walls or even supersonic walls could be of in-
terest for studying other effects of the phase transi-
tion such as gravitational waves. We are currently
studying these issues [20].
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Appendix A: Effective potential
The one-loop contribution to the potential can be
approximated as
V1 =
∑
i=h,s,χ,t,W,Z,γ
nim
4
i (h, s, T )
64pi2
[
ln
(
m2i (h, s, T )
v20
)
−ci
]
(A1)
where ni is the number of degrees of freedom of each
particle. For the scalar fields, longitudinal W/Z and
top quark ci = 3/2 but for the transverse gauge
bosons ci = 1/2, in the MS scheme. The top quark
is the only fermion included in the sum since the
contributions from lighter fermions are suppressed
by their small Yukawa couplings. χ stands for the
Goldstone boson contributions.
The one-loop contribution acquires a temperature
dependence through the thermal masses of the par-
ticles, in this method of carrying out the ring resum-
mation [29]. It has been shown that for sufficiently
strong phase transitions, a more careful treatment
of thermal masses can be important [30].
The scalar masses in eq. (A1) are given by the
eigenvalues of the mass matrix:
M2scalar,ij ≡
∂2V
∂φi∂φj
+m2T,iδij (A2)
where φi and φj are the five scalar fields summed
over in eq. (A1)and
m2T,h = T
2
(
3g2 + g′2
16
+
y2t
4
+
λh
2
+
λhs
24
)
(A3)
m2T,χ = m
2
T,h (A4)
m2T,s = T
2
(
λhs
6
+
λs
4
)
. (A5)
The three mass eigenvalues associated with the
Goldstone bosons vanish in the vacuum state making
those terms in eq. (A1) formally divergent. This is
properly dealt with by introducing a scale coinciding
with the Higgs mass, mh, to cut off the IR divergence
[31].
The masses associated with the longitudinal
modes of the gauge bosons in eq. (A1) are given by
the eigenvalues of the mass matrix:
M2long,ij ≡

g2h2
4 0 0 0
0 g
2h2
4 0 0
0 0 g
2h2
4
gg′h2
4
0 0 gg
′h2
4
g′2h2
4

+
11
6
T 2 diag(g2, g2, g2, g′2) (A6)
The rest of the field-dependent masses in eq. (A1)
are given by:
m2trans,w =
g2h2
4
m2trans,z =
(g2 + g′2)h2
4
m2trans,γ = 0
m2t =
y2t h
2
2
(A7)
The counterterm contribution to the potential can
be parameterized as
VCT =
1
2
δm2hh
2 +
1
2
δm2ss
2 +
1
4
δλhh
4 +
1
4
δλss
4
+
1
4
δλhsh
2s2 (A8)
The five counterterms were chosen to ensure that the
full effective potential at T = 0 maintains its tree-
level values for the scalar masses, potential minima,
and scalar mixing. This is done by imposing the
following conditions at T = 0:
∂V
∂h
∣∣∣∣
h=v0,s=0
=
∂V
∂s
∣∣∣∣
h=0,s=w0
= 0 (A9)
∂2V
∂h2
∣∣∣∣
h=v0,s=0
= m2h,
∂2V
∂s2
∣∣∣∣
h=v0,s=0
= m2s (A10)
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and
∂4V
∂h2∂s2
∣∣∣∣
h=v0,s=0
= λhs (A11)
where ms =
√
1
2λhsv
2
0 − λsw20 is the mass of the
scalar singlet in the true vacuum.
The resulting counterterm parameters are found
to be
δm2h =
(
1
2
∂2V1
∂h2
− 3
2v0
∂V1
∂h
)∣∣∣∣
h=v0,s=0
(A12)
δm2s =
(
− ∂
2V1
∂s2
+
v20
2
∂4V1
∂h2∂s2
)∣∣∣∣
h=v0,s=0
(A13)
δλh =
1
2v20
(
1
v0
∂V1
∂h
− ∂
2V1
∂h2
)∣∣∣∣
h=v0,s=0
(A14)
δλs = −δm
2
s
w20
− 1
w30
∂V1
∂s
∣∣∣∣
h=0,s=w0
(A15)
and
δλhs = − ∂
4V1
∂h2∂s2
∣∣∣∣
h=v0,s=0
(A16)
Lastly, the temperature dependence of the poten-
tial is given by
VT = −12T
4
2pi2
JF
(
mt(h)
T 2
)
+
∑
i=h,s,χ,W,Z
niT
4
2pi2
JB
(
m2i (h, s, T )
T 2
)
(A17)
where JF and JB are functions which describe
fermions and bosons temperature-dependent contri-
bution to the one-loop potential. The functions are
calculated from
JF (y) =
∫ ∞
0
x2 ln
(
1 + e−
√
x2+y2
)
dx (A18)
and
JB(y) =
∫ ∞
0
x2 ln
(
1− e−
√
x2+y2
)
dx (A19)
These equations fully describe the one-loop poten-
tial of the scalar fields.
Appendix B: Linearized Boltzmann Equations
The following derivation of the linearized mo-
ments to the Boltzmann equation, which are used to
to determine the friction of the equation of motion,
follows closely to that originally expressed in [7].
The difference between that derivation and the one
here is that the full dependence of m/T is included
here instead of expanding to lowest order. This al-
lows for stronger phase transitions to be quantita-
tively studied.
As noted in eqs. (20-22) the fluids are described
by the distribution function
fi(E, z) =
1
eE+δi(z))/T ± 1 (B1)
where the +/− is for fermions/bosons and
δi(z) = −
[
T (δµi + δµbg)(z) + E(δτi + δτbg)(z)
+ pz(δvi + δvbg)(z)
]
(B2)
The background fluid is in chemical equillibrium so
for the rest of the derivation δµbg = 0 Deviations
from equilibrium in the fluids are governed by the
Boltzmann equation
dfi
dt
= −C[fi(E, z)] (B3)
The left side of eq. (B3) can be expanded as
dfi
dt
= f ′0,i
(
dE
dt
+
dδi
dt
)
(B4)
where
f ′0,i ≡ ∂Efi|δi=0 (B5)
In the fluid’s reference frame
dδi
dt
= ∂tδi +
pz
E
∂zδi − (m
2
i )
′
2E
∂pzδi (B6)
Starting with the last term
− (m
2
i )
′
2E
∂pzδi =
(m2i )
′
2E
(δvi + δvbg) (B7)
As will be shown the perturbations are sourced by a
term proportional to
(m2i )
′
2E f
′
0,i so terms like the one
above which are proportional to
(m2i )
′
2E f
′
0,iδi are on
the same order as δ2i and therefore are ignored to
linear order.
This may raise the concern that if mi/T is not
small and δi ∝ (m
2
i )
′
2E , does the linear approxima-
tion break down? The tanh ansatz can be used to
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set a rough condition on the relation between vn/Tn
and LT under which taking the linear order is valid.
That will be derived at the end of this section.
Next one observes that ∂t = vw∂z in the fluid’s
reference frame, so to linear order in the perturba-
tions
dδi
dt
=
(
vw +
pz
E
)
∂zδi . (B8)
Going back to eq. (B4), the term independent of
δi acts as the source term in the perturbations equa-
tions.
dE
dt
=
d
dt
(p2 +m2i )
1/2
=
1
2(p2 +m2i )
1/2
dm2i
dt
(B9)
= vw
(m2i )
′
2E
Therefore the Boltzmann equation becomes
f ′0,i
(
vw +
pz
E
)
∂zδi + C[fi] = −vwf ′0,i
(m2i )
′
2E
(B10)
which when expanding out δi it becomes
−f ′0,i(vw +
pz
E
)[Tδµ′i + E(δτ
′
i + δτ
′
bg) + pz(δv
′
i + δv
′
bg)]
+ C[fi] = −vwf ′0,i
(m2i )
′
2E
(B11)
Three moments are taken to turn this into a sys-
tem of ordinary differential equations. The three
moments are
∫
d3p
(2pi)3 ,
∫
E
T
d3p
(2pi)3 , and
∫
pz
d3p
(2pi)3 .
When taking the first moment, all terms propor-
tional to pz integrate to zero leaving
∫
d3p
(2pi)3
(
−f ′0,ivw[Tδµ′i + E(δτ ′i + δτ ′bg)]
− f ′0,i
p2z
E
(δv′i + δv
′
bg) + C[fi]
)
=
∫
d3p
(2pi)3])
(
− vwf ′0,i
(m2i )
′
2E
)
(B12)
Two sets of variabels are then introduced.
cij = −
∫
f ′0,i
Ej−2
T j+1
d3p
(2pi)3
(B13)
and
dij = −
∫
f ′0,i
p2Ej−4
T j+1
d3p
(2pi)3
(B14)
After noting that p2z = p
2/3 and substituting eqs.
(B13, B14) into eq. (B12), one gets
T 4vwc
i
2δµ
′
i + T
4vwc
i
3(δτ
′
i + δτ
′
bg)
+ T 4vwd
i
3(δv
′
i + δv
′
bg)/3 +
∫
d3p
(2pi)3
C[fi]
=
T 2vwc
i
1(m
2
i )
′
2
(B15)
or after factoring out the T 4
vwc
i
2δµ
′
i + vwc
i
3(δτ
′
i + δτ
′
bg)
+ vwd
i
3(δv
′
i + δv
′
bg)/3 +
∫
d3p
(2pi)3
C[fi]
T 4
=
vwc
i
1(m
2
i )
′
2T 2
(B16)
The second moment equation is the exact same
except with an extra factor of E/T in each term
leading to
vwc
i
3δµ
′
i + vwc
i
4(δτ
′
i + δτ
′
bg)
+ vwd
i
4(δv
′
i + δv
′
bg)/3 +
∫
d3p
(2pi)3
E C[fi]
T 5
=
vwc
i
2(m
2
i )
′
2T 2
(B17)
For the third moment equation, due to the extra
factor of pz, the opposite set of terms in eq. (B11)
compared to the first two moments integrates to zero
leaving∫
d3p
(2pi)3
(
−f ′0,i
p2z
E
[Tδµ′i + E(δτ
′
i + δτ
′
bg)]
− f ′0,ivwp2z(δv′i + δv′bg)
)
= 0 (B18)
which becomes
di3δµ
′
i/3 + d
i
4(δτ
′ + δτ ′bg)/3
+ vwd
i
4(δv
′
i + δv
′
bg)/3 = 0 (B19)
As originally stated in section IV, eqs. (B16, B17,
and B19) form a linear system of ODE’s that takes
the form
Ai(~qi + ~qbg)
′ + Γi~qi = Si (B20)
with Ai, Γi, Si, and qi all taking the same form as
they do in section IV.
Perturbations, qi, are sourced by a term propor-
tional to
(m2i )
′
2T 2 so if
(m2i )
′
2T 2 ∼ 1 treating perturbations
to linear order is no longer valid. To determine a
rough quantitative condition of when this is true the
tanh ansatz can be used where the Higgs wall shape
is
h(z) =
v
2
(
tanh(
z
LT
) + 1
)
(B21)
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FIG. 15. Left (a): Contours of Veff for the model with λhs = 1.2, w0 = 120 GeV, and ms = 69 GeV, evaluated at the
wall temperature of T+ = 114.075 GeV. Right (b): The potential for this model projected on the shape of the wall.
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FIG. 16. The scalar potential along the wall for the
model with λhs = 0.9, w0 = 110 GeV, and ms = 81 GeV
evaluated at the wall temperature of T+ = 126.130 GeV.
This conditions will first break down with the top
quark which has a mass given by
mt(z)/T =
yth(z)√
2T
(B22)
Then by taking the derivative
(m2t )
′
2T 2
=
( vT )
2y2t sech
2( zLT )
(
tanh( zLT ) + 1
)
8LT
(B23)
At its maximum value this is equal to
(m2t )
′
2T 2
∣∣∣∣
max
=
4( vT )
2y2t
27LT
(B24)
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FIG. 17. The shape of the scalar fields for the model
the model with λhs = 1.2, w0 = 120 GeV, and ms = 69
GeV.
By ensuring that
(m2t )
′
2T 2
∣∣
max
< 1 we get the condition(
v
T
)2
< 6.9 LT (B25)
This condition is easily met by all the wall found
to have subsonic walls in this paper therefore indi-
cating that the linear order approximation is valid.
Appendix C: Questionable Transitions
Some of the models included in this analysis have
features in their potential that are likely to be sen-
sitive to higher-order corrections. The two types
of features seen are additional local minima and
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plateaus in the potential in the middle of the bubble
wall. An example of a model with such a minimum
can be seen in fig. 15 which shows a potential with
an additional local minimum in the h-s plane and
spatially along the wall respectively. Similarly, an
example of a wall profile with a potential plateau
can be seen in fig. 16. These features appear in the
potential when the bosonic squared masses become
negative. This phenomenon, was first discussed in
[31], where it was pointed out that this is sensi-
tive to IR corrections to the potential. Including
the thermal masses in the one-loop calculation of
the effective potential reduced the frequency that
models with these features appear. Due to the fact
they are sensitive to IR corrections, these models are
more likely to change from a more complete treat-
ments of thermal resummation as discussed in [30]
and including higher order loops in the effective po-
tential. While that may make these specific models
less robust, removing them does not change any of
the trends or conclusions discussed in this paper and
therefore even if more complete calculations change
these models, the overall results should hold. Sam-
ple benchmark models that have these features are
summarised in table II.
ms λhs w0 Tn T+ vw Feature Type
81 0.9 110 125.971 126.130 0.265 Plateau
80 0.967 110 125.139 125.302 0.267 Minimum
69 1.2 120 113.811 114.075 0.295 Minimum
TABLE II. Models which were found to have extra local
minima or plateaus in the scalar potential evaluated at
T = T+. Masses and temperatures are all reported in
GeV.
A final observation relating to these points is that
they tend to have lower wall velocities and shapes
that deviate more strongly from a tanh profile, as
seen in fig. 17. If these minima are indeed physi-
cal, or if another physics model can produce similar
physical effects, then removing the tanh ansatz is
even more important for capturing the true wall be-
haviour.
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