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Introduction
During the past 20 years, the Arab countries of the Middle East and North Africa have displayed weak overall economic performance and have been less economically attractive in comparison to other developing regions. Despite the plethora of scholarly articles and publications by international organizations on economic development and growth, the contributions on the economic performance of the Middle East and North Africa (MENA) in general and the Arab MENA (AMENA) countries in particular remain limited. Much of the literature uses the aggregate "MENA region," which comprises both Arab and non-Arab economies, such as the EU member and candidate countries Malta and Turkey and the highly developed countries Israel and Iran (Sala-I-Martin/Artadi 2003 ; Aubert 2004) . This article concentrates on the Arab countries of the Middle East and North Africa (AMENA) and further differentiates between Arab Mediterranean countries (AMCs) and Arab Gulf countries. The final sample comprises 77 countries, including the five AMCs: Algeria, Egypt, Jordan, Morocco, and Tunisia. 1 1 I collected data for a total of 173 countries. A detailed list of countries is provided in annex A.1. Figure 1 shows the per capita income of AMENA countries in an international comparison and indicates a huge income gap between AMCs and Arab Gulf states that is hidden in the MENA aggregate. The countries of the Gulf Council (GCC) have the second-highest per capita income in the world, topped only by the high-income OECD countries. In contrast, Arab Mediterranean countries have the second-lowest per capita income; only sub-Saharan Africa performs worse. In a regional comparison, AMENA countries show relatively low rates of economic growth, coupled with high rates of population growth, as depicted in Figure 2 . Tight labor markets in the region face major challenges because average population growth between 2000 and 2010 is estimated to be more than double that in all other regions (Dasgupta 2003) . Figures 3 and 4 depict the low attractiveness of AMENA countries in a regional comparison: These countries profit the least from net inflows of foreign direct investment (FDI) . Less than 5 percent of worldwide FDI is directed toward this region. Despite a gradual increase in net FDI inflows, the level is significantly below other developing regions. Even sub-Saharan Africa performs better. As for the GCC countries, it must be noted that they are massively exporting FDI. This is, however, not true for AMCs. The oil-dependent Gulf monarchies are an important example of countries in which the high income level is not an adequate gauge of technological progress and sustainable intensive growth. Despite the large discrepancy in per capita income in Arab Mediterranean and Arab Gulf countries, all Arab countries face similar problems, though at different levels of urgency.
There is ample economic literature which recognizes the existing growth deficit and weak economic performance of MENA countries. However, little research investigates the constraints on economic development in the AMENA countries that might explain why they perform below their potential. Understanding the most binding constraints to economic development and growth is a prerequisite for identifying effective structural adjustment measures, both nationally and internationally. National governments, as well as international organizations, have only limited financial and administrative resources dedicated to structural adjustment and development support. And rarely, if ever, is it possible to tackle all possible constraints. Policy makers have to make choices and set priorities to ensure that efforts and available resources are directed toward alleviating the most binding constraints. This paper aims to partially fill this void. Two-stage cross-country regression models are used to identify the importance of different theoretical economic and political economy explanatory variables. The discussion then also draws on regional political economy literature and insights from MENA regional studies in order to contextualize and interpret the empirical results. Two main hypotheses guide the analysis: i) MENA economic development is significantly constrained by a lack of technological capacity and a highly inefficient allocation of resources. ii) The inefficient allocation of resources in MENA countries is based on the domestic political economy in each country and results in part from the prevalent socioeconomic and political systems of the region. The relatively limited body of available literature stresses the poor economic performance and development of the Arab world, especially in comparison to other developing regions. Despite high oil prices and worldwide increases in energy demand, Arab Gulf countries have not been able to channel capital accumulation into intensive sources of growth. Productivity remains low and total factor productivity (TFP) hampers rather than advances economic growth and development in these countries (Bisat et al. 1997 ; Abu-Qarn/Abu-Bader 2007). There is, however, little agreement as to why Arab countries have mastered globalization so poorly. Why are there some highly competitive sectors such as the oil industry, with hardly any positive effects on local businesses and social structures, as in the Arab Gulf States, and why does the "formal" private sector remain limited despite an active and successful "informal" sector in the MENA region? To date, international structural adjustment programs and recommendations to support Arab Mediterranean economic development have been primarily inspired by the Washington Consensus. In principle, the IMF, the World Bank, the United States (Broader Middle East and North Africa Initiative), and the European Union (Euro-Mediterranean Partnership or European Neighborhood Policy) have championed programs to increase competition from within and outside national borders through privatization and trade openness, respectively. What we know today is that neither national nor international structural adjustment measures and programs in the Middle East and North Africa have rendered satisfactory results: AMENA countries have witnessed a de facto decline in GDP over the past 20 years. In order to develop suitable and appropriate strategies for economic development and growth from an international as well as a national perspective, it is necessary to specifically target those constraints that are most hampering economic development. Unfortunately, it seems 9 that the constraints to economic development in the MENA region have yet to be better identified, and support and reform efforts may therefore be targeted in the wrong direction.
To provide a comprehensive and fresh look at MENA economic development, this paper draws on different disciplines and integrates insights from economics, political science, and regional studies into a broader analytical framework. The aim of this paper is to test whether and to what extent the technological capacities and characteristics of MENA political economies have explanatory power with respect to economic development and income levels. The next section introduces the relevant literature from both economic and regional studies perspectives and summarizes the explanatory variables championed in the different strands of literature. Section 3 discusses the indicators used for measuring the dependent and independent variables, the model specifications, and the data. Ordinary least squares (OLS) regressions yield a sense of the magnitude of the estimated coefficients. In addition, two-stage least squares (2SLS) based on instrumental variables (IV) are used to address reverse causality, omitted variable bias, possible endogeneity, and measurement problems that restrain the accurate interpretation of relationships identified by the OLS regressions. The two stages of the estimation procedure will be elaborated in different subsections. Section 4 presents the empirical results as well as their interpretation and discussion. Special emphasis is given to the Arab countries of the Middle East and North Africa. Section 5 provides a conclusion and outlines implications for further research.
2 Related Literature
Economic Theory

Innovation and Growth
Neoclassical growth theory focuses on physical and human capital accumulation as the ultimate sources of growth. In contrast, endogenous growth theorists champion technological progress and factor productivity. As a result, growth research has a stronghold on technological innovations and high-technology research and development. However, domestic high-technology industries and sectors are virtually nonexistent in the context of developing countries. Eighty-five percent of innovations have been developed in OECD countries. Even in the USA, hightechnology manufacturing accounts for merely 5 percent of the GDP. The question of how to optimize the innovation process in high-technology sectors is subordinate to the more fundamental questions of how to trigger and how to accelerate growth in a sustained manner. Due to the lack of domestic high-technology sectors in developing countries, the priority of research has shifted from generating technology to accessing foreign technology, in particular technology from the highly industrialized OECD countries. This is demonstrated by trade economists' concentration on the importance of economic integration and free trade (Frankel/Romer 1999) . Some authors, such as Sachs and Warner (1999) or Dollar and Kraay (2004) , argue that trade integration is the major determinant of growth in poor countries because there are no domestic sources of technology. This view has been challenged by a relatively new strand of literature originally triggered by the seminal paper of Basu and Weil (1998) . Basu and Weil (1998) point to the technological bias towards the needs and framework conditions in highly developed countries where these technologies have been developed. They argue that the capacity of developing countries to adapt and adopt foreign technologies is as important as access to technologies, since existing technologies are not appropriate for use in developing countries. Recent studies empirically validate this model and further emphasize the importance of this concept (Acemoglu/Zilibotti 2001; Los/Timmer 2006) . Hausmann and Rodrik (2003) compare the process of technology adoption in developing countries to the innovation process in industrialized countries. They show that there is no "off-the-shelf technology" available to developing countries and that learning about technology and problem solving using the knowledge acquired in mastering technology is not without cost.
Technology Adoption and Growth
Efficient Allocation of Resources and Growth
Traditionally, inefficient allocation of resources has been identified as a lack of competition caused by monopolistic market structures, high protection against foreign competitors, and state domination of sectors or industries. The structural adjustment championed by the Bretton Woods organizations was and still is, despite certain limitations of this approach (cf. e.g. Kappel 2003), principally based on the exposure of formally closed economies to international competition through trade openness and widespread privatization in to increase competition and, concomitantly, the competitiveness of developing economies (World Bank 2006) . However, a rapidly growing strand of literature supports the view that differences in growth and prosperity originate from differences in institutions. Institutions are generally described in this paper as the rules and norms of human behavior, following the definition provided by North (1989 and 1990) . Acemoglu et al. (2004) focus on the importance of economic institutions for economic growth. They argue that economic institutions that facilitate and encourage factor accumulation, innovation, and the efficient allocation of resources are necessary for societies to be able to prosper. Easterly et al. (1997) and more recently Alesina et al. (2003) point to cultural and ethic fractionalization as further external sources of differences in economic growth, in addition to geography and climate. In a widely cited paper Rodrik et al. (2004) integrate these diverse arguments into an integrated model and conclude that "institutions rule" over geography and trade integration for economic development. Krueger (1974) was the first to theoretically and empirically outline the economic phenomenon of rent seeking and its negative consequences. Her findings point to: 1) high deadweight loss, 2) a negative perception of the economic system and market mechanism as rewarding the rich and well-connected, 3) economic activity that is increasingly devoted to capturing gains from rents rather than adopting new technologies and taking entrepreneurial risks. Olson (1982) identifies vested interests among individuals specialized in the old technologies as a major cause of the slowdown in technological progress. He argues that these indi-viduals are tempted to collude and exert political pressure in order to delay or prevent innovations that might erode their rents. Inefficient bureaucratic organizations are also regarded as an important factor retarding economic development. In a recent paper, Acemoglu et al. (2006) present an economic theory to explain why certain societies end up with such structures. Their findings suggest that an inefficient state structure 1) allows the rich to use patronage, 2) creates more rents for bureaucrats than an efficient state would, and 3) creates its own constituency and tends to persist over time.
Political Economy and Growth
Economic theory identifies certain political economy structures that are more likely to hamper economic development than others. It is important to note that rent seeking in this context describes the behavior of individual economic and political actors, not the behavior of the state. In functioning market structures, individuals direct their efforts to creating and expanding individual profit margins. This can be done in both economic and political spheres. Merits and economic profit increase individual prosperity, political influence, and responsibility. In contrast, rent-seeking activities have the same intention, increasing individual profit and/or political influence, but draw on a completely different mechanism. Instead of profitability and innovativeness, rent seeking requires long-standing personal relationships. Rent seeking is thus not a productive activity-no "value added" is created-but rather a form of redistribution. The efforts of individuals are thus channeled to activities such as establishing and maintaining complex sociopolitical networks (Buchanan et al. 1980) . Economies with a high degree of rent seeking are sometimes described as rentier economies. As such, the latter concept is directly linked to the neopatrimonial-state literature of political science (Lewis 1994; Schlumberger 2005 ; Erdmann/Engel 2007) but is not identical to this rentier-state approach, as will be discussed in the next section.
MENA Regional Studies
In this paper, rent seeking is defined as the individual effort to personally appropriate funds, for example, state subsidies, transfer payments, or economic rents generated through state intervention and/or monopolistic market structures. I have also presented the negative consequences of such a "rent-seeking culture" (Erdmann/Engel 2007) . Recent country studies, based on field research by their authors, have once again stressed that the rent-seeking structures outlined in the theoretical framework above exist in all AMCs. 2
MENA Polity, Politics, and Political Economy Structures
Political economy structures in AMENA countries are characteristically different from European or "Northern" economies and political systems, which are generally based on competition, equality of chances, market mechanisms, and representation. MENA economies are better described as rentier economies, where individual economic success depends on personal networks and successful rent seeking. A large body of MENA regional studies on po-litical and economic structures has investigated 1) where these funds/rents stem from and 2) why they are widely available. This strand of literature has established that the AMENA countries also display a rent dependency at the state level. Beblawi and Luciani (1987) developed the concept of the rentier state, in which the nature of the state and the legitimation of the government is essentially determined by the nature and sources of the state's revenues. The originally narrow definition of oil rents 3 has since been broadened. Different rents or nonproductive revenues play an important role in the region. The AMCs, which are scarcely endowed with oil and gas resources, in contrast to the Arab Gulf countries, depend on official development aid (ODA) and transfer payments at the level of the state and on workers' remittances. Some might argue that FDI is also a form of external revenues. However, FDI is an investment, whereas ODA and transfer payments are grants. While FDI is allocated to potentially profitable markets and segments, ODA is granted for humanitarian or, in the case of the AMCs, geopolitical and conflict situations. While the AMCs are underachievers with respect to FDI, more ODA is allocated to the MENA region than to any other region in the world (World Bank 2007). The remittances that workers who live and work abroad send home to their (extended) families directly increase the purchasing power of these individuals, independent of their actual labor income. These personal transfers constitute rents, but these have little or no effect on government revenues because this money is difficult to tax. This is different for rent revenues (such as the monopolistic and oil rents of state-owned companies) or external revenues and transfer payments (such as ODA). Since these funds make up an important part of their revenues, MENA governments are endowed with significantly more revenues that are neither extracted from their societies by taxation nor through economic productivity than governments in other developing regions. Governments do not need to justify the consumption or use of their revenues vis-à-vis the taxpayer, nor do they need to reinvest in production and economic processes to guarantee high revenues in future. This characteristic is very different from the obligations of and constraints on democratic European governments in relation to their tax-paying constituencies with respect to their use of tax-based revenues. The polity and politics of the AMENA countries are described as being neopatrimonial political rule by authoritarian regimes based on a patron-client relationship and an informal exercise of power (Pawelka 1993) . Recent research confirms the actuality of this political characterization as well as the importance of the special link between economic and political decision making in MENA countries, stating that the perpetuation of regime stability is possibly the superordinate objective of political and economic policies in these countries (Beck 2003) . The specific ways in which politics and institutions have interacted with rents are shaping the patterns of economic performance in the region (Esfahani 2007; Beck 2007) .
Empirical Studies on MENA Growth
Despite the plethora of scholarly articles and international organizations' publications on economic growth in various countries and regions of the world, the contributions on economic growth performance in MENA countries remain limited. Important components of the existing literature on MENA growth use the aggregate "MENA region" (Sala-I-Martin/Artadi 2003 ; Aubert 2004; Dasgupta 2003) . The definition of the region varies significantly from study to study but generally covers around twenty countries, including Iran, Turkey and Israel. Consequently, these studies yield only very general and generic observations. A few papers investigate MENA economic growth at a more disaggregated level. Bisat et al. (1997) provide a detailed analysis of the economic growth rates of ten AMENA countries based on a growth accounting exercise (for the years 1971-96). They find that the investment process which took place over these years was not accompanied by sufficient improvement in total factor productivity (TFP). In fact, the average annual TFP growth was negative over the whole period.
Recently, Abu-Qarn and Abu-Bader (2007) have revisited the sources of MENA growth and have attempted to determine the key factors that lead to economic growth in MENA countries over the period 1960-1998. They found that MENA growth performance was essentially determined by physical capital accumulation and, to a lesser extent, by the accumulation of human capital. The contribution of TFP to economic growth was negligible; all six AMENA countries exhibit negative TFP growth. Nabli and Véganzonès-Varoudakis (2007) address the empirical link between economic reform, human capital, and physical infrastructure and MENA economic growth. They find a strong positive impact from advances in physical infrastructure and human capital and a negative impact from structural reform on growth in six MENA countries over the period from 1970 to 1999.
The Value Added of Quantitative Analysis
The two disciplines of economics and regional studies on the Middle East have coexisted thus far with very little interaction. This paper attempts to bridge these disciplines and combine insights for a more comprehensive understanding of possible constraints and other factors hampering economic development in Arab countries. Although economists have recognized the difficult economic situation in these countries, it seems that they have not been able to sufficiently explain it. Economists point to the inefficient allocation of resources as a major clue. Despite considerable wealth and capital accumulation in the region, this potential has not been sufficiently directed to creating intensive sources of growth and has proved insufficient for supporting sustainable development. The answer was formerly (and partially still is) increased competition among domestic economic actors through privatization and increased openness and exposure to international competition through trade and integration into the world market. In brief, this mechanism describes the logic behind the structural adjustment measures, programs, and recommendations introduced by international actors such as the Bretton Woods organizations, that is, the International Monetary Fund and the World Bank, as well as those championed by the European Union in the course of the Euro-Mediterranean Partnership or European Neighborhood Policy. However, the past 20 years have shown that the situation in the AMCs has not changed significantly.
The value added of this paper is the combination of MENA regional studies and economics in order to better explain these countries' development difficulties. The cross-country regression analyses are an important complementary tool for quantifying and weighing the importance of several explanatory variables from regional science and economics.
Methodology
The two hypotheses are tested with two-stage cross-country regressions, based on a sample of 173 countries. Unless reported otherwise, all data are from the year 2005. The base year for constant US dollar prices in purchasing power parity is 2000. The quantitative data analysis is based on cross-country regressions and benchmark comparisons.
Cross-country Regressions
The cross-country regressions use the correlation between dependent and independent variables. In my analysis, log GDP per capita is confronted with different variables identified as important for economic development from an economic theory perspective. The aim is to analyze their general relationship and find out whether these factors have a positive or negative influence on long-term economic development. In addition, the regressions help to quantify the degree to which the respective variables matter and to understand the explanatory power of the variables (R 2 ).
Benchmark Comparison
A benchmark comparison allows for inter-and intraregional country-by-country comparison, based on country rankings and regional comparisons. This is an important step in identifying the level to which MENA growth is affected by constraints.
Instrumental Variables Estimation and Two-stage Least Squares
The reason I do not apply panel data analysis is twofold. The most important constraint is the availability of data concerning the key variables, such as quality of economic institutions and technological readiness. On the one hand, neither time series nor panel data analysis is possible, because important indicators such as the technology or institutional parameters are only available for the years after 1995 and 2003, respectively. On the other hand, MENA countries have not shown significant changes in the institutional variables over the past ten years (Heritage Foundation 2007; CIDCM 2006) , which renders both techniques less attractive. I thus rely on multiple regression analysis. Standard Ordinary Least Squares (OLS) regression, as described above, gives us an idea of the fit and the degree of explanatory power of the variables concerned. However, due to endoge-neity, multicollinearity, 4 and heteroscedasticity 5 concerns, possible measurement and omitted variables bias the coefficients and are therefore not entirely accurate. I use instrumental variable methods such as Two-stage Least Squares (2SLS) regressions to provide better estimates. In this section I outline the concept of Instrumental Variables (IV) and 2SLS regressions, which will be employed in the next section. 2SLS is a state-of-the-art instrumental variable method for solving the problem of endogeneity of one or more explanatory variables, that is, for multiple regression models with single or multiple endogenous explanatory variables. In applied econometrics, the method of 2SLS is currently the second most popular after OLS estimations. When dealing with omitted variable bias, that is, a bias due to unobserved variables that are not included, the least satisfactory option is to ignore the problem and accept biased and inconsistent estimators. In some cases the problem can be solved by using suitable proxy variables for the unobserved variables. However, in many cases it is not possible to find a suitable and good proxy. IV offers a different approach to solving this problem: the unobserved variable is left in the error term, but at the same time the presence of the omitted variable is recognized. For illustration, consider a linear model with four explanatory variables:
This equation describes a simple regression model which regresses the dependent variable y on the independent variables xi, i = 1,2,3, with β0 being the intercept and γ the random error term. In this straightforward case, the coefficients β1, β2, and β3 can be estimated with an OLS regression. Often when dealing with empirical problems such as the identification of determinants of long-term economic development, we find that one or more identified explanatory variables are in fact endogenous rather than exogenous. Rather than using x to describe explanatory variables in general, I rewrite equation (1) where z and y represent exogenous and endogenous variables, respectively.
Testing for Endogeneity
For those cases where all explanatory variables are exogenous, OLS regressions provide the most efficient estimates. If, however, this assumption is violated, we need to apply 2SLS, since the OLS coefficient will not be accurate in this case. The test for endogeneity shows whether 2SLS is necessary and appropriate. Thus, we need to test whether or not the endogenous explanatory variable y2 correlates with the error term u1. In the case that y2 is uncorrelated (Cov(y2,u1) = 0), OLS estimation is appropriate. If y2 and u1 are correlated (Cov(y2,u1) ≠ 0), we need to estimate by 2SLS. The Hausman Test directly compares OLS and 2SLS estimates and determines whether these differences are statistically significant. If all explanatory variables are exogenous, OLS and 2SLS estimates are consistent. The test determines whether the hypothesis that they are correlated is 4 Multicollinearity generally refers to the correlation among the regressors. In the 2SLS context, a special form of multicollinearity might arise. Correlations between ŷ2 and the exogenous variables are often higher than the correlation between y2 and these variables. rejected at a low significance level. In this case we conclude that y2 is endogenous. If an endogenous explanatory variable is identified, the next step is to find an instrumental variable.
Instrumental Variable
Since y2 and u are correlated, we need additional information in order to obtain consistent β estimators. This information is provided through additional exogenous, observable variables z. z is called an instrumental variable for y2 if two assumptions are satisfied: First, z is uncorrelated with u (Cov(z,u) = 0). Rather than through rigorous testing, this assumption must in the majority of cases be maintained by appealing to economic behavior. 6 Second, the assumption that z is correlated with y2 (Cov(z, y2) ≠ 0) needs to be satisfied. This correlation can be tested easily with a simple regression. Because the correlation is complicated by the presence of the exogenous explanatory variables, partial correlation is tested (π2 ≠ 0 or π3 ≠ 0). Both assumptions serve to better identify the regression coefficients β. To obtain the parameters π, the reduced form (3) is estimated by OLS and yields the fitted values.
IV estimators with multiple instruments are called two-stage least squares. At the first stage, the regression is run to obtain the fitted values ŷ2 of y2.
The following second stage is an OLS regression which uses the fitted values ŷ2 in place of y2.
The simple model presented here can easily be extended to a multiple case by adding either more exogenous explanatory or endogenous explanatory variables. Consider equations (6) and (7), respectively.
In order to estimate a case with the two endogenous explanatory variables y2 and y3, we would need at least two additional exogenous variables, possibly z3 and z4. 6 In cases with more than one instrumental variable, overidentification tests provided by some statistical programs such as STATA can effectively test the correlation with the structural error. Unfortunately, SPSS does not offer this feature and other programs such as STATA were not available. Tests will be performed as soon as possible.
Model Specifications
The challenge in every empirical or quantitative paper is multifaceted. Empirical econometric analysis is a very dynamic discipline and, from a regional studies perspective, the stateof-the-art analytical tool for supporting and complementing qualitative and theoretical research. The aim of this cross-or interdisciplinary paper is to combine state-of-the-art methodology, presented in the previous section, with insights and evidence from MENA regional studies, and especially from political science. So far, I have (in section 2) described the implications of economic theory literature on development and economic growth. I have discussed the limits of these conceptualizations against the background and situation in developing versus highly industrialized countries (cf. subsection 2.2). I have then identified political economic characteristics that hamper economic development and growth in general and I have outlined their importance and prevalence in MENA countries in particular. The remainder of this paper is dedicated to systematically combining these insights and shedding light on the constraints to economic development in the AMENA countries. Prior to presenting the empirical results in the next section, I will use this section to comment briefly on the individual methodological steps of the empirical analysis: model specification, choice of variables, and robustness check.
The specification of the regression model is an important step, critical to the quality and consistency of the empirical results. The challenge of model specification is twofold: first, confronting theory with data; second, learning from data, within the boundaries of the chosen model. The theoretical background outlined in section 2 sets the general analytical framework. The variables were chosen on the grounds of a solid and well established theoretical framework. Economic development in developing country i depends on the quality of its economic institutions, its technological capacities, the degree of integration with the world economy, the size of the domestic market, and its endowment with natural resources such as oil and gas. In addition, economic development in country i is affected by war, internal as well as cross-border armed conflicts, and finally by its geographic location. Generally speaking, the present paper attempts to estimate the following equation, which formally presents and summarizes the arguments of the theoretical discussion:
The economic development (ECDEV) of country i is the dependent variable and thus is written on the left side of the equation. The idea is to find out if (statistical significance), how (positive or negative sign), and to what extent (magnitude of coefficient) variations of independent variables are able to explain cross-country differences in economic development. β1 is the intercept and γi the random error term. The important independent variables with a potential positive effect, as identified through theoretical and empirical contributions are: the quality of economic institutions (ECONINST), technological progress (technology), trade integration (Openness), and market size (Market). In contrast, war and conflict (conflict) as well as geography are, particularly in developing countries located close to the equator, to have a negative impact. In order to control for regional differences, a set of regional dummy variables is also included.
The key variables of interest are economic institutions and technology. Therefore, summarizing a set of control variables in Zi yields the core or benchmark specification, equation (9), which stresses that the analysis focuses on our independent variables of particular interest: economic institutions, technology, and regional characteristics.
To estimate the coefficients, we first need to find out how to actually measure the variables.
In some cases this is straightforward. Variables such as regional identification are directly observable. In other cases well-established proxy variables exist. Economic development is, by and large, proxied by the per capita GDP. While the GDP per capita is not just an indicator for the level of economic development, under the assumption that per capita income levels were more or less similar in the very distant past, differences in current income levels reflect the diverging growth performance in the long run (Bormann et al. 2006) . Throughout the literature, there are widely accepted proxy variables for all chosen control variables, which are summarized in Table 1 . The first variable relates to the mere size of a national economy, measured as the total population. Since a larger domestic market is generally associated with increased business opportunities and a broader basis of human capital, I expect a positive sign. The next two variables introduce an international dimension of economic development. The integration into the global economy as an important determinant of development, both because it enlarges markets and because it is an important channel for technology transfer, has been discussed in section 2. Here I use the real openness of a country as calculated by Summers et al. (2006) as the proxy. 7 The internal and external conflicts of a country increase the uncertainty for investors and restrict living conditions, and this variable is therefore expected to have a negative sign (Collier/Hoffler 2004) . cal diseases and high morbidity rates (Diamond 1999; Sachs 2001) . On the other hand, extreme hot or cold temperatures, temperature changes (such as the night/day change in deserts), and high humidity are challenging conditions for specialized machinery, sensitive technologies, and research, and thus seem to hamper technological progress. Finally, oil dependency relates to the discussion on rent -seeking; rentier states; Dutch disease; and, last but not least, the resource curse literature.
Key Variables
For both key variables, economic institutions and technology, there are no established proxies. Nevertheless, there are some suitable possibilities. The most common approach is to measure the quality of economic institutions by the extent of existing property rights, as these are generally viewed as an important indicator of a reliable and stable economic situation, where investors are protected against arbitrariness and expropriation. However, this indicator yields a very narrow definition of economic institutions. In a widely cited contribution, North (1990) provides a much broader interpretation of economic institutions, describing them as "humanly devised constraints that shape human interaction" and which "as a consequence structure incentives in human exchange whether political, social, or economic." Following this approach, I use a set of indicators to measure economic institutions. Rather than developing my own index, I draw partially on the Index of Economic Freedom (IEF) provided by the Heritage Foundation, which will be briefly introduced in section 3.3. The quality of economic institutions is presented as a set of eight indicators which are summarized as a simple average. 
Technology is often used as a synonym for innovativeness, and therefore, standard measures are the number of patents filed by residents, the number of scholarly articles, the number of scientists per 10,000 inhabitants, and expenditures for research and development (R&D). While these measures may be appropriate in the context of highly industrialized countries, I have already discussed why they are not appropriate when dealing with developing economies (cf. section 2). Therefore, there is little sense in applying these indicators. Instead, I use technological readiness rather than innovative capacity as a proxy. This choice reflects the fact that technological progress in developing countries does not stem a priori from technological advances, but rather from the efficient use and adaptation of already existing technologies. The Global Opinion Survey (GOS) published by the World Economic Forum is one of the few sources that allow for a cross-country comparison of international competitiveness. Even if technological readiness is not directly observable, the GOS question 5.7 "Your country's level of technological readiness (1 = generally lags behind most other countries, 7 = is among the world leaders)" is a valuable proxy. Table 2 briefly summarizes how the key variables are measured in the first step of the empirical analysis of this paper. OLS regressions with the above variables will yield important insights on the relationship between these and the dependent variable, economic development.
We know from economic and political economy literature that economic institutions matter. In contrast to geography or market size, which are clearly exogenous variables, economic institutions themselves depend on different factors, and are therefore endogenous rather than exogenous variables. Particularly since they are man-made and, to a large extent, chosen by the ruling elites. In order to specify economic institutions, I again draw on several important determinants that potentially shape national economic institutions, as identified in political economy and MENA regional studies literature. The economic institutions (ECONINST) of country i depend on the nature of its political institutions and political rule (Polity), the extent of rent-seeking behavior (RENTSEEK), the allocative nature of the state (ALLOSTA), the workers' remittances received (REMITTAN), the endowment with natural resources (OILDEP), and possibly the regional context. Equation (11) yields the benchmark specification for the analysis of economic institutions. The proxy variables that I use for the chosen independent variables are summarized in Table 3 . Some might argue that none of these explanatory variables, except the endowment with natural resources, are exogenous, especially from a political science perspective. This is true; however, all of these variables tend to only change very slowly and with respect to the AMENA countries have not changed significantly over recent decades. According to the short-to medium-term perspective, the assumption that these factors are exogenous holds true. The first two variables relate to the rentier-state debate and literature. Both authoritarian rule and the large-scale allocation of resources to subsidies are expected to hamper the effectiveness and quality of economic institutions. The next two variables introduce the rentiereconomy aspect. Whether individuals' economic effort is directed toward productive or nonproductive activities is highly effected by the amount of remittance inflows and the extent to which personal networks matter in economic and business life. The dependence-on oil variable controls for the source of rents, which has received the most attention. But this variable is expected to have a small or minimum impact since the AMCs at the center of the analysis in this paper are for the most part scarcely endowed with oil and gas resources.
In line with the methodology discussed above, for the empirical analysis, economic institutions need to be viewed as part of the residual. The specification equation (9) needs to be rewritten as:
Where, ceteris paribus, Zi is the set of control variables and ui is the residual error term. Rather than being able to estimate the endogenous variable ECONINST directly, we need to use the above-presented instrumental variables to obtain further information. Introducing the relevant interaction terms yields the following extended core specification which will be the two-baseline model in subsequent OLS regression analysis, combined in the 2SLS analysis: where β1 is the intercept and γi the random error term. Throughout the paper I will be interested in the sign, magnitude, and significance of the coefficients βj, j = 2, ..., 7. 
A positive (negative) sign identifies a positive (negative) impact of the respective variable on economic development. A negative sign is thus an important indicator of a constraining factor, a constraint to economic development or the quality of economic institutions, respectively. The magnitude of the coefficient hints at the economic or practical importance of the variable and is interpreted as the percentage to which it is able to explain differences in economic development across countries. Finally, the significance level is important to achieve the correct idea of the explanatory power of the variable. The standard significance levels at the 1, 5 and 10 percent mark are reported. The lower the significance level, the higher the chance that the coefficient is not robust against sample changes. 9 The aim is to identify whether a variable has a positive or negative impact and to weigh the impact and effect of the determinants relative to each other (see Table 4 ). 
Data
Despite substantial improvements, the quality and quantity of data from the Arab countries pose important obstacles to advances in research, and this partially explains why this region remains marginalized in academic literature. For this reason, I have chosen to use only disclosed sources and reports that have been internationally recognized for their reliability.
The World Bank's (2007) World Development Indicators (WDIs) provide the most reliable and comprehensive set of hard data on the MENA countries. They document the problem of insufficient and unsustained MENA economic growth performance over the past twenty years. All of the indices presented below draw on WDIs hard data to complement their survey data.
The Global Competitiveness Index, published by the World Economic Forum (2007) is based on an executive opinion survey (Global Opinion Survey, GOS) of over 10,000 enterprises worldwide. In 2003, the GCI, for the first time, covered five AMENA countries. The most recent edition includes 12 AMENA countries. Rather than using the whole index, I draw on individual indicators which are undisclosed but which were provided to me by the WEF. These comprise the categories technological readiness, process sophistication, innovative capacity, quality of education, and quality of universities. These are used mainly as alternative measures for technological readiness. The subindex technological readiness is also used as a measure of robustness. The GOS is one of the most comprehensive and detailed sources providing insight into national competitiveness as it is viewed from inside the country. The 9
For my analyses, I operate at the standard 1 to 10 percent level of significance; however, in cases where the coefficient shows a large economic importance, I also check the significance at a 15 percent level, as suggested by Wooldrige (2003).
attractiveness of these data sets is uncontested. However, interpretations of the results need to take some important methodological shortcomings into account: The country averages are calculated on the basis of the answers from executive officers of firms with more than 100 employees only (World Economic Forum 2007b) . This limits the representativeness of the results, especially in the case of the Arab countries, where the vast majority of firms are small and medium enterprises (SMEs) with less than ten employees. Keeping this in mind, the WEF data are nevertheless valuable because, in contrast to other sources, the definition of technological readiness directly reflects the theoretical discussion on the importance of technology adoption rather than innovation. WEF data is an important complement to WDI data, which focuses on indicators such as R&D expenditure, patents filed, and scientists employed to reflect the technological dimension of development. These indicators are often not applicable in the case of developing countries and are either insignificant or not available, as described in the section on technological adoption above. 10
In the Index of Economic Freedom (Heritage Foundation 2007) looks at property rights, which are widely used as an indicator of economic institutions. However, this definition is not appropriate for two reasons: international experience from Latin American and East Asian countries, respectively, shows that, on the one hand, advances in property rights are no guarantee of economic success and that, on the other hand, economic success is not conditional on property rights. For the analysis of the quality of economic institutions in MENA countries, I therefore draw on the Index of Economic Freedom (IEF), which is based on ten areas of economic freedom (government, fiscal, finance, monetary, trade, property rights, investment, labor, business, and corruption) compiled from 90 indicators. The index is a nonweighted average which draws on the Transparency International Corruption Perception Index to measure the freedom from corruption. The IEF claims to be the first comprehensive study of economic freedom. Its first volume was published in 1995. Despite some criticism, mainly due to its simple average nature, the IEF provides a unique tool for comparing economic institutions across countries. Some of its shortcomings can be countered by not relying on the aggregate index itself but using the individual subindices instead, which I do in the analysis presented here.
The Polity IV Database by the Center for International Development and Conflict Management contains semiannually coded information on regime and authority characteristics for all independent states (with total population greater than 500,000) in the global state system and covers the years 1800-2004. Polity IV codes regime characteristics as the authority patterns of effective polity in the arena of conventional politics. Along the 20-point polity scale, which ranges from authoritarian (-10) to democratic (10), polity scores are reliable and accurate to within one or two points. The Polity IV database provides a classification of regimes and facilitates the study of regime persistence. Polity IV classification is based on the three general categories of authority patterns: executive recruitment, executive constraints, and political competition. All variables are explained in detail in the Polity Users' Manual (CIDCM 2006) . 10 For an elaborate discussion of the explanation power of GCI for competitiveness, especially in the AMCss, see Brach (2007) . This section's fairly general description of data sources is complemented by a more detailed presentation of the variables in Table 4 and 
Verifying the Assumptions and Descriptives
The quality of any regression results depends on whether the model's assumptions are (sufficiently) met.
The assumption of normal distribution and cross-correlations is verified for all variables under investigation. In some cases, monotonous data transformations were used to reduce skewness. These transformations only change the shape, and not the order or dimensions, of the data. If these assumptions were not fulfilled, neither the OLS nor the 2SLS estimates would yield reasonable results. A combination of exploratory data analysis (EDA) and more rigorous tests was performed separately for each variable and bivariate relationship prior to the multivariate analysis, which will be presented in detail in the next section. Table 5 provides descriptive statistics for the key variables of interest. The first row presents the dependent variable per capita GDP as the measure for economic performance and development.
LGGDP is calculated as the natural logarithm of GDP per capita (purchasing power parity) in 2000. In the following rows, five explanatory variables are introduced, four of which are considered exogenous.
OPENNESS is measured using the Penn World Tables ratio (exports plus imports divided by real GDP per capita in constant 2000 prices. Given the demonstrated differing characteristics of highly industrialized and developing countries with respect to innovation vs. technology adoption, I have chosen to measure technological readiness TECHREAD, which is in the WEF's Global Opinion Survey. Controlling for per capita prosperity heavily based on the export of natural resources rather than technological progress, OILDEP is a measure of the oil dependence of a country, measured in fuel exports as a percentage of merchandise exports. Finally, as I focus primarily on economic institutions, with ECONINST I take the composite index of economic freedom as provided by the Heritage Foundation as the measure of institutional quality. 
Empirical Results
Simple bivariate relationships between income and its determinants, on the one hand, and the quality of economic institutions and their possible determinants, on the other hand, showed a clear positive (or negative) relationship, as suggested by the theoretical framework. Any or all of them have the potential to explain the level of economic development and economic institutions. These analyses are not reported, but scatter plots are provided in the annex. This section presents the empirical results of the more formal tests of these relationships in three steps: First, simple OLS regressions of equation (3.8), reported in Table 6 . Second, a simple OLS regression of equation (3.11), provided in Table 7 . Third, a 2SLS estimation procedure of equation (3.13), which is documented in Table 8 . Note: ***, **, *, and *' denote a significance at the 1, 5, 10 and 15 percent level, respectively. Note: ***, **, *, and *' denote a significance at the 1, 5, 10 and 15 percent level, respectively. Note: ***, **,and * denote a significance at the 1, 5 and 10 percent level, respectively.
Determinants of Development: Results from Simple OLS Regressions
All explanatory variables-key and control variables-show the expected signs consistently throughout the different models. Technological readiness has a highly significant, positive impact and a large economic importance. The coefficients suggest that two-thirds of the variation in economic development can actually be explained by a country's technological readiness. Even after the inclusion of all dummy variables, the importance remains above 50 percent. When first being introduced in model 7, the dummy for Arab Mediterranean countries (MED) displays a negative sign, but is positive thereafter. The explanation is reasonably straightforward: model 7 points out that the generally positive impact of economic institutions, technological readiness, and the control variables might not hold true when analyzing economic development in AMCs as compared to other regions of the world, without being able to explain why. Models 8 and 9 are able to specify this finding: the negative impact of the MED dummy on economic development stems from the negative impact of lacking technological readiness. While the MED dummy now has a positive sign, the interaction term MED*Technological readiness has a negative sign, and both significant economic and significant statistical relevance (-0.52** and -0.46**, in column 8 and 9, respectively). In contrast, the impact of economic institutions (ECONINST) changes from positive (columns 1-7) to negative (columns 8 and 9). They also lose significance and magnitude with the successive inclusion of more variables. This may be puzzling at first, but it supports the hypothesis that economic institutions matter and that they are endogenously dependent on several determinants, the impact of which can be either in support of or an obstacle to economic development. This initial indicative finding needs further investigation and interpretation, which will be provided in section 4.2.
With respect to identifying the most binding constraints to the economic development of the AMCs, the magnitude of the coefficients yields a sense of the potential impact. The benchmark model 9, which includes the regional dummies as well as the interaction term, reveals within a specification with a solid explanatory power of 84 percent (adjusted R 2 ) that both technological readiness and distance from equator in general have a 53 percent and 24 percent return on economic development. Both findings are in line with the importance of these two variables as noted in the theoretical section. With respect to the AMCs, the positive impact of technological readiness almost diminishes. Adding the interaction term to the TECHREAD coefficient gives the more precise estimate of as little as 0.07, or 7 percent. However, when looking at the correlation of the residual and ECONINST, it becomes obvious that the measure of the quality of economic institutions, ECONINST, is in itself an endogenous variable. 11 In order to take this interdependence into account and, at the same time, to clarify the importance of its components, I use a two-stage rather than a simple ordinary least squares regression. First, I present the results of simple OLS regression on economic institutions and their determinants, to once again clarify the impact and relative importance of different variables.
Political Economy and Economic Institutions
ECONINST is identified as an endogenous variable. For several technical reasons, it is not appropriate to rely on ECONINST values for the overall regression, but is better to use a two-stage estimation strategy instead. For technical reasons do 2SLS results not yield information on the impact of different instrumental variables on the endogenous explanatory variable. I thus use this section to shed light on the determinants of economic institutions from an political economy perspective. In a simple OLS analysis, I regress the measure for institutions, ECONINST, on political and political economy variables, such as the nature of a country's polity measures, POLITY. The value ranges between 10 (democratic) and -10 (autocratic) rule. RENTS measures the prevalence and importance of rent-seeking mentalities and structures, drawing on WDI corruption data. Finally, the effect of an inefficient allocation of resources is tested by using ALLOSTA as a measure of the allocative nature of the government (subsidies and other transfers as percent of government expenses). The regression is based on equation (3.8).
Introducing the interaction terms allows an analysis of the effect of an independent explanatory variable on the nature of another independent variable. I look at the interaction terms RENTSEEK*MED, ALLOSTA*MED, POLITY*MED, and REMITTAN*MED. One could also 11 The simple, part, and partial correlations are reported in the annex and show a positive correlation with the residual. look at differences between economic institutions in OECD and non-OECD countries, using the OECD dummy and, alternatively, a separate non-OECD sample (which is not reported). A summary of the results is presented in Table 7 . The benchmark model, which has the largest and most satisfying explanatory power at 69 percent, includes all four political economy variables and, together with the MED dummy, is presented in column 6. Polity structures (0.17), rent-seeking structures (0.21), and the MED dummy (-0.19) all display a similar magnitude of approximately 20 percent. However, rentseeking structures are economically larger than any other coefficient (-0.71) and thus significantly hamper the efficiency of economic institutions-far more than nonauthoritarian structures positively influence ECONINST. After introducing the interaction terms in column 7 and 8, neither the MED dummy nor the interaction terms are significant and adjusted R 2 is decreasing. Therefore, the coefficients must be interpreted with care, even though they support the methodological analysis of the previous section.
Two-Stage Least Squares Regression
In this section, I present the results from 2SLS regression analyses. As described above, 2SLS allows for the synthesis of the individual OLS regressions. The instrumental variables (rent seeking, polity, allocative state functions, etc.) help to identify the economic institutions more precisely. The results from the 2SLS regression are summarized in Table 8 . The explanatory power of the regression analyzes ranges around a satisfying 70 percent. Due to differences in measurement, the 2SLS adjusted R 2 does not directly compare to the adjusted R 2 of the simple OLS regressions. 12 However, the changes of the adjusted R 2 indicate the gain or loss of explanatory power throughout the different models. All explanatory variables show the expected signs, although not all of them are statistically significant. Columns 1 to 6 represent the general importance of both key variables, economic institutions and technological readiness, for all countries in the sample. Both variables are constantly significant at a 1 or 5 percent significance level and are economically important, as indicated by the magnitudes of 45 and 37 percent of the coefficients of technological readiness and economic institutions, respectively, in column 6. The economy's dependency on oil as measured in fuel exports is also statistically significant and economically important, but it loses importance with the successive introduction of further variables. In contrast, the distance from the equator remains important in all models. The inclusion of armed conflict (LGCONFL) as a control variable slightly raises the explanatory power from model 5 to 6, even though the coefficient is not significantly different from zero. When the dummy variable for the Arab Mediterranean countries (MED) is added in model 7 and included in every subsequent specification, several changes in data need further explanation: The first thing that becomes obvious is that once I control for Arab Mediterranean Economic development, economic institutions lose both statistical significance and impor-
12
A Shea partial test is necessary to identify the adjusted R 2 which compares to the values of simple OLS regression. This test is beyond the scope of SPSS analysis and no other statistical program such as STATA was available at the point of writing, but it will be appended as soon as possible.
tance. In those cases where the control variable for armed conflict is included (columns 6, 7, 9, and 11), the effect of economic institutions switches signs and remains negative. For the interpretation, I focus more on the models that omit conflict rather than on those that are particularly affected by open conflict. The West Bank, Gaza, Lebanon and Iraq are not included in the sample due to data restrictions. Like the results of the simple OLS regressions, the Arab Mediterranean dummy has a negative coefficient if the interaction is not further specified (columns 7 and 13). However, the interaction terms explain the negative impact of technological readiness and economic institutions in economic development is these countries. This implies that the AMCs are lagging technologically behind other countries. Adding the MED*TECH interaction term to the TECH coefficient yields the factual contribution of technological readiness to economic development in these countries. A similar and yet less powerful effect also appears for economic institutions.
Robustness Check
Several robustness checks have been performed, but are not reported. Table 24 in the annex provides an overview of the alternative measures used.
Conclusion
In this paper, I have tested different determinants of economic development with respect to political economy characteristics and technological capabilities. The aim of the paper was to contribute to a better understanding of the determinants of and constraints to economic development in the AMCs in general and in Algeria, Tunisia, Morocco, Jordan, and Egypt in particular.
The results of the quantitative analysis support the notion that, in particular, the lack of technological readiness and the presence of economic institutions dominated by rentseeking behavior constitute the most acute or most binding constraints to economic development in these countries. The results also indicate that other factors that have dominated the literature on the prospects of Arab Mediterranean economic development in the past, such as conflict and trade openness, are clearly secondary. The empirical evidence suggests a validation of the second hypothesis, which implies that an economically inefficient allocation of resources in the Middle East and North Africa is deeply rooted in the political economy structures and is therefore beyond the reach of traditional structural adjustment measures that aim to reduce market inefficiencies. Structural adjustment in the region will only be successful when it is able to reduce these main constraints to economic development. The reason international adjustment programs in the region remain unsuccessful may lie in the fact that they are simply targeting the symptoms rather than the causes of low MED economic development. The findings of this paper also imply that, in contrast to those of successfully developing countries, especially in Asia, MED governments are not dedicated enough to developing their own approaches to structural adjustment which build on the authoritarian polity and the activation of productive potential that has so far been channeled to rent-seeking structures.
In the short to medium term neither the authoritarian nature of these countries nor their prevalent rent-seeking networks will change dramatically. Structural adjustment efforts must therefore take them into account. However, economic development will only gain momentum if it is possible to close the productivity and technology gap between the AMENA countries and the rest of the world, which will continue to widen unless urgent measures are taken. The analysis performed here constitutes an important argument for researchers and national and international policy makers to direct more effort towards understanding and fostering technology diffusion within and into these countries, and towards investigating their technological capacities in depth. OILDEP dummy variable taking the value 1 for a country being a major oil exporter, 0 otherwise OPENNESS natural logarithm of real openness, which is given by the ratio of nominal imports plus exports to GDP (PPP) in US dollars (Summers et al. 2006 
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