Spaces of integrable functions with respect to a vector measure and factorizations through Lp and Hilbert spaces  by Fernández, A. et al.
J. Math. Anal. Appl. 330 (2007) 1249–1263
www.elsevier.com/locate/jmaa
Spaces of integrable functions with respect
to a vector measure and factorizations
through Lp and Hilbert spaces
A. Fernández a,∗,1, F. Mayoral a,1, F. Naranjo b,1, C. Sáez a,1,
E.A. Sánchez-Pérez c,2
a Departamento de Matemática Aplicada II, Escuela Técnica Superior de Ingenieros,
Camino de los Descubrimientos, s/n, 41092 Sevilla, Spain
b Departamento de Matemática Aplicada II, Escuela Universitaria Politécnica, Virgen de África 7, 41011 Sevilla, Spain
c Instituto de Matemática Pura y Aplicada, Universidad Politécnica de Valencia,
Camino de Vera 14, 46022 Valencia, Spain
Received 10 February 2006
Available online 14 September 2006
Submitted by J. Diestel
Abstract
We use the integration structure of the spaces of scalar integrable functions with respect to a vector
measure to provide factorization theorems for operators between Banach function spaces through Hilbert
spaces. A broad class of Banach function spaces can be represented as spaces of scalar integrable functions
with respect to a vector measure, but this representation (the vector measure) is not unique. Since our fac-
torization depends on the vector measure that is used for the representation we also give a characterization
of those vector measures whose corresponding spaces of integrable functions coincide.
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In this paper we propose a factorization technique based on the ideas of the nowadays known
as the Maurey–Rosenthal factorization theory that relates vector norm inequalities and factoriza-
tions of operators (see, for instance, [3,4,7,9,10,13,16,17]). It is relevant to remark that this kind
of factorizations appears in several well-consolidated areas of functional analysis, as Banach lat-
tice theory, operator ideal theory and also in harmonic analysis (see, for instance, [5,9,12,14,15,
18]).
Let X and Y be Banach lattices and consider two positive vector measures n :Σ → X and
m :Γ → Y. In this paper we deal mainly with operators
T :Lp(n) → (Lq(m))′
and we will obtain factorizations of T through Lebesgue Lp-spaces under the adequate require-
ments for T . In fact, we obtain a general scheme in which norm inequalities for the operator T
and the integration structures of the involved spaces Lp(n) and Lq(m) are used to obtain scalar
measures μ and ν that finally give a factorization
Lp(n)
T
i
(
Lq(m)
)′
Lp(μ)
Tˆ
Lp(ν)
i′
of T through an operator Tˆ defined between spaces Lp(μ) and Lp(ν). Our technique of proof
is based on the separation argument of Ky Fan’s lemma, but we must distinguish between the
case p > 1, that we study in Section 2, and p = 1, that we study in Section 3. The factorizations
obtained for these two cases are quite different. The case p = 2 is specially important because we
obtain the factorization of the operator T through Hilbert spaces. The factorization of operators
through a Hilbert space has been considered by Pisier in [15].
The main contribution of the paper is given by the fact that the measures μ and ν are directly
associated to the vector measures m and n. Actually, μ and ν can be computed directly as scalar
measures 〈n,x′〉 and 〈m,y′〉 for a suitable couple of elements 0  x′ ∈ X′ and 0  y′ ∈ Y ′, re-
spectively. Moreover, the operators that close the factorization diagram are simply inclusions:
broadly speaking, this means that the original operator T is essentially an operator defined
between well-known Lebesgue Lp-spaces of scalar measures associated to the original vector
measures.
As we can see, the factorization scheme strongly depends on the vector measures n and m.
On the other hand, it is well known that different vector measures n and n′ (or m and m′) can
provide the same space L1(n) = L1(n′) (L1(m) = L1(m′)) isomorphically. Then, different rep-
resentations (vector measures) of L1(n) and L1(m) can be chosen to improve the properties of
the corresponding factorization spaces. The paper conclude with Section 4, in which we give a
characterization of those vector measures whose corresponding spaces of integrable functions
coincide.
We use well-known definitions and notation from the Banach space theory. Let (Ω,Σ) be
a measurable space and consider a Banach space Z. Let m :Σ → Z be a (countably additive)
vector measure. A function f :Ω →R is said to be integrable with respect to m if it is integrable
with respect to each scalar measure 〈m,z′〉, z′ ∈ Z′, and for each A ∈ Σ there is an element∫
f dm ∈ Z such that ∫ f d〈m,z′〉 = 〈∫ f dm,z′〉 for each z′ ∈ Z′. Then the space L1(m) of
A A A
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Banach lattice with weak order unit, when it is endowed with the usual a.e. order and the norm
‖f ‖L1(m) := sup
{∫
Ω
|f |d∣∣〈m,z′〉∣∣, ‖z′‖ 1}, f ∈ L1(m),
where |〈m,z′〉| is the variation of the measure 〈m,z′〉. Recall that order continuous means to
have order continuous norm, that is, limN→∞ ‖fN‖L1(m) = 0, for all sequence (fN)N ⊆ L1(m)
such that fN ↓ 0. Moreover, if z′0 ∈ Z′ satisfies that 〈m,z′0〉 is a Rybakov control measure for m
(see [6]), then the space L1(m) is a Köthe function space over the scalar measure 〈m,z′0〉.
For 1 < p < ∞, we also consider the space Lp(m) of (m-a.e. classes of) functions such that
|f |p ∈ L1(m). Its norm is given by the formula
‖f ‖Lp(m) := sup
{(∫
Ω
|f |p d∣∣〈m,z′〉∣∣) 1p , ‖z′‖ 1}, f ∈ Lp(m).
This space is also an order continuous Banach lattice with weak order unit. Moreover, Lp(m) ⊆
L1(m) for all 1 < p < ∞. In the case that the vector measure is positive (that is, it is a vector
measure defined on a Banach lattice Z and m(A) belongs to the positive cone of Z for every
A ∈ Σ ), the following formula
‖f ‖Lp(m) =
∥∥∥∥
∫
Ω
|f |p dm
∥∥∥∥
1
p
Z
, f ∈ Lp(m),
provides another expression for the norm on Lp(m).
To finish this section, let us show a result regarding the extension of operators defined on
Lp(m) that will be necessary in the rest of the paper.
Let S be a linear space and consider two seminorms p1 and p2 such that p1(f ) p2(f ) for
every f ∈ S. Consider the sets N1 and N2 given by
N1 :=
{
f ∈ S: p1(f ) = 0
}
and N2 :=
{
f ∈ S: p2(f ) = 0
}
.
It is clear that N2 ⊆ N1. Let L1 and L2 be the quotient spaces L1 := S/N1 and L2 := S/N2.
They are normed spaces with the respective norms ‖f + N1‖1 := p1(f ) and ‖f + N2‖2 :=
p2(f ) for each f ∈ S. We define the inclusion-quotient map J :L2 → L1 given by J (f +
N2) := f +N1, for all f ∈ S. It is well defined, linear and continuous. Now consider the com-
pletion of these spaces, L1 of (L1,‖ · ‖1) and L2 of (L2,‖ · ‖2). The composition map
i ◦J :L2 −→ L1 −→ L1
(i denotes the natural inclusion of L1 into L1) is linear and continuous, and then the map
J :L2 → L1 is linear and continuous, where J is the extension to the completion L2 of the
map i ◦J .
The paradigmatic example of this general situation appears when we take S the vector space
S(Σ) of simple functions (no classes) over the σ -algebra Σ, and the seminorms defined by
p1(f ) := ‖f ‖L1(〈m,z′〉), where z′ is a fixed element of BZ′ (the unit ball of Z′), and p2(f ) :=
‖f ‖L1(m). In this case we have that L1 = L1(〈m,z′〉) and L2 = L1(m). The inclusion-quotient
map J :L1(m) → L1(〈m,z′〉) is simply the natural inclusion map of L1(m) into L1(〈m,z′〉),
that associates to every class f ∈ L1(m) the class of the same function f ∈ L1(〈m,z′〉). It is
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Lp(〈m,z′〉), for every 1 p < ∞.
Lemma 1. Let S be a linear space and N1, N2, L1, L2, and J as above. Let X be a Banach
space, and let T :L2 → X be a continuous linear map such that ‖T (f +N2)‖K‖f +N1‖1
for some constant K > 0, and every f ∈ S. Then there is a continuous linear map G :L1 → X
such that G(J (f )) = T (f ) for every f ∈ L2.
Proof. Define the map H :L1 → X by H(f +N1) := T (f +N2), f ∈ S. It is well defined;
in fact, if f +N1 = g +N1, then ‖(f − g) +N1‖1 = 0, and ‖T ((f − g) +N2)‖ = 0, which
implies that ‖T (f +N2)− T (g +N2)‖ = 0, and H(f +N1) = H(g +N1). It is clearly linear,
and it is also continuous, since∥∥H(f +N1)∥∥= ∥∥T (f +N2)∥∥K‖f +N1‖1
for every f ∈ S.
The map H can be extended to the completion of L1; so there is a map G :L1 → X such that
G(f +N1) = H(f +N1) = T (f +N2) for every f ∈ S.
Let us show that G(J (f )) = T (f ) for every f ∈ L2. Let f ∈ L2, and consider a sequence
(fN +N2)N ⊂ L2 such that (fN +N2)N converges to f in L2. Then (T (fN +N2))N converges
to T (f ) in X. On the other hand, (J (fN +N2))N converges to J (f ) in L1, but J (fN +N2) =
fN + N1. Thus the sequence (fN + N1)N converges to J (f ) in L1. Since G is continuous,
(G(fN +N1))N converges to G(J (f )); but
G(fN +N1) = H(fN +N1) = T (fN +N2), fN ∈ S.
Therefore (T (fN + N2))N converges to G(J (f )). Since the limit is unique, we obtain
G(J (f )) = T (f ). 
Remark 2. In the context of S(Σ) the vector space of simple functions, if we choose a fixed
element z′ ∈ Z′, Lemma 1 assures that every continuous linear operator T :Lp(m) → X such
that ‖T (f )‖K‖f ‖Lp(〈m,z′〉) for some constant K > 0 and every f ∈ Lp(m), can be extended
to a continuous linear operator G :Lp(〈m,z′〉) → X.
2. Factorizing through Lp and Hilbert spaces
Through this section, if 1 < p < ∞, we denote by q to the real number p
p−1 . The case p = 1
will be studied in the next section. The following inequality is well known (see [12, II, Propo-
sition 1.d.2(iii)]) and will be used in the proof of the factorization theorem (Theorem 5) of this
section.
Remark 3. Let E be a Banach lattice. If x1, . . . , xN ∈ E, and x′1, . . . , x′N ∈ E′, then
N∑
i=1
∣∣〈xi, x′i 〉∣∣
∥∥∥∥∥
(
N∑
i=1
|xi |p
) 1
p
∥∥∥∥∥
E
∥∥∥∥∥
(
N∑
i=1
∣∣x′i∣∣q
) 1
q
∥∥∥∥∥
E′
.
Proposition 4. Let X and Y be Banach lattices and 1 < p < ∞. Let n :Σ → X and m :Γ → Y
be countably additive positive vector measures. For a bilinear map R :Lp(n)×Lq(m) →R, the
following statements are equivalent:
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N∑
i=1
∣∣R(fi, gi)∣∣K
∥∥∥∥∥
∫
Ω
N∑
i=1
|fi |p dn
∥∥∥∥∥
1
p
X
∥∥∥∥∥
∫
Ω
N∑
i=1
|gi |q dm
∥∥∥∥∥
1
q
Y
for every couple of finite sequences f1, . . . , fN ∈ Lp(n) and g1, . . . , gN ∈ Lq(m).
(2) There are a constant K > 0 and elements 0 x′0 ∈ BX′ and 0 y′0 ∈ BY ′ such that
∣∣R(f,g)∣∣K(∫
Ω
|f |p d〈n,x′0〉
) 1
p
(∫
Ω
|g|q d〈m,y′0〉
) 1
q
for every f ∈ Lp(n) and g ∈ Lq(m).
Moreover, the constants in (1) and (2) coincide.
Proof. The proof of (2) ⇒ (1) is direct, just using Hölder inequality. Let us prove (1) ⇒ (2).
We use a well-known separation argument: Ky Fan’s lemma (see [5, Lemma 9.10]). For each
couple of finite sets of functions f := {f1, . . . , fN } ⊆ Lp(n) and g := {g1, . . . , gN } ⊆ Lq(m), we
consider the function Ψf,g :B+X′ ×B+Y ′ →R defined by
Ψf,g(x
′, y′) :=
N∑
i=1
(∣∣R(fi, gi)∣∣− K
p
∫
Ω
|fi |p d〈n,x′〉 − K
q
∫
Ω
|gi |q d〈m,y′〉
)
and the family F of all those functions Ψf,g. Clearly every function Ψf,g is convex. Moreover,
every convex combination αΨf,g + (1 − α)Ψfˆ,gˆ of functions Ψf,g (where f := {f1, . . . , fN } and
g := {g1, . . . , gN }), and Ψfˆ,gˆ (where fˆ := {fˆ1, . . . , fˆM} and gˆ := {gˆ1, . . . , gˆM}) belongs to the
family F. In fact, it can be easily proved that αΨf,g + (1 − α)Ψfˆ,gˆ = Ψh,k, for all 0 < α < 1,
where the finite sets of functions h and k are given by
h := {α 1p f1, . . . , α 1p fN, (1 − α) 1p fˆ1, . . . , (1 − α) 1p fˆM} and
k := {α 1q g1, . . . , α 1q gN , (1 − α) 1q gˆ1, . . . , (1 − α) 1q gˆM}.
Thus the function αΨf,g + (1 −α)Ψfˆ,gˆ also belongs to the family F. Now, consider the unit balls
BX′ and BY ′ endowed with the corresponding weak∗ topologies, and the topological product
space BX′ × BY ′ endowed with the product topology. It is compact. Note also that all these
functions Ψf,g are continuous when the relative topology of the product topology is considered
in B+
X′ × B+Y ′ .
Now let us prove that for each such function Ψf,g there is an element (x′, y′) ∈ B+X′ × B+Y ′
such that Ψf,g(x′, y′) 0. This is a consequence of the following argument. Using the fact that
s1/pt1/q  s
p
+ t
q
for any couple of positive real numbers s and t , we obtain from the hypothe-
sis (1) that
N∑
i=1
∣∣R(fi, gi)∣∣ K
p
∥∥∥∥∥
∫
Ω
N∑
i=1
|fi |p dn
∥∥∥∥∥
X
+ K
q
∥∥∥∥∥
∫
Ω
N∑
i=1
|gi |q dm
∥∥∥∥∥
Y
.
Therefore, we obtain an element (x′, y′) ∈ B+
X′ × B+Y ′ satisfying the required condition as a con-
sequence of the Hahn–Banach theorem.
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0  y′0 ∈ BY ′ such that Ψf,g(x′0, y′0)  0 for every function Ψf,g of the family F. This together
with the properties of the integration with respect to a vector measure provide the following
inequality:
∣∣R(f,g)∣∣ K
p
∫
Ω
|f |p d〈n,x′0〉+ Kq
∫
Ω
|g|q d〈m,y′0〉 (1)
for every couple of functions f ∈ Lp(n) and g ∈ Lq(m). Now we multiply by an adequate choice
of constants in (1); that is, taking the constants
a := K 1p
(∫
Ω
|f |p d〈n,x′0〉
) 1
p
and
b := K 1q
(∫
Ω
|g|q d〈m,y′0〉
) 1
q
,
we obtain (if a = 0 and b = 0) from (1) the following inequality:
∣∣R(f,g)∣∣= (ab)∣∣∣∣R
(
f
a
,
g
b
)∣∣∣∣ (ab)
(
K
p
∫
Ω
|f |p
ap
d
〈
n,x′0
〉+ K
q
∫
Ω
|g|q
bq
d
〈
m,y′0
〉)
= ab = K
(∫
Ω
|f |p d〈n,x′0〉
) 1
p
(∫
Ω
|g|q d〈m,y′0〉
) 1
q
.
Note that the above inequality also holds if a = 0 or b = 0; for instance, if a = 0 then, for every
positive number α, we obtain from (1) that
∣∣R(αf,g)∣∣ K
q
∫
Ω
|g|q d〈m,y′0〉,
which clearly implies that |R(f,g)| = 0. This finishes the proof. 
Theorem 5. Let X and Y be Banach lattices. Let n :Σ → X and m :Γ → Y be countably addi-
tive positive vector measures, and let p > 1. For an operator
T :Lp(n) → (Lq(m))′,
the following statements are equivalent:
(1) There is a constant K > 0 such that∥∥∥∥∥
(
N∑
i=1
∣∣T (fi)∣∣p
) 1
p
∥∥∥∥∥
(Lq(m))′
K
∥∥∥∥∥
(
N∑
i=1
|fi |p
) 1
p
∥∥∥∥∥
Lp(n)
(2)
for every finite set of functions f1, . . . , fN ∈ Lp(n).
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Lp(n)
T
i
(
Lq(m)
)′
Lp
(〈
n,x′0
〉)
Tˆ
Lp
(〈
m,y′0
〉)i′
where 0 x′0 ∈ BX′ , 0 y′0 ∈ BY ′ , i is the inclusion-quotient operator, i′ the adjoint of the
inclusion-quotient and Tˆ is an extension of T .
Proof. Let us prove first that (1) ⇒ (2). Taking into account the expression of the norm in Lp(n)
when the vector measure is positive, that is, ‖f ‖Lp(n) = ‖
∫
Ω
|f |p dn‖1/pX , the inequality (2) is
equivalent to: there is a constant K > 0 such that∥∥∥∥∥
(
N∑
i=1
∣∣T (fi)∣∣p
) 1
p
∥∥∥∥∥
(Lq(m))′
K
∥∥∥∥∥
∫
Ω
N∑
i=1
|fi |p dn
∥∥∥∥∥
1
p
X
(3)
for every finite set of functions f1, . . . , fN ∈ Lp(n). Consider a couple of finite sets f1, . . . , fN ∈
Lp(n) and g1, . . . , gN ∈ Lq(m). Now note that using Remark 3, and the expression of the norm
in Lq(m), that is, ‖g‖Lq(m) = ‖
∫
Ω
|g|q dm‖1/qY , we can obtain
N∑
i=1
∣∣〈gi, T (fi)〉∣∣
∥∥∥∥∥
(
N∑
i=1
|gi |q
) 1
q
∥∥∥∥∥
Lq(m)
∥∥∥∥∥
(
N∑
i=1
∣∣T (fi)∣∣p
) 1
p
∥∥∥∥∥
Lq(m)′
K
∥∥∥∥∥
∫
Ω
N∑
i=1
|gi |q dm
∥∥∥∥∥
1
q
Y
∥∥∥∥∥
∫
Ω
N∑
i=1
|fi |p dn
∥∥∥∥∥
1
p
X
as a consequence of the inequality of (3). Therefore, an application of Proposition 4 gives ele-
ments 0 x′0 ∈ BX′ and 0 y′0 ∈ BY ′ such that
∣∣〈g,T (f )〉∣∣K(∫
Ω
|f |p d〈n,x′0〉
) 1
p
(∫
Ω
|g|q d〈m,y′0〉
) 1
q
= K‖f ‖Lp(〈n,x′0〉)‖g‖Lq(〈m,y′0〉) (4)
for every f ∈ Lp(n) and g ∈ Lq(m).
This inequality implies that the operator T admits a well-defined extension Tˆ that is continu-
ous when it is considered from Lp(〈n,x′0〉) into (Lq(〈m,y′0〉))′ = Lp(〈m,y′0〉).
To see this, let us consider the adjoint operator T ′ :Lq(m)′′ → Lp(n)′, in fact, its restric-
tion T ′ :Lq(m) → Lp(n)′. Clearly it is linear and continuous. Moreover, from (4) the following
inequality∣∣〈T ′(g), f 〉∣∣= ∣∣〈g,T (f )〉∣∣K‖f ‖Lp(〈n,x′0〉)‖g‖Lq(〈m,y′0〉)
K‖f ‖Lp(n)‖g‖Lq(〈m,y′0〉) (5)
holds for every f ∈ Lp(n) and g ∈ Lq(m). Thus, ‖T ′(g)‖Lp(n)′  K‖g‖Lq(〈m,y′0〉) for every
g ∈ Lq(m). By Remark 2 the operator T ′ can be extended to a continuous linear operator
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have from (5) that∣∣〈G(g),f 〉∣∣= ∣∣〈T ′(g), f 〉∣∣K‖f ‖Lp(〈n,x′0〉)‖g‖Lq(〈m,y′0〉) (6)
for every f ∈ Lp(n) and g ∈ Lq(m). Now we will repeat the same arguments for the operator G
as we did for T . Consider the restriction of the adjoint operator G′ :Lp(n) → (Lq(〈m,y′0〉))′ =
Lp(〈m,y′0〉). Clearly it is linear and continuous. Note that G′ = T ′′. Moreover, from (6) the
following inequality∣∣〈g,G′(f )〉∣∣= ∣∣〈G(g),f 〉∣∣K‖f ‖Lp(〈n,x′0〉)‖g‖Lq(〈m,y′0〉) (7)
holds for every f ∈ Lp(n) and g ∈ Lq(m). Thus,∥∥G′(f )∥∥
Lp(〈m,y′0〉) K‖f ‖Lp(〈n,x′0〉)
for every f ∈ Lp(n). A new application of Remark 2 allows us to extend the operator G′ to a
continuous linear operator Tˆ :Lp(〈n,x′0〉) → Lp(〈m,y′0〉) such that Tˆ (f ) = G′(f ) = T ′′(f ) =
T (f ) for all f ∈ Lp(n). Summing up the arguments above, we obtain that T = i′ ◦ Tˆ ◦ i.
The proof of (2) ⇒ (1) is given by direct calculations using the factorization T = i′ ◦ Tˆ ◦ i.
Note that any operator from Lp(〈n,x′0〉) to Lp(〈m,y′0〉) verifies a similar inequality to (2). 
Remark 6. The requirement for the operator T given by condition (1) always holds when T is
positive (see [12, II, Proposition 1.d.9]) or when p = 2 (see [12, II, Theorem 1.f.14]). Therefore,
under these restrictions, a factorization as the one given by the theorem above can always be
obtained.
In particular, we have the following
Corollary 7. Let X and Y be Banach lattices. Let n :Σ → X and m :Γ → Y be countably
additive positive vector measures, and let T :L2(n) → (L2(m))′ be an operator. Then, there
exist 0 x′0 ∈ BX′ and 0 y′0 ∈ BY ′ such that the operator T factorizes as follows:
L2(n)
T
i
(
L2(m)
)′
L2
(〈n,x′0〉) Tˆ L2(〈m,y′0〉)
i′
where i is the inclusion-quotient operator, i′ the adjoint of the inclusion-quotient and Tˆ is an
extension of T .
Remark 8. Let us mention that every p-convex order continuous Banach lattice with a weak
order unit can be represented isomorphically as an Lp(m) space, for a suitable (not unique)
vector measure m (see [8]). In this sense, the particular selection of the measure m can give
more information about the factorization of the operator T . The factorization of operators from a
2-convex Banach lattice with values in a Hilbert space (also from a Hilbert space with values in
a 2-concave Banach lattice) through a Hilbert lattice (L2(μ), with μ a positive scalar measure)
was studied by Pisier in [15]. In this case, our Corollary 7 gives more information about the
measure μ: it can be taken of the form 〈n,x′〉.
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a p-convex operator with values in the p-concave Banach lattice (Lq(m))′. Krivine proved [11]
(see also [12, II, Corollary 1.d.12]) that every p-convex operator T from a Banach space V
into a p-concave Banach lattice E can be factorized through an Lp(μ) space by two operators
T1 :V → Lp(μ) and T2 :Lp(μ) → E (positive). More restrictions on the space E give more
information about operators T1 or T2. For example, Maurey–Rosenthal theorem shows that T2
can be chosen as a positive multiplication operator if E = Lr(μ), where 1 r < p < ∞.
In general, our Theorem 5 and Corollary 7 show that more information about the measure μ,
and the operator through T factorizes can be given if we know something more about the spaces
where T is defined.
3. The factorization diagram for p = 1
In this section we will study the limit case p = 1 in the factorization diagram of Theorem 5,
now for an operator T :L1(n) → (L∞(m))′. In fact, we want to know if the corresponding
1-concavity type condition:
there is a constant K > 0 such that∥∥∥∥∥
N∑
i=1
∣∣T (fi)∣∣
∥∥∥∥∥
(L∞(m))′
K
∥∥∥∥∥
N∑
i=1
|fi |
∥∥∥∥∥
L1(n)
(8)
for every finite set of functions f1, . . . , fN ∈ L1(n),
is equivalent to the following factorization diagram:
L1(n)
T
i
(
L∞(m)
)′
L1
(〈
n,x′0
〉)
Tˆ
L1
(〈
m,y′0
〉)j
for some 0  x′0 ∈ BX′ , and 0  y′0 ∈ BY ′ , where i is the inclusion-quotient operator, j is the
canonical imbedding in the bidual and Tˆ is an extension of T . Let us explain the meaning of this
diagram. Recall that L∞(m) is nothing less than L∞(〈m,y′0〉), where y′0 ∈ BY ′ is that 〈m,y′0〉
is a Rybakov control measure for the vector measure m. Moreover, we can choose y′0  0. Now
j :L1(〈m,y′0〉) → (L∞(〈m,y′0〉))′ is the (positive) canonical imbedding of L1(〈m,y′0〉) in its
bidual (L∞(〈m,y′0〉))′. Clearly the factorization diagram implies the condition in (8) because
every operator Tˆ :L1(〈n,x′0〉) → L1(〈m,y′0〉) verifies a similar inequality to (8). Nevertheless,
the 1-concavity type condition (8) does not imply the factorization diagram, even for positive
scalar measures n. Let us explain why in the following remark.
Remark 9. First of all recall that every positive operator
T :L1(n) → (L∞(m))′
verifies the 1-concavity type condition (8). On the other hand, for the positive scalar measure
λ := 〈m,y′0〉, we know that (L∞(λ))′ is an AL-space, because it is the dual of the AM-space
L∞(λ). The Kakutani’s representation theorem tells us that there exists a positive finite scalar
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isometry G (in particular, it is a positive operator onto) from L1(μ) into (L∞(λ))′. If it factorized
through L1(λ) we would get an operator Gˆ :L1(μ) → L1(λ) such that G(f ) = j (Gˆ(f )) for all
f ∈ L1(μ), where j :L1(λ) → (L∞(λ))′ is the canonical imbedding. Now, it is enough to take
an element ν ∈ (L∞(λ))′ \ j (L1(λ)) to have a contradiction.
In the limit case, that is p = 1, the 1-concavity type condition (8) implies a triangular
factorization diagram that we present in Theorem 11. The key of its proof is the following Propo-
sition 10 which is in a certain sense a limit case of Proposition 4.
Proposition 10. Let X and Y be Banach lattices. Let n :Σ → X and m :Γ → Y be countably
additive positive vector measures. Let
R :L1(n)× L∞(m) →R
be a bilinear map. Then the following statements are equivalent:
(1) There is a constant K > 0 such that
N∑
i=1
∣∣R(fi, gi)∣∣K
∥∥∥∥∥
∫
Ω
N∑
i=1
|fi |dn
∥∥∥∥∥
X
for every finite sequences f1, . . . , fN ∈ L1(n) and g1, . . . , gN ∈ BL∞(m).
(2) There are a constant K > 0 and an element 0 x′0 ∈ BX′ such that∣∣R(f,g)∣∣K‖f ‖L1(〈n,x′0〉)‖g‖L∞(m)
for every f ∈ L1(n) and g ∈ L∞(m).
Moreover, the constants in (1) and (2) coincide.
Proof. The proof is similar to that of Proposition 4, so we only present a sketch in this case.
Observe that (2) ⇒ (1) is direct. To prove (1) ⇒ (2) we use the well-known separation argument
of Ky Fan’s lemma. For each couple of finite sets of functions f := {f1, . . . , fN } ⊆ L1(n) and
g := {g1, . . . , gN } ⊆ BL∞(m), we consider the function Ψf,g :B+X′ →R defined by
Ψf,g(x
′) :=
N∑
i=1
(∣∣R(fi, gi)∣∣−K
∫
Ω
|fi |d〈n,x′〉
)
.
After some standard steps we obtain an element 0 x′0 ∈ BX′ such that Ψf,g(x′0) 0 for every
function Ψf,g of the family {Ψf,g}. In particular |R(f,g)|K‖f ‖L1(〈n,x′0〉) for every couple of
functions f ∈ L1(n) and g ∈ BL∞(m), so |R(f,g)|K‖f ‖L1(〈n,x′0〉)‖g‖L∞(m) for every couple
of functions f ∈ L1(n) and g ∈ L∞(m). This finishes the proof. 
Theorem 11. Let X and Y be Banach lattices. Let n :Σ → X and m :Γ → Y be countably
additive positive vector measures. For an operator
T :L1(n) −→ (L∞(m))′,
the following statements are equivalent:
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N∑
i=1
∣∣T (fi)∣∣
∥∥∥∥∥
(L∞(m))′
K
∥∥∥∥∥
N∑
i=1
|fi |
∥∥∥∥∥
L1(n)
(9)
for every finite set of functions f1, . . . , fN ∈ L1(n).
(2) The operator T factorizes as follows:
L1(n)
T
i
(
L∞(m)
)′
L1
(〈
n,x′0
〉) Tˆ
where 0 x′0 ∈ BX′ , i is the inclusion-quotient operator, and Tˆ is an extension of T .
Proof. The implication (2) ⇒ (1) follows because L1(〈n,x′0〉) is an AL-space. Let us prove that
(1) ⇒ (2). Taking into account the expression of the norm in L1(n) when the vector measure is
positive, that is, ‖f ‖L1(n) = ‖
∫
Ω
|f |dn‖X , the inequality (9) is equivalent to: there is a constant
K > 0 such that∥∥∥∥∥
N∑
i=1
∣∣T (fi)∣∣
∥∥∥∥∥
(L∞(m))′
K
∥∥∥∥∥
∫
Ω
N∑
i=1
|fi |dn
∥∥∥∥∥
X
(10)
for every finite set of functions f1, . . . , fN ∈ L1(n). Consider a couple of finite sets f1, . . . , fN ∈
L1(n) and g1, . . . , gN ∈ BL∞(m). Now note that
N∑
i=1
∣∣〈gi, T (fi)〉∣∣ N∑
i=1
〈|gi |, ∣∣T (fi)∣∣〉
〈
max
1iN
|gi |,
N∑
i=1
∣∣T (fi)∣∣
〉

∥∥∥ max
1iN
|gi |
∥∥∥
L∞(m)
∥∥∥∥∥
N∑
i=1
∣∣T (fi)∣∣
∥∥∥∥∥
(L∞(m))′
K
∥∥∥∥∥
∫
Ω
N∑
i=1
|fi |dn
∥∥∥∥∥
X
as a consequence of the inequality (10). Therefore, an application of Proposition 10 gives an
element 0 x′0 ∈ BX′ such that∣∣〈g,T (f )〉∣∣K(∫
Ω
|f |d〈n,x′0〉
)
‖g‖L∞(m) = K‖f ‖L1(〈n,x′0〉)‖g‖L∞(m) (11)
for every f ∈ L1(n) and g ∈ L∞(m).
This inequality (11) implies that ‖T (f )‖K‖f ‖L1(〈n,x′0〉) for every f ∈ L1(n), and the op-
erator T admits, by applying Lemma 1, a well-defined extension Tˆ that is continuous when it is
considered from L1(〈n,x′0〉) into (L∞(m))′. 
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measure
As we have mentioned in Remark 8, vector measure integration provides a procedure to rep-
resent order continuous (real) p-convex Banach function spaces with weak order unit as spaces
Lp(m) of a positive vector measure m. In general, it is possible to find at least a representation
of such a function space by using a canonical construction (see [8]). However, the representation
is not unique. It is well known that the same space can be represented as space of integrable
functions with respect to several vector measures.
Through all this section, X and Y are Banach lattices. Let m :Σ → Y be a countably additive
positive vector measure, and consider the space L1(m). The aim of this section is to character-
ize the family of positive vector measures n :Σ → X that satisfy the condition L1(n) = L1(m)
isomorphically. In particular, this last equality implies that the vector measures must be equiva-
lent, in the sense that they have the same family of null sets, that is, ‖n‖(A) = 0 if and only if
‖m‖(A) = 0, whenever A ∈ Σ .
Definition 12. We say that a positive vector measure m :Σ → Y is scalarly bigger than the
positive vector measure n :Σ → X, with constant C > 0 (in symbols n ≺C m), if there exists a
constant C > 0 such that for every finite Σ -partition π ∈ Π(Ω) and every 0  x′ ∈ BX′ there
exists an element 0 y′ ∈ BY ′ (depending on x′ and π ) such that 〈n(A), x′〉 C〈m(A), y′〉 for
each A ∈ π .
Proposition 13. Let m :Σ → Y and n :Σ → X be two positive vector measures. The following
are equivalent:
(1) m is scalarly bigger than n, with constant C > 0.
(2) The natural inclusion i :L1(m) → L1(n) is continuous (and ‖i‖ C).
Proof. Let us show first (1) ⇒ (2). If m is scalarly bigger than n with constant C > 0, then
‖n‖(A)  C‖m‖(A) for all A ∈ Σ , and every m-null set is an n-null set. Therefore the natural
inclusion i :L1(m) → L1(n) is well defined because we do not enlarge the classes when we pass
from L1(m) to L1(n). It is enough to prove that ‖f ‖L1(n)  C‖f ‖L1(m) for simple functions
of L1(m). Let f =∑Ni=1 λiχAi be a simple function. By the Hahn–Banach theorem there is an
element 0 x′ ∈ BX′ such that
‖f ‖L1(n) =
∥∥∥∥
∫
Ω
|f |dn
∥∥∥∥
X
=
〈∫
Ω
|f |dn,x′
〉
=
∫
Ω
|f |d〈n,x′〉 =
N∑
i=1
|λi |
〈
n(Ai), x
′〉.
By the hypothesis of (1) there exists 0 y′ ∈ BY ′ such that
N∑
i=1
|λi |
〈
n(Ai), x
′〉 C N∑
i=1
|λi |
〈
m(Ai), y
′〉= C ∫
Ω
|f |d〈m,y′〉 C‖f ‖L1(m).
Thus, the density of the simple functions gives (2).
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BX′ . For every 0 λ := (λ1, . . . , λN) ∈RN , we define the function Φλ :B+Y ′ →R by
Φλ(y
′) :=
N∑
i=1
λi
(〈
n(Ai), x
′〉−C〈m(Ai), y′〉).
We use the separation argument based on Ky Fan’s lemma.
(A) Each such function Φλ is convex, since for every 0 t  1,
Φλ
(
ty′1 + (1 − t)y′2
)= N∑
i=1
λi
(〈
n(Ai), x
′〉− tC〈m(Ai), y′1〉− (1 − t)C〈m(Ai), y′2〉)
= tΦλ
(
y′1
)+ (1 − t)Φλ(y′2).
(B) The family of functions {Φλ: 0  λ ∈ RN } is concave; if 0  t  1, 0  y′ ∈ BY ′ ,
0 λ ∈RN , and 0 τ ∈RN , then
t Φλ(y
′)+ (1 − t)Φτ (y′) = t
(
N∑
i=1
λi
(〈
n(Ai), x
′〉− C〈m(Ai), y′〉)
)
+ (1 − t)
(
N∑
i=1
τi
(〈
n(Ai), x
′〉−C〈m(Ai), y′〉)
)
=
N∑
i=1
(
tλi + (1 − t)τi
)(〈
n(Ai), x
′〉−C〈m(Ai), y′〉)
= Φtλ+(1−t)τ (y′).
(C) Each function Φλ is clearly continuous with respect to the weak∗ topology on B+Y ′ .
(D) Let us show that for each function Φλ, where 0 λ := (λ1, . . . , λN), there is an element
0 y′ ∈ BY ′ such that Φλ(y′) 0. We use the hypothesis (2) in order to do this. Let us denote
by f the non-negative simple function f :=∑Ni=1 λiχAi . Then by (2) we have that
‖f ‖L1(n)  C‖f ‖L1(m) = C
∥∥∥∥
∫
Ω
f dm
∥∥∥∥
Y
and so, by the Hahn–Banach theorem, there is an element 0 y′ ∈ BY ′ such that∫
Ω
f d〈n,x′〉 ‖f ‖L1(n)  C
∥∥∥∥
∫
Ω
f dm
∥∥∥∥
Y
= C
〈∫
Ω
f dm,y′
〉
= C
∫
Ω
f d〈m,y′〉.
Therefore,
Φλ(y
′) =
N∑
i=1
λi
(〈
n(Ai), x
′〉− C〈m(Ai), y′〉)=
∫
f d〈n,x′〉 − C
∫
f 〈m,y′〉 0.
Ω Ω
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Y ′ is weak
∗ compact. Thus there is an element
0 y′0 ∈ BY ′ such that
N∑
i=1
λi
(〈
n(Ai), x
′〉−C〈m(Ai), y′0〉) 0 (12)
for every 0 λ ∈ RN . In particular, if we take λ = ek := (0, . . . ,1k), . . . ,0) ∈ RN for each k =
1, . . . ,N we clearly obtain from (12)〈
n(Ak), x
′〉 C〈m(Ak), y′0〉
for every k = 1, . . . ,N . This finishes the proof. 
As a direct consequence of the characterization above, we obtain directly when two positive
vector measures m and n define the same space, that is, when L1(m) = L1(n) isomorphically.
We say that two such vector measures m and n are scalarly equal if m is scalarly bigger than n,
and n is scalarly bigger than m. Observe that two scalarly equal measures are equivalent.
Corollary 14. Let m :Σ → Y and n :Σ → X be positive vector measures. The following are
equivalent:
(1) m and n are scalarly equal;
(2) the inclusion i :L1(m) → L1(n) is a well-defined isomorphism.
Remark 15. If m :Σ → Y is scalarly bigger than n :Σ → X with constant C > 0, then ‖n‖(A)
C‖m‖(A) for all A ∈ Σ , or equivalently,
(∗) for every A ∈ Σ and every 0  x′ ∈ BX′ there exists 0  y′ ∈ BY ′ such that 〈n(A), x′〉 
C〈m(A), y′〉.
This last condition (∗) is, in general, strictly weaker than n ≺C m as the example below shows.
Example 16. Let 1  q < p < ∞ be real numbers. Consider the Lebesgue space Lp and the
Lorentz space Lp,q , both of them over the interval [0,1]. They are Banach lattices with order
continuous norm and weak order unit. This is a well-known fact, at least, in the case of Lp . Let
us see briefly why Lp,q also has order continuous norm. Note that Lp,q is a rearrangement-
invariant Banach function space which contains L∞ densely (see [1, Theorem V.2.9] and
[1, Theorem V.1.9]). Moreover, we have ‖f ‖Lp,q  ‖f ‖L∞ for all f ∈ L∞. On the other hand,
the fundamental function of Lp,q is ϕ(t) = [p
q
]1/q t1/p , and we see that limt→0+ ϕ(t) = 0. Then
it follows from [1, Theorem II.5.5] and [1, Proposition I.3.5] that limN→∞ ‖fN‖Lp,q = 0, for all
sequence (fN)N ⊆ Lp,q such that fN ↓ 0. This means that Lp,q has order continuous norm. Now
consider the positive vector measures defined over the Lebesgue σ -algebra Σ on [0,1] given by
m :A ∈ Σ → m(A) := χA ∈ Lp,q , and n :A ∈ Σ → n(A) := χA ∈ Lp . It is known [2, Theorem 8]
that L1(m) = Lp,q , and L1(n) = Lp . Then we have (see [1, Proposition IV.4.2]) the continuous
inclusion L1(m) = Lp,q ⊆ Lp = L1(n). Moreover, this inclusion is strict if q < p, that this, the
measure n is not scalarly bigger than the measure m. On the other hand, a simple calculation
shows that ‖m‖(A) = ‖χA‖Lp,q = [p ]1/q‖χA‖Lp = [p ]1/q‖n‖(A), for all A ∈ Σ .q q
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condition (∗) of Remark 15 and n ≺C m are equivalent.
Proposition 17. Let m :Σ → Y and n :Σ → X be positive vector measures. If Y is an abstract
AL-space, then for every constant C > 0, the following conditions are equivalent:
(1) m is scalarly bigger than n, with constant C > 0;
(2) for every A ∈ Σ and every 0  x′ ∈ BX′ there exists 0  y′ ∈ BY ′ such that 〈n(A), x′〉 
C〈m(A), y′〉.
Proof. In the above remark we have seen the implication (1) ⇒ (2). For the reverse implication
take a finite Σ -partition π ∈ Π(Ω) and an element 0 x′ ∈ BX′ . By hypothesis, for every A ∈ π
there exists 0 y′A ∈ BY ′ such that 〈n(A), x′〉C〈m(A), y′A〉. Then y′ := sup{y′A: A ∈ π} ∈ BY ′
because Y is an abstract AL-space. Clearly y′ is positive and 〈n(A), x′〉  C〈m(A), y′〉 for all
A ∈ π . 
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