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Abst rac t - -We present an efficient implementation of the Conjugate Gradients algorithm for 
Wiener-Hopf integral equations based on finite rank approximations of the integral operator and 
the corresponding preconditioner. The resulting algorithm is of linear complexity. Numerical experi- 
ments with this implementation f the preconditioned Conjugate Gradients algorithm show significant 
speed-up in the ill-conditioned case. This algorithm acts on ill-conditioned equations as a regulariza- 
tion algorithm. 
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1. INTRODUCTION 
In this paper, we propose a certain numerical realization of the preconditioned conjugate gradients 
method for Wiener-Hopf integral equations which was developed in [1]. The Wiener-Hopf integral 
equation has the form 
or equivalently, 
~0 ~ 
x (t) + A k ( t -  s) x (s) ds = g (t), 0 _< t < co, (1.1) 
where it is assumed here that k (t) 
operator acting on L2 (0, co). In the projection method, the equation (1.1) is truncated to 
( I+  AK) x = g, 
L1 ( -co ,  oc), and the operator K is a positive definite 
o < t < T, (1.2) ~0 T x~ (t) + A k ( t -  s) x~ (s) ds = g( t ) ,  
or 
( I  + AKr) xr = g. (1.3) 
The solutions x~ converge to x in norm. The operators K~ are compact, and the conjugate 
gradients algorithms can be successfully applied to (1.2) for increasing values of T. 
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In the Preconditioned Conjugate Gradients (PCG) algorithm, the equation (1.3) is replaced 
by the equation 
(I + AHr) -1 (I + AKr) Xr -- (I + AHr) -1 g, (1.4) 
where the positive definite operator I + AH~ is called the preconditioner. The purpose of precon- 
ditioning is to achieve faster convergence of the iterative algorithm. If all but finitely many, say 
p ,  eigenvalues of (I  + ),Hr) -(1/2) (I + ),Kr) (I  + AH~) -(1/2) are contained in (1 - 6, 1 + 6) with 
< 1, then the PCG algorithm converges at the following rate: 
( )k x (k) -- xr L2[0,r] < 5 6 
where 5 is a constant, and the iterates x(k) are defined in the description of the PCG algorithm 
below. Due to the p outlying eigenvalues, there may be a certain delay of at most p steps at the 
beginning of the iteration, until the error starts to decay at such rate. 
In [1], a family of preconditioners based on integral operators with periodic displacement 
kernels is suggested. It is shown that for such preconditioners, for any e > 0 there is a 
positive integer p and r* > 0 such that I + AHr is positive definite, and the spectrum of 
( I  + )~Hr) -(1/2) ( I  + AKr)  ( I  -{- ~Hr) -(1/2) has at most p eigenvalues outside the interval (1 - e, 
1 + 6) whenever r _> r*. One such preconditioner, namely, 
/0  T (I  + ;~H~) x = h~ (t - s) z (s) ds, 
where 
h~(t )  = ~-  tk(t)  + Lk( t -~) , -  0 < t < ~, (1.5) 
T T 
is used in numerical experiments in Section 4 of this paper. The PCG algorithm for solving (1.4) 
now follows: 
1. Set X(r °) = 0 and r0 = g. 
2. For k = 1, 2, . . .  if rk_ 1 --~ 0 set x~ = x (k-l) and stop. 
3. Otherwise 
(a) Solve (I + AHr) zk-1 = rk-1. 
def ( zk - l , rk -1 )  51 =-- O, (b) Set bk = (zk -2 , rk -2} '  
def 
(c) Set Pk = zk-1 + bkPk-1, Pl = zo. 
izk-l,rk-1) 
(d) Set ak = (p}, (I + AKr) Pk)" 
(e) Set x()  ) = x ( ) - l )+  a~pk. 
(f) Set rk = rk-1 - ak (I + AK~) Pk and go to 2. 
Here (a, b) = fo  a (s) b (s) ds is the usual inner product in L~0,r 1. In a practical algorithm, the 
condition rk-1 = 0 is replaced by 
IIrk-lll <_ TOL • [Ig[[, 
where TOL is some prescribed tolerance. 
It is evident hat the main computational cost in this algorithm is related to the solution of 
(I + AHr) z = r, and to the multiplication in (I + ),Kr) p. In [1], the simplest rectangular rule 
is used to discretize these two problems. The coefficient matrix in the system of equation for 
finding z is circulant, and the matrix which multiplies p is Toeplitz. Therefore, both problems 
can be solved in O (N log N) arithmetic operation by the use of FFT, where N is the number 
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of points at which the solution x (t) is approximated. The rectangular rule has low accuracy of 
0 (r/N), and is used in [1] for demonstration f speed-up in convergence of the PCG algorithm 
only. 
In this paper, we propose a different approach to the discretization of the PCG algorithm given 
above in the operator notation. It is based on the fact (see [2, p. 106], for example) that the 
eigenfunctions of an integral operator with a periodic kernel are known explicitly. Eigenvalues 
of such an operator can be computed numerically by applying the operator to its eigenfunctions. 
Discarding terms in the eigenfunction expansion which correspond to sufficiently small eigenval- 
ues, one obtains a finite rank approximation to H~ which is denoted by H (~). The operator 
I + AH (a) is inverted analytically and the step (a) in the PCG algorithm is replaced by 
Z~ c~ r .  
Although the kernel of the operator Kr is not periodic, it can be embedded in a periodic kernel on 
the interval [0, 2T]. This embedding is then used to approximate Kr with a rank fl operator K (~) 
as explained in Section 2 below. Thus the computation of (I + AK~)p in the PCG algorithm is 
replaced by the computation o f "  (I + ~K~))p. 
% 
Note that the ranks, a and ~, of the approximations are fixed. Therefore, for a given r, 
the complexity of the resulting algorithm is of O (N), that is, linear in the number of points 
at which x~ is approximated. Moreover, the obtained algorithm allows efficient implementation 
on parallel computer architectures. We also remark that the computation of eigenvalues of 
operators with periodic kernels, and the multiplications [I + AH (~)]-1 r and [I + AK(f~)] p, can 
be implemented using standard high-order numerical quadratures. In contrast, the use of high 
order numerical quadratures for the discretization of the equation (I + ~H~)z = r, and the 
product (I + AK~) p, would lead to perturbed circulant and Toeplitz matrices, which would have 
to be treated individually, depending on the quadrature used. 
In Section 2, we obtain finite rank approximations H (~) and K (z). In Section 3, we present 
details of the discretization of the algorithm and estimate operations count on sequential and 
parallel computer architectures. In Section 4, we present results of numerical experiments on 
ill-conditioned problems, which clearly demonstrate he speed-up achieved by the preconditioned 
algorithm. We use tolerance of 10 -3 for deciding 
(i) convergence of conjugate gradients, 
(ii) accuracy of numerical quadratures, and 
(iii) accuracy of finite rank approximations. 
It is well known (see, for example, [3], and references therein), that low tolerance in the Conjugate 
Gradients algorithm has regularizing effect for ill-conditioned equations. Indeed, our numerical 
experiments show that preconditioned conjugate gradients give accuracy of the O (10 -3) when 
direct solver fails completely. A detailed analysis of the preconditioned iterative regularization 
for ill-posed problems involving discrete Toeplitz matrices can be found in [4]. 
2. F IN ITE  RANK APPROXIMATIONS 
Our approach to the finite rank approximation of K~ and Hr is based on the fact that eigen- 
functions of an integral operator with a periodic displacement kernel are known explicitly, see [2, 
p. 106]. We assume here, for simplicity, that k (t) is real and k (t) = k (-t).  The complex case 
can be treated in a very similar way. 
So let Hr be an integral operator with a periodic displacement kernel. The spectral decompo- 
sition of H~ can be described as follows. Set 
no(t)= 1, urn(t)= cos~,  Vm(t)= s in - - ,  re=l ,2 , . . . .  
T T 
AMk $-$-F 
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Let 
Then 
fo r 2mTcs a,~ = A h~ (s) cos ~ ds, 7- m =0,1 , . . . .  
fo r (Hrz) (t) = ao z (s) ds 
T 
[(f ) (/0" ) ] + - am z (s) urn (s) ds um (t) + z (8) Vm (8) ds Vm (t) . 7- m=l 
A rank a approximation to Hr is given then by 
(H(~)z) (t) = a° 
+-  am 
7- m=l 
[ ( f f f  z (s)um (s)ds)Um ( t )+ ( forZ(S)vm (s )ds)vm (t)] .  
This H (~) minimizes the 2-distance of Hr to the set of all finite rank operators whose rank is at 
most a, see [5, p. 98]. If Hr is replaced by H (a), then the approximate solution of the equation 
[I + )~H(~)] z = r is given by 
z(,) = ~(t)  
y (t) ~ a0 f f  = - -  r ( s )  ds  
7- l+ao  
2)~ O~--1 [(fo r ) (fo r ) )] m~::l am r(S) Urn(s)ds urn(t)+ r(s) Vm(S)ds Vm(t . 
7- l+am 
(2.1) 
A similar technique is applicable to the computation of q = Krp (t). Here kr (t) is not periodic 
in general, but it can be imbedded into a periodic/or (t) in a way similar to imbedding a Toeplitz 
matrix into a circulant matrix for a consequent use in computing a Toeplitz matrix vector product 
by means of FFT. Here we define a 27- periodic function: 
{ k~(t ) ,  0<t<7- ,  
L( t )= kr (27- -- t) , 7 -<t<27- .  
Let 
and 
f0 T q(t) = k ( t -  s) p(s)ds, 0 < t < T, 
f p (t), o < t < 7-, 
(t) [ 0 T < t < 27-, 
f0 r (t (t) = k~ (t - s) ~ (s) ds, 0 < t < 27-. (2.2) 
Then clearly q (t) = (1 (t), for 0 < t < 7-. The orthonormal basis of eigenfunctions of the operator 
/~  acting on L2 [0, 2T] as defined by (2.2) can be written down as follows: 
~o (t) = 1 ~.~ (t) = cos ~.~ (t) = sin - T T m = 1,2, . . . .  
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Thus 
q (t) = 2T Jo p (s) ds 
1 +-  EOm [(fo'P(S)COsrmSds)~,~it)+ (forP(s)sin~rmSds)fJmit)] , 
7" m=l  
O<t<T, 
(2.3) 
where 
f 
2r 
am = A kr (s) cos ~rmSds, 
J0 T 
m--  0 ,1 ,2 , . . . .  
The rank fl approximation to/22~ is obtained by truncating the series i2.3): 
~0 [" 
q (t) = ~T JO p is) ds 
8-1 ] 
1 [ ( fo  r _~__~ ) ( fo  r T m ) +- -E~m p(S) COS ds ftrn(t)+ p(s)sin 7r Sds Vm(t) , 
T m=l  
or  
q (t) : (t) .  
0<t<7" ,  
(2.4) 
3. INFORMAL DESCRIPT ION OF  THE ALGORITHM 
By Q~ (f) we denote some numerical quadrature on [0, T] such that 
/o" Q~ (f) ~ f (s) ds. 
We start by choosing a tolerance, TOL, which is used for: 
(i) stopping the iteration in conjugate gradients, 
(ii) determining the number of points for Q~, 
(iii) deciding the ranks a and fl in approximating H~ and K~. 
A typical value (used in our numerical experiments) is TOL = 10 -3. In fact, this is the default 
value for numerical quadratures in MATLAB. Then we choose N-point quadrature Qr on [0, T] 
such that (T/N) k ~ TOL, where (T/N) k is the order of the quadrature. 
STEP 1. Compute approximate igenvalues of Kr and Hr, 
7rm$ "~ 
am=Qr  h~(s) cos--~-T ) ,  m=0,1 , . . . ,  
( ~_ms) .. . .  
arn = Q2r kr (s) cos , m -- 0, 1, 
T / 
The approximation rank ~ (respectively fl) is decided when the following condition is met for the 
first time: 
]aml, lam+l], ra.~+21 < TOL, 
(respectively, for ~m). At this point, one sets c~ = m (respectively, /3 = m). This heuristic 
procedure is common in practice; see, for example, [6]. We remark that although k (t) and h (t) 
are periodic and possibly continuous, their first derivatives are always discontinuous (as periodic 
functions), h (t) at t = 0, and k (t) at t = T. Therefore the trapezium rule which is the quadrature 
of choice for smooth periodic functions (see [7, p. 109]) is not recommended here. Instead one 
could use a higher order quadrature on [0, T] for computing am, and the same quadrature on 
[0, T] and IT, 2~-] for computing ~m. 
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STEP 2. Set x = 0 and r = g where x is an N-vector of zeros and r -- g is the vector of values 
of g (s) at the N quadrature points. 
(a) Compute z via (3.1) as follows: 
(al) cm =Q~(rUm), m= l , . . . ,a -1 ,  
sm=Q~(rvm),  m= 1, . . . ,a - I ,  
co = Q~ (~); 
(a2) tin-- O'rn[CrnUm"[-SmVm], m= 1, . . . ,a - -1 ;  
1 +am 
(a3) z = r - 1 - - -  tm • 
T (1 ~- frO) T \m=l  
Here 1 is the vector of all l's, Um and vm are vectors of values of um (s) and vm (s) at the 
N quadrature points. 
(b) Compute {z, r) = zTWr ,  where W is the diagonal matrix of weights of Qr. Then compute b
as the ratio of (z, r} with the same inner product computed in previous iteration. 
(c) Setp=z+bp.  
(d) Compute q = (I + AK~) p via (3.4) as follows: 
(dl) 5m =QT(pUm), m= l .. . .  ,~-1 ,  
~.. = Q~ (p~m) , m = l . . . .  ,~-1 ,  
c0 = Q r (P); 
(d2) tm=~m[Smf im+~mg'n] '  m=l , . . . ,~- - l ;  
(d3) q= a_~0501 + 1 tm " 
ZT T 
(d4) q = p + Aq. 
(e) Compute a = (zTWr) / (pTWq) . 
(f) Set x = x + ap. 
(g) Set r - - r -aq .  
Repeat Step 2 until Ilrll <_ TOL.  Ilgll, or the upper limit on the allowed number of iterations is 
exceeded. 
The choice of automatic/adaptive quadrature often available in standard software packages, 
may slow down the algorithm significantly, and is not recommended here, see also discussion 
in [8]. 
Operat ions  Count  (in flops, additions/subtractions arenot counted) 
For step 1 
For s tep  2 
Total  
(a) 
(b + c) 
(d) 
(e+ f +g)  
(a + 2Z) N 
(5~ + 2) N 
2 N 
(5f~ + 3)N N 
4 N 
(6a + 7~ + 11) N 
The algorithm is linear in the number of points at which the solution x~ is approximated. 
Para l le l  Operat ions  Count  for p P rocessors  
1. Large number of small processors. We assume that a, ~ << p < N. In this case it is 
beneficial to use all processors to compute a single am or  (}m or  Cm, etc., rather than to 
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compute them simultaneously for different values of m. In such a case it is easy to see 
that the total count is 
[6c~ + 7/~ + 11] Y 
P 
2. Small number of large processors. We assume that p < a, 13 << N. In this case it is 
appropriate to compute simultaneously a l , . . ,  ap, then ap+l , . . . ,  O'2p, etc. Here it is easy 
to see that the total count is 
[6c~+7/3+2+7]  N . p  
A simple calculation shows that the speed-up (the ratio of the sequential count to the 
parallel count) is 
6a+7~+ 11 7 
P >- P 6c~ + 7~ + 2 + Tp >- -8P' 
where it is assumed that 2 < p < c~ - ~. 
4. NUMERICAL  EXAMPLES 
The main purpose of these examples is to verify experimentally the effects of preconditioning 
on the speed-up of convergence of conjugate gradients iterations. Since the convergence of the 
conjugate gradients algorithm for ill-conditioned problems becomes prohibitatively slow, we focus 
our experiments on such ill-conditioned problems, namely when _ ) -1  is near the largest eigen- 
value of K.  Since in such ill-conditioned situations the conjugate gradients algorithm with early 
stopping has regularizing properties, we also present a comparison with the direct rather than 
the iterative solution. For the direct solution we discretize the truncated integral equation (using 
the same quadrature rule, Q~, and the same number of points, N, as in the iterative algorithm) 
by the Nystrom method, see [8], for example. The resulting linear system of equations is then 
solved by the backslash command of MATLAB. We remark that the same or very similar result 
would be obtained by applying the conjugate gradients algorithm with small TOL to this linear 
system of equations. 
We test four possible combinations of two kernels: 
kl : k (t) -- (e t + e - t ) - l ( fas t  decaying), 
k2: k (t) = (1 + t 2)-1 (slow decaying), 
and two solutions: 
Xl : x ( t )  = e - t ,  
X2 : x(t)  ~-- (1 -~t 2)-1. 
For each experiment, he right-hand side of the equation is computed numerically using the same 
quadrature as in the algorithm, but with triple the number of points. In the case kl -x l ,  the right 
hand side is determined analytically. We test two truncation intervals: [0, 10] and [0, 50]. We use 
the Simpson quadrature with N chosen such that (v/N) 4 ~ TOL. The tolerance is chosen to be 
TOL = 10 -3. By PCG we denote the preconditioned conjugate gradients algorithm. CG denotes 
the same algorithm but without a preconditioner. The experiments are done in MATLAB on a 
Tatung micro COMPstation. 
The following two tables show the number of iterations needed for convergence of each of the 
two algorithms for a specified value of )`. 
Table 1. T= 10, N=50, a=f~= 10. 
A CG PCG 
kl - xl -0.71 15 13 
kl - x2 -0.71 15 13 
k2 - xl -0.35 9 7 
k2 - x2 --0.35 9 6 
Table 2. T=50, N=250,~=B=50.  
A CG PCG 
kl - xl -0.835 301 15 
kl - x2 -0.835 83 14 
k2 - xl -0.38 div 11 
k2 - x2 -0.38 51 10 
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In the next two tables, we compare the accuracy of solutions by PCG, CG and the direct solver. 
The relative error is measured via 
error = 
llXcomputed -- X ox ctll  
IIxox ctl[  
Tables 3 and 4 show these errors for different combinations of k and x. The values of N, ~, ~3 and 
are the same as in Tables 1 and 2, respectively. 
k i  - x2 
k2  - ~ci 
k2 -- ~2 
Table 3. r ---- 10. 
CG PCG Direct 
0.003 0.002 0.7 
0.0013 0.0014 1.135 
0.2 0.005 i0 a 
0.0065 0.006 0.6 
k l  --  ~ I  
ki - x2 
k2 -- X l  
k2  - x2  
Table 4. ~ -- 50. 
CG PCG Direct 
0.05 0.0018 0.22 
0.005 0.0017 0.4 
div 0.004 
0.005 0.005 250 
These numerical results demonstrate he advantage of the Preconditioned Conjugate Gradients 
algorithm both in convergence speed, and in the accuracy of the computed solution. It is not 
surprising that both CG and PCG give accurate results when the direct solution method fails. It 
is not clear, however, why PCG gives higher, and sometimes significantly higher accuracy than 
CG. 
We also test the implementation f the PCG algorithm of [1] on this example. As outlined in 
the introduction, this implementation is based on the low order rectangular Nystrom quadrature 
used to discretize Hr and Kr. The convergence rate of the PCG algorithm applied to this discrete 
system of equations is similar to that of the PCG algorithm given in Tables 1 and 2. However, 
because of the use of a low order quadrature, the number of points needed to achieve accuracy 
of Tables 3 and 4 becomes rather large. For example, for the case kl - Xl, we need N = 1500 to 
achieve the accuracy of O (10 -3) with the implementation from [1]. 
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