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ABSTRACT
Frequently, scientific findings are aggregated using 
mathematical models. Because models are simplifica-
tions of the complex reality, it is necessary to assess 
whether they capture the relevant features of reality 
for a given application. An ideal assessment method 
should (1) account for the stochastic nature of obser-
vations and model predictions, (2) set a correct null 
hypothesis, (3) treat model predictions and observa-
tions interchangeably, and (4) provide quantitatively 
interpretable statistics relative to precision and ac-
curacy. Current assessment methods show deficiencies 
in regards to at least one of these characteristics. The 
method being proposed is based on linear structural 
relationships. Unlike ordinary least-squares, where the 
projections from the observations to the regression line 
are parallel to the y-axis and inverse regression where 
they are parallel to the x-axis, the generalized projec-
tion regression method (GePReM) projects the obser-
vations on a regression line in a direction determined 
by the ratio of the precision of the observations to that 
of the mathematical model predictions. Estimation and 
testing issues arise when the model is expressed in the 
common slope-intercept format. A polar transformation 
circumvents these issues. The parameter for the angle 
between the regression line and the horizontal axis has 
symmetrical confidence intervals and is equivariant to 
the exchange of X and Y. The null hypothesis for the 
equivalence test is that the model predictions are not 
equivalent to the observations. Information size is cal-
culated as the simple ratio of the variance of the true 
values of the observations and of the computer model 
predictions divided by their respective precision. This 
information size plays a critical role in determining the 
number of observations required and the size of the 
zone of practical tolerance for the equivalence tests. 
The terminology used in the comparison of measure-
ment methods is adapted to that of model assessment 
based on the equivalence tests on the relative precision, 
regression slope, and mean bias. Two examples are 
presented, with complete details of the calculations re-
quired for parameter estimation, equivalence tests, and 
confidence intervals. The assessment method proposed 
is an alternative to other assessment methods available. 
Further research is required to establish the relative 
benefits and performance of this proposed method com-
pared with others available in the literature.
Key words: model assessment, model validation, 
generalized projection regression method (GePReM)
INTRODUCTION
Frequently, science leads to hypotheses and theories 
that are best expressed using the language of math-
ematics. The mathematics involved can be as simple as 
a single function or much more complex, resulting in 
what are known as mathematical models. Such models 
can take many forms and be classified as dynamic or 
static, mechanistic or empirical, deterministic or sto-
chastic (Thornley and France, 2007). Because models 
are abstractions and simplifications of the much more 
complex reality, they cannot fully characterize reality 
in its most intricate details. This leads to the inevitable 
need to assess the adequacy of a given model in repre-
senting sufficiently well the features of the real world 
relevant to a defined task or set of objectives. This is 
the essence of model assessment.
In mathematical modeling work, the model is often 
constructed and parameterized using domain expertise 
and small data sets. Eventually, external research data 
(i.e., data not used in model identification and param-
eterization) become available. These data are then used 
to assess the model’s properties. This situation is quite 
different from the traditional statistical one, where the 
same data are used for model identification, parameter-
ization, and model assessment.
Many methods of model assessment have been pro-
posed and most were recently reviewed by Tedeschi 
(2006). In general, methods fall into one of the follow-
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ing categories: linear regression (Mayer et al., 1994), 
including orthogonal regression (Warton et al., 2006) 
and modified regression (St-Pierre, 2003); analyses 
of deviations (Mitchell, 1997); analyses of residuals 
(Draper and Smith, 1988); concordance correlation 
coefficient (Lin, 1989); mean square error of prediction 
(MSEP; Bibby and Toutenburg, 1977), partitioning of 
MSEP into error in central tendency (i.e., mean bias), 
errors due to regression (i.e., linear bias), and errors 
due to disturbances (or random errors; Theil, 1961). All 
of these methods of model assessment suffer from one 
or more deficiencies in that they either set an incorrect 
model, test an incorrect hypothesis, provide metrics 
that are not easily interpretable, or fail to answer the 
right question. In addition, a useful model assessment 
method should provide, a priori, the characteristics of 
the data necessary to a useful model assessment, some-
thing akin to an a priori power determination before 
conducting an experiment.
The objectives of this paper are (1) to identify the 
most important characteristics of an ideal model assess-
ment method, (2) to present a novel method of model 
assessment that meets all these characteristics, and 
(3) to show its application using 2 examples, the first 
consisting of DMI predictions in growing dairy goats 
(NRC, 2007), and the second dealing with predictions 
of microbial N flow to the duodenum of dairy cows 
(NRC, 2001). The new method, the generalized projec-
tion regression method (GePReM), will be presented 
without any mathematical proofs. The GePReM sets 
a statistical model, whereas the assessment process is 
for a mathematical model. The statistical model yields 
predictions and so does the mathematical model. To 
avoid confusion between the 2 models, we will refer 
to the mathematical model, the one being assessed, as 
“the computer model” in the balance of this paper, and 
its predictions as “the computer model predictions,” 
although it should be clear that a mathematical model 
does not necessarily require a computer to yield predic-
tions.
DESIRABLE CHARACTERISTICS OF AN IDEAL 
ASSESSMENT METHOD
An ideal computer model-assessment method should 
exhibit many desirable features (Tedeschi, 2006). 
Among all the desirable characteristics, arguably the 
most important ones can be stated as follows.
Accounting for the Stochastic Nature  
of Observations and Predictions
All measurements and computer models have inherent 
uncertainty (i.e., errors). Often the uncertainty in the 
predictions is not explicitly acknowledged by the model 
developers and is not incorporated in the computerized 
form of the model, but overlooking uncertainty and er-
rors does not negate their existence.
Simple computer models can mathematically be rep-
resented by the following set of undefined functions:
 Y = f(X, B) + e,  [1]
where Y is a vector of n observations, f is a set of unde-
fined functions, X is an n × p matrix of input variables, 
B is a vector of parameter estimates, and e is an n 
vector of residual errors. In this notation, stochasticity 
enters the computer model in many ways. First, the 
values of the input variables X are seldom known with 
certainty. For example, the weight of an animal when 
used to estimate DMI is not perfectly known. Second, 
the vector B refers to estimates of the true parameters 
β, which themselves are seldom (if ever) known. By 
definition, the statistical estimation of parameters im-
plies uncertainty represented by a matrix of variances 
and covariances of the estimated values. Third, the 
functional forms in f are rarely known with certainty. 
Sometimes they can be based on prevailing theories 
(e.g., Michaelis-Menten kinetics); many times, they are 
chosen among a set of candidate functions based on 
best-fit statistics. Hence, there is generally uncertainty 
regarding the specific functional forms that were cho-
sen. Last, the residual errors cannot be ignored post-
estimation. This error (uncertainty) would remain even 
in a perfect world, where f, X, and B would be error-
less. In short, all computer model predictions are truly 
stochastic. Estimating prediction errors from computer 
models is not trivial (Marino et al., 2008). Analytical 
solutions are seldom available, but numerical methods 
such as Monte Carlo methods can generally be used 
quite successfully (e.g., St-Pierre and Thraen, 1999).
As for observations, their errors are generally intui-
tive and have been recognized in most, if not all, com-
puter model-assessment methods.
Setting a Correct Null Hypothesis
If the comparison involves a set of parameters θ, the 
significance test should not be based on the conven-
tional set of hypotheses:
 H0: θ = θ0 versus H1: θ ≠ θ0.  [2]
That is, the computer model predictions should not 
be deemed equal to the observations unless there is 
enough evidence to the contrary. Instead, hypothesis 
tests should be set as in equivalence studies:
Journal of Dairy Science Vol. 99 No. 6, 2016
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 H0: θ ≤ θ0 – ψ1 or θ ≥ θ0 + ψ2 versus   
 H1: θ0 – ψ1 ≤ θ ≤ θ0 + ψ2,  [3]
where ψ1 and ψ2 are parameters used to set the range 
of acceptable values for θ. In [3], the computer model is 
deemed inadequate unless it can be shown to be within 
a predetermined range (ψ1 on the low side and ψ2 on 
the high side) of the observations. In short, the null 
hypothesis should not be that the computer model and 
the observations are equivalent, but that they are not, 
with an alternate hypothesis that they are equivalent 
within a predetermined acceptable error. What is ac-
ceptable (i.e., the values of ψ1 and ψ2 in [3]) is not a 
statistical question but one to be settled by domain 
experts based on the nature of the model and its in-
tended use.
Figure 1 illustrates the difference between the 2 sets 
of hypotheses for a given parameter θ. In both panels, 
θ0 is the value of a parameter θ that would indicate a 
perfect equivalence between observations and the com-
puter model predictions. This parameter θ is estimated 
using data. Figure 1a illustrates the outcome of 2 
analyses using the conventional set of hypotheses. The 
first analysis (A) is conducted using very poor data 
(small number of observations, large errors, or both). 
Consequently, θ is estimated poorly and θˆA has a very 
wide distribution. A conventional test would conclude 
that θˆA is not significantly different from θ0 because its 
distribution overlaps θ0 too much. Thus, the computer 
model would erroneously be considered equivalent to 
the observations. The second analysis is conducted us-
ing extensive data with small errors. Consequently, θˆB 
is very well estimated, with a very narrow confidence 
range. Because its distribution has a small overlap with 
θ0, a conventional test on θˆB would conclude a signifi-
cant difference between θˆB and θ0, with the result that 
computer model B would not be considered equivalent 
to the observations. This is especially odd because com-
puter model B produces predictions that are, on aver-
age, much closer to the observations than those of 
computer model A. What is even more disturbing is the 
realization that an analyst who wants to demonstrate 
the predictive quality of their model would be rewarded 
by using a poor data set for model assessment.
In contrast, Figure 1b illustrates an equivalence test. 
The perfect equivalence is still θ0, but we add 2 bound-
aries, θ θ ψL = −0 1 and θ θ ψU = +0 2 to indicate a region 
(between lower and upper values θL and θU) for which 
θ would be considered close enough to θ0 to be deemed 
its practical equivalent. In Figure 1b, the estimate θˆA 
falls within this equivalence region but its confidence 
interval overlaps θL too much, indicating an unaccept-
able probability that θ is in fact smaller than θL. Hence, 
the equivalence test would indicate nonequivalence be-
tween the computer model and the observations in this 
case. In contrast, θˆB also falls between θL and θU, but its 
confidence interval does not overlap much over the 2 
boundaries. Therefore, the computer model and the 
observations would be considered equivalent in this 
case. The equivalence set of hypotheses rewards the use 
of good data (large number of observations and small 
errors) for model assessment. The boundaries θL and θU 
are determined by the requirements of a given applica-
tion and, thus, should be set before the assessment. 
Figure 1. Comparison of a conventional difference test (a) with 
an equivalence test (b). In (a), θ0 is the value of the parameter that 
would indicate perfect equivalence. The first estimate, θA, has a wide 
density function [ϕ(Z)] and is not statistically different from θ0. The 
second estimate, θB, has a very narrow density function and is statisti-
cally different from θ0. In (b), 2 boundaries (lower, L, and upper, U) of 
practical equivalence are added: θL and θU. The first estimate, θA, has 
a density function that considerably overlaps θL. Hence, θA does not 
indicate practical equivalence. The second estimate, θB has a density 
function that has very small overlaps with θL and θU. Therefore, θB 
would indicate practical equivalence.
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With time, the scientific community could reach a con-
sensus for default values to be used. At a minimum, 
investigators need to clearly state the boundaries used 
and justify their values.
Treating Model Predictions and Observations 
Interchangeably
Fundamentally, what we call observations and com-
puter model predictions are, in essence, just 2 different 
systems of converting some inputs into outputs. The 
determination of the weight of an animal at a certain 
time will be used here as a simple example. The ob-
servation would generally be taken using a scale. This 
instrument converts a mechanical force (gravity) into 
an electronic signal using load cells (or springs and rods 
in old-fashioned mechanical scales). An electronic read-
out then converts the electronic signal into a numerical 
value. The scale produces an estimate of the animal’s 
weight but with a certain error based on the precision of 
the scale, its calibration, and possibly small, unknown 
random effects, such as urination just before entering 
the scale. Likewise, the weight of the animal can be 
estimated using a model whose prediction is based on 
the thoracic circumference of the animal. A measuring 
tape is used and the linear measurement is transformed 
into an estimate of the weight using a predetermined 
linear regression that has embedded into its predictions 
the 4 sources of errors that were discussed previously. 
Both the observation and the model prediction contain 
errors. Both are, in fact, transformations of inputs into 
outputs. Deciding which one to call X and which one to 
call Y should be completely incidental and should have 
no bearing on the results of the assessment. This means 
that the results of an assessment should be equivari-
ant to the exchange of X and Y. In this example, the 
usefulness of the measuring tape versus the scale would 
be determined through the assessment of their practical 
equivalence. That is, we would need to answer the fol-
lowing question: are the 2 methods of weight estimation 
equivalent? If not, what are their relative precision and 
accuracy? Perhaps surprisingly, a good measuring tape 
may produce more precise and accurate estimates of 
body weight than a bad scale.
Providing Quantitatively Interpretable Statistics  
on Precision and Accuracy
Not only should the method provide testable statis-
tics related to precision and accuracy, but the statistics 
in question should be quantitatively interpretable. For 
example, the Pearson product-moment correlation r 
has been used as a measure of the precision of a method 
(Van Belle, 2002). An r = 0.6 is at least numerically 
better than an r = 0.5, for example, but is a measure-
ment method with an r = 0.6 sufficiently precise? A 
scientist who is measuring the mass of different objects 
in kilograms would like to know the precision of the 
method in kilograms, not as a statistic that can take 
a value between −1 and 1. Likewise, the statistic used 
for accuracy should be expressed either in the unit of 
measurement (i.e., ±0.5 kg) or as a percentage (or pro-
portion) of the measurement (i.e., ±0.5%). For a given 
application, a computer model with an accuracy of 
±10% compared with observations might be sufficient, 
whereas another application might require an accuracy 
of ±0.1%.
GENERALIZED PROJECTION  
REGRESSION METHOD
The novel method, GePReM, proposed here for the 
assessment of computer models has its roots in error-
in-variable regression methods and uses a projection 
that is dependent on the relative precision of the ob-
servations to the precision of the predictions from the 
computer model (St-Pierre, 2015a).
Establishing the Model
A statistical model where all variables are continu-
ous and measured with errors is commonly referred 
as errors-in-variables regression (Casella and Berger, 
1990). For the assessment method, the model is set as
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i i i
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= +
= + =
= +
ξ δ
η ε
η α βξ
     1 2, ,...,
,
  [4]
where Xi are the computer model predictions, Yi are 
the observations, ξi and ηi are the unobservable param-
eters (“true values”) of Xi and Yi, respectively, and α 
and β are regression parameters to be estimated. The 
remainders δi and εi are the errors for the computer 
model predictions and the observations, respectively. 
In this model, the 2 variables play a symmetric role. In 
general, the errors δi and εi are assumed to be bivariate 
normal; that is,
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where σδ
2 is the precision parameter (i.e., variance) of 
the computer model predictions, and σε
2 is the precision 
parameter (i.e., variance) of the observations. It must 
be noted that in some fields of study, precision is ex-
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pressed as the reciprocal of the variance. Such is not 
the case here to remain consistent with the relevant 
literature (e.g., Solari, 1969; Anderson 1976, 1984; Ca-
sella and Berger, 1990). As a linear model, [4] is com-
monly referred to as a linear statistical relationship 
(Anderson, 1984). When ξi and ηi are considered fixed, 
the model is called a linear functional relationship, 
whereas when they are considered random, it is called 
a linear structural relationship (Fuller, 1987).
Parameter Estimates
Maximum likelihood (ML) estimates of all parame-
ters in [4] do not exist unless we assume prior knowl-
edge of the variances σδ
2 and σε
2 (Kendall and Stuart, 
1979). The error variance for the measurements σε
2( ) 
can be estimated relatively easily from repeated mea-
surements on the same unit. For example, if we use the 
average daily DMI obtained over a week as a measure-
ment, then the variance of the 7 daily measurements 
divided by 7 could serve as a good estimate of σε
2 if the 
process (i.e., DMI) is relatively stationary through the 
7 d of measurements. An estimate of σδ
2 is explicit when 
the computer model is set as a stochastic model, which 
unfortunately is not very often. However, it is relatively 
easy to use Monte Carlo methods to account for the 
variances and covariances of X, B, and e implied in [1] 
to generate a distribution for a prediction by the com-
puter model, hence allowing a good estimate of σδ
2. 
Furthermore, it has been shown that it is sufficient to 
know the ratio of σε
2 to σδ
2 for ML estimates of [4] to 
exist (Solari, 1969; Kendall and Stuart, 1979; Willas-
sen, 1979). Thus, we only need to know the relative 
precision of the measurements compared with computer 
model predictions to obtain ML estimates of α and β in 
[4]. This ratio, λ, where
 λ
σ
σ
ε
δ
=
2
2
,  [6]
is called the precision ratio. It plays an important role 
in the estimation of the parameters in [4], and in com-
paring the relative precision of the measurements com-
pared with the predictions by the computer model. For 
example, λ = 2 indicates that the computer model 
predictions are twice as precise as the measurements, 
whereas λ = 0.5 would indicate that the measurements 
are twice as precise as the computer model predictions. 
Hypotheses on λ can easily be tested because λˆ λ has 
an F ratio (Tan and Iglewicz, 1999). Given λ, the ML 
estimate of β in [4] is (Kendall and Stuart, 1979)
 ˆ ,β
λ λ λ
=
S S S S S
S
yy xx yy xx xy
xy
− + −( ) +2 24
2
  [7]
where S X Xxx ii
n
= −( )=∑ 1
2
, S Y Yyy ii
n
= −( )=∑ 1
2
, and 
S X X Y Yxy ii
n
i= −( ) −( )=∑ 1 , and X and Y  are the 
means of X and Y, respectively.
The estimate of β in [7] has also been known as a 
Deming regression or total least-squares and is a com-
promise between the slope estimates of the simple re-
gression of Y on X and that of X on Y (Tan and Igle-
wicz, 1999). When λ ∞→ ; that is, when the computer 
model prediction errors approach 0, the projection line 
becomes vertical and ˆ ,β → S Sxy xx  which is the solution 
to the simple ordinary least-squares regression (OLS) 
of Y on X. Likewise, when λ→ 0; that is, the observa-
tion errors approach 0, then the projection line ap-
proaches horizontal and ˆ ,β → S Syy xy  which is the solu-
tion for the regression line of X on Y known as inverse 
regression (IR). Thus, [7] provides the solution to a 
generalized projection line determined by the ratio of 
precisions (i.e., λ). The solution to [7] is bounded by 
the solutions to the simple regression of Y on X and the 
inverse regression of X on Y. It should also be noted 
that when λ = 1, the ML estimate of β simplifies to
 ˆ ,β =
− + −( ) +S S S S S
S
yy xx yy xx xy
xy
2 24
2
  [8]
which is simply the solution found by orthogonal least 
squares regression (OR), so named because the pro-
jection line (i.e., the line linking an observation to its 
prediction) is orthogonal (perpendicular) to the fitted 
line (Madansky, 1959; Casella and Berger, 1990; Carroll 
and Ruppert, 1996). Thus, [7] reduces to an OR solu-
tion when the observations and the computer model 
predictions have the same precision.
The ML estimate of α in [4] is simply (Kendall and 
Stuart, 1979):
 ˆ ˆ .α = −Y Xβ   [9]
Because the GePReM regression goes through X Y, ,( )  
the mean bias in model assessment B( ) is simply esti-
mated as Bˆ (Altman and Bland, 1983):
 ˆ .B X Y= −   [10]
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Confidence Intervals
Confidence Intervals for β when λ = 1. Confi-
dence intervals (CI) for the βˆ estimated by [7] are not 
symmetric about βˆ (Tan and Iglewicz, 1999) and can 
have infinite expected length when derived without 
further restrictions in the scale of βˆ (Gleser and Huang, 
1987). Fortunately, Creasy (1956) proposed an alter-
nate format for model [4] that will allow us to circum-
vent this problem. A straight line can be expressed in 
the common slope-intercept format, but it can also be 
expressed in polar form as
 η θ ξ θ τ π θ πi icos sin / / ,+ = − < <( )    2 2   [11]
where θ is the angle (in radians) between the line of 
regression and the horizontal axis. It is then easy to 
establish a set of connections between the parameters 
in [7] and those in [11]:
 
β θ        θ β
α
τ
θ
        τ β
α
β
= =
= = ( )
+
tan arctan
cos
sgn
1 2
  [12]
The transformation to a polar form allows the deriva-
tion of an exact CI for θ. Under certain conditions to 
be explained shortly, the CI for β can be expressed by 
taking the tangent of the lower and upper confidence 
limits of θ (i.e., applying [12]). When λ = 1 (i.e., obser-
vations and computer model predictions have the same 
precision), the 100(1 – γ)% CI for θ is (Creasy, 1956)
 ˆ ˆ ,θ − φ θ θ φγ γ2 2< < +   [13]
with
φγ γ2 2 2
2
2 2
1
2
2
2 4
= ×
−
×
−
−( ) +
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⎜⎜⎜⎜ −arcsin ,t n
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, 
 [14]
where tn−2 2,γ  is the 100(1 – γ/2)% percentile of the t 
distribution with n – 2 df. The CI in [13] is equivariant 
to exchange of X and Y and its boundaries are sym-
metric about θˆ (Creasy, 1956).
CI for β when λ ≠ 1. The CI for θ in [13] are 
correct only for the restricted case when λ = 1. For the 
more general case, where the precision ratio λ is not 
equal to 1, we first need to define the relative sensitiv-
ity of Y with respect to X (βS; Mandel, 1978) as
 β
β
λ
S = .  [15]
Later, I will expand on the interpretation of βS in 
model assessment. For now, [15] can be used to simplify 
the model using the following transformation (Tan and 
Iglewicz, 1999):
 ′ =X Xλ .  [16]
In [16] Xc are the values of the model predictions in a 
transformed scale defined by the square root of the 
precision ratio. It is easy to demonstrate that the preci-
sions of Xc and Y are the same after this transforma-
tion. Put differently, σ σδ ε'
2 2=  and λc = 1. Then we can 
use [7] with Xc replacing X, and obtain a new slope 
β β λS =  in the scale of the transformed variables. 
We can also define θs = arctan(βS) so that
 ˆ arctan ˆ arctan
ˆ
.θ β
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⎟⎟⎟⎟   [17]
Using [17] into [13], we get the following 100(1 – γ)% 
confidence interval for θs:
 ˆ ( ) ˆ ( ),θ φ λ θ θ φ λγ γs s s− < < +2 2   [18]
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 [19]
The inequality in [18] provides the confidence interval 
for θs. From there, it is easy to convert the lower and 
upper bounds for this interval into an interval for β. 
Because β λβ λ θ= = ( )S stan ,  the 100(1 – γ)% CI for 
β is
 λ θ φ λ β λ θ φ λγ γtan ˆ ( ) tan ˆ ( ) ./ /s s−⎡⎣⎢
⎤
⎦⎥ < < +
⎡
⎣⎢
⎤
⎦⎥2 2   [20]
Both the CI for θs given by [18] and the CI for β by [20] 
are equivariant to exchange of X and Y.
CI for Mean Bias. The standard error of mean 
bias B is calculated as:
 SE
S S S
n nB
XX YY XY=
+ −
−
2
1( )
.  [21]
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The 100(1 – γ)% CI for B is simply
 ˆ ˆ ,, / ˆ , / ˆB t SE B B t SEn B n B− < < +− −2 2 2 2γ γ   [22]
where tn−2 2,γ  is the 100(1 – γ/2)% percentile of the t 
distribution with n – 2 df.
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Unfortunately, the CI provided by [18] can have infi-
nite expected length (Gleser and Huang, 1987). The 
source of the problem can be identified. The CI in [13] 
and [18] are determined by φγ/ ,2  which itself involves 
the arcsine function (i.e., [19]). This function is defined 
only when the expression inside the parentheses takes a 
value ≤ |1|. At its limit, arcsin(1) = π/2, resulting in 
the following CI for β in equation [20]: −∞ < β < ∞. 
Clearly, this CI is not informative. Therefore, we need 
to define the conditions for which the expression within 
the arcsin function takes a value sufficiently smaller 
than |1| to result in meaningful CI.
To do this, we must first introduce a new statistic, 
the information size, denoted by κ2. For structural re-
lationships,
 κ
σ
σ
σ
σ
ξ
δ
η
ε
2
2
2
2
2
= + ,  [23]
where σξ
2 is the variance of the true values from the 
computer model i.e., ξi( ), and ση2 is the variance of the 
true values for the observations i.e., ηi( ). In [23], we can 
see that κ2 is simply the sum of 2 ratios of the variance 
(i.e., spread) of the true values for the observations and 
the computer model predictions divided by their re-
spective precision. This information size plays a critical 
role in obtaining meaningful CI for β because the prob-
lem of a wide CI occurs only when κ2 is close to zero 
(Tan and Iglewicz, 1999). Therefore, we need a lower 
bound on κ2 that will prevent getting uninformative CI. 
Tan and Iglewicz (1999) derived the conditions for 
which κ2 is sufficiently large to obtain reasonable CI 
with high probability. When λ = 1 in a structural rela-
tionship, if κ2 satisfies the following condition:
 κ
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ν θ
2 2 2
1 2 1
2
2 2
1
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where fn n− − −1 2 1, , ν is the 100ν% percentile of an F distri-
bution with n – 1 and n – 2 df, then with probability at 
least 1 – ν, the length of the 100(1 – γ) confidence for 
θ is less than ωθ (with the condition that 0 < ωθ < π/2). 
The parameter ωθ in [24] is the width of the CI of θ. We 
can think of an acceptable width as 2 times the differ-
ence from θ = π/4 ≈ 0.7854 (i.e., exact equivalence) 
that would be deemed satisfactory. For example, we 
could be satisfied if the 95% CI of θ had a width equal 
to 95% of the value of θ if we had perfect equivalence. 
In which case, we would have ωθ = π/4 – (0.95 × π/4) 
≈ 0.0393. Table 1 provides the lower bounds for κ2 for 
various ωθ when λ = 1. Recall that the confidence lim-
its are symmetric to θ but not to β. Most people have 
a better intuitive sense of what β means (i.e., should be 
equal to 1 if the observations and the computer model 
predictions are equivalent) than of θ (i.e., θ = π/4 ≈ 
0.7854 under equivalence). Therefore, Table 1 reports 
the lower bounds on κ2 for various widths of CI on the 
β scale (which we denote as ωβ) with ωβ set at values so 
that the widths of the 95% CI on β are equal to 0.2, 0.1, 
0.05, and 0.01 with a 95% probability. For example, 
suppose that we have 100 observations available (i.e., n 
= 100), and we want to ensure that we will have a 95% 
CI on β with a width ωβ ≤ 0.2. Table 1 indicates that 
for ωβ = 0.2, a κ
2 ≥ 144 would ensure that the 95% CI 
on β would have a width ≤0.2 with a 95% probability. 
Of course, Table 1 can also be used to estimate the 
number of observations required for a given κ2 and a 
desired width ωβ.
The inequality in [24] is valid only when λ = 1 (i.e., 
the observations and the computer model predictions 
have equal precision). Using the transformation in [16] 
makes the inequality applicable in the scale of θS when 
λ ≠ 1, but then we need to determine the correspon-
dence of the interval length in θS, which we denote as 
ωS, to that of ωθ and ωβ. The exact translation of the 
interval length in θ (i.e., ωθ) into length on θS (i.e., ωS) 
depends on the value of θ (Tan and Iglewicz, 1999). 
However, if the computer model is to be useful, then θ 
should be around π/4 (i.e., β ≈ 1). Conditional to the 
value of θ = π/4, the correspondence of the interval 
length is
 ω ωθS = +
×
2
1
λ
λ
.  [25]
Table 1 provides the lower bounds on the information 
size κ2 for λ = 2, 4, and 8 using equation [24] with 
ωS replacing ωθ. Going back to our prior example, if a 
model is to be assessed where 100 observations are 
available and we want a 95% CI on β to have a width 
≤0.2 with a 95% probability, then the information size 
κ2 needs to be at least 144, 160, 216, and 339, when λ 
= 1, 2, 4, and 8, respectively. The lower bound on in-
formation size goes up as λ increases. It is evident that 
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the precision ratio λ plays an important role in the type 
and size of data required to conduct an assessment. 
Before attempting a model assessment, a scientist could 
easily determine whether the data available are both 
sufficient in number (i.e., n) and information size (i.e., 
κ2) to yield an estimate of β with sufficient precision to 
be meaningful. If the data are insufficient, the scientist 
can (1) seek additional data (i.e., increase n); (2) in-
crease the range of the observations and computer 
model predictions from new data (i.e., increase κ2); (3) 
increase the precision of either (or both) the observa-
tions or the computer model predictions; that is, in-
creasing σ σ σ σξ δ η ε
2 2 2 2 or    in [23], resulting in a greater 
κ2; or (4) select a greater value for γ/2 (i.e., use a 90% 
CI as opposed to a 95% CI).
Equivalence Tests
As pointed out previously, it is important to set the 
correct hypotheses for conducting an equivalence test 
(i.e., use the hypotheses set in [3] as opposed to the 
conventional set in [2]). Using the intersection union 
testing approach, Berger and Hsu (1996) detailed the 
method to be used for constructing correct equivalence 
tests.
Equivalence on Slope when λ = 1. When λ = 1 
and ψ1 = ψ2 = ψ in [3], the resulting test at a γ level 
has the following rejection region:
 ˆ .θ − θ ψ φγ0 < −   [26]
In [26], the test on the slope is conducted on θ, which 
is the polar coordinate for expressing the slope. This is 
because the CI on the slope is symmetric to θˆ but not 
to βˆ. The value of ψ is chosen to represent a region of 
acceptability for θˆ. This region can be translated in the 
slope-intercept format (i.e., for βˆ) using [12] if different 
tolerances on βˆ are desired.
Equivalence Test on the Slope when λ ≠ 1. 
The procedure that we have followed throughout makes 
the generalization when λ ≠ 1 not overly problematic. 
The inequality in [26] applies when λ = 1. When λ ≠ 
1, we use the scale transformation in [16] to make λ = 
1 in the transformed scale for X and then apply the 
procedure derived for λ = 1 to the transformed data. 
Simply put, [26] becomes
 ˆ .θ − ψ φ λγS S Sθ 0 < − ( )   [27]
where θS0 is the value of θS that equals perfect equiva-
lence. The computer model predictions are perfect 
equivalent to the observations if β = 1. Because 
θ β λS = ( )arctan ˆ , [27] can be rewritten as
 ˆ arctan ( ).θ
λ
ψ φ λγS S−
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟ < −
1
  [28]
Table 1. Low bounds on information size (κ2) at different sample sizes (n) and precision ratios (λ) for the 95% CI of θS, θ, and β
1 of having at 
least a 95% probability within the given widths ωS, ωθ, and ωβ
2
Precision 
ratio  ωS  ωθ  ωβ
Sample size, n
25 50 100 250 500
λ = 1
0.100 0.100 0.20 847 326 144 55 28
0.050 0.050 0.10 3,218 1,214 520 190 94
0.025 0.025 0.05 12,529 4,673 1,971 701 338
0.005 0.005 0.01 307,149 113,450 47,240 16,392 7,699
λ = 2
0.0943 0.100 0.20 948 365 160 61 31
0.0471 0.050 0.10 3,611 1,360 582 212 105
0.0236 0.025 0.05 14,076 5,246 2,211 785 378
0.0047 0.005 0.01 345,433 127,573 53,111 18,422 8,649
λ = 4
0.0800 0.100 0.20 1,299 496 216 81 41
0.0400 0.050 0.10 4,978 1,869 796 288 141
0.0200 0.025 0.05 19,481 7,248 3,048 1,077 516
0.0040 0.005 0.01 479,426 176,996 73,651 25,651 11,971
λ = 8
0.0629 0.100 0.20 2,071 786 339 125 63
0.0314 0.050 0.10 8,001 2,993 1,267 454 221
0.0157 0.025 0.05 31,425 11,668 4,893 1,721 820
0.0031 0.005 0.01 776,007 286,368 119,094 41,226 19,313
1θS is the slope in polar coordinates in the scale of the transformed variables, θ is the slope in polar coordinates in the untransformed scale, and 
β is the slope in the common slope-intercept format in the untransformed scale.
2Lower bounds on κ2 in this table are calculated using equation [24] in the text using ωθ for λ = 1, and ωS when λ ≠ 1.
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In [28], ψS is chosen in the transformed scale (i.e., for 
θS); thus it is in polar coordinates. Its correspondence 
in the slope-intercept form is dependent on λ. Table 2 
provides the correct ψS to be used to correspond to a 
desired tolerance on the lower bound for the slope β, 
depending on the precision ratio. Table 3 provides the 
resulting upper bounds on the CI for β. For example, a 
ψS = 0.024169 would be used in [28] to produce an 
equivalence test of the form 0.95 < β < 1.052 when the 
precision ratio λ = 2. The CI is symmetric to θS but not 
to β. The values in Table 2 are provided for round 
values on the lower bound for β. Consequently, the up-
per bounds on β (i.e., βU) are found in Table 3. The 
asymmetry of the confidence bounds on β gets smaller, 
the tighter the desired interval (Table 3). The exact 
value of ψS to be used for a given λ and a desired lower 
bound for β (i.e., βL) can be calculated using the follow-
ing equation:
 ψ
λ β λ
βS
L
L
=
−
+
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
arctan .
λ
  [29]
The exact value for BU is then
 β
λ λ ψ
λ ψ
U
S
S
=
+
−
tan( )
tan( )
.  [30]
Equivalence Test on the Mean Bias. The equiva-
lence test on B at a γ level has the following rejection 
region:
 ˆ ,/ ,B B B< −ψ φγ 2   [31]
with
 φγ γ/ , , / ,2 2 2B n Bt SE= −   [32]
and ψB is the acceptable upper limit tolerance on the 
absolute value of the overall bias.
Geometric Interpretation
In OLS, parameter estimates are obtained by mini-
mizing the sum of the squared residuals calculated as 
the observed values minus their vertical projections on 
the regression line (Figure 2a). In contrast, IR mini-
mizes the sum of the squared residuals calculated as the 
observed values minus their horizontal projections on 
the regression line (Figure 2b). Orthogonal regression 
minimizes the sum of the squared residuals calculated 
as the observations minus their perpendicular (i.e., or-
thogonal) projection on the regression line (Figure 2c). 
The lines fitted by OR always lie somewhere between 
the lines fitted by OLS and IR. With GePReM, X1 is 
first transformed to ′ =X X1 1λ  so that the precision 
ratio (λ) between X2 and ′X1 is equal to 1, and OR is 
then conducted by regressing X2 on ′X1. An equivalent 
way of picturing GePReM is to think that the direction 
of the projection is determined by λ. When λ is very 
large, the projections approach those of OLS and the 
GePReM solution is close to that of OLS. When λ is 
Table 2. Values of ψS to be used for constructing confidence intervals of θS and equivalence tests to control 
the lower limit of practical equivalence (βL) at various precision ratios (λ)
1
λ
βL
0.8 0.9 0.95 0.975 0.99
1.0 0.110657 0.052583 0.025635 0.012658 0.005025
1.5 0.106100 0.050987 0.024990 0.012371 0.004919
2.0 0.100674 0.048727 0.023965 0.011884 0.004730
2.5 0.095535 0.046471 0.022911 0.011375 0.004530
3.0 0.090909 0.044382 0.021921 0.010893 0.004341
3.5 0.086797 0.042493 0.021017 0.010451 0.004167
4.0 0.083141 0.040794 0.020199 0.010050 0.004008
4.5 0.079879 0.039264 0.019459 0.009686 0.003864
5.0 0.076954 0.037881 0.018788 0.009356 0.003733
5.5 0.074314 0.036627 0.018178 0.009055 0.003614
6.0 0.071920 0.035485 0.017620 0.008779 0.003504
6.5 0.069736 0.034439 0.017109 0.008527 0.003404
7.0 0.067736 0.033478 0.016638 0.008294 0.003311
7.5 0.065895 0.032591 0.016203 0.008078 0.003226
8.0 0.064194 0.031769 0.015800 0.007878 0.003146
8.5 0.062616 0.031006 0.015425 0.007692 0.003072
9.0 0.061148 0.030294 0.015074 0.007519 0.003003
9.5 0.059777 0.029628 0.014746 0.007356 0.002938
10.0 0.058494 0.029004 0.014439 0.007203 0.002877
1ψS defines the region of acceptability for the slope θS, which is expressed in polar coordinates in the scale of 
the transformed variables.
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very small (i.e., approaches zero), the projections ap-
proach those of IR and the GePReM solution is close to 
that of IR. When λ = 1, the GePReM solution is that 
of OR.
Residuals are calculated differently in GePReM than 
they would be with OLS. The Xi and Yi (i.e., the data) 
in [4] contain errors in both variables. The residuals are 
no longer calculated as Yi – (α + βXi) as they would be 
in OLS, but are calculated as ηi – (α + βξi); that is, 
using the true but unknown values of the observations 
and computer model predictions. A generalized projec-
tion from a data point (X1, Y1) to a GePReM regression 
line is shown in Figure 3. The residual in this instance 
is the Euclidean distance between the data point (X1, 
Y1) and its projection X Y1 1
* *, .( )  The ML estimate of the 
true value of Xi for the ith data point is
 ˆ
ˆ
ˆ
ˆ ˆ ,*X X Y Xi i i i= +
+
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟× − −( )
β
β λ
α β
2
  [33]
and the ML estimate of the true value of Yi is then 
simply
 ˆ ˆ ˆ ˆ .* *Y Xi i= +α β   [34]
The residual for the ith data, ri, is then calculated as 
the signed distance between the data point and its pro-
jection:
 r Y Y Y Y X Yi i i i i i i= −( )× −( ) + −( )sgn .* * *
2 2
  [35]
ESTIMATION OF VARIANCES
The GePReM method requires a priori knowledge of 
4 variances: σ σ σ ση ε ξ δ
2 2 2 2, , , and . The first variance, ση
2,  is 
the variance of the true values of the observations. Of 
course, we do not know the true values ηi in [4] and, 
hence, their variance, but we do know the variance of 
Yi in [4] (i.e., the simple variance of the “apparent” 
observations). Because ηi and εi in [4] are generally in-
dependent [i.e., the precision of the measurements is 
unrelated to the variance (range) of the true values], we 
have
 σ σ ση εY
2 2 2= + .  [36]
Getting an estimate of σε
2 is generally not a major hurdle 
because it represents the precision of the measurements, 
something that is generally known. Therefore, the vari-
ance of the true values of the observations is simply 
calculated as
 σ σ ση ε
2 2 2= −Y .  [37]
In the event that the variance of Y is not known, as 
when using [24] and [25] before doing a model assess-
ment to determine whether the data likely available 
will bring sufficient power to the test statistics, then an 
approximate a priori estimate of σY
2  is obtained from 
the expected range of the observations (Hozo et al., 
2005):
Table 3. Upper limits of practical equivalence (βU) for various lower limits of practical equivalence (θL) 
resulting from the ψS values listed in Table 2
1
Precision  
ratio (λ)
βL
0.8 0.9 0.95 0.975 0.99
1.0 1.250 1.111 1.053 1.026 1.010
1.5 1.238 1.109 1.052 1.026 1.101
2.0 1.231 1.107 1.052 1.025 1.010
2.5 1.226 1.106 1.051 1.025 1.010
3.0 1.222 1.105 1.051 1.025 1.010
3.5 1.220 1.105 1.051 1.025 1.010
4.0 1.217 1.104 1.051 1.025 1.010
4.5 1.216 1.104 1.051 1.025 1.010
5.0 1.214 1.103 1.051 1.025 1.010
5.5 1.213 1.103 1.051 1.025 1.010
6.0 1.212 1.103 1.051 1.025 1.010
6.5 1.211 1.103 1.051 1.025 1.010
7.0 1.211 1.103 1.051 1.025 1.010
7.5 1.210 1.102 1.051 1.025 1.010
8.0 1.209 1.102 1.051 1.025 1.010
8.5 1.209 1.102 1.051 1.025 1.010
9.0 1.208 1.102 1.051 1.025 1.010
9.5 1.208 1.102 1.050 1.025 1.010
10.0 1.208 1.102 1.050 1.025 1.010
1ψS is the parameter used to set the range of acceptable values for θS, the slope expressed in polar coordinates 
in the scale of the transformed variables.
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 σY range n
2 25 70= < <÷ 4 if , 
 σY range n
2 70= >÷ 6 if .  [38]
If the true values of the computer model predictions are 
to be close to the true values of the observations, then 
σ σξ η
2 2≈ . The parameter that will likely be most difficult 
to obtain is the precision of the model predictions σδ
2( ) 
because so many models are being built and reported as 
deterministic as opposed to stochastic models. Monte 
Carlo estimation methods are generally easily imple-
mented when we have knowledge of the variances and 
covariances of the parameter estimates used by the 
computer models (i.e., the B in [1]) as well as for its 
inputs (i.e, the X in [1]). The uncertainty regarding 
variance and covariances estimates can also be factored 
in using Markov chain Monte Carlo as implemented, for 
example, in OpenBUGS (Lunn et al., 2009). Many 
times, educated guesses will be sufficient, but we can 
hope that future model developers will become more 
aware of the need to assess the precision of their mod-
els.
QUALIFYING EQUIVALENCY AND BIASES
The 2 fundamental performance parameters of any 
measurement method are accuracy and precision. I 
argue that the assessment of a computer model is best 
viewed as the comparison of 2 methods of measurements, 
albeit one being more direct than the other. Hence, the 
terminology used in the comparison of measurement 
Figure 2. Geometric interpretation of standard ordinary least-
squares regression (OLS), inverse regression (IR), and orthogonal re-
gression (OR) using simulated data. Panel 2a depicts OLS, a method 
that minimizes the sum of squares of the vertical distances between 
observations and their predictions. Because the squared residuals are 
proportional to the surface areas of the depicted circles, the fitted line 
minimizes the total area of these circles. Panel 2b shows the approach 
used by IR. Here, the minimization is of the sum of squared of the 
horizontal distances between observations and predictions. In this in-
stance, it is equivalent to minimizing the surface areas of the depicted 
circles, which are not equal to those of panel 2a. In panel 2c, the re-
siduals for OR are perpendicular to the fitted line with lengths equal 
to the radii of the circles. Orthogonal regression minimizes the surface 
areas of these circles. The solution obtained by the generalized projec-
tion regression method (GePReM) is equal to OR when the precision 
of the model predictions is equal to that of the measurements. When 
the precisions differ, the GePReM solution moves toward OLS or IR 
depending on the precision ratio λ.
Figure 3. Graphical representation of the generalized projection 
and the calculation of the residual value. The point (X1, Y1) is the 
observed value. Its projection on the generalized projection regression 
method (GePReM) regression line is in a direction determined by the 
precision ratio λ. The residual r1 is the signed distance between (X1, 
Y1) and (X1*, Y1*).
4918 ST-PIERRE
Journal of Dairy Science Vol. 99 No. 6, 2016
methods will be briefly stated. This terminology will 
be adapted to model assessment with the introduction 
of tolerances on parameter estimates, where such toler-
ances are deemed acceptable in practice.
Individual Equivalent
Two measurement methods are called individual 
equivalent if they have the same accuracy and precision. 
That is, when λ = 1, β = 1, and α = 0. Thus, if a 
model is deemed individual equivalent to observations, 
its predictions can be used in replacement of direct 
observations without loss of accuracy and precision. 
Recall that β β λS = . Thus, a test on βS = 1 would be 
an omnibus test on whether the computer model is an 
individual equivalent (a separate test on α = 0 would 
still be required, but this test is orthogonal to the test 
on βS and is quite trivial).
Average Equivalent
Two measurement methods are called average equiva-
lent if they have the same accuracy profile but not the 
same precision. That is, when α = 0, β = 1, and λ ≠ 1.
Unless the computer model is an algebraic transfor-
mation of the observations, pure individual equivalent 
and average equivalent computer models probably do 
not exist. This is because a computer model always 
simplifies the complex reality. The relevant question, 
however, is whether the observations and the computer 
models are close enough to be equivalent in practice—
what will be called practical equivalent.
Practical Individual Equivalent
The computer model will be called practical individ-
ual equivalent to observations if λ = 1 within a toler-
ance ψλ, β = 1 or equivalently θ = π/4 with a tolerance 
ψθ, and B = 0 with a tolerance ψB . The predictions from 
a practical individual equivalent computer model can 
be substituted to measurements without any practical 
loss of precision and accuracy.
Practical Average Equivalent
The computer model will be called practical average 
equivalent to observations if λ ≠ 1 within a tolerance 
ψλ, β = 1, which is formally stated as θ
λ
S =
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟arctan ,
1
 
with a tolerance ψθS , and B = 0, with a tolerance ψB . In 
the polar coordinates, the practical equivalence for the 
slope is
 arctan arctan .
1 1
λ
ψ θ
λ
ψ− < < +S S S   [39]
Because β λ θ= tan ,S  the practical equivalence for the 
slope in the Cartesian coordinates (i.e., β) is
 
λ λ ψ
λ ψ
β
λ λ ψ
λ ψ
−
+
< <
+
−
tan
tan
tan
tan
.S
S
S
S
  [40]
In short, practical average equivalence requires that the 
slope β = 1 within a practical tolerance and that the 
mean bias B = 0 also within a practical tolerance. The 
predictions from a practical average equivalent model 
have a precision that is not practically the same as that 
of the observations, but they have an accuracy that is 
practically the same.
Practical Shift Equivalent
The computer model will be called practical shift 
equivalent to observations if λ ≠ 1 within a tolerance 
ψλ, β ≠ 1, which is formally stated as θ
λ
S ≠
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟arctan
1
 
within a tolerance ψθS , and B = 0, with a tolerance ψB . 
The predictions from a practical shift equivalent model 
have a precision that is different than that of the obser-
vations. The predictions are also reasonably close to 
the observations on an average (i.e., no overall bias), 
but the slope β is sufficiently different from 1 to indi-
cate that computer model predictions and observations 
differ more than what is practically acceptable in a 
portion of the prediction space.
Practical Drift Equivalent
The computer model will be called practical drift 
equivalent to observations if λ ≠ 1 within a tolerance 
ψλ, β = 1, which is formally stated as θ
λ
S =
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟arctan
1
 
within a tolerance ψθS , and B ≠ 0 within a tolerance ψB . 
On average, the computer model predictions are not 
equivalent to the observations, but the differences be-
tween the computer model predictions and the observa-
tions are not dependent on the values of the prediction 
(i.e., no linear bias). This would be the situation, for 
example, if we were comparing weights measured on a 
scale that had not been zeroed with those taken on a 
properly zeroed scale.
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EXAMPLES
Example 1: Prediction of DMI in Growing Goats
The observations come from 6 studies conducted at the Universidade de Estadual Paulista (UNESP) in Jaboti-
cabal, Brazil (Teixeira et al., 2011). The complete data set is provided in Supplemental Table S1 (http://dx.doi.
org/10.3168/jds.2015-10032). In total, the average daily DMI of 67 growing goats with a mean BW of 19.5 kg 
(range of 9.9 to 28.5 kg) and fed ad libitum was measured over an average of 76 d of growth. The model to be 
assessed is the digestibility-adjusted equation from NRC (2007), as stated by Teixeira et al. (2011):
 DMI = (76.7 BW0.75) × (−0.666 + 1.333ME – 0.0266ME2).  [41]
The mean of the observed DMI was 795.8 g/d (range of 135 to 1,951 g/d; σY = 408.9), whereas the mean model 
predicted DMI was 958.1 g/d (range of 474 to 1,429 g/d; σX = 306.5). To estimate σε
2, a subset of daily DMI on 
7 animals were used. A random regression model with repeated measurements (first-order autoregressive) was 
fitted, yielding a residual error variance of 21,655. This value served as the estimate of daily DMI variance 
within an animal. Because the observations on the 67 kids were the average DMI over 76 d, an estimate of the 
precision of the observations σε
2( ) was calculated as 21,655 ÷ 76 = 284.9. The precision of the NRC (2007) com-
puter model was estimated using the published standard errors of the parameter estimates in [41] and estimated 
SE of BW and ME in the studies through a Monte Carlo method, assuming a multivariate normal distribution of 
all parameters (Fan et al., 2002). Thus, for this example, we have
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Using [23], the information size is calculated as
 κ2
166 914
284 9
93 863
79 14
1 771 9= + =
,
.
,
.
, . .  
From Table 1, this κ2 should provide a 95% CI width ωβ somewhere around 0.15 with a 95% probability. That is, 
we should be able to conclude practical equivalence between the model and the observations for approximately 
0.85 < β < 1.176.
Results are reported in Table 4. Details on the equations used and calculations involved follows.
Parameter Estimates. The estimate of β is found using [7]
 
ˆ
, , ( . , , ) , , . , ,
β =
− × + − ×( )⎡⎣11 036 463 3 6 6 202 101 11 036 463 3 6 6 202 101⎢ ⎤⎦⎥ + × ×( )
×
2 24 3 6 7 286 558
2 7 286 558
. , ,
, ,
; 
 ˆ . .β = 1 275  
The estimate of θS is calculated using [17]:
 ˆ arctan
.
.
. .θS =
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟ =
1 275
3 6
0 5916  
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The parameter α is estimated using [9]:
 ˆ . ( . . ) . .α = − × = −795 8 1 275 958 1 425 8  
Last, the mean bias B is estimated using [10]:
 ˆ . . . .B = − =958 1 795 8 162 3  
Equivalence Tests. First, we need to define ψS. Suppose that we would be happy with 0.8 < β < βU. From 
Table 2, ψS ≈ 0.092009 for βL = 0.8 and λ = 3.5, but we can also calculate the exact ψS using [29]:
 ψS =
−
+
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
=arctan
. . .
. .
. ,
3 6 0 8 3 6
0 8 3 6
0 0860  
which yields an upper bound for β (equation [30]):
 βU =
+
−
=
1 642 1 642 0 0860
1 642 0 0860
1 219
. . tan( . )
. tan( . )
. . 
Using [19], we can also calculate ϕγ/2(λ):
 
φ λγ/ ( ) arcsin .
. , , , , ,
2
1
2
1 997
2
67 2
3 6 11 036 463 6 202 101 7 286
= ×
−
+
× × − ,
, , . , , . , ,
558
11 036 463 3 6 6 202 101 4 3 6 7 286 558
2
2 2
( )
− ×( ) + × ×( )
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟
;
 
 φ λγ/ ( ) . .2 0 0618=  
Table 4. Statistics for the 2 examples: (1) NRC (2007) prediction model of DMI of growing dairy goats, and 
(2) NRC (2001) prediction model of microbial N flow to the duodenum of dairy cows
Statistics Example 1: Goat DMI Example 2: Microbial protein
Information size (κ2)1 1,771 27.4
θˆS
2 0.5916 0.9557
95% CI on θS 0.5298 < θS < 0.6534 0.8598 < θS < 1.0516
θˆ3 0.9056 1.067
95% CI on θ 0.8379 < θ < 0.9679 0.9790 < θ < 1.151
βˆ4 1.275 1.814
95% CI on β 1.111 < β < 1.453 1.488 < β < 2.423
αˆ5 −425.8 203.8
Mean bias (B , g/d)6 162.3 1.44
95% CI on B  (g/d) 113.3 < B  < 211.4 −8.40 < B  < 11.28
Rejection criterion on mean bias7 |162.3| > 50.97 |144| < 4.0
Rejection criterion on linear bias8 0.1066 > 0.0242 0.1753 > 0.0087
1The information size is calculated using equation [23]. It is the sum of 2 ratios of the variance of the true values 
for the observations and the computer model divided by their respective precision. A large κ2 indicates a large 
spread of observations and model predictions relative to their respective precision parameters.
2Where θˆS  is the estimate of the slope when the regression is expressed in polar form and the model predictions 
are transformed according to equation [16] when the precision ratio λ ≠ 1. It is calculated using equation [17].
3Where θˆ is the estimate of the slope when the regression is expressed in polar form but without transformation 
of the model predictions. It is calculated using equation [12].
4Where βˆ is the estimate of the slope when the regression is expressed in the common slope-intercept format. 
It is calculated using equation [7].
5Where αˆ is the estimate of the intercept when the regression is expressed in the common slope-intercept for-
mat. It is calculated using equation [9].
6The mean bias is calculated using equation [10].
7The rejection criterion on the mean bias is calculated using equation [31].
8The rejection criterion on the linear bias is calculated using equation [28].
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The equivalence test on θS is given by [28]:
 0 5916 0 4850 0 1066 0 0860 0 0618 0 0242. . . ( . . ) . .− = > − =  
Hence, we cannot reject the null hypothesis and must conclude that the computer model and the observations 
are not average equivalent.
For the overall bias assessment, we must determine a range of tolerance (i.e., a reasonable value for \ B in [31]). 
Suppose that we would be satisfied if the overall bias was less than 2 × SEM ≈ 100 g/d. So, we set \ B = 100. 
From [21],
 SEB =
+ − ×
× −
=
6 202 101 11 036 463 2 7 286 558
67 67 1
24 55
, , , , ( , , )
( )
. . 
From [32],
 φγ/ , . . . .2 1 997 24 55 49 03B = × =  
And last, using [31],
 162 3 100 49 03 50 97. . . .> − =  
Hence, we cannot reject the null hypothesis and we must conclude a significant overall bias between the computer 
model predictions and the observations.
Confidence Intervals. Using [19], we first calculate ϕγ/2(λ):
 
φ λγ/ ( ) arcsin .
. , , , , ,
2
1
2
1 997
2
67 2
3 6 11 036 463 6 202 101 7 286
= ×
−
+
× × − ,
, , . , , . , ,
558
11 036 463 3 6 6 202 101 4 3 6 7 286 558
2
2 2
( )
− ×( ) + × ×( )
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟
;
 
 φγ/ ( ) . .2 0 0618λ =  
Then using [18], we get the 95% CI for θS:
 
0 5916 0 0618 0 5916 0 0618
0 5298 0 6534
. . . .
. .
− < < +
< <
θ
θ
S
S
 
The 95% CI for β is then calculated using [20]:
 
1 8974 0 5298 1 8974 0 6534
1 111 1 453
. tan( . ) . tan( . )
. .
< <
< <
β
β
 
Last, the 95% CI on B is calculated using [22]:
 162 4 49 03 162 4 49 03
113 3 211 4
. . . .
. .
− < < +
< <
B
B
 
Graphical Presentation of Results. Data and estimated regression lines are presented graphically in Figure 
4. The GePReM regression is, as expected, within the area bounded by the OLS and IR lines, and, also as ex-
pected, closer to OLS than IR in this instance because λ > 1. The line of perfect equivalence is also shown. In 
this example, we conclude that the mean bias between the computer model and the observation (+162.4 g/d) is 
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significantly greater than the boundary of practical equivalence (±100 g/d). The linear bias also significantly 
deviates from practical equivalence. The estimated slope being >1.0 with a negative αˆ indicates that the differ-
ences between the computer model predictions and the observations become smaller as computer model predic-
tions increase. This difference becomes null when the computer model prediction equals 1,548 g/d.
Example 2: Prediction of Microbial N Flow to the Duodenum in Dairy Cattle
The data for the second example were digitally extracted by St-Pierre (2003) from Figure 5-6 of NRC (2001), 
as was done in a prior publication (St-Pierre, 2003). The complete data set is provided in Supplemental Table S2 
(http://dx.doi.org/10.3168/jds.2015-10032). In total, 256 observations of the flow of microbial N to the duode-
num of dairy cattle were gathered from 99 peer-reviewed publications. Observed N flows to the duodenum aver-
aged 243.1 g/d (range of 85.5 to 442.2 g/d; σY = 74.89 g/d). The model to be assessed was that of NRC (2001), 
which predicts N flow to the duodenum based on the calculated discounted TDN of the diet. The computer 
model predictions averaged 246.4 g/d (range from 119.3 to 351.9 g/d; σX = 50.36 g/d). The precision parameter 
for the observations σε
2( ) was estimated using the median of the SEM reported across publications. The precision 
parameter for the computer model was estimated by a Monte Carlo method using the sample diet of a 680-kg 
Holstein cow producing 35 kg/d of milk at 3.5% fat, as found in Table 14-7 of NRC (2001), and the composi-
tional variances reported in Table 15-1 of NRC (2001). In this example, we have the following values to work with:
 
σ
σ
σ
η
ε
ξ
2
2
2
5 364 5 641 635
148 19 1 521 560
2
= =
= =
=
, . ,
. , ,
,
S
S
XX
YY    and
445 6 515 152
90 25 1 642
. ,
. .
SXY =
= =σδ λ
  
Figure 4. Observed DMI regressed on the NRC (2007) computer model predicted DMI for the growing goats example. Obs on Model is the 
regression line obtained by ordinary least-squares regression; Model on Obs is the regression line obtained by inverse regression; GePReM is the 
regression line obtained using the generalized projection regression method detailed in this paper; Avg. equivalence is the simple line of unity.
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We note in passing that a value of λ = 1.64 indicates that the precision of the computer model predictions is close 
to that of the measurements. A value of λ = 1 would indicate identical precision.
We start with the calculation of the information size, using [23]:
 κ2
2 445 6
90 25
5 364 5
148 19
27 1 36 2 63 3= + = + =
, .
.
, .
.
. . . . 
From Table 1, the information size from these data should be sufficient for estimating the slope β within a width 
of 0.20. Therefore, we will select a low bound βL = 0.8 to conduct the equivalence tests.
Results are reported in Table 4. Details on the equations used and the calculations involved are as follows.
Parameter Estimates. We use equation [7] to find the estimate of β:
 
ˆ
, , ( . , ) , , . ,
β =
− × + − ×( )⎡⎣⎢ ⎤1 521 560 1 642 641 635 1 521 560 1 642 641 635 ⎦⎥ + × ×( )
×
2 24 1 642 515 152
2 515 152
. ,
,
; 
 ˆ . .β = 1 814  
Using [17], we then estimate θS:
 ˆ arctan
.
.
. .θS =
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟ =
1 814
1 642
0 956  
The intercept α is estimated using [9]:
 ˆ . . . . .α = − ×( ) = −243 2 1 814 246 4 203 8  
Last, the estimate of the overall bias B is calculated using [10]:
 ˆ . . . .B = − =246 4 243 2 3 2  
Equivalence Tests. To conduct equivalence tests, we first need to calculate ψS using [29]:
 ψS =
− ×( )
+
⎛
⎝
⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟
=arctan
. . .
. .
.
1 642 0 8 1 642
0 8 1 642
0 1046, 
which yields an upper bound for practical equivalence on β (equation [30]):
 βU =
+
−
=
1 642 1 642 0 0504
1 642 0 0504
1 236
. . tan( . )
. tan( . )
. . 
Using [19], we calculate ϕγ/2(λ):
 
φγ/ ( ) arcsin .
. , , , ,
2
1
2
1 969
2
254
1 642 1 521 560 641 635 515 152
λ = × ×
× × − 2
2 21 521 560 1 642 641 635 4 1 642 515 152
( )
− ×( )⎡⎣⎢ ⎤⎦⎥ + × ×( )
⎛
⎝
⎜
, , . , . ,
⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟
;
 
 φγ/ ( ) . .2 0 0959λ =  
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The equivalence test on θS is conducted using [28]:
 0 9557 0 7804 0 1753 0 1046 0 0959 0 0087. . . . . . .− = > − =  
The null hypothesis cannot be rejected. We must conclude that the computer model and the observations are not 
average equivalent.
The observed microbial N flow to the duodenum averaged 243.2 g/d; we arbitrarily chose a value of 
ψB = × =243 2 0 05 12 2. . .  g/d (i.e., a tolerance on the overall bias equal to 5% of the observed values). From [21]:
 SEB =
+ − ×
−
=
641 635 1 521 560 2 515 152
256 256 1
4 166
, , , ( , )
( )
. . 
From [32]:
 φγ/ , . . . .2 1 969 4 166 8 20B = × =  
Therefore, using [31]:
 1 44 12 2 8 2 4 0. . . . ,< − =  
and we reject the null hypothesis that the overall bias is greater than |12.2|: the overall bias is deemed practically 
insignificant.
Confidence Intervals. We first calculate ϕγ/2(λ) using [19]:
 
φ λγ/ ( ) arcsin .
. , , , ,
2
1
2
1 969
2
254
1 642 1 521 560 641 635 515 152
= × ×
× × − 2
2 21 521 560 1 642 641 635 4 1 642 515 152
( )
− ×( )⎡⎣⎢ ⎤⎦⎥ + × ×( )
⎛
⎝
⎜
, , . , . ,
⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟
,
 
 φγ/ ( ) . .2 0 0959λ =  
The 95% CI on θS is calculated using [18]:
 0.9557 − 0.0959 < θS < 0.9557 + 0.0959 
 0.8598 < θS < 1.052. 
The 95% CI on β is then easily calculated using [20]:
 1.281 tan(0.8598) < β < 1.281 tan (1.052) 
 1.488 < β < 2.423. 
Finally, the 95% CI on B is calculated using [22]:
 1 44 8 20 1 44 8 20. . . .− < < +B  
 − < <6 76 9 64. . .B  
The computer model is a practical shift equivalent to the observations.
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Graphical Presentation of Results. Regression 
lines and data are shown graphically in Figure 5. As it 
should, the GePReM line is within the space spanned 
by the OLS and IR lines. This visual appraisal confirms 
the lack of an overall bias but the important linear 
bias by the computer model. This is in contrast to the 
conclusions reached by St-Pierre (2003), who used a 
residual regression approach, which lacks sensitivity 
and, more importantly, frames the hypotheses in a tra-
ditional difference test rather than an equivalence test. 
Hence, the computer model would be called practical 
shift equivalent to the observations.
Illustrating the GePReM Properties Using  
the Two Examples
In the first section of this paper, we argued that an 
ideal computer assessment method must exhibit 4 char-
acteristics. Using the results from the 2 examples, we 
can illustrate how GePReM incorporates these. The 
first characteristic of an ideal method is that it ac-
counts for the stochastic nature of observations and 
model predictions, which is explicit in GePReM as it 
requires estimates of the precision parameters for the 
observations σε
2( ) and for the model predictions σδ2( ). In 
the first example (prediction of DMI in growing goats), 
σε
2 = 284.9 and σδ
2 = 79.14, whereas in the second ex-
ample (prediction of microbial N flow to the duodenum 
in dairy cattle), σε
2 = 148.19 and σδ
2 = 90.25. Thus, the 
stochastic nature of both the measurements and the 
model predictions is explicit in GePReM.
The second property of an ideal method is that it sets 
correct null hypotheses. As opposed to the conventional 
null hypothesis that would set, as the defaults, that 
the computer model has no mean bias and no linear 
bias, the null hypotheses set by GePReM were that 
the model mean bias and linear bias exceed predeter-
mined tolerances at a probability γ/2 = 0.05. In the 
first example, we did set a tolerable mean bias of 100 
g/d; the actual bias was 162.3 g/d. Hence, we could 
not reject the null hypothesis and concluded that the 
model predictions have a mean bias. As for the linear 
bias, our tolerance on β was set at 0.85 < β < 1.176. 
The calculated slope was β = 1.275. Hence, we could 
not reject the null hypothesis and had to conclude a 
significant linear bias by the model predictions (i.e., 
computer model predictions and observations are not 
average equivalent). In the second example, the toler-
able mean bias was set at 12.2 g/d. The calculated 
mean bias was 3.3 g/d. We rejected the null hypothesis 
Figure 5. Observed microbial N flow to the duodenum regressed on the NRC (2001) computer model predicted value for the dairy cattle ex-
ample. Obs on Model is the regression line obtained by ordinary least-squares regression; Model on Obs is the regression line obtained by inverse 
regression; GePReM is the regression line obtained using the generalized projection regression method detailed in this paper; Avg. equivalence 
is the simple line of unity.
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that the bias was greater than |12.2| and concluded 
that the overall bias was practically insignificant. The 
tolerance on the linear bias was set at 0.80 < β < 1.235. 
The actual slope was β = 1.814. Hence, we could not 
reject the null hypothesis and had to conclude that the 
model predictions showed a significant linear bias: the 
computer model predictions and the observations are 
not average equivalent.
The third property of an ideal assessment method 
is that the same conclusions are reached regardless of 
whether computer predictions or the observations are 
considered as X or Y. This is an explicit and funda-
mental property of GePReM: the same conclusions 
are reached in the 2 examples if we interchange ob-
servations and model predictions in all the equations. 
Concluding that the model predictions are not average 
equivalents to the observations is the same as conclud-
ing that the observations are not average equivalent 
to the computer predictions: they are simply not mea-
suring the same thing. If we have more confidence in 
the measurements, which is generally the case, then 
we would simply conclude that the model predictions 
cannot replace (i.e., they are not average equivalent) 
the observations in practice.
The last property of an ideal assessment method is 
that it provides interpretable statistics on precision and 
accuracy: GePReM forces scientists to determine the 
precision of both measurements and model predictions. 
Recall that in the first example, the precision parame-
ters were σε
2 = 284.9 for the measurements and σδ
2 = 
79.14 for the model predictions, yielding a precision 
ratio λ = 3.6. In the second example, σε
2 = 148.19 and 
σδ
2 = 90.25, resulting in a precision ratio λ = 1.64. The 
interpretation of this ratio is straightforward: the 
model predictions are 3.6 times more precise than the 
measurements in example 1 and 1.64 times more pre-
cise in example 2. In both examples, the model is more 
precise than the measurements. Statistics on accuracy 
also have a straightforward interpretation in GePReM. 
The mean bias is expressed in the same units as those 
of the measurements and model predictions. In the first 
example, the mean bias Bˆ was estimated at 162.3 g/d, 
a value equal to 20% of the average observed DMI. In 
the second example, the mean bias was estimated at 3.2 
g/d, which equates to 1.3% of the average measure-
ment. The linear bias is expressed as a slope; β = 1.0 
indicates an absence of linear bias. In the first example, 
the estimated slope βˆ = 1.275, a value that is signifi-
cantly outside the tolerance region that was set at 0.85 
< β < 1.176. In the second example, βˆ = 1.814, which 
clearly lies outside the tolerance region, which was set 
at 0.80 < β < 1.235. The conclusion from both examples 
is that even if we were to adjust the models for the 
mean biases, model predictions and observations are 
not on the same scale—they are not measuring the 
same thing.
FUTURE DEVELOPMENTS
Additional work is needed to extend the GePReM 
to more complex situations. First, observation data are 
frequently gathered across many studies. Because these 
data are inherently imbalanced, it might be important 
that the random effect of “study” be incorporated in 
the assessment model, resulting in a mixed-effect model 
(St-Pierre, 2001). Maximum likelihood estimates of 
these random effects in combination with generalized 
projection regression for the fixed effects are currently 
unknown. One possibility would be to use a quasi-
REML approach, where the fixed effects would be ab-
sorbed based on generalized projections and the result-
ing modified observations used for ML estimation of 
the random effects. This process would then be iterated 
until stable estimates of both the fixed and random 
effects are obtained. On the other hand, the realized 
values (i.e., BLUP) of future “studies” (i.e., when using 
the model in practice) are not known. Hence, ignoring 
their effect in a GePReM approach may arguably be 
correct if our interest is in assessing the model for its 
ability to predict future values. This issue is in need of 
additional research.
Second, when means of observations rather than in-
dividual observations are used, the precision of the ob-
servations and computer model predictions can depend 
on the size and design of the experiment that generated 
the observed means. This could have been an issue in 
our second example, but because all observations were 
means from Latin square designs, this was probably of 
trivial importance. Assigning different weights to the 
observations could partially alleviate the unequal preci-
sion, but the effectiveness of this remedy is unknown 
at this time.
Third, GePReM handles only overall and linear 
comparisons between model predictions and observa-
tions. Much additional information could be gathered 
through residual analysis. Residuals calculated accord-
ing to equation [35] could be subjected to statistical 
process control charts to detect nonlinear or unusual 
patterns.
Finally, observations can be gathered from multiple 
measurements on the experimental units, leading to 
correlated errors. The GePReM does not account for 
the correlated errors and the consequences of this are 
currently unknown.
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