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I. INTRODUCTION 
The problem of optimizing the supersonic portion of a 
rocket nozzle can be stated as follows: Given the throat 
exit conditions, find the nozzle shape which extremizes a 
specified performance parameter while at the same time 
satisfying specified constraints on the flow and/or the 
nozzle shape. 
As shown by Shapiro (l4), the maximum possible thrust o 
a nozzle can be obtained by complete expansion of the exhaus 
jet to ambient pressure through a nozzle designed to give 
parallel uniform flow at the exit. One method for designing 
nozzles satisfying these conditions is presented by Poelsch 
(6). However, at high altitudes and resulting low ambient 
pressures these "perfect" nozzles become excessively long 
and heavy. Succeeding analyses have, therefore, attempted 
to design shortened nozzles having acceptable performance 
characteristics. 
Dillaway (4) presents à semi-empirical method for 
designing shortened nozzles without considering whether the 
nozzles obtained are optimum for the specified exit condi­
tions . 
The first rigorous, mathematical attempt to optimize 
De Laval nozzles is due to C-uderly and Hantsch (8). By 
expressing the thrust as an integral along the last left-
running characteristic to intersect the nozzle wall the 
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problem of thrust maximization may be expressed in one-
dimensional variational form. Employing the analysis in 
(S) it is possible to calculate optimum nozzle shapes where 
the length is specified and no other constraints are con­
sidered. In (12) Rao formulates the problem in a different 
manner by assuming an arbitrary control surface. In the sub­
sequent analysis he arrives at the same set of equations to 
be solved, and the control surface automatically becomes a 
characteristic surface. The resulting optimal profiles in 
(8) and (12) are considerably different. Possibly this is 
because in (8) the authors make the transition from throat to 
nozzle wall through a sharp corner while in (12) the com­
bined throat and nozzle contour is required to have con­
tinuous slope. In (8) and (12) the authors consider the 
design of optimal De Laval nozzle profiles only. Trulin (16 )  
modifies the formulation and employe the same variational 
method to obtain optimal expansion-deflection nozzles. 
The formulation of a more general problem is pre­
sented in (7) where the analysis provides for the inclusion 
of general isoperimetric constraints on the nozzle wall. 
The isoperimetric constraints are included by formulating the 
problem in terms of two independent variables over the 
region comprised by the intersection of the flow regions 
influencing and influenced by the nozzle wall. When no 
constraints are imposed on the nozzle, this more general 
formulation is shown to reduce to the unconstrained case of 
(S) and (12), When constraints, e.g. wetted area specified, 
are imposed on the nozzle, the optimal shape can be arrived 
at only by a complicated iterative numerical procedure. 
The numerical difficulties encountered in applying the 
optimizing technique outlined in (7) are inherent in the 
Calculus of Variations approach to complicated optimization 
problems. In general, application of this technique results 
in a mixed boundary value problem with unknown initial 
conditions on part or all of the Lagrange multipliers. 
Obtaining the unknown initial conditions of the Lagrange 
multipliers so that the specified constraints are satisfied 
can be accomplished only by some iterative numerical 
technique. It is usually found that convergence to specific 
constraint values is very difficult since the final values 
of the constraint functions are very sensitive to small 
changes in the initial values of the Lagrange multipliers. 
The usual approach taken is to generate an n-parameter 
family of optimal solutions in which the final constraints 
are functions of the n unknown initial Lagrange multiplier 
values. This is the approach taken in (7), (8), and (12). 
The n-parameter family of optimal solutions generated in 
this manner are solutions only for the specified initial 
conditions on the state variables in the problem and the 
specified constraints. 
Suppose now that it is desired to obtain an optimum 
4 
rocket nozzle for a spacecraft which itself is in the design 
stages. In this situation, due to the interrelation of the 
components of the total spacecraft, the initial state 
variables affecting the nozzle and the constraints to be 
imposed are normally in a state of flux. It is immediately 
apparent that the above proposed Calculus of Variations 
method of optimal nozzle design becomes very expensive in 
this situation both in terms of computer time and the time 
required to complete the overall system design. 
The method proposed here results in a more practical 
approach to obtaining an optimum nozzle shape when the 
nozzle is an integral part of a system to be designed. The 
optimization technique utilized is the Method of Steepest 
Descents, formulated in general by Bryson and Denham (2) 
and in a slightly different manner by Xelley (ll). This 
technique has been successfully applied to trajectory 
o p t i m i z a t i o n  i n  ( 2 )  a n d  ( 3 )  a n d  n o t a b l y  b y  H a g u e  i n  ( 9 ) ,  
The Steepest Descent approach is coupled with a generalized 
Method of Characteristics resulting in a computer program 
which will produce an optimum nozzle shape for specific 
initial conditions and a specified set of constraints in a 
relatively short time. Run times on the IBM 36O-5O were on 
the order of twenty minutes per case for the results pre­
sented. The short lapse of time between receipt of a new 
set of design specifications by the analyst and the output 
of the information concerning the resulting optimal shape 
makes this approach practical for use by the Design Engineer. 
Design procedures of this type are useful in general and 
become necessary when a performance improvement of five 
per cent or less may mean the difference between the 
feasibility or failure of a system. 
The techniques employed herein result in a very general 
method which is applicable to a wide class of problems. The 
results presented are for De Laval nozzles. However, other 
types of nozzles may be treated with equal ease by slightly 
modifying the method. In this study the rocket exhaust is 
assumed to be an isentropic flow field of a thermally and 
calorically perfect gas, but these assumptions may be 
relaxed if the increased resulting computational cost 
can be justified by a more rigorous real gas analysis. The 
preceding modifications and other possible extensions of the 
method are discussed in Section VIII. 
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II. LIST OP SYMBOLS 
3 Vector of endpoint constraint changes combined with 
changes in initial conditions 
d( ) Predicted linear change in ( ) 
dP Specifies the allowable magnitude of the control 
variable perturbation 
Matrix of partial derivatives, ôf/ôx 
A vector of functions specifying the state variable 
derivatives 
PTIJ The element in the Ith row and the Jth column of 
the transposed F matrix 
G Matrix of partial derivatives, ôf/ôô, 
GTI The element in the Ith row of the transposed G 
matrix 
h Enthalpy 
I An integral used in the optimization calculations 
1 Distance along a line 
m Stepsize magnitude parameter, or the number of 
control variables 
N An integer denoting the maximum factor by which 
two control perturbations may differ 
n An interger associated with the iteration number 
or the number of state variables 
p Pressure or the number of constraints 
q Velocity modulus 
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R The portion of total rocket thrust due to the super­
sonic exit section 
S Sensitivity 
s Entropy 
T Temperature or the cutoff value of the independent 
variable t 
t A general independent variable 
VI A variable weighting matrix 
X A general vector of state variables 
X  Axial coordinate, the independent variable in the 
optimization formulation 
y Radial coordinate 
z The state variable vector notation used in the 
problems of this study 
a A general control variable vector 
a The control variable in this study, de/dx of the 
nozzle wall 
Y Ratio of specific heats 
^( ) The actual nonlinear change in ( ) 
6( ) The variation of ( ) 
e An integer equal to zero for twc d'^c^sional flow 
and one for axisymmetric flow 
0 Streamline slope angle 
X Adjoint or influence function 
|j Mach angle 
TT A constant equal to 3.141593 
P Density 
0 The performance or payoff function 
1)' A vector of endpoint constraint functions 
d6 The vector of desired endpoint changes in the 
endpoint constraint functions 
n The cutoff or stopping function 
Subscripts : 
A Condition at the point A 
f Pinal or cutoff condition 
1 The i^^ element of a vector 
n Nondimensionalizing value 
max Maximum value 
o Stagnation condition or initial condition 
w Condition on the nozzle wall 
cp Associated with the performance function 
•!; Associated with the endpoint constraint functions 
Q Associated with the cutoff function 
( The nonlinearity of ( ) 
Superscripts : 
Denotes the nominal condition 
. . _i ( ) Matrix inverse 
m 
( ) Matrix transpose 
' Nondimensionalized variable 
Derivative with respect to the independent variable 
A vector quantity 
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III. APPLICATION OP THE STEEPEST DESCENTS METHOD 
TO NOZZLE OPTIMIZATION 
This section presents the specific method by which the 
Method of Characteristics flowfield computation, described in 
(5) and (10) and the Steepest Descent optimization technique, 
described in the Appendix, are combined for nozzle optimiza­
tion . 
The nozzle and flowfield geometry pertinent to this 
discussion are presented in Figure 1. The line AP is a line 
of initial data for the supersonic flow regime APDC. At 
each point on this line the values of x, y, q, 6, p, and p 
are given. Methods for obtaining the initial data line are 
presented by Saur (13) and by Ahlberg ejc aJ. (l). How one 
arrives at the initial data for the supersonic flow regime 
is a separate problem and will not be discussed further 
here. Because of the particular computational scheme 
employed, the line AI'' must lie to the left of AE, the right 
characteristic emanating from point A. In addition to the 
data on the line AP the stagnation conditions h^, p^, p^, T, 
and the ambient pressure p^ must be specified. Having the 
above initial flow conditions the supersonic flow regime 
APDCA is uniquely determined by specifying the nozzle wall 
APEC. The "optimum" nozzle results when the wall is chosen 
such that the performance is maximized and the specified 
constraints are met. 
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From the basic formulation of the Steepest Descents 
Method in the Appendix it is apparent that some care must be 
exercised when selecting the state variable vector x, the 
control variable a, and the independent variable 5. 
First, the state and control variables must be selected 
such that the state of the system is completely described at 
any value of the independent variable. 
Second, it must be possible to write the first order 
differential equations of the state variables in the form 
Third, additional auxiliary state variables may be 
required so that the constraint functions Iji, the performance 
function cp, and the cutoff function q are expressible in the 
form 
As will be seen, the addition of so-called auxiliary state 
variables will be required when cp, and q are given as 
integral functions of the flow variables on the wall and/or 
the variables specifying the wall shape. 
To utilize the general Method of Steepest Descents 
presented in the Appendix it is necessary to be able to 
formulate the optimum nozzle problem in terms of one 
independent variable. Suppose a particular wall shape is 
= ? (x, a, t ). ( 1 )  
7 t) 
cp = V(x(t), t) 
Q = n(x(t), t) . 
( 2 )  
(3) 
(4) 
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defined by the equations 
y = Ywfx) 
(5) 
Given the wall shape of Equation 5 the flowfield in the 
region AFDCA in Figure 1 is uniquely determined. It follows 
that on the nozzle wall all the flow field variables are 
unique functions of x. In this study, as will generally be 
the case, the performance function p, the constraint functions 
and the cutoff function Q are only functions of the 
conditions on the nozzle wall. Thus for a particular 
wall shape, t, the independent variable in the Steepest 
Descent procedure, may be selected as any single-valued flow 
field variable on the nozzle wall. Here, for convenience, 
X is chosen as the independent variable. 
Due to Equations 1 through 4 the state and control 
variables can be selected only after ç, ^j,-, and Q are chosen. 
In all cases in this study nozzles are designed for maximum 
thrust so that the performance function is equal to the 
thrust R. Referring again to Figure 1 the portion of the 
thrust due to the pressure differential on the nozzle wall 
may be expressed as an integral along APB of the form 
where e is zero for two-dimensional flow and one for axisym-
metric flow. Maximizing R will necessarily maximize the total 
X  
R(x) = J 2(ny)G (P-Po) tan.8 dx. ( 6 )  
o 
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nozzle thrust since the pressure chamber conditions are 
assumed fixed. 
The simplest Steepest Descent formulation arises when 
the only constraint imposed is that the nozzle length is 
specified. In this case the length constraint can be 
specified by the cutoff function n and since no additional 
constraints are specified need not be considered. The 
problem of optimizing the fixed-length nozzle with no addi­
tional constraints brings out the basic state variables 
required for all the cases considered in this study and leads 
to the selection of a suitable control variable. Addition of 
constraints to this basic problem is discussed in Sections V 
and VI. 
As previously mentioned a state variable vector z and 
a control variable a, must be chosen so that the Equations 
1, 3, and 4 may be written in the indicated form wv.ere 
cp = R (7) 
n = x-xp. (8) 
Prom the form of (3) it is apparent that R must be one 
of the state variables selected. Letting R be equal to Zr 
it follows from Equations 1 and 6 that 
f/j. = = 2(TTy)^(p-p^) tan 8, (9) 
the integrand of Equation 6. Referring again to Equation 1 
it is evidént that if the functions y, G,and p on the nozzle 
wall are selected as additional state variables. Equation 9 
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satisfies the required form for f^,. To justify selecting y, 
g, and p as additional state variables it is noted that in a 
simple thermodynamic system the flowfield in the nozzle is 
defined by any two thermodynamic state variables plus the 
velocity magnitude and direction. Since isentropic flow is 
assumed here, the entropy on the nozzle wall is constant and 
equal to s.. Therefore if p is given at some point on the 
wall, any other thermodynamic variable of state may be 
determined at that point. The flow is also assumed to be 
isoenergetic so that q, the flow velocity modulus, may be 
calculated from the total enthalpy equation. When 3 is 
also specified the flowfield is completely determined. The 
state variable vector 
is then sufficient to describe this optimization problem 
provided the derivatives of y, 0, and p can be expressed in 
the form of Equation 1. 
Having made no mention of the control variable cc it is 
appropriate to observe here that since the flow field in the 
region APDCA of Figure 1 is uniquely defined by the wall 
shape for the fixed initial conditions on the data line AF, 
a must evidently be chosen as some measure of the nozzle 
wall shape. It is convenient to define cc by the relationship 
y 
z 
b (10) 
p 
R 
(11) 
l4 
Defining a by Equation 11 results in the relationships 
(12) 
S = 
ds _ ^ _ 
d^ - ^ 2 - G 
and it remains only to show that the derivative of p may be 
written in the required form. 
Obviously it is impossible to express the derivative of 
p explicitly in the form 
.^ 2 = fg (x, y, 8, p, a) . (13) 
If such an expression did, in fact, exist it would be possible, 
given an ^(x) distribution and initial conditions on x, y, 8, 
and -p, to determine the flow conditions along the wall stream­
line without regard for the remainder of the flow field by 
simply integrating the system of Equations 12 and 13. However, 
a functional expression of the form of Equation 13 which 
takes the two-dimensional nature of the flow field into 
account may be shown to exist by the following argument. 
In Figure 2 the total derivative of p with respect to 
X at the point P may be written 
(14) 
do lim Pq Pp 
dx ~ A^-0 /\x 
As previously discussed, if the pressure is given at P, all 
the other thermodynamic variables can be computed at that 
point. Therefore, given x, y, 0, and p at P and the same 
conditions at the point S, which is not influenced by 
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conditions at P, the Method of Characteristics may be used 
to solve for the flow conditions at R, Having the condi­
tions at R and the wall shape defined by x, y, Gj, and a &t 
P the Method of Characteristics may be used to solve for the 
flow conditions at Q, It is apparent from the above 
discussion and Equation l4 that at the point P the total 
derivative of pressure with respect to x must then satisfy 
an expression of the form of Equation 13. The Steepest 
Descent procedure formulated in the Appendix may therefore 
be applied using the state variable vector given by Equation 
10, the control variable defined by Equation 11., and the 
axial distance x as the independent variable. 
Here, for later reference, it is useful to determine 
the nature of the function f_ in Equation 13. Referring to 
Figure 2 the derivative of pressure along the nozzle wall 
at the point P may be written as 
From (5) the compatibility relationships along the character­
istic lines through P may be written as 
where the slopes of the characteristic lines are given by 
= tan (8 ± (17) 
In Equations l6 and 17 the plus and minus signs apply to 
the left and right characteristics respectively. Combining 
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Equations l6 and 17 and using directional derivative con­
cepts it follows that 
cos(0 ± + -|y sin(fl ± la) = 
± pq^tan ^ [-^ cos(8 ± sin(9 ± p,) 
z sin 3 sin ,1 . MS) 
 ^ y J 
where the partial derivatives of g at P are related by 
a = tan 8 . (19) 
oX oy 
Since the three Equations 18  and 19 contain the four unknown 
partial derivatives of p and 8 an explicit expression for 
the total derivative of p with respect to x at the point P 
cannot be obtained in terms of conditions at P alone. This 
fact is shown graphically by the characteristic mesh in 
Figure 2 where the flow field at the next wall point Q 
depends on conditions at the point S as well as conditions 
at P. Equations 1^, 18, and I9 do, however, indicate the 
nature of the functional relationship f^ in Equation 13. 
Specifically it is shown that f_ does not depend explicitly 
on X and depends on y only in the axisymmetric case where 
y appears in the centrifugal terms of the characteristic 
equations. 
Having selected the state and control variables, the 
first step in the Steepest Descent procedure is to choose a 
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nominal control variable history &*(%). Then the nominal 
wall slope and wall radius distributions are established by 
the equations 
X 
e*(x) = J a*(t) dt (20 )  
o 
X  
.y*(x) = J tan (0*(t)) dt . (21) 
o 
Having the line of initial data AP in Figure 1 and the 
nominal wall shape y(x) the nozzle flowfield is computed by 
the Method of Characteristics, simultaneously integrating 
Equation 6 for the thrust. As a result of the flow field 
calculation the flow field variables are established at the 
points of intersection of the characteristic mesh and the 
nozzle wall. Following the formulation of the Appendix the 
next step in the optimization of the nozzle is the calcu­
lation of the F and G matrices. The flow variables at the 
intersection points of the characteristic mesh and the 
nozzle wall are necessary for computing F and G and are 
therefore stored during the calculation of the nominal flow 
field. The flow field calculation proceeds along succeeding 
left characteristics until the wall point C in Figure 1 is 
reached at which point the cutoff function n(x) becomes 
positive. The wall point B, which satisfies the cutoff 
condition n(x) = 0, is determined by interpolation. 
Some computation-saving logic built into the program 
deserves mention here. Since the Steepest Descent procedure 
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is Iterative in nature the optimum wall shape will be 
achieved only after several computations of the nozzle 
flowfield. In Figure 1 it may be noted that the flow 
region AFE is not affected by the nozzle shape and will be 
constant for all iterations. This being the case, the 
characteristic mesh points along the characteristic AE are 
stored during the initial flow field computation and the 
line AE serves as the initial data line for all succeeding 
iterations. 
After the P and G matrices are computed the next step in 
the optimizing process for the unconstrained nozzle of fixed 
length is to integrate the differential equations 
Xg ( 2 2 )  
subject to the final boundary conditions 
(23) 
where g corresponds to the functions cp, and q. For 
the unconstrained case the [\ ] do not appear in the formula-
tion and 0 by virtue of Equation 8 so that only the x 
equations need be considered here. The Equations 22 are 
integrated backward from x« to 0 along the nozzle wall while 
simultaneously integrating i given by 
cpcp 
i = X . (24) 
cpcp cp cp 
The expanded forms of Equations 22 and 23 as well as the 
.terms contained in the P and G matrices are presented in 
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section IV of this report. 
Once the integration of Equations 22 and 24 are com­
pleted, a control perturbation distribution ôa(^) for 
improving the performance variable is calculated by Equation 
93 of the Appendix. For no constraints this expression reduces 
to 
6a(x) = irVx (25) 
CD -1-
cpcp 
The perturbation distribution given by Equation 25 is added 
to the nominal control variable distribution to obtain the 
new distribution 
a(x) = a*(x) + ôa(x) (26) 
and the flow field is recalculated using the wall boundary 
defined by a(x). Due to 0a(^) & change in the performance 
results and, if constraints are included, will change 
by some amount . The decision as to whether the and 
achieved by the 5q, distribution are to be accepted as a 
valid forward step in the iteration procedure is covered 
in the discussion of the logical control convergence scheme 
in the Appendix. If the perturbation history g%(x) is 
rejected by the control scheme, a new perturbation history 
determined by the control system is calculated and the flow 
field is recomputed, the process continuing until the values 
of Acp and computed are accepted by the control system. 
The wall shape resulting when an acceptable perturbation 
history is used in Equation 26 is taken as the new nominal 
wall shape and another iteration begins. Convergence is 
achieved when the constraints take on their specified 
values, and the gradient of the performance function, 
I in this case, approaches zero. The computational pro-
cedure is summarized in block diagram form in Figure 3. 
The initial data used for all the cases presented in 
this study is presented in Table 1. As was previously 
mentioned, the problem of analyzing the nozzle throat flow 
to obtain an initial data line from which the supersonic 
flow field calculation commences is a difficult problem in 
itself, separate from the problem considered in this study. 
Therefore, since this study is concerned with the develop­
ment of a technique to optimize the supersonic portion of the 
rocket nozzle only, the initial data line may be selected 
somewhat arbitrarily. 
The initial data presented in Table 1 was obtained by 
isentropically expanding the total (combustion chamber) 
conditions to a Mach number of 1.13. It is assumed that the 
resulting flow conditions occur on a vertical data line and 
that the streamline slope on this line varies linearly from 
zero at the nozzle axis to two degrees on the nozzle wall. 
Again it should be stressed that these conditions were 
selected arbitrarily, but it is felt that the resulting 
initial flow data are not unrealistic. 
Table 1. Plowfleld data 
Initial 
Axial Radial Velocity 
Coordinate Coordinate Modulus 
x(ft) y(ft) q(ft/8ec) 
0.0 
0
 
0
 
1—
I 
2702.0 
0.0 0.95 2702.0 
0.0 0.90 2702.0 
0.0 0.85 2702.0 
0.0 0.80 2702.0 
0.0 0.75 2702.0 
0.0 0.70 2702.0 
0.0 0.65 2702.0 
0.0 0.60 2702.0 
0.0 0.55 2702.0 
0.0 0.50 2702.0 
0.0 0.40 2702.0 
0 . 0  0.30 2702.0 
Data Line 
Streamline 
Slope 
(rad ) 
0.34900 
0.033155 
0.031410 
0.029665 
0.027920 
0.026175 
0.024430 
0.022685 
0.020940 
0.019195 
0.017650 
O.OI39GO 
0.010470 
Pressure 
p(lb/ft2) 
19150.0 
19150.0 
19150.0 
19150.0 
19150.0 
19150.0 
19150.0 
19150.0 
19150.0 
19150.0 
19150.0 
19150.0 
19150.0 
Density 
p(8lUg8/f 
0.00476 
0.00476 
0.00476 
0.00476 
0.00476 
0.00476 
0.00476 
0.00476 
0.00476 
0.00476 
0.00476 
0.00476 
0.00476 
Table 1 (Continued) 
Initial Data Line 
Axial Radial Velocity Streamline Pressure Density 
Coordinate Coordinate Modulus Slope 
x(ft) y(ft) q(ft/8ec) (rad) p(lb/ft ) pfslugs/ft^) 
0 . 0  0 . 2 0  2 7 0 2 . 0  0 . 0 0 6 9 8 0  1 9 1 5 0 . 0  0 . 0 0 4 7 6  
0 . 0  0 . 1 0  2 7 0 2 . 0  0 . 0 0 3 4 9 0  1 9 1 5 0 . 0  0 . 0 0 4 7 6  
0 . 0  0 . 0  2 7 0 2 . 0  0 . 0  1 9 1 5 0 . 0  0 . 0 0 4 7 6  
Gas Constants 
Ratio of Specific Heats, y = 1.4 
Gas Constant for Air, k - 1714 ft^/^R sec^ 
Combustion Chamber (stagnation) Conditions 
Total Pressure, p. - 30O psi 
Total Temperature, T^ = 3000°R 
Ambient Air Pressure, p = 20l6 psf 
23 
Nozzle Wall 
o 
o 
c 
ra 
•H Q 
I—I 
0 ; D 
Distance along Axis of Symmetry, x 
%f 
Figure 1, Description of the nozzle and flowfield geometry. 
Figure 2. Characteristic mesh associated with A wall point. 
24 
1 START 
oC 
n 
Figure 3. Flowchart of the optimizing procedure. 
25 
^xep acc 
c\ 
valid n, 
Figure 3 (Continued). 
26 
IV. MAXIMUM-Tl-muST NOZZLES OF FIXED LENGTH 
Contained in this section are the Steepest Descent equa­
tions pertinent to the problem of maximizing the thrust due 
to the supersonic portion of a two-dimensional or axisymmetric 
nozzle where initial conditions on the supersonic flow-
field within the nozzle are fixed and the length of the 
nozzle is specified. Also presented in Figures 4, 5, and 
6 are some results of the optimization for the set of 
initial data given in Table 1. 
As previously discussed in Section III, the Steepest 
Descent variables for this problem are selected as follows: 
Independent Variable 
X - The axial coordinate. 
Control Variable 
(X - The rate of change of nozzle wall slope with 
respect to x. 
Performance Function 
R - The portion of the total rocket thrust due to 
the pressure differential on the nozzle wall 
as given by Equation 6, 
State Variables 
z^ - The radial coordinate of the nozzle wall, y, 
Zg - The wall slope angle, g, 
- The internal pressure on the nozzle wall, p, 
Z2j_ - The performance function, R. 
27 
When formulated in terms of the above set of variables 
the nozzle optimization process exhibited a very erratic 
behavior due to resulting gradient components of vastly 
different orders of magnitude. To alleviate this diffi­
culty the Steepest Descent Method was formulated in terms of 
a nondimensionalized set of variables where the non-
dimensionalizing constants are chosen to insure that the 
problem variables, and therefore the resulting gradient 
components, have the same order of magnitude. Letting 
y^^, 8^, and p^ be arbitrary nondimensionalizing 
constants the problem is now phrased in terms of the 
variables 
X '  x/x, 
n 
a' = a/a 
n 
R' = R/R, 
n 
z'(x') = 
P' 
R' 
y/y 
8/8 
p/p 
R/R: 
Following the Steepest Descent formulation of the 
Appendix, the differential equations describing the state 
variables are 
f'(x') =11; 
y 
e' 
p' 
R' 
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From Equations 9, 12, and 13, expressions for the 
above indicated derivatives of the nondimensional primed 
variables become 
y' = f{(x') = (x^/y^) tan 8 
0' = f'(x') = (x^/Gn)a 
n' n 
p' = f^(x') = (x^/p^) f2(x,y,8,p,a) 
R' = f^(x') = 2(TTy)e(p-p^) tan p 
(27) 
where, as is discussed in Section III, no explicit expression 
exists for f^. 
Prom comparison with Equation 80 of the Appendix, the 
T 
transposed P matrix, F , for this problem is given as 
F^(x') 
aq 
n 
ÔZ{ 
fA 
Where, in this case, n equals four. The indicated deriva­
tives of f^, fg, and f^i may be obtained explicitly by 
differentiation of their respective expressions given in 
Equation 27. Since f^ is not given in explicit form, the 
T indicated derivatives of f^ in the P matrix are obtained 
numerically by a simple secant method. 
To explain the process utilized for numerically 
differentiating f^, consider the determination of the third 
element in the second row of the P matrix, ^f^/gz^. Pirst, 
this partial derivative may be written as 
29 
afA/aZg = = (xN8M/P%)6f3(x,y,8,P,a)/o6" 
(28) 
Referring to Figure 2 the partial derivative at the point P 
on the nozzle wall may be computed by a secant method. If 
the characteristic mesh points Q, R, and S have been 
computed the derivative of pressure along the wall at P may 
be approximated by the- expression 
"3)? = 3x^P = (PQ-Pp)/(XQ-Xp)' 
Suppose, now, that the flowfield variables at the mesh points 
R and Q are recalculated for two cases where the value of 6 
at P is perturbed first positively and then negatively by an 
amount 00 while holding all other variables at P constant. 
This gives the two approximate equations 
2 ~ (pQrPp)/(^Q"^p) X , 
= (p^rPp)/(xQ-Xp) 
for the derivative of p with respect to x at P. The partial 
derivative Bfg/s8 may then be written 
f,+ 
The accuracy of the above method of numerical differentiation 
depends primarily on the fineness of the characteristic mesh 
employed in the flowfield computation, with this point in 
mind it should be noted that the fact that the F matrix is 
evaluated only at characteristic mesh points on the wall, in 
itself, implies the necessity of a fine characteristic mesh. 
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In addition, since the influence functions are determined by 
integrating the F matrix as shown in Equation 82 of the Appen­
dix, local anomalies in the numerical derivatives will tend 
to be damped out. Investigation of the nature of the 
influence functions, for the cases considered in this study, 
showed them to be smooth well-behaved functions of x. It 
is therefore felt that employing the simplified numerical 
differentiation technique indicated in Equation 29 places 
no undue restrictions on the problems considered herein. 
T The elements of the F matrix may now be written out in 
full where the numerical partial derivatives of f^ are 
indicated in functional form. Using the notation PTIJ for 
T the Jth element in the Ith row of the F matrix, these 
expressions become 
PTLL = af{ /ay'  0 
PT21 = S 8 ' = 
FT31 = 3f  j_/ap ' = 0 
FT4I = af i /aR'  = 0 
FT12 = af^/ay'  = 0 
PT22 = ar^/as'  0 
PT32 = AFG/AP' = 0 
PT42 = af^/aR'  = 0 
PT13 af^/ay'  
FT23 = af^/ae'  (XnGn/Pnjafg/aG 
PT33 = afg/ap'  = [x^jafg/ap 
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PT43 = af^/aR' - 0 
FT14 = af^/ay' = tan 8 
PT24 = af/^/ae' = (x^0yR^)2(rry)®(p-pQ) sec2f) 
PT34 = af^/ap' = (x^PyRj^)2(ny tan e 
FT44 = af^/aR' = o . 
Since the problem of this section involves only one 
m 
control variable, the transposed G matrix, G ^ given in 
general by Equation 12 of the Appendix, becomes 
G(x') = 
afl/aa' 
af^/aa' 
af g/aa' 
af^/aa' 
Due to Equations 27 one then has for the elements of the G 
matrix 
T 
GTl = af{/aa' = 0 
GT2 = af ' /aa'  = (x .On/Gn) 
)a 
2' '"n'-^n' "n 
GT3 = af^/aa' = (XnOn/PnJafg/a 
GT4 = af^/aa' = 0 
T 
where, as for similar elements in the P matrix, GT3 is 
determined by numerical differentiation. 
The adjoint differential equations for determining the 
influence functions, where in general one set of equations 
exists for each of the functions cp, and q, are given by 
Equation 82 in the Appendix as 
(31) 
dx 
dx' (32) 
3 p 
In general, ^  is a n x 1 matrix for cp and q and a n x p 
matrix for when p endpoint constraints are specified. In 
the case considered here, no constraints are specified so 
that [\I] need not he considered. For this problem the 
performance function cp and the cutoff function q are specified 
by 
cp (x') = R'(x) 
n(x') = x'-x 
(33) 
where xi is the specified nozzle length. The boundary 
conditions on ^ and are given at x^ by Equation 88 in the 
'cp '0 
Appendix and for this case become 
CP ^ az' 
)R' aR' dR 
ay' '  ae ' '  ap' '  
sR' 
aR'  X 
' = xl 
and 
C ( 4 )  =  0, 0, 0, 1 
an(Xf) 
0, 0, 0, 0 
(34) 
By virtue of Equation 32 and the boundary conditions for \ 
n 
in Equation 34 it is apparent that for this problem, where the 
cutoff function is only a function of the independent 
variable is identically zero for all x'. From the 
boundary conditions on ^ given in Equation 34, and the 
T 
elements of the F matrix given Equation 30, the differ­
ential Equations 32 for the T become 
cp 
33 
^3 S/4) = 0 ' 
i = -FT21 ^  -PT23 \ -FT24 x , X (xi) = 0 , 
92 9% 94 #2 ^ 
/ \ (35) 
^P3= S3 -"^3" ^3(4) = 0 ' 
X — 0-» X (^f) ~ i.o, 
cpil C34 
The X _, ) _, and x histories are obtained by integrating 
t h e  f i r s t  t h r e e  o f  E q u a t i o n s  3 5  b a c k w a r d  f r o m  x l  t o  x '  = 0  
while 1 is constant and equal to one. 
It remains now to form the expression for the control 
perturbation history given by Equation 93. For fixed 
initial conditions, no endpolnt constraints, and the cutoff 
function of Equation 33, the quantities dB and [x, ] in 
''n _ 
Equations 94 are zero and x = X • Therefore the dB, I , 
and I matrices do not enter into the control perturbation 
history so that for this problem the 50,' which maximizes the 
performance gain is given by 
6o'(x') = W-Vx . (36) 
cpcp 
Performing the indicated matrix multiplication where the 
elements of G' are given by Equation 31, 
°X ' °''%S ^  °^\3 (37) 
so that the differential equation for I , 
cpcp 
i  = 
cpcp cp cp 
becomes 
34 
i = (GT2X + GT3) )2/W . (38) 
Substitution of Equations 37 and 38 into Equation 36 results 
in the desired nondimensional control perturbations. For 
this case ¥ is a single weighting distribution based on the 
instantaneous control variable sensitivity, determined from 
Equation 101 and given by 
- (39) 
For the two cases presented in Figures 1 and 2 ,  N was chosen 
to be two so that any two perturbations on the 
history may differ by no more than a factor of two. 
T-
was arbitrarily selected to be the maximum value of |G x 1 I cp I 
from the previous iteration. 
The Steepest Descents Method formulated here in terms 
of nondimensional variables is now made compatible with the 
dimensional nozzle flowfield by converting the computed 
changes in the nondimensional control variable history, 
performance function, and constraints, (6a'(x'), dp', d^'), 
back into dimensional form. The dimensional control variable 
perturbation history is obtained by writing 
and 6a(x) is therefore given by 
6a(x) = OnGa'fx'Xn) - (4o) 
If the nominal (present) control distribution is given by 
35 
a*(x), the dimensional control variable distribution des­
cribing the nozzle wall shape for the following step in the 
iteration procedure then becomes 
a(x) = a*(x) + 5a(x) . 
From Equation 9 3 ,  the linearly predicted improvement in 
the nondimensional thrust due to 5a'(x') is 
dR' = \[l dP^ '. 
V cpq) 
In terms of the dimensional thrust, the linearly predicted 
improvement becomes 
dR = d(R'Rn) = (42) 
n n y cpcp 
Likewise, when constraints are present 
O 
The quantity dP appearing in Equations 36 and 42, is 
related to the control variable perturbation magnitudes by 
2 
Equation 92. dP is determined by the logical control 
system discussed in Part B of the Appendix. 
The digital computer program developed to carry out the 
computations in this study has been documented and is on file 
in the Department of Aerospace Engineering at Iowa State 
University. The computational procedure employed in the 
computer program has been discussed in Section III and is 
summarized in Figure 3. 
With the initial data from Table 1, use of the computer 
36 
program results in the convergence plots of Figures 4 and 5. 
The nominal and near-optimal profile shapes are shown in 
Figure 6, As seen in Figures 4 and 5, the quantity I , a 
cpcp 
measure of the performance to be gained, approaches zero as 
the optimum nozzle shape is approached. As I approaches 
pco 
2 
zero, dP is scaled down accordingly by the logical control 
system so that the control variable perturbation .of Equation 
36 stays within specified linearity limits. Due to Equation 
36 as the optimum shape is approached the linearity require­
ments on the control perturbations require that the pertur­
bation stepsizi approaches zero. Therefore, convergence must 
be terminated when a small amount of performance remains to 
be gained. In this study, termination is imposed when the 
linearly predicted performance gain given by Equation 42 
satisfies the inequality 
dR < .002 X R. (44) 
As seen in Figures 4 and 5 convergence initially takes 
place quite rapidly and proceeds smoothly for these cases. 
As the optimum is approached the convergence process slows 
down, approaching the optimum shape asymptotically. The 
logical control system was improved for the constrained 
cases of the following sections to speed up convergence near 
the optimum, significantly reducing the number of iterations 
required. The computation time required for the two cases 
presented was on the order of twenty minutes per case on the 
IBM 360-50. 
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V. MAXIMUM-TI-mUST FIXED-LENGTH NOZZLES 
WITH EXIT SLOPE SPECIFIED 
The optimization of a nozzle which has both the length 
and the exit slope specified is formulated by adding the 
slope constraint equation to the formulation of Section IV. 
The endpoint constraint function is given by 
&(xi) = [8'(x') - 8'lx,=x,, (45) 
_ I 
where 9 is the desired nondimensionalized exit slope of the 
nozzle and 0'(xi) is the value of the nondimensionalized 
nozzle slope at the end of a given Iteration. It is desired 
to find the control variable distribution &'(x') which 
simultaneously maximizes the thrust, satisfies the cutoff 
condition. Equation 33, and reduces the value of 
given by Equation 45j to zero. 
Following the formulation in the Appendix, the constrain 
influence functions are given by 
\ 
The differential Equations 46 are subject to boundary 
conditions at the cutoff point given by 
( 4 )  -
In terms of the z' state variable vector specified in 
Section IV, the above equation becomes 
4l 
which by virtue of Equation 45 simplies to 
-T 
H  
(x^) = [o, 1, 0, 0_ (47) 
Substituting the P' matrix elements presented in Equation 30 
of Section IV into Equation 46 gives 
= -FT13 X, -PT14 X, 
X 
V2 
'V3 V4 
= -PT21 X, -FT23 X, 
*1 ^V3 
-FT24 X 
^4 (48)  
-FT34 
Equations 47 and 48 lead to the conclusion that 
X, (^') = 1 
*2 (49) 
X<, = 0 
so that no integration is required, in this problem, to 
determine the constraint influence functions. As in Section 
IV, we have 
X„(x.) =0 
G(x') = 0, GT2, GT3, 0 
P ^93' ^94^ 
(50) 
55'(Xo) = Ô 
42 
From the above equations and Equation 94 of the Appendix, ii 
follows that 
o 
X' GT2(GT2 X + GT3 X ) 
o 
xi(GT2 X + GT3 X 
I = r ' % ^ 
(51) 
QX % ^ W 
o 
dB = d i||' J 
which for this case becomes 
dB = d8'(x^) . 
For this problem the desired control variable perturbation 
history, presented in general by Equation 93, is given by the 
simplified expression 
6a'(x') = W-1 [[(GT2 GT3 X^hiOT2 x 
/ dP^-dG'^/I ' \ (52) 
' ^— + GT2 dg'/I ' 
y I -I 
V cpcp ij/Cp il; 
Similarly, the predicted change in the performance variable 
is given by 
(53) 
4'-3 
2 
At a given step in the iteration procedure dP and ds' are 
selected by the logical control system as explained in part B 
of the Appendix, The perturbations are chosen to simultan­
eously improve the performance and at the same time tend to 
reduce ^(xl) to zero. 
The computer program previously described in Section IV 
was used to design two maximum-thrust nozzles having speci­
fied exit length and wall slope at the exit. The results of 
these two cases appear in Figures 7 through 9 and again the 
initial flow field data is presented in Table 1. 
Figures 7 and 8 show, as is expected, that imposing an 
exit slope constraint on the nozzle lowers the thrust below 
the optimal unconstrained values obtained in Section IV. 
Figures 7 and 8 also show that convergence for these cases 
was obtained in eight cycles, about half the number required 
for the unconstrained cases presented in Figures 4 and 5-
Since the same initial flow conditions and nominal nozzle 
shape were used for both problems it should be pointed out 
here that the superior convergence characteristics exhibited 
in this section are due to improvements in the logical 
control system, not because constrained problems are 
inherently easier to extremize. 
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VI. MAXIMUM-THRUST FIXED-LENGTH NOZZLES 
WITH WETTED AREA SPECIFIED 
In this section we consider the problem of obtaining the 
nozzle of specified length and wetted area which has the 
maximum thrust for a given set of initial flow conditions. 
Again, as in Section V, the formulation is essentially that 
of the unconstrained case considered in Section IV with the 
addition of a single endpoint constraint. Here, the wetted 
area constraint is given by 
where Â' is the desired nondimensionalized wetted area of 
the nozzle and A'(xl) is the value of the nondimensionalized 
wetted area at the end of a given iteration. It is desired 
to find the control variable distribution q,' (x' ) which 
maximizes the thrust and at the same time satisfies the 
cutoff condition. Equation 33,and reduces the value of the 
endpoint constraint function given by Equation 54 to zero. 
Since wetted area has no meaning or significance in the case 
of a two-dimensional nozzle we will be interested only in 
the axisymmetric case in this section. The wetted area of 
the axisymmetric nozzle in Figure 1 may be written as an 
integral along the nozzle wall. 
•up = [A'(x') - Â'] (54)  
ax . (55)  
o 
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The optimization formulation given in the Appendix requires 
that the endpoint constraint functions be expressed as 
functions of the state variables and the independent variable 
at the cutoff condition. In order to meet this requirement 
for the constraint function given by Equation 54^ where the 
area is given by Equation 55j we must add the nondimensional 
wetted area to the state variable vector previously used to 
describe the problems of Sections IV and V. For this problem 
the state variable vector then becomes 
1 1 
0 ' II 
C
D
 C
D
 
P' p/p„ 
R' R/Rjj 
r 
>
 
1 1 
Corresponding to the new state variable A' is the differential 
equation 
Â' = f^(x') = (x^/A^) 2Try sec 6 , (57) 
which must be added to the previous set of differential 
equations. Equation 27. The above differential equation for 
A' is merely the nondimensionalized integrand of Equation 55 
where x' is the new independent variable. Addition of a 
state variable adds one more row and column to the F matrix. 
The elements of the F matrix are now given by Equation 30 
augmented with the elements 
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PT51 = af^/aA' = 0 
FT 52 = af^/aA' = 0 
PT53 = af^/aA' = 0 
PT54 = af^/aA' = 0 
PT15 = AF^/ay' = (: 
PT25 
- aG' = (: 
PT35 = af^/ap' = 0 
PT45 
— 
= 0 
PT55 = af^/aA' = 0 
(58) 
T The P • matrix for this problem then becomes 
pT = 
0 0 FT13 PT14 FT15 
PT21 0 PT23 FT24 PT25 
0 0 PT33 PT34 0 
0 0 0 0 0 
0 0 0 0 0 
(59) 
Again, the differential equations for the influence functions 
are given by 
(60 )  
subject to the boundary conditions at cutoff. 
X_(^f ) - [T^ly I = CP Z' JX'=x f 
(61) 
Taking the above indicated partial derivatives, where 
cp = R' 
50 
\{i = A' 
n = (x'-xp 
and the state variable vector now is given by Equation $6^ 
one has 
X^(x^) = [O, 0, 0, 1, oj 
X T(x^)  = [o ,  0 ,  0 ,  0 ,  i j  (62)  
-T, 
= [O,  0 ,  0 ,  0 ,  oj  .  
Performing the matrix multiplication indicated by Equation 60 
and applying the boundary conditions of Equation 62 the 
following equations for the influence functions result 
.^2 = Si 3^ = ° (63) 
{ = -PT33 k -PT34 X , X (xL) = 0 
#3 P3 94 93 I 
= 1 
X — 0 . 
05 
Therefore, the i are identical to those of Sections IV and V, 
CP 
Xn = 0 (G4) 
as before, and 
Si = = ° 
Si - "^'5 = 0 
X ,  = 0 (65) 
X.,., - 0 
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The G matrix for this problem has an additional element due 
to the additional state variable. A', and, since the partial 
derivative of Â' with respect to the control variable is 
zero, we have 
G(x') = [o, GT2, GT3, 0, oj . (66) 
For fixed initial conditions, 5z'(x ) = 0, and by virtue of 
the above equations. Equations 94 for the combined Influence 
functions and the I's become 
oJ 
I = ... 
Ijf * -J w 
o 
( GT2)(0T2 , +GT3 x ) 
= / — « (67) 
°x. , + GT3 X )' 
^cpcp = J T — 
o 
dB = dA'(x^) . 
The control variable perturbation history, from Equation 93 
of the Appendix is given by 
aa.(x.) = W-l ^ [OTa M3 ,^^]-[GT2 
dp2-dA'2/l ' _ (G8) 
+ W ^GT2 dA'/I 
I - I ^/I Vg # 
cpcp ij/cp 
and the linearly predicted change in the performance variable 
becomes 
The convergence characteristics and the optimal shape 
relative to this problem are presented in Figures 10 and 11. 
The results presented employ the same initial flow condi­
tions, given in Table 1, as were used in Sections IV and V, 
The nominal nozzle shape, shown in Figure 10, is also the 
same as for previous cases. 
As for the slope-constrained cases of Section IV, a 
thrust reduction results from imposing the wetted area 
constraint. Convergence occurs quite rapidly, as shown in 
Figure 10, indicating the feasibility of this approach to 
optimal nozzle design. However, after a "near-optimal" 
shape which violates the endpoint constraint is achieved, at 
the end of the third iteration step, the convergence slows 
down considerably. The fact that convergence is slow when 
performance must be lost to meet the endpoint constraint is 
purely a function of the control system. Convergence could 
undoubtedly be accelerated from step three onward by making 
slight modifications in the stepsize controls. 
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VII. CONCLUSIONS 
From the convergence characteristics of the different 
nozzle optimization problems treated in this study,- as shown 
in Figures 4 through 11, one concludes that the numerical 
approach to nozzle optimization employed here holds a 
great deal of promise for use in more realistic situations. 
Because the generality of the methods used herein allow 
for the treatment of realistic flow.fields and a wide variety 
of constraints, the possible extensions of this study 
discussed in Section VIII should lead to a technique useful 
for the design of realistic supersonic aerodynamic shapes 
either internal or external to the supersonic flow field. 
The automatic convergence feature of the method, provided by 
the logical control system, makes optimum aerodynamic shaping 
feasible even for preliminary design where short turn­
around time between receipt of design specifications and 
results is essential. 
VIII. RECOMMENDATIONS PGR FURTHER STUDY 
Extensions to this study fall naturally into two classes 
inclusion of a more realistic gas model and flow process into 
the method, and generalization of the optimization technique. 
The Characteristics flow field subroutine Included in 
the program used in this study presently possesses the 
capability to calculate flowfields consisting of real gases 
in equilibrium where frictional effects are excluded. 
Essentially this is accomplished by storing the real gas 
thermodynamic variables in tabular form and having any two 
thermodynamic variables determining the remainder by use 
of a two-dimensional search routine. For cold-gas nozzle 
design the equilibrium gas model could be used to good 
advantage. It would therefore be Instructive to run compari­
son cases using the perfect gas and equilibrium real gas 
models. The Characteristics Method could be modified to 
incorporate chemically reacting gases as is presented in 
(15). This modification should provide a more realistic gas 
model for hot-gas nozzle design. In (l) the authors note 
that frictional effects on the nozzle wall may have consider­
able Influence in optimal nozzle design. Since the approach 
taken in this study is purely numerical in nature, a boundary 
layer model could be added with no great difficulty to 
account for frictional effects in the optimization process. 
In (9) methods are outlined to include intermediate 
57 
constraints on functions of the state and control variables. 
By generalizing the optimization technique used in this 
study to include intermediate constraints, in addition to 
including a boundary layer model, one could conceivably 
determine optimum nozzles subject to constraints on flow 
separation, nozzle wall temperature, nozzle wall strength, 
etc. 
Finally, the method used herein could literally be 
"turned inside out" and employed to design optimum super­
sonic aerodynamic shapes, in which case all the above 
suggested extensions to the method would apply. 
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XI. APPENDIX: OUTLINE OP THE STEEPEST DESCENT 
OPTIMIZATION TECHNIQUE 
A. Derivation of the Steepest Descent Equations 
The Steepest Descent formulation and notation included 
here for convenience is essentially that introduced by 
Bryson and Denham (2). The optimization problem for one 
Independent variable t may be generally stated as follows: 
Determine the control variable history a(t), in the 
interval < t < t^ that maximizes the performance function 
CP =  cp (3c ( t^ ) ,  t ^ )  ( 7 0 )  
while satisfying the endpoint constraints 
t ^  )  = 0  i  =  1 , 2 , 3 ,  « .  p  ( 7 1 )  
where x(t) is the n x 1 vector of state variable histories 
associated with the problem. The vector x(t) is determined 
by a set of first order differential equations 
=r(5{t), a(t), t) (72) 
subject to the given initial conditions x(t^) = x^. 
a(t) is an m X 1 vector of control variable histories which 
may be freely chosen. The final or cutoff value of t, t^, 
is determined by the stopping condition 
n ( x ( t ^ ) ,  t ^ )  =  0  .  ( 7 3 )  
The general philosophy of the Steepest Descent Method 
can be summarized by the following statements. 
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a) Given some nominal control variable history 
calculate the state variable histories x*(t) using the 
differential Equations 72 and the initial conditions 3i:(t^) 
and terminating the calculation when Equation 73 
is satisfied. In general the nominal control variable 
history will not extremlze cp or satisfy the endpoint 
constraints = 0. 
b) Perturb the nominal control variable history by an amount 
5Ô(t) in such a manner that when the new control variable 
history â(t) = %*(t) + 6a(t) is used in the integration 
of Equations 72, rp is improved by an amount ^cp and the 
endpoint constraint errors are decreased by an amount 
Ail/i • 
c) Continue to perturb the control variable history until 
the endpoint constraints are satisfied within specified 
tolerances and cp is extremlzed to within some specified 
tolerance. 
The Steepest Descent Method derives its name from the 
manner in which the perturbation history is chosen. As 
will be seen in the following formulation, 6a(t) will be 
selected so that the linearly predicted improvement in the 
performance variable d^p is maximized for the allowed travel 
in control variable space. If no constraints are present, 
6a,(t) is thus selected so that cp moves in the positive 
direction of its local gradient if cp is to be maximized and 
in the negative local gradient direction if cp is to be 
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minimized. If constraints are present, the motion of cp In 
space is dependent on the manner in which ro Is im­
proved and the constraints are met. Figure 12 depicts a hypo­
thetical cp surface in (x,t)^_^ space. The nominal control 
variable history chosen corresponds to the point A. In the un­
constrained case cp moves along its local gradient through suc­
cessive iterations to the point B where cp is maximized. When 
constraints are present it is apparent that one must choose how 
to maximize cp and at the same time meet the endpoint con­
straints ^^=0. Shown in Figure 12 is the simplest case where a 
single constraint is present. If one chooses to satisfy the 
constraints before attempting to improve the performance, the 
path ADE results, the point E in the case chosen being a 
constraint-induced local extremal. If one attempts to maxi­
mize cp and then satisfy the constraints, the path ABC results, 
requiring an excessive number of iterations. The situation 
depicted in Figure 12 exhibits the need for a logical control 
system for convergence. The function of the logical control 
system is essentially to determine which path one takes from 
the nominal point A to the extremal point C in the Iterative 
convergence process. The control scheme utilized in this 
study, discussed in Part B of this Appendix, adopts a conver­
gence path similar to the path AC in Figure 12 where cp is 
improved and the constraint equations are satisfied concurrently. 
To formulate the Steepest Descent Method first consider 
g(x,t), a general function of the state variables and the 
c 4 
independent variable. Shown in Figure 13 are two g(x,t) 
profiles corresponding to the control variable histories 
n*(t) and a*(t) + 5%(t), where for both histories x(t) is -
determined by Equations 72 and the cutoff condition by 
Equation 73. The change in the final value of g at cutoff, 
dg, is seen to consist of dg., due to changes in x at t„ 
brought about by and gx(t ), plus dgg, due to the change 
dT in the value of the independent variable at cutoff. If 
we let 
6X = x(t) - x*(t) (74) 
then, within the limits of linearity, the two Increments in g 
may be written as 
dg. =(GaS) gx) (75) 
1 aï '-'fi 
dT . (76) 
^1 
To solve for dg^ it is necessary to compute 5X at t = t^ due 
to the control variable perturbation history ôâ(^) a.nd the 
initial condition perturbations, ôx^t ). Prom Equation 72, 
at any fixed value of t we have 
GX 
= f(x, a, t) = f(x*+6x, a*+6a, t) . (77) dt 
Expanding Equation 77 in a Taylor's series to first order 
gives 
I f  =  t )  +  4  6 Î  +  4  6 a  ( 7 8 )  
3^ 3 a 
65 
so that substitution of Equation 74 into Equation 78 for x 
results In the expression 
= P( t )  j i  +  G(t) f,a • (79) 
In Equation 79 F and G are the n x n and n x m matrices of 
partial derivatives given by 
F(t) = 
(111)* 
-
n 
( 8 0 )  
G(t) = 
* _ _ _ 
9o, m 
( Q)* _ _ _ 
aai 
A) 
Ba, 
•m 
( 8 1 )  
To solve Equation 79 for gx the linear differential equations 
adjoint to Equation 79 are introduced In the form 
^ = -'I (82) 
where ( )' indicates the matrix transpose. If Equation 82 
-T is now premultlplied by fix and the resulting equation is 
—T transposed and added to Equation 79 premultlplied by \ one 
has the differential equation 
-gt (1^6%) - X^'osâ (83) 
for the determination of gx. Integration of Equation 8 3  from 
t to t„ gives O 
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(t 6ï)t=t = f ^  ' (84) 
^1 t ° 
o 
Comparison of Equations 84 and 75 indicates that if the 
boundary conditions on Equations 82 are selected at the 
final value of t for the nominal g history, t = t_ , to be 
^1 
) = (-5S)* (85) 
Bx t=t^ 
Equation 84 becomes 
tf 
dg = J ^ x'^Gôâdt + (x^6x)t=t ' (86) 
' to 
If the P and G matrices are evaluated along the nominal g 
— T history and X is determined by integration of Equations 82 
backward from t^ to t , subject to the final boundary 
^1 ° 
given set of initial state variable perturbations 6x(t^) and 
conditions ( 8 5 ) ,  Equation 8 6  serves to determine dg^ for a 
 
a given 60, history. 
m 
It is Interesting to note here that the product (X G) 
In Equation 84 is a Green's function or influence function for 
the control variable. If the second term in Equation 84 is 
-T 
zero, the quantity (\ G)^ at a particular value of t repre-
sents the solution dg^ to a unit impulse perturbation in at 
that value of t. Also, If 6a(t) is Identically zero dg^ 
is due entirely to the perturbations, ôx(t^), in the initial 
state variables so that the x's are state variable Influence 
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functions. 
For the determination of dgg. Equation 76 may be written 
as 
or 
-  ( # + 4  
^ 1 
dSg = (^t + ^)t=t dT = gdT (87) 
Since the functions, cp, Ij,, and n may be written 
dcp = dcp^ i^dT 
d ( 8 8 )  
dn = + ndT . 
To each of Equations 88 there corresponds a set of ' s with the 
boundary conditions 
-T, ?)C(? ?icn 
_axi 
" 
9#1 
BX^ 
1 
a^m 
1 
1 
- -
9^2 ô^n 
t=t. 
( 8 9 )  
t=t. 
m. 
3^2 
AO. 
ôx n t=t, 
Writing Equations 88 out in full gives 
tf 
dcp = J ^  X^Gôctdt + (^dT + (x^^x)t=t (90) 
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X 
==  f  [X j jGad t  +  , i , dT  +  ( [ x  (90 ;  
V_ V V o 
o 
and, since cutoff occurs when Q = 0, 
0 = dQ = p ^ X^Gôadt + ^ dT + (x^^%^t=t " (9l) 
'o 
The expressions (90) and (91) will be a good approximation to 
the actual changes in ç,, and çi provided qo. and ax^t ) are 
chosen small enough to insure approximate linearity. To 
constrain the size of 5^, the constraint equation 
t^ 
dp2 = 6a^(t)W(t)6a(t) dt ( 9 2 )  
^o 
is added so that dP^ may be chosen to limit the size of the 
control variable perturbations; In Equation 92 W(t) is an 
arbitrary m x m weighting matrix chosen by the analyst to 
aid convergence. The particular W(t) matrix chosen for this 
study is discussed later in this section. For the Steepest 
Descent process to be implemented it remains to choose the 
particular 5%(t) history which maximizes dcp subject to the 
constraints imposed by Equations SO, 91, and 92. The result­
ing expression for 5^, is derived in (2) by the following 
steps: 
a) Eliminate dT from the system by solving Equation 9I for 
dT and substituting back into Equations 90.  
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b) Add the constraints on dç imposed by the Equations 90 
and Equation 92 to the ^ Equation 90 by the usual 
Lagrange Multiplier technique, 
c) Setting the variation of dp equal to zero permits the 
determination of the Lagrange Multipliers and results in 
the proper choice of 
The proper choice of fij^(t) is given by 
6a(t) = ± ] I rr iff 
cpcp ,|;cp # i|;cp 
+ ]I, ^dB (93) 
where ( )~^ indicates the inverse matrix and the new variables 
introduced are given by the equations 
dB = d* - (tQ)]Gx(tQ) 
''0 
-T • 
(94) 
1 T _ 1 m 
I,., = J Cx" ]GW G [X , ]dt, a p x p matrix 
^ ^  t- Q 
0 
I = r dt, a p X 1 matrix 
VP J ^*0 
0 
I = r GW'^G^x dt, a scalar. 
o 
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In Equation 93 the plus sign is chosen if is to be maximized 
and the negative sign is used if cp is to be minimized. 
Substitution of the 6%(t) defined by Equation $4 into 
Equation 90 gives 
dco = ±\ (dP^-dB^'l "^dB)(l I , ) 
\| \)\J; cpcp (fcp 0 yep 
+ (t„) 6S(tJ (95) 
n i|rcp 'v-ij)' cp_ o o 
2 
as the linearly predicted change in for the values of dP , 
d.Bj and gxft ) selected. 
Equation 93 serves to determine the control variable 
perturbation history which maximizes dp for selected endpoint 
constraint perturbations, d"^, selected initial perturbations 
in the state variables, gx^t ), and a control variable 
2 
stepsize determined by the selection of d? as defined by 
Equation 92. 
As previously mentioned, the matrix appearing in 
Equation 93 is an arbitrary weighting matrix which may be 
selected to speed up convergence and, at the same time, 
decrease the possibility of false convergence. In the 
Method of Steepest Descents the possibility of converging 
from a nominal control variable history to the extremal 
control history depends to a great extent on the nominal 
control history selected. In the case where cp depends only 
on control variable perturbations, i.e., d'Jj, and ^x^t ) are 
zero. Equation 90 shows that the change in dp due to a Dirac 
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delta function step in the control variable at the time t^ 
is given by 
6(dp) - G) , (96) 
The quantity G can therefore be thought of as the 
instantaneous sensitivity of djp to changes in Now, for 
no endpoint constraints, all the terms containing ^ in 
Equation 93 drop out so that for a single control variable 
5a(t) = i . (97) 
Y pg 
It is apparent from Equations 96 and 97 that at the time t^ 
the size of the calculated perturbation in the control 
variable history is in direct proportion to the effect of 
the control variable on d^ at t^. In other words, for 
constant values of the greatest perturbation is placed 
where it has the most effect on dç. In Figure l4 is shown 
a hypothetical case where in region R the sensitivity of p 
to changes in cc, 
S (t) = (I? G) _ , ( 9 8 )  
is much less than the sensitivity outside R. If the nominal 
control distribution G*(t), is chosen to pass through R it is 
evident from the prior discussion that after several steps in 
the convergence procedure the %(t) distribution would likely 
take on a shape similar to o^(t). In this situation con­
vergence occurs slowly and, if &(t) outside the region R is 
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near the optimal distribution, false convergence may result. 
Similar reasoning holds when endpoint constraints also enter 
into the problem as is discussed in some detail by Hague (9). 
The matrix can be chosen such that situations similar 
to that portrayed in Figure l4 may be avoided. If VJ~^ is 
chosen so that the perturbations ôa ^.t different values of t 
may vary by no more than a specified factor, one is not 
limited to small perturbations in regions of low control 
variable sensitivity and convergence no longer depends on the 
nominal control history. To guarantee that, in a given 
perturbation history, any two values of &%(t) differ by no 
more than a specified factor, N, the following equations for 
specifying may be written, 
Vxf^T (99) 
llm S-lSp = N ^ . (100) 
I cp 1 " max 
By virtue of the above equations g%(t) retains the correct 
sign as predicted by the sensitivity and no two values of 
5cx may differ by more than the factor N. W may be chosen 
arbitrarily; in this study W was selected to be the 
rTia.X 
absolute value of the maximum sensitivity on the previous 
iteration. For the unconstrained case the conditions 
specified by Equations 99 and 100 are satisfied by the 
expression 
W-1 =  (N -  1  +  Wmax/ |S9 | )  '  ( lOl )  
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A similar expression for combined Ç and sensitivities is 
presented in ($). However, the expression for W ^ given in 
Equation 101 was found to be sufficient to give good 
convergence characteristics for the problems investigated 
in this study. This is due to the fact that the main con­
vergence problems encountered for the problems investigated 
herein were due to regions where the nozzle thrust was 
extremely insensitive to changes in the nozzle shape. 
The weighting matrix given by Equation 101 with N set equal 
to two was found to be sufficient to keep the control vari­
able moving in these regions of insensitivity. 
B. A Steepest Descent Logical Control System 
Equation 93 defines the proper control perturbation 
history at any iteration step in the Steepest Descent 
optimization procedure. That is, for a given nozzle wall 
- I T -  _  -
shape which defines the quantities W , G , \  ^  [ À  i 
and I , Equation 93 gives the linearly predicted control 
perturbation history which will maximize the improvement in 
2 the performance variable p for specified values of aP 
and QB. In this study, where all initial conditions are 
fixed, 6X^t ) is zero and from Equation 94, dB reduces to d^, 
for a single endpoint constraint. At any step in the 
iteration, then, one is faced with the problem of choosing 
2 dp ; which by Equation 92 determines the control variable 
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perturbation size, and d,jf which will tend to satisfy the 
endpoint constraint condition = 0, 
2 The method of selecting dP and d^ must necessarily 
involve two considerations. First, it is desirable to take 
large steps in the iteration procedure to minimize the 
computer time required for convergence and second, the 
stepsize must be small enough so that the linear predictions 
based on the influence functions can be used as a guide in 
the convergence process. 
In this study the convergence process begins with a 
nominal control variable history, which p* and 
at cutoff are determined by integration of the nozzle flow 
field equations. The F and G partial derivative matrices 
are calculated during the flowfield integration so that the 
x's and I's corresponding to a*(x) may be determined by 
integration of the adjoint Equation 82 and the I Equation $4. 
2 If values of dP and d,i; are selected and substituted into 
Equation S3, a linearly predicted control variable perturba­
tion distribution results. The new control variable distri­
bution now becomes 
a(x) = a*(x) + aa(x) (102) 
and integration of the flow field using %(x) will cause the 
changes and in the performance function and the endpoint 
constraint variable. If the problem is completely linear, 
the endpoint changes in cp and ^ will be given by the linearly 
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predicted changes 
A li ~ ^  
(10: 
+  1 1  " ^ d a  \iicp ^ii 
2 in general, however, for finite values of d.; and dP the 
linearly predicted changes in p and ,i, due to ôa(^) 
differ from ^cp and . Hence, it becomes necessary to 
2 develop logic which will select d? and d.j, so that a reason­
able stepsize can be taken and at the same time insure that 
the linearly predicted changes in and approximate the 
actual changes determined by integrating the nonlinear flow 
field equations. 
The author was associated with the development of the 
nonlinear control technique presented by Hague (9) and it is 
this technique that is employed for stepsize selection in 
this study. The nonlinear control technique is based on usin 
trial steps to define the constants for an assumed nonlinear 
2 
variation equation to determine the values of d? and d-^ 
which will cause the linearly predicted changes in p and 
to approximate the actual nonlinear changes within selected 
tolerances. 
The analysis begins by assuming that the true nonlinear 
variations in p and ,!,• are parabolic in nature and are a 
function of a single positive perturbation magnitude 
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parameterJ m. As will be seen in the analysis, higher order 
approximation functions could be assumed at the expense of 
more trial computations. With the above assumption, we may 
write dP and d^ as functions of m alone in the form 
dP(m) = mdP* 
(104) 
d^. (m) = md&* 
In Equation in4 dP* is chosen arbitrarily for the first 
iteration and may be taken as the value of d? from the 
previous step in succeeding iterations. The quantity d,'.* for 
a given iteration is initially chosen as some percentage of 
the endpoint error remaining where the percentage is increased 
as convergence to the optimum proceeds. We then have 
-d^* = k(n) 
where is the value of the endpoint constraint function 
at the end of the last valid iteration step, ^ is the desired 
value when convergence is completed, and k(n) is a positive 
multiplying factor which varies from some fractional number 
to unity as a function of the convergence step number, n. 
As discussed by Hague (9) this technique of satisfying the 
constraint function gradually lessens the possibility of 
converging to a local extremal introduced by the constraint 
function; for example convergence to the point E in Figure 
12. Substitution of Equations 104 into Equation 103 yields 
the relationship 
dcp(m) = m dp* (105 ) 
for the linearly predicted change in cp where dp* is the value 
of dp corresponding to d*'^' and dP*. Assuming and are 
parabolic functions of m yields the equations 
A ç ( m )  =  A ^ m ^  - r  B ^ m  +  
2 (106) 
= AgHi + BgOi -r Cg 
Continuing the analysis for c,o alone, since the resulting 
equations for y will have the same form, we now determine 
the constants in Equation lOo, Suppose a trial flowfield 
is calculated with the control variable distribution given 
by 
= a*(x) + 6a*(x) . 
Here calculated using the values dP* and d&*. The 
actual increase in performance realized in the trial step, 
then corresponds to a value of m equal to one, and from 
Equations 105 and 106 the linear and nonlinear behavior may 
be plotted as shown in Figure 15. In Figure 15 two possible 
cases result, depending on whether the value of is less 
than or greater than d^*. The lower case where the amount 
of performance gained is always less than th._ linearly pre­
dicted value is obviously the more critical of the two 
from the standpoint of performance gained and will therefore 
be used for reference in the development of the control 
system. The analysis, however, holds for either situation. 
To determine the constants A^, B^, and in the first 
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of Equations 106 we have the three boundary conditions 
m = 0 Ap(m) = 0 
^ ~ 1 Acp(^) — Acp* 
m = 0 
am 
= d%* 
which result in the constants 
= Ap* - dg* 
= dp* 
= 0 . 
The assumed parabolic change in cp is then given as 
Apfm) = (ap* - dp*)m^ + dg*m . (107) 
If we now define a new nondimensional variable, called the 
nonlinearity of cpj by tne expression 
' , (108) %L 
Ac.") ~ dn 
d cp 
then the selection of an allowable value of the nonlinearity 
determines the value of m to be used in the stepsize Equations 
104. If we denote by the nonlinearity of the trial step, 
(109) 
and let CPN] 
Aro"''" ~ dm* j 
be the desired value of nonlinearity for the next 
iteration step, 
% ' 
Ac;(m) - dn(m) ; 
acp(ni) I (110) 
then substitution of Equations 105, 107, and 109 into 
Equation 110 yields 
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m = g (111) 
% 
for the value of m which, under the parabolic assumption, will 
cause the next iteration step to have the nonlinearity . 
o 
The stepsize parameters d,;, and dP for the next iteration step 
are then determined from Equations 104. 
To select the value of , the desired nonlinearity, 
o 
it is noted that the maximum value of for the assumed 
parabolic form of Equation 107 occurs at a nonlinearity of 
0.5. Depending on the local convergence behavior, it may be 
desirable to use a somewhat more conservative value of 
O 
and with this in mind a value of .4 was used in this study. 
A possible actual variation of /^p(m) is also shown in 
Figure 15 which points out the danger of using the nonlinearity 
concept to increase or decrease the stepsize too far based 
on a single trial calculation and the subsequent value of m 
as given by Equation 111. For example in Figure 15 if the 
trial stepsize was small enough so that was one fourth 
the size of the desired nonlinearity. Equation 111 would 
yield a value of m of four causing a loss rather than a gain 
in performance on the next step. Therefore, the value of m 
as determined from Equation 111 is bounded by the Inequality 
0.5 < m < 2.0 (112) 
to limit the stepsize change based on a single trial calcu­
lation. If m as determined from the trial calculation 
exceeds 2.0, then m is set equal to 2.0, dP and d.^ are 
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doubled, and a new trial step for the determination of m is 
calculated. This process continues until the inequality of 
Equation 112 is satisfied, at which time a valid forward 
iteration step is taken, A similar process in which dP and 
d^. for the trial step are halved until m satisfies Equation 
112 occurs when m is less than .5 on the trial step. 
Corresponding to the set of Equations 107 through 111, 
derived for the performance variable, is a similar set of 
equations for each constraint function ^•, Corresponding to 
the value of m, m , determined after a trial step by Equation 
cp 
111, are the stepsize parameters m.i.. given by the equation 
.1 
VNL 
(113) 
The m'^:^ given by Equation 113 are also subject to the 
inequality of Equation 112. Once the set of stepsize para­
meters have been determined, a decision must be made as to 
which value of m should be used for convergence control. 
One possibility is to control with the value of m corresponding 
to the worst-behaved function, i.e., the function whose non-
linearity is greatest. If this philosophy is adopted the 
resulting convergence process would be extremely well-
behaved, but, certain difficulties immediately appear. For 
example, consider the case where one of the performance and 
constraint functions is extremely sensitive to changes in the 
control variable and/or endpoint constraint variations while 
the remaining functions are well behaved. In this case 
31 
control with the most nonlinear function will result in small 
steps and convergence will proceed slowly. In extreme cases 
failure to converge may result in the sense that d? and dy 
will be so significantly reduced due to the nonlinearity of 
the control function that changes in the constraints and the 
performance function become lost in computer noise. This 
results in negligible or random variation in the constraint 
and performance functions from iteration to iteration. The 
conclusion is reached, therefore, that control should be 
based on the most linear function using secondary tests to 
limit the stepsize in situations where any or all of the 
remaining functions are badly behaved. 
Additional logic is incorporated into the control system 
to alter dP and d,!- in the case where the radical in Equation 
93 becomes imaginary. This situation arises when the d(,-
selected is larger than the control variable perturbation 
size, determined by dP, can provide. In this situation the 
numerator in the radical becomes negative indicating a 
necessary reduction in the amount of endpoint error one is 
attempting to eliminate. In the program d.i, is halved until 
the numerator of the radical in Equation 93 becomes positive 
and then another trial step is taken. 
Tne above described control system is summarized in 
Figure l6 in block diagram form. As seen in Figures 4, 5, 
7, 8, and 10, convergence occurs quite rapidly and the need 
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for a more elaborate system which may be required for other 
types of optimization problems does not seem necessary for 
nozzle optimization. 
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Figure 12. Typical convergence paths. 
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Figure 13. Endpoint changes for neighboring paths 
Figure l4. Effect of an insensitive control region on convergence. 
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Figure 15. Actual and predicted changes in performance. 
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