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INTRODUCCION 
Nuestro estudio está dirigido primordialmente a deter-
minar, como bien lo expresa su título, las condiciones de 
existencia de soluciones del modelo de John von Neumann. 
La evolución de los sistemas de los que nos ocupare-
mos, tiene lugar a lo largo de ciertas trayectorias (series 
de puntos en el espacio de las fases) admisibles desde el 
punto de vista tecnológico. Las restricciones tecnológicas 
dan a estos sistemas una estructura convexa, razón por la 
cual el aparato matemático que utilizaremos será el análisis 
convexo en un espacio de dimensión finita. 
El trabajo comprende dos capítulos: en el primero, 
con la definición del concepto de tecnología y de la función 
de valor, se logra el estudio de las condiciones de existen-
cia de soluciones para el dual de un problema cualquiera de 
optimización cóncava con una entrada dada y con óptimo, en 
el que se desee la maximización de utilidades. Estas mismas 
condiciones son Interpretadas en el problema de existencia 
de soluciones duales de un problema de programación cóncava 
con término libre fijado que tiene solución óptima y particu-
larizando aún más, adaptamos el estudio de estas condiciones 
al caso de la programación lineal. 
Finalmente ofrecemos una interesante interpretación 
económica del problema de programación cóncava que obliga 
al matemático a apreciar más estas nociones, dada la importan-
cia de su aplicación. Esta interpretación abarca todos los 
aspectos del problema. 
En el segundo capítulo, luego de describir el modelo 
de von Neumann, se demuestra que bajo ciertas condiciones, 
existe solución. Posteriormente, definiendo una Tecnologia 
von Neumann, se demuestra la existencia de soluciones de equi-
librio bajo nuevas condiciones. Utilizando las nociones de 
matriz no- fraccionable y de valores y vectores propios de 
una matriz, demostramos la existencia de soluciones en el 
modelo de Leontief, como caso particular del modelo de von 
Neumann. Finalizamos el capítulo analizando el concepto de 
crecimiento eficiente de los niveles de intensidad de los 
procesos en el modelo de von Neumann, concibiendo el sistema 
económico en toda su planificación. 
En el seminario de Tópicos (principios de 1984, tercer 
semestre del programa de Maestría) tratamos diferentes disci-
plinas de Matemática Aplicada, lo cual enriqueció nuestra 
cultura matemática permitiéndonos escoger el tema que más 
se acoplara a nuestra propia tendencia. Esta ardua y fruc-
tífera labor nos permitió comenzar el seminario de tesis 
(mediados de 1984, último semestre del programa), trabajando 
en nuestros temas particulares. Este seminario resultó una 
actividad de equipo en la que se conjugaron todas las opinio-
nes de nuestro grupo en torno a los trabajos, cuyos avances 
se exponían semanalmente. Finalizado el semestre, cada uno 
de los participantes tenía bien establecido, al menos, un 
bosquejo general de su trabajo. Entramos entonces en la fase 
de profundizar aspectos matemáticos específicos con ayuda 
de bibliografía especializada. En los últimos seis meses 
nos ocupamos de pulir o refinar el contenido con un horario 
estricto de discusiones y consultas con el Director de Tesis. 
Si bien es cierto que esta tesis no representa el fi-
nal de nuestra investigación, también es cierto que con ella 
concluimos la fase más importante del inicio de nuestra futu-
ra actividad en el campo de la Matemática Aplicada. 
Por último, deseamos precisar que siendo nuestro tra-
bajo una tesis de Matemática, es dirigida al Interesado en 
profundizar las aplicaciones de ésta en Economia y que para 
una documentación en lo que respecta a la importancia eco-
nómica y los limites de los modelos de tipo von Neumann exis-
ten otros trabajos, como por ejemplo H, [n] y[2]. 
- 
NOTACIONES 
Para los elementos x e y de R: 
xy 	si z1 .y1, i=1,2, .... m 
x>y si xyy Xy; 
x » y si x1>y, i=1,2, ... ,m 
x es no negativo si xO ; 
x es semipositivo si x)O 
x es positivo si xO ; 
Además, R 
= 
{X/XC R • x 
o } 
CAPITULO I 
CONDICIONES PARA LA EXISTENCIA DE SOLUCIONES DUALES 
EN LA PROGRAMACION CONCAVA E INTERPRETACION ECONOMICAS 
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Introducción 
En, el estudio de los sistemas económicos, cuya abs-
tracción se enmarca, generalmente, en la programación cón-
cava, la teoría de dualidad juega un papel fundamental. 
Esta teoría orientada hacia la aplicación se debe 
a D.Gale y A.M. Gooffrion, y su principal objetivo es la 
obtención de condiciones bien generales para que, en una 
clase particular de problemas, el teorema de Kuhn-Tucker 
funcione. 
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1.1.- Maxirnizacón de utilidades asignadas a un sistema  
económico con respecto a una entrada dada. 
En un sistema económico, para producir n tipos de 
bonos (de salida) se utilizan rn tipos de bonos (de entrada). 
El concepto de bono tiene una vasta esfera de comprensión, 
incluyendo fondos de producción, fuerza laboral, recursos 
naturales, servicios, etc. Consideraremos a cada vector 
rn dimensional como una colección de bonos de entrada y a 
cada vector n dimensional como una colección de bonos de 
salida. 	La componente i-ésima de cada vector designará 
la cantidad de bonos de tipo i existente en esta colección. 
Definición 1.1.1. 	Llamaremos tecnología del sistema, y 
la denotaremos T, TcR 	n m xIR , al conjunto de las transforma- 
ciones posibles de bonos de entrada en bonos de salida. 
Supondremos que T es convexo y a cada elemento de T lo lla-
maremos proceso de producción  o proceso. 
Definiremos en T una función cóncava denotada u, 
tal que para (x,y)€T, u(x,y) designe la utilidad obteni-
da por la realización del proceso (x,y). 
La mayor utilidad que se puede obtener, dada una 
entrada i, está determinada por el proceso que sea solu- 
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ción óptima del problema 
Max u(x,y) 
sujeto a (x,y)T 
x = z 
que llamaremos primal. 
Estudiaremos este problema desde el punto de vista 
de sus condiciones de optimalidad; su dual Lagrangeano es 
el siguiente problema: 
Min 	 Sup ( ti(x,y) Mx-z»] 
- 
(x , y )cT 
D 
sujeto a 
Observación 1.1.1. Los problemas P y D siempre tienen va-
lores optimales. Convendremos en que un supremo tomado de 
un conjunto vacío es - 	, y así P admitirá el valor -o 
como opcimal. 
1% 
Teorema 1.1.1. Si (x, y) es solución admisible del proble- 
ma P y si 	es solución admisible del dual D, entonces 
la función objetivo del dual evaluada en 	es por lo menos 
igual a la función objetivo del primal evaluada en (x, y). 
-4 
Demostración: Como x 	z, entonces 	(-) = O, de donde 
Sup [u(x,y) - 7(x_)] 	u(,9) - k.( 	- 
(x, y ) € 
,... 
luego ¼( \) 	u(x,y). 
* * * 
Definición 1.1.2. Diremos que la terna (x ,y , ? ) elemen- 
to de IR m 	n x IR x IR m  satisface las condiciones de optimalidad 
para P 5i: 
* * 
a) (x , y ) es solución admisible de P. 
b) (x*,y*)  maximiza a [u(x,y)_ 	(x_)] sobre T. 
El siguiente teorema es consecuencia directa del anterior: 
Teorema 1.1.2. Las siguientes afirmaciones son equivalentes: 
* * * 
La terna (x , y , k ) satisface las condiciones de 
optimalidad para P. 
* * 	 * 
u) 	(x , y ) es solución óptima de P, 	es solución 
óptima de D y los valores optimales de ambos proble-
mas son iguales. 
Observación 1.1.2. Es fácilmente verificable que la defi- 
nición 1.1.2 es equivalente a la de punto de silla de la 
- 5 - 
función L de Lagrangc: 
L(x,Y, A) 
Se tiene que si la terna (x , y , 2L) satisface las 
* * 
condiciones de optimalidad, entonces (x ,y ) es 	solución 
óptima de P. En general, el recíproco de esta afirmación 
* * 
no es cierto (es decir, si (x ,y ) es solución óptima de P, 
* * 
no siempre existe ?1/4 eRm tal que la terna (x ,y , 	veri- 
fique las condiciones de optimalidad). Seguidamente estudia-
remos condiciones bajo las cuales sí se cumple esua afir-
mación. 
Definición 1.1.3. 	Supongamos que el problema P admite la 
* * 
solución óptima (x ,Y )- 	Diremos que P es Kuhn-Tucker  
funcional si existe A en Rm, que llamaremos multipli-
cador optima]. (o precio de Kuhn-Tucker), tal que la terna 
* * 
(x ,y , 	) satisfaga las condiciones de optimalidad. 
Definición 1.1.4. Consideremos el conjunto convexo 
Z 
Llamaremos función de valor del problema P a la función v 
definida en Rm con valores en la recta extendida, tal que 
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Sup {u( x , y ) x-z , (x, y ) T 	Si ze Z v(z) = 
• si z 	Z 
Observación 1.1.3. El problema P tiene solución admisible 
si y solo si zEZ. En cualquier caso 	Z ó 	Z), el va- 
lor óptimo de P es v( -2- ). 
Veremos que la existencia de los multiplicadores 
optimales de P está determinada esencialmente por propieda-
des de la función v. 
Proposición 1.1.1. La función v es cóncava sobre Z. 
Demostración: Para demostrar la concavidad de v mostrare- 
mos que el conjunto 
H(v) = {(z,w)/z e Z, wtR, w:17; v(z)} , conocido como 
hipógrafo de v, es convexo. 
Sean (z11w1), (z2 ,w2 ) elementos de H(v) Y Q( ]1  0(2 elementos 
de IR+ con 0(1+ 0(2 = 1 
v( c<1z1+ o(2 z2 ) = Sup 	{ u [o(1(xl'y1)-f• o(2 (x2'y21 / (xl'y1)E,T 








(x1 Y1) T { 	
1u(x11y1) 	2u(x2 'y2 )Ixi=zi x2  =z2  Sup 	 ) 
(x2'y2 )  €. T 
= 	
Sup 
{u('x1'y1)ix1=z1 (x11y1) E: T 
+ 
+ 0Ç 2 Sup ¡u(x212)x2=z2} 
TL 
= o1v(z1) °<2''2 
	 + 
luego (QÇ1z1 + o(2z2, (1w1  -4-O( 2w2)€.H(v) 
Teniendo en cuenta que el subgradiente de y en el 
punto x € IR es un vector fila . de IRm  tal que 
v(X)-v() 	(x-), VxCIR, nos referimos a un primer resul- 
tado que garantiza la existencia de multiplicadores optima- 
les: 
Teorema 1.1.3, Si P tiene solución óptima, se cumple que: 
* 
X es multiplicador opLimal de P si y solo si 	es sub- 
gradiente de y en z. 
Demostración: Sea (x*,y*) solución óptima de P y 	mult- 
* * * 
plicador optimal de P, es decir, (x 'y , 	) que satisface 
las condiciones de optimalidad para P, luego, 
u(x ,y ) 	u(x,y)- 	X(x-z) para 	todo (x,y)c T. 
Si z E. Z, entonces para todo (x,y) E. T con x=z se tiene que 
u(x ,y ) .u(x,y)- X(z-z) 
Tomando el supremo con respecto a (x,y)E T con x=z, tenien-
do en cuenta la definición de y y el hecho de que 
v(z) = u(x ,y ), obtenemos que v(z)v(z)- 2(z-z), desi-
gualdad que se mantiene si z oL Z, pues en este caso v(z)=-oo. 
Luego v()v(z)- )(z-), Vz€Z. 
	
* * 	 * 
Recíprocamente, sea (x ,y ) solución óptima de P y \. un 
* * 
subgradiente de y en Z. Siendo (x ,y ) solución óptima, es 
solución admisible de P. 
Sea (x,y).T. Tenemos que v(x)-v( 	X(x-Z). 
* * 
Como u(x,y) 	v() y v(z) = u(x ,y ), se tiene que 
u(x,y)- u (x ,y ) 	;>,( X-  z) 
O sea, 	u(x ,y ) 	.u(x,y)-  
Por lo tanto (x ,y ) maximiza a la función u(x,y)-  
en T. 
Definición 1.1.5. Diremos que el problema P es estable si 
el valor v() es finito y si y admite subgradiente en z. 
Una variante del teorema 1.1.3, cuya verificación 
es inmediata, es la siguiente: 
Teorema 1.1.4. Consideremos que P admite solución optimal. 
P es Kuhn-Tucker funcional si y solo si es estable. 
Surge así la importancia de investigar las condicio-
nes que aseguren la existencia de un subgradiente de la fun-
ción y en el punto z. El resultado más general en esta di-
rección es el siguiente: 
Proposición 1.1.2: Si v() es finito, entonces P es esta-
ble si y solo si existe MO tal que 
v(z) - 	M, para todo 2€ Z, 
Iz - 
Demostración: La condición necesaria es inmediata tomando 
M como la norma del subgradiente de y en z. Suponiendo que 
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existe un MO que satisface 1. 1, definimos los conjuntos 
convexos. 
A = { (z,t)Jz€ Z, te IR, v(z) - v()t} 
B = { (z,t)IZCIR, t€ IR, Mz -(i)Q<t} 
El conjunto A es no vacío pues v(z)>—o,  Vzz; B es 
abierto y por 1.1 los conjuntos A y B son disjuntos. 
Luego, existe (),,r)EIR x IR tal que la forma lineal 
(,r).(x,y) separa a los conjuntos A y B, es decir, 
Xz + rt)o(, si (z,t)€.,A 	 (1.2) 
+ rt<O(, si (z,t)CB  
Como (,0)E-A, de 1.2 se obtiene?i 	O(. 
Por otra parte, V 6 > o, (, 	así de 1.3 se tiene 
que k + rE<C<, de donde, cuando E se aproxima a cero 
resulta que 	?°(; luego ) =0<, por lo que 1.2 y  1.3 
se transforman en 
+ rtO, si (z,t) E. A 
+ rt< O, si (z,t) E B 
* - 
Puesto que (,1)€B se tiene que r< 0. Denotando 	
r 
se obtiene que 	)(z-)t, si (z,t)A. 
Si zE. Z, entonces (z,v(z)-v(i)) A, 
luego 	(z -z) 	v(z)- v(i) Vz€Z, 
desigualdad que se satisface también si z 	Z. 
* 
Luego ), es subgradiente de y en z , con lo cual queda de-
mostrada la condición suficente. 
Proposición 1.1.3. 	Si v() es finito y si i es un punto 
interior de z, entonces P es estable; si además Xes sub-
gradiente de y en z, se cumple que 
- + 
1 'v(z)  
' .zi  
/ v(i)\ 
t . z 
1/ 
Demostración: Como una función cóncava admite subgradien-
te en todo punto interior que tenga imagen mayor que - 
[53 	pag 185) y z ={x/v(x) > - ø} , P es estable, con 
lo cual concluimos la demostración de la primera parte. 
Para la segunda parte, demostraremos primero la exis-
tencia de las derivadas parciales laterales de la función 
y en el punto ¡ del interior de Z: 
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Sea e el i-ésirno vector unitario de iR, como ¡ es un pun-
to interior deZ, exisce € >0 tal que (+Ee) £ Z 
). 	Asumiendo que O < E' < E "< E , se tiene 
que 
El
v( + ' e ) 	y 	- — 
-' -
-) z + -r E" e)] 
(1 	rr) v() + -e-- v( 	+ " e 
E" 
por la concavidad de y. 
La expresión anterior equivale a que: 
II 
v( 	+ E e ) - v() 1 v(i + ' e) - v() 
e 6" 
lo cual significa que el cociente + Ee1) - v() 
 
F- 
0 <6 < E 	es no creciente en 	. Por otro lado, corno 
P es estable, existe M0 tal que 
v( + 	Le ) - v() 	v( + Le ) - v(i) 
1 - 	 1 
- — 
- 
Z+ Ee1 -zll 




= hm v( + ¿e )-v(Z) 
E 
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La existencia de se prueba en forma análoga. 
Finalmente mostraremos que /\
i 
 está acotado por estas 
derivadas parciales. 
Siendo X subgradiente de y en ~z se cumple que 
v( + Ee1) - 	k(z + Ee - 1) = 	1,'y' 	>o 
de donde; 
v( 	+ Ee ) - v(z) 
i  
E y en consecuencia 
1 
La otra desigualdad se deduce similarmente. 
1.2.- Dualidad en Programación Cóncava. 
Nos interesa en este parágrafo la interpretación de 
las condiciones de existencia de una solución del dual de 
un problema de programación cóncava (a partir de una solu-
ción dada del problema prrna1)con términos libres conocidos, 
en el marco de una tecnología, vista como el conjunto de 
- 14 - 
todas las transformaciones posibles de un conjunto de bonos 
de entrada dado, en un conjunto de bonos de salida. 
Sea Y un conjunto convexo de IR , f una función cón- 
cava definida en Y, las funciones convexas g, iI defini- 




sujeto a g(y) z 	, i=1,2, 
y€Y 






y definiendo la tecnologia del sistema como el conjunto 
T ={(xy) 1 G(y) < x, 
el problema PC se puede escribir en la forma del problema P 
del parágrafo anterior y por consiguiente su dual será de la 
forma del problema D del mismo parágrafo, es decir: 
- 15 - 
Max f(y) 
sujeto a (x,y)ET 




sujeto a XE IR 
m 
Lema 1.2.1. La. función ? definida en el problema D' admi-
te la representación: 




Sup [f (y) - si 
m 
 
Demostración: Si )L no es elemento de IR+,  entonces existe 
una componente ) 	de ).,, que es negativa. Por la defini- 
ción de T, resulta que si ( , ) pertenece a T, entonces 
+ O<e, ) también pertenece a T, para todo número 
mayor que cero. 
Tenemos que 
Sup [f(y)_ kx-] 
(x, y ) €T 
+ 	O(e 1 -z). 
- 16 - 
El miembro derecho de la desigualdad crece infinitamente 
cuando o'. tiende al infinito, hecho que representaremos dicien-
do que t4( ) es igual a + oø. 












lo cual queríamos demostrar. 
El problema D' puede formularse entonces en la forma 
siguiente: 




De la defmncmán 1.1.2 y del lema 1.2.1, si la ter- 
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* * * 
na (x ,y , ?.) satisface las condiciones de optimalidad pa-
ra el problema primal P', se deduce que 
* 
f(y ) = .9( ? 	= Sup 
yEY 
* 	* 
de donde 	X (G(y ) - z) = O 
[f(y)... 	G(y)-)] 
Esto nos conduce a una redefinición de las condicio-
nes de optimalidad (definición 1.1.2) en el contexto de la 
programación cóncava. 
Definición 1.2.1. Diremos que el par (y 	) de IR x IR m 
satisface las condiciones de optimalidad para e]. problema 
PC Si: 
* 	 * 
a) y maximiza a f(y)- ?(G(y)-z) en Y. 
b) (G(y*).) = O 
d) 	G(y
* 
 ) 	z 
Estas afirmaciones conducen en forma directa, al si-
guiente lema: 
- 18 - 
Lema 1.2.2. El par (y, 7') satisface las condiciones de 
optnalidad para el problema PC (en el sentido de la def. 
- * * 
1.2.1) si y solo si la terna (z, y , 	) satisface las con- 
diciones de optinaldad para el problema P (en el sentido de 
la def. 1.1.2). 
* 
Si suponemos que y es solución óptima del problema 
PC, la definición 1.1.3 toma la forma siguiente: 
Definición 1.2.2. 	Diremos que PC es Kuhn-Tucker funcional 
Y. 
si existe un vector X de ER m'  llamado multiplicador optmal, 
* * 
tal que el par (y , 7,) satisfaga las condiciones optimali-
dad. 
Para el problema PC, el conjunto Z y la función de 
valor toman, respectivamente, la forma. 
Z ={zI€ Y, G(Y)z} 
Sup {f(Y)IG(Y)z. Y€Y} , si z€Z 
S-1 z 	Z 
En el caso de que v(z) sea finito, La 
estabilidad del problema PC se podrá asegurar mediante 
- 19 - 
una condición que implicará que Z- es elemento del interior 
de Z. 
Definición 1.2.3. Diremos que PC satisface la condición de 
Slater ([3] pag 166) si existe Çen Y tal que gi(Y')< -z-i, 
para todo le I. 
Proposición 1.2.1. Si v(Z-) es finito y si PC satisface la 
condición de Slater, entonces PC es estable. 
Demostración: Basta mostrar que si la condición de Slater 
se satisface entonces i pertenece al interior de Z. 
Sea E= min { —z -g (5)} ,€>0 y z un elemento de R
m que per-G 
tenece a la esfera centrada en 	de radio 6/ 2 . Resulta que 
g 	z , para todo i€I, luego z e z, de donde 	es un 
punto interior de Z. 
La condición de Slater nos permite entonces, asegurar 
la estabilidad (proposición 1.1.3) y consecuentemente la 
Kuhn-Tucker funcionabilidad del problema PC. 
1.2.1.- Dualidad en Programación Lineal 
Veremos algunos aspectos del modo en que la dualidad 
f, sujeto a  
Mm n k9( 'A) = Sup [c'y - WAy-Ij 
371,0 
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en un problema de Programación Lineal se encuadra en la teo-
ría desarrollada. 
Consideremos el problema de Programación Lineal 
Ilax cly 
sujeto a A y‘ --z- 
+ 
y e Y = IRn 
donde ce.111
n 
y A es una matriz mxn y su dual: 
PL 
1 
Como k9( A) = ,Sup 	cl- XA)y +2kzi , tenemos que 
y 0 
( ) ) = 
f




c ' - XA< 0 
c'- XA >O 
Luego el problema dual se puede escribir en la forma 
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Mmn 
sujetc a 7A c' 
70 
Por el Teorema de Dualidad de la Programación Lineal 
(Si alguno de los problemas duales tiene solución óptima fi-
nita, también la tiene el otro y los valores optimales son 
iguales. Si alguno tiene solución infinita, el otro no tiene 
solución admisible) y aplicando los teoremas 1.1.2 y 1.1.4, 
si el problema PL tiene solución óptima, entonces es estable; 
es decir, su función de valor admite subgradiente en el punto 
1.3.- 	Interpretación económica 
Refiriéndonos al problema PC, para un conjunto de 
recursos z, se puede realizar una colección de bonos y, si 
y solo si G(y) 	con y e Y. G(y) representa la necesidad 
de recursos para producir y, mientras que Y representa la 
totalidad de los planes de producción tecnológicamente rea-
lizables. Considerando que f mide el valor de la producción, 
el problema PC pide determinar el plan de producción de valor 
máximo. 
Si y es solución óptima del problema PC, siendo 
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del multiplicador optimal como el precio del i-ésimo 
recurso z. Con este sistema de precios, el beneficio por 
* , 
la realización del plan y es f(y) - )%G(y). Así, 	las 
condiciones a) y b) de la definición 1.2.1 expresan, respec-
tivamente, que el plan y maximiza el beneficio y que el 
costo de los recursos disponibles es igual al costo de los 
recursos utilizados. 
* 
Las componentes de IX generalmente no coinciden 
con el precio real de los recursos, se les diferencia de 
estos con el nombre de "precios sombra" o "precios de Kuhn-
Tucker. No obstante, son grandes indicadores para que los 
planificadores puedan verificar la optirnalidad de un prr;gr-
ma de producción. 
La función de valor y de PC suministra los valores 
máximos de producción con respecto a los recursos. Una fun-
ción con tal característica se llama función de producción, 
* 
la cual es creciente y cóncava. El subgradiente IX de y 
en z nos informa de la sensibilidad del valor máximo v() 
con respecto a las modificaciones de z. De la relación 
v(z)- v(). 	(z-), V zc 
m, se obtiene que 
v()- v(-h) ) 	h 	v( + h)- v(), Vh, h 
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Estas desigualdades señalan que si la disponibilidad de re-
cursos crece de -h a z, la función crece en por lo menos 
* 
X h ; si después crece de z a z + h, el efecto puede ser 
* 
a lo mas de 	?h. Este fenómeno es un ejemplo de una pro- 
piedad de las funciones de producción llamada "ley de decre-
cimiento del efecto". En fin, si la función y es diferencia-
ble en z, entonces 
es decir, 
	
* mide la eficiencia diferencial (marginal) 
del recurso a. en el conjunto de recursos 
Diremos que para un cierto vector de recursos i el 
sistema económico se encuentra en equilibrio si realiza un 
conjunto de bonos que sea solución óptima del problema PC. 
Si z y z son vectores de recursos que definen pro-
* 	** 
blemas estables y 51 	, ). 	son los precios sombra co- 
rresponda.entes, entonces: 
v()- v() , 	).(z - 	) 	y 
** - 
v(i) - v() 	(z - z 
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de donde 
* k 	* 
relación que simbolizaremos en la forma siguiente: 
)k • 
* 
0 	 (1.4) 
Si uno de los recursos se modifica, por ejemplo 'Z 	Y 
Lz = O para 	# j, entonces, de 1.4 se tiene que 
.%57Z`•., 	= * AAA -z- < o, 3 
es decir, en condiciones de mantenimiento del equilibrio, 
en un aumento (disminución) de un recurso, el sistema reac-
ciona por decrecimiento (crecimiento) de la eficiencia margi-
nal de ese recurso. 
La desigualdad 1.4 puede ser llamada "El Principio 
de Le Chatelier para el problema PC" pues ejemplifica en un 
problema económico, el principio del químico francés Le 
Chatelier: "Si un sistema se encuentra en equilibrio estable 
y una de las condiciones es modificada, entonces el equilibrio 
se altera con tendencia a anular la modificación aplicada 
a las condiciones". 
CAPITULO II 
EL MODELO DE VON NEUMANN: 
UN MODELO DE EQUILIBRIO ECONOMICO GENERAL 
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Introducción: 
El modelo multisectorial de crecimiento equilibrado 
de John von Neumann puede ser considerado como el primer 
intento de aplicación rigurosa de la Matemática en Economía. 
Concretamente se refiere a la aplicación del Teorema de Pun-
to Fijo de Brower. Primeramente, el problema económico pro-
puesto se reduce a uno geométrico, particularmente pertene-
ciente a la geometría de conjuntos convexos compactos de Rn. 
Luego, un tratamiento topológico conduce a la solución. 
Esta solución no se construye, por lo que no será posible 
su cuantificación; esto, a la hora de alguna aplicación prác-
tica, será un tremendo obstáculo al no disponerse de un al-
goritmo que permita determinar la solución,sin embargo aun-
que no es el propósito de nuestro estudio, añadimos que 
existen técnicas numéricas que permiten aproximarla. 
El modelo de von Neumann apareció por primera vez en 1936 
sin llamar la atención de los economistas, quizás debido 
al aparato matemático utilizado. Vino a ser conocido por 
estos en 1945. El principal objetivo de von Neumann es la 
demostración de la existencia de una trayectoria de cre-
cimiento equilibrado (proporcional) maximal, en la cual to-
dos los bonos crecen en la misma proporción con la mayor 
rata que puede admitir una tecnología. 
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2.1.- Descripción del modelo von Neumann  
El modelo von Neumann considera una economía en que 
m tipos de bonos, B1,B2 	Bm son producidos de n procesos 
elementales, P1,P2 	Pn 
Nos planteamos el problema: 
A. 	¿Qué procesos han de utilizarse como provechosos y 
qué precios de los bonos se obtendrán? 
¿Es posible una designación de unos y otros que lle-
ve a una situación económica satisfactoria? 
Definición 2.1.1. Llamaremos proceso elemental a roda com-
binación de bonos en proporciones fijas. 
Cada proceso elemental P , j=1, 	 
do por dos vectores no negativos: 
 
uno de entrada aj = 
 
n es caracteriza- 
/1:11J\ 
V-1  IT1 
y uno de salida b = 
3 
donde alj representa la cantidad del bono B necesaria para 
el funcionamiento del proceso elemental P a un nivel de 3 
intensidad igual a 1, mientras que b representa la cantidad 
del bono B que resulta de este funcionamiento. Afirmamos 
entonces que cada proceso P asigna a la cantidad 
3 
bonos de entrada la cantidad 	:II b B de bonos de salida. 
1=1 
a B de 
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Simbólicamente representaremos esta afirmación como sigue: 
a B iJ 1 
1= 
IJ B,VJ= 1, .... n p 
J 	i= 
Se tiene que para cualquier proceso elemental P, es 
posible que más de uno de los valores bi:i11i...sm  sea dife- 
rente de cero. Es decir, un proceso elemental puede produ-
cir simultáneamente varios tipos de bonos. Además haremos 
las siguientes hipótesis: 
Criterios de intensidad: Cada proceso elemental puede fun- 
cionar a cualquier nivel de intensidad. 
Criterio de simultaneidad: Los pr.ocesos elementales pueden 
funcionar simultáneamente sin alterar las proporciones en 
que los bonos se combinen. 
Definición 2.1.2. 	Llamaremos periodo de producción a. la 
duración de los procesos elementales 
para obtener la salida. (Supondremos el mismo periodo de 
producción para todos los procesos elementales). 
Distinguiremos además las siguientes características: 
a) 	El modelo es cerrado, pues no existen flujos de bonos 
desde el exterior ni hacia el exterior, de modo que 
todos los bonos que se utilicen en el modelo se ha- 
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brán producido anteriormente en él, y cualquier sali-
da se usará como entrada en el período siguiente. 
b) No se hará distinción entre bonos capitales y bonos 
producidos. 
c) Los factores naturales de producción incluyendo el 
trabajo, pueden ser expandidos en cantidades ilimita-
das. 
ch) 	El consumo de bonos se realiza solamente a través de 
procesos de producción, entre los que se incluye la 
satisfacción de las necesidades vitales de los traba-
jadores. Todo lo que se vuelve exceso de producción 
será necesariamente reinvertido. 
d) La utilización y desgaste de bonos capitales será 
descrito introduciendo diferentes grados de usos como 
bonos diferentes y empleando un proceso separado P 
para cada uno de ellos. 
e) El tiempo de duración de cada proceso será unitario. 
Así, los procesos de duración larga serán fraccionados 
en procesos intermedios de duración unitaria, cuyos 
productos "inacabados" se incluirán en la lista de 
- 29 - 
bonos B . 
f) 	Son posibles los procesos en los que un bono se pro- 
duce solamente combinado con otros. 
En la economía real, los procesos P ,3=1,...,n se rea- 
lizan con cierta intensidad x ,j=1 	n 	Estas intensida- 
des se logran mediante un Incremento del trabajo, o por la 
introducción de tecnologías adecuadas. La introducción de 
estas intensidades nos permite concebir la economía, en su 
conjunto, como un proceso E tal que al total de bonos uti-
lizados en todos los procesos, le corresponde el total de 




        
E: 
 
x a B 3 ij 
    
fi J 
xbB ij  
     
 
i= 
    
Utilizaremos además la siguiente notación: 
x (t) : nivel de intensidad del funcionamiento del proceso 
elemental j en el periodo t. 
y(t) 	: precio del bono B en el período t. 
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¡3(t) : factor de interés en el periodo t. 
Haremos entonces la hipótesis de que los procesos 
elementales son financiados a base de crédito. 
Formularemos el modelo con la ayuda de dos familias 
de desigualdades lineales duales. 
La primera familia de desigualdades expresa el deseo 
de que la entrada de cualquier bono para el periodo t+l no 
sobrepase su salida del periodo t: 
	a x (t+1) b x (t) 	i=1,...,m 	(2.1) 
	
j=l J 	 j=].
13    iJ 
El costo (incluyendo los pagos de los intereses) del 
funcionamiento del proceso elemental P3 en el período t a 
un nivel de intensidad unitaria, debe ser por lo menos igual-
mente grande que el valor de la salida correspondiente eva-




i3 y i 
 (t+1),j=1,...,n 	(2.2) ( t ) 
i= 
En el marco suministrado por las desigualdades 2.1 
- 31 - 
y 2.2, von Neumann considera el estado de crecimiento equi-
librado en que los niveles de intensidad de los procesos 
elementales crecen o decrecen de un periodo a otro en progre-
sión geométrica con igual razón, y los precios de los bonos 
y la rata de interés son invariantes en el tiempo. 
Denotando x(0) = x >O,  j=1,...,n 
y >0 i=1,...,m 
el estado de crecimiento equilibrado (en cualquier periodo t) 
va a ser descrito por las siguientes relaciones 
x(t)=Otx. j=1 	n 	 (2.3) 
y(t) = y1 	i=1 	
m 	 (2.4) 
/2(t) =,& 	 (2.5) 
donde e< >0 es el factor de crecimiento (o de decrecimien-
to si es menor o igual que 1) de los niveles de intensidad 
de los procesos elementales. 
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P;k= a13y1  b y 13 1 
Imponemos además las condiciones siguientes: 
a. a x < t b x ==> y = O 
3=]. 13 3 	j 1 
significa que si hay exceso de producción de un bono 
su precio será cero; en este caso el. bono B se 
llamará libre. 
b.  fiA a13y1 iJy  1 	-' 3 
indica que si un proceso p produce pérdida, no se 
realice, su intensidad x será cero; y finalmente 
c.  bxy.>O 
1J ]Y¡ 2. t 
J= 
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que pide que el valor total de la salida sea posicivo. 
Consideremos el sistema D: 
x3 	O, 	j=1, .... n 	 Bi 





0 	 84 
x , V1=1 	m 	 B5 13 3 
ay 13 1 ijyl 1 B6 
 
13  x3 b 13 
x==y.=O 	 B7 
 
a 13 y1 13y3_ - ?xO 	 B8 
b 3xy >0 
	
B9 
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Como la solución x1=...=xn=0 ó y m=0 seria sin 
sentido económico, hemos supuesto también las condiciones 
B3 y B4. 
En el sistema D es sobresaliente la simetría dual en- 
tre las relaciones Bl, B3, B5, E37 de x , o( y el concepto 
3 
"proceso no realizado", por un lado, y las relaciones B2, 
B4, B6, B8 de yi, /g y el concepto "bono libre" por el 
otro. 
Las cantidades a 	, b 	son dadas, mientras que 13 	ij 
x
3
, (j=1, 	.,n), y,, (1=1,...,n), o( , A son indeterminadas. 
Nuestro trabajo se limitará a mostrar que bajo algu-
nas condiciones, siempre existen soluciones de D. Concre-
tamente, estudiaremos el problema siguiente: 
¿Existen un coeficiente de expansión, un factor de 
interés, unas intensidades productivas y unos precios, 
de manera que D se verifique? 
2.2.- Existencia de soluciones del modelo von Neumann 
John von Neumann demostró la existencia de una solu-
ción del sistema B en la hipótesis de que las componentes 
de los vectores no negativos a , b satisfagan la condición 
3 	3 
- 35 - 
ij. >0 , i=1 	m , j=1,...,n 	 (2.6) 
cuyo significado económico es inmediato: Todo bono Bi debe 
participarentodoprocesoP.en cantidades positivas, ya 
sea como producto o como materia prima. Esta hipótesis no 
es dificil de satisfacer, ya que, por efectos de aproxima-
ción,selepuedeasignaraa..,b. . cantidades arbitraria-
mente pequeñas en caso de que algún bono Bi  no figurara ini-
cialmente en un proceso P.. 
Consideremos una solución hipotética de B: 
xi, (j=1,...,n),0(43,yi,(i=1,...,m). 	Por B4 y 
B7, en B5 se debe tener la igualdad por lo menos una vez. 
Igualmente, por B3 y B8, en B6 se debe tener la igualdad 
por lo menos una vez. 
En consecuencia: 
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(2.7) 
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Las condiciones Bl - B4 y 2.6 garantizan que los co-
cientes de los miembros derechos de 2.7 y 2.8 nunca asuman 
0 la forma particular (sin sentido) u , y con la hipótesis 
de que podemos atribuir a los a cantidades arbitrariamen-
te pequeñas podemos evitar cualquier expresión sin sentido 
k del tipo u. 
De estas igualdades se deduce que o< y /g quedan úni- 
vocamente determinados por x ,(j=1,...,n), y ,(i=1,...,m), 
J 	 1 
lo que en ningún modo significa que B tenga solución única. 
Es inmediato demostrar que las condiciones B5 - B8 
son equivalentes a las dos siguientes: 
-., b x y = O 	si 	j=1 	ij j 	no alcanza el valor 	B5* i mínimo n 
;57 a x 3=r ij J 
x = O si 
J 
t  1=1 no alcanza el valor 	B6* 
máximo 
     
Las soluciones (x,y) de B5* y B6* pertenecen a la re-
gión ExF de Enx1Rm, donde E = IxEtRilix3 2. 10, ili x3 > O} 
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F = -{ y e Em/yi 	, Consideremos las regio- 
nes normalizadas 
S = 	xE n/x 	0, I J 
 
x =1 E 
   
T ={ y e Em/yi  .?„0 , 	 Y
1 
 = 1} de F 
1=1  
Previo al tratamiento de nuestro problema presentare-
mos algunos resultados. 
En lo que sigue utilizaremos la forma abreviada C-
conjunto para referirnos a un conjunto no vacío, cerrado, 
convexo y acotado. 
Lema 2.2.1. Sean SoC 2n y ToC Rm C-conjuntos. 
Sean y y W subconjuntos cerrados no vacíos de So x To . 
Si para todo x de SID , Q(x)={y/(x,y)CV es un C-conjunto 
y para todo y de T°, P(y)={ xpx,y) 	Di} es un C-conjunto, 
entonces la intersección de y y W es no vacía. 
Demostración: Para todo x de So, escogemos un punto yo(x) 
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(por ejemplo el centro de gravedad de este conjunto). Sea 
E mayor que cero. Definiremos la función en x' de So 
wE 	 1 (x,x1 ) = max (0, 1- — d(x,x') E (2.9) 
Sea yE  (x) el centro de gravedad de los puntos yo (x.) 
con x' en So, con función de peso (relaciva 
Es decir, si yo (x) =(yo (x) 	571°11(x)) y 1 
a x, E ) v.76 (x,- 
YI(x) = (4(x). 	 578 (x)), entonces 
o .rISo  wl  (x,x')y,(x')dx'  y1(x) -  
S
o lal(x,x1 )dx.  
S 
(2.10) 
571 (x) goza de algunas propiedades válidas para todo E mayor 
que cero: 
571(x) pertenece a To 
En efecto: y°(x') está en Q(x'), para todo xide S°; 
luego (x1 ,y°(x1 )) pertenece a y, es decir 570(x') está 
en To que es convexo. Por lo tanto, el centro de gra-
vedad de estos puntos de T°  está también en T°. 
ii) 
	571  es una función continua en So 
Será suficiente probar la continuidad para cada función 
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componente yl 
Por definición, la función wl  (x,x1 ) es continua en 
x,x' en todas partes. Además S,o wl  (x,x') dx es siempre 
mayor que cero, y todos los yo(x) son acotados, por ser coor-
denadas del conjunto acouado S°, así, la continuidad de yt 
se deduce de la expresión 2.10. 
iii) Para todo S mayor que cero, existe un lo= E0(3) ma- 
yor que cero, tal que la distancia de cada punto (x,yEo (x)) 
a V es menor que S 
Supongamos que existe S mayor que cero de modo que 
para todo E. mayor que cero, existe x tal que la distancia de 
(x,y1  (x)) a V es mayor o igual que S 	Entonces, en par- 
ticular, existe S mayor que cero y existe una sucesión 
( E4 ) 	que tiende a cero, tal que para cada N) de N, JeIN 
existe 	en So con la distancia de (x, ,y1  (x, )) a y ma- 
yor o igual que 8 
Por un lado tenemos que si d(x e x') es menor o igual 
Eq que S/2 entonces d(y 	(x, ),y') es mayor o igual que S/2 
para todo y' de Q(x'). En efecto: 
Para todo y' de Q(x') se tiene que (x' ,y') está en V, enton- 
ces 	,y64 (x )),(x1 ,y')) es mayor o igual que 	S. 
Sea d(x, ,x') mayor o igual que 	S/2. 
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Como 	S/2 + 	(y 	(x 	)-y' ) 2 '\1(x,? -x' ) 2 + \I(37 8") (x 
	2 
.....\p x, _., ) 2+(yE., (x, ) _ y1) 2 	8 
entonces 
	 2  ?; 8 /2 para todo 
y' de Q(x u ). 
Todos los x„? , \? =1,2,... están en So, y tienen, por 
el teorema de Bolzano-Weirstrass un punto de acumulación 
_ 
x en S. Luego, a consecuencia del mismo teorema, existe una 
sub-sucesión de (x4 ) €.1N convergiendo hacia SE con 
d(x,) ,x) 8 /2. Sustituyendo esta subsucesión por x4 , po- 
demos afirmar que la sucesión (x ) 	tiende a Fc con 
QerN 
d(x, ,)..,1-.. S/2. De donde se tiene que la distancia de 
a Q(x) es mayor o igual que 	S/2. 
Consideremos el conjunto Q = {y/d(y,Q(ii))< 8/4. 
_ 
Como Q(x) es convexo., Q es también convexo. Evidente- 
mente y a (x 4 ) no está en Q, siendo y¿9(x. 4 ) el centro de 
gravedad de los puntos y°  (x') con d(x 4 ,x 1 )(pues si 
d(x, ,x')>E,, de acuerdo con 2.9 se tendria ../1"'(x,? ,x')=0). 
Luego, no todos los puntos yo (x') pertenecen a Q. Por lo 
tanto, existe al menos un punto x l› tal que d(x, ,x'%1 )‘E.? Y 
de modp que la distancia de yo(x1,? ) a Q( -1) 	es mayor o igual 
que S/2. 
Por otro lado, a medida que crece, x„ tiende a SE y 
d(x,? ,x' ) se acerca a cero, por lo tanto la sucesión  
- 41 - 
tiende a 
Para todo %•/ de N, el punto y°(x..›) pertenece a T0, lue-
go los puntos y°(x,) ) tienen un punto de acumulación V. En 
consecuencia (x,y) está en V, pues es punto de acumulación de 
los (x,1, y°(x..) )) de V que es cerrado. Luego y pertenece 
a Q(.1) 
Ahora, la distancia de cada punto y°(x,) a ()() es ma-
yor o igual que 42. Con esto termina la prueba pues cons-
tituye una contradicción. 
Las propiedades (1)-(iii) afirman que para todo 
existe una aplicación continua Ys de S°  en un subconjunto 
de T°, tal que la distancia de cada punto (x,Y 8 (x)) a V es 
menor que g , haciendo Y8 (x)=y6 (x), con E= €.0= Eo (S). 
Intercambiando S°  y To, V y W, obtenemos que para todo 
g >o existe una aplicación Xs de T°  en un subconjunto de 
So , tal que la distancia de cada punto (Xs (y),y) a W es me- 
nor que S , haciendo Xs(y)= ¿ x (y), con E= E = (S) o o 
fs = X8 o Ys es una aplicación continua de S°  en un 
subconjunto de So . Como So es un C-conjunto, por el Teorema 
de Brower, fE  admite un punto fijo. Es decir, existe un ele- 
mento x5 	de So para el que fg (J)=Xs (Y8(x1))= xl . Si 
y5= Y8(x), entonces tenemos que x2 =X:(yS ). En consecuencia, 
y )x 13 i 3 = 
a y_)x 
1=1 13 1 j 
- 42 - 
las distancias del punto (xS  ,y-_I'  )de IRn+m aVyWson meno- 
res que 8 	Por lo tanto d(V,W)< 2 á . Como esto es válido 
para todo á > O, entonces d(V,W)=0. Pero V y W son conjuntos 
cerrados y acotados, luego deben tener al menos un punto en 
común, lo cual prueba el lema. 
Volviendo a nuestro problema, si hacemos 5o =S, To=T, 
V = (x,Y)E. S°xT°/(x,y) cumple B54 y 
W = (x,y)e S2T7(x,y) cumple B6*, , se prueba sin dificultad 
o o que V,W son cerrados y que S , T , Q(x), P(y) con C-conjun- 
tos, para todo x de S°, y de To . Los puntos comunes de V y 
W(ver lema 2.2.1) son las soluciones requeridas de B5* y B6* 
en S x T. 
Proposición 2.2.1. Si x=(xl...,xn ), y=(yi,...,ym ) es punto 




	I el conjunto de los índices 1 para los que el cocien- 
;1- b13  x 1 3= 
n 
7  a x 3=1 13 3 
te  	asume el valor mínimo. Entonces para to- 
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do 1 de Í se tiene que 
	 b x 
OK= j=1 , es decir 
;1L  
j=1 
a x=5  b x j 	j=1 13 3  a x 
13 
Luego a x ) y = 
13 3 
x )y 
1J J 1  
Como para todo 1 que no esté en I, y =O, entonces 1 
 
a x )y = 
13 3 1 
b x )y ij 3 
 
Análogamente fi n m 7  (7- a _y )x 
3=1 1=1 	j 	j 
Podemos afirmar entonces que (x,y, 42(,/3) es solución 
de B, donde (x,y) pertenece a V(1141 y 0(= p es obtenido de 
acuerdo con la proposición anterior. 
Proposición 2.2.2. El valor de 0( (es decir dep) es único 
(independientemente del par (x,y) de V(111). 
2 2 2 2 1 1 Demostración: Sean (x ,y 	( ,G 1,i(31 ), (x ,Y 	) solu- 
(257b x1  )y2 
= 	j=1 ij 
1 2 	 ( 	 aijx j )y 1=1 j=1 
1 Se tiene que 0( = 
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ciones de B. 
2 ./.8 2 y que oC 
7( b y2 )xl  
s.!) 
j=1 1-- 1J 
n m 
( 77  a y2 )x1 
JL i=1 
1 Por lo tanto o( 1 	 2 =/32 . Análogamente, se deduce 
0/ 2./52.:1; 0(1./21,  que 	 con lo que se concluye la demostración. 
En resumen, bajo la condición a +b >0, 1=1,...,m, 
"Al menos existe una solución (x,y,c(,19) de B 
y en todas las posibles soluciones, el factor de interés y el 
coeficiente de expansión de la economía son Iguales y única-
mente determinados por los procesos técnicamente posibles 
1311..,Pn". Con esto se culmina una etapa importante en el 
estudio del problema de existencia de la solución del modelo 
von Neumann. 
La siguiente caracterización solo es posible sobre la base 
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del conocimiento de la existencia de soluciones del sistema 
B. 
Proposición 2.2.3. Consideremos un estado de la economía 
en condiciones puramente técnicas y una solución (x*,y*, 
cp(,/g) del sistema B. Despreciando precios, O< es el mayor 
factor de expansión de la economía y despreciando intensida-
des de producción, /3 es el menor factor de Interés con el 
cual es posible un sistema desventajoso de precios. 
Demostración: Supongamos que la economía se expande con un 
   
factor pc.' por unidad de tiempo y que los procesos se reali- 
zan con intensidades x 	x' 	 2 
precios, se cumple que: 
Luego, despreciando_ 
x' >0 	3=1 ..... n 	 Bl' 3 
 
xl >0 B3 1  
   
a .x' 3 _ 1  13 3 b x' 	 B5' 13 3 






1=1 j=1 13 3 1  
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01,3A 	
a x' y* 
b 21  
13 3 1  
, y*  
j=1 	13 3 1  
de donde 
se concluye que doe.,S. c< . 
Consideremos ahora un sistema de precios  1 
donde el 
Entonces, 
factor de 	interés /3' 	no concede más beneficios. 
despreciando intensidades, se cumple que: 
Y1 O 1=1,...m 132' 
Y' >0 B4' 
1=1 1  
a y' >7 b, y' B6' 
y'Yx* 
1=1 13 1 3  
2.1 	a y*x* 13 1 j j=1 i= 
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Multiplicando 136' por x* y sumando sobre j, se obtle- 
ne 
n 	m p 	7  a y' x* "y_ 	b y' x* 
j=i i=1 13 1 3  j=_ 1= 	13 1 3 
de donde 
con lo que termina la prueba. 
Al trabajo de von Neumann siguieron los de Kemeny, 
Morgenstein y Thompson quienes mostraron la existencia de 
una solución al sistema D en las condiciones: 
a >0, j=1 	n 	 (H1) 1J 
:11 b 	>0, 1=1,...,m 	 (H2) 
j=1 13  
La hipótesis Hl impone que cualquier proceso elemental 
utilice al menos un bono, mientras que H2 desea que cualquier 
bono sea realizado de por lo menos un proceso elemental. 
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2.3.- Tecnología von Ncumann. Solución de equilibrio. 
En lo que sigue vamos a suponer que son satisfechas 
las hipótesis Hl y H2. 
Sean 
A= B= 
b11 " • bl /1 
• 
bml .. bmni 
/x1 
x= 	x 	 , Y = (Y1  ... Y1  
\x 
Con esta notación, las restricciones B5-B9 que debe 
÷ 	÷ satisfacer el cuarteto (x,y,•2:, p), xe fftn, y E. Rin ,0(,/3 E PR-r- 
para definir un estado de crecimiento equilibrado, se escri-
ben en la forma siguiente: 
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y13 x >O 	 (2.15) 
Sea I = le 	m} , 3 ={3 E IN/ 	n} 
Sea xe [Ftn un vector arbitrario de niveles de intensi- 
dad de los procesos elementales. A x le corresponde una 
entrada Ax y una salida Bx, donde para todo lel, 
(Ax)1  = a x y (Bx) = iJ j 3=1 
representan respectivamente la entrada total y salida to-
tal del bono B relativo a x. 
Definición 2.3.1. Llamaremos Tecnología von Neumann genera-
da por las matrices A y B al conjunto T = {  (Ax,Bx)xe art+ 
y a todo elemento de T, proceso tecnológico realizable o 
simplemente proceso. 
Un proceso es entonces, un par entrada-salida de con-
juntos de bonos resultantes de los procesos elementales a 
ciertos niveles de intensidad_ 
Es claro que cualquier proceso elemental es un proceso. 
En efecto: 
Para todo je J, P = (a ,b )=(Ae ,Be ) donde e es el 
33 	3 	J 
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3-ésimo vector unitario de R
n 
Lema 2.3.1. T es un cono poliédrico deR-11.1 x 12.11- con las 
propiedades: 
1) 	Si (Ax,Bx)e T y Ax = 0, entonces Bx=0 
11) 	Existe un proceso (A51,817) en T para el cual Bl>> 0. 
Demostración: Todo elemento (Ax, Bx) de T se puede escribir 
en la forma 
 
x (a ,b ), luego T es un cono poliédrico ge- 
   
nerado por los n vectores 2m dimensionales  
J 
Sea xERn y (Ax,Bx) el proceso correspondiente. Si Ax=0, 
de 
	Hl resulta que x=0, de donde Bx=0 con lo que se demues- 
tra i). La parte ii) se obtiene inmediatamente de H2. Basta 
elegir 51 R÷ con 7c>> O. 
Definición 2.32. Llamaremos solución de equilibrio de la 
Tecnologia von Neumann a un cuarteto x , y, a ,p ), xe 111n 
ye R
+ 	p e + que satisfaga el sistema 2.11-2.15. m"
Lema 2.3.2. Si (x,y,d,/g) es solución de equilibrio de la 
Tecnologia von Neumann entonces 0(=/3 >0 
Demostración: De 2.13, 2.14 y 2.15 se obtiene 
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B y Ax =c7(y Ax = yBx >0. Luego yAx >0 y (X=p = 	 >  yAx 
El lema 2.3.2 señala que para una trayectoria de cre-
cimiento equilibrado, el factor de interés es igual al fac-
tor de crecimiento, lo que nos permite obtener la siguiente 
definición simplificada de solución de equilibrio de la Tec-
nologia von Neumann: 
Definición 2.3.3. Diremos que la terna (y,x, o() de 
M x 	x 	es solución de equilibrio de la Tecnologia von  
Neumann si se satisfacen las relaciones: 
 
Bx 
e< y A .?,. yB 
 
y B x >0 
El número o< se llamará factor de crecimiento de la 
solución de equilibrio (y,x,o(). 
2.3.1. Factor de crecimiento. 
Sea c< (T) = Sup {o(E IR/ 3x >0,x€ íRn, 	Bx} 
Lema 2.3.1.1. El número 014(T) es finito y positivo. Existe 
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el vector semipositivo 	tal que o< (T 
Demostración: Sea P = {01€1R/ 9 x 	xE. atn, Ax.t5 Bx} . 
Probaremos que P contiene números positivos. Si x IRn 
x>>0, de H2 resulta que Bx>>0. Luego, para 0< suficientemen-
te pequeño se tiene que o(Axs5 Bx, es decir, que o< E P. Vere-
mos que P es acotado superiormente. De H1, escogiendo un o< 
suficientemente grande, tenemos que la suma de los elementos 
de cada columna de B- c<A es negativa. Luego, si considera-
mos el vector fila m dimensional e=( 1 ... 1) se tiene que 
e( B- o(A).« 0, lo que implica que e(B- A)x< O, 	>0. 
Así, para el o< elegido y cualquier t 0( , no existe x>  O 
tal que (B- A)x 	Luego o< (T) es finito y positivo. 
Sea {0(k} k1  P tal que o( k 	c<(T ). Para todo 
0<k 	k=1,2,... existe wk >O tal que 
wk 
.0 
Bxk , k=1,2, 	 (2.20) 
*o 
Sea 5-c punto límite de la sucesión acotada {x
k} k=1 
. Se 
tiene que x > 0, y aplicando limite en 2.20, se obtiene que 
( T ) A -27c 	B. 
Aw < Bwk  (2.19) k k  
, entonces, de 2.19 tenemos que 
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Definición 2.3.1.1. Al númerocx(T) lo llamaremos factor de  
crecimiento (o de expansión) de la tecnología T y a cualquier 
vector semipositivo x que satisfaga la desigualdad 
c<(T) A Sk.: B 5-c lo llamaremos vector de intensidad optimal. 
Denotaremos con X el conjunto de los vectores de inten-
sidad optimal. Como estos vectores son definidos por desi-
gualdades lineales, resulta que 5-CU {0} es un cono convexo. 
Definición 2.3.1.2. Diremos que un proceso  es von Neumann 
si es generado por un vector de intensidad optimal. 
2.3.2. Existencia de soluciones de equilibrio de una Tecno-
logia von Neumann. 
Demostraremos que una Tecnología von Neumann cuyas 
matrices generadoras satisfacen las condiciones Hl y H2, 
posee soluciones de equilibrio. 	(La demostración original 
aparece en[13] ). 
Lema 2.3.2.1. Sea c< un número mayor que cero y zr? íR+n un 
vector tal que 
ok A .'51‘ B 	. 	 (2.21) 
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La condición necesaria y suficiente para que exista 
/\ 	+ un vector y de IRm tal que 
cx /1\r A 	B 	 (2.22) 
/1> B *rx\ >0 	 (2.23) 
(es decir que la terna ('/, ',(::( ) sea una solución de equili-
brio) es que la inecuación 
B1.... (B-O(A)x, xCERn+ 	 (2.24) 
no admita solución. 
Demostración: Supongamos que _j y € IRm que satisface 2.22 
+ y 2.23 y que 2.24 tiene una solución xe IRn. De 2.23 y 2.24 
resulta que 0<".  B "4•1? (B-I:(A)x, mientras que 2.22 implica 
que 9(B- C<A)x‘,. O. Luego 2.24 no tiene solución. 
Consideremos el conjunto Q={ zIER I z=(B- c(A)x,xe.IR+  n 	 n 
que evidentemente es un cono poliédrico. Es claro que si 
2.24 no tiene solución, el vector Ell no pertenece al cono 
poliédrico Q + IR 	 ,\-, luego, existe yelRm tal que la forma lineal m 
x separa a BX de Q + IR- ; es decir, 5). B 3.rls >0 y yp, O, pa-m 
- 	 - 	_ 	- ra todo elemento p de Q +112m . Corno QCQ÷IRm y íRm C Q+IRm 
2p>0 
(B-0CA) x.“ , e xellt+  
\i/ peR+  m 
(2.25) 
(2.26) 
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resulta que 
^ La relación 2.25 implica que o( y A .›,1 9 B, mientras que 
2.26 implica que Y )0. 
Para demostrar la existencia de una solución de equili-
brio usaremos la noción de soporte de un vector no negativo. 
Definición 2.3.2.1. Llamaremos soporte de un vector no nega-
tivo x, y lo denotaremos "spt x", al conjunto de los indices 
de sus componentes positivos. 
La demostración del siguiente lema es inmediata: 
Lema 2.3.2.2. Sean y,z dos vectores no negativos de igual 
dimensión. Existe a >0 tal que y‘. az si y solo si 
spt y C spt z. 
Teorema 2.3.2.1. Si las matrices A y B satisfacen las hipó- 
tesis H1 y HZ respectivamente, entonces existe un vector 
- + 	 -- €.3-¿ y un vector ye rItm tal que la terna (y,x, cx(T)) es 
una solución de equilibrio de la Tecnología von Neumann T. 
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Demostración: Para todo elemento 	de FI se cumple que 
S 
( T )A 	B . De acuerdo al lema 2 .3.2 .1, debe existir 
un vector Ice. X tal que la desigualdad 
13íZ• 	(B -Q(T)A) x, 	xe. En 
no admita solución. 
Supongamos lo contrario, es decir que, para todo  
existe x >0 tal que BSZ 	(B- (X ( T )A) x. Por el lema 2 .3.2 .2 , 
para todo17: e 3 , existe x O tal que 
spt 	13¿ C spt (B - 0((T )A) x. 
Consideremos los vectores x para todo j E I definidos de la 
siguiente forma: x = x si existe xe 3Z tal que la j-ésima 
componente de (B- (T )A)x es positiva y x = O en caso con-
trario. 
r%) 	1  
Sea 	x = — (x + ...+xm ) . Tenemos que X X y que m 1 
spt (B- al( T )A)x C spt (B- 05( T)A) 7, para todo x€5 (por la 
forma como se construyó 
Por hipótesis existe xO tal que 
Erit 	(B- 	( T )A)x. 
Como BSZ es mayor o igual que cero, resulta, de la definición 
2.3.1.1, que 
De igual manera spt 	spt (B- ot(T)A)x, de donde obtenemos 
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que spt 13.spt(B- K(T)A)51 	por rransitividad. 
_Luego, por el lema 2.3.2.2, existe el número a mayor que ce- 
ro tal que B 	a (13-(X(T)A)1 	 (2.27) 
La relación 2.27 se mantiene válida se reemplazamos a por 
b, con b >a 	y b>1. 
Luego b(T)AS(b-1)B' 	o sea, B-17.  oc(T)A 	B 	(2.28) 
Como c<(T)>c<(T), la relación 2.28 contradice la 
definición de cK(T). 
Corolario 2.3.2.1. 	Bajo las hipótesis Hl y H2, existe una 
trayectoria de crecimiento equilibrado maximal, o sea, una 
trayectoria de crecimiento equilibrado cuyo factor de creci-
miento coincide con el factor de crecimiento de la tecnolo-
gia. 
2.4.- Solución de equilibrio de una Tecnología Leontief 
Definición 2.4.1. A una tecnologia von Neumann en la que el 
número de los bonos coincide con el de los procesos elementa-
les, cada bono es salida de un proceso elemental y cada proce-
so elemental -tiene como salida un solo bono, la llamaremos 
Tecnología Leontief. 
Para simplificar las expresiones, hemos considerado 
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que cada proceso ha sido numerado con el índice del bono que 
él produce y al nivel de intensidad del funcionamiento de 
cada proceso elemental lo hemos identificado con el incremen- 
to de su salida. 	La Tecnología Leontief aparece entonces 
como una Tecnología von Neumann en que n=m y B es igual a 
la matriz unitaria I de orden n. Los coeficientes a 	de A 
muestran qué cantidad del bono B se necesita para producir 
una unidad del bono B . 
De acuerdo con la definición 2.3.3, una terna (y,x,a) 
cono< 1R+,x,yEIRn es una solución de equilibrio de la Tec-
nología Leontief generada por A, si se satisfacen las si-
guientes condiciones: 
A x..,•1 x 	 (2.29) 
y A )y 	 (2.30) 
y x >O 	 (2.31) 
El siguiente teorema muestra la relación entre las solu-
ciones de equilibrio de la Tecnología Leontief y los valores 
propios positivos de la matriz A que la genera. 
Teorema 2.4.1. Sea A la matriz de entrada de una Tecnología 
Leontief T. Se cumple que: 
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i) Si  es el factor de crecimiento de una solución de 
equilibrio de T dada, entonces 1 c7.< es un valor propio 
de A al que le corresponde un vector propio semipositivo. 
ii) Si 2 e R+ es un vector propio de la matriz A corres-
pondiente a un valor propio 2.0, entonces existe un 
vector y E R+ tal que la terna (y, 2, o() es una solución 
de equilibrio de T. 
Demostración: 
i) 	Sea (y,x,c() una solución de equilibrio de la Tecnolo- 
gía Leontief T. Se satisfacen entonces las condiciones 
2.29, 2.30 y 2.31. Consideremos las sucesiones: 
x, 	o(Ax, o(2 A2  x ..... oCkAkx,... 	 (2.32) 
2 2 	k k y, o( yA, o< y A  	yA 	• 	 (2.33) 
yx,o(yAx, cK2y A2x , 	 c< y A x,... 	 (2.34) 
De 2.29 se deduce que la sucesión 2.32 es no creciente, 
de 2.30, que la sucesión 2.33 es no decreciente y la sucesión 
2.34 es constante puesto que es no decreciente y no creciente. 
Por otro lado la sucesión 2.32 (de elementos no negativos) 
^ es convergente. Sea x su límite cuando k tiende al infini- 
to. 
Si observamos que 
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^ x - lim o(kAk x =c<A(lim c<k-1Ak-1 x)=c<A1 	(2.35) 
se tiene que AS.  
Aplicando límite a la sucesión 2.34, considerando 2.35, 
2.31 y el hecha de que la sucesión es constante, resulta que 
... yx = yx >0 	 (2.37) 
de modo que x n >O. 
1 Luego, sí es un valor propio de A y 1 su vector pro- 
pio semipositivo correspondiente. 
ii) 
^ Sea xeIR+n un vector propio de A correspondiente a un 1 	 ^ ^ valor propio — >0, a sea, o(Ax 	x. ot 
+ Supongamos que no existe ye Rn talque (y,I,o() sea solución 
+ de equilibrio de T. Par el lema 2.3.2.1 existe x ERn tal 
ps - que 	x . x- o< Ax 
es decir que .. x +c<A x‘x (2.38) 
Multiplicando la desigualdad 2.38 a izquierda par DCA y suman-
do el vector I, se obtiene que 
y. 2 x +o(2A2 x < x 
Luego de efectuar esta operación k veces, resulta que 
n k x + o(k Ak x<x 
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Es decir que para todo Ice IN se tiene que k 1‘, x. 
Esta desigualdad se satisface si y solo si311 = 0, lo cual 
^ contradice el hecho de que x es vector propio de A. 
Estudiaremos la existencia de soluciones de equilibrio 
en tecnologías Leontief, desde el punto de vista de la cons-
titución de sus matrices de entrada. 
Definición 2.4.2. Sea A = (a ) una matriz no ne- ij 1‘ 1..5' n 
1‘3..‹.n 
gativa de orden n. Diremos que A es no-fraccionable si para 
cualquier par de indices (i,j) existen indices  
tales que 
a 	>0, a 	>0,... a 	>0 ij J J j j 1 	12 	P 
(2.39) 
Definición 2.4.3. Llamaremos Tecnología Leontief no-frac-
cionable a aquella cuya matriz de entrada es no-fraccionable. 
Una interpretación económica de la situación es la si-
guiente: si para dos indices p y q tenemos que a 
Pq  >O, enton- 
ces el bono B es directamente utilizado en la producción 
P 
del bono B . 
q 
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Es claro entonces que en una Tecnología Leontief no-
fraccionable, cada bono es usado (eventualmente por medio 
de otro bono) en la producción de cualquier otro bono. 
Los siguientes lemas garantizarán la existencia de so-
luciones de equilibrio: 
Lema 2.4.1. Sea A una matriz no-fraccionable, xeíRn Y 
x0. Si Ax = O entonces x=0. 
Demostración: Siendo Ax = 0, cumple también que Al2x=0 para 
todo entero p mayor que uno. Supongamos que x 	O, enton- 
ces existe al menos una componente x >O con JE I. 
Consideremos además el Indice 1, le'. Como A es no-frac- 
cionable, existen los Indices 31,3 2 ..... jt tales que a 	>0, 
131 
... a 	>0. Luego el producto a 	a 	...a 	x 	es es- 
t 3 
trictamente mayor que cero. 
En consecuencia, 
131 3 13 2 	3 t3 3  





lo cual es una contradicción. 
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Lema 2.4.2. Para toda matriz no-fraccionable A existe un 
número positivo 71. y un vector semipositivo x tal que Ax=;kx. 
Demostración: Consideremos el C-conjunto 
S 	= 	x/x >O, = 1 } 
Teniendo en cuenta el lema 2.4.1 y que A es no negativa, re- 
sulta que si >ces, entonces el vector Ax/ 	(Ax) 
	es 
también elemento de S. 
Se define asi la función continua f de S en si mismo tal que 
f(x) = Ax/ , la cual nos permite, conforme al teo- 
rema de punto fijo de Brower, garantizar la existencia de un 




1=1 	1  
Denotando X= Ax) , se tiene que 
Ax = 	 x >0. 
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Lema 2.4.3. Para toda matriz no-fraccionable A, si Xes un 
número positivo y si existe x)0 tal que A= 2x, entonces 
x = O ó x >> O. 
Demostración: Sea x0 tal que Ax = Ax., Entonces también 
APx = APx para todo entero p mayor que 1. 
Supongamos que el vector x es distinto de cero y no positivo. 
Entonces existen los índices 3E I, 1 E. 1 tales que x >0 y 3 
x = O respectivamente. i 
Como A es no-fraccionable, existen los índices 31,...,3t 
tales que a a 	...a X >0 13 3 j 1 12 	3 t3 3 
11 x = i 	At (Atx)  Luego 	 i - 75:-E 
   
...ah kxk t-1 ht-1=  
es mayor que cero, lo cual es una contradicción. 
El lema 2.4.1 nos dice que a un vector propio no nega-
tivo de la matriz no-fraccionable A, le corresponde un valor 
propio positivo y los lemas 2.4.2 y 2.4.3 muestran la existen-
cia de un vector propio positivo x y del valor propio positi-
vo X correspondiente. 
La existencia de vectores y valores propios positivos 
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de una matriz no fraccionable (lemas 2.4.2 y 2.4.3) y la par-
te ii) del teorema 2.4.1, garantizan la existencia de solu-
ciones de equilibrio en una Tecnología Leontief no-fraccio-
nable. 
En forma más general, para una Tecnología Leontief no 
necesariamente no-fraccionable, puesto que B = In, la condi-
ción H2 siempre se satlsface. Luego, si A satisface' la hi-
pótesis Hl, entonces, por el teorema 2.3.2.1, la Tecnología 
Leontief asignada admite solución de equilibrio. 
Como consecuencia de los teoremas 2.3.2.1 y 2.4.1 se 
tiene lo siguiente: 
Corolario 2.4.1. 	Una matriz cuadrada cuyas columnas son 
vectores semipositivos admite por lo menos un valor propio 
positivo, al cual le corresponde un vector propio semiposi-
tivo. 
2.5.- Crecimiento eficiente en el modelo von Neumann. 
El concepto de crecimiento eficiente es uno de los más 
=portantes en la teoría moderna de crecimiento económico. 
Trataremos esta noción dentro del marco del modelo von 
Neumann, donde puede ser abordado con ayuda de la teoría de 
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Dualidad de la Programación Lineal. 
Consideraremos que el intervalo de planificación es 
de N períodos. Denotaremos con x(t), t=1,...,N los vectores 
de intensidad de los procesos elementales para cada uno de 
los períodos y con z(0)C (1/+ el vector que representa la 
existencia de bonos en la economía en el período inicial. 
Supongamos que las matrices de entrada y salida A y 
13 satisfacen las hipótesis H1 y H2 respectivamente. La con-
dición 2.1, que señala la relación entre la entrada de cual-
quier bono para un período y su salida en el periodo anterior, 
quedará expresada de la siguiente manera: 
Ax(1) - z(0)4. 0 	 (2.40) 
Ax(t) - B x(t-1)(,.0, t=2,...,N 	(2.41) 
x(t)1).0 	 , t=1,...,N 	(2.42) 
Definición 2.5.1. Llamaremos programa de producción o pro-
grama elconjunto de vectores {x(t)}1t1.1  que satisfaga las 
condiciones 2.40, 2.41 y 2.42. 
Tenemos que el conjunto de vectores {x(t)=0} N 1  es t= 
un programa, luego el conjunto G de los programas de produc-
ción es no vacío. Seguidamente veremos que G es acotado y 
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cerrado. 
Sea {x(t)}14 1  e G. Por H1, para todo je ..7, existe 1 tal t= 
z (0) 
que 	a 	0 O, luego, por 2.40 x(l) < a1  - = C (1) 13 j 	`••• 	 3 ij 
Sea 	t e {2, ...,N. Por H2, para todo i E, I , existe k tal que 
bik 0 O, en consecuencia bikx(t-1)‘ x (t-1) y por 13 j 
2.41, 	a x (t) ij j 	<1 
todo je..7, 
x (t )< 
3 
= 
x 3 (t-1), de donde, por H1, para 1  
	  - C (t), con a 	0 O a 3 	 pi p3 
b .x (t-1) 
13 j 
Tomando un E= Max {C (t) 3 	} 	resulta que G estará 
t4=1,...N 
contenido en la bola abierta de centro O y radio e del es-
pacio IRInxN • 
Por otro lado, considerando una sucesión convergente 
de elementos de G, se verifica (sin dificultad) que G es 
cerrado. 
Trataremos diversos modos de comportamiento de los pro- 
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gramas de producción {x(t)1N 	desde el punto de vista del it=1 
conjunto de bonos Bx(N) que se obtiene en sus salidas fina-
les. 
Si consideramos a ye IRm+ como el vector de precios de 
los bonos al final del período N, entonces (por 2.40-2.42), 
el programa que ofrece el mayor valor a la salida final es 
solución al problema de programación lineal: 
Max yBx(N) 
sujeto a Ax(1) - z(0)‘0 
Ax(t) - Bx(t-1)‘0, t=2,.. ,N 
x(t)0 , t=1 	N 
(2.43) 
 
Como el conjunto G de los programas es compacto, este 
problema admite solución óptima. 
Definición 2.5.2. Llamaremos programa y-óptimo a una solu- 
ción óptima del problema 2.43. 
Teorema 2.5.1. Un programa {x*(t)} 1.1  es y-óptimo si y 
solo si existen N+1 vectores m-dimensionales 
y (1),...,y (N+1) que satisfacen las condiciones: 
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* 
a) Y ( -1- )0 , t=1,.. .,N+1 
* 	* 
b) y (t) A - y (t+1)B;?..0 , t=1,...,N 
* 	- 	* 
A - y (t+i)E1 x (t) = o 	, t=1 ..... N 
* 













Demostración: Recordemos el siguiente teorema de la teoría 
de dualidad de la Programación Lineal: 
Teorema de Equilibrio de la Programación Lineal  
* 	* 
Sean x e y soluciones admisibles de los problemas 
primal y dual respectivos: 
Max cix 
sujeto a Mx.‘b , 
x .„.0  
Mm n yb 




x e y 	son soluciones óptimas de P" y D"(respectivamente) 
si solo si satisfacen las condiciones de holgura complemen- 
taria: 
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* 	Y. 
y (Mx - b) = O 
(y M 	c')x = O 
Desglosando el problema 2.43, resulta: 
Max y Bx(N) 
sujeto a Ax(1) 	 z(0) 
B x(/) + A x (2) 	 O 
- B x(2)+Ax(3) 	O 
Bx(N-/)+Ax(N);0 
x(1) ..... x(N)>0 
Su dual es el problema: 
Mm n y(1)z(0) 







Sea {x(t)114 ft=1 un programa y-óptimo, y por lo tanto 
una solución óptima de 2.44. Por el Teorema de Dualidad 
de la Programación Lineal (sec.1.2.1), podemos elegir una so- 
* 
lución óptima y (1) , 	y (N) del dual 2.45. Haciendo 
y (N+/)=y, las condiciones de a) -e) se verifican inmediata- 
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mente. En efecto; a) y b) son las condiciones de admisi-
bilidad de 2.45, mientras que c), d) y e) resultan de las 
condiciones de holgura complementaria del Teorema de Equi-
librio de la Programación Lineal. 
Recíporocamente, si {x9r (t)}N 1  es un programa, enton- 
ces satisface las condiciones de 2.44. Sea y*(1),...,y*(N+1) 
un conjunto de vectores que satisfacen las propiedades a) 
f). 	De a), b) y f) se tiene que y (1) ..... y (N) es solución 
admisible de 2.45. Las relaciones c), d) y e) representan 
las condiciones de holgura complementarla. Luego, por el 
Teorema de Equilibrio de la Programación Lineal, se deduce 
que {x*(t)} .1 	es solución óptima de 2.44 y {y
*(t)}N =1 t=1 
N solución óptima del dual. Por lo tanto, {x (t)} 1 es un 
programa y-óptimo. 
Otro comportamiento de los programas de producción con 
respecto a la salida final se basa en el concepto de progra-
ma eficiente. 
{x1 (t)}1=1 y 	 dos pro- 
gramas de producción. Diremos que {x1 (t)}t., es más eficien-
te que {x"(t)} ., si B x1 (N)>B x"(N) y que un programa 
{x*(t)}N  t=1 es eficiente si no existe otro programa más efi- 
Definición 2.5.3. Sean 
- 72 - 
ciente que él. 
Como consecuencia se tiene que, para un programa efi-
ciente, no se puede aumentar la salida final a ninguno de 
los bonos en un proceso sin disminuir su salida final en algu-
no de los otros procesos. Presentaremos algunos resultados 
que garantizan la existencia de un programa eficiente. 
Lema 2.5.1.  Consideremos el vector y e Rrn+ , y>>0. Cual-
quier programa y-óptimo es eficiente. 
Demostración: Sea {x*(t)} 4.1  un programa y-óptimo. Supon-
gamos que este programa no es eficiente. Existe entonces 
N un programa {x(t)}t=1 tal que Bx(N)>Bx* (N). Como y >> O 
resulta que y Bx(N);>y B x (N), lo que contradice que 
N {x (t)} t.1  es y-óptimo. 
Corolario 2.5.1. En el conjunto G de los programas de pro-
ducción existe un programa eficiente. En efecto, para to-
do ye. IRm existe un programa y-óptimo, entonces por el lema 
anterior, existe un programa eficiente. 
Lema 2.5.2. El programa {x (t)}N 	es eficiente si y solo t=1 
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si el valor óptimo del problema de programación lineal 
Max ew 	 (2.46) 
sujeto a Ax(1)‘ z(0) 	 (2.47) 
Ax(r) - 	0, t-1 	N 	 (2.48) 
-Bx(N) + 	(N) 	 (2.49) 
w;>0, x(t))0„ t=1,...,N 	 (2.50) 
es cero, donde e es el vector fila m dimensional con todas 
sus componentes Iguales a uno y wciRm. 
Demostración: Tenemos que el programa {x* (t)}N t=1 w=0  
constituyen una solución admisible que da a la función ob-
jetivo el valor cero. Como el conjunto de soluciones de 
2.47, 2.48 y 2.42 es compacto, el conjunto de las solucio-
nes admisibles de 2.47-2.50 también lo es. Supongamos que 
el programa {x*(t)}_i  es eficiente y que el valor óptimo 
N del problema 2.46-2.50 es positivo con {x(t )}t=1, 7j/ como 
una solución optimal. Entonces w>0. Por 2.47 y 2.48, 
{57c( t)}
N t=1 es un programa. De 2.49 se deduce que 
Bx(N)-Bx*(N)=w >O, lo que contradice que {x* (t)}N 	es efi- 
ciente. 
Recíprocamente, supongamos que el valor optimal del pro-
blema 2.46-2.50 es cero y que el progrma {x*(t)}1]=1  no es 
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eficiente. Entonces existe el programa {11(t) 	1 Y4 tal que t= 
B171(N)>B x (N). Sea entonces W=BZN)-Bx (N):>0. Resulta 
que {Z(t)},Nt=1, ip..12>0 es una solución admisible del problema, 
con e TI>0, en contradicción con el hecho de que max ew=0. 
Teorema 2.52. 	El programa {x* (t))N 1 	es eficiente si y t- 
m-dimensionales 	y 	(1),...,y 	(N+1) solo si existen vectores 
que satisfacen las condiciones: 
1)  y (t) >0, 	t=1 	N 	y (N+1)>>0 
2)  y 	(t)A 	- 	y 	(t+1)B>0 	, 	t=1,.. .,N 





 (1)-z(0)] = O 
5)  y 	(t) [kx 	(t) 	Bx (t-11 =0, 	t=2 	 N 
Demostración: N Supongamos que para el programa {x*(t)}t=1 
  
existen vectores y (t),t=1,...N+1 que satisfacen las condi-
ciones 1)-5), entonces por el teorema 2.5.1, este programa 
es y (N+1)-óptimo. Como y (N+1)»0, por el lema 2.5.1, es-
te programa es eficiente. 
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* Recíprocamente, supongamos que el programa {x (t) t=1 
es eficiente. Del lema 2.5.2, los vectores x (1),...,x (N), 
w=0 son una solución óptlma del problema 2.46-2.50, cuyo pro-
blema dual es 
Mm n [y(1)z(0)-y(N+1)Bx (N)] 
sujeto a 	Y(t)A-y(t+1)B )0, t=1,...,N 
y(N+1) e 
y(t) 0, t=1 	N+1 
Sea y (1),...,y (N+1) una solución óptima de este problema. 
Se verifica que 
y (t)A- y (t+1)B;>0, t=1,...,N 
y (• N+1) >e 
y (• t) >0, t=1 	N 
y además las condiciones de holgura complementarla: 
y (t)A- y (t+1)Bx (t)=0, t-1,...,N 
- e] 0 = 0 
y* (1)  
y*(t) [Ax*(t)-Bic*(t-1)] =0,t=2,...,N 
y (• N+1) [711x (N)+0+Bx* (N)] =0 
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Como el hecho de que y (N+1)le implica que y (N71)»0, 
las condiciones 	1)-5) se verifican. 
Corolario 2.5.2, Un programa es eficiente si y solo si exis-
te el vector y>>0 tal que este programa es y-óptimo. En 
efecto, la condición suficiente es el lema 2.5.1, mientras 
que la necesaria se deduce de los teoremas 2.5.1 y 2.5.2. 
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CONCLUSIONES 
Para determinar la existencia de soluciones del dual 
de un problema cualquiera de optimización cóncava con una 
entrada dada y con óptimo, en el que se desee la maximiza-
ción de utilidades, basta demostrar que para ese punto de 
entrada, su función de valor asociada es finita y admite sub-
gradiente. 
Particularmente si el problema es de programación 
cóncava, la entrada dada constituye el vector de términos 
libres. Bajo el supuesto de que este problema tiene solución 
óptima, la existencia de soluciones del dual se garantiza 
también demostrando que el problema satisface la condición 
de Slater y que la función de valor asociada es finita en 
ese vector. Más aún, si el problema es de programación lineal, 
por el teorema de Dualidad, el problema dual también admite 
solución. En este caso particular de la programación cón-
cava, la entrada fija se puede Interpretar como recursos o 
factores de producción y los multiplicadores optimales (solu-
ciones del problema dual lagrangeano), como los precios de 
esos recursos y como indicadores de la sensibilidad del valor 
óptimo del primal a los cambios en la disponibilidad de les 
recursos. 
En el marco del sistema D (sección 2.1), John von Neumann 
plantea un modelo cerrado (de entrada y producción de bonos) 
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en el que considera el estado de crecimiento equilibrado don-
de los niveles de intensidad de los procesos elementales 
crecen o decrecen de un periodo a otro en progresión geomé-
trica con igual razón y los precios de los bonos y la rata 
de interés son invariantes en el tiempo. Este modelo tiene 
solución bajo la condición de que todo bono participe en to-
do proceso en cantidades positivas, ya sea como producto o 
como materia prima (condición 2.6). 	Por otra parte, bajo 
las hipótesis de que cualquier proceso utilice al menos un 
bono y que cualquier bono sea realizado por lo menos de un 
proceso elemental (condiciones Hl y H2), también existe so-
lución al mismo modelo. En forma particular, si el modelo 
de von Neumann es de Leontief, existe solución si se satisfa-
cen las dos hipótesis anteriores y además el hecho de que 
todo bono sea usado (directa o indirectamente) en la produc-
ción de cualquier otro bono (definición 2.4.2). 
Concibiendo la planificación integral del sistema 
económico y comparando los programas de producción en cuanto 
a su eficiencia, se verifica la existencia de un programa 
eficiente (definición 2.5.3) en el que para aumentar la sali-
da final de algún bono en un proceso se tendría que disminuir 
su salida final en al menos uno de los otros procesos. 
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