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A CLASS OF OVERDETERMINED SYSTEMS DEFINED BY
TABLEAUX: INVOLUTIVENESS AND CAUCHY PROBLEM
EMILIO MUSSO AND LORENZO NICOLODI
Abstract. This article addresses the question of involutiveness and discusses
the initial value problem for a class of overdetermined systems of partial differ-
ential equations which arise in the theory of integrable systems and are defined
by tableaux.
1. Introduction
The present paper is concerned with the overdetermined system of first order
nonlinear partial differential equations of type
(1.1) Qaαi∂xjF
α −Qaαj∂xiF
α = Φaij (1 ≤ i < j ≤ n),
where Qaαi (a = 1, . . . r; α = 1, . . . , s) are constant coefficients and the non-
homogeneous terms Φaij are analytic functions depending on both the independent
and dependent variables. The interest in this system originates from the observa-
tion that many soliton equations of mathematical physics and integrable systems
occurring in submanifold geometry can be written in the form (1.1). Example
include the equation of harmonic maps from Euclidean or Minkowski 2-space to
a Lie group or a symmetric space (the principal chiral model in particle physics)
[12, 14, 16]; the Ward equation (or the modified 2+1 chiral model) [4, 5]; the curved
flat system of Ferus and Pedit [6, 7]; and the G/G0-system of Terng associated to
a rank n symmetric space G/G0 [13, 1, 15], to name just a few.
One purpose of this paper is to address the question of involutiveness for the sys-
tem (1.1). Roughly speaking, this problem amounts to finding sufficient conditions
under which the system can be solved by repeated use of equations of Cauchy-
Kowalewski type. In the language of exterior differential systems (EDS), an invo-
lutive system is one that satisfies the hypotheses of the Cartan-Ka¨hler theorem. R.
Bryant, using the theory of EDS, proved that the G/G0-system and the curved flat
system are involutive (see Terng and Wang [15]). This result was taken up and ex-
tended in [10] where the two previous systems were identified as examples of a class
of involutive systems defined by algebraic tableaux over Lie algebras. In this paper,
we determine sufficient conditions (more general than the involutiveness condition)
on the constant coefficients and the non-homogeneous terms of (1.1) in order to
guarantee that the system becomes involutive after a sufficiently large number of
successive prolongations. A second purpose of the work is to discuss the Cauchy
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problem for the system (1.1), namely formulate appropriate initial conditions and
prove a (local) existence and uniqueness theorem for the K-regular analytic solu-
tions satisfying given initial conditions. As concerns the approach to the problem,
these results are in line with those obtained by the authors in [11]. (For another
view on this topic see also [8].)
We use methods by which the above analytic questions may be reduced to alge-
braic questions concerning the tableau generated by the matrices Qα = (Q
a
αi) and
the associated Spencer complex. This reduction essentially proceeds in three steps:
(1) replacing the consideration of the system (1.1) by that of the differential ideal
I on M = Rn ⊕ Rs generated by the 2-forms
Θa = Qaαidy
α ∧ dxi − Φajidx
j ∧ dxi (a = 1, . . . , r)
and with independence (transversality) condition Ω = dx1 ∧ · · · ∧ dxn 6= 0; (2)
replacing the consideration of (M, I) by that of its first prolongation (M(1), I(1)),
that is, the restriction to the space of n-dimensional integral elements of I of the
canonical Pfaffian system on the Grassmann bundle Gn(TM) of tangent n-planes of
M ; (3) replacing the consideration of this Pfaffian system and its higher prolonga-
tions (M(h), I(h)) by that of the tableau (Q
a
αi), its prolongations, and the harmonic
decomposition of the Spencer complex attached to it.
In Section 2, we review the needed results about the algebraic theory of tableaux,
we introduce the Spencer complex associated to a tableau, and describe the Guil-
lemin normal form for an involutive tableau.
In Section 3, we carry out the steps of the above list and present the results
concerning the involutiveness of (1.1). We prove that if the tableau (Qaαi) is 2-
acyclic and the non-homogeneous term Φ satisfies reasonable regularity conditions
(satisfied by all the cited examples), then the prolongation tower
· · ·
πh+1
−−−→ (M(h), I(h),Ω)
πh−−→ (M(h−1), I(h−1),Ω)
πh−1
−−−→ · · ·
π2−→ (M(1), I(1),Ω)
is indeed a Frobenius tower ; here we use the terminology introduced by Bryant
and Griffiths in the foundational paper [3] about the characteristic cohomology of
differential systems (see Section 3 for the definition). Next, we prove that if the
k-th prolongation of the tableau (Qaαi) is involutive, then the k-th prolongation I(k)
of I is also involutive and has the same characters of the involutive prolongation of
the tableau.
In Section 4, we show that the examples listed above all share the common
formalism (1.1) and fit into the general scheme.
In the final section, we discuss the Cauchy problem for the system (1.1); the ex-
istence and uniqueness of K-regular analytic solutions for suitable analytic Cauchy
data is proved. The basic reference on exterior differential systems has been [2]
and our notation and terminology are consistent with that reference. Summation
convention over repeated indices will be adopted throughout the paper.
2. Involutive tableaux and the Spencer complex
In this section we briefly review the material and the results we need in the
algebraic theory of tableaux, referring for details to the book by Bryant, et al. [2].
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2.1. Definitions and basic properties. Let a and b be (real or complex) finite
dimensional vector spaces. A tableau A is a linear subspace of Hom(a, b).
An h-dimensional subspace ah ⊂ a is called generic with respect to A if the
dimension of Ker (A, ah) := {Q ∈ A |Q|ah = 0} is a minimum, i.e.,
dimKer (A, ah) = min{dimKer (A, a˜h) : a˜h ∈ Gh(a)},
where Gh(a) denotes the Grassmannian of h-dimensional subspaces of a. Similarly,
a flag (0) ⊂ a1 ⊂ · · · ⊂ an = a of a is said generic if ah is generic for all h = 1, . . . , n.
The set of generic flags is an open and dense subset of the flag manifold F(a).
The characters of A are the non-negative integers sj(A), j = 1, . . . , n, defined
inductively by
s1(A) + · · ·+ sj(A) = codimKer (A, aj), j = 1, . . . , n,
where (0) ⊂ a1 ⊂ · · · ⊂ an = a is a generic flag. From the definition it is clear that
dim b ≥ s1 ≥ s2 ≥ · · · ≥ sn, dimA = s1 + · · ·+ sn.
If sν 6= 0, but sν+1 = 0, we say that A has principal character sν and call ν the
Cartan integer of A.
The first prolongation of A is the subspace A(1) ⊂ A ⊗ a∗ ≃ Hom(a,A) of all
linear transformations Q : a→ A such that
Q(X)(Y ) = Q(Y )(X), for all X,Y ∈ a.
Notice that A(1) is itself a tableau and that A(1) = (A⊗ a∗) ∩
(
b⊗ S2(a∗)
)
. (By
Sh(a∗) we denote the symmetric h-fold tensor product of a∗.) The h-th prolongation
of A is defined inductively by setting A(h) = A(h−1)
(1)
, for h ≥ 1, where A(0) = A
and by convention A(−1) = b. The prolongation A(h) is identified with
A(h) =
(
A⊗ Sh(a∗)
)
∩
(
b⊗ Sh+1(a∗)
)
and an element Q(h) ∈ b ⊗ S
h+1(a∗) belongs to A(h) if and only if i(X)Q(h) ∈
A(h−1), for all X ∈ a. The direct sum
A[∞] =
⊕
h≥0
A(h),
is called total prolongation of A. The total prolongation has a natural filtration
A = A[0] ⊂ A[1] ⊂ A[2] ⊂ · · · ⊂ A[p] ⊂ · · · ⊂ A(∞),
where A[p] =
⊕
0≤h≤pA
(h).
One can establish the following result (cf. [2])
(2.1) dimA(1) ≤ s1 + 2s2 + · · ·+ nsn.
A is said involutive (or in involution) if equality holds in the above inequality.
Also, for any tableau A, there exists an integer h0 such that A
(h) is involutive,
for all h ≥ h0. We call the smallest integer k with this property the involutive index
and the corresponding prolongation the involutive prolongation of the tableau. The
involutive characters of A are the characters of the involutive prolongation A(k).
Accordingly, we have the notion of involutive principal character and involutive
Cartan integer of a tableau.
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Another basic property is that every prolongation of an involutive tableau is
involutive. In particular, if A is involutive, the characters of A and A(1) are related
by
s
(1)
j := sj(A
(1)) = sn(A) + · · ·+ sj(A) (j = 1, . . . , n).
This implies that the principal character and the Cartan integer are invariant under
prolongation of an involutive tableau.
2.2. The Spencer complex. With the previous notation, let
δq,p : b⊗ Sq(a∗)⊗ Λp(a∗)→ b⊗ Sq−1(a∗)⊗ Λp+1(a∗)
be the operator given by
(2.2) δq,pφ(X1, . . . , Xp+1) :=
∑
k
(−1)k+1 i(Xk)φ(X1, . . . , Xˆk, . . . , Xp+1).
If q = 0 we set δ0,p = 0, for p ≥ 0. From the definition, we have that δ ◦ δ = 0.
Also, the sequence of the corresponding bi-graded complex is exact except when
q = 0 and p = 0.
Let A ⊂ Hom(a, b) be a tableau with prolongations A(h), h ≥ 0. Consider the
sequence of spaces
Cq,p(A) := A(q−1) ⊗ Λp(a∗),
for integers q ≥ 0 and 0 ≤ p ≤ n. Since A(q−1) ⊂ b ⊗ Sq(a∗), the space Cq,p(A)
is a subspace of b ⊗ Sq(a∗) ⊗ Λp(a∗). Now the sequence of subspaces Cq,p(A) is
stable under δ, that is, δCq,p(A) ⊂ Cq−1,p+1(A). In fact, for any φ ∈ Cq,p(A),
each summand in the r.h.s. of (2.2) lies in A(q−2) by the defining property of
prolongations. We still have δ ◦δ = 0 (for q ≥ 1 and p = 1, . . . , n), but the sequence
Cq+1,p−1(A)
δq+1,p−1
−−−−−→ Cq,p(A)
δq,p
−−→ Cq−1,p+1(A)
is no longer exact for all p and q. The associated cohomology groups
Hq,p(A) := Zq,p(A)/Bq,p(A)
are called the Spencer groups of A, where Bq,p(A) = Im(δq+1,p−1) and Zq,p(A) =
Ker (δq,p). Notice that Z0,p(A) = b ⊗ Λp(a∗) and Zq,1(A) = A(q), for all q ≥ 1,
p ≥ 0.
Remark 2.1. A decomposable element of Cq,p(A), q ≥ 1, is of the form Q =
Q⊗ (αi1 ∧ · · · ∧ αip), where Q ∈ A(q−1) ⊂ Hom(a,A(q−2)). If (Q
(q−2)
1 , . . . , Q
(q−2)
rq−2
)
is a basis of A(q−2), then Q = QaiQ
(q−2)
a ⊗ η
i and
Q⊗ (αi1 ∧ · · · ∧ αip) = Qai (Q
(q−2)
a ⊗ η
i)⊗ (αi1 ∧ · · · ∧ αip).
Then δ(Q) is the element of Cq−1,p+1(A) defined by
δ(Q) = QaiQ
(q−2)
a ⊗ (η
i ∧ αi1 ∧ · · · ∧ αip).
A significant result in the subject is that the vanishing of the Hq,p is equivalent
to involutiveness.
Theorem 2.2. A tableau A is involutive if and only if Hq,p(A) is zero, for all
q ≥ 1 and p ≥ 0.
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If Hq,2(A) = (0), for all q ≥ 1, the tableau A is called 2-acyclic.
Suppose that a and b are endowed with (positive definite) scalar products, and
consider the scalar product induced on Cq,p(A) = A(p−1) ⊗ Λp(a∗). With respect
to this scalar product, let
δ∗ : Cq−1,p+1(A)→ Cq,p(A)
be the co-differential defined by 〈δ∗(ζ), ρ〉 = 〈ζ, δ(ρ)〉, for ζ ∈ Cq−1,p+1(A) and
ρ ∈ Cq,p(A). This yields a harmonic decomposition of the Spencer complex:
Cq,p(A) = Bq,p(A)⊕Hq,p(A)⊕Bq,p(A),
where Bq,p(A) = δ(Cq+1,p−1(A)), Bq,p(A) = δ
∗(Cq−1,p+1(A)), and Hq,p(A) =
Ker (δ) ∩Ker (δ∗). From the definition, it follows that:
• the application ζ ∈ Hq,p(A)→ [ζ] ∈ Hq,p(A) is an isomorphism;
• Ker (δ) = Zq,p(A) = Bq,p(A)⊕Hq,p(A);
• Ker (δ∗) = Zq,p(A) = H
q,p(A)⊕Bq,p(A);
• Hq,p(A) = Zq,p(A) ∩ Zq,p(A).
Finally, observe that the restriction of the Spencer differential to Bq,p(A) is an
isomorphism onto Bq−1,p+1(A). The inverse of δ|Bq,p (A) will be denoted by
σq,p : B
q−1,p+1(A)→ Bq,p(A).
2.3. The Guillemin normal form for involutive tableaux. LetA ⊂ Hom(a, b)
be a tableau. Let A = (A1, . . . , An) denote any basis of a, (α
1, . . . , αn) its dual
basis, and B = (B1, . . . , Br) any basis of b. Identify Hom(a, b) with the space of
r × n matrices K(r, n) and consider A as a subspace of K(r, n). Let pi = (piaj ) be
the tautological 1-form on Hom(a, b) and let pi1, . . . , pin denote its column vectors.
Set pij = (pi
[ν]
j , . . . , pi
[0]
j )
T , where pi
[ν]
j = (pi
1
j , . . . , pi
sν
j )
T , pi
[ρ]
j = (pi
sν+···+sρ+1+1
j , . . . ,
pi
sν+···+sρ
j )
T , for ρ = ν − 1, . . . , 1, and pi
[0]
j = (pi
sν+···+s1+1
j , . . . , pi
r
j )
T .
The following result is essentially due to Guillemin (cf. [2], [9]).
Proposition 2.3. If A ⊂ Hom(a, b) is involutive, the bases A and B can be cho-
sen so that pi
[0]
i |A = 0, for i ≥ 1, pi
[ρ]
i |A ∈ span (pi
1
1 |A, . . . , pi
s1
1 |A, . . . , pi
1
ρ|A, . . . ,
pi
sρ
ρ |A), for ρ = 1, . . . , ν and i ≥ ρ. In particular, (pi11 |A, . . . , pi
s1
1 |A, pi
1
2 |A, . . . , pi
s2
2 |A,
. . . , pi1ν |A, . . . , pi
sν
ν |A) is a basis of A
∗ and the elements of its dual basis
Q = (Q[1],1, . . . , Q[1],s1 , Q[2],1, . . . , Q[2],s2 , . . . , Q[ν],1, . . . , Q[ν],sν )
can be expressed by
(2.3)
Q[j],a = Ba ⊗ α
j +
∑ν
h=j+1
(∑sh+1
b=sh+1
Q b[j],a,hBb ⊗ α
h
)
+
+
∑n
h=ν+1
(∑sν
b=1Q
b
[j],a,hBb ⊗ α
h
)
,
for all j = 1, . . . , ν; a = 1, . . . , sj.
We say that Q is a normal basis of the involutive tableau A and that the ex-
pression (2.3) is the Guillemin normal form for the elements of Q with respect to
the basis A and B.
Remark 2.4. Notice that the basis (A1, . . . , An) of a is automatically generic with
respect to the tableau A, that is, the corresponding flag: (0) ⊂ a1 = span (A1) ⊂
a2 = span (A1, A2) ⊂ · · · ⊂ a = span (A1, . . . , An) is generic.
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3. Differential ideals associated with tableaux
Notation 3.1. We start by recalling some terminology and notation. An exterior
differential system (EDS) is a pair (M, I) consisting of a smooth manifold M and a
differential ideal I, i.e., a homogeneous, differentially closed ideal I ⊆ Ω∗(M) in the
algebra of smooth differential forms onM . A Pfaffian differential system is an EDS
which is differentially generated by 1-forms. It is given by the sections of a smooth
subbundle I ⊂ T ∗M of the cotangent bundle; the space of section of this subbundle,
and sometimes the subbundle itself, is also referred to as a Pfaffian system. We
use the notation {α, β, . . . } for the (two-sided) algebraic ideal generated by forms
α, β, . . . , and {I} for the algebraic ideal generated by the sections of a Pfaffian
system I ⊆ T ∗M .
With reference to the system (1.1), let a = Rn, b = Rs and denote by A ⊂
Hom(a, b) the tableau generated by the matrices Qα = (Q
a
αi) ∈ K(r, n), α =
1, . . . , s. Assume that the Qα be linearly independent so that b can be identified
with A, and let qα(0) denote the coordinates with respect to Qα. Let I ⊂ Ω
∗(M) be
the differential ideal on M = a⊕A generated by the 2-forms
Θa = Qaαjdq
α
(0) ∧ dx
j − Φaijdx
i ∧ dxj (a = 1, . . . , r),
where Φaij are analytic maps of the x
i and the qα(0), and Ω = dx
1 ∧ · · · ∧ dxn 6= 0
gives the independence (transversality) condition. Locally, the integral manifolds
of (I,Ω) can be expressed as graphs of solutions to (1.1). Further, we assume that
Φ(x, q) = (Φaij) :M → C
0,2(A) takes values in B0,2(A) and satisfies
(3.1)
∑
(1,2,3)
Φ∗|(A,Q)(A1 +Q(1)(A1))(A2, A3) = 0
(sum over cyclic permutations), for (A,Q) ∈ M , A1, A2, A3 ∈ a, and Q(1) ∈ A
(1),
where Φ∗ : T(A,Q)M ≃ M → TΦ(A,Q)B
0,2(A) ≃ B0,2(A) denotes the differential
of Φ at (A,Q). (In the next section, we will see that the examples cited in the
introduction all satisfy these conditions.)
Definition 3.2. We call (M, I,Ω) the differential system associated with the tableau
A and the non-homogeneous term Φ.
Next, consider a harmonic decomposition of the Spencer complex, and in par-
ticular the decomposition
C1,1(A) = B1,1(A)⊕H1,1(A)⊕B1,1(A).
Let S(1) : M → B1,1(A) be the analytic mapping defined by δ
1,1(S(1)) = Φ. Then
Θa = Qaαj(dq
α
(0) + S(1)
α
i
dxi) ∧ dxj ,
from which follows that the n-dimensional integral elements of the differential sys-
tem (I,Ω) are generated by vectors of the form
vi = ∂xi − (S(1)
α
i
+Q(1)
α
i
)∂qα
(0)
(i = 1, . . . , n),
where Q(1) = (Q(1)
α
j
) ∈ A(1). Therefore, the space Vn(I,Ω) of n-dimensional inte-
gral elements can be identified withM(1) = a⊕A
[1] and the restriction to Vn(I,Ω) of
the canonical contact Pfaffian system on the Grassmann bundle Gn(TM) (i.e., the
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first prolongation of I) coincides with the Pfaffian system given by the subbundle
I(1) ⊂ T
∗(M(1)), whose sections are the components of the 1-form
β(0) := dQ(0) + (S(1) +Q(1)) · dx,
so that locally I(1) = span {β(0)}.
Definition 3.3. Let (M(k), I(k),Ω), k ≥ 1, be a sequence of smooth manifolds
M(k) and Pfaffian systems I(k) with surjective submersions pik : M(k) → M(k−1)
such that pi∗k(I(k−1)) ⊆ I(k). Let I(k) ⊂ T
∗M(k) be the subbundle whose sections
are the 1-forms in I(k). The above data define a Frobenius tower if dI(k) ≡ 0
mod {I(k+1)} (cf. [3]).
We are now in the position to prove the following.
Theorem 3.4. Let A ⊂ Hom(a, b) be 2-acyclic and assume Φ : M → B0,2(A) is
analytic and satisfies (3.1). Then the following statements hold true:
(1) (M(1), I(1),Ω) is a quasi-linear Pfaffian system with vanishing torsion;
(2) (M(1), I(1),Ω) admits a Frobenius tower
· · · → (M(h), I(h),Ω)→ (M(h−1), I(h−1),Ω)→ · · · → (M(1), I(1),Ω);
(3) if k is the least integer such that A(k) is involutive, then (M(k), I(k),Ω) is
involutive and its Cartan characters coincide with the characters of A(k).
Proof. Let1
DS(1) := (∂xS(1) + ∂Q(0)S(1)(S(1) +Q(1))(dx))∧˙dx.
Then Φ satisfies (3.1) if and only if δ1,2(DS(1)) = 0. Since A is 2-acyclic, there
exists a unique analytic map S(2) :M(1) → B2,1(A) such that δ
2,1(S(2)) = −DS(1).
With this notation, the structure equations of (I(1),Ω) become
dβ(0) ≡ −(dQ(1) − S(2)(dx))∧˙dx mod {I(1)}.
This yields that (I(1),Ω) is a linear Pfaffian system with vanishing torsion, proving
(1).
For result (2), we proceed by induction on h. For each integer h ≥ 1, let M(h) :=
a⊕A[h] and denote its elements by (x,Q(0), . . . , Q(h)). Consider the analytic map
S(h+1) :M(h) → Bh+1,1(A) defined inductively by
δ1,1(S(1)) = Φ; δ
r,1(S(r)) = −D(S(r−1)) (r = 2, . . . , h),
where
(3.2) D(S(r)) = ((∂xS(r) +
r−1∑
s=0
∂Q(s)S(r)(S(s+1) +Q(s+1)))∧˙dx)∧˙dx.
Consider the 1-forms
β(r) = dQ(r) − (S(r+1) +Q(r+1))(dx) (r = 0, . . . , h− 1),
pi(h) = dQ(h) − S(h+1)(dx),
and the filtration of subbundles locally given by
I(1) = span {β(0)} ⊂ · · · ⊂ I(h) = span {β(0), · · · , β(h−1)} ⊂ T
∗M(h)
1If φ and ψ are matrices of real-valued differential forms, φ∧˙ψ denotes the matrix multiplication
where the entries are multiplied via wedge product.
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with independence condition Ω = dx1 ∧· · ·∧dxn. A direct computation yields that
the structure equations of the Pfaffian system (I(h),Ω) can be written in the form:
dβ(0) ≡ −β(1)∧˙dx, mod {I(1)},
dβ(1) ≡ −β(2)∧˙dx, mod {I(2)},
· · · · · ·
dβ(h−2) ≡ −β(h−1)∧˙dx mod {I(h−1)},
dβ(h−1) ≡ −pi(h)∧˙dx mod {I(h)}.
This implies that the prolongation tower
· · · → (M(h), I(h),Ω)→ (M(h−1), I(h−1),Ω)→ · · · → (M(1), I(1),Ω)
is indeed a Frobenius tower (cf. [3]). The general inductive step is clear.
As for (3), let k be the least integer such that A(k) is involutive and let s
(k)
1 , . . . ,
s
(k)
n be the involutive characters. Consider the Pfaffian system (M(k), I(k),Ω). From
the structure equations, we see that pi(h) is the tableau matrix of the system. This
means that the reduced tableau matrix is the tautological form of A(k). Knowing
that A(k) is involutive and using the Cartan test for involution of linear Pfaffian
systems, it follows that (I(k),Ω) is involutive, with Cartan characters s
(k)
1 , . . . , s
(k)
n .

Remark 3.5. Let M(∞) := a⊕A
[∞] and let F :M(∞) → K be a function such that
F = pih ◦ f , where pih : M(∞) → M(h) is the projection and f : M(h) → K is a
differentiable (resp., analytic, holomorphic) function. Then F is said of class C∞
(resp., analytic, holomorphic). Let Ω∗(M(∞)) be the graded differential algebra
C∞(M(∞),K)⊗K (⊕
∞
p=0Λ
p(M(∞))) (the exterior differentiation is defined as in the
finite-dimensional case) and let I∞ ⊂ Ω∗(M(∞)) be the Frobenius ideal generated
by {β(h)}h∈N. The characterisic complex
2 of the differential system (M, I,Ω) is
the quotient Ω = Ω∗(M(∞))/I
∞ endowed with the coboundary operator induced,
passing to quotient, by the exterior differentiation of Ω∗(M(∞)). In our case Ω =
C∞(M(∞),K)⊗K Λ
∗(a) and
d(Fi1...iqdx
i1 ∧ · · · ∧ dxiq ) =
(
D(Fi1...iq ) · dx
)
∧ dxi1 ∧ · · · ∧ dxiq ,
where D(F ) = ∂xF +
∑
h≥0 ∂Q(h)F (S(h+1)+Q(h+1)) is the operator of total deriva-
tion. The computation of the S(r), though complicated, is essentially a problem of
linear algebra. This suggests the possibility of explicitly computing the character-
istic cohomology of the Pfaffian systems considered in our discussion; details of this
computation will appear in a subsequent publication.
4. Examples
4.1. Systems associated with a Cartan decomposition. Let g = g0 ⊕ m be
a Cartan decomposition of a real semisimple Lie algebra g. We have the relations
[g0, g0] ⊂ g0, [g0,m] ⊂ m, [m,m] ⊂ g0, and g0 and m are orthogonal with respect to
the Killing form B of g. Moreover, the restrictions of B to g0 and m are negative
and positive definite, respectively.
2For a detailed description of the characteristic complex and of the corresponding cohomology
theory we refer the reader to the article of Bryant and Griffiths [3].
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Let a ⊂ m be a maximal (n-dimensional) abelian subspace. The subspace m
decomposes as m = a⊕b, where b = a⊥ is the orthogonal complement with respect
to B. Next, let
ga = {X ∈ g0 : [X, a] = 0}.
Then g0 = ga ⊕ p, where p denotes the orthogonal complement of ga in g0 with
respect to the Killing form. Now, if A ∈ a is a regular element, the mappings
adA|b : b→ p, adA|p : p→ b
define vector space isomorphisms between b and p. Moreover, since [p, a] ⊂ b and
the map
p ∋ X 7→ −adX |a ∈ Hom(a, b)
is injective, p can be realized as a tableau, say P, in Hom(a, b). Similarly, as
[b, a] ⊂ p and the map b ∋ B 7→ adB|a ∈ Hom(a, p) is injective, b can be realized
as a tableau A in Hom(a, p).
Now let Φ : A→ Λ2(a∗)⊗ p be the polynomial map defined by
Φ|B(A1, A2) := [[A1, B], [A2, B]].
A and Φ define the following system of partial differential equations for maps
F : U ⊂ a→ b, U open set of a,
(4.1) [Ai, ∂xjF ]− [Aj , ∂xiF ] = [[Ai, F ], [Aj , F ]], 1 ≤ i < j ≤ n,
where (A1, . . . , An) is a basis of regular elements of a and (x
1, . . . , xn) denote the
corresponding coordinates. This system in known in the literature as the G/G0-
system [1, 15] and, in a different formulation, as the the curved flat system [6, 7].
We show that (4.1) fits into our general scheme by proving the following.
Proposition 4.1. The tableau A is involutive, Φ takes values in B0,2(A) and
satisfies (3.1).
Proof. A direct computation shows that the characters of A are
s′1 = m− n = dim b, s
′
2 = · · · = s
′
n = 0.
Next, observe that an element F ∈ Hom(a, b) belongs to A(1) if and only if
[F (A′), A′′] − [A′, F (A′′)] = 0, for all A′, A′′ ∈ a. On the other hand, from Ja-
cobi identity we get [adX(A
′), A′′] − [A′, adX(A′′)] = 0, for all X ∈ p, A′, A′′ ∈ a.
Therefore, the map p ∋ X → adX |a ∈ A(1) establishes an isomorphism between
A(1) and P. This proves the involutiveness of A by counting dimensions.
For the second statement, note that
2[[A1, B], [A2, B]] = [[B, [A1, B]], A2]− [[B, [A2, B]], A1],
for A1, A2 ∈ a, B ∈ b, and that [B, [A1, B]] ∈ m. Next, define S|B ∈ C
1,1(A) by
posing S|B (A) := [B, [A,B]]|b . We then have 2Φ|B(A1, A2) = δ
(1,1)(S|B )(A1, A2),
for all A1, A2 ∈ a. This proves that Φ|B ∈ B0,2(A), for each B ∈ b. From the
previous description of A(1), we get
Φ∗|(A,B)(A1 + adX(A1))(A2, A3) = [[A2, [X,A1]], [A3, B]] + [[A2, B], [A3, [X,A1]].
Again using the Jacobi identity, we conclude that Φ satisfies (3.1).

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4.2. 1 + 1 wave maps into Lie groups. A 1 + 1 wave map is a smooth map
g : R1,1 → G into a Lie group G that satisfies the differential equation
(g−1∂xg)y + (g
−1∂yg)x = 0
(see [14]). If θ = g−1dg = Adx + Bdy, then A,B : R1,1 → g satisfy the first order
system
(4.2) ∂xB = −[A,B], ∂yA = [A,B].
Conversely, if A,B : R1,1 → g is a solution to (4.2), then θ = Adx + Bdy satisfies
the Maurer-Cartan equation and there exists a unique wave map g : R1,1 → G such
that g−1dg = θ and g(0, 0) = eG (the group identity).
Let a = R1,1, b = g⊕ g and consider the tableau
A = {(X2dy,X1dx) : X1, X2 ∈ g} ⊂ Hom(a, b),
which we identify with b. Next, let
Φ : (A,B) ∈ A→ −([A,B], [A,B])T dx ∧ dy ∈ Λ2(a∗)⊗ b.
It is easily seen that (4.2) amounts to the system associated with the tableau A
and the non-homogeneous term Φ. Since there are two independent variables, Φ
automatically satisfies (3.1). We need to prove that the tableau is 2-acyclic and
that Φ takes values in B0,2(A). The first and second prolongation of A ≃ b are
given, respectively, by
A(1) = {Q(1)(X˙1, X˙2) = (X˙2dy, X˙1dx) : X˙1, X˙2 ∈ g} ⊂ Λ
1(a∗)⊗A
and
A(2) = {Q(2) |Q(2)(X¨1, X¨2) = (X¨2dy⊙ dy, X¨1dx⊙ dx) : X¨1, X¨2 ∈ g} ⊂ S
2(a∗)⊗A.
Therefore, dimA(h) = 2n, for h = 0, 1, 2, s01 = n, s
0
2 = n, s
(1)
1 = 2n and s
(1)
2 = 0.
We then conclude that the involutiveness index ofA is k = 1 and that the involutive
characters are s
(1)
1 = 2n, s
(1)
2 = 0. Since A
(1) is involutive, to prove that A is 2-
acyclic we only need to prove that H1,2(A) = (0). In the case of two independent
variables, this amounts to prove the surjectivity of δ2,1. For this, it is sufficient to
observe that
C2,1(A) = {µ = (X2 ⊗ dy,X1 ⊗ dx) : Xi = Xi1dx+Xi2dy ∈ Λ
1(a∗)⊗ g}
and that δ(2,1)(µ) = (X21, X12)dx ∧ dy. Finally, we show that Φ takes values in
B0,2(A) by proving the vanishing of H0,2(A), which in turn amounts to proving
that δ1,1 is onto. The claim follows by observing that
C1,1(A) = {σ = (X2,X1) : Xi = Xi1dx+Xi2dy ∈ Λ
1(a∗)⊗ g}
and that δ1,1(σ) = (X2,1,−X12)dx ∧ dy.
5. The Cauchy problem
5.1. Statement of the result. Retaining the notation of Sections 2 and 3, let
A = (A1, . . . , An) be a basis of a and let Qh = (Q
(h)
1 , . . . , Q
(h)
rh ) be a basis of the
prolongationA(h) (h = 0, 1, . . . , k), where k is the least integer such that the prolon-
gation A(k) is involutive. Next, let Qk = (Q
(k)
[1],1, . . . , Q
(k)
[1],s1
, . . . , Q
(k)
[ν],1, . . . , Q
(k)
[ν],sν
)
be a normal basis of A(k) and suppose that its elements be in Guillemin’s normal
form with respect to A and Qk−1 (cf. Section 2.3).
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We call (A,Q0, . . . ,Qk) a regular basis of M(k). Let A
(k) = A
(k)
[1] ⊕ · · · ⊕A
(k)
[ν] ,
where A
(k)
[p] = span (Q
(k)
[p],1, . . . , Q
(k)
[p],sp
), p = 1, . . . , ν. Consider the filtration
a1 = span (A1) ⊂ a2 = span (A1, A2) ⊂ · · · ⊂ aν = span (A1, . . . , Aν) ⊂ a;
and denote by piρ : a → aρ the projection of a on aρ with respect to the decompo-
sition a = aρ ⊕ span (Aρ+1, . . . , An).
Definition 5.1. A set of Cauchy data consists of an ordered set
(U, x0, P(0), . . . , P(k−1), P
[1]
(k), . . . , P
[ν]
(k)),
where U ⊂ a is an open set of x0 ∈ a, P(0) ∈ A
(0), . . . , P(k−1) ∈ A
(k−1) are
constants, and P
[ρ]
(k) : piρ(U) ⊂ aρ → A
(k)
[ρ] (ρ = 1, . . . , ν) are analytic maps.
Theorem 5.2. Let A ⊂ Hom(a, b) be a 2-acyclic tableau, k the least integer such
that the prolongation A(k) is involutive and s
(k)
1 , . . . , s
(k)
ν the corresponding principal
characters. Let Φ : a ⊕ A → b ⊗ Λ2(a∗) ⊂ B0,2 be an analytic function satisfy-
ing (3.1) and (M(k), I(k),Ω) the involutive prolongation of the differential system
(M, I,Ω) defined by A and Φ (cf. Theorem 3.4). Let
(U, x0, P(0), . . . , P(k−1), P
[1]
(k), . . . , P
[ν]
(k))
be a set of analytic Cauchy data. Then there exist an open set U˜ ⊂ U , x0 ∈ U˜ , and
an analytic map Q = (Q(0), . . . , Q(k)) : U → A
[k] such that:
(1) U˜ ∋ x 7→ (x,Q(x)) ∈M(k) is a K-regular integral manifold of (I(k),Ω);
(2) Q satisfies the initial conditions Q(h)(x0) = P(h), h = 0, . . . , k − 1 and
Q
[ρ]
(k) ◦ piρ = P
[ρ]
(k), for all ρ = 1, . . . , ν;
(3) Q is unique, in the sense that any other analytic map with the same prop-
erties coincides with Q in a neighborhood of x0.
Remark 5.3. If the characteristic variety of A(k) is hyperbolic (cf. [17]), the result
holds also in the case of C∞ data.
5.2. Proof of Theorem 5.2. The proof will be divided in several steps. Consider
the vector bundles defined by
J⊥ = Ker (β(0), . . . , β(k−1), dx
1, . . . , dxn) ⊂ I⊥ = Ker (β(0), . . . , β(k−1)) ⊂ TM(k).
Let Gh(I, J) → M(k) be the Grassmann bundle of h-dimensional subspaces of I
⊥
transverse to J⊥ and denote by Vh(I, J) ⊂ Gh(I, J) the set of h-dimensional integral
elements of (I(k),Ω). Let
(P, ξ) ∈M(k) × a→ V (ξ)P = ξ +
k∑
h=1
(S(h)|P +Qh)(ξ)
and consider the trivialization of I⊥ given by
(P, ξ,X ) ∈M(k) × (a ⊕A
(k))→ V (ξ)P + X ∈ I
⊥,
for P = (x,Q(0), . . . , Q(k)) ∈M(k), ξ ∈ a, X ∈ A
(k), and the identifications
Gh(I, J) ≃M ×Gh(a⊕A
(k),A(k)), Gh(I
⊥/J⊥) ≃M ×Gh(a)
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where Gh(a⊕A(k),A(k)) denotes the Grassmannian of h-dimensional subspaces in
a⊕A(k) transverse to A(k). Further, Gh(a⊕A(k),A(k)) may be identified with the
fiber bundle Hom(Th,A(k)) via the isomorphism
(ah, F ) ∈ Hom(Th,A
(k))→ Ah(ah, F ) := {ξ+F (ξ) : ξ ∈ ah} ∈ Gh(a⊕A
(k),A(k)),
where Th → Gh(a) denotes the tautological bundle. Therefore, we can think of
Vh(I, J) as an analytic subset of M(k) × Hom(Th,A
(k)). Next, let G♯h(a) ⊂ Gh(a)
be the Zariski open of h-dimensional generic subspaces with respect to the tableau
A(k) and let V ♯h (I, J) ⊂ Vh(I, J) the Zariski open of integral elements that project
on h-dimensional generic subspaces.
Lemma 5.4. The projection V ♯h (I, J) → G
♯
h(a) is an (analytic) affine bundle,
whose fibers have dimension s1 + 2s2 + · · ·+ (h− 1)sh + h(sh + · · ·+ sn).
Proof. The relative tableau A(p)‖ah := {Q|ah |Q ∈ A
(p)} of a generic subspace
ah ⊂ a has dimension s1 + · · ·+ sp. Therefore,
A
(p)
h = {(ah, Q(p)|ah
) : ah ∈ G
♯
h(a), Q(p) ∈ A
(p)} → G♯h(a)
is a vector bundle of rank s1+ · · ·+ sp. The involutiveness of A(k) implies that the
morphism δˆ : Hom(T ♯h ,A
(k)
h )→ Λ
2(T ♯h )⊗A
(k−1)
h defined by
δˆ(F )(ξ1, ξ2) = F (ξ1)(ξ2)− F (ξ2)(ξ1),
for F ∈ Hom(ah,A
(k)
h |ah), and ξ1, ξ2 ∈ ah, has constant rank.
The kernel of δˆ, which we denote by (A
(k+1)
h )
(1), is a subbundle, whose fiber
above ah is the first prolongation of A
(k)
‖ah
. To compute the dimension of the
fibers it suffices to observe that A
(k)
‖ah
is involutive, from which it follows that
dim (A
(k)
‖ah
)(1) = s1 + 2s2 + · · ·+ hsh.
Let ρ : Hom(T ♯h ,A
(k))→ Hom(T ♯h ,A
(k)
h ) be the restriction morphism defined by
ρ(F )(ξ) = F (ξ)|ah , for F ∈ Hom(ah,A
(k)), ξ ∈ ah, ah ∈ G
♯
h(a).
Let Ψ : Hom(T ♯h ,A
(k))→ Hom(T ♯h ,A
(k)
h )/(A
(k)
h )
(1) be the composition of ρ with the
projection on the quotient and let Sˆ(k+1) :M(k)×Gh(a)→M(k)×Hom(Th,A
(k)) be
the section defined by (P, ah)→ (P, S(k+1)|P ‖ah). The proof of the lemma follows
by observing that
V ♯(I, J) = {(P, F ) ∈M(k) ×Hom(T
♯
h ,A
(k)) : Ψ(F − Sˆ(k+1)|P ) = 0}
and that rank(Ker (Ψ)) = s1 + 2s2 + · · ·+ (h− 1)sh−1 + h(sh + · · ·+ sn). 
Lemma 5.5. The generic integral flags are K-regular.
Proof. For any P ∈ M(k) and for any Ah ∈ G
♯
h(a ⊕A
(k),A(k)) consider the polar
space
H(P,Ah) := {ξ1+X1 ∈ a⊕A
(k) : (pi(k)∧˙η)(ξ1+X1, ξ+X ) = 0, for all ξ+X ∈ Ah}.
Since the projection of Ah on a is a generic subspace, we have that
dim (H(P,Ah)) = n+ (sh+1 + · · ·+ sν).
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If A0 = (0) ⊂ A1 ⊂ · · · ⊂ An ⊂ a ⊕A(k+1) is an integral flag in P ∈ M(k) and if
the Ah are generic, then
dimH(P,Ah) = n+ (sh+1 + · · ·+ sν),
for h = 0, . . . , n. From this identities and the preceding lemma it follows that
(A0, . . . ,An) is an integral flag which is K-regular. 
Lemma 5.6. let (A,Q0, . . . ,Qk) be a regular basis and Ah+1 ⊂ a⊕A
(k)
[h+1] ⊕ · · · ⊕
A
(k)
[ν] an (h + 1)-dimensional subspace. Assume that Ah+1 projects onto ah+1 ⊂ a
and set
Σ(Ah+1) := A
(0) ⊕ · · · ⊕A(k−1) ⊕ (Ah+1 ⊕A
(k)
[1] ⊕ · · · ⊕A
(k)
[h] ).
If Ah is an h-dimensional integral element at P ∈M(k) contained in Σ(Ah+1) and
if Ah projects onto ah ⊂ ah+1, then dim (H(P,Ah) ∩ Σ(Ah+1)) = h+ 1.
Proof. First observe that H(P,Ah) ∩ Σ(Ah+1) = H(P,Ah) ∩ (Σ(Ah+1) ∩ I⊥|P ),
and that the elements of Σ(Ah+1) ∩ I⊥|P are of the form VP (ξ) +X (ξ) + S, where
ξ ∈ ah+1, X ∈ Hom(ah+1,A
(k)
[h+1] ⊕ · · · ⊕A
(k)
[ν] ) and S ∈ A
(k)
[1] ⊕ · · · ⊕A
(k)
[h] . Next,
the elements of Ah are of the form VP (ξ) + X (ξ) + Y(ξ), where ξ ∈ ah and Y ∈
Hom(ah,A
(k)
[1] ⊕ · · · ⊕A
(k)
[h] ). If r ⊂ ah+1 is a 1-space such that ah+1 = r ⊕ ah, the
elements of Σ(Ah+1) ∩ I⊥|P are the form
Y (ξ, ξ′,S) = (VP (ξ) + X (ξ) + Y(χ)) + (VP (ξ
′) + X (ξ′)) + S,
where ξ ∈ ah, ξ′ ∈ r and S ∈ A
(k+1)
[1] ⊕ · · · ⊕A
(k+1)
[h] .
If we impose that Y (ξ, ξ′,S) satisfy the polar equations, then (using the fact
that the elements of the basis Qk are in normal form) we find that S is determined
by ξ and then dim (H(P,Ah) ∩Σ(Ah+1)) = h+ 1. 
Let (x,Q(0), . . . , Q(k), Q
[1]
(k), . . . , Q
[ν]
(k)) be the coordinates with respect to the reg-
ular basis. Consider a set (U, x0, P(0), . . . , P(k−1), P
[1]
(k), . . . , P
[ν]
(k)) of analytic Cauchy
data and the filtration of submanifolds
N0 ⊂ N1 ⊂ · · · ⊂ Nν ⊂ Nν+1 ⊂ · · · ⊂ Nn = M
defined as follows:
• N0 is the point of coordinates x = x0, Q(h) = P(h), Q
[p]
(k) = P
[p]
(k)(x
1
0, . . . , x
p
0),
for h = 1, . . . , k − 1 and p = 1, . . . , ν;
• for r = 1, . . . , ν, Nr is defined by the equations xr+1 = x
r+1
0 , . . . , x
n = xn0 ,
Q
[r+p]
(k) = P
[r+p]
(k) (x
1, . . . , xr, xr+10 , . . . , x
ν
0), for p = 1, . . . , ν − r;
• for r = ν + 1, . . . , n, Nr is defined by x
r+1 = xr+10 , . . . , x
n = xn0 .
From the preceding lemma it follows that if Ah ⊂ TP (Nh+1) is an h-dimensional
integral element, then dim (H(P,Ah)∩TP (Nh+1)) = h+1. By applying the Cartan-
Ka¨hler theorem we prove the existence of a unique filtration of K-regular integral
submanifolds P1 ⊂ · · · ⊂ Pν ⊂ Pν+1 ⊂ · · · ⊂ Pn, dimPh = h, such that Nh−1 ⊂
Ph ⊂ Nh, for h = 1, . . . , n.
Let pi1 : Pn → a and pi2 : Pn → A[k] be the restrictions of the respective
projections of M(k). Since pi1 has maximal rank we may assume that the image be
an open neighborhood U˜ of x0 and that pi1 be invertible. Thus Q = pi2 ◦ (pi1)
−1 :
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U˜ → A[k] satisfies the requested properties. The uniqueness of Q is a consequence
of the uniqueness of the K-regular integral submanifolds P1 ⊂ · · · ⊂ Pn such that
Nh−1 ⊂ Ph ⊂ Nh, h = 1, . . . , n. This proves the theorem.
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