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ABSTRACT
Grigsby, Nathan. M.S. Department of Earth and Environmental Sciences, Wright State
University, 2012. Evaluating the effect of hyporheic exchange on intake temperatures of
open-loop geothermal wells in glacigenic outwash aquifers

Subsurface heat flow was simulated to study the effect of hyporheic exchange on
groundwater intake temperatures of open-loop geothermal wells in glacigenic-outwash
aquifers in the North American midcontinent. The model represents an aquifer
kilometers wide, on the order of 100m thick, and directly connected to a perennial river.
The aquifer has bimodal hydraulic conductivity with a geometric mean on the order of
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, an effective thermal conductivity of 2.33
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for water and 103





, and specific heats on the order of

for solids. The aquifer is initially set to a temperature of

12.85 °C and the river is fixed to 26.85 °C. Results show that the ambient zone of
hyporheic thermal influence spans the entire depth of the aquifer and extends laterally for
approximately a half a kilometer from the river. Temperatures within this zone decrease,
as a linear approximation, at about 1 °C per 50 m distance from the river. Aquifer
heterogeneity strongly influences the extent of and the temperatures within the hyporheic
zone. A well pumping at 500
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had intake temperatures as much as 2°C greater than

ambient levels and, depending on location, slightly extended the range of the river’s
thermal influence. However, this increase of intake temperature was not instantaneous,
drifting upward on the order of 1 °C per century before achieving thermal equilibrium. A
realistic distribution of 25 wells pumping at variable rates extended the range of thermal
iii

influence to a kilometer, produced intake temperatures as much as 16 °C greater than
ambient levels, and increased spatial variability in aquifer temperatures.
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INTRODUCTION
By exchanging heat with groundwater, geothermal heat-pump systems can heat or
cool buildings while using 25-50% less energy than conventional heating or cooling
systems in certain settings (U.S. Department of Energy, 2011). Open loop systems work
by pumping groundwater from an underlying aquifer, running it directly over a heat
exchanger, and finally discharging the thermally altered water in another location (Figure
1). These systems are well suited for implementation where buildings overlay shallow
glacigenic outwash aquifers in the North American midcontinent.

Figure 1: Illustration of an open-loop geothermal heat exchange system (from Excel
Energy Solutions, 2009)
The HVAC industry uses a coefficient of performance (COP), defined as the ratio
of the amount of heat moved per unit of work spent, as a metric for efficiency. The COP
of a system depends on a number of factors, including the temperature of intake water
(Figure 2), which is the focus of this research.
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Figure 2: COP as a function of intake groundwater temperature for heating and cooling
modes. Calculated from equation 70 in RETScreen, 2001-2005.

Groundwater temperatures in the midcontinent region of North America maintain
relatively constant temperatures (around 13 °C) at depths below about 5 meters (Florides
and Kalogirou, 2007). However, these aquifers are commonly connected with rivers, and
natural hyporheic exchange can influence groundwater temperatures at depths otherwise
assumed to be stable (Constantz, 2008). Furthermore, pumping associated with openloop geothermal systems may induce river infiltration and further introduce thermal
variation.
The goal of this study is to investigate how hyporheic exchange and aquifer
heterogeneity affect the temperature of extracted groundwater under different pumping
scenarios. To do this, I created a three-dimensional numerical model to simulate fluid
2

flow and heat transport and represented open-loop geothermal systems in a generic
glacigenic outwash aquifer connected to surface water.
This model was loosely based on the Miami Valley Aquifer beneath Dayton,
Ohio. The aquifer is well studied, has strong heterogeneity, and is currently being used
for open-loop geothermal heat exchange. This study is not trying to recreate the system,
but to represent aspects that are common among glacial outwash aquifers to facilitate
understanding of the processes that govern subsurface heat flow. These aquifer systems
are generally wide (~103 meters), shallow (~102 meters), and saturated to near surface
(Ritzi et. al., 2000). They are composed primarily of high hydraulic conductivity
outwash with interbedded lenses of low conductivity mud and diamicton (Conrad el. al.,
2008). The high effective bulk hydraulic conductivity makes them convection-dominated
systems.

3

METHODS
Flow of groundwater and heat were modeled with equations of mass balance and
energy balance, respectively. Assuming that groundwater motion is governed by Darcy’s
Law, a general groundwater flow equation can be written in vector-tensor form as:

v

where

k w g
n

(h)

is the seepage velocity vector [L/t],

is the permeability tensor [L2],

density of water [M/L3], g is gravitational acceleration [L/t2],
the porous medium[D],

(1)

is the

is the effective porosity of

is viscosity [M/t*L], and h is the hydraulic gradient vector

[D]. Further assuming conservation of mass and steady-state groundwater flow, the mass
balance equation is (Freeze and Cherry, 1979):

 k g

h
   w h   S s  Q    h R  h 
t
 

where Ss is specific storage[1/L], t is time [t], Q is a pumping rate [L3/t/L2] and

(2)

(ℎ −

ℎ) is a river source/sink term [L3/t*L2] with a prescribed stage value (hR) and a leakance
term ().
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Assuming conservation of energy and instantaneous heat exchange between water
and soil, a transient heat transport equation can be written as (Hecht-Méndez et al., 2010;
Anderson, 2005; Domenico and Schwartz, 1998):

   D h   v  T    vT   R

T
qh

t n  wc w

(3)

where R represents the specific heat storage of the saturated media [D], T is temperature
[K], Dh is the thermal diffusivity [L2/t], α is aquifer dispersivity [L], qh is heat injection or
extraction [W/L3], and cw is the specific heat capacity of water [J/M/K].
The term R represents the ratio between the effective volumetric heat capacity of
the saturated porous medium (

(

) and the volumetric heat capacity of the fluid

):
(4)

=
The effective heat capacity of the saturated medium can be expressed, in turn, as the

weighted arithmetic mean of the heat capacities of solid (cs) and fluid (Hecht-Méndez et
al., 2010; Anderson, 2005):
=

+ (1 − )

(5)
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The first term on the left side of Equation (3) represents conduction and
dispersion, and the second term represents convection. Conduction is expressed through

Dh, which in turn is equal to the effective thermal conductivity of the medium (λ )
divided by the volumetric heat capacity of the fluid:
(6)

=
The mechanical dispersion term accounts for any spreading of heat as water
travels tortuous pathways that are not directly accounted for in solving equation 2,
through the dispersivity coefficient .
Equation 2 was solved using the numerical method of finite differences

(Harbaugh and McDonald, 1996), and equation 3 was solved using a third-order finitevolume method (Zheng and Wang, 1999; Hecht-Méndez et al., 2010). The preceding
equations contain terms that are dependent on temperature including w, ,

, and ece.

However, their change is negligible over the range of temperatures in this study (Ma and
Zheng, 2010; Hecht-Méndez et al., 2010), and so they are treated as constants.
Simulations were loosely based on characteristics of the Miami Valley Aquifer in
southwest Ohio, a typical, near-surface, buried-valley aquifer in the North American
midcontinent. Figure 3 represents a conceptual diagram of the model domain. The model
was constructed with 203 rows, 153 columns, and 38 layers with a regular grid spacing
(x=y= 30 meters and z= 2 meters). Prescribed head and temperature boundary
conditions were assigned to all layers across the first and last rows. Head values were set
on these boundaries to establish north-south gradient of 0.0003, which is within the range
of the regional gradient for the Miami Valley Aquifer (Sheets, 2007). The entire grid was
6

assigned an initial temperature of 286 K (12.85 C, 55.13F) to represent the ambient
aquifer temperature found in the Miami Valley Aquifer (Norris and Speiker, 1966; Miami
Conservancy District, 2009). Lateral boundaries were assigned as no-flow boundaries.
A river was represented by a head-dependent sink/source imposed on the top layer
spanning all rows along column 75. Stage values were linearly interpolated to match the
regional gradient. The river was also treated as a constant temperature boundary and was
fixed to a uniform 300 K (26.85 C, 80.33F). This value is meant to approximate the
maximum temperature of the Great Miami River in the vicinity of downtown Dayton
(Huntsman et al., 2008) and was picked to create a strong temperature contrast to aid in
the identification of the spatial distribution of river thermal influence.

7

Prescribed head/ temperature

No flow
No
flo
w

Prescribed
head/temperature

Figure 3: Model domain, with prescribed head and temperature conditions on northern
and southern boundaries and no flow on east and west boundaries. Blue line represents
approximate river location.
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The model hydraulic conductivity was based on the strongly bimodal
heterogeneity found in the Miami Valley Aquifer. The aquifer is composed of two
hydrofacies: roughly 85% high hydraulic conductivity sandy gravel, and 15% low
hydraulic conductivity mud and diamicton. The spatial distribution of the two
hydrofacies was represented by an embedded three-dimensional Markov chain model by
using proportions and structural geometry reported for the Miami Valley Aquifer by Ritzi
et al. (2000) shown in Table 1. An indicator simulation with quenching (Carle, 1999) was
used to create a realization using the Markov chain model. The resulting distribution of
the hydrofacies is given in Figure 4.

Table 1
Statistics used to create the hydrofacies distribution
Stratal

Proportions

Mean horizontal length

Mean thickness

(meters)

(meters)

0.85

2222

22.2

0.15

392

3.92

Unit
Sandy
Gravel
Mud and
Diamicton

9

Figure 4: Three dimensional realization of the two hydrofacies.

Hydraulic conductivity variation within hydrofacies was represented by
populating each cell with values randomly drawn from two separate log-normal
distributions, with the geometric mean and coefficient of variation (Table 2) based on
data from the Miami Valley Aquifer (Conrad et al., 2008). The resulting distributions are
shown in Figure 5.
Table 2
Statistics for hydraulic conductivities of both hydrofacies
Stratal Unit

Count

Proportions

Geometric mean

Coefficient

hydraulic

of variation

conductivity (

)

[D]

Sandy gravel

1001723

0.85

8.7*101

1.0

Mud and diamicton

178517

0.15

7.2*10-3

1.0
10

Figure 5: Histogram showing distributions of hydraulic conductivity

To provide a basis for evaluating the effect of heterogeneity, a second,
homogenous model domain was created using the geometric mean hydraulic conductivity
of the dominant sandy gravel facies (Table 2). The results from the heterogeneous
hydraulic conductivity field were compared to those from this simplified homogenous
case to quantify the effect of heterogeneity.
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Thermal properties vary with sediment type, but do so over a very small range
often considered negligible in the shallow subsurface. Therefore, thermal parameters are
assumed to be homogenous for all simulations. Values were taken from the literature on
similar sedimentary aquifer systems (Markle et al., 2006; Anderson, 2005; Hecht-Méndez
et al., 2010; Molina-Giraldo et al., 2011) and are given in Table 3. Dispersivity values
represent variation in velocity that would occur at scales smaller than the size of grid
cells, as caused by small-scale heterogeneity not explicitly represented in the
heterogeneous model, and do not significantly impact the simulations.
Table 3
Thermal parameters used for heat transport simulation
Reaction
Package

Volumetric heat capacity of water

)

4.18*106

Specific heat capacity of solids

(cs)

876

‘Retardation Factor’

(R)

(

1.96

(used in MT3DMS for specific heat storage)
‘Distribution Coefficient’

(Kd)

2.1*10-4

Bulk Density

(b)

1961

Effective thermal conductivity

( )

2.33

Thermal Diffusion

(Dh)

.161

(used in MT3DMS for specific heat)

Dispersion
Package

Transverse Dispersivity

(αT)

0.05

m

Longitudinal Dispersivity

(αH)

0.5

m
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Three distinct pumping scenarios were developed to determine the effect each had
on thermal regime. The first involved no pumping. The flow and transport simulations
were run to steady state and the resulting water budgets and temperatures were examined
to determine the natural ambient flow and thermal fields.
The second scenario imposed a single well withdrawing 500

(91.7 gpm) at

various locations along row 100. This rate is meant to reflect a reasonable pumping rate
for a 90,000 ft2, ten-story office building using an open-loop geothermal heat pump
(assuming 1 U.S. gallon per minute per 1000 ft2 as per Heapy Engineering (2011)). This
well was initially placed in the column immediately adjacent to the river (15 meters
lateral distance) in layer 5 (10 meters depth), and then moved at systematically
increasing lateral distances from the river (30 meter spacing) and depths below surface
(10 meter spacing) until extracted water showed no sign of river influence. Intake
temperatures were recorded at each transport step to capture the transient behavior of the
extracted water.
Finally, a multi-well scenario was created based on the current existence of 25
wells pumping for open-loop geothermal heat exchange in Dayton, Ohio (Heapy
Engineering, 2011). Square footage of the buildings was used to calculate the pumping
rates using 1 gpm per 1000 ft2. Locations and withdrawal rates are given in Table 4.
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Table 4
Well locations and pumping
rates
Row

Column

94
95
95
98
100
100
100
100
100
100
100
100
100
100
103
103
103
103
105
105
105
106
107
107
108

88
82
88
101
77
82
84
86
88
91
94
97
98
101
88
91
98
108
84
90
98
91
80
91
81

Rate (

)

83
1286
1752
1225
288
177
905
918
2020
109
1908
196
262
1128
2649
1428
1314
818
332
218
156
523
305
91
98
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RESULTS
Figures 6 and 7 illustrate the distance that the thermal influence of the river
extends away from the river into the aquifer, under steady-state flow of groundwater and
heat without pumping (ambient conditions). Figure 6 shows the extent of the thermal
influence in the uppermost grid layer in map view, and Figure 7 shows the extent along a
cross section on the approximate middle of the grid (row 100) at 30 meters depth below
surface.

(a)

(b)

4000

4000

3000

3000

C
29
27
25
23
21

2000

2000

19
17

1000

1000

15
13

1000

2000

3000

4000

1000

2000

3000

4000

11

Figure 6: Steady state temperatures for uppermost layer for (a) ambient heterogeneous and (b)
homogenous domains
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It is clear in Figure 7 that the thermal influence of the river extends on the order
of 700 meters away from the river at 30 meters depth in the heterogeneous aquifer model
(taken as the realistic scenario, and thus discussed first). The change in temperature vs.
lateral distance within the extent of influence is not linear (it has a classic diffuse-front
profile) but, within the extent of river influence, temperature declines about one degree
Celsius per 50 meters lateral distance from the river.

Figure 7: Steady state temperatures as a function of lateral distance from river. Solid lines give
the ambient temperature, and symbols give the steady state intake temperatures of wells located at
different lateral distances from the river. All values taken from row 100, layer 15.
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By comparing the results for the heterogeneous aquifer model to the results for
the homogeneous aquifer model in Figures 6 and 7, it is clear that the aquifer
heterogeneity causes the ambient thermal influence of the river to extend further into the
aquifer. The variance in local groundwater velocities due to the heterogeneity creates
flow paths which extend further into the aquifer and convect heat further from the river.
Table 5 shows that in the heterogeneous aquifer model, hyporheic exchange
accounts for about 17% of the water budget and that flow is mostly from the river to the
aquifer. Comparison with the homogenous aquifer model shows that aquifer
heterogeneity has a strong influence on the water budget. Without a representation of the
heterogeneity, the hyporheic exchange would be greatly reduced as a percentage of the
aquifer water budget and in the opposite direction. The Peclet Number:

Pe 

ql  w c w

e

(7)

where q is the specific discharge, and l is the characteristic length (grid spacing),
gives the ratio of heat movement by convection to movement by conduction. As seen in
Table 5, it exceeds unity in these scenarios, showing that they are convection dominated.
The intake groundwater temperature of a pumping well within the extent of river
thermal influence can differ from the ambient groundwater temperature, because
pumping can increase the flow of water from the river to the aquifer. Figure 7 also shows
the intake groundwater temperature in a single well at 30 meters depth, pumping 500

,

at different lateral distances from the river. The pumping can draw the thermal influence
further out from the river, which makes the intake temperature slightly higher than
17

ambient conditions at most distances as seen in Figure 7. Thus, a single well pumping at
this rate and depth would need to be located beyond 700 meters lateral distance to avoid
river influence. With a single well pumping at this rate, the intake temperature decreases,
again as a rough approximation, about one degree Celsius per 50 meters lateral distance
from the river.

Table 5
Aquifer water budget for steady-state flow simulation before pumping is imposed.
Inflow represents flow into the aquifer; outflows represent water leaving the aquifer

Water Budget

Heterogeneous
Volume (

Inflow
Constant Head
River
Outflow
Constant Head
River
Peclet Number

)

6,965
1,455
8,382
39
4.60

Percent

82.72
17.28
99.54
0.46

Homogenous
Volume (

)

Percent

10,438
0.6

99.99
0.01

10,284
155
5.64

98.51
1.45
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Figure 8: Steady state intake temperatures as a function of radial distance from river for
single well scenario for heterogeneous (top) and homogenous (bottom) permeability
fields. Each curve represents 10 to 70 meters depth for given lateral distance.

The thermal influence of the river extends vertically as well as laterally. Figure 8
shows groundwater intake temperatures as a function of the radial distance (in the x-z
plane) away from the river. In can be seen in the curves for the heterogeneous model,
that within 135 meters lateral distance from the river, the intake temperatures are close to
river water temperature even when pumping near the bottom of the aquifer (70 meters
depth, i.e. the last point on each of the curves). Thus, for locations proximal to the river,
one cannot avoid a strong influence from the river by drilling deeper wells.
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Due to the high specific heat capacity of water and the large volume of water in
the aquifer, it takes extremely long times for the pumped groundwater intake temperature
to become stable. Figure 9 shows the transient change in intake temperature at different
lateral distances if the aquifer is pumped at a constant rate of 500

. At most distances,

intake water begins at ambient temperature and increases until asymptotically
approaching an equilibrium level after about 80,000 days. Comparison to the
homogenous results shows that aquifer heterogeneity greatly increases the time it takes
intake water temperatures to reach steady state. These long equilibration times have
important ramifications for geothermal heat exchange. Because the COP of a system is
dependent of intake water temperature, COP drift may continue for the foreseeable future
(Figure 10).

20

(a)

(b)

Figure 9: Temperature of intake water as a function of time within (a) heterogeneous and
(b) homogenous domains. Values were taken from 30 meters depth at given lateral
distances from the river.
21

(a)

(b)

Figure 10: COP drift over time for (a) heterogeneous and (b) homogeneous cases.
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Figures 11 and 12 illustrate the extent to which river thermal influence extends
into the aquifer when multiple wells are imposed for the duration of the simulation.
Figure 11 shows steady-state intake temperatures for 25 wells along with ambient
temperatures along row 100 as functions of lateral distance from the river. Figure 12
shows the map view of temperatures in the layer (layer 15) in which pumping is occuring.
It is clear in Figure 11 that this pumping scenario extends the range of river
influence far beyond the ambient range. Even the well 975 meters away from the river is
extracting water a full degree Celsius warmer than the ambient value. The relationship
between intake temperature and distance to the river observed in the ambient and single
well cases is present, but is no longer a simple diffuse front profile. Instead, the addition
of multiple wells reduces the dependence of steady state intake temperatures on
proximity to the river. Some wells within 400 meters of the river actually have steady
state temperatures beneath the ambient level because of groundwater drawn underneath
the river (Figure 12).
By comparing the results for the heterogenous model to the homogenous model
in Figures 11 and 12 it is clear that aquifer heterogeneity creates a much more complex
subsurface thermal regime.

23

(a)

(b)

Figure 11: Steady state temperatures as a function of lateral distance from the river.
Values are taken from 30 meters depth for (a) heterogeneous and (b) homogeneous
permeability fields when multiple pumping wells are imposed.
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(a)

(b)

Figure 12: Map view of steady state temperature values for layer 15 with 25 pumping wells for
(a) heterogeneous and (b) homogenous cases. Blue line represents column containing river and
crosses and squares represent well locations.
25

CONCLUSIONS
Subsurface heat flow was simulated to study the effect of hyporheic exchange on
groundwater intake temperatures of open-loop geothermal wells in glacigenic-outwash
aquifers in the North American midcontinent. The model represented an aquifer
kilometers wide, on the order of 100m thick, and directly connected to a perennial river.
The aquifer has bimodal hydraulic conductivity with a geometric mean on the order of
100
106

, an effective thermal conductivity of 2.33
for water and 103

, and specific heats on the order of

for solids. The aquifer was initially set to a temperature of

12.85 °C and the river was fixed to 26.85 °C. Results showed that the ambient zone of
hyporheic thermal influence spans the entire depth of the aquifer and extends laterally for
approximately a half a kilometer from the river. Temperatures within this zone decrease,
as a linear approximation, at about 1 °C per 50 m distance from the river. Aquifer
heterogeneity strongly influences the extent of and the temperatures within the hyporheic
zone. Intake temperatures for a well pumping 500

were as much as 2°C greater than

ambient levels and, depending on location, slightly extended the range of the river’s
thermal influence. However, this increase of intake temperature was not instantaneous,
drifting upward on the order of 1 °C per century before achieving thermal equilibrium. A
realistic distribution of 25 wells pumping at variable rates extended the range of thermal
influence to a kilometer, produced intake temperatures as much as 16 °C greater than
ambient levels, and created complexity in the spatial distribution of aquifer temperatures.

26

Future work should investigate the effects of dynamic changes in river water
temperature and pumping rates. It should also investigate the river influence under
alternate, but likely, scenarios for aquifer heterogeneity. The results here indicate that the
development of open-loop geothermal systems should not be done without proper
consideration of hyporheic influences.
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APPENDIX
INSTRUCTIONS FOR RUNNING FLOW AND
TRANSPORT MODELS

Please refer to the CDROM attached to this thesis for digital copies of executable
program codes and example input and output files. The folder MODFLOW contains two
folders (ho and het). Each contains a MODFLOW executable file (mf96) and necessary
input files (mf.nam, bas.dat, oc.dat, pcg2.dat, wel.dat, riv3.dat, and a .bcf file). Ho is
used to simulate flow within a homogenous, isotropic aquifer. The het folder contains a
.bcf file with a heterogeneous permeability field. Both MODFLOW runs are set to create
an unformatted flow field file (here named 30.ftl) that is used by MT3DMS for heat
transport. Similarly, the folder MT3DMS contains a MT3DMS executable file (mt5) and
all necessary input files.
These runs will create unformatted steady-state flow and thermal fields in the
absence of pumping (ambient conditions). Pumping can be imposed by editing the
pumping rate in the MODFLOW input file (wel.dat) from 0 to -500 for a single well case,
or by adjusting the mf.nam file to read in multiwel.dat (also within each folder) for the
multi well case. It may also be necessary to modify the MT3DMS .btn file to place an
observation well in the location of the pumping well. This will create a .obs file that
contains intake water temperature for each transport step. Multiple observation wells are
necessary to capture the intake temperatures of multiple pumping wells.
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INSTRUCTIONS FOR CREATING FLOW AND TRANSPORT
INPUT FILES

PMWIN (Chiang and Kinzelbach, 1998) was used to construct all MODFLOW
and MT3DMS input files. However, it is necessary to use a version of MODFLOW96
that includes a link to MT3D (LMT) package, and a new version of MT3DMS. Both
versions I used were downloaded from the MT3DMS website
(http://hydro.geo.ua.edu/mt3d/). It is also necessary to make minor adjustments to the
input files created by PMWIN
Once the MODFLOW model is constructed in PMWIN, select “Generate input
files only, don’t start MODFLOW”. This will create all necessary MODFLOW input files
without starting a MODFLOW run. Next, adjust the .nam file to include the LMT
package on unit 32 (as per the MT3DMS manual) and run the simulation through the new
version of MODFLOW from the MT3DMS site. This version of MODFLOW creates a
flow field, here named 30.ftl, which is used by MT3DMS for heat transport. Also note
that I edited the stage and bottom elevation within the river input file to match the
regional gradient. I did this in excel by setting the first stage value (top row) equal to
what I had prescribed for the northern bound (in this case 77), and then changing values
by a fixed amount so that the last row would match the prescribed head on the southern
bound (75). River bottom elevation was then set to 1 less than stage value. It is easy to
forget that PMWIN does not recognize these editions, so these files will be overwritten
any time it creates new input files. Therefore, I recommend saving the new river and
name files under different names to avoid accidently overwriting them. Every time the
29

MODFLOW run is complete, it is very important to check the water budget in the output
file to ensure the percent discrepancy is small enough to be accepted.
MT3DMS input files were also generated by using PMWIN. MT3DMS was
developed as solute transport software, but can be used to simulate heat transport because
the equations governing heat flow are analogous to those that govern solute transport.
When using this method to simulate heat transport, temperature is analogous to
concentration. To be consistent with governing equations, I set this to units of Kelvin.
Change the ICBUND array to -1 for all columns and layers in the first and last row and
set the initial temperature conditions to an isothermal 286 K (12.85 C or 55.13 F). The
3rd order TVD Scheme (ULTIMATE) was used to account for convective heat transport.
This package is good for simulating heat transport in a heterogeneous grid. However, it
may be necessary to lower the Courant number to avoid artificial oscillation. The
molecular diffusion coefficient (DMCOEF) is meant to deal with diffusion driven by the
concentration gradient, but in this case represents heat flow driven by a temperature
gradient. Dispersivitiy is caused by differences in flow velocities at the pore scale due to
the tortuous nature of the porous medium not directly accounted for when solving the
flow field. This is the same for heat transport; it is here set it to an arbitrarily low
number. Linear equilibrium isotherm needs to be selected. The equations are only
analogous if instantaneous “sorption” is assumed. For solute transport, the distribution
coefficient (Kd) deals with sorption. For heat transport this is the heat exchange between
solid and water, expressed as the specific heat capacity of the solids and the volumetric
heat capacity of water. The Sink/source mixing package was used to fix the river to 300 K
(26.85 C or 80.33 F).
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For this study it was necessary to place an observation well on the same cell as the
pumping well. This it is easier to do this by manually editing the .btn file then within
PMWIN. This will create a .obs file that contains concentration (temperature) of the
intake water for each transport step.
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TPROGS Input Instructions

The transition probability software TPROGS was used to create a MODFLOW
input (.bcf) file with heterogeneous hydraulic conductivity values. The executable and
parameter files necessary to do this are included in the TPROGS folder in the attached
CD. The following instructions are a brief summary of the steps I took to create my
realization, but each run has a .par file that will need to be understood and modified to
suit the situation.
MCMOD uses a parameter file (mcnate.par) to create a 3D Markov chain model.
After a successful run, this will produce mcmodc2758.bgr and mcmodc2758d.bgr output
files, both of which need to be copied and pasted into the directory containing the TSIM
executable file. TSIM uses both of these .bgr files, and a parameter file of its own
(tsnate.par), to create an unformatted file of the distributions of the stratal units.
BGR2ASCII2 is then used to convert the binary TSIM.bgr file to an ASCII formatted file
that PERMX can read (tsim.ascii). PERMX requires this ASCII file be modified to
include a heading with two rows; the first being an arbitrary title, and the second nodes
necessary followed by x, y, then z spacing.
PERMX fills the created stratal units with values of hydraulic conductivity. The
program randomly pulls values from a normal distribution for each stratal unit (as defined
by a mean and a variance). The output file results.20 needs to be converted to a format
MKMOD will recognize. Furthermore, it is important to recognize that a log normal
distribution of hydraulic conductivity was used for this study. Import the data to surfer,
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and then sort by x, y, and then z columns. Because my data was distributed in ln(cm/s), it
needed to be converted to m/day. Within surfer, I took e to the power of each value and
then multiplied them by 864 to convert from the natural log of cm/s to units of m/day. I
Create a new .dat file. The first row in this file should specify the number of dimensions
(in this case 3), and the second row has the number of columns, rows, and layers (in this
case 153, 203, 38). Follow these with the single column of sorted hydraulic conductivity
values from the surfer file. Save as PERMX.out. Finally, MKMOD uses this
PERMX.out, along with its parameter file (modflowcsthd.par) to create MODFLOW
input files.
Chunk was used to create a three dimensional representation of the distribution of
stratal units, as shown in Figure 4 of the main thesis. This is an optional step not
necessary for the creation of the realization. Before using chunk it is necessary to convert
PERMEX.ascii file back to binary using chunkconvert.exe. The Chunk executable file
uses this binary file, along with a parameter file (natechunk.par), to create the
representation.
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Multi Well Development
Geothermal wells are unlikely to operate in isolation, so I wanted to create a more
realistic simulation with multiple wells. I used wells reported by Heapy Engineering as a
blueprint for locations and rates. Pumping rates for all wells were based upon the
reported square footage of the buildings, assuming 1gpm per 1000 ft2.
The Beerman building is the closest well to the river. Therefore, it was used as a
central point and placed on row 100. By finding this building on google earth, I was able
to estimate that it is about 40 meters from the Great Miami River. Therefore, I imposed a
well extracting at the rate appropriate for the reported square footage on row 100, column
77 (45 meters lateral distance from the river). Wells for buildings along the east side of
the Main and Ludlow block were placed in the same row and within columns based on
the buildings distance from the river. Buildings on different blocks were placed in rows
according to the buildings distances from existing wells and columns based on distance
from river.
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ID
6
3
38
21
24
16
45
13
20
17
43
15
22
36
7
1
25
23
9
44
14
40
41
10
35
2
18
5

Name
Beerman
18W1st
Walker
Performance
Schuster
Key Bank
Courthouse
5th3rd
McCory
Kuhns
Reibold
Kettering Tower
PNC Center
Centre City
Bindery Bld
N Jefferson
Simms
Price Stores
David
MemorialHall
John Watson
E 3rd st
E 1st st
Dayton ConventionCtr
Talbott Tower
130 W 2nd
Ludlow Place
5 w fourth

Lateraldist row
column sq feet gpm
m3/day
35
100
77
53000
53 288.8712
216
100
82
8888
8.888 48.44316
216
100
82
23700
23.7 129.1745
287
100
84 166000
166 904.7664
353
100
86 168500
168.5 918.3924
413
100
88 370686 370.686 2020.387
509
100
91
20000
20 109.008
575
100
94 350000
350 1907.64
665
100
97
36000
36 196.2144
695
100
98
48000
48 261.6192
100
101 207000
207 1128.233
103
88 486000
486 2648.894
103
91 262000
262 1428.005
103
98 241000
241 1313.546
105
84
28800
28.8 156.9715
105
84
32200
32.2 175.5029
105
90
40000
40 218.016
105
98
28600
28.6 155.8814
106
91
96000
96 523.2384
155
107
80
56000
56 305.2224
107
91
14400
14.4 78.48576
107
91
2346
2.346 12.78664
108
81
18000
18 98.1072
103
108 150000
150
817.56
95
82 236000
236 1286.294
95
88 321360 321.36 1751.541
94
88
15200
15.2 82.84608
98
101 224792 224.792 1225.206
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