Abstract-Determining the most appropriate inputs to a model has a significant impact on the performance of the model and associated algorithms for classification, prediction, and data analysis. Previously, we proposed an algorithm ICAIVS which utilizes independent component analysis (ICA) as a preprocessing stage to overcome issues of dependencies between inputs, before the data being passed through to an inout variable selection (IVS) stage. While we demonstrated previously with artificial data that ICA can prevent an overestimation of necessary input variables, we show here that mixing between input variables is common in real-world data sets so that ICA preprocessing is useful in practice. This experimental test is based on new measures introduced in this paper. Furthermore, we extend the implementation of our variable selection scheme to a statistical dependency test based on mutual information and test several algorithms on Gaussian and sub-Gaussian signals. Specifically, we propose a novel method of quantifying linear dependencies using ICA estimates of mixing matrices with a new Linear Mixing Measure (LMM).
NPUT variable selection is a simple concept: The idea is that of all the observed inputs from which we seek to develop a model for purposes such as classification, system identification, control, prediction, etc., not all of them are essential to the model-building process. Moreover, if we include these unnecessary inputs, there may be noise introduced into the model, the parameter estimation process is made more difficult, and the overall results may be poorer than if only the required inputs are used. The area of input variable selection (IVS) has received renewed interest due to the increasing size of electronically available data sets [1], [2] .
IVS is closely related to the well-known area of feature selection. In the latter case, features may be informationbearing characteristics of a generative model or the observed data and may be spread across the space of inputs. Such features could also occur over time. There is usually a very specific method of extracting the features which is dependent on the generative model itself. In this paper, we consider the specific issue of selecting inputs, that is, given a data set x ¼ ½x 0 . . . x NÀ1 0 , how can we select a possible subset of indices I Q & ½0 . . . N À 1 which yield, in some sense, the best or optimal performance for a given model and associated parameter estimation algorithm?
This problem is not trivial and has been considered previously in various ways. What makes input variable selection a difficult problem is that, theoretically all possible subsets of inputs have to be considered in order to make an accurate decision about each input variable. While this problem might be unavoidable, it is possible that approximate solutions exploiting some heuristics can work well in practice. For example, forward or backward elimination schemes have been used traditionally for subset selection [3] .
Most approaches depend on statistically independent inputs, as this allows the IVS algorithms to perform various statistical tests to determine if an input index should be included 1 in the set I Q . We have proposed previously an input variable selection algorithm known as ICAIVS [4] which has two distinct steps:
1. ICA: Taking the raw inputs, produce a set of "demixed" inputs which are as statistically independent as possible. 2. IVS: Perform a set of statistical tests between the demixed variables and the desired output variables. In our previous work, we demonstrated that ICA preprocessing can reduce the overestimation of necessary inputs when inputs are linear mixtures of model dependent and independent variables. However, in order to claim that this preprocessing is useful in many applications we have to study how common mixing is in real-world data sets. There appears to be a widespread belief within the data mining community that input variables are statistically dependent. For example, it has been shown that using combinations of input variables can result in more suitable representations for learning algorithms and, hence, improve performance in 1. In the discussion that follows, we will dispense with the notation and specific wording to indicate input indices. Instead, it should be understood that when we say inputs, this implies the above indices context. knowledge discovery and data mining applications [5] , [6] , [7] . However, no quantitative analysis has been made to our knowledge. Our objective here is to determine how likely it is in practice that such ICA demixing is required. To do this, we propose to perform a number of experiments on real world data sets. This will be addressed in the second part of this paper.
In the first part of this paper, we extend our implementation of the input variable selection scheme. Our previous selection was based on higher order cross cumulants to determine the dependence of each input on the desired output. However, there are various ways in which this dependence can be estimated. A popular choice is mutual information (MI) as a measure of dependencies, and, in this paper, we seek to determine the performance of a range of MI estimation methods in the input variable selection step. We compare these methods with our original cumulantbased method and a simpler correlation-based method.
The paper is organized as follows: In Section 2, we review several mutual information estimation methods that have been proposed in the literature. In Section 3, we perform some simulations to gauge the performance of various mutual information estimators. This approach is taken in an attempt to give an indication of the relative advantages and disadvantages of some basic methods for MI estimation that can be used for IVS. In Section 4, we then compare our original ICAIVS algorithm using equally weighted cumulants with the best MI estimators from the previous section. In Section 5, we propose a novel method of quantifying linear dependencies using ICA estimates of mixing matrices with a new Linear Mixing Measure (LMM). In Section 6, we apply the proposed LMM to derive estimations of a mixing strength for several machine learning databases.
EVALUATION OF ALGORITHMS FOR INPUT VARIABLE SELECTION

Mutual Information for IVS
Although many techniques can be proposed for IVS, MI can be seen as a very fundamental statistical approach to determine the dependence between variables. MI is a natural measure for selecting input signals and such measures have been used previously for input variable selection [8] , [9] . It is not always easy to find ways to reliably estimate MI, for example, it is well known in the statistical literature that a sufficient amount of data must be used to obtain valid results, whatever method is used. However, the task of using MI for selecting inputs is not the same as computing MI directly. Since we only require a relatively simple binary decision to be made about the dependence or otherwise of signals, it is not necessary to compute a precise value for the joint mutual information (JMI).
This has formed the basis of the ICAIVS algorithm that was proposed previously [4] . In this case, higher-order cross cumulants were normalized and combined in a heuristic way to guide the decision process, without the precise value for mutual information ever needing to be estimated. In this section, we consider a number of MI estimation algorithms and seek to determine their suitability for input variable selection. 
Definition of Mutual Information
Mutual Information Estimation Methods
Bonnlander and Weigend compared two MI estimation methods, one based on PDF estimations with a kernel method and one which is based on PDF estimations with an equal-mass binning method [8] . The experimental results show that the estimated value for MI depend highly on the choice of algorithmic parameters such as the kernel width and bin width. However, kernel width and bin width did not change the rank of the relevance of the input subsets for reasonable parameters. Yang and Moody proposed another method to estimate JMI, Iðx i ; x j ; yÞ; i 6 ¼ j, for data visualization [9] . For the purpose of data visualization, the two most important inputs were selected. The JMI methods take advantage of using conditional MI to rank combinations of two input variables when the MI of individual inputs (e.g., Iðx i ; yÞ) is the same.
In this paper, we compare some further methods of MI estimation. This includes a standard (equal bin) histogram method (HG), an adaptive partitioning histogram method (AP) proposed by Darlellay and Vajda [10] , and MI estimation based on the Gram-Charlier polynomial expansion (GC) [11] . The AP histogram method is similar to the histogram methods used by Bonnlander and Weigend in that it aims at partitioning the range of random variables into bins containing the same number of samples, so that the influence of each bin is balanced. Unlike the binning method used in [8] , the AP partitioning is a recursive method that subpartitions the space based on an 2 to test if the current data distribution is close to uniform.
The GC method of MI estimation is based on the GramCharlier polynomial expansion of a PDF [11] ,
where ZðxÞ ¼
is a Gaussian function and c n are factors that determine the weights of different order derivations of ZðxÞ.
Using the truncated polynomial expansion for marginal PDFs, Amari et al. [12] derived an approximation of the marginal entropŷ
Here, k 
where ¼ E½xy, r, and s are a linear combination of x and y (assumed to be zero mean and unit variance),
andĤ Hðr; sÞ ¼1 þ log 2
The MI can then be calculated from these estimates aŝ I Iðx; yÞ ¼Ĥ HðxÞ þĤ HðyÞ ÀĤ Hðx; yÞ; ð11Þ which corresponds to a polynomial of high order cumulants. While there are other choices to measure the difference between statistical distributions [14] on which a statistical dependency test can be based, MI has become a benchmark of choice for IVS.
PERFORMANCE OF MUTUAL INFORMATION ESTIMATORS
In this section, we describe the results of a number of experiments on different MI estimation methods. We consider two data sets: a set of two dependent Gaussian signals and a mixture of two independent sub-Gaussian signals.
While in the literature many performance tests of MI estimators are made with independent signals, we think that tests on dependent signals are important. The aim of the experiments reported here is to carefully control the degree to which dependence is introduced between variables. An important aspect of the experiments is that we can calculate the theoretical value for the MI between signals in order to assess their accuracy.
Experimental Data
For the first data set, we use Gaussian distributions with the following PDFs [15] :
; À1 < x; y < 1: ð12Þ
x and y have the same distribution with zero mean and variance equal to 2. The two signals are dependent on each other as the joint PDF is not equal to the product of marginal PDFs. To generate this data set, we generated random numbers according to fðx; yÞ with a two-dimensional Metropolis algorithm [16] . The MI for this example can be calculated analytically from (1). For the second data set, the dependent sub-Gaussian signals are generated from two independent sub-Gaussian signals where each of the random numbers X and Y are generated with a standard Metropolis algorithm [17] . To make the desired dependent signals, we generate two new signals that are functions of the independent signals. The new signals are:
À Á is a covariance matrix and C is a covariance parameter. The strength of the dependency between u and v can be adjusted by tuning the value of C. Thus, by changing the covariance between u and v, we also change the value of MI. The joint PDF fðu; vÞ of the dependent sub-Gaussian signals can be calculated with a coordinate transformation taking the Jacobian into account, and is given by
The theoretical value for MI can then be calculated by numerical integration.
Experimental Results
We conducted a range of experiments on the MI estimation algorithms described above. Specifically, we examined the dependence of the MI estimation for different numbers of training samples and also calculated the averages and standard deviations of more than 20 runs. 2 The results of the MI estimations of the Gaussian signals are shown in 
Discussion of the Experimental Results
In these experiments, the AP estimator demonstrated outstanding performance. For each single test with different C, the AP estimator converges to the analytical value after a certain number of samples. As the MI increases, the required number of samples increases.
The HG estimator performs similarly to the AP estimator when the dependence between the signals is not very high (Fig. 2a) . However, the HG estimate exhibits a systematic shift when the MI increases to a certain level, although the bin width was tuned appropriately. The deviation between the theoretical value and the estimate becomes larger as the MI increases. Thus, testing the methods on independent signals would not have revealed this difference.
The GC estimator experienced difficulty converging and systematically underestimated the theoretical value in all sub-Gaussian tests.
The comparison of these three MI estimators can be summarized as follows: The advantage of MI estimation with Gram-Charlier expansion is that it only calculates the expectation value of different powers of the samples. Thus, it is fast and easy to calculate. The disadvantage of the GC method is that the estimate might suffer from the truncation of the expansion in the case of non-Gaussian signals. This resulted in an underestimate of MI in our example of subGaussian signal, although the fourth order was taken into account in our implementation.
The histogram-based methods are in this sense more general than polynomial expansion-based methods because they are less sensitive to the nature of the signals. However, the histogram methods are sensitive to the bin partitioning. A rough partition might result in bias toward high MI while fine-grained partitions might result in underestimating MI. A good choice of bin width is particularly important for MI estimation as the regions with low data densities carry large information content (such as the tails of a distribution).
ICAIVS: EQUALLY WEIGHTED CUMULANTS OR MUTUAL INFORMATION?
Having determined the most appropriate MI estimator in the previous section, we ask-will the MI estimator give better performance than the original method of higher order equally weighted cross cumulants? In this section, we compare our original ICAIVS algorithm with a new version which employs MI. We choose to consider the two best performing MI estimation methods from the previous section, GC and AP, and, for interest, a simple test based 2. Most estimation methods depend on some algorithm specific parameters such as the bin width in HG and the partitioning threshold in AP. We attempted to choose these parameters fairly for each case to give a true representation of the performance of each algorithm.
on a correlation measure to show the effect of higher order statistics.
To keep the comparison results easy to understand, we report only the test results between individual input signals and the output signals. More complex tests between other subset combinations have also been considered, but are not included in the results reported here. 
Experiment 1
For the first test, we considered the example discussed in the original ICAIVS implementation [4] . This example consists of 15 iid signals x 1 ; . . . ; x 15 normalized to be in the range À1 to 1. From these signals, we used only the three signals x 2 , x 6 , and x 9 to generate the output signal based on the nonlinear model
To facilitate the comparison, we show in the following normalized results in which each dependency value is divided by the largest value in the input set. Thus, the signal with the strongest dependency value has always a value of 1 (with exception of the data shown in Fig. 4c ). Fig. 3 shows the results for the dependency values of the four methods. All methods identify the signals x 2 and x 9 with a considerable dependency strength, while the remaining dependent variable x 6 is only identified by the AP method. The signal x 6 is missed by the correlation method as the expectation value of x cosðxÞ is zero. Our results also indicate that such terms are difficult to detect with the cumulant and GC method.
Experiment 2
A further test is aimed at the case where the model is multiplicative between two signals,
In this model, neither of the two inputs is dominant while only the product determines the output. The results are shown in Fig. 4 . The correct signals are identified by both MI methods, although the values of the MI in the GC method are all negative (no normalization was used in this subfigure). A possible reason for the negative MI values is the underestimation mentioned before.
Summary
These simple experiments indicate that inputs can be detected by all the methods in some cases. For some situations, it can be difficult to detect the inputs reliably with the cumulant and GC method. The AP MI estimator offers evidently very good performance. This method also gave the best estimations of MI in our previous tests indicating that a more accurate estimation of MI can contribute to the accuracy of the IVS test.
5 DO WE NEED TO USE ICA?: DEPENDENCE ESTIMATION USING LMMS
Linear Mixing Measures
In this section, we propose an efficiently computed measure we term LMM (Linear Mixing Measure) which quantifies the degree of mixing between input variables. This measure will be used to explore and quantify mixing between input signals in several machine learning data sets. There are a number of variations of LMMs that will be discussed in addition.
For the discussion that follows, it is assumed that there is a set of inputs s that is passed through a mixing matrix M to give a set of mixed input variables x,
where M is a generally unknown, instantaneous mixing matrix, s is a vector of unobserved independent source signals, and x is a vector of observed dependent signals. In this scenario, x corresponds to the observed input data. We would like to determine how likely it is that ICA preprocessing for IVS, which corresponds to performing IVS on s, will have an effect on the results. A fully diagonal square mixing matrix M corresponds to zero mixing between source signals s. We require a criterion which measures the effect of off-diagonal elements in M that will result in signals being mixed. It is also necessary to estimate the mixing matrix using ICA. The resulting estimate of the mixing matrix is denoted by A in the following. A is only an estimate of M up to column permutations and scaling factors of the individual signals which has to be taken into account in the definition of LMM.
A Lower Bound on an LMM
We define the LMM, E C 1 , as the sum of all elements of the matrix A minus the largest element of each column, where
and a ij is an element of matrix A in the ith row and jth column. The superscript "C" of this measure indicates that the normalization and inner summation is carried out over the columns of the matrix. E C 1 does not depend on either column or row permutations and can be calculated in quadratic time (Oðn 2 Þ). Remarks:
1. The subscript 1 indicates that this measure is based on a linear weighting of the off-diagonal elements. Other forms can be used, such as a square of the linear distances. 2. An appropriate definition of the total linear mixing based on the true mixing matrix can be defined as
where m ij are the elements of the (typically unknown) mixing matrix M. E M 1 measures the normalized 4 sum of the differences between the normalized off-diagonal mixing strength and the normalized on-diagonal mixing strength. It gives an indication of the degree to which inputs are mixed, but does not take into account permutations of the input signals which E C 1 does. 3. Another LMM that we could have considered is
where P c ðAÞ is a set of all matrices resulting from all possible column permutations of A. This measure captures the main objective of the study to give a conservative estimate of mixing in real-world data sets. However, while E min 1
overcomes the issue of permutations of the input signals, it has the disadvantage that it scales factorially due to the necessary permutations of A. 4. Another approach is to find the minimal mixing condition corresponding to the matrix B 2 P c ðAÞ in which the sum of the diagonal elements is maximal. This matrix is easy to find in the case that each column vector has the maximum value at a position different from the position of the maximum values in all the other column vectors. The matrix can then be found by placing each column vector at the position of the index of the maximal element. This ordering can be done in quadratic time (Oðn 2 Þ). The case when two column vectors from one mixing matrix have maximal elements at the same index is termed a coincident column maximum index. For any given matrix A, the index of the maximum value of column k is k , k ¼ 1; . . . ; n, we define N c as the number of coincident column maximum indices where
It is not practical to try to find a measure of minimal mixing using an exhaustive search, testing all permutations of columns which have coincident column maximum indices. It is easy to see that E if A has no coincident column maximum indices because then the maximal element, which is 1 after normalization, can be placed on the diagonal with the ordering of the columns.
If A has N c > 0, then the above measure corresponds to the case of ignoring the coincident column maximum indices and allowing each column vector to be optimally placed with the maximal element on the diagonal. This introduces an error for all but one coincident column maximum index, underestimating the true mixing strength because a value of one instead of a true diagonal element less than one is subtracted from the sum of all elements of the column vector in the measure E C 1 . In other words, compared to the measure E min 1 , where the true diagonal element is subtracted, an error of 1 À a ii is made for all but one coincident column maximum index, where a ii is the diagonal element of the permutated matrix with the smallest mixing strength.
A large value of E C 1 indicates a large value of E min 1 so that this measure is sufficient for our argument if E C 1 is large. However, a small value of E C 1 can still be caused by matrices with large E min 1 in the case where N c is large.
LMM with Column/Row Normalization
We define the quantity E R 1 ,
which is similar to E C 1 except that the normalization is performed on the row vectors of the matrix A. E R 1 is also independent of permutations, and in case of N c ¼ 0
as an approximation of E min 1 . This quantity corresponds to the measure E 1 introduced by Amari et al. [12] up to a normalization factor in the above definition with an estimate that performs the row normalization after a column normalization. The normalized LMM is defined by
where the column/row-normalized LMM is given by
in whichã a ij is an element of the column-normalized matrix
The measure E N 1 is very similar to the measure E 1 introduced by Amari et al. [12] . However, note that E 1 is most commonly used in the performance evaluation of ICA algorithms where the true mixing matrix is known. Here, we adapted this criteria to the situation where the true mixing matrix is unknown. We augmented the original measure with a normalization factor to enable the comparison of mixing strength values between mixing matrices of different size. Note that E 1 and E N 1 are the same when the columns of the estimated mixing matrix are first normalized.
The different LMMs are illustrated with an example in Fig. 5 . Shown there is the average numerical values for the difference of the LMMs to E M 1 on random mixing matrices for different values of number of coincident column maximum indices N c . In each experiment, a random mixing matrix of size 21 Â 21 with elements drawn equally between 0 and 1 was added to a unit matrix. This corresponds to a mixing matrix where N c ¼ 0. To generate mixing matrices where N c > 0, we randomly picked a specific number of columns equal to N c and exchanged the diagonal elements with the first element in the same column.
Remarks:
1. All the measures agree when N c ¼ 0. However, the quality of the approximation of E Several data sets were chosen arbitrarily from four data collections, the StatLib-Data sets Archive [18] , the Delve library [19] , the UCI Machine Learning Repository [20] , and the FMA collection [21] . These data sets stem from a variety of subject areas such as economics, robotics, or health informatics.
The data sets present a good test of LMMs as the number of inputs range from 2 up to 33, and the number of samples range from tens to thousands (see Table 1 ). For simplicity, we omitted data sets with missing data and nonnumeric feature values. In the remaining data sets, we eliminated features which had no obvious problem-dependent meaning such as serial numbers, or which had obvious dependencies on other features such as classification numbers.
To verify the stability of the LMM estimates with respect to the size of the samples, we calculated the mixing strength E N 1 for different fractions of data. 5 This is shown in Fig. 6 .
Each curve represents the average of 30 trials. A steady value for large coverage was taken as an indication for convergence of the estimation. All but one data set showed consistent values when most of the data was included, establishing some confidence that the number of samples is sufficient to estimate the mixing matrix. Only one data set showed a strong variation of E N 1 for high percentages of the data. This data set was not included in the following analysis.
The detailed results of the estimates of E C 1 and E N 1 are given in Table 1 . In some problems, it became evident that there are inputs supplied in the data sets that have no bearing on the technical problem. For clarity, these inputs were removed manually before commencing the Interestingly, all of the seven data sets with E N 1 < 0:075 are from simulated robotics experiments. The features in these data sets represent well-designed measurements so we expect minimal dependency between inputs of these data sets.
DISCUSSION AND CONCLUSIONS
MI is a valuable method that can be applied to input variable selection, both from a theoretical and practical point of view. In this paper, we have compared a range of MI algorithms and shown that the adaptive partitioning (AP) histogram method by Darlellay and Vajda [10] showed superior performance in our examples.
The MI estimation method based on the Gram-Charlier expansion (GC) is also useful for input variable selection. Although this method does not provide very accurate MI values for data that are far from Gaussian, some dependent signals were, nevertheless, detected with less computational effort compared to AP.
We have shown that both MI estimation methods offer superior performance in terms of accuracy over the original higher order, equally weighted cross cumulant algorithm used in the original ICAIVS implementation [4] . In addition, the AP algorithm drastically simplifies the choice of threshold value for the final binary decision since the values for the irrelevant data have also a very small value, whereas this was a problem in the previous method.
A further advantage of the MI methods compared to the cumulant method is that the values for the dependency indicator are more meaningful compared to the cumulants used in the original ICAIVS implementation. For example, the values for the MI can be used to rank the relative strength of the signals and to use this in the decision process to add additional inputs to the set of selected inputs. Such information could also be used to provide guidance in further model development.
A disadvantage of the histogram-based MI method is that it still suffers from the curse of dimensionality in that high-dimensional histograms have to be evaluated when subsets of input variables are investigated. The GC method uses MI estimation based on the Gram-Charlier polynomial expansion of a PDF and, hence, this enables us to effectively determine the orders of input variables to include.
The LMMs introduced in this paper can be used to systematically quantify dependencies between signals from ICA estimates of mixing matrices. The application of LLM to several real-world data sets demonstrates that ICA is a useful preprocessing step.
While we demonstrated previously with artificial data that ICA can prevent an overestimation of necessary input variables, we show here that mixing between input variables is common in real-world data sets, as demonstrated in a number of real-world data sets. This indicates that ICA preprocessing is useful in practice to isolate the "true" statistically independent data inputs from what can often be data sets with strong statistical dependencies between inputs. It seems important therefore to ensure that preprocessing of data with ICA is available as part of any tool kit, including data mining.
While completing this paper, we became aware of a recent paper by Chow and Huang [22] who developed a new MI method for IVS based on similar points raised in this and our previous paper, that a precise estimation of MI is not necessary for a binary IVS decision step. This new method seems specifically promising in overcoming the dimensionality problem in MI estimation. Also, their IVS scheme includes the evaluation of MI between input signals to prevent the inclusion of highly redundant signals. This parallels to some extent the effect of ICA preprocessing. The results shown in this paper confirm that their approach should be highly relevant to many applications. [20] C.L. Blake and C. Jie Ouyang is now pursuing a PhD degree at Oakland University in Michigan. He was a master's degree student at Dalhousie University where he worked on independent component analysis, machine learning, and input variable selection.
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