Hazard ratio is an important measure for relative difference between treatment groups in clinical trials or other types of studies with time-to-event as an endpoint. Nonparametric confidence intervals for hazard ratio were derived in [26] based on asymptotic normality of the kernel estimate for hazard ratio. Simulation studies found that, however, the actual coverage probabilities of these confidence intervals were still below the nominal level. In this paper, empirical likelihood ratio method is used to construct confidence intervals for hazard ratio functions under right censorship. The asymptotic distribution of the empirical likelihood ratio is established and simulation studies show that empirical likelihood method improves the coverage probabilities of confidence intervals based on asymptotic normality.
INTRODUCTION
Hazard ratio is the most used statistical measure to assess the differences between treatments [21] . It is defined as the ratio of two hazard rate functions. For a subject in j-th group with a survival time T j , hazard rate function at time t is defined as:
where F j (t) and f j (t) are respectively the distribution function and density function of T j . The hazard ratio function at time t is, therefore, defined as:
Several procedures have been proposed in the literature to construct confidence intervals for hazard ratios based on data with potential censoring. The Cox proportional hazard model [3] has been the most widely used procedure over many years to estimate hazard ratio as well as construct its confidence interval, but the crucial assumption behind this procedure, proportional hazard assumption, may not be satisfied by data from epidemiologic studies or clinical trials, see the example provided by [25] . [26] derived two types of undersmoothed kernel confidence intervals for hazard ratio at a given time point t: one based on directly the asymptotic normality of kernel hazard ratio estimate and the other on the Fieller's transformation of hazard ratio estimator. It was found that, in terms of coverage probability, both undersmoothed confidence intervals performed reasonably well when proportional hazard assumption was violated. However, these procedures are still not very satisfactory, because when sample size is small, the true coverage probability is still far from the stated nominal level. This was not improved by linear transformation of kernel estimate. The requirement of estimating variance for a hazard ratio estimator may be the reason for the low accuracy of confidence intervals based on asymptotic normality.
In this paper, we explore the applications of an empirical likelihood method on construction of a confidence interval for hazard ratio. Empirical likelihood ratio confidence interval was first introduced by [16] for a single functional. A comprehensive introduction of empirical likelihood method can be found in [19] . Based on a data-driven likelihood ratio function expressed through constraints, empirical likelihood method does not need to estimate variance when constructing a confidence interval, which leads to very favorable small sample properties in comparison with its competitors. This method has been applied to some statistical problems with censored data, for example, construction of confidence interval for survival function [12] , density and hazard function [24] , difference of survival functions [14] and ratio of survival functions [23] .
In this paper, empirical likelihood ratio function is defined for hazard ratio and shown to have a chi-square asymptotic distribution with one degree of freedom. The coverage probability of confidence interval based on this result is closer to nominal level in comparison to that based on normal approximation. This paper is organized as follows: empirical likelihood ratio function and associated confidence interval for hazard ratio are defined in section 2. Section 3 presents results of simulation studies and application to data from a clinical trial. Proof of the major result is given in the Appendix.
METHODOLOGY
Denote T ji and C ji (j = 1, 2; i = 1, 2, . . . , n j ) the true survival and censoring times of subjects in two groups, respectively. The data we observe from a clinical trial or cohort study are the pairs (X j1 , δ j1 ), (X j2 , δ j2 ), . . ., (X jnj , δ jnj ), where
Here and thereafter, I(A) stands for the indicator function of A. The total sample size from two groups is n = n 1 + n 2 .
be the number of subjects that are still at risk before X j(i) . Now we will make some assumptions on the distribution of the true survival and censoring times. Suppose that {T ji : i = 1, 2, . . . , n j } are independently distributed with distribution function F j (t). The survival function of T ji is defined as:F j (t) = 1 − F j (t). We also assume that F j (t) has continuous density f j (t). The hazard function of T ji can be written as
Suppose that {C ji : i = 1, 2, . . . , n j } are independently distributed with distribution function G j (t) and write
The likelihood function based on censored data (1) is defined as:
From [12] , this likelihood function can be rewritten as:
where
Therefore, we may express cumulative hazard function
Let K j (t) be a kernel function and a j = a(n j ) a bandwidth parameter. By the kernel smoothing method, an estimator of hazard function could be chosen from the following estimation family:h
Note that different {λ ji } will lead to a different estimate of
and thisλ will give one of the estimators from the estimation familyh j (t) defined as:
Hazard ratio ρ(t) = h 1 (t)/h 2 (t) is then estimated by:
Under constraint η =h 2 (t) and ηρ(t) =h 1 (t), we can define the following empirical likelihood ratio for ρ(t):
Then the log likelihood can be written as:
By Lagrange Multiplier Method, we can get:
where the Lagrange Multipliers μ j , j = 1, 2, should satisfy:
We denote the left hand sides of equations (6) and (7) as
.
Assume τ 1 , τ 2 are two numbers such that
where c Fj = inf{x :
The reason t has to be restricted to this interval is that the law of iterated logarithm for Kaplan-Meier estimator [4] and kernel hazard estimator [27] , major tool in the proof of Theorem 2.1 below, may not be valid outside this interval. It can be shown that for each
we can find Q 1n decreasing to −∞; when μ 1 approaches ∞, the limit of Q 1n will be η, which is positive. Therefore equation (6) has a unique root, and we can write it as μ 1 (η, t). Similarly, we can show that equation (7) has a unique root μ 2 (η, t). By implicit function theorem, we get:
Therefore, the equation:
We will show in our main theorem that unique root η E of equation (8) can be found so that log likelihood ratio function ln(R(ρ(t), η, t)) reaches its maximum.
Denote the left hand side of equation (8) as Q 3n (η, μ 1 , μ 2 , t). Define the following conditions for kernel function, bandwidth and hazard function:
The first order derivative of K j (t) exists. 2. Assume that h 1 (t) > 0 and h 2 
The derivative h j (t) of h j (t) exists and is continuous.
Specifically, we have the following theorem. 
Proof. In the Appendix.
Remark 2.1. It is very important to select a bandwidth in our kernel smoothing estimate. [2] proposed an undersmoothing kernel bandwidth for construction of a confidence interval for a hazard function, which is defined as:
This undersmoothing bandwidth alleviates estimation difficulties caused by bias and is shown to minimize the coverage error of a confidence interval for hazard rate function. This bandwidth satisfies the condition 3 for Theorem 2.1 and can be used in practice, although any bandwidth of order O(n −1/3 ) can also be used. We used this bandwidth in our simulation studies and applications to real data from clinical trials.
From Theorem 2.1, an empirical likelihood confidence interval for hazard ratio function ρ(t) at fixed t ∈ [τ 1 , τ 2 ] with asymptotical coverage accuracy 1 − α can be defined as:
where C α satisfies:
Remark 2.2. The confidence interval defined above is for a hazard ratio at a fixed time t. In practice, it may also be useful to have a simultaneous confidence interval over a given time interval. There is a technical difficulty to directly generalize the procedure developed in this paper to construct simultaneous confidence intervals since, as pointed out by [6] , the stochastic process defined by kernel estimate of hazard rate is not tight. For the density function, Hall and Owen [8] derived empirical likelihood based simultaneous confidence intervals by following the technique used by Bickel and Rosenblatt [1] . Application of the same technique to construct simultaneous confidence intervals for a hazard ratio is an interesting problem for further investigation.
NUMERICAL STUDIES
Simulations are conducted following the same scenarios in [26] . Specifically, true survival times are assumed in the first group from an exponential distribution with parameter λ and in the second group from respectively, exponential distribution with parameter λ and Weibull and Gamma distributions with shape and scale parameters respectively γ and λ. The censoring distribution is assumed to be uniformly distributed over interval [T f , T a + T f ], which corresponds to a clinical trial process with patients accrued uniformly into the study from time 0 to time T a and all patients followed for at least T f time unit before the end of the study. λ ranges from 0.075, 0.05, and 0.025 but γ is fixed at 2.
In addition, we fix T a and T f respectively at 60 and 6, as λ varies from 0.075, 0.05 to 0.025, which gives us the censoring rate of respectively 14%, 23%, and 45% when the distribution of the survival time is exponential, 10%, 20%, and 48% when the distribution of the survival time is Weibull, and 34%, 50%, and 77% when the distribution of the survival time is Gamma. For each parameter configuration, 3,000 random samples of sizes n 1 = 100 and n 2 = 100 are generated. The proportion of confidence intervals covering the true hazard ratio over 3,000 samples are used to estimate the coverage probability for each confidence interval, and the average length of confidence intervals to estimate the length of the proposed confidence interval. The nominal significant level α used in all simulations is 0.05 and the following kernel function is used for all kernel estimates:
The results of simulations are presented in Table 1 and 2 respectively for the true coverage probability and length of proposed confidence intervals. In these tables, C el , C tu , C cox and l el , l tu , l cox represent respectively the coverage probabilities and lengths of confidence intervals based on empirical likelihood method, asymptotic normality and Cox proportional hazard model. It can be seen from these tables that empirical likelihood method improves the confidence interval based on normal approximation in almost all cases and the lengths of these two intervals are also comparable at the majority of cases.
From Table 1 , we can notice that when h 2 = 2λ 2 t, λ = 0.025 and t = 6, the coverage probability based on empirical likelihood procedure is only 0.856. This may be caused by relatively few events observed at this earlier time. [26] recommended to avoid making inference on hazard ratio at the time when there are too few events observed. The same recommendation may be made for use of the proposed confidence interval based on empirical likelihood.
We also applied the proposed empirical likelihood method to the same data set from a randomized clinical trial considered by [26] . This trial was designed to compare two chemotherapy regimens (CEF v.s. CMF) in women with early stage breast cancer. 710 pre-menopausal women with axillary node positive breast cancer were recruited in this trial with a median follow-up 8.8 years for all patients at end of trial. Table 3 presents confidence intervals for a hazard ratio of death at respectively 2, 4, 6 and 8 years after randomiza- tion based on respectively normal approximation and empirical likelihood methods. The empirical likelihood confidence interval is slightly shorter except at 8 years from randomization. Although both methods would conclude that CEF is significantly better than CMF at 4 years after randomization, the upper endpoint of the empirical likelihood confidence interval is closer than 1, which confirms the results from the simulation study that the confidence interval based on normal approximation may be more liberal than the empirical likelihood confidence interval.
APPENDIX A. PROOF OF THEOREM 2.1
In what follows, we assume the conditions of Theorem 2.1 are satisfied.
Lemma A.1.
Proof of Lemma A.1. Lemma A.1 can be proved following the same arguments in the proof of Theorem 2.3 in [27] .
Proof of Lemma A.2. Lemma A.2 can be proved from Theorem 4.2 in [13] .
Lemma A.3. Define ε n = n −s , with
ε n , the solutions μ 1 (η, t) and μ 2 (η, t) of equations (6) and (7), respectively, satisfy:
1 ε n ) and
Proof of Lemma A.3. For j = 1, 2, define
Similar to the proof of Proposition 3.3.1 of [20] , we can show thatσ
Since we have from (6) and (7) ηρ
From condition 1, we have |K j (x)| ≤ M , for an M > 0 and j = 1, 2, which leads to
Since for sufficiently large n 1 and n 2 , we have almost surely ((4.6) in [24] )
Therefore, we have
On the other hand, from definition h 2 (t) = η 0 , we have by lemma A.1
Combining (A.4) and (A.5), we get
Similarly, we can prove
Lemma A.4. Almost surely, for large n 1 and n 2 , equation (8) 
has a solution η E (t), such that R(ρ(t), η, t) reaches its maximum value R(ρ(t), t) at
Similarly, we can show that, almost surely
Hence, from (A.3), we get
From (1), Lemma A.3 and using Taylor Expansion again, we have
From (A.6) and (A.7)
).
If we write η n = η 0 + Δ = h 2 (t) + Δ, such that Δ → 0, Δ 2 a 
