Introduction
Let g be a semisimple Lie algebra over an algebraically closed field k of characteristic zero and G its adjoint group. The notion of a principal nilpotent pair is a double counterpart of the notion of a regular (= principal) nilpotent element in g. Roughly speaking, a principal nilpotent pair e = (e 1 , e 2 ) consists of two commuting elements in g that can independently be contracted to the origin and such that their simultaneous centralizer has the minimal possible dimension, i.e., rk g. The very definition and the basic results are due to V. Ginzburg [Gi99] . He showed that the theory of principal nilpotent pairs yields a refinement of well-known results due to B. Kostant on regular nilpotent elements in g and has interesting applications to Representation Theory. In particular, he proved that the number of G-orbits of principal nilpotent pairs is finite and gave a classification for g = sl(V). Trying to achieve a greater generality, Ginzburg also introduced a wider class of distinguished nilpotent pairs (see precise definitions in sect. 1) and, again, classified them for sl(V). Although finiteness for sl(V) follows from the classification, it is not known in general whether the number of G-orbits of distinguished nilpotent pairs is finite.
Our aim is to present a classification of the distinguished and principal nilpotent pairs in the classical simple Lie algebras. Because a classification of principal nilpotent pairs in the exceptional simple Lie algebras was obtained in [EP99] , we thus have a complete classification of such pairs in all simple algebras. As a by-product, we obtain finiteness for the number of orbits of the distinguished pairs in all classical Lie algebras. However the finiteness problem remains open for the exceptional simple algebras.
Roughly speaking, the reason for success is that a classical Lie algebra has the tautological representation. Let V be the space of this representation. The classification is given in terms of combinatorial objects which are called skew-graphs. A skew-graph Γ is a finite oriented graph whose set of nodes is a subset of Q × Q, see precise definition in (2.1).
To attach a skew-graph to a distinguished pair e, we exploit the bi-grading of V determined by a characteristic h of e (see sect. 1 for characteristics). This is an extension of Ginzburg's approach to sl(V). For each classical series, we describe the appropriate class of skew-graphs and construct a mapping from the set of G-orbits of distinguished pairs to this class of skew-graphs. This mapping is a bijection unless g = so 2n and the target skew-graph Γ is connected. In the last case, the fibre over Γ consists of two SO 2n -orbits. Everybody who has heard about 'very even' partitions for g = so 2n (see e.g. [CM93, 5 .1]) will not find it surprising. For principal pairs, the classification is of the same form, only appropriate classes of skew-graphs become smaller. The classification is summarized in Theorem 3.6.
The notion of a connected skew-graph is close to that of a skew-diagram considered by Ginzburg in connection with distinguished pairs in sl(V). But our connected skew-graphs are more formalized objects and we found it more convenient to use the language of graphs in the situation, where the combinatorial object can be disconnected. An advantage of using coordinates for the nodes of Γ is two-fold: 1) one distinguishes easily the classes of skew-graphs attached to different classical series and 2) one can immediately read off a formula for a characteristic of a distinguished pair in question.
In section 1, we recall the necessary definitions and results. In section 2, we introduce the "appropriate" classes of skew-graphs and describe the corresponding distinguished and principal pairs. The classification itself is contained in section 3. We show how to associate a skew-graph to a distinguished pair and that the resulting skew-graphs are exactly those considered in section 2. In section 4, we give an explicit description of the centralizer for all principal pairs and describe rectangular distinguished pairs.
Notation. The ground field k is algebraically closed and of characteristic zero. Algebraic groups are denoted by capital Roman letters, whereas their Lie algebras by the corresponding small Gothic letters. Throughout, g is a semisimple Lie algebra and G is its adjoint group. For any set M ⊂ g, we let z g (M) (resp. Z G (M)) denote the centralizer of M in g (resp. in G). For M = {a, . . . , z}, we simply write z g (a, . . . , z) or Z G (a, . . . , z). If x ∈ g and s ∈ G, we write s·x in place of (Ad s)x.
If V is a g-module and M ⊂ g, then V M denotes the subspace of M -fixed vectors. If V is equipped with a non-degenerate bilinear form ( , ) and
a, . . . , z is the linear span of elements of a vector space;
Preliminaries on nilpotent pairs
We begin with recalling some definitions from [Gi99] .
• A pair e = (e 1 , e 2 ) ∈ g × g is called nilpotent in g, if (i) [e 1 , e 2 ] = 0 and (ii) for any (t 1 , t 2 ) ∈ k * × k * , there exists g = g(t 1 , t 2 ) ∈ G such that ( t 1 e 1 , t 2 e 2 ) = (g·e 1 , g·e 2 ).
• A pair of semisimple elements h = (h 1 , h 2 ) ∈ g×g is called an associated semisimple pair for e, if h 1 , h 2 have rational eigenvalues in g and
• A nilpotent pair is called principal , if dim z g (e) = rk g.
• A nilpotent pair is called pre-distinguished , if z g (e) contains no semisimple elements.
• A nilpotent pair is called distinguished , if it is pre-distinguished and there exists an associated semisimple pair h such that z g (h) is a Cartan subalgebra.
It was shown in [Gi99] that each nilpotent pair has an associated semisimple pair. The main tool in studying nilpotent pairs is the bi-grading g = p,q∈Q g p,q , where
The pairs (p, q) with g p,q = 0 will be referred to as the eigenvalues of h in g. An eigenvalue (p, q) is said to be integral, if p, q ∈ Z. Otherwise it is called fractional. The same terminology is used for the corresponding eigenspaces. Of course, this can also be performed for any g-module in place of g. Dealing with distinguished and principal nilpotent pairs we shall usually omit the adjective 'nilpotent'. The following result was proved in [Gi99] .
Theorem (Ginzburg).
Let h be an associated semisimple pair for a principal pair e.
It follows from the theorem that a principal pair is distinguished. To utilize the bi-grading determined by h for obtaining internal properties of a nilpotent pair, one need to have a kind of conjugacy theorem for all associated semisimple pairs. In [Gi99] , such a theorem was proved for the pre-distinguished pairs. However, to get the result in full generality, the definition of an associated semisimple pair was to be modified. This was done in [P99b] .
• A pair h of semisimple elements is called a characteristic of e, if it satisfies (1.1) and h 1 , h 2 ∈ z g (e)
⊥ .
Note that for the pre-distinguished pairs the second condition is automatically satisfied. It was shown in [P99b, 1.4 ] that any nilpotent pair has a characteristic, which is unique within to conjugacy, and h 1 , h 2 are rational semisimple elements. The following assertion will repeatedly be used in course of our classification of distinguished pairs. We repeat the proof given in [loc. cit, 1.5].
z g (e) ⊕ h 1 , h 2 as k-vector space. Using algebraic Levi decompositions for n g (e) and z g (e), one easily shows that z g (h) contains z g (e) red , a reductive Levi subalgebra of z g (e) (see [P99b, 1.4] ). Hence z g (e) red = 0 and we are done.
2 The examples of distinguished and principal pairs in classical Lie algebras
In this section we describe examples of distinguished and principal pairs in the classical simple Lie algebras. It will be shown in section 3 that these examples actually exhaust all such pairs.
(2.1) Skew-graphs and skew-diagrams.
A skew-graph Γ is a finite oriented graph satisfying the following conditions: (i) the set of nodes n(Γ) is a subset of Q × Q:
(ii) the barycentre of the set n(Γ) is in the origin, i.e., (i,j)∈n(Γ) i = 0 and (i,j)∈n(Γ) j = 0; (iii) the set of arrows a(Γ) contains elements of only two types:
where the length of each arrow is 1; (iv) if the nodes (i, j), (i + 1, j + 1) lie in the same connected component Γ 1 of Γ, then (i, j + 1), (i + 1, j) also belong to Γ 1 and four possible arrows inside this square belong to a(Γ 1 ).
Different components are allowed to have some common nodes.
It is easily seen that, in a connected skew-graph, the set n(Γ) entirely determines a(Γ). For this reason, we shall sometimes identify Γ and n(Γ) in such a case and depict a connected skew-graph Γ as collection of squares of size 1 on the plane, an element (i, j) ∈ n(Γ) being the centre of the corresponding square. The corresponding object is said to be a skew-diagram Γ. Associated with these two types of objects, there are two different languages that will freely be used in the sequel. Thus, we gain an advantage to use those language that is more suitable in a specific situation. Usually, it is not hard to switch from one language to another. For instance, a southwest (resp. northeast) corner of a skew-diagram Γ corresponds to a source (resp. sink) of the oriented graph Γ. A skew-diagram is said to be a sw-(resp. ne-) Young diagram, if it has a unique southwest (resp. northeast) corner. The sw-and ne-Young diagrams together are called Young diagrams. The corresponding skew-graphs are said to be Young graphs.
The following statement was proved in [Gi99] . We included a proof for two reasons: (a) convenience of the reader and (b) it is the prototype of our argument for the other classical series.
Proposition (series A).
1. Any connected skew-graph Γ with n nodes determines a distinguished pair in sl n . The SL n -orbit of this pair is uniquely determined by Γ. 2. Any Young graph with n nodes determines a principal pair in sl n .
Proof.
1. Identify the nodes of Γ with the elements of a basis of an n-dimensional k-vector space V. If (i, j) ∈ n(Γ), then v i,j stands for the corresponding basis vector in V. It is convenient to assume that v i,j = 0, if (i, j) ∈ n(Γ). Define e 1 (resp. e 2 ) to be the operator corresponding to the horizontal (resp. vertical) arrows in a(Γ):
Obviously, e 1 , e 2 are nilpotent endomorphisms of V. ¿From 2.1(iv) it follows that [e 1 , e 2 ] = 0. Define the semisimple endomorphisms of V by the formulae:
The condition on the barycentre of n(Γ) is equivalent to that tr (h i ) = 0, i = 1, 2. It is easily seen that h 1 , h 2 , e 1 , e 2 satisfy relations (1.1). Since Γ is connected, a straightforward computation shows that z sl(V) (h) is the set of all traceless endomorphisms of V that are diagonal in the basis {v i,j } (i,j)∈n(Γ) . It is then easily seen that z sl(V) (h) ∩ z sl(V) (e) = 0. Therefore e is distinguished by Lemma 1.3.
To prove uniqueness, assume that {w i,j } (i,j)∈n(Γ) is another basis of V and e ′ = (e ′ 1 , e ′ 2 ) is the corresponding distinguished pair. Clearly, there exist s ∈ SL(V) such that sv i,j = αw i,j for all (i, j) and some α ∈ k * . Then s·e i = e ′ i (i = 1, 2). 2. Let Γ be a sw-Young graph and (i 0 , j 0 ) the source of it. Then v i 0 ,j 0 is a cyclic vector in V relative to e 1 , e 2 . Therefore z sl(V) (e) is generated by all non-zero powers e 
If Γ is an ne-Young graph, we may consider the dual endomorphisms e * 1 , e * 2 of V * . Obviously, the pair e * = (e * 1 , e * 2 ) corresponds to the sw-Young diagram Γ t and dim z sl(V) (e) = dim z sl(V * ) (e * ).
(2.3) Centrally-symmetric skew-graphs. Let us say that a skew-graph Γ is centrally-symmetric (= c.-s.), if the sets n(Γ) and a(Γ) are centrally-symmetric in the usual sense (the latter being considered without orientation). For a connected Γ, this implies that the coordinates of all nodes are in
Z. All connected c.-s. skew-graphs fall into three classes. Namely, Γ is said to be
A geometric property distinguishing these classes is the position of centre of symmetry with respect to nodes and arrows. As we shall see, these classes naturally arise in describing distinguished pairs in so(V) and sp(V). Notice that there are two different sorts of semi-integral skew-graphs: one with i ∈ Z and another with j ∈ Z. Clearly, #n(Γ) is odd if Γ is integral and is even for the other two classes. We say that a connected skew-graph is rectangular , if the corresponding skew-diagram is a rectangle. Obviously, a rectangular skew-graph is c.-s.
Proposition (series B).

Let Γ be a c.-s. skew-graph with at most two connected components
Proof. We follow the same way as in (2.2), with necessary alterations. 1. Obviously, each Γ i is c.-s., n(Γ 0 ) ∩ n(Γ 1 ) = ∅, and #n(Γ) is odd. Identify the nodes of Γ i with the elements of a basis of a k-vector space
, and g i = so(V i ). Define the symmetric bilinear form on V by (v i,j , v −k,−l ) := δ ik δ jl . As above, e 1 (resp. e 2 ) will correspond to the horizontal (resp. vertical) arrows of Γ. However, to obtain e 1 , e 2 respecting the bilinear form, one must include signs in their definitions. The problem is to choose a distribution of signs such that e 1 , e 2 respect the bilinear form and still commute. A solution is as follows. For (i, j) ∈ n(Γ), set
(Note that i+j is integral for both components of Γ.) Then e 1 , e 2 ∈ so(V) and [e 1 , e 2 ] = 0. Define h 1 , h 2 by the same formulae as in the proof of Prop. 2.2. It is immediate that h 1 , h 2 ∈ so(V) and relations (1.1) are satisfied. There is an h-equivariant isomorphism
is a Cartan subalgebra of g. It consists of all operators in g that are diagonal in the basis {v i,j } (i,j)∈n(Γ) . It then easy to verify that z g (h) ∩ z g (e) = 0. Thus, e is distinguished by Lemma 1.3.
To prove uniqueness, assume that {w i,j } (i,j)∈n(Γ) is another basis of V, satisfying the condition (w i,j , w −k,−l ) = δ ik δ jl , and e ′ = (e 
and since #n(Γ 0 ) is odd, det s ′ = 1.
2. A rectangular skew-graph has a unique source, say (i 0 , j 0 ), which provides us with a cyclic vector in V relative to e 1 , e 2 . Therefore z so(V) (e) is generated by all non-zero powers e k 1 e l 2 lying in so(V). The last condition is equivalent to that k + l is odd. Since Γ is rectangular integral c.-s., we have
Remark. Notice that this proposition applies in degenerate cases as well. For instance, if Γ is a horizontal chain, then it has no vertical arrows and therefore e 2 = 0. Since e 1 has a single block in Jordan normal form, it is a regular nilpotent element in so(V). This provides us with a trivial principal pair (e 1 , 0).
Proposition (series C).
Let Γ be a c.-s. skew-graph with at most two connected components
Proof. 1. Since Γ 0 and Γ 1 are semi-integral and of different sorts,
For definiteness sake, we assume that i ∈ Z (resp. j ∈ Z) if (i, j) ∈ n(Γ 0 ) (resp. (i, j) ∈ n(Γ 1 )). Identify the nodes of Γ i with the elements of a basis of a k-vector space V i (i = 0, 1). As above, v i,j stands for the basis vector corresponding to (i, j) ∈ n(Γ).
, and g i = sp(V i ). Define the alternating bilinear form on V by
Formulae for e 1 , e 2 also become more involved. For (i, j) ∈ n(Γ 0 ), we set:
The formulas for (i, j) ∈ n(Γ 1 ) are obtained in a 'transposed' fashion: 
is a Cartan subalgebra of g. It then easy to verify that z g (h) ∩ z g (e) = 0. Thus, e is distinguished by Lemma 1.3.
The proof of uniqueness is the same as in Prop. 2.4 and even simpler, because the full isometry group of an alternating form is connected.
2. This part of the proof is almost the same as in 2.4 (2) . The only distinction is in the last formula. Since Γ is semi-integral, we have
As the description in the even-dimensional orthogonal case is longer, we split it in two propositions: one about distinguished pairs and another about principal pairs. A new phenomenon appearing here is that different connected components of Γ may have a common node. 
Proposition (series D). (i) Any connected non-integral c.-s. skew-graph Γ determines a distinguished pair in
so(V), where dim V = #n(Γ) is even; (ii) Let Γ bea) n(Γ 2 ) = {(0, 0)}; b) #n(Γ i ) > 1 (i = 1, 2) and n(Γ 1 ) ∩ n(Γ 2 ) = {(0, 0)}. (iii) Let Γ be a skew-graph with three connected components Γ i (i = 0, 1, 2) such that Γ 0 is as in (i) and Γ 1 , Γ 2 are as in (ii). Then Γ represents a distinguished pair in V, where dim V = i #n(Γ i ); (iv) The SO(V)-orbit of distinguished
pair is uniquely determined by Γ if and only if Γ is disconnected. In case Γ is connected (see (i)), two different orbits arise.
Proof. (i) The argument here is analogous to that in (2.4). Consider a basis {v i,j } of an even-dimensional k-vector space V indexed by the nodes of Γ. The symmetric bilinear form on V is defined by (v i,j , v −k,−l ) := 0 unless i = k and j = l, and (
The verification of all required relations is easy.
(ii) Let V i be an odd-dimensional k-vector space with a basis indexed by the nodes of Γ i , i = 1, 2. According to Prop. 2.4(1), each Γ i represents a distinguished pair (e
2 ), in so(V i ). Then straightforward computations show that the direct sum (e 1 , e 2 ) := (e (1) 1 + e (2) 1 , e
2 ) is a distinguished pair in g = so(V 1 ⊕ V 2 ) = so(V) in both cases:
(a) Here dim V 2 = 1 and e
(1) i
is 1-dimensional. Therefore dim z g (h) = rk so(V 1 ) + rk so(V 2 ) + 1 = rk g, i.e., z g (h) is a Cartan subalgebra. For z g (e), we have the similar formula
It follows from the connectedness of Γ i that so(V i ) e 1 ,e 2 ∩ so(V i ) h 1 ,h 2 = 0 (i = 1, 2). Finally, as both skew-graphs have more than 1 node, the space (
h 1 ,h 2 is not e-stable. Whence z g (e) ∩ z g (h) = 0. We conclude by Lemma 1.3.
(iii) Let V i (i = 0, 1, 2) be a k-vector space with a basis indexed by the nodes of Γ i and V := ⊕ i V i . The spaces {V i } are supposed to be pairwise orthogonal. Construct distinguished pairs in so(V 0 ) and so(V 1 ⊕ V 2 ) according to the recipes in (i) and (ii) respectively. Define e to be the direct sum of these two pairs. Again, we use the
h 1 ,h 2 = 0 (cf. proof of 2.4(1)). Then the problem of proving that z g (h) ∩ z g (e) = 0 becomes "local", i.e., it reduces to V 0 and V 1 ⊕ V 2 , i.e., to preceding parts (i), (ii). We conclude by Lemma 1.3.
(iv) As in Prop. 2.4, one proves that the distinguished pairs constructed in (i), (ii), and (iii) form a single O(V)-orbit. If one of the connected components of Γ has an odd number nodes, then this orbit is actually an SO(V)-orbit (cf. 2.4). But if Γ is connected and hence contains an even number if nodes, then this orbit is a union of two SO(V)-orbits (the conjugating transformation s with det s = −1 can not be corrected).
Unlike the symplectic and odd-dimensional orthogonal case, principal pairs in D n are also represented by some non-rectangular skew-graphs. Before stating the result, we need to introduce this class of graphs.
(2.9) Near-rectangular graphs and diagrams.
Let Γ be a non-integral rectangular diagram. In this context, non-integrality means that the length of each side of the rectangle is even. Take the leftmost column of Γ and remove from it either the lowest (first) square or all the squares except for the highest (last) one. Accordingly, execute the centrally-symmetric operation with the rightmost column. This is one type of admissible transformations. Otherwise, the similar thing can be done with the first and last row of Γ. In any case, the diagram obtained must be connected. The resulting skew-diagrams (skew-graphs) are said to be near-rectangular . Note that if Γ is nearrectangular, then #n(Γ) ≡ 2 (mod 4). Proof. (i) For a non-integral rectangle, the proof is similar to that given in Prop. 2.4(2), 2.6(2) and is easy. Therefore we omit it.
Suppose Γ is a near-rectangular diagram. Let V, the symmetric form, and e be the same as in 2.8(i). The only thing that has to be verified is that dim z so(V) (e) = rk so(V). Here V has no cyclic vectors and the previous proofs do not apply. However, for all possible shapes, there is an argument reducing the problem to a smaller rectangle. 1. Consider a near-rectangular diagram of the first shape:
. . .
Four letters inside of squares stands for the corresponding basis vectors in V. By assumption, the length of the last and first row is odd, say 2k+1. Without loss of generality, we may assume that y = e 2k 1 m, z = e 2k 1 x, and (x, y) = 1. Then (z, m) = 1. Set V ′ = y ⊥ / y . Obviously, V ′ is again a quadratic space and dim
. Consider p := {A ∈ so(V) | Ay ∈ y } and the natural map φ : p → so(V ′ ). Then Ker φ = {A | A· y ⊥ ⊂ y }. We are interested in Ker φ ∩ z g (e). Since m is a cyclic vector in y ⊥ relative to e 1 and e 2 , we see that any B ∈ Ker φ∩z g (e)
takes m to y and all other basis vectors of y ⊥ to zero. If Bm = 0, then B· y ⊥ = 0 and, as B is skew-symmetric, B = 0. Consequently, dim(Ker φ ∩ z g (e)) ≤ 1 (actually, = 1).
Claim: z g (e) ⊂ p. Indeed, let A ∈ z g (e). Since e i y = 0 for i = 1, 2, we have Ay ∈ V e 1 ,e 2 = y, z . Now (Ay, m) = −(y, Am) = −(e It follows from the claim that dim z g (e) ≤ dim φ(z g (e)) + dim(z g (e) ∩ Ker φ) = dim φ(z g (e)) + 1. On the other hand, e induces the nilpotent pair e ′ in g ′ , which corresponds to the rectangular diagram Γ ′ = Γ \ {x, y}. Hence e ′ is principal in g ′ . Since φ(z g (e)) ⊂ z g ′ (e ′ ), we obtain dim z g (e) ≤ rk g ′ + 1 = rk g. Thus, e is principal, too.
2. Up to the permutation of e 1 and e 2 , a near-rectangular diagram of the second shape is the same a one of the first shape.
3. If Γ is a near-rectangular diagram of the third shape, the same idea can be used. In place of y , one has to consider the linear span of all basis vectors corresponding to the rightmost column of Γ. The details are left to the reader.
(ii) We use the notation from the proof of Prop. 2.8(ii). corresponds to the sinks of Γ 1 ). Next, e is principal in so(V 1 ) by part (i). Whence dim z so(V) (e) = rk so(V 1 )+1 = rk so(V). (b): Since Γ 1 has no vertical arrows and Γ 2 has no horizontal arrows, we have e 
is 1-dimensional. Therefore dim z so(V) (e) = rk so(V 1 ) + rk so(V 2 ) + 1 = rk so(V). Thus e is a principal pair.
Classification of the principal and distinguished pairs in classical Lie algebras
In this section, we prove that the examples of distinguished and principal pairs in classical Lie algebras described above exhaust all such pairs. In other words, we attach an appropriate skew-graph to any distinguished or principal pair in a classical Lie algebra. The basic reason why this can be achieved is the existence of simple relationship between the adjoint and the tautological representation.
(3.1) General scheme of reasoning.
Here we give an outline of our approach to classification. The missing details are supplied in the subsections devoted to corresponding classical series.
Let g = g(V) be a classical Lie algebra, V being the space of the tautological representation. Let e be a distinguished nilpotent pair in g and h a characteristics of e. Our aim is to associate to (e, h) a skew-graph. We know that z g (h) =: t is a Cartan subalgebra. This is tantamount to saying that Qh 1 +Qh 2 contains a (rational) regular semisimple element, say h 0 . Let ∆ be the root system of g relative to t. Then ( * ) α(h 0 ) = 0 for all α ∈ ∆. The key observation is that ( * ) implies that the eigenspaces of h 0 in V are 1-dimensional, the only exception being the zero weight for g = so 2n , which can be of multiplicity two. This will be explained below.
Next, consider the bi-grading V = ⊕ p,q∈Q V p,q determined by h. Since it is a refinement of the grading determined by h 0 , we have dim V p,q ≤ 1 (exception: dim V 0,0 ≤ 2 for so 2n ). If all the eigenspaces of h in V are 1-dimensional, we can associate to e a skew-graph just by considering the action of e 1 , e 2 on these eigenspaces. Set n(Γ) := {(p, q) | V p,q = 0}. By definition, the arrow {(p, q), (p+1, q)} is included in a(Γ) if and only if e 1 (V p,q ) = 0, and likewise for e 2 . Then conditions 2.1(i),(iii) are obvious, and 2.1(ii) is satisfied, because tr (h j ) = 0, j = 1, 2. Finally, condition 2.1(iv) easily follows from the relation [e 1 , e 2 ] = 0. Thus, we have attached a skew-graph to any distinguished pair in sl n , so 2n+1 , and sp 2n . Although Γ can be disconnected here, different connected components have no common nodes. The structure of connected components will be considered below, for each series separately. In the orthogonal and symplectic cases, it follows from the presence of invariant bilinear form that Γ is c.-s. For so 2n , dim V 0,0 = 0 or 2. The case dim V 0,0 = 0 is covered by the previous argument. If dim V 0,0 = 2 (and dim V p,q ≤ 1 for (p, q) = (0, 0)), then a more careful consideration shows that V 0,0 splits well with respect to e 1 and e 2 , and one obtains a skew-graph with at most three connected c.-s. components, as in Prop. 2.8(iii).
Once we have attached to (e, h) one of the skew-graphs described in (2.2),(2.4),(2.6), and (2.8), it is easily seen that we can choose a basis of V so that e 1 , e 2 will operate on it according to the respective formulas of sect. 2.
After describing skew-graphs corresponding to the distinguished pairs, we turn to classification of principal pairs. To solve this problem, we exploit the same trick for all classical series. We show that if Γ does not belong to the appropriate class of skew-graphs, then z g (e) contains a 'non-positive' element x, i.e. x ∈ z g (e) p,q with p < 0 or q < 0. Hence such e can not be principal, see 1.2(iii).
(3.2) Classification for g = sl(V), dim V = n. This classification was already obtained by V. Ginzburg. However, our argument is shorter, because we do not need a description of the whole space z g (e). Let ε 1 , . . . , ε n ∈ Hom (t, k) be the standard weights of V. Then ∆ = {ε i − ε j | i = j}. Hence h 0 ∈ t is regular if and only if ε i (h 0 ) = ε j (h 0 ) for i = j . Hence the eigenspaces of h 0 in V are 1-dimensional. In (3.1), we associated to (e, h) a skew-graph Γ. Let us prove that Γ is connected. Assume not and
is semisimple, which contradicts the assumption that e is distinguished. Thus, the distinguished pairs in sl(V) are described by connected skew-graphs with dim V nodes. Let us produce a basis of V so that e 1 , e 2 will operate on it according to the formulas in (2.2) . This can be done inductively, starting from an arbitrary node (i, j). Choose 0 = v i,j ∈ V i,j . Set v i+1,j := e 1 (v i,j ), v i−1,j := e −1 1 (v i,j ) ∈ V i−1,j and likewise for e 2 . Iterating this construction does not lead to a contradiction, since [e 1 , e 2 ] = 0.
It remains to classify the principal pairs. Consider Γ as skew-diagram. We are only concerned with the extreme columns of Γ. Let (i 0 , j 0 ) and (i 0 , j 0 +k) (resp. (i 1 , j 1 ) and (i 1 , j 1 +l)) be the coordinates of the extreme squares in the leftmost (resp. rightmost) column of Γ, where k, l ∈ P. Since Γ is a skew-diagram, j 0 +k ≥ j 1 +l and j 0 ≥ j 1 . Moreover, Γ is a ne-Young diagram if and only if j 0 +k = j 1 +l and is a sw-Young diagram if and only if j 0 = j 1 . Assume now that Γ is not a Young diagram, i.e., j 0 +k > j 1 +l and It is also easily seen that [x, e 2 ] = 0. Hence x ∈ z g (e). The corresponding eigenvalue is determined by the shifts of indices in the definition of x. The first shift is p = i 1 − i 0 > 0 and the second shift is q = j 1 + l − j 0 − k < 0. Thus, x is a non-positive element in z g (e) and therefore e can not be principal. b) Suppose k > l. Define x ∈ sl(V) by x(v i 0 ,j ) = v i 1 ,j 1 −j 0 +j for j 0 ≤ j ≤ j 0 + l and x(v m,n ) = 0 for all other basis vectors. It is again a non-positive element in z g (e).
We have thus proved that e is not principal whenever Γ is not a Young diagram.
(3.3) Classification for g = so(V), dim V = 2n+1. The weights of V are ±ε 1 , . . . , ±ε n , 0 and the roots are ±ε i ± ε j (i = j), ±ε i . If h 0 ∈ Qh 1 +Qh 2 ⊂ t is regular, then ε i (h 0 ) = 0 and ε i (h 0 ) = ±ε j (h 0 ) (i = j). Hence the eigenspaces of h 0 in V are 1-dimensional. In (3.1), we associated to (e, h) a skew-graph Γ with 2n+1 nodes. Since 0 is always an eigenvalue of a semisimple element in g, we have (0, 0) ∈ n(Γ). It follows from the presence of invariant bilinear form on V that Γ is c.-s. Hence the connected component Γ 0 , containing (0, 0), is c.-s., too. Obviously, Γ 0 is integral. Suppose Γ is disconnected, Γ = Γ 0 ⊔ Γ 1 . Then Γ 1 is also c.-s., #n(Γ 1 ) is even, and (0, 0) ∈ n(Γ 1 ). Let V = V 0 ⊕ V 1 be the corresponding (e, h)-stable decomposition. Clearly, e induces a distinguished pair in so(V 1 ). In the subsection devoted to the even-dimensional orthogonal case (3.5.1), we show that Γ 1 has to be connected and nonintegral. Thus, to any distinguished pair in so(V), we have attached a c.-s. skew-graph having at most two connected components: one is integral and another (optional) is nonintegral.
Construct a basis of V so that e 1 , e 2 act on it according to Eq. (2.5). This is being implemented for each connected component of Γ separately. For Γ 0 , start with v 0,0 ∈ V 0,0 such that (v 0,0 , v 0,0 ) = 1 and continue inductively. For Γ 1 , start with v −1/2,−1/2 ∈ V −1/2,−1/2 such that −e 1 (v −1/2,−1/2 ), e 2 (v −1/2,−1/2 ) = 1 and continue inductively.
It remains to classify principal pairs. If Γ 1 = ∅, then the formula g ≃ ∧ 2 V shows that some eigenvalues of h in g are fractional. It then follows from 1.2(ii) that Γ has to be connected whenever e is principal. Until the end of this subsection we assume that Γ is connected and integral. Let (−i 0 , −j 0 ) and (−i 0 , −j 0 +k) (resp. (i 0 , j 0 − k) and (i 0 , j 0 )) be the coordinates of the extreme squares in the leftmost (resp. rightmost) column of Γ, see Fig. 2 . Figure 2 :
Since Γ is a skew-diagram, we have −j 0 +k ≥ j 0 . Being c.-s., Γ is a rectangle if and only if −j 0 +k = j 0 , i.e. k = 2j 0 . Maintain the convention of (2.4) concerning the symmetric form, e 1 , and e 2 . Assuming that k > 2j 0 , we can construct a non-positive element in z g (e) as follows. a) Suppose k is odd. Define x ∈ End (V) by x(v −i 0 ,j ) = (−1) j v i 0 ,2j 0 −k+j (−j 0 ≤ j ≤ −j 0 +k ) and x(v m,n ) = 0 for all other basis vectors. Using the formulae from (2.4), it is not hard to verify that x ∈ so(V) and [x, e 1 ] = [x, e 2 ] = 0. Thus x ∈ z g (e) p,q , where p = 2i 0 and q = 2j 0 − k < 0. b) Suppose k is even and hence
) and x(v m,n ) = 0 for all other basis vectors. Then x ∈ z g (e) p,q , where p = 2i 0 and q = 2j 0 +1 − k < 0. If k = 0, then the extreme columns consist of a single square. In this case, the previous argument can be applied to the extreme rows of Γ. Indeed, as Γ is connected, the extreme rows can not consist of a single square.
We have thus proved that e is not principal whenever Γ is not a rectangle.
(3.4) Classification for g = sp(V), dim V = 2n. The weights of V are ±ε 1 , . . . , ±ε n and the roots are ±ε i ± ε j (i = j), ±2ε i . If h 0 ∈ Qh 1 +Qh 2 ⊂ t is regular, then ε i (h 0 ) = 0 and ε i (h 0 ) = ±ε j (h 0 ) (i = j). Hence the eigenvalues of h 0 in V are simple and nonzero. In (3.1), we associated to (e, h) a skewgraph Γ with 2n nodes. Since 0 is not an eigenvalue of h 0 , we have (0, 0) ∈ n(Γ). 
, which contradicts the fact that e is distinguished. Hence each connected component must be c.-s. Let Γ α be one of them. Since (0, 0) ∈ n(Γ α ), Γ α is not integral and we may assume without loss that j ∈ 1 2 + Z for any (i, j) ∈ n(Γ α ).
Lemma. Then i ∈ Z. Proof. Let (−m, −n) be a node of Γ α in the negative quadrant and v −m,−n ∈ V −m,−n a corresponding weight vector. Such a node exists because Γ α is c.-s. and connected. Then 0 = e The lemma means Γ α is semi-integral. Recall that there are two sorts of semi-integral c.-s. diagrams. Two diagrams of different sorts have disjoint sets of nodes, while diagrams of the same sort always have some common nodes. Since n(Γ α ) ∩ n(Γ β ) = ∅ for any couple of connected components, we obtain Γ has at most two connected components, necessarily of different sorts.
Constructing a basis of V so that e 1 , e 2 act on it according to Eq. (2.7) starts with choosing v 0,−1/2 ∈ V 0,−1/2 so that e 2 (v 0,−1/2 ), v 0,−1/2 = 1. For the connected component of another sort, start with v −1/2,0 and so on.. It remains to describe the skew-graphs arising from principal pairs. If Γ has two connected components (of different sorts), then the formula g ≃ S 2 V shows that some eigenvalues of h in g are fractional. It then follows from 1.2(ii) that Γ has to be connected whenever e is principal. Without loss, we may assume that i ∈ Z for any (i, j) ∈ n(Γ). Again, we only consider the extreme columns of Γ, see Figure 2 . (If Γ is semi-integral of another sort, one has to consider extreme rows and perform 'transposed' constructions.) As above, −j 0 +k ≥ j 0 , and Γ is a rectangle if and only if k = 2j 0 , which is now odd ! Maintain the conventions of (2.6) concerning the alternating form, e 1 , and e 2 . Assuming that k > 2j 0 , we can construct a non-positive element in z g (e) as follows: a) Suppose k is even. Define the endomorphism x by x(v −i 0 ,j ) = αv i 0 ,2j 0 −k+j and x(v m,n ) = 0 for all other basis vectors, where α =
A straightforward verification shows that x is symplectic and x ∈ z g (e) p,q with q = 2j 0 − k < 0. b) Suppose k is odd and hence k > 2j 0 +1. Define x by x(v −i 0 ,j ) = αv i 0 ,2j 0 −k+j+1 and x(v m,n ) = 0 for all other basis vectors, where
. A straightforward verification shows that
x is symplectic and x ∈ z g (e) p,q with q = 2j 0 +1 − k < 0.
(3.5) Classification for g = so(V), dim V = 2n. The weights of V are ±ε 1 , . . . , ±ε n and the roots are ±ε i ±ε j (i = j). If h 0 ∈ Qh 1 +Qh 2 ⊂ t is regular, then ε i (h 0 ) = ±ε j (h 0 ) (i = j). Hence there are two possibilities: either all ε i (h 0 ) are non-zero, or ε l (h 0 ) = 0 for a unique l ∈ {1, . . . , n}. Consider these cases in turn.
(3.5.1) ε i (h 0 ) = 0 for all i.
Here V 0,0 = 0 and dim V p,q ≤ 1 for all (p, q). Hence the argument from (3.1) associates to such e a skew-graph Γ with 2n nodes. It follows from the presence of invariant bilinear form on V that Γ is c.-s. Since 0 is not an eigenvalue of h 0 , we have (0, 0) ∈ n(Γ).
The same argument as in (3.4) proves that each connected component of Γ is also c.s.
(otherwise we would find a semisimple x ∈ z g (e)). Let Γ α be one of them. Since (0, 0) ∈ n(Γ α ), Γ α is not integral and we may assume without loss that j ∈ 1 2
Lemma. Then i ∈ The lemma means that each Γ α is non-integral. Obviously, any connected non-integral c.-s. skew-graph contains the node (1/2, 1/2). Whence Γ must be connected. Let us realize which skew-graphs arise in connection with principal pairs.
I. As in (3.3) and (3.4), consider the extreme columns of Γ and their extreme squares (Figure 2 ). In this case, i 0 , j 0 ∈ 1 2 + Z. The non-negative integer k − 2j 0 represents the relative vertical shift of the two columns. a) k is odd. Then k − 2j 0 is even. Suppose k − 2j 0 ≥ 2. Define the endomorphism x by x(v −i 0 ,j ) = (−1) j v i 0 ,2j 0 −k+j (−j 0 ≤ j ≤ −j 0 +k ) and x(v m,n ) = 0 for all other basis vectors. Then x ∈ so(V) and x ∈ z g (e) p,q with q = 2j 0 − k < 0.
Thus, if e is principal and k is odd, then the vertical shift is 0, i.e., Γ is rectangular. a) k is even. Then k − 2j 0 is odd. Suppose k − 2j 0 ≥ 3 and k > 0. Then x can be defined by x(v −i 0 ,j ) = (−1) j v i 0 ,2j 0 −k+j+1 (−j 0 ≤ j ≤ −j 0 +k − 1) and x(v m,n ) = 0 for all other basis vectors. Here x ∈ z g (e) p,q with q = 2j 0 −k+1 < 0. Thus, if e is principal and k is even, then either the vertical shift is equal to 1 or k = 0, i.e., the extreme columns consist of a sole square.
II. The same argument applies to the extreme rows of Γ, and we obtain the same conditions for their length and possible horizontal shift.
III. Combining these constraints together yield exactly the class of near-rectangular diagrams, see (2.9) . It has to only be noted that one combination can not occur. Namely, if the length of all extreme rows and columns were equal to 1, then Γ appeared to be disconnected.
(3.5.2) There is a unique l such that ε l (h 0 ) = 0. Then dim V 0,0 = 0 or 2, because dim V is even and dim V p,q = dim V −p,−q . The case dim V 0,0 = 0 belongs to the previous part. Let dim V 0,0 = 2. Our aim is to associate to such (e, h) a skew-graph with at most three connected components, as in Prop. 2.8(iii). Let V int (resp. V fr ) be the sum of all integral (resp. fractional) eigenspaces of h in V (see sect. 1 for this terminology). Clearly, V int ⊥ V fr . Then the argument from (3.5.1) applies to V fr and yields a connected c.-s. non-integral skew-graph Γ 0 . If V fr = 0, then Γ 0 = ∅. However, V int = 0. Although constructing a skew-graph associated to V int contains no extraordinary ideas, it is rather long and tedious. For this reason, we only sketch the main steps. The following argument takes place inside of V int , i.e., all indices are assumed to be integral. I. Assume that V −p,−q = 0 for some p, q > 0. Consider the minimal subspace W ⊃ V −p,−q satisfying the properties:
1. W is (e, h)-stable; 2. if x ∈ V is an h-eigenvector, x ∈ V 0,0 , and e i (x) ⊂ W for i = 1 or 2, then x ∈ W . Let us say that W is the envelope of V −p,−q . It is easily seen that i≥−p, j≥−q W i,j is generated by W −p,−q = V −p,−q as e-module. In particular, dim W 0,0 ≤ 1. This already means that one can associate to W a (connected !) graph. Consider an h-
. Using the definition of W , the fact that W ∩ W ⊥ is also e-stable, and that ( , )|W is non-degenerate, one proves that bothW and W ∩ W ⊥ satisfy properties 1 and 2 above. Whence eitherW = 0 or W ∩ W ⊥ = 0. If the first relation were true, we would find a semisimple element x ∈ z g (e) (cf. 3.4). Thus, W ∩ W ⊥ = 0 and ( , )| W is non-degenerate. Consequently, W α,β = 0 if and only if W −α,−β = 0. Since W −p,−q = 0, it follows from the definition of W that W p,q = e (W −p,−q ) = 0. Now, it is easily seen that W does not depend on initial choice of (−p, −q). Therefore V α,β ⊂ W for all (α, β) with αβ > 0. This implies that W p,q = V p,q for all (p, q) = (0, 0). (Otherwise we would produce a semisimple x ∈ z g (e), cf. 3.4.) Thus, we obtain the (e, h)-stable decomposition V int = W ⊕ {1-dim space}, where V 0,0 = W 0,0 ⊕ {1-dim space}. Clearly, this situation corresponds to a skew-graph described in Prop. 2.8(ii)a. II. Assume now that V p,q = 0 for all (p, q) with pq > 0.
If V p,0 = 0 for some p < 0, then consider the envelope of V p,0 , as in part I. Call it W 1 . Similarly, if V 0,q = 0 for some q < 0, consider W 2 , the envelope of V 0,q . As in part I, one proves that ( , )| W i is non-degenerate (i = 1, 2). Now, one of the two things can occur: either W 1 = W 2 and this space is of codimension 1 in V, or W 1 ⊕ W 2 = V. The first possibility still belongs to the case studied in part I and corresponds to a skew-graph described in 2.8(ii)a, whereas the second one corresponds to 2.8(ii)b.
The case, where V p,0 = 0 and V 0,q = 0 for all p, q = 0, is impossible. For, otherwise the (e, h)-stable decomposition V int = V ′ ⊕ V ′′ ⊕ V 0,0 with isotropic spaces V ′ and V ′′ would produce a semisimple element x ∈ z g (e). (Set x| V ′ = id, x| V ′′ = −id, and x| V 0,0 = 0.) Finally, if V p,0 = 0 for some p = 0 but V 0,q = 0 for all q = 0, then the envelope W 1 still exists. Here one proves that W 1 ⊕ {1-dim space} = V int . Again, this corresponds to 2.8(ii)a.
Thus, any distinguished pair with dim V 0,0 = 2 can be described via a skew-graph with at most three connected components, as in 2.8(iii). Because connected components of Γ are of the same type as in the odd-dimensional orthogonal case, the procedure of constructing basis of V so that e 1 , e 2 act on it according to Eq. (2.5) is the same as in 3.3.
It remains to describe the skew-graphs arising from principal pairs. We have attached to (e, h) a c.-s. skew-graph Γ 0 ∪ Γ 1 ∪ Γ 2 , where Γ 0 is non-integral and Γ 1 , Γ 2 are integral. If Γ 0 = ∅, then h has fractional eigenvalues in g = ∧ 2 V. Hence Γ 0 = ∅ for principal pairs. We have now two possibilities for Γ 1 and Γ 2 , described in 2.8(ii).
Consider case a). Here dim V 2 = 1, dim V 1 is odd, and g = so(V) ≃ so(V 1 ) ⊕ V 1 . Therefore z g (e) = so(V 1 ) e 1 ,e 2 ⊕ V e 1 ,e 2 1 = z so(V 1 ) (e) ⊕ V e 1 ,e 2 1
. Whence dim z g (e) ≥ rk so(V 1 )+1 = rk so(V), and the equality holds if and only if e is a principal pair in so(V 1 ) and dim V e 1 ,e 2 1 = 1. Each of the two conditions implies that Γ 1 is rectangular (for the first one see 3.3).
Consider case b). Here z g (e) = so(V 1 ) e 1 ,e 2 ⊕so(V 2 ) e 1 ,e 2 ⊕(V 1 ⊗V 2 ) e 1 ,e 2 . Hence e is principal in g if and only if e is principal in so(V i ) (i = 1, 2) and dim(V 1 ⊗V 2 ) e 1 ,e 2 = 1. By 3.3, the first two conditions imply that Γ 1 and Γ 2 are rectangular. Moreover, as n(Γ 1 ) ∩ n(Γ 2 ) = {(0, 0)}, Γ 1 has to be a horizontal chain and Γ 1 has to be a vertical chain. This means that e i operate only in V i and e i is a regular nilpotent element in so(V i ). Then (V 1 ⊗ V 2 ) e 1 ,e 2 = V
is 1-dimensional. We have thus proved that the skew-graphs associated to principal pairs are those described in Prop. 2.10(ii).
Thus, the classification of the distinguished and principal nilpotent pairs in the classical simple Lie algebras is completed. We summarize it in the following 3.6 THEOREM. Let g be a classical simple Lie algebra.
1. There is a mapping from the set of G-orbits of distinguished pair in g to the appropriate set of skew-graphs: G·e ϕ → Γ(e). This mapping is a bijection, unless g = so 2n and Γ(e) is connected. In the last case, ϕ −1 (Γ(e)) consists of two SO 2n -orbits. The
In all cases, it is clear that A ∈ z g (e). Some explanation is only needed for the eigenvalue of A. Recall that all the diagrams above are endowed with the coordinate system so that the origin is in the barycentre of each of them. Then the coordinate of the centre of each square is the eigenvalue of the corresponding h-eigenspace of V. In the last case, we have y ∈ V n,m , x ∈ V −n,−m , and u ∈ V 0,0 . Therefore [h 1 , A] = nA and [h 2 , A] = mA.
In [Gi99] , the eigenvalues of h in z g (e) were called the bi-exponents corresponding to e. These are important for some application of principal pairs. Thus, we have also described the bi-exponents for all principal pairs.
(4.2) On rectangular nilpotent pairs.
In [EP99] , we introduced the notion of a rectangular principal pair and gave a classification of such pairs. The fact that for sl(V) a principal pair is rectangular if and only if Γ is rectangular was the only motivation for the name. However, this notion can be introduced and studied for arbitrary nilpotent pairs (see [P99a, sect. 3] , [P99b] ):
• a nilpotent pair e is called rectangular , if e 1 and e 2 can be included in commuting sl 2 -triples.
The following criterion was proved in [P99b, 1.9 
]:
Proposition. Let h be a characteristic of a nilpotent pair e. Then e is rectangular if and only if h 1 ∈ Im (ad e 1 ) if and only if h 2 ∈ Im (ad e 2 ).
Using this and our classification, it is easy to verify the following claim. 
