Packing equal circles in a square: a deterministic global optimization approach  by Locatelli, Marco & Raber, Ulrich
Discrete Applied Mathematics 122 (2002) 139–166
Packing equal circles in a square: a deterministic
global optimization approach
Marco Locatellia ;∗, Ulrich Raberb
aDipartimento di Informatica, Universita di Torino, Corso Svizzera, 185, I-10149 Torino, Italy
bFB IV, Mathematik, Universit'at Trier, 54286 Trier, Germany
Received 27 February 2001; received in revised form 24 September 2001; accepted 24 October 2001
Abstract
In this paper the problem of packing n equal circles into the unit square will be considered.
Starting from a general rectangular branch-and-bound algorithm, many tools, which exploit the
special structure of the problem and properties ful5lled by some of its solutions, will be intro-
duced and discussed. Computational results will be presented and, in particular, the optimality
within a given tolerance of best known solutions in the literature for n= 10–35, n= 38; 39 will
be proved, with the exception of the case n=32 for which a new solution has been detected and
proved to be optimal within the given tolerance. Moreover, a new solution for n= 37 has been
detected, but not yet proved to be optimal within the given tolerance. ? 2002 Elsevier Science
B.V. All rights reserved.
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1. Introduction
A widely explored problem is the packing of n equal circles in a square:
Find the maximum radius r of n equal and nonoverlapping
circles belonging to the unit square U :=[0; 1]2: (CPP)
The circle packing problem (CPP) is equivalent to the following problem:
Select the positions of n points in the unit square U in such a way
that their minimum pairwise distance d becomes as large as possible:
(PSP)
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It can be seen that the relation between the optimal radius r?(n) of the circles in
problem (CPP) and the optimal scattering distance d?(n) in (PSP) is given by
r?(n) =
d?(n)
2(d?(n) + 1)
(1.1)
(see for example [5]).
In this paper Problem (PSP) will be considered. We say that x?=(x?1 ; : : : ; x
?
n ) with
x?i = (x
?
i1 ; x
?
i2 )∈U is an optimal solution of Problem (PSP) with optimal value d?(n),
if there holds
d?(n) = min
16i¡j6n
||x?i − x?j ||2:
As an interpretation for this problem, we can think at x1; : : : ; xn as the positions of
“objects” which interfere with each other. The interference is inversely proportional
to the minimum distance between the objects. Therefore, the solution of (PSP) is
an arrangement of the objects so that the interference is reduced to a minimum. For
instance, x1; : : : ; xn may be positions of radio stations which we want to place in such
a way that the interferences between them are reduced to a minimum.
Problem (PSP) has received a great deal of attention in the last years. In spite of
its apparent simplicity, it turns out to be a quite diJcult one. Papers about it can
be divided into two categories. The 5rst category contains papers in which proofs of
optimality of packings for some values of n are given. Optimal solutions for n6 9
have already been found in the 1960s by geometric arguments. The cases n= 2; : : : ; 5
are easy; the solution for n=6 has been given by Graham; the cases n=7; 8 have been
solved in [18] and the case n = 9 in [17]. Optimal solutions have been geometrically
derived also for bigger values of n. Optimal solutions for n= 14; 16; 25; 36 have been
proposed in [19–22]. In [4] a computer proof for the cases n = 10–13 is suggested,
while in [5] the computer proof of optimality has been extended to the cases n=14–20.
Finally, one of the referees of this paper has given us a reference to a paper, [14], in
which a computer-aided proof for packings with up to n= 27 points is presented.
The second category includes papers in which improvements with respect to the best
known solutions for n¿ 27 are presented, without giving any proof of optimality. Good
packings for n up to 27 and for a few values greater than 27 are given in [6]. In [11] a
mathematical programming formulation for the circle packing problem is employed and
good packings for n6 30 are calculated using a stochastical approach. An interesting
result has been obtained in [13]. It seems to be obvious that the following implication
n= k2 ⇒ d?(n) = 1
k − 1 ; (1.2)
is true. But (1.2) is only full5lled for 26 k6 6. Indeed, in [13], where good packings
for n6 50 are given, a packing for n=49 is presented with a bigger minimum pairwise
distance than 16 . In [7] good packings for n6 52 and for a few other values greater
than 52, are proposed. In particular, for n=21; 28; 34; 40; 43; 45; 47 the presented results
are better than those in [13].
For an overview about the circle packing problem with respect to squares and to
other related objects like circles, triangles or hemispheres we refer to [12].
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In this paper we will consider Problem (PSP) as an optimization problem. Indeed,
Problem (PSP) can be reformulated as a mathematical programming problem (see also
[11]). Denote by f : R2n → R
f(x):= min
16i¡j6n
||xi − xj||2 (1.3)
the minimum pairwise distance of the members xi ∈U = [0; 1]2 (i∈{1; : : : ; n}) of a
2n-dimen-
sional point x=(x1; : : : ; xn)∈Un. Then, Problem (PSP) can be reformulated as follows:
max
x∈Un
f(x);
or, equivalently,
max d
d6 ||xi − xj||2; 16 i¡ j6 n;
xi ∈U; i = 1; : : : ; n:
(PSP1)
A further equivalent formulation is the following
max t
t − ||xi − xj||226 0; 16 i¡ j6 n;
xi ∈U; i = 1; : : : ; n;
(P)
with the obvious relation t?(n)= [d?(n)]2 between the optimal values of Problem (P)
and Problem (PSP1). Problem (P) is an all-quadratic program, i.e. an optimization
problem with (nonconvex) quadratic constraints and objective function. There exist
general approaches to solve such problems (see for example [1,15] and the references
therein). With respect to the relatively high number of quadratic constraints in Problem
(P) these approaches show a very bad performance to solve Problem (P). By using
the algorithms presented in [1,15] we were only able to solve problems with small n
values (n¡ 10). The only way to be able to solve larger problems is to exploit as
much as possible the structure and the properties of Problem (P). In this paper we
present a branch-and-bound algorithm which combines the standard techniques of the
general approaches mentioned above with some tools which heavily exploits the special
structure and the properties of Problem (P) and its solutions. This combination leads
to the solution, within a given accuracy, of problems with larger values of n.
The paper is structured as follows. In Section 2 we state two properties which
are ful5lled by at least one optimal solution of Problem (PSP) and all its equivalent
formulations. In Section 3 the basic steps of a branch-and-bound algorithm for the
solution of (P) are brieKy illustrated. Some of these steps, those mostly based on
standard ideas for branch-and-bound algorithms, are illustrated in a greater detail in the
subsections of Section 3. The other steps, which heavily exploit the special structure
of Problem (P), are illustrated in greater detail in Sections 4 and 5. We point out
that the aim of the exposition in Sections 3–5 is that of presenting the basic ideas
of the proposed approach without overwhelming the reader with too many technical
details. Thus, we favored a less rigorous but more intuitive presentation with respect
to a more rigorous but also less readable one. The readers interested in the details
omitted in this exposition will be able to 5nd them in [9,10,16]. Finally, in Section 6
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we present the computational results. Our aim was to give optimality guarantees, within
a given accuracy, for the best obtained solutions, for as large values for n as possible.
We could give them for n up to 35 and also for n = 38; 39 (note that the optimal
solution for n= 36 is already known, see [22]). We cannot claim, as in [14], that our
approach represents a computer-aided proof of the optimality of the best solutions we
obtained (although it is possible to think about a combination of this approach with
other approaches, such as the one in [14], to deliver such a proof). What we obtain
here is the guarantee that it is not possible to improve the best obtained solutions
by more than a given accuracy value (in particular, the best obtained value cannot
diLer from t?(n) by more than # = 10−5). In most cases the best obtained solution
coincides with the best known solution in the literature, but, as a side result of our
approach, we could also improve in two cases the best known solutions in the literature
(although, during the refereeing process of this paper, these new solutions have been
also independently detected in [2,3]). In the 5rst case, n = 32, we could also deliver
the optimality guarantee of the new solution within the given accuracy. In the second
case, n=37, it was not possible to deliver the optimality guarantee because of the very
large running times.
Finally, we point out that in this paper we will not deal with the numerical errors
introduced by the computations. However, these errors have been taken into account
in the implementation of the algorithm and the techniques employed to keep them into
account can be found in [10].
2. Solution properties
In this section we state the following result. There always exists at least an optimal
solution x?=(x?1 ; : : : ; x
?
n ) of Problem (PSP) (and all its equivalent formulations) which
satis5es the two properties speci5ed in what follows. The 5rst property is related to
the structure of optimal solutions in the vertices of the unit square U and states that
(P1) there always exists an optimal solution of problem (PSP) such that at each
vertex v of U , formed by the edges e1 and e2; one and only one of the following
statements holds:
(P1a) a point of the optimal solution is in the vertex v (see Fig. 1(a));
(P1b) two points of the optimal solution belong to the edges e1 and e2 and have
distance equal to the optimal one d∗(n) (see Fig. 1(b)).
The second property is related to the structure of optimal solutions along the edges
of U and states that
(P2) there always exists an optimal solution of problem (PSP) such that along each
edge e of U there is no portion of the edge of width greater than or equal
to twice the optimal distance d∗(n), which does not contain any point of the
optimal solution (see Fig. 2).
As already remarked in the Introduction, we do not want to overwhelm the reader
with too many technical results. Therefore, these properties are stated without proof.
However, the proofs can be found in [9,16]. In Section 5 these properties will be
exploited in order to improve the performance of the proposed branch-and-bound
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Fig. 1. Illustration of property P1.
Fig. 2. Illustration of property P2.
algorithm for solving Problem (P). We also underline that all the best known so-
lutions for this problem published in the literature either satisfy these properties or
can be transformed in solutions with the same objective value satisfying
them.
3. The algorithm
In this section we present an algorithm for solving Problem (P). We use a rectangular
branch-and-bound approach (for the theory and framework of general branch-and-bound
algorithms we refer to [8]). First we brieKy describe the basic components and steps
of the proposed branch-and-bound algorithm. A more detailed exposition of these steps
will be given later.
The proposed branch-and-bound algorithm keeps track, at each iteration, of a set R
of nodes of the branch-and-bound tree still to be examined. The set R is dynamically
updated at each iteration through deletion and addition of nodes according to rules
which will be speci5ed later. The algorithm associates to each node V ∈R a 2n-dimen-
sional rectangle RV , which is obtained as the cartesian product of n two-dimensional
rectangles:
RV = RV1 × RV2 × · · · × RVn :
Each two-dimensional rectangle RVi , i∈{1; : : : ; n}, represents the region to which the
ith point is constrained to belong in node V (see Fig. 3).
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Fig. 3. In node V each point xi is constrained to belong to the two-dimensional rectangle RVi .
Moreover, the algorithm associates to each node V an upper bound, denoted by 'V ,
for the optimal value of Problem (P) restricted to RV , i.e. for
max t
t − ||xi − xj||226 0; 16 i¡ j6 n;
xi ∈RVi ; i = 1; : : : ; n:
(PV )
Finally, the algorithm keeps track of a value (, which is a lower bound for t?(n).
This value can be initialized with the best one observed in the literature (see the
papers mentioned in the introduction), and is updated each time a better value (if any)
is observed during the execution of the algorithm. As it will become clear in what
follows, a good initial lower bound is important to reduce the computational eLort,
because it allows to explore in a faster way the branch-and-bound tree.
Now we give a short description of the steps performed by the algorithm at each iter-
ation. First we need to initialize the algorithm. At the 5rst iteration the branch-and-bound
tree is made up of a single node, called the root node, to which the 2n-dimensional
rectangle Un is associated. Thus, the set R of nodes still to be examined initially con-
tains only the root node. As already pointed out, the lower bound ( can be initialized
with the best known value in the literature.
Then, at each iteration the algorithm performs the following steps.
Node selection. Select a node V ∈R from the set of nodes of the branch-and-bound
tree still to be examined.
Rectangle selection. In the 2n-dimensional rectangle RV associated to V select one
of its two-dimensional rectangles, say RVj , j∈{1; : : : ; n}.
Rectangle partition. According to some rule, to be speci5ed later, partition RVj into
a new set of ‘ smaller rectangles RVj;1; : : : ; R
V
j;‘, thus creating ‘ new nodes V
1; : : : ; V ‘
(the children of node V according to the branch-and-bound terminology). To each new
node V i, i∈{1; : : : ; ‘}, the following 2n-dimensional rectangle is associated
RV
i
= RV1 × · · · × RVj−1 × RVj; i × RVj+1 × · · · × RVn :
The new nodes V 1; : : : ; V ‘ are added to R, while the node V is considered examined
and is removed from R.
Upper bound computation. Compute an upper bound 'V
i
, i∈{1; : : : ; ‘}, for each
one of the newly created nodes.
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Lower bound update. If a better solution is obtained during the computations, update
the lower bound (.
Node elimination. Eliminate from the set of nodes R still to be examined, all nodes
V which satisfy
'V 6 (+ #; (3.1)
i.e. all nodes where no solution can be found which can improve the best known one
(with value () by more than the given accuracy #¿ 0. The rule (3.1) reveals the
importance of a good initial value for ( (the greater the initial value for (, the faster is
the elimination of nodes by (3.1)). Rule (3.1) is the standard node elimination rule for
branch-and-bound algorithms. However, the special structure of this problem allows to
introduce further rules, which will be speci5ed later, to eliminate from R nodes which
can be discarded without losing all optimal solutions of Problem (P).
Size and volume reduction. Apply to each newly created node V ∈R the size and
volume reduction strategies. The size reduction strategies exploit the special structure
of the problem (and, in particular, Properties (P1) and (P2)) to reduce two-dimensional
rectangles RVi which lie along the boundary of U to segments or even to single points.
The volume reduction strategies exploit the structure of the problem to transform some
or all the two-dimensional rectangles RVi to smaller rectangles OR
V
i ⊂ RVi . Note that here
we have only described what these strategies do, and not how they do it. This will be
the subject of Section 5.
We still need to specify the stopping rule of the algorithm. The algorithm is stopped
when all nodes have been eliminated, i.e. R= ∅. Note that R= ∅ means that the best
obtained solution, whose value is equal to the current lower bound (, is an #-optimal
solution for Problem (P), i.e.
t?(n)− (6 #
(also note that an #-optimal solution for Problem (P) is an #=2
√
(-optimal solution for
Problem (PSP)). A relevant issue is to establish whether it is possible to guarantee
that the condition R = ∅ will be satis5ed after a 5nite number of iterations or not,
or, equivalently, whether the algorithm will stop after a 5nite number of iterations
by returning an #-optimal solution of Problem (P). Although this issue will not be
discussed here, the proposed algorithm can be proven to be 5nite and a proof can be
found in [10,16].
The steps described above need more detailed explanations. These will be given in
the following subsections and sections. In particular, in the following subsections we
restrict our attention to those steps for which standard techniques for branch-and-bound
algorithms, and especially for branch-and-bound algorithms applied to all-quadratic
optimization problems, have been employed (although for some of these steps also
some variants of the basic approaches will be presented). Sections 4 and 5 will be
dedicated to those steps in which the structure of Problem (P) is most heavily exploited.
Section 4 is dedicated to the rectangle partition and node elimination steps, which are
described together in view of some strict relations between them. Section 5 will be
dedicated to the size and volume reduction strategies.
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3.1. Node selection
The selection of the next node in R to be examined is performed by standard rules
for branch-and-bound algorithms. For n up to 27 a best->rst-search-strategy has been
employed: select a node V with the largest upper bound, i.e.
V ∈ argmax
T∈R
{'T}:
For n¿ 27 we employed a depth->rst-search-strategy: select one of the most recently
created nodes in R. The latter strategy usually needs a longer time to detect a good
solution with respect to the former. However, for our problem the literature already
provides very good initial solutions, so that this disadvantage does not appear to have
a deep impact. On the other hand, depth-5rst usually has lower memory requirements
with respect to best-5rst. Since for n¿ 27 memory requirements could become critical
if best-5rst were employed, we decided to employ depth-5rst in such cases.
3.2. Rectangle selection
Let V be the node selected in the node selection step, and let
RV = RV1 × RV2 × · · · × RVn
be the 2n-dimensional rectangle associated to V . For each i∈{1; : : : ; n}, let
RVi = [li1 ; Li1 ]× [li2 ; Li2 ]:
The rule for selecting one of the two-dimensional rectangles RVi is the following: select
one rectangle RVj , j∈{1; : : : ; n}, such that
max{Lj1 − lj1 ; Lj2 − lj2}= maxi=1;:::; n {max{Li1 − li1 ; Li2 − li2}};
i.e. select a rectangle whose largest edge length is not lower than the largest edge
length of all the other rectangles. As we will see in the description of the partition
strategy in Section 4, each edge of the selected rectangle is at least halved. Therefore,
the rationale behind this selection rule is that of progressively reducing the edge lengths
of all the rectangles in R so that, if the algorithm were never stopped, each of them
would be reduced, in the limit, to a single point (this is called exhaustiveness of the
partition strategy).
3.3. Upper bound computation
As usual, let us consider a node V ∈R with its associated 2n-dimensional rectangle
RV = RV1 × RV2 × · · · × RVn :
We need to compute an upper bound 'V for Problem (PV ). A standard way to compute
an upper bound for this problem is by solving a linear program. We note that the only
source of nonlinearity in (PV ) is given by the concave terms
g(xi; xj) =−||xi − xj||22:
M. Locatelli, U. Raber /Discrete Applied Mathematics 122 (2002) 139–166 147
Let us consider the aJne function ‘ij(xi; xj) which coincides with g at the vertices of
the four-dimensional rectangle RVi × RVj . It is possible to prove that
∀xi ∈RVi ∀xj ∈RVj : ‘ij(xi; xj)6 g(xi; xj); (3.2)
and, more precisely, that ‘ij is the convex envelope of g over RVi ×RVj , i.e. the greatest
convex minorant of g over RVi ×RVj . We refer to [10,16] and references therein for the
proof that (3.2) holds and for the derivation of an explicit formula for ‘ij. In view of
(3.2) the optimal value of the following linear program
max t
t + ‘ij(xi; xj)6 0; 16 i¡ j6 n;
xi ∈RVi ; i = 1; : : : ; n; (LPV )
denoted by O'V is an upper bound for problem (PV ). Although we do not present them
here, we point out that, besides (LPV ), more sophisticated linear programs delivering
upper bounds for (PV ) have been presented in [16].
However, the following fact has been observed for this problem. Let V ′ be the
node father of V (V is assumed to be diLerent from the root node). It always holds
that O'V 6 O'V
′
. But it also often holds that O'V = O'V
′
. In the latter case solving (LPV )
to obtain an upper bound for V is a waste of computation time, we could simply
keep the upper bound of node V ′ as an upper bound also for its child node V . The
observation of this fact has lead to the de5nition of criteria which specify whether the
linear program (LPV ) has to be solved or not. If the criterion establishes that (LPV )
has to be solved, then we compute O'V and we set
'V = O'V ;
otherwise we simply set
'V = 'V
′
:
Of course, we must be careful in the choice of the criterion. Indeed, assume that the
criterion does not allow to compute O'V but it actually holds that
O'V 6 (+ #¡'V
′
= 'V :
Then, if O'V were available, node V could be eliminated according to (3.1), but, ac-
cording to the criterion, the algorithm has simply set 'V = 'V
′
and the node cannot
be eliminated. In such cases the criterion increases the computational eLort instead
of reducing it. Any criterion must 5nd a balance between solving the lowest possible
number of linear programs and eliminating nodes as soon as possible.
Here we only present one of such criteria, which turned out to be eLective. For each
i∈{1; : : : ; n}, let
RVi = [li1 ; Li1 ]× [li2 ; Li2 ]
be the two-dimensional rectangles forming RV . Let us also denote with (0 the initial
value assigned to the lower bound (. Then, the criterion says that (LPV ) should not
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be solved if the sum of the squared diameters of the rectangles RVi is not below (0=2,
i.e.
n∑
i=1
2∑
j=1
|Lij − lij |2¿
(0
2
:
In [16] a heuristical justi5cation of this criterion together with the description of other
criteria can be found. Moreover, in [16] numerical computations with and without the
criterion show that the gain in computation times by employing it is usually above
50%.
Finally, it is important to point out that, although the use of the criteria consid-
erably reduce the number of linear programs to be solved, the computation of good
upper bounds through linear programs such as (LPV ) is essential for the eJciency of
the algorithm. We tried to substitute the upper bound given by (LPV ) with the less
expensive but also less sharp upper bound
min
16i¡j6n
[
max
xi∈RVi ;xj∈RVj
||xi − xj||22
]
;
but the computation times exploded.
3.4. Lower bound update
The lower bound update follows a standard procedure: each time a point y∈Un is
obtained as a side result of the computations (in particular, y can be obtained from
the solution of the linear program (LPV )) the value f(y) is computed, where f is
the function de5ned in (1.3). If f2(y)¿(, then we set (=f2(y), otherwise ( is left
unchanged.
4. Partitioning strategies and node elimination
Let us consider the selected node V ∈R. Let
R= R1 × · · · × Rn;
its associated 2n-dimensional rectangle and ' the corresponding upper bound (note that
all the superscripts V have been omitted to simplify the notation). Let
Rj = [lj1 ; Lj1 ]× [lj2 ; Lj2 ]
be the two-dimensional rectangle selected to be partitioned. In this section we will
5rst describe a strategy to partition the selected rectangle Rj (Section 4.1). Then we
will present some node elimination techniques, two of which (the unique numbering
and the symmetry avoiding techniques) are strictly related to the partitioning strategy
(Section 4.2).
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4.1. Basic strategy
If the two-dimensional rectangle Rj coincides with the unit square U , then we con-
struct a partition of Rj consisting of the four squares
U1 = [0:0; 0:5]× [0:0; 0:5];
U2 = [0:5; 1:0]× [0:0; 0:5];
U3 = [0:0; 0:5]× [0:5; 1:0];
U4 = [0:5; 1:0]× [0:5; 1:0]: (4.1)
If Rj is equal to one of the squares U1, U2, U3 or U4, we get a deeper subdivision by
constructing m2 (m∈N, m¿ 2) squares OUl (l∈{1; : : : ; m2}) with equal edge length
(0:5=m). The choice of m depends on the initial value of the lower bound (, denoted
by (0, corresponding to the initially best known solution for Problem (P). The choice
assures that the diameter of OUl (l∈{1; : : : ; m2}) is smaller than (0, i.e., m is the
solution of the following problem:
m= min
k∈N; k¿2
{
k:
(
0:5
k
)2
+
(
0:5
k
)2
¡(0
}
:
By choosing m in this way we know that at most one member x?l of an optimal
solution (x?1 ; : : : ; x
?
n ) of (P) lies inside each OUl (l∈{1; : : : ; m2}).
Remark 1. In our numerical tests it was suJcient to choose m= 2 for n6 13; m= 3
for n6 27 and m= 4 for n6 39.
In the further steps, i.e. if Rj has a maximal edge length smaller or equal than
0:5=m, we subdivide Rj again into four equal rectangles by bisecting the edges of this
rectangle (i.e. by subdividing each edge into two equal parts).
Remark 2. As we will see in Section 5; it is possible that Rj shrinks to an interval;
i.e.; to an one-dimensional rectangle. In these cases we simply split Rj by halving the
interval.
The reason for choosing a partition consisting of more than four squares in the
second step has a heuristical nature. Our numerical tests showed that this strategy
in connection with the following node elimination techniques and the possible reduc-
tions of size and volume of the rectangle discussed in Section 5 has a much better
running-time performance than a simpler strategy, where we always divide Rj into four
equal rectangles. We also point out that, although in this paper we restrict our attention
to the strategy based on the partition, at the second level, into m2 equal squares, also
a diLerent strategy, based on the partition into squares and rectangles has been tested
and turned out to be computationally eJcient. The description of this strategy can be
found in [10,16].
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Fig. 4. Same solutions with diLerent numbering: (a) numbering 1; (b) numbering 2.
4.2. Node elimination techniques
The partition strategy described above is strictly related to some techniques which
are employed to eliminate nodes from R without employing the standard rule (3.1). In
particular, it turns out that Problem (P) has a very large number of optimal solutions
which are algebraically diLerent but are geometrically equivalent. The computational
eLort of a branch-and-bound algorithm may considerably increase if there are multi-
ple optimal solutions. Indeed, the algorithm may need to deeply explore one diLerent
portion of the branch-and-bound tree for each diLerent optimal solution. For this rea-
son, we would like to keep only a single representant of all the multiple algebraically
distinct but geometrically equivalent solutions.
We will 5rst individuate two sources of multiple solutions, numbering and symmetry,
then we will propose some techniques to keep single representants of the geometrically
equivalent solutions.
The 5rst source of multiple solutions is the diLerent numbering of the members of
the solutions. To illustrate this fact, let us consider the case n=6. An optimal solution
of Problem (P) is displayed in Fig. 4(a). By setting Oxi:=xi+1 (i=1; : : : ; 5), Ox6:=x1 we
get the “same” optimal solution (see Fig. 4(b)). The members xi of an optimal solution
are interchangeable. There are n! solutions which only diLer by numbering, and thus
are algebraically diLerent, but are geometrically equivalent. Our aim will be that of
introducing a “unique numbering” strategy, which selects only a single representant of
the n! geometrically equivalent solutions.
The second source of multiple algebraic solutions which are equivalent from the
geometrical point of view are symmetries. To illustrate it let us consider again the
case n=6. There are 8 possible arrangements of an optimal solution (x1; : : : ; xn) in the
unit square U which are symmetric to each other, i.e., which only diLer by rotations
or reKections. If we have a given optimal solution (see Fig. 5(a)), then there exist
three possible rotations (Figs. 5(b)–(d)) and four reKections (Figs. 6(a)–(d)).
However, it is enough if the algorithm only considers one of these possibilities. Note
that these reKections and rotations are the results of orthogonal transformations which
do not change the Euclidean distances between the points. Again, the aim will be that
of selecting a single representant of all the symmetric solutions.
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Fig. 5. Solutions which diLer by rotation (I): (a) 0
◦
rotation; (b) 90
◦
rotation. Solutions which diLer by
rotation (II): (c) 180
◦
rotation; (d) 270
◦
rotation.
Remark 3. The arrangements displayed in Figs. 5 and 6 only diLer by the numbering
of the members of the solution (x1; : : : ; xn) (compare for example Figs. 5(a) and 6(a)).
So one could assume that a “unique numbering” strategy already reduces the number
of possible arrangements and it is not necessary to consider all displayed cases. But
the fact that the reKections lead only to a diLerent numbering in comparison with the
rotations; depends on the special structure of the solution for n = 6. The solution is
symmetric itself. If an optimal solution for Problem (P) is not symmetric; then there
exist 8 arrangements which are completely diLerent. So we have to take care of all
possibilities.
In what follows we will sketch how to select a single representant both for solutions
which only diLer by numbering and for symmetric solutions.
Unique numbering. To describe the simple idea of this special strategy let us assume
that in the 2n-dimensional rectangle
R= R1 × · · · × Rn;
each Ri (i∈{1; : : : ; n}) has been already subdivided twice, i.e., Ri is the result of a
subdivision of one of the four squares Ui (i=1; : : : ; 4) (see (4.1)). It follows in view of
the basic strategy that for each Ri (i∈{1; : : : ; n}) there exists a unique square OUi ⊂ U
with edge length 0:5=m and Ri ⊂ OUi. If we identify each of the 4m2 possible squares
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Fig. 6. Solutions which diLer by reKection (I): (a) reKection along [( 0:50 ); (
0:5
1 )]; (b) reKection along
[( 00:5 ); (
1
0:5 )]. Solutions which diLer by reKection (II): (c) reKection along [(
0
1 ); (
1
0 )]; (d) reKection along
[( 00 ); (
1
1 )].
OU with a unique number no( OU ) and require that there holds
no( OUi)¡no( OUi+1); i = 1; : : : ; n− 1; (4.2)
then we are able to guarantee a unique numbering. To illustrate this approach consider
the case n=6 and assume m=2. Then we have 16 possible squares OU . By numbering
these possibilities as in Fig. 7 and requiring that (4.2) is true, we see that the solution
Ox displayed in Fig. 4(b) which is a member of the rectangle OR= OR1×· · ·× OR6 as in Fig.
8(b) is not possible (note that no( OU 6)¡no( OU 1), thus violating (4.2)). The numbering
of the solution x as in Fig. 4(a) instead is possible since it is a point contained in
the rectangle R= R1 × · · · × R6 shown in Fig. 8(a). This strategy guarantees a unique
numbering of the rectangles Ri forming the 2n-dimensional rectangle R. If the squares
OU which contain a member xi of an optimal solution are not unique, as it is the case
here for xi =(0:5; 0), then this strategy is not able to guarantee a unique numbering of
the optimal solution. The numbering of the 2n-dimensional rectangle Rˆ= Rˆ1× · · ·× Rˆ6
displayed in Fig. 8(c) is also possible (x∈ Rˆ). However the unique numbering criterion
strongly reduces the necessary eLort for solving Problem (P).
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Fig. 7. Unique numbering.
Fig. 8. DiLerent numberings: (a) possible; (b) impossible; (c) possible.
Avoiding symmetric solutions. Let
- = {R= R1 × · · · × Rn ⊂ U 2n; Ri ⊂ U; i = 1; : : : ; n}
be the set of all possible 2n-dimensional rectangles. In view of the relevant rotations
and reKections (see Figs. 5 and 6) we can interpret these symmetries as an equivalence
relation ∼ on the set -.
R is the result of one of the three possible
R;Q∈-: R ∼ Q ⇔ rotations of Q or the result of one of the
four possible reKections of Q
The equivalence relation ∼ divides - into equivalence classes -/ (/∈ I; I index set).
Obviously, it is suJcient for a correct working of the algorithm if it only considers
one member of each equivalence class -/ which is relevant during the execution of
our approach. We have developed a method which is able to decide whether a given
2n-dimensional rectangle R=R1×· · ·×Rn associated to a node of the branch-and-bound
tree is a special representative of an equivalence class or not. It is essential to recognize
that the criterion which de5nes the special membership of an equivalence class has to
be consistent with the unique numbering criterion described before, i.e. the special rep-
resentative of the equivalence class has to satisfy the unique numbering criterion (4.2)
(otherwise the special representative would be eliminated by the unique numbering cri-
terion and the equivalence class would be left unrepresented). If this method detects a
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Fig. 9. Symmetric partition sets. (a) R0; (b) R1; (c) R2; (d) R3; (e) R4; (f) R5; (g) R6; (h) R7.
rectangle R which does not ful5ll the criterion for a special member then we can debar
R from further consideration. The description of the implementational details of this
approach would blast the scope of the paper. Hence we will only illustrate this method
through some 5gures. A more detailed description of the used ideas is given in [16].
If we have a look at Fig. 9 then it is obvious that the 2n-dimensional rectangles
R1, R2 and R3 are the result of rotations of R0 (see Figs. 9(b)–(d) and compare with
the Figs. 5(b)–(d)) and that R4, R5, R6 and R7 are results of one of the possible
reKections of the same rectangle R0 (see Figs. 9(e)–(g) and compare with Figs. 6(a)–
(d)). Therefore, it is suJcient if the algorithm considers R0 and eliminates R1; : : : ; R7.
Note that the numbering of the hyperrectangles R0; : : : ; R7 is consistent with the unique
numbering strategy.
We conclude this section with a further technique which can be employed to elimi-
nate nodes from R without employing the standard rule (3.1). We also point out that
the size and volume reduction strategies, which will be illustrated in the next section,
will also act, in some cases, as node elimination techniques.
Using the current lower bound (. If we assume that for the cases 26 l¡n upper
bounds '(l) for the optimal solution value t?(l) are known, then it is possible to further
eliminate nodes from R. Note that the presented approach delivers the necessary upper
bounds '(l).
For a given 2n-dimensional rectangle R= R1 × · · · × Rn ⊂ U 2n associated to a node
V , and for 26 l¡n, let
1l = {{Ri: i∈ I} with I ⊂ {1; : : : ; n}; |I |= l}
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Fig. 10. Eliminable case.
be the set of all subsets of {Ri; i=1; : : : ; n} with cardinality l. Choose for l¡n a set
Q∈1l and let
OQ = [l1; L1]× [l2; L2]
be the smallest rectangle such that all members of Q are subsets of OQ. Since we have
'(l)¿ t?(l) it is obvious that the maximal minimum pairwise squared distance of l
points lying inside a square with edge length d is not greater than '(l)d2. If there holds
'(l)(max{L1 − l1; L2 − l2})2¡(; (4.3)
then it is not possible that l points lie inside OQ with a minimum squared distance big-
ger than or equal to (. So it is not necessary to consider R further, because R cannot
contain a point x∈R2n which improves the current best known point.
Let us again illustrate this method with an example. Consider the case n = 6 and
assume that the rectangle R = R1 × · · · × R6, associated to node V , has the structure
given in Fig. 10. We know that '(4)=1=t?(4). Hence we can derive that the maximal
minimum pairwise squared distance of four points lying inside the square
OQ = [0:5; 1:0]× [0:25; 0:75] = R2 ∪ R3 ∪ R5 ∪ R6
is equal to 0:25='(4)0:52. If we have a current best known value ( greater than 0:25,
then we are able to eliminate node V from the set R of nodes still to be examined.
5. Size and volume reduction strategies
Let V ∈R be a node still to be examined. Let R=R1×· · ·×Rn be the 2n-dimensional
rectangle associated to V and ' its upper bound (again, in order to simplify the notation,
the superscripts V have been omitted). In Section 2 we stated the existence of an
optimal solution (x?1 ; : : : ; x
?
n ) ∈Un which ful5lls the properties (P1) and (P2). The
algorithm can ignore all solutions which do not ful5ll (P1) or (P2). Indeed, by enforcing
these properties we are able to reduce the number of optimal solutions without losing
all of them. Consider the case n= 7. One optimal solution is displayed in Fig. 11(a).
The point x7 is not unique. We can choose each point in the shaded region without
changing the minimum pairwise distance. But only the solution shown in Fig. 11(b)
ful5lls Property (P1). Since, as already commented, branch-and-bound methods suLer
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Fig. 11. Solution for n = 7.
from the presence of multiple solutions, we can hope that the exploitation of these
properties improves the performance of our algorithm. In the so called corner rules we
use Property (P1) to shrink some rectangles Ri (i∈{1; : : : ; n}) to an interval or even
to a single point (size reduction). Moreover, in some cases corner rules also act as
node elimination techniques. The so called edge rules exploit Property (P2) to reduce
some rectangles to an interval or to eliminate nodes. The details of these size reduction
techniques are discussed in what follows.
Corner rules. We analyze the behavior of the given 2n-dimensional rectangle R in
the region
S(v; ') = {x∈U : ||x − v||226 '}
where v is one of the four vertices of the unit square U . Let e1 and e2 the edge-lines
of U forming the vertex v. Then, we de5ne by
S˜(v; ') = {Ri: i∈{1; : : : ; n} with Ri ∩ S(v; ') = ∅ and ∃l∈{1; 2}: Ri ∩ el = ∅}
the set of all two-dimensional rectangles Ri (i∈{1; : : : ; n}) which have a part lying on
S(v; ') and additionally touch e1, e2 or both. Depending on the cardinality of S˜(v; ')
we can distinguish four cases: |S˜(v; ')|=0; 1; 2 and |S˜(v; ')|¿ 3. We do not present the
details of each one of these cases. A complete description can be found in [10,16]. Here
we only illustrate the case |S˜(v; ')|=1 to give an idea about how the corner rules work.
Hence, let us assume that |S˜(v; ')| = 1 and also, without loss of generality, that
there holds S˜(v; ') = {R1}. If v ∈ R1 (see Fig. 12(a)), then it follows that neither
(P1a) nor (P1b) can hold, and then it is possible to eliminate node V . Otherwise (see
Fig. 12(b)) we know that only points x=(x1; : : : ; xn)∈R with x1 = v ful5ll (P1), since
in this case (P1b) is not satis5able. So we do not lose all optimal solutions of (P) if
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Fig. 12. Corner rules: (a) eliminable case; (b) adjustable case.
Fig. 13. Edge rules: (a) not adjustable case; (b) adjustable case.
we set R= OR1 × R2 × · · · × Rn where
OR1 = {v};
i.e., we can shrink R1 to one point.
Edge rules. If we have a solution x? = (x?1 ; : : : ; x
?
n )∈Un which satis5es (P1) and
(P2) then it is obvious that there does not exist a segment of a boundary line of U
with length greater than or equal to 2
√
' which contains no member of x?. By using
this property we are able to reduce the dimension of more rectangles Ri (i∈{1; : : : ; n})
forming R than by using the corner rules alone.
Let e be an arbitrary boundary line of U and let e(') = [v; w] (v; w∈ e) be a line
segment of e with length 2
√
', i.e., ||v− w||22 = 4'. Denote by
L˜(e; ') = {Ri: i∈{1; : : : ; n} and Ri ∩ e(') = ∅}
the set of all rectangles Ri touching e('). If there holds L˜(e; ') = ∅, then, in view
of Property (P2), it is not necessary to analyze node V further, i.e. node V can be
eliminated. In the cases where more than one rectangle Ri touch e(') (see Fig. 13(a))
it is not possible to reduce the size of any rectangle Ri (i∈{1; : : : ; n}) without running
the risk of losing all optimal solutions. However, if we have
|L˜(e; ')|= 1;
then we can shrink the unique rectangle Ri0 with Ri0 ∩ e(') = ∅ to an interval (see
Fig. 13(b)). Because of the described property we know that for each point x∈R with
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Fig. 14. The polytope P is transformed into the new polytope OP.
Properties (P1) and (P2)
xi0 ∈Ri0 ∩ e(')
has to be satis5ed. Therefore, the 2n-dimensional rectangle R1 × · · · × Ri0−1 × ORi0 ×
Ri0+1 × · · · × Rn with
ORi0 :=Ri0 ∩ e(')
contains all points x∈R ful5lling both the desired properties. Note that the edge rules
are not relevant as long as we have '¿ 0:25.
Up to now we have introduced size reduction techniques which allow to reduce
some two-dimensional rectangles along the boundary of U to segments or to points,
and, in some cases, to eliminate a node. Now we want to introduce a volume reduction
strategy which allows to reduce some or all of the two-dimensional rectangles forming
the current node to smaller rectangles.
Volume reduction. The volume reduction strategy used in our algorithm is similar to
an approach presented in [5]. In this method we reduce the volume of some rectangles
Ri by constructing smaller rectangles ORi ⊂ Ri and, thus, a new 2n-dimensional rectangle
OR= OR1 × · · · × ORn, with the property that
∀y∈R \ OR: f(y)¡√(; (5.1)
i.e. we cut some portion of the two-dimensional rectangles which cannot lead to an
improvement of the current lower bound ( for Problem (P). A rigorous explanation of
the strategy can be found in [10,16]. Here we illustrate it through an example.
Let us consider the two-dimensional polytopes
P = conv({v1; : : : ; v6});
Q = conv({w1; : : : ; w4})
shown in Fig. 14. Let us denote by
fQ(x) = max{||x − y||2: y∈Q} ∀ x∈P;
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the function which associates to each point x in P its maximal distance from a point in
Q. Since the distance is a convex function, its maximum over the polytope Q is always
attained at one of the vertices of Q. Therefore, we can also de5ne fQ as follows:
fQ(x) = max{||x − wi||2: i = 1; : : : ; 4} ∀ x∈P:
We would like to 5nd a new polytope OP ⊆ P such that
∀x∈P \ OP: fQ(x)¡√(; (5.2)
i.e. we would like to cut points in P whose maximal distance from points in Q is
lower than
√
(. Indeed, if we place a point in P \ OP and a point in Q, we have no
hope to improve the current lower bound
√
(. Let us consider the region C de5ned as
the intersection of P and all the interiors of the circles centered at the vertices of Q
and with radius
√
(, i.e.
C =
4⋂
i=1
{x∈P: ||x − wi||2¡√(}:
The region C is displayed in Fig. 14(a) where only the circles centered at w2 and w3
are traced (the circles centered at w1 and w4 are not necessary because they do not
further reduce the region de5ned by the circles centered at w2 and w3). We note that
C = {x∈P: fQ(x)¡√(}:
If P ⊆ C, then there is no hope to improve the current lower bound (. Otherwise we
look for a polytope OP which satis5es
OP ⊇ P \ C;
since this also satis5es (5.2). The derivation of polytope OP is illustrated in Fig. 14(b),
where OP is obtained by joining the intersections Ov1 and Ovr of the boundary of the
polytope P with the boundary of the region C.
The example above illustrates the volume reduction strategy restricted to the com-
parison of two polytopes. This is the basis for the description, given in what follows,
of the whole volume reduction strategy applied to a node.
INITIALIZATION
Set, for i∈{1; : : : ; n}; Pi:=Ri.
LOOP
For i = 1 to n do
For j = 1 to n do
If j = i Then
Compare Pi and Pj and construct OPi in the described way.
Pi:= OPi
If Pi = ∅ Then STOP (eliminate node V )
EndIf
EndFor
EndFor
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Fig. 15. The wave eLect.
In the initialization step all the polytopes Pi are initialized to the rectangles Ri. Then,
each polytope Pi is, possibly, reduced by comparing it with all the other polytopes Pj,
j = i, in the same way as we reduced P by comparing it with Q. Note that in case one
of the polytopes Pi becomes empty, we can eliminate the node because there is no
hope to improve the current lower bound ( in the node. We also point out that it made
sense to illustrate the volume reduction strategy by comparing two generic polytopes
and not two rectangles. Indeed, even if the polytopes Pi are initially rectangles, after
a comparison they are transformed into generic polytopes (see e.g. the transformation
of the rectangle P3 into the polytope OP3 in Fig. 15(a)). After the execution of the
volume reduction strategy either we can eliminate node V or we get n two-dimensional
polytopes Pi which are given by the list of their vertices. Then, it is easy to generate
for each Pi (i∈{1; : : : ; n}) the smallest rectangle ORi containing Pi. By setting
OR:= OR1 × · · · × ORn
we get a hyperrectangle OR which is a subset of R and has property (5.1). The reason
for going back to rectangles ORi instead of using the better approximation of the feasible
region with the polytopes Pi is the following: since the number of vertices describing
the polytope Pi can grow a strategy using all informations could extremely increase
the storage requirements in an implementation of the algorithm, what we would like
to avoid.
At this place we would like to pay some attention to a special eLect, which could
happen during the execution of the iterative process presented above and which we will
call the wave eAect. Fig. 15(a) shows the possible adjustment of the rectangle P3, if we
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compare P3 with P2. However, if we 5rst adjust P2 using P1 then we are able to cut
away a bigger part of P3 as it is displayed in Fig. 15(b). This eLect justify the relative
big eLort in executing this volume reduction strategy. Note that there are n(n − 1)
comparisons between polytopes and that the number of vertices describing a polytope
Pi can grow and so the eLort for the adjustments. In view of this eLect it seems to be
reasonable to repeat the loop-phase of the iterative process to reduce the volume of the
2n-dimensional rectangle as much as possible. However, we have to remember that this
process could be expensive with respect to the running-time. Our numerical test showed
that it is eJcient to repeat the process once, i.e., the advantage of a bigger volume
reduction outbalances the disadvantage of a growing running-time needed for doing
this. But, if we repeat the process again, the disadvantage outbalances the advantage.
Therefore, we decided to use the size and volume reduction strategies in the following
way. We 5rst apply the volume reduction strategy, where we repeat the iterative process
once. Then we apply to the reduced 2n-dimensional rectangle OR the corner and the edge
rules to possibly reduce its dimension. If the dimension reduction is successful, then
we apply the volume reduction process again, but now without a repetition.
The presented size and volume reduction strategies have two eLects on the perfor-
mance of our algorithm. On the one hand they reduce the feasible region of the linear
program (LPV ), thus improving the quality of the computed upper bound and reducing
the eLort for solving the linear program. On the other hand they work like rules to
eliminate nodes from the set R without employing the standard rule (3.1). An interest-
ing aspect in our numerical tests is that the combination of the size reduction strategies,
i.e., the corner and edge rules, with the volume reduction strategy leads to a de5nitely
better running-time performance than the use of one of these strategies alone. There are
at least two reasons for this improvement. First of all single points or intervals, which
can be the result of the corner and the edge rules, generally lead to bigger reduction
of the volume of neighbor rectangles and so via the wave eLect have an impact on the
volume size of the whole rectangle. On the other hand smaller rectangles lead earlier
to a successful size reduction. Therefore, the volume reduction strategy and the size
reduction strategies are not independent from each other, rather they interact. Some
tests have been performed by removing in turns the diLerent strategies. Removing the
volume reduction strategy revealed the great impact of this strategy on the computation
times. Without it we were not able to return a solution for n=21 after one day of com-
putation time. The impact of the size reduction strategies is lower but still signi5cant.
For instance, for n= 21 removing them caused the computation time to increase by a
factor of about 2.5. Although we believe that such gains in computation time also hold
for large values of n, we must point out that, because of the very large computation
times for n¿ 27 (see Table 2), for such values of n we did not perform a comparison
of the algorithm with and without these strategies.
6. Computational results
Up to now we have described the main strategies we have used to improve the
performance of our algorithm, in particular related to the subdivision and the adjustment
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Table 1
ELort (time in s)
n IT TT NLP TLP NR
10 213 0.25 15 0.01 295
11 186 0.24 5 0.01 243
12 256 0.6 38 0.07 354
13 182 0.42 12 0.04 225
14 6,641 15.56 4 0.01 18,027
15 1,428 2.61 2 0.01 3,327
16 1,812 2.99 2 0.01 4,358
17 16,499 50.19 44 0.13 37,486
18 10,824 28.88 29 0.12 22,811
19 28,063 75.69 22 0.13 58,204
20 12,979 36.08 11 0.04 25,332
21 81,667 341.4 2,019 8.35 159,573
22 33,748 132.9 119 0.69 62,956
23 86,174 350.0 9 0.06 154,230
24 102,450 516.4 29 0.10 175,870
25 65,793 368.5 6 0.01 109,271
26 629,984 5,605 1,562 13.38 975,817
27 238,316 2,033 1,161 12.29 347,341
of the 2n-dimensional rectangles associated to the nodes (see Sections 4 and 5). In
this section we present our computational results. The algorithm was encoded in C++
with management of partition sets by AVL-trees. In the computations SUN ULTRA
60 workstations were used.
We underline at this point that, in view of the limited range of tested n values, for
all of them the same value for # (=10−5) has been employed. However, in tests with
larger n values it should be taken into account that the value t?(n) is a nonincreasing
function of n (and it is actually believed to be a decreasing one). Therefore, (3.1)
should be substituted by
'V 6 (+ ( O#: (6.1)
While the value # in (3.1) represents the tolerated absolute error, the value O# in (6.1)
represents the tolerated relative error.
The presentation of the computational results is split into two parts: the results for
n6 27 and those for n¿ 27. Table 1 shows the eLort we need to solve Problem (P)
for 106 n6 27. We use the abbreviations IT for the number of iterations, TT for the
total CPU-time in seconds needed for solving the problem, NLP for the number of
linear subproblems of the type (LPV ) which we had to solve during the execution of
the algorithm and TLP for the time in seconds used to do this.
For n¿ 27 the value m has been increased from 3 to 4 and, as we will see, this
has a deep impact on the computation times. We point out that the eLort of solving
the problem for n¿ 27 was spread among diLerent machines, each of which analyzing
some of the subtrees of the branch-and-bound tree. The total computation time was
obtained by summing up the computation times on each machine. Since some of the
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Table 2
ELort (time in h)
n IT TT NLP TLP NR
28 86,848,406 205.44 7,149 0.04 206,979,450
29 38,423,801 103.23 109 0.01 96,339,168
30 11,034,381 27.71 8 0.01 24,955,286
31 76,290,979 183.23 4,802,901 31.37 16 4,832,359
32 301,621,135 677.69 751,013 6.71 664,735,025
33 104,123,940 237.72 25 0.01 231,723,379
34 1,107,207,132 2,548.8 15,253 0.16 2,329,079,195
35 473,061,594 1,157.52 8 0.01 943,744,513
38 342,571,109 906.18 4,779 0.08 630,682,770
39 59,137,302 170.4 872 0.02 112,055,007
machines were not SUN ULTRA 60 workstations but SUN Server 1000 workstations,
the times on these machines were divided by 4 in order to take into account the
speedup-factor 4.0 of the 5rst workstations with respect to the second ones.
Table 2 shows the eLort we needed to solve Problem (P) for 286 n6 35, n =
38; 39. The meaning of the abbreviations is the same as before but with the very
important diLerence that now all the computation times are given in hours instead of
seconds. As we can see and as we expected in view of the increase of m from 3
to 4, the computation times increased dramatically. According to our approach all the
solutions presented up to now in the literature for n6 35 and n=38; 39 are #-optimal
except for n = 32 1 . For this case our algorithm has not only been able to prove
#-optimality but also to show that the best known solution in the literature up to now
(or, at least, up to the time we submitted the paper) is not optimal. We also further
re5ned the returned best solution by employing it as the starting point for a local
optimization routine (SNOPT) applied to problem (P) (see also [11]). The value we
computed for Problem (PSP) is 0:213174 : : : with respect to a previous best value of
0:213082 : : : . Moreover, though the algorithm has not 5nished the computations for
n = 37 after several CPU-hours, we were able to detect also in this case a solution
better than the best known in the literature. Also in this case we re5ned the best
solution by a local optimization routine and the value we computed is 0:196429 : : :
with respect to the previous reported value of 0:196238 : : : . The coordinates of the
new solutions can be found in [10] or can be directly downloaded at the web site
http://www.di.unito.it/∼locatell/newsol.txt. We point out again that during the refereeing
process of this paper these new solutions have been also independently detected in [2,3].
We conclude this section with a discussion about what we could attain and what
we could not attain with our approach. As already pointed out in the Introduction,
our approach is able to give an upper bound on the best attainable values for the
solutions for n up to 35 and n = 38; 39. In particular, we can guarantee that the best
values obtained by our approach cannot diLer from t?(n) by more than 10−5. From
1 Actually, according to our computation and as also observed in [14], there is probably a misprinting in
the best value for n = 21 reported in [11].
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this point of view, the paper lies on the opposite side of the papers belonging to the
second category mentioned in the Introduction, those which search for best solutions,
i.e. lower bounds of the optimal solutions. This paper returns tight upper bounds for
the optimal solutions. On the other hand we have no guarantee that the best solutions
we obtained are also the optimal ones and we cannot answer other questions such as
whether there is a unique optimal solution (modulo symmetries, numbering, etc.) or
not. This is the main diLerence with respect to the approach proposed in [14], where a
computer-aided proof for exact optimality for n up to 27 has been given. However, we
believe that an interesting topic for future research is the possibility of combining our
approach with other approaches as, for instance, the one in [14]. The approach in [14]
is subdivided in two phases. During the 5rst phase an elimination process leads to a
set Q of regions such that all the optimal packings lie in at least one of these regions.
In the second phase the best packing within each region is detected and, 5nally, the
best one overall is returned as the optimal one. The output of our approach is actually
similar to the one of the 5rst phase. Indeed, let us keep in the memory not only the
set R of nodes still to be examined, but also the set Q of nodes V for which (3.1) is
satis5ed but 'V ¿ (, i.e. the nodes where points which can improve the current best
one can be found (even if the improvements cannot be greater than #). Then, when
R= ∅ and the algorithm is stopped, the set Q can be given as an input to the second
phase. It has been pointed out in [14] that the elimination process of the 5rst phase is
the most computationally expensive part of the approach and its application required 1
month of computation time for n up to 27. Since over the same range of n values our
approach only required a few computation hours, it can be hoped that a combination
of the two approaches can lead to exact optimality proofs also for n¿ 27.
As already remarked, our approach has given in two cases (n=32; 37) also a contri-
bution from the point of view not only of the upper bound but also of the lower bound
of the optimal values, although this was not our main aim. However, it is important
to point out that the approach does not answer some questions related to the obtained
solutions and, in particular, to the corresponding solutions for the circle packing prob-
lem, such as which circles touch each other or the boundary of U , which circles are
free (i.e. they can be slightly moved without overlapping the other circles or moving
out of U ), which symmetries display the solutions. These questions can be answered
by a separate, nontrivial, analysis of the solutions. We omit such an analysis in this
paper but we refer to the detailed one in [2].
7. Conclusion
In this paper an algorithm for the solution of the problem of scattering n points into
the unit square in such a way that their minimum pairwise distance is maximized has
been proposed. The problem has been reformulated as an all-quadratic optimization
problem. At 5rst two properties ful5lled by at least one solution of the problem have
been presented. Then the basic steps of a branch-and-bound approach for its solution
have been presented. To each node of the branch-and-bound tree a 2n-dimensional rect-
angle is associated. The structure of the problem has been heavily exploited in order to
M. Locatelli, U. Raber /Discrete Applied Mathematics 122 (2002) 139–166 165
develop strategies which improve the performance of the proposed branch-and-bound
algorithm with respect to standard branch-and-bound algorithms for all-quadratic op-
timization. The strategies include: a special partition strategy of the nodes of the
branch-and-bound tree, strictly connected with the unique numbering strategy and the
symmetry avoiding strategy developed to eliminate the diJculty caused by multiple
algebraically diLerent but geometrically equivalent solutions; the corner and edge rules,
which are derived from the two properties ful5lled by at least one solution of the prob-
lem, and allow to reduce the size of the rectangle associated to a node; the volume
reduction strategy which allows to transform the rectangle associated to a node into a
smaller rectangle. The combination of all these strategies leads to an eJcient algorithm
which is able to prove the optimality (within the tolerance # = 10−5) of the solutions
of Problem (P) for n6 35 and n= 38; 39 and, although this was not the main aim of
the paper, also to detect two new solutions for n= 32 and 37.
As a possible aim of future research we propose the search of further techniques
which are able to reduce the considerable gap in the computation times that we expe-
rienced in moving from problems with n6 27 to problems with n¿ 27.
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