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1. INTRODUCTION
For a vertex operator algebra V Zhu constructed an associative algebra
 . w xA V Z such that there is a one-to-one correspondence between irre-
 .ducible admissible V-modules and irreducible A V -modules. In the case
 .that V is rational the admissible V-module category and A V -module
 .category are in fact equivalent. But if V is not rational, A V does not
carry enough information for the representation of V.
 .In this paper we construct a sequence of associative algebras A Vn
 .  .  .  .n s 0, 1, 2, . . . such that A V s A V and A V is an epimorphic0 n
 . w x  .image of A V . As in Z , we use A V to study representation theorynq1 n
 .of V. Let M s [ M k be an admissible V-module as defined ink G 0
w x  .  .  .DLM with M 0 / 0. Then each M k for k F n is an A V -module. Inn
 .some sense, A V takes care of the first n q 1 homogeneous subspacesn
 .  .of M while A V concerns the top level M 0 . The results of the present
w xpaper are modeled on the results in DLM and the methods are also
similar. However, the situation for constructing admissible V-modules from
 . w xA V -modules turns out to be very complicated. As in L2, DLM wen
extensively use the Lie algebra
d
y1 y1Ã w x w xV s V m C t , t r L y1 m 1 q 1 m V m C t , t .  . /dt
 .to construct admissible V-modules from A V -modules.n
  .4It should be pointed out that the A V in fact form an inverse system.n
 .So it is natural to consider the inverse limit lim A V and its representa-n¤
tions. This problem will be addressed in a separate paper.
 .One of the important motivations for constructing A V is to studyn
w xinduced modules from a subalgebra to V as initiated in DL . Induced
module theory is very important in the representation theory of classical
 .objects such as groups, rings, Lie algebras. The theory of A V developedn
in this paper will definitely play a role in the study of induced modules for
vertex operator algebras. In order to see this, we consider a subalgebra U
of V and a U-submodule W of M which is an admissible V-module. In
general, the top level of W is not necessarily a subspace of the top level
 .  .of M. In other words, an A U -module can be a subspace of an A V -n
 .module for some n ) 0. One can now see how the A V enter the picturen
 .of studying the induced module for the pair U, V along this line.
This paper is organized as follows: In Section 2 we introduce the algebra
 .  .A V which is a quotient of V modulo a subspace O V consisting ofn n
 .  .  .u( ¨ see Section 2 for the definition and L y1 u q L 0 u for u, ¨ g V.n
  .  ..In the case n s 0, L y1 q L 0 u can be expressed as v ( u. But in0
  .  ..general it is not clear if one can write L y1 q L 0 u as a linear
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combination of ¨ ( w's. On the other hand, the weight zero component ofn
  .  .. .the vertex operator Y L y1 q L 0 u, z is zero on any weak V-module.
  .  ..  .So we have to put L y1 q L 0 V artificially in O V for general n. Wen
also show in this section how the identity map on V induces an epimor-
 .  .phism of algebras from A V to A V . In Section 3, we construct anq1 n
functor V from the category of weak V-modules to the category ofn
 .  .A V -modules such that if M s [ M k is an admissible V-modulen k G 0
n  .  .  .  .then [ M k with M 0 / 0 is contained in V M and each M k forks0 n
 .k F n is an A V -submodule. In particular, if M is irreducible thenn
n  .  .  .  .[ M k s V M and each M k is an irreducible A V -module.ks0 n n
Section 4 is the core of this paper. In this section we construct a functor
 .L from the category of A V -modules which cannot factor throughn n
 .  .A V to the category of admissible V-modules. For any such A V -ny1 n
 .module U we first construct a universal admissible V-module M U whichn
 .is somehow a ``generalized Verma module.'' The L V is then a suitablen
 .quotient of M U ; the proof of this result is technically the most difficultn
  ..   ..part of this paper. We also show that V L U rV L U is isomor-n n ny1 n
 .phic to U as A V -modules. Moreover, V is rational if and only if then
 .A V are finite-dimensional semisimple algebras for all n. Section 5 dealsn
with several combinatorial identities used in previous sections.
We assume that the reader is familiar with the basic knowledge on
w xvertex operator algebras as presented in B, FHL, FLM . We also refer the
w xreader to DLM for the definitions of weak modules, admissible modules,
 .and ordinary modules.
 .2. THE ASSOCIATIVE ALGEBRA A Vn
 .Let V s V, Y, 1, v be a vertex operator algebra. We will construct an
 .associative algebra A V for any nonnegative integer n generalizing then
 .  .Zhu's algebra A V which is our A V .0
 .  .  .Let O V be the linear span of all u( ¨ and L y1 u q L 0 u wheren n
for homogeneous u g V and ¨ g V,
wt uqn1 q z .
u( ¨ s Res Y u , z ¨ . 2.1 .  .n z 2 nq2z
 .  .Define the linear space A V to be the quotient VrO V .n n
We also define a second product ) on V for u and ¨ as above:n
wt uqnn 1 q z .m m q nu) ¨ s y1 Res Y u , z ¨ . 2.2 .  .  .n z nqmq1 /n zms0
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Extend linearly to obtain a bilinear product on V which coincides with that
w x  .of Zhu Z if n s 0. We denote the product 2.2 by ) in this case. Note
 .that 2.2 may be written in the form
n `
m wt u q nm q nu) ¨ s y1 u ¨ . 2.3 .  . n iymyny1 /  /n i
ms0 is0
w xThe following lemma generalizes Lemmas 2.1.2 and 2.1.3 of Z .
 .LEMMA 2.1. i Assume that u g V is homogeneous, ¨ g V, and m G
k G 0. Then
wt uqnqk1 q z .
Res Y u , z ¨ g O V . .  .z n2 nq2qmz
 .ii Assume that ¨ is also homogeneous. Then
wt ¨qm y1n 1 q z .nm q nu) ¨ y y1 Res Y ¨ , z u g O V .  .  .n z n1qmqn /n zms0
and
 .  .  .wt uy1  .iii u) ¨ y ¨ ) u y Res Y u, z ¨ 1 q z g O V .n n z n
 . w xProof. The proof of i is similar to that of Lemma 2.1.2 of Z . As in
w x  .  .  .Z we use L y1 u q L 0 u g O V to derive the formulan
yzywt uywt¨Y u , z ¨ ' 1 q z Y ¨ , u mod O V . .  .  .n /1 q z
Thus we have
wt uqnn 1 q z .m n q mu) ¨ s y1 Res Y u , z ¨ .  .n z mqnq1 /n zms0
ywt¨qnn yz 1 q z .m n q m' y1 Res Y ¨ , u . z mqnq1 /  /n 1 q z zms0
mod O V .n
wt ¨qm y1n 1 q z .n n q ms y1 Res Y ¨ , z u .  . z mqnq1 /n zms0
 .and ii is proved.
 .Using ii we have
wt uy1u) ¨ y ¨ ) u ' Res Y u , z ¨ 1 q z .  .n n z
=
m n mnq1n y1 1qz y y1 1qz .  .  .  .mqn . nqmq1 /n /zms0
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By Proposition 5.2 in the Appendix we know that
m n mnq1n y1 1 q z y y1 1 q z .  .  .  .m q n s 1. nqmq1 /n zms0
The proof is complete.
 .LEMMA 2.2. O V is a 2 sided ideal of V under ) .n n
  .  . .  .Proof. First we show that L y1 u q L 0 u ) ¨ g O V for any ho-n n
mogeneous u g V. From the definition we see that
L y1 u ) ¨ . . n
wt uqnq1n 1 q z .mm q ns y1 Res Y L y1 u , z ¨ .  . . z nqmq1 /n zms0
wt uqnq1n d 1 q z .mm q ns y1 Res Y u , z ¨ .  . z nqmq1 /  /n dz zms0
n
mq 1m q ns y1 Res Y u , z ¨ .  . z /n
ms0
wt uqnq1 wt uqnyn y m y 1 1 q z z wtu q n q 1 1 q z .  .  .  .
= q .nqmq2 nqmq2 /z z
Thus
L y1 u q wt uu ) ¨ . . n
n mz q n q m q 1m wt uqnm q ns y1 Res Y u , z ¨ 1 q z . .  .  . z nqmq2 /n zms0
It is straightforward to show that
n mz q n q m q 1mm q n y1 . nqmq2 /n zms0
n nmz m q 1m mm q n m q n q 1s y1 q y1 .  . nqmq2 nqmq2 /  /n nz zms0 ms0
2n q 1n 2n q 1s y1 . . 2 nq2 /n z
  .  . .  .It is clear now that L y1 u q L 0 u ) ¨ g O V .n n
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  .  . .  .Second, we show that u) L y1 ¨ q L 0 ¨ g O V . Using the resultn n
  .  . .  .  .that L y1 ¨ q L 0 ¨ ) ¨ g O V and Lemma 2.1 iii we haven n
u) L y1 ¨ q L 0 ¨ .  . .n
wt ¨ wt ¨y1
' yRes Y L y1 ¨ , z u 1 q z q Y L 0 ¨ , z u 1 q z .  .  .  . .  . .z
mod O V .n
d wt ¨ wt ¨y1s Res Y ¨ , z u 1 q z y Y L 0 , ¨ , z u 1 q z .  .  .  . .z  /dz
s 0.
w x  .Third, a similar argument as in Z using Lemma 2.1 i shows that
 .  .u) ¨ ( w g O V for u, ¨ , w g V.n n n
 .  .  .Finally, use u) ¨ ( w g O V and Lemma 2.1 iii to obtainn n n
¨ ( w ) u .n n
wt uy1 wt¨qn1 q z 1 q z .  .1 2
' yRes Res Y u , z Y ¨ , z w .  .z z 1 2 2 nq21 2 z2
mod O V .n
wt uy1 wt¨qn1 q z 1 q z .  .1 2
' yRes Res Y Y u , z y z ¨ , z w . .z z yz 1 2 2 2 nq22 1 2 z2
wt uqwt¨qny1yi1 q z .2wt u y 1s y Res Y u ¨ , z w . z i 2 2 nq22 /i z2iG0
 .which belongs to O V as wt u ¨ s wt u q wt ¨ y i y 1. This completesn i
the proof.
Our first main result is the following.
 .THEOREM 2.3. i The product ) induces the structure of an associa-n
 .  .ti¨ e algebra on A V with identity 1 q O V .n n
 .ii The linear map
 .L 0L1.f : ¨ ¬ e y1 ¨ .
 .  .induces an anti-isomorphism A V ª A V .n n
 .  .  .iii v q O V is a central element of A V .n n
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 .  .Proof. For i we only need to prove that A V is associative. Letn
u, ¨ , w g V be homogeneous. Then
u) ¨ ) w .n n
n
m m q n wt u q n1 1s y1 u ¨ ) w .  .  ym yny1qi n1 / / inm s0 iG01
n
m qm m q n m q n wt u q n1 2 1 2s y1 .   / /  / in nm , m s0 iG01 2
wt uqwt¨q2 nqm1yi1 q z .2
=Res Y u ¨ , z w .z ym yny1qi 2 1qm qn2 1 2z2
n
m qm m q n m q n1 2 1 2s y1 Res Res . z z yz2 1 2 /  /n nm , m s01 2
wt uqn wt¨qnqm11 q z 1 q z .  .1 2
=Y Y u , z y z ¨ , z w . .1 2 2 m qnq1 1qm qn1 2z y z z .1 2 2
n
m qm m q n m q n1 2 1 2s y1 .  /  /n nm , m s01 2
wt uqn wt¨qnqm11 q z 1 q z .  .1 2
=Res Res Y u , z Y ¨ , z w .  .z z 1 2 m qnq11 2 1qm qn1 2z y z z .1 2 2
n
m qm m q n m q n1 2 1 2y y1 .  /  /n nm , m s01 2
wt uqn wt¨qnqm11 q z 1 q z .  .1 2
=Res Res Y ¨ , z Y u , z w .  .z z 2 1 m qnq12 1 1qm qn1 2z y z z .1 2 2
n ym y n y 1m qm m q n m q n i1 2 11 2s y1 y1 .  .   /  /  /n n im , m s0 iG01 2
wt uqn wt¨qnqm11 q z 1 q z .  .1 2
=Res Res Y u , z Y ¨ , z w .  .z z 1 2 m qnq1qi 1qm qnyi1 2 1 2z z1 2
n ym y n y 1m q n m q nm qnq1qi 12 1 2y y1 .   /  /  /n n im , m s0 iG01 2
wt uqn wt¨qnqm11 q z 1 q z .  .1 2
=Res Res Y ¨ , z Y u , z w . .  .z z 2 1 m qnq1yi 2qm qm q2 nqi2 1 1 1 2z z1 2
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From Lemma 2.1 we know that
wt uqn wt¨qnqm11 q z 1 q z .  .1 2
Res Res Y ¨ , z Y u , z w .  .z z 2 1 m qnq1yi 2qm qm q2 nqi2 1 1 1 2z z1 2
 .lies in O V . Also if i ) n y mn 1
wt uqn wt¨qnqm11 q z 1 q z .  .1 2
Res Res Y u , z Y ¨ , z w .  .z z 1 2 m qnq1qi 1qm qnyi1 2 1 2z z1 2
 .is in O V . Thusn
n
m qm m q n m q n1 2 1 2u) ¨ ) w ' u) ¨ ) w q y1 .  .  .n n n n  /  /n nm , m s01 2
=
wt uqn wt¨qn1 q z 1 q z .  .1 2
Res Res Y u , z Y ¨ , z .  .z z 1 2 m qnq1 1qm qn1 2 1 2z z1 2
=
nym iq j1 zmym y n y 1 2i11 y1 y 1 . .  i /  /j /zi 1is0 jG0
From Proposition 5.3 in the Appendix we know that
n
m m q n1 1y1 .  /nm s01
nym iq j1 z 1mym y n y 1 2i11 y1 y s 0. .  miqm 11 /  /j /zzi 11is0 jG0
 .This implies that the product ) of A V is associative.n n
 .  . w xThe proof of ii is similar to that of ii of Theorem 2.4 of DLM . We
w xrefer the reader to DLM for detail.
Note that 1) u s u for any u g V and thatn
wt uy1u) 1 y 1) u ' Res Y u , z 1 1 q z s 0. .  .n n z
 .  .This shows that 1 q O V is the identity of A V . Again by Lemman n
 .2.1 iii ,
v ) u y u) v s Res Y v , z u 1 q z s L y1 u q L 0 u g O V . .  .  .  .  .n n z n
 .So iii is proved.
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PROPOSITION 2.4. The identity map on V induces an onto algebra homo-
 .  .morphism from A V to A V .n ny1
 .  .  .Proof. First by Lemma 2.1 i , O V ; O V . It remains to shown ny1
 .that u) ¨ ' u) ¨ mod O V . Let u be homogeneous. Thenn ny1 ny1
wt uqny1n 1 q z .mm q nu) ¨ s y1 Res Y u , z ¨ .  .n z nqm /n zms0
wt uqny1n 1 q z .mm q nq y1 Res Y u , z ¨ .  . z nqmq1 /n zms0
wt uqny1ny1 1 q z .mm q n' y1 Res Y u , z ¨ .  . z nqm /n zms0
wt uqny1ny2 1 q z .mm q nq y1 Res Y u , z .  . z nqmq1 /n zms0
mod O V .ny1
wt uqny1 wt uqny1ny11qz 1qz .  .
sRes Y u , z ¨ q Res Y u , z ¨ .  .z zn nqmz zms1
m mq1m q n m q n y 1? y1 q y1 .  . /  / /n n
su) ¨ ,ny1
as desired.
  .4From Proposition 2.4 we in fact have an inverse system A V . Denoten
 .  .by I V the inverse limit lim A V . Thenn¤
`
<I V s a s a q O V g A V a y a g O ¨ . .  .  .  . . n n n n ny1 ny1 5
ns0
2.4 .
 .  .   ..Define i: V ª I V such that i ¨ s ¨ q O V for ¨ g V. Then Vrker in
 .  .is linearly isomorphic to a subspace of I V . It is easy to see that i V is
not closed under the product. But one can introduce a suitable topology on
 .  .  .I V so that i V is a dense subspace of I V under the topology. An
interesting problem is to determine the kernel of i. From the definition of
 .   .  ..O V we see immediately that L y1 q L 0 V is contained in then
 .kernel. It will be proved in Section 3 that if ¨ g O V then a s 0 onn wt ay1
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n  . `  .[ M n for any admissible V-module [ M k . Thus a g ker i if andks0 ks0
w xonly if a s 0 on any admissible V-module. It is proved in DLMMwt ay1
that if V is a simple vertex operator algebra satisfying V s 0 for allk
k - 0, and V s C1 then the subspace of V consisting of vectors ¨ whose0
  .  ..component operators ¨ are 0 on V is essentially L 0 q L y1 V.wt ¨y1
We suspect that if V is a rational vertex operator algebra then the kernel
  .  ..of i is exactly L 0 q L y1 V.
3. THE FUNCTOR Vn
Consider the quotient space
Ã y yw x w xV s C t , t m VrDC t , t m V , 3.1 .
d m .  .where D s m 1 q 1 m L y1 . Denote by ¨ m the image of ¨ m t indt
Ã ÃV for ¨ g V and m g Z. Then V is Z-graded by defining the degree of
 .¨ m to be wt ¨ y m y 1 if ¨ is homogeneous. Denote the homogeneous
Ã Ã .subspace of degree m by V m . The space V is, in fact, a Z-graded Lie
algebra with bracket
` p
a p , b q s a b p q q y i 3.2 .  .  .  .  . i /iis0
Ã w x.  .  .see L2, DLM . In particular, V 0 is a Lie subalgebra. By Lemma 2.1 iii
we have
 .  .PROPOSITION 3.1. Regarded A V as a Lie algebra, the map ¨ wt ¨ y 1n
Ã .  .¬ ¨ q O V is a well-defined onto Lie algebra homomorphism from V 0 ton
 .A V .n
w xBy Lemmas 5.1 and 5.2 of DLM , any weak V-module M is a module
Ã  .for V under the map a m ¬ a and a weak V-module which carries am
Z -grading is an admissible V-module if, and only if, M is a Z -gradedq q
Ãmodule for the graded Lie algebra V.
ÃFor a module W for the Lie algebra V and a nonnegative m we let
 .V W denote the space of ``mth lowest weight vectors,'' that is,m
Ã<V W s u g W V yk u s 0 if k ) m . 3.3 .  .  . 4m
Ã .  .Then V W is a module for the Lie algebra V 0 .m
THEOREM 3.2. Suppose that M is a weak V-module. Then there is a
 .  .representation of the associati¨ e algebra A V on V M induced by then n
 .map a ¬ o a s a for homogeneous a g V.wt ay1
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 .  .  .Proof. We need to show that o a s 0 for all a g O V and o u) ¨n n
d .  .   . .  .s o u o ¨ for u, ¨ g V. Using Y L y1 u, z s Y u, z we immediatelydz
  .  . .see that o L y1 u q L 0 u s 0. From the proof of Lemma 2.1 we know
n 2n  .  . .  .  . .that L y1 u q L 0 u ) ¨ s y1 2n q 1 u( ¨ . It suffices to shown nn
 .  .  .that o u) ¨ s o u o ¨ .n
Let u, ¨ be homogeneous and 0 F k F n. Note that ¨ s u s 0wt ¨qp wt uqp
 .  .on V M if p G n. We assert that the following identity holds on V M ,n n
wt uqnk 1 q z .m 2n q m y ky1 o Res Y u , z ¨ .  . z 2 nq1ykqm /m  /zms0
s u ¨ 3.4 .wt uynqky1 wt¨qnyky1
 .  .  .  .which reduces to o u) ¨ s o u o ¨ if k s n. The proof of 3.4 is an
straightforward computation involving the Jacobi identity on modules in
terms of residues.
 .On V M we haven
wt uqnk 1 q z .m 2n q m y ky1 o Res Y u , z ¨ .  . z 2 nq1ykqm /m  /zms0
k
m wt u q n2n q m y ks y1 o u ¨ .  .  iy2 ny1ymqk /  /m i
ms0 iG0
k
m wt u q n2n q m y ks y1 .   /  /m i
ms0 iG0
= u ¨ .iy2 ny1ymqk wt uqwt¨yiq2 nqmy1yk
n
m wt u q n2n q m y ks y1 .   /  /m i
ms0 iG0
=Res Res Y Y u , z y z ¨ , z . .z z yz 1 2 22 1 2
iy2 nymy1qk wt uqwt¨yiq2 nqmy1yk= z y z z .1 2 2
k
m 2n q m y ks y1 Res Res . z z yz / 2 1 2m
ms0
zwt uqnzwt ¨qnqmy1yk1 2
=Y Y u , z y z ¨ , z . .1 2 2 2 nqmq1ykz y z .1 2
k
m 2n q m y ks y1 Res Res . z z / 1 2m
ms0
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zwt uqnzwt ¨qnqmy1 yk1 2
=Y u , z Y ¨ , z .  .1 2 2 nqmq1ykz y z .1 2
k
m 2n q m y ky y1 Res Res . z z / 2 1m
ms0
zwt uqnzwt ¨qnqmy1yk1 2
=Y ¨ , z Y u , z .  .2 1 2 nqmq1ykz y z .1 2
k kym
mq i ym y 2n y 1 q k2n q m y ks y1 .   /  /m i
ms0 is0
=u ¨wt uynymy1qkyi wt¨qnqmy1ykqi
k k
iym y 2n y 1 q k2n q m y ks y1 .   /  /m i y m
ms0 ism
=u ¨wt uynqkyiy1 wt¨qnyky1qi
k i
iym y 2n y 1 q k2n q m y ks y1 .   /  /m i y m
is0 ms0
=u ¨wt uynqkyiy1 wt¨qnyky1qi
s u ¨wt uynqky1 wt¨qnyky1
k i
iym y 2n y 1 q k2n q m y kq y1 .   /  /m i y m
is1 ms0
=u ¨ .wt uynqkyiy wt¨qnyky1qi1
It is enough to show that for i s 1, . . . , k.
i ym y 2n y 1 q k2n q m y k s 0,  /  /m i y m
ms0
which follows from an easy calculation:
i ym y 2n y 1 q k2n q m y k  /  /m i y m
ms0
i
iym 2n q i y k2n q m y ks y1 .  /  /m i y m
ms0
i
iym 2n q i y k is y1 .  / / m2n y k
ms0
s 0.
This completes the proof.
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 .Remark 3.3. For homogeneous u, ¨ g V and j g Z we set o u sj
 .  .u and extend to all u g V by linearity. Then o u s o u . Usingwt uy1yj 0
associativity of the vertex operators
wt uqn wt uqnz q z Y u , z q z Y ¨ , z s z q z Y Y u , z ¨ , z .  .  .  .  . .0 2 0 2 2 2 0 0 2
 .on V M we have that for i G j with i q j G 0 these exists a uniquen
i, j  .  .  i, j .  .w g V such that o u o ¨ s o w on V M . In fact one canu, ¨ i j iqj u, ¨ n
write w i, j explicitly in terms of u and ¨ . But for our later purpose it isu, ¨
i, yi  .enough to know the explicit expression of w i G 0 which is given byu, ¨
wt uqnnyi 1 q z .m n q m q ii , yiw s y1 Res Y u , z ¨ .  .u , ¨ z nq1qiqm /m zms0
in the proof of Theorem 3.2.
It is clear that V is a covariant functor from the category of weakn
 .V-modules to the category of A V -modules. To be more precise, if f :n
 .M ª N is a morphism in the first category we define V f to be then
Ã .restriction of f to V M . Then f induces a morphism of V-modulesn
w x  .  .M ª N by Lemma 5.1 of DLM . Moreover V f maps V M ton n
 .  .  .V N . Now Theorem 3.2 implies that V f is a morphism of A V -n n n
modules.
 .Let M be such a module. As long as M / 0, then some M m / 0, and
 .it is no loss to shift the grading so that in fact M 0 / 0. If M s 0, let
 .M 0 s 0. With these conventions we prove
PROPOSITION 3.4. Suppose that M is an admissible V-module. Then the
following hold
 .  . n  .  . n  .i V M > [ M i . If M is simple then V M s [ M i .n is0 n is0
Ã .  .  .  .  .ii Each M p is an V 0 -module and M p and M q are inequi¨ a-
 .  .lent if p / q and both M p and M q are nonzero. If M is simple then each
Ã .  .M p is an irreducible V 0 -module.
 .  .iii Assume that M is simple. Then each M i for i s 0, . . . , n is a
 .  .  .  .simple A V -module and M i and M j are inequi¨ alent A V -modules.n n
 .Proof. An easy argument shows that V M is a graded subspace ofn
M. That is,
V M s [ V M l M i . 3.5 .  .  .  .n niG 0
 .  .  .  .  .Set V i s V M l M i . It is clear that M i ; V M if i F n. Inn n n
 .  .order to prove i we must show that V i s 0 if i ) n.n
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w x w x  <By Proposition 2.4 of DM or Lemma 6.1.1 of L2 , M s span u w u gn
4  .V, n g Z where w is any nonzero vector in M. If V i / 0 for somen
 .i ) n we can take 0 / w g V i . Since u w s 0 for all p G n we seen wt uqp
 < 4  .that M s span u w u g V, p g Z, p - n . This implies that M 0 s 0,wt uqp
a contradiction.
Ã .  .  .It is clear that iii follows from ii . For ii , note that M s Vw s
Ã Ã .  .  .  .[ V p w. Thus if 0 / w g M i then V p w s M i q p . In particular,pg Z
Ã .  . w x  .V 0 w s M i , as required. It was pointed out in Z that L 0 is semisim-
 .  <  .  . 4ple on M and M k s w g M L 0 w s h q k w for some fixed h. The
 .inequivalence follows from the fact that L 0 has different eigenvalues on
 .  .M p and M q .
4. THE FUNCTOR Ln
We show in this section that there is a universal way to construct an
 .admissible V-module from an A V -module which cannot factor throughn
  .A . If it can factor through A V we can consider the sameny1 ny1
 . .procedure for A V . Moreover a certain quotient of the universalny1
 .object is an admissible V-module L U and L defines a functor which isn n
a right inverse to the functor V rV , where V rV is the quotientn ny1 n ny1
 .  .functor M ¬ V M rV M .n ny1
 .  .Fix an A V -module U which cannot factor through A V . Then itn ny1
 .is a module for A V in an obvious way. By Proposition 3.1 we can liftn Lie
Ã .U to a module for the Lie algebra V 0 , and then to one for P sn
Ã Ã Ã .  .  .[ V yp [ V 0 by letting V yp act trivially. Definep) n
ÃV ÃM U s Ind U s U V m U. 4.1 .  .  . .n P UP .n n
Ã  .If we give U degree n, the Z-gradation of V lifts to M U which thusn
Ã  . .becomes a Z-graded module for V. It is easy to see that M U i sn
Ã .U V U.iyn
We define for ¨ g V,
Y ¨ , z s ¨ m zymy1. 4.2 .  .  .M U .n
mgZ
w x  .As in DLM , Y ¨ , z satisfies all conditions of a weak V-module exceptM U .
 .the associativity which does not hold on M U in general. We have ton
divide out by the desired relations.
 .Let W be the subspace of M U spanned linearly by the coefficients ofn
wt aqn wt aqnz qz Y a, z qz Y b , z uy z qz Y Y a, z b , z u .  .  .  .  . .0 2 0 2 2 2 0 0 2
4.3 .
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for any homogeneous a g V, b g V, u g U. Set
ÃM U s M U rU V W . 4.4 .  .  . .n n
 .  . .THEOREM 4.1. The space M U s  M U m is an admissiblen mG 0 n
 . .  . .V-module with M U 0 / 0, M U n s U and with the following uni¨ er-n n
 .sal property: for any weak V-module M and any A V -morphism f : U ªn
 .  .V M , there is a unique morphism f : M U ª M of weak V-modulesn n
which extends f.
w x  .Proof. By Proposition 6.1 of DLM , we know that M U is a Z-gradedn
Ã . w xweak V-module generated by U q U V W. By Proposition 2.4 of DM or
w x  .Lemma 6.1.1 of L2 , M U is spanned byn
Ã <a U q U V W a g V , n g Z . . . 5n
Ã Ã . .  .  . .Thus M U m s V m y n U q U V W for all m g Z. In particular,n
Ã . .  . .  .  . .M U m s 0 if m - 0 and M U n s A V U q U V W which is an n n
 . .  . .quotient module of U. A proof that M U 0 / 0 and M U n s U willn n
 .be given after Proposition 4.7. The universal property of M U followsn
from its construction.
 .In the following we let U* s Hom U, C and let U be the subspace ofC s
 . .M U n spanned by ``length'' s vectorsn
o a ??? o a U, .  .p 1 p s1 s
where p G ??? G p , p q ??? p s 0, p / 0, p G yn, and a g V. Then1 s 1 s i s i
 . .by the PBW theorem M U n s  U with U s U and U l U s 0n sG 0 s 0 s t
 . .if s / t. Recall Remark 3.3. We extend U* to M U n inductively so thatn
 :  p1 , p2u9, o a ??? o a u s u9, o w o a ??? o a u , .  .  .  . . .p 1 p s p qp a , a p 3 p s1 s 1 2 1 2 3 s
4.5 .
 .  .where o a s a wt a y 1 y j for homogeneous a g V. We further ex-j
 .  . .tend U* to M U by letting U* annihilate [ M U i .n i/ n
Set
Ã< :J s ¨ g M U u9, x¨ s 0 for all u9 g U*, all x g U V . .  . 4n
We can now state the second main result of this section.
 .  .THEOREM 4.2. The space L U s M U rJ is an admissible V-modulen n
 . .   ..satisfying L U 0 / 0 and V rV L U ( U. Moreo¨er L defines an n ny1 n n
 .functor from the category of A V -modules which cannot factor throughn
 .A V to the category of admissible V-modules such that V rV ( L isny1 n ny1 n
naturally equi¨ alent to the identity.
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Ã .The main point in the proof of the theorem is to show that U V W ; J.
The next three results are devoted to this goal.
PROPOSITION 4.3. The following hold for all homogeneous a g V, b g
V, u9 g U*, u g U, j g Z ,q
wt aqnqj :u9, z q z Y a, z q z Y b , z u .  .  .0 2 M U . 0 2 M U . 2n n
wt aqnqj :s u9, z q z Y Y a, z b , z u . 4.6 .  .  . .2 0 M U . 0 2n
In the following we simply write Y for Y , which should cause noM U .n
confusion. The following is the key lemma.
LEMMA 4.4. For any i, j g Z ,q
wt aqnqjy1qi  :Res z z q z u9, Y a, z q z Y b , z u .  .  .z 0 0 2 0 2 20
wt aqnqjy1qi  :s Res z z q z u9, Y Y a, z b , z u . .  . .z 0 2 0 0 20
Ã .  .Proof. Since j G 0 then a wt a q n q j lies in [ V yp and hencep) n
annihilates u. Then for all i g Z we getq
i wt aqnqjRes z y z z Y b , z Y a, z u s 0. 4.7 .  .  .  .z 1 2 1 2 11
 .Note that 3.2 is equivalent to
z y z1 0y1Y a, z , Y b , z s Res z d Y Y u , z ¨ , z . 4.8 .  .  .  . .1 2 z 2 0 20  /z2
 .  .Using 4.7 and 4.8 we obtain
wt aqnqjiRes z z q z Y a, z q z Y b , z u .  .  .z 0 0 2 0 2 20
i wt aqnqjs Res z y z z Y a, z Y b , z u .  .  .z 1 2 1 1 21
i wt aqnqjs Res z y z z Y a, z Y b , z u .  .  .z 1 2 1 1 21
i wt aqnqjy Res z y z z Y b , z Y a, z u .  .  .z 1 2 1 2 11
i wt aqnqjs Res z y z z Y a, z , Y b , z u .  .  .z 1 2 1 1 21
z y z1 0i wt aqnqj y1s Res Res z y z z z d Y Y a, z b , z u .  . .z z 1 2 1 2 0 20 1  /z2
z q z2 0i wt aqnqj y1s Res Res z z z d Y Y a, z b , z u . .z z 0 1 1 0 20 1  /z1
wt aqnqjis Res z z q z Y Y a, z b , z u. 4.9 .  .  . .z 0 2 0 0 20
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Thus Lemma 4.4 holds if i G 1, and we may now assume i s 0.
 .Next us 4.9 to calculate that
wt aqnqjy1  :Res z z q z u9, Y a, z q z Y b , z u .  .  .z 0 0 2 0 2 20
` j wt aqnky1 jyk  :s Res z z z qz u9, Y a, z qz Y b , z u .  .  . z 0 2 0 2 0 2 20 /kks0
` j wt aqnky1 jyk  :s Res z z z q z u9, Y Y a, z b , z u .  . . z 0 2 2 0 0 20 /kks1
wt aqny1 j  :qRes z z z q z u9, Y a, z q z Y b , z u . 4.10 .  .  .  .z 0 2 2 0 0 2 20
It reduces to show that
wt aqny1  :Res z z q z u9, Y a, z q z Y b , z u 4.11 .  .  .  .z 0 2 0 0 2 20
wt aqny1  :s Res z z q z u9, Y a, z u , z u . 4.12 .  . .  .z 0 2 0 0 20
  . .:Since u9, M U m s 0 if m / n, we see thatn
wt aqny1 wt byn :Res z z q z z u9, Y Y a, z b , z u .  . .z 0 2 0 2 0 20
wt a q ns u9, a b wt a b y 1 u .  . . ky1 ky1 ; /k
kgZq
wt a q ns u9, o a b u . ky1 ; /k
kgZq
wt aqn1 q z .
s u9, o Res Y a, z b u . .z ; /z
 .On the other hand, note that b wt b y 1 q p u s 0 if p ) n. So
wt aqny1 wt byn :Res z z q z z u9, Y a, z q z Y b , z u .  .  .z 0 0 2 2 0 2 20
s u9, a wt a y 2 y i q n b wt b y 1 y m zynqiqmu .  .  2 ;
igZ mGynq
4.13 .
n
s u9, a wt a y 1 y i b wt b y 1 q i u 4.14 .  .  . ;
is0
n
q u9, a wt a y 1 q i b wt b y 1 y i u . 4.15 .  .  . ;
is1
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 .Note that the A V -module structure on U is equivalent ton
o a o b u s a wt a y 1 b wt b y 1 u .  .  .  .
wt aqnn 1 q z .m m q ns y1 o Res Y a, z b u. .  . z mqnq1 /n  /zms0
 .  .By 4.5 with s s 2, a s a, a s b, p s k s yp k ) 0 we see that1 2 1 2
 :u9, o a o b u .  .k yk
 :s u9, a wt a y 1 y k b wt b y 1 q k u .  .
wt aqnnyk 1 q z .m m q n q ks u9, y1 o Res Y a, z b u . .  . z mqnq1qk / ;m  /zms0
4.16 .
Thus
n
u9, a wt a y 1 y k b wt b y 1 q k u .  . ;
ks0
wt aqnn nyk 1 q z .m m q n q ks u9, y1 o Res Y a, z b u . .  .  z mqnq1qk / ;m  /zks0 ms0
 .Use Lie algebra bracket 3.2 to get
a wt a y 1 q k b wt b y 1 y k .  .
s b wt b y 1 y k a wt a y 1 q k .  .
wt a y 1 q kq a b wt a q wt b y 2 y i . .  . i /i
iG0
 .By 4.16 ,
 :u9, b wt b y 1 y k a wt a y 1 q k u .  .
wt bqnnyk 1 q z .m m q n q ks y1 o Res Y b , z a u . .  . z mqnq1qk / ;m  /zms0
 .A proof similar to that of Lemma 2.1 ii shows that
wt bqnnyk 1 q z .m m q n q ky1 Res Y b , z a .  . z mqnq1qk /m zms0
wt aqmqky1nyk 1 q z .nqkm q n q ky y1 Res Y a, z b g O V . .  .  . z n1qmqnqk /m zms0
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We now have
n
u9, a wt a y 1 q k b wt b y 1 y k u .  . ;
ks1
n nyk
nqkm q n q ks y1 .   /m
ks1 ms0
=
wt aqmqky11 q z .
u9, o Res Y a, z b u .z 1qmqnqk ; /z
n
wt a y 1 q k  :q u9, a b wt a q wt b y 2 y i u .  .  i /i
ks1 iG0
n nyk
nqkm q n q ks y1 .   /m
ks1 ms0
=
wt aqmqky11 q z .
u9, o Res Y a, z b u .z 1qmqnqk ; /z
n
wt ay1qk :q u9, o Res Y a, z b 1 q z u . .  . . z
ks1
So it is enough to show the identity
wt aqnn nyk 1 q z .m m q n q ky1 .  mq nq1qk /m zks0 ms0
wt aqmqky1n nyk 1 q z .nqkm q n q kq y1 .  1qmqnqk /m zks1 ms0
n
wt ay1qkq 1 q z .
ks1
wt aqn1 q z .
s ,
z
or equivalently,
nn nyk 1 q z .m m q n q ky1 .  mq nqk /m zks0 ms0
mq ky1n nyk 1 q z .nqkm q n q kq y1 .  mq nqk /m zks1 ms0
s 1.
This identity is proved in Proposition 5.1 in the Appendix.
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Proposition 4.3 is a consequence of the next lemma.
LEMMA 4.5. For all m g Z we ha¨e
wt aqmqjm  :Res z z q z u9, Y a, z q z Y b , z u .  .  .z 0 0 2 0 2 20
wt aqmqjm  :s Res z z q z u9, Y Y a, z b , z u . .  . .z 0 2 0 0 20
Proof. This is true for m G y1 by Lemma 4.4. Let us write m s yk q i
with i g Z and proceed by induction k. Induction yieldsq
wt aqmqjyk  :Res z z q z u9, Y L y1 a, z q z Y b , z u .  .  . .z 0 0 2 0 2 20
wt aqmqjyk  :s Res z z q z u9, Y Y L y1 a, z b , z u . .  . . .z 0 2 0 0 20
 .  .  .  .Using the residue property Res f 9 z g z q Res f z g 9 z s 0 and thez z
d .   . .  .L y1 -derivation property Y L y1 a, z s Y a, z we havedz
wt aq1qmqjyk  :Res z z q z u9, Y L y1 a, z q z Y b , z u .  .  . .z 0 0 2 0 2 20
­ wt aq1qmqjyk  :s yRes z z q z u9, Y a, z q z Y b , z u .  .  .z 0 0 2 0 2 20  /­ z0
wt aq1qmqjyky1  :s Res kz z q z u9, Y a, z q z Y b , z u .  .  .z 0 0 2 0 2 20
wt aqmqjyky Res wt a q 1 q m q j z z q z .  .z 0 0 20
 := u9, Y a, z q z Y b , z u .  .0 2 2
wt aqmqjyky1  :s Res kz z z q z u9, Y a, z q z Y b , z u .  .  .z 0 2 0 2 0 2 20
wt aqmqjyk  :q Res kz z q z u9, Y a, z q z Y b , z u .  .  .z 0 0 2 0 2 20
wt aqmqjyky Res wt a q 1 q m q j z z q z .  .z 0 2 00
 := u9, Y Y a, z b , z u . .0 2
wt aqmqjyky1  :s Res kz z z q z u9, Y a, z q z Y b , z u .  .  .z 0 2 0 2 0 2 20
wt aqmqjyk  :q Res kz z q z u9, Y Y a, z b , z u .  . .z 0 2 0 0 20
wt aqmqjyky Res wt a q 1 q m q j z z q z .  .z 0 2 00
 := u9, Y Y a, z b , z u , . .0 2
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and
wt aq1qmqjyk  :Res z z q z u9, Y Y L y1 a, z b , z u .  . . .z 0 2 0 0 20
­ wt aq1qmqjyk  :s yRes z z q z u9, Y Y a, z b , z u .  . .z 0 2 0 0 20  /­ z0
wt aq1qmqjyky1  : :s Res kz z q z u9, Y Y a, z b , z u .  . .z 0 2 0 0 20
wt aqmqjyky Res wt a q 1 q m q j z z q z .  .z 0 2 00
 := u9, Y Y a, z b , z u . .0 2
wt aqmqjyky1  :s Res kz z z q z u9, Y Y a, z b , z u .  . .z 2 0 2 0 0 20
wt aqmqjyk  :q Res kz z q z u9, Y Y a, z b , z u .  . .z 0 2 0 0 20
wt aqmqjyky Res wt a q 1 q m q j z z q z .  .z 0 2 00
 := u9, Y Y a, z b , z u . . .0 2
This yields the identity
wt aqmqjyky1  :Res z z q z u9, Y a, z q z Y b , z u .  .  .z 0 0 2 0 2 20
wt aqmqjyky1  :s Res z z q z u9, Y Y a, z b , z u , .  . .z 0 2 0 0 20
and the lemma is proved.
Ã  .Let us now introduce an arbitrary Z-graded V-module M s [ M m .mg Z
 .  .As before we extend M n * to M by letting it annihilate M m for m / n.
w x  :The proof of Proposition of 6.1 of DLM with u9, ? suitably inserted
gives:
 .PROPOSITION 4.6. Let U be a subspace of M n and U9 a subspace of
 .M n 9 such that
Ã .  .i M s U V U.
 .ii For a g V and u g U there is k g Z such that
kqn :u9, z q z Y a, z q z Y b , z u .  .  .0 2 0 2 2
kqn :s u9, z q z Y Y a, z b , z u 4.17 .  .  . .2 0 0 2
 .for any b g V, u9 g U9. Then in fact 4.17 holds for any u g M.
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PROPOSITION 4.7. Let M be as in Proposition 4.6. Then for any x g
Ã .U V , a g V, u g M, there is an integer k such that
kqn :u9, z q z x ? Y a, z q z Y b , z u .  .  .0 2 0 2 2
kqn :s u9, z q z x ? Y Y a, z b , z u 4.18 .  .  . .2 0 0 2
for any b g V, u9 g U9.
Ã .Proof. Let L be the subspace of U V consisting of those x for which
 .4.18 holds. Let x g L, let c be any homogeneous element of V, and let
 .m g Z. Then from 4.8 we have
kqn :u9, xc m Y a, z q z Y b , z u z q z .  .  .  .0 2 2 0 2
`
kqnqmyim  :s z q z u9, xY c i a, z q z Y b , z u .  .  . . 0 2 0 2 2 /i
is0
`
kqnm my i  :q z z q z u9, xY a, z q z Y c i b , z u .  .  . . 2 0 2 0 2 2 /i
is0
kqn :q z q z u9, xY a, z q z Y b , z c m u . 4.19 .  .  .  .  .0 2 0 2 2
The same method that was used in the proof of Proposition 4.6 shows that
Ã .  .  .  .xc m g L. Since U V is generated by all such c n 's, and since 4.18
Ã .holds for x s 1 by Proposition 4.6, we conclude that L s U V , as desired.
We can now finish the proof of Theorems 4.1 and Theorem 4.2. We can
 .  .take M s M U in Proposition 4.7, as we may since M U certainlyn n
satisfies the conditions placed on M prior to Proposition 4.6 and in
 .Proposition 4.6. Then from the definition of W 4.3 and Propositions 4.3,
Ã .  .4.6, and 4.7 we conclude that U V W ; J. It is clear that L U is a
 .quotient of M U and hence an admissible V-module. Note that J l U sn
 . .  .0. So L U n contains U as an A V -submodule. This shows thatn
 . .  .  . .M U n ( U as A V -modules. If M U 0 s 0 then U will be ann n n
 .A V -module, contradicting the assumption on U. This finishes theny1
proof of Theorem 4.1. Theorem 4.2 is now obvious.
At this point we have a pair of functors V , L defined on appropriaten n
module categories. It is clear that V rV ( L is equivalent to then ny1 n
identity.
 .  .LEMMA 4.8. Suppose that U is a simple A V -module. Then L U is an n
simple admissible V-module.
 .Proof. If 0 / W ; L U is an admissible submodule then, by then
 .  .  . .  .definition of L U , we have W n s W l L U n / 0. As W n is ann n
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 .  . .  .A V -submodule of U s L U n by Theorem 3.2 then U s W n ,n n
Ã Ã .  .  .  .whence W > U V W n s U V U s L U .n
THEOREM 4.9. L and V rO are equi¨ alences when restricted to then n ny1
 .full subcategories of completely reducible A V -modules whose irreduciblen
 .components cannot factor through A V and completely reducible admissi-ny1
ble V-modules, respecti¨ ely. In particular, L and V rV induce mutuallyn n ny1
in¨erse bijections on the isomorphism classes of simple objects in the category
 .  .of A V -modules which cannot factor through A V and admissiblen ny1
V-modules, respecti¨ ely.
  ..  .Proof. We have V rO L U ( U for any A V -module by Theo-n ny1 n
rem 4.2.
If M is a completely reducible admissible V-module we must show
  ..L V rV M ( M. For this we may take M simple, whencen n ny1
 .  .   ..V rV M is simple by Proposition 3.4 ii and then L V rV Mn ny1 n n ny1
  ..is simple by Lemma 4.8. Since both M and L V rV M are simplen n ny1
  ..quotients of the universal object M V rV M then they are isomor-n n ny1
phic by Theorems 4.1 and 4.2.
w xThe following theorem is a generalization of Theorem 8.1 of DLM .
THEOREM 4.10. Suppose that V is a rational ¨ertex operator algebra. Then
the following hold:
 .  .a A V is a finite-dimensional, semisimple associati¨ e algebra.n
 .b The functors L , V rO are mutually in¨erse categorical equi¨ a-n n ny1
 .lences between the category of A V -modules whose irreducible componentsn
 .cannot factor through A V and the category of admissible V-modules.ny1
 .c The functors L , V rV induce mutually in¨erse categoricaln n ny1
 .equi¨ alences between the category of finite-dimensional A V -modules whosen
 .irreducible components cannot factor through A V and the category ofny1
ordinary V-modules.
 .  .Proof. Part b follows from Theorem 4.9 and a . Since V is rational
any irreducible admissible V-module is an ordinary module by Theorem
w x  .  .  .8.1 of DLM . Now c follows from b . It remains to prove i .
 .  .  .Let W be an A V -module. Set U s W [ V n . Then U is an A V -n n
 .  .module which cannot factor through A V . Now L U is admissibleny1 n
and hence a direct sum of irreducible ordinary V-modules. Thus
  ..   ..V L U rV L U , U is a direct sum of finite-dimensional irre-n n ny1 n
 .ducible A V -modules and so is W.n
 .  .It is believed that if A V s A V is semisimple then V is rational. We0
cannot solve this problem completely in this paper. But we have some
 .partial results which are applications of A V -theory.n
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 .THEOREM 4.11. If all A V are finite-dimensional semisimple algebrasn
then V is rational.
 .Proof. Since A V is semisimple V has only finitely many irreducible
admissible modules which are necessarily ordinary V-modules. For any
l g C let M be the set of irreducible admissible modules whose weightsl
are congruent to l module Z. Then for each W g M we have W sl
 .  .[ W s [ W n where n g Z and W s W n . Sinceng Z lqn qn ng Z W lqn qnq W q W
 .  .  .  w x.L y1 : W n ª W n q 1 is injective if n is large see L1 there exists
an m g N such that the weight space W / 0 for any W g W andl lqm l
m G m .l
Consider any admissible module M whose weights are in l q Z and
whose homogeneous subspace M with some m G m is 0. Let U be anlqm l
 .  .  .  .irreducible A V -submodule of M 0 . Then L U s L U is an irre-0
 . .  .  .ducible V-module such that L U 0 s U and L U s 0. Thus L Ulqm
s 0 and U s 0. This implies that M s 0.
 .  .Now take an admissible module M s [ M k . Then M 0 is ak g Zq
 .  .direct sum of simple A V -modules as A V is semisimple. Let U be an
 .  .  .A V -submodule of M 0 isomorphic to W 0 s W for some W g M .lqn lW
We assert that the submodule N of M generated by U is irreducible and
necessarily isomorphic to W. First note that N has an irreducible quotient
isomorphic to W. Take n g N such that n q n G m . Observe thatW l
  ..   ..M W n rJ s L W n is isomorphic to W where J is a maximal sub-n n
  ..  .module of M W n such that J l W n s 0. Since J s 0 we seen lqn qnW
  ..   ..  .that J s 0 and M W n s L W n , W. Write N n as a direct sum ofn n
 .  .  .  .  .W n and another A V -submodule N n 9 of N n as A V is semisim-n n
 .  .ple. Clearly the submodule of N n generated by W n is isomorphic to W.
This shows that N must be isomorphic to W, as claimed.
Ã .  .  .It is obvious now that the submodule U V M 0 generated by M 0 is
 .completely reducible. Using the semisimplicity of A V we can decom-1
Ã .  .   .  .. .  .pose M 1 into a direct sum of A V -modules U V M 0 1 [ M 1 9.1
Ã .  .The same argument shows that U V M 1 9 is a completely reducible
submodule of M. Continuing in this way proves that M is completely
reducible.
Remark 4.12. From the proof of Theorem 4.11, we see, in fact, that we
can weaken the assumption in Theorem 4.11. Namely we only need to
 .assume that A V is semisimple if n is large.n
5. APPENDIX
In this appendix we prove several combinatorial identities which are
used in the previous sections.
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For n G 0 define
nn nyk 1 q z .m m q n q kA z s y1 .  . n mqnqk /m zks0 ms0
mq ky1n nyk 1 q z .nqkm q n q kq y1 . .  mq nqk /m zks1 ms0
Using the well-known identity
i
k in n y 1y1 s y1 .  .  /  /k i
ks0
 .we can rewrite A z asn
nn k 1 q z .m n q kA z s y1 .  . n nqk /m zks0 ms0
ky1n ky1 1 q z .nqkqmn q kq y1 .  nqk /m zks1 ms0
nn 1 q z .k n q k y 1s y1 . nqk /k zks0
ky1n 1 q z .n n q k y 1y y1 . .  nqk /k y 1 zks1
 .PROPOSITION 5.1. A z s 1 for all n G 0.n
Proof. Set
nn 1 q z .k n q k y 1B z s y1 .  .n nqk /k zks0
ky1n 1 q z .n q k y 1C z s . . n nqk /k y 1 zks1
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Then
nny1 1 q z .k n q k y 2 n q k y 2B z s y1 q .  .n nqk /  / /k k y 1 zks0
n
1 q z .n 2n y 1q y1 . 2 n /n z
nny21 q z 1 q z .kq1 n q k y 1s B z q y1 .  .ny1 nqkq1 /kz zks0
n
1 q z .n 2n y 1q y1 . 2 n /n z
n
1 q z 1 1 q z .ny1 2n y 2s B z y B z q y1 .  .  .ny1 n 2 n /n y 1z z z
nq11 q z .n 2n y 1q y1 . . 2 nq1 /n z
 .Solving B z givesn
ny11 q z . 2 n y 1 .ny1B z s B z q y1 .  .  .n ny1 2 ny1  /z n y 1
n
1 q z .n 2n y 1q y1 . . 2 n  /nz
Similarly,
ky1ny1 1 q z .n q k y 2 n q k y 2C z s q . n nqk /  / /k y 1 k y 2 zks1
ny11 q z .2n y 1q 2 n /n y 1 z
kny21 1 q z .n q k y 1s C z q . ny1 nqkq1 /k y 1z zks0
ny11 q z .2n y 1q 2 n /n y 1 z
ny11 1 q z 1 q z .2n y 2s C z q C z q .  .ny1 n 2 n /n y 1z z z
n
1 q z .2n y 1y .2 nq1 /n y 1 z
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Thus
ny11 q z .n nnq1 2n y 2y1 C z s y1 C z q y1 .  .  .  .  .n ny1 2 ny1 /n y 1 z
n
1 q z .ny1 2n y 1q y1 . . 2 n /n y 1 z
Thus
ny1A z s B z q y1 C z s A . .  .  .  .n n n ny1
 .Note that A z s 1 and the proposition follows.0
For n G 0 we define
m n mnq1n y1 1 q z y y1 1 q z .  .  .  .m q nF z s . . n nqmq1 /n zms0
 .PROPOSITION 5.2. F z s 1 for all n.n
Proof. Set
nq1n 1 q z .mm q nD z s y1 .  .n nqmq1 /n zms0
mn 1 q z .m q nE z s . . n nqmq1 /n zms0
Then
nq11 q z .n 2n q 1D z s B z q y1 .  .  .n nq1 2 nq2 /n z
n
1 q z .n 2ns B z q y1 .  .n 2 nq1  /nz
nq11 q z .nq1 2n q 1q y1 . 2 nq2  /n q 1z
nq11 q z .n 2n q 1q y1 . 2 nq2 /n z
n
1 q z .n 2ns B z q y1 .  .n 2 nq1 /n z
and
n
1 q z .2nE z s C z q . .  .n n 2 nq1 /n z
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Thus
nq1F z s D z q y1 E z s A z s 1, .  .  .  .  .n n n n
as required.
For n G 0 define
n
m m q na w , z s y1 .  .n  /n
ms0
=
nym iq jw 1m iym y n y 1 y1 y . .  miqm /  /ji /zzis0 jG0
yp k p q k y 1 .  .  .Note that if p ) 0, k ) 0 then s y1 . We can rewritek k
 .a w, z asn
n nym iq jw 1mm mqnqimqna w , z s y1 y . .  .  n miqm /  /  /n ji /zzms0 is0 jG0
 .PROPOSITION 5.3. The a w, z s 0 for all n G 0.n
 . y1Proof. Regarding a w, z as a polynomial in z , the coefficient ofn
yp  .  .  .z in a w, z 0 F p F n is equal to setting m q i s pn
p
mm pn q p p q nm q n pymqjy1 w y y1 .  .  /  / /  /n p y m j n
ms0 jG0
p
m m pn q p p q nm q nps w y1 1 q 1rw y y1 . .  .  .  /  / /n p y m n
ms0
yp 0  .So the coefficient of z w in a w, z equals 0.n
yp pyq  .If 0 F q F p y 1, the coefficient of z w in a w, z is equal ton
p
m n q p mm q nc p , q s y1 .  .n  / q /  /n n q m
ms0
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 .which is defined for any n, p, q G 0. So we must prove that a p, q s 0n
l l y 1 l y 1 .  .  .  .for 1 F q q 1 F p F n. Recall s q . Then c p, q is equalnk k k y 1
to
p
n q p y 1m n q p y 1 mm q ny1 q .  / q /  / / /n n q m n q m y 1ms0
py1
n q p y 1p mpp q n mm q ns y1 q y1 .  .  / q /  / /  /q nn n q m y 1ms0
qc p y 1, q .n
py1
n q p y 1m m q n y 1 mm q n y 1s y1 q .  / q / / /  /nn y 1 n q m y 1ms0
p pp q nq y1 q c p y 1, q .  .n /  /qn
p q n y 1p ps c p , q q c p y 1, q y y1 .  .  .ny1 n  / / qn y 1
p pp q nq y1 .  /  /qn
py1
n q p y 1my 1 m q n y 1y y1 .  /  /n n q m y 1ms0
m y 1m y 1= qq /  / /q y 1
p pp q n y 1s c p , q q c p y 1, q q y1 .  .  .ny1 n  /  /qn
py2
n q p y 1my 1 m q n y 1y y1 .  /  /n n q m y 1my1s0
m y 1m y 1= qq /  / /q y 1
p pp q n y 1s c p , q y c p y 1, q y 1 q y1 .  .  .ny1 n  /  /qn
p y 1p y 1py1 p y 1 q nq y1 q .  /  /q  / /n q y 1
s c p , q y c p y 1, q y 1 . .  .ny1 n
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That is,
c p , q s c p , q y c p y 1, q y 1 . .  .  .n ny1 n
 .  .so by induction it is enough to show that c p, q s 0 and c p, 0 s 0 if0 n
p ) q. But this is clear from the definition.
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