The interplay between discreteness and nonlinearity leads to the emergence of a new class of nonlinear excitations, viz. discrete breathers. These time-periodic and spatially localized excitations correspond to generic exact solutions of the underlying nonlinear lattice models. Discrete breathers are not confined to certain lattice dimensions, nor are they sensitive to the particular type of nonlinearity in the system. They are usually dynamically and structurally stable and emerge in a variety of physical systems, ranging from lattice vibrations and magnetic excitations in crystals to light propagation in photonic structures and cold atom dynamics in periodic optical traps. Basic properties of discrete breathers, including spatial localization and stability, are briefly discussed in this chapter. Special focus is placed on a subclass of dissipative discrete breathers. Dissipation eliminates extended waves and allows for various resonances of discrete breathers with damped cavity modes. We discuss applications of the discrete breather concept in systems where dissipation is not only unavoidable but essential in order to observe and manipulate discrete breathers, and in order to use them for spectroscopic tools, amongst others.
Introduction
This chapter is about localized excitations in spatially extended discrete systems, i.e. lattices. These systems are translationally invariant, implying the absence of disorder and defects. The common expectation -throw a stone into the water of a lake and follow the evolution of the localized surface wave perturbation -is that an initially localized excitation would distribute its energy over the entire system in the course of time. What could stop such a delocalization process? It needs just two ingredients -the above-mentioned discreteness of the system and evolution equations which are nonlinear. As a result, a new paradigm of nonlinear science has recently emerged -the concept of discrete breathers (DB), equally labelled intrinsic localized modes (ILM) in solid state physics and discrete solitons (DS) in nonlinear optics. These exact solutions of a huge variety of underlying nonlinear lattice models are typically characterized by being time periodic and spatially localized, independent of the actual (assumed to be large) size of the lattice, independent of the spatial dimension of the lattice, mostly independent of the actual choice of nonlinear forces acting on the lattice, and so on. Mastering their mathematical properties in Hamiltonian lattices allows us to also include the effects of dissipation, driving and quantization with relative ease, just to name a few important ones. We will especially focus on dissipative discrete breathers.
Nonlinearity is inherent in many systems in nature. Discreteness is common as well -e.g. solids (crystals) and molecules provide a natural underlying lattice, while artificial systems, e.g. those based on Bose-Einstein condensates in optical lattices, Josephson junction networks, optical devices, or micro-mechanical devices, also involve lattice structures. It thus makes perfect sense to understand the mechanisms of localization in nonlinear lattices and to apply that knowledge to various fields of physics, chemistry, biology, and mechanics.
The first report by Ovchinnikov on localized excitations in one-dimensional chains of coupled anharmonic oscillators dates back to 1969 [1] . After a long time span, Sievers and Takeno took the issue up again, considering the famous Fermi-Pasta-Ulam (FPU) chain and obtaining localized excitations, starting from 1988 [2, 3, 4] . From the beginning of the 1990s, a large number of research groups began to study these localized excitations with great mathematical rigour and detail (see, e.g. [5] for a review). Since then, a considerable amount of further mathematical beauty was (and still is being) added to the theory of localized excitations. In addition to this, it is most important to note that, since 1998, experimental studies have been carried out on a large variety of very different systems, demonstrating the fruitfulness of the concept of localization by discreteness and nonlinearity. In the following, we will discuss the basic aspects and some of the more recent developments, including the effect of dissipation.
Spatial Discreteness and Nonlinearity
Let us study the combined effect of nonlinearity and discreteness on the spatial localization of a discrete breather at a basic level. To do this, we look into the dynamics of a one-dimensional chain of interacting (scalar) oscillators or atoms with the Hamiltonian
The integer n marks the lattice site number of a possibly infinite chain, and x n and p n are the canonically conjugated coordinate and momentum of a degree of freedom associated with site number n. The on-site potential, V , and the interaction potential, W , satisfy V (0) = W (0) = 0, V (0),W (0) ≥ 0. This choice ensures that the classical ground state x n = p n = 0 is a minimum of the energy H. The equations of motion readẋ
Let us linearize the equations of motion around the classical ground state. We obtain a set of linear coupled differential equations whose solutions are small amplitude plane waves:
These waves are characterized by a wave number, q, and a corresponding frequency, ω q . All allowed plane wave frequencies fill a part of the real axis which is called the linear spectrum. Due to the underlying lattice, the frequency ω q depends periodically on q, and its absolute value has always a finite upper bound. The maximum (Debye) frequency of small amplitude waves is ω π = V (0) + 4W (0). The dispersion relation, ω q , is shown in Fig. 1 . Depending on the choice of the potential V (x), it can be either acoustic or optic-like, for V (0) = 0 and V (0) = 0, respectively. In the first case, the linear spectrum covers the interval −ω π ≤ ω q ≤ ω π , which includes ω q=0 = 0. In the latter case, an additional (finite) gap opens for |ω q | below the value ω 0 = V (0). Two further characteristics of the linear spectrum are the group velocity, v g , and the phase velocity, v ph . The group velocity v g (q) = dω q /dq is a periodic function of q and describes the propagation speed of a wave packet centred at q. At the edge of the linear spectrum, v g = 0. Otherwise its absolute value has a finite upper bound. The phase velocity v ph = ω q /q is a non-periodic oscillating function of q. It covers the whole real axis for an optic-like linear spectrum, since ω q=0 = 0. Its absolute value has a finite upper bound, |v ph | ≤ v g (q = 0), for acoustic-like linear spectra.
For large amplitude excitations, the linearization of the equations of motion is no longer correct. As in the case of a single anharmonic oscillator, the frequency of possible time-periodic excitations will depend on the amplitude of the excitation and thus may be located outside the linear spectrum. Let us assume that a time-periodic and spatially localized state, i.e. a discrete breather,x n (t + T b ) =x n (t) exists as an exact solution of (2) with the period T b = 2π/Ω b . Due to its time periodicity, we can expandx n (t) into a Fourier series:
The Fourier coefficients are, by assumption, also localized in space:
Inserting this ansatz into the equations of motion (2) and linearizing the resulting algebraic equations for Fourier coefficients in the spatial breather tails (where the amplitudes are, by assumption, small), we arrive at the following linear algebraic equations:
If kΩ b = ω q , the solution of (6) is A k,n = c 1 e iqn + c 2 e −iqn . Any non-zero (however small) amplitude A k,n will thus oscillate without further spatial decay, contradicting the initial assumption. However, if
for any integer k, then the general solution of (6) is given by A k,n = c 1 κ n + c 2 κ −n , where κ is a real number which depends on ω q , Ω b , and k. It always admits an (actually exponential) spatial decay by choosing either c 1 or c 2 to be non-zero. In order to satisfy (7) for at least one real value of Ω b and any integer k, we require that |ω q | be bounded from above. This is precisely the reason why the spatial lattice is needed. In contrast, most spatially continuous field equations will have linear spectra which are unbounded. Then, resonances of higher-order harmonics of a localized excitation with the linear spectrum become unavoidable. The non-resonance condition (7) is thus an (almost) necessary condition for obtaining a time-periodic localized state on a Hamiltonian lattice [6, 7] . The existing analysis can be extended to more general classes of discrete lattices, including, e.g. long-range interactions between sites, more degrees of freedom per site, and higher-dimensional lattices. But the resulting non-resonance condition (7) maintains its generality, illustrating the key role of discreteness and nonlinearity for the existence of discrete breathers.
As with any rule, the non-resonance condition may also have exceptions. However, as with any exception, there is a price to pay. When staying within the class of spatially continuous Hamiltonian systems, the price is imposing additional symmetries. While that may be of particular interest for a given application, the additional symmetries usually restrict the richness of possible solutions. And losing the symmetries leads to a loss of localized excitations -in contrast to the nonlinear lattice case, where no further symmetries are required.
While the nonlinear lattice appears to be a natural mathematical path to avoid resonances with plane waves which occur in spatially continuous nonlinear Hamiltonian field equations, there are other ways things can evolve. If resonances with plane waves are an obstacle, then we either remove the resonances or simply remove the plane waves! The first possibility can be realized by using a lattice, or restricting ourselves to equations which either do not contain linear terms or where at least the linear interaction terms vanish, making the linear spectrum degenerateno matter whether for a lattice or a continuum. The second possibility -removing the plane waves -can be achieved by considering dissipative systems. Indeed dissipation will prevent the persistence of plane waves travelling over infinite distances. Thus, delocalization by itself is then not a problem. The loss of energy inside a breather core due to dissipation has to be taken care of by properly pumping more energy into the breather. We will discuss examples and note that a recently rapidly developing branch of dissipative solitons appears to follow exactly this latter path.
Why Only Time-Periodic Orbits?
In the previous section, we demonstrated how the interplay between nonlinearity and discreteness supports time-periodic and spatially localized solutions, i.e. discrete breathers. What can we say about the existence of more general types of localized solutions with dynamical behaviour which is not time periodic? An analogous approach shows that for a quasi-periodic DB with N incommensurate frequencies {Ω 1 , Ω 2 , ..., Ω N }, the non-resonance condition (7) transforms into [7] 
with k i being arbitrary integers. In other words, none of the principal frequencies {Ω 1 , Ω 2 , ..., Ω N } nor any linear combination of their multiples should resonate with the linear spectrum. However, any incommensurate pair of frequencies Ω 1 and Ω 2 , with irrational ratio Ω 1 /Ω 2 , will generate an infinite number of pairs k 1 , k 2 which violate the non-resonance condition (8) [7] . Therefore, in general, quasi-periodic DBs are not expected to exist as exact spatially localized solutions. Another question concerns the possibility of existence of moving DBs. A rather general definition of a moving DB assumes a localized object which translates n sites in a certain direction after m periods of internal oscillations, with the ratio n/m being irrational in general. In a one-dimensional chain, such a moving DB corresponds to a solution of (2) with the form
A detailed analysis of possible resonances has been carried out in [8, 9] . It follows that one has to avoid resonances of the velocity V with phase velocities v ph of small amplitude plane waves (where the linear spectra which have been modified, as compared with the original underlying one). The essence is that these resonances cannot be avoided, so that moving DBs are not expected to be exact solutions for a general nonlinear lattice. Hence, moving DBs face the obstacle of resonances with phase velocities of plane waves. By removing the plane waves (e.g. by adding dissipation) we can again try to escape from the above-mentioned resonances and construct quasi-periodic DBs and even moving DBs.
Examples of Discrete Breather Solutions
Let us now present discrete breather solutions for various lattices. We start with a chain (1) with the functions
The spectrum, ω q , is optic-like and is shown in Fig. 2 . Discrete breather solutions can have frequencies Ω b which are located either below or above the linear spectrum. The time-reversal symmetry of (2) allows us to search for DB displacements, x n (t = 0), when all velocitiesẋ n (t = 0) are zero. These initial displacements are computed with high accuracy and plotted in the insets in Fig. 2 [10] . We show solutions for two DB frequencies located above and below ω q -their actual values are marked with the green arrows. For each DB frequency, we show two different spatial DB patterns among an infinite number of other possibilities. The highfrequency DBs (Ω b ≈ 1.66) occur for large-amplitude, high-energy motion, with adjacent particles moving out of phase. Low-frequency DBs (Ω b ≈ 1.26) occur for small-amplitude motion, with adjacent particles moving in phase.
In Fig. 3 , we show two DB solutions for a Fermi-Pasta-Ulam chain of particles coupled via anharmonic springs, V (x) = 0,W (x) = (1)) which is of acoustic type [11] . The DB frequency in both cases is Ω b = 4.5. Again, the displacements x n are shown for an initial time when all velocities vanish. In the inset, we plot the strain u n = x n − x n−1 on a log-normal scale. The DB solutions are exponentially localized in space.
Finally, we show DB solutions for a two-dimensional square lattice of anharmonic oscillators with nearest-neighbour coupling. The equations of motion read In Fig. 4 , we plot the oscillator displacements with all velocities equal to zero for three different DB frequencies and k = 0.05 [12] . Adjacent oscillators move out of phase for all these cases.
We conclude this section by emphasizing that DB solutions can typically be localized on a few lattice sites, regardless of the lattice dimension. Thus, little overall coherence is needed to excite a state nearby -just a few sites have to oscillate coherently, while the rest of the lattice does not participate strongly in the excitation.
Basic Properties of Discrete Breathers

Spatial Localization
Discrete breathers are generic solutions on nonlinear lattices. As for their localization properties in space, we can consider both the profile inside the core of the DB and the decay properties in its spatial tails. The former aspect is the hardest one, since it needs mastery of the full nonlinear equations. The latter one is more accessible since breather amplitudes become small in their tails. A linearization of the equations of motion in the tails is then usually expected to correctly describe the tail asymptotics. Furthermore, one can even systematically go beyond such a linearization and treat nonlinear corrections as well.
To be specific, we will consider a model with one degree of freedom per unit cell. Generalizations to more complicated cases should be straightforward. The Hamiltonian reads
The hyper-cubic lattice has dimension d, and the lattice index l is a d-dimensional vector with integer components. The interaction potential W l,l = W l+m,l +m , and hence the model, is translationally invariant. All zero and first derivatives of the potential functions vanish for zero arguments. By the virtue of the discreteness, the frequency spectrum, ω q , of small amplitude plane waves is bounded in absolute value.
A discrete breather solution is given by
Here the Fourier number, k, is a scalar integer which is independent of the lattice dimension, d. The breather is localized in space, which implies
Assuming that the potential functions have non-zero second derivatives at their origin, i.e. V (0) = v 2 = 0 and W 0,l = w 0,l = 0 for some l, we may try to linearize the algebraic equations for the Fourier coefficients A kl :
Since the Fourier amplitude equations decouple after linearization, we can solve each of these equations on its own. Recalling that the necessary condition for the possible localization of each Fourier amplitude is the non-resonance condition kΩ b = ω q , the spatial decay of the k th amplitude is then given by the lattice Green's function [13] 
Here, the integration extends over the first Brillouin zone of the reciprocal wavenumber space, q. We note that the spectrum, ω q , is periodic in q, with its irreducible multi-dimensional period residing exactly in the first Brillouin zone. Fixing the direction of l and changing its absolute value, (17) will then generate the Fourier coefficients of the periodic function (ω 2 q − λ ) −1 . The spatial decay of the breather is thus characterized by the convergence properties of the corresponding Fourier series, and the convergence properties of the Fourier series are defined through the analytical properties of the corresponding periodic function.
We describe a lattice as having short-range interactions if the corresponding squared spectrum, ω 2 q , is an analytic function on the extended wave-vector space q, i.e. where all its derivatives, at any point q, exist and are finite. Examples are lattices with nearest-neighbour interactions, and more general lattices with finite-size interactions where w 0,l = 0 for |l| > r, with r being a positive real number. However, we can even generalize this by considering lattices where the harmonic interaction potential extends over the whole lattice, with exponentially decaying amplitudes [14] w 0,l ∼ e −|l|/r for |l| r. For all these cases, the denominator (ω 2 q −λ ) −1 , which appears in (17) , is an analytic periodic function of q, and thus the convergence of its Fourier series and the spatial localization of a DB are bound by exponential tails [15] . The exponent will depend on λ = k 2 Ω 2 b . The localization length will grow whenever any of the multiples kΩ b come close to an edge of the spectrum ω q .
In the insets in Fig. 3 , the exponentially localized profiles of two DBs are shown for a one-dimensional FPU chain with nearest-neighbour interaction. A comparison between the numerically obtained localization length and the prediction from (17) has been made for various one-dimensional lattices in [7, 16] and is discussed extensively in [5] .
Here, we also present the amplitude distribution of a DB solution for a threedimensional cubic DNLS lattice with nearest-neighbour interaction:
where N l denotes the set of nearest neighbours of l. On making the substitution Ψ l = A l e iΩ b t , the algebraic equations are solved for the real amplitudes A l [17] for a lattice with size 31 3 . To visualize the solution, we place the DB centre at the lattice site l = (16, 16, 16) and plot its amplitude distribution as a function of the (x, y) coordinates in a plane with fixed coordinate z = 16, which contains the lattice site with the maximum breather amplitude. Note that the DB is strongly localized on a few lattice sites (see left plot in Fig. 5 ). The same solution, when displayed on a logarithmic amplitude scale, shows a conical structure (see right plot in Fig. 5 ), as expected from the predicted exponential decay in space.
We describe a lattice as having long-range interactions if the corresponding squared spectrum, ω 2 q , is a non-analytic function on the extended wave-vector space q, i.e. some of its derivatives, at some points q, diverge or do not exist. That happens, for example, when a harmonic interaction potential extends over the whole lattice and decays algebraically with increasing distance w 0,l ∼ |l| −s , with some positive exponent, s. Despite the slow decay of interactions, discrete breathers still exist, but now their localization will be slower than exponential. In fact, what matters is [17] the analysis of the degree of non-analyticity of ω 2 q , which straightforwardly gives a power-law convergence of the Fourier series (17) (see [15] ), and thus an algebraic spatial localization of DBs. As shown in [18] , more complicated spatial decay laws apply, with crossovers from exponential to algebraic decay.
In the case of a purely nonlinear interaction [7, 19, 20, 21, 22, 23, 24, 25] , the spatial decay of a breather is super-exponential, e.g.
Such solutions are also called quasi-compact.
Other studies concern resonances with Goldstone modes [26] and nonlinear corrections [16] .
Dynamical Stability of Perturbed Discrete Breathers
Once a DB solution is found, an important question arises regarding its stability. One has to study the problem of evolution of a perturbation, ε n (t), added to the DB solution,x n (t). If the perturbation amplitude is large enough, one may expect generic dynamical features of a non-integrable system, which are usually rather complicated and hard to address analytically. However, by imposing certain restrictions on the size of perturbation, one may linearize the resulting equations for ε n (t) [27, 28] 
where H is the Hamiltonian of the system. Within the linear approximation in the perturbation amplitude ε n (t), the DB acts as a parametric time-periodic driver, and the problem (20) corresponds to a time-dependent Hamiltonian, H(t):
The specific structure of the Hamiltonian, H, ensures the conservation lawİ = 0 [27, 29] for the symplectic product
of any two trajectories y = {ε n , π n } and y = {ε n , π n }. It can be written as the scalar product
where J is the 2N × 2N matrix
and I is the N × N unit matrix. The conservation of the symplectic product I implies that the evolution matrix, U(t), which maps the linearized phase space flow around the given periodic orbit (corresponding to the DB solution) onto itself
is symplectic:
Due to the time periodicity of all the coefficients on the right-hand side of (20), the dynamics of the small-amplitude perturbation ε n (t) is fully determined by the Floquet matrix F ≡ U(T b ), i.e. by the evolution matrix over the DB period, T b . Thus, the problem is reduced to the determination of eigenvalues and eigenvectors of the symplectic Floquet matrix F . The condition of linear (marginal) stability of the DB solution is that all perturbations remain bounded in time. This implies that all the Floquet eigenvalues λ ν are located on the unit circle in the complex plane: |λ ν | = 1 (see Fig. 6 , left picture). 6 Schematic view of an outcome of the Floquet analysis of a breather in a Hamiltonian system, Floquet eigenvalues (filled circles), and the unit circle in the complex plane. Left picture: stable breather (all eigenvalues are located on the unit circle). Right picture: unstable breather (two pairs of eigenvalues have collided on the unit circle, and one eigenvalue per pair departs outside it). Note that the group of eigenvalues in proximity on the unit circle correspond to the plane wave continuum (extended Floquet eigenstates), while the separated eigenvalues on the unit circle correspond to localized Floquet eigenstates All Floquet eigenvalues for a typical DB solution can be divided into two groups, depending on whether the eigenvectors are spatially localized or spatially extended (over the lattice). Since the DB is exponentially localized in a finite region of the lattice, the extended eigenvectors are locally deformed linear modes (standing waves) of the system. Their number is proportional to the size of the system. In contrast, the number of eigenvalues, corresponding to spatially localized perturbations (internal modes of the DB), depends solely on the DB parameters and is finite, even for infinite system size.
For Hamiltonian systems, there are always two isolated eigenvalues, located at +1, which correspond to localized Floquet modes [27, 8] -the phase mode describing a rotation of the overall phase of the breather (i.e. sliding along the periodic orbit in phase space) and the growth mode describing a change of DB frequency/energy (i.e. sliding along the DB family).
On changing the model parameters, as well as the DB solution parameter (its frequency or energy), the Floquet eigenvalues will move in the complex plane. However, the only way a particular eigenvalue can leave the unit circle is through a collision with another eigenvalue (see Fig. 6 , right picture). To conclude this discussion, the details of the scenario of switching between linearly stable and unstable DB states can be quite complicated. While that may seem a strange complication of the rather straightforward picture of the emergence of DB solutions, it is a consequence of the fact that we deal with periodic orbits in a high-dimensional phase space of non-integrable systems.
Energy Thresholds of Discrete Breathers
DB solutions come in one-parameter families. The parameter can be the amplitude (measured at the site with maximum amplitude), the energy, E, or the breather frequency, Ω b . The amplitude can be decreased to arbitrarily small values, at least for some of the families in an infinite lattice. In this zero-amplitude limit, the DB frequency, Ω b , approaches an edge of the phonon spectrum, ω q . This happens because the non-resonance condition, ω q /Ω b = 0, 1, 2, 3, ..., has to hold for all solutions of a generic DB family. In the limit of zero amplitude, the DB solutions have to approach solutions of the linearized equations of motion, so the frequency Ω b has to approach some ω q , but at the same time it must not coincide with any phonon frequency. This is possible only if the breather's frequency tends to an edge, ω E , of the phonon spectrum in the limit of zero breather amplitude. If we consider the family of nonlinear plane waves which yields the corresponding band edge plane wave in the limit of zero amplitude A, then its frequency, ω, will depend on A as
for small A, where the detuning exponent, z, depends on the type of nonlinearity of the Hamiltonian (13) and can be calculated using standard perturbation theory [30] .
Here we closely follow the line of argument of [17] . Let us assume that we have a system with short-range interactions and estimate the discrete breather energy in the limit of small amplitudes. Define the amplitude of a DB to be the largest of the amplitudes of the oscillations over the lattice. Denote it by A 0 , where we define the site l = 0 to be the one with the largest amplitude. The amplitudes decay in space away from the breather centre, and by linearizing around the equilibrium state and making a continuum approximation, the decay is found to be given by A l ∼ CF d (|l|δ ) for |l| large, where F d is a dimension-dependent function:
δ is a spatial decay exponent, and we shall assume that the constant C is of order
To estimate the dependence of the spatial decay exponent, δ , on the frequency of the time-periodic motion, Ω b (which is close to the edge of the linear spectrum), it is sufficient to consider the dependence of the frequency of the phonon spectrum, ω q , on the wave vector, q, close to the edge. Generically, this dependence is quadratic
where ω E = 0 marks the frequency of the edge of the linear spectrum and q E is the corresponding edge wave vector. Then analytical continuation of (q − q E ) to i(q − q E ) yields a quadratic dependence,
Finally, we must insert the manner in which the detuning of the breather frequency from the edge of the linear spectrum, |Ω b − ω E |, depends on the small breather amplitude. If we assume that the frequency of the weakly localized breather detunes with amplitude as the weakly nonlinear band edge plane wave frequency, then this is
0 . Now we are able to calculate the scaling of the energy of the discrete breather as its amplitude goes to zero by replacing the sum over the lattice sites by an integral:
This is possible if the breather persists for small amplitudes and is slowly varying in space. We find that, if d > d c = 4/z, the breather energy diverges for small amplitudes, whereas for d < d c , the DB energy tends to zero with the amplitude. Inserting z = 2, we obtain d c = 2, which is in accord with the exact results on plane wave stability [31] , and thus strengthens the conjecture that discrete breathers bifurcate through tangent bifurcations from band edge plane waves. Note that, for d = d c , logarithmic corrections may apply to (31) , and these can lead to additional variations of the energy for small amplitudes. An immediate consequence is that if d ≥ d c , the energy of a breather is bounded and is not zero. This is because for any non-zero amplitude, the breather energy cannot be zero, and as the amplitude goes to zero, the energy approaches a positive limit
Thus, we obtain an energy threshold for the creation of DBs for d ≥ d c . This new energy scale is set by combinations of the expansion coefficients in (13) . We assume z = 2 with |Ω − ω E | ∼ β A 2 for the nonlinear plane waves and that the energy per oscillator E ∼ gA 2 . Then the relation |Ω b −ω E | ∼ κδ 2 applies for the spatial decay exponent, δ . Furthermore, the energy threshold, E min , is of the order of κg/β , and the minimum energy breather in three dimension has a spatial size which is of the order of the lattice spacing and is independent of κ, g, and β . One should allow for a factor of (2 + d) for underestimating the true height of the minimum and the contributions of nearest neighbours.
Many numerical results have since confirmed the above results. For the d-dimensional DNLS model (18) , the left panel in Fig. 7 shows the variation of the DB energy with its central amplitude, and a clear notion of an energy threshold, starting with d = 2 [17] . Note that n = 1 in that case. The minimum energy DB profile for d = 3 is the one plotted in Fig. 5 ; it is indeed strongly localized on the lattice. It was also observed that energy thresholds even appear in one-dimensional systems, if the lowest-order nonlinear term in the equations of motion has a large enough power. We present results for a modified DNLS system in one spatial di-
By tuning μ, we can cross over from zero to non-zero energy thresholds. We show results for d = 1 and μ = 3, 5, 7 in the right panel of Fig. 7 . Again, we find full agreement with the predictions from above. Thus, even one-dimensional lattices exhibit positive lower bounds on breather energies if μ ≥ 5. Weinstein has obtained rigorous proofs of these results for any value of μ [32] .
We can predict that a modified DNLS system with an additional term v μ |Ψ l | μ −1 Ψ l will exhibit complex curves E b (A 0 ). For example, for d = 1, μ = 7, μ = 3, and v μ = 0.1, the E b (A 0 )-dependence will be nearly identical to the case v μ = 0 already considered, if the amplitude A 0 is not too small. Then E b (A 0 ) will show a minimum at a non-zero value of A 0 . For small A 0 , however, the energy of the breather will ultimately decay to zero, so the curve has a maximum for smaller amplitudes! The dashed line in the right panel in Fig. 7 shows the numerical calculation, which coincides with our prediction.
Another example is a two-dimensional lattice system (12) where d = 2 is the critical dimension. The energy thresholds have been computed and reported in [12] . The profiles of DB solutions in Fig. 4 correspond to (A) a low-amplitude DB, (B) the minimum energy DB, and (C) a high-amplitude DB.
Dissipative Discrete Breathers
So far we have been discussing breathers in Hamiltonian lattices. However, any experiment will show up with some dissipation. When this dissipation is of a fluctuating nature, it can be simulated using a heat bath. However, it is also possible to consider simple deterministic extensions to the above problems. In Josephson junction systems, this is actually even implemented experimentally. Let us mention the basic new features one is faced with when studying dissipative breathers and their properties [22, 33, 34] .
Obtaining Dissipative Breathers
Consider the following set of equations of motion:
with
For γ = I = 0, this system is Hamiltonian and it corresponds to the Takeno-Peyrard model of coupled pendula [22, 35] . This model allows for the usual discrete breathers, and also for the so-called 'roto-breathers'. Now x l (t + T b ) = x l (t) for all l for a usual breather, but for the simplest version of a roto-breather, one pendulum performs rotations:
Here m is a winding number characterizing the roto-breather (again the simplest realization is m = 1). Note that, in contrast to a usual breather (m = 0), roto-breathers are not invariant under time reversal. For non-zero γ and I = 0, the non-zero dissipation will lead to a decay of all breather and roto-breather solutions. However, for a time-independent I = 0, rotobreathers may still exist. The reason is that the rotating pendulum will both gain energy due to the non-zero torque, I, and dissipate energy due to the non-zero friction, γ, so an energy balance is possible (whereas this is impossible for breathers with m = 0).
Instead of families of breather periodic orbits in Hamiltonian systems, dissipative roto-breathers will be attractors in the phase space. Attractors are characterized by a finite-volume basin of attraction surrounding them. Any trajectory which starts inside this basin will ultimately be attracted by the roto-breather. Thus, dissipative breathers form a countable set of solutions.
To compute such a dissipative roto-breather, we can simply make a good guess for the initial conditions and then integrate the equations of motion until the rotobreather is reached. This method is very simple, but may suffer from long transient times and also from complicated structures of the boundaries of the basin of attraction.
The Newton method can be applied here as well. Although we do not know the precise period of the roto-breather, we do not actually need it. Instead of defining a map which integrates the phase space over a given time, T b , we may define a map which integrates the phase space of all but the rotating pendulum coordinate from the initial value x 0 (t = 0) = 0 to x 0 (t map ) = 2πm. Different trajectories will have different values of t map , but this is not a problem. The only two things we have to worry about are finding a trajectory which leads to a rotation of x 0 and, as usual, being sufficiently close to the desired solution for the Newton map to converge. Once the solution is found, T b = t map .
Perturbing Dissipative Breathers
If a dissipative roto-breather is stable, then the volume of its basin of attraction is finite, so small deviations will return the perturbed trajectory back to the breather. Upon a change of some control parameter, the breather may still persist but become unstable. Consider the linearized phase space flow around a roto-breather of (33, 34) 
In analogy with Sect. 2.2, we may introduce a (quasi-symplectic) matrix R which maps the phase space of the perturbations onto itself by integration of (36) over one breather period [34] . By using the transformation
we obtainκ
Equation (38) defines a Floquet problem with a symplectic matrix F with the properties discussed above. By transforming back to R, we find that those eigenvalues which are located on the unit circle for F now reside on a circle with a smaller radius
If μ is an eigenvalue of R, then so are
There is still one eigenvalue, μ = 1, which corresponds to perturbations tangent to the breather orbit. The related second eigenvalue is located at e −γT b , in contrast to the Hamiltonian case. A schematic outcome of a Floquet analysis of a dissipative breather is shown in Fig. 8 . We close by noting that the above properties of the quasi-symplectic matrix R follow directly from (36) , and thus apply to many other situations in the study of the stability of periodic orbits in dissipative systems. 
Applications
In the following, we will discuss in detail two recent applications of the concept of discrete breathers in systems where dissipation is not only unavoidable but essential in order to observe and manipulate DBs in a way which is impossible for a conservative case.
Josephson Junction Networks
Arrays of Josephson junctions are perfect laboratory objects to study various nonlinear phenomena. An anisotropic ladder of dc-biased Josephson junctions, as shown in Fig. 9 , is perhaps the simplest structure which supports discrete breathers. The dynamics of a single Josephson junction is described by the time evolution of the difference of the phases of the wave function between adjacent superconducting islands, φ . It may support two stable states -a superconducting state and a resistive state. In the superconducting state, the average value ofφ vanishes. In the resistive state, it is non-zero and proportional to the voltage drop across the junction.
Basic Principles and Modelling
We denote the phase differences across the lth vertical junction and its right upper and lower horizontal neighbours by φ v l , φ h l ,φ h l . Then, the dimensionless equation of motion for each junction, with current I l flowing through it, is given by the Josephson equation with its phase difference φ l :
The time is normalized to t 0 = CΦ 0 /(2πI c ), with Φ 0 being a magnetic flux quantum, C the capacitance, and I c the critical current of the corresponding junction. The dimensionless damping parameter is α = Φ 0 /(2πI c CR 2 N ) (where R N is the junction resistance) and η = I cH /I cV is the anisotropy constant, i.e. the ratio of the critical horizontal and vertical currents. Note that, due to the sin term, for a resistive junction φ = Ωt + g(t), where the zero mean periodic function g(t) = g(t + 2π/Ω) describes periodic modulations of the resistive state. This a.c. Josephson effect also imposes a corresponding oscillation on nearby coupled junctions, which, when timeaveraged, are in the superconducting state.
Using the Kirchhoff laws and the self-inductance relation for one elementary cell of the ladder (see [36] ), one arrives at the following set of equations:
where γ is the dimensionless d.c. bias in units of I cV , β L = 2πLI cV /Φ 0 is the dimensionless discreteness parameter, and L is the self-inductance of the elementary cell of the ladder. The discrete operators are given by
The dispersion law for the plasmon plane waves for the weakly damped case (α 1) can be obtained by omitting the damping and linearizing the system (42): 
These plasmon waves are the cavity modes of the JJL. Odd values of l correspond to anti-symmetric eigenvectors (with respect to reflections at the centre of the ladder), whereas even values correspond to symmetric ones.
Roto-Breather Solutions and Their Current-Voltage Dependencies
The breather states (roto-breathers in this case) correspond to a few junctions being in the resistive state, with all other junctions oscillating around the superconducting state. These oscillations are induced by coupling to the resistive junctions. Experiments [37, 38] have revealed different breather structures, as depicted in Fig. 10: (a) up-down symmetry, (b) left-right symmetry, (c) inversion symmetry, (d) no symmetry. Each group of breathers can also have an arbitrary number, n r , of vertical resistive junctions. Experimentally, each discrete breather is characterized by its current-voltage dependence [37] . Such a time-averaged measurement does not resolve the details of the oscillatory dynamics of a state. This is almost impossible to do, due to the absence of spectroscopic tools at plasma frequencies of the order of 100 GHz. The average voltage drop on the lth vertical junction equals Using the approximation φ ∼ t for resistive junctions, one can compute the dependence of the average voltage drop on the d.c. bias:
where k is the number of vertical rotating junctions and δ denotes the number of resistive horizontal junctions. Note that δ = 4 for breathers with up-down symmetry, δ = 2 for left-right or inversion symmetry, and δ = 3 for no symmetry. Numerical calculations of the current-voltage characteristics (Fig. 11) showed very good qualitative agreement with experiments. In addition, numerical studies allow us to directly access the tricky details of the nonlinear dynamics of the obtained states. Note that the variation of the parameters allows for breathers with frequencies located above the entire plasmon spectrum, as well as in its gaps. The presence of dissipation leads to a temporal decay of plasmon waves, if excited homogeneously in the ladder. In addition, it also leads to a spatial decay of plasmon waves if a local resonant source is generating them. Thus, a roto-breather in the JJL can be brought into resonance with plasmon waves. The tuning parameter is simply the d.c. bias, which is the main control parameter in the experiments. When the breather frequency is tuned into resonance, the breather starts to generate plasmons, which will localize in space. Their localization length, though finite, will grow with decreasing dissipation constant, α. In a finite ladder, one expects to observe a resonant breather tail, which extends to the end of the ladder, and appears at discrete values of the bias, due to the discrete set of cavity mode frequencies. This indeed can be observed, e.g. in the left picture in Fig. 11 , where the cavity modes resonate with the second harmonics of the breather frequency. At the same time, almost no indication for that resonance is observable in the current-voltage characteristics.
In the right picture in Fig. 11 , the breather frequency itself resonates with the plasmon waves. Still, the breather survives, due to the presence of dissipation. However, the resonant breather-plasmon interaction is now strong, and this leads to a considerable change in the current-voltage characteristics. Almost vertical resonant steps are observed, and these correspond to a locking of the breather frequency to a particular cavity mode frequency. These resonances allow us to use the tunable rotobreather as a spectroscopic tool to study the properties of cavity modes in a JJL.
The strong interaction of breathers with cavity modes in JJLs leads to the possibility of studying resonant scattering of cavity modes by roto-breathers [39] . Again, the dissipation helps in stabilizing the breather during the scattering process. The transmission for plasmons is strongly dependent upon their wave numbers. In addition, strong resonances can be obtained in the scattering, ranging from resonant transmission to resonant reflection. By changing the d.c. bias, the roto-breather is changed, and thus so is the scattering potential. Consequently, roto-breathers may serve as tunable frequency filters for plasmon waves in the 100 GHz frequency domain.
Another consequence of the presence of dissipation is the possibility of exciting genuine quasi-periodic breathers. This has been achieved, both theoretically and experimentally, by using the fact that not all resistive junctions have to lock to the cavity mode when a breather is driven into a resonance [40] . In such a case, the breather becomes an object where different resistive junctions rotate at various incommensurate frequencies. Due to the interaction, the final state is quasi-periodic in time.
Laser Scanning Microscopy
The technique of laser scanning microscopy finally allowed visualization of the experimentally obtained breather states [37] . To do this, the ladder is prepared in a given state, and the voltage drop across the ladder is monitored. Then, the probe is scanned with a laser beam with a moderate intensity and a cross-section diameter of few micrometres. The laser beam locally heats the probe. If it hits a resistive junction, the local temperature change will induce a change of the junction characteristics, and finally a change in the measured voltage drop. Otherwise, the voltage drop will show no response. In Fig. 12 , the outcome of such experiments and the corresponding schematics are shown for the case of annular ladders. Both delocalized resistive states and roto-breather states are clearly visible. In the schematics, Josephson junctions (each about 3 μm wide) lie at the midpoints of each of the line segments that signify superconducting leads connecting the junctions. A homogeneous ladder in the schematic and a homogeneous background in the data would signal a superconducting state of all junctions at low d.c. current, i.e. the linear regime. However, a large d.c. current switches some of the junctions into a resistive state that supports a voltage across the junctions; in the schematic, dots depict resistive junctions having different voltages. The resistive junctions belong to discrete breather excitations localized at various sites of the ladder. 
Coupled Nonlinear Optical Waveguides and Resonators
Another experimental set-up used to observe discrete breathers is associated with coupled optical waveguides, which form periodic structures in one and two dimensions [42, 43, 44] . These structures represent generalizations of the nonlinear optical coupler, introduced by Jensen [45] . There are generally two different approaches to the experimental realization of coupled waveguide arrays. One is the etching of fixed waveguides in nonlinear materials, such as semiconductors [46] , and the other is induction of periodic structures in compliant media, such as optical induction in photorefractive crystals [43] or periodic voltage biasing in liquid crystals [47] . Figures 13 and 14 illustrate typical one-and two-dimensional waveguide arrays produced by each of the two methods.
Basic Principles and Modelling
The standard theoretical approach for studying light propagation in waveguide arrays is based on the concept of coupled waveguide modes -see Fig 13(b) -which is similar to the tight-binding approximation used in solid state theory. Typical propagation distances in waveguide arrays are rather short, so that the effects of dispersion and diffraction in each individual waveguide are usually neglected. 1 With this assumption, and also only considering Kerr-type nonlinearity, the corresponding set of equations for the amplitudes of the waveguide modes, E n , reduces to the DNLS model [44] :
where β is the linear propagation constant (taken to be the same in each waveguide), C is the coupling coefficient between adjacent waveguide modes, and γ is the nonlinear parameter [49, 50, 44] . To the lowest-order approximation, only coupling between nearest neighbours is taken into account, while nonlinear coupling terms are neglected. For waveguide arrays created by optical induction in photorefractive materials [43] , the nonlinear term in (45) is usually modified to account for saturation effects, and then takes the form γE n /(1 + |E n | 2 ) [51] . Generalization to higher-dimensional problems is straightforward, cf. (18) . In the above model, the actual evolution coordinate is the propagation distance z, which plays the role of an effective time. For that reason, we will refer to wave propagation constants along the z-axis as spatial frequencies, in analogy with other discrete models introduced earlier.
Discrete Solitons: Stationary DBs in One-and Two-Dimensional Coupled Waveguide Structures
The DNLS model (45) represents a very specific type of discrete nonlinear system which supports time-periodic solutions (space periodic in the z coordinate) where only one frequency is excited:
Using a suitable rescaling of spatial frequencies Ω b , the propagation constant β in (45) can be set to zero without loss of generality. Figures 15 and 16 illustrate basic types of stationary DBs in one-and two-dimensional DNLS models, while experimentally observed localized excitations in the corresponding waveguide array set-ups are presented in Fig. 17 . Due to the stationary character of such excitations, they are often referred to as discrete solitons, rather than breathers. The DNLS model is used as a convenient playground for analysing basic nonlinear phenomena because of its relative simplicity. On the other hand, DNLS equations can be derived as approximate small-amplitude models of more general nonlinear lattice models with on-site nonlinear potential (Klein-Gordon lattices) [5, 53, 54, 55, 56] , inter-site nonlinear interaction (Fermi-Pasta-Ulam lattices). [57, 58, 59] , and mixed-type nonlinearities [60] . One essentially uses the rotating wave approximation (RWA), which neglects the effect of the generation of higher harmonics. In this respect, coupled optical waveguides provide one with effective tools to test numerous theoretical predictions. One of the obvious advantages of using optical waveguide arrays, as compared to many other experimental realizations of DBs, is that no special technique is needed to observe the localized states that are obtained. A snapshot, taken with a high-resolution infrared camera at the output facet of the array, provides full information about the light intensity distribution among the coupled waveguides. In addition, optical set-ups provide a unique opportunity for observing the actual dynamics of a discrete system by monitoring the light intensity evolution along the propagation direction. For example, this can be done by scanning the evanescent light from the top of the waveguide array [62] . As a result, the formation of various types of one-and two-dimensional DBs has been successfully observed in optical experiments, and, additionally, different intriguing aspects of the DB dynamics have been tested. In particular, interactions between highly localized discrete solitons and propagating broad wave packets have recently been observed experimentally in AlGaAs waveguide arrays [63, 64] . Also, possible experimental set-ups for the direct observation of resonant linear wave scattering by DBs and associated spectral hole-burning effects have been developed on the basis of optical waveguides [65, 66] . We also note that DNLS models can support more general types of time-periodic solutions, with several harmonics excited [6, 67, 68, 69] . Similar optical breathers were recently observed experimentally [70] .
Coupled Resonators
A closely related and intensively developing subfield of nonlinear optics deals with coupled optical resonators. A straightforward generalization of the above waveguide array set-ups is given by a set of coupled zero-dimensional resonators [71] , where mirrors are applied to the input and output facets of the array -see Fig. 18(a) . Other possible set-ups include periodically arranged defect cavities in photonic crystals and coupled micro-ring resonators -see Fig. 18 The corresponding theoretical models should account for dissipation, which is one of the principal ingredients in any resonator system. One of the simplest models is given by the driven and damped DNLS system [71] , in which dissipative terms are taken to be linear in the field amplitude:
Here, τ is the effective evolution coordinate, E n is the field amplitude in the n th resonator, C is the coupling between adjacent resonators, Δ is the detuning from linear resonance, γ is the nonlinear Kerr coefficient, and the damping term is rescaled to unity. The amplitudes A (in) n originate from the input field (pump), which can be non-homogeneous across the array.
In the case of a homogeneous pump, A (in) n = const., (47) supports different types of bright and dark stationary DBs -see Fig. 19 . Due to dissipation, these objects no longer form families of solutions, but correspond to attractors in phase space. All the characteristics of such DBs, including their amplitude and phase, are fully determined by the model parameters and the parameters of the pump (its amplitude and phase). To a certain extent, this makes the dynamics of the driven-damped DNLS less rich than that of its Hamiltonian analogue. However, dissipation also brings certain new features to the dynamics of localized excitations. It can suppress some resonances with extended states of the system, which otherwise do not allow for quasi-periodic and moving DBs. Earlier, we mentioned the observation of quasi-periodic DBs in coupled Josephson junction systems. Here we will focus on moving DBs.
A tilted pump, A (in) n = a exp(iφ in n), which corresponds, for example, to an inclination of the incidence field in the set-up of Fig. 18(a) , induces a transverse force acting on a DB. This, in turn, can cause the DB to move across the array -see It is important that the discreteness of the system hinders such motion and, in some cases, even prevents it [74] . Generally, there exists a critical value of the tilt, φ (cr) in , below which a given type of DB cannot move -see Fig. 20 . This is in contrast to continuous systems, where the resulting velocity of a cavity soliton is linearly proportional to the tilt [75] .
The inherent nonlinearity of the DB velocity as a function of the tilt, V (φ in ), in the vicinity of the critical point, φ (cr) in , gives rise to the effect of DB ratchet motion under the influence of a periodically changing tilt with zero average value [76] -see Fig. 21 . A necessary condition for the observation of such a DB ratchet effect is the violation of certain symmetries of the system, and this can be achieved, for example, by applying a bi-harmonic variation of the tilt, or by a superposition of two pumps with varying tilts at different frequencies [76] . For adiabatically changing tilt(s), the average velocity of the resulting net motion of a DB can be estimated to be 
Other Examples
Dissipation is unavoidable in any experiment. Nevertheless, it is characterized by some time scale, and experiments which probe a system on shorter time scales are not influenced by the dissipation. In the above examples, the experimental time scales were much larger than the dissipation time scale, so the properties of the discrete breathers were strongly influenced by it. Let us briefly mention two more examples, from recent studies, which fall into this category.
Sato, Hubbard, and Sievers studied the generation of breathers in driven micromechanical cantilever arrays [77] . The frequency of the a.c. drive is chosen to be close to the linear cavity mode spectrum, but not resonant with it. Discrete breathers are spontaneously generated and stabilized by the a.c. drive. Once a DB is generated, laser beams are used to guide it along the cantilever lattice.
Sato and Sievers performed several experiments with anti-ferromagnets. A sophisticated set of different electromagnetic pulses are used to excite localized spin excitations [78] . Further pulses are used to stabilize DBs and finally to observe their decay in a controlled way. Although they are indirect, these experiments are an impressive example of controlling the excitation and properties of DBs at nanometre scales.
Summary
The rapidly growing field of the theory and applications of discrete breather excitations is too large to be covered in one chapter. As we pointed out here, a subclass of experimental studies makes a focus on the particular case of nonlinearity, discreteness, and dissipation. While dissipation is not crucial here for the mere existence of DBs, it has a profound impact on many of their properties. A DB can be brought into resonance with cavity modes, without destroying the DB itself. Also DBs can become quasi-periodic in time, which again, in general, is impossible in the absence of dissipation. DBs can start to move along the lattice, in contrast to the case without dissipation. Finally, control over the strength of dissipation naturally introduces new, and sometimes easily accessible, control parameters which can be used in experiments.
