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PREFACE 
The theory of variational inequahties developed by the Italian and 
French schools in the early sixties and thereafter, has constituted a signif-
icant extension of the variational principles. This theory has now beconae 
a powerful and effective tool in studying a wide class of problems arising 
in various branches of mathematical and engineering sciences. In the last 
four decades this theory has enjoyed vigrous growth and has attracted the 
attention of large number of mathematicians, engineers, economists and 
physicists. 
The development of the variational inequality theory can be viewed 
as the simultaneous pursuits of two different lines of research during the 
last three decades; on the one hand, it reveals the fundamental facts on 
the qualitative behaviour of solutions (regarding existence, uniquence and 
regularities) to important classes of nonlinear boundary value problems; on 
the other hand, it also provides a means for developing high efficient new 
approximation and numerical methods to solve, for example, free and mov-
ing boundary problems. Now a vast literature is available on the variational 
inequality theory but the qualitative behaviour of the solutions and numeri-
cal approximation of variational inequalities in terms of nonlinear operators 
is still an unexplored field. 
The main objective of this work is to study the convergence analysis 
of iterative algorithms obtained by using different numerical techniques, for 
various classes of nonlinear variational inequalities. This dissertation con-
tains five chapters. 
In Chapter 1, we give a brief history of theory of variational inequali-
ties and some important classes of variational inequalities. Further we also 
review the basic concepts and results which are needed in the subsequent 
chapters. 
In Chapter 2, we study the convergence analysis of iterative algorithms 
of certain classes of variational inequalities in Hilbert spaces, using projec-
tion technique and its variant forms, in particular, projection-contraction 
technique, Wiener-Hopf equation, and two-step projection technique. 
In Chapter 3, using auxiliary principle techniques, in particular, two-
step and three-step auxiliary principle techniques, we study the convergence 
analysis of iterative algorithms of certain classes of (multi-valued) varia-
tional inequalities in Hilbert spaces. 
In Chapter 4, we study the existance theory of certain classes of varia-
tional inequalities of second kind in Banach spaces. Fiurther, by malcing use 
of auxiliary principle technique, we develop iterative algorithms for these 
classes of variation inequalities and discuss their convergence analysis. 
In Chapter 5, we study the existence theory of certain classes of (multi-
valued) variational inclusions in Banach spaces. Further, using resolvent 
technique, we develop iterative algorithms of these classes of variational in-
clusions and discuss their convergence analysis. 
In the end, a fairly comprehensive list of references is presented. 
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CHAPTER 1 
PRELIMINARIES 
1.1 INTRODUCTION 
In this chapter, we shall give a brief history of the theory of variational in-
equaUties and give some important classes of variational inequalities and variational 
inclvisions. Further, we shall also review the concepts and results of functional anal-
ysis, which are needed for the presentation of the subsequent chapters. In Section 
1.2, we shall give a brief history of theory of variational inequalities with some im-
portant classes of variational inequaUties and variational inclusions. In Section 1.3 
and Section 1.4, we shall review the concepts and results in Hilbert spaces and in 
Banach spaces, respectively, which are needed for the presentation of the subsequent 
chapters. 
1.2 A BRIEF HISTORY OF VARIATIONAL INEQUALITY THEORY 
The theory of variational inequaUties was initiated by Stampacchia [70] and 
Fichera [23], separately, in the early sixties during the investigations of problems of 
mechanical potential theory. This theory has now become a powerful and effective 
tool in studying a wide class of problems arising in various branches of mathe-
matical and engineering sciences. In the last four decades this theory has enjoyed 
vigorous growth and has attracted the attention of large number of mathematicians, 
engineers, economists and physicists. The first general theorem for existence and 
uniqueness of the solution was established by French mathematicians J. L. Lions and 
G. Stampacchia [40] in 1967. Since then this theory has been extended in various 
directions. 
In 1973, A. Benssousan [5] introduced a new class of variational inequalities 
known as quasi-variational inequalities arising in the study of impulse control theory. 
Quasi-variational inequalities are also applicable in the problems of optimization, 
economics and decision science, see [5]. 
In 1980, Italian mathematician F. Giannessi [24] initiated the study of another 
important class of variational inequalities, known as vector variational inequalities. 
This class of variational inequalities has become a powerful tool to study a wide class 
of vector equiUbrium problems such as traffic problems, multi-objective optimization 
problems, etc. 
In 1989, Indian mathematicians J. Parida, M. Sahoo and A. Kumar [64] have 
initiated the study of existence theory of a new class of variational inequalities 
known as variational-like inequalities arising in the study of nonconvex optimization 
problems. It is noted that variational-like inequalities are very closely related to 
invex functions, generalization of convex functions, firstly considered by Hanson 
[28]. 
In 1994, Hassouni and Moudafi [30] have initiated the existence theory and 
convergence analysis of iterative algorithms for a class of variational inclusions, which 
is an important generalization of various classes of variational, quasi-variational and 
variational-like inequalities. Since then Ahmad, Kazmi, Siddiqui [2], Kazmi [36], 
Ding [16] and Noor [45] have introduced and studied some important classes of 
variational inclusions. 
One of the most difficult, interesting and important problems in variational in-
equaUty theory is the development of an efficient nmnerical technique. There are 
a substantial numerical techniques including projection techniques and its variant 
forms, auxihary principle technique, linear approximation, decomposition, Newton's 
and descent framework for solving variational inequalities. One of the techniques 
is called the auxihary principle technique, which is used to study the existence of 
a solution of the variational inequalities. This technique is basically due to Lions 
and Stampacchia [40] and was used by Noor [58] to derive the existence results for 
nonlinear variational inequalities. However, this technique was extended and modi-
fied by Glowinski, Lions and Tremolieres [27] for the mixed variational inequaUties. 
The main idea involving this technique is first to consider an auxiliary variational 
inequaUty problem and then to show the solution of auxiliary variational inequality 
problem is the solutionof the original variational inequality by using the fixed point 
method. Noor [45,46,59] has used this technique to formulate the equivalent (non) 
differentiable optimization problems for certain classes of variational inequalities. 
Marcotte and Wu [41] have extended auxiliary principle technique to the solv-
abihty of monotone variational inequalities. Further, Verma [78] has extended of 
variational technique of Marcotte and Wu [41] to various classes of variational in-
equalities. 
Projection technique and its variant forms represent important tools for finding 
the approximate solution of various classes of variational and quasi-variational in-
equalities, the origin of which can be traced back to Lions and Stampacchia [40]. The 
projection type techniques, were developed in 1970's and 1980's. The main ideal in 
this technique is to establish the equivalence between the variational inequalities and 
the fixed point problems using the concept of projection. This alternate formula-
tion enables us to suggest some iterative techniques for computing the approximate 
solution. These techniques have been extended and modified in various way for the 
other classes of variational inequalities, see [45,46,59]. 
One of the variant forms of projection techniques is two-step forward-backward 
spUtting method initially, considered by Peaceman and Rachford [65] and then ex-
tended this method by Noor [44] to classes of variational inequalities. Noor [44] 
further extended two-step splitting method to three-step spUtting method, known 
as predictor-corrector method for solving variational inequalities. This method is 
similar to ^-scheme of Glowinski and Le Tallec [72]. 
In nineties, Shi [67] and Robinson [66] considered the problem of solving a 
system of equations which are called Weiner-Hopf equations or normal maps. They 
established the equivalence relation between variational inequahties and the Weiner-
Hopf equations by using projection technique. It turned out that this alterna-
tive equivalent formulation is more general and flexible. It has been shown in 
[45,46,50,59,66,67] that the Wiener-Hopf equations provide us a simple, elegant and 
convenient device to develop some efficient numerical techniques for solving varia-
tional inequalities. 
By now, there is available a large number of research monographs, proceedings 
and books dealing with the various aspects of the theory of variational inequahties 
and its appUcations, see for example Duvaut and Lions [20], Giannessi [24], Aubin 
[3], Baiocchi and Capelo [4], Bensoussan and Lions [5], Cottle, and Giannessi [15], 
Glowinski [26], Glowinski, Lions and Tremoliers [27], Kinderlehrer and Stampacchia 
[38], Panagiotopoulus [63]. 
Now, we shall give some important classes of variational inequalities and varia-
tional inclusions, which are widely applicable in the areas of sciences, engineering., 
economics, etc. 
Let H he a. Hilbert space with inner product (.,.). Let ||.|| denote the norm 
induced by the inner product (.,.) and let (.,.) denote the duality pairing between 
H and H*, where H* is the dual space of H. Let K he & nonempty closed convex 
subset of H. Assume that T, S, A are nonlinear operators on H into H* and a(.,.) 
is a bilinear form of H. Let F be a fixed element of if*. 
Class 1.2.1 [Stampacchia^Lions] 
Find ue K such that 
a{u,v-u) > {F,v-u), for all v e K; (1-2.1) 
see for example [26,38]. 
Class 1.2.2 [StampacchiarHartman-Browder] 
Find ue K such that 
{Tu,u-v) > {F,v-u), for all v e K; (1.2.2) 
see for example [29,6]. 
Class 1.2.3 [Duvaut-Lions] 
Find ue K such that 
a{u,v-u)+j{v)-j{u) > {F,v-u), for all v e K, (1.2.3) 
where j : H -* R is a. function, see [20]. 
Class 1.2.4 [Baiocchi-Capelo] 
a(u, v-u) + XIJ{U, V) - V'(w, u) > {F,v-u), for all v e H, (1.2.4) 
where •0(.,.) : H x H —^ Ris & function. 
Class 1.2.5 [Bensoussan-Lions] 
Find uE K{u) such that 
{Tu,v-u) > {Fu,v-u), for all v e K{u), (1.2.5) 
where K : H —* 2^. This model is known as quasi-variational inequaUty. In 
particular K{u) can be chosen as 
K{u) = 7n{u) + K, where m: H -^ H is a. nonUnear operator, 
or 
K{u) = {v £ H\u < Mv, M : h —^ H, where "<" is an ordering of H}, 
see also [3,4,27]. 
Class 1.2.6 
Find u£ H, g{u) e K such that 
(Tu, v-u)+ ^(w, v) - i;{u, u) > {Au, v-u), for all g{v) e K, (1.2.6) 
where ^(. , . ) : i f x i f — > i ? i s a function, see [37]. 
Class 1.2.7 
Find uE H, g(u) G K such that 
{Tu,g{u)-g{v)) > {Au,g{u) - g{v)), for all g{v) e K. (1.2.7) 
A large number of differential equation problems of odd order can be characterized 
by Class 1.2.7. For details see [19] and the reference therein. 
Class 1.2.8 [Hassoimi and Moudafi] 
Find ue H such that g{u) D domdip ^ 4> ^^^ 
{Tu-Au,v-g{u)) > i}{g{u))-tp{v), for aU u G i/, (1.2.8) 
where T,g : H ^ H with Img n dom ^ 0 and dip is the sub differential of a proper 
convex and l.s.c function IIJ : H ^^ RU {+00} 
Class 1.2.9 [Ahmad-Kazmi-Siddiqui] 
Find ue H X e Tu, y e Au such that g{u) n domdip = 0 and 
{x-y,v-g{u)) > ilj{g{u))-tjj{v), for all v e H, (1.2.9) 
where T,A : H —* 2^, g and if} are same as in Class 1.2.8. We call the above 
inclusion problem as generalized variational inclusion problem. 
Class 1.2.10 [Kazmi] 
Find uE H X ^ Tu, y G Au and (p — m) D domdip = 0 and 
'R^{x-y,v-{g-m){u)) > ilj{{g-m)u)-ijjiv), for all v e H, (1.2.10) 
where T,g,A,ip are similar to Class 1.2.9 and m : H -^ H such that (p — m){u) = 
g{u) — m{u), for all u € H. We call the above inclusion problem as generalized 
quasi-variational inclusion problem. 
Class 1.2.11 [Adly] 
Find ue H such that 
0 e {T - A)iu) - F{g{u)), (1.2.11) 
where F : H -* 2" is maximal monotone operator, T, A and g are same as in Class 
1.2.8. 
Class 1.2.12 [Parida-Sahoo-Kumar] 
Find uE K such that 
(F(i;),T7(i;,u)) > 0, for all v e K, (1.2.12) 
where rj: H x H -^ H is a. continuovis operator. 
We call it a variational-like inequality problem arises in nonconvex optimization. 
For details see [64]. 
Let X be a Banach space and Y be an ordered Banach space. Let i '^ C X be a 
nonempty, closed and convex. Let T : K —^ L{X, Y) be a mapping, where L{X, Y) 
is the space of all hnear continuous operators from X into Y. 
Class 1.2.13 [Giannessi] 
Let C CY he a. cone such that intC ^ 0, where int C denotes interior of the 
set C. Then the vector variational inequahty problem is: 
Find uE K such that 
{T{u),v-u) ^ C\{Q}, for all v e K. (1.2.13) 
Class 1.2.14[12] [Chen-Chang] 
Let {C{u) : u € AT} be a family of closed pointed convex cones of Y such that 
intC{u) 7^  0, then the problem is: 
Find uE K such that 
{T{u),v-u) ^ -intC{u), for all v E K, (1.2.14) 
where {T{u),v) denotes the evolution of the Unear operator T{u) at v. Hence 
{T{u),.) EY. This problem is called vector variational inequality problem. 
1.3 SOME CONCEPTS A N D RESULTS IN HILBERT SPACES 
In this section, we shall give some concepts and results in Hilbert space, which 
are used in subsequent chapters. 
Throughout this section, unless or otherwise stated, H denotes a real Hilbert 
space, whose inner product and norm are denoted by (.,.) and ||.||, respectively, H* 
denotes the dual space of H and (.,.) denotes the duality pairing between H and H*. 
Definition 1.3.1[68]. Let a(.,.) : H x H -^ Rhe & bilinear form; K a nonempty 
closed convex set of H and F be a bounded Unear fimctional on H. 
(i) The problem of finding u e K" such that 
J{u) = mf J{v), (1.3.1) 
where J{v) = \a{v, v) — F{v) and J : if —> i? is a functional, is known as an abstract 
minimization problem; 
(ii) a(.,.) is coercive on H, if there exists a > 0 such that 
a{v,v) > a\\vf, for all v e H; (1.3.2) 
(iii) a(.,.) is said to be continuous, if there exists P > 0 such that 
a{u,u) < /? ||«|| ||^;p, for all u,v e H; (1.3.3) 
(iv) A Unear continuous mapping A : H -^ H* determines a biUnear form via the 
pairing 
a{u,v) = {Au,v), for all v e H; (1.3.4) 
(v) Find u e H such that 
a{u,v-u) = F{v), for all u,v e H. (1.3.5) 
Problem (1.3.5) is called abstract variational problem. 
Theorem 1.3.1[68] (Lax-Miligram Lemma). Let a(.,.) : H x H -^ R he 
a bounded and coercive biUnear form and let F : if -> il be a bounded linear 
functional. Then there exists a unique element uG H such that 
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a{u,v) = F{v), for all v e H. (1.3.6) 
Theorem 1.3.2[68] (Lions-Stampacchia). Let a(.,.) be a coercive bilinear form 
and let F : H -* Rhe a. bounded linear functional, then the variational inequality 
problem (1.2.1) has a unique solution. 
Definition 1.3.2 Let F be a mapping from a nonempty set X into itself. A point 
a; e X is called fixed point oi F ii F{x) = x. 
Definition 1.3.3[68]. Let X be a metric space with metric d. A mapping F : X ^ 
X is called contraction mapping if 
d{F{x),F{y)) < adix,y), for all x,yeX, (1.3.7) 
for some a, 0 < a < l . I f a < l , then the mapping F is called nonexpansive. 
Example 1.3.1[68]. Let X = {x e X\x >l}cRaindF:X^X defined by 
x-,/ S X 1 
then F is a contraction mapping. 
Theorem 1.3.4[68] (Banach Contraction Principle). Every contraction mapping 
F defined on a complete metric space X has a imique fixed point. 
Theorem 1.3.5[38]. Let K he a. closed convex subset of H. Then for each x e H, 
there exist a unique y ^ K, such that 
\\x-y\\ = m{^\\x-v\\. (1.3.8) 
Definition 1.3.3[38]. The point y satisfying (1.3.8) is called the projection of x on 
K, and we write 
y = PK{X). (1.3.9) 
Remark 1.3.1 [38]. PK{X) = a;, for all a; € K. 
Theorem 1.3.6 [38]. Let K he & closed convex subset of Hilbert space H. Then 
y = PK^(X), the projection oi x on K if and only if 
yeK : {y,v-y) > {x-v-y), ioraHveK. (1.3.10) 
Theorem 1.3.7[38]. Let K he a. closed convex subset of Hilbert space H. Then 
the operator PK is non expansive, that is 
\\PK{X) - PMW < \\x-yl foraU v e K. (1.3.11) 
Definition 1.3.4. An operator T : H -^ H is called 
(i) monotone if 
{T{x)-T{y),x-y) > 0, for all x,y e H; (1.3.12) 
(ii) strictly monotone if 
{T{x)-T{y),x-y) = 0 impUes x = y, for aU x,y e H; (1.3.13) 
(iii) 0-Lipschitz continuous, if there exists a constant /? > 0 such that 
| | r ( a : ) - r ( y ) | | < P\\x-y\\, for all x,y € H; (1.3.14) 
(iv) hemi continuous, if for every x,y E H, the map 
t —»{T{x + ty), ?/) is continuous at 0"*"; 
(v) a-strongly monotone, if there exists a constant a > 0, such that 
{T{x)-T{y),x-y) > a\\x-yf, for all x,y e H. (1.3.15) 
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Remark 1.3.2. If T is a-strongly monotone, then we have 
\\T{x)-T{y)\\ > a\\x-y\\. (1.3.16) 
T satisfies (1.3.16), is called a-expanding, and for a = l , it is called expanding. 
Theorem 1.3.8 [78]. For any x,y eH, we have 
\\xr + {x,y) > -{l/myf- (1-3.17) 
Lemma 1.3.9 [78]. Let x,y G H, then we have 
ix,y) = {imiwx+yr-\\xf-\\yn (1.3.18) 
1.4 SOME CONCEPTS AND RESULTS IN BANACH SPACES 
In this section, we shall give some concepts and results in Banach spaces, which 
will be used in subsequent chapters. 
Throughout this section, unless or otherwise stated, E denotes a real Banach 
space with dual E* and (.,.) is the dual pair between E and E*. 
Definition 1.4.1 [10]. A mapping f : E —^ Ris subdifferentiable a.t x e E, if there 
exists a functional x* E E*, called subgradient of / at rr, such that 
f{y)-f{^) > {x\y-x), for all yeE. (1.4.1) 
The set of all subgradients of / at a; is denoted by df{x) and the mapping 
df : E -^ 2^* is called the subdifferential of / . 
Remark 1.4.1. As a direct consequence of Definition 1.4.1, we get that df{x) is a 
weak-closed convex subset of E*. Moreover / has minimum value at x if and only 
if 0 € df{x). Finally, if / is proper and df{x) ^ 4>, then x G D{f). 
Definition 1.4.2[10]. 
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(i) A closed hyperplane in Ex Rhasthe form 
P = {ix,t)^ExR; {x*,x) + at = ^}, ioTsomea,peR and x* € ^*; (1.4.2) 
(ii) If Q f^  0, then the hyperplane is called non vertical and has the form 
P = {{x,t) e ExR; {x*,x)+a = t} for some other ae R and x* e E*; (1.4.3) 
(iii) A nonvertical hyperplane P in £ x i? is called supporting hyperplane for Epi{f) 
at the point {XQ, / (XQ)) if {XQ, / (XO)) G H and Epi{f) is contained in one of 
the closed subspaces determined by P . In this case P is of the form 
P = {{x,t)eExR; (x*,a:-xo) + /(xo) = t}, (1.4.4) 
and moreover 
Epi{f) C {{x,t)eExR; ( x * , x - X Q ) + /(xo) < t}. (1.4.5) 
RemEirk 1.4.2. 9/(xo) ^ 0 if and only if there exists a supporting hyperplane for 
Epi{f) ai {XQJ{XQ)). 
Definition 1.4.3[10]. 
(i) Let X and Y be two Banach spaces and K CX^ F : K ^^Y and x ^ K, then 
the directional derivatives of F at x in the direction y ^ X \s the limit 
F(x-\-ty) „ , , 
i ? i - ^ T " ^ = ^+(^'2/)' (1-4.6) 
when it exists. 
(ii) If there exists an operator in L{X\Y), denoted by F'{x) such that 
Fix + tv) — F(x) 
H 7 = iF'{x),y), for every y e X, (1.4.7) 
where L{X; Y) is the set of linear operator, then we say that F is Gateaux-differentiable 
(in short, G-differentiable) at x. 
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(iii) We say that F :K -^Y is Prechet-differentiable (in short, F-differentiable) at 
X if it is G-differentiable at x 
lim sup 
*-*•' ll«ll=i 
F{x + ty-F{x)) _ ,^^ ^^^ 
= 0. 
Theorem 1.4.1[10]. Let X,Y,Z be Banach spaces and F : X -^ Y, g : Y ^ Z 
be Prechet-differentiable on X, and on Y, respectively, then gof : X ^ Z is F-
differentiable on X and we have 
{goinx) = g'{f{x)).f'{x), xex. 
Definition 1.4.4[10]. A Banach space E is called smooth if for every x ^Q there 
is a unique x* e E* such that \\x*\\ = 1 and {x*,x) = ||x||. 
Definition 1.4.5[10]. For r > 0 and XQG X we denote by 
Srixo) = {xeE; \\x - Xo\\ < r} ; Sr{xo) = {x E E : \\x - xo\\ < r}. 
We call Sr{xo) and Sr{xo), the open and closed spheres respectively, with radius r 
and centre XQ. 
Theorem 1.4.2 [10]. A Banach space E is smooth if and only if the norm is G-
differentiable on E\ {0}. 
Definition 1.4.6[10]. For every x E E we have 
d\\x\\ = {x*eE*; {x*,x) = \\x\l \\x*\\ = l}. (1.4.8) 
Theorem 1.4.3[10]. A Banach space E is smooth if and only if for every x ^ 0 
there is a unique supporting hyperplane for the ball 5||x||(0) at x. 
Notat ion 1.4.1 [10]. For a > 0 we define 
( i ) P ( a ) = i sup {\\x + ay + \\x - ay\\ - 2); 
ll^ ll=l|y||=i 
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(ii) P{a,x) = i sup {\\x + ay+ \\x - ay\\ - 2\\x\\) for xeX. 
Ilvll=i 
The functions R+3 a-* P{a) and R+3 a-^ P{a, x) are called modulus of E, 
respectively modulus of smoothness at x. 
Definition 1.4.7[10]. A Banach space E is said to be uniformly smooth, respec-
tively, locally uniformly smooth if 
lim ^ ^ = 0, respectively, lim : ? i ^ = 0, for all a ;G£ ; \{0} . 
a—»0 CX a—*0 ct 
Remark 1.4.3. It is clear that uniform smoothness impHes the locally uniform 
smoothness, and if E is locally smooth, then E is smooth. 
Theorem 1.4.4[10]. 
(i) The norm is F-differentiable on E\ {0} if and only if E is locally uniformly 
smooth. 
(ii) The norm is uniformly F-differentiable on the unit sphere, i.e, f(x) = ||3;|| is 
F-differentiable and 
lim sup 
'*-*° llxl|=ll«||=l 
ll^  + "^"-|l^-(F'(x)y) 
a 
= 0, if and only if E is uniformly smootl 
Definition 1.4.8[10]. A Banach space E is said to be: 
(i) uniformly convex H for every sequences {x„}, {j/^} Q E with ||a;„|| = ||y„|| — 1, 
n € A^  and ||a;„ + y„|| -^ 2, we have ||a;„ - y„|| -^ 0; 
(ii) uniformly convex at x e E, \\x\\ = 1, if for every sequence {x„} C E with 
IknII = 1, n € AT and ||x„ + x\\ -» 2, we have \\Xn - 2;|| -^ 0 and locally 
uniformly convex if it is uniformly convex at any x £ E, ((a;|j = 1; 
(iii) weakly uniformly convex at x* G F*, ||a:*|| = 1, if for every sequences {x„}, {?/„} C 
E with ||x„|| = ||y„|| = 1, n e A^  and (a;*,3;„+y„) ^ 2, we have | |x„-y„(| -^ 0; 
and weakly uniformly convex if it is uniformly convex at any x* G F* , ||X*|| = 1. 
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Definition 1.4.9 [10]. A Banach space E is reflexive if and only if each functional 
X* £ E* attains its supremum on the unit ball of E. 
Definition 1.4.10[10]. Let £? be a Banach space. Then 
(i) a continuous and strictly increasing function ((>: R+ —* R+ such that 0(0) = 0 
and lim <t>(t) = +oo is called Weight function, 
t—<+oo 
(ii) a mapping J : E —^ iF" is called duality mapping defined by, 
J{x) = {x*€E*: {x,x*) = \\x\\\\x% \\x*\\ = ,^|ia:||)}, (1.4.9) 
If 0(||a;||) = ||2;||, then J is called normalized duality mapping. 
Theorem 1.4.5[10].. If J is a duaUty mapping of weight 0, then 
J{x) = 9^(||a;l|), for each x^E. 
Theorem 1.4.6[10]. A Banach space X is smooth if and only if each duality 
mapping J of weight ^ is a single valued; in this case 
{J{x),y) = —^{\\x + ty\\)\t^, foraU x,y e E. (1.4.10) 
Theorem 1.4.7[10]. Let J be a duality mapping associated with a weight 0; then 
(i) J is monotone, that is, 
{x*-y\x-y) > 0, for all x,y € E and x* € JiX), y* e J{Y). 
(ii) J{-x) = - J(x), xeE. 
(iii) J{\x) = ^<^j{x), for X G E and A > 0. 
(iv) If Ji and J2 are duality mapping with weights 0i and (1)2, then 
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Theorem 1.4.8[10]. 
(i) In a real Hilbert space, the normalized duality mapping is the identity opera-
tor. 
(ii) The normaUzed duality mapping on a real Banach space E is linear if and only 
if £^  is a Hilbert space. 
Theorem 1.4.9(10]. Let J be a normalized duality mapping on E, then for every 
x,y e E the following statements are equivalent: 
(i) ||a;|l<||x-f-Ay||, f o r a l l A > 0 
(ii) there exists x* € Jx such that {x*,y) > 0. 
Definition 1.4.11(3]. A multivalued map T : X -^ 2^ (X and V are Ba-
nach spaces) is called upper semicontinuous (u.s.c) at XQ G X, if for any neigh-
borhood N{T{XQ)) of T{xo), there exists a neighbourhood N{XQ) of XQ such that 
r (x ) c N{T{xo)) for aU X € N{XQ). 
Definition 1.4.12. A multivalued map T : X -^ 2^ (X and Y are Banach spaces) 
is called lower semicontinuous (l.s.c) at XQ € X, if for any yo € T{xo) and for 
any neighborhood N{yo) of yo, there exists a neighbourhood N{xo) of XQ such that 
T(x) n N(yo) 7^  <^ , for all a; G N(xo). 
Example 1.4.2(10]. The mapping T+ from R into the subsets defined by 
r+(0) = (-1,1] and T+{x) = {0}, x^O, | 
til 
is u.s.c, while it is not l.s.c. i 
A 
+d 
V 
- 1 
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u.s.CQnd hoi l.s.c. Rc,(;^.,^ l-s-c and not u.s 
The mapping r_(0) = {0} and T{x) = [-1,1], rr ^ 0 is l.s.c, while it is not u.s.c. 
Definition 1.4.13[3]. A multivalued map T : X -^2^ is said to be continuous at 
xo G A" if it is both u.s.c and l.s.c at XQ. T is said to be continuous if it is continuovis 
at every point x £ X. 
Definition 1.4.14 [3]. Let CB{E) is the family of all nonempty closed and bounded 
subset of E, and D{.,.) is the Hausdorff metric on CB{E) defined by 
D{A,B) = max|suprf(a; ,B),supd(A,y)i , A , B G C 5 ( £ ; ) , (1.4.11) 
where d{x^ B) = inf^ej^ d(a;, y) and D(T) denotes the domain of T. 
Theorem 1.4.9 [43](Nadler). Let T : £? -> CB{E) be the multi-valued mapping 
on E, where CB{E) is the set of family of nonempty compact subsets of E. Then 
for any given x,y ^ E, u £ Tx, there exists v E Ty and a constant 0 < ^ < 1 such 
that 
d{u,v) < {l + ^)D(Tx,Ty). (1.4.12) 
Definition 1.4.15 [8] LetT : E —^ CB{E) be multivalued-valued mapping and let 
D{.,.) be the Hausdorff metric on CB{E). T is said to be ^-Lipschitzian continuous, 
if for any x,y e E such that 
DiTx,Ty) < ^\\x-y\\, (1.4.13) 
where ^ > 0 is a constant. 
Theorem 1.4.11 [8]. Let J : £; -^ 2^* be the normalized duahty mapping. Then 
for any x,y e E, the following holds 
\\x + yf < \M^ + 2{y,j{x + y)), for all j{x+ y) e J{x + y). (1.4.14) 
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Theorem 1.4.12[4](Banach). Let E be Banach space. liT : E ^2^ (where 2^ 
is the set of all nonempty closed and bounded subset of E) is contraction. Then it 
has a fixed point. 
Lemma 1.4.13 [42](Michael). Let X and Y be Banach spaces and T : X —> 2^ 
be a lower semicontinuous mapping with nonempty closed convex values. Then T 
admits a continuous selection; i.e, there exists a continuous mapping h : X ^^ Y 
such that h{x) e T{x) for each x E X. 
Definition 1.4.16 [8]. Let A : D{A) C E —^ 2'^ he a. multi-valued mapping and 
(/»: [0, oo] —»^  [0, oo] be strictly increasing function with (f)(0) = 0. Then A is said to 
be; 
(i) accretive if, for any x,y E D{A), there exists j{x — y) € J{x — y) such that 
(u — v,j{x — y)) > 0, for all u e Ax, v G Ay\ 
(ii) <f>-strongly accretive if, for any x,y e D{A), there exists j{x — y) G J{x - y) 
such that for any u G Ax, v G Ay, 
{u-v,j{x-y)) > <^( | | rr-y| | ) | |x-y| | (1.4.15) 
(iii) m-accretive, if A is accretive and (/ + pA){D{A)) = E, for all p > 0, where / 
is identity mapping. 
(iv) 4>-expansive, if for any x,y E D{A) and for any u G Ax, v G Ay, 
\\u-v\\ > <l>i\\x-y\\). (1.4.16) 
Remark 1.4.4 [8]. If A is strongly accretive, then A is <^expansive. 
Definition 1.4.17(17]. Let ii' be a nonempty convex subset of E and T : K -^ E* 
and 7}: K X K ^ B he two mappings. T and 77 are said to be 0-diagonally concave 
relation on K if the function (j): K ^ [-00,00] defined by 
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(I>{x,y) = {Tx,rj{y,x)) (1-4.17) 
is O-diagonally concave in y, i.e for any finite set {yi,-'-ym} C K and for any 
m ni 
X = E Ai?/i (Ai > 0, and E Ai = 1). 
Remark 1.4.5. T and r} are said to have 0-diagonally convex relation on K if -T 
and T] have the 0-diagonally concave relation on K. 
Theorem 1.4.14 [17]. Let K he a. nonempty convex subset of a Banach spax:e E 
and let <f>: K X K -^ [—oo, +oo] be such that 
(i) for each y € K, x i—* <j){y, x) is l.s.c on each nonempty compact subset of K, 
m 
(ii) for each nonempty finite set {yi, •• •, ym} C K and for each a; = E ^iVi (Ai > 0, 
and E Ai = 1), 
niin <l){yi,x) < 0, 
(iii) there exist a nonempty compact subset KQ of K and a nonempty subset M of 
K such that for each x e K\M, there is an y G co{KoU {x}) with (/>(j/, x) > 0. 
Then there exists an x e K such that (f>{y, i ) < 0 for all y G A". 
Theorem 1.4.15 [17], Let if be a nonempty convex subset of E with the dual space 
E* and T : K -^ E* he mapping. Letrj-.KxK-^Ehe such that r]{x, x) = 0 for 
all X e K. Suppose that for each x e D, the function y i—> {Tx, r]{y, x)) is concave. 
Then T and 77 have the 0-diagonally concave relation on K. 
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CHAPTER 2 
PROJECTION TECHNIQUES TO SOME 
CLASSES OF NONLINEAR VARIATIONAL 
INEQUALITIES IN HILBERT SPACES 
2.1 INTRODUCTION 
In recent years, much attention has been given to develop efficient and im-
plementable numerical techniques including projection techniques and its variant 
forms, Wiener-Hopf equations, Unear approximation, auxiUary principle, and de-
scent framework for solving variational inequalities and related optimization prob-
lem. In this chapter, we use some projection techniques, especially, projection-
contraction technique, Wiener-Hopf equation technique and two-step projection 
technique to develop the iterative algorithms to certain classes of variational in-
equalities and discuss their convergence criteria. 
In Section 2.2, we shall study a class of general variational inequahties consid-
ered by Noor [44]. By using Wiener-Hopf equation technique and residual vector, 
we shall develop a class of iterative algorithms for finding the approximate solutions 
of this class of variational inequalities. Further, we shall discuss the convergence 
criteria for the class of iterative algorithms. 
In Section 2.3, we shall consider a class of general variational inequahties con-
sidered by Verma [77]. By using projection-contraction technique, we shall develop 
a class of iterative algorithms for finding the approximate solutions of this class of 
variational inequalities. Further, we shall discuss the convergence criteria for the 
class of iterative algorithms. 
In the last Section, we shall study a system of nonhnear variational inequal-
ities considered by Verma [74]. By using two-step projection technique, we shall 
develop iterative algorithms for finding the approximate solution of this system of 
variational inequalities. Further, we shall discuss the convergence criteria for the 
iterative algorithms. 
This chapter is based on work of Noor [44] and Verma [74,77]. 
Throughout this chapter, unless or otherwise stated, H denotes a real Hilbert 
space endowed with norm ||.|| and the inner product (,.,). 
2.2 WIENER-HOPF EQUATIONS TECHNIQUES FOR NONLINEAR 
GENERAL VARIATIONAL INEQUALITIES 
Let K be a nonempty closed convex subset of H and T,g : H -^ H he nonlinear 
operators. We consider the problem of finding x E H, g{x) G K such that 
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{T{x),g{y)-g{x)) > 0, for all g{y) e K. (2.2.1) 
The problem (2.2.1) is called the nonlinear general variational inequality problem 
(NGVI), which has been studied by Noor [48]. It has been shown that a large class 
of unrelated odd-order and nonsymmetric obstacle, unilateral, contact, free, moving 
and equilibrium problems arising in regional, physical, mathematical, engineering, 
and applied sciences can be studied in a unified and general firamework of the general 
variational inequality (2.2.1), see [45,46] and the references therein. 
If, we take g = I (identity operator), then NGVI (2.2.1) is equivalent to finding 
X e K such that 
{T{x), y-x) > 0, for all y e K, (2.2.2) 
which is known as classical variational inequality introduced and studied by Stam-
pacchia [70]. 
Winer-Hopf Equations 
Related to the NGVI, we now consider the Wiener-Hopf equations. To be more 
precise, let QK = I - PK, where / is the identity operator and PK is the projection 
of H onto K. For given nonUnear operators T,g : H -^ H, consider the problem of 
finding z e H such that 
pTg-^PKZ + QKZ = 0. (2.2.3) 
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Equations of the type (2.2.3) axe called the general Wiener-Hopf equations, 
which were studied by Noor [49,50]. For g = I,we obtain the original Wiener-Hopf 
equations, which were studied by Shi [67] and Robinson [66] in diflFerent setting 
independently. Using the projection operators technique, one can show that the 
variational inequalities are equivalent to the Wiener-Hopf equations. This equivalent 
alternative formulation plays a fundamental and important role in studying various 
aspects of variational inequalities. It has been shown that Wiener-Hopf equations 
are more flexible and provide a unified framework to develop some efficient and 
powerful numerical techniques for solving variational inequalities and optimization 
problems, see for example, [45,46,51,61,66,67] and the references therein. 
Now, we give the following definitions. 
Definition 2.2.1[44]. For all a;, y G i / , the operator T : if —* if is said to be 
(i) g-monotone, if 
iT{x)-T{y),g{x)-g{y)) > 0, 
(ii) g-pseudomonotone, if 
{Tix),g{y)-g{x)) > 0 implies {T{y),g{y) - g{x)) >0. 
Remark 2.2.1[44]. For g = I, Definition 2.2.1 reduces to the usual definition of 
monotonicity and pseudomonotonicity of the operator T. Note that monotonicity 
impHes pseudomonotonicity but the converse is not true; see [44]. 
Next, we give the following lemma's. 
Lemma 2.2.1[44]. x e H, g{x) e K \s a solution of NGVI (2.2.1) if and only if 
X E H satisfies the relation 
9{x) = PKbix)-pT{x)], (2.2.4) 
where p > 0 is a constant and g is onto K. 
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Remark 2.2.2[44]. Lemma 2.2.1 implies that problems (2.2.1) and (2.2.4) are 
equivalent. This alternative formulation is very important from the numerical anal-
ysis point of view. This fixed point formulation is used to suggest and analyze a 
number of iterative techniques for general variational inequalities (2.2.1); see [46-53, 
61]. We use this alternative formulation to show that NGVI (2.2.1) are equivalent 
to the general Wiener-Hopf equation (2.2.3). 
Lemma 2.2.2[50]. NGVI (2.2.1) has a unique solution x e H, g{x) e K ii and 
only if the general Wiener-Hopf equation (2.2.3) has a unique solution z e H, where 
9{x) = PKZ, 
(2.2.5) 
z = g{x)-pT{x). 
We now define the residual vector R{x, p) by the relation 
R{x, p) = g{x) - PK[g{x) - pTx]. (2.2.6) 
Prom Lemma 2.2.1, it is clear that x £ H, g{x) G i^ is a solution of (2.2.1) if 
and only iix ^ H \s Su zero of the equation 
R{x,p) = 0. 
Using Lemma 2.2.2, the general Wiener-Hopf equation (2.2.3) can be written 
9{^) - PMx) - pTx] - pTx + pTg-'PK[g{x) - pTx] 
= R{x)-pTx + pTg-''PK[g{x)-pTx] = 0. (2.2.7) 
Invoking Lemma 2.2.1, one can easily show that x e H, g{x) e K is & solution 
of (2.2.1) if and only iixeH, g{x) e K is a zero of the (2.2.7). 
Now, for Tj € [0,1], g{x) e K, PK[g(x) - pTx] e K, we have 
g{y) = {l-v)9{x)+vPK[9ix)-pTx] 
= 9{x) - r)R{x) e K, (2.2.8) 
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as 
since K is & convex set. 
On the basis of the above observations, we can rewrite the (2.2.7) as 
9{x) = g{x)-ad{x,p), (2.2.9) 
where 
d{x, p) = 77i?(x, p) - -qpTx + pTg-\g{x) - r]R{x, p)), (2.2.10) 
and a is a positive stepsize. 
The fixed point formulation (2.2.9) enables us to suggest and analyze a new 
class of modified projection techniques for solving NGVI (2.2.1). 
Now, we give the following iterative algorithms. 
Algorithm 2.2.1 [44]. For a given XQ E H, compute the approximate solution Xn+i 
by the iterative scheme 
gi^n+i) = PK[9M -o:d(xn,p)], n = 0,l,2,---, 
where rjn = a"** and ruk is the smallest nonnegative integer m such that 
piTx -Tg-\g{xr,) - a'^Rixn^p)), i?(x„,p)) < <T\\R{xn,p)\\\ 
^ {l-a)\\R{xr.,p)\\' 
l|rf(x„,p)IP ' 
d{Xn, p) = VnRiXn, p) - pTJnTXn + pTg-\g{Xn) - T]r,R{Xn, p)), 
and a 6 (0,1) is a constant. 
We now discuss some special cases of Algorithm 2.2.1. 
Case I. For rjn — 1, Algorithm 2.2.1 reduces to: 
Algorithm 2.2.2[44]. For a given XQ G H, compute the approximation solution 
Xn+i by the iterative scheme 
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^(a:„+i) = PK{g{xn)-Oind{xn,p)], n = 0,l,2,---, 
where 
p{TXn-Tg-'PK\9{Xn)-pTXn], R{Xn, p)) < a\\R{Xn,p)f, 
_ {l-a)\\R{xr.,p)r 
\\d{Xn,pW 
d(Xn,p) = R{Xr,,p) - pTXn + pTg-''PK[g(Xn) - pTXn], 
which appears to be a new one. 
Case II. For 77„ = 0 Algorithm 2.2.1 reduces to: 
Algorithm 2.2.3(44]. For a given XQ e H, compute Xn+i by the iterative scheme 
g{Xn+l) = PKlgiXn) - pTXr,], n = 0, 1, 2, • • ' , 
which is known as projection technique, see [48]. 
Case III. For g ^ I, where / is the identity operator, we obtain the correspond-
ing algorithms for classical variational inequaUties (2.2.2), which were studied by 
Solodov and Tseng [69], He [32] and Noor et.al [62]. 
Now, for the convergence analysis of Algorithm 2.2.1, we need the following 
result. 
Lemma 2.2.3 [44]. Let x* G if be a solution of (2.2.1). \i T : H -* H is 
p-pseudomonotone, then 
{g{x)-g{x*),d{x,p)) > (l-<j)r]\\R{x,p)f, for all x E H. (2.2.11) 
Lemma 2.2.4 [44]. Let x* 6 if be a solution of (2.2.1) and let a;„+i be the 
approximate solution obtained from Algorithm 2.2.1. Then 
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Finally, we give the main theorem. 
Theorem 2.2.1 [44]. Let x„+i be the approximate solution obtained from Algo-
rithm 2.2.1 and let x* e H he the solution of (2.2.1). If /f is a finite-dimensional 
subspace and g is injective, then Um x„ = x*. 
2.3 PROJECTION-CONTRACTION TECHNIQUES FOR MONOTONE 
QUASI-VARIATIONAL INEQUALITIES 
Let T,g : H —^ H he mappings and K : H —* P{H) a multivalued mapping, 
where P{H) denotes the power set of H. We consider the monotone quasi-variational 
inequality (in short, MQVI) problem: find an element x e H such that g{x) e K{x), 
and 
(T(x), y - g{x)) > 0, for all y € K{x). (2.3.1) 
For g = I (the identity), the MQVI (2.3.1) reduces to; find an element x e H such 
that X € K(x), and 
{T{x), y-x) > 0, for all y G K{x). (2.3.2) 
First, we give the following definitions. 
Definition 2.3.1 [77]. Let g : H --^ H. An operator T : H -^ H is said to be 
k-Lipschitz continuous with respect to g, if 
\\T{x)-T(y)\\ < k\\g(x) - giy)l (2.3.3) 
where A; > 0 is constant. 
Remark 2.3.1 [77]. (i) Definition 2.3.1 impUes that 
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(T(x) - T{y),gix) - g{y)) < k\\g{x) - g{y)f, for all x,y e H. (2.3.4) 
(ii) For g = I,T is called ik-Lipschitz continuous (or Lipschitz continuous) map-
ping. 
Definition 2.3.2 [79]. Let g : H -* H. An operator T : H ^ H is said to be 
k-pseudocontraction with respect to g, if there exists a constant fc > 0 such that 
{T{x)-T{y),g{x)-g{y)) < k\\g{x) -g{y)f iov a.nx,y e H. (2.3.5) 
Remark 2.3.2 [77]. We note that iig = I, then T is said to be k-pseudocontraction. 
Now, we shall give some lemma's. 
Lemma 2.3.1 [77]. Let T,g : H —^ H he any mappings on H. Suppose that 
K : H -^ P{H) is a multi-valued mapping such that K{x) is a closed convex set, 
for all rr G iy. Then, the following statements are equivalent. 
(i) An element a; G if is a solution of the MQVI (2.3.1). 
(ii) g{x) = PK{X)\9{X) — pT{x)] for a constant p > 0, 
where PK{X) is the projection of H onto K{x). 
Lemma 2.3.2 [77]. Let T,g : H -^ H he any mappings on H axid K : H ^ P{H) 
a multi-valued mapping such that K{x) is a closed convex set, for all x € H. Then, 
the following statements are equivalent. 
(i) An element x e H is a. solution of the MQVI (2.3.1). 
(ii) An element x e H is & fixed point oi F : H —^ H defined by 
F{x) = x-gix) + PK^,)[g{x)-pT{x)], for x E H, 
where p > 0 is a constant. 
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Lemma 2.3.3 [77]. Let T,g : H ^ H he any mappings on H. Suppose that 
K : H ^ P{H) be a multi-valued mapping such that K{x) = m{x) + K, for x e H, 
where m : H —* H is & single-valued mapping and K is closed convex set of H, for 
aUx G H. Then, the following statements are equivalent. 
(i) An element x G if is a solution of the MQVI (2.3.1). 
(ii) g{x) = m{x) + PK\9{X) - "^(a;) - pT{x) for all, constant x e H, 
where p > 0 is a constant. 
Now, in the light of Lemmas 2.3.1 and 2.3.2, if an element x E H is & solution 
of the MQVI (2.3.1), then we have 
9{x) = PK(.)[g{x) - pT{x)], 
and 
x = x- g{x) + PK(x)[g{x) - pT{x)]. 
Now, for a constant p > 0, we define the residue function R{x, p) by 
R{x, p) = g{x) - PK(x)[g{x) - pTix)], (2.3.6) 
and the search direction function d{x, p) by 
d{x,p) = R{x,p) - p{T{x) - T{x - g{x) + PKix)[g{x) - pT(rr)]}. (2.3.7) 
Clearly, an element x e H with g{x) e K{x) is a solution of the MQVI (2.3.1) 
if and only if a; € if such that g{x) € K{x) and R{x, p) = 0. 
Now, we give the following theorems. 
Theorem 2.3.1 [77]. hetT,g:H-^Hhe any mappings, and K : H -^ P{H) 
a multi-valued mapping such that K{x) is a closed convex set of H, for all x E H. 
Let T be a fc-pseudocontraction. Then, 
{R{x,p\d{x,p)) > {l-kp)\\R{x,p)f. (2.3.8) 
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Theorem 2.3.2 [77]. Let T, g : H -^ H he any mappings, and K : H -* P{H) a 
multi-valued mapping, K(x) is a closed convex set of /f, for all a; € H. Let T be 
a fc-pseudocontraction and y-monotone. Suppose that a;* G if is a solution of the 
MQVI (2.3.1). Then 
{g{x)-g{x%d{x,p)) > {\-kp)\\R{x,p)\^. (2.3.9) 
Now, we give the following iterative algorithms. 
Algorithm 2.3.1 [77]. For XQ e H and g{xo) G K{xo), compute an approximate 
solution Xn+i by an iterative algorithm (for a positive stepsize 7 G (0,2)) 
g{xn+i) = gixn)-1/igM-PK{x)[gM-pTixn)]), for n > 0 , 
where a;„ is not a member of the solution set for the MQVI (2.3.1). 
We now discuss some special cases of Algorithm 2.3.1. 
Case I. If, we take g = I (the identity) in Algorithm 2.3.1. Then, we have the 
following iterative algorithm. 
Algorithm 2.3.2 [77]. For a given element XQ G K{XQ)^ and for a;„ not belonging 
to the solution set of the MQVI (2.3.1). Then, we have 
Xn+\ = Xn-l{Xn-PK{x)[Xn-pT{Xn)\), for n > 0, 
where 7 G (0,2) is a positive stepsize. 
Case II, If, we taJke K{x) = m{x) + K, where m : H ^ H is any mapping and K 
is closed convex subset of H. Then, we have the following iterative algorithm. 
Algorithm 2.3.3 [77]. For an arbitrarily chosen element XQ e H and g{xo) G K, 
the sequence {x„} is generated by an iterative scheme. 
g{xn+i) = 9M-'ri9M-Tn{xr,)-PK[g{xn)-pT{{xn)-m{xr,)]), for n > 0, 
where 7 G (0,2) is a positive stepsize. 
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Case III. If, we take K{x) = K, a. closed convex subset of H. Then, we have the 
following iterative algorithm. 
Algorithm 2.3.4 [77]. For an arbitrarily chosen element XQ^H such that g{xQ) € 
K, a sequence {xn} is generated by an iterative scheme 
g{xn+i) = P W - 7 ( P W - i V b W - pr((x„)]), for n > 0 . 
Finally, we give the main theorems. 
Theorem 2.3.3 [77]. LetT^g : H ^ H he any mappings. Suppose that K : H -* 
P{H) is a multivalued mapping such that K{x) is closed convex set of H, for all 
X e H and the following assumptions hold: 
(i) T is p-monotone and fc-Lipschitz continuous; 
(ii) p is an expanding mapping, that, is \\g{x) - g{y)\\ > \\x — y\, for all x,j/ G H\ 
(iii) g is 7>-Lipschitz continuous. 
Then, for an arbitrarily chosen element rco G iif, for a sequence {a;„} generated by 
an iterative Algorithm 2.3.1, and for a solution x* G if of the MQVI (2.3.1), we 
have 
| |5(^n+i)-^(x*)|P < | b ( x „ ) - p ( x * ) | | 2 - 7 ( 2 - 7 - 2 M I I ^ K , p ) f . 
Theorem 2.3.4 [77]. Let x* G Jf be a solution of the MQVI (2.3.1), and T,g : 
H —^ H he any mappings such that 
(i) T is ^-monotone and fc-Lipschitz continuous; 
(ii) g is expanding mapping and p-Lipschitz continuous. 
Suppose that {x„} is a sequence generated by Algorithm 2.3.3. Then {x„} converges 
to a solution of MQVI (2.3.1). 
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2.4 GENERALIZED TWO-STEP PROJECTION TECHNIQUES FOR 
A SYSTEM OF NONLINEAR VARIATIONAL INEQUALITIES 
Let T : K —^ Hhe& mapping and Kisa. closed convex subset of H. We consider 
a system of nonlinear variational inequality (in short SNVI): find x*,y* G K such 
that 
{pT{y*) + x*-y*,x-x*) > 0, for all xeK and /? > 0, (2.4.1) 
and 
{-fT{x*) + y*-x*,x-y*) > 0, for all xeK and 7 > 0. (2.4.2) 
Remark 2.4.1 [74]. If we take y* = x* and p = 7 = 1, then the SNVI (2.4.1)-(2.4.2) 
reduces to the following standard nonhnear variational inequaUty (NVI) problem: 
find and element x* ^ K such that 
{T{x*),x-x*) > 0, for all xeK. (2.4.3) 
Firstly, we show that the SNVI problem is equivalent to the nonhnear comple-
mentarity problem (SNC). 
Let K he a. closed convex cone of H. The SNVI (2.4.1)-(2.4.2) is equivalent to 
a system of nonUnear complementarity problem (in short, SNCP): find x*,y* e K 
such that T{x*),T{y*) G K* 
{pT{y*) + x*-y*,x*) = 0, for p > 0, (2.4.4) 
and 
{'rT{x*)+y*-x*,y*) = 0, for 7 > 0, (2.4.5) 
where K* is a, polar cone to K defined by 
K* = {feH*: {f,x) > 0, for all xeK}. 
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Remark 2.4.2 [74]. If, we take y* = x* and p = 7 = 1, then the SNC (2.4.4)-
(2.4.5) reduces to the nonlinear complementarity problem: find x* E K such that 
T{x*) e K* and 
{T{x*),x*) = 0. (2.4.6) 
Now, we give the following lemma's. 
Lemma 2.4.1 [74]. Let K be closed convex cone of H. Then the SNCP (2.4.4)-
(2.4.5) and SNVIP (2.4.1)-(2.4.2) both have the same set of solutions. 
Lemma 2.4.2 [74]. Elements rr*, y* G K* form a solution set of the SNVIP (2.4.1)-
(2.4.2) if and only if 
X* = PKIV* - pT(y*)] for p > 0, 
and 
y* = PK[x*-'rT(x*)] for 7 > 0. 
Now, for the approximation-solvabihty of the SNVIP (2.4.1), (2.4.2), Verma [74] has 
developed the following iterative algorithm, which contains a number of iterative al-
gorithms as special cases. 
Algorithm 2.4.1 [74]. For an arbitrary chosen initial point XQ G K, compute the 
sequences {xn} and {y„} by 
a;„+i = {l-an)xn + an{PK[yn-pT{yn)]), for n > 0, 
where 
Vn = PK[Xn - yT{Xn)l ^ r 7 > 0, 
00 
0 < On < 1, and E a„ = oo. 
n=0 
Some special cases of iterative Algorithm 2.4.1: 
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Case I. If we take 7 = /?, then the Algorithm 2.4.1 reduces to the following iterative 
algorithm. 
Algorithm 2.4.2 [74]. For an arbitrary chosen element XQ € K, compute the 
sequences {a;„} and {j/n} by 
Xn+i = (1 - an)a;„ + a„(P/<:[y„ -/9T(y„)]), for n > 0, 
where 
Vn = PKIXT* - pT{xn)], for p > 0 , 
00 
0 < a„ < 1, and Z a„ = 00. 
n=0 
Case II. If we take a„ = 1, for all n, then the Algorithm 2.4.1 reduces to following 
iterative algorithm. 
Algorithm 2.4.3 [74]. For an arbitrary initial point XQ e K, compute the se-
quences {xn} and {y„} by 
where 
Vn = PK[xn - lT{xn)], for n > 0. 
Case III. If we take 7 = 0, then the Algorithm 2.4.1 reduces to following iterative 
algorithm. 
Algorithm 2.4.4 [74]. For an arbitrary chosen element XQ e K, compute the 
sequences {x„} by 
X^+l = {1 - ar,)Xn + CniPKlXn - pT{Xn)]) for n > 0, 
(XI 
where 0 < a„ < 1, and E On = oo-
n=0 
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Unlike Algorithms (2.4.1)-(2.4.4), we construct algorithms in terms of varia-
tional inequaUties for the approximation-solvability of general variational inequali-
ties. 
Algorithm 2.4.5 [74]. For an arbitrary chosen initial point XQ € K, compute 
sequences {xn} and {y„} by an iterative procedure (for n > 0) 
ipT(yn)+x„+i-yn,x-Xn+i) > 0, iovaR xeK and for p > 0, 
where 
{'yT{xn)+yn-Xn,x-yn) > 0, for all xeK and for 7 > 0. 
Remark 2.4.3 [74]. If, we take 7 = 0 and y„ = a;„, Algorithm 2.4.5 reduces to the 
following algorithm. 
Algorithm 2.4.6 [74]. For an arbitrary chosen initial point XQ € K, compute a 
sequence {a;„} by the following iteration 
{pT{xn) + Xn+i —Xn,x — Xn+i) > 0, foT diSl x ^ K and p> 0. 
Finally, we give based on Algorithm (2.4.1), the approximation-solvabihty of the 
SNVIP (2.4.1)-(2.4.2) involving r-strongly monotone and s-Lipschitzian mappings 
in a Hilbert space setting: 
Theorem 2.4.1 [74]. Let T : K —* H he an r-strongly monotone and s-Lipschitz 
continuous mapping from a nonempty closed convex subset K oi H into H. Let 
x*,y* € K for a solution set for the SNVIP (2.4.1)-(2.4.2) and the sequences {x„} 
and {yn} be generated by Algorithm 2.4.1. Then, we have the following. 
(a) The estimates 
(i) ||rr„+i-rr*|| < (1 - a „ ) K - x * | | + a„%„-2/*| | , where 0 = (1 - 2pr-hpV)5, 
(ii) Ik -2 /11 < | |x„-rr;*| | ,for0<7<2r/s2, 
(iii) ||a;„+i - 3;*|| < (1 - a„)||a;„ - a:*||-h a„^||a;„ - a;*||. 
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(b) The sequence {a;„} converges to x* for 0 < p < 2r/s^. 
Theorem 2.4.2 [74]. Let T : K —* H and r-strongly monotone and s-Lipschitz 
continuous mapping from a nonempty closed convex subset K oi H into H. Let 
x*,y* G K form a solution set for the SNVIP (2.4.1)-(2.4.2) and the sequences {x„} 
and {y„} be generated by Algorithm 2.4.2. Then, we have the following conclusions. 
(a) The estimates 
(i) |K+i-a:*l| < (l-a„) | |xn-rr*| |+a„5| |yn-?/1| , where e = (l-2/9r + /9V)5, 
(ii) \\yn-y*\\ < | |a:„-a:*||,forO<p<2r/52, 
(iii) | |Xn+l -X* | l < {l-ar,)\\Xr,-X*\\-Vane\\Xn-X% 
(b) The sequence {a;„} converges to x* for 0 < p < 2r/s^. 
Theorem 2.4.3 [74]. Let T : K -^ H he OIL r-strongly monotone and s-Lipschitz 
continuous mapping from a nonempty closed convex subset K oi H into H. Let 
X* ^ K he Q. solution of NVI problem (2.4.3) and the sequence {x„} be generated 
by Algorithm 2.4.4. Then, we have the following conclusions. 
(a) The estimate: 
\\Xn+l-X*\\ < {l-.an)\K-X*\\+ar,{e\\Xr.-X*\\), 
where ^ = (1 — 2pr -I- p^s^)^. 
(b) The sequence {a;„} converges to x* iox 0 < p < 2r/s^. 
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CHAPTER 3 
AUXILIARY PRINCIPLE TECHNIQUES FOR 
SOME CLASSES OF NONLINEAR 
VARIATIONAL INEQUALITIES IN HILBERT 
SPACES 
3.1 INTRODUCTION 
The projection technique and its variant forms, and Wiener-Hopf equations 
used in preceding chapter, for solving variational inequalities can not be extended 
and modified to suggest iterative techniques for solving certain classes of variational 
inequalities having nonlinear term, e.g., variational inequality of second kind (see, 
Class 1.2.3 and Class 1.2.4 of Chapter 1). 
If the nonhnear term involving the general mixed variational inequalities is a 
proper, convex and lower-semicontinuous, then it has been shown that the gen-
eral mixed variational inequalities are equivalent to the fixed point and resolvent 
equations. These alternative formulations have been used to develop a number of 
iterative techniques for solving nuxed variational inequaUties. In this approach, one 
has to evaluate the resolvent operator, which is itself a difficult problem. To over-
come this drawback, the auxiUary principle technique has been developed, the origin 
of which can be traced back to Lions and Stampacchia [40]. Glowinski, Lions and 
TVemolieres [27] used this technique to study the existence of a solution of the mixed 
variational inequaUties. In recent years, this technique has been used to suggest and 
analyse various iterative techniques for solving various classes of variational inequal-
ities. It has been shown that a substantial number of numerical techniques can be 
obtained as special cases fi"om this technique, see [41,45,57,71,82] and the references 
therein. The main drawback of this approach is that the convergence analysis of 
these iterative techniques require that the operator is either strongly monotone or 
co-coercive. Note that, co-coercive is weaker than strongly monotone but stronger 
than monotone. 
In this chapter, we use the auxiUary principle techniue to suggest some classes 
of iterative techniques, especially, two-step auxiUary problem and three-step aux-
iliaxy problem known as predictor-corrector techniques for solving some classes of 
variational inequalities. Further, we discuss the convergence criteria for the iterative 
algorithms. 
In Section 3.2, we shall consider a class of variational inequalities studied by 
Verma [75]. By using auxiUary principle, we shall develop a class of two-step iterative 
technique for solving the class of variational inequalities. Further, using the concept 
of partially relaxed monotone (PRM), we shall discuss the convergence criteria. 
In Section 3.3, we shall consider a class of multi-valued variational inequalities 
studied by Verma [78]. By using auxiUary principle, we shall develop a class of 
two-step iterative technique for solving the class of multi-valued variational inequal-
ities. Further, using the concept of a-9-cocoercive, we shall discuss the convergence 
criteria. 
In the last section, by using auxiUary principle, we shall develop a class of 
predictor-corrector techniques for solving a class of multi-valued variational inequal-
ities considered in Section 3.3. Further, iising the concept of PRM, we shall discuss 
the convergence criteria. 
This chapter is based on work of Verma [75,78] and Noor [54]. 
Throughout this chapter, imless or otherwise stated, H denotes a real Hilbert 
space endowed with norm 1|.|| and the inner product (.,.). 
3.2 AUXILIARY PRINCIPLE TECHNIQUE FOR A CLASS OF VARI-
ATIONAL INEQUALITIES 
Let T be a mapping from a nonempty closed convex subset K oiH into H. We 
consider a class of nonlinear variational inequality (in short, NVI): find x* ^ K such 
that 
(r(x*), x-x*) > 0, for all x e K. (3.2.1) 
Further, using the concept of partially relaxed monotonicity and cocoercivity of 
mapping, we shall discuss the convergence criteria of the class of iterative algorithms. 
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Now, we give the following definitions: 
Definition 3.2.1 [76]. A mapping T : H -^ H is said to be a-cocoercive if for all 
x,y & H and for a constant a > 0, T satisfies one of the following: 
(i) ||x - yf > a^T{x) - T{y)f + \\a{T{x) - T{y)) - {x - y)f, (3.2.2) 
(ii) {T{x)-T{y),x-y) > a\\T{x)-T{y)f. (3.2.3) 
Remark 3.2.1 [75]. If T is a-cocoercive and expanding, then T is strongly mono-
tone and other hand, if T is a-strongly monotone and ^-Lipschitz continuous, then 
T is (a/)9^)-cocoercive for 0 > 0. Clearly every a-cocoercive mapping T is ( l / a ) -
Lipschitz continuous. 
Definition 3.2.2 [75]. A mapping T : H —^ H is called 'y-relaxed monotone if there 
exists a constant 7 > 0 such that 
(r(x) - T{y), x-y) > - ^\\x - yf, for aU x,yeH. (3.2.4) 
Definition 3.2.3 [75]. A mapping T : H —* H is said to be ^-partially relaxed 
monotone (7-PRM) if there exists a constant 7 > 0 such that 
{T{x)-T{ylz-y) > --^Wz-xf, for all a:, ?/, 2 € i/. (3.2.5) 
Remark 3.2.2 [75]. If we take Z = XIQ. inequality (3.2.5), then T is monotone. 
Now, we shall give the following Lermnas. 
Lemma 3.2.1 [73]. helT : H ^ H he & mapping, then the following statements 
are equivalent: 
(i) For each x,y E H and for a constant a > 0, we have 
Ik - yf > « 'r(x) - T{y)f + \\a{T{x) - T{y)) - {x - y)\\\ (3.2.6) 
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(ii) For each x, y 6 if, we have 
(Tix) - T(y), x-y) > a\\T{x) - T{y)r, (3.2.7) 
where Q > 0 is a constant. 
Lemma 3.2.2 [75]. Let T : if —> if be an a-cocoercve mapping. Then T is 
l/4a—partially relaxed monotone l/4a-PRM. 
Now, for the approximation-solvabiUty of NVI (3.2.1), Verma [78] suggests the fol-
lowing iterative algorithm, which contains a number of iterative algorithms repre-
sented by variational inequaUties as well as projection equations, as special cases. 
Algorithm 3.2.1 [75]. For an arbitrary chosen initial point XQ G K, we consider 
an iterative algorithm generated as follows: 
{pT{yo) + xi — yo,x — Xi) > 0, for all x € if and for p> 0, 
{pT{yn) + Xn+i -yn,x- x^+i) > 0, for all x e K, 
where 
((3T{xn)-\-yn-Xr^,x-yr^) > 0, ioT all X E K, n = 0, l ,2 , - --
Using the projection technique, Algorithm 3.2.1 can be written as follows. 
Algorithm 3.2.2 [75]. For an given XQ 6 H, compute Xn+i by the iterative schemes: 
Xn+l = PKlVn - pT{yn)], 
where 
Vn = PK[Xn-PT{Xr,)]. 
Algorithm 3.2.2 is a two-step forward-backward spUtting technique for solving NVI 
(3.2.1), see for details [47]. 
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Algorithm 3.2.3 [75]. For an arbitrary chosen XQ G K, compute the sequence 
{^n} by 
{pT{Xn) + Xr,+l-Xn,X-Xn+l) > 0, ioTa\\.X&K, 
which is equivalent to the projection equation 
a;„+i = Pxlxn - pT{xn)], 
where PK is the projection of if on X. 
Now, we shall give, based on Algorithm 3.2.1, the approximation-solvabihty of the 
NVI (3.2.1) involving 7-RMT mappings. 
Theorem 3.2.1 [75]. Let T : K —^ H he a. 7-PRM and /x-Lipschitz continuous 
mapping from a nonempty closed convex subset K oi H into H. Let x* E K be 
a solution of NVI (3.2.1) and the sequence {x„} be generated by Algorithm 3.2.1. 
Then we have: 
(a) The estimates: 
(i) iixn+i - x^r < iij/„ - x*r - [1 - (P7)] bn - x„+ir. 
(ii) ||2/„ - x*||2 < ||x„ - x*f, for 0 < ,9 < I T 
(iii) llxn+i - x*f < \\xn - x*\\ - [1 - {fry)] ||x„+i - x*=||2. 
(b) The sequence {x„} converges to x* iov 0 < p < 57. 
Theorem 3.2.2[75]. Let T : X -> if be a 7-PRM mapping and x* is & solution of 
the NVI problem (3.2.1). Suppose that a sequence {rE„} is generated by Algorithm 
3.2.3. Then we have the estimate 
||xn+i - x*f < \\xn - x*f - [1 - (2p7)] ||x„+i - x4\ for ^ > 0, 
and {xn} converges to x* for 0 < ^ < ^7. 
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Theorem 3.2.3 [75]. Let T : H -* H he an a-cocoercive mapping. Suppose that 
a sequence {x„} is generated by Algorithm 3.2.1, and x* is a solution of the NVI 
(3.2.1). Then {a;„} converges to x* for 0 < p < 2a. 
3.3 AUXILIARY PRINCIPLE TECHNIQUE FOR A CLASS OF MULTI-
VALUED VARIATIONAL INEQUALITIES 
Let P{H) be the power set of H, and let T : K" —> P{H) be a multi-valued 
mapping and K a closed convex subset of H. We consider a class of multi-valued 
variational inequalities (in short MVI): find x* E K and u* G T{x*) such that 
(u*, x - x * ) > 0, foraU xeK. (3.3.1) 
Further, using the concepts of strongly monotonicity and coercivity of multi-
valued mappings, we shall discuss the convergence criteria of the class of iterative 
algorithms. 
Now, we shall give the following definitions: 
Definition 3.3.1 [77]. A mapping T : H -^ P{H) is said to be y-d-expanding if 
there exists a constant 7 > 0 such that 
diT{x),Tiy)) > 7 |k-2/ | | ioraXLx^yeH, (3.3.2) 
where d{A,B) = sup{||a -b\\: ae A, b e B} for any A.B e PiH). If, we take 
7 = 1, then T is simply called a d-expanding mapping. 
Definition 3.3.2 [77]. A mapping T : H ^ P{H) is said to be j3-d-Lipschitz 
continuovLS if 
d{T{xlT{y)) < p\\x-y\\ ioia\\x,yeH, 
where j9 > 0 is constant. 
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Definition 3.3.3 [77]. Letg-.H^H.A mvilti-valued mapping T : H -^ P{H) is 
said to be a-cocoercive with respect to g if for all x, y € /f, we have 
(u - V, g{x) - g{y)) > a[d{T{xl T{y))]\ for all rr, y G if, (3.3.4) 
where a > 0 is constant. 
Remark 3.3.1 [77]. Every a-5-cocoercive with respect to g and 5-expanding 
mapping T is a-strongly monotone with respect to g, and every a-5-cocoercive with 
respect to g mapping T impUes that 
{u - V, gix) - g{y)) > a\\u - vf. (3.3.5) 
If we take g = I (the identity mapping), T is called an a-9-cocoercive mapping. 
Definition 3.3.4 [77]. Let g : H -^ H. A mapping T : H ^ P{H) is said to be 
P-d-Lipschitz continuous with respect to g, if there exists a constant P > 0 such 
that 
d{T{x),T{y)) < P\\g{x) - g{y)\\, for aU x,y G H. (3.3.6) 
Remark 3.3.2 [77]. Every a-9-cocoercive mapping is (l/a)-5-Lipschitz continuous 
with respect to ^ for a > 0. 
Now, we give the following auxiUary result. 
Lemma 3.3.1 [77]. Let /f be a nonempty subset oi H, and T : K ^ P{H) a 
multi-valued mapping. Then the NVI (3.3.1) has a solution (x*,u*) if and only if 
X* is fixed point of the mapping F : K -^ P{K) defined by 
F(x) = U {PK[X - 0v]} for all x e K, 
v€T{x) 
where /? > 0 is a constant. 
Now, we give the following iterative algorithms: 
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Algorithm 3.3.1 [77]. For arbitrary elements xo,yo e K, sequence {x„}, {y„}, 
{tin} and {vn} are generated by iterative schemes: for n > 0 and for constants p > 0 
and )5 > 0, we have 
{pUn + Xn+i -Vn, X- x^+i) > 0, for all o: G fC and u„ G T{yn), 
where 
iPvn + yn-Xn, X-y„) > 0, for aWxeK and v^ G T{xn). 
This iterative procedure can be characterized as projection equations. 
a^ n+i = PKlVn-pUn], for u„ G r(y„), 
where 
Vn = PK[Xn-l3Vn], for veT{Xn), 
for the projection PK on K. 
Note that, for /? = 0, the Algorithm 3.3.1 reduces to: 
Algorithm 3.3.2 [77]. For an arbitrary chosen initial element XQ G K, the se-
quences {xn} and {un} are generated by 
{pUn + a;„+i -Xn, X-in+i) > 0) for all X G /iT and ti„ G T(x„). 
Now, based on Algorithm 3.3.1, we give the following approximation solvabiUty of 
NVI (3.3.1) involving strongly monotonicity and cocoercivity of multi-valued map-
pings in Hilbert space. 
Theorem 3.3.1 [77]. Let T : K -* P{H) be an a-9-cocoercive mapping from a 
nonempty closed convex subset of K oi H into the power set P{H) of H. Suppose 
that X* and u* form a solution of the NVI (3.3.1) then we have: 
(i) The sequences {x*}, {y*}, {u*} and {v*} generated by Algorithm 3.3.1 satisfy 
the estimates 
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(a) ||rE„+i - x*f < ||^„ - x*\\^ - [1 - (p/2a)] l|x„+i - y^f, 
(b) hn-x^r < \\xn-x*f, 
(c) llxn+i - x*f < ||rr„ - a:*|| - [1 - (p/2a)] ||x„ - rr„+i||2. 
(ii) The sequences {xn} and {y„} converge to x*, while sequences {un) and {wn} 
converge u* for 0 < p < 2a and for 0 < )9 < 2a. 
Theorem 3.3.2 [77]. Let T : iC -» P(iif) be an a^9-cocoercive mapping. Suppose 
that the sequences {xn} and {ii„} are generated by Algorithm 3.3.2 and that x* and 
u* form a solution of the NVI (3.3.1). Then we have the following conclusion: 
(i) llxn+i - rr*||2 < \\xn - x*r - [1 - (p/2a)] ||x„ - x„+i|p. 
(ii) The sequences {a;„} and {u„} converge, respectively, to x* and w* for 0 < p < 2a. 
3.4 PREDICTOR-CORRECTOR TECHNIQUES FOR A CLASS OF 
MULTI-VALUED VARIATIONAL INEQUALITIES 
In this section, we use the auxiUary principle technique to suggest and analyze 
a class of predictor-corrector techniques for solving generalized variational inequal-
ities. We remark that a number of iterative techniques including the projection 
and its variant form forward-backward spUtting techniques can be obtained from 
these predictor-corrector techniques as special cases. Further, we show that the 
convergence of these new techniques requires only the partially relaxed strongly 
monotonicity, which is a weaker condition than the co-coercivity. 
Let C{H) be a family of all nonempty compact subset of if, and T : H —* C{H) 
be a multi-valued operator. Let K he a. nonempty closed convex set in H. We 
consider, the problem of finding x e K, z e T{x) such that 
{z,y-x) > 0, for all y e K. (3.4.1) 
The inequality of type (3.4.1) is called generalized variational inequaUty and 
studied by Fang and Peterson [22]. 
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UT : H -^ H isa. single valued operator, then problem (3.4.1) is equivalent to 
finding x £ K such that 
{Tx,y-x) > 0, for all y e K, (3.4.2) 
which is known as the classical variational inequality, introduced by Stampacchia 
[70]. 
Now, we give the following definitions. 
Definition 3.4.1 [54]. A multi-valued operator T : H -^ C{H) is said to be, for 
all xx, X2, zeH,uie T{xi), u^ G T{x2), 
(i) a-partially relaxed strongly monotone, if there exists a constant a > 0 such 
that 
(wi -U2,z- X2) > - a\\xi - zf, 
(ii) fi-co-coercive, if there exists a constant /^  > 0 such that 
{Ui-U2,Xi-X2) > /X| |U1-U2|| , 
(iii) 6-M-Lipschitz continuous, if there exists a constant 6 > 0 such that 
M{T{xx),T{x2)) < 6\\xx-X2f, 
where M(.,.) is a Hausdorff metric on C{H). 
Remark 3.4.1 [54]. If, we take z = x\, then partially relaxed strongly monotonicity 
is exactly monotonicity of the operator T. 
Now, we suggest and analyze a iterative technique for solving problem (3.4.1) 
by using the auxihary principle technique. 
For a given x e K, consider the problem of finding a unique u E K, T] e T{u) 
satisfying the auxihary variational inequality 
{pr] + u-x,y-u) > 0, for all y G K, (3.4.3) 
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where p > 0 is a constant. 
If, we take w = x, then clearly tt is a solution of the generalized variational inequality 
(3.4.1). 
Now, we give the following iterative algorithms. 
Algorithm 3.4.1 [54]. For a given XQ 6 H, compute the approximate solution 
Xn+i by the iterative sdiemes 
{pnn + Xn+i-Un,y-Xn+i) > 0, for all y£K, (3.4.4) 
Vn G T{Un) : |h„+i - 7)4 < M{TiUn+l),TiUr,)), (3.4.5) 
HS^n + Un-yn^y-Un) > 0, for all y ^ K, (3.4.6) 
^n e Tiyn) : Un+i " n^ll < M(r(y„+i), r(y„)), (3.4.7) 
and 
{ixzn + yn-xn,y-yn) > 0, for all y £ K, (3.4.8) 
ZneT{xr,):\\zn+i-Zr,\\ < M(T(a;„+i), T(a;„)), n = 0,l,2,--- (3.4.9) 
where p > 0, // > 0 and /? > 0 are constants. 
Using the technique of projection, Algorithm 4.3.1 can be written as follows. 
Algorithm 3.4.2 [54]. For a given XQ E H, compute Xn+i such that rjn E T(y„); 
n^ € T{un) and Zn € T{xn) by the iterative schemes 
a;„+i = PK[un-pr]n], 
y„ = Pnlxn - /i2n], n = 0,1,2 • • •. 
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Algorithm 3.4.2 is a three-step forwaxd-backward spUtting techniques for solving 
generalized variational inequalities (4.3.1). 
If T is a single-valued operator, then Algorithm 3.4.1 collapses to the following 
predictor-corrector technique for solving variational inequalities (3.4.2), which is 
due to Noor [55]. 
Algorithm 3.4.3 [54]. For a given XQ € if, compute a;„+i by the iterative schemes 
{pT{un) + Xn+i -Un,y-a;„+i) > 0, for all y E K, 
{pT{yn) + Un-yn,y-Un) > 0, for all yeK, 
ifiT{xn) + yn-Xn,y- yn) > 0, for all y G K. 
Using the projection technique, Algorithm 3.4.3 can be written as in the equivalent 
form as follows: 
Algorithm 3.4.4 [54]. For a given rro G if, compute x„+i by the iterative schemes 
J/n = PAr[a;„-/ir(rr„)], 
Un = PK[yn-myn)], 
a^ n+1 = PK[Un-pTiUn)], n = 0, 1, 2 • • • 
which can be written in the following form: 
xn+i = PK[I -pT\ PK[I- PT] PK[I - fiT\xn, n = 0,1,2,-•• 
which is a three-step forward-backward splitting algorithm. 
For the convergence analysis of Algorithm 3.4.1, we need the following result. 
Lemma 3.4.1 [54]. Let a; G if be the exact solution of (3.4.1), and Xn+i be the 
approximate solution obtained from Algorithm 4.3.1. If the operator T : H -^ C!{H) 
is a a-partially relaxed strongly monotone operator, then 
lkn+i-a:f < \\xn-xf-{l-2pa)\\xr,^i-x4^. (3.4.10) 
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Now we give the main theorem. 
Theorem 3.4.1[54]. Let if be a finite-dimensional space and 0 < p < l/2a, and 
T : H —* C{H) be an M-Lipschitz continuous operator. If Xn+i is the approximate 
solution obtained from Algorithm 3.4.1 and x G H is the exact solution of (3.4.1), 
then Um Xn = x. 
n-*oo 
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C HAPTER 4 
AUXILIARY PRINCIPLE TECHNIQUES FOR 
SOME CLASSES OF VARIATIONAL 
INEQUALITIES IN BANACH SPACES 
4.1 INTRODUCTION 
In preceding chapter, we have studied some classes of variational inequalities 
by using auxiliary principle in Hilbert space. 
In this chapter, we shall extended the auxiliary principle technique to study of 
some classes of variational and variational-like inequaUties of second kind in Banach 
spaces. 
In Section 4.2, we shall consider a class of variational inequalities studied by G. 
Cohen [11] and give its existence of solution by using minimax theorem. By using 
auxiliary principle technique, we shall develop a class of iterative algorithms for 
finding the approximate solutions of this class of variational inequalities. Ftirther, 
we shall discuss the convergence criteria for the class of iterative algorithms. 
In Section 4.3, we shall consider a class of general nonUnear variational inequal-
ities studied by X. P.-Ding [18] and give its existence of solution by using minimax 
theorem. By using the auxiliary problem technique, we shall develop a class of it-
erative algorithms for finding the approximate solutions of this class of variational 
inequalities. Further, we shall discuss the convergence criteria for the class of itera-
tive algorithms. 
In Section 4.4, we shall consider a class of general nonUnear variational-fike 
inequalities studied by X. P. Ding [17] and give its existence of solution by using 
minimax theorem. By using auxiUary problem technique, we shall develop a class 
of iterative algorithms for finding the approximate solutions of this class of varia-
tional inequalities. Further, we shall discuss the convergence criteria for the class of 
iterative algorithms. 
This chapter is based on work of G. Cohen [11] and X. P. Ding [17, 18]. 
Throughout this chapter, unless or otherwise stated, E denotes a reflexive Bar 
nach space equipped with the norm ||.||. E* denotes its dual space of E and (.,.) 
denote the duality pairing between E and E*. 
4.2 AUXILIARY PRINCIPLE TECHNIQUE FOR A CLASS OF VARI-
ATIONAL INEQUALITIES 
Let K he a. nonempty closed convex subset of E, and T : E —* E* he mapping 
and (f) : E —* R he a. proper convex lower semicontinuous (l.s.c) function. We 
consider the following class of nonlinear variational inequality of second kind (in 
short, NVISK): Find x* e K such that 
{T{x*),x-x*) + (f){x)-<f){x*) > 0 for all x e K. (4.2.1) 
Now, we have the following existence theorem due to Ekeland and Temam [21]. 
NVISK (4.2.1). 
Theorem 4.2.1 [21]. Assume the following: 
(i) 0 is a proper convex l.s.c function from E —* R\ 
(ii) r is a mapping from E —* E*, which is weakly continuous over every finite-
dimensional subspace of E\ 
(iii) T is monotone, that is 
Vx,a;*e£;, {T{x)-T{x%x-x*) > 0; (4.2.2) 
(iv) there exists z 6 dom^ such that 
,. {T[x),x - z) + <l>{x) - Mz) 
x&K " " 
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then, there exists a solution x* of NVISK (4.2.1). 
Remark 4.2.1 [11]. Assumption (iv) of the Theorem 4.2.1, is of course useless if K 
is bounded. Moreover, it is also met if we strengthen the monotonicity assumption 
(iii) of Theorem 4.2.1, by requiring strong monotony of T over K (with modulus a), 
which means that the following assumption is satisfied: 
{v) 3 a > 0 : 'ix,x*eK, {T{x)-T{x*),x-x*) > a\\x-x*\\^. (4.2.5) 
Under (v), x* is unique. 
Now, we give the following general algorithm for the approximate solution of 
NVISK (4.2.1) by using auxiUary principle technique. 
General Algorithm 4.2.1 [11]. Let the functional J : E —* Rhe convex and 
differentiable. For some y € B, we consider the following auxiliary problem: 
rmnJ(x) + {eT{y)-J'{y),x) + €(i){x), for e > 0. (4.2.6) 
Let Q{y) denote the solution of the auxiUary problem (4.2.6). This solution is 
also characterized by variational inequality, see in [7] 
{J'[x{y)] + eT{y)-J'iy),x-y) + e[<l>{x)-<l>{x{y))] > 0, for all x e K. (4.2.7) 
Now, we give the following lemma. 
Lemma 4.2.1 [11]. If x{y) = y, then x(y) is a solution, denoted by x*, of NVISK 
(4.2.1). 
This lenrnia suggests the following fixed-point iterative algorithm for computing 
the approximate solution of the NVISK (4.2.1). 
I terat ive Algorithm 4.2.2 [11]. 
(i) At n = 0, short with some initial XQ. 
(ii) At step n, solve the auxiliary problem (4.2.6) with y = x„. 
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Let x„+i denote the solution of this problem. 
(iii) Stop if ||x„+i - Xn\\ is below some threshold. Otherwise, go back to (ii) with 
n*—n + l. 
Now, we shall give the convergence theorem for NVISK (4.2.1). 
Theorem 4.2.2 [11]. If the following holds: 
(i) Under (i), (ii), (v) of Theorem 4.2.1, there exists a lanique solution x* of NVISK 
(4.2.1). 
(ii) Moreover, if J : E -^ Rxs a. proper convex and differentiable functional and 
if its derivative J ' is strongly monotone with modulus b over K, then there 
exists a unique solution x„+i to (4.2.6) or (4.2.7), with Xn substituted to y. 
(iii) Finally, if in addition T is Lipschitzian with modulus L over K, that is, 
3L>Q:\/x,y€K, ||r(rr) - r (y) | | < L\\x - y||, (4.2.8) 
and if we take 
0 < 6 < ^ , (4.2.9) 
then the sequence {xn+i} strongly converges towards x*. 
Remark 4.2.2 [11]. If, we compare condition (4.2.9) with the corresponding one 
obtained by Cohen [12] for minimization problems (that is, when T is derivative of 
some convex functional). This condition is, with the present notation, 
2b 
0 < e < — . (4.2.10) 
We see that both conditions (4.2.9) and (4.2.10) coincide when a = L. In gen-
eral, a is of course smaller than L and condition (4.2.9) is more severe than (4.2.10). 
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Remark 4.2.3 [11]. When a = 0 (that is, when T is monotone but not strongly 
monotone), (4.2.9) can no longer stand. On the other hand, for minimization prob-
lems, even when a = 0 still tinder (4.2.10), we proved convergence of Xn toward some 
solution X* (which may not be nonunique), but the convergence took place in the 
weak topology (actually, the precise result in [12] is that sequence {a;„} is bounded 
and every cluster point in the weak topology is a solution; this result has been fur-
ther refined in Cohen [13] under mild additional assumptions to prove convergence 
of the whole sequence toward some solution). It does not seem possible to obtain 
such a result when T is not the derivative of some convex functional (i.e, when T is 
not symmetric) and when it is monotone but not strongly monotone, atleast without 
any additional assvunption, as shown by the following example, due to Chaplais. 
Let E = R^ and T be the Unear operator defined by 
Ti{xi,X2) = -X2 and T2{xi,X2) = Xi. 
It is checked that T meets (4.2.2) but not (4.2.5). Assuming ai K = E, (f) = 0 
and J(.) = ||.||V2, Algorithm (4.2.6) yields 
2 _ 2 _ 1 
firom which it is seen that the norm of (a;i,X2) increased with n for every positive 
value of e, and thus the algorithm does not converges to the solution (0,0). 
Next, we now consider multi-valued mapping T : E -*2^\ then NVISK (4.2.1) 
must be stated as follows: find an element x* £ K such that 
3r*eT{x*): {r*,x - x*) + (l>{x) - (j){x*) > 0, for all x e K. (4.2.11) 
Correspondingly, (v) of Theorem 4.2.1 must be changed into following assumption: 
(v)' 
3 a > 0 : yx,x*eK, Vr e T(rr), r* eT{x*), 
{r-r*,x-x*) > aWx-x^W^. (4.2.12) 
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Remark 4.2.4 [11]. An analogous observation holds for (iii) of Theorem 4.2.1. 
Remark 4.2.5 [11]. We come back to the general Algorithm 4.2.1, but we make the 
followmg modifications. First, since T{xn) is now a set, we pick any r„ in this set to 
play the role of T{xn) in Algorithm 4.2.1. Moreover, as for non smooth optimization 
problem [14], we replace the large step e (which may depend on k but which remains 
away from zero) by small steps with the following conditions: 
+00 +00 
e „ > 0 , Y.^= +00 , ^(6„)2 < +00. (4.2.13) 
fc=0 fc=0 
To sunmiarize, the following auxiliary problem at step n is now 
min J{x) + (e„ r„ - J^(a:„), x) + c„0(a:), (4.2.14) 
with r„ G T[xn). The solution is denoted a:„+i. 
Before starting ovir convergence theorem, we also have to introduce a new as-
sumption instead of Lipshitz condition (4.2.8). This assumption is 
3a > 0 , 3 / 5 > 0 : "ixeK, Vr G T(a;), ||r|| <a | |x | |+yS (4.2.15) 
The assumption essentially means that the norm of T does not increase faster than 
linearly with norm of x. 
Theorem 4.2.3 [11]. 
(i) We asstmie the problem (4.2.11) does have a solution; that (4.2.12) holds 
(hence x* is unique); </» is a proper convex l.s.c. functional; 
(ii) If, moreover, J is a proper convex and differentiable functional and if its deriva-
tives J' is strongly monotone with modulus b over K, then there exists a unique 
solution Xn+\ to (4.2.12); 
(iii) finally, if, in addition, T meets condition (4.2.15), and if the sequence e„ verifies 
(4.2.13), then the sequence {rr„} strongly converges towards x-k. 
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4.3 AUXILIARY PRINCIPLE TECHNIQUE TO A CLASS OF GEN-
ERAL VARIATIONAL INEQUALITIES 
Let K he & nonempty convex subset of E and T, A : K —* E* and g : K -^ E 
be mappings. Let ^ : K —* (—00, +00] be a real valued function. We consider the 
following class of general nonlinear variational inequalities of second kind (in short, 
GNVISK): find an element x e K such that 
iTx-Ax,g{y)-9{x)) > <i>{x) - <j>{y\ for all y^K. (4.3.1) 
Now, we give the following definitions. 
DeHnition 4.3.1 [18]. het K C E and T : K ^  E^ axiA g : K ^  E he mappings. 
Then 
(i) T is said to be a-strongly monotone with respect to g if for any x,y ^  K with 
X ^y such that 
{Tx-Ty,g{x)-g{y)) > a\\x-yf (4.3.2) 
(ii) T is said to be antimonotone with respect to g if for all x,y E K 
{Tx-Ty,g{x)-g{y)) < 0. (4.3.3) 
Definition 4.3.2 [18]. Let K he nonempty convex subset of E and <f) : K ^ 
(—00, +00] be a mapping. Then 
(i) ^ is said to be convex if for any x,y e K and for any a e [0,1], 
f{ax + il-a)y) < af{x) + {l-a)f{y), (4.3.4) 
(ii) <j) is said to be lower-semicontinuous on K if for each a e (-00, +00], the set 
{x e K. f(x) < a} is closed in K. 
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Remark 4.3.1 [18]. If, for each z G T{K), the function y i-> {z,g{y)) is concave, 
then T and g have the 0- diagonally concave relation on K. 
Now, we give the following existence uniqueness theorems of solution for the 
GNVISK (4.3.1) by using auxiUary principle technique. 
Theorem 4.3.1 [18]. Let K hea. nonempty closed convex subset oi E,T,A: K -^ 
E* and g : K —* E he mapping and (j): E —* Rhe a proper convex l.s.c functional 
with {dom4>) HK ^ (j), such that 
(i) T is both continuous and ^-strongly monotone with constant a > 0, 
(ii) g is Lipschitz continuous with constant 6 > 0, 
(iii) A is continuous and g-antimonotone, 
(iv) A-T and g have the 0-diagonally concave relation on K, then the GNVISK 
(4.3.1) has a imique solution x* G K. 
Theorem 4.3.2 [18]. Let K,E,E*,T,A,g and (^  as in Theorem 4.3.1, such that 
conditions (i), (ii) and (iv) of the Theorem 4.3.2 hold. Condition (iii) of Theorem 
4.3.1, is replaced by the following: 
(iii)' A is Lipschitz continuovis with constant A > 0 such that a > X6. 
Then the GNVISK (4.3.1) has an unique solution x* e K. 
Next, we give the general algorithms for appropriate solutions of GNVISK 
(4.3.1) by using auxiliary principle technique. 
General Algorithm 4.3.1 [18]. We consider a proper convex and differentiable 
functional J : E ^f R and a positive number e > 0. For a given x* 6 K, we consider 
the following auxiliary problem: 
rmn[J{z) + e{Tx* - Ax\ g{z)) - J'{u*), z) + e(l>{z). (4.3.5) 
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If the functional <^  and 2 H-> {TX* - Ax*, g{z)) is convex, then the solution z* of 
auxiUary problem (4.3.5) can be characterized by the following auxiUary inequality 
{J'{z),y-z) > {J'{x*),y - z) - €{Tx* - Ax\g{y) - 9{z)) 
+e(t>{z) - e(l>{y) for aU yeK, (4.3.6) 
Note that \iz = x*, then it is clear that x* is a solution of the GNVISK (4.3.1). 
Based on these observations, we give the following general algorithm for com-
paring the approximate solution of the GNVISK (4.3.1). 
General Algorithm 4.3.2 [18]. 
(i) At n = 0, start with some initial XQ. 
(ii) At step n, solve the auxiliary problem (4.3.5) with x* = Xn. Let Xn+i be the 
solution of the problem (4.3.5). 
(iii) If for a given e > 0, \\xn+i — Xn\\ < ^, stop. Otherwise repeat (ii). 
Remark 4.3.2 [18]. Algorithm 4.3.2 is an interesting way of computing a solution 
to the GNVISK (4.3.1) as long as either the auxiUary problem (4.3.5) or the aux-
iliary variational inequaUty (4.3.6) is easier to solve than the GNVISK (4.3.1). As 
the auxiUary problem (4.3.5) is a minimizing problem, several methods including 
gradient, subgradient, and decomposition can be studied in the general framework 
of the auxiUary problem. 
Now, we give the convergence criteria of solutions for the GNVISK (4.3.1). 
Theorem 4.3.3 [18]. Let ii' be a nonempty closed convex subset oi B,T,A: K -^ 
E* and g : K —^ E he mappings and (f) : E —y (-00, -l-oc] be a proper convex l.s.c 
functional with int{dom<j>) n K j^ 4>. Let J : E -^ (-00, -f-00] be a differentiable 
proper convex functional such that 
(i) T is both continuous and a-strongly monotone with respect to g , 
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(ii) g is Lipschitz continuous with constant 6 > 0 such that for each 
ze{A- T){K),y\—y {z,9{y)) is a concave function, 
(iii) A is Lipschitz continuous with constant A > 0 such that X6 < a, 
(iv) the derivative J' on J is strongly monotone with /x > 0. 
Then, 
(a) there exists a unique solution x e K oi the GNVISK (4.3.1), 
(b) for each e > 0, there exist a unique solution Xn+i e K oi the auxiUary problem 
(4.3.5) or (4.3.6) with a:„ substituted for x* 
(c) if T is also Lipschitz continuous with constant /? > 0 such that 
2/x(a - X6) 
62(^ + A)2' 
then the sequence {x„} defined by the algorithm 4.3.2 strongly converges to x. 
4.4 AUXILIARY PRINCIPLE TECHNIQUE TO A CLASS OF GEN-
ERALIZED VARIATIONAL-LIKE INEQUALITIES 
Let X be a nonempty closed convex subset oi E,T,A : K —^ E* and 77 : 
K X K —* E he mappings and <f> : K x K ^ Rhe a. real-valued function. We 
consider the following generalized nonlinear variational-like inequalities of second 
kind (in short, GNVLISK): find a; G AT such that 
{Tx-Ax,r){y,x)) + <f>{x,y)-<f){x,x) > 0 for all y e K, (4.4.1) 
where the fimction ^ is nondiflFerentiable and satisfies the following conditions: 
(i) <f>{x,y) is linear in the first argument, 
(ii) for each x e K, b{x,.) is a convex function, 
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(iii) ^{x, y) is bounded, that is, there exist a constant a > 0 such that 
<l>{x,y) < l\\x\\\\y\\ for all x,yeK, (4.4.2) 
(iv) for all x,y,z E D, 
<f>{x,y)-<f>{x,z) < <f>{x,y-z). (4.4.3) 
Now, we shall give the following lemma which will be used in the sequel. 
Lemma 4.4.1 [17]. Let K he & nonempty convex subset of E and T : K -* E* he 
a mapping. Let r]: K x K —* E he such that 77(3:,y) = 0 for all x,y e K. Suppose 
that for each x € K, the function y 1—* {Tx, T){y, x)) is concave. Then T and r] have 
the 0-diagonally concave relation on K. 
Now, we shall give existence and imiqueness theorems of solutions for the GN-
VLISK(4.4.1). 
Definition 4.4.1 [17]. Let K he a. nonempty subset of a Banach space with dual 
space E*, T : K -* E* and rj: K x K -^ E. Then 
(i) T is said to be a-strongly rj-monotone with constant a > 0 if for all y,x E K, 
{Ty-Tx,r]{y,x)) > a\\y - x\^ 
(ii) 77 is said to satisfy the Lipschitz type condition with constant 6 > 0 if for all 
y,xEK 
Uy,x)\\ < 6\\y-x\\. 
Theorem 4.4.1 [17]. Let Khea. nonempty closed convex subset oiE,T,A: K -^ 
E* and T) : K x K —y Ehe mappings and (j): K x K —^ [-00, +00] be a functional 
such that 
(i) T is both continuous and a-strongly //-monotone, 
(ii) 77 is continuous and satisfies the Lipschitz type condition with constant 6 >0 
and 77(3/,x) = -r}{x,y) for all x,y Q K, 
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(iii) A is both continuo\is and 77-antimonotone, 
(iv) A — T and -q have the 0-diagonally concave relation. 
Then the GNVLISK (4.4.1) has a unique solution x* G K. 
Theorem 4.4.2 [17]. Let K, E, E*, T, A,77 and 0 be same as in Theorem 4.4.1. The 
condition (iii) and (iv) of Theorem 4.4.1, are replaced by the following conditions 
{my A is A-Lipschitz continuous, 
{iv)' (j> satisfies the condition (i)-(iv) of the problem (4.4.1), where 7 + A6 < a. 
Then the GNVLISK (4.4.1) has a unique solution x* G K. 
Now, we shall give a general algorithm of approximate solutions of the GN-
VLISK (4.4.1) by using auxiUary principle technique. 
General Algorithm 4.4.1 [17]. Let i^ be a nonempty closed convex subset of 
E,T,A : K —* E* he mappings. Suppose ri : K x K —* E is a, mapping such 
that 'q{x, y) = 0 and 7/(y, x) = Tj{y, z) + ri{z, x) for all x,y,z G K. We consider 
an auxiUary differentiable convex functional J : K —* (—00,-1-00] and a positive 
number e > 0. For a given x* G K, we consider the following auxiUary minimizing 
problem 
min {J{z) + {e{Tx* - Ax*), 7]{z, x*)) - {J'{x*), z) + e(l>{x\ z)}. {AAA) 
If the function z 1—> (Tx* - Ax*,'ri{z,x*)) is convex, then the solution z of 
auxiliary problem (4.4.4) can be characterized by the following auxiliary variational 
inequality 
{J'{z), y-z) > {J'{x*), y-z)- e{Tx* - Ax*, r,{y, z)) 
+e(l>{x*, z) - e<f>{x*, y) for aU yeK. (4.4.5) 
Remark 4.4.1 [17]. liz = x*, then clearly x* is a solution of the GNVLISK (4.4.1). 
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Based on these observations, we give the following general algorithm for com-
puting the approximate solutions of the GNVLISK (4.4.1). 
General Algorithm 4.4.2 [17]. 
(i) At n = 0, start with some initial XQ. 
(ii) At step n, solve the auxihary minimizing problem (4.4.5) with x* = x„. Let 
a;„+i denote the solution of the problem (4.4.4) or the problem (4.4.5). 
(iii) If for a given e > 0, ||xn+i - iCnIl < €, stop. Otherwise repeat (ii). 
We now consider convergence properties of Algorithm (4.4.1). 
Theorem 4.4.3 [17]. Let i^ be a nonempty closed convex subset of E,T, A: K —* 
E* and r] : K x K —* E he mappings. Let (f): K x K —* [—oo, +oo] be a functional 
and J : E —* (—oo, +00] be a differentiate proper convex functional such that 
(i) T is both continuous and a-strongly 77-monotone, 
(ii) 77 is continuous and satisfies the Lipschitz type condition with constant 6 >0 
such that T]{y,x) = T]{y,z) + TI{Z,X) for al\y,z,x e K and for each x £ D, the 
function y 1—> {Ax — Tx, Tj{y, x)) is a concave, 
(iii) A is A-Lipschitz continuous, 
(iv) (f) satisfies the condition of the problem (4.4.1) such that y + X6 < a, 
(v) the derivative J ' of J is strongly monotone with constant // > 0. 
Then 
(a) there exist a unique solution x e K oi the GNVLISK (4.4.1), 
(b) for each e > 0, there exist a imique solution 2;„+i e K oi the problem (4.4.4) 
or (4.4.5) with x„ substituted for x* 
(c) if T is also ^-Lipschitz continuous such that 
2 M a - A ^ - 7 ) 
^ (/?(!)+ A.5 + 7 ) 2 ' 
then the sequence {a;„} defined by the algorithm 4.4.2 strongly converges to x. 
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CHAPTER 5 
RESOLVENT TECHNIQUES FOR SOME 
CLASSES OF VARIATIONAL INCLUSIONS IN 
BANACH SPACES 
5.1. INTRODUCTION 
The class of variational inclusions introduced by Hassouni and Moudafi [30] in 
1994, is an important and useful generalization of various classes of variational and 
variational-like inequalities. Since, then Adly [1], Kazmi [34], Ahmad, Kazmi and 
Siddiqui [2], Ding [16] and Noor [56] introduced and studied some important classes 
of variational inclusions in Hilbert spaces. 
In this chapter, we shall study some classes of variational inclusions in Banach 
spaces. 
In Section 5.2, we shall study the existence of solutions and convergence crite-
ria for Mann and Ishikawa iterative algorithms for a class of variational inclusions 
studied by Chang [7]. 
In Section 5.3, we shall study a class of multi-valued variational inclusions stud-
ied by Chang [8]. By using Michael's selection theorem and Nadler's theorem, we 
shall develop a class of iterative algorithms for solving the multi-valued inclusions. 
Further, we shall discuss the existence theorem and approximate problem of solu-
tions for multi-valued variational inclusions. 
In Section 5.4, using Michael's selection theorem, retraction mapping and Nadler's 
theorem, we shall develop a class of Ishikawa iterative algorithm with error terms 
for solving the class of multi-valued variational inclusions considered in preceding 
section and discuss its convergence criteria. 
This chapter is based on work of Chang [7,8] and Chang et al [9]. 
Throughout this chapter, unless or otherwise stated, E denotes a reflexive Ba-
nach space and E* its dual; (.,.) is the duality pairing of E and E*. 
5.2. ISHIKAWA TYPE ITERATIVE APPROXIMATION OF SOLU-
TIONS TO A CLASS OF VARIATIONAL INCLUSIONS 
Let T,A : E -^ E, g : E -^ E* he three mappings, and (f>: E* —^ RU {+00} be 
a proper convex lower semicontinuous function. We consider the following class of 
variational inclxisions (in short, VIP): find a; G £? and f £ E such that 
g{x) e D{d(j>), 
{Tx-Ax-f,y-g{x)) > <f>{g{x)) - 4>{y), for all y e £*, (5.2.1) 
where d4> denotes the subdifferential of <j). 
Now, we give the following definitions. 
Definition 5.2.1 [7]. A mappmg T : D{T) C E -> JE is said to be: 
(i) accretive, if for any x,y E D{T), there exists j{x — y) e J{x — y) such that 
{Tx-Ty,j{x-y)) > 0, (5.2.2) 
(ii) J-strongly accretive, if there exists a constant 7 > 0 such that for all x, y € D{T) 
there exists j{x — y) € J{x — y) satisfying 
{Tx-Ty,j{x-y)) > j\\x-yf, (5.2.3) 
where J : E —y 2^* is normalized duahty mapping. 
Next, we give the following lemmas: 
Lemma 5.2.1 [7]. Let T : E —* E he a, 7-strongly accretive mapping, 7 > 0 and 
let S : £ —» £ be an accretive mapping. Then T + S : E ^  E \s also accretive 
mapping with the strongly accretive constant 7. 
Lemma 5.2.2 [83]. Let {a„} {6„}, {c„} be three sequences of nonnegative numbers 
satisfying the following conditions: there exists UQ such that 
fln+i < (1 - tn)an + 6„ + c^, for all n > no, 
63 
where ^ ^ ^ 
n=0 »»=0 
Then a„ -^ 0 (n -^ +00). 
Lemma 5.2.3 [7]. The following conclusions are equivalent: 
(i) X* G £; is a solution of VIP (5.2.1); 
(ii) X* e E is a, fixed point of the mapping S : E ~*2^: 
S{x) = f - {Tx - Ax + d<f){g{x)) + x; 
(iii) X* e E is& solution of equation f eTx- Ax + d<j>{g{x)). 
Now, based on fixed point of a mapping and Lemma 5.2.3, we give the following 
iterative algorithm: 
Ishikawa Iterative Algorithm 5.2.1 [7]. For any given XQ € E the following 
Ishikawa iterative sequence {a;„} defined by 
Xn+\ = (1 - OLn)Xn + OCnSyn, 
(5.2.4) 
Vn = ( 1 - l3n)Xn + ^nSXn, 
where n = 0,1,2, • • • 
We now give the main theorems. 
Theorem 5.2.1 [7]. Let T, A : E -^ E, g : E -^ E* be three continuous mappings 
and ((>: E* —y RU {+00} be a fimction with Gateaux differential dcf) and satisfying 
the following conditions: 
(i) T - A: E -^ E is 7-strongly accretive mapping; 
(ii) (f)og : E —* E is accretive. 
For any given f e E, define a mapping S : E —^ E by 
S{x) = f-{Tx-Ax + d<i>{g{x)) + x. 
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If the range R{S) of 5 is bounded, then for any XQ € X the following Ishikawa 
sequence iterative {a:„} defined by Ishikawa Iterative Algorithm 5.2.1, converges 
strongly to the imique solution of VI (5.2.1), where {a„} and {Pn} are the sequences 
in [0,1] satisfying the following conditions: 
CX) 
a „ - ^ 0 , /9„-^0, ^ a „ = oo. (5.2.4) 
n=0 
Theorem 5.2.2 [7]. Let E, T, A, <f>, S and g satisfy all conditions in Theorem 5.2.1. 
Then for any given f E E, the VI (5.2.1) has a unique solution in E, and for any 
given XQE E the Mann iterative sequence {x„}, defined by 
a;„+i = (1 - an)xn + ctnSxn, n > 0, 
where the sequence {a„} satisfies the condition in Theorem 5.2.1, converges strongly 
to the unique solution of the VI (5.3.2). 
Theorem 5.2.3 [7]. Let g : E —* E* he a. mapping and T,A : E -^ E he two 
uniformly continuous mapping such that the mapping T — Ais 7-strongly accretive. 
For any given f £ E, define a mapping S : E —^ E as follows: 
S{x) = f-{T-A){x)-\-x. (5.2.5) 
If the range R{S) of 5 is bounded , then for any given XQE E the Ishikawa iterative 
sequence {xn} defined by Ishikawa Iterative Algorithm 5.2.1, converges strongly to 
the unique solution of the following variational inequality: 
(Tx - Ax - f,y - g{x)) > 0 for all y E E, (5.2.6) 
where {«„}, {/?„} are sequences satisfying the same conditions given in Theorem 
5.2.1. 
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5.3 EXISTENCE A N D ITERATIVE APPROXIMATION OF SOLU-
TIONS FOR MULTI- VALUED VARIATIONAL INCLUSIONS 
LetT,F : E ^ CB{E) be two multi-valued mappings, A : D{A) C E ^ 2^ 
an m-accretive mapping, g : E —*^ E he a, single-valued and N{.,.) : E x E —* E 
a nonlinear mapping. We consider the following class of multi-valued variational 
inclusion problem (in short, MVIP): find x £ E, y £ F{x) and z € T{x) such that 
f € N(z,y) + XA(g(x)) (5.3.1) 
where A > 0 is a constant. 
Special Cases: 
(i) li E = H [a. Hilbert space) and A : D{A) C H -^ H is a. maximal monotone 
mapping, then the MVIP (5.3.1) is equivalent to finding x e H, z eTx and 
y G F{x) such that 
feN{z,y)-^XA{g{x)). (5.3.2) 
This problem is was introduced and studied in Noor [56] and Noor et.cd. [60] 
under some additional conditions. 
(ii) If p = / , the identity mapping, then the MVIP (5.3.1) is equivalent to finding 
X 6 D{A), y e Fx &nd z e T{x) such that 
f e N{z,y) + \A{x). (5.3.3) 
Now, we give the following definition. 
Definition 5.3.1 [8]. LetT,F : E -^ 2^ be two multi-valued mappings, N{.,.) : 
E X E -^ E a. nonlinear mappings and 0 : [0, oo) -> [0, oo) a strictly increasing 
function with ^(0) = 0. 
Q6 
(i) The mapping x t-» N{x, y) is said to be (j)-strongly accretive with resect to the 
mapping T, if for any a:i,X2 G E, there exists j{xi - X2) G J{xi - X2) such 
that for any Ui G T{xi), u^ G T'(a;2) 
{N{uuy)-N{u2,y),j{xi-X2) > (f>{\\^i - X2\\)\\xi - X2I (5.3.4) 
for all y G £;. 
(ii) The mapping y t-^ N{x, y) is said to be accretive with respect to the mapping 
F, if for any yi, y2 G £ ,^ there exists j{yi - ya) G J(yi - y2) such that for any 
vi G T(yi), t;2 G T(y2) 
{N{x,vi)-N{x,V2),Jiyi-y2) > 0, for all a: G £;. (5.3.5) 
Next, we give the following lemmas. 
Lemma 5.3.1 [8]. Let T,F : E —^ 2^ he two multi-valued mappings, N{.,.) : 
E X E —* E a. nonUnear mapping satisfying the following conditions: 
(i) the mapping x i-> N{x, y) is ^strongly accretive with resect to the mapping 
T; 
(ii) the mapping y i-» N{x,y) is accretive with resect to the mapping F. 
Then the mapping S : E -^2^ defined by 
Sx = N{Tx,Fx) 
is (^strongly accretive. 
Lemma 5.3.2 [8]. Let T : E —^2^hea, lower-semicontinuous m-accretive mapping. 
Then the following conclusion hold. 
(i) T admits a continuous and m-accretive selection; 
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(ii) In addition, if T is also (^strongly accretive, then T admits a continuous,m-
accretive and ^strongly accretive selection. 
We now invoke Michael's selection theorem [42] and Nadler's theorem [43] sug-
gest the following algorithms for solving the MVIP (5.3.1). 
Ishikawa Iterative Algorithm 5.3.1 [8]. Let {Q:„}, {/?„} be two sequences in 
[0,1], f E E be any given point, and A > 0 be any given positive number. For given 
XQE E,xioe T{xo), and ZQ G F{XQ), take 
yo e (1 - /5o)a;o + Po{f + XQ - N{v^, ZQ) - XA{g{xo))), 
and 
Wo e Tyo, vo e Fyo. 
Define 
xi 6 (1 - ao)xo + ao{f + yo- N{wo,Vo) - XA{g{yo))). 
Since UQ € TXQ, ZQ G FXQ, by Nadler's theorem, there exist Ui G Txi, zi G Fx^ such 
that 
IK-Will < (i + i)£>(r(xo),r(xi)), 
\\zo-z4 < (l + l)D(F(xo),F(xi)). 
For xi eE,Ui£ T(xi), zi e Fxi, define 
t/i G (1 - I3,)xi + (3i{f + xi - N{u,, zi) - XA{g{xi))). 
Since WQ G Tyo, vo G Fyo, again by Nadler's theorem, there exist wi G Tyi, 
^1 S Fyi such that 
I K - « ; i | | < (l + l)D{T{yo),T{y,)), 
\\vo-vr\\ < (l + l)D(F(yo),F(t/i)). 
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Define 
xa G (1 - ai)rri + a i ( / + yi - N{wi, vi) - \A{g{y{))). 
Continuing in this way, we can obtain the following algorithms: 
Ishikawa Iterative Algorithm 5.3.2 [8]. For any given XQ e E, UQ e T{xo), 
ZQ G F(XO), compute the sequence {x„}, {y„}, {u„}, {z^} and {v^} by iterative 
schemes such that 
(i) Xn+i G ( l - a „ ) x „ + a „ ( / + t/„-Ar(u;„,u„)-AAp(l/„)), 
(M) y„ G ( l - /3„)xn + /?„(/ + x„-iV(w„,2„)-AA5(x„)), 
(m)un G r x n , | K - u „ + i | | < ( l + ;j^)l>(ra:„,ra;„+i), 
(5.3.6) 
{iv) Zn G Fxn, ||zn - z„+i|| < ( H " ; ^ ) D{Fx^, Fx^+i), 
(v) wn G Tyn, \\wn - wn+i\\ < ( l + ^^i) D{Tyn,Tyn+i), 
(vi) Vn G Fyn, \\vn - Vn+i\\ < ( l + ; i ^ ) ^(Fy„ , Fy„+i), 
where n = 0,1,2, •••. 
The sequence {x„} defined by (5.3.6), in the sequel, is called the Ishikawa iterative 
sequence. 
We now give the existence theorem of solutions for MVIP (5.3.1). 
Theorem 5.3.1 [8]. Let r , F : £; -^ C{E) and A : D{A) C E -^ 2^ three multi-
valued mappings, g : E ^^ D{A) be a single-valued mapping, and N{.^.) : ExE —v E 
a single-valued continuous mapping satisfying the following conditions: 
(i) Aog : £^  —> 2^ is m-accretive; 
(ii) T : E —* CB{E) is ^-Lipschitzian continuous; 
(iii) the mapping x t-^  N{x, y) is 0-strongly accretive with resect to the mapping 
T, where 0 : [0, oo) —» [0, oo) is a strictly increasing function with 0(0) = 0; 
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(iv) F : E —^ CB{E) is ^-Lipschitzian continuous, where fi and ^ are positive 
constants; 
(v) the mapping y H-> iV(a:, y) is accretive with resect to the mapping F. 
Then for any given f e E, X>0, there exist x e E,y e F{x), z e T{x) which is a 
solution of the MVIP(5.3.1). 
Next, we shall give the approximation-solvability of solutions for MVIP (5.3.1) 
Theorem 5.3.2 [8]. Let E,T,F,A,g,N be as in Theorem 5.3.1. Let {a„}, {/5„} 
be two sequence in [0,1] satisfying the following conditions: 
(i) an -* 0; ^„ ^ 0; 
(ii) E an = 0. 
n=0 
If the range R{I — N{T{.), F{.))) and R{Aog) both are bounded, then for any 
given XQ £ E, UQ E TXQ, ZQ G FXQ, the iterative sequences {rr„}, {wn}, and {t;„} 
defined by (5.3.6) converges strongly to the solution x,iy, v of the MVIP (5.3.1) 
which is given in Theorem 5.3.1, respectively. 
5.4. ISHIKAWA TYPE ITERATIVE ALGORITHM WITH ERROR TERM! 
FOR A CLASS OF MULTI-VALUED VARIATIONAL INCLUSIONS 
In this section, we consider more general iterative algorithm with errors of the 
MVIP (5.3.1) considered in the preceding section! We also study the convergence 
analysis of the sequences generated by the iterative algorithm. 
First, we give the following definition. 
Definition 5.4.1 [8]. A mapping Q : E -^ E '\s called a retraction of E onto a 
subset D{A) of E, if the following 
Q{E) = D{A)-
(some point in D{A)) ,if x e E\ D{A). 
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Q{x) = ( ^ ''^ x£D{A). (5.4.1) 
Next, we invoke Michael's selection theorem [42] and Nadler's theorem [43] sug-
gest the following algorithm for solving MVIP (5.3.1). 
Ishikawa Iterat ive Algori thm W i t h Errors 5.4.1 [9]. Let {a„}, {/?„} be two 
sequences in [0,1], / G E be any given point, and A > 0 be any given positive 
number. Let {it„}, {vn} be two sequences in E and Qhea. nonexpansive retraction 
of E onto D{A). For given XQ e D{A), ho G T{xo) and ZQ G F(XO), take 
yo G (1 - /?o)a;o + W + x- N{ho, ZQ) - XA{g{xQ))) + VQ, 
and 
woeTiQyo), heFiQyo), 
and define 
Po G (1 - ao)xo + aoif + Qyo - N{wo, ko) - X{A{g{Qyo))) + UQ, 
xi = Qpo-
Since /IQ G TXQ, ZQ G FXQ, then by Nadler's theorem, there exist h\ G T{xi)^ 
z\ G F{xi) such that 
\\K-hx\\ < {l + l)D{T{xo),Tix,)), 
\\zo-z,\\ < {l + l)D{F{xo),F{xi)). 
For xi e D{A),hi€ Txi and Zi G Fxi, define 
yi G (1 - I3i)xi + /3i(/ + xi - Nihu zi) - XA{g{xi))) + v^. 
Since WQ G T(Qyo) and fco G F{Qyo), again by Nadler's theorem, there exist 
m G T{Qyi), fci G F((5yi) such that 
I K - t ^ i l l < {l + l)D{T{Qyo),TiQy^)), 
\\ko-h\\ < {l + l)D{F{Qyo),FiQy^)). 
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Define 
pi G (1 - ai)xi + a i ( / + Qyi - N{wi, h) - XA{g{Qyi))) + ui, 
X2 = QPl-
Continuing in this way, we can obtain the following algorithm: 
For any given XQE D{A),hQe T{xo), ZQ 6 F{xo), compute the sequence {y„}, {p„}, 
{xn}, {hn}, {Ki} and {z„} by iterative scheme such that 
(z) Xn+l = QPn, 
(M) P„ e {l-ar,)xn + ar,{f + Qyn-N{wn,kn)-XA{g(Qyn))) + Un, 
( in) yn e {l-0n)Xn + Pn{f + Xn-N{hr„Zn)-XAig{Xn))) + V^, 
(iv) hn G r x „ , \\hn - K+i\\ < ( l + ; i i ) D{Txn,Txn+,), (5.4.2) 
{V) Zn G FX„ , ll^n - Z„+i|| < ( l + ^ ) D{FXn, FXn+l), 
[vi) wn € T{Qyn), \\wn " t/;„+i|| < ( l + ;iT) D{T{Qyn),T{Qyn+i)), 
(mi) fc„ e F((5yn), ||fc„ - kn+i\\ < ( l + ; i ^ ) D{F{Qyn),F{Qyr,^,), 
where n = 0,1,2, •••. 
The sequence {x„} defined by (5.4.2) is called the Ishikawa-type iterative se-
quence with errors. 
Remark 5.4.1 [9]. If, we take /?„ = 0 and w„ = 0 for all n > 0 in Algorithm 5.4.2, 
then x„ = y„. Taking «;„ = /i„ and Zn = fcn for all n > 0, we obtain the following 
algorithm. 
Algorithm 5.4.3 [9]. For any given XQ e D{A), ho E T{xo), and ZQ E F(XO), 
compute the sequence {p„}, {a;„}, {wn} and {/;;„} by iterative schemes such that 
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(i) x„+i = Qpn, 
{ii) p„ G {l-an)Xn + an{f + Xn-N{Wn,kn)->^A{g{Xn))) + Un, 
{Hi) Wn € T{xn), \\wn - t^„+i|| < ( l + ; i i ) D{Txn),T{xn+i), (5.4.3) 
(iw) A;„ e F{xn), \\kn - kn+iW <{l + :^) D{Fxn, F{xn+i), 
where n = 0,1,2, • • •. 
The sequence {xn} defined by (5.4.3) is called the Mann iterative type sequence 
with errors. 
Next, we shall give approximate problem of a solution for MNVI (5.3.1). 
Theorem 5.4.1 [9]. Let E,T,FA,g and JV be as in Theorem 5.3.1. Let D{A) be 
a closed domain in E, and let {a„}, {/?„} be two sequences in [0,1] and {ttn}, {vn} 
be two sequences in E satisfying the following conditions: 
(i) E K | | < o o , Urn K | | = 0 ; 
n=0 "-*°° 
(ii) lim an = 0, Um (3n = 0; 
^ ' n—KX) n—»oo 
oo 
(iii) E Q;„ = 00. n=0 
If the range R{I — N{T{.), F{.))) and R{Aog) both are bounded, there exists a 
nonexpansive retraction Q oiE onto D{A), then for any given XQ G D{A), ho £ TXQ, 
ZQ e FXQ, the iterative sequences {a;„}, {lyn}, and {kn} defined by (5.4.2) converge 
strongly to the solutions q,w, k, respectively of the MVIP (5.3.1). 
Remark 5.4.2 [9]. (i) If £^  is a reflexive and strictly convex Banach space and 
A : D{A) C E —> 2^ is an m-accretive mapping, then there exists a nonexpansive 
retraction Q oi E onto c\{CoD{A)), the closed convex hull of the domain of A[lh\: 
(ii) If E is a Banach space with E* having a Prechet differentiable norm and A : 
D{A) C JE; -+ 2^ is an m-accretive, then c\{D{A)) is convex [21]. 
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Now, by using Remark 5.4.2, and Theorem 5.4.1, we can obtain the following 
theorem. 
Theorem 5.4.2 [9]. Let E he a. real uniformly smooth Banach space with E* 
having Prechet differentiable nonn. Let T,F,A,g,N,D{A),{an},{Pn}, {«n}, {'^n}, 
R{I - N{T{.),F{.))) and R{Aog) be as in Theorem 5.3.1. Then for any given 
xo e D{A), ho € TXQ and ZQ € FXQ the iterative sequence {^n}, {wn} and {kn} 
defined by (5.4.2) converge strongly to the solutions q,w,k of the MVIP (5.3.1), 
respectively. 
Now, from Theorem 5.4.2, we give following result: 
Theorem 5.4.3 [9]. Let Ehea. real Banach space which is both uniformly smooth. 
Let r , F, A, g, N, D{A), {a„}, {;9„}, K } , M, R{I -N{T{.), F{.))) and R{Aog) be 
as in Theorem 5.4.2. Thus the conclusion follows from Theorem 5.4.1 immediately. 
Theorem 5.4.4 [9]. In Theorem 5.4.1, if t;„ = 0, /?„ = 0 for all n > 0 and other 
conditions are satisfied, then for any given XQ G D(A), HQ G TXQ, and ZQ e F{xo), 
the iterative sequences {x„}, {ty„} and {fc„} defined by (5.4.3) converges strongly to 
the solutions q, w,k,qe D{A), weTq,ke Fq, of MVIP (5.3.1), respectively 
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