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Abstract — Local multipoint distribution systems (LMDS)
operating above 10 GHz have a large bandwidth (2–3 GHz)
but a very limited range. These systems can provide coverage
to a few kilometers only. The size of the macro cells illumi-
nated by the base stations, where line of sight (LOS) exists, is
1 to 6 km. To provide coverage to customers where LOS is not
possible, repeaters or passive reflectors may be used. In this
paper we present first results of reflection measurements at
42 GHz, and based on that, simple multipath studies, taking
into account the beamwidth of the antennas of both, trans-
mitter and receiver. Secondly, LOS cochannel and adjacent
channel interference are assessed for cellular LMDS networks.
As suggested in the CRABS report, the maximal spectral effi-
ciency can be obtained with a dual frequency and polarization
reuse plan. This frequency and polarization reuse leads to in-
terference. In this paper we have first calculated the cochan-
nel interference (CCI) and the adjacent channel interference
(ACI) due to the frequency/polarization reuse schemes sug-
gested in the CRABS report. The effects of the variation of
the half power beam width (HPBW) of the receiver, the time
percentage parameter p, and the cell radius on C/I are also
reported. In the latter part of the paper we propose a sim-
ple interference reduction technique based on re-orientation
of the receiver antennas. We have also explored the possi-
bility of using trellis coded modulation (TCM) for reducing
interference levels. Initial results have been found to be quite
encouraging.
Keywords — multipath propagation, interchannel interference.
1. Introduction
Broadband radio access systems operating at millimeter
waves, used for local multipoint distribution service, have
a large bandwidth of up to 2 GHz but a very limited cover-
age to a few kilometers only [13]. This is mainly because
they require clear line of sight between the base station and
the subscriber antennas as well as because millimeter waves
suffer on large propagation losses, particularly free-space
propagation losses and attenuation caused by rain. How-
ever, in urban areas, the LOS requirements and the capacity
needed for interactive services are more likely to limit the
maximum cell size than the basic radio propagation char-
acteristics [2, 3]. To enhance coverage to customers where
LOS is not possible, passive and active repeaters may be
used [4].
To compete successfully with the standard broadcasting,
cable and satellites, the signals in the LMDS architecture
need to be reliable and of high quality. The critical propa-
gation issues are clear air absorption, signal attenuation by
rain, vegetation and buildings, signal depolarization, mul-
tipath and cell-to-cell interference [5]. In Section 2 of this
paper we investigate reflection and multipath effects and
in Section 3 LOS cochannel and adjacent channel interfer-
ence problems for broadband radio access systems above
10 GHz. The last section starts with the description of the
LMDS system under study. Its first Subsection 3.1 deals
with the LOS interference calculations. The effects of vary-
ing the receiver antenna beamwidth, the cell radius and the
time percentage are reported in this section. In Subsec-
tion 3.2 we propose a simple technique for the reduction of
cochannel interference by reorientation of the receiver an-
tenna. Reorientation under the constraint of system avail-
ability is discussed in Subsection 3.3. The paper concludes
by a discussion of the results in Section 4.
2. Reflection and multipath effects
Within LMDS cells we usually have a low penetration rate
especially in urban areas. This is caused by the obstruction
due to buildings, vegetation etc. An inexpensive option to
increase penetration might be the usage of reflected waves
into non-line-of-sight (NLOS) areas, if the reflection losses
are smaller than a certain available system margin. This
might be an option, especially in the vicinity of the hub
below a radius of about 2 km where the system margin can
be larger than 20 dB [6]. Besides the usage of such reflected
waves, they always generate additional interference due to
multipath propagation. For both, it is of interest to model
the reflection losses realistically.
2.1. Reflection measurements
The reflecting wall or ground can be simply modeled in
a first step by the Fresnel reflection coefficients for a plain
dielectric surface and for perpendicular and parallel polar-
ization:
R
k
=
q
e 2  sin
2
( J in)  e 2  cos(J in)
q
e 2  sin
2
( J in)+ e 2  cos(J in)
;
R
?
=
cos(J in) 
q
e 2  sin
2
(J in)
cos(J in)+
q
e 2  sin
2
(J in)
; (1)
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with the complex permittivity e 2 = e 2 (1  j tan (d )) of the
dielectric material and the angle of incidence J in (Fig. 1).
In a second step we assumed a slightly rough surface with
Gaussian distributed roughness [8], having a standard de-
viation s h < l . This leads to the following reduction co-
efficient [9]:
r (x) = e x  I0(x); x = 8 

p s h cos(J in)
l
2
; (2)
where I0 is the modified Bessel function of the order zero
and hence to the following modified Fresnel reflection co-
efficients:
R
krough = Rk  r ; R?rough = R?  r ; (3)
which exhibits very good agreement with measurements of
slightly rough and large surfaces compared to l .
Fig. 1. Systematic reflection measurements on a brick wall.
For 42 GHz, Fig. 2 shows some results of systematic
2D-measurements of the bistatic reflection profile for
R
?
( J ) and R
k
(J ) from a brick wall with an average value
of s h  l =7, which was carried out by a measurement setup
schematically shown in Fig. 1. Since the electric properties
of the brick wall were not exactly known, we compared
these measurements with the reflection losses calculated
with Eq. (3) for three different materials: glass, concrete
and wood. The measured reflection losses exhibits similar
behavior vs. the angle of incidence as the calculated mod-
ified Fresnel reflection losses and are mostly in between
the curves for concrete and wood, indicating of course,
a large spread of about 5 dB due to some measurement un-
certainties like slight misalignment of the very directional
receiving antenna, temperature effects of the measurement
equipment etc.
In order to model the reflection losses more realistically for
LMDS scenarios, several systematic 3D-reflection measure-
ments at 42 GHz were carried out at buildings in real en-
vironments with different materials, structures and surface
roughness s h in dependence of the angle of incidence and
along several measurement paths. One scenario is shown
in Fig. 3a, where the LMDS transmitter was located at the
top of a high building at 46.2 m and the received power of
Fig. 2. Measured reflection loss of a brick wall and the mod-
ified Fresnel reflection losses for glass, concrete and wood for
perpendicular polarization R
?
(J ) (a) and parallel polarization
R
k
(J ) (b) at 42 GHz.
the reflections from a building front was recorded along the
measurement path l at a height of 1.8 m above ground. The
received power due to reflections from the building front
along the path is indicated by the bars in Fig 3b. The vari-
ation in the received power of up to about 5 dB was partly
caused by time variant effects like moving transmitter, re-
ceiver and vegetation being within the path due to wind
forces as well as small alterations in the alignment of the
receiving antenna around the direction where the maximum
level was found.
To analyze 3D-reflections and to compare these measure-
ments with prediction, two theoretical curves have always
been plotted in addition: the free-space attenuation due to
the wave travelling from the transmitter via the reflection
point to the receiver (curve at the top) and this free-space
attenuation plus the reflection loss (curve at the bottom).
This last factor was calculated by firstly splitting up the in-
cident field strength vector into parallel and perpendicular
components to the plane of incidence, and then weighting
both components with the corresponding modified Fres-
nel reflection coefficients for concrete according to Eq. (3).
After that, the total field strength is given by summing up
both vectors and hence the received power can be predicted
by taking into account the polarization mismatch with the
11
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Fig. 3. (a) Typical LMDS scenario for measuring reflections
from buildings; (b) received power of reflected waves recorded
along a measurement path l in comparison with two theoretical
curves.
receiving antenna, as well as the additional free-space at-
tenuation. As we can see from Fig. 3b, all measured power
levels (bars) are several dB above this predicted curve at
the bottom, which has been valid for nearly all measure-
ments. One reason for this higher measured levels than
predicted for concrete ( s h = 1 mm, tan( d ) = 0.01, e 2 = 7)
is of course, that all buildings consist of a mixture of dif-
ferent materials, in particular of concrete and glass, but
also wood and metal frames. A second reason is that an
exact alignment of the receiver antenna on the theoretical
reflecting point of the buildings was very difficult. There-
fore, we simply looked for the maximum of the received
reflected power even it was found apart from the theoreti-
cal reflection line. This maximum is often caused by areas
of the buildings with smooth window panes and metallic
window frames, having relatively low reflection losses, and
thus increasing the measured power levels compared to the
predicted ones by assuming purely concrete with rough sur-
faces. Hence, these predicted curves for concrete walls are
usually to pessimistic.
Beside that, our 2D- and 3D-measurements indicate, that
on principle, the relatively strong reflections (except in the
region of the Brewster angle for the parallel polarization)
could be used to enhance the area coverage also into the
NLOS areas when the system margin is sufficient. Thus, in-
creasing the penetration rate of LMDS cells. Unfortunately,
good reflectors of buildings are often windows, which are
not reliable, because they can be opened and hence chang-
ing its scattering features. Hence, for using natural reflec-
tions, it has to be ensured that they are caused dominantly
by static walls. A reliable option to enhance penetration
into shadowed regions is the use of elliptical reflectors as
passive repeaters [10].
2.2. Multipath propagation
Apart from using natural reflections to enhance penetration,
strong reflections have always to be considered in conjunc-
tion with multipath propagation. This is generally agreed to
be neglectable for LMDS, because of the very directional
antennas of the customers, having half power beam widths
usually in between 2Æ and 5Æ. But even, if the probability
might be low to catch some multipath propagation compo-
nents within this HPBW , there will partly be interference,
if just one reflected wave in addition to the direct wave
will be received within the HPBW of the customer anten-
nas. Thus, it should be considered for the design of the
equalizer of the receiver. Based on the reflection measure-
ments and modeling those reflections for rough surfaces
above, we carried out a worst-case estimation with a sim-
ple two-ray model according to the geometric arrangement
in Fig. 4, assuming only one “optimally”-oriented slightly
rough dielectric surface (dielectric reflector), which might
be a building wall or a roof.
Fig. 4. Simple geometry for the estimation of worst-case multi-
path propagation (two-ray model).
For this simple arrangement, the direct ray is defined to go
through the  3 dB point of the transmitter antenna and hits
the maximum of the receiver antenna, whereas the reflected
ray goes through an arbitrary point within the HPBW of the
transmitter antenna under the angle q , hits law of reflection
and then cuts the receiver antenna at the  3 dB decay
point. Hence, the antennas are sufficiently described by
their HPBW q trans and q receiv and the antenna pattern of
the transmitter within its HPBW , which is approximated
by sin2 (p =4+ q ) with q 2 [0; p =2] for the 90Æ-antenna.
By the use of this simple geometrical arrangement, the
magnitudes of both rays at the receiver, the relative time
delay between the direct and the reflected waves as well as
12
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Fig. 5. Power delay profiles at the receiver with respect to the
relative attenuation of the reflected path compared to the direct
wave in dB with various roughness s h of the wall and HPBW
Q receiv of the receiver antenna: (a) without considering a specific
antenna pattern of the transmitter; (b) taking into account the
sin2(p =4+ q ) antenna pattern of the transmitter.
the power delay profiles were estimated for certain materials
of the dielectric reflector in dependence of the distance d
between the transmitter and receiver and the HPBW ’s of
both, the transmitter and receiver antennas. The relative
time delay is:
D t =

s3
sin(q receiv=2)
+
s3
sin(q )
 d

 c 1 ;
with s3 =

1
tan(q receiv=2)
+
1
tan( q )

d 1 : (4)
For typical LMDS receiver antennas with q receiv < 8Æ, use
can be made by the following linear approximation:
D t  0:32 10 3  q  q receiv d [ns]; (5)
where the parameters q receiv and q are given in degrees and
d in meter. The estimation error for this approximation re-
mains low up to about q receiv = 16Æ, where it exceeds 13%.
For example, assuming q trans = 90Æ, q receiv = 4Æ and a dis-
tance d of 2 km, the maximum relative delay D t max can be
230 ns (i.e. if q = q trans). So, even for narrow customer an-
tenna pattern, this delay can be several times of the symbol
rate of a QPSK-signal within a LMDS specific bandwidth
of 33 MHz, which cannot be ignored for system design. It
can easily be seen from Fig. 4 and Eq. (5), that each delay
value D t has its corresponding value of the angle q and
hence, angle of incident on the reflecting surface:
J in =
1
2
(180Æ  q receiv=2  q ) : (6)
With this angle of incidence J in, the reflection losses can be
estimated by the use of Eq. (3). As a worst-case estimation
of a power delay profile, this has only been carried out for
the perpendicular polarization, having less losses than the
parallel polarization according to Fig. 2.
The envelope of the power delay profile can easily be de-
rived with the close relationship between D t and this mod-
ified Fresnel reflection coefficient R
?
(J ) due to the fixed
geometrical arrangement according to Fig. 4. In a first iter-
ation, it has not been taken into account a specific antenna
characteristic of the transmitter antenna within q trans = 90Æ.
For the antenna configuration shown in Fig. 4, Fig. 5 shows
the total received power at 42 GHz with respect to the one
of the direct wave in dependence of the relative path delay
D t for different q receiv and s h (e.g. glass and concrete), but
fixed distance d = 2 km. It can be seen from Fig. 5a, that
the envelope of the relative losses (i.e. power delay profile)
is nearly proportional to the relative delay D t and q receiv
of the receiver antenna. Taking into account the speci-
fied 90Æ-transmitter antenna characteristics and the other
parameters as mentioned before, the power delay profiles
in Fig. 5b are even worse. Comparing our results, the two
ray models proposed in the IEEE 802.16 [11] standard are
potentially to optimistic.
3. LOS interference
In this paper, we present the LOS calculations for the cell
areas affected by the cochannel interference and the ad-
jacent channel interference for a cellular LMDS architec-
ture suggested by Telenor in the CRABS report [1, p. 46],
which yields the same results as for a similar scheme pro-
posed by Deutsche Telekom in [2]. In both, the maxi-
mal spectral efficiency was obtained with a dual frequency
and polarization reuse plan according to Fig. 6, where the
macrocells are square in shape. For this architecture, the
cochannel cells appear in the 5th tier. The 42-GHz-LOS-
interference calculations are done based on a H-plane or
E-plane sectoral horn antennas for the transmitter at the
base stations, providing horizontal and vertical polarization,
respectively. The transmitter antennas have a half power
beam width approximately equal to 90Æ. The receiver an-
tennas of the subscribers are assumed to have a circular
aperture with a parabolic taper on pedestal with a 10 dB
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Fig. 6. Dual frequency and polarization reuse plan as suggested
in the Telenor scheme of the CRABS report [1]. The circles
in the figure denote the position of the base stations, on which
four 90Æ-sectoral horn antennas are mounted. The two closest
cells experiencing CCI are labeled (5, 5) and (1, 5) and those
cells experiencing ACI are labeled (5, 3) and (1, 3), assuming the
interfering cell is (1, 1).
edge illumination, having high gain between 30 to 40 dB
with a very narrow HPBW of 5Æ to 2Æ for a diameter of
about 10 to 24 cm.
The cochannel interference has been calculated for LOS
under clear weather conditions without any power control
strategy (worst case) using the formula:
C=I(L; L2; p) = [EIRP EIRP1]+ [GR(0) GR(q )]+
 [Lf s(L) Lf s(L2)]  [Acs(L) Acs(L2)]+
 A f (L2; p) [dB] ; (7)
where EIRP and EIRPI are the equivalent isotropic radi-
ated powers of the desired and interfered signals at the
customer location, GR(q ) is the receiver antenna gain at an
angle q off the boresight, Lf s is the free space path loss,
Acs is the attenuation during clear sky, A f is the short term
enhancement due to atmospheric multipath and focussing
effects, p is the time percentage for which A f exceeds a cer-
tain value [2], L and L2 are the distances in km from the
base station of the desired and cochannel cell, respectively.
At 42 GHz, Acs has been taken as 0.2 dB/km [4, p. 92]. The
short term enhancement due to atmospheric multipath and
focussing effects, A f , is determined using the formula [2]:
A f = 2:6(1  e
 L=10
) log10(p=50) : (8)
3.1. LOS interference calculations
Numerical simulation was carried out to determine the
percentage of areas where the C=I was above a specified
threshold. Simulations were carried our both for cochan-
nel and adjacent channel interference. The C=I levels of
interest were 10, 15, 20, 25 and 3 dB, depending on the
operating modulation scheme (QPSK, 8-PSK, 16-QAM or
even 64-QAM).
The percentage of cell area below these C=I threshold lev-
els are given in Table 1. The simulation takes into ac-
count a squared cell dimension L = 2 km, a time per-
centage p = 0:01% for which short term enhancement due
to atmospheric multipath and focussing effects, A f , ex-
ceeds 6.51 dB according to Eq. (8), and a receiving an-
tenna of the customer with a diameter of 10 cm, i.e. an
antenna gain of about 30 dB and a HPBW of about 5Æ.
The areas within the cell that experience these C=I levels
(as a percentage of the total cell area) are shown in Fig. 7.
Figure 7a gives the regions experiencing high CCI values
while Fig. 7b depicts the regions with high ACI.
Table 1
Approximate areas within the cell that experience
different levels of CCI
C=I value Approximate areas [%]
in cell (5, 5) [dB] CCI ACI
Below 10 5:48 0.14
Below 15 15.14 1.45
Below 20 22.24 4.80
Below 25 27.33 13.80
Below 30 29.87 24.85
Above 30 70.12 75.15
Next, simulations were carried out for different receiver an-
tenna diameters/HPBW to see the effect of increasing the
receiver antenna beamwidth. The results are given in Ta-
ble 2. For these simulations, the transmitter is a H-plane
sectoral horn and the receiver is a dish with a parabolic
squared aperture. Interference from the most dominant
cochannel cell has been considered only. The transmit-
ter antenna characteristics are: HPBW = 88Æ, A = 0:46 cm
(0.65 l ), R1 = 2:00 cm. For the simulation, the time per-
centage, p = 0:01 and the cell radius = 2 km.
In order to observe the effect of the time percentage, p, on
the C=I, the parameter p was varied from 0.001% to 10%.
The results are given in Table 3. It can be seen from the
table that p, which has an effect on A f (the short term
enhancement due to multipath and focussing effects), has
an important role to play in the determination of C=I. When
we relax the time percentage parameter to even 0.1%, the
C=I does not fall below 10 dB. However, p has a less
severe effect on higher C=I. For example, a change in p
from 0.001% to 10% causes the area where C=I < 15 dB
to change by 89%, the area where C=I < 20 dB to change
by 48% and the area where C=I < 30 dB to change by
only 7%. Thus, the effect of p should not be neglected for
low C=I.
14
Intra- and inter-cell interference investigations for broadband radio access systems above 10 GHz
Fig. 7. Color coded areas within the cell (5, 5) that experience
C=I levels below a specified level for (a) CCI and (b) ACI. The
units of the color bar is in dB. The squared cell dimension is
L = 2 km, the time percentage p = 0:001% for which A f exceeds
7.81 dB and the HPBW of the receiver antenna is 5Æ.
Fig. 8. The four disjoint wedges in which the receivers are
reoriented.
Next, the effect of varying the cell radius on the interference
was analyzed. The cell radius also plays a crucial role in the
calculation of C=I. It has been mentioned earlier, the cell
radius in the LMDS architecture can range from 1 to 10 km.
Fig. 9. The areas experiencing high levels of CCI (a) and ACI (b)
in cell (5, 5) in the Telenor scheme after reorientation of receiver
antennas. The units of the color bar is in dB. The HPBW of the
Tx = 88Æ, that of the Rx = 3Æ, p = 0:001, cell radius = 2 km.
Simulations were performed to find out the variation of C=I
with the cell radius. The radius of the cell was varied from
0.5 to 15 km and the results are given in Table 4.
It can be observed from the table that the areas where the
C=I is below a specified level at first increases with the
increase in the cell radius. It reaches a maximum and
then starts to decrease. The cell radius that results in the
minimum C=I (i.e., the maximum areas experiencing high
interference) is approximately 3 km, for the simulation pa-
rameters considered here. This behavior can be explained
as follows. At very low values of the cell radius, the free
space path loss, A f s, is the dominant factor. As the cell
radius increases, the short term enhancement due to mul-
tipath and focussing effects, A f , starts playing a dominant
role and increases the interference level. As we increase
the cell radius further, the increase in the interference due
to A f is compensated by the free space path loss, A f s. Con-
sequently, the total interference starts decreasing.
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Table 2
Percentage of areas below a specified C=I ratio in cell (5, 5)
Rx antenna Cell (5, 5)
Diameter [cm] HPBW [Æ] C=I < 10 dB C=I < 15 dB C=I < 20 dB C=I < 25 dB C=I < 30 dB
24 2.0 0.15 1.08 1.52 1.95 2.51
20 2.4 (CRABS) 0.82 4.44 7.22 8.93 9.40
10 4.7 1.94 8.52 13.08 15.59 18.41
9.6 5.0 2.00 8.99 13.85 16.97 19.05
Table 3
Percentage of areas below a specified C=I ratio in cell (5, 5) (diameter of the receiver = 20 cm, HPBW = 2:4Æ)
Time percent, p [%] C=I < 10 dB C=I < 15 dB C=I < 20 dB C=I < 25 dB C=I < 30 dB
0.001 2.68 4.99 8.12 9.17 9.47
0.01 0.61 4.23 6.85 8.83 9.38
0.1 0 3.55 5.65 8.53 9.29
1.0 0 1.92 4.84 7.86 9.12
10 0 0.51 4.20 6.71 8.84
Table 4
Percentage of areas below a specified C=I ratio in cell (5, 5) (diameter = 20 cm, HPBW = 2:4Æ, p = 0:01%)
Cell radius [km] C=I < 10 dB C=I < 15 dB C=I < 20 dB C=I < 25 dB C=I < 30 dB
0.5 0 2.00 4.88 7.92 8.88
1.0 0 3.54 5.49 8.48 9.25
2.0 0.61 4.23 6.85 8.83 9.38
3.0 0.71 4.36 7.06 8.89 9.40
5.0 0.28 3.95 6.29 8.74 9.36
10.0 0 0.51 4.22 6.75 8.87
15.0 0 0 0.59 4.32 6.92
3.2. Reducing CCI using reorientation of receiver
antennas
Having investigated the LOS cochannel and adjacent chan-
nel interference problem, we now propose a simple tech-
nique for the reduction of areas within the cell experiencing
high levels of interference. Let us assume that the current
BS location is (0, 0) as given in Fig. 1. It should be noted
that the coordinate system for the BS is different from that
used for representing the cells. We need two different coor-
dinate systems because the BS are not placed at the center
of the cell, but at one of the corners. Hence, in many cases
the same BS location is valid for four cells. From Fig. 7
we note that the regions of high interference roughly form
wedges within the cell. There are three disjoint wedges
where the interference levels are unacceptable due to the
three cochannel cells: (1, 5), (1, 1) and (5, 1). The receivers
in these regions of high interference can be reoriented to
the BS of nearby cells in order to reduce interference lev-
Table 5
After reorientation, the current and the interfering BS
for the four wedges
Wedge Current BS Interfering BS (CCI)
(after reorientation) dominant less dominant
1 (2, 2) (6, 6) (10, 6) –
2 (0, 2) ( 4, 10) ( 4, 6) ( 4, 2)
3 (2, 0) (10,  4) (6,  4) (2,  4)
4 (2, 2) (6, 6) (6, 10) –
els. Here we have taken the cut-off C=I = 30 dB to label
an area as a high interference zone. By simply observing
the cells around the wedges that depict high interference
regions, we choose the reorientation scheme as following.
The receivers located in wedge 1 are reoriented to BS at
(2, 2), those in the top section of wedge 2 to BS at (0, 2),
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those at the bottom half of wedge 2 to BS at (2, 0) and
those in wedge 4 to BS at (2, 2). Thus, there are now four
wedges from the point of view of reorientation, as depicted
in Fig. 8. Due to reorientation, new cochannel cells come
into picture. Table 5 gives the list of the new cochannel
cells for the four wedges after reorientation.
As a first level interference estimation, only the dominant
cochannel cell was considered for line of sight CCI calcula-
tions after reorientation. The areas facing high interference
after reorientation is shown in Fig. 9. Table 6 compares the
percentage of areas suffering from high CCI values before
and after the reorientation scheme. If, upon reorientation
of a receiver antenna the CCI worsens, it is reverted back
to the original base station.
Since we make the best choice for a receiver regarding
which BS it should point to, the reorientation strategy can
only provide improvement. It can be seen in Fig. 9 that
there are still some areas where, even after reorientation,
the interference level is unacceptable. However, the levels
are better than before. For example, the worst C=I value
prior to reorientation was 6.65 dB, and after reorientation,
the worst value is C=I = 9:74 dB (over 3 dB improvement,
though still unacceptable).
We next look at the effect of reorientation of receiver an-
tennas on adjacent channel interference. The process of
reorientation to reduce CCI also results in new ACI cells.
Table 7 lists the new cells that offer ACI as a result of
reorientation in order to reduce the problem of CCI. The
values of the resulting ACI due to the reorientation of Rx
antennas is given in Table 8. The plot of the areas expe-
riencing ACI is also shown in Fig. 9. From Table 3 it is
clear that the process of reorientation has not reduced the
ACI much. The values are comparable to those obtained
prior to reorientation. This was expected as the strategy
for reorientation of Rx antennas was to reduce CCI, and
not ACI. It could be possible that there is a slight increase
in the ACI values after reorientation.
Table 6
Approximate areas within the cell that experience
different levels of CCI before and after reorientation
of Rx antennas
C=I value Approximate areas [%]
[dB] before reorientation after reorientation
Below 10 3.52 0.04
Below 15 9.71 0.70
Below 20 13.05 1.56
Below 25 17.05 3.12
Below 30 19.12 3.47
Above 30 80.87 96.52
A more appropriate solution would be to check every Rx
location and see whether the reorientation to reduce CCI or
ACI produces a better result. The reorientation should be
Table 7
After reorientation, the current and the interfering BS
for ACI calculations
Wedge Current BS Interfering BS (ACI)
(after reorientation) dominant less dominant
1 (2, 2) (6, 4) – –
2 (0, 2) ( 4, 8) ( 4, 12) –
3 (2, 0) (6,  2) (10,  2) (10,  6)
4 (2, 2) (6, 4) – –
Table 8
Approximate areas within the cell that experience different
levels of ACI before and after reorientation of Rx antennas
C=I value Approximate areas [%]
[dB] before reorientation after reorientation
Below 10 0.10 0.17
Below 15 0.83 1.18
Below 20 2.71 3.43
Below 25 8.08 9.07
Below 30 14.66 15.55
Above 30 85.33 84.44
done accordingly. In many cases, one of the two, CCI or
ACI increases and the other one decreases due to reorien-
tation. Plus a third choice is not to go for reorientation. So
the strategy should be to choose the best of the three pos-
sible solutions using the following decision rule: “Choose
orientation to maximize the minimum of (CCIi, ACIi) for
the ith choice” i.e.,
decision variable di = max
 
min(CCIi; ACIi)

: (9)
3.3. Reorientation under the constraint of system
availability
In actual scenarios, reorientation of receiver antennas at all
locations is not possible because of the system availability
Table 9
Approximate areas [%] within the cell that experience
different levels of interference after the reorientation of Rx
antennas, with and without system availability constraint
(p = 0:01% and receiver HPBW = 2:4Æ)
C=I value CCI ACI
[dB] without 99.7% without 99.7%
constr. sys. avail. constr. sys. avail.
Below 10 0 0.16 0.03 0.00
Below 15 0.51 2.35 0.50 0.42
Below 20 0.52 3.46 1.84 1.57
Below 25 1.54 5.71 5.46 5.06
Below 30 1.58 6.04 10.88 10.18
Above 30 98.42 93.95 89.11 89.81
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constraint. If we try to orient the receiver antennas to far
off alternate base stations, the LOS may not exist due to tall
buildings and foliage. To get a feel for the performance due
to the system availability constraint, we put in the following
restriction: we do not reorient those receiver antennas for
which the alternate base station locations are more than
1.5 times the cell radius (one side of our square cell). This
factor, r, equal to 1.5 approximately corresponds to 99.7%
system availability. The results of the CCI and ACI with
this constraint is given in Table 9 for p = 0:01%.
Table 10
Approximate areas [%] within the cell that experience
different levels of interference before reorientation of
receiver antennas
Rx C=I value p = 0:01 p = 0:001
HPBW [dB] CCI ACI CCI ACI
Below 10 0.79 0.03 2.60 0.07
Below 15 6.13 0.40 6.95 0.64
2:4Æ Below 20 9.89 1.56 11.53 2.15
Below 25 13.15 4.68 13.57 6.43
Below 30 14.01 9.80 14.11 11.36
Above 30 85.98 90.19 85.89 88.64
Below 10 1.61 0.05 5.48 0.16
Below 15 12.30 0.85 15.14 1.38
5:0Æ Below 20 20.40 3.35 22.24 4.63
Below 25 25.24 9.84 27.33 13.44
Below 30 29.34 20.76 29.87 24.58
Above 30 70.65 79.24 70.12 75.41
Table 11
Approximate areas [%] within the cell that experience
different levels of interference after reorientation of Rx
antennas
Rx C=I value p = 0:01 p = 0:001
HPBW [dB] CCI ACI CCI ACI
Below 10 0.16 0.00 0.43 0.05
Below 15 2.35 0.42 2.57 0.74
2:4Æ Below 20 3.46 1.57 5.02 2.30
Below 25 5.71 5.06 5.87 7.22
Below 30 6.04 10.18 6.08 11.73
Above 30 93.95 89.81 93.92 88.26
Below 10 0.23 0 1.42 0.12
Below 15 5.32 0.72 7.70 1.45
5:0Æ Below 20 10.60 3.01 12.39 4.50
Below 25 13.45 9.51 16.34 13.30
Below 30 17.59 19.58 17.80 22.97
Above 30 82.40 80.41 82.19 77.02
It can be observed that, under this constraint, there is a de-
crease in the system performance with respect to the CCI,
as expected. However, there is an improvement in the levels
of ACI. This is because, in the first case where we reori-
ent with the sole objective to reducing CCI, in many cases
we end up increasing the ACI in the process. However,
when we reorient under the system availability constraint,
we only reorient some of the receiver antennas. In order to
get a feel for the typical and the worst case scenarios, we
obtain the CCI and ACI for receiver HPBW of 2.4Æ (typ-
ical) and 5Æ (worst case). We also carried out simulations
for p = 0:01 (typical) and p = 0:001 (strict). The interfer-
ence levels before and after reorientation are tabulated in
Table 10 and Table 11 respectively.
Fig. 10. The percentage of areas in the cell (after reorienta-
tion of receiver antennas) versus the multiplicative factor r which
determines the system availability.
The extra restriction of the system availability constraint
results in a degradation in the system performance, as indi-
cated earlier. In Fig. 10 we plot the percentage of areas in
the cell (after reorientation of receiver antennas) versus the
multiplicative factor r which determines the system avail-
ability. For example, r = 1:5 implies that receiver antennas
will be reoriented to an alternate BS if the LOS distance
does not exceed 1.5 times the cell radius. This corresponds
to system availability of 99.7%.
4. Conclusions
In this paper we have investigated the intra-cell interference
as well as LOS cochannel and adjacent channel interfer-
ence for the LMDS architecture. Simulations have beenper-
formed at 42 GHz. Our reflection measurements and multi-
path propagation studies have shown, that even for very di-
rectional customer antennas (HPBW = 2Æ) strong mulipath
components might occur and that they are not neglectable.
Therefore, the multipath propagation has to be considered
in the design of the equalizer of the receiver.
It has been observed that about 1015% of the areas suf-
fer from interference problems (for an acceptable threshold
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of C=I > 20 dB) under LOS and clear weather conditions
when cell dimensions of about 2 km are deployed. An in-
teresting thing that has been observed is that for a fixed
percentage p, the percentage of cell area below these C=I
threshold levels firstly increases with the cell dimension L,
reaching its peak value at about 3 km, and then decreases
again. The LOS interference problem will be reduced if
the HPBW of the subscriber’s antennas are decreased down
to 2Æ, which means comparatively large antenna diameters
of up to 25 cm and more difficulties of arranging them
to point precisely to the base station, thus suffering some
alignment losses.
In the latter portion of the paper we have proposed a sim-
ple technique to reduce the cochannel interference simply
by reorienting the receiver antennas to a more favourable
base station. It was observed that by reorientation, the area
encountering CCI below 30 dB was decreased from 19.1%
to 3.4%. This big improvement comes at no additional cost.
The ACI values remain comparable to those prior to reori-
entation. If the system availability constraint is put, we still
observe a big improvement, though not as large as without
any constraint. Further improvement is possible if we check
every receiver location and see whether the reorientation to
reduce CCI or ACI produces a better result.
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