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RESUMO 
As técnicas de diagnóstico para detecção de dados atípicos comumente utilizadas 
na análise de regressão linear têm por base o método de estimação dos mínimos quadrados 
dos resíduos. No entanto, se no conjunto de dados houver observações atípicas, estas 
obsenrações influenciarão o ajuste, afetando o estimador obtido por esse método. Quando 
isto ocorre, pode haver efeitos de mascaramento (isto é, não se detectam as observações 
atípicas, ou seja, aquelas que se distanciam das demais) e/ou ''swampíng" (isto é, classifica-
se como atípica uma observação comum). 
Neste trabalho são abordados métodos de estimação com alto ponto de ruptura, 
ou seja, métodos cujos estímadores não são afetados quando houver observações atípicas 
no cof1junto de dados. Como alternativa para o método dos mínimos quadrados dos resíduos 
são abordados mais detalhadamente o método da mínima mediana dos quadrados dos 
resíduos e o método dos quadrados aparados mínimos. As técnicas de diagnóstico baseadas 
em tais métodos são resistentes a dados atípicos, conseguindo identificá-los. 
Para obtenção de uma solução para os estimadores dos métodos de estimação 
resistentes às observações atípicas utilizam-se algoritmos que se baseiam nos chamados 
conjuntos elementares, que consistem de subconjuntos das observações do conjunto de 
dados. Assim, são apresentados vários algoritmos baseados nos conjuntos elementares, 
sendo que algtms algoritmos consistem na enumeração completa ou parcial (através de uma 
amostra aleatória) de todos os possíveis conjuntos elementares, enquanto que outros são 
resolvidos através de programação linear. 
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I. Introdução 
A análise de regressão linear é uma das várias técnicas utilizadas para a análise de 
conjuntos de dados em Estatística. Ao se utilizar o modelo de regressão linear, deve-se obter um 
valor para o vetor de coeficientes que descreve a relação entre duas ou mais variáveis. Este valor 
é obtido através de um método de estimação. 
O método de estimação mais conhecido é o método dos mínimos quadrados dos 
resíduos, desenvolvido, separadamente, nos estudos de Legendre, na França, e de Gauss, na 
Alemanha, no início do século XIX, segundo Kotz & Johnson ( 1983 ). Este método é amplamente 
utilizado por ser de fácil implementação computacional e por seu estimador possuir boas 
propriedades, como, por exemplo, ser equivalente ao estimador de máxima verossimilhança e ser 
um estimador não viciado de mínima variância, supondo que os erros tenham distribuição de 
probabilidade Normal. Por este método estar implementado em vários programas 
computacionais de análise estatística de dados, muitos usuários preferem adotá-lo como método 
de estimação para o modelo de regressão linear. No entanto, este método é afetado quando no 
conjunto de dados há observações que se destacam das demais, aqui chamadas de dados atípicos. 
Estas observações afetam o ajuste do modelo, influenciando as estimativas dos coeficientes da 
regressão e, conseqüentemente, as demais quantidades que são funções destas estimativas. 
Para identificar as observações atípicas utilizam-se as técnicas de diagnósticos. Estas 
técnicas são descritas, por exemplo, em Belsley et ai. (I 980), Draper & Smith (1981) e Cook & 
Weisberg (1982), entre outros. Mas, como estas técnicas são, em sua maioria, baseadas no método 
dos mínimos quadrados, por conseguinte, também podem ser afetadas quando tais observações 
estiverem presentes no conjunto de dados. Isto faz com que algumas técnicas de diagnósticos 
deixem de detectar as observações atípicas, o que constitui o efeito de mascaramento. Mas, elas 
também podem classificar como observações atípicas aquelas observações que são comuns quando 
comparadas com as demais, o que caracteriza o efeito de "swamping". 
Quando as observações são atípicas individualmente, as técnicas de diagnósticos 
baseadas no método dos mínimos quadrados conset,:ruem detectá-las parcialmente. Todavia, 
quando uma observação é atípica em conjunto com outras, sua influência no ajuste do modelo de 
regressão faz com que as técnicas de diagnósticos acabem sofrendo os efeitos de mascaramento 
e/ou "swamping", não detectando a presença de tais observações. São conhecidos vários métodos, 
descritos, entre outros, em Cook & Weisberg (1982) e Chatteijee & Hadi (1988), baseados no 
método dos mínimos quadrados, que detectam as observações que são conjuntamente atípicas. 
Estes métodos, geralmente, consistem no cálculo de algumas quantidades retirando-se grupos de 
observações do conjunto de dados. Entretanto, para usar tais métodos é necessário definir de 
antemão qual o número de observações atípicas a se detectar. Sem esta definição, os cálculos 
tornam-se proibitivos do ponto de vista computacional, devido ao problema combinatório 
envolvido. 
Assim, o principal objetivo deste trabalho é apresentar alguns métodos alternativos de 
se detectarem as observações atípicas individual e/ou conjuntamente, através de métodos de 
estimação que forneçam estimadores resistentes a tais observações. 
No capítulo 2 será abordada a caracterização de uma observação atípica, amplamente 
discutida em Beckman & Cook ( 1983), assim como será visto o modelo de regressão linear e o 
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método de estimação dos mínimos quadrados. Também será feita uma revisão das técnicas de 
diagnósticos baseadas no método dos mínimos quadrados mais utilizadas, abordadas por 
Chatterjee & Hadi ( 1986 ), e que estão implementadas em vários programas computacionais. Em 
seguida_ serão apresentadas técnicas de diagnósticos baseadas em métodos robustos de estimação 
que não sofrem os efeitos de mascaramento e/ou "swamping", descritas em Rousseeuw & Leroy 
(1987), e será exposto o conceito de robustez de um estimador, definido através do ponto de 
ruptura de um estimador, segundo Donoho & Huber (1983). Essas técnicas de diagnósticos 
utilizam os chamados conjuntos elementares, que são subconjuntos das observações. Será 
introduzida, ainda, uma distância multivariada robusta, semelhante à distância clássica de 
Mahalanobis. Esta distância robusta é baseada na estimação dos parâmetros do elipsóide de 
volume mínimo, sugerido por Rousseeuw ( 1983) e, posteriormente, descrito em Rousseeuw & 
van Zomeren ( 1987, 1990). Serão utilizados alguns exemplos para ilustrar as técnicas 
apresentadas. 
Alguns métodos robustos de estimação serão apresentados no capítulo 3, entre os quais, 
a mínima mediana dos quadrados dos resíduos e os quadrados aparados mínimos, ambos descritos 
por Rousseeuw (1984). Tais métodos são utilizados tanto para a estimação dos parâmetros do 
modelo de regressão linear como para a detecção de dados atípicos e serão ilustrados através de 
exemplos. É importante ressaltar que aqui eles serão empregados principalmente na detecção de 
dados atípicos, e que a obtenção de uma solução para seus estimadores não é computacionalmente 
simples, não havendo uma forma direta como ocorre com o método dos mínimos quadrados. 
Embora estes métodos não tenham sido desenvolvidos recentemente, o objetivo de 
apresentá-los aqui é torná-los mais conhecidos para o uso rotineiro na análise de regressão linear. 
Para tanto, serão apresentados no capítulo 4 vários algoritmos elaborados para a obtenção de uma 
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solução computacionalmente viável para os estimadores dos métodos robustos, como os 
algoritmos de reamostragem, descritos em Rousseeuw (1983, 1984), Rousseeuw & Leroy ( 1987) 
e Rousseeuw & van Zomeren ( 1990, 1992), e os algoritmos das soluções factíveis de Hawkins 
( 1993b, 1994a, 1994b ). Esses algoritmos têm por base a utilização dos conjuntos elementares. Em 
conjuntos de dados pequenos, eles consistem na enumeração intensiva de todos os possíveis 
conjuntos elementares. Quando essa enumeração torna-se proibitiva computacionalmente, 
adotam-se amostras aleatórias dos conjuntos elementares. Alguns algoritmos estão 
implementados em programas computacionais de simples utilização, e estão disponíveis para 
serem adquiridos por qualquer usuário, por exemplo, através de ftp anônimo. Alguns programas 
computacionais de análise estatística já incorporaram estes métodos, como S-Plus e BMDP. 
Espera-se que, num curto espaço de tempo, a maioria dos programas computacionais 
de análise estatística de dados incorporem os métodos robustos de estimação, e que eles possam 
ser tão utilizados e conhecidos na análise de regressão linear como vem ocorrendo com 
o método de estimação dos mínimos quadrados. 
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2. Conjuntos Elementares e Detecção de Dados Atípicos 
2.1. Dados Atípicos 
A Análise Estatística de dados é utilizada por pesquisadores com vários objetivos. Entre 
eles estão a comparação de tratamentos, a verificação de certas suposições a respeito de um 
experimento, o ajuste de um modelo ao conjunto de dados, ou, simplesmente, a análise descritiva 
dos dados. 
Antes de aplicar qualquer técnica estatística a seu conjunto de dados, o pesquisador deve 
analisar as observações que tem em mãos, simplesmente através de um histograma ou de um 
diagrama de ramos-e-folhas, ou ainda através de alguma outra ferramenta gráfica. Assim, ele 
poderá ver o comportamento de cada observação em relação às outras observações, geralmente 
obtidas sob as mesmas condições. As observações que, na opinião do pesquisador, estão distantes 
ou separadas do grupo de observações são chamadas de dados atípicos ou "outliers". Tais 
observações preocupam os pesquisadores, pois estes não sabem como proceder à análise 
estatistica com tais observações, ou até mesmo ficam em dúvida sobre se devem descartá-las, ou 
não, do conjunto de dados. 
Segundo Beckman & Cook (1983), este tipo de problema já estava presente nas 
primeiras tentativas conhecidas historicamente de se basearem conclusões em um conjunto de 
dados estatísticos. Bernoulli ( 1777) já trabalhava com a possibilidade de valores discrepantes e, 
em 1850, os métodos para lidar-se com dados atípicos já eram desenvolvidos. Mas, a noção do 
que são dados atípicos é tão vaga e subjetiva hoje como há mais de 200 anos. Tanto Edgeworth 
(1887) como Grubbs (1969) definiram os dados atípicos como observações que se diferenciam 
da maioria dos dados da amostra da qual fazem parte. 
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Historicamente, somente após a identificação dos dados atípicos através de uma inspeção 
visual das observações é que se têm utilizado métodos para se lidar com os dados atípicos. 
Entretanto, a possibilidade de identificar-se uma observação atípica depende da forma de 
apresentação dos dados, do conhecimento do fenômeno pelo pesquisador e da escala dos dados. 
Em alguns casos, a inspeção visual toma-se mais complexa ou até mesmo impossível (por 
exemplo, em amostras multivariadas) e, então, é preciso usar outro tipo de critério. Estes critérios 
geralmente são baseados em modelos que satisfazem certas suposições, e há uma certa 
subjetividade no momento da definição de tais modelos. Dependendo do modelo utilizado, certas 
observações serão declaradas como atípicas, enquanto que as mesmas podem não ser mais 
indicadas como tais se o modelo escolhido for outro. 
Para evitar ambigüidade quanto à definição de dados atípicos, Beckman & Cook (1983) 
estabeleceram as seguintes definições·. 
- observação discordante: qualquer observação no conjunto de dados que pareça 
surpreendente ou inesperada para o pesquisador, frente às suposições propostas; 
-observação contaminante: qualquer observação que não venha da distribuiçã.o suposta 
no estudo; 
- observação discrepante, aberrante ou outlier: qualquer observação que seJa 
discordante ou contaminante. 
Geralmente, a principal razão de se examinarem as observações para se identificarem 
dados atípicos é a necessidade de utilizar-se um método adequado para lidar-se com tais 
observações. O interesse específico que se tem numa observação discrepante também pode 
motivar a identificação de uma observação atípica. Beckman & Cook (1983) apresentam o 
seguinte exemplo dado em Bamett (1978) : 349 dias após o Sr. Hadlum ter partido para o 
exterior para serviços militares, a Sra. Hadlum deu à luz; o Sr. Hadlum julgou o período de 349 
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dias discordante quando comparado com o tempo médio de gestação de 280 dias (9 meses, 
aproximadamente) e então pediu o divórcio. Aqui, a questão é saber se a observação discrepante 
é uma realização válida ou não da distribuição de tempos de gestação. 
Outra razão para se detectarem dados atípicos é o interesse em fenômenos alternativos 
ou raros. Por exemplo, num processo industrial uma observação discrepante pode indicar uma 
situação de máxima produção. Cabe lembrar que muitas invenções vieram de erros ou do 
descontrole de processos químicos, fisicos ou mecânicos. Ou seja, uma observação discrepante 
gerou uma nova invenção. 
Em situações nas quais não se tem total certeza de qual modelo reflete bem o 
comportamento do conjunto de dados, a detecção de observações discrepantes é fundamental, 
pois pode indicar um modelo inadequado ou uma escala de medida imprópria. Tais observações 
também podem refletir não-aditividade ou heterocedasticidade. Ou seja, as suposições 
estabelecidas não são satisfeitas. Podem-se utilizar, então, as chamadas técnicas de diagnósticos 
que detectam observações aberrantes em um certo sentido. 
Certos dados atípicos têm grande influência na análise estatística e determinação do 
modelo. Esses dados são denominados influentes e sua identificação e estudo podem ajudar a 
obter um melhor entendimento da estrutura de um problema, podendo mostrar certas deficiências 
nos dados e levar a novos experimentos. 
Há casos em que a detecção de dados atípicos pode levar a modelos e métodos de 
estimação que acomodem a'i observações discrepantes, ao invés de descartá-las. Tais métodos são 
chamados de métodos de acomodação. Os métodos robustos, por exemplo, podem ser 
considerados como métodos de acomodação. 
Após discorrer-se sobre as razões de se estudarem os dados atípicos, pode-se falar sobre 
suas possíveis causas, as quais podem ser divididas em três grandes categorias, segundo Beckman 
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& Cook (1983): deficiências no modelo global, deficiências no modelo local e variabilidade 
natural. As deficiências no modelo global são aquelas causas que levam à troca do modelo 
utilizado por um outro novo para toda a amostra. Tais causas incluem variáveis em escala 
imprópria ou observações discrepantes que ocorrem freqüentemente. A primeira pode levar à 
transformação da variável enquanto que a segunda pode levar à troca do modelo usado por um 
modelo de mistura. As deficiências no modelo local são aquelas causas que se aplicam somente 
aos dados atípicos e não ao modelo como um todo. Exemplos de tais causas são: observações 
obtidas em condição distinta das demais, erros de registro ou anotação, e observações altamente 
influentes em regressão devido a pontos distantes no espaço das variáveis preditoras. Finalmente, 
as causas de uma observação discrepante podem ser resultado de uma simples variação natural, 
ao invés de ser devido a deficiências do modelo. 
Há dois métodos para se lidar com observações discrepantes: o da Identificação e o da 
Acomodação. O primeiro método consiste simplesmente na identificação dos dados atípicos. A 
identificação de tais observações pode levar a sua rejeição, sua incorporação através da revisão 
do modelo ou método de estimação, ou verificação de deficiências no conjunto de dados e 
necessidade de novos experimentos. O segundo método é o que acomoda observações atípicas 
no conjunto de dados através de modificações apropriadas no modelo ou método de análise, sem 
a necessidade de identificar as observações discrepantes de antemão. Por exemplo, o uso de 
modelos de mistura pode acomodar certos tipos de observações contaminantes. 
A identificação dos dados atípicos pode ser feita de duas maneiras. Em amostras 
univariadas, pode-se usar a inspeção visual através de algum tipo de gráfico, sendo reconhecidas 
como observações discrepantes aquelas que estão nos extremos da amostra e bem separadas do 
grupo de observações. A outra maneira, para conjuntos de dados mais complexos, é transformá-
los num conjunto de n estatísticas univariadas correspondentes a cada elemento da amostra, e, 
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então, utilizar a inspeção visual destas estatísticas. 
Após a detecção de dados atípicos, é função do pesquisador ou analista de dados decidir 
como continuar a análise estatística. Alguns preferem os métodos que descartam tais observações 
e trabalham com o conjunto restante de dados, enquanto que outros utilizam-se dos métodos de 
acomodação, que prossef,"Uem a análise com a presença dos dados atípicos no conjunto de dados. 
A dete.cção dos dados atípicos está presente em várias áreas da Estatística, como, entre 
outras, na Análise de Dados Circulares, onde as observações contaminantes são caracterizadas 
pelo maior desvio angular destas em relação à direção média, na Análise Discriminante, onde a 
detecção de outliers é feita através de gráficos de funções de ir._.f'!uência, em Planejamento de 
Experimentos, na Análise Multivariada de dados atípicos, onde há várias extensões das técnicas 
de detecção usadas para os casos univariados, na Análise de Modelos Lineares com distribuições 
de probabilidade não-Normais, onde os dados ou resíduos não satisfazem a suposição de 
Normalidade, sef,'Uindo, por exemplo, distribuições de probabilidade Exponencial ou Gama, na 
Análise de Séries Temporais, onde há dois tipos de dados atípicos segundo Fox ( 1972): os do tipo 
I que afetam somente uma observação na série temporal, e os do tipo li que afetam uma certa 
observação e todas as observações subseqüentes da série temporal. 
Aqui, vamos deter-nos à detecção dos dados atípicos em Modelos Lineares, mats 
especificamente na Análise de Regressão Linear. 
2.2. Análise de Regressão Linear c Detecção de Dados Atípicos 
A análise de regressão linear propõe um modelo para explicar a relação existente entre 
a variável resposta ou dependente e as variáveis regressaras, preditoras ou independentes, através 
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de n observações. Isto é definido pelo seguinte modelo: 
(2.1) 
onde: 
Y é o vetor nx 1 da variável resposta ou dependente; 
X é a matriz nxp de posto p igual ao número de variáveis preditoras ou independentes; 
13 é o vetor pxl de parâmetros desconhecidos que explicam esta relação linear entre 
YeX; 
e é o vetor nx I de erros aleatórios, aqui supostos com média zero e matriz de 
variância e covariância o 2 I 
n 
O método habitualmente usado para estimar os parâmetros é o método dos mínimos 
quadrados, onde minimiza-se a seguinte função dos resíduos 
n n 
L e;2 =I: ( Y; (}Ixli - ··· - 1\xP/ 
i-1 i-1 
em relação aos Jl 's . Os resíduos são a diferença entre o valor observado da variável resposta 
e o seu valor ajustado ou predito pelo modelo. Ou seja, e,~ e,- Y; - Y, . 
Na análise de regressão linear há três tipos de dados atípicos: 
- quando a observação é influente somente na direção da variável resposta ela é chamada 
de outlier; 
lO 
- quando a observação é influente tanto na direção da variável resposta como na direção 
do espaço das variáveis preditoras ela é chamada de ponto de alavanca ruim, pois sua presença 
fará com que o hiperplano ajustado seja atraido em sua direção; 
-quando a observação é influente apenas na direção do espaço das variáveis preditoras, 
mas está na direção da maioria das observações ela é chamada de Jl_onto de alavanca bom, pois 
sua presença pode ajudar a diminuir a variabilidade das estimativas. 
Pelo fato de os pontos atípicos influenciarem as estimativas dos parâmetros, das 
variâncias desses parâmetros, das variâncias dos valores preditos e do erro quadrático médio, 
torna-se importante haver uma maneira de detectá-los na análise de regressão linear. 
2.2.1. Técnicas de Diagnósticos 
Na análise de regressão linear existem várias técnicas de diagnósticos para a detecção 
de dados atípicos baseadas no método dos mínimos quadrados. Veremos algumas delas e o 
relacionamento existente entre elas, conforme Chatterjee & Hadi (1986). 
Ao ajustar-se o modelo de regressão linear pelo método dos mínimos quadrados, 
obtêm-se os seguintes resultados, representados em torma matricial : 
(X'XY 1 X'Y 
A 
e Y- Y = (/ -H)Y 
e suas respectivas variâncias·. 
11 
onde: 
P é o vetor px 1 de parâmetros estimados; 
" Y é o vetor nx 1 dos valores ajustados; 
e é o vetor nx I dos resíduos; 
H = X(X'.X)- 1X' é a matriz nxn de projeção; 
"2 (J = 
e'e é o quadrado médio dos resíduos. 
n-p 
Mas, às vezes, estas medidas são influenciadas por uma ou mais observações. Assim, 
necessita-se medir a influência dessa(s) observação(ões) e o quanto ela(s) modifica(m) o valor das 
quantidades anteriores. Be!sley et ai. ( 1980) definiram uma observação influente como sendo 
aquela que, tanto individualmente ou em conjunto com outras observações, tem um impacto 
consideravelmente maior nos valores das várias estimativas calculadas do que a maioria das outras 
observações No entanto, uma observação pode não ter o mesmo impacto sobre todas as 
quantidades estimadas em regressão. A pergunta que surge então é: Como uma observação 
influencia o modelo de regressão? Uma observação pode, por exemplo, ser influente sobre a 
estimativa do vetor dos coeficientes ~ , sobre uma combinação linear de ~ , sobre a 
" 
variância estimada de , sobre os valores preditos Y , entre outras quantidades. Assim, 
dependendo do objetivo da análise, deve-se usar uma detenninada quantidade que medirá a 
influência num certo resultado da regressão. Estas quantidades são conhecídas como medidas de 
influência 
Como a..;; medidas de influência (também conhecidas como técnicas de diagnósticos) são 
numerosas, Chatteijee & Hadi ( 1986) dividiram-nas em 5 grupos, vistos a seguir. 
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2.2.1. t. Medidas baseadas nos Resíduos 
Os resíduos são a maneira mais simples de detectar suposições não satisfeitas por um 
modelo proposto. Como os resíduos podem ter vruiâncias distintas, pois elas dependem de ô 2 
e de h ii , então é útil definir uma versão deles que não dependa destas quantidades. 
Dividindo-se cada um deles por uma estimativa de seu desvio padrão, obtêm-se os resíduos 
studentizados internamente e externamente, dados, respectivamente, por: 
onde: 
e. e. 
l . l i l, ... ,n r. e r. 
l 
ô t.)l l ô (i) J l - h .. - h .. ll li 
e. é o i-ésimo elemento do vetor dos resíduos e ; 
l 
h.. é o i-ésimo elemento da diagonal da matriz de projeção H; 
11 
ô é o desvio padrão estimado, visto anteriormente~ 
2 (n-p)ô 2 e; (Beckrnan & Trussell, 1974) é o quadrado 
n-p-1 (n-p-1)(1-hu) 
médio dos resíduos calculado quando a i-ésima observação é retirada do conjunto de dados, ou 
seja, o cálculo do desvio padrão não sofre sua íntluência. 
Sob normalidade dos erros, ô ~i) e e i são independentes. 
Atkinson ( 1981) mostra que a relação entre estes resíduos é : 
ou 
n-p 
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- d d 2 - * 2 o . * fl d e, entao, po e-se ver que quan o r, - n -p , entao ri - oo . u seJa, ri re ete e 
forma mais intensa os desvios maiores. Devido a esses fatos, muitos preferem usar o resíduo 
studentizado externamente como medida de influencia. 
O ponto critico (valor de referência que pode ser utilizado para considerar uma 
2 
observação influente ou não) para essas medidas pode ser obtido sabendo-se que: ri 
n p 
segue uma distribuição de probabilidade Beta, com parâmetros 1/2 e ( n - p - 1 )/2 e, portanto, 
E ( rJ = O e V ar ( rJ = 1 , e que ri' se!,rue uma distribuição de probabilidade t-
Student com n-p-1 graus de liberdade (Cook&Weisberg. 1982). Assim, observações cujos resíduos 
studentizados tenham valores maiores do que 2 ou menores do que -2 podem ser consideradas 
como possíveis outliers. 
2.2.1.2. Medidas baseadas na Matriz de Projeção 
A matriz H, dada anteriormente, é conhecida, entre outros nomes, como matriz chapéu, 
de predição ou de projeçã.o Ela recebe estes nomes por causa da sua função na análise de 
regressão, pois projeta o vetor dos valores observados da variável resposta Y no espaço das 
variáveis preditoras, resultando no vetor dos valores ajustados i . Ela também está presente na 
determinação do vetor de resíduos e de sua respectiva matriz de covariâncias. 
O i-ésimo elemento da díagonal da matriz de projeção: 
h X ' (X' X)- I X i 
11 I I ' 
1, .. . ,n , 
onde X/ é a i-ésima linha da matriz X, fornece uma medida da distância entre a i-ésima 
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observação e o centro dos dados no espaço das variáveis preditoras. Como o traço(H)=p, então 
o valor médio de h.. é p , e como h.. ~ h _2 + E . . h _2 (pois H é matriz idempotente), 
11 n ll ll 1 '<"./ lj • , 
então O .s: hu .s: 1 para qualquer i. Hoaglin & Welsch (1978) recomendam como ponto crítico 
para h.. o valor 2P A 1 b - . l . '. -- . que as o servaçoes que tiverem ri.. mawr que o ponto cnt1co 
ll n u 
podem ser consideradas como ponto de alavanca. O que definirá se estas observações são pontos 
de alavanca bons ou ruins é a análise conjunta com os resíduos studentizados. Esta análise pode 
ser feita, por exemplo, através do gráfico de vs h .. 
ll 
Outra maneira de obter informação sobre a influência tanto de X como de Y no modelo 
é incluir na matriz X o vetor da variável resposta Y, resultando na matriz X· = (X: Y) . 
Então, calcula-se a matriz de projeção para esta matriz, obtendo-se agora o i-ésimo elemento da 
diagonal de H * = X • ( X. ' X. y 1 X* ' : 
2 
e. 
h I . .. +-,I 
11 
e'e 
I , ... ,n 
cujo ponto crítico, sugerido por Chatterjee & Hadi ( 1986 ), é 2 (p+l) 
n 
No entanto, esta medida não é muito indicada, pois será grande quando h;, ou e 
I 
forem grandes, não sendo possível distin!:,tüir se a observação é um ponto de alavanca ou um 
outlier. Assim, através de h;; uma observação pode ser considerada influente nos resultados 
da regressão porque: (1) é um valor discrepante na variável resposta, ou (2) é um ponto de 
alavanca no espaço das variáveis preditoras, ou (3) é uma combinação de ambos. 
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2.2.1.3. Medidas baseadas no Volume de Elipsóides de Confiança 
Uma medida da influência de uma observação na estimação de um vetor de parâmetros 
é a mudança no volume do elipsóide de confiança correspondente a este vetor quando esta 
observação é retirada do conjunto de dados. Quanto menor for o volume do elipsóide de 
confiança, mais concentradas estarão as observações em tomo de seu centro. Deve-se lembrar que 
o volume de um elipsóide é proporcional ao inverso da raiz quadrada do determinante de uma 
matriz de produtos cruzados apropriada. Em alguns casos, por exemplo, a matriz X'X. 
As medidas de influência da i-ésima observação sobre o vetor estimado dos coeficientes 
da regressão podem basear-se na mudança do volume dos correspondentes elipsóides de 
confiança com e sem a i-ésima observação. Geralmente, elas são resultantes de razões (ou de 
logaritmos de razões) entre o volume de um elipsóide de confiança sem e com a i-ésima 
observRção, o que resulta em razões de determinantes de matrizes de produtos cmzados. 
Uma dessas medidas é a razão sugerida por Andrews & Pregibon (1978): 
AP. { 
I TT. I .X'. I A(i) {i) 1 - h.~ 
11 
i 1, ... , n 
Cook & Weisberg (1982) afirmam que (A P; t lí2 - 1 é proporcional à mudança no 
volume de um elipsóide gerado por x· 'X* quando a i-ésima observação é omitida. Valores 
pequenos de APt correspondem a observações intluentes, pois o volume do elipsóide de 
confiança sem a i-ésima observação é menor do que o volume do elipsóide com toda'} as 
observações. Como se pode verificar, APi está relacionada com hi; , tendo as mesmas 
deficiências que h i; , ou seja, não se pode afirmar se uma observação é influente no modelo de 
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regressão por ser um outlier, um ponto de alavanca ou ambos. O ponto critico para APi e 
obtido em função do ponto crítico sugerido para h i; , por causa da relação entre eles. 
Outra medida de influência baseada no volume de elipsóides de confiança é a 
desenvolvida por Cook & Weisberg ( !982), conhecida como distância ou deslocamento da 
verossimilhança. A distância da verossimilhança é definida como: 
onde L ( 6 ) é o logaritmo da fimção de verossimilhança do conjunto de dados com relação 
ao vetor 6 . Assim, a distância da verossimilhança mede a diferença entre o logaritmo da função 
de verossimilhança, calculada no ponto 6 = ê , com e sem a i-ésima observação. A estatística D Vi 
também pode ser vista em termos da seguinte região de confiança: 
2 (Cox & Hinkley, 1974), onde q é a dimensão do vetor 6 e X a.q é o a -ésimo percentil 
superior de uma distribuição de probabilidade x2 com q graus de liberdade. 
~ 
Para medir a influência da i-ésirna observação sobre o vetor estimado de coeficientes Jl 
e sobre a variância estimada ô 2 , simultaneamente, pode-se utilizar a distância da verossimilhança: 
- n mil _n_ n -p- 1 + i { - 1 r( \ f ) 1 r *2 , n .. 1 ) 
[, n - I ) l 7; 2 + n _ p _ 1 ( I - hu )( n - p - I ) 
cujo ponto crítico pode ser obtido sabendo-se que DV1 ( P. o 2 ) segue, assintoticamente, uma 
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distribuição de probabilidade x 2 com p+ 1 graus de liberdade. 
Caso DV, ( p, o2 ) seja suficientemente grande, isto é, se comparada com uma 
2 X P·l , Cook (1986) sugere usar as distâncias da verossimilhança para os coeficientes e para a 
variância separadamente. Elas são calculadas, respectivamente, como: 
( n ) ( r
2 
) 2 ( n 1 ) n In 1 -- + n In 1 -
1
- + r; -
2 
- 1 
\n-1 n-p (n-p-rt) 
cujos pontos criticos são obtidos de uma distribuição de probabilidade x2 com os respectivos 
graus de liberdade. 
Outra medida baseada no volume de elipsóides de confiança é a que mede a intluência 
da i-ésima observação sobre a variância de ~ , sugerida por Belsley, Kuh & Welsch (1980) Ela 
consiste da seb'Uinte razão entre as matrizes de covariâncias calculadas sem e com a i-ésirna 
observação: 
COVRATIOÍ ( 2) p n- p- r, 1 
n- p- 1 1 - hu 
Podem ser consideradas influentes as observações que satisfazem a seguinte 
desigualdade: 
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I COVRATIOi- 1 I > 3! 
u 
E, finalmente, Cook & Weisberg (1 980) propõem o logaritmo da razão do volume de 
elipsóides de confiança (I -a) 100 % com e sem a i-ésima observação como uma medida de 
influência. A estatística sugerida é dada por: 
CW. = 
I 
_!_ In ( 1 - h .. ) + p In ( ( n -p - 1 ) F( a ;p' n-p) ·) 
2 ' 11 2 2 (n-p-r )F 
i (a. ;p, n-p-1) 
- .!_In ( COVRATIO . ) + p In ( F< a ;p, n-p) Jl 
2 1 2 F (a;p,n-p-1) 
onde F( a. ~ .•. ) é o a -ésimo percentii da distribuição de probabilidade F -Snedecor com os 
respectivos graus de liberdade. 
cwi será grande e negativo se 2 r i for pequeno e h zi for grande (ou seja, a 
2 
observação é um ponto de alavanca). c~ será grande e positivo se ri for grande e hii 
for pequeno (ou seja, a observação é um outlier). Mas, se r,2 e h.. forem grandes (ou 
ll 
pequenos), c~ será pequeno, o que reduz a sua capacidade de detectar observações 
influentes. No entanto, pontos de alavanca tendem a atrair o hiperplano ajustado em sua direção 
2 
e, conseqüentemente, têm ri pequeno. 
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2.2. 1 .4. Medidas baseadas em Funções de Influência 
Uma outra maneira de se construirem medidas de influência da i-ésima observação é 
basear-se na função de it?fluência desenvolvida por Hampel (I 974), descrita como: 
l<1. ( x., y., F, T) 
l l l 
lim 
E_,. 0 e 
(2.2) 
onde T(.) é um vetor de estatísticas de uma amostra aleatória com função de distribuição 
acumulada F, e õ x.,y. - I em ( xi,yi) e nula, caso contrário. Fli mede a influência sobre 
I I 
a estatística T quando da inclusão da observação ( xi,yi) numa amostra de tamanho grande. 
Para amostras finitas, serão vistos três tipos de aproximação para a FI. : 
l 
" i) a Curva de Influência l!.mpírica (CIE), que é obtida quando F = F(z) e 
T( F(z)) - P(z) , onde F(z) é a função de distribuição empírica sem a i-ésima observação: 
e 
CIE. 
I 
(n I)(X'Xr 1 x.' ' 
I 2 (I -h .. ) 
li· 
(2.3) 
ii) a Curva de lr!fluencia Amostrai (CIA), que é obtida quando F = F 
T( F') = p e 1 F. = - -- ; omitindo-se o limite da Fli , tem-se: 
n- 1 
CIA 
e. 
( n- 1) (X'XY 1 X/ 1 
I -h .. 
(2.4) 
11 
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e e" 
iii) a Curva de 5,yensibilidade (CS), que é obtida quando F = F(,) 
1 
n 
o 
cs . - ( n ) (X' X r I X t "-'i 
l l 1-h .. 
11 
(2.5) 
Essas três aproximações são proporcionais à distância entre Â e Â pois p P(i) ' 
Miller ( 197 4) demonstrou que: 
el. (X'X} 1x.'--
, 1 -h/i 
Podem-se também considerar normas da Fli , determinadas por uma matriz simétrica 
e semi-definida positiva M e por um fator de escala positivo c, obtendo-se a set:,ruinte norma: 
(2.6) 
c 
Observações com valor grande de Di ( M, c) são consideradas influentes sobre a 
estimativa do vetor de coeficientes com relação a M e c. 
Para cada escolha de função de influência, de M e de c, obtém-se uma medida de 
influência diferente. As mais comuns são: 
a) Distância de Cook, proposta por Cook ( l977), é obtida substituindo-se em (2.6) os 
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valores M = .X' X , c = (n- I )2 p â2 e aproximando-se (2.2) por (2.4). Ou seja, 
cf - i(í) ) ' ( i - i(i) ) 
p ô2 
h .. 
li 
p I - hu 
A estatística D - Cooki pode ser vista como a distância Euclidiana padronizada 
entre os vetores dos valores ajustados com e sem a i-ésima observação. Para estabelecer um ponto 
crítico pode-se comparar cada D - Cooki com os percentis de uma distribuição de 
probabilidade F com p e n-p graus de liberdade (Cook, 1977). 
b) Distância de Welsch-Kuh ( DFFITSi ), proposta por Welsch & Kuh (I 977), é 
obtida substituindo-se em (2.6) os valores M = X' X , c = (n- 1 )2 ô~i) e aproximando-se 
(2.2) por (2.4), ou escolhendo-se M = X' X , c = n 2 ô~i) e aproximando-se (2.2) por (2.5). 
Extraindo-se a raiz quadrada, chega-se ao DFFITS1 . Ou seja, 
Belsley, Kuh & Welsch (1980) sugerem usar 2 {p/ n ) 112 como ponto crítico para 
DFFITS . . A estatística DFFITS. mede a influência da i-ésima observação no i-ésimo valor 
l l 
ajustado através da diferença padronizada entre os valores ajustados com e sem a i-ésima 
observação. Assim, percebe-se que há urna relação entre D- Cooki e DFFITSi , dada por: 
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------- -------------------------- --·---
------------
2 
D- Cook. 
I 
n- p- ri (DFFITS .)2 
p(n-p-1) 1 
c) Distância de Welsch, obtida substituindo-se em (2.6) os valores M = ...-Y(
1
) '...-Y(z) , 
c = (n- 1) ô~i) e aproximando-se (2.2) por (2.3). Ou seja, 
A relação entre ~ e DFFITS; é: 
A estatistica Wt é mais sensível a h u do que DFFlTSt , devido à aproximação 
de (2.2) por (2.3). We1sch ( 1982) sugere 3/j} como ponto crítico para Wi quando n> 15. 
d) Distância de Cook Modificada, obtida substituindo-se em (2.6) os valores 
p(n-1)2 "2 M = X' X , c = a(t) , aproximando-se (2.2) por (2.4), e extraindo-se a raiz 
n-p 
quadrada. Ou seja, 
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D- Cook .• = 
I 
D ( X, X p ( n - 1 )2 A 2 ) 
i ' o (1) 
n -p 
DFHTS ,~n/ 
A estatística D- Cook; foi sugerida, inicialmente, porWelsch & Kuh (1977) e, mais 
tarde, por Atkinson ( 1981). Ela dá mais ênfase a valores exiremos e é mais adequada para ser 
visualizada graficamente. Devido a sua relação com a estatística DFFITSi , seu ponto crítico 
pode ser obtido em função do sugerido para DFFITS1 , resultando em 2 ~ ":P . 
2.2.1.5. Medidas baseadas em Influência Parcial 
As medidas de influência baseadas na norma dada em (2 6) vistas até aqui medem a 
influência de uma observação i!,rualmente sobre todos os coeficientes da regressão, pois 
M = X' X ou .x;.z) '.x;.z) . Isto não permite a detecção de observações que são influentes 
somente sobre um determinado coeficiente da regressão ou sobre q destes coeficientes, ou seja, 
observações que são influentes parcialmente. 
Para obter medidas da influência parcial de uma observação sobre um determinado 
coeficiente da regressão, Cook & Weisberg (1982, p.l25) demonstram que agora a matriz M deve 
ter posto q<p e deve ser tal que: 
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r 
(X 'X )- 1 O 1 (X'Xr 1 t\-f (X'Xr 1 (X'XY 1 - 1
0 
1 
0 
onde: X= (X1, X2 ) , e X1 tem dimensão nx(p-q). 
Se q= I e c = ô~i) , então obtém-se a medida de influência parcial sugerida por 
Belsley, Kuh & Welsch (1980): 
DFBETAS ij 
pj pj(l) 
Jvar(P) 
onde C1 é a j-ésima coluna de C = X (X' X} 1 . 
. 
r. c .. 
I I} 
A estatística DFBETAS(i mede a influência da i-ésima observação no j-ésimo 
coeficiente de regressão. Belsley, Kuh & Welsch (1980) sugerem como ponto crítico para 
I DFBETAS~; I o valor 2 
rn 
2.2.1.6. Utilização das Técnicas de Diagnósticos 
Corno se pode perceber, há urna grande quantidade de medidas de influência, sendo 
necessário escolherem-se apenas alf,rumas para a detecção de dados atípicos, para não tornar a 
análise muito complexa e demorada, e às vezes, redundante, pois várias medidas são equivalentes. 
Chatterjee & Hadi (1986) recomendam o uso das estatísticas D- Cooki* , COVRAT!Oi e 
DFBETAS .. (ou DFFITS . . CW. e DFBETAS .. ) como suficientes para a detecção y l ' l y 
de observações influentes. Já Hoaglin & Kempthorne (1986) sugerem o uso, na prática, de uma 
25 
exemplo, fazendo o gráfico de DFFITS. versus t; 
l 
6) Verifique a influência das observações individuais nas estimativas dos coeficientes. 
Para cadaj, faça o gráfico de DFBETASij versus i. Examine-os em conjunto; 
7) Verifique a influencia das observações individuais na matriz de covariâncias estimada 
de 13 , usando o gráfico de COVRA11U. versus i. 
l 
Nos passos 5 a 7 examine também o gráfico dos resíduos versus hii 
A ordem dos passos 5 a 7 depende dos objetivos da análise de regressão. Pode-se 
substituir as medidas sugeridas por outras similares. 
8) Procure subconjuntos de observações que são conjuntamente influentes, por exemplo, 
através da retirada de várias observações que são influentes individualmente e utilizando os passos 
anteriores nas observações restantes. 
2.3. Conjuntos Elementares e Detecção Robusta de Dados Atípicos 
As técnicas de diagnósticos expostas até aqui, juntamente com outras conhecidas, são 
usadas amplamente, e geralmente estão implementadas em "softwares" estatísticos. Mas, na 
presença de dois ou mais pontos atípicos elas podem estar sujeitas ao efeito de mascaramento 
(quando uma observação influente no modelo de regressão é considerada como uma observação 
não influente devido à presença de outros pontos influentes) e/ou "swamping" (quando uma 
observação que tem o mesmo comportamento que as outras é tratada como se fosse uma 
observação influente no modelo de regressão). 
O algoritmo de conjuntos elementares surge aqui como uma forma de desenvolver 
técnicas de diagnósticos adicionais para detecção de dados atípicos. Uma de suas vantagens é a 
possibilidade de ser utilizado em métodos que são resistentes a observações atípicas e o fato de 
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esses métodos não sofrerem o efeito de mascaramento e/ou "swamping". Esta propriedade está 
relacionada com o alto ponto de ruptura obtido ao se utilizarem os conjuntos elementares. 
O ponto de mptura ("breakdown point") de um estimador foi definido assintoticamente 
por Hampel ( 1971 ). Aqui, será exposta uma versão para amostras finitas, proposta por Dono h o 
& Huber (1983). 
Seja Z uma amostra com n observações e seja T um estimador de regressão, de modo 
que aplicando-se T nessa amostra, resulta no vetor de coeficientes p , ou seja: 
T( Z) = p . 
Seja Z' urna amostra obtida deZ substituindo-sem das observações originais por valores 
arbitrários. O vicio máximo do estimador T, considerando-se todas as possíveis amostras Z', pode 
ser definido, como: 
vício(m;T,Z) supz, IIT(Z') - T(Z)II . 
Se vício ( m; T, Z) ..... oo , então as m observações têm grande influência sobre o 
estirnador T, sendo consideradas atípicas. 
Assim, para amostras finitas, o ponto de ruptura do estirnador T para urna amostra Z 
é dado por: 
e~ (T,Z) min{ m; vicio( m;T,Z) _,. oo} 
n 
ou seja, é a fração mínima de contaminação das n observações da amostra necessária para que o 
estimador assuma valores distantes de T(Z). 
Geralmente, o ponto de ruptura e: ( T, Z) é interpretado assintoticamente, isto é, 
quando n ..... oo . 
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No método dos mínimos quadrados, verifica-se que apenas um outlier já é suficiente 
para influenciar a estimação dos coeficientes do modelo. Portanto, seu ponto de ruptura é igual 
.,.. 
u. 
1 
n 
que tende para zero à medida que o tamanho da amostra aumenta. 
Antille & Ritschald ( 1992) discutem dois conceitos da robustez de um estimado r: 
1 ) Um estimador T é localmente robusto se sua função de influência é limitada 
superiormente; 
2) Um estimador T é globalmente robusto se o limitante de seu ponto de ruptura (para 
n --+ oo ) é estritamente positivo. 
Aqui será considerada a robustez de um estimador somente do ponto de vista do ponto 
de mptura. Estimadores que têm alto ponto de ruptura são considerados estimadores resistentes 
ou robustos a observações atípicas. 
Na detecção robusta de dados atípicos, diversos métodos de estimação têm alto ponto 
de ruptura e podem ser solucionados através do uso de conjuntos elementares. 
O algoritmo dos conjuntos elementares originou-se no trabalho de Theil (1950) e, 
basicamente, consiste na retirada sem reposição de todas as possíveis sub-amostras de um 
conjunto de dados, tendo todas o mesmo tamanho, ou seja, é um algoritmo de reamostragem. 
Estas sub-amotras devem ter o tamanho mínimo suficiente para que os parâmetros do modelo 
utilizado possam ser estimados. Os conjuntos elementares foram propostos como um método 
computacional para calcular estimadores nas áreas de regressão com alto ponto de ruptura e 
estimação multivariada de locação e escala, onde a solução exata de uma função objetivo é 
computacionalmente complexa (veja, por exemplo, Rousseeuw(l984), Hawkins, Bradu & Kass 
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(1984) e Rousseeuw & van Zomeren(l990)). 
Na análise de rei:,:rressão linear podem-se usar os conjuntos elementares como algoritmo 
para se estimarem os parâmetros do modelo. 
Aqui, um conjunto elementar é um sub-conjunto J = { ip i2, ... , iP} , com p 
observações dos dados originais, ~1 e X., são, respectivamente, o sub-vetor de tamanho 
pxl da variável resposta e a sub-matriz pxp de posto completo das variáveis preditoras referentes 
às observações do cor~junto elementar. Uma ret:,:rressão elementar é o ajuste da ret:,:rressão exata de r:, 
em função de XJ . Desta ret:,:rressão obtém-se um estimador do vetor de coeficientes, dado por: 
a - (X, v )-1 x 'Y - x-ly 
.... J - J ·""-.! .J .T - J .T. 
Para cada uma das n observações da amostra, calculam-se os resíduos preditos 
elementares 
sendo que, para as observações que pertencem ao conjunto elementar, o resíduo predito elementar 
é nulo, pois a regressão é exata. Os estimadores dos coeficientes da regressão serão calculados 
se XJ for não-singular. Se isto ocorrer para todos os conjuntos elementares J, então diz-se que 
o conjunto de dados está em posição geral (Rousseeuw & Leroy (1987)). Isto é, numa amostra (x 'i'Yt) 
com n observações, os pontos estarão em posição geral se quaisquer p pontos derem uma 
solução única para P . 
Com base no método de estimação utílízado, o algoritmo dos conjuntos elementares 
calcula os resíduos preditos elementares para cada conjunto elementar J, e seleciona como 
estimador final dos coeficientes da regressão o vetor ~ J , cujos resíduos preditos elementares 
minimizam a função objetivo. 
O número total de conjuntos elementares é, no caso do modelo dado em (2.1 ), igual à 
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combinação de n observações em sub-conjuntos de tamanho p. Em alguns casos este número 
toma-se impraticável, sendo aconselhável que se utilize uma amostra aleatória dos conjuntos 
elementares. 
O algotitmo dos cot~untos elementares não está fixo a uma só função objetivo. Ele pode 
ser aplicado a qualquer função que envolva os resíduos preditos elementares e também a outras 
estatísticas, como funções dos pontos de alavanca, que possam ser calculadas para cada 
observação. 
Os conjuntos elementares podem ser vistos como uma técnica de reamostragem, assim 
como um caso particular do método "Bootstrap" e do método "Jackknife" (veja Diaconis & 
Erron( 1983) ). Lembrando que o método "Bootstrap" para estimação do resíduo e 1 baseia-se 
nas regressões de conjuntos de tamanho n, escolhidos com reposição, das n observações da 
amostra, então aqueles conjuntos onde somente p pontos distintos ocorrem corresponderão 
exatamente a um dos conjuntos elementares. Mas, ao se utilizarem conjuntos de tamanho n no 
"Bootstrap", tem-se os mesmos problemas de mascaramento e/ou "swamping" do conjunto de 
dados completo, sendo preferível o uso dos conjuntos de tamanho p. A mesma observação pode 
ser feita para o método "Jackknife". 
A seguir será vista a utilização dos conjuntos elementares na detecção de múltiplos 
outliers na análise de regressão linear múltipla, conforme Hawkins, Bradu & Kass ( 1984). 
2.3. 1. Detecção de V á rios Outliers através do uso de Conjuntos 
Elementares 
As técnicas de diagnósticos para detectar dados atípicos relatadas nas seções anteriores 
tratam da detecção de apenas uma observação aberrante separadamente c são, em sua maioria, 
funções dos resíduos obtidos da regressão ajustada por mínimos quadrados. No entanto, num 
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conjunto de dados pode haver duas ou mais observações aberrantes conjuntamente e, nesta 
situação, pode ocorrer o efeito de mascaramento e/ou "swamping", impossibilitando que tais 
técnicas detectem essas observações de uma só vez. Todavia, estas técnicas podem ser estendidas 
para a detecção de um número predeterminado de observações atípicas. Por exemplo, para 
detectar todos os grupos de 2 observações atípicas, de 3 observações atípicas, e assim por diante. 
Mas, tal procedimento é inviável do ponto de vista computacional e da grande quantidade de 
resultados para se analisar. 
Aqui, expõe-se o uso de conjuntos elementares para detectar dados atípicos, evitando-se 
o efeito de mascaramento e/ou "swamping" , junto com a utilização de uma estatística adequada. 
Hawkins, Bradu & Kass (1984) propõem duas estatísticas: uma mediana simples e uma mediana 
ponderada. 
Seja o seguinte modelo de regressão para outlier, dado por: 
(2.7) 
onde: Â é um vetor nx I com k posições não-nulas correspondentes a k outliers (Cook & 
Weisberg ( 1982)) e os erros e i são independentes e identicamente distribuídos segundo uma 
distribuição de probabilidade Normal, com média zero e variância o 2 . 
Sabe-se que os valores ajustados e os resíduos podem ser escritos em função dos valores 
observados e dos elementos da matriz de projeção H da seguinte maneira: 
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ei { 1 - h;)Y; - L hífyf 
j'f'i 
" Observações que são ponto de alavanca têm hii grande, e, portanto, Yi estará 
próximo de Yi , resultando num resíduo pequeno. Neste caso, é difícil identificar observações 
com À; não-nulo. Isto pode dificultar-se ainda mais, se houver vários outliers simultaneamente 
no conjunto de dados. 
Uma tentativa de se detectarem múltiplos outliers em tabelas de dupla entrada, por 
exemplo, foi obtida por Bradu & Hawkins (1982), através do "tetrad" mediano. Seja Yij a 
observação da i-ésima linha e daj-ésima coluna da tabela, então um "tetrad" é definido como: 
-Eles mostram que Tti ( a mediana de todos os "tetrads" contendo Yii ) é um 
estimador resistente para o fator de não-aditividade À... da tabela correspondente. E isto é 
?I 
importante pelo fato de ser possível detectar múltiplos outliers em um único passo sem que 
ocorram os efeitos de mascaramento e/ou "swamping", usando-se uma estatística de sumarização 
ao invés dos próprios resíduos simples. Deste modo, a idéia dos ''tetrads" em tabelas de dupla 
entrada pode ser estendida para o caso de regressão linear. 
Um outro método robusto que dá uma idéia sobre os conjuntos elementares é aquele 
usado em análise de regressão simples (com o intercepto), onde calcula-se a inclinação elementar 
da reta por ( Y; -- ~ ) I ( x; - x1 ) e obtém-se como inclinação final a mediana (ponderada ou 
não) de todas essas inclinações elementares. Rubin(1980) utilizou esta idéia na regressão múltipla, 
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onde fez uso dos conjuntos elementares, que chamou de pontos compostos. 
Estes métodos consistem do uso de sub-conjuntos da amostra que têm o tamanho 
mínimo suficiente para se estimarem os parâmetros do modelo e do resumo da informação de 
todos estes sub-conjuntos através de uma estatística. 
No modelo de regressão com p parâmetros, os conjuntos elementares são os sub-
conjuntos de p observações. Usando-se as sub-matrizes YJ e XJ referentes a esses sub-
conjuntos, ajusta-se a regressão múltipla exata, obtendo-se o estimador P J , visto 
anteriormente. Esta regressão é chamada regressão elementar, que só é ajustada para os conjuntos 
elementares nos quais XJ for não-singular. Calculando-se os resíduos para todas as n 
observações, chega-se aos valores eiJ . 
Para as observações que pertencem ao conjunto elementar ( i E J ), os eu são 
nulos, e para aquelas não pertencentes ao conjunto elementar ( i rE J ), os eiJ são os resíduos 
preditos elementares. 
Mas, podem-se ter duas situações: uma quando o conjunto elementar J inclui um ou 
mais outliers, onde ele é chamado de cot!funto contaminado; e a outra quando o conjunto 
elementar J não contém outliers, onde ele é chamado de conjunto limpo. 
Com base na suposição sobre a distribuição de probabilidade dos erros do modelo dado 
em (2.7), tem-se que: 
- se o conjunto elementar J for limpo, então 
e. J - N [ Â , a 2 ( 1 + X ' ( XJ' xJr 1 X ) ] l. l l l 
- se o conjunto elementar J for contaminado, então 
34 
Assim, vê-se que os resíduos preditos elementares baseados num conjunto elementar 
limpo fornecem estimadores não-viciados para o parâmetro À.i dado em (2.7). No entanto, a 
variabilidade é a mesma tanto para um conjunto elementar limpo como para um contaminado. 
A seguir, estão algumas propriedades que envolvem os resíduos preditos elementares, 
entre elas as que mostram que alt,"Umas estatísticas da regressão por mínimos quadrados podem 
ser obtidas como médias ponderadas das estatísticas das regressões elementares. 
Propriedade 2.1: Os resíduos preditos elementares podem ser calculados como uma 
razão de determinantes: 
yi x.' I 
y.! x., (2.8) 
eu = 
IX.rl 
Demonstração: A relação (2.8) decorre do fato de que o determinante de uma matriz 
subdividida pode ser escrito como o produto de dois detenninantes, ou seja: 
(2.9) 
A2t A22 
onde A 11 e A 22 são matrizes quadradas e A22 é não-singular. 
Assim, tem-se: 
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. l 
eí.! = Y; - X/ XJ YJ 
I XJ li Y, x,' x; ' Y, I I ~J I 
V X.' 
• i I 
o 
O teorema a seguir (Horn & Johnson, 1990) fornece os menores principais de uma 
matriz decomposta num produto de 2 matrizes, e será usado na demonstração da Propriedade 2.2. 
Teorema de Caucby-Binet: Sejam Amxk e Bkxn duas matrizes, e seJa 
C m x n = A . B o produto entre elas. Também, seja 1 s: r s: min { m, k, n } e sejam 
a; ç { 1, ... , m} e p ç { 1, ... , n} conjuntos de índices, cada um de cardinalidade r. 
O menor principal «, p de dimensão rxr de C é expresso por: 
det C ( a, P ) = L Y det A ( a , y ) . det B ( y, P ) , 
onde a soma é feita sohre todos os conjuntos de índices y c { 1, ... , k} de cardinalidade r. 
Propriedade 2.2: O i-ésimo resíduo obtido por mínimos quadrados é uma média 
ponderada de todos os resíduos preditos elementares, cuja relação é dada por: 
EJ!XJ 12 eu 
r., I X., 12 
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(2.1 O) 
Demonstraçtío: Pela propriedade do determinante de uma matriz subdividida, vista em 
(2.9), pode-se escrever o i-ésimo resíduo obtido por mínimos quadrados como: 
e. = v. - x.' ~ = v. - x .' (X'X)-- 1 X'Y 
I · I I • I I 
IX'XIIy.- x.'(X'XY 1 X'YI 1 
I I IX'XI 
e , portamo e. 
I 
x.' 
I 
X'Y X'X 
IX'XI 
O determinante do numerador pode ser escrito como: 
x' 
I 
X'Y X'X 
onde o i-ésimo elemento da primeira linha da primeira matriz do produto é igual a 1 . Os menores 
principais não-nulos de dimensão (p+ 1 )x(p+ I) da primeira matriz do produto incluem a i-ésima 
e as p colunas desta matriz referentes aos p elementos de qualquer conjunto elementar J que 
não contenha a i-ésima observação ( J :p i). O valor de cada um destes menores principais é 
Da mesma forma, ao se tomarem as p+ 1 linhas correspondentes na segunda matriz do 
produto, o valor do menor principal é igual a: 
Y; x' I 
- 1 
(.,) (a) IXJI (y,- X/ x_, YJ) 
YJ XJ 
w IXJieu, 
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onde w assume o mesmo valor que o w do menor principal da primeira matriz do produto. 
Assim, pelo teorema de Cauchy-Binet, obtém-se: 
x.' 
l 
X'Y X'X 
Usando-se o teorema de Cauchy-Binet também para X'X tem-se: 
Assim, obtém-se: 
e -
i 
x.' 
I 
X'Y X'X 
IX'XI 
L .IM I X J 12 e i.l 
E.~IX.~I2 
Lembrando-se que para i E: J , e i.l = O , então pode-se fazer a soma no numerador 
sobre todos os conjuntos elementares, e chegar-se a: 
e 
I 
E.~ IX.~ 12 e;J 
E.~IX.~l 2 
D 
Propriedade 2.3: O estimador de mínimos quadrados do vetor de coeficientes J3 é uma 
média ponderada dos estimadores de cada regressão elementar, ou seja: 
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se: 
~ ~ 
Demonstração: Substituindo-se e,~ y 1 - X/ P e eu= y 1 - X/ PJ em(2.10)tem-
~ 
x.' p 
I 
x'~ 
I 
EJIXJI 2 (Y;- x;' PJ) 
E.~IX1 I 2 
Yi EJ IX:, 12 
EJIXJI 2 
X/LJjXJj 2 ~J 
'LJIXJI 2 
2 ~ 
x;'EJIXJI PJ 
EJIX_,I 2 
Como X é suposta uma matriz de posto completo p, então os vetores 
{ xi, i = 1, ... , n} geram um espaço R P e, portanto, 
o 
Propriedade 2.4: A soma de quadrados dos resíduos na regressão por mínimos 
quadrados pode ser escrita como: 
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mane1ra: 
SQR E J I XJ 1
2 Ei 0 e,~ 
E"!XJ !2 
Demonstração: Pode-se desenvolver a soma de quadrados dos resíduos da seguinte 
SQR 
n 
L ( y. -- X.' p )2 
I I 
i - 1 
= ( Y - X~ )'( Y - X~ ) 
= ( Y - X(X'X) 1 X'Y)'( Y X(X'X) 1 X'Y) 
Y'Y- Y'X(X'Xf 1 X'Y 
= IX'XIIY'Y Y'X(X'X)" 1 X'YI l 
IX'XI 
Usando-se a propriedade do determinante de uma matriz subdividida, tem-se: 
Y'Y Y'X 
X'Y X'X SQR 
IX'XI 
O numerador pode ser escrito como: 
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Tomando-se todos os menores principais de dimensão (p+ 1 )x(p+ 1) formados pelas 
colunas i i! J na primeira matriz do produto e os menores principais formados pelas linhas 
correspondentes da segunda matriz do produto, então pelo teorema de Cauchy-Binet, tem-se: 
Y'Y Y'X 
X'Y X'X 
Y x' i I (2.11) 
Pela propriedade do determinante de uma matriz subdividida, cada um dos dois 
determinantes da soma em (2.11) ficam: 
Assim, 
Y'Y Y'X 
X'Y X'X 
.EJ .E;0 IXJfe~ 
.EJIXJ 12 .Ei0 e~ 
Lembrando-se que I X'X I = L J I XJ 12 , então chega-se a: 
SQR 
Y'Y Y'X 
X'Y x·x 
IX'XI 
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EJIXJI2 E;ae~ 
.EJIXJI2 
o 
X'X sem a i-ésima observação, e se Ri.l = x/(XJ'X)- 1 xt , então pode-se detectar se xt 
é ponto de alavanca através do conjunto de regressões elementares, pois: 
1 - h (') 11 I 
(Cook & Weisberg ( 1982), pp. 33 e 211 ), e também, 
(2.12) 
onde os somatórios são feitos sobre os conjuntos elementares que não contenham a i-ésima 
observação. 
/)emonstração: Para demonstrar-se a relação (2.12) deve-se lemhrar que, sendo 
I E R P um vetor de tamanho p e I a matriz identidade pxp, então p 
11 +Il'l-1 +l'I p 
e, também, sendo A uma matriz pxp simétrica e positiva-definida, então 
IA+ II'I- IA 1(1 + I'A- 1 1) 
Assim, usando-se (2.13), pode-se escrever: 
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(2.13) 
1 x(.>,x< .. > 1 < 1 + x .' < x(.). 'x<.> r I x ) 1 
I I l I I l IX 'X I 
Então, tem-se que: 
Da mesma forma, 
I x(i) 'X(i) + X i X/ I 
I x<,> 'Xc,> I 
IX ,'XJ + x.x.' I 
R J I I 1 + i.! = 
Portanto, 
(i) . (i) 
IX'XI EJIXJI
2 
LHc{J,í} IXH 12 
IXJI2 
LHc{J,i},H:>i I XH f 
IXJI2 
Multiplicando-se por I XJ 12 , tem-se 
Somando-se sobre J 1> i , obtém-se 
(2.14) 
Contando-se quantas vezes ocorre o termo I X H 12 na soma do lado direito da equação 
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(2. 14), tem-se que, para qualquer H, o conjunto J, que não contém a i-ésima observação, deve 
conter os outros p-1 elementos de H, já que H é formado necessariamente pela i-ésima observação 
e por mais p-1 observações de um conjunto elementar J. Assim, J terá somente um elemento livre, 
que irá variar sobre os restantes n-p elementos que não estão em H. Portanto, qualquer termo 
I X H f aparecerá repetido ( n-p) vezes, resultando em: 
Dividindo-se ambos os lados por ( n - p ) :EJ .1 X 1 !2 , tem-se Pl . 
Finalmente, chega-se a 
:Eh,IXJf 
L Jpi I XJ 12 
o 
A propriedade 2 mostra que o resíduo e; é uma média ponderada dos resíduos 
preditos elementares. Quando o conjunto elementar está contaminado por outliers, a esperança 
do resíduo e i obtido da regressão ajustada por minimos quadrados pode ser escrita como: 
(2.15) 
Se houver mais de um out1ier no conjunto de dados, algum À J será não-nulo (conjunto 
elementar contaminado). Se À; fornão-nulo (a observação é um outlier), então os termos da E (e;) 
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podem se cancelar, resultando num resíduo esperado nulo. Nesta situação está ocorrendo o efeito 
de mascaramento. Do mesmo modo, se 1.1 = O , ou seja, a observação não é um outlier, o 
segundo tem10 de (2.15) pode ser não-nulo e também grande se alguns conjuntos elementares J 
contiverem um outlier que também é ponto de alavanca, resultando num resíduo esperado não-
nulo. Isto leva ao efeito de "swamping". 
Uma alternativa para estes problemas é usar uma estatística de tendência central dos 
eu que seja resistente, ao invés do resíduo e i ajustado por mínimos quadrados, que é uma 
média ponderada dos e .J . Hawkins, Bradu & Kass ( 1984) sugeriram a mediana dos e., . 
l L 
Portanto, têm-se duas opções para a detecção de dados atípicos. Para cada observação 
pode-se obter: 
a) a mediana simples: calcula-se o resíduo predito elementar eu da i-ésima 
observação para todos os conjuntos elementares. A estatística que representa a i-ésima observação 
será a mediana dos eu para todos os conjuntos elementares, denotada por: 
e,.J = med ( e.J,e.J., ... ,e.J ), i = l, ... , n. 
I 1 I 2 I C) 
b) a mediana ponderada: é calculada sobre os resíduos preditos elementares 
ponderados, denotada por: 
e.J med (wJ e.J,wJ e.J, ... ,w, e.J ), i I, ... , n. 
I w I I I 2 I 2 . G) I G) 
onde: 
1 é o peso calculado para cada conjunto elementar J. 
A mediana ponderada é menos resistente a observações que são outlier e ponto de 
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alavanca, mas tem uma variância menor que a mediana simples. 
A variância da mediana simples e da ponderada são dadas, respectivamente, por: 
Var (i,,,) . o'( 1 1+-1tn 
2 
(2.16) 
(2.17) 
Assim, podem-se utilizar as quantidades que fazem as variâncias maiores que o2 em 
(2.16) e (2.17) para a detecção de pontos de alavanca. 
Para verificar a robustez das estatísticas propostas deve-se calcular o seu ponto de 
mptura. Para isso supõe-se que a amostra contém k outliers. Para qualquer observação i, o 
número de distintos eu é dado pela combinação: 
(
n 1) 
p J 
pois p serão nulos. 
b I. (n -pl-k) Se a i-ésima o servação não for um out 1er, então desses resíduos serão de 
conjuntos elementares limpos, e se a i-ésima observação for um outlier, então (np-k) desses 
resíduos serão de conjuntos elementares limpos. 
Para a mediana simples, a estatística terá ponto de ruptura alto quando mais da metade 
dos conjuntos elementares forem limpos. Ou s~ja, 
-para observações que não são outliers, quando: 
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(2.18) 
-para observações que são outliers, quando: 
(2.19) 
Se n, o tamanho da amostra, for grande em relação a p, o número de variáveis 
regressoras, então as equações (2.18) e (2.19) são aproximadas por: 
k < n ( 1 - ( O. 5 ) Ilp ) , 
ou seja, este é o máximo de outliers que o conjunto de dados pode ter para que o método de 
estimação não sofra dos efeitos de mascaramento e/ou "swamping". 
Assim, vê-se que o ponto de ruptura, isto é, a proporção máxima de outliers no conjunto 
de dados, dependerá de p, e será dado por: 
O ponto de ruptura da mediana ponderada depende da forma da matriz X, mas não 
ultrapassará o da mediana simples. Se X tiver um ponto de alavanca, o ponto de ruptura da 
mediana ponderada será zero. 
Hawkins, Bradu & Kass (I 984) sugerem um algoritmo para o cálculo das medianas 
simples e ponderada, utilizando-se amostras aleatórias dos conjuntos elementares. 
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2.3.2. Técnicas de Diagnósticos com Alto Ponto de Ruptura usando 
Conjuntos Elementares 
As técnicas de diagnósticos comumente usadas na análise de regressão linear dependem, 
geralmente, de e. , o i-ésimo resíduo de mínimos quadrados, ou de h.. , o i-ésimo elemento l . ll 
da diagonal da matriz de projeção. Quando há um ou mais outliers no conjunto de dados, o 
método de mínimos quadrados sofre o efeito de mascaramento e/ou "swamping" e, 
conseqüentemente, isto afeta também as técnicas de diagnósticos que dependem de e i e/ou de 
hu . Portanto, é necessário obter técnicas de diagnósticos resistentes às observações atípicas, 
ou seja, com alto ponto de ruptura. 
Uma medida que identifica tanto outliers como pontos de alavanca, individual ou 
conjuntamente, foi proposta por Rousseeuw ( 1985). O diagnóstico resistente é dado por: 
para i I, ... , n. 
med. u. J- l, ... ,n J 
onde ui é calculado como: 
J med 
I e.J I 
. I J J- , ... ,n 
ou seja, para cada conjunto elementar J, calcula-se o resíduo eiJ e a razão 
(2.20) 
. Então, 
med ep 
para cada observação, será o valor máximo dessa razão entre todos os conjuntos 
elementares. Pode-se utilizar uma amostra aleatória dos conjuntos elementares J, a qual deve ter 
o maior tamanho possível de modo a não comprometer o tempo computacional. Para efeito de 
comparação entre as observações, padronizam-se os ui , chegando-se ao diagnóstico resistente. 
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A razão em (2.20) pode ser calculada apenas quando med u. for diferente de zero. 
J 
Mas, med uj será igual a zero somente quando se tem o caso do ajuste exato, onde mais da 
metade das observações estão num mesmo hiperplano. Isto pode ser detectado por um método 
de estimação com alto ponto de ruptura e, neste caso, não há necessidade de técnicas de 
diagnósticos. É necessário apenas analisar os resíduos do método robusto utilizado. 
Como DRi equivale à divisão dos ui pela sua mediana, conclui-se que 50% dos 
D Ri serão no máximo igual a I, e, portanto, tem-se uma técnica de diagnóstico com alto ponto 
de ruptura, menos suscetível ao efeito de mascaramento e/ou "swamping". 
Rousseeuw & Leroy (1987) sugerem que D Ri seja considerado grande, caso seu 
valor seja maior que 2.5. 
Uma observação com D Ri grande não necessariamente tem um resíduo grande, mas 
também pode ser um ponto de alavanca. Desta maneira, recomenda-se utilizar DRí junto com 
os resíduos padronizados obtidos de um método de estimação robusto, por exemplo, a mínima 
mediana dos quadrados. Pode-se afirmar que uma observação com um resíduo padronizado 
grande também terá um DRi grande, no entanto, o inverso nem sempre é verdadeiro. Uma 
observação com D Ri grande e com resíduo padronizado pequeno pode ser considerada como 
um ponto de alavanca bom. 
O diagnóstico resistente pode ser calculado através do programa PROGRESS (Program 
for RObust reGRESSion) desenvolvido por Leroy & Rousseeuw (1984). O programa também 
ajusta a regressão usando a mínima mediana dos quadrados dos resíduos. Mais recentemente, o 
programa PROGRESS foi atualizado por Rousseeuw & Hubert (1996), tendo-se a opção de se 
calcular o diagnóstico resistente conforme o método de estimação robusto desejado: (1) mínima 
mediana dos quadrados, ou (2) quadrados aparados mínimos. Entretanto, os valores obtidos são 
muito próximos usando-se um ou outro método. Estes métodos serão vistos no Capítulo 3. 
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2.4 Dados Multivariados e Detecção de Dados Atípicos 
Na estimação mu\tivariada de parâmetros de locação e escala também pode ser utilizado 
o algoritmo dos conjuntos elementares para a detecção de dados atípicos. Rousseeuw & van 
Zomeren (1990) sugerem uma alternativa robusta para a distância de Mahalanobis, baseada no 
chamado Elipsóide de Volume Mínimo, a qual é utilizada para a identificação de pontos de 
alavanca quando aplicada na matriz X das variáveis preditoras. 
A distância de Mahalanobis envolve a estimação de duas matrizes de parâmetros: T(X), 
que é o vetor 1 xp de médias amostrais e C( X), que é a matriz pxp de variâncias e covariâncias 
amostrais. Para cada observação, a distância clássica de Mahalanobis é dada por: 
A distância de Mahalanobis deve ser comparada com a raiz quadrada dos percentis de 
uma distribuição de probabilidade x? com p-1 graus de liberdade, sendo considerada possível 
ponto de alavanca a observação cujo DMt seja maior que o ponto crítico obtido. 
Mas, as estimativas clássicas de T(X) e C(X) podem sofrer mascaramento, sendo 
influenciadas quando na amostra houver observações atípicas, pois se no conjunto de dados 
houver 2 ou mais observações atípicas, elas irão atrair o vetor de médias em sua direção e irão 
inflar a matriz de variâncias e covariâncias. Assim, torna-se necessário obter estimadores robustos 
para T(X) e C(X). 
Lembrando-se que a distância de Mahalanobis limitada por uma constante resulta na 
equação de um elipsóide, Rousseeuw (1985) e Rousseeuw & van Zomeren (I 990) propuseram 
que se estimem as matrizes T(X) e C(X) por aquelas que resultem no elipsóide de menor volume 
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que contenha aproximadamente metade das observações. Isto é feito usando-se conjuntos 
elementares de tamanho p+ 1 se houver p colunas na matriz X (incluindo o intercepto). Para cada 
conjunto elementar J, calculam-se o vetor de médias TJ e a matriz de covariâncias CJ de 
modo que o elipsóide 
contenha h=[(n+p+l)/2] observações dentro dele. Este valor para h garante um alto ponto de 
ruptura para o método de estimação. 
O estimador do elipsóide de volume mínimo para T(X) e C(X) é obtido escolhendo-se 
entre todos os conjuntos elementares aquele conjunto elementar J que minimiza o volume do 
elipsóide. Então, os estimadores robustos para T(X) e C(X) são dados, respectivamente, por: 
T*(X) e C*(X) (2.21) 
onde: 2 cn,p é um fator de correção para amostras pequenas; 
m; = { (x/- TJ) C/ (x/- TJ)' }(h) , ou seja, o h-ésimo valor. 
Finalmente, usando T(X) e C(X) dados em (2.21), obtém-se a distância robusta, dada 
por: 
(2.22) 
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Rousseeuw & van Zomeren (1990) sugerem usar como ponto crítico a raiz quadrada do 
percentil 0.975 da distribuição x2 com p graus de liberdade. 
O cálculo da distância robusta pode ser obtido através do programa MINVOL, 
elaborado por Rousseeuw & van Zomeren (1987), inicialmente conhecido como PROCOVIEV 
(Program for RObust COYariance and Identification ofExtreme Values). Mais recentemente, o 
programa MINVOL foi atualizado por Rousseeuw (1995). 
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2.5 Exemplos 
Os exemplos a seguir foram elaborados com o objetivo de mostrar como as técnicas de 
diagnósticos baseadas no método dos mínimos quadrados sofrem o efeito de mascaramento e/ ou 
"swamping" na presença de dados atípicos, o mesmo não ocorrendo com o diagnóstico resistente. 
Inicialmente, será analisado um conjunto de dados sem observações atípicas e, em 
seguida, serão adicionadas observações contaminadas ao conjunto de dados e será verificada a 
detecção de tais observações através de algumas técnicas de diagnósticos vistas neste capítulo. 
Para a obtenção dos resultados foram utilizados os "softwares" estatísticos SAS for 
Windows (versão 6.08) e Minitab for Windows (versão 10. I). Para o cálculo do diagnóstico 
resistente e da distância robusta foram usados, respectivamente, os programas PROGRESS 
(Rousseeuw & Hubert, 1996) e MINVOI, (Rousseeuw, 1995). 
2.5.1. Exemplo 1 
As 15 observações do conjunto de dados utilizado (tabela 2.5.1) foram obtidas da 
sebruinte maneira: a variável X 1 foi gerada segundo uma distribuição de probabilidade Normal, 
com média O e variância 4. A variável X2 foi obtida em função de XI como: 
x2 = XI + 0.6 e I 'onde E I é uma perturbação aleatória com distribuição de probabilidade 
Normal, com média O e variância l . E, finalmente, a variável Y foi obtida em função de X 1 e X 2 
como: y = xl + x2 + e2 ' onde e2 é uma perturbação aleatória com distribuição de 
probabilidade Normal, com média O e variância l. 
o modelo ajustado por mínimos quadrados foi: y = Po + p 1XI + p2 x2 
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Tabela 2.5.1. Conjunto de dados gerado para o Exemplo 1. 
Observação xl x2 y 
1 0.01639 0.65563 1.82380 
2 -0.36423 -1.23549 -2.75574 
3 -2.37133 -3.24829 -5.50690 
4 0.971 16 0.72341 -0.06493 
5 0.65288 0.13591 1.08658 
6 0.08745 0.57066 1.23980 
7 -1.43992 -1.32474 -1.00402 
8 1.38927 1.98895 3.67688 
9 1.31885 I .48697 3.56451 
lO -1.33496 -1.58612 -3.02624 
11 0.70054 0.69678 1.2371 o 
12 -2.06218 -3.34973 -4.87718 
13 -1.25597 -1.67846 -3.41321 
14 1.91233 3.06466 5.61836 
15 1.67588 1.57829 2.63855 
Há uma forte correlação positiva entre as variáveis preditoras, que pode ser verificada 
pelos coeficentes de correlação (tabela 2.5.2) e pelo gráfico 2.5.1. Também há uma forte 
correlação positiva entre Y e cada uma das variáveis preditoras (tabela 2.5.2 e gráficos 2.5.2 e 
2.5.3). No entanto,embora o modelo seja estatisticamente significante, segundo a tabela de análise 
de variânica (tabela 2.5.3), pelo coeficiente de correlação parcial (tabela 2.5.2), pelas estimativas 
dos coeficientes do ajuste pelos mínimos quadrados (tabela 2.5.4) e pela soma de quadrados do 
tipo li, verifica-se que apenas o coeficiente referente à variável X2 é estatisticamente 
significativo, ou seja, somente a variável X2 ajuda a explicar a variável resposta. 
Tabela 2.5.2. Coeficientes de correlação de Pearson e i:orrelação parcial. (Exemplo I) 
xl X 2 
x2 0,965 O, 752 
y 0,925 -0,322 0,978 0,852 
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Tabela 2.5.3. Tabela de Análise de Variância, pelo método dos mínimos quadrados(Exemplo 1). 
Fonte de V aríação g.l. S.Q.Resíduos Q.M. Resíduos F p-valor 
Modelo 2 149,726 74,863 146,68 0,000 
Resíduos 12 6,125 0,510 
Total 14 155,85 I 
Tabela 2.5.4. Estimativas para os coeficientes do modelo pelos mínimos quadrados. 
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Gráfico 2.5.2. Relação entre Y e X 1 . 
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Gráfico 2.5.3. Relação entre Y e X2. Gráfico 2.5.4. Normalidade dos Resíduos. 
A suposição de normalidade dos resíduos não parece ser violada (gráfico 2.5.4), assim 
como não se nota qualquer padrão no comportamento dos resíduos (gráfico 2.5 5). Pelo gráfico 
2.5.6 percebe-se que não há pontos de alavanca ou outliers no conjunto de dados, o que também 
é verificado pelo diagnóstico resistente (gráfico 2. 5. 7). 
As outras técnicas de diagnósticos mostradas neste capítulo também não indicam a 
presença de qualquer observação atípica. 
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Gráfico 2.5.5. Resíduos Studentizados 
Externamente vs Valores Ajustados. 
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Gráfico 2.5. 7. Diagnóstico Resistente (MMQ e 
QAM) vs Observações. 
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Gráfico 2.5.8. Regressão Parcial entre Y e 
Intercepto. 
Os gráficos da regressão parcial (gráficos 2.5.8 a 2.5.1 O) demonstram que o intercepto 
e a variável X 1 não contribuem para explicar a variável resposta, havendo uma forte relação 
entre a variável resposta e a segunda variável preditora. Isto também é verificado pelos gráficos 
dos resíduos parciais (gráficos 2.5. 11 e 2.5. 12). Ou seja, retirado o efeito de X2 , X 1 não 
ajuda a explicar a variável resposta 
Assim, conclui-se que apenas a variável X2 é estatisticamente significativa, segundo 
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Gráfico 2.5.9. Regressão Parcial entre Y e XJ. 
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Gráfico 2.5.10. Regressão Parcial entre Y e X2. 
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Gráfico 2.5.11. Resíduos Parciais entre Y e X 1 . Gráfico 2.5.12. Resíduos Parciais entre Y e X2. 
as tabelas 2.5.3 e 2.5.4. 
Este exemplo será usado a seguir para mostrar que os pontos atípicos podem mascarar 
a colinearidade entre as variáveis preditoras e alterar o modelo obtido, e também para mostrar o 
efeito de mascaramento e "swamping" sobre o método dos mínimos quadrados. 
2.5.2. Exemplo 2 
Neste exemplo utiliza-se o conjunto de dados anterior contaminado com 4 observações 
(tabela 2.5.5) com o objetivo de mostrar o efeito de mascaramento e/ou ''swamping" sobre os 
mínimos quadrados e sobre a colinearidade existente entre as variáveis preditoras. 
As 4 observações contaminadas foram geradas de forma a estarem distantes das demais 
no espaço das variáveis preditoras. As observações 16, 17, 18 e 19 acrescentadas ao conjunto de 
dados podem ser vistas nos gráficos 2.5.13, 2.5.14 e 2.5.15, a seb'llir. 
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Tabela 2.5.5. Conjunto de dados contaminado para o Exemplo 2. 
Observação xl Xz y 
I 0.01639 0.65563 1.82380 
2 -0.36423 -1.23549 -2.75574 
3 -2.37133 -3.24829 -5.50690 
4 0.97Il6 0.7234I -0.06493 
5 0.65288 0.13591 1.08658 
6 0.08745 0.57066 1.23980 
7 -1.43992 -1.32474 -1.00402 
8 1.38927 1.98895 3.67688 
9 1.31885 1.48697 3.56451 
lO -1.33496 -1.58612 -3.02624 
11 0.70054 0.69678 1.23710 
12 -2.06218 -3.34973 -4.87718 
13 -1.25597 -1.67846 -3.4i321 
14 1.91233 3.06466 5.61836 
15 1.67588 1.57829 2.63855 
16 3.10000 -0.50000 4.41735 
17 3.30000 -0.90000 1.89510 
18 3.50000 -0.20000 1.91959 
19 3.60000 -3.70000 0.67898 
Verifica-se que agora a correlação entre X 1 e X2 torna-se menor e negativa (tabela 
2.5.6), e que a variável X1 também passa a ser significativa para explicar a variável resposta, 
o que é confirmado pela correlação parcial (tabela 2.5.6). 
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Gráfico 2.5.13. Relação entre X2 e XI. 
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Gráfico 2.5.15. Relação entre Y e X2. 
Tabela 2.5.6. Coeficientes de correlação de Pearson e correlação parcial. (Exemplo 2) 
xl 
x2 0,349 -0,672 
y 0,780 0,869 
o 
0 16 
1 o o 
·r a o o 
o o o 
:,j o o o o 1f o 
-2- o 
---, 
-!i n 
Valores Ajustados 
------· 
x2 
0,783 0,871 
(// 2 - 016 
o o 
"O 
(Ü 
_!:>j 1 o 
c o o 
Q) o o "O o () 
::J o ii5 o o o 
~ (ID 017 
::J -1 
32 o ú') Oíô Q) 
0:::: -2 o 
nn n1 n? n' 
hii 
o 
19 
04 Wi 
Gráfico 2.5.16. Resíduos Studentizados 
Externamente vs Valores Ajustados_ 
Gt·ãfico 2.5.17. Resíduos Studentizados 
Externamente vs Elementos da Diagonal de H. 
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Nota-se pelos resíduos studentizados externamente (grátlco 2. 5. 16) que as observações 
atípicas não se destacam das demais. Isto ocorre porque estes resíduos são baseados no método 
dos mínimos quadrados, e, portanto, são influenciados pelas observações atípicas. 
Conforme a tabela de análise de variância (tabela 2. 5 7), o modelo ajustado é 
estatisticamente significativo, mas, ao contrário do que ocorria no conjunto de dados original, 
agora ambas as variáveis preditoras são estatisticamente significativas, o mesmo não ocorrendo 
com o intercepto, conforme os coeficientes do modelo e a soma de quadrados do tipo H (tabela 
2.5.8.). Ou seja, a colinearidade entre as variáveis preditoras foi mascarada pela presença das 
observações atípicas. 
Tabela 2.5.7. Tabela de Análise de Variância, pelo método dos mínimos quadrados(Exemplo 2). 
Fonte de Variação g.l. S. Q .Resíduos Q.l\1. Resíduos F p-valor 
Modelo 2 161,790 80,875 76,54 0.,000 
Resíduos 16 16,910 1,057 
Total 18 178,700 
Tabela 2.5.8. Estimativas para os coeficientes do modelo pelos mínimos quadrados. 
" Coeficientes ô ( pi) t p-valor SQTipoii 
~o O, 1542 0,2662 0,58 0,571 0,3544 
~1 0,9653 0,1374 7,02 0,000 52,1361 
p2 0,9839 O, 1387 7,09 0,000 53,1909 
Ao se analisar o gráfico dos resíduos studentizados externamente vs valores da diagonal 
da matriz de projeção (gráfico 2. 5. 17) verifica-se que apenas a observação 19 é detectada como 
ponto de alavanca bom. As demais observações contaminadas não são detectadas como 
observações atípicas, o que demonstra o efeito de mascaramento. As demais técnicas de 
diagnósticos baseadas no método dos mínimos quadrados apresentadas neste capítulo também 
sofrem o efeito de mascaramento, não conseguindo detectar todas as observações atípicas. Uma 
dessas técnicas, o deslocamento da verossimilhança (gráfico 2.5.18), demonstra claramente o 
efeito de mascaramento e "swamping" simultaneamente. As observações 4 e 7 destacam-se das 
demais, o que caracteriza o efeito de "swamping", assim como a observação 17 deixa de ser 
detectada como atípica, ou seja, há o efeito de mascaramento. 
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Gráfico 2.5.18. Deslocamento 
Verossimilhança vs observações. 
da Gráfico 2.5.19. Diagnóstico Resistente (MMQ 
e QAM) vs Observações. 
Ao contrário do que ocorre com as técnicas de diagnósticos baseadas nos resíduos e em 
hii , o diagnóstico resistente (gráfico 2. 5 .19) detecta as 4 observações atípicas que foram 
adicionadas ao conjunto de dados original, não sofrendo o efeito de mascaramento, destacando 
claramente a observação !9 e as observações 16, 17 e 18. 
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Gráfico 2.5.20. Distância Robusta (DRi*) e 
Distância de Mahalanobis(DMi) vs Observaçües. 
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Gráfico 2.5.21. Regressão Parcial entre Y e 
Intercepto. 
A distância robusta (gráfico 2.5.20) mostra que as observações atípicas são pontos de 
alavanca, o que não é visto pela distância clássica que sofre o efeito de mascaramento. Mas, para 
classificar os pontos em pontos de alavanca bons ou ruins é necessário a utilização dos resíduos 
de um método de estimação que não sofra o efeito de mascaramento e/ou "swamping", que será 
visto no próximo capítulo. 
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Os gráficos da regressão parcial entre Y e o intercepto (grátlco 2.5.21) e da regressão 
parcial entre Y e X 1 (gráfico 2.5.22) mostram claramente as 4 observações atípicas. O gráfico 
da regressão parcial entre y e x2 (gráfico 2. 5.23) e os gráficos dos resíduos parciais (gráficos 
2. 5.24 e 2.5.25) não destacam as observações atípicas. Pelo gráfico 2.5.22 percebe-se que a 
variável X 1 passa a ser significante devido à presença das 4 observações atípicas. 
Assim, conclui-se que, devido à presença dos dados atípicos, a colinearidade entre as 
variáveis preditoras é mascarada, o que faz com que ambas as variáveis sejam consideradas 
significativas. 
Regressão Parcial entre Y e X1 
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Gráfico 2.5.22. Re!:,rressão Parcial entre Y e X1. 
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Gráfico 2.5.24. Resíduos Parciais entre Y e XI . 
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Regressão Parcial entre Y e X2 
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Gráfico 2.5.23. Regressão Parcial entre Y e X2. 
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Gráfico 2.5.25. Resíduos Parciais entre Y e X2. 
3. Métodos de Regressão Linear com Alto Ponto de 
Ruptura 
As estimativas dos parâmetros do modelo de regressão são fortemente influenciadas pela 
presença de dados atípicos quando se utiliza o método dos mínimos quadrados, como visto 
anteriormente. Conseqüentemente, as técnicas de diagnósticos baseadas nos resíduos de tal 
regressão podem sofrer o efeito de mascaramento e/ou "swamping". Portanto, na detecção de 
dados atípicos é importante a obtenção de métodos de estimação que sejam resistentes a tais 
observações, não sofrendo esses efeitos. Tais métodos são chamados de métodos robustos ou 
resistentes e têm como objetivo uma estimativa confiável do vetor de coeficientes apesar da 
presença de observações atípicas no conjunto de dados. 
A seguir serão abordados métodos de estimação em regressão linear com alto ponto de 
ruptura, cujos resíduos podem ser utilizados para a detecção de observações atípicas. Tais 
resíduos são utilizados c,omo uma técnica de diagnóstico alternativa àquelas baseadas no método 
dos mínimos quadrados, sendo mais indicados, pois neste caso diminui-se o efeito de 
mascaramento e/ou "swamping", o que faz com que as observações atípicas se destaquem 
consideravelmente das demais. 
Entre os métodos robustos desenvolvidos, serão vistos mais detalhadamente os métodos 
da mínima mediana dos quadrados e dos quadrados aparados mínimos. Como estes métodos não 
têm solução direta, podem ser calculados por aproximação usando-se os algoritmos de 
reamostragem, como o algoritmo dos conjuntos elementares. Para a estimação final dos 
parâmetros do modelo de regressão também pode-se utilizar o método dos mínimos quadrados 
reponderados, que pondera as obser.;ações atípicas com pesos menores que os atribuídos às 
observações comuns, conforme o valor dos resíduos dos métodos robustos. 
Após a obtenção de estimativas robustas para os parâmetros do modelo, será abordada 
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a detecção de dados atípicos através dos resíduos de tais métodos de estimação. No entanto, os 
resíduos detectam observações atípicas que são classificadas como outliers. Para a detecção de 
pontos de alavanca é necessário usar uma outra medida robusta. Aqui, será utilizada a distância 
robusta aplicada nas variáveis preditoras, dada em (2.22). Assim, será descrita uma técnica gráfica 
para a classificação das observações em observações comuns, outliers, pontos de alavanca bons 
ou pontos de alavanca ruins, utilizando-se conjuntamente os resíduos da regressão robusta e a 
distância robusta. 
3.1. Método da Mínima Mediana dos Quadrados dos Resíduos 
No ajuste do modelo de análise de regressão pelo método dos mínimos quadrados 
minimiza-se a soma dos quadrados dos resíduos, em termos do vetor de coeficientes. Mas, isto 
é equivalente a minimizar a média dos quadrados dos resíduos, a menos de uma constante, isto 
é: 
n 
mmr1 L el~ 
i= 1 
Porém, a média sofre influência de valores aberrantes, o que afeta a estimação dos 
parâmetros do modelo ajustado. Para tentar solucionar este problema, pode-se minimizar outras 
funções dos resíduos de modo que a estimação não seja influenciada por observações atípicas. 
Rousseeuw ( l984) propôs o uso de um método para ajustar o modelo de análise de 
regressão que, ao invés de minimizar a soma dos quadrados dos resíduos, minimiza a mediana dos 
quadrados dos resíduos, ou seja: 
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Este método é chamado de método da Mínima Mediana dos Quadrados (do inglês, 
"Least Median of Squares" ou LMS), e seu estimador é robusto a observações discrepantes na 
direção das variáveis regressoras e/ou na direção da variável resposta. Por isso, podem-se utilizar 
seus resíduos como uma técnica de diagnóstico para detecção de dados atípicos. 
É possível interpretar o método da mínima mediana dos quadrados geometricamente. No 
caso da análise de regressão simples com intercepto, a solução da mínima mediana dos quadrados 
é obtida por· 
onde x1 = 1 é a variável regressora referente ao intercepto. 
Geometricamente, isto corresponde a achar a fàixa mais estreita que contenha metade 
das observações, isto é, ([ n/2]+ I), sendo a largura desta faixa medida na verticaL A reta da mínima 
mediana dos quadrados fica exatamente no meio desta tàixa. 
Algumas propriedades do método da mínima mediana dos quadrados serão aqw 
enunciadas para se verificar que este método não sofre o efeito de mascaramento e/ou 
"swamping". As demonstra\~Ôes das propriedades deste capítulo encontram-·se em Rousseeuw & 
Leroy ( 1987) e foram discutidas em Aguero-Palacios (1994). 
Propriedade 3.1: Sempre há uma solução para o estimador da mínima mediana dos 
quadrados (Roussccuw, 1984). 
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Outra propriedade do estimador, resultante deste método de ajuste, é que ele tem alto 
ponto de ruptura. 
Foi visto que o ponto de ruptura do estimador dos mínimos quadrados é igual a zero. 
Alternativamente, para a mínima mediana dos quadrados, é possível verificar que • 
Proptiedade 3.2: Se p> l e se as observações estiverem em posição geral, então o ponto 
de ruptura do estimador do método da mínima mediana dos quadrados é 
([n/2] -p + 2) 
n 
onde fx.] denota o maior inteiro menor que x. (Rousseeuw, 1984) 
Percebe-se, desta forma, que o estimador será influenciado quando aproximadamente 
metade das observações ou mais forem contaminadas. Mas, em ta\ situação, o conceito de dados 
atípicos fica alterado, pois aquelas observações julgadas como comuns seriam a minoria. Assim, 
percebe-se claramente que este método não sofre o eteíto de mascaramento e/ou "swampíng". 
Portanto, o ponto de ruptura da mínima mediana dos quadrados tende para 50%, para 
cada valor de p, à medida que o tamanho da amostra aumenta. Isto pode ser visto na fi.brura 3. l, 
que mostra o ponto de ruptura do estimador da mínima mediana dos quadrados em função do 
tamanho da amostra n, para p = 3, 5 e 8, por exemplo. 
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Figura 3.1: Comportamento do ponto de 
ruptura da mínima mediana dos quadrados. 
Alguns estimadores de regressão possuem propriedades equi-variantes. Três tipos de 
propriedades equi-variantes podem ser considerados: 
1) tJm estimador T é equi-variante de regressão se 
'T( { ( . . I ' . 1 } ) T , ~ , ' ' . 1 } ' x.·,y.+x.vJ;r=., ... ,n = .u(x.,y.);l=., ... ,n )+V, 
l l l l l 
onde v é qualquer vetor-coluna de dimensão p. 
2) Um estimador T é equi-variante de escala se 
T({(x/,cy);i= l, ... ,n}) ~ cT({(x/,y);i= l, ... ,n}), 
para qualquer escalar c. 
Isto implica que o ajuste é independente da unidade de medida da variável resposta Y 
3) Um estimador T é egui--variante afim se 
T({(xi'A,y);i"'l, ... ,n}) = A' 1 T({(.\'/,Y);i=l, ... ,n}), 
para qualquer matriz A pxp não-singular. 
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Isto significa que uma transformação linear de X/ não afetará os valores preditos 
yi ,pois yi = xi'T = (xí'A)(A- 1T). 
Assim, é possível verificar que: 
Propriedade 3.3: O estimador da mínima mediana dos quadrados é equi-variante de 
regressão, equi-variante de escala e equi-variante afim. (Rousseeuw & Leroy, 1987, p. 117) 
Rousseeuw & Leroy ( 1987, p.125) demonstram que o ponto de ruptura de qualquer 
estimador T que seja equi-variante de regressão satisfaz 
e: (T,Z) ::; ([(n p)/2] + 1 )In 
para todas as amostras Z. 
Este ponto de ruptura máximo é atingido pela mínima mediana dos quadrados se for 
utilizada a versão exposta em Rousseeuw ( 1984 ), descrita na propriedade a seguir: 
Propriedade 3.4: Se ao invés de minimizar a mediana dos quadrados dos resíduos, 
minimizar-se a k-ésima estatística de ordem e(~) , onde k=[n/2]+[(p+ 1)/2], então o ponto de 
ruptura resultante será ([(n-p)/2]+ 1)/n, que é o maior ponto de ruptura atingido por um estimador 
equi-variante de regressão. 
A mínima mediana dos quadrados também satisfaz a propriedade do ajuste exato: 
quando a maioria das observações formam uma equação linear exata, diz-se que o ajuste é exato. 
No caso da regressão linear simples, se mais da metade das observações formarem uma reta e se 
um método de regressão fornecer a equação dessa reta, então diz-se que o método possui a 
propriedade do ajuste exato. Geralmente, os métodos robustos de regressão satisfazem a 
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propriedade do ajuste exato. 
Rousseeuw ( 1984) demonstra que a mínima mediana dos quadrados possui a propriedade 
do ajuste exato sob certas condições, isto é: 
Propriedade 3.5: Se p> 1 e houver um estimador J3 tal que pelo menos n-[ n/2]+p-1 
das observações satisfaçam yi = xi' J3 exatamente, e tal que estas observações estejam em 
posição geral, então o estimador da mínima mediana dos quadrados será igual a J3 , quaisquer 
que sejam as outras observações. 
Isto é fácil de verificar, dado que nesta situação a mediana dos quadrados dos resíduos 
será zero. 
Assintoticamente, o estimador da mínima mediana dos quadrados não tem um bom 
comportamento em termos de eficiência. Pode-se verificar que a eficiência assintótica do 
estimador converge na ordem de n - 113 . Ou seja: 
Propriedade 3.6: Se as observações yl' ... , Yn são independentes e identicamente 
distribuídas segundo uma distribuição de probabilidade F(y - e) , com densidade simétrica e 
unimodal f , então a distribuição do estimador Tn da mínima mediana dos quadrados 
converge fracamente como: 
~ ( n 113 ( T n - e)) ~ ~ (c), 
onde c= (f( q)f'( q)2 /2)-113 , q F-1 (0,75) . (Rousseeuw & Leroy, 1987, p. 179). 
Tal convergência é considerada lenta, transformando o método da mínima mediana dos 
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quadrados recomendável apenas como ferramenta para detecção de dados atípicos. Para a 
estimação dos parâmetros do modelo é preferível utilizar um método com maior eficiência 
assintótica. 
Um outro método de estimação em análise de regressão linear com alto ponto de ruptura 
e com eficiência assintótica maior que a da mínima mediana dos quadrados será visto a se!:,'llir. 
3.2. Método dos Quadrados Aparados Mínimos 
Tendo em vista as considerações anteriores, é importante a busca de um método de 
estimação que tenha alto ponto de ruptura e que possa ser utilizado como método para o ajuste 
de um modelo de regressão, tendo uma taxa de convergência maior para a eficiênica. 
Como alternativa, Rousseeuw (1983, 1984) sugere que ao invés de minimizar a mediana 
dos quadrados dos resíduos, deve-se minimizar a soma dos h menores quadrados dos resíduos, 
onde 2 e(i) representa o i-ésimo menor resíduo ao quadrado, sendo a ordenação feita nos 
resíduos ao quadrado, e h será definido na propriedade 3. 8. 
Este método é conhecido como método dos Quadrados Aparados Mínimos (do inglês, 
"Least Trimmed Squares" ou LTS). É importante perceber que esse método é diferente dos 
estimadores de mínimos quadrados aparados ("trimmed least squares") descritos por Ruppert & 
Carro li ( 1980), onde se calculam os resíduos comumente pelo método dos mínimos quadrados 
envolvendo todas as observações e, então, utilizam-se para a estimação dos coeficientes apenas 
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as observações com os menores resíduos. 
Tanto a mínima mediana dos quadrados como os quadrados aparados mínimos 
minimizam uma medida robusta da variabilidade dos resíduos, segundo Rousseeuw & Leroy 
(1987, p. 15). Generalizando esta idéia, Rousseeuw & Y ohai ( 1984) apresentam a classe dos 
S-estimadores. A função objetivo dos S-estimadores corresponde a: 
onde S( P) é um estimador robusto da variabilidade dos resíduos e 1 ( P ), ... , en ( P). Os 
estimadores resultantes dessa classe têm alto ponto de ruptura. 
O método dos quadrados aparados mínimos consiste em achar o subconjunto de (n-
h) observações cuja retirada do conjunto de dados resulta na regressão com a menor soma de 
quadrados dos resíduos. 
Hawkins ( 1994a) lembra que o estimador do método dos quadrados aparados mínimos 
pode ser visto como o estimador de máxima verossimilhança utilizando-se o modelo de regressão 
para outlier visto em (2. 7). Ajustar o modelo em (2. 7) equivale a identificar os elementos não-
nulos do vetor À retirando-se as observações referentes a estes elementos e ajustando-se o 
modelo nas observações restantes. Na ausência de conhecimento sobre quais os elementos de 
À que são não-nulos, pode-se utilizar o método do estimador de máxima verossimilhança. 
Neste modelo o estimador de máxima verossimilhança é obtido pela retirada de observações do 
conjunto de dados de modo que a soma de quadrados dos resíduos do modelo baseado apenas nas 
observações restantes seja a menor possível. Isto equivale ao estimador dos quadrados aparados 
mínimos. Hawkins (1994a) também observa que a estatística de teste Qk de Gentleman & 
Wilk (1975) equivale à razão da soma de quadrados dos resíduos sem k observações (possíveis 
outliers) sobre a soma de quadrados dos resíduos do modelo com todas as observações, e 
portanto, calcular o valor de Q k significa ajustar um modelo pelo método dos quadrados 
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aparados mínimos. É importante lembrar que se k representa o número de outliers a serem 
testados, então a razão da soma de quadrados dos resíduos após a remoção de k+ I observações 
do conjunto de dados sobre a soma de quadrados dos resíduos após a remoção de k observações 
equivale ao teste da razão de verossimilhança para k+ 1 outliers contra k outliers. 
Algumas das propriedades do estimador da mínima mediana dos quadrados também são 
válidas para o estimador de quadrados aparados mínimos, as quais demonstram que estes métodos 
são mais adequados para a detecção de dados atípicos do que o método dos mínimos quadrados. 
Propriedade 3. 7: O estimador de quadrados aparados mínimos é equi-variante de 
regressão, equi-variante de escala e equi-variante afim. (Rousseeuw & Leroy, 1987, p. 132) 
Propriedade 3.8: O ponto de ruptura do estimador de quadrados aparados mínimos 
dependerá da escolha de h (Rousseeuw, 1983, 1984): 
* se h=[ n/2]+ 1, então o ponto de ruptura será igual ao da mínima mediana dos 
quadrados, isto é, ([n/2]-p+2)/n; 
*se h=[n/2l+[(p+I)/2], então o ponto de ruptura será igual ao valor máximo que um 
estimador equi-variante de regressão atinge, ou seja, ([(n-p)/2]+1)/n. 
Pela figura 3.2 percebe-se que para p=5, por exemplo, o ponto de ruptura dos quadrados 
aparados mínimos tende para 50% conforme o tamanho da amostra cresce. Comparando-se o 
ponto de ruptura para os valores de h especificados anteriormente, verifica-se que a diferença 
torna-se desprezível conforn1e o tamanho da amostra aumenta. No entanto, para amostras 
pequenas e para regressão múltipla deve-se utilizar o segundo valor de h dado na propriedade 3. 8, 
que leva em consideração o número de variáveis regressoras. 
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Figura 3.2: Comportamento do ponto de 
ruptura dos quadrados aparados mínimos (p=5). 
Em geral, pode-se definir o valor de h como função da proporção de corte a . Por 
exemplo, h = [ n ( I - a ) ] + [ (p + 1 ) a ] ou h = [ n ( 1- a ) ] + I . Desta maneira, o ponto 
de ruptura será aproximadamente if:,rual a a . Se a tende para 50%, chega-se ao estimador 
dos quadrados aparados mínimos, ao passo que se a tende para 0%, então obtém-se o 
estimador dos mínimos quadrados. 
Assim como o estimador da mínima mediana dos quadrados, o estimador de quadrados 
aparados mínimos também possui a propriedade do ajuste exato. Rousseeuw & Leroy (1987, p. 
134) afirmam que: 
Propriedade 3.9: Se houver um estimador p tal que pelo menos (n+p-1 )/2 
observações satisfaçam Y; = X;' P exatamente, e tal que estas observações estejam em posição 
geral, então o estimador de quadrados aparados mínimos será if:,rual a p , quaisquer que sejam 
as outras observações. 
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Cabe relembrar que o estimador de quadrados aparados mínimos tem uma eficiência 
assintótica maior que o método da mínima mediana dos quadrados, pois sua taxa de convergência 
é da ordem de n -I 12 . Isto é verificado pela propriedade a seguir: 
Propriedade 3.10: Se as observações y 1, ••• , Yn são independentes e identicamente 
distribuídas segundo uma distribuição de probabilidade F(y- e) , com densidade f 
simétrica, então o estimador Tn dos quadrados aparados mínimos é assintoticamente normal, 
isto é: 
~(n 112 (Tn- 6)) ~ N(O, V(F)), 
onde V(F) é a variância assintótica do estimador dos quadrados aparados mínimos. (Rousseeuw 
& Leroy, 1987, p. 179) 
As propriedades expostas mostram que o método dos quadrados aparados mínimos tem 
alto ponto de ruptura e não sofre o efeito de mascaramento e/ou "swamping" como o método dos 
mínimos quadrados. E, também, que a eficiência do método dos quadrados aparados mínimos é 
maior que a da mínima mediana dos quadrados. Assim, deve-se preferir os quadrados aparados 
mínimos como método de estimação e detecção de dados atípicos, mesmo que a obtenção de uma 
estimativa para o vetor de coeficientes não seja computacionalmente simples. 
Após o ajuste feito pelo método dos quadrados aparados mínimos ou pela mínima 
mediana dos quadrados, podem-se utilizar os resíduos da regressão para a detecção de dados 
atípicos, o que será visto na próxima seção. 
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3.3. Detecção de Dados Atípicos e Métodos com Alto Ponto de Ruptura 
Após a obtenção de uma estimativa para o vetor de coeficientes de um método com alto 
ponto de ruptura, utilizam-se seus resíduos, geralmente padronizados por uma estimativa robusta 
do desvio padrão, para a detecção de outliers. As observações cujos resíduos padronizados 
estiverem muito distantes das demais são classificadas como outliers. Se, desta forma, forem 
detectadas observações atípicas, podem-se utilizar as estimativas dos coeficientes do método 
robusto para o modelo de regressão ajustado, que não são influenciadas pelas observações 
atípicas, como ocorre com os mínimos quadrados. No entanto, não há como testar a significância 
dos valores obtidos, como é feito nos mínimos quadrados através de testes de hipóteses com 
distribuições t de Student. Assim, outra opção é dar pesos menores para as observações 
classificadas como atípicas pelos métodos robustos ou simplesmente descartá-las, o que na prática, 
às vezes, não é uma boa opção, e ajustar o método dos mínimos quadrados nas observações 
ponderadas. Mas, também há casos onde as estimativas dos coeficientes da regressão por mínimos 
quadrados e por um método robusto não são muito diferentes. Isto ocorre quando as observações 
atípicas não influenciam demasiadamente o ajuste. Nestes casos, é indiferente o uso das 
estimativas de um ou outro método. 
A seguir será visto como obter os resíduos padronizados e como utilizá-los para a 
detecção de observações discrepantes ou outliers para cada método robusto visto anteriormente. 
3.3.1. Mínima Mediana dos Quadrados e Detecção de Dados Atípicos 
Como não se tem certeza, de antemão, se há observações atípicas no conjunto de dados 
e com o objetivo de detectá-las sem utilizar métodos que sofram o efeito de mascaramento e/ou 
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"swamping" recomenda-se utilizar os resíduos de métodos com alto ponto de ruptura, pois estes 
métodos não sofrem a influência de tais observações na estimação dos parâmetros do modelo, 
como, por exemplo, os resíduos da regressão ajustada pelo método da mínima mediana dos 
quadrados. 
Para o cálculo dos resíduos da mínima mediana dos quadrados deve-se, primeiramente, 
obter uma estimativa para os coeficientes do modelo, o que pode ser feito em duas situações: no 
caso unidimensional e no caso multidimensional. Tais situações serão descritas no próximo 
capítulo, sendo o caso multidimensional resolvido com o auxílio do algoritmo dos conjuntos 
elementares. 
Para efeito de comparação dos resíduos, deve-se utilizar uma versão padronizada dos 
resíduos, o que sihrnifica obter um estimador da variabilidade dos erros, geralmente representado 
pelo desvio padrão ô . 
No caso do método de mínimos quadrados, ô é estimado pela raiz quadrada da 
divisão da soma de quadrados dos resíduos por (n-p). Todavia, este estimador é influenciado por 
observações atípicas que inflam a soma de quadrados. No caso da mínima mediana dos quadrados, 
pode-se utilizar um estimador mais robusto, que ao invés da soma, usa a mediana dos quadrados 
dos resíduos. Ou seja: 
onde cl é um fator de correção. 
Um caso particular deste estimador é encontrado em Rousseeuw & Leroy ( 1987, p.202), 
supondo erros com distribuição Normal, sendo dado por: 
(3.1) 
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onde: 
1 cl = 
q.-1(0,75) 
é um estimador consistente para 
média zero e variância o2 . 
1,4826 é um fator de correção utilizado porque 
med(z;) 
q.-1(0,75) 
a quando os zi são distribuídos segundo uma Normal com 
c2 = ( 1 + - 5- ) é um tàtor de correção para amostras finitas, obtido por 
n-p 
simulação. 
Após a obtenção de tal estimador, calculam-se os resíduos padronizados como sendo 
e/ ô' , considerando-se possíveis observações atípicas aquelas cujos resíduos padronizados se 
destacam dos demais. 
Quando se utilizam os mínimos quadrados normalmente são consideradas outliers as 
observações cujos resíduos padronizados sejam maior que 2.0, em valor absoluto, devido à 
suposição da distribuição de probabilidade dos erros. No caso da mínima mediana dos quadrados 
não se utiliza esse ponto crítico, pois por o método de estimação minimizar a mediana dos 
quadrados dos resíduos, não é raro encontrarem-se observações comuns com resíduos 
padronizados maiores que 2.0, em valor absoluto. Assim, Rousseeuw & Leroy (1987) sugerem 
que sejam consideradas atípicas as observações cujos resíduos padronizados sejam maiores, em 
valor absoluto, que 2.5. No entanto, em casos onde o desvio padrão for muito pequeno, haverá 
várias observações com resíduos padronizados ultrapassando o ponto crítico. Somente aquelas 
que se destacarem das demais devem ser classificadas como pontos atípicos. Como confirmação, 
deve-se verificar se o valor do diagnóstico resistente, dado em (2.20), também é grande em 
relação aos das outras observações. 
Como as observações atípicas tendem a influenciar o cálculo do desvio padrão fazendo 
com que seu valor seja superestimado, pode-se adotar uma estimativa final de ô para a 
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mínima mediana dos quadrados que leve em conta apenas as observações que não são 
consideradas possíveis pontos discrepantes. Tal estimativa é encontrada ponderando-se as 
observações atípicas com pesos menores do que aqueles atribuídos às observações comuns. Uma 
opção é considerar apenas as observações comuns, atribuindo-se peso nulo para as observações 
atípicas, ou seja: 
â* 
onde wi é o peso da i-ésima observação, definido como: 
{ 1 , se I e J â ' I ~ c wi = O, caso ~ontrário . 
onde c é o valor adotado para o ponto crítico dos resíduos padronizados. 
(3.2) 
Portanto, obtém-se uma medida de variabilidade que não é influenciada por observações 
atípicas. Pode-se verificar que o estimador â* tem ponto de ruptura de 50% e será um 
estimador consistente para a se os pesos wi forem definidos de modo a serem 
independentes de (x';,Y;) (Rousseeuw & Leroy, 1987, pp. 44 e 203). 
Como visto anteriormente, a mínima mediana dos quadrados não tem boas 
propriedades assintóticas, o que a transforma em um método de detecção de dados atípicos, 
sendo aconselhável para obtenção de estimativas para os coeficientes da regressão o uso do 
método dos quadrados aparados mínimos. 
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3.3.2. Quadrados Aparados Mínimos e Detecção de Dados Atípicos 
Após a estimação dos parâmetros do modelo de regressão linear pelo método dos 
quadrados aparados mínimos, segundo os algoritmos expostos no próximo capítulo, obtêm-se os 
resíduos para cada observação. Estes resíduos são utilizados para a detecção de dados atípicos, 
no entanto, para efeito de comparação, deve-se padronizá-los, dividindo-os por um estimador 
robusto do desvio padrão ô . Uma possibilidade é a utilização do quadrado médio dos resíduos 
aparados, ou seja: 
h 
ou uma versão "winsorizada": 
h 
L e(~) + (n h) e(~) 
i= 1 
n-p 
obtendo-se, em seguida, os resíduos padronizados por e/ ô* . 
Aquelas observações cujos resíduos padronizados se distanciem muito dos resíduos das 
demais podem ser consideradas possíveis observações atípicas. Rousseeuw & Leroy ( 1987) 
sugerem que observações com resíduos padronizados maiores, em valor absoluto, que 2.5 podem 
ser classificadas como possíveis observações atípicas. 
Assim como foi visto para a mínima mediana dos quadrados, após a detecção das 
observações atípicas, ponderam-se essas observações com pesos menores do que os atribuídos às 
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observações comuns, obtendo-se um estimador para o desvio padrão menos influenciado pelos 
dados atípicos. Novamente, uma opção é ponderar as observações consideradas atípicas com peso 
zero, obtendo-se: 
â* 
onde os pesos wi são os mesmos que os atribuídos na mínima mediana dos quadrados, dados 
em (3.2). 
No método dos quadrados aparados mínimos também é possível obter um estimador para 
os coeficientes da regressão nos casos unidimensional e multidimensional, os quais serão vistos 
no próximo capítulo. Devido à eficiência assintótica dos quadrados aparados mínimos, podem-se 
utilizar os coeficientes obtidos no ajuste como estimativa para o modelo, o que não é 
recomendado para a mínima mediana dos quadrados. No entanto, há a opção de se reajustar o 
método dos mínimos quadrados apenas nas observações comuns, ou então com todas as 
observações ponderadas, conforme será visto a seguir. 
3.3.3. Método dos Mínimos Quadrados Reponderados 
Os métodos da mínima mediana dos quadrados e dos quadrados aparados mínimos são 
opções para a detecção de dados atípicos através de seus resíduos padronizados. No entanto, não 
há indicações de como testar a significância dos parâmetros obtidos. Assim, Rousseeuw & Leroy 
( 1987) sugerem utilizar o método dos mínimos quadrados reponderados ("Reweighted Least 
Squares") tanto para a estimação dos parâmetros como para a detecção de dados atípicos, após 
81 
a utilização de um dos métodos mencionados anteriormente para a detecção de possíveis dados 
atípicos. 
O método dos mínimos quadrados reponderados é definido por: 
n 
mm~i L 
i= 1 
onde os pesos wi atribuídos às observações dependem dos resíduos de um método com alto 
ponto de ruptura. 
Rousseeuw & Leroy ( 1987) sugerem que se ajuste a regressão pelo método da mínima 
mediana dos quadrados ou dos mínimos quadrados aparados e, então, atribuam-se os pesos 
segundo os valores dos resíduos padronizados eJ ô destes métodos, com pesos menores para 
as observações cujos resíduos se destaquem dos demais. A seguir, procede-se à estimação pelo 
método dos mínimos quadrados reponderados, onde a i-ésima observação tem peso wi . Se os 
wi forem O (para os dados atípicos) e I (para as observações comuns), obtém-se o ajuste pelo 
método dos mínimos quadrados. 
Assim, pode-se testar a significância dos parâmetros e ainda utilizar os resíduos para a 
detecção de pontos atípicos. 
É evidente que as mesmas observações que forem consideradas atípicas usando-se os 
métodos robustos também serão identificadas como tais nos mínimos quadrados reponderados. 
No entanto, outras observações atípicas podem surgir. 
Outra sugestão para a atribuição dos pesos é a que utiliza funções contínuas que 
dependem do valor de eJ ô , como, por exemplo: 
82 
Rousseeuw & Leroy (1987, p. 17) sugerem c1 = 2 e c2 = 3 . 
Cabe lembrar que, exceto no caso onde os pesos w i são O ou I, as distribuições de 
probabilidade envolvidas para o teste dos parâmetros são aproximadas, devido à dependência entre 
os pesos e as observações. 
3.3.4. Técnica Gráfica para Classificação das Observações 
Uma forma de classificar rapidamente as observações em comuns e atípicas pelo ajuste 
dos mínimos quadrados é a utilização do gráfico dos resíduos studentizados vs elementos da 
diagonal da matriz de projeção. No entanto, tal gráfico não é muito confiável devido ao efeito de 
mascaramento e/ou "swamping". O ideal é usar medidas resultantes de métodos robustos. 
Desta forma, uma técnica gráfica sugerida por Rousseeuw & van Zomeren (I 990) para 
a classificação das observações em comuns e atípicas, sendo as observações atípicas classificadas 
em outliers, pontos de alavanca bons ou ruins é descrita a seguir: 
I) Obtêm-se os resíduos padronizados através de um método com alto ponto de ruptura, 
por exemplo, o da mínima mediana dos quadrados ou o dos quadrados aparados mínimos, 
considerando-se pontos discrepantes aqueles cujos resíduos padronizados forem maiores, em valor 
absoluto, que 2.5; 
2) Obtém-se a distância robusta, dada em (2.22), baseada no elipsóide de volume 
mínimo, para as variáveis preditoras, sendo consideradas pontos de alavanca as observações cujas 
distâncias robustas forem maiores que o ponto critico correspondente, denotado aqui por c . 
3) Classificam-se as observações da seguinte forma: 
(a) observação comum: se a distância robusta for menor que c e se o resíduo 
padronizado for menor que 2.5 em valor absoluto; 
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(b) outlier: se a distância robusta for menor que c e se o resíduo padronizado for 
maior que 2.5 em valor absoluto; 
(c) ponto de alavanca bom: se a distância robusta for maior que c e se o resíduo 
padronizado for menor que 2.5 em valor absoluto~ 
(d) ponto de alavanca ruim: se a distância robusta for maior que c e se o resíduo 
padronizado for maior que 2. 5 em valor absoluto. 
Podem ocorrer observações que estejam nas regiões de fronteira, não havendo nestes 
casos evidência de que possam ser classificadas como observações atípicas. Apenas aquelas 
observações que se destacarem consideravelmente das outras devem ser classificadas como 
possíveis observações atípicas. Vale lembrar que se deve verificar também os diagnósticos 
resistentes. 
Para a obtenção dos resíduos padronizados, do diagnóstico resistente e da distância 
robusta, podem-se utilizar os programas desenvolvidos por Peter J. Rousseeuw e Mia Hubert 
( 1996) e Peter J. Rousseeuw ( 1995) em http://win-www.uia.ac.be/u/statis. 
O programa PROGRESS ajusta a regressão pelos métodos dos mínimos quadrados, da 
mínima mediana dos quadrados e dos quadrados aparados mínimos e, ao final, ajusta o método 
dos mínimos quadrados reponderados, ponderando as observações com pesos O (observações 
com resíduos padronizados maiores que 2.5) e 1 (demais observações). 
O programa MINVOL calcula o vetor de médias e a respectiva matriz de covariâncias 
referentes ao elipsóide de volume mínimo das variáveis regressaras, a distância clássica de 
Mahalanobis e a distância robusta. 
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3.4 Exemplos 
Os exemplos vistos no capítulo anterior serão novamente analisados usando-se agora os 
métodos de estimação com alto ponto de ruptura para a detecção de observações atípicas. 
Através destes exemplos pode-se verificar como métodos que não possuem alto ponto 
de ruptura sofrem o efeito de mascaramento e/ou "swamping", como ocorre com o método dos 
mínimos quadrados, amplamente utilizado na análise de regressão linear. 
Ao final será analisado o conjunto de dados da densidade da madeira (Draper & Smith, 
1981 }, que já foi utilizado várias vezes na literatura para ilustrar o comportamento de métodos 
robustos alternativos ao método dos mínimos quadrados. 
Para o ajuste dos métodos de estimação com alto ponto de ruptura utilizaram-se os 
programas PROGRESS (Rousseeuw & Hubert, 1996) e MINVOL (Rousseeuw, 1995). 
3.4.1. Exemplo 1 
O conjunto de dados deste exemplo equivale ao conjunto gerado inicialmente (tabela 
2.5.1). Segundo a análise da seção 2.5.1 não foi detectada qualquer observação atípica neste 
conjunto de dados. 
Utilizando os métodos de regressão robustos com alto ponto de ruptura descritos neste 
capítulo e a técnica gráfica desctita na seção 3.3.4, verifica-se que, embora alb>umas observações 
estejam além dos pontos críticos sugeridos para os resíduos padronizados da mínima mediana dos 
quadrados (gráfico 3.4.1) e dos quadrados aparados mínimos (gráfico 3.4.2}, pode-se afirmar que 
não há observações atípicas no conjunto de dados, pois tais observações não se distanciam 
consideravelmente das demais. Como justificativa adicional pode-se utilizar o fato de que o 
diagnóstico resistente para ambos os métodos também não indica qualquer observação atípica. 
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Percebe-se, assim, a tendência de tais métodos em superestimar os resíduos padronizados. Tal 
situação decorre do valor obtido para a estimativa final do desvio padrão em cada método (tabela 
3. 4. 1 ), que tende a ser menor para os métodos robustos. 
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Gráfico 3.4.1. Resíduos Padronizados (LMS) vs 
Distância Robusta (Exemplo 1 ). 
Gráfico 3.4.2. Resíduos Padronizados (L TS) vs 
Distância Robusta (Exemplo I). 
Tabela 3.4.1. Estimativas para os parâmetros do modelo (Exemplo I). 
Mínimos Quadrados Mínima Mediana Quadrados Quadrados Aparados Mínimos 
,.. 
Po 0,2307 -0,0271 -0,0787 
,.. 
pl -0,6081 -0,7395 -0,5500 
,.. 
p2 2,1595 2,3971 2,2940 
ô 0,7144 0,6344 0,4650 
Ponto de Ruptura: 46%; n=15, p=3 e h=9. 
Em casos como esse, onde não há observações atípicas, geralmente os ajustes obtidos 
por mínimos quadrados e pelos métodos robustos são semelhantes, o que pode ser verificado pela 
tabela 3.4.1, com exceção do intercepto. 
A mínima mediana dos quadrados utilizou o conjunto elementar formado pelas 
observações 2, 6 e 8 para o cálculo das estimativas, enquanto que o método dos quadrados 
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aparados mínimos utilizou as observações 2, 8 e 1 O. 
3.4.2. Exemplo 2 
Ao conjunto de dados gerado inicialmente adicionaram-se 4 observações atípicas (tabela 
2.5.5), que não são todas detectadas pelas técnicas de diagnósticos baseadas no método dos 
mínimos quadrados, conforme visto na seção 2.5.2. 
Ao se utilizarem os métodos com alto ponto de ruptura, que não sofrem efeito de 
mascaramento e/ou "swamping", consegue-se detectar claramente as observações atípicas. Tanto 
pela mínima mediana dos quadrados (gráfico 3.4.3) como pelos quadrados aparados mínimos 
(gráfico 3.4 .4) classificam-se as observações 16 a 19 como influentes no espaço das variáveis 
preditoras. No entanto, pela mínima mediana dos quadrados as observações 16 e 19 são indicadas 
como pontos de alavanca ruins e as observações 17 e 18 como pontos de alavanca bons. Já pelos 
quadrados aparados mínimos as 4 observações são classificadas como pontos de alavanca bons. 
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Gráfico 3.4.3. Resíduos Padronizados (LMS) vs 
Distância Robusta (Exemplo 2). 
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Gráfico 3.4.4. Resíduos Padronizados (L TS) vs 
Distância Robusta (Exemplo 2). 
Isto mostra que as observações adicionadas ao conjunto de dados são atípicas com relação ao 
espaço das variáveis preditoras, não estando consideravelmente distantes das demais com relação 
à variável resposta. 
Analisando-se as estimativas dos coeficientes para os métodos robustos (tabela 3.4.2), 
nota-se que as estimativas para a mínima mediana dos quadrados são bem diferentes das obtidas 
pelos quadrados aparados mínimos, que tem valores próximos aos obtidos pelos mínimos 
quadrados. Verifica-se também que a estimativa do desvio padrão dos mínimos quadrados é maior 
que a dos métodos robustos, pois é influenciada pelas observações atípicas. 
Tabela 3.4.2. Estimativas para os parâmetros do modelo (Exemplo 2). 
Mínimos Quadrados Mínima Mediana Quadrados Quadrados Aparados Mínimos 
Po O, 1542 0,2841 0,2734 
" pl 0,9653 0,4249 1,1122 
p2 0,9840 1,6179 1,0076 
" 1,0280 0,8551 0,8682 a 
Ponto de Ruptura: 47%; n=19, p=3 e h=l1. 
A mínima mediana dos quadrados utilizou o conjunto elementar formado pelas 
observações 1, 3 e 18 para o cálculo das estimativas, enquanto que o método dos quadrados 
aparados mínimos utilizou as observações 3, 14 e 19. 
3.4.3. Exemplo 3 
Draper & Smith ( 1981) apresentam um conjunto de observações sobre a influência de 
fatores anatômicos da madeira de um certo tipo de pinheiro na especificação de sua densidade. O 
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conjunto de dados é formado por 20 secções transversais da madeira com 30 11 de espessura, 
imersas em Clorozol E, nas quais mediram-se as seguintes variáveis: 
xl = número de fibras/mm2 na primavera; 
x2 = número de fibras/mm2 no verão; 
X:l = % de madeira da primavera; 
x4 = % de absorção de luz na primavera~ 
X 5 =%de absorção de luz no verão; 
Y = densidade específica da madeira. 
cujos valores são apresentados na tabela 3.4.3. As variáveis e o experimento realizado são 
detalhados em Van Buijtenen (1964). 
Tabela 3.4.3. Conjunto de dados original sobre a densidade da madeira (Draper & Smith, 1981 ). 
1 XI x2 x3 x4 Xs y 
1 0,5730 O, 1059 0,4650 0,5380 0,8410 0,5340 
2 0,651 o O, 1356 0,5270 0,5450 0,8870 0,5350 
3 0,6060 O, 1273 0,4940 0,521 o 0,9200 0,5700 
4 0,6300 O, 1151 0,4890 0,5030 0,8790 0,5280 
5 0,5470 O, 1 135 0,531 o 0,5190 0,9150 0,5480 
6 0,5570 O, 1236 0,5490 0,5520 0,9140 0,5550 
7 0,4890 O, 1231 0,5620 0,4550 0,8240 0,4810 
8 0,6850 0,1564 0,5660 0,4430 0,9130 0,5160 
9 0,5360 O, 1182 0,5920 0,4640 0,8540 0,4750 
10 0,6850 O, 1564 0,6310 0,5640 0,9140 0,4860 
1 I 0,6640 O, 1588 0,5060 0,4810 0,8670 0,5540 
12 0,7030 O, 1335 0,5190 0,4840 0,8120 0,5190 
13 0,6530 O, 1395 0,6250 0,5190 0,8920 0,4920 
14 0,5860 0,1114 0,5050 0,5650 0,8890 0,5170 
15 0,5340 O, 1143 0,521 o 0,5700 0,8890 0,5020 
16 0,5230 0,1320 0,5050 0,6120 0,9190 0,5080 
17 0,5800 O, 1249 0,5460 0,6080 0,9540 0,5200 
18 0,4480 O, 1028 0,5220 0,5340 0,9180 0,5060 
19 0,4760 O, 1057 0,4290 0,5320 0,9290 0,5950 
20 0,5280 0,1057 0,4240 0,5660 0,9090 0,5680 
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Este conjunto de dados foi utilizado por Draper & Smith ( 1981) para ilustrar os métodos 
de seleção de variáveis. Aqui ele será usado para a detecção de dados atípicos, pois a presença de 
tais observações num conjunto de dados pode inclusive mascarar a significância de algumas 
variáveis preditoras, influenciando os métodos de seleção de variáveis. 
O modelo ajustado foi: 
Pela matriz de correlações (tabela 3.4.4) percebe-se que não há o problema de 
colinearidade entre as variáveis preditoras. Pelas correlações parciais entre as variáveis preditoras 
e a variável resposta (tabela 3 .4 .4 ), as variáveis que têm uma relação maior com a variável 
resposta são as variáveis X3 e X5 . E, do mesmo modo, pelo modelo ajustado pelos mínimos 
quadrados (tabela 3.4.5), os coeficientes dessas variáveis são estatisticamente significativos 
juntamente com o intercepto. 
Tabela 3.4.4. Coeficientes de correlação de Pearson e correlação parcial (densidade da madeira). 
XI x2 ~~ x4 x5 
x2 0,763 
x3 0,364 0,569 
x4 -0,240 -0,263 -0,216 
x5 -0,190 -0,013 -0,032 0,570 
y 
-0,089 -0,231 -0,751 O, 141 0,326 
Correlação Parcial 
y 0,300 0,031 -0,836 -0,399 0,626 
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Tabela 3.4.5. Estimativas para os parâmetros do modelo (dados da densidade da madeira). 
Mínimos Mínima Mediana Quadrados Mínimos Quadrados 
Quadrados Quadrados Aparados Minimos Reponderados 
Po 0,4421 (0,003) 0,3987 0,3449 0,3765 (0,000) 
Pr O, 1063 (0,260) O, 1800 O, 1889 0,2126 (0,000) 
p2 0,0509 (0,910) -0,2112 -0,2484 -0,0789 (0,705) 
" ~~ -0,5309 (0,000) -0,5729 -0,5399 -0,6007 (0,000) 
p~ -0,1848 (0, 125) -0,5030 -0,4926 -0,4325 (0,000) 
" ~5 0,4393 (0,009) 0,6983 0,7301 0,6527 (0,000) 
ô 0,0180 0,0064 0,0057 0,0077 
Ponto de Ruptura: 40%; n=20, p=6 e h=13. Valores entre parênteses equivalem ao p-valor. 
Pelos resíduos studentizados dos mínimos quadrados (gráficos 3 .4. 5 e 3 .4. 6) verifica-se 
a presença de 2 possíveis outliers (observações 6 e 8). Embora pelo gráfico do diagnóstico 
resistente (gráfico 3.4.7) não se detecte qualquer observação atípica, usando-se os resíduos 
padronizados dos métodos robustos (gráficos 3.4.8 e 3.4.9) detectam-se as observações 4, 6 e 8 
como outliers e a observação 1 I como ponto de alavanca bom. 
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Gráfico 3.4.5. Resíduos Studentizados vs 
Elementos da Diagonal de H. (Exemplo 3) 
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Gráfico 3.4.6. Resíduos Studentizados vs 
Valores Preditos (Exemplo 3). 
o 
6 
! u 
() 
u u o (J y, 
() 
Je u 
""' 
.,>; 
" 4 
-tl 
,- r 
1 2 
DRI* 
.------------------------------
20 o ~+ 
15 
o 
o 
+ e <P +~ 
6 o + o 
10 
+ 
05 
1l 20 
o LMS 
+ LTS 
~-----------------------_j 
Gráfico 3.4.7. Diagnóstico Resistente (LMS e 
LTS) vs Observações (Exemplo 3). 
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Gráfico 3.4.8. Resíduos Padronizados (LMS) vs 
Distância Robusta (Exemplo 3). 
Gráfico 3.4.9. Resíduos Padronizados (LTS) vs 
Distância Robusta (Dados Originais). 
Nota-se que as estimativas dos mínimos quadrados são bem diferentes das obtidas pelos 
métodos robustos (tabela 3.4.5) para as variáveis x2 e x4 ' que não são estatisticamente 
significativas. Ajustando-se o método dos mínimos quadrados reponderados (tabela 3.4.5), 
omitindo-se as observações 4, 6 e 8, percebe-se que as estimativas obtidas aproximam-se das dos 
A estimativa do desvio padrão também reduz-se consideravelmente. 
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4. Algoritmos baseados em Conjuntos Elementares 
Os conjuntos elementares podem ser utilizados na obtenção da solução de uma variedade 
de métodos de estimação em análise de regressão e na detecção de dados atípicos. Neste capítulo 
será vista a sua utilização na obtenção de uma estimava para a mínima mediana dos quadrados e 
para os mínimos quadrados aparados. 
Entre os algoritmos, há aqueles que fornecem soluções aproximadas, que são um mínimo 
local, mas não necessariamente atingem o mínimo global. No entanto, será visto, no caso da 
mínima mediana dos quadrados, o algoritmo de Stromberg (1993) que, pela enumeração completa 
de todos os conjuntos elementares, fornece a solução exata, ou seja, o mínimo global. Como este 
algoritmo torna-se computacionalmente inviável para amostras grandes, será abordado um 
algoritmo probabilístico, que seleciona aleatoriamente alguns conjuntos elementares e chega a um 
ou mais mínimos locais. Por usar um refinamento baseado em programação linear este algoritmo 
acaba chegando bem próximo ao mínimo global. 
4.1. Conjuntos Elementares e a Mínima Mediana dos Quadrados 
A seguir serão expostos algoritmos para o cálculo de um estimador da mínima mediana 
dos quadrados em duas situações: no caso unidimensional (p= 1) e no caso multi dimensional (p> I). 
4.1.1. Caso Unidimensional 
No caso unidimensional, onde há apenas o intercepto (p= 1 ), a mínima mediana dos 
quadrados é reduzida a: 
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" 2 
medi (yi - p) . (4. I) 
Para chegar a uma solução exata do estimador p , isto é, ao mínimo global, 
Rousseeuw (1984) demonstra o seb'Uinte teorema: 
Teorema do Caso Unidimensional: Numa amostra uni variada {y 1 ,y2 , ... ,y n} , 
seJa mi = medi (yi- T)2 . Se mi = min13 medi (yi- P )2 , então tanto T- mT como 
T + mT são observações da amostra. 
Com base neste teorema, Rousseeuw ( 1984) sugere o algoritmo unidimensional para 
obter-se p : 
1. Determinar a metade da amostra com menor amplitude, obtendo-se a menor das 
seguintes diferenças: 
onde h=[n/2]+[(p+l)/2] e y(i) é a i-ésima observação ordenada. 
2. A correspondente sub-amostra, que contém h observações, é chamada de a metade 
mais curta, pois de todos os subconjuntos com h elementos, ela possui o menor intervalo. Os 
extremos desta amostra são exatamente os valores T- mT e T + mT do teorema anterior. 
Assim, para obter o estimador da mínima mediana dos quadrados é só calcular o ponto médio 
deste intervalo, ou seja: 
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3. Se houver mais de uma metade mais curta, o estimador final será a média dos pontos 
médios de cada metade mais curta. 
Rousseeuw & Leroy (1987) lembram que este estimador é quase semelhante ao 
estimador robusto Shorth, exposto no Estudo de Robustez de Princeton (Andrews et ai., 1972), 
que é definido como a média aritmética da metade da amostra com menor amplitude. 
Toda solução de (4.1) também é uma solução para 
(4.2) 
No entanto, a inversa não é verdadeira. Quando n for par, o teorema anterior não é válido para 
o estimador dado em ( 4.2 ), conforme mostram Rousseeuw & Leroy ( 1987, p. 170). 
O algoritmo visto aqui pode ser estendido para o caso multidimensional. 
4.1.2. Caso Multidimensional 
Quando p=2, o método da mínima mediana dos quadrados tem a seguinte função 
objetivo: 
onde ~ ' ( ~ 1 , ~ 2 ) é a estimativa do vetor de coeficientes. 
Neste caso, pode-se utilizar o algoritmo do caso unidimensional, onde para cada valor 
fixo de ~ 2 , calcula-se o intercepto ~ 1 . O estimador ~ será aquele que der o menor valor 
para medi (yi - x i P )2 . A dificuldade aqui é estipular valores para ~ 2 e seu intervalo de 
variação. Assim, não se sabe se o valor encontrado para p equivale ao mínimo local ou global 
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da função objetivo. 
Desta maneira, percebe-se que para p ~ 2 , este algoritmo torna-se muito complexo 
computacionalmente. 
Neste caso, o uso do algoritmo de conjuntos elementares (Rousseeuw, 1984, Rousseeuw 
& Leroy, 1987) é uma alternativa para a obtenção do estimador da mínima mediana dos 
quadrados: 
1. Para cada conjunto elementar J, de tamanho p, cuja submatriz XJ de variáveis 
preditoras é não-singular, calcular o vetor de coeficientes ~ J e os respectivos resíduos eu 
2. Para cada conjunto elementar J, calcular a mediana dos quadrados dos resíduos: 
Aqui, o termo mediana refere-se à h-ésima estatística de ordem, onde h=[n/2]+[(p+ 1 )/2]. Tal 
adaptação é necessária para um ponto de ruptura maior. 
3. O estimador ~ J que der o menor valor para medi ( eu)2 será o estimador da 
mínima mediana dos quadrados. 
Como o número possível de conjuntos elementares aumenta significativamente com n 
e p, o algoritmo dos conjuntos elementares também torna-se computacionalmente complexo. 
Entretanto, podem-se utilizar amostras aleatórias dos conjuntos elementares. O que deve ser 
indicado é o tamanho da amostra de conjuntos elementares. 
Rousseeuw & Leroy (1987) sugerem que sejam retirados m conjuntos elementares, tal 
que a probabilidade de pelo menos um dos m conjuntos ser limpo seja aproximadamente 1, e tal 
que a fração de contaminação da amostra de n observações seja e . Assumindo n/p grande, esta 
probabilidade é igual a: 
1 ( 1 - ( 1 - e Y' )m (4.3) 
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Fazendo-se a probabilidade em (4.3) próxima a 1, pode-se determinar o número m de 
conjuntos elementares a serem retirados, em função de e e p. 
Tendo em vista que o algoritmo dos conjuntos elementares fornece um mínimo local, 
Leroy & Rousseeuw ( 1984) tentam otimizar a função objetivo no programa PROGRESS. Isto 
equivale a adicionar o seguinte passo ao algoritmo anterior: 
4. Dado que o passo (3) norneceu a estimatt"va Â.' ( Â. Â. Â. ) recalcular o P PpP2•···•Pp ' 
valor do intercepto P 1 , usando o estimador de locação unidimensional nas n observações 
modificadas: 
onde x;1 = 1 é a variável preditora referente ao intercepto. Isto é, fazer a seguinte 
minimização: 
mm (I med. ( d. - p 1 ) 2 , 1-'1 l l 
e obter um novo valor para P 1 . 
Isto faz com que a função objetivo fique ainda menor, já que no caso unidimensional, o 
valor obtido do intercepto corresponde ao mínimo global da função objetivo, dado os valores 
Rousseeuw & Leroy ( 1987) sugerem ainda que, ao invés de se fazer esta implementação 
apenas no final, pode-se fazê-la no cálculo de ~ J para cada conjunto elementar, o que diminui 
ainda mais a função objetivo. Porém, eles ressaltam que o número de operações computacionais 
aumentaria da ordem O(n) para O(n log n). Hawkins (1993a) demonstra a acurácia dos 
estimadores obtidos usando-se esta implementação. Também é demonstrado que no caso onde é 
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necessário usar uma amostra aleatória de conjuntos elementares, devido ao número total de 
conjuntos elementares ser consideravelmente grande, a aproximação obtida é satisfatória, 
chegando perto do valor obtido se todos os conjuntos elementares fossem utilizados. Tal 
aproximação será melhor se a proporção de conjuntos elementares limpos, isto é, que não 
contenham dados atípicos, for a maior possível. Esta aproximação também dependerá da presença 
de pontos de alavanca. 
Esta implementação já está disponível na versão do programa PROGRESS desenvolvida 
por Peter 1. Rousseeuw e Mia Hubert (1996). 
4.2. Conjuntos Elementares e os Quadrados Aparados Mínimos 
No método dos quadrados aparados mínimos também utilizam-se os conjuntos 
elementares para obter um estimador para o vetor de coeficientes para os casos unidimensional 
e multidimensional. 
4.2.1. Caso Unidimensional 
No caso unidimensional, o método dos quadrados aparados mínimos procede à seguinte 
mmtmtzação: 
h 
mm P L (yi - P )~i) 
i~ 1 
onde h=[n/2]+[(p+ I )/2] e 2 (yi- J3 )(i) denota o i-ésimo elemento após a ordenação dos 
quadrados dos resíduos. 
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Neste caso Rousseeuw & Leroy (1987) sugerem o seguinte algoritmo: 
I. Considerar as seguintes n-h+ I sub-amostras: 
onde Yci) é a i-ésima observação ordenada. 
Cada uma destas sub-amostras contém h observações e são chamadas de metades 
adjacentes. 
2. Para cada metade adjacente, calcular a média: 
e a respectiva soma de quadrados: 
h 
1 h 
- E Yci) h i= 1 
1 n 
L Yci) h i=n-h+I 
SQCl) L (Yci)- jO) )2 
i= 1 
n 
SQ(n-h+ I) = L (V . _ v<n-h+l) )2 
., (l) ., 
i=n-h+l 
3. O estimador dos quadrados aparados mínimos será a média yU> equivalente à 
menor soma de quadrados SQ U> . 
Devido ao grande número de operações computacionais, Rousseeuw & Leroy (1987, 
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p. 172) apresentam uma fórmula recursiva para o cálculo da média e da soma de quadrados de 
modo a diminuir drasticamente o número de operações. 
Também é possível obter a solução para o método dos quadrados aparados mínimos no 
caso multidimensional, como será visto a seguir. 
4.2.2. Caso MultidimensionaJ 
No caso multidimensional, de modo semelhante ao usado na mínima mediana dos 
quadrados, utiliza-se o algoritmo dos conjuntos elementares para se chegar a uma solução para 
o estimador dos quadrados aparados mínimos. Isto é feito através do seguinte algoritmo 
(Rousseeuw & Leroy, 1 987): 
1. Para cada conjunto elementar J, calcular p J e os resíduos eiJ conforme o passo 
( 1 ) do algoritmo da seção 4. 1 . 2. 
2. Obter o valor de 
para cada conjunto elementar. 
3. Estabelecer como estimado r final o vetor p J que minimiza a função do passo 
anterior. 
Novamente, pode-se utilizar uma amostra aleatória dos conjuntos elementares, de 
maneira análoga à da mínima mediana dos quadrados em casos onde n e p aumentam o número 
de combinações possíveis consideravelmente. 
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A principal desvantagem do método dos quadrados aparados mínimos em relação à 
mínima mediana dos quadrados é do ponto de vista de demanda computacional. Como no método 
dos quadrados aparados mínimos há a ordenação dos quadrados dos resíduos, o número de 
operações computacionais é da ordem O(n log n), enquanto que na mínima mediana dos 
quadrados o número de operações computacionais é da ordem O(n). No entanto, com o avanço 
das ferramentas computacionais, tal desvantagem toma-se desprezível. 
4.3. Outros Algoritmos 
Dependendo do número de observações n e do número de variáveis preditoras p, o 
número total de conjuntos elementares cresce consideravelmente, tomando o algoritmo dos 
conjuntos elementares um tanto inviável do ponto de vista de tempo computacional. 
Assim, toma-se necessário o uso de algoritmos que sejam mais rápidos para se obter uma 
solução para os métodos robustos de regressão e para a conseqüente utilização de seus resíduos 
para a detecção de dados atípicos. 
A seguir serão abordados alguns algoritmos alternativos que utilizam, direta ou 
indiretamente, os conjuntos elementares. 
4.3.1. Algoritmos de Projeção 
Os estimadores dos métodos com alto ponto de ruptura são obtidos através de métodos 
de reamostragem, como o algoritmo dos conjuntos elementares. No entanto, esses métodos 
tornam-se complexos em termos de tempo computacional. Assim, Rousseeuw & van Zomeren 
(1992) sugerem alguns algoritmos menos dispendiosos computacionalmente, e que chegam a 
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soluções próximas daquelas que se obtêm quando se empregam métodos computacionalmente 
complexos. Tais algoritmos também serão usados na detecção de dados atípicos. 
Nos algoritmos abaixo é utilizado o estimador L 1 , que minimiza a soma dos resíduos 
em valor absoluto, isto é: 
Este método é conhecido como regressão L 1 e, embora seu estimador seja robusto a 
observações atípicas na variável dependente, o mesmo não ocorre em relação aos pontos de 
alavanca. 
Os algoritmos seguem duas estratégias diferentes: uma que identifica os pontos de 
alavanca através de alguma medida robusta, e então ajusta o modelo pelo método de regressão L 1 
usando as observações que não são pontos de alavanca para detectar possíveis outliers; e a outra 
que detecta tanto pontos de alavanca como outliers por meio de alguma medida robusta, e a 
seguir, ajusta a regressão L 1 ou a mínima mediana dos quadrados usando as observações que 
não são atípicas. 
Para a detecção de outliers no caso multi dimensional, Rousseeuw & van Zomeren ( 1990) 
propõem o algoritmo de projeção: 
1. Para cada ponto zi , calcular o valor 
i 1, ... ,n. 
S(z1 v', ... ,zn v') 
onde v é um vetor de tamanho p, e L e S são estimadores robustos de locação e escala, 
respectivamente, no caso unidimensional. 
Neste algoritmo utilizam-se as projeções 
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z.v' 
l 
das observações zi na direção de v. 
Os vetores v a serem considerados são da forma z1 - M , onde I= 1 , ... ,neM é a mediana 
obtida para cada variável, isto é: 
O valor de ui é calculado para cada vetor v, ou seja, para I= l, ... ,n. Para obtê-lo, 
calcular o estimador do elipsóide de volume mínimo como se segue: 
2 P I I I .a. ara z1v ~ z2 v ~ ... ~ znv determinar a metade da amostra com menor 
amplitude, como no caso unidimensional da mínima mediana dos quadrados. Se a amplitude da 
metade da amostra com menor amplitude for z .v' - z. h 1 v' , então L será dado pelo ponto 1 1- + 
médio desta metade e S será dado pela sua amplitude, isto é: 
onde cn é um fator de correção que depende do tamanho da amostra. 
Outra sugestão é: 
2.b. Usar a mediana para L e o desvio absoluto mediano paraS, ou seja: 
L(z1 v', ... ,zn v') med1 (z1 v') 
S(z1 v', ... ,zn v') med k lzk v' - med1 (z1 v')l 
Os valores de ui podem ser calculados apenas para as variáveis preditoras, isto é 
zi (x;) , ou também com a variável dependente, isto é, zi = (xi,y;) . 
É possível verificar que este algoritmo não é equivariante afim (Rousseeuw & van 
Zomeren, 1990). 
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Com base no algoritmo de projeção, Rousseeuw & van Zomeren ( 1992) desenvolvem 
alguns algoritmos para detecção de dados atípicos e para estimação dos coeficientes da regressão 
que são mais rápidos do ponto de vista computacional. 
1. Aplicar o algoritmo de projeção nas variáveis preditoras xi , obtendo os valores 
2. Selecionar 2/3 das observações com os menores valores de u. 
l 
3. Ajustar a regressão L 1 usando as observações selecionadas. 
4. Ajustar o intercepto usando o ponto médio da metade mais curta dos resíduos, e 
estimar o desvio padrão ô dos resíduos pela amplitude da metade mais curta. 
Este algoritmo tem a desvantagem de desconsiderar 1/3 das observações, que não 
necessariamente são todas pontos de alavanca. Para solucionar esse problema, Rousseeuw & van 
Zomeren (1992) sugerem utilizar a distância robusta para detectar os possíveis pontos de alavanca. 
A distância robusta é dada por (2.22), onde T(X) e C(X) são os estimadores do elipsóide de 
volume mínimo vistos anteriormente, os quais podem ser obtidos pelos conjuntos elementares. No 
entanto, segundo Rousseeuw & van Zomeren ( 1992) apenas 100 conjuntos elementares são 
suficientes neste algoritmo, segundo estudos de simulação. É importante salientar que, conforme 
Cook & Hawkins ( 1990) comentam, o que se acha é o Elipsóide Elementar de Volume Mínimo, 
que não necessariamente é o verdadeiro Elipsóide de Volume Mínimo. Isto é equivalente a dizer 
que atinge-se o mínimo local, que não necessariamente é o mínimo global. Entretanto, Hawkins 
(1993a) mostra que a aproximação fornecida pelo algoritmo de conjuntos elementares é 
satisfatória. 
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Assim, tem-se o seguinte algoritmo: 
4.3. 1.2. Algoritmo Px R L1 
1. Aplicar o algoritmo de projeção nas variáveis preditoras xi , obtendo os valores 
2. Selecionar 2/3 das observações com os menores valores de ui . 
3. Selecionar 100 conjuntos elementares e obter os estimadores de T(X) e C( X) do 
elipsóide de volume mínimo baseados somente nas observações selecionadas no passo anterior. 
No entanto, minimizar a função objetivo do elipsóide de volume mínimo sobre todas as 
observações. 
4. Calcular a DR;* para todas as observações, usando-se T(X) e C(X) do passo 
anterior. 
S. Selecionar as observações cuja DR;* não seja maior que a raiz quadrada do quantil 
97.5% de uma distribuição Qui-Quadrado com p graus de liberdade. 
6. Ajustar a regressão L 1 usando as observações selecionadas. 
7. Ajustar o intercepto e estimar o desvio padrão ô da mesma forma que no algoritmo 
No passo 3 os estimadores de T(X) e C(X) são obtidos com base em 100 conjuntos 
elementares de tamanho p+ 1 da seguinte maneira (Rousseeuw & van Zomeren, 1 990): 
3.a. Para cada conjunto elementar J calcular: 
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3.b. Obter o elipsóide que contenha h observações, usando agora todas as n observações, 
isto é, calcular: 
onde h=[(n+p+ 1 )/2]. 
3.c. Achar, entre os 100 conjuntos elementares, aquele que minimiza m}P det(C) , 
que é proporcional ao quadrado do volume do elipsóide correspondente. Para este melhor 
conjunto elementar J, estipula-se: 
T( ) T (X) ( 2 )-1 2 2 c X = J e C X p, .so cn,p m J / J , 
como aproximação para os estimadores do elipsóide de volume mínimo. A constante 
c ;,p 1 + ~ é um fator de correção para amostras pequenas proposto por Rousseeuw & 
n-p 
van Zomeren (1990). 
Esses 2 algoritmos também podem ser adaptados para detectar outliers pelo algoritmo 
de projeção, como será visto a seguir. 
4.3.1.3. Algoritmo Pxy L1 
I. Utilizar o algoritmo de projeção com zi = (x
1
.,Y;) , resultando nos valores ui 
2. Selecionar 2/3 das observações com os menores valores de ui 
3. Ajustar a regressão L1 usando as observações selecionadas. 
4. Ajustar o intercepto e estimar o desvio padrão ô da mesma forma que no algoritmo 
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No entanto, este método tem a mesma desvantagem do algoritmo PxL1 ao descartar 
1/3 das observações. Uma solução é utilizar a mínima mediana dos quadrados e uma amostra de 
conjuntos elementares. 
4.3.1.4. Algoritmo PxyLMs 
1. Utilizar o algoritmo de projeção com zi = (x
1
.,yi) , resultando nos valores ui 
2. Selecionar 2/3 das observações com os menores valores de u. . 
1 
3. Ajustar o método da mínima mediana dos quadrados nas observações selecionadas, 
usando-se apenas I 00 conjuntos elementares. Calcular a função objetivo sobre todas as 
observações. 
No passo 3, deve-se utilizar um método com maior eficiência, por exemplo, os mínimos 
quadrados aparados. 
Rousseeuw & van Zomeren (1992) sugerem ainda o gráfico dos resíduos padronizados 
de um desses algoritmos versus valores da DRi* como técnica de diagnóstico para detecção de 
dados atípicos, sendo possível detectar em tal gráfico as observações comuns, os outliers, os 
pontos de alavanca bons e os pontos de alavanca ruins separadamente. 
Uma pequena simulação feita por Rousseeuw & van Zomeren (1992) mostrou que estes 
algoritmos têm um bom desempenho quando comparados com a mínima mediana dos quadrados 
dos resíduos obtida pelos conjuntos elementares. Também foi possível verificar que não sofrem 
o efeito de mascaramento e/ou "swamping" como os métodos de mínimos quadrados e da 
regressão L 1 (este último, quando na presença de pontos de alavanca). 
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4.3.2. Algoritmo da Solução Exata 
A dificuldade no cálculo da solução da mínima mediana dos quadrados no caso da 
regressão múltipla está no fato de que ela é não-diferenciável e de que sua função objetivo 
apresenta muitos mínimos locais. Assim, algoritmos que são aproximações acabam chegando em 
mínimos locais que não necessariamente equivalem ao mínimo global da função objetivo. 
O algoritmo dos conjuntos elementares usado por Rousseeuw (1984) fornece uma 
solução aproximada para o estimador da mínima mediana dos quadrados e as estimativas obtidas 
por este algoritmo apresentam instabilidade conforme relatam Hettmansperger & Sheather (1992). 
Quando se compara o conjunto de dados original e usando-se o conjunto de dados com uma 
observação levemente contaminada, percebe-se que os valores obtidos são muito diferentes para 
alguns conjuntos de dados. Stromberg (1993) afirma que isto é decorrência da baixa eficiência 
assintótica e do grande número de mínimos locais. 
Portanto, torna-se necessário obter um algoritmo para a mínima mediana dos quadrados 
que forneça a solução exata, ou seja, o mínimo global. Lembrando que a mínima mediana dos 
quadrados é um caso particular do mínimo quantil dos quadrados, Stromberg (1993) apresenta 
um algoritmo que fornece a solução exata da mínima mediana dos quadrados. 
O método do mínimo quantil dos quadrados (do inglês, "Least Quantile ofSquares" ou 
LQS) minimizao q-ésimo menor resíduo ao quadrado, ou seja, 
No caso da mínima mediana dos quadrados, q=[n/2]+[(p+ I )/2]. 
Baseado no fato de que a estimativa do mínimo quantil dos quadrados é um ajuste de 
Chebyshev, também chamado de ajuste minimax ou L.., , para algum subconjunto de q 
observações do conjunto de dados, Stromberg ( 1993) obtém a solução exata para a mínima 
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mediana dos quadrados. A grande diferença entre este algoritmo e o de Rousseeuw (1984) é que 
agora os conjuntos elementares são de tamanho p+ 1, e ao estimar o vetor de coeficientes para 
cada conjunto elementar utiliza-se o ajuste de Chebyshev ao invés da regressão exata. 
Os dois teoremas a seguir fornecem um método para o cálculo do ajuste de Chebyshev 
e, portanto, para a obtenção de estimativas para o método do mínimo quantil dos quadrados. Eles 
são descritos em Cheney ( 1966) e foram adaptados para o caso de regressão linear por Stromberg 
(1 993). 
Teorema 4. I: Na análise de regressão linear, o vetor de coeficientes do ajuste de 
Chebyshev, P c , para todo o conjunto de dados será o vetor de coeficientes do ajuste de 
Chebyshev para algum subconjunto de p+ 1 elementos do conjunto de dados. (Cheney, 1966, 
p.36). 
Por este teorema, pode-se calcular o vetor de coeficientes para todos os subconjuntos 
de tamanho p+ 1 e então chegar ao vetor de coeficientes p c para todo o conjunto de dados. O 
teorema a seguir é usado para calcular o vetor de coeficientes pelo ajuste de Chebyshev para 
amostras de tamanho p+ I. No entanto, antes é necessária a seguinte definição: 
Definição 4. I: Um conjunto de pontos no espaço R.P satisfaz a condição de Haar se 
cada subconjunto de p pontos é linearmente independente. (Cheney, 1966, p.45). 
Teorema 4.2: Considerando o modelo de regressão dado em (2.1) para amostras de 
tamanho p+ 1 e assumindo que a condição de Haar é satisfeita, define-se: 
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p+l 
2 :E e; 
c i-1 (4.4) 
p+l 
:E le;l 
i- I 
e Sé o vetor de dimensão p+1, onde si = sinal(e) , i=1, 2, ... , p+l. Então o vetor de 
coeficientes pelo ajuste de Chebyshev é dado por: 
p =M(Y-CS) 
c 
onde M = (X'X)- 1 X' . (Cheney, 1966, p.41 ). 
Lembrando-se que a estimativa do método do mínimo quantil dos quadrados, denotada 
por ~ (q) , equivale ao ajuste de Chebyshev para algum conjunto elementar de p+ 1 pontos, 
obtém-se o seguinte algoritmo para calcular a solução exata do método do mínimo quantil dos 
quadrados e, por conseguinte, da mínima mediana dos quadrados, na regressão linear múltipla 
(Stromberg, 1993): 
1. Para cada conjunto elementar de tamanho p+ 1, calcular o vetor de coeficientes ~c 
pelo ajuste de Chebyshev, segundo o teorema 4.2. 
2. Fazer ~(q) igual a ~c e obter o q-ésimo resíduo ao quadrado. 
3. O valor final de p(q) será o Pc do conjunto elementar que apresentar o q-ésimo 
menor resíduo ao quadrado. 
4. Para a mínima mediana dos quadrados, usar q=[ n/2]+[(p+ I )/2] nos passos (I) a (3). 
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Nos passos 2 e 3 não é necessário calcular todos os resíduos ao quadrado. Suponha que p 
seja a melhor estimativa atual para ~(q) e considere o próximo conjunto elementar de tamanho 
p+l com vetor de coeficientes P c . Os resíduos ao quadrado devem ser calculados até que n-q 
2 ~ 2 ~ 2 ~ 
deles sejam maiores que e(q)( p) , pois neste caso e(q)( p c)> e(q)( p) e então passa-se 
para outro conjunto elementar. Caso contrário, À torna-se o novo valor para À e os Vc V(q) 
resíduos ao quadrado são ordenados para se achar o q-ésirno menor resíduo ao quadrado. 
A principal desvantagem deste algoritmo é que o número de conjuntos elementares é 
igual à combinação (P: 1) e conforme n e p aumentam este número torna-se muito grande, 
resultando num algoritmo computacionalmente inviável. 
Strornberg ( 1993) mostra como usar a solução exata p -i da mínima mediana dos 
quadrados, obtida do conjunto de dados sem a i-ésirna observação, corno técnica de diagnóstico, 
ou seja, para detectar observações atípicas e para verificar a instabilidade da estimativa para um 
certo conjunto de dados. 
Deve-se calcular a solução exata p -i retirando-se cada uma das observações por vez. 
A seguir obtêm-se os respectivos resíduos. Se eles forem muito diferentes do que os obtidos com 
base na solução exata para o conjunto de dados inteiro, então pode-se dizer que a estimativa da 
mínima mediana dos quadrados é instável para este conjunto de dados. Caso contrário, são 
considerados possíveis dados atípicos aquelas observações cujos resíduos se destacam dos demais 
com base na solução exata usando o conjunto de dados completo. 
Corno este algoritmo torna-se computacionalmente inviável quando n e p aumentam, é 
interessante utilizar, na prática, um algoritmo aproximado que chegue próximo à solução exata 
ou até mesmo na solução exata, sem ser necessário usar todos os conjuntos elementares de 
tamanho p+ 1. Hawkins (1993b) sugere um algoritmo com estas características, o qual será visto 
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a segutr. 
4.3.3. Algoritmo das Soluções Factíveis 
Hawkins (1993b) sugere o algoritmo das soluções factíveis (do inglês, "Feasible Solution 
Algorithm" ou FSA) em que são tomadas amostras aleatórias dos conjuntos elementares de 
tamanho p+ 1, assegurando-se que essa amostragem seja suficiente para chegar próximo ao mínimo 
global com grande probabilidade. Ao invés de se descartarem as soluções que não levam a uma 
solução factível, elas são aproveitadas fazendo-se um refinamento no conjunto elementar até se 
chegar a uma solução factível. O método que será apresentado baseia-se num problema de 
programação linear para a resolução de um ajuste de Chebyshev. Este algoritmo foi implantado 
tanto para a mínima mediana dos quadrados (Hawkins, 1993b, 1995) como para os quadrados 
aparados mínimos (Hawkins, 1 994a). Estes algoritmos são conhecidos como algoritmos 
probabilísticos por envolverem a seleção aleatória de conjuntos elementares. 
4.3.3.1. Algoritmo das Soluções Factíveis para a Mínima Mediana dos 
Quadrados 
O algoritmo das soluções factíveis envolve o ajuste de Chebyshev e, para tanto, Hawkins 
( 1 993b) descreve o ajuste de Chebyshev como um problema de programação linear da seguinte 
forma: 
Minimizar z sujeito às restrições: 
Y- xp ~ z 
Y-XP~-z 
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em cada observação. 
No entanto, por causa do tempo computacional, Hawkins (1993b) utiliza o dual deste 
problema, dado por: 
n 
Minimizar G L ( c/ + ci- ) , sujeito a: 
i= 1 
n 
L Yi ( < -c i-) = 1 
i -1 
n 
L Xi/<- <)=O, j 1,2, ... ,p . 
i-1 
onde as variáveis do dual c/ -e ci representam, respectivamente, os custos das restrições 
Basicamente, o algoritmo das soluções factíveis consiste na utilização de um conjunto 
elementar inicial de tamanho p+ 1 escolhido ao acaso. Para este conjunto elementar, que constitui 
a base inicial do simplex, calcula-se o ajuste de Chebyshev e verifica-se pelas regras do simplex 
se o mínimo da função objetivo é atingido. Caso não seja atingido retira-se uma observação da 
base e escolhe-se outra observação fora da base de modo que o valor da função objetivo diminua. 
Caso nenhuma das observações reduza o valor da função objetivo, denomina-se a solução obtida 
como solução .factível e o conjunto de observações é um conjunto factível. A seguir, escolhe-se, 
novamente, outro conjunto elementar ao acaso e procede-se da mesma forma. Assim, podem-se 
obter várias soluções factíveis. A solução final será a que der, entre as soluções factíveis, o menor 
valor para a função objetivo. 
Para a mínima mediana dos quadrados, Hawkins ( 1 993b, 1 995) sugere o seguinte 
algoritmo: 
1. Escolher um conjunto elementar com p+ 1 observações escolhidas ao acaso e utilizá-lo 
como base inicial do simplex. 
2. Para esse conjunto elementar achar o ajuste de Chebyshev, dado pelo teorema 4.2. 
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3. Calcular os resíduos para todas as observações com base no ajuste de Chebyshev e 
obter a cobertura, ou seja, o número de resíduos c que são menores ou iguais ao valor C dado em 
(4.4). 
4. Se c>h, onde h= [n/2]+[(p+ l)/2], então este conjunto tem uma cobertura maior do 
que a desejada e deve ser descartado. 
Se c=h, então este conjunto tem a cobertura desejada e é chamado de conjunto factível. 
A solução do ajuste de Chebyshev correspondente a este conjunto é uma solução factível e deve 
ser guardada. 
Se c<h, então este conjunto tem uma cobertura menor do que a desejada. Fazer um 
pivotamento: selecionar para inclusão na base a observação com o h-ésimo maior resíduo absoluto 
e retirar da base uma observação de acordo com as regras de pivotamento do simplex do problema 
de programação linear, assegurando que o ajuste de Chebyshev nas novas observações resulte num 
valor de C maior que o anterior. Repetir isto até que a cobertura desejada seja atingida, isto é, 
c= h. 
5. Repetir os passos (1) a (4) para vários conjuntos elementares iniciais e guardar as 
soluções factíveis obtidas. 
6. A solução final para a mínima mediana dos quadrados será a solução factível que 
minimiza a função objetivo referente à mínima mediana dos quadrados, ou seja, com o menor h-
ésimo resíduo ao quadrado. 
Um problema que surge neste algoritmo é quantos conjuntos elementares iniciais 
devem ser usados para que a solução final chegue o mais próximo possível da solução exata de 
Stromberg (1993). 
Hawkins ( 1993b) define como o domínio de atração de uma solução factível a 
porcentagem de conjuntos elementares selecionados ao acaso que tendem para aquela determinada 
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solução factível. Assim, o número de conjuntos elementares iniciais a utilizar depende do domínio 
de atração da solução factível que chega mais próxima do mínimo global, já que cada solução 
factível é um mínimo local. 
Para cada solução factível, seja 1t a proporção de todos os conjuntos elementares 
iniciais que tendem para essa solução factível e seja E(P) o número médio de pivotamentos até que 
se chegue nessa solução factível. Assim, supondo que se gerem N conjuntos elementares iniciais, 
então a probabilidade de se atingir o mínimo global é: 
P (Mínimo Global ) = I - (I - 1t )N (4.5) 
e o número esperado de bases geradas até a solução é: 
E (Bases Geradas ) = N ( I + E ( P)) (4.6) 
Através dos valores em (4.5) e (4.6) pode-se escolher o valor de N, ou seja, quantos 
conjuntos elementares devem ser utilizados. Hawkins (1993b, 1995) mostra que mesmo quando 
1t é bastante pequeno, N não precisa ser muito grande para que o mínimo global seja atingido 
com grande probabilidade. 
Para a detecção de dados atípicos Hawkins (1993b) sugere calcular os resíduos para as 
soluções factíveis com menor função objetivo e então compará-los. Aquelas observações cujos 
resíduos se destacam na maioria das soluções factíveis são indicadas como observações atípicas. 
Hawkins (1993b) afirma que as observações cujos resíduos forem maiores, em valor absoluto, que 
o valor 
(2.5 )(I.4826 ) ( I + - 5-) 
n-p 
3.7I (I+-5-) 
n-p 
(4.7) 
devem ser classificadas como atípicas na direção do espaço da variável resposta. Este valor foi 
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obtido com base no fator de correção da estimativa do desvio padrão para a mínima mediana dos 
quadrados, sugerido por Rousseeuw (1984 ), dado em (3. 1 ), pois aqui os resíduos não são 
padronizados, mas há uma mudança de escala, onde os resíduos são divididos pelo inverso do 
valor da função objetivo. 
Uma vantagem deste algoritmo com relação ao de Rousseeuw ( 1984) é que ele oferece 
mais de uma solução para a mínima mediana dos quadrados que minimiza o h-ésimo resíduo ao 
quadrado. Isto é importante em situações onde o conjunto de dados forma dois hiperplanos em 
forma de X. Os algoritmos de aproximação geralmente identificam um dos hiperplanos, como 
alertam Hettmansperger & Sheather (1992), enquanto que no algoritmo das soluções factíveis é 
possível identificar os dois hiperplanos através das melhores soluções factíveis, isto é, as que 
resultam num menor valor para a função objetivo. É possível identificar estes hiperplanos pelos 
coeficientes e pelos resíduos que são bem diferentes para um e para outro hiperplano. Hawkins 
(1993 b) dá alguns exemplos de conjuntos de dados que têm esse comportamento e afirma que 
estes casos são mais comuns quando o conjunto de dados é resultante da mistura de regressões 
diferentes, onde algumas observações seguem uma regressão e as outras seguem outra regressão. 
Para que se verifique a existência de mais de um hiperplano, Hawkins (1995) sugere a 
utilização da análise multivariada por conglomerados de k médias (McLachlan & Basford, 1987). 
A análise por conglomerados deve ser aplicada sobre os resíduos, fazendo assim com que se 
formem um ou mais conglomerados de acordo com as diferentes soluções factíveis. 
No caso unidimensional, p=l, o algoritmo das soluções factíveis aproxima-se do 
algoritmo visto para o caso unidimensional da seção 4.1.1. Hawkins ( 1995) utiliza este caso para 
mostrar a convergência do algoritmo das soluções factíveis em direção ao mínimo global. 
O algoritmo das soluções factíveis para o caso unidimensional é dado por: 
1. Ordenar os elementos de Y, formando as estatísticas de ordem 
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Ycn ~ Yc2) ~ ... ~ Ycn) · 
2. Escolher ao acaso um par de observações denotado por {m,r}, onde r>m. 
3. Se r>m+h-1, onde h=[ n/2]+[(p+ 1 )/2], então a solução está além da cobertura desejada 
e é descartada. 
Se r=m+h-1, então esta solução é uma solução factível, dada por (Y(m) + Y(r)) I 2 e 
deve ser guardada. 
Se r<m+h-1, então a cobertura é menor do que a desejada. Calcular as diferenças: 
para cada observação e ordená-las em valor absoluto. A observação s com a h-ésima maior 
diferença será a observação a entrar no par. Se s>r, então ela entrará no lugar da observação r. 
Caso s<m, ela entrará no lugar da observação m. Fazer esta troca até obter a cobertura desejada, 
isto é, um intervalo com h observações e guardar a solução factível achada. 
4. Repetir os passos (1) a (3) várias vezes e tomar como solução para a mínima mediana 
dos quadrados a solução factível que minimiza a diferença Yck.h-I)- y(k) . 
4.3.3.2. Algoritmo das Soluções Factíveis para os Quadrados Aparados 
Mínimos 
O algoritmo das soluções factíveis é utilizado para se obter uma solução próxima da 
exata também para os quadrados aparados mínimos. É importante notar que o algoritmo dos 
conjuntos elementares de Rousseeuw (1984) considera conjuntos de tamanho p, enquanto que os 
subconjuntos que definem a solução para os quadrados aparados mínimos têm tamanho h. 
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Considerando que a solução exata para os quadrados aparados mínimos equivale ao 
ajuste por mínimos quadrados a algum subconjunto de observações de tamanho h que fornece uma 
soma de quadrados dos resíduos que não pode ser minimizada mais fazendo-se qualquer troca de 
uma observação dentro do subconjunto por outra fora, Hawkins (1994a) descreve o seguinte 
algoritmo das soluções factíveis: 
1. Selecionar aleatoriamente um conjunto elementar de tamanho h, cujas observações 
formam um conjunto denotado por J e as demais n-h formam o conjunto denotado por M. 
2. Ajustar o método dos mínimos quadrados nas observações do conjunto J, obtendo: 
os respectivos resíduos: 
i l, ... ,n 
e a soma de quadrados dos resíduos das observações de J: 
3. Considerar a troca da observação j E M pela observação i E J . A diferença na 
soma de quadrados dos resíduos resultante dessa troca é dada por: 
ll s = J 
onde hrs = xr'(X/XJ)- 1xs . (Atkinson & Weisberg, 1991). 
Calcular Â SJ para todos os pares i E J e j EM 
4. Se todos os Â SJ são positivos, então não há pivotamento que leve a uma 
diminuição no valor de SJ . Guardar a solução obtida no passo (2) na lista das soluções 
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factíveis. 
Se pelo menos um !!:.. SJ for negativo, então fazer o pivotamento que leva à maior 
redução em SJ e repetir este processo com o novo subconjunto até que todos os !!:.. SJ sejam 
positivos. Então, guardar a solução referente na lista das soluções factíveis. 
5. Repetir os passos (I) a (4) N vezes, com outros conjuntos elementares de tamanho 
h e guardar suas respectivas soluções factíveis. O valor de N já foi discutido em (4.5) e (4.6). 
6. A solução final para o estimador dos quadrados aparados mínimos equivale ao vetor p J
da solução factível com a menor soma de quadrados dos resíduos. 
No passo (2) é importante perceber que a regressão não é exata como ocorre no 
algoritmo de Rousseeuw ( 1984). Portanto, aqui não é possível afirmar que eiJ = O , para 
iEJ 
As observações feitas na seção 4.3 .3 .1 a respeito do número de conjuntos elementares 
Na serem usados num algoritmo probabilístico se aplicam a este algoritmo. É evidente que quanto 
maior for N, maior será a probabilidade de se atingir o mínimo global, dependendo também do 
domínio de atração da solução factível que corresponde ao mínimo global. No entanto, Hawkins 
( 1994a) demonstra que N não precisa ser muito grande para se atingir o mínimo global com 
grande probabilidade. Hawkins (1994a) também compara o algoritmo das soluções factíveis com 
o algoritmo de "simulated annealing" de Atkinson & Weisberg (1991) e mostra que o primeiro 
atinge a solução exata com menos carga computacional que o segundo. 
Para a detecção de dados atípicos devem-se comparar os resíduos das soluções factíveis 
que chegam mais próximas do mínimo global, assim como é feito para o algoritmo das soluções 
factíveis para a mínima mediana dos quadrados, usando-se como ponto de corte o valor dado em 
(4.7). 
O algoritmo das soluções factíveis pode ser adaptado para outros estimadores com alto 
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ponto de ruptura. 
Por exemplo, para o caso da estimação do elipsóide de volume mínimo descrito em 
Rousseeuw & van Zomeren (1990) que não chega necessariamente no mínimo global, Hawkins 
(I 993c) aplica o algoritmo das soluções factíveis para obter o estimador do elipsóide de volume 
mínimo e a correspondente distância robusta. Hawkins ( 1994b) também sugere o estimador do 
mínimo do determinante da matriz de covariâncias (do inglês, "Mlnimum Covariance Determinant" 
ou MCD). 
O algoritmo das soluções factíveis para vários métodos robustos está implementado 
através de programas em linguagem Fortran 77 e podem ser obtidos na biblioteca de programas 
Statlib em http://lib.stat.cmu.edu/.index.html através da palavra-chave FSA, ou através de ftp 
anônimo no endereço umnstat.stat.umn.edu no dirétorio pub/fsa. 
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4.4 Exemplos 
Os seguintes exemplos têm o objetivo de ilustrar o algoritmo das soluções factíveis. Os 
algoritmos dos conjuntos elementares vistos nas seções 4. I .1 e 4.1.2 já foram ilustrados nos 
exemplos do capítulo 3. 
Para a obtenção dos resultados foram utilizados os programas computacionais FSALMS, 
FSAL TS, FSAMVE e FSAEXACTMVE implementados por Hawkins ( 1993 a, I 993b, 1993c, 
1 994a, 1 994b ), obtidos na biblioteca de programas computacionais Statlib. 
4.4.1. Exemplo 1 
Aplicando-se o algoritmo das soluções factíveis para a mínima mediana dos quadrados 
no conjunto de dados da tabela 2.5. 1, obtêm-se os resultados da tabela 4.4.1. Foi utilizada uma 
amostra de N= 1 000 conjuntos elementares iniciais, obtendo-se 24 soluções factíveis distintas. As 
5 principais soluções factíveis, isto é, aquelas com menores valores da função objetivo estão na 
tabela 4.4.1. 
Percebe-se que as estimativas são praticamente as mesmas para todas as soluções 
factíveis e que, pelos resíduos, não há observações atípicas. As observações 5 e 12 têm um resíduo 
maior que o ponto crítico somente na primeira solução factível, não sendo consideradas como 
pontos atípicos. O domínio de atração das primeiras soluções factíveis é bem pequeno. Isto 
decorre, em parte, do grande número de soluções factíveis obtido. 
Ao utilizar o algoritmo das soluções factíveis para os quadrados aparados mínimos 
(tabela 4.4.2), obtêm-se apenas 4 soluções factíveis distintas. Novamente, não se detecta qualquer 
observação atípica. No entanto, ao se verificar as estimativas obtidas para os coeficientes, percebe-
se que há diferença entre os valores obtidos para cada uma das soluções factíveis. Agora, mais da 
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metade dos N= I 000 conjuntos elementares iniciais utilizados convergem para a primeira solução 
factível, tendo esta valores próximos aos obtidos pela mínima mediana dos quadrados (tabela 
4.4.1). 
Ao estimar o elipsóide de volume mínimo pelo algoritmo das soluções factíveis obtêm-se 
7 soluções factíveis distintas, sendo as 5 principais mostradas na tabela 4.4.3. Usando o algoritmo 
que calcula a solução exata para o elipsóide de volume mínimo, verifica-se que esta corresponde 
à primeira solução factível da tabela 4.4.3. As observações 3, 12 e 14 são identificadas como 
possíveis pontos de alavanca, observando-se as distâncias robustas. Mas, elas não são apontadas 
como tais em todas as soluções factíveis obtidas, não dando evidência suficiente para que possam 
ser consideradas como atípicas. 
4.4.2. Exemplo 2 
Usando agora o conjunto de dados contaminado (tabela 2.5.4), aplica-se o algoritmo das 
soluções factíveis para a mínima mediana dos quadrados. As 5 principais soluções factíveis entre 
as 32 soluções distintas, obtidas usando-se N=l 000 conjuntos elementares iniciais, estão na tabela 
4.4.4. Percebe-se que as estimativas obtidas para os coeficientes são diferentes entre as soluções 
factíveis, e, principalmente, para o coeficiente relativo à variável X 1 . Em conseqüência, as 
observações 16, 17, 18 e 19 são detectadas como atípicas em algumas soluções e como comuns 
em outras. 
Ao utilizar o algoritmo das soluções factíveis para os quadrados aparados mínimos, 
obtêm-se 4 soluções factíveis distintas (tabela 4.4.5). Apenas a terceira solução factível classifica 
as observações 16, 17, 18 e 19 como atípicas na direção da variável resposta. Observe-se que seu 
vetor de coeficientes é um tanto diferente dos das demais soluções. 
122 
Após a estimação do elipsóide de volume mínimo pelo algoritmo das soluções factíveis 
(tabela 4.4.6), percebe-se que as observações 16, 17, 18 e 19 são indicadas como pontos de 
alavanca bons. 
Das 5 soluções factíveis distintas (tabela 4.4.6) somente as duas principais detectam os 
pontos de alavanca. As demais só detectam a observação 19, juntamente com outras observações 
que não foram geradas como pontos de alavanca. 
4.4.3. Exemplo 3 
Para demonstrar como se comporta o algoritmo das soluções factíveis no caso de 
conjuntos de dados resultantes da mistura de duas ou mais regressões, será utilizado o conjunto 
de dados a seguir (tabela 4.4.7). As 10 primeiras observações foram geradas da seguinte forma: 
X é uma Normal (0, 1) e Y = 1 +X ; enquanto que as 1 O seguintes foram geradas da seguinte 
forma: X é uma Normal (0, 1) e Y = 1- X , conforme pode ser visto pelo gráfico 4.4.1. 
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Gráfico 4.4.1. Relação entre X e Y (exemplo 4). 
Os métodos da mínima mediana dos quadrados e dos quadrados aparados mínimos, 
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usando-se o algoritmo dos conjuntos elementares de Rousseeuw (1984) , e o método dos mínimos 
quadrados fornecem estimativas que são equivalentes à regressão do segundo grupo de 
observações (a reta descendente) (tabela 4.4.8). 
Ao utilizar o algoritmo das soluções factíveis para a mínima mediana dos quadrados 
(tabela 4.4.9) obtêm-se 4 soluções factíveis distintas. As duas principais soluções factíveis, que 
também têm um grande domínio de atração, equivalem à regressão do segundo grupo de 
observações. Observando-se os resíduos destas soluções factíveis, classificam-se como pontos 
atípicos as observações I, 3, 4, 5 e 10. No entanto, a terceira solução factível equivale à outra 
regressão, baseada no primeiro grupo de observações. Agora algumas observações do segundo 
grupo são consideradas como atípicas. 
O algoritmo das soluções factíveis para os quadrados aparados mínimos (tabela 4. 4. I O) 
também consegue identificar as 2 regressões. Há somente duas soluções factíveis distintas. A 
principal solução factível, isto é, aquela com menor valor para a função objetivo, também tem o 
maior domínio de atração e equivale às regressões que foram obtidas pelos outros métodos de 
estimação, ou seja, a regressão referente ao segundo grupo de observações. Nesta solução fazem 
partedabaseasobservações8, 11, 12, 13, 14, 15, 16, 17, 18, 19e20.Asegundasoluçãofactível, 
que atrai 13.5% dos N= 1000 conjuntos elementares iniciais, representa a regressão formada pelo 
primeiro grupo de observações (a reta ascendente). A base é composta pelas observações I, 2, 3, 
4, 5, 6, 7, 8, 9, 10 e 12. Ao contrário da mínima mediana dos quadrados, agora não são detectadas 
quaisquer observações atípicas. 
Este exemplo demonstra como o algoritmo das soluções factíveis consegue identificar 
as duas regressões implícitas no conjunto de dados. 
Hettmansperger & Sheather (1992) alertam que se houver pequenas alterações nas 
observações de conjuntos de dados que se comportam como o visto neste exemplo, então os 
métodos robustos de estimação acabam detectando a outra solução quando aplicados no conjunto 
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de dados alterado. Mas, isto ocorre se for utilizado o algoritmo dos conjuntos elementares, 
demonstrando a instabilidade a que está sujeito tal algoritmo. Hettmansperger & Sheather ( 1992) 
mostram um exemplo, usando a mínima mediana dos quadrados, onde há 4 variáveis preditoras. 
Aqui utiliza-se apenas uma variável preditora por ser de fácil e rápida compreensão e visualização. 
Para perceber tal instabilidade basta mudar, por exemplo, no conjunto de dados descrito 
na tabela 4.4. 7, o valor da variável resposta da observação 11 de 1.26204 para 0.86204. As 
estimativas para os coeficientes pela mínima mediana dos quadrados e pelos quadrados aparados 
mínimos, usando-se o algoritmo dos conjuntos elementares de Rousseeuw ( 1984 ), apontam agora 
a regressão formada pelo primeiro grupo de observações (a reta ascendente), embora os mínimos 
quadrados ainda apontem a regressão do segundo grupo (tabela 4. 4. 11). 
Usando o algoritmo das soluções factíveis para a mínima mediana dos quadrados (tabela 
4.4.12) encontram-se 6 soluções factíveis distintas, onde a principal delas equivale agora à 
regressão formada pelas dez primeiras observações, ao contrário do que ocorria quando utilizou-
se o conjunto de dados original (tabela 4.4.9). Por outro lado, percebe-se que a outra regressão 
também é identificada, o que é verificado observando-se os coeficientes das próximas quatro 
soluções factíveis. Percebe-se também, pelos resíduos, que várias observações são detectadas 
como atípicas. É interessante notar que quando a solução factível equivale à regressão referente 
ao primeiro grupo de observações, então as observações classificadas como atípicas equivalem 
a algumas observações do segundo grupo, e vice-versa. 
Também para o algoritmo das soluções factíveis para os quadrados aparados mínimos 
(tabela 4.4.13) a regressão referente ao primeiro grupo de observações é a que fornece o menor 
valor para a função objetivo. No entanto, a solução com maior domínio de atração é a referente 
à regressão do segundo grupo de observações. Apenas duas soluções factíveis distintas foram 
obtidas, assim como ocorreu com o conjunto de dados original (tabela 4.4.10). Novamente, por 
este método não são detectadas observações atípicas. 
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Assim, percebe-se que, embora o algoritmo das soluções factíveis também tenha sido 
afetado com relação à principal solução factível, as demais soluções factíveis não deixam de 
detectar a regressão referente ao outro grupo de observações. Verifica-se que quando este 
algoritmo é usado para ajustar o método da mínima mediana dos quadrados, há uma tendência de 
declarar mais observações atípicas do que realmente existem, o que não ocorre com os quadrados 
aparados mínimos. 
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Tabela 4.4. 1. Algoritmo das soluções factíveis para a mínima mediana dos quadrados (exemplo 1) 
Função Objetivo 0.266795 0.311988 0.330857 0.348855 0.369343 
Domínio de Atração(%) 11.80 2.20 6.40 2.40 4.50 
Pivotamento Médio 4.5 3.1 4.0 4.4 3.5 
Resíduos 
1 1.0000 1.0000 2.1880 1.0000 -0.2311 
2 0.3198 -0.2119 -0.9770 0.2933 -0.8837 
3 2.1305 1.0000 1.0000 1.0000 -1.0000 
4 -3.4843 -3.0085 -3.2740 -2.1411 -2.7287 
5 5,2758 4.3286 3.3894 4.4406 3.3927 
6 -0.1498 -0.0300 0.9615 0.1387 -1.0000 
7 4.0831 3.1972 4.114] 2.8459 1.0000 
8 0.0622 0.4119 1.0000 0.7449 0.0688 
9 4.1203 3.7086 3.5148 3.8082 2.9814 
10 -0.6848 -1.0000 -0.4170 -0.7790 -2.343] 
11 0.7301 0.6419 0.6343 1.0000 0.1060 
12 6.4907 4.6260 3.6964 4.4232 2.3987 
l3 -1.0000 -1.3207 -1.0000 -1.0000 -2.5024 
14 -1.0000 -0.2019 1.0000 0.1305 -0.3670 
15 1.0000 1.0000 0.4270 1.5322 ] .0000 
Coeficientes 
~o -0.0721 -0.0416 -0.1503 -0.1437 0.2673 
pl -0.9031 -0.8380 -0.2212 -1.0076 -1.1920 
,.. 
p2 2.5074 2.3903 1.9124 2.4940 2.5341 
Ponto Crítico igual a 5.3. 
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T:lbeln4.4.2. Algoritmo das soluções factíveis para os quadrados aparados mínimos (exemplo 1) 
Função Objetivo 0.28518 0.66333 0.75936 0.84808 
Domínio de Atração(%) 56.40 13.40 25.20 5.00 
Pivotamento Médio 3.6 2.5 2.9 2.0 
Resíduos 
l 0.3660 0.0416 0.8232 -0.0888 
2 -0.0064 -1.2116 -1.4552 0.8816 
3 0.6834 - 1.0733 -0.0413 0.3227 
4 -1.0644 - 1.5839 -2.1561 0.0059 
5 l.2647 0.5197 -0.0754 2.4I78 
6 0 .0281 -0.3572 0.2481 -0.2190 
7 1.2593 0 .2673 1.5380 0.4426 
8 -0.0322 -0.0018 -0.1292 0.4126 
9 0.9920 0.78I3 0.3365 1.8444 
lO -0.0795 -1.2311 -0.3350 -0.4472 
11 0.1252 -0.3429 -0.5375 0.7710 
12 1.7521 -O.l312 0 .3588 2.0144 
13 -0.1979 -1.4160 -0.7141 -0.3369 
14 -0.2854 0.1722 0 .1750 -0 0920 
15 0.0820 -0.1677 - l.0633 I .4357 
Coeficientes 
~o -0.0756 0.5820 0.3266 -0.2795 
~l -0.6472 -0.4064 1.07 I I -2.3189 
~2 2.3549 1.8408 1.0013 3.4015 
Ponto Crítico igual a 5.3. 
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Tabela 4.4.3. Algoritmo das soluções factíveis para o elipsóide de volume mínimo (exemplo 1) 
Função Objetivo -0.057205 -0.055053 0.000653 0.000670 0.000710 
Domínio de Atração(%) 71.70 19.50 1.30 1.30 0.20 
Pivotamento Médio 6.4 5.5 3.6 4.2 2.0 
Distâncias 
1 3.38 15.67 2.00 2.00 2.00 
2 4.78 1.54 5.01 5.01 5.01 
3 8.12 1.98 17.71 17.71 17.70 
4 1.01 0.90 1.12 1.12 1.12 
5 2.00 1.44 2.00 2.00 2.00 
6 2.00 11.00 1.45 1.45 1.45 
7 2.00 12.64 9.27 9.27 9.27 
8 3.79 7.06 0.28 0.28 0.28 
9 1.35 2.00 0.47 0.47 0.47 
10 1.57 4.46 8.23 8.23 8.23 
11 0.30 1.30 0.42 0.42 0.42 
12 12.78 2.00 16.35 16.35 16.34 
13 2.00 2.00 7.83 7.83 7.83 
14 11.52 17.35 2.00 2.00 2.00 
15 2.00 2.00 2.00 2.00 2.00 
Distâncias Robustas ao quadrado. Ponto Critico igual a 7.4. 
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Tabela 4.4.4. Algoritmo das soluções factíveis para a mínima mediana dos quadrados ( exemplo2) 
Função Objetivo 0.471105 0.488439 0.491964 0.492331 0.497426 
Domínio de Atração(%) 1.20 8.40 4.80 3.90 12.90 
Pivotamento Médio 3.6 5.3 5.0 4.5 5.4 
Resíduos 
1 1.0000 -0.2212 1.3342 2.2619 -0.4016 
2 -1.9182 -2.0249 -2.6525 -2.9709 1.0000 
3 0.9202 -0.9897 -0.4169 0.4690 0.6680 
4 -4.0977 -3.5419 -3.9666 -4.4797 -1.0000 
5 0.6395 0.9942 0.2975 -0.2902 3.8498 
6 -0.0131 -1.0000 0.2672 1.0000 -0.7638 
7 3.0705 1.0000 2.5877 3.8804 1.0000 
8 -0.8540 -0.8065 -0.1429 -0.0816 0.0448 
9 0.6857 1.0000 1.0000 0.6805 2.7511 
10 -0.4232 -1.9567 -1.0000 -0.1266 -1.0000 
11 -1.0000 -1.0000 -0.8869 -1.0000 0.7582 
12 2.3260 0.9920 0.7035 1.0000 3.7562 
13 -1.0000 -2.2945 -1.6585 -1.0000 -0.8889 
14 -0.8776 -0.8725 0.3622 0.6485 -0.9206 
15 -1.9123 -0.9672 -1.5965 -2.3896 1.6651 
16 7.6859 12.5965 5.3800 0.2932 23.9052 
17 3.5191 9.2779 1.0000 -4.7917 22.1451 
18 1.0000 6.5766 -1.0000 -6.4214 18.4925 
19 10.2347 18.7495 5.2417 -3.7691 38.6904 
Coeficientes 
" Po 0.2905 0.6006 0.3365 0.1825 -0.0244 
" pl 0.4228 -0.4243 0.6644 1.4435 -1.8916 
p2 1.6095 2.0411 1.2508 0.7688 3.1710 
Ponto Critico igual a 4. 9. 
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Tabela 4.4.5. Algoritmo das soluções factíveis para os mínimos quadrados aparados (exemplo2) 
Função Objetivo 1.18359 1.23205 1.37332 3.04857 
Domínio de Atração(%) 33.10 52.60 11.10 3.20 
Pivotamento Médio 4.4 5.0 3.5 2.8 
Resíduos 
I 0.9026 0.6031 0.0940 2.1577 
2 -1.3841 -1.3842 -0.0622 -0.7408 
3 0.1177 -0.1362 0.1802 -0.0930 
4 -2.1332 -2.1071 -0.9460 -0.7369 
5 -0.0430 0.0045 1.3656 1.1378 
6 0.3219 0.0673 -0.1969 1.5607 
7 1.6726 1.3087 0.7663 2.1531 
8 -0.1106 -0.2265 0.0105 1.7158 
9 0.3510 0.3255 I. 1051 2.0189 
10 -0.2110 -0.4773 -0.4759 0.2049 
11 -0.4987 -0.5633 0.1344 0.8553 
12 0.4975 0.3774 1.3999 0.2957 
13 -0.5964 -0.8132 -0.5425 -0.1980 
14 0.1798 0.0031 -0.2360 2.3930 
15 -1.0689 -0.9878 0.3279 0.6714 
16 1.1450 2.2134 8.2396 2.4463 
17 -1.2097 0.0223 7.6532 -0.0022 
18 -2.1008 -0.9585 6.1036 -0.6594 
19 -0.0081 1.9757 13.9104 0.4029 
Coeficientes 
~o 0.2571 0.4115 0.0726 -0.8006 
~1 1.1315 0.7742 -1.0702 1.0048 
" p2 0.9847 1.2149 2.5544 0.6867 
Ponto Crítico igual a 4.9. 
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Tabela 4.4.6. Algoritmo das soluções factíveis para o elipsóide de volume mínimo (exemplo2) 
Função Objetivo 0.033791 0.120164 0.399642 0.549995 0.726520 
Domínio de Atração(%) 72.00 21.00 2.80 2.80 1.40 
Pivotamento Médio 8.1 8.7 4.6 5.9 5.3 
Distâncias 
1 1.84 5.61 2.00 2.00 2.99 
2 3.99 1.47 lUl 0.79 0.24 
3 6.89 1.99 49.23 8.85 2.00 
4 l.ll 0.94 0.25 1.53 1.73 
5 2.00 1.53 1.51 0.41 0.89 
6 0.98 3.65 1.97 1.68 2.61 
7 2.00 5.68 19.21 1.50 1.25 
8 2.00 2.00 2.00 6.74 5.01 
9 0.90 0.72 0.72 4.17 3.36 
10 1.70 2.00 20.62 1.85 0.88 
11 0.24 0.25 0.58 1.60 2.00 
12 9.90 2.00 47.15 9.35 2.00 
13 1.99 0.95 20.83 2.00 0.74 
14 6.59 5.76 8.27 13.89 8.75 
15 1.94 2.00 1.26 4.41 3.14 
16 82.00 128.50 1.33 1.74 1.72 
17 108.80 170.26 2.00 2.85 2.81 
18 89.07 143.15 2.00 2.00 2.00 
19 299.99 451.56 14.62 20.96 16.30 
Distâncias Robustas ao quadrado. Ponto Crítico igual a 7.4. 
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Tabela 4.4.7. Conjunto de dados do exemplo 3. 
Observações X y 
1 1.05174 2.05174 
2 0.13124 1.13124 
3 -0.99029 0.00971 
4 -0.37400 0.62600 
5 -0.27791 0.72209 
6 0.15439 1.15439 
7 -0.07870 0.92130 
8 0.06640 1.06640 
9 0.07049 1.07049 
10 0.59028 1.59028 
11 -0.26204 1.26204 
12 0.14899 0.85101 
13 -0.69946 1.69946 
14 1.16301 -0.16301 
15 0.34819 0.65181 
16 -0.38409 1.38409 
17 0.53511 0.46489 
18 1.43947 -0.43947 
19 -1.05388 2.05388 
20 -0.91532 1.91532 
Tabela 4.4.8. Estimativas para os coeficientes do modelo (exemplo 3). 
Coeficientes Mínimos Quadrados Mínima Mediana Quadrados Aparados 
Po 1.0149 (0.000) 1.0664 1.0121 
pl -0.4133 (0.070) -1.0000 -1.0000 
Valores entre parênteses equivalem ao p-valor. 
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Tabela 4.4.9.Algoritmo das soluções factíveis para a mínima mediana dos quadrados, com dados 
originais ( exemplo3). 
Função Objetivo 0.066400 0.138983 0.148990 0.223230 
Domínio de Atração (%) 61.80 3.80 30.60 3.80 
Pivotamento Médio 6.7 4.7 3.7 4.3 
Resíduos 
1 30.6789 14.2352 1.0000 7.5860 
2 2.9530 1.8194 1.0000 0.8301 
3 -30.8280 -13.3079 1.0000 -7,4012 
4 -12 2651 -4.9953 1.0000 -2.8780 
5 -9.3708 -3.6992 1.0000 -2.1728 
6 3.6503 2.1316 1.0000 1.0000 
7 -3.3705 -1.0123 1.0000 -0.7107 
8 1.0000 1.0000 1.0000 0.3542 
9 1.1232 1.0000 1.0000 0.3842 
10 16.7795 8.0110 1.0000 4.1992 
11 -1.0000 0.2856 4.5175 0.2914 
12 -1.0000 -0.0852 -1.0000 -0.3745 
13 -1.0000 0.6802 10.3893 1.0000 
14 -1.0000 -1.0000 -14.6119 -2.0172 
15 -1.0000 -0.2649 -3.6740 -0.6972 
16 -1.0000 0.3957 6.1559 0.4891 
17 -1.0000 -0.4335 -6.1832 -1.0000 
18 -1.0000 -1.2494 -18.3230 -2.4651 
19 -1.0000 1.0000 15.1470 1.5742 
20 -1.0000 0.8750 13.2870 1.3497 
Coeficientes 
Po 1.0664 0.9932 0.8510 1.0297 
" 
Jll -1.0000 -0.8746 1.0000 -0.6384 
Ponto Crítico igual a 4.8. 
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Tabela 4.4.10.Algoritmo das soluções factíveis para os mínimos quadrados aparados, com dados 
originais ( exemp1o3). 
Função Objetivo 0.01603 0.08036 
Domínio de Atração (%) 86.50 13.50 
Pivotamento Médio 4.9 3.7 
Resíduos 
1 2.0908 0.0386 
2 0.2504 0.0281 
3 -1.9920 0.0152 
4 -0.7598 0.0223 
5 -0.5677 0.0234 
6 0.2966 0.0284 
7 -0.1694 0.0257 
8 0.1207 0.0273 
9 0.1289 0.0274 
10 1.1681 0.0333 
11 -0.0119 0.5477 
12 -0.0122 -0.2697 
13 -0.0116 1.4175 
14 -0.0128 -2.2861 
15 -0.0123 -0.6658 
16 -0.0118 0.7904 
17 -0.0124 -1.0375 
18 -0.0130 -2.8359 
19 -0.0114 2.1223 
20 -0.0115 1.8467 
Coeficientes 
~o 1.0121 0.9734 
pl -0.9994 0.9885 
Ponto Crítico igual a 4.8. 
Tabela 4.4.11. Estimativas para os coeficientes do modelo, alterando-se a observação 11. 
Coeficientes Mínimos Quadrados Mínima Mediana Quadrados Aparados 
~o 0.9948 (0.000) 1.0620 1.0110 
,.. 
(Jl -0.4004 (0.080) 1.0000 1.0000 
Valores entre parênteses equivalem ao p-valor. 
135 
Tabela 4.4.12.Algoritmo das soluções factíveis para a mínima mediana dos quadrados, alterando-
se a observação I I (exemplo 3). 
Função Objetivo 0.06204 0.07049 O. 13758 O. 13984 0.20304 0.29778 
Domínio de Atração (%) 20.60 38.40 2.40 23.20 14.20 1.20 
Pivotamento Médio 5.8 5.6 2.5 6.5 4.7 2.1 
Resíduos 
I -1.0000 28.8408 14.5815 14. I 544 8.7098 2.5679 
2 -1.0000 2.7236 1.8937 1.8144 0.8011 0.9596 
3 -1.0000 -29.0973 -13.5650 -13.2205 -8.8348 -1.0000 
4 -1.0000 -11.6114 -5.0703 -4.9587 -3.5398 0.0768 
5 -1.0000 -8 8851 -3.7458 -3.6706 -2.7142 0.2447 
6 -1.0000 3.3805 2.2128 2.1247 1.0000 1.0000 
7 -1.0000 -3.2329 -1.0000 -1.0000 -1.0027 0.5927 
8 -1.0000 0.8840 1.0000 0.9452 0.2440 0.8463 
9 -1.0000 1.0000 1.0564 1.0000 0.2792 0.8534 
10 -1.0000 15.7479 8.2210 7.9682 4.7451 1.7616 
I 1 1.0000 -6.6746 -2.6252 -2.5705 -1.9667 0.6891 
12 -5.8030 -1.0000 -0.0275 -0.0786 -0.5140 -0.0101 
13 21.5487 -1.0000 0.6119 0.6822 0.5539 4.2061 
14 -38.4923 -1.0000 -0.7917 -0.9878 -1.7903 -5.0491 
15 -12.2247 -1.0000 -0.1776 -0.2572 -0.7647 -1.0000 
16 I I .3820 -1.0000 0.3742 0.3994 0.1570 2.6389 
17 -18.2505 -1.0000 -0.3185 -0.4248 -1.0000 -1.9289 
18 -47.4046 -1.0000 -1.0000 -1.2357 -2.1383 -6.4229 
19 32.9742 -1.0000 0.8790 1.0000 1.0000 5.9673 
20 28,5074 -1.0000 0.7745 0.8758 0.8256 5.2787 
Coeficientes 
Po 1.0620 1.0705 0.9883 0.9923 1.0663 0.7826 ,... 
PI 1.0000 -1.0000 -0.8963 -0.8746 -0.7444 0.4797 
Ponto Crítico igual a 4. 8. 
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Tabela 4.4.13. Algoritmo das soluções factíveis para os mínimos quadrados aparados, alterando-
se a observação 11 (exemplo 3). 
Função Objetivo 0.01359 0.03070 
Domínio de Atração (%) 15.00 85.00 
Pivotamento Médio 3.7 4.9 
Resíduos 
I 0.0013 2.0785 
2 -0.0098 0.2376 
3 -0.0233 -2.0053 
4 -0.0159 -0.7728 
5 -0.0147 -0.5807 
6 -0.0095 0.2839 
7 -0.0123 -0. I 823 
8 -0.0106 0.1079 
9 -0.0105 0.1161 
10 -0.0043 1.1556 
11 0.1096 -0.4248 
12 -0.3076 -0.0249 
13 1.3791 -0.0248 
14 -2.3234 -0.0250 
15 -0.7036 -0.0249 
16 0.7522 -0.0248 
17 -1.0752 -0.0250 
18 -2.8730 -0.0251 
19 2.0837 -0.0247 
20 1.8083 -0.0248 
Coeficientes 
" ~o 1_0114 1.0249 
pl 0.9880 -0.9999 
Ponto Crítico igual a 4.8. 
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5. Comentários Finais 
As técnicas de diagnósticos baseadas nos métodos robustos de estimação vistos aqui 
tendem a identificar mais observações atípicas do que realmente existem num conjunto de dados. 
Assim, sugere-se que elas sejam usadas como um primeiro passo na detecção de dados atípicos. 
Em seguida, devem-se utilizar outros métodos de estimação para a confirmação da classificação 
de tais observações. Por exemplo, podem-se utilizar os métodos que detectam grupos de 
observações atípicas conjuntamente baseados nos mínimos quadrados, onde o número de 
observações atípicas a serem detectadas, que deve ser fixado de antemão, é definido com base nos 
resultados obtidos nos métodos com alto ponto de ruptura. 
Do ponto de vista da estimação dos coeficientes do ajuste, deve-se salientar que quando 
não forem detectadas observações atípicas, os ajustes obtidos pelo método dos mínimos 
quadrados e pelos métodos robustos serão bem próximos. Neste caso, deve-se utilizar o ajuste 
pelo método dos mínimos quadrados, devido às propriedades do estimador deste método e devido 
à existência de testes de significância para os coeficientes do modelo. No entanto, quando forem 
detectadas observações atípicas através das técnicas de diagnósticos baseadas nos métodos 
robustos, então as estimativas destes métodos devem ser preferidas. Com relação aos métodos 
com alto ponto de ruptura vistos neste trabalho, devem-se preferir as estimativas obtidas pelo 
ajuste do método dos quadrados aparados mínimos, devido a suas propriedades, entre elas a 
eficiência assintótica. Mas, novamente, as estimativas de tais métodos podem servir como um 
primeiro passo no ajuste do modelo. Pode-se utilizá-las a seguir em outros métodos robustos de 
estimação iterativos, como os obtidos em Stahel & Weisberg ( 1991 ), que necessitem de uma 
estimativa inicial para os coeficientes. Há também a opção de simplesmente descartar as 
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observações atípicas e utilizar os métodos de estimação que não são robustos, como os mínimos 
quadrados, apenas nas obseJYaçôes comuns. Nos casos em que não se queira reti rar as 
observações atípicas do conjunto de dados. há a opção de ponderá-las com pesos menores do que 
os atribwdos ás observações comuns. usando-se. por exemplo. os núnirnos quadrados ponderados 
Entre alguns empecilhos que fazem com que os métodos robustos de estimação com alto 
ponto de ruptura não sejam usados rotineiramente 11lnto para a estimação dos parâmetros como 
• 
para a detecção de dados atípicos estão o custo computacional para se chegar a uma solução exata 
e a falta de testes de signilicància para os coeficientes do modelo ajustado. No entanro, os 
algoritmos apresentados, que utilizam sub-amostras do conjunto de dados, são satisfatórios com 
relação ao custo computacional e com relaç.ão à solução obtida. principalmente o algoritmo das 
soluções factíveis. como relata Hawkins ( 1995). Com relação aos testes de significãncia. podem-se 
usar. como já foi mencionado, outros métodos de estimação que possuam uma teoria inferencial 
desem·olvida para os coeficientes apos a detecção de dados atipicos através dos métodos robustos. 
Como os métodos de estimação com alto ponto de ruptura vistos aqui estão 
implementados em vários programas computacionais disponíveis para aquisição pública c com o 
avanço dos recursos computacionais, tais métodos começam a ser mais utilizados e explorados 
na análise de regressão linear. Espera-se que este trabalho também venha a c-ontnouir para a 
divulgação de tais métodos de estimação 
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