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Abstract
The asymmetry of a Sobolev function u, measured as an integral distance from its Steiner symmetral us ,
is estimated in terms of the gap between the Dirichlet integrals of u and us .
© 2006 Elsevier Masson SAS. All rights reserved.
1. Introduction and main result
Let Ω be an open subset of Rn, n  1. Suppose that Ω is Steiner symmetric about some
hyperplane H , which, without loss of generality, will be assumed throughout to coincide with
the coordinate hyperplane orthogonal to the last coordinate in Rn. Namely, denoted a point in Rn
as x = (x′, y), with x′ ∈Rn−1 and y ∈R, assume that the cross sections
Ωx′ =
{
y ∈ R: (x′, y) ∈ Ω}
are segments centered at 0. Then the Steiner symmetral about H of a nonnegative measurable
function u in Ω can be defined as the function us :Ω → [0,+∞] whose one-dimensional re-
strictions us(x′, ·) to Ωx′ are symmetrically decreasing about 0, and equidistributed with the
restrictions u(x′, ·). In formulas,
us(x′, y) = inf{t > 0: L1({u(x′, ·) > t}) 2|y|} for (x′, y) ∈ Ω.
Hereafter, Lk denotes the k-dimensional (outer) Lebesgue measure.
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extended and refined by various authors (including [1,2,4,6–8,10,11,15,19–22,24–26]), states
that if u belongs to the Sobolev space W 1,p0 (Ω) for some p  1, then us ∈ W 1,p0 (Ω) as well, and∫
Ω
|∇us |p dx 
∫
Ω
|∇u|p dx. (1.1)
Accordingly, we shall call the difference between the right-hand side and the left-hand side
of (1.1) the Pólya–Szegö deficit of u, and denote it by Dp(u); namely, we set
Dp(u) =
∫
Ω
|∇u|p dx −
∫
Ω
|∇us |p dx. (1.2)
Obviously, Dp(u) = 0 if u is Steiner symmetric about H . Thus, the question can be risen of
whether the Pólya–Szegö deficit of an arbitrary function u ∈ W 1,p0 (Ω) can be used to estimate
its asymmetry about H , measured as a distance between u and us . Of course, such an estimate
should ensure that u is arbitrarily close to us , provided that Dp(u) is sufficiently small. Notice
that this issue is relevant, for instance, in connection with quantitative estimates in variational
problems having Steiner symmetric extremals.
In contrast to the stability of various geometric and functional inequalities known in the lit-
erature (see e.g. [5,16–18]), the answer to the above question, as stated, is negative. Indeed, it is
well known, and easily seen by elementary examples, that functions u, far from being symmetric,
exist such that Dp(u) = 0. Consider, for instance, the case where n = 1. In this case H = {0},
and Steiner symmetrization agrees with Schwarz spherical symmetrization, which associates to
any nonnegative (measurable) function having support of finite measure an equidistributed func-
tion symmetrically decreasing about 0. Let Ω = (−3,3), let v be the piecewise affine function
displayed in Fig. 1 and let v be its Schwarz symmetral.
Fig. 1.
A. Cianchi, N. Fusco / Bull. Sci. math. 130 (2006) 675–696 677Since
3∫
−3
∣∣v′(x)∣∣p dx =
3∫
−3
∣∣v′(x)∣∣p dx for every p  1,
one has Dp(u) = 0, but v = v. It is not difficult to realize that what plays a role here is the
presence of a plateau (below the top level) in the graph of v (and of v). Obviously, this example
can be adjusted to produce functions in any dimension n attaining equality in (1.1), which are
not Steiner symmetric (see e.g. [12, Fig. 1]). All these instances, however, must involve functions
u such that ∇yus vanishes on a set of positive Lebesgue measure. Indeed, in [12, Theorem 2.2]
(see also [9] for a related result concerning the perimeter functional) we proved that symmetry
of extremals in (1.1) can be restored if they are assumed to satisfy
Ln({(x′, y) ∈ Ω: ∇yus(x′, y) = 0, us(x′, y) < S(x′)})= 0. (1.3)
Here,
S(x′) = esssup{u(x′, y): y ∈ Ωx′} for x′ ∈ π(Ω),
where π :Rn → Rn−1 denotes the orthogonal projection onto Rn−1. This result, which can be
equivalently stated with us replaced by u in (1.3) (see [12, Section 1]), can be regarded as a
Steiner symmetrization counterpart of Brothers and Ziemer’s theorem on the spherical symmetry
of minimal rearrangements, namely functions u satisfying
∫
Rn
|∇u|p dx = ∫
Rn
|∇u|p dx, under
the assumption that Ln({∇u = 0,0 < u < esssupu}) = 0 [7].
On the other hand, we have recently shown that the result of Brothers and Ziemer is sta-
ble under perturbations of such an assumption, in the sense that the asymmetry of a minimal
rearrangement can be estimated through Ln({∇u = 0,0 < u < esssupu}) [13].
In view of these facts, it could be conjectured that, although the sole Pólya–Szegö deficit of
u is not sufficient to measure the distance of u from us , this should be possible if both Dp(u)
and Ln({(x′, y) ∈ Ω: ∇yus(x′, y) = 0, us(x′, y) < S(x′)}) are employed. Interestingly enough,
not even this is true. Indeed, consider the sequence of functions {vh}h∈N depicted in Fig. 2, and
obtained by perturbing the function v in Fig. 1.
We have v′h = 0 (and v′h = 0) L1-a.e. for every h ∈ N, and it is easily verified that
lim
h→+∞Dp(vh) = 0 for every p  1,
but ‖vh − vh‖L1  const for every h ∈ N (a fortiori, the same situation occurs if the L1 norm is
replaced by any other rearrangement invariant norm).
Though very simple, this counterexample sheds light on this matter, and, loosely speaking,
shows that, when Dp(u) > 0, not only a large set where ∇yus vanishes, but also a large set where
|∇yus | is small, may allow u to be very asymmetric. Consequently, one can hope to control the
asymmetry of a function u by means of Dp(u) only in conjunction with a bound on the measure
of the sublevel sets of |∇yus |. Our main result, contained in Theorem 1.1 below, states that this is
actually possible, at least when p  2. Indeed, it provides an estimate for the distance in L1(Ω)
between u and us in terms of Dp(u) and of a distribution function Mus : [0,∞) → [0,Ln(Ω))
of |∇yus | defined as
Mus (σ ) = Ln
({
(x′, y) ∈ Ω: ∣∣∇yus(x′, y)∣∣ σ,us(x′, y) < S(x′)}) for σ  0. (1.4)
Moreover, consistently with the above discussion, such an estimate approaches 0 as Dp(u) goes
to zero, if and only if Mus (0) = 0, namely if and only if (1.3) is fulfilled.
678 A. Cianchi, N. Fusco / Bull. Sci. math. 130 (2006) 675–696Fig. 2.
The conclusion of Theorem 1.1 holds for functions u from a somewhat larger space than
W
1,p
0 (Ω). In fact, any function from W
1,p(Ω) vanishing just on ∂Ω ∩ (π(Ω)×R) is admissible,
in the sense that functions from the class
W
1,p
0,y (Ω) =
{
u :Ω →R: for every open set ω π(Ω) the continuation
by 0 of u outside Ω belongs to W 1,p(ω ×R)}
are taken into account. For simplicity of notations, we state Theorem 1.1 for functions u normal-
ized by∫
Ω
|∇yus |p dx = 1. (1.5)
Of course, the general case immediately follows on applying the result to u/‖∇yus‖Lp(Ω).
Theorem 1.1. Let n  2, and let Ω be a Steiner symmetric open set in Rn. Assume that Ω is
bounded in the direction y and satisfies Ln−1(π(Ω)) < +∞. Set
L = sup{|y|: (x′, y) ∈ Ω}.
Let p  2 and let α = min{ 12p+6 , 14p }. Then, there exists a constant C, depending only on p,
Ln−1(π(Ω)) and L, such that∫
Ω
∣∣u(x)− us(x)∣∣dx  C(Mus (Dp(u)α) 12p′ +Dp(u)α) (1.6)
for every nonnegative function u from W 1,p0,y (Ω) satisfying (1.5). Here, p′ = pp−1 , the Hölder
conjugate of p.
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p < 2, no estimate for
∫
Ω
|u−us |dx, which approaches 0 as Dp(u) tends to 0 and ‖∇yus‖Lp(Ω)
remains bounded (from above and from below), can hold, even if (1.3) is in force – see Ex-
ample 3.6, Section 3. On the other hand, a close inspection of the proof of Theorem 1.1 will
reveal that suitable alternate choices of the functional in the definition of Dp(u), still with a p-
growth, such as
∫
Ω
∑n
i=1 λi |∇xi u|p dx, with λi  0 for i = 1, . . . , n, would lead to an analogous
conclusion as in Theorem 1.1 also for p ∈ (1,2). In particular, this is true when the functional∫
Ω
|∇yu|p dx is taken into account. These facts demonstrate how sensitive the result is to the
geometry of the integrand employed in Dp(u).
Remark 1.3. Although, as hinted above, Mu(0) = Mus (0) for every nonnegative function u from
W
1,p
0,y (Ω), the functions Mu(σ) and Mus (σ ) do not agree for σ > 0, nor can be estimated in
terms of each other. Nevertheless, inequality (1.6) continues to hold with Mus (Dp(u)α) replaced
by Mu(Dp(u)α), provided that
∫
Ω
|∇yus |p dx is replaced by
∫
Ω
|∇yu|p dx in (1.5). However,
we believe that the present form of (1.6) is closer in the spirit to the aforementioned related
results. Furthermore, we expect that information on us should be more easily available in possible
applications of Theorem 1.1.
As a consequence of Theorem 1.1, an estimate for
∫
Ω
|u − us |dx can be derived in terms of
Mus (0) in the case where equality holds in (1.1). Actually, setting Dp(u) = 0 in (1.6) yields the
following corollary.
Corollary 1.4. Let Ω , p and u be as in Theorem 1.1. Assume in addition that equality holds
in (1.1). Then∫
Ω
∣∣u(x)− us(x)∣∣dx  C[Ln({(x′, y) ∈ Ω: ∇yus(x′, y) = 0, us(x′, y) < S(x′)})] 12p′ ,
where C is the same constant as in Theorem 1.1.
In the special case where Mus (0) = 0, we recover from Corollary 1.4 the symmetry result
of [12] to which we alluded above. Notice that, although the result of [12] holds for every p ∈
(1,+∞), it can be derived from Corollary 1.4 only for [2,+∞). On the other hand, the present
approach has the advantage of relying on much more elementary tools.
Corollary 1.5. Let Ω , p and u be as in Theorem 1.1. Assume in addition that equality holds
in (1.1) and that
Ln({(x′, y) ∈ Ω: ∇yus(x′, y) = 0, us(x′, y) < S(x′)})= 0.
Then u = us a.e. in Ω .
2. The one-dimensional case
This section is devoted to a one-dimensional version of Theorem 1.1. Besides being the first
step in the proof of Theorem 1.1, the result is of independent interest, since Steiner and Schwarz
symmetrization agree in dimension one. Let us emphasize that, unlike Theorem 1.1, this result
holds for every p > 1. In fact, it will be clear from the proof that what prevents Theorem 1.1
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in the functional
∫
Ω
|∇u|p dx. We also notice that, in the one-dimensional case, functions whose
support is not necessarily Steiner symmetric about the origin can be taken into account, provided
that definition (1.4) is suitably modified in such a way that critical points corresponding to the
plateau at level 0 are disregarded. Again, this is not possible in higher dimension without addi-
tional geometric assumptions on Ω (see e.g. [12] for a discussion on this point in the case of
equality in (1.1)).
Given any nonnegative function w ∈ W 1,p(R), set
Dp(w) =
∫
R
∣∣w′(x)∣∣p dx − ∫
R
∣∣w′(x)∣∣p dx (2.1)
and
Mw(σ ) = Ln
({
x ∈ R: ∣∣w′(x)∣∣ σ,0 <w(x) < esssupw}) for σ  0. (2.2)
If, in addition, w is compactly supported, and l is a positive number such that
{w > 0} ⊂ (−l, l), (2.3)
we also define
Mw(σ ) = L1
({
x ∈ (−l, l): ∣∣w′(x)∣∣ σ,w(x) < esssupw}) for σ  0. (2.4)
Similarly as in Theorem (1.1), our main result concerning one-dimensional functions is stated
under the normalization condition that∫
R
∣∣w′(x)∣∣p dx = 1. (2.5)
Theorem 2.1. Let p > 1 and let α = min{ 1
p+3 ,
1
2p }. Let w be any nonnegative function w ∈
W 1,p(R) satisfying (2.5) and such that L1({w > 0}) < +∞. Then there exists a constant C,
depending only on p and on L1({w > 0}), such that
inf
x0∈R
∫
R
∣∣w(x)−w(x − x0)∣∣dx  C(Mw(Dp(w)α)+Dp(w)α). (2.6)
Moreover, if, in addition, (2.3) is fulfilled for some l > 0, then inequality (2.6) holds, in particular,
with x0 = 0, provided that Mw(Dp(w)α) is replaced by Mw(Dp(w)α).
Theorem 2.1 rests upon Lemma 2.2 below, which provides us with a slightly more flexible
estimate for the left-hand side of (2.6) involving a free parameter σ > 0. In fact, this is the
estimate that will actually be used in the proof of Theorem 1.1.
Lemma 2.2. Let p > 1. Then there exists a constant C, depending only on p, such that
inf
x0∈R
∫
R
∣∣w(x)−w(x − x0)∣∣dx
 C
(
σL1{w > 0}Mw(σ )+ (esssupw)Mw(σ )+ (esssupw)L
1{w > 0} 1p′ Dp(w)
1
pσ
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1
p + (esssupw) 32 Dp(w)
1
2
σ
p+1
2
)
(2.7)
for every nonnegative function w ∈ W 1,p(R) such that L1{w > 0} < +∞, and every σ > 0.
Moreover, if (2.3) is fulfilled for some l > 0, then inequality (2.7) holds, in particular, with
x0 = 0, provided that Mw(σ ) is replaced by Mw(σ ).
Remark 2.3. A variant in the proof of Lemma 2.2 yields an estimate analogous to (2.7), with
Mw(σ ) replaced by Mw(σ), provided that the extra term (esssupw)
Dp(w)
σp
is added to the ex-
pression in parentheses on the right-hand side. We are not going to give the details, for brevity.
Let us just mention that this estimate leads, via the same argument as below, to an estimate sim-
ilar to (2.6) where Mw(Dp(w)α) is replaced by Mw(Dp(w)α), and, via the same arguments as
in the next section, to the version of Theorem 1.1 to which we alluded in Remark 1.3.
Proof of Theorem 2.1. Since esssupw = esssupw, and the latter can be estimated by
‖w′‖Lp(R), we get from (2.7) and (2.5)
inf
x0∈R
∫
R
∣∣w(x)−w(x − x0)∣∣dx
C
(
σMw(σ )+Mw(σ )+ Dp(w)
1
p
σ
+Dp(w)
1
p + Dp(w)
1
2
σ
p+1
2
)
(2.8)
for some constant C depending only on p and on L1({w > 0}). Set σ = Dp(w)θ , where θ is a
positive number to be chosen later. Since Mw(σ )  L1({w > 0}), if Dp(w) > 0 we get from
(2.8) that
inf
x0∈R
∫
R
∣∣w(x)−w(x − x0)∣∣dx
C
(
Dp(w)
θ +Mw
(
Dp(w)
θ
)+Dp(w) 1p−θ +Dp(w) 1p +Dp(w) 12 − θ(p+1)2 ) (2.9)
for some constant C depending only on p and on L1({w > 0}). Observe that (2.9) continues
to hold even if Dp(w) = 0, inasmuch as limσ→0+ Mw∗(σ ) = Mw∗(0). Under the additional
assumption that Dp(w) 1, we infer from (2.9) that
inf
x0∈R
∫
R
∣∣w(x)−w(x − x0)∣∣dx  C(Mw(Dp(w)θ )+Dp(w)m(θ)), (2.10)
where m(θ) = min{θ, 1
p
− θ, 12 − θ(p+1)2 }. Inequality (2.6) easily follows from (2.10), on choos-
ing θ in such a way to maximize m(θ). On the other hand, (2.6) trivially holds when Dp(w) > 1,
since, by (2.5),∫
R
∣∣w(x)−w(x − x0)∣∣dx  2
∫
R
∣∣w(x)∣∣dx  C <CDp(w)α
for some positive constant C depending only on p and on L1({w > 0}). 
Let us now turn to the proof of Lemma 2.2.
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Note that we may assume, without loss of generality, that w is not constant in any interval where
0 < w < supw. Indeed, if this is not the case, w can be approximated by a sequence {wh} of
piecewise affine functions enjoying this additional property, in such a way that each quantity
involving w in the statement is the limit, as h goes to +∞, of the same quantity evaluated at wh.
The continuity from the right of the function Mw plays a role in this argument.
Let us denote by 0 = t0 < t1 < · · · < tm = supw the levels at which the graph of w has at
least one corner, and set di = ti+1 − ti for i = 0, . . . ,m − 1. Then, for each i there exists an
even number 2k(i) of intervals Si,k , with k = 1, . . . ,2k(i), where w is affine and takes values
strictly between ti and ti+1. Let us set i,k = L1(Si,k) for i = 0, . . . ,m− 1 and k = 1, . . . ,2k(i).
Inasmuch as∣∣w′(x)∣∣= di
i,k
if x ∈ Si,k, (2.11)
then ∫
R
∣∣w′(x)∣∣p dx = m−1∑
i=0
2k(i)∑
k=1
(
di
i,k
)p
i,k. (2.12)
On the other hand, on setting
i =
2k(i)∑
k=1
i,k,
and observing that∣∣w′(x)∣∣= 2di
i
, i = 0, . . . ,m− 1,
for every x such that w(x) ∈ (ti , ti+1), we have∫
R
∣∣w′(x)∣∣p dx = m−1∑
i=0
(
2di
i
)p
i. (2.13)
Now, we proceed in steps.
Step 1. Set
λ = 1
2
L1({w > 0}),
and define
J = {i: k(i) 2}.
Then a constant c1, depending only on p, exists such that∑
i∈J
di  c1λ
1
p′ Dp(w)
1
p , (2.14)
and ∑
i Mw(σ )+ 2c1
σ
λ
1
p′ Dp(w)
1
p for σ > 0. (2.15)i∈J
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∫
R
∣∣w′(x)∣∣p dx = m−1∑
i=0
di
2k(i)∑
k=1
(
di
i,k
)p−1

m−1∑
i=0
di
(2k(i))p(∑2k(i)
k=1
i,k
di
)p−1
=
m−1∑
i=0
d
p
i
(2k(i))p

p−1
i
. (2.16)
Combining (2.16) and (2.13) yields
Dp(w)
m−1∑
i=0
(2di)p

p−1
i
(
k(i)p − 1). (2.17)
Given β > 0, define
H = {i: 2di/i > β}.
Hence, by (2.17),
Dp(w)
(
2p − 1)βp−1 ∑
i∈J∩H
di. (2.18)
On the other hand, on writing di = 12i 2dii , one immediately verifies that∑
i /∈H
di 
1
2
∑
i /∈H
iβ  λβ. (2.19)
Inequalities (2.18) and (2.19) entail that∑
i∈J
di 
Dp(w)
βp−1
+ λβ. (2.20)
Minimizing the right-hand side of (2.20) with respect to β tells us that∑
i∈J
di 
(
(p − 1) 1p + (p − 1)− 1p′ )λ 1p′ Dp(w) 1p ,
whence (2.14) follows. As for (2.15), set
J1 = {i ∈ J : 2di/i  σ }.
Then one has∑
i∈J
i =
∑
i∈J1
i +
∑
i∈J\J1
2di
i
2di
Mw(σ )+ 2
σ
∑
i∈J
di Mw(σ )+ 2c1
σ
λ
1
p′ Dp(w)
1
p
namely (2.15).
Step 2. Set
Q = {i /∈ J : 2di/i  σ }.
Then ∑
i Mw(σ ), (2.21)
i∈Q
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i∈Q
di 
1
2
σMw(σ ), (2.22)
and
∑
i /∈J∪Q
|i,1 −i,2| 2
p+3
2√
p(p − 1)
√
supw
√
Dp(w)
σ
p+1
2
. (2.23)
Inequalities (2.21) and (2.22) are straightforward, since∑
i∈Q
i 
∑
{i: 2di/σ }
i = Mw(σ ),
and ∑
i∈Q
di = 12
∑
i∈Q
i
2di
i
 1
2
σ
∑
i∈Q
i 
1
2
σMw(σ ).
Now, consider (2.23). Define Φ : (0,+∞) → (0,+∞) as Φ(s) = s1−p for s > 0. By (2.12) and
(2.13),
Dp(w) =
m−1∑
i=0
d
p
i
[ 2k(i)∑
k=1
Φ(i,k)− 2Φ
(
1
2
2k(i)∑
k=1
i,k
)]
. (2.24)
Note that, for every i = 0, . . . ,m− 1,
2k(i)∑
k=1
Φ(i,k)− 2Φ
(
1
2
2k(i)∑
k=1
i,k
)

2k(i)∑
k=1
Φ(i,k)− 2
(
k(i)
)p
Φ
(
1
2
2k(i)∑
k=1
i,k
)
 0, (2.25)
where the first inequality is due to the fact that k(i)  1, and the last one holds because Φ(s)
equals s1−p and is convex. From (2.24)–(2.25), we deduce that
Dp(w)
∑
i /∈J∪Q
d
p
i
[
Φ(i,1)+Φ(i,2)− 2Φ
(
i,1 +i,2
2
)]
. (2.26)
The convexity of Φ entails that
Φ(s1)+Φ(s2)− 2Φ
(
s1 + s2
2
)

[
min
s∈[s1,s2]
Φ ′′(s)
] (s1 − s2)2
4
if 0 < s1 < s2. Thus, inasmuch as Φ ′′(s) = p(p − 1)s−p−1, a decreasing function, one has
Φ(s1)+Φ(s2)− 2Φ
(
s1 + s2
2
)
 p(p − 1)
4
1
(s1 + s2)p+1 (s1 − s2)
2 (2.27)
for every s1, s2 ∈ (0,+∞). Inequalities (2.26) and (2.27) entail that
Dp(w)
p(p − 1)
4
∑
i /∈J∪Q
d
p
i
(i,1 +i,2)p+1 (i,1 −i,2)
2
= p(p − 1)
4
∑ 1
(
i )p+1
(i,1 −i,2)2
di
. (2.28)
i /∈J∪Q di
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di
< 2
σ
. Thus, the rightmost side of (2.28) is not less than
p(p − 1)
4
(
σ
2
)p+1 ∑
i /∈J∪Q
(i,1 −i,2)2
di
.
Schwarz’s inequality ensures that
∑
i /∈J∪Q
(i,1 −i,2)2
di

( ∑
i /∈J∪Q
|i,1 −i,2|
)2( ∑
i /∈J∪Q
di
)−1
.
Since
∑
i /∈J∪Q di  supw, we conclude that
Dp(w)
p(p − 1)
4
(
σ
2
)p+1 1
supw
( ∑
i /∈J∪Q
|i,1 −i,2|
)2
,
whence (2.23) follows.
Step 3. Inequality (2.7) holds.
Define
im = min{i: i /∈ J ∪Q}.
Let x0 ∈ R be such that, denoted by wm the function given by
wm(x) = w(x + x0),
the left endpoint of the interval {wm > tim} agrees with −λ. Of course, such an endpoint is
nothing but the left endpoint of Sim,1 − x0. Notice that the conclusions of Steps 1 and 2 continue
to hold if w is replaced by wm. We have
∫
R
∣∣wm(x)−w(x)∣∣dx =
∫
R
∣∣∣∣∣
supw∫
0
(
χ{wm>t}(x)− χ{w>t}(x)
)
dt
∣∣∣∣∣dx

supw∫
0
(∫
R
∣∣χ{wm>t}(x)− χ{w>t}(x)∣∣dx
)
dt
=
supw∫
0
L1({wm > t}{w > t})dt, (2.29)
where  stands for symmetric difference of sets. Let us split the last integral as
supw∫
0
L1({wm > t}{w > t})dt =∑
i∈J
ti+1∫
ti
L1({wm > t}{w > t})dt
+
∑
i∈Q
ti+1∫
ti
L1({wm > t}{w > t})dt
+
∑
i /∈J∪Q
ti+1∫
L1({wm > t}{w > t})dt. (2.30)ti
686 A. Cianchi, N. Fusco / Bull. Sci. math. 130 (2006) 675–696First, one has
∑
i∈J
ti+1∫
ti
L1({wm > t}{w > t})dt  2λ∑
i∈J
di  2c1λ
1+ 1
p′ Dp(w)
1
p , (2.31)
where the second inequality is due to (2.14).
Next, by (2.22)
∑
i∈Q
ti+1∫
ti
L1({wm > t}{w > t})dt  2λ∑
i∈Q
di  λσMw(σ ). (2.32)
Finally, one can easily verify that, if i /∈ J ∪ Q, then, denoted by ηi the distance between the
centers of the intervals {wm > ti} and {w > ti},
L1({wm > t}{w > t}) 2ηi + |i,1 −i,2| (2.33)
for every t ∈ (ti , ti+1). Moreover, it is not difficult to see that
ηim 
∑
{j∈J∪Q: j<im}
j,
and that for i > im
ηi 
∑
{j∈J∪Q: j<i}
j +
∑
{j /∈J∪Q: j<i}
|j,1 −j,2|.
Thus, by (2.15) and (2.21) one certainly has
ηi Mw(σ )+Mw(σ )+ 2
σ
c1λ
1
p′ Dp(w)
1
p +
∑
{j /∈J∪Q: j<i}
|j,1 −j,2| (2.34)
for every i /∈ J ∪Q. From (2.33), (2.34) and (2.23) one infers that
∑
i /∈J∪Q
ti+1∫
ti
L1({w > t}{w > t})dt
 2
[
2Mw(σ )+ 2
σ
c1λ
1
p′ Dp(w)
1
p + 2
p+3
2√
p(p − 1)
√
supw
√
Dp(w)
σ
p+1
2
] ∑
i /∈J∪Q
di
 2 supw
[
2Mw(σ )+ 2
σ
c1λ
1
p′ Dp(w)
1
p + 2
p+3
2√
p(p − 1)
√
supw
√
Dp(w)
σ
p+1
2
]
. (2.35)
Combining (2.29), (2.30), (2.31), (2.32), and (2.35) yields (2.7).
Part II. We establish inequality (2.7) for every w ∈ W 1,p(R).
Fix w ∈ W 1,p(R) and σ > 0. Without loss of generality, we may assume that w is continuous,
and hence that the set B = {x ∈ R: 0 < w(x) < maxw} is open. Thus, there exists a family
{Ij }j∈N , with N ⊂N, of maximal open intervals Ij ⊂ B such that B =⋃j∈N Ij .
Fixed any ε > 0, we construct a nonnegative piecewise affine function vε :R→ [0,+∞) such
that
maxvε = maxw, ‖w − vε‖W 1,p(R) Cε, (2.36)
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L1({x ∈ R: vε(x) > 0}) L1({x ∈ R: w(x) > 0}), (2.37)
L1({x ∈ R: vε(x) = maxw}) L1({x ∈ R: w(x) = maxw}). (2.38)
To this aim, let us set Nε = N if N is finite. Otherwise, we choose a finite subset Nε of N
satisfying∑
j∈N\Nε
[
L1(Ij )+
∫
Ij
∣∣w′(x)∣∣p dx]< εp, (2.39)
and such that, on setting a = inf(⋃j∈Nε Ij ) and b = sup(⋃j∈Nε Ij ), one has w(a) = w(b) = 0,
and w(x) < maxw for every x /∈ (a, b).
To begin with, define
vε(x) = wε(x) for x ∈
⋃
j∈Nε
I j ,
where wε :
⋃
j∈Nε I j → [0,maxw] is any function which is piecewise affine in Ij for every
j ∈ Nε , agrees with w at the endpoints of Ij (and hence attains either the value 0 or maxw at
these points), and satisfies
‖w −wε‖W 1,p(⋃j∈Nε Ij ) < ε. (2.40)
Our task is now to extend vε outside
⋃
j∈Nε I j . We set vε(x) = 0 if x /∈ (a, b). The definition
of vε in (a, b)\⋃j∈Nε I j requires some more care. First, observe that this set can be decomposed
in at most Nε + 1 maximal open intervals. Let us fix one of them, say (a0, b0). We need to
construct vε in (a0, b0) in such a way that
b0∫
a0
∣∣v′ε(x)∣∣p dx 
b0∫
a0
∣∣w′(x)∣∣p dx. (2.41)
Since vε attains either the value 0 or maxw at the endpoints of (a0, b0), one of the following two
cases necessarily occurs.
Case 1: vε(a0) = 0 and vε(b0) = maxw, or vice-versa. Assume that vε(a0) = 0, the case
where vε(a0) = maxw being completely analogous. Set
δ0 = L1
({
x ∈ (a0, b0): w(x) = 0
})
, δ1 = L1
({
x ∈ (a0, b0): w(x) = maxw
})
and define
vε(x) =
{0 if x ∈ (a0, a0 + δ0],
(x−a0−δ0)maxw
b0−δ1−a0−δ0 if x ∈ (a0 + δ0, b0 − δ1),
maxw if x ∈ [b0 − δ1, b0).
Since L1({x ∈ (a0, b0): w′(x) = 0}) b0 − δ1 − a0 − δ0, one has
b0∫
a0
∣∣v′ε(x)∣∣p dx = (maxw)p(b0 − δ1 − a0 − δ0)p−1 
(
∫ b0
a0
|w′(x)|dx)p
(b0 − δ1 − a0 − δ0)p−1 
b0∫
a0
∣∣w′(x)∣∣p dx,
by Hölder’s inequality, whence (2.41) follows.
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occurs, the latter requiring a similar treatment. If w(x) > 0 for every x ∈ (a0, b0), then we set
vε(x) ≡ maxw for x ∈ (a0, b0). If, instead, there exists a point c ∈ (a0, b0) such that w(c) = 0
we repeat the construction of Case 1 in the two intervals (a0, c) and (c, b0), separately.
The construction of vε is complete. From (2.39) and (2.41), we immediately get that∑
j∈N\Nε
[∫
Ij
∣∣vε(x)∣∣p dx +
∫
Ij
∣∣v′ε(x)∣∣p dx
]
<
(
(maxw)p + 1)εp.
By (2.39), the same inequality holds with vε replaced by w on the left-hand side. Combining
these facts with (2.40) yields (2.36). Finally, (2.37) and (2.38) clearly hold by the very construc-
tion of vε .
Now, owing to (2.36) and to the continuity of the symmetric rearrangement in W 1,p(R) [14],
we have
vε → w in W 1,p(R) as ε → 0+. (2.42)
Thus, on passing, if necessary, to a sequence, we may assume that v′ε (x) converges to w′(x) for
L1-a.e. x ∈R. Hence, in particular,
lim sup
ε→0+
χ{|v′ε |σ }(x) χ{|w′|σ }(x) for L1-a.e. x ∈ R.
On integrating this inequality over the set {0 <w < maxw}, we obtain, by Fatou’s lemma, that
lim sup
ε→0+
L1({x ∈R: 0 <w(x) < maxw, ∣∣v′ε (x)∣∣ σ})
 L1({x ∈R: 0 <w(x) < maxw, ∣∣w′(x)∣∣ σ})= Mw(σ ). (2.43)
On the other hand, by (2.37) and (2.38), {0 < vε < maxw} ⊂ {0 < wε < maxw}. Thus, (2.43)
yields
lim sup
ε→0+
Mvε (σ )Mw(σ ). (2.44)
By (2.36),
lim
ε→0
∫
R
|v′ε|p dx =
∫
R
|w′|p dx, (2.45)
and by (2.42)
lim
ε→0
∫
R
|v′ε |p dx =
∫
R
|w′|p dx. (2.46)
From (2.45) and (2.46) we deduce that
lim
ε→0Dp(vε) = Dp(w). (2.47)
Thanks to Part I applied to vε , there exists xε such that∫
R
∣∣vε(x − xε)− vε(x)∣∣dx  C
(
λσ Mvε (σ )+ supvε Mvε (σ )+ supvε
λ
1
p′ Dp(vε)
1
p
σ
+ λ1+ 1p′ Dp(vε)
1
p + (supvε) 32 Dp(vε)
1
2
p+1
)
(2.48)σ 2
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not exceed the lim inf of the left-hand side of (2.48) as ε → 0+. Hence, since supvε = supw
for every ε > 0, passing to the limit as ε → 0+ in (2.48), and making use of (2.44) and (2.47)
imply (2.7).
As for the assertion concerning functions satisfying (2.3), one can replace Mw by Mw
throughout the proof, argue exactly as above in Steps 1 and 2 of Part I, and observe that now
Step 3 holds even with wm simply replaced by w. The approximation argument of Part II is com-
pletely analogous, and even simpler, provided that the set B is replaced by {x ∈ (−l, l): w(x) <
maxw}. 
3. Proof of Theorem 1.1
Our approach to Theorem 1.1 rests upon a slicing technique, which enables us to apply Theo-
rem 2.2 to the one-dimensional restrictions of u along the cross sections Ωx′ . The underlying ar-
gument, that ultimately relies on Fubini’s theorem and on classical results about one-dimensional
restrictions of Sobolev functions, is not, however, entirely straightforward. The difficulties which
arise are dealt with in separate lemmas.
A first problem to be faced is how to turn the piece of information contained in the Pólya–
Szegö deficit Dp(u) into an estimate for the quantity∫
Ω
|∇yu|p dx −
∫
Ω
|∇yus |p dx (3.1)
involving the sole derivative along the y-axis. The idea is to introduce an auxiliary anisotropic
functional, where the role of the derivative ∇yu is emphasized, for which a generalized version
of the Pólya–Szegö inequality is still available. The resulting inequality yields the desired control
on the expression (3.1) in terms of Dp(u). This is achieved in Lemma 3.3 below. The point is that,
for the generalized Pólya–Szegö inequality to hold, the relevant functional has to be convex. It is
exactly at this stage that the assumption p  2 comes into play, as demonstrated by the following
lemma.
Lemma 3.1. Let n 2 and let p  2. Then the function f :Rn → R defined by
f (ξ) = |ξ |p − γ |ξn|p for ξ = (ξ1, . . . , ξn) ∈ Rn (3.2)
is convex for every γ  1/(p − 1)2.
Proof. Given any β  0, define gβ :R2 → R as
gβ(x, y) = (β2 + x2 + y2)p/2 − γ (β2 + y2)p/2 for (x, y) ∈ R2.
Assume for a moment that β > 0. One clearly has that ∂
2gβ
∂x2
(x, y) > 0 for every (x, y) ∈ R2.
Moreover, the Hessian determinant Hgβ(x, y) of gβ satisfies
Hgβ(x, y) = p2(β2 + x2 + y2)p−4
{
β4 + (p − 1)(x4 + y4)
+ 2(p − 1)x2y2 + pβ2(x2 + y2)
− γ (β
2 + y2) p−42
2 2 2 p−42
[
β2 + (p − 1)y2][β2 + (p − 1)x2 + y2]}(β + x + y )
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{
β4 + x4 + y4 + 2x2y2 + 2β2x2 + 2β2y2
− γ (p − 1)2 (β
2 + y2) p−42
(β2 + x2 + y2) p−42
(β2 + y2)(β2 + x2 + y2)
}
= p2(β2 + x2 + y2) p−22 {(β2 + x2 + y2) p−22 − γ (p − 1)2(β2 + y2) p−22 }.
The last expression in braces is nonnegative for every (x, y) ∈ R2 if γ (p − 1)2  1. Hence, gβ
is convex for every γ  1/(p − 1)2 and for every β > 0. Consequently, also g0 is convex for the
same values of γ . Moreover, for each fixed y ∈ R, the function g0(·, y) is strictly increasing in
[0,+∞). Combining these two properties of g0 entails that the function given by
g0
(|ξ ′|, ξn) for ξ ∈Rn,
where ξ ′ = (ξ1, . . . , ξn−1), is convex. Since f (ξ) agrees with this function for every ξ ∈ Rn, the
conclusion follows. 
Remark 3.2. An analogous argument as in the proof of Lemma 3.1 shows that, if 1 <p < 2, the
function f defined by (3.2) is convex only in subsets of Rn contained in cylinders of the form
{ξ : |ξ ′| R} for some R > 0, provided that γ does not exceed a positive number depending on
R (and on p). This observation suggests that counterexamples to Theorem 1.1 for p < 2 must
involve families of functions whose derivatives with respect to the x′ variables are not uniformly
bounded − see Example 3.6 below.
Lemma 3.3. Let p  2, and let u be any nonnegative function u from W 1,p0,y (Ω). Then∫
Ω
∣∣∇yu(x)∣∣p dx −
∫
Ω
∣∣∇yus(x)∣∣p dx Dp(u)(p − 1)2. (3.3)
Proof. The function f defined as in (3.2), with γ = 1/(p − 1)2, is convex by Lemma 3.1, and
satisfies f (0) = 0 and
f (ξ1, . . . , ξn−1,−ξn) = f (ξ1, . . . , ξn−1, ξn) for every ξ ∈ Rn.
Theorem 2.1 of [12] then ensures that∫
Ω
f (∇us)dx 
∫
Ω
f (∇u)dx. (3.4)
Inequality (3.3) follows from (3.4) and (1.2). 
The next step consists in deriving from (3.3) an estimate for ∫
Ωx′
|∇yu|p dy −
∫
Ωx′
|∇yus |p dy
for every x′ ∈ π(Ω) outside a set on which the integral of us is small. This is the task of the
following lemma.
Lemma 3.4. Let p  2, and let u be any nonnegative function u from W 1,p0,y (Ω). Then there exists
a measurable set Λ ⊂ π(Ω) such that∫
Ω ′
∣∣∇yu(x′, y)∣∣p dy 
∫
Ω ′
∣∣∇yus(x′, y)∣∣p dy +√Dp(u) for every x′ ∈ π(Ω) \Λ (3.5)
x x
A. Cianchi, N. Fusco / Bull. Sci. math. 130 (2006) 675–696 691and ∫
Λ×R
us(x)dx  (2L)2−
1
p (p − 1) 2p′ ‖∇yus‖Lp(Ω)Dp(u)
1
2p′ . (3.6)
Proof. A classical result on restrictions of Sobolev functions ensures that, for Ln−1-a.e. x′ ∈
π(Ω),
u(x′, ·) ∈ W 1,p0 (Ωx′) and ∇yu(x′, y) =
[
d
dy
u(x′, ·)
]
(y) for L1-a.e. y ∈ Ωx′ (3.7)
(see e.g. [3, Theorem 3.107]). Since, for Ln−1-a.e. x′ ∈ π(Ω), us(x′, y) = u(x′, ·)(y) for L1-a.e.
y ∈ Ωx′ , the Pólya–Szegö inequality for Schwarz symmetrization of one-dimensional Sobolev
functions tells us that∫
Ωx′
∣∣∇yus(x′, y)∣∣p dy 
∫
Ωx′
∣∣∇yu(x′, y)∣∣p dy for Ln−1-a.e. x′ ∈ π(Ω). (3.8)
Now, set
U =
{
x′ ∈ π(Ω):
∫
Ωx′
∣∣∇yu(x′, y)∣∣p dy 
∫
Ωx′
∣∣∇yus(x′, y)∣∣p dy +√Dp(u)
}
and choose Λ = π(Ω) \U . Thus, (3.5) holds by definition.
As for (3.6), we have that
Ln−1(Λ)
√
Dp(u)
∫
Λ
dx′
∫
Ωx′
(|∇yu|p − |∇yus |p)dy

∫
Ω
|∇yu|p dx −
∫
Ω
|∇yus |p dx Dp(u)(p − 1)2,
where the second inequality is due to Fubini’s theorem and to (3.8), and the third one to Lemma
3.3. Hence, Ln−1(Λ)  (p − 1)2√Dp(u). Thus, owing to (3.7) applied with u replaced by us ,
one can easily conclude that∫
Λ×R
us(x)dx =
∫
Λ
dx′
∫
Ωx′
us(x′, y)dy  2L
∫
Λ
dx′
∫
Ωx′
|∇yus |dy
 (2L)2−
1
p
(∫
Ω
|∇yus |p dx
) 1
p (Ln−1(Λ)) 1p′ , (3.9)
whence (3.6) follows. 
Similarly, Lemma 3.5 below shows how an estimate for L1({y ∈ Ωx′ : |∇yus(x′, y)| 
σ,us(x′, y) < S(x′)}) is inherited from (1.4) for every x′ ∈ π(Ω) outside a set where the in-
tegral of us is small.
Lemma 3.5. Let u be any nonnegative function from W 1,p0,y (Ω). Then, for every σ > 0 there exists
a measurable set Θσ ⊂ π(Ω) such that
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
√
Mus (σ ) for every x′ ∈ π(Ω) \Θσ , (3.10)
and ∫
Θσ×R
us(x)dx  (2L)2−
1
p ‖∇yus‖Lp(Ω)Mus (σ )
1
2p′ . (3.11)
Proof. Set Dσ = {(x′, y) ∈ Ω: |∇yus(x′, y))|  σ,us(x′, y) < S(x′)}, so that Mus (σ ) =
Ln(Dσ ), and define
Vσ =
{
x′ ∈ π(Ω): L1((Dσ )x′)√Mus (σ )}.
The choice Θσ = π(Ω)\Vσ makes (3.10) automatically fulfilled. On the other hand, by Fubini’s
theorem,
Ln−1(Θσ )
√
Mus (σ ) <
∫
Θσ
L1((Dσ )x′)dx′ 
∫
Ω
χDσ (x)dx = Mus (σ ),
whence Ln−1(Θσ ) 
√
Mus (σ ). An analogous chain of inequalities as in (3.9) then yields
(3.11). 
We can now accomplish the proof of Theorem 1.1.
Proof of Theorem 1.1. Step 1. Here we prove that a constant C, depending only on
Ln−1(π(Ω)), L, p and n, exists such that∫
Ω
∣∣u(x)− us(x)∣∣dx  C(σ√Mus (σ )+Mus (σ ) 12p′ +Dp(u) 12p
+ Dp(u)
1
2p
σ
+ Dp(u)
1
4
σ
p+1
2
)
(3.12)
for every σ > 0. If Dp(u) 1, then, by (3.7),∫
Ω
∣∣u(x)− us(x)∣∣dx  2∫
Ω
us(x)dx = 2
∫
π(Ω)
dx′
∫
Ωx′
us(x′, y)dy
 2
∫
π(Ω)
L1(Ωx′)dx′
∫
Ωx′
∣∣∇yus(x′, y)∣∣dy
 4L
∫
Ω
∣∣∇yus(x)∣∣dx  4LLn(Ω) 1p′ Dp(u) 12p ,
whence (3.12) follows.
Assume now that Dp(u) < 1. From (3.5), (3.10) and Lemma 2.2 applied with w(·) = u(x′, ·)
and (−l, l) = Ωx′ , we deduce that
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Ωx′
∣∣u(x′, y)− us(x′, y)∣∣dy  C(L1(Ωx′)σ√Mus (σ )+ S(x′)√Mus (σ )
+ S(x′)L
1(Ωx′)
1
p′ Dp(u)
1
2p
σ
+L1(Ωx′)1+
1
p′ Dp(u)
1
2p
+ S(x′) 32 Dp(u)
1
4
σ
p+1
2
)
(3.13)
for Ln−1-a.e. x′ ∈ π(Ω) \ (Λ∪Θσ ). Observe that
S(x′)
∫
Ωx′
∣∣∇yus(x′, y)∣∣dy and L1(Ωx′) 2L
for Ln−1-a.e. x′ ∈ π(Ω), and∫
π(Ω)\(Λ∪Θσ )
L1(Ωx′)dx′  Ln(Ω).
Thus, on integrating both sides of inequality (3.13) on π(Ω) \ (Λ ∪ Θσ ) and making use of
Hölder’s inequality yields∫
[π(Ω)\(Λ∪Θσ )]×R
∣∣u(x)− us(x)∣∣dx  C(σ√Mus (σ )+√Mus (σ )
+ Dp(u)
1
2p
σ
+Dp(u)
1
2p + Dp(u)
1
4
σ
p+1
2
)
, (3.14)
for some constant C depending only on p, L and Ln(Ω). On the other hand, by (3.6) and (3.11),
there exists a constant C, depending only on p and L, such that∫
(Λ∪Θσ )×R
∣∣u(x)− us(x)∣∣dx  2 ∫
(Λ∪Θσ )×R
us(x)dx  C
(
Dp(u)
1
2p′ +Mus (σ )
1
2p′
)
. (3.15)
Since Dp(u) < 1 and p  2, one has Dp(u)
1
2p′ Dp(u)
1
2p
. Moreover,
√
Mus (σ ) CMu(σ)
1
2p′ ,
for a suitable constant C, depending only on Ln(Ω). Inequalities (3.14) and (3.15) yield (3.12).
Step 2. We argue as in the proof of Theorem 2.1. Fix θ > 0. Choosing σ = Dp(u)θ in (3.12)
if Dp(u) > 0 and recalling that limσ→0+ Mus (σ ) = Mus (0) otherwise, and estimating
√
Mus (σ )
by
√Ln(π(Ω)) ensure that∫
Ω
|u(x)− us(x)|dx  C(Dp(u)θ +Mus (Dp(u)θ ) 12p′ +Dp(u) 12p
+Dp(u)
1
2p−θ +Dp(u) 14 − θ(p+1)2
)
. (3.16)
When Dp(w) 1, from (3.16) we infer that∫ ∣∣u(x)− us(x)∣∣dx  C(Mus (Dp(u)θ )+Dp(u)m(θ)), (3.17)
Ω
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such a way that m(θ) is maximum.
If, instead, Dp(w) > 1, inequality (1.6) is a straightforward consequence of the Poincaré
inequality, since, owing to (1.5),∫
Ω
∣∣u(x)− us(x)∣∣dx  2∫
Ω
∣∣us(x)∣∣dx  C <CDp(w)α
for some positive constant C depending only on Ln−1(π(Ω)) and L. 
We conclude with an example demonstrating the necessity of the condition p  2 in Theo-
rem 1.1.
Example 3.6. Let n = 2 and let Ω = (−1,1)× (−1,1). Let a :R → [0,1] be the function given
by a(x) = 1 − |x| for |x|  1, and continued periodically outside [−1,1]. Let b : [−1,1] →
R be defined by b(y) = 1 − |y| if 1/2  |y|  1, b(y) = −2y + 3/2 if 1/4  y  1/2 and
b(y) = 2y/3 + 5/6 if −1/2 y  1/4. Note that b(y) = b(y) if y ∈ [−1,−1/2] ∪ [1/2,1], and
b(y) = b(y) if y ∈ [−1/2,1/2], but
1
2∫
− 12
b(y)p dy =
1
2∫
− 12
b(y)p dy for every p  1. (3.18)
Consider the sequence {vh}h∈N of functions vh :Ω → [0,+∞) defined as
vh(x, y) =
(
2x + 3 + a(hx))b(y) for (x, y) ∈ Ω.
Clearly, vh is nonnegative and belongs to W 1,p0,y (Ω) for every p  1 and every h ∈ N. Moreover,
vsh(x, y) =
(
2x + 3 + a(hx))b(y) for (x, y) ∈ Ω.
We claim that
lim
h→+∞Dp(vh) = 0 if p < 2. (3.19)
Indeed,
Dp(vh) =
∫∫
Ω
|∇vh|p dx dy −
∫∫
Ω
|∇vsh|p dx dy
=
∫∫
Ω
[(
2 + ha′(hx))2b(y)2 + (2x + 3 + a(hx))2b′(y)2] p2 dx dy
−
∫∫
Ω
[(
2 + ha′(hx))2b(y)2 + (2x + 3 + a(hx))2b′(y)2] p2 dx dy
=
∫∫
(−1,1)×(− 1 , 1 )
∣∣2 + ha′(hx)∣∣pb(y)p[1 + (2x + 3 + a(hx))2b′(y)2
(2 + ha′(hx))2b(y)2
] p
2
dx dy2 2
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∫∫
(−1,1)×(− 12 , 12 )
∣∣2 + ha′(hx)∣∣pb(y)p
×
[
1 + (2x + 3 + a(hx))
2b′(y)2
(2 + ha′(hx))2b(y)2
] p
2
dx dy. (3.20)
Observe that a constant c1, depending only on b, exists such that for every h > 2
(2x + 3 + a(hx))|b′(y)|
|2 + ha′(hx)|b(y) 
c1
h
and
(2x + 3 + a(hx))|b′(y)|
|2 + ha′(hx)|b(y) 
c1
h
if y ∈
[
−1
2
,
1
2
]
. (3.21)
From (3.20) and (3.21) we deduce that
Dpvh(u)
∫∫
(−1,1)×(− 12 , 12 )
∣∣2 + ha′(hx)∣∣p[b(y)p − b(y)p]dx dy + c2
h2−p
(3.22)
for some positive constant c2 independent of h. Since, by (3.18),∫∫
(−1,1)×(− 12 , 12 )
∣∣2 + ha′(hx)∣∣p[b(y)p − b(y)p]dx dy
=
1∫
−1
∣∣2 + ha′(hx)∣∣p dx
( 12∫
− 12
b(y)p dy −
1
2∫
− 12
b(y)p dy
)
= 0,
Eq. (3.19) follows from (3.22).
Now, we have{
(x, y) ∈ Ω: ∣∣∇yvsh(x, y)∣∣ σ}⊂ (−1,1)× {y ∈ (−1,1): ∣∣b′(y)∣∣ σ} for σ  0,
whence Mvsh(σ ) = 0 if σ < 1. Furthermore,∫∫
Ω
∣∣∇yvsh∣∣p dx dy =
∫∫
Ω
(
2x + 3 + a(hx))p∣∣b′(y)∣∣p dx dy,
whence
1∫
−1
∣∣b′(y)∣∣p dy  ∫∫
Ω
∣∣∇yvsh∣∣p dx dy  2 · 6p
1∫
−1
∣∣b′(y)∣∣p dy (3.23)
for every h ∈ N. Therefore ‖∇yvsh‖Lp(Ω) is uniformly bounded from above and from below for
h ∈ N. On the other hand,∫∫
Ω
∣∣vh(x, y)− vsh(x, y)∣∣dx dy =
∫∫
Ω
(
2x + 3 + a(hx))∣∣b(y)− b(y)∣∣dx dy
 2
1∫ ∣∣b(y)− b(y)∣∣dy > 0,−1
696 A. Cianchi, N. Fusco / Bull. Sci. math. 130 (2006) 675–696independently of h. Consequently, if p < 2 no estimate for the left-hand side of (1.6), which
approaches 0 when Dp(u) goes to 0 and ‖∇yus‖Lp(Ω) is uniformly bounded from above and
from below, can hold.
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