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ABSTRACT 
Poisson's and Helmholtz's equations are perhaps the most frequently occurring and important types 
of partial differential equations encountered in the atmospheric sciences. This paper presents a very fast, 
accurate technique for finding the numerical solution known as cyclic reduction and factoralization. This 
method has not heretofore been brought to the attention of the meteorological community at large. 
This direct method essentially reduces the solution of a separable two-dimensional elliptic equation on 
an NXM grid to N log2N tri-diagonal systems of order M which are solved by Gaussian elimination. 
In its simplest form, as described here, the cyclic reduction procedure can be applied if N is 2"-1, 2" or 
2"+ 1, depending on boundary conditions. However, extensions of the method have been developed which 
have removed this restrictive limitation. The method is also easily generalized to higher dimensional problems. 
The mathematical development of the cyclic reduction method is presented here in complete detail, 
along with the modifications necessary to make it computationally stable. The results of two numerical 
experiments comparing optimized SOR versus the direct method for the solution of Poisson's equation 
are presented. For Dirichlet boundary conditions the direct method is up to 50 times faster than successive 
over-relaxation (SOR) for N=M=12B. For Neumann boundary conditions, the direct method has even a 
greater advantage over SOR. The margin of superiority increases as the size of the array increases. 
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1. Introduction 
The need to solve a separable, elliptic, partial differ-
ential equation of the form 
(ii) Barotropic, free-surface, primitive equation 
models with semi-implicit time differencing: 
a2,ft a¥ ay; 
-+K1(x)-+K2(x)--Ks(x)i/;=F(x,y), (1) 
ay2 ax2 ax 
is one of the most frequently encountered mathematical 
problems in the atmospheric sciences. In this paper, 
several typical elliptic equations which meteorologists 
must often solve are described and a very fast, accurate 
direct solution technique is presented which can be 
applied to these problems. In almost all applications, 
this method will be shown to yield remarkable benefits 
in computation time and accuracy when compared to 
the commonly used iterative methods (e.g., successive 
over-relaxation). 
Among the most frequently encountered elliptic 
equations in meteorology are the following: 
(i) Two-dimensional time integrations of stream-
function (!/;)-vorticity (\) models: an equation of the 
form 
V2i/t(x,y)= -.t(x,y), (2) 
a Poisson equation which is usually solved with 
Dirichlet boundary conditions. 
VH2h(x,y)-ah(x,y)=F(x,y), (3) 
a two-dimensional (horizontal plane) Helmholtz equa-
tion where h is the free surface height, a a coefficient 
which may or may not be variable, and F(x,y) a forcing 
function. This equation is usually solved with a com-
bination of Neumann and periodic boundary conditions. 
In the filtered meteorological equations, the diag-
nostic equations for the geopotential tendency and the 
vertical motion field (omega) are also of the form of (3). 
(iii) Primitive equation, stratified fluid models with 
semi-implicit time differencing: 
a
2P a[ aP] 
-+- X(z)- =F(x,y), 
ax2 az az 
(4) 
a modified Poisson equation, where P is the perturba-
tion pressure, X a stability parameter, and F a forcing 
function. This equation is usually solved with Neumann 
boundary equations. 
(iv) The linear balance equation: 
fV2ift+ VJ· Vi/;= v2cf!, (5) 
a modified Poisson equation which describes the rela-
tionship between the rotational wind component and 
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the geopotential field. It is widely used in initialization 
procedures to find an initial wind field ·when the 
geopotential is given. 
In addition, elliptic equations occur in the solution 
of variational problems associated with initialization. 
(Sasaki, 1970). 
Direct solution of elliptic equations through matrix 
manipulation is a fairly recent development in the 
field of numerical mathematics. Fourier transform 
methods (Hockney, 1965) are well known to many 
meteorologists and have been shown to yield consider-
able benefits in computer time saving when repeated 
solution of a Poisson or Helmholtz equation is required, 
such as in time integrations of the primitive equations 
(Williams, 1969). However, because the fast Fourier 
transform (Cooley and Tukey, 1965) can be applied 
only to a fairly restrictive system of equations, its use 
has not been too widespread. 
The block-cyclic reduction method, to be described 
here, was introduced by Buneman (1969), and is de-
scribed in considerable detail by Buzbee et al. (1970) 
and Sweet (1973a) for the various boundary conditions. 
While the description in this paper will be primarily 
directed at the direct solution of two-dimensional 
elliptic equations on rectangular domains, more com-
plicated problems of this type have recently received 
considerable attention. The direct solution of Poisson's 
equation on irregular regions has been described by 
Buzbee et al. (1971). Buzbee and Dorr (1974) discuss 
the solution of the biharmonic equation by direct 
methods. The solution of two-dimensional elliptic equa-
tions of the form of (1) in which the coefficients K 
may be functions of x and y (non-separable) has been 
described by Concus and Golub (1973) and Faulkner 
and Rosmond (1975). These methods require the 
iterative application of a direct solver. · 
The solution of three-dimensional elliptic equations 
is of considerable interest to meteorologists because of 
the necessity of solving this type of equation in cloud 
modeling problems and three-dimensional, semi-implicit 
time integrations of the primitive equations. Solution 
of a three-dimensional elliptic equation requires the 
repeated application of a two-dimensional solver, the 
number of applications being proportioned to L log2L, 
where L is the number of intervals in the third 
dimension. 
Martin (1973) has published a three-dimensional 
algorithm for solving the Dirichlet problem. In meteo-
rology, however, because three-dimensional problems 
usually yield a Poisson equation for the pressure or 
geopotential field, Neumann boundary conditions are 
more appropriate. The benefits of direct solution 
methods are most apparent with Neumann conditions 
because the singular nature of the resulting matrix 
equations makes iterative methods extremely slow to 
converge. Rosmond (1975) has developed a direct 
solution algorithm for solving the three-dimensional 
Poisson equation with Neumann boundary conditions. 
In the mathematical developments of the following 
sections, we shall not distinguish between Poisson and 
separable Helmholtz equations of the form of (1) 
because their differences are irrelevant insofar as the 
method is concerned. However, in practice the differ-
ences between them can be important because: 1) if the 
equation is non-separable, it cannot be solved with one 
application of a direct solver; and 2) if a Helmholtz 
equation is very diagonally dominant and a good 
first-guess solution is available, iterative methods con-
verge very rapidly and may be competitive with 
direct methods. We shall discuss this point further in 
Section 6. 
2. Matrix representation of Poisson equation 
In finite difference form (1) becomes 
if;(i, j+l)-21/;(i,j)+if;(i, j-1) 
Ay2 
Ki(i)[if;(i+l, j)-21/;(i,j)+if;(i-1, j)J 
+~~~~~~~~~~~~~~ 
AX2 




for i= 1, M,j= 1, N; or 




Ay)2 [AxK2(i) J A(i)= Ax 
2 
-K1(i) , (8) 
(
Ay)2 B(i) =2+ Ax [Ka(i)AX2+2K1(i)], (9) 
· (Ay)2 [ C(i)= Ax 
AxK2(i) J K1(i) , 
2 
(10) 
G(i,j)= -Ay2F(i,j). (11) 
The change in signs ts to yield matrix forms which 
follow conventional notation by having positive terms 
on the main diagonal. 
In matrix form (7) is 
DW= G, (12) 
representing a system of simultaneous linear equations. 
There are two ways to expand (12) into its component 
equations using matrix forms. The first method is to 
express Das a very sparse (MXN) 2 matrix and lJI' and 
G as column vectors with MXN elements (Dingle and 
Young, 1965). In principle, this form can be solved 
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by Gaussian elimination or some other form of matrix 
inversion. In practical problems, however, the quantity 
MXN is far too large to allow this method because of 
computer expense. 
The second way of expanding (12) is as follows: 
Define 
D= 
E -I O 
-I E -I o 












-I E NXN 
g;,2 
(13) 
'II'= : [~··' l tl!i.~-1 ' G= : [ ,' (14), (15) gi,N-1 
tlii,N gi,N 
B1 C1 0 0 A2 B2 C2 0 
0 Aa Ba Ca 0 
E= (16) 
0 A; B; C; 0 
0 0 AM-1 BM-1 CM-1 0 AM BM MXM 
Also, the individual components of the column vectors 
'II' and G given by (14) and (15) are themselves column 
vectors of order M. Also, 
1 0 0 0 1 0 
0 1 
I= (17) 
0 1 0 
0 0 1 0 0 1 MXM 
To show that the above forms combine to yield (7), 
we shall expand the matrix equations at one point, say 
i= 1, j= 1. From (13), (14) and (15) we write the ex-
pansion of the first row of (12), i.e., 
Et!!(i,1)-1 tl!(i,2)= g(i,1). (18) 
Since we want the equation for i= 1, we expand each 
term of (18) for this index. From (16) and (17) this 
yields 
B(l)tl!(l,l)+C (1) '1!(2,1)- tl!(l,2) = g(l,1). (19) 
If we compare (19) to (7), we see that if 
g(l,1)= G(l,1)-A (l)t!r(0,1)+ t!r(l,O), (20) 
the equations are identical. But these transferred terms 
are simply the boundary values we must provide to 
solve an elliptic equation with Dirichlet boundary 
conditions. Therefore, (13) is the appropriate form of 
the matrix D when we have Dirichlet boundary condi-
tions at J = 0 and J = N+ 1. In our example the matrix 
E is also appropriate for Dirichlet conditions at i= 0 
and i= M+ 1. However, because the terms of E are the 
variable coefficients of 1/1 in (7), by suitable modification 
of the coefficients at i= 1 and i= M, we can make E 
correspond to the matrix of coefficients for any non-
periodic boundary conditions at i= 0 and i = M + 1. 
We can use this fact to write quite general subroutines 
for solving equations of the form of (7). 
In Section 5, we shall present the forms that D 
assumes when we have Neumann or periodic boundary 
conditions atj=O andj=N+L 
3. Block-cyclic reduction 
To illustrate the method of direct solution by cyclic 
reduction, we use an example with N = 7. The reason 
for this value of N will become evident as we demon-
strate the reduction procedure. We use the matrices 
given in Section 2 for this example, already identified 
as those corresponding to Dirichlet conditions at 
the boundaries. The matrix equation corresponding 
to (12) is 
E -I o o o O o 11!;,1 
-I E -I 0 O O O tl!;,2 
o -I E -I O O O tl!;,a 
o o -I E -I o o tl!i,4 
o o 0 -I E -I 0 tl!;,5 
o 0 o O -I E -I tl!;,6 








We multiply the even indexed rows by E and add 
to this result the respective rows above and below the 
even indexed rows. The even index rows are replaced 
by the modified rows just computed. The new matrix 
equation is then 
E -I 0 0 0 0 0 tl!i,l 
0 E2-21 0 -I 0 0 0 tl!i,2 
0 -I E -I 0 0 0 1'!i,3 
0 -I 0 E2-21 0 -I 0 tl!i,4 
0 0 0 -I E -I 0 tl!i,5 
0 0 0 -I 0 E2-2J 0 tl!i,6 
0 0 0 0 0 -I E tl!i,7 
gi,l 
g;,1+ g;,3+ Eg;,2 
gi,3 
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Expanding the matrix for j = 4 we get the equation 
(E2-21)tk;,4-} ( ti;,2+ ti;,5)= g;,a+ g;,s+ Eg;,4, (23) 
an equation which contains only the eyen indexed i/;'s. 
For j= 2 and 6 similar expansions occur. Because of 
this result, we can write a reduced matrix equation for 
the even indexed tk's. This equation is 
[
E2-21 -I O ti;,2] 
-I E2-21 -i' ti;,4 
o -I E2-2I ti;,6 
[
g;,1+ g;,a+ Eg;,2] 
= g;,a+ g;,s+ Eg;,4 . (24) 
g;,s+ g;,1+ Eg;,6 
The odd-indexed equations make up a system we refer 
to as the "eliminated equations." 
It is immediately obvious that (24) is similar in form 
to (21) and that the reduction process can therefore 
be repeated. We write (24) as 
[ -~(!) -~(1) -~ l [t:] = [:i:~] · (25) O -I E<l) tii,6 gm 
Performing the reduction about the middle row, we have 
[(E<ll)2-21]·'" 4= g~ 1>+gP>+Eg<1l ~" i,2 i,6 i,4' 
or 
E<2>ti;,4=gf.~. 
To solve (27) we must factor the polynomial 
(26) 
(27) 
E<2>= (E<1l)2-21= (E2-2I)2-2I, (28) 
a fourth-order polynomial in E. Eq. (28) can be ex-
pressed as 
E<2l= (E-ai2>I)(E-a~2>J) 
X (E-a~2>J) (E-ai2>J). (29) 
To find the roots 0:1 we note from (28) that 
(30) 
as is easily shown by induction. This expression rs 
identical in form to the trigonometric identity 
Therefore, we write 
(31) 
Those familiar with orthogonal polynomials will recog-
nize the cosine function on the right-hand side of (31) 
as a Chebyshev polynomial of the first kind, C2r(2 cos</>) 
[Abramowitz and Stegun, 1965]. The zeros of this 
polynomial are 
[(2j-1) J a}'>= 2 COS 2r-H 1r , j=l, 2, .. ., 2'. (32) 
Thus, we have 
We now are able to calculate the values of the a<2l 
in (29) using (32). We proceed to solve (27) by noting 
that it can be written as 
(34) 
where 
{i,4= (E-a~2ll) (E-a~2>I)(E-ai2>I) ti;,4. (35) 
Equation (34) is solved by tri-diagonal, Gaussian elimi-
nation. We then repeat the Gaussian elimination pro-
cedure for the (E-a~2l) factor in (35), obtaining another 
intermediate solution vector. It is immediately apparent 
in· this example that four Gaussian eliminations are 
necessary to obtain 11!;,4. 
To continue the process of solution we expand (25) 
to obtain 
(36) 
Here E<1l is a second-order polynomial in E whose roots 
a?> are given by (32) for r= 1. To find 11!;,2, two Gaus-
sian eliminations are necessary. tii,6 is also found with 
two Gaussian eliminations performed on the equation 
E<1>11!;,5= gi,~+lti;,4. (37) 
With ti;,2, 11!;,4 and tii,6 known, the "eliminated" equa-
tions (those with odd indices) can be solved. Each of 
these is a simple matrix equation in E itself, therefore 
requiring only one Gaussian elimination per equation. 
For our N = 7 example, therefore, we require 12 Gaus-
sian eliminations to solve the system. For a system 
with N+ 1= 2k, it is easy to show that the number of 
Gaussian eliminations required is K(N+ 1)/2. This is 
the most important factor in determining the computa-
tional effort necessary to solve an elliptic equation by 
cyclic reduction. 
The requirement that N+ 1 be a power of 2 may be a· 
severe restriction on the applicability of the method. 
It is possible, however, to obtain linear combinations 
of the rows of (12) in a more general fashion than is 
described in Section 3, thereby making it possible to 
reduce the system of equations with more degrees of 
freedom for N. Sweet (1973b) describes such a general-
ized cyclic reduction algorithm in which N = 213m5n_ 1; 
l, m and n being arbitrary integer constants, and more 
recently, Sweet (personal communication) has devel-
oped an algorithm which removes all restrictions on N. 
4. The Bunelllan variant 
In the previous example, the right-hand side terms 
gt] were calculated in a straightforward fashion. While 
mathematically correct, Buzbee et al. (1970) have 
shown that the method, as presented above, is un-
stable. Test examples (Faulkner, unpublished) in-
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volving square domains (M =N), indicate that for 
N =31 the accuracy has decreased and the method is 
unstable for N>31, even when double precision is used 
on the IBM 360/67. 
Because of this limitation on array size, Buneman 
(1969) developed an alternative method of calculating 
the right-hand sides which retains the accuracy of the 
method for arbitrarily large N. We now describe this 
method. 
As we saw in Section 3, after each reduction cycle 
the right-hand side terms are of the form 
gf:/ 1>=gf:)-h+gf.7+h+E<r>grJ, h=2'. (38) 
Buneman introduced the relationship 
(39) 
where Pf:] and qf] are auxiliary vectors which must be 
computed. When (39) is introduced into (38), and (30) 
is used, we obtain the expression 
[(E<r))2-2JJP~r:tI>+q<r:t-I> t,J i,J 
= E<r>[p<r) + p~r) J+ [q<r) + q~r) J 
i,j-h i,J+h i,J-h i.i+h 
+ (E(r))2Pf.7+E(r)qfq. (40) 
We separate those terms which are multiplied by a 
matrix operator from those which are not, and after 
some manipulation obtain the two expressions 
per.+!)= p<r/+ (E<r>)-I[P~r) + p<r) +q<r>J (41) 
i,J i,J i,J-h i,J+h i,J ' 
(42) 
These two equations give recursion relations from 
which the arrays Pt] and qf.7 can be found. First we 
solve the series of matrix equations 
E<r>[p<r+ I)_ p~rl]= per) +per) + q~r) 1,J i,J t,;-h t,J+h i,J, 
r=O, 1, ... , K, (43) 
where 
E<0J=E, Pf.~>=o, and qf.~=gf.~=g;,j, 
and the E<r> are the polynomials which factors are 
given by (32). Eq. (43) is solved in exactly the same 
way as was (27), as described in Section 3. We then 
have 
Pf:/ 1l=[Pf:/ 1>-Pf.'JJ+Pf.'J, (44) 
and the solution of (42) is easily obtained. 
After the arrays Pf.7 and qi,'] are found, we have the 
matrix equations 
or 
E<r)[•'•; ·-per)]= qer/ 
'!! ,] i,j i,J' 
(4S) 
(46) 
which is solved by the previously described method. 
The final solution is then 
.r •.. - [·'· .. _per>]+ p<r) 
't:t,J- ~i.J i,j i.i. (47) 
It is possible to eliminate the Pf:] arrays between 
(41) and (42), leaving a recursion relation containing 
only the qt) arrays. This variant of the Buneman 
method is described by Buzbee, et al. (1970). It cuts 
the storage requirements in half but requires about 
twice as many additions in a computational algorithm. 
However, the extra computation time for these addi-
tions becomes negligible as N increases. 
5. Other boundary conditions 
The preceding discussion is relevant to the solution 
of elliptic equations with Dirichlet boundary conditions 
at j=O and j=N+l. The matrix D given by (13) is 
particular to these conditions and is readily amenable 
to the block cyclic reduction method of Section 3. We 
now examine the form of the matrix equations for other 
boundary conditions. 
a. Periodic boundary conditions 
We have 
and 
tk(i, N+ 1)= tk(i,1) 
tk(i,O) = tk(i,N). 
(48) 
(49) 
Following the notation of Section 3, the block matrix 
analogous to (13) is 
E -I O 
-I E. -I o 
-I 
0 
o -I "E ... -I 0 
0 
-I 0 
0 -I "E -I 
o -I E 
(SO) 
NXN 
where N = 2k. Buzbee, et al. (1970), describes the re-
duction procedure for this matrix. 
When (SO) is reduced, the final reduction polynomial 
has a root o: equal to 2.0. If the coefficient matrix Eis 
appropriate for a Poisson equation with Neumann or 
periodic boundary conditions, then the resulting matrix 
equation to be solved is singular. As is well known 
in this case, the solution can only be determined to 
within an arbitrary constant. Ill programming this 
algorithm, some care is necessary to check for a singular 
system and specifying the arbitrary constant if 
necessary. 
b. Neumann boundary conditions 
There are two ways of specifying Neumann condi-
tions. The first method is appropriate for unstaggered 
grid problems such as the solution of (2) for the stream-
function. We let 
'1'.(i, N+ 1)= '1'.(i, N-1)+2ily· DR(i), (Sl) 
1"(i,0)=1"(i,2)-2ily·DL(i), (S2) 
where DR[i] and DL(i) are the values of the normal 
derivative of ti at j = 1 and j = N respectively, and ily 
is the grid interval in the j direction. 
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The block matrix form for this case is 
Dneu 
E -21 O 
-I E. -I 0 
0 
0 
-(·E .. -1 O 







where N = 2k+ 1. The reduction of this matrix is de-
scribed by Buzbee et al. (1970). 
As is well known, the solution of Poisson's equation 
with Neumann conditions on all boundaries can be 
determined only to within an arbitrary constant. In 
this case the matrix (53) is a singular matrix, and it is 
handled in exactly the same way as described for 
periodic boundary conditions. 
A second form of Neumann boundary conditions is 
on a staggered grid [Eq. (4) is frequently of this type]. 
iii' 
'Cl 








In this case we have 




where DR(i) and DL(i) are the normal derivatives 
defined on the intervals between j = N + 1 and N and 
j=O and 1, respectively. 
The block matrix form for this case is 
E-1 -I O 
-I E -I 0 
o -I E -I 0 
o -I E -I 
o -I E-1 
(56) 
NXN 
where again N = 2k+ 1. Sweet (1973a) describes the 
reduction of this matrix. As with the other case of 
4 
LGa1ll+l) 
Fm. 1. Dirichlet boundary conditions. 
















FIG. 2. Neumann boundary conditions. 
Neumann conditions, the matrix D is singular and the 
solution is determined to within an arbitrary constant. 
6. Comparison with SOR and discussion 
Leslie and McAvaney (1973) have discussed the 
relative speeds of many different methods, both itera-
tive and direct, for solving Helmholtz-type equations. 
Dorr (1970) also discusses the efficiency of iterative 
versus direct methods in terms of operation counts. We 
shall therefore not present a comparison of the direct 
method described in this paper with all of the possible 
alternatives. However, we shall compare this method 
with successive over-relaxation (SOR) because, in spite 
of the clear theoretical advantages of the direct method 
over SOR, potential users are still hesitant to abandon 
their iterative methods until they have seen a graphic 
demonstration of the savings possible. 
Figure 1 is a graph showing relative speeds for the 
solution of (7). We assume a square domain, i.e., 
M =N, and let LiX = LiY. In the SOR solution the over-





as given by Frankel (1950). 
The SOR iterations were stopped when the maximum 
residual was less than LOX 10-5 [solution values of 
0(1)]. For N+ 1= 128 this required 264 iterations, 
so the computational expense is not to be ignored. 
Figure 2 shows the relative solution times of (7) 
with Neumann conditions on all boundaries using the 
formulation of Miyakoda (1962). There is no clear 
statement of what the optimum over-relaxation coeffi-
cient for the Neumann problem should be, but experi-
ence shows that somewhat larger values than for the 
648 MONTHLY WEATHER REVIEW VOLUME 104 
Dirichlet problem give the fastest convergence. There-
fore, the relationship 
w= 2.0/ (1 + siil'lr /2N) (58) 
was used. This was chosen rather arbitrarily, but it 
gave faster convergence than either N or 3N in the 
denominator of the sine function argument. Careful 
tuning by numerical experimentation would probably 
find more optimum values, but the convergence rates 
would still be much slower than for Dirichlet boundary 
conditions. 
We again terminated the iterative solution when the 
maximum residual was less than 1.0X 10-5• As ex-
pected, the direct solution shows even greater ad-
vantage over SOR for Neumann boundary conditions. 
In addition, the direct solution results are correct to 
machine accuracy. Keller (1965) gives some conditions 
for the convergence of iterative schemes such as SOR 
when the matrix is singular. It was not dear how to 
define his iteration matrix and no comparisons were 
made for this case. 
It should be noted that in some marching problems 
a good first estimate for the solution may be available, 
and in this case fewer iterations are needed for SOR, 
so it is more competitive. This does not alter the con-
vergence criteria, however, but only the number of 
iterations to effect it. 
In both these examples a Poisson equation was solved. 
However, the introduction of a Helmholtz term can 
change the behavior of SOR convergence considerably. 
For example, a Helmholtz term will usually eliminate 
the singular nature of the Neumann solution and 
therefore, may accelerate convergence. If ka(x) in (1) 
is positive, then the matrix ~quations are more diago-
nally dominant than for a Poisson equation and con-
vergence is enhanced. If ka(x) in (1) is negative, how-
ever, the reverse. is true, and as the absolute value of 
this term increases convergence of SOR is slowed, and 
if it becomes large enough the elliptic nature of the 
equation is lost and the method diverges. The cyclic 
reduction method, on the other hand, is quite insensitive 
to the degree of diagonal dominance of the matrix 
equations. In Section 5 the cases of singular systems 
arising from Poisson equations with Neumann or 
periodic boundary conditions were described. If such 
a singular system is anticipated, it can be solved with 
special treatment. It is possible, however, for a Helm-
holtz equation with Dirichlet boundary conditions to be 
singular in special cases of k3 (x) in (1) being less than 
zero. If such a singularity is not anticipated erroneous 
results will occur. However, the method is very stable 
even for very nearly singular systems, whether the 
matrix is positive definite or not. In numerical experi-
ments, it was necessary to use double precision arith-
metic on an IBM 360/67 to locate eigenvalues which 
would caus'e any noticeable effect on the answers, and 
even then residuals remained quite small. Of course, 
this does not eliminate the need for caution when such 
singularities can occur. 
All computations were performed on a Control Data 
7600 at the Lawrence Berkeley Laboratory, Berkeley, 
Calif., and an IBM 360/67 at the W. R. Church 
Computer Center, Naval Postgraduate School, Monte-
rey, California. 
7. Summary 
The algorithms described in this paper have been 
programmed in FORTRAN by Roland Sweet of the 
National Center for Atmospheric Research (NCAR). 
The subroutines are designated as POISXX, where the 
last two letters vary depending on the boundary condi-
tions. For example POISDN solves a Poisson equation 
with Dirichlet conditions in the j direction and Neu-
mann conditions in i. These routines must have the 
number of intervals in the j direction equal to a power 
of 2, but the number of intervals in the i direction is 
arbitrary. They are written for. constant coefficients 
in the Gaussian elimination procedure. 
Sweet has also written a subroutine called POIS 
which solves a general elliptic equation for any com-
bination of boundary conditions. For this routine the 
number of intervals in one direction may be N = 2P3q5r. 
The coefficients in the Gaussian elimination scheme 
·may vary in this subroutine. Swarztrauber and Sweet 
(1973) have used POIS to write subroutines which solve 
the discrete Poisson equation on a disk and a sphere. 
All of these routines and several others are described 
in NCAR Technical Note IN/IA-109 and are available 
from the NCAR facility. 
Rosmond and Faulkner of the Navy's Environmental 
Prediction Research Facility (EPRF) have modified 
the POISXX routines to allow variable coefficients in 
the Gaussian eliminations. These routines, as well as 
those of Sweet and Swarztrauber, have been used 
extensively by EPRF and Fleet Numerical Weather 
Central (FNWC) in their operational weather pre-
diction program. Increased accuracy and considerable 
computer time savings have resulted from their use. 
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