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1. INTRODUCTION
We consider a system of two seemingly unrelated regression (SUR)
equations initially introduced by Zellner [6, 7],
yi=Xibi+ei (i=1, 2), (1.1)
where in the ith equation yi is n×1 vector of observations; Xi is n×pi
matrix with rank pi; bi is pi×1 vector of unknown coefficients; and ei is
n×1 vector of disturbances. The rows of (e1, e2) are assumed to be inde-
pendently distributed, each has a bivariate normal distribution N2(0, S),
where S=(sij) is a 2×2 unknown positive definite matrix and s12 ] 0. We
further assume that n−p1−p2 > 4 so that valid inference on parameters
can be made. We focus on estimating the regression coefficients b1; b2 can
be estimated accordingly.
Mixing the two equations in (1.1) yields an ordinary linear model
y=Xb+e, (1.2)
where
y=Ry1
y2
S , X=RX1 0
0 X2
S , b=Rb1
b2
S , e=R e1
e2
S .
The disturbances e has mean vector 0 and dispersion matrix S é I, where
é denotes the Kronecker product of matrices. The best linear unbiased
estimate of b, obtained from the augmented model (1.2), is then
b(S)=(b −1(S), b
−
2(S))Œ=(XŒ(S−1 é I) X)−1 XŒ(S−1 é I) y. (1.3)
This estimate is, however, not feasible because S is not known. Replacing
the unknown S by its unrestricted estimate (Zellner [7], Revankar [4]) 1n S
where
S=(sij)=YŒ(I− X˜(X˜ŒX˜)− X˜Œ) Y, (1.4)
with Y=(y1, y2), X˜=(X1, X2), yields the two-stage Aitken estimate of b
b(S)=(b −1(S), b
−
2(S))Œ=(XŒ(S−1 é I) X)−1 XŒ(S−1 é I) y. (1.5)
Since S is a consistent estimate of S, asymptotically the two-stage esti-
mate b1(S) in (1.5) is more efficient than the ordinary least squares estimate
b1=(X
−
1X1)
−1 X −1y1. (1.6)
For small n, however, this may not be true (see (1.10) below), and for how
large n that the superiority of b1(S) over b1 continues to hold is not known.
Under the assumption that the column space of X1 is orthogonal to that
of X2, i.e., X
−
1X2=0, Zellner [6, 7] showed that the two-stage Aitken
estimate b1(S) of b1 reduces to a much simpler form as
b1=b1−
s12
s22
(X −1X1)
−1 X −1y2. (1.7)
Revankar [4, 5] showed that if X2 is a proper subset of X1, then b1(S) is
simplified as
bˆ1(S)=b1−
s12
s22
(X −1X1)
−1 X −1N2y2, (1.8)
where throughout this paper, Pi and Ni are defined as
Pi=Xi(X
−
iXi)
−1 X −i, Ni=I−Pi. (1.9)
Note that Pi and Ni both are idempotent matrices, orthogonal to each
other (Rao [3]).
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Revankar [4] further showed that the dispersion matrix of (1.8) is
cov[bˆ1(S)]=s11(X
−
1X1)
−1−s11 5r2−1−r2nŒ−2 6 (X −1X1)−1 X −1N2X1(X −1X1)−1,
(1.10)
where nŒ=n−p1( > 2), and r=s12/(s11s22)1/2, the correlation coefficient
between y1 and y2.
bˆ1(S) and b1 both are unbiased estimates of b1, regardless of the two
design matrices X1 and X2. For a fixed r, bˆ1(S) is more efficient than b1 if
nŒ−1 > 1/r2.
The paper is arranged as follows. In Section 2 we present some prelimi-
nary results on the unrestricted estimate S. In Section 3 we further simplify
the two-stage Aitken estimate b1(S) under more general structures. In
Section 4 we derive sufficient conditions under which the simplified esti-
mate is more efficient than the ordinary least squares estimate.
2. SOME PRELIMINARY RESULTS
In this section we derive some preliminary properties of the unrestricted
estimate S defined in (1.4). These results are used to study the performance
of the estimates.
Lemma 2.1. Let r be the rank of the matrix X˜=(X1, X2). Define
n˜=n−r. (2.1)
Then S has a Wishart distribution W2(n˜, S) and sij is independent of X
−
1y1
and X −1N2y2. Hence sij is also independent of P1N2y2 and X
−
1N2N1y1.
Proof. The proof follows immediately since the disturbances are
normally distributed. See Rao [3] and Muirhead [1]. L
Lemma 2.2. For the 2×2 matrix S=(sij) in (1.4)
s12
s11
=s−
1
2
11 s
1
2
22
1r+`1−r2
`n˜
t1 2 , (2.2)
s12
s22
=s
1
2
11s
−12
22
1r+`1−r2
`n˜
t2 2 , (2.3)
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where ti (i=1, 2) has a Student’s t-distribution with n˜ degrees of freedom
(see Rao [3]).
Proof. We first show (2.2). Define
C=
1
`1−r2
Rs−1211 `1−r2 −rs−1211
0 s−
1
2
22
S . (2.4)
Then
CŒSC=I. (2.5)
Further let
A=CŒSC. (2.6)
Then A has a Wishart distribution W2(n˜, I). Following the well known
Bartlett’s decomposition (see Muirhead [1]), put A=TŒT, where
T=R t11 t12
0 t22
S . (2.7)
Then the tij’s are independent and t12 ’ N(0, 1), t11 ’ q2n˜, and t22 ’ q2n˜−1. It
follows from the equation TŒT=CŒSC that
t211=s11s
−1
11 , (2.8)
t12t11=
1
`1−r2
(s12s
−12
11 s
−12
22 −s11rs
−1
11 ). (2.9)
Hence,
t12
t11
=
1
`1−r2
1s 1211s−1222 s12s11−r2 , (2.10)
that is,
s12
s11
=s−
1
2
11 s
1
2
22
1r+ t12
t11/n˜
`1−r2
n˜
2 . (2.11)
Let t1=t12/(t11/n˜). Then t1 has a Student’s t-distribution with n˜ degrees of
freedom. This proves (2.2).
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Proof of (2.3) follows similarly by substituting D for C, where
D=
1
`1−r2
R 0 s−1211
s
−12
22 `1−r2 −rs
−12
22
S . (2.12)
Moments of a Students’s t-distribution are well known (see Patel et al.
[2]). They are presented in Lemma 2.3. L
Lemma 2.3. Let tn˜ be a Student’s t-distribution with n˜ degrees of
freedom. Then for any k < n˜,
E[tkn˜]=˛ n˜2/k 1 · 3 · 5 · · · (k−1)(n˜−2)(n˜−4) · · · (n˜−k), k being even
0, k being odd.
Using Lemmas 2.2 and 2.3 one can easily obtain any moments of s12/sii
(i=1, 2). We list some moments used later in the present paper:
E 5s12
sii
6=s12
sii
(i=1, 2), (2.13)
E 51 s12
s22
226=s11
s22
r2+
s11
s22
(1−r2)
1
n−r−2
. (2.14)
3. SIMPLER VERSION OF TWO-STAGE ESTIMATES
We now derive a simpler version of two-stage estimates (1.5) under a
very general structure. This simpler version allows us to study the perfor-
mance of such estimates in a more detailed way in Section 4.
Theorem 3.1. Let the two-stage estimate b1(S) be defined as in (1.5),
and Pi and Ni (i=1, 2) as in (1.9). Define
b˜1(S)=b1−
s12
s22
(X −1X1)
−1 X −1N2y2+rˆ
2(X −1X1)
−1 X −1N2N1y1, (3.1)
where b1 is the ordinary least squares estimate of b1, rˆ=s12/(s11s22)1/2 is the
sample correlation coefficient between the two observable variables y1 and y2.
Then b˜1(S)=b1(S) if and only if
P1P2P1N2=0. (3.2)
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Proof. The two-stage Aitken estimates b1(S) and b2(S) in (1.5) satisfy
the equation
XŒ(S−1 é I) X Rb1(S)
b2(S)
S=XŒ(S−1 é I) y, (3.3)
that is,
R s22X −1X1 −s21X −1X2
−s12X
−
2X1 s11X
−
2X2
SRb1(S)
b2(S)
S=R s22X −1 −s21X −1
−s12X
−
2 s11X
−
2
SRy1
y2
S .
Left-multiplying both sides of the above equation by the matrix
R I s12s11 X −1X2(X −2X2)−1
0 I
S
yields
1 s22X −1X1−s212s11 X −1P2X1 2 b1(S)=s22X −1y1−s12X −1N2y2
+
s212
s11
X −1N2N1y1−
s212
s11
X −1y1+
s212
s11
X −1N2P1y1.
(3.4)
Note that b˜1(S)=b1(S) if and only if b˜1(S) is a solution for b1(S) to
Eq. (3.4). Replacing b1(S) in (3.4) by the right side of Eq. (3.1) we obtain
X −1P2P1y1−
s12
s22
X −1P2P1N2y2+
s212
s11s22
X −1P2P1N2N1y1
=X −1y1−X
−
1N2P1y1. (3.5)
Since P2+N2=I, and X
−
1P1=X
−
1, (3.5) becomes
X −1P2P1N2y2=
s12
s11
X −1P2P1N2N1y1,
that is,
1 s12
s11
X −1P2P1N2N1, −X
−
1P2P1N2 2 y=0. (3.6)
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Hence b˜1(S)=b1(S) if and only if (3.6) holds. It remains to show that (3.2)
is a necessary and sufficient condition for (3.6).
Sufficiency. Suppose (3.2) holds, i.e., P1P2P1N2=0. Then X
−
1P2P1N2
=0, and hence Eq. (3.6) holds.
Necessity. Suppose (3.6) holds. Define
d=1 s12
s11
X −1P2P1N2N1, −X
−
1P2P1N2 2 y,
the left side of Eq. (3.6). Then E[d]=0, and cov[d]=0. Note that sij is
independent of both P1N2N1y1 and P1N2y2. It follows that the dispersion
matrix of d is
0=cov[d]=E[ddŒ]=E{E[ddŒ | sij]}
=1E 5s12
s11
6 X −1P2P1N2N1, −X −1P2P1N2 2 (S−1 é I)
×RE 5s12s116 N1N2P1P2X1
−N2P1P2X1
S
=1s12
s11
X −1P2P1N2N1, −X
−
1P2P1N2 2 (S−1 é I) Rs12s11 N1N2P1P2X1
−N2P1P2X1
S .
It follows that X −1P2P1N2=0, since S is a positive definite matrix. This
completes the proof.
If X2 is a subset of X1, then P2P1=X2(X
−
2X2)
−1 X −2P1=X2(X
−
2X2)
−1 X −2
=P2, implying P1P2P1N2=0. If X
−
1X2=0, then (3.2) obviously holds.
Hence the structures of the two design matrices X1 and X2, considered by
Zellner [6, 7] and Revankar [4], are special cases of (3.2).
4. FINITE SAMPLE EFFICIENCY OF
THE TWO-STAGE ESTIMATES
In this section we study the relative finite sample efficiency of the two-
stage estimate (3.1), as compared to the ordinary least squares estimate b1.
Since all the estimates of interest are unbiased estimates, we need only
compare their dispersion matrices.
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Using Lemma 2.1 of Section 2 and by straightforward calculation we
obtain
cov[b˜1(S)]=E[(b˜1(S)−b1)(b˜1(S)−b1)Œ]
=E{E[(b˜1(S)−b1)(b˜1(S)−b1)Œ | S]}
=cov[b1]−s11 1r2−1−r2nŒ−2 2 (X −1X1)−1 X −1N2X1(X −1X1)−1
−s11 12 s12
s11
E 5 s312
s11s
2
22
6−E 5 s412
s211s
2
22
62
×(X −1X1)
−1 X −1N2N1N2X1(X
−
1X1)
−1
=cov[b1]−s11(X
−
1X1)
−1 X −1N2 DN2X1(X
−
1X1)
−1,
where
D=1r2−1−r2
nŒ−2
2 I+lN1, (4.1)
with
l=2
s12
s11
E 5 s312
s11s
2
22
6−E 5 s412
s211s
2
22
6 . (4.2)
Note that D is a symmetric matrix with eigenvalues either r2−(1−r2)/
(nŒ−2) or l+r2−(1−r2)/(nŒ−2). We therefore conclude that under the
following two conditions,
n \ p1+
1
r2
+1, (4.3)
and
l=2
s12
s11
E 5 s312
s11s
2
22
6−E 5 s412
s211s
2
22
6 \ 0, (4.4)
the two-stage estimate b˜1(S) is at least as efficient as the ordinary least
squares estimate b1. This is so since under these two conditions, D is non-
negative definite and hence cov[b˜1(S)]− cov[b1] is non-postitive definite.
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It is worth noting that (4.3) is a sufficient condition that Revankar’s [4]
estimate is more efficient than the ordinary least squares estimate.
Condition (4.4) is practically difficult to verify. We now derive some
simpler sufficient conditions under which b˜1(S) is superior to b1.
Theorem 4.1. The estimate b˜1(S) is at least as efficient as b1 if
n \ p1+p2+
3
r
8
3
+4. (4.5)
Proof. Obviously (4.5) implies (4.3) since 0 [ r [ 1. We now show that
(4.5) implies l > 0. Let r and n˜ be defined as in Lemma 2.1. It follows from
(2.2) and (2.3) that
s312
s11s
2
22
=
s12
s11
1 s12
s22
22
=s−
1
2
11 s
1
2
22
1r+`1−r2
`n˜
t1 25s 1211s−1222 1r+`1−r2`n˜ t2 26
2
=s
1
2
11s
−12
22
5r3+`1−r2
`n˜
r2t1+2r2
`1−r2
`n˜
t2
+2r
1−r2
n˜
t1t2+r
1−r2
n˜
t22+11−r2n˜ 2
3
2
t1t
2
2
6 ,
and
s412
s211s
2
22
=1 s12
s11
22 1 s12
s22
22
=5s−1211 s 1222 1r+`1−r2`n˜ t1 26
2 5s 1211s−1222 1r+`1−r2`n˜ t2 26
2
=r4+2r3
`1−r2
`n˜
t1+r2
1−r2
n˜
t21
+2r3
`1−r2
`n˜
t2+4r2
1−r2
n˜
t1t2+2r 11−r2n˜ 2
3
2
t21t2
+r2
1−r2
n˜
t22+2r 11−r2n˜ 2
3
2
t1t
2
2+11−r2n˜ 22 t21t22.
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Note that t1 and t2 have the same distribution as tn˜ and E[tn˜]=0, we have
l=2
s12
s11
E 5 s312
s11s
2
22
6−E 5 s412
s211s
2
22
6
=2r 1r3+3r2 `1−r2
`n˜
E[tn˜]+r
1−r2
n˜
E[t2n˜]
+2r
1−r2
n˜
E[t1t2]+11−r2n˜ 2
3
2
E[t1t
2
2]2
−1r4+4r3 `1−r2
`n˜
E[tn˜]+2r2
1−r2
n˜
E[t2n˜]+4r
2 1−r
2
n˜
E[t1t2]
+2r 11−r2
n˜
2 32 E[t21t2+t1t22]+11−r2n˜ 22 E[t21t22]2
=r4−11−r2
n˜
22 E[t21t22]−2r 11−r2n˜ 2
3
2
E[t21t2]. (4.6)
Use the Cauchy–Schwarz inequality and Lemma 3.3 to obtain
E[t21t
2
2)] [ (E[t41] E[t42])
1
2=E[t4n˜]=
3n˜2
(n˜−2)(n˜−4)
,
and
E[|t21t2 |] [ (E[t41] E[t22])
1
2=(E[t4n˜] E[t
2
n˜])
1
2=
`3 n˜3/2
(n˜−2)`n˜−4
.
Replacing the two expectation terms in (4.6) by their upper bounds derived
above yields
l \ r4−11−r2
n˜
22 3n˜2
(n˜−2)(n˜−4)
−2 |r| 11−r2
n˜
2 32 `3 n˜3/2
(n˜−2)`n˜−4
> r4−
3
(n˜−2)(n˜−4)
−
`3
(n˜−2)`n˜−4
> r4−
3`3
(n˜−4) 32
. (4.7)
The second inequality in (4.7) holds since 0 [ 1−r2 [ 1, and 2 |r|(1−r2)1/2
=2`r2(1−r2) [ 1; the last inequality holds since n˜−2 > n˜−4 >`n˜−4 ,
and 3+`3 < 3`3 .
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TABLE I
Values of n0 for Selected r and p
r 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
n0 1397 224 79 39 24 16 12 10 8
Now suppose (4.5) holds. Since r=rank(X˜) [ p1+p2, it follows that
n˜=n−r \ n−(p1+p2) \
3
r
8
3
+4, (4.8)
that is,
3`3
(n˜−4) 32
[ r4.
Hence l > 0. This completes the proof.
Let n0=3/r8/3+4. The corresponding values of n0 based on (4.5) for
selected values of r are shown in Table I.
It is noted that small r corresponds to large n. The range of r over which
b˜1(S) performs better than b1 narrows down as the sample size n gets
smaller. If n is fixed, we may decide roughly the range of r over which
b˜1(S) performs better. On the other hand, for a given r, the estimate b˜1(S)
becomes more efficient than b1 as n increases. In practical situation when
the sample size n is moderate, the choice between b˜1(S) and b1 may, in
general, base on a prior test for r.
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