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We identify the asymptotic behavior of the estimators proposed by Rojo and Samaniego (1993) and Mukerjee (1996) of a distribution F assumed to be uniformly stochastically smaller than a known baseline distribution G. We show that these estimators are p n{convergent to a limit distribution with mean squared error smaller than or equal to the mean squared error of the empirical survival function. By examining the mean squared error of the limit distribution, we are able to identify the optimal estimator within Mukerjee's class under a variety of di erent assumptions on F and G. Similar theoretical results are developed for the two sample problem where F and G are both unknown. The asymptotic distribution theory is applied to obtain con dence bands for the survival function F based on published data from an accelerated life testing experiment.
Introduction. Uniform stochastic ordering (USO) is a relation between
random variables, or between their cumulative distribution functions, which quanti es the idea that the value taken by one variable tends to be smaller than the value taken by the other. There are many ways to model this idea.
Uniform stochastic ordering, which we will denote by X (+) Y or as F (+) G, where X F and Y G, is characterized by the monotonicity of the ratio F(x)= G(x) over the support set S G of the distribution G, where F = 1 ? F and G = 1 ? G. We say that F (+) G if and only if F(x)= G(x) is nonincreasing on S G . Among the many extant notions of ordering between distributions (see Shaked and Shanthikumar (1994) for a comprehensive discussion), uniform stochastic ordering has a particular relevance in the elds of reliability and survival analysis. It is easily shown that, in the absolutely continuous case where F and G have densities f and g, F (+) G is equivalent to the ordering of the respective failure rates, that is, F (+) G ,
G(x) 8x 2 S F S G :
(1.1) Thus, when F (+) G is known, we have a circumstance in which items having distribution F have a higher propensity to fail than items having distribution 1 G. Because of the equivalence of (1.1) and the basic USO de nition in the absolutely continuous case, the ordering is often called \the hazard rate ordering". It is known (see Ross (1983) ) to be a stronger form of ordering than ordinary stochastic ordering (F st G i F(x) G(x) 8x 2 S F S G ) and to be a weaker ordering than likelihood ratio ordering (F`r G i f(x)=g(x) is nonincreasing for x 2 S G S F ).
There has been considerable recent interest in uniform stochastic ordering, both from the mathematical and the statistical perspectives. The relationship between USO and other ordering notions, and various implications of a USO assumption, have been explored in papers by Yanagimoto and Sibuya (1972) , Whitt (1980) , Keilson and Sumita (1982) , Bagai and Kochar (1986) and Boland, El{Newehi and Proschan (1994) . An excellent exposition of these and related results may be found in Shaked and Shanthikumar (1994) . Statistical papers include Caperaa's (1988) treatment of a nonparametric testing problem, Dykstra, Kochar and Robertson's (1991) derivation of the likelihood ratio test for equality of distributions against a USO alternative, Rojo and Samaniego's (1991, 1993 ) studies of consistent estimation of a distribution F subject to a USO constraint and Mukerjee's (1996) treatment of the estimation of the pair (F; G), with F (+) G, based on independent samples from F and G. The latter four papers deal with estimators of distributions which obey USO constraints; while certain convergence questions are treated there, none of the cited work considers the delicate matter of an asymptotic distribution theory for the estimators in question. The purpose of this paper is to tackle these open questions in the contexts studied by Rojo and Samaniego (1993) and Mukerjee (1996) .
The particular problem of interest in Section 2 may be described as follows. A random sample X 1 ; :::; X n is drawn from a distribution F on 0; 1), where F is unknown, but is subject to the constraint F (+) G, with G a known distribution on 0; 1). This problem arises in situations in which testing is done under two sets of conditions, one carefully controlled (in the laboratory, for example), yielding e ectively unlimited data governed by G, and the other uncontrolled (in the eld, for example) yielding a data set of modest size governed by F. In that context, Rojo and Samaniego proposed, as an estimator of the survival function F 1 ? F, the function^ F n (x) = inf fy:0 y xg G(x) F n (y) G(y) ; (1.2) where F n is the empirical survival function (esf). They showed thatF n (+) G, and showed that strong uniform consistency of^ F n as an estimator of F follows.
They also showed that sup 0 x j^ F n (x) ? F(x)j sup 0 x j F n (x) ? F(x)j:
(1.3)
We prove that, except in a trivial case, we have strict inequality with positive probability. It is not true that for each x, j^ F n (x) ? F(x)j j F n (x) ? F(x)j (see the example after Theorem 2.1). However, we are able to prove that, asymptotically,^ F n is more accurate than F n . Next, we prove that n 1=2 (^ F n (x) ? F(x)) : x 0 converges weakly to a certain stochastic process fL(x) : x 0g. As is well known n 1=2 ( F n (x) ? F(x)) : x 0 converges weakly to f?W(F(x)) : x 0g, where fW(u) : 0 u 1g is a Brownian bridge. We show that for each x > 0 and each t > 0, PrfjL(x)j tg PrfjW (F (x))j tg:
This enables us to provide conservative approximate con dence bands around the estimator^ F n , that is, con dence regions which tend to achieve con dence levels somewhat higher than the nominal levels employed in their construction.
If both F and G are discrete distributions, then in some cases we obtain that for each t > 0, PrfjL(x)j tg < PrfjW (F (x))j tg:
The MSE of the limit distribution can be reduced by as much as 50 % of that of F n . On the other hand, if both F and G are continuous, then for each x > 0 and each t > 0 PrfjL(x)j tg = PrfjW (F (x))j tg:
However, L(x) could have non{zero mean. Thus,^ F n has the same asymptotic MSE as F n ; but it is not necessarily asymptotically unbiased. Mukerjee (1996) proposed an estimator in the two sample problem that also can be used in the one sample case, using G itself instead of an estimate of G.
Given 2 0; 1], let F ;n (x) = inf y:0 y x F n (y)((1 ? ) F n (x) + G(x)) (1 ? ) F n (y) + G(y) :
(1.4) When = 0, we have F n (x);^ F 1;n is the Rojo and Samaniego estimator. We give the asymptotic distribution of this estimator for general . We also nd the giving a limit distribution with the smallest MSE. If both F and G are discrete distributions, this estimator does not improve upon the Rojo and Samaniego estimator. In one case, the MSE of the limit distribution has a strict minimum at = 1. However, when both F and G are continuous distributions, the MSE is minimized for = F(x) F(x)+ G(x) . Thus, in this situation the preferred estimator is inf y:0 y x 2 F n (y) G(x) F n (x) G(x) F n (y) + G(y) F n (x) : (1.5) This estimator can reduce the MSE of the limit distribution by as much as 25 %.
In Section 3, we turn our attention to the asymptotic distribution theory associated with Mukerjee's (1996) estimators of F and G when it is known that F (+) G and independent random samples are available from both F and G.
After obtaining the relevant asymptotic distributions, we derive the general form of the optimal estimator within Mukerjee's class and identify conditions under which Mukerjee's recommended estimator within this class is in fact optimal.
In the nal section, we put the asymptotic distribution theory developed in Section 2 to use in providing con dence bands for the survival function F based on data from an accelerated life test on Kevlan/epoxy pressure vessels. We close by making a few remarks about the extent to which similar asymptotic results obtain under random censoring, and by discussing the application of our asymptotic results to testing problems involving the constraint F (+) G.
The proofs of all theoretical results in the sequel have been relegated to the Appendix.
2. Asymptotic distribution theory in the one sample problem. In this section, we will derive the asymptotic distribution of the Rojo-Samaniego estimator^ F n in (1.2) based on a random sample drawn from F, where F (+) G with G known. We assume throughout that F and G are supported on 0; 1), and we denote the least upper bounds of their support by t F = sup t : F(t) > 0 and t G = sup t : G(t) > 0 (2.1) respectively. Since F (+) G, we have that t F t G . We will make repeated use of the following additional notation: let
for x 2 0; t G ):
The constraint that F (+) G is equivalent to the assumption that H is nonincreasing in 0; t G ). Further, we de ne the function`as (x) = inf fy : H(y) = H(x)g ; x 2 0; t G ):
When H is strictly decreasing, we have`(x) x; in this case, we will demonstrate that^ F n and F n are asymptotically equivalent. Finally, for x 2 0; t G ), de ne the set A(x) as A(x) = F(y) : y x; H(y) = H(x) F(y?) : y x; H(y?) = H(x) :
As we will see, the character of the set A(x) for x 2 0; t G ) has a strong in uence on the limiting distribution of the process p n ^ F n (t) ? F(t) : t 2 0; t G ) . Although, the general form of the set A(x) can be very complicated, we can determine the form of the set A for continuous and for discrete distributions. If X and Y have continuous cdf's, then fy x : H(y) = H(x)g = l(x); x] and A(x) = F(x); F (`(x))]. If X and Y are discrete r.v.'s with nite support fx 1 < < x m g, where 0 = x 0 < x 1 < < x m , then there are positive integers i k such that H(x i?1 ) > H(x i ) = H(x) and x i x k x < x k+1 ; and A(x) = f F(x j ) : x j x; H(x j ) = H(x)g:
In studying the asymptotic behavior of^ F n (x), we will restrict attention to x 2 0; t F ) since, for x 2 t F ; t G ), F n (x) = F n (x) = F(x) = 0:
Our treatment of the Rojo{Samaniego estimator begins with a re nement of a result on the relative accuracy of^ F n and F n . Rojo and Samaniego (1993) It is not true that the inequality j^ F n (x) ? F(x)j j F n (x) ? F(x)j holds for every x 0. Suppose, for example, that F = G; with each distribution placing mass 1/3 at x = 1; 2; 3. Then,^ F n (x) = min(3 ?1 ; 2 ?1 F n (1); F n (2)). If a sample of size n = 4 yields f1; 1; 1; 3g; so that F n (1) = F n (2) = 2 ?2 , then j^ F n (2) ? F(2)j = 5=24 > 1=12 = j F n (2) ? F(2)j.
Next, we consider the asymptotic theory of the Rojo{Samaniego estimator.
As is well known, fn 1=2 (F n (x) Hence, by uniform integrability, the moments of n 1=2 (^ F n (x) ? It follows from the result above that a conservative 100(1 ? )% con dence interval for F(x) is given bŷ
where Pr Z z =2 = =2 and Z is a standard normal r.v. Suppose that F and G are discrete distributions giving probability one to the points x 1 < < x m . It follows from the previous theorem that if H(x i ) > H(x i+1 ) for each i, then n 1=2 (^ F n (x) ? F n (x)) Pr ?! 0. Otherwise for some x's, the limit distribution of n 1=2 (^ F n (x) ? F(x)) has smaller MSE than the limit distribution of n 1=2 ( F n (x) ? F(x)). If F and G are continuous and`(x) = x, the asymptotic distribution of^ F n is that of F n ; if, however,`(x) < x, then^ F n is not asymptotically normal.
We now expand our focus to consider estimators of F of the form considered by Mukerjee (1996) . Let^ F ;n (x) be the estimator given in (1.4). By the de nition of the Rojo{Samaniego estimator, we have that sup fy:0 y xg
which implies that^
Since^ F n (x) F n (x), we have that
This implies that^ F ;n approaches F at least as e ciently as F n does, that is,
Among other things, this latter inequality shows that every estimator in the Mukerjee class has the property established in Theorem 2.1 for^ F n . The asymptotic distribution of^ F ;n (x) is identi ed in the following result. (
(2.11)
As with the Rojo-Samaniego estimator, the moments of estimators in the Mukerjee class ^ F ;n (x) : 2 0; 1] converge to those of the limiting distribution L (x). It will be both feasible and useful to examine the limiting MSE of estimators in this class. In Theorem 2.5, we identify the value of which minimizes this MSE. The optimal value 0 depends, in general, on the set A(x) in a complicated way. We will limit ourselves to examining three speci c examples in which 0 can be identi ed explicitly. 
(2.13)
]; (2.14) where 0 < A : = a 2 ? a 2 1 a 2 ? 2a 1 + 1 < 1: The optimal choice of depends on several parameters, mainly on A(x). We close this section with some optimality results for three possible types of A(x). Theorem 2.6. Suppose that l(x) 6 = x and A(x) = F(x);
and the estimator with this choice 0 iŝ F^ 0;n (x) = inf
(2.17)
It is easy to see that in the previous case,
3=4, with the lower bound attained if F(`(x)) = 1: Although the reduction in the MSE is not dramatic, neither is it negligible. If G and F are both continuous, either L(x) = W(F(x)) or we have the case in Theorem 2.6. Thus, in the continuous case, the estimate in (2.17) is either equivalent to the Rojo{Samaniego estimator or superior to it.
Next, we consider two special cases in which both G and F are discrete distributions. In order to construct an asymptotic con dence interval, we need to have bounds in the tail of the limit distribution. Since the only case in which the general Mukerjee estimator is recommended is the case of continuous distributions, we restrict consideration to this case. (ii) If 0 < < 1 and A(x) 6 = f F(x)g, then for each t > 0,
The theorem above demonstrates that, for continuous distributions, both the empirical survival function and the Rojo-Samaniego estimator of survival are asymptotically dominated by estimators^ F in the Mukerjee class with 2 (0; 1).
Further, we have that if F and G are continuous distributions, a conservative 100(1{ )% con dence interval for F(x) is given bŷ F^ 0;n (x) z =2 n ?1=2 (^ F^ 0;n (x)(1?^ F^ 0;n (x))) 1=2 ; where^ F^ 0;n (x) is given in (2.13) and z =2 is the 1? =2 quantile of the standard normal distribution.
It is worth noting that, except when = 1, the estimator above cannot be guaranteed to satisfy the USO constraint with respect to G. A consistent estimator which does satisfy the USO constraint can be constructed by applying the transformation in (2.4) of Rojo and Samaniego (1993) to^ F ;n (x).
3. Asymptotic distribution theory for the two sample problem.
Suppose now that independent random samples are available from the distributions F and G, where F (+) G, and we wish to estimate F (or F and G) from these data. Mukerjee (1996) proposed estimators of the form F ;n (x) = inf (1 ? )tW 1 (F (x)) + G(x)W 1 (1 ? t)
(1 ? )t + t( F(x)) ?1 G(x) : S(t; ; x)
with S(t; ; x) given by
(1 ? ) F n (y) + G m (y) ? F(x) : 0 x < t F converges weakly to fL ;0 (x) : 0 x < t F g where
In the case m=n ! 1, we are able to estimate G very well, and the asymptotic distribution is the same as in the case when G is known. Thus, the comments in Section 2 apply to this case. In the case m=n ! 0, with > 0, the rate of convergence is m 1=2 which is a slower rate than the rate of convergence of the empirical survival function. In this situation, we cannot estimate G with su cient precision, and the information that H in nonincreasing is not very useful. The empirical survival function is the more reliable estimator of F in such situations.
When m=n ! c, with 0 < c < 1, the best choice of estimator depends on c via an analysis similar to that in Section 2. (
Since F(x), G(x) and c are unknown, it is natural to estimate them by F n (x), G m (x) and m=n respectively. In particular, the best choice for is well approximated bŷ 0 ( F n ; G m ) =
(1 ? a 1 ) F n (x) (1 ? a 1 + nm ?1 (1 ? 2a 1 + a 2 )) F n (x) + G m (x)(a 2 ? a 1 ) ;
and the asymptotic behavior of the estimator is una ected by this substitution.
It is easy to see that E (L 0;c (x)) 2 ] decreases with c. This corresponds to the intuitive notion that the precision in estimating G increases with m. The best estimator of F with this choice 0 is F^ 0;n (x) = inf
Next, we consider two cases in which both G and F are discrete distributions.
The proofs of these results are similar to those of Theorems 2.8 and 2.10, and are omitted. Next, we present the asymptotics of the estimator in (3.2). Since the proofs of these results are similar to those of the asymptotics of (3.1), they are omitted.
The limit distribution will be given in terms of fW 1 (t) : 0 t 1g and fW 2 (t) : 0 t 1g. Since in both cases, the limit distributions are obtained from (1 ? ) F n (y) + G m (y) ? G(x) : 0 x < t F converges weakly to fL ;0 (x) : 0 x < t F g where
Remark: Suppose that m=n ! c, where 0 < c < 1. The result above is proven by considering the cases in Theorem 2.2. In cases 1 and 2, the limit distributions of (3.1) and (3.2) are the same as the limit distributions of n 1=2 (F n (x) ? F(x)) and m 1=2 (G m (x) ? G(x)), so the joint distribution of (3.1) and (3.2) is that of a multivariate normal random vector with independent components. In other cases, the limiting process is not normal and has correlated components. Although, the estimators, in (3.1) and (3.2) satisfy,F ;n +Ĝ ;m , for each , this USO condition is not satis ed for the estimators featured in Theorems 3.3 and 3.6. When the choice of alpha is allowed to vary with x and take on di erent values withinF andĜ, the ordering of the resulting estimators is sacri ced. These estimators each satisfy the USO constraint with respect to a consistent, though suboptimal, estimator of the complementary distribution function. For example, if (x) is chosen minimizing the asymptotic mse ofF ;n , thenF (x);n +Ĝ (x);m .
4. Discussion. The domination of the hazard rate of one population of items by the hazard rate of another or, more generally, the uniform stochastic ordering between two lifetime distributions, is often the most natural way to model the superiority of one population over another in a given reliability study. Two recent investigations have provided approaches to the estimation of underlying survival functions under such ordering constraints. While these studies have produced closed form estimators with good xed-sample size and asymptotic properties, neither provided insight into the theoretical variability of the estimators. The purpose of the present study is to ll this gap by providing a complete asymptotic distribution theory for the estimators. The achievement of this goal will facilitate the development of con dence bands for the true survival curves based on these estimators, and has also served the important purpose of facilitating the comparison of competing estimators in terms of their asymptotic precision.
In Section 2, the asymptotic distribution of the estimator proposed by Rojo and Samaniego (1993) is derived, as is that of the one-sample version of the class of estimators introduced by Mukerjee (1996) . Among the notable ndings of that section is the demonstration of the asymptotic inadmissibility of the empirical survival curve under a squared error criterion, the identi cation of conditions under which the Rojo{Samaniego estimator is optimal within the Mukerjee class and the identi cation of conditions under which alternative estimators within the Mukerjee class are optimal.
With the asymptotic distributions of estimators in (1.4) and (3.1) in hand, we are now able to formulate con dence statements regarding the underlying distribution F based on the available (one or two) samples. The argument for using these estimators in place of the empirical survival function (esf) can be made on either of two bases, one logical and one practical. The logical basis stems from the fact that, when a postulated model satis es a known constraint, one should estimate that model from within the constrained class. For instance, when one is satis ed that the available data is derived from a normal population, it would seem unreasonable to estimate the density governing the data as a double exponential.
On practical grounds, one can justify the constrained estimators in this paper on the basis of their relative performance. We have shown that the asymptotic performance of these estimators is never worse than that of the esf, and is superior to it in certain speci c circumstances. In addition, evidence is presented in Rojo and Samaniego (1993) and in Mukerjee (1996) that, even in cases in which their estimators are asymptotically equivalent to the esf, the constrained estimators have uniformly smaller mean squared errors in an array of xed-sample-size problems. Given this, it is plausible to suggest that approximate con dence bands in the latter cases using the identical asymptotic variances will tend to yield conservative bands when based on the constrained estimator, that is, will provide, in conjunction with the constrained estimator, con dence bands with coverage probability exceeding the nominal level. This would provide good reason, even in the presence of asymptotic equivalence, to favor con dence statements based on the constrained estimator. Of course the strongest argument for the constrained estimates and their associated con dence bands arises in cases (for example, where F and G are discrete distributions) in which the bands around the constrained estimators are narrower that those around the esf. While the examples below are not of that type, they do illustrate that, having settled on a speci c constrained estimator for F n in the one or two sample problem, one can, using results developed here, complete the inference concerning F n by factoring in an estimate of variability. Rojo and Samaniego (1993) employed their one-sample estimator in analyzing the results of an accelerated lifetesting experiment in which a sample of 39 failure times of Kevlar/Epoxy Pressure Vessels under \86% stress" were assumed to be drawn from a distribution F satisfying the constraint F < (+) Wei(:875; :00127), where Wei( ; ) represents the Weibull distribution with shape parameter and scale parameter 1= . These data, drawn from Barlow et al. (1988) , are displayed in Table 1 (see Theorem 2.2, case 1), a 95% con dence band for F is displayed in Figure 1 .
Figure 1 : Estimated survival function^ F n and approximate 95% con dence band for F The assumption of known G in the example above might well be considered heroic. As explained in Rojo and Samaniego, the assumption was motivated by the fact that the particular Weibull curve used above was the model tted to data from an auxiliary test at a lower stress level and thus represented a plausible approximation of a dominating G. As an alternative to an assumed known G, we have utilized the Mukerjee two sample estimator for F with the 24 failure times from the auxiliary experiment serving as the second sample. These latter data, also from Barlow et al. (1988) , are displayed in Table 2 The Mukerjee estimator^ F^ 0;n of (3.1), with^ = 24=(24+39) = :381, is shown in Figure 2 below, together with an approximate 95% con dence band for F. The band utilizes the standard error (F (x)(1 ? F(x))=n) 1=2 for^ F^ 0;n (see Theorem 3.1, part (ii), case 1), applicable for continuous F and G and decreasing H. We turn to a brief discussion of the natural extension of our results to the treatment of censored data. For simplicity, we con ne our remarks to the one sample problem. Suppose we observe (Z 1 ; 1 ); :::; (Z n ; n ) where Z i = min(X i ; Y i ); i = I fX i Y i g ; and X 1 ; :::; X n iid F and Y 1 ; :::; Y n iid K are independent samples from a lifetime distribution F and a censoring distribution K; respectively. Suppose further that F (+) G, where G is known. If S n represents the Kaplan-Meier estimator of F, then it is well known (see, e.g., Breslow and Crowley (1974), Gill (1981) (1 ? ) F (y) + G(y) and`(x) = inf fy : H(y) = H(x)g. Rojo (1998) considers asymptotics of estimators similar to those in the present paper in the context of estimating the quantile function F ?1 under the restriction that F ?1 (x)=G ?1 (x) is nonincreasing on (0; 1). In his Theorem 7, he shows that the estimator is asymptotically equivalent to the empirical distribution function, assuming that F ?1 (x)=G ?1 (x) is strictly decreasing and F is absolutely continuous. This result parallels our result under comparable conditions on F; G and H (though we eschew the absolute continuity assumption). We believe the methods in the present paper can be employed to provide more general asymptotics for the estimators in Rojo (1998) .
Finally, we consider brie y how the asymptotics developed in this paper may be used to address testing questions regarding the constraint F (+) G. We rst examine the one sample problem: let X 1 ; :::; X n be i.i.d. r.v.'s with unknown distribution F, and let G be a known distribution. We wish to test H 0 : F ( Trivial variations of the argument above give a test when two samples, one for F and another for G, are available. We omit the details.
Another problem of interest is that of testing the equality of two distributions. The cut{o points of this test are smaller than those of the KolmogorovSmirnov test. Instead of using the tails of sup 0 x 1 jW(x)j, we use the tails of sup 0 x 1 W(x). The latter testing problem has been considered by Dykstra et al. (1991) using the methods of isotonic regression; no asymptotic distribution theory is provided for the test they propose.
5. Appendix. We will make use of the following lemmas: The proof of Lemma 5.2 is omitted since it is a simple calculus exercise. Proof of Theorem 2.1. The truth of the claim in case (i) is self evident.
As for case (ii), we consider 2 subcases. Assume rst that 0 < F(t F ?) and G(t F ?) < 1. Since 0 = F(t F ) < F(t F ?), it follows that F n (t F ?) ? F n (t F ) = 1 with positive probability. If F n (t F ?) ? F n (t F ) = 1, then sup Hence, the claim follows in this subcase.
Assume now that F(t F ?) = 0 and G(t F ?) < 1. Let = 1?sup 0 x<tF ( G(x)? F(x)) and take x 0 < t F such that 0 < F(x 0 ) < min(2 ?1 ; ). Now, Prf F n (x 0 ) = 1g = ( F(x 0 )) n > 0. Assume that F n (x 0 ) = 1, and let X (1) = min 1 i n X i . F(x 0 ), establishing the claim in the second subcase. 2
Proof of Theorem 2.2. First, we prove convergence for a xed x 2 0; t F ). Let H(x);`(x) and A(x) be as in (2.2){(2.4), and let H n (y) = F n (y)= G(y).
We consider six mutually exclusive and exhaustive cases: Thus, with probability one, n ! x. Observe that by the de nition of n and the uniform stochastic ordering assumption Let n;? = infft : H n (t) inf y:0 y<x H n (y) + n ?1 g. Observe that n;? < x and that H n ( n;? ) H n (x?)+n ?1 . It is easy to see that, as in case 1, n;? ! x.
In this case, we have that ?n ?1=2 n 1=2 (H n (x?) ? H n ( n;? )) n 1=2 (H n (x?) ? H n ( n;? ) ? H(x?) + H( n;? )) = ( G(x?)) ?1 n 1=2 ( F n (x?) ? F n ( n;? ) ? F(x?) + F( n;? )) + ? ( G(x?)) ?1 ? G( n;? )) ?1 n 1=2 ( F n ( n;? ) ? F( n;? )) G(x) F n (y)
. Using that H is a constant in l(x); x], we obtain that (5.7)
Since for each x G(x) F(x), F(t F ?) = 0. Now, for k x < t F , and 0 < < So (5.7) follows. 2
Proof of Theorem 2.3. We consider the 6 cases in the proof of Theorem 2.2. In cases 1 and 2, the limit distribution is W(F(x)) and neither (a) nor (b) hold. In case 3, the limit distribution is This shows that P(jL(x)j t) = P(jU 1 + U + 2 j t) < P(jU 1 + U 2 j t) = P(jW(F(x))j t), so that the claim follows in this case. Now, we consider case 4. Here the limit distribution is
(5.9)
Taking covariances, it is easy to see that
is independent of W(F(y))
We also have that Thus the claim follows in this case. Cases 5 and 6 follow similarly. 2
Proof of Theorem 2.4. The arguments in our proof of Theorem 2.2 apply. The only change is that a di erent expression appears in the supremum in the limit distribution.
We consider the same six cases as in Theorem 2.2. In cases 1 and 2, we have
and L (x) = W(F(x)). Proof of Theorem 2.6. We apply Theorem 2.5. We need to nd a 1 and a 2 . By the re ection principle a 2 = E (sup 0 t 1 B(t)) 2 ] = 1 (see Billingsley, 1968) . Let U = sup 0 t 1 B(t) and let V = B(1). It is known that the joint density of (U; V ) is given by f U;V (u; v) = 2(2u?v)e ?(v?2u) 2 p 2 , u v, u 0, (see Equation (11.11) in Billingsley (1968) , page 79). It follows that a 1 = E UV ] = 1=2 and A = 3=4. The formulae in (2.15){(2.17) follow from (2.12){(2.14) upon substituting these values for a 1 and a 2 and A. 2
Proof of Theorem 2.7. This follows from Theorem 2.5 upon evaluating a 1 = E B(1) max(0; B(1))] = 1=2 and a 2 = E (max(0; B (1) 
