Using functional analysis, we derive from local homotopy formulas for the tangential Cauchy-Riemann operator a global homotopy formula for compact CR manifolds without loss of regularity.
P. Polyakov [P3, P4] proved global homotopy formulas for ∂ b on CR manifolds and used them to study the embedding problem for CR manifolds. Gluing together local formulas, which were first introduced by Henkin [H] and Airapetian/Henkin [AH] and then further developed by Polyakov [P1, P2, P3, P4] , Polyakov first constructs a global formula which is not yet a homotopy formula, but "almost", up to a compact perturbation. Then the main work is to eliminate this compact perturbation. This is successfully done by Polyakov, but with some loss of smoothness.
In the present paper we use and develop a general functional analytic construction from [L] to eliminate such compact perturbations without any loss of smoothness. May be, this can be used to improve the results about the embedding problem for CR manifolds obtained by Polyakov [P4] . This paper is written in the language of functional analysis. No integral formulas are used, but we use the results obtained elsewhere by integral formulas.
Notations used throughout the paper
In this paper, M is a complex manifold of complex dimension n and E is a holomorphic vector bundle on M . Further, M ⊆ M is a generic, compact CR submanifold of class C ∞ of M , k is the real codimension of M in M , and O is the trivial complex line bundle on M . If U ⊆ M is an open set, then, for 0 ≤ r ≤ n − k, the following notations are used:
-C ∞ n,r (U, E) is the Fréchet space of E-valued (n, r)-forms on U which are of class C ∞ , endowed with the C ∞ -topology.
-Z ∞ n,r (U, E) is the subspace of all closed forms in C ∞ n,r (U, E), endowed with the same topology.
-C l+α n,r (U , E), l ∈ N, 0 ≤ α < 1, is the Banach space of l times differentiable E-valued (n, r)-forms whose derivatives up to order l admit extensions to U which are Hölder continuous with exponent α, endowed with the C l+α -topology.
-Z l+α n,r (U , E) is the subspace of all closed forms in C l+α n,r (U , E), endowed with the same topology.
-If r ≥ 1, then B l+α→l n,r (M, E) is the space of all f ∈ C l n,r (M, E) such that f = du for some u ∈ C l+α n,r−1 (M, E). Sometimes we write also B ∞ n,r (M, E) := B ∞→∞ n,r (M, E) := dC ∞ n,r−1 (M, E).
-(Dom d) 0 n,r (M, E) is the space of all f ∈ C 0 n,r (M, E) such that also df is continuous on M .
The main result
If 0 < α < 1 and q is an integer with 1 ≤ q ≤ n − k, then we shall say that condition H(α, q) is satisfied if, for each point in M , there exist a neighborhood U and linear operators If M is q-concave in the sense of Henkin [H] , then it is known since 1981 [H, AH] that condition H(α, q) is satisfied for 0 < α < 1/2. More recently it was proved in [BLT] that then also condition H(1/2, q) is satisfied.
Theorem 2.1. Suppose, for some 0 < α < 1 and some integer q with 1 ≤ q ≤ n − k, condition H(α, q) is satisfied. Then there exist finite dimensional subspaces H r of Z and continuous linear projections
such that:
and A r is continuous as operator from
7)
and the natural map 9) and hence (2.8) is an isomorphism (as H r ⊆ Z ∞ n,r (M, E)). Remark 2.2. Since Im P r is a finite dimensional subspace of C ∞ n,r (M, E), 0 ≤ r ≤ q − 1, the projections P r are even continuous as operators from C 0 n,r (M, E) to C ∞ n,r (M, E). The rest of this paper is devoted to the proof of theorem 2.1.
Gluing together local homotopy formulas
Lemma 3.1. Suppose, for some 0 < α < 1 and some integer q with 1 ≤ q ≤ n − k, condition H(α, q) is satisfied. Then there exist linear operators
with the following two properties:
the operators T r , 1 ≤ r ≤ q, are continuous as operators acting between C l n,r (M, E) and C l+α n,r−1 (M, E), and the operators K r , 0 ≤ r ≤ q − 1, are continuous as operators acting between C l n,r (M, E) and C l+α n,r (M, E).
Proof. By hypothesis, we can find a finite open covering {U j } j=1,...,N of M and linear operators
with the following properties: (i') For each l ∈ N and all 1 ≤ r ≤ q, 1 ≤ j ≤ N ,
and T r,j is continuous as an operator acting between C l n,r (M, E) and C l+α n,r (U j , E).
Now we take
N is a partition of unity subordinated to {U j }. Setting
and
we define operators (3.1) and (3.2). Then condition (i) is satisfied by (i').
To prove (ii), we consider a form f ∈ C 0 n,r (M, E), 0 ≤ r ≤ q − 1, such that also df is continuous on M . Then, for each j, the form χ j f has compact support in U j and
is also continuous on M . Therefore, by condition (ii'), for each j we have on U j
and hence
If r = 0, summing up this gives
i.e. we have (3.5) for r = 0. Now let 1 ≤ r ≤ q − 1. Since
Summing up this gives (3.5) for 1 ≤ r ≤ q − 1.
A functional analytic lemma
Lemma 4.1. Let B l , l ∈ N, be a sequence of Banach spaces, and let R : B 0 → B 0 be a linear operator such that, for each l ∈ N:
• B l+1 ⊆ B l , and the imbedding B l+1 → B l is continuous.
• µ∈N B µ is dense in B l .
• R(B l ) ⊆ B l and R B l is compact as an endomorphism of B l .
Then I + R is a Fredholm endomorphism with index zero of B 0 (this is clear, because R is compact as an endomorphism of B 0 ), and
Proof. Since the operators R B l are compact, for each l ∈ N, (I + R) B l is a Fredholm endomorphism with index zero of B l . Clearly
Since dim Ker(I + R) B l < ∞ for all l ∈ N, this yields the existence of l 0 ∈ N with
Since the index of the Fredholm operator (I + R) B l 0 is zero, 
then we get a finite dimensional linear operator
such that, for each l ∈ N, Φ is continuous as an operator between B 0 and B l . As the embeddings B l → B 0 are continuous, then for each l ∈ N, Φ B l is a finite dimensional continuous linear endomorphism of B l . Since R is compact in all B l , it follows that, for each l ∈ N, (I + R + Φ) B l is a Fredholm endomorphism of B l with index zero. Moreover, (I + R + Φ) B l 0 is even an isomorphism of B l0 , because Φ maps Ker(I + R) B l 0 isomorphically to a complement of (I + R) B l0 in B l0 . Hence
Since B l0 is dense in B 0 and I + R + Φ is a Fredholm endomorphism of B 0 with index zero, this implies that I + R + Φ is an isomorphism of B 0 . Since Φ is of rank s, this further implies that dim Ker(I + R) ≤ s = dim Ker(I + R) B l 0 .
As
it follows that Ker(I + R) B l 0 Ker(I + R).
By (4.2) this implies (4.1).
5 Further steps toward the proof of theorem 2.1
In this section we assume that, for some 0 < α < 1 and some integer q with 1 ≤ q ≤ n − k, condition H(α, q) is satisfied.
Lemma 5.1. Let K r , 0 ≤ r ≤ q − 1, be the operators from lemma 3.1. Then: (i) For all 0 ≤ r ≤ q − 1, I + K r is a Fredholm endomorphism of C 0 n,r (M, E) with index zero and
is a Fredholm endomorphism with index zero of
is a Fredholm endomorphism with index zero of B Lemma 5.2. Let T 1 and K 0 be the operators from lemma 3.1. Then there exist finite dimensional continuous linear operators
such that I + K 0 + K 0 is a Fredholm endomorphism with index zero of C 0 n,0 (M, E) (this is clear, because I + K 0 has this property),
and, moreover, C 0 n,0 (M, E) splits into the direct sum
Proof. We proceed in two steps. First we construct finite dimensional continuous linear operators
(The second equality in (5.12) we know already from lemma 5.1 (ii).) Then we construct finite dimensional continuous linear operators
14)
0 have the required properties. Indeed (5.8) and (5.9) then follow from (5.15) and (5.16), and (5.7) follows from (3.5), (5.11) and (5.14). 
Let λ 1 , . . . , λ m be a basis of Λ. By (5.17), also the forms dλ 1 , . . . , dλ m are linearly independent. Therefore we can find
Here we use the following fact from linear algebra: Let L be a complex vector space and let Φ be a linear space of linear forms on L with the property that, for each x ∈ L with x = 0, there exists ϕ ∈ Φ with ϕ(x) = 0. Then, for each finite linearly independent system of vectors h 1 , . . . , hm ∈ L, there exist forms ϕ 1 , . . . , ϕm ∈ Φ with ϕν (hµ) = δνµ. Proof: Denote by M the linear subspace of C m which consists of the vectors of the form ϕ(h 1 ), . . . , ϕ(hm)´with ϕ ∈ Φ. We have to prove that M = C m . Assume M = C m . Then there exists a nonzero vector`λ 1 , . . . , λm´∈ C m with P λν zν = 0 for all (z 1 , . . . , zm) ∈ M . By definition of M it follows that ϕ`P λν hν´= P λν ϕ(hν ) = 0 for all ϕ ∈ Φ. Hence (by hypothesis on Φ) P λν hν = 0, which contradicts the linear independence of h 1 , . . . , hm.
Setting
we define the operators (5.10). From Stokes' theorem we get (5.11). Hence
Moreover, by (5.19), we get from Stokes' theorem that
. . , λ m is a basis of Λ and λ 1 , . . . , λ m is a basis of Λ, this implies that
Together with (5.20) and (5.17) this implies (5.12).
Second step: Set
Then there is a p-dimensional subspace V of C ∞ n,0 (M, E) with
Then, by (5.12),
Let v 1 , . . . , v p be a basis of V and
By (5.21), then also the forms d v 1 , . . . , d v p are linearly independent. Therefore, as above, we can find forms Together with (5.24) and (5.12) this implies
(5.25)
where
(5.27)
Since the index of I + K 0 + K * 0 is zero, then, by (5.26),
and moreover by (5.26) and the definition of V ,
, it follows from (5.28) and (5.29), that there exists a p-
which means by (5.27) that
(5.30)
Let v 1 , . . . , v p a basis of V . Setting
we define the operators (5.13). Then (5.14) follows from Stokes' formula. In particular we see
It remains to prove (5.15) and (5.16). By Stokes's theorem and (5.22),
and therefore
By the definitions of Γ and K * * 0 it is clear that Γ ⊆ Ker K * * 0 . Hence L ⊆ Ker K * * 0 and
Together this implies that
By (5.30) this yields
.
0 is a Fredholm operator with index zero, this further implies that
Taking into account again (5.31), we see that
By (5.30) and (5.25), this implies that
From (5.32) and (5.35) it follows that
In view of (5.34) this means (5.16).
Lemma 5.3. Let T r , 1 ≤ r ≤ q, and K r , 0 ≤ r ≤ q − 1, be the operators from lemma 3.1. Then there exist finite dimensional continuous linear operators
such that with the abbreviations
, is a Fredholm endomorphism with index zero of C 0 n,r (M, E) (this is clear, because I + K 0 has this property), and: 36) and hence 40) and 42) and N r B α→0
is an isomorphism of B α→0 n,r (M, E). (iv) If 0 ≤ r ≤ q − 2 (and hence q ≥ 2), then 
Proof. If q = 1, this is lemma 5.2. We proceed by induction over q. Let q ≥ 2 and assume that the statement of lemma 5.3 is already proved if we replace in this statement q by q − 1. Let K r , 0 ≤ r ≤ q − 2, K r , 1 ≤ r ≤ q − 2, and T r , 1 ≤ r ≤ q − 1, be the operators from the statement which we obtain if, in the statement of lemma 5.3, we replace q by q − 1. Set N 0 = I + K 0 and N r = I + K r + K r if q ≥ 3 and 1 ≤ r ≤ q − 2. Set K q−1 := dT q−1 .
(5.45)
Since T q−1 is a finite dimensional continuous linear operator from C 0 n,q−1 (M, E) to C ∞ n,q−2 (M, E), then it is clear that also K q−1 is such an operator. Set
Then, by lemma 4.1, N q−1 is a Fredholm endomorphism with index zero of C 0 n,q−1 (M, E), and
(5.46)
Now we first prove that
n,q−1 (M, E) with N q−1 g = 0 be given. Take f ∈ C 0 n,q−2 (M, E) with g = df . Then, by definition of N q−1 and K q−1 , we get 0 = N q−1 g = N q−1 df = (I + K q−1 )df + K q−1 df = (I + K q−1 )df + dT q−1 df .
By (3.5), this implies 0 = (dT
Since, by hypothesis of induction, statement (i) of lemma 5.3 is true if we replace q by q − 1, we have
Hence dN q−2 f = d(T q−1 + T q−1 )df , which implies by (5.48) that Then f − f ∈ Ker N q−2 . Since, by hypothesis of induction, (5.39) is valid for r = q − 2, this implies that f − f ∈ Z ∞ n,q−2 (M, E). As f ∈ Z 0 n,q−2 (M, E), this further implies that f ∈ Z 0 n,q−2 (M, E). Hence g = df = 0. This completes the proof of (5.47). Next we prove that
(5.50)
q−1 (M, E). Since K q−1 is finite dimensional and we have (5.51), this implies that N q−1 B α→0 q−1 (M,E) has the same property. By (5.47), this means that
is an isomorphism of B 
Since K q−1 is finite dimensional and we have (5.51), this implies that also N q−1 Z 0
is a
Fredholm endomorphism with index zero of Z 0 q−1 (M, E), where
Together with (5.51) this gives
Therefore, (5.47) can be written
As the index of N q−1 Z 0
is zero, this yields
Again by (5.53), this proves (5.50).
From (5.47) and (5.50) it follows that
Now we construct the operators K q−1 and T q . As in the proof of lemma 5.2, we proceed in two steps. (In the first step we construct some operators K * q−1 and T * q , and in the second step we construct some operators K * * q−1 and T * * q and prove that K q−1 := K * q−1 + K * * q−1 and T q := T * q + T * * q have the required properties.) First step: Since dim Ker N q−1 < ∞ and by (5.46), we can find a finite dimensional subspace Λ of C ∞ n,q−1 (M, E) such that 
Let λ 1 , . . . , λ m be a basis of Λ. By (5.57), Λ ⊆ Ker N q−1 . Therefore
Since on the other hand Z 0 n,q−1 (M, E) ∩ Λ ⊆ Λ, this implies, again by (5.57), that
Since λ 1 , . . . , λ m is a basis of Λ, it follows that also the forms dλ 1 , . . . , dλ m are linearly independent. Therefore (as in the proof of lemma 5.2), we can find forms ψ 1 , . . . , ψ m ∈ C ∞ n−k−q (M, E * ) (where E * denotes the dual bundle of E) such that
now we define finite dimensional continuous linear operators
Then from Stokes' theorem we obtain that
Moreover, by (5.60), Stokes' theorem gives
Together with (5.57) and (5.62) this gives
. Together with (5.50) this implies that
Taking into account again (5.53) and (5.62) this further implies that (5.66) and
is an isomorphism of B α→0 n,q−1 (M, E).
Second step: Since N q−1 is a Fredholm endomorphism with index zero of C 0 n,q−1 (M, E), the operator N q−1 + K * q−1 has the same property. Set
Then, by (5.65) and (5.66),
Let v 1 , . . . , v p be a basis of V and and
By (5.67), then also the forms d v 1 , . . . , d v p are linearly independent. Therefore, as above, we can find forms ϕ p , . . . ,
Since the forms dϕ 1 , . . . , dϕ p are linearly independent, codim Γ = p .
(5.70) (By codim we mean the codimension in C 0 n,q−1 (M, E).) Since, by (5.68) and again by Stokes' theorem,
It follows from (5.65) and (5.69) that Ker(
and hence, by (5.71),
Since N q−1 + K * q−1 maps V isomorphically to V , this yields
By definition of V , we can find a finite dimensional subspace W of Ker( N q−1 + K * q−1 ) with
Since the index of N q−1 + K * q−1 is zero, it follows form (5.75) and (5.74) that
Moreover, it follows from (5.74) and (5.75) that
which means, by (5.75),
Let v 1 , . . . , v p be a basis of V . Setting
we define finite dimensional continuous linear operators
Then it follows from Stokes' formula that
By (5.65), this implies that
By Stokes' theorem and (5.68), we have
Since v µ = ( N q−1 + K * q−1 ) v µ (by definition), this implies that
By the definitions of Γ and K * * q−1 it clear that Γ ⊆ Ker K * * q−1 . Hence L ⊆ Ker K * * 0 and
Together with (5.82) this gives the equality
By (5.65) this yields
By (5.80), it follows from (5.84)
From (5.83) and (5.87) we get
By (5.86) this means that
Now we define T q = T * q + T * * q , and K q−1 = K * q−1 + K * * q−1 .
Note that then, in the assertion of lemma 5.3, the operator N q−1 can be written
It remains to prove that the statements of parts (i) -(ii) of lemma 5.3 are valid also for r = q −1.
n,q−1 (M, E) be given. Then, by (3.5), (5.45), (5.61) and (5.10)
As Ker N q−1 ⊆ C ∞ q−1 (M, E) (if this is not clear from the construction above, we can say this by lemma 4.1), this implies that Ker
That (5.41) is valid for r = q − 1, we already mentioned above (see (5.56)).
(5.90)
The relation "⊇" follows from (5.37). To prove the opposite, we first show that 
n,r (M, E) and h ∈ Ker N r .
Further, from (5.42) we get g ∈ B n,r (M, E) with g = N r g. Then
Since h ∈ Ker N r and, by (5.38), Im N r ∩ Ker N r = {0}, this implies that h = 0 and
This completes the proof of (5.91). Now we consider an arbitrary
n,r+1 (M, E) . Therefore and by (5.42), we can find g ∈ B α→0 n,r+1 (M, E) with df = N r+1 g. Choose g ∈ (Dom d) 0 n,r (M, E) with g = d g. Then, by (5.37),
6 End of the proof of theorem 2.1
We use the notation of lemma 5.3. Then, by (5.39) and (5.40), H 0 = Ker N 0 . Since N 0 is a Fredholm operator, it follows that dim H 0 < ∞. For 1 ≤ r ≤ q − 1 we define
Since also the operators N r , 1 ≤ r ≤ q − 1, are Fredholm operators and by (5.39), also each H r with 1 ≤ r ≤ q − 1 is a finite dimensional subspace of Z ∞ n,r (M, E).
Define P r , 0 ≤ r ≤ q − 1, as the linear projection in C 0 n,r (M, E) with Im P r = H r and Ker
Since the spaces Im N r and H r are closed in the C 0 -topology, these projections are continuous with respect to the C 0 -topology. Since, by (5.41) and (5.42),
Then, by (6.1) and (6.2), for each 0 ≤ r ≤ q − 1, N r is an isomorphism of C 0 n,r (M, E). If 0 ≤ r ≤ q − 2, then moreover
now we define the continuous linear operators
It remains to prove statements (i) -(iii) of the theorem.
Proof of (i): Let 1 ≤ r ≤ q and l ∈ N be given. By definition, N r−1 is of the form N r−1 = I + R where
is a continuous linear operator from C Together with (6.6), this gives (2.5).
Proof of (iii): Let 1 ≤ r ≤ q. Then (2.7) follows from (2.5) and (2.3), and (2.6) follows from (2.7) and (2.4). Now let l ∈ N ∪ {∞} be given. To prove that B l+α→l n,r (M, E) is closed in the C l -topology, we consider a sequence f ν ∈ B l+α→l n,r (M, E) which converges in the C l -topology to some f ∈ C l n,r (M, E). Since, by part (i) of the theorem, A r is continuous as operator from C l n,r (M, E) to C l+α n,r−1 (M, E), then the sequence A r f ν converges in the C l+α -topology to some g ∈ C l+α n,r−1 (M, E), where, by (2.7), dA r f ν = f ν for all ν. Since the operator By (2.6) this means (2.9).
