This paper presents a hybrid fire simulation method for civil structures in which a critical 12 element subject to fire is experimentally tested while the remaining structural system is 13 numerically analyzed simultaneously. The proposed method is different from previous approaches 14 that it is fully validated with full-scale specimen subjected to high temperature and that it is 15 automated displacement-controlled test with deformation error compensation. The two 16 substructures (i.e. an experimental model and a numerical model) are integrated through network 17 to enforce displacement compatibility and force equilibrium. Then, the developed simulation 18 method is applied to a fire simulation of a steel moment resisting frame where one of the columns 19 is assumed to be under temperature load following ISO834 fire curve. The results show that the 20 proposed hybrid simulation method can replicate the numerical prediction, thus can be applied to 21 2 more challenging structural systems, such as the structural behaviour under fire load, which is 22 computationally difficult using numerical models. 23
INTRODUCTION 25
There are largely two approaches for the design and selection of fire resistance for 26 structural elements: prescriptive method and performance based method. In the prescriptive 27 method, structural elements are required to have a certain level of fire resistance rating, which 28 depends on occupancy types, height and area of the building, and construction type. In this method, 29 possible fire scenarios or interaction between structural elements subject to elevated temperature 30 with the remaining structural system is not considered. The prescriptive approach requires that 31 each structural element maintain its functionality, such as insulation, integrity, and load carrying 32 capacity (Wang 2002) , when subjected to a fire curve specified in standards such as CAN/ULC-33 S101 (2014), ASTM E119 (2016), or ISO834 (ISO, 2014) . While the prescriptive method is 34 convenient, conservative, and applicable to majority of buildings, the method can be too restrictive 35 limiting the creativity of architects and engineers. In addition, the standard fire testing is also 36 carried out with idealized boundary conditions which cannot capture redistribution of loads when 37 an element subject to fire undergoes thermal expansion or inelastic deformation. 38 element model impacts the accuracy of the evaluated performance of a structural system, the 45 performance based method can benefit from experimental tests by validating the numerical model 46 or by directly integrating a physical specimen with a structural system model. 47 subject to ISO834 standard fire curve. The proposed method adopts fully-automated displacement 91 control with displacement error compensation. In comparison with Mostafaei (2013) , the proposed 92 method is automated and displacement-controlled. In comparison with Whyte et al. (2016) , the 93 proposed method is fully validated with high temperature and a full scale specimen. In the 94 following, a general methodology in conducting hybrid fire simulation is presented and the 95 verification of the approach using a steel moment resisting frame is followed. 96
PROPOSED METHOD 97
In the fire engineering, the full performance based design (PBD) approach requires three In the prescriptive design method, a standard fire curve is used in the first stage. In the 107 PBD method, either standard fire curve or various fire scenarios, such as fully developed fire, 108 localized fire, or external flaming can be considered (CASE Fire Protection Committee 2008). The 109 fire scenario depends on many factors such as fuel amount, type of fuel, openings, etc. which can 110 be considered either using parametric fire curves or fire spread simulations using a specialized 111 software such as Fire Dynamics Simulator (McGrattan et al. 2013 ). The scope of the presented 112 study aims at developing a hybrid simulation methodology for Stage 3. Thus, the fire scenario is 113 idealized; only one column in a structure is subjected to localized fire which is represented with 114 ISO834 fire curve (ISO, 2014) , and all other structural elements are surrounded with gas at ambient 115 temperature. The standard fire curve from Stage 1 ( g ( ) from Block A in Figure 1 ) is used to 116 control gas temperature of furnace (Block C) and to predict specimen temperature and the 117 temperature of the rest of the structural system through Stage 2 heat transfer analysis (Block B). 118
Stage 2. Heat Transfer Analysis 119
Once a fire scenario is defined, heat transfer analysis is carried out. Unless there is 120 extremely large deformation such as total collapse during Stage 3, the result of heat transfer 121 analysis does not influence the definition of design fire. Thus, the outcome of Stage 1 (i.e. g ( ) 122
from Block A) can be sequentially used in the Stage 2 (i.e. heat transfer analysis, Block B). In the 123 same way, unless there is large deformation, heat induced vibration, or vibration induced heat, the 124 analyses in Stages 2 and 3 can be sequentially carried out. In the study performed by Whyte et al. 125 (2016) This stage involves numerical simulation of structural behaviour subjected to temperature 139 load. The temperature load for the most part of a structural system is numerically evaluated in 140
Stage 2 while the temperature load for a tested specimen is experimentally imposed via furnace 141 (Block D in Figure 1 ). Because the temperature load is applied slowly for the case of fire in 142 building structures, the governing equation can be expressed without time-dependent terms such 143 as inertial force or damping force: 144
where is a restoring force vector which is a function of displacement and temperature at 145 each degree of freedom. The right hand side, E , is an applied external force vector which is time-146 invariant gravity load in this study. If temperature varies rapidly which induce vibration, such as 147 thin foil subjected to large heat influx, Eq. (2) can be replaced with an equation of motion including 148 temperature term. The material properties such as modulus, E, yield strength, Fy, and thermal 149 expansion coefficient, α, are nonlinear function of temperature. Thus, Eq. (2) needs to be solved 150 numerically using a nonlinear solution scheme. In a hybrid fire simulation, a part of the force 151 vector is measured from an experimental specimen. Thus, Eq. (2), can be rewritten as 152
where N and E are force vectors from a numerical model and a physical specimen, respectively. 153
At each time step, the displacement increment is calculated as below: 154
where is a stiffness matrix which is a linearized relationship between the displacement and force 155 vectors and the term in the parenthesis on the right hand side is an unbalanced force vector. The 156 displacement increment, ∆ , is imposed to a physical specimen and the remaining structural 157 system. Then the restoring forces, N and E , are evaluated. In the Newton-Raphson method, this 158 process is iterated until a predefined convergence criteria is met. Ideally, if is re-evaluated at 159 each time step considering the temperature-and path-dependent property of materials, the 160 equilibrium can be reached quickly. In hybrid simulation, however, it is difficult to measure the 161 stiffness of the specimen on the fly. In addition, the number of iterations need to be pre-defined to 162 allow synchronization of temperatures of a numerical model and that of a specimen. Thus, initial 163 stiffness of the structure at the ambient temperature is used to solve Eq. (4). Furthermore, no 164 iterations is carried out within each time step because temperature in the furnace changes 165 continuously, which make it challenging to achieve a converged solution through iterations in each 166 time step.
Configuration of Hybrid Simulation 168
The hybrid fire simulation is carried out using the UT-SIM framework (www.ut-sim.ca, 169
Huang and Kwon n.d., 2015) that has been developed at the University of Toronto. The framework 170 defines a standardized data exchange format and network communication protocol (University of  171 Toronto Networking Protocol, UTNP) to integrate diverse numerical models and experimental 172 equipment. As a part of the framework, a general substructure element (Block F in Figure 1 ) was 173 developed for Abaqus (Hibbit et al. 2001) , in which UTNP library was implemented (Block G). predicted displacement at step specimen deformation displacement command feedback force from load cell feedback displacement from LVDT allowable error duration to execute one iteration stiffness of reaction frame 
Synchronization of Temperature of Numerical Model and Test Specimen 215
The heat transfer analysis (Stage 2, Block B in Figure 1 ) and nonlinear structural analysis 216 (Stage 3, Block E) are carried out sequentially using general purpose finite element analysis 217 software, Abaqus (Hibbit et al. 2001 ). The temperature history of structural elements, Ts(t), from 218 the heat transfer analysis (Block B) is used in the nonlinear structural analysis (Block E). The 219 temperature in the furnace is controlled using the gas temperature history, Tg(t), from the design 220 fire (Block A). The furnace controller runs PID control loop to achieve the target gas temperature, 221 Tg(t) using the feedback temperature from furnace, gm (t). The temperature history between the 222 numerical model and the furnace need to be synchronized in time. In this study, the analysis time 223 interval is controlled in NICON by returning the measured force after predefined duration, ∆ , 224 after NICON (Block H) receives target displacement from the analysis program (Block E). If the 225 elastic deformation compensation loop is used, each iteration takes . After predefined number 226 of iterations, NICON stays idle until ∆ of time is reached. Figure 4 illustrates overall scheme to 227 synchronize numerical analysis time step with the actual experiment. It is worth noting that while 228 the target displacement is determined in the beginning of step + 1, the temperature in the furnace 229 continuously varies as the furnace temperature cannot be controlled in a discrete manner. Thus, 230 the error compensation scheme does not always provide a stable solution as will be discussed later. 231 
Applied Gravity and Temperature Loads during Hybrid Simulations 244
The building used in this study is subjected to gravity load according to the load 245 combination in the design prevision. Combined gravity loads of each floor are presented in Figure  246 5a. The gravity loads are applied in the numerical model, which is transferred to the experimental 247 specimen during hybrid simulation. During the hybrid simulation, the gravity loads are applied in 248 55 load increments. Temperature load is applied after the gravity load is fully imposed to the 249 structure. The gravity load in the numerical model remained constant during the hybrid fire 250 simulation. 251
Numerical Models 252

Numerical models for heat transfer analysis 253
Two numerical models are developed for heat transfer analysis as shown in Figure 5b and 254 c. The first model is to simulate the heat transfer between the hot air in the furnace and the tested 255 column (Figure 5b ). The column is modeled using 3D 20-node quadratic isoperimetric elements 256 in Abaqus (DC3D20 element). The top and bottom of the column are assumed to be thermally 257 insulated. Both thermal convection and heat radiation are considered for heat exchange between 258 the column and the hot gas in the furnace. Heat conduction within the column is also considered. 259
The temperature history of the hot air follows the ISO834 fire curve. The temperature history of 260 the column is taken as the average temperature history on a cross section. The temperature history 261 at the top of the column is applied to the numerical model (HT model 2 in Figure 5c ) for heat 262 transfer analysis. For the rest of the reference structure, it is assumed that all members are well 263 insulated, so the temperature of the members are not affected by convection or radiation. With thisassumptions, only the heat conduction within and between the members are modeled for the entire 265 reference structure. For the heat conduction analysis of the structure, 2D linear heat transfer link 266 elements (DC1D2) are used. To observe the heat transfer behaviour near the tested column, nodes 267 on the members adjacent to the tested column are defined at every 1/10 of the member length as 268 shown in Figure 5c . Note that entire steel moment resisting frame is modelled but only the bay 269 with fire scenario is presented in Figure 5c for clarity. The thermal properties used in the models 270 are based on Eurocode 3 and summarized in Table 1 . 271 Table 1 
Numerical models for nonlinear structural analysis with temperature load 274
To evaluate force and displacement history that the specimen may experience during the 275 hybrid fire simulation, the entire structure is first numerically analyzed before running the hybrid 276 simulation. In addition, the numerically predicted response of the structure is used for verifying 277 the experimental results. In the numerical model, all connections between frame elements are 278 assumed as the fixed connection since the frame is a moment resisting frame. The thermal 279 expansion of the steel members is modeled by applying the temperature history of the structure 280 
Test Specimen 293
A steel plate is welded at the top and bottom of the column specimen. The bottom plate of 294 the specimen is bolted at the loading arm of the actuator. Before the top plate is bolted to the 295 reaction frame, fast curing mortar is used to develop full contact between the top plate and the 296 reaction frame. As shown in Figure 2 
EXPERIMENTAL CASES AND RESULTS 300
A series of experiments were carried out to validate the hybrid fire simulation method. The 301 test cases are listed in The objective of Test A is to validate the heat transfer analysis of a single column. The test 308 specimen was heated using the ISO standard temperature curve. The temperature of the furnace 309 was increased until the average temperature of the specimen reached 740°C . Then, the furnace was 310 turned off and the gate was opened to cool the specimen. As shown in Figure 7a , the furnace 311 temperature (labelled as 'Gas') matches well with the ISO 834 fire curve (labelled as 'ISO Curve'). 312
The heating phase of the column was numerically modeled in Abaqus (HT model 1 in 313 Figure 5b ) as well as with hand calculation using a spreadsheet. The numerically predictedat three locations. It can be noted that the temperatures at three locations of the specimen (Ch. 1~4, 316 5~8, and 9~12) are also very similar to each other which indicates that the temperature of the 317 column increased uniformly. The cooling phase was not numerically modeled because the heat 318 exchange between the hot air in the furnace and the ambient air in the lab cannot be accurately 319 modelled. Consequently, the temperature history obtained from Test A is used for the heat 320 conduction analysis of the rest of the frame. Figure 7b compares the temperature history of various 321 points in the structure. The specimen temperature in Figure 7b is the average temperature of the 322 specimen obtained from Test A. The temperature of the beams and the column adjacent to the 323 tested column does not increase much because heat dissipates quickly to the rest of the frame and 324 because all other members are assumed to be surrounded with gas with ambient temperature. 325 in Figure 8 (a) which shows nonlinear elastic behaviour at low load and linear elastic behaviour as 332 the force is greater than -1,000 kN. The nonlinear elastic behaviour may be due to the mortar filler 333 that is used to develop full contact between the top of the specimen and the reaction frame. To 334 minimize the influence of the nonlinear response in the beginning of the hybrid simulation, the 335 column was loaded with -1,000 kN of axial force initially (i.e., before the gravity load was applied). 336
Thus, the physical specimen experienced around 1,000 kN more axial compression than reported 337 in the hybrid simulation. 338
Using the linear region of the test result, the stiffness of the reaction frame-specimen 339 system (i.e. kf ks/(kf+ks)) was found to be 369 kN/mm. The stiffness of the specimen (ks = 2,100 340 kN/mm) was calculated based on the material property and the geometry of the specimen. Then, 341 the stiffness of the reaction frame is calculated (kf = 450 kN/mm). This value was used for elastic 342 deformation error compensation. It is worth noting that the stiffness of the reaction frame is small 343 because the reaction frame was originally designed for force-controlled testing of structural 344 components where the stiffness of the system is not important. 345 The objective of Test C is to validate the error compensation scheme by loading the 349 specimen under ambient temperature. The test was carried out as a hybrid simulation where the 350 load was applied to a numerical model and the column is represented as a physical specimen. The 351 test was coordinated with NICON with the error compensation scheme summarized in Figure 3 . 352
The test result is presented in Figure 8 The objective of Test D is to validate the overall hybrid simulation method without 361 considering the elastic deformation of the reaction frame. Thus, in the hybrid simulation, the 362 column is assumed to be supported on elastic spring, which is represented with the stiffness of the 363 reaction frame (kf). In the hybrid simulation, gravity loads were applied first and then followed by 364 temperature history both in the numerical model and the physical specimen. The time increment 365 (∆ ) for the numerical model during temperature loading was 3 sec. Ramp and hold time ( ramp + 366 hold ) of 1.2 sec was used to impose the target displacement to the specimen. The elastic 367 deformation error compensation scheme was turned off in this test because the stiffness of the 368 reaction frame was assumed to be a part of the structural system (i.e. elastic support.) To finddisplacement increment in Eq. (4), the initial stiffness of the specimen-reaction frame system (i.e. 370 two springs in series) is defined in Abaqus. Test results are presented in Figure 9 which will be 371 discussed in Section 5. 372
Test E: Hybrid fire simulation with error compensation 373
Test E is similar to Test D except that the error compensation scheme for elastic 374 deformation of the reaction frame was turned on. The stiffness of the specimen at ambient 375 temperature was defined in Abaqus to find displacement increment in Eq. 
OBSERVATIONS FROM TESTS D AND E 384
Temperature Control 385
In Test D and Test E the gas temperature of the furnace follows well with the ISO834 fire 386 curve as shown in Figure 9a and 9b. In Test D, the temperature from the experiment increased 387 somewhat rapidly in the first 500 sec, but soon converged to the ISO834 fire curve. Similar to Test 388 A, the furnace was turned off when the average specimen temperature was 732°C and 743°C for 389
Tests D and E, respectively. The cooling phase of both tests were similar. 390
Gravity Load Stage 391
In Test D, the numerically predicted column deformation (-2.74 mm) after applying gravity 392 load was slightly smaller than the observed deformation (-3.20 mm) from the hybrid simulation as 393 shown in Figure 9c . It is speculated that the mortar fill between the specimen and the reaction 394 frame contributed to the difference even though experiment was started after applying 1,000 kN 395 of compression to minimize the effect of the inelastic behaviour of the mortar. In Test E, the 396 numerically predicted deformation (-0.52 mm) and the result from hybrid simulation (-0.74 mm) 397 were much closer because the elastic deformation of the mortar and the reaction frame is 398 compensated through iterations (see Figure 9d) . 399
In Test D, the force that the column experienced after applying gravity load was -1,032 kN 400 and -1,040 kN for hybrid simulation and numerical prediction, respectively (Figure 9e) . In Test E, 401 the difference was higher (about 8%, Figure 9f ) which is due to the control error in the axial 402 deformation of the specimen. Because of the large stiffness of the specimen, minor difference 403 between target deformation and the actual specimen deformation can lead to large force error.
Temperature Load -Heating Phase 405
In Test D, the numerically predicted displacement and force histories are close to the result 406 obtained from hybrid simulation, Figure 9c and 9e. At the elevated temperature, the numerically 407 predicted displacement tends to be slightly larger than the result from hybrid simulation. It is 408 speculated that the slight difference is due to the minor difference in the temperature history used 409 in the numerical model and measured temperature during the experiment as shown in Figure 9a . 410
In Test E, the displacement history during the heating phase was very close to the result 411 from hybrid simulation (Figure 9d While the specimen was still in the heating phase, the displacement and force started 419 decrease at approximately specimen temperature of 670 °C due to plastic deformation of the 420 specimen. As shown in Figure 6a , at approximately 670 °C, the yield strength of steel reduces to 421 20% of Fy. In addition, the elastic modules and the relationship between the plastic strain and stress 422 are also changed. After the specimen reached peak force, the experimental results deviate from 423 numerical prediction. It is speculated that the difference are mainly resulted from the 1,000 kN of 424 compression which was imposed to the experimental specimen in the beginning of the test. In 425 addition, there may be some differences in the material behaviour at the elevated temperature, 426 which the authors did not confirm through material testing.
Temperature Load -Cooling Phase 428
After the furnace was turned off and gate was opened at approximately 3,000 sec from the 429 beginning of tests, the specimen was allowed to cool down which increased the stiffness and 430 strength of the specimen. Thus, as can be observed in Figure 9e and 9f, the rate of force decrease 431 suddenly changed when the gate was opened. At the end of test, the temperature of the specimen 432 was about 300 °C and 264 °C for Tests D and E, respectively. The specimen developed 433 approximately -9 mm of residual deformation (shortening of the column) at the end of tests. In 434 addition, due to the column shortening, the axial force was reduced to approximately -700 kN. 435 Figure 9g and 9h present the hysteretic response of the column. The numerically predicted 437 results show almost linear force-deformation relationship even though the column shortened due 438 to yielding at high temperature. Similar trend can be observed from experimental results. However, 439 the hysteretic behaviour at the elevated temperature somewhat deviate from numerical prediction. 440
Hysteretic Behaviour 436
The main source of difference is the -1,000 kN of compressive force that was imposed in the 441 beginning of the test. The other source could be the material property at the elevated temperature. 442 Table 3 compares variation of member forces for the first storey columns in Figure 5a  444 during the Test E. Column #1 through #5 represents the columns from left to right. The column 445 tested with the physical specimen is Column #3. It can be observed from the table that the axial 446 force in Column #3 is similar to the axial forces of Columns #2 and #4 after applying gravity load 447 at ambient temperature. As the temperature increases, Column #3 carries much higher axial force 448 length of the Column #3 is shortened due to the plastic deformation which leads to decrease in the 450 axial force in Column #3 (728 kN) while increase in the axial force in Column # 2 and #4 451 (1393 kN). It can be noted that summation of all axial forces are not constant. It varies about 2% 452 with reference to the total axial force under ambient temperature. The variation of the total axial 453 force is because of the unbalanced forces which was not fully resolved through iterations. 454 
Load Redistribution 443
CONCLUSIONS 457
This study develops a hybrid fire simulation method and applied it to a four-storey steel 458 moment resisting frame subjected to a fire scenario defined with ISO834 curve. In the experimental 459 validation, a full-scale column was tested in a laboratory while the rest of the structural system 460 was numerically modelled. The main findings of this study is summarized below. 461  The proposed hybrid fire simulation method could predict the behaviour of a steel moment 462 resisting frame. There were minor differences between numerical prediction and 463 experimental results primarily due to the limitations of the experimental setup (i.e. inelastic 464 behaviour of mortar filler, pre-loading with 1,000 kN, elastic deformation of the reaction
