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Abstract
Water Droplet Machining (WDM) is a new manufacturing process, which uses a series of
high-velocity, pure-water droplets to impact and erode metal workpieces, for the purpose
of through-cutting, milling and surface profiling. The process is conducted within a
vacuum environment to suppress aerodynamic drag and atomization of the waterjet and
droplet stream. This preserves droplet momentum and allows for a more efficient transfer
of energy between the water and workpiece, than in standard atmospheric pressure. As
a new manufacturing technique, parameter-specific details and characteristics of this
process are absent from the scientific literature. Furthermore, the erosion mechanisms
involved in droplet-solid interactions are not well-understood. Therefore, this research
aims to elucidate the capabilities of WDM, and uncover the mechanics involved in droplet
impact. This is done by investigating the force imparted by liquid droplets across a wide
range of impact parameters, where a novel force model is developed for inertialdominated impacts. A force comparison is made between continuous jet and droplet train
impacts, where the findings show that a droplet train has a higher erosive potential than
its continuous jet counterpart, owing to the higher forces exerted by individual droplets.
In addition, the stress state inside of a material subject to a Hertzian contact, which is
connected to this research as it emulates the axisymmetric nature of a droplet-like
loading, is explored using integrated photoelasticity. Finally, the process parameters and
erosion characteristics of WDM are investigated using a custom-fabricated machine,
where a range of waterjet-types (and droplet trains) are produced. The industrial efficacy
of this process is evaluated by manufacturing a diverse array of engineering materials.

x

INTRODUCTION
Abrasive waterjet (AWJ) cutting is a common machining process used in the
manufacturing industry. Favorable for its ability to cut temperature-sensitive materials and
for its fast feed rates, AWJ is utilized in industries such as aerospace, automotive,
medical, and electronics [1], and can cut nearly any material, including diamond [2]. The
process involves a multi-phase slurry of high-speed water mixed with abrasive particles
and entrained air, which collides with a workpiece inducing local deformation and failure.
Ploughing of abrasive particles dominates the erosion process [3], making abrasives
essential for satisfactory operation. Composed of crushed garnet gemstone, the
abrasives are typically disposed of after a single use due to the loss of their sharp edges
and difficulty of retrieving. Mining, transportation, and storing of abrasives contribute to
the high operating cost of AWJ, which is unfavorable for the manufacturing industry and
the environment. Furthermore, workpiece and workplace cleanliness are important
aspects in specialized applications, such as medical implants and aerospace
components, where abrasive particle-embedment is unacceptable. This motivates the
search for abrasive-less, environmentally friendly, and cost-effective machining
alternatives to AWJ.

A recent development in waterjet technology has been proposed [4], which eliminates the
use of abrasives, and instead utilizes high-speed, pure-water droplet impacts to erode
and cut-through materials. In this technique, referred to herein as Water Droplet
Machining (WDM), high pressure water is accelerated through an orifice forming a
waterjet which, with downstream evolution, segments into a train of droplets via capillary
instabilities, i.e., Rayleigh-type breakup [5]. The resulting droplet train then impinges and
1

locally erodes the workpiece for the purpose of cutting, milling, or surface profiling. The
process is conducted within a vacuum environment to suppress aerodynamic drag and
atomization of the waterjet and droplet train. Unlike continuous waterjets, e.g., AWJ, the
discrete nature of a droplet train prevents the buildup of a liquid layer on the workpiece
surface, which produces efficient momentum transfer.

The erosion associated with the impact of a droplet onto a solid surface has been
considered by several authors [6-9] and has been the subject of investigations in steam
and wind turbine damage [10-11], as well as aircraft damage when flying through rain
[12]. Most studies characterize the erosion based on empirical models, while others credit
the shockwave, water hammer pressure for material removal [13-14]. A model which
describes the erosion induced by a high-speed droplet train is absent. However, such a
model would be useful for predictive analyses in WDM and would help identify the
physical mechanisms involved in the droplet-impact-erosion phenomena.

The only past published work considering WDM is the patent [4], which provides
information on how to create a high-speed droplet train. However, details are lacking
regarding WDM process parameters, process capabilities, and its feasibility as an
industrial machining operation. Furthermore, evidence of the process’s effectiveness is
absent and has led to speculation among many for its ability to process high-strength
materials, such as steel. This Ph.D. research aims to fill in these knowledge gaps so that
industry may consider and take advantage of this novel material processing technique
and to help uncover the physical mechanisms of the droplet-impact-erosion phenomenon.
This research is categorized into two main components: droplet-solid interaction and the
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WDM manufacturing process. The WDM process research includes the capabilities of
WDM, the parameters necessary for effective material removal, and its operation as a
manufacturing device, while the droplet impact research focuses on the mechanics
involved with the collapse of droplets onto solid materials. This is done, in part, by
investigating the forces, stresses and strains imparted by droplets and droplet trains.

This dissertation is outlined as follows. Chapter 1 investigates the force of single, isolated
droplet impacts across a range of impact parameters, i.e., velocities and liquids (with
varying densities, viscosities and surface tensions). An inertial-dominated regime is
found, where force profiles adhere to a normalized, self-similar master curve [15]. The
significance of this study is the development of a novel force model, which accurately
predicts the entire time-dependent loading of droplet impacts over a wide range of
Reynolds and Weber numbers [15]. Chapter 2 describes the droplet formation
mechanisms from a continuous jet and studies the impact force exerted by droplet trains
and continuous jets. The force model explained in Chapter 1 was further developed, in a
time-series fashion, to accommodate droplet-train impacts [16]. The importance of this
study identifies that the peak force exerted by a droplet train is approximately four times
greater than the force exerted by a continuous jet of equal momentum. This finding
suggests that droplet trains exhibit a higher erosive potential than their continuous jet
counterparts. Chapter 3 investigates the stress state of materials subject to a Hertzian
contact, which emulates the axisymmetric loading condition found in a droplet impact,
through integrated photoelasticity, which is typically only employed for 2D situations. The
significance here is that the stress tensor and components at the point where maximum
equivalent stress occurs are fully determined through photoelastic experimentation. This
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provides crucial insight into yield forecasting and provides the framework to identify the
stresses a material will experience when subject to droplet loading. Chapter 4 formally
introduces the WDM technology and its principals of operation. A custom-built machine
is used to explore the process parameters, where the type of jet configuration is controlled
by varying the orifice diameter, velocity, and standoff distance from the nozzle to the
workpiece for a desired erosion outcome. The erosion characteristics of WDM are studied
on aluminum and steel and are compared to the erosion rates produced by traditional
pure, and abrasive waterjet cutting. These studies are significant because they
demonstrate how WDM is an advancement in pure waterjet cutting technology. This has
broader impacts in the manufacturing community, as a range of aerospace, automotive,
medical, and

electronic components can be

manufactured

with

this

clean,

environmentally friendly process, which uses water alone. Chapter 5 investigates the
capabilities of WDM in through-cutting, milling, and surface profiling modes, and identifies
a diverse range of materials that can be cut with WDM.
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1. DROPLET IMPACT FORCE
(Text for this chapter is taken from [15], i.e., Mitchell, B. R., Klewicki, J. C., Korkolis, Y.
P., & Kinsey, B. L. (2019). The transient force profile of low-speed droplet impact:
measurements and model. Journal of Fluid Mechanics, 867, 300-322. My contributions
to this work were all experimental and theoretical investigations.)
The impact of liquid droplets on a flat, solid surface is a subject of scientific interest due
to the highly dynamic and complex nature of the impacting droplet structure. Research
on such impacts support a range of disciplines within fluid mechanics as the physical
parameters of Reynolds, Weber, capillary, Mach, and Marangoni numbers can vary
rapidly and spatially throughout the impinging drop [17-21]. This diversity of physical
phenomena renders the droplet impact problem a useful testing platform for a multitude
of fields. Phenomena such as von Kármán vortices [22], shock waves [23], cavitation [24],
waves [25], jets [26], contact line motion [27], bloodstain patterns [28] and, of course,
spreading and splashing [29], can be studied through droplet impacts. For typical
millimeter-sized rain droplets most of these phenomena happen on the order of
milliseconds making observations difficult for the human eye. Advancements in novel
measurement technologies and high-speed cameras has, however, allowed these areas
to be studied in detail, and are now widely growing areas of interest [29]. The impact of a
drop of water is a seemingly simple everyday occurrence but despite its growing attention,
an accurate mathematical equation describing the entire force evolution does not yet
exist. Technical applications must therefore rely on empirical data, simulations, or
assumptions to approximate the entire time-dependent loading.
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Relative to applications, droplet impacts can erode steam and wind turbine blades [3031], scour aircraft [32], and serve as a materials processing technique via high-speed,
droplet train impingement [4, 33]. In nature, droplet impacts can erode soil [34], compact
snow [35], disrupt hummingbird and mosquito flight [36-37], and even damage the
surfaces of leaves [38]. In each case, the force–time history associated with the droplet
impact is of considerable importance, since it characterizes the time scale over which an
object will experience the impact force and the resulting impulse (i.e., change in
momentum). Similarly, in designing material processing applications, the force–time
history is essential to characterize material erosion, since it provides an evolution of the
time-dependent loading. This allows, for example, the calculation of stresses and strains
experienced by the solid. Due to their rapid deformation and potentially destructive nature,
high-speed droplet impacts are inherently difficult to image and pose significant
measurement challenges. Therefore, in this study, we establish an appropriate scaling
law that captures the dominant physics of low-speed droplet impacts, and, through this,
provide a foundation for which the force–time profiles of high-speed impacts can be
estimated. This is done by measuring droplet impact force–time profiles over a significant
range of Reynolds and Weber numbers, then, using the data, along with existing theories,
develop a model which accurately describes high Reynolds and Weber number impacts.
Several experimental studies, e.g., [21, 39-43], have investigated various aspects of the
normal impingement of a water droplet onto a flat, rigid surface. Such measurements
reveal that the impact force is characterized by a rapid rise to a maximum, followed by a
much more gradual decay to zero force. As might be intuitively surmised, existing studies
indicate that the peak force increases with increased droplet diameter, 𝑑, liquid density,
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𝜌, and/or impact velocity, 𝑣. One study found the force to scale as the square of impact
velocity [44]. Another study found the time duration (total time in which a droplet imparts
a normal force) decreases with impact velocity and increases with increased droplet
diameter [41]. A similar study showed the droplet impact force–time profile is Reynolds
number invariant, above Re = 230, as only the inertial parameters (i.e., 𝜌, 𝑣, and 𝑑) affect
the profile [42]. Here, the Reynolds and Weber numbers are respectively given by,
𝑅𝑒 = 𝜌𝑣𝑑/𝜇 ,

(1.1)

𝑊𝑒 = 𝜌𝑑𝑣 2 /𝜎 ,

(1.2)

where 𝜇 and 𝜎 are the liquid’s viscosity and surface tension, respectively. Conversely, as
the Reynolds number decreases, below Re = 230, viscosity plays a more dominant role.
Specifically, the normalized peak force increases, while the normalized time duration
decreases. In this impact regime, viscosity impedes droplet spreading, and as shown later
in this chapter, promotes a faster deceleration of the drop, altering the inertial force profile.
In the extensive study of [21], the force profiles in a Reynolds number range of
approximately 10-1 < Re < 104, were measured, resulting in the discovery of visco-elastic,
viscous and inertial regimes. In the visco-elastic regime (Re < 0.7), the force–time profile
is nearly symmetric about the maximum force, corresponding to an elastic sphere impact.
After this stage, a negative force is imparted, relating to a rebound effect. In the viscous
regime, which occurs in the range of approximately 0.7 < Re < 200, reference [21] found
the early pre-peak force to scale as 1/√𝑅𝑒. They provide a formal justification for this
scaling law using the boundary layer thickness (found in [45]), with a perturbation
expansion from the inviscid solution based on [19]. The approximate solution predicts a
7

1/√𝑅𝑒 scaling, good to order (Re-1) and is supported by their experiments. In the inertial
regime, [21] found self-similarity of all measured force profiles above Re = 200. Here, the
peak force is found to equal approximately 0.85𝜌𝑣 2 𝑑 2. In addition, [21] experimentally
verify the early time, √𝑡 force dependence, theoretically determined by [19]. The present
experimental results, which were historically compiled over the same time frame,
reinforce this finding. During the initial pre-peak rise in force, [19] has shown that the
velocity and pressure fields adhere to a self-similar form and in addition, predict the
normal impact force to grow in time like √𝑡, namely:

𝐹(𝑡) = √

27 3/2 5/2
𝜌𝑑 𝑣 √𝑡 ,
2

(1.3)

This equation accurately predicts the impact force of inertial (i.e., high Re, high We),
droplet impacts for early stages of impact, before peak force, as shown by [21]. In their
study, they found the peak force to occur at a normalized time of about 𝑡̂ = 0.18, where
𝑡̂ = 𝑡𝑣/𝑑. Just before peak force, however, Eq. (1.3) diverges from the measurements
and, thus, is only applicable for early time, i.e., 𝑡̂ < 0.1.
Other theoretical and numerical works on droplet impacts have been performed by [4647], who collectively show that the center pressure of an impacting droplet obeys a 1/√𝑡
dependence, for early stages of deformation (up to approximately 𝑡̂ = 0.5). A subsequent
rapid pressure decay commences thereafter. The 1/√𝑡 pressure dependence at the
impact point agrees with the study of [19], while the long-time pressure decay observed
in the simulations awaits further theoretical evaluation. Reference [48] also investigated
the impact pressure. Here, the authors used the volume-of-fluid method to simulate the
8

normal impingement of inertia-dominated droplets onto a rigid surface. For times of the
order of 𝑡̂ = 1, the results show the central pressure at the impact surface decays
monotonically in time and is well approximated with an exponential of the form: 𝑒 −𝑡 .
Although the droplet impact force is not explicitly calculated in reference [48], this form of
pressure can be multiplied by the drop’s contact area to obtain a force approximation.
Such a calculation was done by using the contact area of a spherical cap [43]. The
resulting force equation underestimates the measured force profiles. The equation does,
however, follow the profile trends (i.e., sharp rise to maximum force followed by a gradual
decay to zero). To provide a more suitable match, [43] has used an empirical equation
based on an exponential-like decay. Although theoretical support is needed for the
exponential decay, the use of it to describe the post-peak decay observed in experiments
is quite appealing.
The force evolution at early times, first derived by [19] in Eq. (1.3), has been verified by
[21], and is also supported by the present experiments. Since the early-time force
evolution has credible establishment both theoretically and experimentally, a
complementary aim of this work is to provide justification for the use of an exponential of
the form: 𝑒 −𝑡 , to describe the post-peak decay. From this, a model equation is developed
that accurately represents the entire force evolution of inertial droplet impacts, suitable
for easy use in applications. This model includes the early time √𝑡 force dependence
derived in [19], and the observed exponential post-peak decay. In addition, it is shown
that the force decay can be predicted solely by the free-surface height evolution. In this
alternative method, direct force measurements are not required. Instead, the free-surface
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height evolution is used to calculate the impact force decay, and the ensuing results are
shown to be in good agreement with direct force measurements.
The present experiments cover a range of Reynolds and Weber numbers of four and two
decades, respectively. This is done by varying the liquid density, 𝜌, droplet diameter, 𝑑,
impact velocity, 𝑣, fluid viscosity, 𝜇, and surface tension, 𝜎. Another important aspect of
describing the physics involves controlling the shape of the droplet upon impact. A nonspherical droplet exerts a force–time profile that is different from a spherical droplet. This
is due to variations in free-surface curvature, which result in variations in the duration of
momentum transfer to the surface. For example, the present measurements show that,
relative to a spherical droplet, oblate droplets correlate with shorter momentum transfer
times, while prolate droplets correlate with longer momentum transfer times. This
observation is reinforced by the recently reported findings of [43]. Such variations add
undesirable complexity to the force–time profiles. Because of this, the present study
restricts attention to droplets that are spherical to within a well-defined tolerance. This aim
is accomplished by performing the experiments under sufficiently low ambient air
pressure conditions, and thus avoiding the deviation from a spherical shape that occurs
when significant drag is imparted by the surrounding gas [49]. For example, in standard
atmospheric pressure (101 kPa), a 3.5 mm diameter water droplet falling at its terminal
velocity, of approximately 8 m/s, has an aspect ratio, e (defined later), of approximately
0.8 [50-51].
In what follows, this chapter first describes the experimental procedures and the range of
parameters explored. This is followed by a presentation of the experimental results from
which the parameter thresholds are determined, and where self-similar, force–time
10

scaling exists. With this, a model equation is constructed for the entire force profile. The
chapter concludes with a brief discussion of the primary experimental observations and
the physics contained in the present model.

1.1 Description of experiments
The present experiments employ a custom-made apparatus that releases consistently
sized droplets in a sub-atmospheric environment, see Figure 1.1. This apparatus features
a 380 mm × 380 mm × 500 mm vacuum chamber, consisting of an aluminum frame
enclosed by polycarbonate windows. An Edwards E2M30 vacuum pump is used to
reduce the air pressure in the vacuum chamber, while an MKS 902 piezo transducer
measures the ambient pressure inside the chamber with a resolution of 0.013 kPa (0.1
torr). For all tests, the absolute air pressure in the chamber is 12 + / − 0.4 kPa. The leak
rate of the vacuum chamber at 12 kPa is approximately 0.006 kPa/s. During each trial,
which takes a matter of seconds, the vacuum pump is turned off so that vibrations are
reduced.

11

Figure 1.1: Droplet impact force experimental apparatus, (a) schematic, and (b) image.

A syringe with a double-gland, gas-tight piston expels droplets from a needle attached to
its base, with the droplet subsequently falling onto the force sensor directly below. A
stepper-motor controls the position of the piston, allowing precise dosimetry. Various
lengths of polyvinyl chloride pipes, outfitted with o-rings and sealed to the vacuum
chamber and syringe, allow for significant variations in the drop height, H (see Figure 1.1).
Minor adjustments to H are accomplished by using variable thickness steel plates
underneath the force sensor. The values of H in the present study resulted in impact
velocities between 1.2 and 6.4 m/s, as detailed in the next section. Stainless steel needles
attached to the syringe, generate droplet diameters between 1.7 and 5.1 mm. Three
different liquids (ethanol, distilled water, and glycerin) are used to vary the viscosity,
density, and surface tension of the impacting droplet, while in a temperature-controlled
room of 20 ℃. The ethanol used is 200 proof ethyl alcohol manufactured by PHARMCOAAPER, and the glycerin is 99 % natural glycerin manufactured by PIT Process
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Chemicals Inc. Furthermore, glycerin and distilled water are mixed at various proportions,
to create liquids with properties between those of the pure substances. The material
properties of the liquids used in the present experiments are listed in Table 1 [52-54].
Table 1: Material properties of the liquids employed.
Liquid
Density 𝜌 (kg/m3)
Viscosity 𝜇 (cP) Surface tension 𝜎 (dyne/cm)
Glycerin
1258
1490
63
95 % Glycerin
1248
523
63
90 % Glycerin
1235
219
64
80 % Glycerin
1208
60
65
50 % Glycerin
1126
6
68
Water
998
1.0
73
Ethanol
789
1.1
23

A PCB model 209C11 piezo-electric force sensor with a calibrated sensitivity of 524.3
mV/N is located at the base of the vacuum chamber and is the target of the falling
droplets. The impact surface is a polished 6061 aluminum cap with a surface roughness
of Ra = 0.09 µm (measured with a Mitutoyo SJ-400). A PCB 482 signal conditioner
provides the excitation voltage to the sensor and a Lecroy Wavesurfer 64MXs-B
oscilloscope sampling at 5 MHz is used to acquire the force–time measurements.
Droplet diameter prior to impact, impact velocity and post-impact deformation are
determined from the analysis of high-speed camera images, obtained with a Photron
Fastcam SA4 high-speed camera operating at 13,500 fps with an exposure time of 62 µs.
All droplet impacts are recorded at this frame rate with the exception of images shown in
Figure 1.2, which are recorded at 10,000 fps. A Northstar 250 W light is used to back
illuminate the droplets, while a 105 mm Nikkor lens with a 49 mm extension tube is used
to magnify the droplet images. The high-speed images reveal that, for the given range of
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liquids and droplet sizes, the 12 kPa ambient air pressure sufficiently inhibits the air-draginduced droplet distortion, while remaining well above the vapor pressure of the liquids
used.
A position-tracking software was developed to determine the impact velocity and droplet
diameter. The software utilizes a cross-correlation algorithm that determines the physical
displacement of a droplet between two consecutive images. Dividing the physical
displacement by the time between consecutive images provides an estimate for the
droplet velocity. In all experiments the calculated velocity is within 5 % of the theoretical
velocity (assuming no air drag), 𝑣 = √2𝑔𝐻, where 𝑔 is the acceleration due to gravity.
A distortion criterion is developed to ascertain if any given droplet deviates unacceptably
from a spherical shape during it’s free fall. Distortion is quantified by the aspect ratio, e,
i.e., the ratio between the length projected onto the axis of symmetry, 𝑑1, to the maximum
diameter perpendicular to the axis of symmetry 𝑑2, 𝑒 = 𝑑1 /𝑑2. In this study, only droplet
impacts for which 0.95 < e < 1 are considered. All droplets exhibited a slightly oblate
ellipsoidal shape, e < 1, upon impact. This is consistent with the droplets being subject to
the initial stages of air drag [55], albeit small, owing to the reduced pressure environment.
The quantities d1 and d2 are determined from the ellipsoidal droplet images by an ellipsefitting software. These quantities are also used to determine the equivalent droplet
diameter, 𝑑 = (𝑑1 𝑑22 )1/3, which is the diameter of a spherical droplet whose volume
equals the volume of the ellipsoidal droplet. In order to validate the ellipse-fitting software,
the equivalent droplet diameters, 𝑑, are compared to droplet diameters calculated from
the measured droplet mass 𝑑𝑚 = (6𝑚/𝜋𝜌)1/3, where 𝜌 is the density and 𝑚 is the droplet
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mass. For test conditions 2, 9 and 11, the mass of 10 consecutive droplets are measured
with a Mettler-Toledo MX5 scale having 1 µg precision. The droplets from these test
conditions have large, small, and medium diameters, respectively. The average mass of
each trial set is determined, and used as 𝑚 to determine 𝑑𝑚 . This is then compared to
the equivalent droplet diameter 𝑑, in which case the equivalent droplet diameters are
within 3 % of their 𝑑𝑚 counterparts.
For all of the present experiments, low-amplitude, high-frequency oscillations are found
to be superimposed onto the measured force profile. These oscillations stem from the
vibration of the measurement system caused by the droplet impact. The oscillations are
spectrally removed from the dataset using a method similar to that employed by [41]. The
oscillation amplitude decreases with increased time and is, therefore, greatest at the
beginning. For each test condition (listed in Table 2), five trials are performed, to verify
repeatability. After droplet impact, the chamber is returned to atmospheric pressure, the
door opened, and the impact plate wiped clean, in preparation for the next trial.

1.2 Results
In this section the stages of droplet deformation are introduce first, followed by force
profile measurement results. Then, it is shown that the peak force occurs when the droplet
side walls are perpendicular to the impact plate – a consequence of maximum momentum
redirection. The normalized profiles are subsequently presented and compared with
previous findings. This section also shows two distinct impact regimes (i) a self-similar
inertial, and (ii) a viscous regime. Next, the impulse and change in momentum due to
droplet impact is discussed, as well as how viscosity affects the free-surface configuration
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at peak force. Finally, the long-time behavior of inertial profiles are investigated and are
shown to be well approximated by an exponential decay law.

Figure 1.2: Stages of droplet impact. High-speed images of a 2.9 mm diameter water droplet impacting
at 2.1 m/s, (Re = 5960, We = 170). The time between images is 100 µs (normalized time of 𝑡̂ = 𝑡𝑣/𝑑 =
0.07). The progression of images start from the top left side, proceed downwards, then to the right.

1.2.1 Stages of impact
Figure 1.2 shows the stages of droplet deformation for a 2.9 mm diameter water droplet
impacting at 2.1 m/s. The time between successive images is 100 µs (normalized time of
𝑡̂ = 0.07). The images are taken at 10,000 fps with an exposure time of 25 µs. During the
early stages of deformation, the droplet resembles a truncated sphere with a thin liquid
jet circumscribing the initial point of contact. The thin liquid jet, or lamella, advances
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parallel to the surface and radially away from the impact center. As the droplet deforms,
liquid from the bulk travels to the spreading lamella and momentum is redirected from the
normal to surface-parallel direction. This redirection of momentum induces the applied
force at the surface. Specifically, the normal force acting on the plate is equal to the rate
at which the total momentum within the collapsing droplet, normal to the plate, changes
with time. The later stages of deformation exhibit a rippling effect in the lamella due to
capillary instabilities about the advancing contact line [56]. The liquid ceases further radial
advancement, as surface tension forces retract the lamella and contact line back toward
the initial point of contact (not shown). The liquid then oscillates several times, although
no clear normal force variations are observed during this stage.

1.2.2 Force profiles
Ensembles of the force profiles were generated as previously described, covering the 14
separate test conditions listed in Table 2. These experiments span Reynolds and Weber
number ranges of 10 ≤ 𝑅𝑒 ≤ 29,800 and≤37 ≤ 𝑊𝑒 ≤ 6360, respectively. The force
profiles for test condition 11 are shown in Figure 1.3. These results exemplify the typical
force profile of a spherical droplet impinging normal to a flat rigid surface. As expected,
the force increases rapidly, rising to a maximum of about 55 mN at approximately 160 µs
after initial impact, and then gradually returns to zero. The time duration is approximately
2 ms. Note that Figure 1.3(a) plots 5 trials, and thus provides an indication of experimentto-experiment repeatability. The reduced ambient pressure helps facilitate impact location
repeatability. In contrast, as the impact velocity increases, droplets travelling within
standard atmospheric pressure rarely hit the same spot owing to the unsteady wakes that
form behind them [57]. Additionally, Figure 1.3(a) compares the experiments with the
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analytically derived, pre-peak rise in normal force given by [19]. As shown, the initial rise
in force compares well with Eq. (1.3), but quickly diverges after 50 µs. Note that droplet
splashing is suppressed in the reduced pressure environment – a result found previously
[58]. It has been shown that a splashing droplet impact exerts approximately the same
force as a non-splashing droplet impact [59].
Table 2: Test conditions of single droplet impact.

Viscous regime

Self-similar, inertial
regime

Test
condition
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Liquid
Glycerin
Glycerin
95 % Glycerin
Glycerin
90 % Glycerin
80 % Glycerin
Ethanol
50 % Glycerin
Water
Ethanol
Water
Ethanol
Ethanol
Water

Velocity
𝑣 (m/s)
2.9
3.9
2.8
6.4
2.8
3.9
1.2
2.8
1.2
2.7
2.7
6.3
6.4
6.3

Diameter
𝑑 (mm)
4.0
4.9
4.0
5.1
4.0
3.6
1.7
3.7
1.9
2.1
2.9
3.3
4.5
4.7

Re
10
16
27
28
64
280
1460
1960
2270
4070
7920
15000
20700
29800

We
690
1500
610
4200
610
1020
86
480
37
530
300
4540
6360
2570

Together, the force measurements and high-speed images illustrate the interplay
between the deformed droplet shape and its corresponding force. During the initial
deformation, but before peak force, the droplet closely resembles a truncated sphere,
surrounded by its radial lamella. During this stage there is a rapid increase in normal force
due to the sudden redirection of flow that drives the expanding lamella. The liquid in the
spreading lamella does not contribute to a significant normal force, but instead, induces
a drag force due to the viscous boundary layer at the solid/liquid interface [45]. During the
initial pre-peak rise, the upper portion of the droplet does not yet experience the effects
of the impact surface and continues to travel towards the surface with its initial impact
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velocity, 𝑣. Within the small region about the impact plane, however, the liquid rapidly
decelerates and adheres to upward expanding self-similar pressure and velocity fields
[19]. At this time, the impact-induced flow drives a tank-treading-like motion of the contact
line, where the maximum pressure exists. This is a rather counterintuitive result as the
maximum pressure does not occur at the central stagnation point, but rather near the
expanding contact line [19]. By the time of peak force, the droplet closely resembles a
dome with sides walls that are perpendicular with respect to the impact plane, see Figure
1.2. Peak force occurs at a normalized time of approximately 𝑡̂ = 0.15. In terms of the
entire duration of normal force (𝑡̂ ≅ 2.0), the peak force is rapidly attained, within the first
10 % of normalized time duration.

Figure 1.3: Force-time profiles; (a) measured force profiles for the five trials of test condition 11 and
(b) their ensemble-averaged (blue) and filtered non-dimensional force profile (orange). Insets show
the initial rise and peak force compared with the analytical force (black) from [19]. The peak force
occurs at approximately 𝑡̂ = 0.15𝑑/𝑣, shown with a black dashed line.

1.2.3 Peak force
There are currently no theories that explain why the deformed droplet exhibits vertical
side walls at the time of peak force. It can be intuitively surmised, however, that at this
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time the largest amount of wall-normal momentum is projected onto the impact plane
leading to the largest normal force. Consider the deformed droplet configuration before
peak force, if the lamella is neglected, the droplet side walls near the base are curved
inward and the area projected onto the surface is less than the area of a circle with
diameter, 𝑑, see Figure 2.1. At peak force, the side walls are perpendicular to the plate
and the area projected onto the surface has an area equal to that of a circle with diameter,
𝑑. At this time, the momentum within the bulk droplet is purely in the direction normal to
the plate. The largest amount of momentum, normal to the plate, occurs at this instant,
and from this, it can be reasoned that the largest normal force occurs at this time. After
peak force, the projected area is larger, but despite this, the momentum in the bulk has
components in the radial direction, as indicated by the radially expanding free surface.
Consequently, less momentum is directed in the plate-normal direction, and the impact
force drops correspondingly. During this time (𝑡̂ > 0.15), the upper free surface melds into
the spreading lamella, see Figure 2.1. This decay stage is much longer than the pre-peak
rise. In terms of the total time duration, the majority of the induced force occurs during the
decay.

1.2.4 Normalized Profiles
In terms of the entire experimental range, the measured peak forces cover three orders
of magnitude. The peak force of test condition 4 exceeded 1300 mN, while the peak force
of test condition 7 was under 3 mN. The profiles of all test conditions exhibit the same
qualitative features as displayed in Figure 3.1, but exhibit different peak forces, time
durations, etc. See the supplemental material section in [15] for the force profiles of all
test conditions. Figure 3.1(b) shows the non-dimensional force profile for the test of Figure
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3.1(a) and its respective filtered profile. As is apparent, the filtered profile faithfully
adheres to the trend of the unfiltered profile. The normalized profile for each test condition,
listed in Table 2, is determined by dividing the force of each respective trial by 𝜌𝑣 2 𝑑 2, and
the time by 𝑑/𝑣, and then averaging the 5 non-dimensionalized trials of the test condition.
This choice of non-dimensionalization employs an inertial set of normalizing parameters
(i.e., 𝜌, 𝑣 and 𝑑). In Figure 3.1(b), the peak force occurs at a non-dimensional time of
approximately 0.15 and attains a non-dimensional peak force magnitude of approximately
0.87. Similarly, [21] found the normalized time of peak force and peak force to be 0.18
and 0.85, respectively. Figure 3.1(b) shows the analytical solution derived by [19],
compared with the measurements. As shown, the normalized form of Eq. (1.3) compares
well with the filtered data up to a normalized time of approximately (𝑡̂ = 0.05), and then
diverges. This demonstrates that the initial impact force scales like √𝑡, as anticipated.
Note that Figure 3.1 is representative of inertia-dominated impacts (high Re), and an
alternative scaling law must be adopted for viscous drops (low Re).

Figure 1.4: Non-dimensional force profiles; (a) test conditions in the viscous regime, 10 ≤ Re < 280,
and (b) test conditions in the self-similar inertial regime, 280 < Re ≤ 29,800. The black profile is Eq.
(1.8).
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The normalized profiles for all test conditions are displayed in Figure 1.4. Figure 1.4(a)
shows the force profiles for impacts in the viscous regime, while Figure 1.4(b) shows the
force profiles for impacts in the self-similar inertial regime. The viscous regime profiles
are noticeably different from inertia-dominated profiles. Namely, they exhibit a greater
peak non-dimensional force, and have a shorter non-dimensional time duration. These
tests are representative of low Re, (test conditions 1–6), and have their own viscous
regime (see Table 2). With increasing Re, in the viscous regime, the force profiles
decrease in peak non-dimensional force and increase in non-dimensional time duration,
as indicated by the arrows in Figure 1.4(a). The inset of Figure 1.4(a) readily shows how
the peak force decreases with increasing Re.
These Reynolds number dependent characteristics of viscous force profiles are in
agreement with the results found in [21]. In their study, however, a wider range of
Reynolds numbers is explored within the viscous range (down to Re = 0.7). Based on the
peak time, they propose a quantitative model for the scaling of peak force. The peak time
was found to increase with increasing Re, and using this, the peak force is determined
through the product of inertial peak force and the ratio of inertial peak time to viscous
peak time (see equations 3.18 & 3.20 in [21]). Using this model, the normalized peak
force for Reynolds numbers of 10, 16, 27, 28, 64 and 280 (test conditions 1–6), is 1.21,
1.13, 1.06, 1.05, 0.91, 0.87, respectively. In terms of peak force comparison our results
exhibit a lower peak force than that anticipated by this model. The difference increases
with decreasing Re, where the largest difference is approximately 13 %, at Re = 10. This
discrepancy is attributed to the initial oscillations induced by impact where the oscillation
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amplitude is the greatest, and is, therefore, difficult to identify maximum force. Similarly,
a quantitative value for peak time is uncertain due to the oscillation.
The force profiles enter the self-similar inertial regime for approximately Re > 280 (test
conditions 7–14). In the inertial regime, all profiles share the same profile once
normalized. Here, the normalized profile is invariant for variations in Reynolds number
(between approximately 280 < Re ≤ 29,800) and Weber number (between 37 ≤ We ≤
6,360). This result has also been observed in other recent studies [21, 42]. It indicates
that viscosity and surface tension do not influence the normal force exerted within the
given parameter ranges. In this regard, and similar to Figure 1.3, the peak nondimensional forces, in Figure 1.4(b), are approximately 0.85 and occur at a nondimensional time of approximately 0.15. Note that the profiles of all test conditions exhibit
no observable differences for variations in We, over the present We range. For
comparison, Figure 1.4(a), shows test conditions 3 and 4 where their Weber number is
610 and 4,200 respectively, while their Reynolds numbers are relatively unchanged, 27
and 28 respectively. Despite the difference in Weber number, their force profiles are
nearly identical, signifying Weber number effects are invariant both in the viscous regime
(above We = 610) and the inertia regime (above We = 37). Therefore, all measurements
of this study show Weber number invariance. Similarly, [60, 61] found the droplet
spreading radius to be solely Re dependent, with negligible effects due to We.
Additionally, [62] has shown that, during deformation, the droplet free surface adheres to
self-similarity with Re alone.
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1.2.5 Impulse and change in momentum
For all test conditions, the ratio between the measured impulse (i.e., area under the force
profile) and the measured droplet momentum 𝑚𝑒 𝑣, where 𝑚𝑒 is the equivalent mass
calculated from the imaged droplet diameter 𝑑; 𝑚𝑒 = 𝜋𝜌𝑑 3 /6, is between 0.98 and 1.10.
Therefore, the impulse exerted by the droplet impact, listed in Table 2, is approximately
equal to the droplet momentum just before impact. This provides an indication of the
measurement system accuracy, since, by definition, impulse is equal to the change in
momentum of an event. See the supplemental materials in [15], for an estimation of the
measured force uncertainty [63].
The present droplets undergo a nearly perfect inelastic collision since, after the event,
their momentum is zero in the wall-normal direction (the impact surface is assumed rigid),
and just before impact, their momentum is 𝑚𝑣. Therefore, the total change in momentum
is 𝑚𝑣 (i.e., coefficient of restitution equals zero). It is interesting to note that if a droplet
rebounds after impact (i.e., bounces), typically from a hydrophobic surface [64], then the
total change in momentum will be larger than 𝑚𝑣, since the droplet has a non-zero
velocity after its interaction with the surface. This, in turn, will exert a larger impulse,
compared to an identically impacting droplet that adheres to the impingement surface.
Impacts within the visco-elastic regime, (Re < 0.7), do not result in an impulse equal to
the drop momentum [21]. In this regime, a negative force is applied to the impact surface
as the drop attempts to rebound. The present force profiles show approximately the same
non-dimensional impulse, regardless of Re. This indicates that impacts in the viscous and
inertial regimes can be modelled as perfectly inelastic collisions.
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1.2.6 Free-surface configuration at peak force
The effects of viscosity are present in the deformed droplet configurations at peak force.
Figure 1.5 shows the droplets of test conditions 1, 4, 6 and 13 at the time coinciding with
the peak in their associated force profile. As previously mentioned, at peak force, the
shape of droplets in the self-similar inertial regime have side walls perpendicular to the
impact plate (test condition 13 in Figure 1.5), with circumferential side walls equal to their
respective droplet diameters, 𝑑. This is not the case for impacts in the viscous regime,
where the droplet base is bulged and often without a lamella. These viscous impacts do
not allow the base of the droplet to reach the vertical side wall condition, making the
diameter of the droplet base less than 𝑑. In addition, viscous impacts exhibit limited
lamella formation owing to the high radial shear stress about the initial point of contact.
The viscous stress impedes radial flow near the surface which further increases the
volume of liquid about the droplet base, resulting in the observed bulged shape. In
contrast, droplets in the inertial regime exhibit weak viscous stresses allowing significant
lamellae to form. The effects of viscosity evidently underlie the reason for the shape
deviation between the viscous and inertial regimes. In support of this, visual evidence
indicates that with increasing Re, lamella jetting develops during the viscous regime, and
then becomes unmistakably apparent in the inertial regime, see Figure 1.5, test condition
13. The onset of lamella formation apparently distinguishes the two regimes. This
physically reflects the inertial transfer of surface-normal momentum to surface-parallel
momentum. Compared to impacts in the inertial regime, where significant lamella jetting
occurs, there exists more accumulated (excess) liquid around the base of the viscous
regime droplets as they initially deform. This extra liquid promotes a more rapid
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momentum transfer to the surface. In fact, [21] show that the pre-peak force rise, for
viscous regime droplets, scales as 1/√𝑅𝑒, leading to a more rapid increase in force for
decreasing Re. Accordingly, the peak force is attained sooner and at a higher value than
that of the inertial profile. Viscosity has the effect of impeding lamella formation and
through this, accumulates more liquid around the base, which induces a faster
deceleration of the drop.

Figure 1.5: Deformed droplet configuration at the time of peak force. From (left) to (right), test conditions
1, 4, 6 and 13, with Re = 10, 28, 280, 20,700, respectively. The shape and lamella formation are altered
in the viscous regime, while the deformed shape in the inertial regime resembles a dome with side walls
perpendicular to the surface. With increasing Re the droplet base goes from curved inward to
perpendicular at the time of peak force.

1.2.7 Long-time behavior of inertial profiles
In this section, the post-peak behavior is investigated of force profiles in the self-similar
inertial regime. Recall that these are Reynolds and Weber number invariant. The
investigation begins after peak force which occurs at a normalized time of approximately
𝑡̂ = 0.15. At the moment of peak force, the droplet side wall is perpendicular to the impact
plate, while the upper surface resembles a spherical dome, see Figure 1.5. After peak
force, the upper half of the free-surface slowly melds into the radially expanding lamella
(slowly compared to the lamella’s initial radial velocity, which can be 10 times faster than
the drop’s impact velocity [61]). Correspondingly, the applied force decays relatively
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slowly to zero. We note that the force changes concavity at approximately 𝑡̂ = 0.4. After
a normalized time of about 𝑡̂ = 2, the observed force is nearly zero, and the motion of the
now pancake-like lamella is radially outward. No forces are recorded during this final
spreading phase.

Figure 1.6: Long-time exponential behavior of the inertial droplet force profile. (a) Shows the force profile
of test condition 11 with an exponential fit for the post-peak decay (dashed orange line). The decay
begins at (𝑡̂ ∗ , 𝐹̂ ∗ ) = (0.5, 0.53), indicated by the yellow star. The inset shows the force profile’s derivative
plotted against force (blue). The post-peak force decay adheres to a linear relationship between 𝑑𝐹̂ /𝑑𝑡̂,
and 𝐹̂ , as indicated by the fit line (dashed green line). The black curve is Eq. (1.9) versus Eq. (1.8),
indicating the suitability of Eq. (1.8) as a force model. (b) Shows a linear regression of the force profile
which is valid between (𝑡̂ − 𝑡̂ ∗ ) = 0 and (𝑡̂ − 𝑡̂ ∗ ) = 15.

To begin the investigation, first, the time derivative of force is plotted against force in
Figure 1.6(a). For values of normalized force below 0.5 and after peak force, the relation
between 𝑑𝐹̂ /𝑑𝑡̂ and 𝐹̂ is linear, as indicated by the fit line 𝑑𝐹̂ /𝑑𝑡̂ = (−1/𝑘)𝐹̂ , (dashed
green line). Note that this is plotted on semi-log axes, so the fit line is curved instead of
straight. The derivatives are calculated by the central difference method (first order
accurate), on a reduced number of sample points. The fit line diverges from the data when
the force is greater than approximately 0.5. This plot suggests that, during this time (i.e.,
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0.5 < 𝑡̂ < 0.2), the time derivative of force is linearly proportional to the applied force. This
enables one to employ the following empirical relationship between force and its time rate
of change,

𝐹̂ (𝑡̂) = −𝑘

𝑑𝐹̂
,
𝑑𝑡̂

(1.4)

where 𝑘 is a constant of proportionality. This is effectively a statement that the rate of
force transfer is proportional to the available remaining force. Physically, this is treated as
a lumped system. In analogy with heat transfer problems where the internal conduction
within a body is fast relative to the heat transport across the body surface, the present
model assumes that the internal momentum transfer is fast relative to the momentum
transfer from the droplet to the surface. This rate-limiting description is consistent with the
momentum transport being intimately connected to the impacting droplet shape, as
described further below.
To provide further assurance of relation (1.4), the natural logarithm of force is plotted
against time. There is a distinguished linear trend from (𝑡̂ − 𝑡̂ ∗ ) = 0 to (𝑡̂ − 𝑡̂ ∗ ) = 1.5, (i.e.,
𝑡̂ = 0.5 to 𝑡̂ = 2). The fit line in Figure 1.6(b) has a slope of 1/k = −2.90, which is in good
agreement with the slope found using the derivative method, 1/k = −2.84.
Due to the experimental support provided by Figure 1.6, relation (1.4) may be used to
approximate the force for times after 𝑡̂ = 0.5. Equation (1.4) specifies that the rate at which
force changes is directly related to the applied force and can be readily solved by
separation of variables. From (1.4) it follows that
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𝐹̂
1
1
∫ − 𝑑𝑡̂ = ∫ 𝑑𝐹̂ ,
̂
𝑘
𝑡̂ ∗
𝐹̂∗ 𝐹
𝑡̂

(1.5)

and thus,
1

∗

̂ ̂
𝐹̂ (𝑡̂) = 𝐹̂ ∗ 𝑒 −(𝑘)(𝑡−𝑡 ) ,

(1.6)

where 𝐹̂ = 𝐹̂ ∗ at 𝑡̂ = 𝑡̂ ∗ . The linear relationship between force and its derivative, produces
an exponential decay which may be used to approximate the long-time force behavior.
The slope obtained from the fit line, 1/k = −2.84, is used to approximate the force in the
main plot of Figure 1.6(a) as an exponential (dashed orange line), and as shown, is in
convincing agreement with the measurements (after 𝑡̂ = 0.5). Notice that the exponential
fit begins to merge with the data at a normalized force of approximately 0.5. The starting
point for the exponential decay begins at approximately (𝑡̂ ∗, 𝐹̂ ∗ ) = (0.5, 0.53). Note that
the decay is not due to relaxation of the force sensor, as it can accurately measure
dynamic loads of durations longer than 2 s (discussion on sensor decay (personal
communication), PCB Piezotronics, Inc., 2018).

1.3 Force model
In this section a model equation is formulated that accurately represents the full force
evolution of a droplet impinging normal to a flat rigid surface. It is assumed that the droplet
Reynolds number is high and within the self-similar inertial regime. The functional form
for the equation is strategically chosen from previous analytical works, while utilizing the
decay model and physics educed in the present study. As previously discussed, during
initial deformation, the center pressure exerted by an impinging droplet obeys a 1/√𝑡
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dependence [19, 46, 47], and maintains this pressure dependence for approximately 𝑡̂ =
0.5. Our measurements show that at this time, 𝑡̂ = 0.5, the peak force has already
occurred, and the force is diminishing to zero. Thus, for the initial impact force, we assume
the average pressure applied on the surface has a 1/√𝑡 dependence. In addition, the
spreading radius has been found to obey a √𝑡 dependence [61, 65, 66]. A functional form
for the force profile is constructed via the product of the contact area and contact
pressure. Hence, the force should obey a √𝑡 dependence, as analytically predicted by
[19], however, this is unsuitable for large time, since √𝑡 diverges. Thus, in accordance
with the analysis in section 1.2.7, an exponential decay is included for large times. This
simultaneously preserves the √𝑡 dependence for the initial deformation, while bounding
the function for large time. Furthermore, it is noted that the use of an exponential has
shown previous success as a fitting function to match the numerical predictions of the
central pressure decay for times on the order of d/v, [48]. The model equation is then

𝑡
𝐹(𝑡) = 𝑐 √ 𝑒 −𝑡/𝜏 ,
𝜏

(1.7)

where 𝑐 and 𝜏 are constants. For small time, (𝑡 < 0.1𝑑/𝑣), Eq. (1.7), behaves like √𝑡, as
anticipated, since the exponential approximates unity for small time. Constants, 𝑐 and 𝜏
can be estimated from the present experiments. The impulse is experimentally well
approximated by the measured momentum of the droplet. Therefore, equating the integral
of 𝐹(𝑡) over all positive times to 𝑚𝑣, yields √𝜋𝑐𝜏/2 = 𝑚𝑣. The time to peak force is
experimentally found to occur at approximately 𝑡 = 0.15𝑑/𝑣. Accordingly, the time
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derivative of 𝐹(𝑡) is set equal to zero at 𝑡 = 0.15𝑑/𝑣, from which one can obtain 𝜏 =
(3/10)𝑑/𝑣 and 𝑐 = (10√𝜋/9)𝜌𝑑 2𝑣 2 . With these constants, the non-dimensional form of
Eq. (1.7) becomes,

𝐹̂ (𝑡̂) = √

1000𝜋𝑡̂ −10𝑡̂/3
𝑒
.
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(1.8)

Equation (1.8) is plotted in Figure 1.4(b), as a solid black line. As shown, Eq. (1.8) well
approximates the force profiles of the droplet impacts in the self-similar inertial regime.
Here, is it relevant to note that the analytically derived constant before the √𝑡 term, in Eq.
(1.3) by [19], is remarkably close to our constant, √𝑐 2 /𝜏. In fact, if our constant, √𝑐 2 /𝜏, is
replaced by√27/2𝜌𝑑 3/2 𝑣 5/2 and is used to solve for the time to peak force, using the
same integral and derivative condition, then the time to peak force occurs at 𝑡 = 0.148𝑑/𝑣,
extremely close to our experimental observation of 𝑡 = 0.15𝑑/𝑣. It is interesting to note
that if √𝑐 2/𝜏 is equal to √27/2𝜌𝑑 3/2𝑣 5/2 then Eq. (1.7) is asymptotic to Eq. (1.3) as 𝑡 →
0+, i.e., early-time solution of [19]. Moreover, the derivative of Eq. (1.8) compares well
with the experimentally determined derivatives. The derivative of Eq. (1.8) with respect to
time is,

𝑑𝐹̂
1000𝜋𝑡̂ 1 10 −10𝑡̂/3
=√
( − )𝑒
,
243 2𝑡̂ 3
𝑑𝑡̂
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(1.9)

and is plotted against Eq. (1.8) in Figure 1.6(a) inset (black). As is apparent, the black
curve in Figure 1.6(a) closely follows the data, indicating the suitability of Eq. (1.8) as an
accurate force model.

1.4 Long-time force decay measured from free-surface height
evolution
The results of the previous section support the treatment of the decaying portion of the
force curve using a lumped momentum transport model. The linear dependence between
the force and the force decay rate supports the efficacy of this modelling assumption.
Physically, a lumped approach also suggests that the momentum transport is rate-limited
owing to processes at/near the droplet/surface interface. The corollary to this is that
momentum gradients are small over most of the droplet volume. In this section, this
assumption is used to construct a model for the force that is based solely on the
movement of the upper free surface of the droplet. The results from this exercise further
reinforce the validity of the lumped model.
For modelling purposes, assume that the impact is in the self-similar inertial regime and
that the droplet is axially symmetric. Given this, the velocity within the fluid domain can
be described in cylindrical coordinates as 𝑣⃗ = 𝑢(𝑟, 𝑧, 𝑡)𝑟̂ + 𝑤(𝑟, 𝑧, 𝑡)𝑧̂ , with axial
momentum 𝑝 = 𝑝(𝑟, 𝑧, 𝑡), which can be written as,

𝑝(𝑡) = ∫ 𝜌𝑤𝑑𝑉 .

(1.10)

𝑉

Here the differential volume is the area of width 𝑑𝑟 and height ℎ revolved about the zaxis, (i.e., 𝑑𝑉 = 2𝜋ℎ𝑟𝑑𝑟). The free surface is denoted by 𝑧 = ℎ(𝑟, 𝑡). Consistent with the
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lumped model assumption introduced and validated in the previous section, the
momentum variations within the droplet are taken to be negligible. Under this assumption
the axial velocity within the drop is that given by the free surface. The momentum then
becomes,
𝑅(𝑡)

𝑝(𝑡) = 2𝜋𝜌 ∫
0

𝜕ℎ
ℎ𝑟𝑑𝑟 ,
𝜕𝑡

(1.11)

where 𝑅(𝑡) is the spreading radius of the drop. For large time the axial momentum near
𝑟 = 𝑅(𝑡) (i.e., in the lamella region) is approximately zero. The droplet fluid near the edge
of the lamella does not contribute a significant normal force compared to the droplet fluid
near the impact point (𝑟 = 0). For this analysis, the spreading radius is fixed to 𝑅(𝑡) =
𝑑/2, which, as will be shown, is a sufficient distance away from 𝑟 = 0 to yield accurate
force estimations. To normalize the momentum, 𝑝 is divided by the inertial parameters of
the system; liquid density 𝜌, droplet diameter 𝑑, and the initial impact velocity 𝑣. This is
given by,
𝑑/2 𝜕ℎ

𝑝̂ =

2𝜋𝜌 ∫0

𝜕𝑡
𝜌𝑑 3 𝑣

ℎ𝑟𝑑𝑟

.

(1.12)

In terms of non-dimensional variables, Eq. (1.12) becomes,
1/2

𝑝̂ = 2𝜋 ∫
0

𝜕ℎ̂
ℎ̂𝑟̂ 𝑑𝑟̂ .
𝜕𝑡̂
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(1.13)

Now an equation is obtained for the impinging droplet momentum that is solely a function
of the free-surface height. Upon differentiation with respect to time, the resulting force is
given by,

𝐹̂ =

1/2 ̂
𝑑𝑝̂
𝑑
𝜕ℎ
= 2𝜋 (∫
ℎ̂𝑟̂ 𝑑𝑟̂ ) .
𝑑𝑡̂
𝑑𝑡̂ 0 𝜕𝑡̂

(1.14)

From high-speed imagery one can determine the height evolution of the impinging droplet
at different radial locations. The height evolution of 35 radial positions from 𝑟 = 0 to 𝑟 =
𝑑/2 in increments of 0.04 mm was recorded and is presented in Figure 1.7(a–c). Figure
1.7(a) shows the height as a function of radial position, while Figure 1.7(c) shows the
height as a function of time for each radial location. Figure 1.7(b) shows the upper free
surface for 𝑡̂ > 0. This height evolution is for test condition 11 and is representative of
height evolutions in the inertial regime. Figure 1.7(d) shows the normalized momentum
as a function of time calculated using Eq. (1.13). The derivative of this curve is the
estimated force (per Eq. (1.14)) and is presented with the direct force measurements in
Figure 1.7(e). As is apparent, the estimated force using the free-surface height closely
adheres to the direct force measurements for 𝑡̂ > 0.5. The advantage of this technique is
that it allows one to determine the normal force induced by droplet impacts with only
knowledge of the free-surface height evolution (valid only for 𝑡̂ > 0.5). Its efficacy also
reinforces the physics of the lumped model employed to describe the momentum transfer
from the droplet to the surface.
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Figure 1.7: (a) Free-surface height evolution of test condition 11 measured at radial locations 0 ≤ 𝑟̂ ≤
0.5. (b) Shows the upper free surface for 𝑡̂ ≥ 0. (c) Shows the height evolution as a function of time for
each radial location. (d) Shows the total momentum calculated from the free-surface height Eq. (1.13),
and (e) shows the force approximation of Eq. (1.14), compared to the measured force profile. The
approximation is valid for the post-peak decay (𝑡̂ > 0.5). Error bars are based on the camera’s spatial
and temporal resolution.

The force predicted by Eq. (1.14) is apparently valid for long time, however for early time
the model underestimates the induced droplet force. Before impact (i.e., 𝑡̂ < 0), the drop
travels toward the plate with a uniform axial momentum of 𝑝̂ = −𝜋/6. Once impact occurs
the drop momentum immediately decreases due to the decreasing drop volume used in
Eq. (1.13). It is noted here that the lower free surface is approximated by a truncated
falling sphere with velocity 𝑣, which exists for 𝑡̂ < 0.5 (see Figure 1.7a). The reason for
using this model instead of the actual lower free surface is due to the erroneous effects
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of the radially growing lamella and bulging of the droplet base. Owing to continuity, the
impact increases the volume of liquid at the base, and in effect increases the axial velocity
of the lower free surface violating the uniform momentum assumption. The use of a
truncated sphere model renders the momentum uniform during the early stages of impact
(i.e., when the upper free surface continues to travel at a velocity 𝑣, see Figure 1.7c). It
is apparent that this model captures the sudden increase in force, however the prediction
falls below the measured force response. This discrepancy is likely due to the momentum
inhomogeneity during the early stages of impact [19]. The variation between the selfsimilar fields concentrated about the impact region and the remaining bulk of the droplet
violate the uniform momentum assumption. Therefore, this model, Eq. (1.14), can only
approximate the drop-induced force once the fields establish uniformity.
Another important quantity describing the droplet impingement process is the central
height evolution, defined as ℎ̂(0, 𝑡̂) = ℎ̂𝑐 (𝑡̂). This quantity is indicative of the impact
process, as it provides useful insight into underlying scales of the problem and reveals
whether the impact process may be considered inertial. In addition, the central height is
representative of the axial free-surface evolution. As is apparent in Figure 1.7(c), the
majority of the upper free surface follows the trend of the central height (most purple
color). For early time and before impact, the central height is simply ballistic, adhering to
the functional form: ℎ̂𝑐 = 1 − 𝑡̂. As deformation ensues the central height progressively
slows down and approaches a constant minimal film thickness [62]. The transition
between the ballistic and constant film thickness regime has been shown to admit a selfsimilar form, for large Reynolds numbers, where the central height behaves as,
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ℎ̂𝑐 =

𝐴
,
(𝑡̂ + 𝑡̂0 )2

(1.15)

where constants 𝐴 and 𝑡̂0, are approximately 0.492 and 0.429, respectively [62]. The
central height evolution of all test conditions is presented in Figure 1.8(a). Notice that the
low Reynolds number impacts Re < 280, tend to a greater constant film thickness, while
the high Reynolds number impacts, within the self-similar inertial regime, exhibit a very
similar central height evolution. This becomes more apparent in the Figure 1.8(a) inset,
where the height is plotted on a logarithmic scale. This reveals the transition from the
ballistic to the self-similar regime Eq. (1.15), and how the viscously influenced impacts
(i.e., for Re < 280) deviate from the inertial height evolution Eq (1.15). The central height
is undoubtedly an important physical parameter. Thus, the dependence of droplet force
on central height is now investigated.
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Figure 1.8: (a) Central height evolution ℎ̂(0, 𝑡̂) = ℎ̂𝑐 (𝑡̂ ), for all test conditions. Inset shows the data plotted
on a logarithmic scale, with the black-dashed line representing the ballistic regime and the black-dotted
line representing the self-similar inertial regime [62]. (b) Shows the impact force versus the central
height. Equation (1.8) versus the ballistic and self-similar regimes are plotted with black-dashed and
black-dotted lines, respectively.

In Figure 1.8(b) the force profiles of all test conditions are plotted with respect to their
central heights. It is apparent that a large increase in force occurs when the height is
about 1 (i.e., near initial impact), reaching a peak around ℎ̂𝑐 = 0.8. It is interesting to note
that this height is approximately the height of a geometric dome (with vertical side walls)
whose volume is equal to that of a sphere with equal radius. After reaching peak force,
the force then decreases less rapidly as it approaches zero. Figure 1.8(b) also reveals
the separation between inertial self-similar profiles and the ones affected by viscosity.
The viscous profiles have a higher peak force and decreases more rapidly until reaching
their constant film thickness. It is apparent that with decreasing Reynolds number, the
peak force increases along with the constant film thickness, while tending towards a
symmetric profile. Conversely, all of the inertial profiles tend towards an invariant profile,
further supporting their self-similar nature.
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The inertial force profile, represented by Eq. (1.8), is plotted versus the ballistic (1 − 𝑡̂),
and inertial height evolutions, i.e., Eq. (1.15), with black-dashed and black-dotted lines,
respectively. Notice that for early time, the profiles tend to follow the ballistic-dependent
force (black-dashed line), while the long-time profiles tend toward the inertially dependent
force (black-dotted line). The level of agreement between these predictions and the
measurements further supports the force model given by Eq. (1.8).

1.5 Summary
The impact force of liquid droplets on a flat rigid surface are measured across a wide
range of Reynolds and Weber numbers, four and two decades, respectively. The
experiments are conducted in a sub-atmospheric pressure environment as to inhibit airdrag-induced distortion, which allows the droplets to remain spherical upon impact. When
plotted non-dimensionally, the force profiles exhibit a self-similar inertial and a viscous
regime, distinguished solely by the Reynolds number. The measurements also show that
the force profiles are invariant with respect to Weber number. For high Re flows, the
droplet impact process is inertially dominated as the only influential parameters are liquid
density, impact velocity and droplet diameter. Interestingly, for inertially dominated
impacts, the peak force occurs when the deformed droplet resembles a geometric dome
with side-walls that are perpendicular to the impact plane. Furthermore, the experiments
reveal an exponential post-peak decay in the force profile. This permits the long-time
force behavior to scale as 𝑒 −𝑡 , and is shown to be consistent with a lumped model
approximation for the momentum transport from the droplet to the surface. Overall, a
single, accurate model equation is constructed for the scaling of force profiles across a
wide range of Reynolds and Weber numbers. This model incorporates the √𝑡 short-time
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behavior, analytically deduced by previous researchers, and the well-supported linear
dependence between 𝐹(𝑡) and 𝑑𝐹/𝑑𝑡, shown herein. This model is believed to provide a
useful contribution owing to the ubiquitous occurrence of droplet impacts in nature and in
industrial applications, such as in water droplet machining.
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2. IMPACT FORCE OF RAYLEIGH JETS
(Text for this chapter is taken from [16], i.e., Mitchell, B. R., Klewicki, J. C., Korkolis, Y.
P., & Kinsey, B. L. (2019). Normal impact force of Rayleigh jets. Physical Review Fluids,
4(11), 113603. My contributions to this work were all experimental and theoretical
investigations.)

The impact of a liquid jet is used in numerous applications, e.g., surface cleaning [67],
cooling [68, 69], coating and ink-jet printing [70], surgical applications [71, 72], and
medicine delivery [73]. In most of these applications, a liquid is accelerated through a
circular orifice that initially forms either a continuous, axisymmetric, cylindrical (Rayleigh)
jet or is emitted as a disorganized mass of liquid droplets by a process known as
atomization [74]. Many of the applications listed above utilize the former process, where
an initially continuous stream of liquid travels a certain distance from the orifice until
colliding with a surface. The purposes of surface impingement vary depending on the
application. In coating flows or ink-jet printing, for example, it is often desirable to
efficiently deposit the liquid onto the surface while minimizing splash [75, 76] (i.e., in order
to enhance print quality). In surface cleaning or waterjet cutting, it is advantageous to
maximize the stress imparted onto the surface (i.e., to remove dirt or to penetrate the
surface for effective material removal). Upon impact with the surface, however, the liquid
in the emanating jet can exhibit two distinctly different states: (i) the liquid remains intact
as a continuous, axisymmetric jet, depicted in Figures 2.1(a) and 2.1(b); or (ii) the liquid
jet fragments, downstream of the orifice, into a train of discrete droplets due to a surface
tension induced instability [5], shown in Figure 2.1(c). Regardless of the intended
application, the characteristics of the impact (i.e., splash, induced force, etc.) will change
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depending on whether the liquid is in a droplet state upon impact or remains as a
continuous jet. Here, it is recognized that a Rayleigh jet constitutes any of the Figure 2.1
depictions, as the only differences between these jets are their perturbation amplitudes
and whether these amplitudes are large enough to permit droplet formation. The state of
the liquid arriving normal to the impingement surface is then governed by the perturbation
amplitude and the nozzle to plate distance, as described, in detail, in chapter sections 2.1
and 2.2.

Figure 2.1: Schematic of the normal impingement of Rayleigh jets: (a) steady-state jet, (b) wavy
jet, and (c) droplet train.

The droplet formation process from a continuous jet has received considerable attention
since the pioneering work of Lord Rayleigh [5, 77, 78]. Similarly, the impact of a single
droplet onto a flat solid surface has received a wealth of scientific interest, with particular
attention paid to the underlying splashing mechanisms [29, 79]. A less prevalent research
topic is the associated impact of continuous jets, and droplet trains onto flat solid surfaces,
and especially the induced normal force. This area remains largely unexplored; however,
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knowledge of the force induced by Rayleigh jets is of practical use in industrial
applications, like water droplet machining, and is of broad scientific interest. In fact, as a
unique example, archer fish (Toxotes jaculatrix) attack their above-surface prey with
precisely aimed waterjets [80].

In this chapter, the similarities and differences of the normal impingement of a steadystate jet, a wavy jet, and a droplet train, onto a solid surface are investigated through force
measurements and high-speed photography. The aim is to quantify the force imparted by
these distinctly different scenarios for identical nozzle flow conditions (i.e., velocity and
jet diameter). In this way, the momentum exiting the nozzle is identical for each condition,
allowing for direct comparison. A quantitative understanding in the applied force of
Rayleigh jets allows applications to be designed with sufficient foresight, and aids in
determining whether the use of droplets is appropriate and beneficial.
This chapter begins with the regimes associated with the “breakup” of liquid jets in section
2.1, followed by a description of the droplet formation process in section 2.2. That section
also characterizes the jet free-surface, which is used to formulate model equations for the
force induced by continuous jets in section 2.3. Section 2.4 elucidates the force imparted
by a single droplet, which is used in series to formulate a model equation for the force
induced by a droplet train. These force models are then experimentally tested. In section
2.5 the experimental setup and data processing methods are introduced. This is followed
by results and discussion in section 2.6, and finally, concluding with a chapter summary
in section 2.7.
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2.1 Classification of jet regimes
Liquid issuing from a circular nozzle has several outcomes. If the flow rate exiting the
nozzle is relatively small, and there exists a quasistatic balance between the liquid
inertial/gravitational force and the surface tension force, then the liquid simply drips [81]
(i.e., a leaking faucet). As the flow rate increases, the liquid takes the form of a cylindrical
“Rayleigh” jet, where the jet appears smooth and unperturbed close to the nozzle. The
onset between the dripping regime and the Rayleigh regime occurs when the Weber
number (ratio of inertial to surface tension force) exceeds a critical threshold, described
by

𝑊𝑒 =

𝜌𝑑0 𝑣02
>8,
𝜎

(2.1)

where 𝑑0 is the jet diameter, 𝑣0 is the jet velocity relative to the nozzle, 𝜌 and 𝜎 are the
previously defined liquid density and surface tension, respectively [82–84]. A formal
description of the transition from dripping to jetting can be found in [85]. Once in the
Rayleigh regime, the liquid exiting the nozzle is initially columnar; however, at a certain
distance downstream, wavy disturbances about the free-surface become discernible.
These disturbances grow progressively in amplitude downstream until the wave
amplitude becomes approximately equal to the jet radius. This is where droplet formation
occurs [86]. The distance between the nozzle and the point of droplet formation is defined
as the breakup length 𝐿𝑏 , see Figure 9(c), and is linearly proportional to the jet velocity.
More specifically, the normalized breakup length scales with the square root of the jet’s
Weber number (i.e., 𝐿𝑏 /𝑑0 ∝ 𝑊𝑒) [78, 87–91]. This relation, however, is valid only for a
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certain range of Weber numbers. As the jet velocity increases, the surrounding fluid into
which the jet is immersed (typically air) begins to alter the Rayleigh regime dynamics.
Aerodynamic drag causes droplet formation to occur earlier, shortening the breakup
length. The breakup length begins to decrease nonlinearly with jet velocity, and the jet
enters the first wind-induced regime [78]. This occurs when the aerodynamic force is
about 10% of the surface tension force [92]. A further increase in the jet velocity allows
the surrounding fluid to induce significant shearing stress onto the jet. This causes
droplets to be stripped off the surface, rather than being pinched off in segments at the
fore of the jet [86]. The jet then enters successive wind-induced and atomization regimes.

The topic of this chapter focuses solely on Rayleigh jets. A comprehensive review of the
subsequent regimes can be found in [78, 83, 87, 93]. The upper bound separating the
Rayleigh regime from the first wind-induced regime is described by

𝑊𝑒 < 0.4

𝜌
𝜌𝑔𝑎𝑠

,

(2.2)

where 𝜌𝑔𝑎𝑠 is the density of the ambient gas [83, 84, 93]. For the experiments reported in
this paper, which are conducted in standard atmosphere, the critical upper bound for
velocity is 3.8 m/s. Note that Eq. (2.2) predicts that the Rayleigh regime can be extended
to higher jet velocities if the surrounding atmospheric pressure is reduced. This widening
of the Rayleigh regime has been experimentally verified by Fenn and Middleman in a subatmospheric pressure environment [94]. This motivates the use of a vacuum chamber, in
water droplet machining, so that a high-speed Rayleigh jet can be produced.
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2.2 Droplet formation from Rayleigh jets
As previously mentioned, a Rayleigh jet is characterized by an initially continuous,
unbroken stream of liquid emanating from a nozzle that with downstream evolution may
break apart into discrete droplets due to surface tension-induced instabilities. If a flat solid
surface is positioned normal to the jet, before the region where wavy disturbances
become noticeable, then the liquid is diverted radially along the surface, as depicted in
Figure 2.1(a). If the radial disturbances have sufficiently large amplitudes, droplet
formation will occur closer to the nozzle, and a flat solid surface positioned past the
breakup length will experience a series of droplet impacts, like that shown in Figure 2.1(c).
Figure 2.1(a) is a highly idealized scenario as disturbances are likely to occur and grow
in amplitude almost immediately after the nozzle exit. There exists an intermediate
scenario between the steady columnar jet impact and the droplet train impact. In this
scenario, the solid surface will experience a series of continuous wave impacts, like that
depicted in Figure 2.1(b). If viscous effects of the impinging jet can be neglected, and the
Weber number satisfies Eqs. (2.1) and (2.2), then predicting the state in which the liquid
arrives at the surface is accomplished through Rayleigh jet theory.

2.2.1 Plateau’s reasoning
The first attempt to characterize the droplet formation process was done by Plateau in
1873. At this time, it was known that liquids possess a binding force at their free surface,
i.e., surface tension (N/m in S.I. units) or surface energy (J/m2). In terms of total surface
energy, a given volume of liquid can exhibit different surface areas (depending on its
shape), which correspond to different surface energies. Based on the principle of

46

minimum potential energy, Plateau reasoned that an axisymmetric, wavy liquid column of
radius,
𝑅(𝑧) = 𝑅0 + 𝑎𝑒 𝑖𝑘𝑧 ,

(2.3)

where 𝑅0 is the mean column radius (i.e., 𝑅0 = 𝑑0 /2), 𝑎 ≪ 𝑅0 is the wave amplitude, 𝑖 =
−1, and 𝑘 is the wave number, exhibits a smaller surface area (and thus a lower potential
energy) than that of a straight cylindrical column of equal volume, if the wavelength, 𝜆 =
2𝜋/𝑘, is larger than the column’s circumference [95]. This principle of energy minimization
essentially derives from the second law of thermodynamics and permits the unstable
wavy liquid column to discretize into droplets whose combined surface area is less than
that of the original column. Disturbances or waves that are non-axisymmetric (i.e.,
azimuthal modulations) are stable [78, 96, 97]. For axisymmetric jets, only wave numbers
in the range 0 < 𝑘𝑅0 < 1 are unstable and lead to droplet formation. Although a critical
finding, this range does not identify which wave(s) are most dominant or how rapidly
different waves grow in amplitude.

2.2.2 Rayleigh’s local analysis
Using the equations of motion, Rayleigh determined the wave number associated with
the most rapid wave amplitude growth. He considered the evolution of small axisymmetric
perturbations about the free surface of a quiescent, inviscid, infinitely long liquid cylinder,
with radius 𝑅0, density 𝜌, and surface tension 𝜎, in the absence of gravity. These small
perturbations (i.e., waves) allow linearization of the momentum equations, which, with the
continuity equation and appropriate boundary conditions, yield their temporal growth
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rates, 𝜔. In Rayleigh’s analysis, the free-surface takes the form of a perturbed sinusoidal
column about the axial direction 𝑧, as described by,
𝑅(𝑧, 𝑡) = 𝑅0 + 𝑎𝑒 𝜔𝑡+𝑖𝑘𝑧 ,

(2.4)

where 𝜔 and 𝑘 are the previously defined growth rate and wave number, respectively.
Negative values of 𝜔 lead to wave stabilization, while positive values lead to wave
steepening and imminent droplet formation. The prominent result of Rayleigh’s analysis
is a dispersion relation. This describes the dependence of the wave growth rate on wave
number, and it is given by
𝜌𝜔2 𝑅03
𝐼1 (𝑘𝑅0 )
= 𝑘𝑅0
(1 − 𝑘 2 𝑅02 ) ,
𝜎
𝐼0 (𝑘𝑅0 )

(2.5)

where 𝐼 is the modified Bessel function of the first kind. This relation is plotted in Figure
2.2. The wave number of the fastest growing wave is 𝑘𝑅0 = 0.697. Other waves can,
however, lead to the discretization of the column if their initial amplitudes are sufficiently
large. It should be noted that this linearized wave model accurately describes the early
stages of jet segmentation. The actual pinch-off of the droplet can only be described by
nonlinear theories [98]. The infinite column is allowed to travel in space with some
arbitrary velocity, but waves do not propagate upstream or downstream with respect to
the bulk flow. In this regard, Rayleigh’s analysis can be seen as a local theory, as every
wave along the column is identical to the wave upstream or downstream of it. Therefore,
one only needs a portion of the column, 𝜆 = 2𝜋/𝑘, to completely describe its
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characteristics. This is obviously not the case for finite liquid jets issuing from nozzles, as
waves progressively grow in amplitude along the axial direction.

Figure 2.2: Rayleigh’s dispersion relation; identifying the dependence of wave growth rate on the
normalized wave number kR0. The fastest growing wave (Rayleigh mode) occurs for kR 0 = 0.697,
labeled with a red star. The wave number at impact for the present experiments is kR0 = 0.634, and it is
represented with a purple diamond.

2.2.3 Spatial analysis
Rayleigh’s analysis can be extended to liquid jets issuing from nozzles in a commonly
used spatial theory [99–102]. In this theory, waves grow in amplitude along the z direction,
rather than in time. This fixes the breakup length for steady-state jets, and is the case for
our experiments. This spatial description of the free surface is the intuitive choice for the
laboratory reference frame; however, there are certain assumptions that must be made.
Namely, the temporal characteristics propagate downstream in the axial direction with the
same velocity of the jet. This requires one to define a new parameter: the spatial wave
frequency, 𝐾, which connects to the temporal wave number as 𝐾 = 𝑘 = 2𝜋/(𝑣𝑇), where
𝑇 is the period of temporal oscillation. The period is related to the frequency by 𝑇 = 1/𝑓,
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and the wavelength is then 𝜆 = 𝑣𝑇. The temporal wave growth rate is related to the spatial
growth rate 𝛽, through 𝛽 = 𝜔/𝑣. With these considerations, the free-surface of the jet
takes the form,
𝑅(𝑧, 𝑡) = 𝑅0 + 𝑎𝑒 𝛽𝑧 cos(𝐾𝑧 − 2𝜋𝑓𝑡 + 𝜙) ,

(2.6)

where 𝜙 is the phase of the wave, which is arbitrary and depends on the time in which
the analysis starts. The nozzle location is at z = 0, with positive z being the direction
toward the impact surface (see Figure 2.1). Equation (2.6) indicates that the waves
oscillate both in time and in space. When traveling with the wave velocity, an observer
will simply see wave amplitude growth and then droplet formation. If at a fixed z location,
then the observer sees waves of equal amplitude (or droplets) pass by at a rate given by
𝑓. If one droplet is produced per wavelength, then by mass conservation the diameter of
the droplet 𝐷, is given by 𝐷 = (1.5𝜆𝑑02)1/3. For the Rayleigh mode, 𝜆 = 𝑑0 /0.697, the
droplet diameter is nearly twice the jet diameter (i.e., 𝐷 = 1.89𝑑0). Despite this, most
studies [84, 103-105] show a range of droplet diameters within two distinct subsets,
namely primary droplets and satellite droplets, which are significantly smaller than primary
drops. Rayleigh theory does not predict satellite droplet formation, as this theory is strictly
linear and only considers small perturbations from equilibrium. The formation of satellite
droplets can be anticipated from nonlinear theories where breakup profiles are self-similar
[106]. Satellite drops form in between primary droplets at the breakup length 𝐿𝑏 . Although
the breakup length is typically considered constant, it may vary slightly from each droplet
pinch-off. It has been shown that the breakup length is well represented by a Gaussian
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distribution, with Gaussian width proportional to the jet velocity [87, 88, 93]. This natural
breakup length may be artificially shortened through wave-number stimulation.

2.2.4 Stimulated droplet formation
A number of methods have been used to stimulate jets in order for droplets to form closer
to the nozzle. This may be done through elliptically-shaped nozzles [89, 96, 97],
piezoelectric vibration [107], reservoir pressure oscillation [91], or simply by exploiting any
periodic disturbance in the vicinity of the jet, which may be an audio speaker placed next
to the nozzle exit [108]. Depending on the stimulation frequency 𝑓, these methods
generate a large initial wave amplitude 𝑎, that is specific to the excited wavelength 𝜆. This
allows certain wave numbers to become the dominant wave (instead of the Rayleigh
wave) and thus the wave responsible for droplet formation. A range of wave numbers
may be stimulated, but only those in the range 0 < kR 0 < 1 permit droplet formation. Due
to the increased amplitude, artificial stimulation enables droplets to form sooner and thus
closer to the nozzle. Other means may be used to shorten the breakup length, such as
the choice of nozzle geometry.

2.2.5 Effects of nozzle geometry
The velocity profile exiting the nozzle is important, especially if precise control of the
breakup length is required. Nozzles with short aspect ratios (𝐿𝑛 /𝑑𝑛 < 1), where 𝐿𝑛 is the
nozzle length (see Figure 2.1) and 𝑑𝑛 is the nozzle diameter, are more stable and produce
more consistent droplets than nozzles with long aspect ratios [93]. Pipe flow turbulence
associated with long nozzle aspect ratios leads to moderate shortening of the breakup
length [109]. Although the nozzle aspect ratio affects the breakup length, it also influences
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the diameter of the jet itself, as the jet diameter 𝑑0, may not necessarily equal the nozzle
diameter 𝑑𝑛 . The study of [110] shows that the contraction ratio 𝜒 = 𝑑0 /𝑑𝑛 is dependent
on the jet Reynolds number, defined as 𝑅𝑒𝑛 = 𝜌𝑑𝑛 𝑣0 /𝜇, where 𝜇 is the previously defined
fluid viscosity. Contraction of the jet (i.e., 𝜒 < 1) occurs for Re > 16, while expansion (i.e.,
𝜒 > 1) occurs for Re < 16 [110]. For example, Re = 100 liquid flow through a nozzle of
aspect ratio 𝐿𝑛 /𝑑𝑛 = 0.5 exhibits about 7 % contraction. The velocity profile relaxation is
completed after liquid from the nozzle travels approximately one nozzle length; after this,
the jet diameter remains unchanged [110]. This indicates that for short nozzle aspect
ratios, the jet diameter 𝑑0 may be assessed close to the nozzle.

2.2.6 Other analyses
Rayleigh’s analysis shows that the droplet formation process is governed purely by the
growth of capillary waves whose wavelength is a function of the liquid properties and jet
diameter only. It is worth noting that Rayleigh’s theory has been extended to other
analyses conducted by Weber [111], Yuen [112], Sterling and Schleicher [92], and Leib
and Golstein [99], which take into account the fluid viscosity, velocity, nonlinearity, and
effects of ambient air. The effects of viscosity tend to decrease the growth rate and
increase the dominant wavelength [86]. For the purposes of the present analysis, the
spatial form of Rayleigh’s theory is instructive as it elucidates the droplet formation
mechanisms and accurately represents the jet free-surface, which can be used to yield
accurate models for the induced force of real jets.
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2.3 Force induced by continuous jets
2.3.1 Steady state jets
The steady-state normal impingement force of a continuous unperturbed jet, like that
depicted in Figure 2.1(a), can be determined through control volume analysis. The volume
considered is the curved area at the base of the jet in contact with the surface revolved
about the z axis. It is assumed that the incoming flow is uniform with velocity 𝑣, in the 𝑧
direction, and the outward deflected radial flow travels purely in the r direction. The jet
Reynolds number is assumed to be sufficiently high such that viscous effects are
negligible. With these considerations, the integral momentum equation may be applied to
the control volume to yield the jet impact force,

𝐹=

𝜋 2 2
𝜌𝑣 𝑑 .
4 0 0

(2.7)

The parameters 𝜌, 𝑣0, and 𝑑0 provide an inertial set of normalizing parameters, such that
the nondimensional form of Eq. (2.7) is 𝐹̂ = 𝐹/(𝜌𝑣02 𝑑02 ) = 𝜋/4. Equation (2.7) is effectively
a statement of momentum conservation, as the plate simply diverts the jet momentum
from the axial to the radial direction.

If gravitational effects are considered, then the jet velocity increases with increasing z and
the jet radius contracts as a consequence of mass conservation. The velocity in the axial
direction at the moment of impact is defined as 𝑣, while 𝑣0 is the nozzle exit velocity. If
the Weber number is sufficiently high such that surface tension can be neglected, and
air-induced drag is considered negligible, then the jet velocity at impact takes the form,
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𝑣(𝑧)
1 𝑧 1/2
= (1 +
) ,
𝑣0
𝐹𝑟 𝑅0

(2.8)

where the Froude number 𝐹𝑟 = 𝑣02 /(𝑑0 𝑔) represents the ratio of fluid inertial force to
gravitational force. The radius is similarly given by,
𝑅(𝑧)
1 𝑧 −1/4
= (1 +
)
.
𝑅0
𝐹𝑟 𝑅0

(2.9)

The derivation for velocity and radius evolution can be found in [16]. To consider the
effects of gravity on jet impingement force, Eqs. (2.8) and (2.9) are substituted into the
normalized form of Eq. (2.7) to yield,
1

𝜋
1 𝑧 2
𝐹̂𝑎 (𝑧) = (1 +
) ,
4
𝐹𝑟 𝑅0

(2.10)

where the subscript 𝑎, refers to the scenario depicted in Figure 2.1(a), as this jet exists in
a gravitational field. If gravitational effects are weak (i.e., 𝐹𝑟 → ∞), then Eq. (2.10) reduces
to the normalized form of Eq. (2.7). Equation (2.10) is perhaps a more realistic model as
many industrial jets are influenced by gravity, however this equation does not account for
free-surface perturbations.

2.3.2 Wavy jets
To determine the effect of waves on the jet impingement force, Rayleigh’s description of
the free surface given by Eq. (2.6) is employed. This implies that the radius of the
impinging jet is time-periodic at any given fixed plate location, defined as 𝑧 = 𝑍. A control
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volume analysis is used, similar to the steady-state jet, but now with a spatially varying
control volume. The control volume is now the area of the jet bounded by the (timedependent) free-surface and the base in contact with the plate revolved about the 𝑧 axis.
The flow is assumed uniform at the top boundary of the control volume and at the exit.
Rayleigh’s theory indicates that there exist axial and radial velocities associated with the
capillary pinching of the jet. These velocities are, however, negligible compared to the
bulk velocity. Therefore, at the top boundary, there exists uniform flow of velocity 𝑣, in the
𝑧 direction, with a time-varying cross-sectional area. It is assumed that the top boundary
is very close to the plate, permitting evaluation at the plate location, 𝑧 = 𝑍. Applying the
integral momentum equation to this control volume yields,

𝐹̂𝑤𝑎𝑣𝑦 (𝑧, 𝑡) =

𝜋
[1 + 2𝜖𝑒 𝛽𝑧 cos(𝜁 − 2𝜋𝑓𝑡)] ,
4

(2.11)

where 𝜁 = 𝐾𝑧 + 𝜙 is a parameter to shift the phase as required, and 𝜖 = 𝑎/𝑅0 ≪ 1 is the
normalized initial wave amplitude. As anticipated, Eq. (2.11) is oscillatory in time and
fluctuates about the steady-state force given by Eq. (2.7). Note that the amplitude of
oscillation increases exponentially in the 𝑧 direction. If the impact surface exceeds the
breakup length (i.e., 𝑍 > 𝐿𝑏 ), then this model would obviously not be applicable as
droplets would impact the surface instead of a wavy jet. Due to the linearized small
perturbation theory incorporated into Eq. (2.11), this model is anticipated to only work for
small wave amplitudes. Although Eq. (2.11) exhibits 𝑧 dependence, gravitational effects
are not included.
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In a similar way to the steady-state jet, gravity will increase the jet velocity according to
Eq. (2.8), and reduce the time-invariant radius according to Eq. (2.9). With these
considerations, the gravitational dependent form of Eq. (2.11) becomes,

𝐹̂𝑏 (𝑧, 𝑡) =

𝜋
1 𝑧 1/2
[1 + 2𝜖𝑒 𝛽𝑧 cos(𝜁 − 2𝜋𝑓𝑡)] (1 +
) ,
4
𝐹𝑟 𝑅0

(2.12)

where the subscript 𝑏 refers to the scenario depicted in Figure 2.1(b). If gravitational
effects are deemed negligible (i.e., 𝐹𝑟 → ∞), then Eq. (2.12) reduces to Eq. (2.11). In
addition, if the jet does not exhibit wavy oscillations about the free-surface (i.e., 𝜖𝑒 𝛽𝑧 →
0), then Eq. (2.12) reduces to Eq. (2.10). It must be noted that, due to gravity, waves are
stretched along the axial direction. Therefore, the wave number decreases with 𝑧, and
thus waves take on a range of growth rates before impact. A comprehensive report on
the consequences of jet elongation was presented by Frankel and Weihs [113]. The wave
number incorporating gravitational dependence is given by,

𝑘(𝑧) =

2𝜋𝑓
1 𝑧 −1/2
(1 +
)
.
𝑣0
𝐹𝑟 𝑅0

(2.13)

Although the waves change wave number, the wave frequency remains constant, as
required by mass conservation. Equation (2.12) indicates that the jet impingement force
is oscillatory in time with frequency 𝑓, and it increases in the 𝑧 direction. If the impact
surface is positioned past the breakup length, then a series of droplet impacts will occur.
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2.4 Force induced by droplets
The impact force of a single droplet has been experimentally investigated, modeled, and
extensively discussed in Chapter 1. A salient feature of this work was the development of
a force-model, which accurately predicts the force evolution for droplet impacts in the selfsimilar, inertial regime, i.e., Re > 280. This model equation is given below, but with
different notation than in Eq. (1.8),

𝐹̃𝑑𝑟𝑜𝑝 (𝑡̃) = √

1000𝜋𝑡̃ −10𝑡̃/3
𝑒
.
243

(2.14)

In this section the tilde denotes quantities normalized using the droplet diameter 𝐷, while
a caret denotes quantities normalized using the initial jet diameter 𝑑0. Aside from force,
another important aspect of characterizing a droplet impact is its impulse. The impulse is
the area under a force-time profile, and physically indicates the amount of momentum
exchanged during a collision. The area under the curve [Eq. (2.14)] is, by design, equal
to the droplet momentum just before impact. This implies that the inertially dominated
droplet impact is modeled by a perfectly inelastic collision. In this case, the impulse is
expressed as,
∞

𝐼̃𝑑𝑟𝑜𝑝 = ∫ 𝐹̃ 𝑑𝑡̃ =
0

𝜋
.
6

(2.15)

As specified, the value 𝜋/6 is equal to the momentum of the drop 𝑚𝑣 (where 𝑚 is the
droplet mass) normalized by 𝜌𝐷3 𝑣. Note that if the droplet rebounds from the surface with
the same velocity but in the opposite direction, then the impulse will be twice that given
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by Eq. (2.15). In this context, the droplet impact is perfectly elastic. Superhydrophobic
surfaces allow droplets to rebound [114], and consequently, the force induced by this type
of impact differs fundamentally from that given by Eq. (2.14). It is important to note that
Eqs. (2.14) and (2.15) model droplets impinging and adhering onto solid dry surfaces.
One may wonder if these expressions, which characterize a single droplet impact, may
be extended to a continuous train of droplet impacts emanating from a liquid jet, like that
depicted in Figure 2.1(c).

One important feature of droplet trains is the presence of a liquid film atop the impact
surface. It is likely that after the first droplet impact, a film of liquid will pool about the
impact location. Droplets impacting a deep pool (𝐿𝑝 ≫ 𝐷, where 𝐿𝑝 is the pool depth, see
Figure 2.1(c)), that have sufficient speed, will create a Worthington jet [115]. In contrast,
droplets impacting a shallow pool, 𝐿𝑝 < 𝐷, typically splash with an upward-propagating
crown [26, 76, 79], which often fragments into smaller droplets. The force induced by
water droplets impacting various depths of water has been measured by Yu and Hopkins
using an acoustic-based wavelet deconvolution method [43]. Their results show that the
force associated with capillary waves and the ascending crown tend to be negligible
compared to the force induced by the initial droplet impact. Qualitatively, the presence of
a shallow pool increases the peak force and time to reach peak force, making the force
profile more symmetric. In addition, the presence of a pool increases the observed
impulse. This increased impulse indicates that the impact tends toward conditions in
which the drop momentum is redirected upward. This is indeed the case for Worthington
jets as liquid is sent upward after the drop coalesces with the deep pool. In general,
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however, for 𝐿𝑝 → 0, the shallow pool force profile approaches the dry-surface force
profile.

If the pool depth is very shallow and has negligible effects on the droplet force profile,
then the force induced by a train of droplets can be modeled by a series of single droplet
impacts via Eq. (2.14). If equal-sized droplets of diameter 𝐷 are formed at the breakup
length 𝐿𝑏 , at a rate 𝑓, and one droplet is produced per wavelength, then the force induced
by a series of droplet impacts is given by
𝑁

𝐹̂𝑐 (𝑡̂) = ∑ 𝐹̂𝑛 (𝑡̂) ,

(2.16)

𝑛=1

where the subscript 𝑐 refers to the scenario depicted in Figure 2.1(c), the subscript 𝑛
corresponds to the droplet number, 𝑁 is the total number of droplets, and 𝐹̂𝑛 =
𝐹𝑑𝑟𝑜𝑝 /𝜌𝑣02 𝑑02, but shifted in time by the amount 𝑡̂𝑛 = 𝑣0 (𝑛 − 1)/(𝑑0 𝑓). Explicitly, 𝐹̂𝑛 is the
droplet impact force normalized by the jet parameters and is written as,

𝐹̂𝑛 (𝑡̂) = (

0 𝑡̂
𝑣 5/2 𝐷 3/2 1000𝜋𝑡̂ −10𝑣𝑑
) ( ) √
𝑒 3𝑣0𝐷 ,
𝑣0
𝑑0
243

(2.17)

Where 𝐷 = (3𝜋𝑑 2 /𝑘)1/3 is the droplet diameter, with 𝑣, 𝑑, and 𝑘 given by Eqs. (2.8), (2.9),
and (2.13), respectively. This form ensures that mass conservation is satisfied assuming
that one droplet is produced per wavelength. If indeed the impact is perfectly inelastic,
then Eq. (2.16) also satisfies momentum conservation, as the axial momentum of a
section of the jet (which has the volume of the drop), becomes the droplet momentum,
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that is then transferred to the surface upon impact. Accordingly, the impulse of one droplet
in the series is equal to the impulse of the continuous (or wavy) jet of equal volume. This
is perhaps not surprising since in all three scenarios in Figure 2.1 the same momentum
exits the nozzle, and thus by momentum conservation the same momentum must be
exchanged with the surface. Figure 2.3 shows three cycles of the droplet train force profile
given by Eq. (2.16), based on the Rayleigh mode, along with the steady-state force profile
given by Eq. (2.7). Note that the impulse given by Eq. (2.15) is evaluated from 𝑡 = 0 to
𝑡 → ∞, and thus in order for the droplet train impulse Eq. (2.16) to be exactly equal to the
steady-state (or wavy jet) impulse, one must allow 𝑡 → ∞. This indicates that over one
cycle, from 𝑡𝑛 to 𝑡𝑛+1, the areas under each curve are only approximately equal. To
highlight this, the impulses of each profile determined for the first cycle in Figure 2.3,
from 𝑡̂ = 0 to 𝑡̂ = 𝑣0 /(𝑑0𝑓), differ by only 0.12%. Therefore, the impulses experienced by
the two scenarios over one cycle are approximately equal. In light of this subtlety,
momentum conservation requires the droplet train force profile and the steady-state force
profile to exhibit the same impulse (as 𝑡̂ → ∞). Due to the droplet train’s discrete nature,
there exists periods of approximately zero induced force. Therefore, in order to satisfy
momentum conservation, there must be a greater peak force induced by the droplet train
than the steady stream. This is apparent in Figure 2.3, where the peak force is greater by
a factor of 3.85. Note that for decreasing wave number (i.e., longer wavelengths), droplets
become larger and are spaced farther apart, resulting in higher peak forces. This may be
appealing for industrial use, as in the water droplet machining process. However, in
practice, longer wavelengths are difficult to achieve due to secondary swellings [108]. It
is worth noting that a previous study has reported that the peak force induced by a droplet
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is 3.5–4 times greater than that of the continuous stream counterpart [116]. In this study,
the force induced by free-falling, dripping droplets was measured and compared to the
theoretical impact force of a continuous jet, i.e., Eq. (2.7). The experiment conducted in
[116] differs from the experiments presented in this chapter as direct force measurements
of Rayleigh jets are conducted for each of the possible outcomes (i.e., a steady jet, a
wavy jet, and a droplet train), and they are compared with novel force models, i.e., Eqs.
(2.12), (2.16), and (2.17).

Figure 2.3: Force induced by a droplet train according to the Rayleigh mode (solid blue), and force
induced by a steady-state jet (dashed green), shown for three cycles. The area under each profile
(impulse) is approximately equal (i.e., both scenarios exchange the same cycle-averaged momentum
with the surface). Due to its discrete nature, the droplet train experiences a greater peak force than the
steady-state jet.

The jet and droplet acceleration due to gravity, via Eq. (2.8), is incorporated into Eqs.
(2.10), (2.12), (2.16), and (2.17). This indicates that the velocities of the steady-state jet,
the wavy jet, and the droplet train are equal upon impact, given that the nozzle to plate
distance and nozzle exit conditions are equivalent. Similarly, Eqs. (2.10), (2.12), and
(2.16) are all normalized with respect to the jet inertial parameters enabling direct
comparison. The expressions characterizing the induced force of steady-state jets, wavy
jets, and droplet trains demonstrate the roles of impulse, peak force, and momentum
conservation. Many industrial applications (and natural phenomena) exhibit these types
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of Rayleigh jet impacts, and thus the accuracy of the above models is of interest.
Experimental comparisons with the given models are now provided.

2.5 Experimental setup and procedures
A precisely reamed aluminum nozzle with a diameter 𝑑𝑛 = 1.65 mm and length 𝐿𝑛 = 0.38
mm is used to form the Rayleigh jet. A 260 mm diameter reservoir supplies water to the
nozzle through a 13 mm diameter hose; see Figure 2.4 for a schematic of the
experimental setup. Once formed, the jet travels in the 𝑧 direction and impacts a
piezoelectric force sensor (PCB model 209C11), located a distance 𝑍 = 106 mm from the
nozzle exit. The bottom of the force sensor is threaded to a large steel plate. On top of
the sensor rests a 17.9 mm diameter polyoxymethylene plastic impact plate and it is the
target for the impinging jet. Note that a 12.3 mm diameter aluminum impact plate is used
for the wavy jet experiments. The excitation voltage necessary for the force sensor is
supplied by a PCB model 482 signal conditioner. A Lecroy Wavesurfer 64MXs-B
oscilloscope sampling at 100 kHz is used to acquire the force sensor response. A Photron
SA4 Fastcam is used to take high-speed photographs of the impinging jets at a frame
rate of 13,500 fps and with an exposure time of 74 𝜇s. The camera is positioned next to
the force sensor revealing the last 15 mm of the jet before impact. Time is synchronized
between the camera and force sensor through the oscilloscope. A 0.2 W audio speaker
is placed perpendicular to the stream at the nozzle exit to provide wave-number
stimulation (only used for the wavy jet and droplet train experiments). The orientation of
the speaker perpendicular to the jet assures negligible momentum is added to the jet by
the sound wave. A function generator provides the speaker with a sinusoidal stimulation
frequency of 340 Hz and imposes a peak-to-peak voltage of 1.5 and 20 V for the wavy jet
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and droplet train experiments, respectively. The imposed frequency corresponds to a
wave number of 𝑘𝑅 = 0.634 at impact. This is close to the wave number of the Rayleigh
mode (i.e., 𝑘𝑅 = 0.697); see Figure 2.2. The camera field of view is small relative to the
length of the jet. This allows one to assume a constant wave number at the impingement
zone of the wavy jet. With this field of view, approximately two wave crests are observed
at any given time. By tracking the free surface, the wave growth rate 𝛽 may be determined
as well as the equivalent initial wave amplitude 𝑎. Once obtained, these parameters
permit use of Eq. (2.12) to compare with experimental results. If one droplet is produced
per wavelength, then the droplet diameter would be 2.7 mm. However, satellite droplets
form in between primary drops, and thus the primary droplet diameter is smaller than this
value. In general, it is difficult to precisely measure the droplet diameter as the droplet
oscillates between an irregular prolate and oblate shape after pinch-off. The droplet
impact velocity is approximately equal to the impact velocity of the steady state and wavy
jet as indicated by high-speed images and position-tracking software.
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Figure 2.4: Schematic of the experimental setup. A Rayleigh jet is formed and impacts normal to a
piezoelectric force sensor. A speaker stimulates the free surface to form a wavy jet/droplet train.

Nozzle exit velocity is controlled by the hydrostatic water level in the tank. Flow-rate
measurements determine the nozzle exit velocity to be 𝑣0 = 1.84 m/s. The velocity
change due to reservoir drainage is negligible: after 60 s of continuous flow, the velocity
decreases by about 1%, corresponding to a 2% decrease in induced force (i.e., force
scales as 𝑣 2 in the inertial limit). The duration of one droplet impact or one wave impact
occurs on a millisecond time scale. Therefore, the change in velocity during the
experiment is much smaller than 1%, permitting a constant flow velocity assumption.
According to images taken at the nozzle exit, the diameter of the jet contracts to 𝑑0 = 1.56
mm, corresponding to a contraction ratio of 𝜒 = 95 %. This decrease in jet diameter is
consistent with the study of Gavis and Modan [110]. The density and viscosity of the water
are 𝜌 = 998 kg/m3 and 𝜇 = 1.0 cP, respectively. The Reynolds and Weber numbers of
the jet are 𝑅𝑒 = 𝜌𝑑0 𝑣0 /𝜇 = 2860 and 𝑊𝑒 = 𝜌𝑑0 𝑣02 /𝜎 = 73, respectively. These ratios
identify the inertial force as dominant compared to viscous and surface tension forces.
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With the ambient gas being stagnant air, this Weber number satisfies Eqs. (2.1) and (2.2),
and therefore the jet is considered to be within the Rayleigh regime.

To mitigate transient effects associated with mechanically opening the nozzle supply
valve, a sheet metal plate is positioned in front of the stream close to the force sensor
while opening the valve. This diverts the stream from the sensor and allows the jet to
reach steady state. After about 2 s, the shielding plate is quickly removed, allowing the
jet to freely impinge the force sensor. In this process, a liquid globule at the fore of the jet
always develops (see the Supplemental Material [16]). Although undesirable, the duration
of the transient effect associated with the globule is much shorter than that of opening the
valve.

2.6 Results and discussion
Images of the steady-state jet, the wavy jet, and the droplet train are shown in Figure 2.5,
while the force induced by these impacts is shown in Figure 2.6 for a duration of 60 ms.
The flow conditions exiting the nozzle in all three scenarios are identical, as is the nozzle
to plate distance. The state of the jet upon impact is governed by the artificial stimulation
induced by the audio speaker. The series of images displayed in Figure 2.5 reveal the jet
evolution in 12 increments of 370 𝜇s for the steady state and wavy jet, and eight
increments of 593 𝜇s for the droplet train. These durations correspond to slightly more
than one time period. Notice that the steady-state jet, Figure 2.5(a), appears to be timeinvariant as expected, while the wavy jet, Figure 2.5(b), exhibits a series of wave impacts.
The droplet train, Figure 2.5(c), displays a series of droplet impacts. To correlate the time
in which the impacts in Figure 2.5 occur with their corresponding force, green-shaded
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regions are outlined in Figure 2.6. These regions allow the force to be directly compared
with Figure 2.5. Supplemental movie files show how the force evolution compares with
the images of the jets’ impact [16].

Figure 2.5 (left): High-speed images of the normal impingement of Rayleigh jets: (a) steady-state jet, (b)
wavy jet, and (c) droplet train. The progression of images is from left to right in increments of 370 𝜇s (a),
(b) and 593 𝜇s (c). The time in which these impacts occur corresponds to the shaded green regions in
Figure 2.6.
Figure 2.6 (right): Force induced by Rayleigh jets: (a) steady-state jet, (b) wavy jet, and (c) droplet train.
Arrows indicate model predictions (orange/green), e.g., 𝐹𝑎 , 𝐹𝑏 , and 𝐹𝑐 from Eqs. (2.10), (2.12), and
(2.16), respectively. The (dashed black) lines indicate integration bounds.
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2.6.1 Steady state jet
Figure 2.6(a) shows the force induced by the steady-state jet. Here, the transient effect
associated with the globule at the fore of the jet is apparent from 0 ms (initial impact) to
about 3 ms. Here, a large increase in force is observed due to the sudden redirection of
momentum from the axial to radial direction of the jet. Once the transient effect subsides,
the force induced by the steady-state jet remains close to the inviscid prediction (dashed
green line), while slight deviations exist presumably due to random oscillations of excess
liquid on the plate. The steady-state force given by Eq. (2.10) is 8.2 mN and compares
well with the experimental results immediately following the transient. As time increases,
however, the force increases slightly due to mass accumulation on the force sensor. Highspeed images reveal that the excess liquid adheres to the plate and does not flow off the
edge. Therefore, to account for the additional weight on the force sensor, a mass
accumulation term is included in Figure 2.6(a), represented by a dotted orange line. The
additional weight is simply the accumulated liquid given by 𝜌𝑉̇ 𝑔𝑡, where 𝑉̇ is the jet flow
rate. This modification to Eq. (2.10) follows the data trend.

2.6.2 Wavy jet
The force induced by the wavy jet is shown in Figure 2.6(b). As is apparent, the force
oscillates in accordance with the sinusoidal free-surface radius at the fixed plate location.
Physically, as the jet’s cross-sectional area expands, the plate diverts more momentum,
thus corresponding to a greater force. Equivalently, when the area contracts, less
momentum is diverted by the plate driving the force toward its lower bound. The force
amplitude is approximately 3.7 mN and fluctuates about the steady-state jet force. The
average oscillation frequency of the peak-to-peak force is 340 Hz, corresponding to the
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stimulation frequency. In contrast to the steady-state jet, the excess liquid in the wavy jet
flows off of the impact plate due to the smaller diameter plate used. Therefore, the linearly
dependent mass accumulation term used in Figure 2.6(a) is not required. To use Eq.
(2.12) to compare with the experiments, the wave growth rate 𝛽 and the equivalent initial
wave amplitude 𝑎, must be determined.

High-speed images and edge detection software were used to record the free surface of
the wavy jet. The free surface of the jet is measured at fixed 𝑧 locations, from 𝑡 = 10 to 30
ms, representing about six cycles. The axial locations range from 𝑧 = 91 to 105 mm in 26
increments of about 0.55 mm. Recall that in the laboratory reference frame the wavy jet
oscillation amplitude increases with axial distance. A linear regression performed on the
observed amplitudes was used to estimate their growth rate and equivalent initial wave
amplitude. Figure 2.7(a) shows the free surface at t = 10 ms, with an orange line, where
two waves are observed. It is clearly noticeable that the amplitude of oscillation increases
with the 𝑧 direction. The time-averaged amplitude is recorded and plotted in Figure 2.7(b)
with blue dots. The line of best fit, using linear least squares, is presented with a green
line. This yields 𝛽 = 58.7 m−1 and 𝑎 = 3.52 × 10-7 m for the model 𝛽𝑧 + ln 𝑎. With these
parameters, the time-averaged envelope is plotted in Figure 2.7(a) with a dashed blue
line. Figure 2.7(c) shows the free-surface radius with respect to time for axial locations of
𝑧 = 91 and 104 mm, respectively. Notice that the 𝑧 = 104 mm location oscillates with a
greater amplitude (by a factor of 2.01). This is due to the exponentially increasing freesurface radius along the 𝑧 direction, as predicted by Rayleigh jet theory. The mean freesurface radius is 0.71 mm, which is also the radius obtained for the steady-state jet. These
values fall within 3% of the predicted radius, see Eq. (A11) in [16]. The edge detection
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software also allows us to measure the jet wavelength, which is 𝜆 = 6.61 mm. This value
is within 4% of that expected through Eq. (2.13). In addition, the wave frequency may be
measured by the frequency of the peak-to-peak free-surface amplitude at a fixed 𝑧
distance. This method is in agreement with the artificially induced frequency. Note that
the droplet impact frequency may also be measured in a similar manner.

Figure 2.7: Wavy jet free-surface profile. (a) The free-surface along the axial direction z, at t = 10 ms
(red line), with an envelope representing the time-averaged amplitude (dashed blue line). (b) The timeaveraged amplitude of z locations near the plate (blue dot), with the line of best fit (green line). (c) The
free-surface with respect to time at locations z = 104 mm (purple line) and z = 91 mm (red line).

The predicted oscillatory force, through Eq. (2.12), is plotted with an orange line in Figure
2.7(b). Equation (2.12) compares well with the measured force, containing the same
frequency and approximately the same amplitude. Note that the phase in Eq. (2.12) is
arbitrary, depending only on the time in which the analysis starts, thus the phase is chosen
to coincide with the measurements, and it is set to 𝜁 = 1.39𝜋. The wave amplitude at
impingement is roughly 30 % of the jet radius, which is rather large. Despite the small
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wave-amplitude assumption considered in deriving Eq. (2.12), there is good agreement
with the theoretical prediction and the measurements. At 𝑡 = 0 ms, the transient effect is
apparent and occurs along a similar time duration to that for the steady-state jet. The
droplet train does not exhibit the same transient effect as the continuous jets, rather two
droplets at the fore of the train impact at similar times.

2.6.3 Droplet train
High-speed footage of the droplet train reveals that an irregularly shaped large droplet
first impacts the plate away from the center (at roughly 𝑟 = 4 mm; see the Supplemental
Material in [16]). The first primary droplet and all subsequent droplets impact the force
plate center. The first irregular droplet is the remnant of the transient effect associated
with rapidly removing the shielding plate as previously described. In Figure 2.6(c), the
primary droplet force profiles are labeled in sequence (i.e., 1, 2, 3, etc.).

Coincident with the irregular drop and the first primary drop, the force sensor shows a
long period of induced force, from 𝑡 = 0 to 3 ms, with two distinct peaks, the first being
from the irregular drop and the second caused by the first primary drop. The ensuing four
droplet impacts exhibit similar force characteristics to one another. These are labeled as
2–5 in Figure 2.6(c) and also in Figure 2.8, which is a magnified version of Figure 2.6(c).
For each of these impacts, the force-time profiles exhibit a rapid increase in force,
reaching a maximum of about 30 mN. This is followed by a longer fall-time to zero force.
The total loading time for each droplet is about 3 ms. Comparatively, peak force is attained
rapidly, just 200 𝜇s from initial impact. The characteristics of these four initial force profiles
are similar to the profiles of individual droplet impacts onto dry surfaces [15]. The profiles
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of these impacts are clearly shown in Figure 2.8(a), as well as the profiles of successive
drops, shown in Figure 2.8(b). After the initial impacts (2–5), the successive force profiles
(labeled as 6+) exhibit greater peak forces while becoming more symmetric about the
time of peak force. This effect is attributed to the presence of a growing pool of excess
liquid [43]. High-speed images show that most of the liquid from the droplet train remains
on the plate, creating a pool about the impact location. The pool depth varies chaotically
as droplets impinge, but in general the pool depth at the plate circumference is larger than
at its center. Qualitatively, the presence of a pool increases the peak force and causes
the force profile to become more symmetric about the time of peak force. These
observations coincide with the study of Yu and Hopkins [43], where the authors measure
the force of single droplets impinging a pool of water. It is therefore asserted that the force
induced by droplet trains is influenced by shallow pools.
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Figure 2.8: Force induced by the droplet train (blue-raw), and (cyan-filtered) for primary droplet impact
numbers 2–6 (a) and 10–14 (b). The force predicted by Eq. (2.16) is shown in orange. For successive
impacts (b), the presence of a liquid pool increases the peak force and alters the force profile toward
symmetric conditions about the peak force.

The physical rationale for the increased peak force and the altered force profile (toward
conditions of symmetry) due to the presence of a pool is that the water layer
fundamentally changes the transmission of momentum from the droplet to the surface. In
the case of a dry surface, all of the momentum 𝑚𝑣, is transmitted to the surface; see Eq.
(2.15). Due to the compliant nature of the water layer, a portion of the axial momentum is
redirected upward. In this context, the impact behaves toward conditions of a perfectly
elastic impact where all of the momentum is reflected. For such an idealized impact, the
total impulse experienced by the surface would be 2𝑚𝑣, and the force profile would be
symmetric about the peak force. Due to the increased impulse (i.e., the area under force-
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time curve), the peak force increases correspondingly - as long as the time durations are
approximately equal. It is evident from Figure 2.8 that with successive impacts, the
individual force profiles deviate from the dry-surface profile, given by Eq. (2.14).
Therefore, the effects associated with the growing pool of liquid begin to invalidate the
perfectly inelastic collision assumption incorporated in Eq. (2.16). Accordingly, as the pool
depth grows, the force predicted by a series of individual droplet impacts, via Eq. (2.16),
becomes less accurate.

The force predicted by Eq. (2.16) is plotted in Figs. 14(c) and 16 with an orange line. Due
to the first irregular transitory drop, Eq. (2.16) is shifted in time by 0.7 ms to coincide with
the measurements. It is apparent that Eq. (2.16) satisfactorily predicts the cyclic response
of 340 Hz. However, the peak force of successive impacts (6+) is underestimated. Again,
this is attributed to the pool, as the profiles of primary drops 2–5 compare reasonably well
with Eq. (2.16), exhibiting a fast rise to maximum force followed by a progressively slower
transition to zero. In all of the individual profiles, however, high-frequency oscillations
exist.

Superimposed oscillations hamper the underlying response of the droplet train. This effect
has been found in other droplet impact force studies [15, 21, 42, 43]. The oscillations are
attributed to the resonant vibration of the force sensor system [41]. The undesired ringing
can be mitigated by reducing the droplet impact velocity, or by spectrally filtering the
response. In addition, for these experiments plates of low mass are used, which reduce
the influence of superimposed oscillations [41]. The measured forces in Figures 2.6(a)–
(c) are not filtered, revealing the sensor’s direct response. The droplet train data
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presented in Figure 2.8 are filtered with a low-pass filter attenuating frequencies above
2000 Hz (cyan line). The steady state and wavy jet exhibit oscillations as well, due to the
suddenly applied load, but they diminish at about 𝑡 = 3 ms; see Figures 2.6(a) and 2.6(b).
Unlike the continuous jets, however, each droplet impact in Figures 2.6(c) and 2.8
appears to induce its own oscillations, therefore facilitating continuous ringing. Despite
the ever-present oscillations, their amplitudes are small, roughly 15% of the peak force
magnitude. Note that the pool of water randomly fluctuates and thus also introduces an
additional, irregular force.

In contrast to the steady-state jet results, which show a linearly increasing force attributed
to the accumulated liquid, the droplet train response does not appear to exhibit such a
feature. One possible explanation for this is that the weight of the accumulating mass is
insignificant compared to the large force induced by the droplets and their associated
ringing. In addition to these abnormalities (compared to a single droplet impact onto a dry
surface), the force dips below 0 mN, indicating that an upward force on the sensor is
applied. According to high-speed images, after a droplet impinges, its liquid travels
radially from the center colliding with the annular globule at the perimeter. It is suspected
that capillary forces prevent the liquid from flowing off the plate edge, thus allowing liquid
to accumulate and preventing further radial flow. Due to this restriction, a component of
radial momentum is then directed upward only to yet again be bound by surface tension.
Despite the greater peak forces experienced by successive droplet impacts, the negative
force experienced by the ascending liquid renders a net momentum change of zero.
Therefore, the impulse experienced by successive droplet impacts may be regarded as
equivalent to primary drops.
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In Figure 2.5(c) and in the Supplemental Material [16], the impingement of satellite
droplets in-between primary droplets is clearly observed. The satellite drops are equally
spaced in between primary drops and have a diameter of roughly 0.65 mm. With this
diameter and equal impact velocity as primary drops (i.e., 𝑣 = 2.34 m/s), the peak force
of satellite drops, via Eq. (2.14), is 1.96 mN. This small level of force is hardly noticeable
in Figures 2.6(c) and 2.8, especially among the ringing. Due to this, the force of satellite
drops can be regarded as negligible compared to primary drops.

One additional artifact of the droplet train is that the droplets are not spherical upon
impact. Indeed, the drops oscillate between an irregular prolate and oblate shape. Upon
impact, the drops are slightly prolate. This indicates that the duration of momentum
transmission from the drop to the surface is longer compared to a perfectly spherical drop.
The consequences of this are a decrease in peak force and an increase in time duration.
Although Eq. (2.16) suitably predicts the force induced by the initial droplets impacts,
Figure 2.8(a) shows that the peak force falls slightly lower than that predicted by Eq.
(2.16). Despite this, and the inconvenient ringing, Eq. (2.16) compares reasonably well
with the measurements.

2.6.4 Impulse and momentum conservation
The jet momentum is assessed by integrating the force with respect to time (i.e., impulse).
It is important that the domain of integration covers an integer number of cycles for the
wavy jet and droplet train. In this way, the quadrature is representative of the total number
of waves or drops that impact the surface. The force is integrated over 18 cycles for the
wavy jet and droplet train. The dashed black lines in Figure 2.6, which represent the lower
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and upper bounds of integration, are at 𝑡 = 3.5 and 56.4 ms, respectively. The momentum
of the steady-state jet is also assessed on the same domain. The measured impulse of
the steady-state jet, the wavy jet, and the droplet train is 𝐼𝑎 = 5.00 × 10−4 N s, 𝐼𝑏 = 4.70 ×
10−4 N s, and 𝐼𝑐 = 4.99 × 10−4 N s, respectively. It appears that the impulse exerted by the
steady-state jet and the droplet train are similar due to the accumulated mass on the
sensor. In contrast, the wavy jet has a slightly smaller impulse. If the contribution from the
mass accumulation term is subtracted from the steady-state jet impulse 𝐼𝑎 , then the
steady-state jet impulse is 4.46 × 10−4 N s. This value is close to the impulse of the wavy
jet, differing by about 5%. In light of the subtleties surrounding the accumulated mass, it
may be regarded that in all three scenarios the plate diverts the same 𝑛-cycle momentum.
This should not be surprising as the same momentum exits the nozzle. Only the planar
area of the liquid arriving at the plate differs between the scenarios. In this regard, the
only inertial difference is the duration of momentum transmission from the liquid to the
surface. This statement essentially outlines a tradeoff between a constant steady
momentum flux (a) and discrete packets of momentum arriving in short bursts (c), with
the momentum imparted by the wavy jet (b) being an intermediate scenario.

2.6.5 Steady-state jet versus droplet train
The normalized force induced by the steady-state jet (green line) and the droplet train
(blue line) is shown in Figure 2.9. Here, the remarkable difference is with respect to the
force signature. Despite the identical nozzle flow conditions and equal nozzle to plate
distance, the peak force induced by the droplet train is significantly greater than the
steady-state jet. Nevertheless, there exist periods of approximately zero induced force for
the droplet train. For the first several primary droplets, before the pool affects the force
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profile, the peak force is about three times greater. For the successive primary drops, the
peak force is about five times greater than the steady-state jet. For industrial applications
such as waterjet cutting or surface cleaning, it may be advantageous to use a droplet train
in lieu of a steady-state jet due to the greater peak forces experienced by the impingement
surface. Although there is a considerable difference in force between these two scenarios,
their 𝑛-cycle momentum is approximately the same, as required by momentum
conservation.

Figure 2.9: Normalized force of the steady-state jet (green) and droplet train (blue). Both jets have
identical nozzle flow conditions, yet peak force induced by the droplet train is over three times greater.
Both profiles exhibit approximately the same impulse, as required by momentum conservation.

2.7 Summary
The normal force induced by Rayleigh jets is measured with a high-sensitivity
piezoelectric sensor. A high-speed camera records the jets’ impingement and their freesurface profile. The force of these jets is measured for identical nozzle flow conditions
and for equal nozzle to plate distance. Upon impingement with the surface, the state of
the jet is categorized as either a steady-state jet, a wavy jet, or a droplet train. The wavy
jet and droplet train are created by artificially stimulating the jet with an audio speaker
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placed next to the nozzle exit. The prescribed frequency excites wave numbers
associated with fast wave growth rates allowing wave amplitudes to be larger than if left
to occur naturally.

An accurate force model for wavy jets, Eq. (2.12), is presented using the spatial form of
Rayleigh jet theory. The level of agreement between the model and experimental results
is excellent, validating the model’s accuracy. In addition, a series of single droplet impact
force profiles are combined to provide a model for the force of droplet trains. This model,
which is based on momentum conservation, accurately captures the force induced by the
initial primary droplets; however, as a liquid pool develops about the surface, the force
changes fundamentally. The pool increases the peak force and delays the rise time,
making the profile more symmetric.

Compared to the steady-state jet, the droplet train exerts a significantly greater peak
force. However, due to its discrete nature, the droplet train also exhibits periods of
approximately zero induced force. While its force varies periodically, its 𝑛-cycle
momentum may be regarded as equivalent to the steady-state jet case, i.e., conservation
of momentum. It may be more beneficial for industrial applications to use a train of
droplets instead of continuous jets, due to the greater forces experienced by the
impingement surface. The normal impingement of Rayleigh jets demonstrates the roles
of inertia, impulse, and momentum conservation, while providing a fundamental platform
for the examination of impact force.
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3. ANALYSIS OF HERTZIAN CONTACT USING
PHOTOELASTICITY
(The text and results in this section are in preparation for a paper titled “Determination of
stress components for a Hertzian contact on a soft material using integrated
photoelasticity.” This is ongoing work with Professor Yoshi Tagawa and Yuto Yokoyama,
from the Tokyo University of Agriculture and Technology, and Professor Yannis Korkolis
and Dr. Ali Nassiri from Ohio State University. My contributions to this work are theoretical
models and numerical simulations, which are compared to experimental results
conducted by the team in Japan.)

With a fundamental understanding of the force evolution of droplets impinging a solid
surface (see Chapters 1 and 2), the next progression of research aims to understand the
stress a material will experience when subjected to a droplet impact. As previously
mentioned, the erosion mechanisms in the water droplet machining process are illunderstood; therefore, as a first step, this chapter aims to uncover the stresses in a
material subject to quasi-static, axisymmetric “droplet-like” loading, i.e., a Hertzian
contact. This provides the framework and methodologies for studying the dynamic droplet
impact problem, which future work will investigate. This chapter analyzes a Hertzian
contact problem of a static sphere pressed into an elastic material, and, through
integrated photoelasticity, a method is developed to determine the maximum stress within
the material. This aids in identifying the onset of material yielding.

The contact of a sphere with the flat surface of a homogeneous material presents a useful
platform for analyzing the mechanics of Hertzian contact. The stress field within the
material is of particular importance because it can be used to identify the contact zone
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and the region where the onset of yielding occurs. The pioneering work of Huber (1904)
showed that the point of maximum equivalent stress occurs inside the material, beneath
the surface, and is the region where plastic deformation is initiated [117]. The magnitude
of stress at this crucial point is highly sought-after since it can be used to predict yielding,
and therefore, determine whether the material will experience permanent deformation.
Analytical and numerical models have been used to calculate the stress inside a material
subject to Hertzian sphere loading [118-122]; however, experimental methods are far less
prevalent. This is due to the difficulty in measuring stress inside of a material subject to
mechanical deformation. One tool that is particularly suited for this is photoelasticity.
Photoelasticity is a stress-analysis technique that correlates polarized light with principal
stress difference. Measurements acquire the lights’ change in phase, i.e., phase
retardation (denoted 𝛿), after it has passed through the photoelastic model. The technique
has gained widespread adoption due its nondestructive nature, whole-field graphic
capability, visual appeal, and relative ease of testing. It has shown success in measuring
stress distributions in a variety of mechanical testing specimens, e.g., residual stress in
glass, and the determination of stress concentration factors [123-129]. Despite these
achievements, there are several restrictions to the method. A major limitation is that only
materials which exhibit optical birefringent properties are suitable for photoelastic
analysis. In addition, the technique has been primarily used for planar loading conditions,
where a direct relationship between principal stress difference and the measured optical
phase retardation is permitted [130, 131]. Circumstances where the stress state varies
along the light propagation direction do not admit trivial solutions. This is due to the
complex propagation qualities of light passing through optically anisotropic media, which
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render the governing equations non-linear and make the problem ill-posed [132-135].
Despite these constraints, there has been success in analyzing 3-dimensional stress
states using the approximation of geometrical optics in integrated photoelasticity [136138]. However, this approximation places limitations on the degree of phase retardation
that the photoelastic model can support, and in particular, is only applicable to situations
where birefringence is weak [136]. Nevertheless, integrated photoelasticity can be a good
tool for analyzing the stress in 3-dimensional Hertzian contact problems.
The aim of this study is to analyze the sub-surface stress in the Hertzian contact problem
of a sphere pressed into an elastic material using integrated photoelasticity. Through this,
information can be gathered about the contact zone and the maximum equivalent stress
can be quantified. Photoelastic experiments are conducted and are compared with the
theoretical phase retardation fields calculated using Hertzian contact theory. This
comparison allows for verification of the integrated photoelasticity model and is also used
to determine its limitations. Furthermore, the substrate used in the experiments is a highly
deformable soft solid, gelatin, which has numerous uses in the medical, soft robotics,
pharmaceutical, and culinary fields. Analysis of this material subject to Hertzian contact
through photoelasticity is an innovation on this classical mechanics problem and is
important because it serves as a tool for nondestructive stress measurement, while
providing verification of the approximation of geometrical optics and Hertzian contact
models applied to soft solids. The results and methodologies used in this study establish
a framework for analyzing axisymmetric loading conditions on soft materials, and
therefore, serve as a benchmark for future studies, such as the impact of a droplet.
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This chapter is organized as follows. Section 3.1 describes the experimental methods,
while section 3.2 describes integrated photoelasticity in terms of the optically equivalent
model. Section 3.3 derives the theoretical stresses expected in the Hertzian loading
scenario. These stresses are used in the optically equivalent model to obtain theoretical
phase retardation fields, which can be directly compared to the experiments. In addition
to theoretical stresses, numerical determination of stresses induced in the Hertzian
contact problem are simulated using Abaqus. This is described in section 3.4 where
simulations are used in conjunction with the integrated photoelasticity model to compare
with theory and experiments. Section 3.5 discusses the results and demonstrates the
ability to determine equivalent stress and each principal stress component at the point of
highest stress, given only the phase difference field obtained from integrated
photoelasticity. Section 3.6 summarizes the findings and provides recommendations for
future studies. Future research will study the ability to measure equivalent stress and
principal stress components for dynamic water droplet impact on gelatin media. This will
help to understand further the erosion mechanisms observed during WDM.

3.1 Experimental methodologies
To probe the stress state inside of a material subject to a Hertzian contact, an experiment
is devised using integrated photoelasticity. A schematic of the setup is shown in Figure
3.1(a) where a 15 mm diameter styrol sphere is placed on the top surface of a 44 x 44 x
47 mm3 gelatin cuboid. This produces a Hertzian contact scenario in the vicinity of the
sphere and within the gelatin. Polarized light is incident upon the front surface of the
cuboid, and as it propagates through the material, it accumulates phase retardations
corresponding to the state of stress along the light ray. The light then emerges from the
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back side of the cuboid and is acquired for analysis. An (x, y, z) Cartesian coordinate
system is chosen for the cuboid where the y-direction coincides with the light propagation
direction, while the z-direction coincides with the loading axis of the sphere, which is the
vertical direction. The x-direction is transverse to the light rays and is the horizontal
direction. Since the Hertzian loading condition entails axial symmetry, a cylindrical
coordinate system, i.e., (𝑟, 𝜃, 𝑧), is superimposed onto the Cartesian system. The radial
direction coincides with the x-direction when 𝜃 = 0 and coincides with the y-direction
when 𝜃 = 𝜋/2. The r-z plane of the cylindrical coordinate system is shown in Figure
3.1(b), where axial symmetry is assumed. The use of this coordinate system will be further
elaborated in section 3.3.

Figure 3.1: (a) Schematic of gelatin cuboid subject to axisymmetric Hertzian contact at center of top
surface. Circular polarized light is incident upon the front surface of the cuboid (y = -22 mm), with
emergent light exiting the back side of the cuboid (y = 22 mm), caring with it accumulated stress-induced
phase retardation 𝛿. (b) Diagram of axisymmetric Hertzian loading configuration on top surface of an
elastic half-space. (c) Illustration of secondary principal stress rotation along a given light ray.
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3.1.1 Material properties
The gelatin was created by mixing gelatin powder from porcine skin (Sigma Aldrich
G6144-1KG) with hot water (90°C) at a concentration of 5% weight. The solution was
stirred until the temperature reached 30 °C, then the mixture was poured into an acrylic
container with inside dimensions of 44 x 44 x 47 mm3 (container not shown in Figure
3.1(a)). The material was then placed in a refrigerator at 4 °C to allow solidification. Before
conducting the experiments, the material was taken out of the refrigerator and given 2
hours to reach room temperature (20°C). The gelatin was kept in the container throughout
the duration of experiments. The container contacts with the bottom and sides of the
gelatin, and the boundary conditions that these impose, will be elaborated in section 3.3.
The elastic modulus of the gelatin was determined using the surface deformation
technique [139, 140]. Here, a sphere is placed on the center of the gelatin with force 𝐹,
and a camera is used to determine the maximum surface displacement induced by the
sphere. This occurs directly underneath the sphere along the z-axis and is done for a
range of applied forces. The relationship between maximum surface displacement and
the force the sphere applies to the gelatin is given by:

1/3

𝑢𝑧𝑚𝑎𝑥

9𝐹 2
=(
)
8𝐷𝐸 ∗2

,

(3.1)

where 𝐷 is the diameter of the sphere, and 𝐸 ∗ is the effective modulus of the material
[122, 141]. The effective modulus is given by:
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𝐸∗ =

𝐸
,
1 − 𝜈2

(3.2)

where 𝜈 is the Poisson ratio [122, 141]. Due to the soft and nearly incompressible
properties of gelatin at small strains, its Poisson ratio is approximately 𝜈 = 0.49 [139, 142,
143]. It is assumed that the gelatin used in this study also features the same Poisson ratio
value. Using Eqs. (3.1) and (3.2), along with the experimentally determined maximum
displacements, the elastic modulus is calculated to be 4.22 kPa. This elastic modulus has
reasonable agreement with other established modulii of gelatin [142-144]. The density of
gelatin at 5% wt. is 1010 kg/m3 [145]. The stress-optic coefficient of the gelatin cuboid,
which is a material property, has been determined to be 𝑐 = 3.3E-08 Pa-1 by fitting the
maximum theoretical to maximum experimental phase retardation. This value is in good
agreement with previously established values for gelatin [124, 146]. The material
properties and experimental parameters used in the study are presented in Table 3.
Table 3: Material properties and experimental parameters
Youngs modulus
Poisson’s ratio
Density
Stress-optic coeff.
Wavelength
Sphere radius
Sphere mass
(effective)

𝐸
𝜈
𝜌
𝑐
𝜆
𝑅
𝑚 = 𝐹/𝑔

4.22 kPa
0.49
1010 kg/m3
3.3e-08 Pa-1
540 nm
7.5 mm
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 16, 18, 20, 22, 24,
26, 28 & 30 grams

3.1.2 Experimental setup
Figure 3.2 shows an image of the experimental setup. The gelatin cuboid and acrylic
container rest on top of a digital scale, which is used to measure the force applied to the
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top of the sphere. The applied force 𝐹 is related to the effective sphere mass 𝑚, by 𝐹 =
𝑚𝑔, where 𝑔 = 9.81m/s2. This is done to study the relationship between applied force and
optical phase retardation. Under a planar load assumption, a purely elastic material will
exhibit a linear relationship between applied force and phase retardation. For the Hertzian
contact scenario, however, this is not the case, as a non-linear relationship between
applied force and phase retardation is observed.

Figure 3.2: Image of experimental setup (courtesy of Yuto Yokoyama). A green light laser (520nm) is
used to create coherent light, which first passes through a collimating lens, then through a linear
polarizer (0°) and quarter waveplate (45°) to create left-handed circular polarized light. The light is
incident upon the gelatin cuboid and emerges with an accumulated phase retardation Δ and rotation 𝜓
and is then recorded by a Photron Crysta PI-1 high-speed polarization camera.

The gelatin cuboid is positioned in a polariscope with the following optical elements. A
Thorlabs SOLIS-525C provides a coherent monochromatic light source of wavelength 𝜆
= 540 nm, which first passes through a plane polarizer whose transmission axis is

86

horizontal and aligned with the x-direction. The light then passes through a quarter-wave
plate positioned with its fast axis at +45 degrees with respect to the x-axis. This creates
left-handed, circular polarized light, which is then incident upon the gelatin cuboid. As the
light propagates through the material, it accumulates phase retardations and rotations
corresponding to the stress state along the given light ray. It is assumed that the clear
acrylic plates on either end of the gelatin do not alter the phase nor orientation of the
polarized light. Finally, the light emerges from the model as elliptically polarized light and
is recorded by a Photron Crysta polarization camera, which features an array of “superpixels.” Each super-pixel is discretized into four quadrants, which measures the
polarization state at orientations of 0, 45, 90, and 135 degrees with respect to the x-axis.
The four polarizer orientations enable the linear Stokes parameters to be identified (see
Section 3.2.2), from which the degree and angle of linear polarization can be determined.
The recorded light intensity fields are then post-processed using MATLAB to obtain phase
retardation fields.

3.2 Integrated photoelasticity
While the experiments directly provide phase retardation fields, a method that converts
phase retardation into stress tensor information is not available for the general case. This
is known as the inverse problem of 3D photoelasticity, which is the reconstruction of the
3D stress distribution along the light path given only knowledge of the light vector before
and after it has passed through the specimen [135, 147, 148]. The problem is nontrivial
because of the complicated optical phenomena in a 3D, inhomogeneously-stressed
photoelastic model. A comparatively simple relationship between measurement data and
integrals of the stress components are only valid in circumstances where birefringence is
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weak, or in cases where the principal stress orientation does not rotate along the light
path [132-136]. Figure 3.1(c) depicts the phenomenon whereby the secondary principal
stress orientation (see section 3.3.2) varies along the light path. This causes nonlinearity
and complexity in the governing equations and is one of the primary concerns in
integrated photoelasticity [149-151]. In the absence of secondary principal stress rotation,
a relatively simple equation relating phase retardation and secondary principal stress
difference is realized. As discussed in section 3.2, the phase retardation is proportional
to the principal stress difference. However, in Hertzian contact problem, that difference
varies continuously along each light path, see Figure 3.1(c). As a result of that, the
emerging ray carries a cumulative phase retardation, which is what requires the use of
integrated photoelasticity in this work.

3.2.1 Integral Wertheim law
In cases where the stress state varies along the light ray but where rotation of secondary
principal stress is absent, or where birefringence is weak, the governing equations
provide a relatively simple correlation between measurement data, i.e., phase retardation,
and secondary principal stress difference [136-138]. This is given by,

𝑏

𝛿 = 𝑐 ∫ (𝜎1 − 𝜎2 ) 𝑑𝑦 ,

(3.3)

𝑎

where 𝛿 is the phase retardation, 𝜎1 and 𝜎2 are the secondary principal stresses, which
are the principal stresses in the plane orthogonal to the light propagation direction, and
are, in general, functions of 𝑦. Since the light travels in the 𝑦-direction, this is the variable
of integration, and its bounds are from where the light is incident upon the model, i.e., 𝑦 =
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𝑎, to where it is emergent from the model, i.e., 𝑦 = 𝑏. If the secondary principal stresses
are constant along y, then Eq. (3.3) is reduced to the classic planar photoelasticity
equation,

𝛿 = 𝑐(𝜎1 − 𝜎2 )𝑡 ,

(3.4)

where 𝑡 is the thickness of the model, i.e., distance through which the light travels in the
photoelastic model.
Although the integral Wertheim law, i.e., Eq. (3.3), provides a relatively simple equation,
it still does not directly yield the principal stress difference due to the presence of the
integral. Hence, knowledge of the stress variation along 𝑦 is needed in addition to
measurement data in order to solve the inverse problem. For the Hertzian contact
problem presented in Figure 3.1, the only region, where the principal stress orientation is
constant along the y-direction, is on the x = 0 plane. Here, the secondary principal stress
orientations coincide with the x and z directions. Therefore, the integral Wertheim law is
valid only for light rays traveling along this plane. The application and validity of using Eq.
(3.3) and (3.4) in the Hertzian contact scenario will be discussed in section 3.5. For the
general case where rotation of secondary principal stress exists, a more elegant
formalism is required.

3.2.2 Stokes parameters and the optically equivalent model
Due to the complexity involved with the inverse problem of integrated photoelasticity,
determination of the stress state at arbitrary points along the light ray are not obtainable
given the measurement data. Therefore, the aim of the present study is to compare
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measurement data, i.e., phase retardation, with theoretically derived phase retardation of
the Hertzian contact problem. Agreement between the experiments and theory will then
allow for the theory to be used in determination of stress states. This will also verify the
assumptions used in the theoretical models, specifically the premise of small strains and
linearly elastic behavior.
To predict the phase retardation field in the Hertzian contact problem, an integrated
photoelasticity model is needed, one which allows for rotation of secondary principal
stresses. The optically equivalent model is one method that is particularly suited for
handling 3D photoelastic specimens where rotation is present [152]. In this model, the
specimen is discretized along the light propagation direction into a series of photoelastic
plates. Each plate acts as either a linear retarder, linear rotator, or a combination of both.
This effectively induces a small retardation and/or rotation to the light vector as it passes
through each plate. The term “optically equivalent model” indicates that the series of
discretized plates affects the light vector in the same way as the full specimen does, but
with the added benefit of simplifying the analysis to an array of linear polarizing elements.
To keep track of the polarization state as the light passes through each element, the
Stokes parameters are employed.
The Stokes parameters are a set of values which describe the polarization state of light,
and are written as a vector given by,
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𝑆0
𝑆
𝑆 = [ 1] ,
𝑆2
𝑆3

(3.5)

where S0 is related to the total light intensity, S1 is related to the intensity of light polarized
in the 0° and 90° directions, S2 is related to the intensity of light polarized in the 45° and
135° directions, and S3 is related to the intensity of light that is circularly polarized. Three
of these parameters are independent and are related through the following identity,

𝑆02 = 𝑆12 + 𝑆22 + 𝑆32 .

(3.6)

For the present analysis, the Stokes vector of the unpolarized light emitted from the laser
source is given by,

1
0
𝑆 =[ ].
0
0

(3.7)

As the light passes through the polarizing elements and each plate of the optically
equivalent model, the Stokes vector will change. A convenient way of accounting for this
change is through Mueller calculus [153]. The effect of each polarizing element can be
represented by a Mueller matrix which, through Mueller calculus, is used to determine the
Stokes vector of the light emergent from the polariscope. This can then be used to
determine the theoretical phase retardation induced by the optically equivalent model.
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The Mueller matrices of each of the polarizing elements in the polariscope are listed as
follows. The Mueller matrix of the linear polarizer oriented at 0° is given by,

1
1 1
𝑃0 = [
2 0
0

1
1
0
0

0
0
0
0

0
0
],
0
0

(3.8)

while the Mueller matrix of the quarter-wave plate oriented at 45° is given by,

𝑄45

1
0
=[
0
0

0
0
0
1

0 0
0 −1
].
1 0
0 0

(3.9)

For each of the ith plates in the optically equivalent model, the Mueller matrix is given by,

𝑖
𝑋Δ,𝜓

1
0
=[
0
0

0
(1
1 − − cos Δ) sin2 2𝜓
(1 − cos Δ) sin 2𝜓 cos 2𝜓
sin Δ sin 2𝜓

0
(1 − cos Δ) sin 2𝜓 cos 2𝜓
1 − (1 − cos Δ) cos 2 2𝜓
− sin Δ cos 2𝜓

0
− sin Δ sin 2𝜓
],
sin Δ cos 2𝜓
cos Δ

(3.10)

where Δ is the phase retardation in radians, and is related to the phase retardation in
meters 𝛿 by,

Δ=

2𝜋
𝛿.
𝜆
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(3.11)

The variable 𝜓 is the principal angle, measured with respect to the x-axis, which specifies
the orientation of the light ellipse, see Figure 3.1(c). For each plate in the optically
equivalent model the phase retardation is calculated using Eq. (3.4), with thickness 𝑡 𝑖 =
0.1 mm being the distance in-between each of the equally thin plates. It is assumed that
the orientation of the light ellipse 𝜓, coincides with the orientation of secondary principal
stress 𝜙. The Mueller matrix for the analyzer with orientations of 𝜃 = 0°, 45°, 90°, and
135°, with respect to the x-axis, is given by,

1
1 cos 2𝜃
𝐴𝜃 = [
2 sin 2𝜃
0

cos 2𝜃
cos 2 2𝜃
sin 2𝜃 cos 2𝜃
0

sin 2𝜃
sin 2𝜃 cos 2𝜃
sin2 2𝜃
0

0
0
],
0
0

(3.12)

After the light passes the analyzer, the output Stokes vector is given by,

𝑆0′
𝑆′
𝑆 ′ = 1′ .
𝑆2
[𝑆3′ ]

(3.13)

The output Stokes vector is determined using Mueller calculus by multiplying the Mueller
matrices of the complete optical system used in the present study as,

𝑁
𝑖
2
1
𝑆 ′ = 𝐴𝜃 𝑋Δ,𝜓
… 𝑋Δ,𝜓
… 𝑋Δ,𝜓
𝑋Δ,𝜓
𝑄45 𝑃0 𝑆 ,

(3.14)

where 𝑁 is the total number of plates in the optically equivalent model. By applying the
phase shifting method, where the analyzer is rotated through the orientations of 𝜃 = 0°,
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45°, 90°, and 135°, four distinct output Stokes vectors are obtained [154, 155]. The output
intensity, i.e., 𝑆0′ , of each of these Stokes vectors are denoted by 𝐼1 , 𝐼2 , 𝐼3 , and 𝐼4 ,
respectively, and are related by,

𝐼0 =

𝐼1 + 𝐼2 + 𝐼3 + 𝐼4
.
2

(3.15)

After applying the phase shifting method to obtain the four Stokes vectors, and the
corresponding light intensities, the phase retardation induced by the optically equivalent
model is calculated as follows,

Δ = sin−1

√(𝐼3 − 𝐼1 )2 + (𝐼2 − 𝐼4 )2
,
𝐼0

(3.16)

while the output principal orientation of the light ellipse induced by the optically equivalent
model is given by,

𝜓=

1
(𝐼3 − 𝐼1 )
tan−1
.
(𝐼2 − 𝐼4 )
2

(3.17)

Therefore, if given the secondary principal stresses and orientation at each of the i th plates
and applying the phase shifting method, the phase retardation can be determined for the
optically equivalent model. This provides a theoretical expectation for the results obtained
in an integrated photoelasticity experiment. In order to obtain the theoretical phase
retardation in the Hertzian contact problem, the stress field is required.
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3.3 Hertzian contact theory
To determine the stress state in a material subject to Hertzian contact, where a sphere of
diameter 𝐷 is pressed into the top of a flat surface with force 𝐹, a theoretical model is
derived. In this model, the sphere is rigid while the substrate material bears all
deformation. In the present experiment, the sphere is made of styrol, which has an elastic
modulus of approximately 2 GPa. Therefore, the sphere is approximately rigid with
respect to the gelatin, i.e., 2 GPa >> 3.0 kPa. The theoretical analysis is greatly simplified
if axial symmetry is assumed, along with allowing the substrate material to extend to a
semi-infinite domain, see Figure 3.1(b). This analysis also assumes that the material is
linearly elastic and that the small strain approximation is valid, despite the large
displacements expected with such a soft material like gelatin. The contact between the
sphere and substrate is assumed to be frictionless; therefore, only a normal pressure is
transmitted by the sphere to the substrate. The validity of these assumptions will be
evaluated in section 3.3.3.

3.3.1 Derivation
Consider an elastic half-space in cylindrical coordinates, which extends from 0 ≤ 𝑧 < ∞,
and 0 ≤ 𝑟 < ∞, of Young’s modulus, 𝐸 = 3.0 kPa, and Poisson ratio, 𝜈 = 0.49. The halfspace is subject to a Hertzian pressure distribution on the 𝑧 = 0 plane, along 0 ≤ 𝑟 ≤ 𝑎,
where 𝑟 = 𝑎 is the contact radius, see Figure 3.1(b). The normal pressure distribution
corresponding to a sphere loaded along the epicentral 𝑧 axis, with force 𝐹, and radius
𝑅 = 𝐷/2, is given by [122],
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𝜎𝑧𝑧 (𝑟, 𝑧 = 0) = 𝑝0 √𝑎2 − 𝑟 2 , for 0 ≤ 𝑟 ≤ 𝑎 ,

𝜎𝑧𝑧 (𝑟, 𝑧 = 0) = 0 , for 𝑟 > 𝑎 ,

(3.18𝑎)

(3.18𝑏)

where,

𝑝0 =

3𝐹
,
2𝜋𝑎2

(3.19)

is the maximum pressure [122]. The contact radius is given by,

𝑎=(

3𝐹𝑅 1/3
) .
4𝐸 ∗

(3.20)

The radial, circumferential, axial, and shear stress components, which define the stress
tensor in the axisymmetric half-space, are designated by 𝜎𝑟𝑟 , 𝜎𝜃𝜃 , 𝜎𝑧𝑧 and 𝜎𝑟𝑧 ,
respectively. Since frictionless contact is assumed, all other stress components on the
surface are zero, i.e., 𝜎𝑟𝑟 = 𝜎𝜃𝜃 = 𝜎𝑟𝑧 = 0 on 𝑧 = 0. The sphere contacts the surface of
the half-space with a constant force 𝐹; therefore, static equilibrium equations are
employed and are written as follows,

𝜕𝜎𝑟𝑟 𝜎𝑟𝑟 − 𝜎𝜃𝜃 𝜕𝜎𝑟𝑧
+
+
=0,
𝜕𝑟
𝑟
𝜕𝑧

96

(3.21)

𝜕𝜎𝑟𝑧 𝜎𝑟𝑧 𝜕𝜎𝑧𝑧
+
+
=0.
𝜕𝑟
𝑟
𝜕𝑧

(3.22)

Notice that body forces are absent from Eq. (3.21) and (3.22). This is done to promote a
more straightforward analysis. The stresses induced by gravity will be added at the end
using the principal of stress superposition. Gravity induces a hydrostatic stress to the
material, which does not alter the secondary principal stress difference. Therefore, gravity
does not affect the phase retardation in the photoelastic measurements.
In order to ensure a physically meaningful displacement field, the stress compatibility
relations are utilized and are given by,

∇2 𝜎𝑟𝑟 −

2
1 𝜕2𝑒
(𝜎
)
−
𝜎
+
=0,
𝜃𝜃
𝑟 2 𝑟𝑟
1 + 𝜈 𝜕𝑟 2

∇2 𝜎𝜃𝜃 −

2
1 1 𝜕𝑒
(𝜎𝑟𝑟 − 𝜎𝜃𝜃 ) +
=0,
2
𝑟
1 + 𝜈 𝑟 𝜕𝑟

(3.24)

1 𝜕2𝑒
∇ 𝜎𝑧𝑧 +
=0,
1 + 𝜈 𝜕𝑟 2

(3.25)

2

∇2 𝜎𝑟𝑧 −

𝜎𝑟𝑧
1 𝜕2𝑒
+
=0,
𝑟 2 1 + 𝜈 𝜕𝑟𝜕𝑧

where the Laplacian is given by,

97

(3.23)

(3.26)

𝜕2 1 𝜕
𝜕2
∇ = 2+
+
=0,
𝜕𝑟
𝑟 𝜕𝑟 𝜕𝑧 2
2

(3.27)

and where 𝑒 = 𝑡𝑟(𝜎̿) = 𝜎𝑟𝑟 + 𝜎𝜃𝜃 + 𝜎𝑧𝑧 . Love (1929) derived a biharmonic stress function
𝜉 = 𝜉(𝑟, 𝑧), which identically satisfies the equilibrium equations, as well as the
compatibility relations [156]. The stress components (in cylindrical coordinates) can be
derived from the Love stress function as follows,

𝜎𝑟𝑟 =

𝜎𝜃𝜃 =

𝜎𝑧𝑧

𝜕
𝜕2𝜉
(𝜈∇2 𝜉 − 2 ) ,
𝜕𝑧
𝜕𝑟

𝜕
1 𝜕2𝜉
(𝜈∇2 𝜉 −
),
𝜕𝑧
𝑟 𝜕𝑟

(3.28)

(3.29)

𝜕
𝜕2𝜉
2
=
((2 − 𝜈)∇ 𝜉 − 2 ) ,
𝜕𝑧
𝜕𝑧

(3.30)

𝜕
𝜕2𝜉
((1 − 𝜈)∇2 𝜉 − 2 ) .
𝜕𝑟
𝜕𝑧

(3.31)

𝜎𝑟𝑧 =

Similarly, the radial and axial displacements in the half-space can be determined using
the Love stress function and are given by,

1 + 𝜈 𝜕2𝜉
𝑢𝑟 = −
,
𝐸 𝜕𝑟𝜕𝑧
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(3.32)

1+𝜈
𝜕2𝜉
2
𝑢𝑧 =
(2(1 − 𝜈)∇ 𝜉 − 2 ) ,
𝐸
𝜕𝑧

(3.33)

respectively. To determine the Love stress function the biharmonic equation is solved,
which is given by,

∇4 𝜉 = ∇2 ∇2 𝜉 = 0 .

(3.34)

The Hankel transform method, explained by Ike [157], is used to solve this equation while
enforcing the boundary conditions given by Eq. (3.18). The resulting Love stress function
for the Hertzian contact problem is then,

∞

𝜉(𝑟, 𝑧) = ∫ 𝑓(𝑘) [(
0

2𝜈
𝐽0 (𝑘𝑟) −𝑘𝑧
+ 𝑧)
] 𝑒 𝑑𝑘 ,
𝑘
𝑘2

(3.35)

with

𝑓(𝑘) = 𝑝0

(sin 𝑎𝑘 − 𝑎𝑘 cos 𝑎𝑘)
,
𝑎𝑘 2

(3.36)

where 𝐽0 and 𝐽1 specifies the Bessel function of first kind of order one and order two,
respectively, and 𝑝0 and 𝑎 are given by Eqs. (3.19) and (3.20), respectively. The dummy
variable of integration “𝑘” is termed the wavenumber. The Love stress function is not
provided as a closed form solution, although despite this, the function can be
approximated numerically by using a sufficiently large number for the wavenumber
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variable, 𝑘. Using the Love stress function along with Eqs. (3.28-3.31), the stress
components are given explicitly as follows,

∞

𝜎𝑟𝑟 (𝑟, 𝑧) = ∫ 𝑓(𝑘) [(1 − 𝑘𝑧)𝐽0 (𝑘𝑟) + (2𝜈 − 1 + 𝑘𝑧)
0

∞

𝜎𝜃𝜃 (𝑟, 𝑧) = ∫ 𝑓(𝑘) [2𝜈𝐽0 (𝑘𝑟) + (1 − 2𝜈 − 𝑘𝑧)
0

𝐽1 (𝑘𝑟) −𝑘𝑧
] 𝑒 𝑑𝑘 ,
𝑘𝑟

𝐽1 (𝑘𝑟) −𝑘𝑧
] 𝑒 𝑑𝑘 ,
𝑘𝑟

∞

𝜎𝑧𝑧 (𝑟, 𝑧) = ∫ 𝑓(𝑘)[(1 + 𝑘𝑧)𝐽0 (𝑘𝑟)]𝑒 −𝑘𝑧 𝑑𝑘 ,

(3.37)

(3.38)

(3.39)

0

∞

𝜎𝑟𝑧 (𝑟, 𝑧) = ∫ 𝑓(𝑘)[2(1 − 𝜈)𝐽1 (𝑘𝑟) + (2𝜈 − 2 + 𝑘𝑧)𝐽1 (𝑘𝑟)]𝑒 −𝑘𝑧 𝑑𝑘 .

(3.40)

0

The effect of gravity, which manifests as hydrostatic pressure, can be added to the stress
tensor as follows,

𝜎𝑟𝑟
𝜎̿ = [ 0
𝜎𝑟𝑧

0
𝜎𝜃𝜃
0

−𝜌𝑔𝑧
𝜎𝑟𝑧
0 ]+[ 0
𝜎𝑧𝑧
0

0
−𝜌𝑔𝑧
0

0
0 ].
−𝜌𝑔𝑧

(3.41)

The Love stress function is also used to determine the displacements with Eq. (3.32) and
(3.33), and are given as,
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𝑢𝑟 (𝑟, 𝑧) = −

𝑢𝑧 (𝑟, 𝑧) =

𝜈+1 ∞
𝐽1 (𝑘𝑟) −𝑘𝑧
∫ 𝑓(𝑘) [(2𝜈 − 1 + 𝑘𝑧)
] 𝑒 𝑑𝑘 ,
𝐸 0
𝑘

𝜈+1 ∞
𝐽0 (𝑘𝑟) −𝑘𝑧
∫ 𝑓(𝑘) [(2𝜈 − 2 − 𝑘𝑧)
] 𝑒 𝑑𝑘 .
𝐸 0
𝑘

(3.42)

(3.43)

With the stress state inside the half-space fully defined, the secondary principal stresses
on planes perpendicular to the light propagation direction, i.e., the 𝑦 axis, see Figure 3.1,
can now be determined.

3.3.2 Secondary principal stress
Secondary principal stresses are the principal stresses in the plane orthogonal to the light
propagation direction, and are used in calculating the optically equivalent model. In the
schematic shown in Figure 3.1(a), the light propagates along straight lines parallel to the
y-axis. This indicates that the secondary principal stresses lie on planes parallel to the xz plane. It is, therefore, more convenient to determine secondary principal stresses from
a cartesian coordinate system.
The stress tensor can be rewritten in terms of cartesian coordinates through a coordinate
system transformation. Let the x and y stress components be designated by 𝜎𝑥𝑥 and 𝜎𝑦𝑦 ,
while the xz, and yz, shear stress components are designated by 𝜎𝑥𝑧 and 𝜎𝑦𝑧 ,
respectively. Note that, due to axial symmetry and the absence of torsion, the xy shear
stress is zero, i.e., 𝜎𝑥𝑦 = 0. The z stress component, 𝜎𝑧𝑧 , remains unchanged since both
coordinate systems’ z axes coincide. The stresses in cylindrical coordinates are
converted to cartesian coordinates through the following coordinate transformation,
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𝜎𝑥𝑥
[ 0
𝜎𝑥𝑧

0
𝜎𝑦𝑦
𝜎𝑦𝑧

𝜎𝑥𝑧
𝜎𝑦𝑧 ]
𝜎𝑧𝑧
(3.44)

𝑐𝑜𝑠 (𝜃)
= [ 𝑠𝑖𝑛 (𝜃)
0

−𝑠𝑖𝑛 (𝜃)
𝑐𝑜𝑠 (𝜃)
0

0 𝜎𝑟𝑟
0] [ 0
1 𝜎𝑧𝑟

0
𝜎𝜃𝜃
0

𝜎𝑟𝑧 𝑐𝑜𝑠 (𝜃)
0 ] [−𝑠𝑖𝑛 (𝜃)
𝜎𝑧𝑧
0

𝑠𝑖𝑛 (𝜃)
𝑐𝑜𝑠 (𝜃)
0

0
0] ,
1

where 𝜃 is the angle between the r and x directions, see Figure 3.1(a). While all of the
cartesian stress components are determined through Eq. (3.44), only the 𝜎𝑥𝑥 , 𝜎𝑧𝑧 and 𝜎𝑥𝑧 ,
stress components are needed to determine the secondary principal stresses, which are
calculated from,

𝜎1,2 =

𝜎𝑥𝑥 + 𝜎𝑧𝑧
𝜎𝑥𝑥 − 𝜎𝑧𝑧 2
2 .
± √(
) + 𝜎𝑥𝑧
2
2

(3.45)

The orientation of secondary principal stresses is given by,

tan(2𝜙) =

𝜎𝑥𝑧
,
𝜎𝑥𝑥 − 𝜎𝑧𝑧

(3.46)

where 𝜙 is measured with respect to the x axis, see Figure 3.1(c). Note that in this
analysis, only the in-plane (i.e., x-z plane, see Figure 3.1(a)) stresses are considered to
contribute to the retardation (i.e., to stress-induced optical anisotropy), and no effect of
stresses with components along the y-axis is considered. This is in line with the
understanding that birefringence is induced by the stressing of a thin lamina in its plane
and not by out-of-plane stresses.
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To provide a representative model which approximates the experimental gelatin cuboid,
the elastic half-space is segmented into a cuboid at sufficiently large distances away from
the loading center. This segmented cuboid, with its secondary principal stresses
determined, can then be used to determine the theoretical phase retardation in integrated
photoelasticity.

3.3.3 Boundary effects
The elastic half-space is segmented into a cuboid with dimensions equal to the
dimensions of the experimental cuboid in Figure 3.1(a). This segmentation exposes
tractions on each of the side walls as well as the bottom surface. In the experiment, it is
likely that friction exists between the gelatin and acrylic container during the Hertzian
loading. This boundary condition will influence the stress state in the cuboid. To ensure
that these tractions and boundary conditions are small in comparison to the Hertzian
contact stress, the load applied to the sphere must be limited. Reasonable
approximations can be obtained if the boundary is at least 4 contact radii away from the
center of loading.
After the half-space is segmented into a cuboid, the secondary principal stresses and
orientations are used in conjunction with Eqs. (3.14-3.16) to determine the phase
retardation in the optically equivalent model. This provides a theoretical basis to compare
with experiments. For the sake of comprehensiveness, the phase retardation can also be
calculated using the optically equivalent model with stress states obtained through
numerical simulations.

103

3.4 Numerical simulation
The goal of the simulations is to obtain the state of stress inside a material subject to a
Hertzian contact and use this to obtain a simulated phase retardation field to compare
with theory and experiments. Furthermore, the simulation can consider finite strains,
which is analytically intractable, and assess the extent that the infinitesimal strain
assumption negatively affects the results. The simulation aims to be representative of the
Hertzian contact theory. Therefore, an axisymmetric domain is used where a rigid sphere
is pressed into the top surface. The simulations are performed with computer aided
engineering (CAE) software, Abaqus/Implicit, using a fine, rectangular 0.1 x 0.1 mm mesh
with 4-node, reduced-integration, first-order, axisymmetric solid element (CAX4R)
elements. The material properties match the theory and experiment, which have a linear
elastic modulus of 𝐸 = 4.22 kPa, Poisson ratio of 𝜈 = 0.49, and density of 𝜌 = 1010 kg/m3
(see Table 3). The contact between the sphere and material is frictionless and the applied
force is given by 𝐹 = 𝑚𝑔, where 𝑚 is the mass of the sphere, and 𝑔 = 9.81 m/s2 is the
gravitational constant, which is also applied to the material to incorporate the effects of
gravity. See Table 3 for the problem parameters and range of applied loads. The axial
and radial length of the planar, axisymmetric domain is 60 x 60 mm2, which is larger than
the experimental domain so that boundary effects do not affect the results. The bottom
edge is supported by an encastre boundary condition, while the vertical edge is supported
by a frictionless boundary condition, which allows the material on the edge to move freely
in the vertical direction but is restricted from movement in the radial direction. Figure 3.3
shows the simulation results on the r-z plane in terms of the von Mises equivalent stress.
Figure 3.3(a) shows a zoomed-in view of the contact region where the largest von Mises
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stress occurs. This is below the surface and is 0.959 kPa for a 𝑚 = 5 gram sphere. Figure
3.3(b) depicts the entire domain where it is apparent that most of the stress is localized
in the subsurface region directly below the sphere. The stress components obtained from
the simulation are given in cylindrical coordinates, so, like in the theoretical derivation,
Cartesian stresses are calculated using the coordinate transform of Eq. (3.44), while the
secondary principal stresses and orientations are obtained using Eq. (3.45) and (3.46).
This provides the stresses needed to determine the phase retardation in the optically
equivalent model, which can then be compared to its theoretical and experimental
counterparts. For this calculation, the axisymmetric simulation domain, i.e., cylinder, is
segmented into a cuboid of dimensions 44 x 44 x 47 mm3, as in the schematic shown in
Figure 3.1(a).

Figure 3.3: (a) Zoomed-in view of loading region depicting the Hertzian contact and FEA mesh-size. (b)
Axisymmetric Abaqus model showing equivalent stress distribution on the r-z plane for m = 5 gram mass
case.
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3.5 Results and discussion
3.5.1 Phase retardation fields
Using the experimental setup devised in section 3.1.2, phase retardation fields are
acquired for a variety of applied loads, see Table 3. Each of these loads are used to
calculate the theoretical and numerical stress states, which are then used in determining
the optically equivalent model and, thus, the theoretical and numerical phase retardation
fields. Figures 3.4-3.7 show the phase retardation fields for the 𝑚 = 1, 5, 10, and 16 gram
loading scenarios, respectively. Each figure contains an (a) experimental, (b) theoretical,
and (c) numerical phase retardation field. The interrogation windows range from 0 ≤ 𝑧 ≤
10 mm, and −10 ≤ 𝑥 ≤ 10 mm, (normalized window of 0 ≤ 𝑧/𝑅 ≤ 1.33, and −1.33 ≤
𝑥/𝑅 ≤ 1.33), which is outlined in Figure 3.1(a) as a dashed black line. This is also the
domain used in determining the theoretical and numerical phase retardation fields. The
center of the camera lens is aligned and parallel with the top surface of the gelatin, i.e., 𝑧
= 0. The sphere is progressively submerged below this plane as the load increases in
Figures 3.4 through 3.7.
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Figure 3.4: (a) Experimental, (b) theoretical, and (c) numerical phase retardation field for the m = 1
gram mass case.
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Figure 3.5: (a) Experimental, (b) theoretical, and (c) numerical phase retardation field for the m = 5
gram mass case.
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Figure 3.6: (a) Experimental, (b) theoretical, and (c) numerical phase retardation field for the m = 10
gram mass case.
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Figure 3.7: (a) Experimental, (b) theoretical, and (c) numerical phase retardation field for the m = 16
gram mass case.
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It is apparent that all of the figures reveal a semicircular-shaped region of phase
retardation in the center, underneath the sphere, and below the surface. The dark blue
and dark red extremes correspond to the bounds of the experimental phase retardation
field, which are 0 and 270 nm, respectively. The upper limit corresponds to one half of the
wavelength of the light used, i.e., 𝜆/4 = 270 nm. This range of phase retardation, i.e., 0 ≤
𝛿 < 270 nm, corresponds to an angular phase retardation of 0 ≤ Δ < 𝜋 . The experiments
are limited to this range since, in photoelasticity, the emergent light is interpreted as major
and minor electric field strengths on a light ellipse that range from 0 to 𝜋. When the actual
phase retardation induced by the stressed material exceeds 270 nm, i.e., 𝜋, the measured
phase will be recorded at a value less than 270 nm. This phenomenon is known as phase
wrapping and can cause ambiguity in interpretation of measurement results. For the
loading scenarios represented in Figures 3.4 and 3.5, the maximum phase does not
exceeds 270 nm; therefore, phase wrapping is not present. However, in Figures 3.6 and
3.7 phase wrapping exists and must be taken into account. In Figure 3.6(a), it can be
seen that the maximum phase reaches 270 nm, i.e., red colored ring, while a relatively
smaller phase retardation, indicated by the light red color, exists in the region inside the
ring, below the sphere. It is here where care must be taken in analyzing the results. The
light red region under the sphere, and inside the dark red ring, is interpreted as the highest
phase retardation, which, according to the scale, is approximately 220 nm. For this
scenario, the unwrapped maximum phase retardation is calculated as 𝛿 𝑚𝑎𝑥 = 270 + (270220) = 320 nm. A similar phase wrapping situation exists for the theoretical and numerical
fields of Figure 3.6(b) and (c). Here, the unwrapped maximum phase retardation is 348
nm and 326 nm, respectively. This identifies fair agreement between the maximum phase
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retardation of the experiment and it’s theoretical and numerical counterparts. The
semicircular shaped contours and their relative positions in Figures 3.4-3.6 also show
qualitative agreement. This suggests that the experiments are capturing the phase
retardation induced by the Hertzian contact.
The phase retardation fields of the 𝑚 = 16 gram mass, shown in Figure 3.7, begin to
identify discrepancies between experiments, theory, and numerics. Although they share
the same general shape and qualitative characteristics, the maximum phase retardation,
inside the dark red rings, do not exhibit the same value. The experiments show a light
green color, while the theory and numerics reveal a blue and cyan color, respectively.
Here, deviations in maximum phase retardation become apparent. It is possible that, in
the experiments, the stress field is extending toward the container boundaries resulting
in an alteration of the Hertzian contact. Furthermore, the contact radius is becoming large
and close to the radius of the sphere, which violates the Hertzian contact assumptions.
These results, shown in Figure 3.7, are characteristic of large loads and displacements.
The maximum (unwrapped) phase retardation is determined for each of the fields shown
in Figures 3.4-3.7, as well as for the theoretical and experimental tests listed in Table 3.
Figure 3.8 shows the relationship between maximum phase retardation and applied force
for the experiment (red circles), theory (blue dots), and numerical (green triangles). For
small load cases, i.e., 𝐹 < 100 mN, excellent agreement is observed between
experiment, theory, and numerical simulations. However, for higher load cases, the
experimental phase retardation deviates from the theoretical and numerical phase
retardations. Again, this deviation is likely due to the excessive load, which makes the
contact radius approach the radius of the sphere, where the Hertzian contact
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approximation becomes invalid. It is evident that the relationship between maximum
phase and applied force is non-linear. This relationship is examined, in detail, in the
following section.

Figure 3.8: Relationship between maximum phase retardation and applied force for experiment (red
circles), theory (blue dots), and numerical (green triangles). The phase retardation passing through the
point of maximum von Mises stress, given by Eq. (3.50), is presented with a dashed blue line.

Overall, for small load cases, i.e., 𝐹 < 100 mN, good agreement is established between
experiment, theoretical, and numerical phase retardation results, for each of the loading
conditions. This indicates that the theoretical and/or numerical models can be used for
interpreting the stress state inside the gelatin. Again, it is not possible to solve the inverse
problem in integrated photoelasticity, where, in a tomographic sense, stress fields are
determined solely from an experimental phase retardation field for the entire domain. The
fact that agreement is established suggests that the models used, and assumptions made
are appropriate for this specific problem. In addition, this agreement serves to validate
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the Hertzian contact theory as well as the numerical model. Phase retardation fields
provide insight into the mechanics and identify areas of maximum phase retardation;
however, the most important parameter, with respect to the onset of yielding, is the
equivalent stress.

3.5.2 Maximum equivalent stress and principal stress
components
In each of the loading scenarios, the maximum phase retardation occurs below the
surface and along the z-axis. Everywhere along the z axis the Cartesian stress
components 𝜎𝑥𝑥 and 𝜎𝑧𝑧 , coincidence with the principal stresses 𝜎1 and 𝜎2. The out of
plane stress component 𝜎𝑦𝑦 , coincides with the third principal stress 𝜎3, and is equal to
the x stress component 𝜎𝑦𝑦 = 𝜎𝑥𝑥 , [122]. Furthermore, due to symmetry, the shear stress
components are zero along the z-axis, i.e., 𝜎𝑥𝑧 = 𝜎𝑦𝑧 = 0. Using these relations, it is
straightforward to see that the von Mises equivalent stress, which is given by,

𝜎𝑉𝑀 = √

(𝜎1 − 𝜎2 )2 + (𝜎2 − 𝜎3 )2 + (𝜎3 − 𝜎1 )2
,
2

(3.47)

is reduced to a simple relationship given by,

𝜎𝑉𝑀 = (𝜎1 − 𝜎2 ) .

(3.48)

Here, the Mises stress is simply the difference between first and second principal
stresses. This relationship holds everywhere along the z axis, which includes the point of
maximum von Mises stress. For points outside of the z axis, Eq. (3.47) is used to calculate
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von Mises stress. The von Mises stress, according to the theoretical model, is evaluated
at the 𝑦 = 0 mid-plane, for the 𝑚 = 5 gram loading case and is shown in Figure 3.9. It is
apparent that the largest magnitude (dark red) occurs at the center, i.e., 𝑥 = 0, and below
the surface. The contours of constant von Mises stress are elliptically shaped with vertices
that extend upward, towards the surface.

Figure 3.9: Theoretical von Mises stress evaluated on the y = 0 mid-plane for the 𝑚 = 5 gram load case.
The maximum stress occurs below the surface as anticipated by Hertzian contact theory.

For light rays passing through the 𝑧 axis, i.e., 𝑥 = 0 plane, the integral Wertheim law, Eq.
(3.3), is applicable, as there is no rotation of principal directions along this plane. Also,
along the 𝑥 = 0 plane, there is no 𝜎𝑥𝑧 shear. Therefore, the secondary principal stresses
reduce to 𝜎1 = 𝜎𝑧𝑧 , and 𝜎2 = 𝜎𝑥𝑥 = 𝜎𝜃𝜃 . With these variables it may seem like this integral,
i.e., Eq. (3.3), is reduced in complexity, however, a closed form solution of the integral
does not exist, according to the authors’ knowledge.
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(a)

Increasing 𝑎/𝑅

(b)

Figure 3.10: (a) Secondary principal stress profile along the light propagation direction, 𝑦ො = 𝑦/𝑎, of rays
passing through maximum von Mises stress 𝜎𝑣𝑚 , for a range of load cases, i.e., 10−5 < 𝑎/𝑅 < 1. For
small loads, i.e., 𝑎/𝑅 ≪ 1, stress profiles are self-similar. (b) Normalized area under the stress profiles
shown in (a), where a constant value, i.e., 𝛿̂ = 0.91, is observed for 𝑎/𝑅 ≪ 1.
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To examine the behavior of this integral, stress profiles are plotted for a variety of load
cases, 10−5 < 𝑎/𝑅 < 1, in Figure 3.10(a), for light rays passing through the point of
maximum von Mises stress. For small loads, i.e., 𝑎/𝑅 ≪ 1, the stress profiles are
invariant, revealing self-similarity. However, for increasing loads, 𝑎/𝑅 → 1, stress profiles
deviate from the self-similar profile, and show a greater secondary principal stress
difference in the range, 1 < 𝑦ො < 2, see Figure 3.10(a). The normalized area under each
of these profiles, which is given by,

𝛿̂ =

∞ (𝜎
𝛿
1 − 𝜎2 )
= 2∫
𝑑𝑦ො ,
𝑐𝑝0 𝑎
𝑝0
0

(3.49)

is shown in Figure 3.10(b) for each load case. It is apparent that for small loads, i.e.,
𝑎/𝑅 ≪ 1, the integral value is a constant 𝛿̂ = 0.91, while for large loads, 𝑎/𝑅 → 1, the
integral value is ever-increasing. For these large loads, the contact radius approaches
the sphere radius, where the Hertzian contact approximation becomes invalid. For the
small loads, however, the constant 𝛿̂ = 0.91 identifies a relatively simple relationship
𝑚𝑎𝑥
between the phase retardation passing through 𝜎𝑣𝑚
and applied force, which is given

by,

1/3

𝛿

𝑣𝑚

𝑐 9𝐸 ∗ 𝐹 2
= 0.91 (
)
𝜋 2𝑅

(3.50)
.

This equation is plotted in Figure 3.8 as a dashed blue line. It is apparent that this line
qualitatively follows the data trends, but deviates from the blue dots with increasing load.
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𝑚𝑎𝑥
For increasing load, the stress profiles, passing through 𝜎𝑣𝑚
, deviate from the self-

similar profile, producing a larger integral value, i.e., Eq. (3.49), and thus, yield a phase
retardation greater than that predicted by Eq. (3.50). Hence, Eq. (3.50) is only applicable
in the small load limit, i.e., 𝑎/𝑅 → 0. Nonetheless, Eq. (3.50) provides insight into the
relevant parameters of the Hertzian, integrated photoelasticity problem. For example, it is
evident that phase retardation scales with force to the 2/3 rd power. Using this relation, one
could use Hertzian loading in integrated photoelasticity as a load cell (within the small
load approximation).
Using Eq. (3.48), the maximum von Mises stress is calculated for each load case, using
the theoretical and numerical stresses. The axial position of maximum von Mises stress
is approximately the same axial position as the maximum phase retardation. Figure 3.11
shows the relationship between maximum von Mises stress (which is also the maximum
secondary principal stress difference) and maximum phase retardation for each of the
loading conditions. The theoretical data points are presented with blue dots, while the
numerical data points are shown with green triangles. For increasing load, the numerical
results deviate from theory. This may be attributed to the difference in loading conditions
between theory and numerics, as the theory uses a pressure boundary condition while
the numerical simulation use rigid contact, i.e., displacement boundary condition.
One may be tempted to use the experimental results and the classic “2D” stress optic
law, Eq. (3.4), to obtain the principal stress difference; however, this would yield
erroneous results, as they would produce the averaged principal stress difference across
the depth of the cube. Another method is needed to use the experimental results.
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Figure 3.11: Relationship between maximum von Mises stress and the maximum phase retardation,
evaluated on the y = 0 mid-plane, according to theory (blue) and numerical simulation (green). A fit line
is applied to the theoretical data, given by Eq. (3.51).

In order to use the experimental data for stress reconstruction, (specifically, using the
maximum phase retardation to calculate the maximum von Mises stress), the theoretical
fit line in Figure 3.11 can be employed which is given by,

𝜎𝑣𝑚 = (𝜎1 − 𝜎2 ) = 𝑎𝛿 𝑛 ,

(3.51)

where fit parameters 𝑎 and 𝑛, are 71.9 Pa/nm and 0.48, respectively. Therefore, if given
only a maximum phase difference, the maximum von Mises stress can be determined
using this relationship. Hence, information about the stress state can be obtained from
experimentation.
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The von Mises stress is an important parameter when identifying the maximum stress
state; however, it is also advantageous to know each individual principal stress
component. Equation (3.51) cannot provide each principal stress component directly (only
their difference is provided). Another equation is needed to determine each stress value.
Here, it is recognized that the ratio between first and second principal stress components
can be evaluated using Eq. (3.37) and (3.39) at any point along the z axis. This
relationship is evaluated at the axial position where von Mises is maximum, and is given
by,

𝜎1
=
𝜎2

∞

∫0 𝑓(𝑘)[1 + 𝑘𝑧]𝑒 −𝑘𝑧 𝑑𝑘
.
∞
1
∫0 𝑓(𝑘) [2 (1 − 𝑘𝑧) + 𝜈 ] 𝑒 −𝑘𝑧 𝑑𝑘

(3.52)

This ratio is invariant with respect to 𝐸, although is dependent on 𝜈. However, since
gelatin exhibits nearly incompressible behavior, the Poisson ratio is almost always 𝜈 =
0.49. In the limit of small loads, i.e., 𝑎/𝑅 ≪ 1, this ratio is constant, 𝜎1 /𝜎2 = 3.3. By using
this ratio, in conjunction with Eq. (3.48), the first and second principal stresses can be
determined, and since 𝜎3 = 𝜎2 everywhere along the z axis, all three principal stresses
are known at this location. This fully defines the stress state where the von Mises stress
is maximum, providing crucial insight for yield forecasting.
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Figure 3.12: Principal stress components at the point of maximum von Mises stress for theory (blue),
experiments (red) and numerical simulation (green). ‘Plus’ symbols are used for 𝜎1 , while ‘dots’ are used
for 𝜎2 , respectively.

Using the experimental maximum phase retardation 𝛿 𝑚𝑎𝑥 , the von Mises stress is
calculated using Eq. (3.51), and using the stress ratio of 3.3, the first and second principal
stress components are determined for each of the load cases, which are plotted in Figure
3.12. Blue, red and green crosses represent the theoretical, experimental and numerical
first principal stresses, respectively, while blue, red and green dots represent the
theoretical, experimental and numerical second principal stresses, respectively.
Satisfactory agreement is observed between theory and experiment for each stress
component. This demonstrates that, by determining the phase retardation through
experimentation, one can fully determine the stress state at the most critical point within
the material.
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3.5.3 Maximum surface displacement and contact radius
Another important parameter in the Hertzian contact problem is the displacement of the
surface immediately below the sphere. According to Hertzian contact theory [122], the
maximum displacement is given by Eq. (3.1). Figure 3.13 shows this relationship with
respect to applied force, as a dashed blue line. The maximum experimental
displacements, recorded by the camera, are represented by red circles. This is the
distance between the z = 0 surface and the location of the sphere bottom. The maximum
displacements found in the numerical simulations are also plotted on Figure 3.13 as green
triangles. From the figure, it is apparent that the experimental displacements follow the
trend of the theory and numerical simulations, as expected. Recall that the Young’s
modulus is determined by fitting the theoretical and experimental displacements through
Eqs. (3.1) and (3.2).

Figure 3.13: Relationship between maximum displacement and applied force for theory (blue dashed
line, Eq. (3.1)), numerical (green triangle), and experiment (red circles).
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The theoretical radius of contact between the surface of the gelatin and sphere is given
by Eq. (3.20), where contact radius, 𝑎, scales with applied force to the 1/3rd power. This
relationship is shown in Figure 3.14 as a dashed blue line, while the numerical contact
radius is plotted with green triangles. The experimental contact radius is defined as the
distance between the center of the sphere and the point where the sphere separates from
the gelatin, which is determined using the camera. It is noted that the experimental
uncertainty in contact radii measurements are larger than the uncertainty in determining
maximum displacement due to the ambiguity in identifying the radial coordinate where
the sphere separates from the gelatin. The experimental data points are represented by
red circles in Figure 3.14, where reasonable agreement is established with respect to
theory and numerical simulations. The differences here are only a fraction of a millimeter.
This agreement supports the assumptions made in section 3.3 and appear to be valid
even for the largest loading scenario.
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Figure 3.14: Relationship between contact radius and applied force for theory (blue dashed line, Eq.
(3.20)), numerical (green triangle), and experiment (red circles).

3.6 Summary
Integrated photoelasticity is used to analyze the Hertzian contact problem of a rigid
sphere loaded onto the top surface of a soft-solid, gelatin. The theoretical stress state of
the gelatin is derived using the Love stress function and Hankel transform method, which
provides the stress tensor across the entire problem domain. The stress inside the gelatin
is also calculated using numerical simulations. Both theoretical and simulated stress
states are used in conjunction with the optically equivalent model to predict the phase
retardation field expected in an integrated photoelasticity experiment. Experiments are
carried out on a gelatin cuboid where excellent agreement is observed between
theoretical and numerical predictions and the experimental phase retardation fields. A
non-linear correlation is established between the maximum phase retardation and
maximum equivalent stress for a variety of sphere loading conditions. This allows one to
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determine the maximum stress state in the Hertzian contact problem solely by conducting
an integrated photoelasticity experiment. This is important because it identifies the
position and magnitude where stress is maximum and, therefore, signifies where material
yielding is expected to occur first.
The agreement between experimental and theoretical results is also assessed though the
maximum surface displacement and contact radius. The experiments show excellent
agreement with theory according to surface displacement, while fair agreement is
observed regarding the contact radius. The successful determination of maximum
equivalent stress and principal stress components at this location with integrated
photoelasticity suggests that this method can be applied to similar, axisymmetric loading
scenarios. Future studies will explore the viability of measuring equivalent stress and
principal stress components for dynamic loads on gelatin media, such as the impact of a
droplet. Knowing the stress components during droplet collapse will be essential in order
to understand the erosion mechanisms during WDM.
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4. WATER DROPLET MACHINING PROCESS AND EROSION
CHARACTERISTICS
(Although most of the work presented in this section is new and unpublished, some of it
is taken from taken from [158], i.e., Mitchell, B. R., Demian, S. A., Korkolis, Y. P., &
Kinsey, B. L. (2020). Experimental comparison of material removal rates in abrasive
waterjet cutting and a novel droplet stream technique. Procedia Manufacturing, 48, 586592. My contributions were all experiments and analyses. The construction of the WDM
device shown herein was also a significant undertaking.)
Waterjet cutting is a conventional manufacturing process, used widely across industries
such as aerospace, automotive, medical, electronics and robotics [159]. Industrial
waterjets are often classified as either an abrasive waterjet (AWJ) or pure waterjet (PWJ).
Both types feature high-speed liquid, i.e., 100 m/s, emanating from an orifice with high
backing pressure, i.e., 400 MPa, and are favorable for cutting temperature-sensitive
materials as low thermal damage is produced compared to other cutting processes such
as milling, sawing, plasma, and laser cutting. An AWJ machine utilizes a multi-phase
slurry of abrasive particles mixed with high-speed water (and entrained air), to collide with
and erode a workpiece. These machines are favorable for their ability to cut high-strength
materials, where plowing of abrasive particles is the dominant material removal
mechanism [160-162]. This produces high erosion rates, which, therefore, facilitates fast
manufacturing times. In contrast, the drawbacks of AWJ include a high manufacturing
cost due to the purchase and disposal of abrasives, the associated environmental cost,
as well as embedment of abrasives into the workpiece, which reduces its surface integrity.
A PWJ does not feature these drawbacks but suffers from low erosion rates and is limited
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to soft materials, e.g., rubber, wood, plastic. It has been shown, however, that when PWJ
is pulsed, such that a spray of droplets is produced, material removal is enhanced [163165]. This is attributed to the high impact pressures and stress waves generated when a
droplet impinges a surface [24, 166, 167]. The spray produced by a pulsed PWJ propels
droplets away from the jet axis, and into the transverse direction. This leads to wide
erosion footprints, i.e., much larger than the orifice diameter, which is beneficial for
applications such as coating removal and surface profiling, where scouring a large
surface area is desired. However, this is unfavorable for through-cutting applications,
where precise and narrow kerfs are required. Through-cutting with a PWJ is typically
performed at small standoff-distances SOD, i.e., < 5 mm, which is the distance between
the waterjet orifice and workpiece. In this scenario it is likely that the waterjet is a
continuous/semi-continuous stream upon impact with the workpiece. In Chapter 2 it is
shown, experimentally, and through theory, that higher forces occur when a train of
droplets impact a surface, rather than a continuous Rayleigh jet, of equal momentum.
This finding suggests that a droplet train has a higher erosive potential, and hence, using
a PWJ in the droplet-train configuration would perform better than its continuous stream
counterpart.
To create a droplet train capable of material erosion, sufficiently high impact velocities
are most likely required. In order to form a Rayleigh jet at high-speed, the Weber number
condition must be satisfied, i.e., 𝑊𝑒𝑔𝑎𝑠 = 𝜌𝑔𝑎𝑠 𝑑𝑣 2 /𝜎 < 0.4, which is difficult to achieve as
the Weber number scales quadratically with jet velocity. Industrial PWJs (almost always)
use water as the cutting liquid, which, therefore, limits many of its intrinsic properties,
including surface tension. PWJs, can satisfy the Weber number condition for small jet
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diameters and for small ambient gas densities. A PWJ diameter decrease can easily be
done by swapping-out the machine’s orifice with the smallest industrial orifice available,
i.e., 75 𝜇m, but decreasing the ambient gas density is non-trivial in most atmospheric
pressure environments. It has been postulated, however, that the low Weber number can
be achieved by immersing the PWJ in a sub-atmospheric pressure environment [4]. It is
imperative that the low ambient pressure be maintained on the backside of the workpiece,
during a through-cut, to preserve the Weber number condition at/near the droplet impact
location. Hence, contrary to the proposal [4], isolating both the workpiece and waterjet in
the low-pressure environment would be most practical for through-cutting applications. It
can be deduced that the use of high-speed droplet impacts, as a method to erode and
cut through workpieces, is an effective manufacturing tool, while simultaneously
eliminating the drawbacks of AWJ. This manufacturing technique is referred to, herein,
as water droplet machining (WDM). The cut characteristics of this of this novel technique
are currently absent in the scientific literature, and a thorough description of its
performance as a manufacturing tool is lacking. It is, therefore, worthwhile to explore the
erosion characteristics, and process parameters which render WDM an effective machine
tool. This chapter aims to achieve this by experimentally assessing the erosion footprint
of WDM on high-strength materials, like steel, through a variety of test conditions.

4.1 State of the art
To effectively erode a workpiece material, the water droplet machining process relies on
the generation of large impact pressures, which is facilitated by high-speed droplet
impingement at the workpiece surface. It is necessary to perform the technique within a
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low-pressure environment to mitigate aerodynamic drag and atomization of the
waterjet/droplet train into a fine, ineffective mist. For through cutting, it is advantageous
to decrease the width of the waterjet and droplet train to reduce kerf width, and therefore,
increase cut precision. To achieve this, lowering the jet Weber number towards the
Rayleigh-jet configuration is highly sought-after. It is also imperative that a series of
droplet impacts occur instead of a continuous jet. Accordingly, the distance between the
orifice and droplet formation zone is a parameter of significant importance. Poor erosion
rates are expected if the stand-off distance is less than the droplet break-up length.
Limited studies have investigated this length for extremely fast jets [168, 169], such as
the 𝑂(100 m/s) waterjet used in this study. Therefore, the experimental setup is designed
to explore unconventionally large SOD and characterize the influence of SOD on erosion
rate. Note that the droplet break-up length can be shorted by methods described in
section 2.2.4, however, in the experiments outlined in this chapter, droplet formation is
left to occur naturally.
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Figure 4.1: Diagram of the idealized Water Droplet Machining process, in through-cutting mode, using
a high-speed Rayleigh jet, which produces a train of droplets that impact and erode a workpiece. As the
jet moves across the workpiece an erosion footprint is created which resembles a trench (or throughcut) with depth related to jet feed rate.

A generalized diagram of the WDM process is shown in Figure 4.1, where high pressure
water is accelerated through an orifice producing a continuous jet, which, with
downstream evolution, segments into droplets. WDM is performed within a vacuum
chamber to isolate the droplets and workpiece from atmospheric pressure, i.e., air. The
gas surrounding the waterjet/droplet train is mixture of water vapor and small fragmented
droplets formed after colliding with the workpiece. When high-speed droplets impinge the
workpiece, large pressures are generated due to the “water-hammer” effect. Upon impact,
the liquid at the base of the droplet behaves in a compressible manner, where the impact
pressure is given by,
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𝑝 = 𝜌𝑐𝑣 ,

(4.1)

where 𝜌 = 998 kg/m3 is the water density, 𝑐 = 1450 m/s is the sound speed of water, and
𝑣 is the impact velocity [13]. This pressure gives rise to propagating shock waves both in
the workpiece and in the collapsing droplet, as a sudden redirection of momentum from
the plate normal to parallel direction occurs. This is called lateral liquid jetting, which can
reach speeds faster than the speed of sound, i.e., supersonic [23]. These high velocities
and pressures induce shear and compressive stresses onto the workpiece (e.g., see Ch.
3 for the quasi-static case) resulting in deformation and ultimate material failure and
removal. Repeated droplet strikes rapidly erode the surface resulting in a dwelled pocket.
When the jet traverses linearly across the workpiece, a trench profile is created. For
relatively slow traverse speeds or for thin materials, the droplet stream can penetrate
through the material resulting in a complete cut. In this scenario, some of the droplet
stream will pass through the material untouched, which can lead to ambiguous
interpretation of erosion rate results. Therefore, it is the goal of this chapter to form a
trench which is used to assess the erosion characteristics and trench dimensions.

4.2. Experimental setup and methodologies
An image of the experimental WDM device is shown in Figure 4.2(a). A vacuum chamber
of approximately 1 m3 in volume is used to isolate the waterjet and workpiece from
atmospheric pressure and is equipped with a window for viewing and photography. The
large volume of the chamber mitigates rapid changes in vacuum pressure and provides
able room for excess (impinged) liquid to vacate the impact region. An Edwards GXS 750
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vacuum pump, running at full speed, is used during each test. The vacuum pump pulls
water vapor and diminutive, atomized droplets out of the chamber, to achieve constant
vacuum pressure and steady operating conditions, see section 4.3 for more details. A
Hypertherm Hyprecision 60S high-pressure waterjet pump supplies water to a standard
PWJ cutting head. Unlike typical AWJ and PWJ systems, the WDM cutting head is fixed,
while the workpiece, mounted on a 2-axis traverse system, moves relative to the jet axis,
to produce the erosion footprint. Also, unlike traditional waterjets, the WDM jet axis is
oriented in the horizontal direction, which is done to accommodate large stand-offdistances in the vacuum chamber. For the high velocities expected in WDM, it is reasoned
that the ballistic effects due to gravity are negligible, and therefore, WDM is expected to
work in any orientation, with respect to gravity. Figure 4.2(b) shows a cross-sectional,
side-view of the experimental setup, drawn in computer aided design (CAD), where the
jet axis and SOD are clearly shown. The traverse system is mounted on a sliding rail
system for SOD adjustments.
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(a)

(b)
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(c)

Figure 4.2: (a) Image of experimental setup showing workpiece mounted onto the traverse system inside
vacuum chamber. (b) Cross-sectional side view of CAD (computer aided design) model identifying the
cutting head, workpiece, and stand-off distance (SOD), and (c) image taken, through viewing window,
of WDM performing a through cut of aluminum 6022-T4.

Aside from varying the SOD, the other WDM parameters considered are water pressure
𝑃 (which controls the jet velocity), orifice diameter 𝑑, ambient vacuum pressure 𝑃𝑣𝑎𝑐 , and
traverse speed, also referred to as feed rate in industry, denoted by 𝑓. Most of these
parameters influence the type of waterjet formed, e.g., Rayleigh jet, atomized jet, etc.,
see section 2.1 for classification of jet regimes. For large Weber number, 𝑊𝑒𝑔𝑎𝑠 ≫ 1, the
waterjet atomizes, while for small weber number, 𝑊𝑒𝑔𝑎𝑠 < 0.4, a Rayleigh jet is created.
These two extremes exhibit inherently different droplet streams; the former is wide-spread
with a variety of droplet diameters, while the latter is narrow with a series of consistentsized droplets. The impingement of these two droplet streams result in varied erosion
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patterns, and will be discussed in detail in the subsequent sections. To obtain the desired
jet-type, process parameters are adjusted to achieve the appropriate Weber number. All
jet types are possible given the range of operating conditions; 130 < 𝑃 < 415 𝑀𝑃𝑎, 50 <
𝑑 < 760 𝜇𝑚, 0.1 < 𝑃𝑣𝑎𝑐 < 101 𝑘𝑃𝑎

and 5 < 𝑆𝑂𝐷 ≤ 686 𝑚𝑚. It is expected that high

erosion rates are brought about by high impact velocities, therefore, in all of the
experiments presented here, the maximum water pressure is used, i.e., 𝑃 = 414 𝑀𝑃𝑎.
This is customary in industrial AWJ and PWJ cutting, as the goal is to cut material as fast
as possible to maximum productivity, therefore the maximum water pressure of the
system is almost always used. There are some instances where the water pressure is
lowered to pierce brittle materials, such as glass, for shatter prevention. However, after
the piercing is complete the pressure is brought back up to its highest setting to perform
the remainder of the cut. In present experiments, the WDM vacuum pump is operated at
its highest setting to achieve the lowest vacuum pressure possible, which will attenuate
aerodynamic drag the most, and, therefore, encourage high velocity droplet impacts to
occur. The process parameters which are varied in this study are SOD, jet diameter and
feed rate. The influence of these parameters on erosion rate is investigated quantitatively.
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Figure 4.3: (a) Image of typical WDM workpiece with multiple trenches and through-cuts produced, each
corresponding to given jet feed rate. (b) Topographic height map of 50 mm/s trench showing raised
edge features and depth. (c) Cross-sectional profile of 50 mm/s trench measured at the Top (blue),
Middle (red), and Bottom (orange) locations, as indicated by (a).

A common way to assess the erosion rate of a material removal machining operation,
e.g., waterjet, plasma, laser, etc., is by measuring its material removal rate (MRR) for a
given metal [170-171]. This is the volume of material removed per unit time, in SI units
[mm3/s], and is usually obtained by creating and measuring a trench feature in the
material surface by traversing the beam across at constant speed, i.e., feed rate. The
depth of the trench is controlled by the feed rate. For slow feed rates, the beam erodes a
given location for a longer period of time, resulting in a deeper trench than if a
comparatively higher feed rate is used. To study the influence of feed rate on erosion
rate, the experiments employ a variety of feed rates. This is done by starting the jet in one
location of the workpiece, moving the workpiece at constant velocity for 100 mm, stopping
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the jet, and then moving on to create the next trench (at a different feed rate). Figure
4.3(a) shows a typical workpiece test specimen where a variety of trenches and throughcuts are produced. The specimens are 135 x 135 mm2 plates with 4 mounting holes in
each corner, which are used to fix the workpiece to the traverse system. After machining,
topographic measurements of each trench are performed with an Olympus OLS5000
laser-scanning microscope, at the top (blue), middle (red) and bottom (orange) of the
trench, as indicated by Figure 4.3(a). A typical topographic height map is shown in Figure
4.3(b), for the 50 mm/s trench, measured at the middle-trench location. For each
measurement at the top, middle and bottom, averaged cross-sectional profiles are
obtained, and are plotted in Figure 4.3(c). It is apparent that each profile resembles a “Ushape,” with a slight build-up of material on either side of the trench. These profiles are
used to determine the average cross-sectional area of removed material 𝐴, which is the
area bounded by the profile and the top surface of the workpiece, i.e., 𝑧 = 0, black-dashed
line. The material removal rate is then calculated by,

𝑀𝑅𝑅 = 𝐴𝑓,

(4.2)

where 𝑓 is the feed rate used to produce the trench. The MRR quantifies the rate of
erosion for a given material and is used as a metric to gauge the erosive potential of WDM
for a specific set of operating conditions, i.e., SOD, 𝑑, etc.

4.3. Start up and steady-state operating conditions
Most high-pressure pumps that supply water to an AWJ or PWJ generate heat, which is
partially absorbed by the water. Pipe flow turbulence also introduces heat to the supply
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water and by the time the water is discharged from the cutting head, its temperature can
be as high as 80 °C [172]. The WDM in this study uses the same type of high-pressure
pump and similar thick-walled piping (to transport supply water from the pump to the
cutting head), as a typical AWJ or PWJ system. Therefore, it is expected that the water
temperature entering the vacuum chamber in WDM, is above room temperature. After the
water collides with the workpiece, it is expelled onto the chamber walls and floor, where
it is permitted to evaporate. Part of this liquid water changes phase into water vapor, since
the ambient pressure within the chamber is, at times, lower than the saturation pressure
of water. In this evaporation process, the liquid, which changes into water vapor,
increases its internal energy. By doing this, the water vapor, in effect, pulls thermal energy
out of the chamber walls, thus decreasing the chamber and ambient gas temperature.
Upon WDM start-up, the vacuum pump is turned on and removes the air within the
chamber to a pressure of approximately 0.1 kPa. (For reference, standard atmospheric
pressure is 101 kPa). During this process, the temperature of the small amount of air left
inside the chamber decreases due to the rapid expansion of the gas, but then quickly
returns back to room temperature, 20 °C, from heat supplied by the chamber walls and
traverse system, which are initially at room temperature. This temperature and pressure
remain constant until the jet is turned on and water is introduced into the system. For
small orifice diameters, e.g., 100 𝜇m, the water flow rate entering the chamber is
approximately 0.5 Liters/min. (Note that a flow meter is installed on the intake side of the
waterjet pump to measure volumetric flow rate.) This small amount of water quickly
evaporates and allows the chamber temperature to decrease due to evaporative cooling.
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It can be reasoned that performing a WDM experiment during these transient conditions
will yield ambiguous erosion results.
To identify the chamber pressure and temperature at steady state, two pressure sensors
and three thermocouples are installed, each reading approximately the same value,
respectively. Figure 4.4(a) shows the pressure and temperature response when the jet is
initially turned on at WDM start up. When this occurs, at 𝑡 = 0 min, a rapid increase in
pressure takes place, up to 1.8 kPa, i.e., the saturation pressure of water. During this
rapid increase, which takes approximately 5 seconds, all of the water entering the
chamber is vaporized. Once the saturation pressure is reached, most of the water
entering the system remains as a liquid, while the remaining amount of water evaporates
and causes a cooling effect. In a way, the WDM system is akin to a refrigeration system,
but differs in that the refrigerant runs “open-loop,” and not all of the liquid is removed by
the vacuum pump. The excess water simply gathers on the chamber floor, which is
removed after a set of experiments are complete.
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Figure 4.4: WDM start-up conditions; (a) Pressure (blue) and temperature (orange) response during
cool-down procedure. Black dashed lines indicate the period when the jet is turned on, corresponding
to the raster paths created in (b) Image of sacrificial cool-down workpiece, where the jet traverses up
and down, relative to the workpiece, to create a raster path. The state of the ambient gas clearly affects
the WDM erosion rate, as indicated by the amount of material removed in each raster.

During the time when the jet is on and the chamber is cooling, Figure 4.4(a), shows that
both temperature and pressure continuously decrease, which takes place on an order of
minutes. To avoid dwelling a hole in the chamber wall opposite the cutting head, a
sacrificial workpiece is used to absorb the erosion due to the jet. This workpiece, shown
in Figure 4.4(b), moves up and down in a raster path, where it is apparent that at the
beginning, i.e., Raster 1, the material removal is poor. The pressure and temperature
during this raster, are decreasing from 0 < 𝑡 < 3.5 min. After the raster is complete, the
jet is turned off and the pressure and temperature fall at a faster rate, to 0.2 kPa and 0
°C, respectively. Then, a second raster is performed, i.e., Raster 2, where about 2
minutes is required to reach the steady operating pressure and temperature of 0.9 kPa
and 12 °C, respectively. This cooling procedure is performed before each set of
experiments in order to conduct experiments at (approximately) steady-state conditions.
It also should be noted that “steady” pressure and temperature change depending on the
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ambient conditions in the facility where WDM is performed, i.e., the UNH John Olson
Advanced Manufacturing Center. In WDM tests conducted during the summer months,
where the ambient room temperature and humidity are high, a higher steady-state
operating temperature and pressure is observed, than if tests are performed during the
winter months, when the facility is cold. It is also noted that different steady operating
conditions occur for various orifice diameters. As orifice diameter increases, a larger
water flow rate is introduced to the chamber, which increases the steady-state pressure
and temperature.
The state of the ambient gas clearly leads to different erosion outcomes, according to the
workpiece shown in Figure 4.4(b). Here, the Raster 1 exhibits poor material removal,
while Raster 2 shows distinct pockets of removed material along the raster lines. This
increase in erosion is attributed to the lower gas pressure, which reduces aerodynamic
drag and creates a waterjet configuration close to the idealized Rayleigh jet.

4.4 Influence of stand-off distance
In this section, the influence of SOD on erosion characteristics is investigated by creating
trenches in a WDM workpiece at four SODs, i.e., SOD1 = 45, SOD2 = 229, SOD3 = 457,
and SOD4 = 686 mm. For these tests, 1.2 mm thick stainless steel 316L is used as the
workpiece material, with jet parameters set at 𝑃 = 414 MPa, 𝑑 = 100 𝜇m, which produce
a steady operating pressure and temperature of 0.5 kPa and 9 °C, respectively. A new
workpiece is used for each test with identical toolpath programs used to create trenches
with feed rates of 𝑓 = 0.3, 0.5, 1, 2, 3, 5, 10, 20, 30, 50, 80, 100, 200 and 300 mm/s.
Figure 4.5(a-d) shows each workpiece for the range of SODs tested. For short SODs, i.e.,
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SOD1 and SOD2, no material removal is observed, only thin polish streaks can be
decerned, see Figures 4.5(a-b). For the SOD3 test, material removal is apparent;
however, there is no penetration thought the backside of this workpiece. The SOD4 test
shows comparatively more removed material, with penetration and a through-cut
produced for the 0.3 mm/s case. These results clearly identify enhanced material removal
for increasing SOD.
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Figure 4.5: Influence of SOD on material removal of stainless steel 316L. WDM test specimens for
SODs of (a) SOD1 = 45, (b) SOD2 = 229, (c) SOD3 = 457, and (d) SOD4 = 686 mm. Short SOD, i.e., (a)
and (b), do not result in material removal, while material removal is apparent in (c), and to a larger
extent in (d). These results clearly identify the advantage of using large SODs in the WDM process.

Trench profile measurements are shown in Figure 4.6. The test conditions of SOD1 and
SOD2 did not experience any material removal, and therefore, they were not measured
with the laser microscope. The middle trench profiles for the SOD3 (blue) and SOD4
(orange) test conditions are compared in Figure 4.6, with respect to feed rates of (a) 1,
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(b) 3, and (c) 5 mm/s. It is apparent, that for each trench produced, the SOD4 experiment
created deeper trenches than the tests conducted with SOD3, for each feed rate.

Figure 4.6: Middle trench profiles for the SOD3 = 457 mm (blue) and SOD4 = 686 mm (orange) test
conditions at feed rates of (a) 1, (b) 3, (c) 5 mm/s. It is apparent that the trenches created with SOD4
are the largest, revealing that material removal is enhanced for increasing SOD. The trench widths are
approximately 200 𝜇m, which is twice the orifice diameter (which is approximately equal the droplet
diameter, according to Rayleigh jet theory).

The trench widths are also larger for the SOD 4 experiments, which are approximately 300
𝜇m at the top of the trench and taper downward to ~60 𝜇m at the bottom. These narrow
widths imply that the jet/droplet stream are weakly affected by aerodynamic distortion and
provide evidence that the liquid does not deviate significantly from the jet axis. This is
quite remarkable considering the ratio of SOD to jet diameter, i.e., 686/0.1 = 6860. The
trench widths are also comparable to the droplet diameters predicted through Rayleigh
jet theory (see section 2.2), where droplet diameters are approximately twice the jet
diameter. These results provide strong evidence that the liquid arriving at the workpiece
is in either the droplet or wavy jet configuration. It is possible that increased erosion rates
occur for SOD > 686 mm; however, these distances are not easily testable given the
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current machine setup. (Future work will reverse the traverse stage in order to investigate
one additional higher SOD.)

Figure 4.7: Maximum trench depth of the SOD3 = 457 mm and SOD4 = 686 mm test conditions plotted
with respect to feed rate (inset shows the data plotted on a loglog scale). Colors indicate the location
of trench measurements; top (blue), middle (red), and bottom (yellow), while the black dashed lines
show a power law approximation. Longer SODs evidently produce deeper trenches.

The maximum depth 𝑑𝑚𝑎𝑥 , of each trench is measured and plotted in Figure 4.7. It is clear
that tests conducted at SOD4 produced deeper trenches than tests conducted at SOD3.
The results also identify that higher feed rates correspond to smaller trench depths, and
vice versa. This is not surprising, since for slow feed rates, the jet is dwelling in one
location for a longer duration, and therefore eroding more material, than that of faster feed
rates. When the data is plotted on a logarithmic scale (inset), it becomes apparent that
the maximum depth adheres to a power law of the form,
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𝑑𝑚𝑎𝑥 = 𝑎𝐹 𝑛 ,

(4.3)

where constants 𝑎 and 𝑛 can be determined by least squares. For the SOD3 and SOD4
results, these are 𝑎 = 247 s, 𝑛 = -0.68, and 𝑎 = 877 s, 𝑛 = -0.49, respectively, and are
plotted in Figure 4.7 as a dashed black line. This power law approximation shows merit
as it follows the data trends.

Figure 4.8: Stainless steel 316L material removal rate for tests conducted at SOD3 = 457 mm and SOD4
= 686 mm using 𝑑 = 100 𝜇m orifice and 𝑃 = 414 𝑀𝑃𝑎 water pressure. Colors indicate the location of
trench measurements; top (blue), middle (red), and bottom (yellow), while the black dashed, and green
dotted lines show the average MRR, and MRR model Eq. (4.4), respectively. Longer SODs clearly
exhibit higher erosion rates.

Aside from comparing trench depths, another metric of quantifying the removed material
is through the MRR. Figure 4.8 shows the MRR for the SOD3 and SOD4 test conditions
with respect to feed rate. The black dashed lines show each trench’s average MRR,
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where the general trend is that MRR increases with feed rate. One explanation for this is
that, with slow feed rates, a deeper trench is produced, and it is likely that a pool of water
forms in the trench, leading to an impediment of the jet/droplet trains’ erosive capability.
Therefore, for fast feed rates, a smaller trench is produced, and less water is likely to
pool, facilitating improved erosion.
Here, it is recognized that a rudimentary erosion model can be made for the test
conditions shown in this section. Assuming that the trench width 𝑤, remains constant,
then the power law depth model, Eq. (4.3), can be multiplied by width to approximate the
area of material removed, and thus, when multiplied by feed rate, approximate the
material removal rate. The MRR model is given by,
𝑀𝑅𝑅 = 𝑤𝑑𝑚𝑎𝑥 𝑓 .

(4.4)

Using a trench width of 𝑤 = 170 𝜇m, along with the depth models shown in Figure 4.7,
the MRR models are calculated and shown in Figure 4.8 as a dotted green line. The
models show reasonable agreement up until the highest feed rate, where the model
overestimates the data. It is likely that the actual MRR drops off at these higher feed rates,
although these trenches are difficult to accurately measure since their depths become
close to the surface roughness of the sheet. Nevertheless, the MRR model works well for
the mid-to-low-range feed rates. The results shown in this section clearly identify an
advantage in using long SODs and suggest that a droplet train (or semi-continuous/wavy
jet) produces higher erosion rates than continuous jets.
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4.5 Influence of jet diameter
In light of the previous findings, the experiments conducted in this section investigate the
influence of jet diameter using the largest SOD of the machine, i.e., SOD 4 = 686 mm, as
this process parameter produced the highest erosion results. Three orifice diameters are
tested, i.e., 𝑑 = 100, 180, and 250 𝜇m, on 1.2 mm thick stainless steel 316L and 1.4 mm
thick aluminum 6022-T4. The 𝑑 = 100 𝜇m test on stainless is essentially a repeat of the
experiment shown in Figure 4.5(d), where good experimental repeatability is observed.
The tests using the 𝑑 = 180 𝜇m, and 250 𝜇m orifices conducted on the stainless steel are
shown in Figure 4.9(a) and (b), respectively, while similar tests conducted on the
aluminum are shown in Figure 4.9(c) and (d), respectively. It is apparent that the 𝑑 = 180
𝜇m, and 250 𝜇m diameter orifices produced wider trenches than the 𝑑 = 100 𝜇m, see
Figure 4.5. It is also clear that through-cuts were produced for some of the low feed rate
cases, especially the 5 mm/s test in Figure 4.9(d), where a 4 mm width kerf was produced.
The edges of this kerf are heavily eroded, feature a significant taper, and are of high
surface roughness. It is evident that tests conducted with these large orifice diameters,
i.e., 𝑑 > 100 𝜇m, do not result in precise and narrow kerfs.
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Figure 4.9: Influence of orifice diameter. Stainless steel 316L tests conducted with an (a) 𝑑 = 180 𝜇m,
and (b) 𝑑 = 250 𝜇m diameter orifice. Aluminum 6022-T4 tests conducted with a (c) 𝑑 = 180 𝜇m, and
(d) 𝑑 = 250 𝜇m diameter orifice. These tests resulted in wide trenches with high surface roughness.

Trench profiles, using the various orifice diameters, for the 10 mm/s feed rate on the
stainless steel, and the 50 mm/s feed rate on the aluminum are shown in Figures 4.10(a)
and (b), respectively. For increasing orifice diameter, trench widths become larger, which
indicate that the configuration of the jet is approaching the atomized regime. Here, a spray
of droplets are most likely impinging the surface rather than a Rayleigh-type jet. Trenches
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also become larger in cross-sectional area with increasing d, which can be attributed to
the greater amount of momentum transmitted to the workpiece (since as orifice diameter
increases so does the water flow rate).

Figure 4.10: Middle trench profiles for the (a) 10 mm/s trench on stainless steel 316L and (b) 50 mm/s
trench on aluminum 6022, using 𝑑 = 100 𝜇m (blue), 𝑑 = 180 𝜇m (red), and 𝑑 = 250 𝜇m (orange)
diameter orifices. Trench width increases nonlinearly with 𝑑, indicating that the jet configuration
approaches the atomized regime.

The material removal rates for these tests is plotted in Figure 4.11 for (a) SS 316L, and
for (b) AA6022-T4. Larger orifice diameters exhibit higher MRRs, for most of the feed rate
ranges tested. The MRR for the aluminum is higher than for the stainless steel, which is
expected when considering that the yield and fracture strength of stainless steel is higher
than for aluminum. Hence, the stainless steel can tolerate droplet strikes and resist
erosion better than the aluminum. For feed rates greater than 100 mm/s, the stainless
steel MRRs have considerable variation, which is due to trench inconsistency. The high
feed rate trenches shown in Figure 4.9, visibly show regions of high material removal and
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regions of comparatively low material removal along the trench direction. These variations
are reflected in the widely varying MRRs of Figure 4.11(a), above 𝑓 ≥ 100 mm/s.

Figure 4.11: Influence of feed rate and orifice diameter on material removal rate for (a) stainless steel
316L, and (b) aluminum 6022. Colors indicate the location of trench measurements; top (blue), middle
(red), and bottom (yellow), while the symbols indicate orifice diameter; 𝑑 = 100 𝜇m (circle), 𝑑 = 180 𝜇m
(plus), and 𝑑 = 250 𝜇m (triangle). MRRs for aluminum are greater since the material is more susceptible
to erosion than stainless steel.

The orifice diameters of 𝑑 = 180 𝜇m and 250 𝜇m, were able to cut through the stainless
steel and aluminum sheets, but due to the wide kerf widths, poor edge quality, and taper,
these large orifice diameters (and associated process parameters) are likely unsuitable
for precise through-cutting. It is therefore recommended that orifice diameters for
precision through-cutting be approximately 𝑑 = 100 𝜇m. The observed erosion patterns
and trench widths, in this section, demonstrate that the jet-type can be controlled for a
desired erosion outcome according to orifice diameter.
One may wonder if the Weber number, i.e., 𝑊𝑒𝑔𝑎𝑠 = 𝜌𝑔𝑎𝑠 𝑑𝑣 2 /𝜎, can be used to predict
the WDM jet configuration, i.e., Rayleigh versus atomized jet. It is tempting to use the
ideal gas law to determine gas density, especially since the ideal gas law becomes a
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better approximation for decreasing density; however, the substance surrounding the
WDM jet is a mixture of low-density gas and diminutive “mist” droplets. The density of this
multiphase flow is difficult to know for certain. Furthermore, the jet velocity is also hard to
determine with confidence. The Bernoulli equation is tempting to use; however, with the
smallest orifice, i.e., 𝑑 = 100 𝜇m, viscous effects may be large at this scale, and the flow
could be fully developed upon orifice exit. Note that the orifice geometry was inquired
from the manufacturer; however, details were not given as they are proprietary.
Nevertheless, the erosion footprints can be used to gauge jet configuration.

4.6 Comparison with conventional pure waterjet cutting
A stainless steel 316L workpiece (same material used in the tests of sections 4.4 and
4.5), was tested using a PWJ with a pressure 𝑃 = 414 MPa (measured approximately
halfway between the high pressure pump and experimental setup), and orifice diameter
of 𝑑 = 100 𝜇m. This experiment was conducted in the WDM experimental setup at the
SOD1 = 45 mm location, but without the vacuum pump running and the chamber ports
open to atmospheric pressure, and at a feed rate of 0.3 mm/s. This is essentially the test
of Figure 4.5(a) but conducted in atmospheric conditions. Figure 4.12(a) shows the PWJ
results, with WDM results in (b), which is the 0.3 mm/s through cut of the test shown in
Figure 4.5(d). The PWJ created a trench width of approximately 0.5 mm, while the WDM
created a through-cut of width 0.3 mm. Here, the advantage of WDM over PWJ is clear.
For equivalent conditions, WDM outperformed PWJ by creating a through-cut. It is
interesting to note that the PWJ produced a trench at this location, while at the same SOD
location, WDM did not produce any discernible material removal, see Figure 4.5(a). It is
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possible that the PWJ segmented into an atomized jet, resulting in a swath of droplet
impacts capable of material erosion, while the WDM test, at this SOD location, was
probably a continuous stream impact and unable to induce erosion.

Figure 4.12: Comparison of (a) PWJ and (b) WDM on stainless steel 316L, for identical flow conditions;
P = 414 MPa, d = 100 𝜇m, and F = 0.3 mm/s. The PWJ only created a trench, while WDM produced a
through cut, identifying a distinct advantage of using WDM over PWJ.
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5. CUTTING CARBON FIBER WITH AWJ VS. WDM
(Text for this chapter is taken from an accepted but yet to be published article in
Manufacturing Letters (2022) titled “Advantages of water droplet machining over abrasive
waterjet cutting of carbon fiber reinforced polymer.” My contributions to this work were all
experiments and analysis, except for the CMM measurements in section 5.2.4.)
Carbon fiber reinforced polymer (CFRP) composites are heterogeneous and anisotropic
materials, which exhibit high stiffness, excellent corrosion-resistance, and high strengthto-weight ratios, and thus offer superior functional performance over conventional
materials, such as steel [173]. These advantageous properties have led to widespread
manufacturing and adoption of CFRP in a variety of industries including aerospace,
automotive, marine, medical, sporting equipment, and wind energy [174]. During CFRP
manufacturing, the composite is typically molded into the desired part geometry; however,
subsequent machining operations, such as trimming, tapering, and hole drilling, are often
required to bring the part into tolerance and to create features that would not be possible
with the layup process alone. Creating these features with conventional tooling, such as
a drill or end-mill, often result in excessive tool-wear, high-heat generation, composite
delamination, and dust emission [174, 175]. Delamination and heat-induced resin
degradation compromise CFRP part quality, which is particularly concerning for aircraft
manufacturers as a single, large aircraft contains over a million mounting holes [174, 175,
176]. Delamination-related failures of aircraft components have led to rejection rates as
high as 60% [175]. Despite these manufacturing challenges, studies have been
conducted in an attempt to identify machining parameters, which mitigate delamination,
increase the machinability of CFRP, and extend tool life by the use of slow feed rates and
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spindle speeds, specialized tool geometries and coatings, and minimized lubricant levels
[177-185]. Even with these methodologies, the risk of delamination and part degradation
persists, requiring consistent quality monitoring, which adds to the already high tooling
and machining costs of CFRP production. Therefore, alternative manufacturing
techniques are sought, which produce high-quality edge features at low production costs.
Laser beam cutting has been used for CFRP hole drilling and edge routing, however, a
heat affected zone is generated which has limited its widespread use in cutting CFRPs
[174, 175, 186-188]. Abrasive waterjet cutting has been used as another alternative
CFRP cutting process, but this technique often leads to delamination of the composite
material, especially around pierce locations. To mitigate delamination, through-holes can
be pre-drilled in the composite to create a starting position for the AWJ; however, the
drilling process is subject to pull-up and push-out delamination [189]. When piercing
CFRPs with an AWJ, the mechanism responsible for delamination is the hydrodynamic
stagnation pressure created by a water-wedge action [189, 190]. The water, following the
path of least resistance, will separate the layers if the pressure exceeds the tensile
strength of the bonding layer. Furthermore, abrasive particles can become embedded
into interlaminar cracks, requiring additional operations to remove the residual particles
[191]. Despite these adverse effects of piercing and cutting CFRP with AWJ, there has
been success in suppressing delamination by starting the pierce with a close to zero water
pressure and then slowly increasing water pressure until the pierce is complete [192].
Varying the water pressure (and therefore, water flow rate) consequently requires fine
tuning and timing of the abrasive delivery system. Various AWJ piercing techniques have
been developed and are still active areas of investigation [189-195]. According to the
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literature and industrial correspondents, a method, which cuts CFRP with satisfactory
results and with low cost of production, is still lacking. It is therefore worthwhile to explore
water droplet machining as an alternative CFRP cutting technique.
Owing to the absence of abrasives and the lack of heat-affect-zone in WDM, it is worth
investigating whether this manufacturing process can cut CFRPs with reasonable cutedge characteristics and without the tendency for delamination. Therefore, the aim of this
chapter is to explore the CFRP cutting performance of WDM on industry relevant CFRP
sheets and compare the results to similar tests conducted with an AWJ. Section 5.1
outlines the experimental methods used in cutting the CFRP specimens with WDM and
AWJ. Section 5.2 discusses the results of both cutting methods and evaluates the cut
characteristics based on surface roughness, the presence of delamination, and the
geometric accuracy of the intended part. Section 5.3 highlights the main discoveries while
proposing future work in WDM cutting of CFRPs. It is also worth mentioning that an
environmental and economic comparison between AWJ and WDM has been performed,
where AWJ was found to be more economical and sustainable [196].

5.1 Experimental methods
To compare the effectiveness of cutting a CFRP laminate with WDM and with an AWJ, a
variety of basic shapes were cut out of a CFRP workpiece. The CFRP laminate used in
these tests was produced by autoclave-molding of 22 woven graphite/epoxy plies with a
layup configuration of [90, (0˚/90˚)5]s. The autoclave pressure was 516.75 kPa and the
cure time was 60 min at 127 °C. The final cured laminate thickness was 5.5 ± 0.02 mm.
The cut-out shapes were a series of circles ranging from 1 mm to 32 mm, an equilateral
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triangle of side length 30 mm, and a raster path of side length 50 mm. The AWJ used was
a Wardjet E-1515 with a Hypertherm Hyprecision 60s intensifier pump. This is also the
same water pump used in WDM experiments, which produces a water pressure of P =
414 MPa. The abrasive cutting head uses a 406 𝜇m diameter orifice, a 1.016 mm diameter
nozzle, an abrasive flow rate of 476 gram/minute, an 80-mesh abrasive, and a stand-off
distance of 3 mm. According to the Hypertherm cutting calculator, 5.5 mm thick CFRP
should be cut at a feed rate of 26.7 mm/s for excellent edge quality [197]. Faster feed
rates can also be used to cut the CFRP but at reduced edge quality.
For these experiments a 26.7 mm/s feed rate was chosen so that the highest quality edge
would be produced. For stationary piercing, which is the piercing method used in these
experiments, the Hypertherm cutting calculator suggests using low pressure, 103 MPa,
for 1 second, then increasing the pressure to 414 MPa to perform the remainder of the
cut. The piercing procedure turns the jet on at low pressure and then 0.2 seconds later
the abrasive flow starts, which was found to be the most successful timing for mitigating
delamination [192]. One second later the pump switches to high pressure, which takes
3.5 seconds to achieve, and then proceeds to move along the tool path. This method was
used in all AWJ pierces. To mitigate delamination around the shape edges, all pierces
start in the middle of each circle and triangle. Then the jet traverses up to the shape edge
and finally moves around the outline. This positions the pierces as far away from the
feature edges as possible.
For the WDM experiments a water pressure of 𝑃 = 414 MPa was used for all piercing and
cutting procedures. An orifice diameter of 𝑃 = 100 𝜇m was used with a stand-off distance
of SOD4 = 686 mm. The pressure and temperature inside the chamber during cutting
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were 0.7 kPa and 3 °C, respectively. Note that WDM operates close to the triple point of
water, which is the temperature and pressure at which water exists in equilibrium in its
liquid, solid, and gaseous states. All pierces are dwelled for 1 second and then the jet
moves relative to the workpiece. The feed rate used was 1 mm/s, although 2 mm/s was
also explored as detailed in Section 5.2.2.

5.2 Results and discussion
5.2.1 Abrasive waterjet cutting of CFRP
Figure 5.1(a) shows the CFRP sample cut using AWJ. It is apparent that the process
created the desired shapes but with moderate delamination in some regions. Around each
circle the upper surface of the sample is raised while cracks are visible on the inside
edges. The smallest hole, which is roughly 2 mm in diameter, is a pierce only, i.e., the jet
does not traverse the circumference. The top-edge of the sample closest to this hole
shows edge delamination and cracking as shown in Figure 5.1(b), with the location of the
side view indicated in Figure 5.1(a). This edge is about 30 mm away from the hole
location, which indicates that the delamination phenomena can spread far away from
pierce locations. A similar feature exists on the bottom edge of the sample closest to the
triangle, see Figure 5.1(c), with the location of the side view again indicated in Figure
5.1(a). The inside of the shapes, which contain the pierce, all show severe delamination.
Figure 5.1(d) shows a side of the cut out triangle with significant multi-layer delamination.
It is not surprising that considerable delamination occurs near pierce locations as this is
where the water wedge action occurs [189]. For the raster path, the pierce starts in the
upper left corner and has a 5 mm on-center spacing between the lines. The raised surface
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in this region indicates that delamination occurred here; however, the remainder of the
raster path appears to have excellent cut characteristics. This is the only region where
delamination did not occur (based on visual observation). If an AWJ starts in a throughhole or off the part, then delamination can be avoided [192]. However, even with the lowpressure pierce option used in these experiments, delamination occurred at all pierce
locations.

Figure 5.1: (a) Top view of various shapes cut in a CFRP sheet with AWJ, (b) side view of top-edge, (c)
side view of bottom-edge, and (d) side view of cut out triangle showing delamination features.

5.2.2 Water droplet machining of CFRP
For the WDM experiments, a similar tool path was made to create the same shapes as in
the AWJ experiments, i.e., a series of circles, a triangle, and a raster path. Figure 5.2(a)
shows the CFRP sample cut by WDM. Visual observation of WDM cut edges show an
absence of delamination for all shapes. Note that the four holes in the corners of the
sample were hand drilled for fixturing the sample onto the WDM system. The other holes,
ranging from 1 mm to 32 mm in diameter, show good cut quality. All of the pierce locations
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feature a small crater-like region of hollowed-out material, roughly 1 mm in size. In Figure
5.2(a), this is apparent on the 1 mm diameter hole, which is slightly elliptical, and also on
the start of the raster (top left). The cut-out circles and triangle also feature this crater
effect at the pierce location (not shown in Figure 5.2). Figure 5.2(b) shows a zoomed-in
image of the raster cut. These cuts are separated by 2 mm on-center spacing between
the lines, which would not have been possible with the AWJ since this jet’s kerf width is
slightly greater than 1 mm. Figure 5.2(b) also elucidates the small kerf widths, i.e., 300
𝜇m, achievable with WDM. The consistency of this diminutive kerf is remarkable
considering how far away the orifice is from the sample, i.e., stand-off distance to kerf
ratio of 2287. This is achievable because of the low ambient pressure and its negligible
effects on the waterjet and droplet train, i.e., so that deviation from the jet axis does not
occur.

Figure 5.2: (a) Top view of various shapes cut in a CFRP sheet with WDM, (b) zoom-in view of raster
kerf, and (c) side view of bottom-edge of triangle.

The circles and triangle cuts were performed with a feed rate of 1 mm/s, while the raster
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was cut with a feed rate of 2 mm/s. This feed rate was slightly too fast as the CFRP is still
attached in some areas on the bottom-side of the cut. This is apparent if the sample is
held up to a light and visually inspected by looking through the cuts. Figure 5.2(c) shows
the bottom edge of the triangle cut-out. Note that delamination and cracks are not visually
present. This is in contrast to the AWJ cut triangle edge in Figure 5.1(d), which showed
significant delamination. On the left and right bottom corners of the triangle in Figure
5.2(c) the laminate appears to be chipped, where individual layers can be identified;
however, these chips did not seem to propagate into the material as a delamination.
Figure 5.2(c) also shows striation marks on the cut edge, which is a similar feature to an
AWJ cut edge on metal [198].
Another unique feature of WDM is its ability to create tight corners of approximately 150
𝜇m radii. The AWJ cut triangle corners, in Figure 5.1(a), are notably different compared
to the triangle corners cut by WDM in Figure 5.2(a). This feature of WDM allows for
fabrication of small feature sizes in CFRP and with less risk of delamination than with
AWJ. Although WDM can produce tiny kerfs and does not feature delamination, it is
considerably slower at cutting CFRP than the AWJ, which is approximately 27 times
faster. However, note that the AWJ technology has been heavily studied and optimized,
while WDM is in its infant stages of development and so has the potential for growth and
enhancement. One question that remains is the tendency of WDM to suppress
delamination. Due to the discrete nature of WDM, it is possible that the lateral stagnation
pressure that the material experiences is periodic and at a high enough frequency so that
delamination is suppressed, although more research is required to validate this notion.
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5.2.3 Surface roughness of WDM cut edges on CFRP
Surface roughness measurements were conducted on the WDM cut-out triangle of Figure
5.2(c), using an Olympus OLS5000 3D laser microscope. Figure 5.3(a) shows a detailed
microscope image of the WDM cut surface, where individual fiber layers can be identified.
From this image, delamination and cracks are absent suggesting that the WDM process
does not induce delamination of CFRP. Owing to the cold operating temperatures of
WDM it is surmised that WDM does not cause heat-induced resin degradation either.
Figure 5.3(b) shows a 5.5 x 9.5 mm2 topographic height map of the cut surface, revealing
ridges of raised composite material, as shown by the red-colored features. Note that in
Figure 5.3(b), green is taken as the mean surface height of 0 𝜇m. The raised surface
features, which are analogous to the striation marks observed in AWJ cutting of metals,
have heights of approximately 300 to 400 𝜇m. The ridges increase in height from the topside of the CFRP specimen towards the bottom-side where they are at a maximum. These
ridges increase the roughness of the cut edge, and for the surface shown in Figure 5.3(b),
the mean surface area roughness is Sa = 56.1 𝜇m. While individual fiber layers are easily
identified in Figure 5.3(a), the same cannot be said for Figure 5.3(b), as the morphology
of the WDM cut surface does not expose layers and is nearly homogeneous in the
through-thickness direction. Due to the presence of cracks and delamination in the AWJcut specimen, edge roughness measurements were not performed.
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Figure 5.3: (a) Microscope image of WDM triangle cut edge in CFRP, and (b) topographic height-map
of surface shown in (a).

5.2.4 Dimensional accuracy of AWJ and WDM cuts
The dimensional accuracy of the hole and triangle features cut by AWJ and WDM were
performed on a Mitutoyo MACH-806 coordinate measurement machine (CMM) by Ahmad
Sadek of the Aerospace Manufacturing Technologies Center, National Research Council,
Montreal, QC, Canada. The hole diameter and circularity errors of the Ø 32 mm, Ø16
mm, Ø8 mm and Ø4 mm holes were measured using a 2 mm diameter probe. For each
hole, measurements were performed at the top (Top), middle (Mid) and bottom (Bot)
planes located at ‘z’ depths of 1 mm, 3 mm, and 5 mm, respectively, from the uppermost
plane (z = 0 mm) of the CFRP plate, as shown in Figure 5.2(c). Ten measurement points
were probed to measure the diameter and circularity of each circular hole feature at each
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plane. Measurements of the Ø2.5 mm, Ø2 mm, and Ø1 mm holes were not possible due
to the limitation of the probe size. Figure 5.4(a) compares the measured mean hole
diameter deviation from the nominal hole diameter at the top, middle and bottom planes
using the WDM and AWJ processes. The figure shows that both processes produced
oversized hole diameters that ranged between (+0.07 mm to +0.12 mm) for the WDM and
(+0.02 mm to +0.23 mm) for the AWJ. In a case where a static maximum tolerance limit
of +0.10 mm was considered, the acceptance rate (within tolerance) for the WDM holes
(75%) was significantly higher than that for the AWJ (25%). This could be attributed to the
excessive material removal in AWJ caused by the abrasive particles in the cutting zone.
The figure also shows, for all the AWJ holes, a gradual reduction of the hole size from the
top to the bottom planes indicating a tapered hole surface of an average 0.86° angle. The
WDM holes did not experience such effect and were found to be more cylindrical.
Reducing the taper angle in AWJ may require a higher jet pressure and a reduced
standoff distance to increase the cutting efficiency near the bottom [199]. Taper reduction
may also be possible by changing the feed rate.

Figure 5.4: (a) Hole diameter deviation measured at top, middle, and bottom level planes for the WDM
and AWJ process. (b) Hole circularity errors measured at top, middle, and bottom level planes for the
WDM and AWJ process.
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On the other hand, Figure 5.4(b) shows around two-fold higher circularity errors for the
WDM compared to the AWJ machined holes at the top, middle and bottom planes.
Circularity error is the radial distance between the minimum circumscribing circle and the
maximum inscribing circle of the measured surface points. The lower circularity error in
the AWJ-cut holes could be due to the ability of the jet and abrasive particles to facilitate
sharper and smoother edges compared to the WDM jet. Alternatively, since the x-y stages
for the WDM and AWJ processes are different, this could affect circularity of the features
created.
The average straightness and perpendicularity errors of the equilateral triangle wall
surfaces (along the depth of the plate) were computed based on three measurements per
surface. The perpendicularity of the triangle wall surfaces was measured with respect to
the CMM probed uppermost plane of the CFRP plate (z = 0 in Figure 5.2(c)). The average
straightness error of the three triangle surfaces along the depth of the plate were found
to be 0.052 mm and 0.021 mm for the WDM and the AWJ processes, respectively. This
agrees with the higher circularity errors observed in the case of circular holes cut via WDM
compared to AWJ. In terms of the average perpendicularity errors of the triangle wall
surfaces with respect to the uppermost CFRP plate surface reference, the WDM showed
a relatively lower error (0.078 mm) compared to that of the AWJ (0.110 mm), which agrees
with the tapered hole findings. Table 4 summarizes the test conditions and dimensional
measurement results of cutting various diameter holes in CFRP with both waterjet
machines. WDM showed a smaller average diameter deviation (Avg. dia. dev.) and
smaller taper angle than AWJ; however, WDM had a higher average circularity error (Avg.
circ. error) than AWJ.
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Table 4: Test conditions and results of hole cutting
Tool
AWJ
WDM

Orifice
(𝜇m)
406
100

Feed rate
(mm/s)
26.7
1

Avg. dia. dev.
(mm)
0.13
0.09

Avg. taper (°)
0.86
0.07

Avg. circ. error
(mm)
0.07
0.12

5.3 Summary
Experiments were used to evaluate the cutting characteristics of CFRP using two
disparate waterjet cutting processes, AWJ and WDM. The AWJ created cracks and
delamination regions in the CFRP despite using the low-pressure pierce capabilities of
the process. The WDM successfully cut the CFRP without delamination and with fairly
acceptable geometric and dimensional accuracy, although at a much slower feed rate
than the AWJ. In addition, the WDM process was able to cut very narrow kerfs, indicating
that small CFRP part sizes can be fabricated with WDM. The features cut from WDM
showed less taper although higher circularity and straightness error than those from AWJ.
Therefore, WDM demonstrated some geometrical advantages but also some
disadvantages compared to AWJ. Nevertheless, this unique cutting process can be a
practical solution to cutting CFRP without the tendency of delamination, heat-generation,
and dust emission. Although due to the slow feed rate required in WDM, one must
consider total cutting time and cost, among other aspects, to justify its use over
conventional cutting techniques such as end-mill and AWJ cutting. Future studies should
investigate the CFRP cutting thickness limitation of WDM.
The favorable cutting performance of the WDM process can be seen as an achievement
for pure waterjet cutting technology; however, the material removal mechanisms and the
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ability for WDM to cut CFRP without delamination requires further investigation. It can be
reasoned that the differences in jet morphology, e.g., continuous as in AWJ, versus
discrete as in WDM, lead to disparate erosion processes, which result in the presence (or
absence) of delamination. Finite element analyses and micro-mechanical modeling of the
droplet-composite interaction are potential avenues through which the WDM erosion
mechanisms can be identified.
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6. CONCLUSIONS AND FUTURE WORK
Water droplet machining (WDM) is a manufacturing process whereby high-velocity water
droplets are used to impact and erode a workpiece for through-cutting, pocket milling,
and/or surface profiling. In this dissertation, the mechanics involved in droplet impact were
investigated by first identifying the force imparted by droplets and droplet trains impacting
normal to a surface. A novel force model was developed, applicable for a wide range of
impact parameters, i.e., 280 < 𝑅𝑒 ≤ 29,800 and 37 < 𝑊𝑒 ≤ 6360. This model is
believed to be a significant contribution to the literature, due to ubiquitous occurrence of
droplet impacts in nature and in industrial applications. This was extended to model the
force of droplet train impacts, where relative to experimentation, good agreement was
observed. The model and experiments also indicate that the peak force of a droplet train
is approximately four times greater than the force exerted by a continuous jet of equal
momentum. This finding suggests that droplet trains feature a higher erosive potential,
owing to the higher forces involved.
The stress state of a material subject to quasi-static, axisymmetric Hertzian contact, which
is similar to droplet loadings, was presented next, using integrated photoelasticity, where
a relationship between applied force and equivalent stress was identified. Although this
provides insight into the material’s response, the erosion mechanisms of WDM are still
unclear, and future work should investigate the deformation and fracture characteristics
induced during WDM.
The WDM process parameters and their associated erosion characteristics were explored
with a custom-build WDM device. The WDM technique is conducted within a sub-
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atmospheric environment to inhibit aerodynamic drag and atomization of the
waterjet/droplet train. This preserves droplet momentum and enables high-velocity
droplets to strike and erode the workpiece. For small waterjet orifice diameters, e.g., 𝑑 =
100 𝜇m, it was found that a significant distance between the orifice and workpiece, e.g.,
SOD > 0.5 meter, is required for effective material removal. This is because natural
droplet formation, from a continuous jet to a droplet train, requires ample amount of time
(and therefore length). Workpieces placed too close to the orifice will experience a
continuous/semi-continuous jet impact, which my research showed is less effective at
material removal. The influence of orifice diameter was also investigated, where the
erosion footprints suggest that (comparatively) large orifice diameters, 𝑑 > 180 𝜇m, result
in atomized jets capable of eroding wide trenches in the workpiece, i.e., trench width >>
𝑑. These orifice diameters would be particularly useful for milling or surface profiling,
where large volumes of material are sought to be removed. However, they are not capable
of creating precise and narrow through-cuts. An example of using WDM for pocket milling
is shown in Figure 6.1(a). Here, WDM created a 48 x 48 mm2 pocket approximately 5 mm
deep in a 12.5 mm thick 1018 steel plate. The WDM process parameters used during this
procedure were 𝑃 = 414 MPa, 𝑑 = 410 𝜇m, SOD4 = 686 mm, and 𝑓 = 0.5 mm/s. The tool
path, shown in Figure 6.1(b), starts in the center and spirals outward in a clockwise
direction with a 4 mm step over length. The erosion footprint of this toolpath is
recognizable in Figure 6.1(a), especially along the exterior edges, which are more
pronounced due to transient conditions. Unlike typical WDM operating conditions in
through-cutting mode, which are close to the triple point of water, the chamber pressure
and temperature during this pocket milling process rose to 10 kPa and 45 °C, respectively.
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This is because of the significant amount of heat added to the water when the largest flow
rate (and orifice diameter) of the high-pressure pump are used. Future work should aim
to mitigate transient effects in milling-mode and identify step-over lengths which produce
uniform pockets. Additionally, the efficacy of WDM in surface profiling mode, i.e., to strip
paint/rust, or texture a surface, should be investigated.

Figure 6.1: (a) Approximately 48 x 48 x 5 mm3 pocket created in 1018 steel by WDM in milling-mode.
(b) Toolpath used to create pocket with a step over length of 4 mm and feed rate of 0.5 mm/s.

A comparison between conventional PWJ cutting and WDM cutting was made for
equivalent conditions, where WDM outperformed PWJ by creating a through-cut, while
PWJ only created a trench in the workpiece. This result identifies WDM as an
advancement in pure waterjet cutting technology. This novel through-cutting ability was
tested further by cutting a variety of basic shapes in a 5.5 mm thick carbon fiber sheet.
These tests where compared with conventional AWJ cutting of the same sheet, where
AWJ resulted in cracks and delamination of the composite. WDM successfully cut the
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carbon fiber without delamination and with fairly acceptable geometric and dimensional
accuracy, although at a much slower feed rate than the AWJ.

Figure 6.2: Cut edge of materials cut by WDM (individually) at P = 414 MPa, SOD4 = 686 mm. Relative
to the workpiece, the WDM cuts from left to right.

Intrigued by WDM’s unique cutting characteristics, the capability of WDM to cut a range
of materials was explored. Figure 6.2 shows the cut edge of a variety of materials
processed by WDM, which include aluminum, stainless steel, titanium, carbon fiber, FR4
circuit board, and ceramic. The figure also identifies the material, thickness and feed rate
used to cut the materials with WDM cutting mode, i.e., 𝑃 = 414 MPa, 𝑑 = 100 𝜇m, SOD =
686mm. Owing to the excellent cuts produced by WDM, sample parts were produced to
highlight the efficacy of this new manufacturing tool, see Figure 6.3. Future WDM
research should aim to characterize erosions rates above a SOD of 686 mm, and further
explore the range of materials.
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Figure 6.3: Variety of components made with WDM.
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