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GENERALISED BARGMANN SUPERALGEBRAS
ROSS GRASSIE
In memory of Winifred Whittle
Abstract. The Bargmann algebra and centrally-extended Newton-Hooke algebras describe the non-relativistic sym-
metries of massive particles in flat and curved spacetimes, respectively. These three algebras all arise as deformations
of the universal central-extension of the static kinematical Lie algebra. In this paper, we classify the N = 1 super-
extensions for each of these algebras in (3 + 1)-dimensions, up to isomorphism. We then identify the non-empty
branches of the algebraic variety describing the N = 2 super-extensions of these algebras. We find 9 isomorphism
classes in the N = 1 case and 22 branches in the N = 2 case. We then give a brief discussion on some applications of
these Lie superalgebras, including their possible uses for non-relativistic supergravity and holography.
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1. Introduction
1.1. Background. The idea of modelling spacetime geometrically was pioneered by Albert Einstein in his the-
ory of general relativity. The equivalence principle underlying this theory requires the spacetime geometry
to be pseudo-Riemannian. Thus, this model builds upon special relativity; namely, it has local Lorentz sym-
metry at its core. However, not all physical phenomena of interest appear to us in an intrinsically Lorentzian
relativistic way. A large body of literature is emerging, which aims to generalise Einstein’s idea to allow other
kinematical symmetries to dictate the geometry of spacetime.
The question of which symmetries may describe physical systems has lead to the recent classification of kin-
ematical Lie algebras [1–4]. This classificationdivides into four distinct types: Riemannian, pseudo-Riemannian,
Galilean and Carrollian. The former two are those traditionally posited to describe kinematical systems, but it
is the latter two that are receiving renewed interest.
One reason for this interest has its roots in the search for a quantum theory of gravity. Conventional approaches
try to access the quantum gravity corner of the Bronstein cube via general relativity or relativistic quantum
field theory. However, a possible third approach to relativistic quantum gravity may lie in first producing a
non-relativistic quantum gravity theory.
As is often the case when exploring new territory, it is best to start from somewhere familiar. Beginning
from a Lorentzian system in (D + 2)-dimensions, a null reduction down to (D + 1)-dimensions produces a
1
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non-relativistic counterpart. This process has led not only to non-relativistic versions of gravity [5–8] but non-
relativistic versions of string theory [9, 10], holography [11, 12] and supersymmetric quantum field theories
[13, 14]. There are several other approaches to forming non-relativistic (super)gravity theories currently un-
der investigation, including gauging known symmetry algebras, such as the Bargmann algebra [6, 15–18] and
super-Bargmann algebra [18, 19], producing new algebras to gauge and Lagrangians through expansion pro-
cedures [10, 20, 21] and finding extensions that may allow for the production of an action [22–31]. Applying
these approaches to Maxwellian extensions of Newtonian gravity is also an active field of research [32–35], and
non-relativistic symmetries and geometries have even found their place in double field theory [36–39].
It may be thought that since the Newton-Cartan (NC) geometry one obtains by gauging the Bargmann al-
gebra may be found via a null reduction of general relativity in flat space [6], a similar story may be true for the
centrally-extendedNewton-Hooke algebras, which are the curved equivalents. Namely, that the non-relativistic
geometries obtained through the gauging of the centrally-extended Newton-Hooke algebras may be obtained
via null reductions of anti-de Sitter (AdS) and de Sitter (dS) space. However, this is not the case. Seeking a uni-
fied description of these algebras, we note that the Galilean andNewton-Hooke spacetimes are described byNC
structures (τ,h) in which the clock one-form is closed, dτ = 0 [40]. In a recent work by José Figueroa-O’Farrill,
it is shown that these NC structures arise via a null reduction of a particular type of Bargmann space [41].1
More explicitly, these Bargmann spaces are described by a triple (B,g,ξ) consisting of a (D + 2)-dimensional
Lorentzian manifold B, a Lorentzian metric g, and a null, nowhere-vanishing vector field ξ, such that ∇ξ = 0
[45]. In other words, g is a Brinkmann metric, or (B,g) is a pp-wave [44].2 Using light-cone coordinates, we
may write
g = 2dudv+A(u, x)du2 + Bi(u, x)dudx
i + gij(u, x)dx
idxj and ξ =
∂
∂v
, (1.1.1)
where u and v are our light-cone coordinates, and i, j = 0, 1, ...,D−1. Now, taking the quotient of Bwith respect
to the isometry subgroup generated by ξ, one obtains an NC space,N = B/〈ξ〉. Using the musical isomorphism
ξ♭ = g(ξ,−) = du (1.1.2)
produces the clock one-form on the base space, while the spatial metric h is defined
h(α,β) = g−1(π∗(α),π∗(β)), (1.1.3)
where α,β ∈ Ω1(N), and π : B→ N is the projection of this trivial principleR bundle. The Galilean andNewton-
Hooke spacetimes then arise through different choices of h for our NC base space (N, τ,h). In this picture, the
central-extended Galilean and Newton-Hooke algebras may be thought of as the Lie algebras for the isometry
groups of the total spaces, or, equivalently, in the following way. Taking the flat case as our example, the
Galilean algebra g arises as the centraliser of the null Killing vector ξ in the Lie algebra of Killing vector fields
K:
K = {X ∈ X(B) |LXg = 0}
g = {X ∈ K | [X,ξ] = 0}. (1.1.4)
This Lie algebra may admit a central-extension 〈ξ〉 fitting into the short exact sequence
0→ 〈ξ〉 → g→ g/〈ξ〉 → 0. (1.1.5)
The Bargmann algebra is then the non-trivial central extension, i.e. the extension that does not admit a splitting
such that g = g/〈ξ〉 ⊕ 〈ξ〉 as a Lie algebra. The centrally-extended Newton-Hooke algebras then appear in an
identical manner when g is replaced in this story by n±.
The primary aim of the present paper is to provide a set of super-extensions for the Bargmann and centrally-
extended Newton-Hooke algebras in (3 + 1)-dimensions to facilitate future investigations into non-relativistic
physics. It may be read as a case study for the development of a formalism for classifying kinematical Lie su-
peralgebras (KLSAs) which began in [46]. We will first address the issue of introducing a central extension, Z,
before describing how to generalise the construction for extended supersymmetry.
As far as we are aware, this is the first classification of super-extensions for these algebras. Several papers have
asked what the possible "super-kinematics" are, and discussed either N = 1 [47] or N = 2 [48] super-extensions
of the kinematical Lie algebras first identified by Bacry and Lévy-LeBlond in their pioneering paper [49]. Oth-
ers consider contractions of the anti-de Sitter (AdS) superalgebra osp(1|4) [50–52]. However, we believe this is
the first attempt to classify these centrally-extended kinematical Lie algebras.
1These results are also shown in [42–44].
2Thank you to José Figueroa-O’Farrill for this interpretation.
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In the N = 1 case, we will provide a full classification, analogous to that of the non-centrally extended kin-
ematical Lie superalgebras in [46]. However, the N = 2 case is considerably more involved. Therefore, in this
instance, we will stop short of explicitly identifying each super-extension of the algebras and instead highlight
which brackets are allowed to be non-vanishing. Thus we are able to identify important features, such as which
generators appear in the bracket [Q,Q] and which act on the supercharges, without burdening the reader with
excessive detail. However, should the reader wish to investigate a particular type of super-extension further,
we will provide the required tools.
For the present paper, we will use the classification of non-trivial central extensions of kinematical Lie algebras
in (3+1)-dimensions presented in [4] as our starting point (see Table 1). This list includes the Bargmann gˆ and
centrally-extended Newton-Hooke algebras nˆ±, as well as the centrally-extended static kinematical Lie algebra
aˆ, of which the former three are all deformations.3 From now on, we will refer to these algebras collectively as
generalised Bargmann algebras.
Table 1. Generalised Bargmann algebras in D = 3
GBA Nonzero Lie brackets in addition to [J, J] = J, [J,B] = B, [J,P] = P Comments
1 [B,P] = Z aˆ
2 [B,P] = Z [H,B] = B [H,P] = −P nˆ−
3 [B,P] = Z [H,B] = P [H,P] = −B nˆ+
4 [B,P] = Z [H,B] = −P gˆ
1.2. Outline of Paper. In section 2, we will introduce the objects of interest and describe the classification
problem we wish to solve. In particular, section 2.1 will introduce kinematical Lie algebras and their central
extensions, and setup the universal generalised Bargmann algebra, which plays a crucial role in ensuring we do
not duplicate our calculations later on. In section 2.2, we give a brief definition of kinematical Lie superalgebras
and define the classification problem. The exact details of the quaternionic formalism in the N = 1 and N = 2
cases are left until sections 3.1 and 4.1, respectively.
In section 3, we classify theN = 1 super-extensions of the generalised Bargmann algebras. Asmentioned above,
section 3.1 sets up the quaternionic formalism for the N = 1 super-extensions. There are also some useful pre-
liminary results presented here, and a discussion on the possible basis transformations G ⊂ GL(s0¯) × GL(s1¯)
for the N = 1 kinematical Lie superalgebras. In section 3.2, we classify the N = 1 super-extensions of the four
algebras before summarising our findings in section 3.3. This final section includes a discussion on unpacking
the quaternionic formalism to a notation that may be more familiar to the reader.
Section 4 investigates the N = 2 super-extensions of the generalised Bargmann algebras. Following the same
pattern as section 3, section 4.1 introduces the quaternionic formalism for theN = 2 case. It includes some pre-
liminary results and the definition of the group of basis transformations G for these superalgebras. Section 4.2
identifies four different branches of possible super-extension for the investigation in section 4.3. The results are
summarised in section 4.4, where there is also a brief discussion on unpacking the N = 2 quaternionic formal-
ism. Finally, in section 5, we give some concluding remarks and discuss possible future directions for this work.
The classifications in this paper adopt an unconventional formalism, and the details of how we arrive at our
results can be quite involved, particularly for the N = 2 case. For those pressed for time or interested solely in
the superalgebras in the classification, the following sections present the required reading to access the results.
For the quaternionic formalism in theN = 1 case, see section 3.1, and, in theN = 2 case, see section 4.1. Sections
3.3 and 4.4 include discussions on unpacking the notation to something more conventional in the N = 1 and
N = 2 cases, respectively. Table 3 contains the results of theN = 1 classification, and Table 6 contains the results
of the N = 2 analysis.
2. Introduction to Formalism
In this section, we will introduce the concept of a kinematical Lie (super)algebra and set up the classification
problem we wish to solve in this paper. Of particular importance is the definition of our universal generalised
Bargmann algebra, which will be used throughout both the N = 1 and N = 2 classification problems. All the
statements made in this section assume that we are working in three spatial dimensions, D = 3.
3In this paper, we will not use the standard notation for the static kinematical Lie algebra s; instead, we will use a for Aristotelian, since
this is the sole example of an Aristotelian algebra in this paper. This notational change allows us to use swhen referring to kinematical Lie
superalgebras.
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2.1. Kinematical Lie Algebras. A kinematical Lie algebra (KLA) k is a 10-dimensional real Lie algebra con-
taining a rotational subalgebra r isomorphic to so(3) such that, under the adjoint action of r, it decomposes as
k = r ⊕ 2V ⊕ R, where V is a three-dimensional so(3) vector module and R is a one-dimensional so(3) scalar
module. We will denote the real basis for this Lie algebra as {Ji, Bi, Pi, H}, where Ji is the generator for the sub-
algebra r, Bi and Pi span our two copies of V , and H spans the so(3) scalar module. The Lie brackets common
to all kinematical Lie algebras are
[Ji, Jj] = ǫijkJk [Ji, Bj] = ǫijkBk [Ji, Pj] = ǫijkPk [Ji, H] = 0. (2.1.1)
The classification of these algebras was first presented in [53], completing the work of [49], in which the kin-
ematical Lie algebras admitting parity and time-reversal automorphisms were classified. Throughout this pa-
per, we will frequently use the following abbreviated notation for the Lie brackets of these algebras.
[Ji, Bj] = ǫijkBk is equivalent to [J,B] = B
[H,Bi] = Pi is equivalent to [H,B] = P (2.1.2)
[Bi, Pj] = δijH is equivalent to [B,P] = H,
et cetera. The static kinematical Lie algebra, of which all other KLAs are deformations, admits a universal central
extension [4]. This enhancement of the algebra requires an additional so(3) scalar module in the underlying
vector space. Let Z span this extra copy of R. Our centrally-extended static kinematical Lie algebra is spanned
by J,B,P, H, and Z, with non-vanishing brackets
[J, J] = J [J,B] = B [J,P] = P [B,P] = Z. (2.1.3)
All other centrally-extended kinematical Lie algebras are deformations of this algebra; therefore, these brackets
are common to all such algebras. For a complete classification of the centrally-extendedkinematical Lie algebras
see Table 2, taken from [4]. The three sections of this table, starting from the top, are the non-trivial central
extensions, the trivial central extensions, and, finally, the non-central extensions of kinematical Lie algebras.
Table 2. Centrally-extended kinematical Lie algebras in D = 3
KLA Nonzero Lie brackets in addition to [J, J] = J, [J,B] = B, [J,P] = P Comments
1 [B,P] = Z aˆ
2 [B,P] = Z [H,B] = B [H,P] = −P nˆ−
3 [B,P] = Z [H,B] = P [H,P] = −B nˆ+
4 [B,P] = Z [H,B] = −P gˆ
5 [B,P] = H [H,B] = P [B,B] = J e⊕ RZ
6 [B,P] = H [H,B] = −P [B,B] = −J p⊕ RZ
7 [B,P] = H+ J [H,B] = −B [H,P] = P so(4, 1)⊕ RZ
8 [B,P] = H [H,B] = P [H,P] = −B [P,P] = J [B,B] = J so(5)⊕ RZ
9 [B,P] = H [H,B] = −P [H,P] = B [P,P] = −J [B,B] = −J so(3, 2)⊕ RZ
10 [B,P] = Z [H,B] = B [H,P] = P [H,Z] = 2Z
11 [B,P] = Z [H,B] = γB [H,P] = P [H,Z] = (γ+ 1)Z γ ∈ (−1, 1)
12 [B,P] = Z [H,B] = B + P [H,P] = P [H,Z] = 2Z
13 [B,P] = Z [H,B] = αB + P [H,P] = −B + αP [H,Z] = 2αZ α > 0
14 [B,P] = Z [Z,B] = P [H,P] = P [H,Z] = Z [B,B] = J co(4)⋉ R4
15 [B,P] = Z [Z,B] = −P [H,P] = P [H,Z] = Z [B,B] = −J co(3, 1)⋉ R3,1
In the present paper, we will focus solely on the first of these sections, and it shall be exclusively the algebras
of this section that we are referring to when using the term generalised Bargmann algebras. It is useful for our
later calculations to define a universal generalised Bargmann algebra. In addition to the standard kinematical
brackets given in (2.1.1), this algebra has non-vanishing brackets
[B,P] = Z [H,B] = λB + µP [H,P] = ηB + εP, (2.1.4)
where λ,µ,η, ε ∈ R.4 Setting these four parameters to certain values allows us to reduce to the four cases of
interest. For example, gˆ is given by setting λ = η = ε = 0 and µ = −1. By beginning with the universal algebra,
and only picking our parameters, and, thus, our algebra, whenwe can no longer make progress in the universal
case, we reduce the amount of repetition in our calculations.
4Note, the universal generalised Bargmann algebra is not a Lie algebra for arbitrary λ,µ,η,ε. It is used here simply as a computational
tool.
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2.2. Kinematical Lie Superalgebras. An N-extended kinematical Lie superalgebra (KLSA) s is a real Lie su-
peralgebra s = s0¯ ⊕ s1¯, such that s0¯ = k is a kinematical Lie algebra, and s1¯ consists of N copies of S, the real
four-dimensional spinor module of the rotational subalgebra r ∼= so(3).
Under the isomorphism r ∼= sp(1), S may be described as a copy of the quaternions where r acts via left qua-
ternion multiplication. We will denote the quaternions by H and the quaternion units by i, j,k, where ij = k,
and ji = −k. Now, to incorporate the s0¯ generators into this formalism, we introduce the following injective
R-linear maps:5
J : Im(H)→ s0¯ such that J(ω) = ωiJi where ω = ω1i +ω2j+ω3k ∈ Im(H)
B : Im(H)→ s0¯ such that B(β) = βiBi where β = β1i + β2j+ β3k ∈ Im(H)
P : Im(H)→ s0¯ such that P(π) = πiPi where π = π1i + π2j + π3k ∈ Im(H).
(2.2.1)
We may now write the kinematical brackets of (2.1.1) using these maps and the standard quaternion calculus
as follows.
[J, J] = J =⇒ [J(ω), J(ω ′)] = 1
2
J([ω,ω ′])
[J,B] = B =⇒ [J(ω),B(β)] = 1
2
B([ω,β])
[J,P] = P =⇒ [J(ω),P(π)] = 1
2
P([ω,π])
[J, H] = 0 =⇒ [J(ω),H] = 0,
(2.2.2)
whereω,β,π ∈ Im(H), [ω,β] := ωβ−βω, andωβ is given by quaternionmultiplication. The additional brackets
for the universal generalised Bargmann algebra may also be written in this quaternionic notation as
[B,P] = Z =⇒ [B(β),P(π)] = Re(β¯π)Z
[H,B] = λB + µP =⇒ [H,B(β)] = λB(β) + µP(β)
[H,P] = ηB + εP =⇒ [H,P(π)] = ηB(π) + εP(π).
(2.2.3)
To write the s1¯ generators in this language, we will use the injective R-linear map
Q : HN → s1¯ such that Q(θ) = θaQa where θ ∈ HN, (2.2.4)
and {Qa} form a real basis for s1¯.
6 The exact form of the brackets involving Q will depend on whether we are
considering the N = 1 or N = 2 case; therefore, we will leave this discussion to sections 3.1 and 4.1, respect-
ively. The only important point, for now, is that the bracket [J,Q] is fixed from the outset in both these instances.
A super-extension s of one of our generalised Bargmann algebras kwill be a kinematical Lie superalgebra such
that s0¯ = k. To determine the super-extensions of the generalised Bargmann algebras, we, therefore, begin by
letting s0¯ be our universal generalised Bargmann algebra. We then need to specify the Lie brackets [H,Q], [Z,Q],
[B,Q], [P,Q], and [Q,Q]. Each of the [s0¯, s1¯] components of the bracket must be an r-equivariant endomorphism
of s1¯, while the [s1¯, s1¯] component must be an r-equivariantmap
⊙2
s1¯ → s0¯. The space of possible brackets will
be a real vector space V . We then use the super-Jacobi identities to cut out an algebraic variety J ⊂ V . Since
we are exclusively interested in supersymmetric extensions, we restrict ourselves to those Lie superalgebras for
which [Q,Q] is non-vanishing, which define a sub-varietyS ⊂ J . This sub-varietymay be unique to each gen-
eralised Bargmann algebra; therefore, it is at this stage we start to set the parameters of the universal algebra,
where applicable. The isomorphism classes of the remaining kinematical Lie superalgebras are then in one-to-
one correspondence with the orbits of S under the subgroup G ⊂ GL(s0¯)×GL(s1¯). The group G contains the
automorphisms of s0¯ = k and additional transformations which are induced by the endomorphism ring of s1¯.
The form of this subgroupwill be discussed in theN = 1 andN = 2 cases in sections 3.1.2 and 4.1.2, respectively.
In the N = 1 case, we will identify each orbit of S explicitly, giving a full classification of the generalised
Bargmann superalgebras in this instance. However, in the N = 2 case, we will only identify the non-empty
branches of S . Each branch will have a unique set of [s0¯, s1¯] and [s1¯, s1¯] brackets for the associated generalised
Bargmann algebra. Thus we are able to highlight the form of the possible super-extensions without spending
too much time pinpointing exact coefficients.
5Solely to keep the notation consistent, when referring to the so(3) scalar module basis elements H and Z in this formalism, we will
use H and Z. Therefore, if we consider J(ω) =ωiJi to be the map between J and J, the map between H andH is H = H. Similarly, Z = Z.
6It may be important to note at this stage that θ = θ4 + θ1i + θ2j + θ3k is just a quaternion with real components θi, there are no
Grassmann variables here.
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3. N = 1 Extensions of the Generalised Bargmann Algebras
Our investigation into generalised Bargmann superalgebras begins with the simplest case,N = 1. Section 3.1
will complete our set up for this case by specifying the precise form of the [s0¯, s1¯] and [s1¯, s1¯] brackets. Section
3.1.1 then gives some preliminary results that will be useful in the classification of the N = 1 extensions, and
section 3.1.2 will define the group of basis transformations G ⊂ GL(s0¯) × GL(s1¯), which will allow us to pick
out a single representative for each isomorphism class. In section 3.2, the classification is given before we
summarise the results in section 3.3.
3.1. Setup for theN = 1Calculation. For completeness, recall that, in addition to the standard kinematical Lie
brackets, the brackets for the universal generalised Bargmann superalgebra are
[B(β),P(π)] = Re(β¯π)Z
[H,B(β)] = λB(β) + µP(β)
[H,P(π)] = ηB(π) + εP(π),
(3.1.1)
where β,π ∈ Im(H) and λ,µ,η, ε ∈ R. We now want to specify the possible [s0¯, s1¯] and [s1¯, s1¯] brackets. From
[46], we have
[J(ω),Q(θ)] = 1
2
Q(ωθ)
[B(β),Q(θ)] = Q(βθb)
[P(π),Q(θ)] = Q(πθp)
[H,Q(θ)] = Q(θh),
(3.1.2)
where ω,π,β ∈ Im(H), θ,b,p,h ∈ H. Since Z is just another so(3) scalar module, and, therefore, the analysis of
the bracket [Z,Q] will be identical to that of [H,Q], we know we can write
[Z,Q(θ)] = Q(θz), (3.1.3)
where z ∈ H. Having added this additional generator, the possible [s1¯, s1¯] brackets are now so(3)-equivariant
elements of HomR(
⊙2
S, s0¯) = HomR(3V ⊕ R, 3V ⊕ 2R) = 9HomR(V ,V) ⊕ 2HomR(R,R). As may have been
expected, given that we did not alter the vectorial sector of the algebra, the number of HomR(V ,V) elements
does not change. However, now that we have an additional so(3) scalar module, we have an additional scalar
map, so
[Q(θ),Q(θ)] = n0|θ|
2H + n1|θ|
2Z − J(θn2θ¯) − B(θn3θ¯) − P(θn4θ¯), (3.1.4)
where n0,n1 ∈ R and n2,n3,n4 ∈ Im(H). This expression polarises to
[Q(θ),Q(θ ′)] = n0Re(θ¯θ
′)H + n1Re(θ¯θ
′)Z − J(θ ′n2θ¯+ θn2θ¯ ′) − B(θ
′n3θ¯ + θn3θ¯ ′) − P(θ
′n4θ¯ + θn4θ¯ ′). (3.1.5)
3.1.1. Preliminary Results. Following the example of [46], we will now consider the super-Jacobi identities for
this super-extension of the generalised Bargmann algebra and use them to define our varietyJ . We have three
types of Jacobi identity to consider
(1) (s0¯, s0¯, s1¯),
(2) (s0¯, s1¯, s1¯), and
(3) (s1¯, s1¯, s1¯).
We do not need to consider the (s0¯, s0¯, s0¯) case as we already know that these are satisfied by the generalised
Bargmann algebras. Equally, we do not need to include J in our investigations as the identities involving the
rotational subalgebra r impose the so(3)-equivariance of the brackets, which we already have by construction.
Now, let us consider each type of identity in turn. In the following discussions, we will only write down expli-
citly those identities which are not trivially satisfied.
(s0¯, s0¯, s1¯).
By imposing these super-Jacobi identities, we ensure that s1¯ is an s0¯ module, not just an so(3) module. The
(s0¯, s0¯, s1¯) identities can be summarised as follows.
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Lemma 3.1. The following relations between h, z,b,p ∈ H are implied by the corresponding k-brackets:
[H,Z] = λH+ µZ =⇒ [z,h] = λh + µz
[H,B] = λB + µP =⇒ [b,h] = λb + µp
[H,P] = λB + µP =⇒ [p,h] = λb + µp
[Z,B] = λB + µP =⇒ [b, z] = λb + µp
[Z,P] = λB + µP =⇒ [p, z] = λb + µp
[B,B] = λB + µP + νJ =⇒ b2 = 1
2
λb + 1
2
µp + 1
4
ν
[P,P] = λB + µP + νJ =⇒ p2 = 1
2
λb + 1
2
µp + 1
4
ν
[B,P] = λH+ µZ =⇒ bp + pb = 0 and [b,p] = λh + µz.
(3.1.6)
Proof. All the results excluding Z are taken from Lemma 1 in [46], and the [Z,B] and [Z,P] results are the same
mutatis mutandis as [H,B] and [H,P]. Therefore, the only new results are those for [H,Z] and [B,P]. The [H,Z,Q]
identity is written
[H, [Z,Q(θ)] = [[H,Z],Q(θ)] + [Z, [H,Q(θ)]]. (3.1.7)
Substituting in the relevant brackets, we find
Q(θzh) = λQ(θh) + µQ(θz) + Q(θhz). (3.1.8)
Using the injectivity of Q, we arrive at
[z,h] = λh + µz. (3.1.9)
Finally, the [B,P,Q] identity is
[B(β), [P(π),Q(θ)]] = [[B(β),P(π)],Q(θ)] + [P(π), [B(β),Q(θ)]]. (3.1.10)
Substituting in the brackets from (3.1.2), we arrive at
Q(βπθpb) = Re(β¯π)(λQ(θh) + µQ(θz)) + Q(πβθbp) (3.1.11)
Letting β = π = i, we find
[b,p] = λh + µz. (3.1.12)
Now, let β = i and π = j. In this case, the λ and µ terms vanish and we are left with
bp + pb = 0. (3.1.13)

(s0¯, s1¯, s1¯).
By imposing these super-Jacobi identities, we ensure that the [Q,Q] bracket is an s0¯-equivariantmap
⊙
s1¯ → s0¯.
The (s0¯, s1¯, s1¯) identities can be difficult to study if we are trying to be completely general; however, we know
that all four algebras in Table 1 can be written as specialisations of the universal generalised Bargmann algebra:
[B,P] = Z [H,B] = λB + µP [H,P] = ηB + εP, (3.1.14)
where λ,µ,η, ε ∈ R. Therefore, we may use the brackets of this algebra to obtain the following result.
Lemma 3.2. The [H,Q,Q] identity produces the conditions
0 = niRe(h) where i ∈ {0, 1}
0 = hn2 + n2h¯
λn3 + ηn4 = hn3 + n3h¯
µn3 + εn4 = hn4 + n4h¯.
(3.1.15)
The [Z,Q,Q] identity produces the conditions
0 = niRe(h) where i ∈ {0, 1}
0 = hnj + njh¯ where j ∈ {2, 3, 4}.
(3.1.16)
The [B,Q,Q] identity produces the conditions
0 = n0Re(θ¯βθb)
0 = Re(β¯θ(n4 + 2n1b¯)θ¯)
0 = θn2βθb + βθbn2θ¯
λn0|θ|
2β+ 1
2
[β,θn2θ¯] = θn3βθb + βθbn3θ¯
µn0|θ|
2β = θn4βθb + βθbn4θ¯.
(3.1.17)
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The [P,Q,Q] identity produces the conditions
0 = n0Re(θ¯πθp)
0 = Re(π¯θ(n3 − 2n1p¯)θ¯)
0 = θn2πθp + πθpn2θ¯
ηn0|θ|
2π = θn3πθp + πθpn3θ¯
εn0|θ|
2π + 1
2
[π,θn2θ¯] = θn4πθp + πθpn4θ¯.
(3.1.18)
Proof. The [H,Q,Q] super-Jacobi identity is written
[H, [Q(θ),Q(θ)]] = 2[[H,Q(θ)],Q(θ)]. (3.1.19)
Using (3.1.2) and (3.1.4), we find
−B(θ(λn3 + ηn4)θ¯) − P(θ(µn3 + εn4)θ¯) = 2n0Re(θhθ)H+ 2n1Re(θhθ)Z
− J(θn2θh + θhn2θ¯) − B(θn3θh + θhn3θ¯) − P(θn4θh + θhn4θ¯).
(3.1.20)
Comparing H, Z, J, B, and P coefficients, and using the injectivity and linearity of the maps J,B, and P, we find
0 = niRe(h) where i ∈ {0, 1}
0 = hn2 + n2h¯
λn3 + ηn4 = hn3 + n3h¯
µn3 + εn4 = hn4 + n4h¯.
(3.1.21)
The calculations for the [Z,Q,Q] identity follows in an analogous manner. The key difference is this case is that
the L.H.S. vanishes in all instances since Z commutes with all basis elements. The [B,Q,Q] identity is
[B(β), [Q(θ),Q(θ)]] = 2[[B(β),Q(θ)],Q(θ)]. (3.1.22)
Substituting in the relevant brackets, the L.H.S. becomes
L.H.S. = −λn0|θ|
2B(β) − 1
2
B([β,θn2θ¯]) − Re(β¯θn4θ¯)Z, (3.1.23)
and the R.H.S. becomes
R.H.S. = 2n0Re(θ¯βθb)H + 2n1Re(θ¯βθb)Z
− J(θn2βθb + βθbn2θ¯) − B(θn3βθb + βθbn3θ¯) − P(θn4βθb + βθbn4θ¯).
(3.1.24)
Again, comparing coefficients and using the injectivity and linearity of our maps, we get
0 = n0Re(θ¯βθb)
0 = Re(β¯θ(n4 + 2n1b¯)θ¯)
0 = θn2βθb + βθbn2θ¯
λn0|θ|
2β+ 1
2
[β,θn2θ¯] = θn3βθb + βθbn3θ¯
µn0|θ|
2β = θn4βθb + βθbn4θ¯.
(3.1.25)
The [P,Q,Q] results follow in identical fashion by replacing b with p and βwith π. 
(s1¯, s1¯, s1¯).
The last super-Jacobi identity to consider is the (s1¯, s1¯, s1¯) case, [Q,Q,Q].
Lemma 3.3. The [Q,Q,Q] identity produces the condition
n0h + n1z =
1
2
n2 + n3b + n4p. (3.1.26)
Proof. The [Q,Q,Q] identity is
0 = [[Q(θ),Q(θ)],Q(θ)]. (3.1.27)
Using (3.1.4), and the brackets in (3.1.2), we find
0 = [n0|θ|
2H + n1|θ|
2Z − J(θn2θ¯) − B(θn3θ¯) − P(θn4θ¯),Q(θ)]
= n0|θ|
2Q(θh) + n1|θ|
2Q(θz) − 1
2
Q(θn2θ¯θ) − Q(θn3θ¯θb) − Q(θn4θ¯θp)
(3.1.28)
Since Q is injective, this gives us
n0h + n1z =
1
2
n2 + n3b + n4p. (3.1.29)

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3.1.2. Basis Transformations. As well as modifying the super-Jacobi identities presented in [46], the new so(3)
scalar also impacts the subgroupG ⊂ GL(s0¯)×GL(s1¯) of basis transformation for kinematical Lie superalgebras.
All the automorphisms in G generated by so(3) remain the same for b, p, and h, but we may now add how z
transforms. These automorphisms act by rotating the three imaginary quaternionic bases i, j, and k by an
element of SO(3). In particular, we have a homomorphism Ad : Sp(1)→ Aut(H) defined such that for u ∈ Sp(1)
and s ∈ H, Adu(s) = usu¯. The map Adu then acts trivially on the real component of s and via SO(3) rotations
on Im(H). Therefore, B˜ = B ◦ Adu, P˜ = P ◦ Adu, H˜ = H, Q˜ = Q ◦ Adu. Since Z is an so(3) scalar, Z˜ = Z.
Substituting this with Q˜ = Q ◦ Adu into the [Z,Q] bracket, we find that z˜ = u¯zu. Additionally, substituting
these transformations into the [Q,Q] bracket, we see that c1 remains inert. The other type of transformations to
consider are the so(3)-equivariant maps s→ s. Since we now have two so(3) scalars, we can have
H˜ = aH + bZ
Z˜ = cH + dZ
where
(
a b
c d
)
∈ GL(2,R). (3.1.30)
The so(3) vector and spinor maps remain unchanged from those given in [46]. In particular, Q˜(s) = Q(sq) for
q ∈ H×. Substituting H˜, Z˜ and Q˜ into the brackets
[H˜, Q˜(θ)] = Q˜(θh˜)
[Z˜, Q˜(θ)] = Q˜(θz˜)
[Q˜(θ), Q˜(θ)] = n˜0|θ|
2H˜ + n˜1|θ|
2Z˜ − J˜(θn˜2θ¯) − B˜(θn˜3θ¯) − P˜(θn˜4θ¯), (3.1.31)
we find
h˜ = q(ah+ bz)q−1
z˜ = q(ch+ dz)q−1
n˜0 =
|q|2
ad− bc
(dn0 − cn1)
n˜1 =
|q|2
ad− bc
(an1 − bn0).
(3.1.32)
These amendments mean that the transformation in G produce the following basis changes
J 7→ J ◦Adu
B 7→ eB ◦Adu +fP ◦Adu
P 7→ hB ◦Adu +iP ◦Adu
H 7→ aH + bZ
Z 7→ cH + dZ
Q 7→ Q ◦Adu ◦Rq.
(3.1.33)
These transformations may be summarised by (A =
(
a b
c d
)
,C =
(
e f
h i
)
, q,u) ∈ GL(R2)×GL(R2)×H× ×H×.
3.2. Classification. The calculations for classifying the super-extensions of nˆ± and gˆ all follow identically. It
will, therefore, only be stated once below. However, the central extension of the static kinematical Lie algbera
is a little different, so will be treated first.
3.2.1. aˆ. Using the preliminary results from Lemma 3.1 in section 3.1.1, we find b = p = z = 0. Substituting
these quaternions into the [B,Q,Q] and [P,Q,Q] identities with the relevant brackets, we get n2 = 0, n3 = 0 and
n4 = 0 . Then, wanting [Q,Q] 6= 0, the [H,Q,Q] conditions tells us that Re(h) = 0. Finally, Lemma 3.3 reduces
to n0h = 0. Therefore, we have two possible cases: one in which n0 = 0 and h ∈ Im(H) and another in which
h = 0 and n0 is unconstrained. In the former case, the subgroup G ⊂ GL(s0¯)×GL(s1¯) can be used to set h = k
and n1 = 1, such that the only non-vanishing brackets involving Q are
[H,Q(θ)] = Q(θk) and [Q(θ),Q(θ)] = |θ|2Z. (3.2.1)
Notice, however, that this case also allows for h = 0, leaving only
[Q(θ),Q(θ)] = |θ|2Z. (3.2.2)
In the latter case, we can use G to scale n0 and n1, so the non-vanishing brackets are
[Q(θ),Q(θ)] = |θ|2H + |θ|2Z. (3.2.3)
3.2.2. nˆ± and gˆ. Using the preliminary results of Lemmas 3.1 and 3.3, we instantly find b = p = z = 0, and,
subsequently, n0h =
1
2
n2. The super-Jacobi identity [B,Q,Q] then tells us that n0 = n2 = n4 = 0 and the identity
[P,Q,Q] gives us n3 = 0. Thus, the (s1¯, s1¯, s1¯) condition is trivially satisfied. The only remaining condition is
from [H,Q,Q], which tells us n1Re(h) = 0. Since wewant [Q,Q] 6= 0, wemust have n1 6= 0, therefore, h ∈ Im(H).
Using G to set h = k and n1 = 1, we have non-vanishing brackets
[H,Q(θ)] = Q(θk) and [Q(θ),Q(s)] = |θ|2Z. (3.2.4)
Similar to the aˆ case, the restriction h ∈ Im(H) does not remove the choice h = 0. Therefore, we may also have
[Q(θ),Q(s)] = |θ|2Z (3.2.5)
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as the only non-vanishing bracket.
3.3. Summary. Table 3 lists all the N = 1 generalised Bargmann superalgebras we have classified. Each Lie
superalgebra is an N = 1 super-extension of one of the generalised Bargmann algebras given in Table 1, taken
from [4]. It is interesting to compare this list of N = 1 super-extensions of centrally-extended kinematical Lie
algebras to the list of centrally-extended N = 1 kinematical Lie superalgebras given in Table 4. This table is a
reduced and adapted version of one given in [46], where we have only kept those extensions built upon the
static, Newton-Hooke, and Galilean algebras.
Notice that only one of the generalised Bargmann superalgebras is present in the classification of centrally-
extended kinematical Lie superalgebras, S2. Although it does not match exactly, we can use the basis trans-
formations in G ⊂ GL(s0¯) × GL(s1¯) to bring it into the same form as the second superalgebra in Table 4. This
result shows us that, in general, super-extending and centrally-extending kinematical Lie algebras are not com-
mutative processes.
Table 3. N = 1 Generalised Bargmann superalgebras (with [Q,Q] 6= 0)
S k h z b p [Q(θ),Q(θ)]
1 aˆ |θ|2Z
2 aˆ k |θ|2Z
3 aˆ |θ|2H + |θ|2Z
4 nˆ− |θ|2Z
5 nˆ− k |θ|2Z
6 nˆ+ |θ|2Z
7 nˆ+ k |θ|2Z
8 gˆ |θ|2Z
9 gˆ k |θ|2Z
The first column gives each generalised Bargmann superalgebra s a unique identifier, and the
second column tells us the underlying generalised Bargmann algebra k. The next four columns
tells us how the s0¯ generators H,Z,B, and P act on Q. Recall, the action of J is fixed, so we do
not need to state this explicitly. The final column then specifies the [Q,Q] bracket.
Table 4. Central extensions of N = 1 kinematical Lie superalgebras
k [B(β),P(π)] h z b p [Q(θ),Q(θ)]
a 1
2
k |θ|2Z − P(θkθ¯)
a Re(β¯π)Z |θ|2H
a |θ|2Z − B(θjθ¯) − P(θkθ¯)
a |θ|2Z − P(θkθ¯)
g k |θ|2Z − P(θkθ¯)
g |θ|2Z − P(θkθ¯)
n+
1
2
j |θ|2Z − B(θiθ¯) − P(θkθ¯)
The first column identifies the kinematical Lie algebra k underlying the extensions. The second
column indicates whether the central extension has been introduced in the [B,P] bracket.
The next four columns show the [s0¯, s1¯] brackets for the KLSA. As we can see, the only non-
vanishing case is [H,Q(θ)] = Q(θh), where θ ∈ H and h ∈ Im(H). The final column then tells us
whether the central extension enters the [Q,Q] bracket.
3.3.1. Unpacking the Notation. Although the quaternionic formulation of these superalgebras is convenient for
our purposes, it is perhaps unfamiliar to the reader. Therefore, in this section, we will convert the N = 1 super-
extension for the Bargmann algebra into a more conventional format. The brackets for this algebra, excluding
the s0¯ brackets which have already been discussed in section 2.2, take the form
[H,Q(θ)] = Q(θk) and [Q(θ),Q(θ)] = |θ|2Z. (3.3.1)
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Letting Q(θ) =
∑4
a=1 θaQa, where θ = θ4 + θ1i + θ2j + θ3k, we can rewrite these brackets as
[H,Qa] =
4∑
a=1
QbΣ
b
a and [Qa,Qb] = δabZ, (3.3.2)
where, for σ2 being the second Pauli matrix,
Σ =
(
0 iσ2
−iσ2 0
)
. (3.3.3)
4. N = 2 Extensions of the Generalised Bargmann Algebras
Having established the introduction of the central extension Z into our classification problem in section 3, we
now look to introduce an additional so(3) spinor module. Section 4.1 will describe the setup up for the N = 2
generalised Bargmann superalgebras, before extending the preliminary results from [46] to this case. It is also
in this section that the group of basis transformations G will be adapted for extended supersymmetry. The
number of additional parameters in this case means that there are several branches of super-extension for each
generalised Bargmann algebra. In section 4.2, we use the preliminary results from the (s0¯, s0¯, s1¯) super-Jacobi
identities to identify four possible branches. Each branch is then explored in detail in section 4.3 where we
identify the non-empty sub-branches, which are summarised in section 4.4.
4.1. Setup for theN = 2Calculation. For completeness, recall that, in addition to the standard kinematical Lie
brackets, the brackets for the universal generalised Bargmann superalgebra are
[B(β),P(π)] = Re(β¯π)Z
[H,B(β)] = λB(β) + µP(β)
[H,P(π)] = ηB(π) + εP(π),
(4.1.1)
where β,π ∈ Im(H) and λ,µ,η, ε ∈ R. Because we now have two spinor modules, the brackets involving s1¯ need
to be adapted from those given in [46]. We will continue to use the map Q for the odd dimensions; however, it
now acts on θ, a vector in H2. We will choose H2 to be a left quaternionic vector space such that H acts linearly
from the left and all 2× 2 H matrices act on the right. Therefore, writing θ out in its components, we have
θ =
(
θ1 θ2
)
, (4.1.2)
where θ1,θ2 ∈ H. The [s0¯, s1¯] brackets are again the so(3)-equivariant endomorphisms of s1¯. Since we choose
so(3) to act via left quaternionic multiplication, the commuting endomorphisms are all those that may act on
the right. In the present case, these are elements ofMat2(H). Thus the brackets containing the so(3) scalars are
[H,Q(θ)] = Q(θH)
[Z,Q(θ)] = Q(θZ),
(4.1.3)
where H,Z ∈ Mat2(H). In [46], [J,Q], [B,Q] and [P,Q] were described by Clifford multiplication V ⊗ S → S,
which is given by left quaternionic multiplication by Im(H). The space of such maps was isomorphic to the
space of r-equivariant maps of S, which is a copy of the quaternions. Now with s1¯ = S ⊕ S, we have four
possible endomorphisms of this type. Labelling the two spinor modules S1 and S2, we may use the Clifford
action to map S1 to S1, S1 to S2, S2 to S1, or S2 to S2. All of these maps may be summarised as follows
[J(ω),Q(θ)] = 1
2
Q(ωθ)
[B(β),Q(θ)] = Q(βθB)
[P(π),Q(θ)] = Q(πθP).
(4.1.4)
Here, ω,β,π ∈ Im(H) and B,P ∈ Mat2(H). Finally, consider the [Q,Q] bracket. This will consist of the so(3)-
equivariant R-linear maps
⊙2
s1¯ → s0¯. To write down these maps, we make use of the so(3)-invariant inner
product on s1¯
〈θ,θ ′〉 = Re(θθ†) where θ,θ ′ ∈ H2 θ† = θ¯T . (4.1.5)
This bracket’s so(3)-invariance is clear on considering left multiplication by u ∈ sp(1) and noting sp(1) ∼= so(3).
We can now use this bracket to identify
⊙2
s1¯ with the symmetric R-linear endomorphisms of s1¯
∼= S2 ∼= H2,
i.e. the maps µ : H2 → H2 such that 〈µ(θ),θ ′〉 = 〈θ,µ(θ ′)〉. A general R-linear map of H2 may be written
µ(θ) = qθM where q ∈ H and M ∈Mat2(H). (4.1.6)
Now, inserting this definition into the condition for a symmetric endomorphism, we obtain the following two
cases:
(1) q ∈ R andM =M†
(2) q ∈ Im(H) andM = −M†.
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The first instance gives us our so(3) scalar modules in
⊙2
S2; therefore, these will map to either H or Z in s0¯ to
ensure we have so(3)-equivariance. The condition onM states that it must be of the form
M =
(
a b+ m
b− m c
)
= a
(
1 0
0 0
)
+ b
(
0 1
1 0
)
+ c
(
0 0
0 1
)
+ m
(
0 1
−1 0
)
, (4.1.7)
where a,b, c ∈ R and m ∈ Im(H). We can make sense of this result using the decomposition of the odd part
of the superalgebra, s1¯
∼= S2 ∼= S ⊗ R2, and our knowledge of the maps in Hom(⊙2 S, s0¯) derived from [46].
Symmetrising the decomposed s1¯, we get
⊙2
S2 ∼=
⊙2
S⊗⊙2 R2⊕∧2 S⊗∧2 R2. Notice that the coefficients for
the
⊙2
R2 basis elements result in multiplying θ ∈ S2 by R on both the left and right. Thus we find three copies
of the scalar map in
⊙2
S→ R⊕ 3V , one for each of the⊙2 R basis. Similarly, the coefficient for the ∧2 R2 basis
element produces the three scalar maps in
∧2
S→ 3R⊕ V . Thus the above matrix accounts for the so(3) scalar
maps in both the symmetric and anti-symmetric components of the decomposition.
Now, the second case gives us our so(3) vector modules in
⊙2
S2; therefore, these will map to B, P, or J to
ensure so(3)-equivariance. The condition onM in this case produces
M =
(
n d+ l
−d+ l r
)
= n
(
1 0
0 0
)
+ l
(
0 1
1 0
)
+ r
(
0 0
0 1
)
+ d
(
0 1
−1 0
)
, (4.1.8)
where n, l,r ∈ Im(H) and d ∈ R. Again, we can understand this result through the decomposition of s1¯. From
[46], we know that the so(3) vectors in Hom(
⊙2
S, s0¯) come from simultaneous left and right quaternionic mul-
tiplication by Im(H). These are precisely the maps we find in the coefficients for the
⊙2
R2 basis, as expected
through the decomposition of
⊙2
S2. Finally, we recover the so(3) vector in
∧2
S→ 3R⊕ V as the coefficient to
the
∧2 R2 basis.
Putting all this together, we may write
[Q(θ),Q(θ)] = 〈θ,θN0〉H + 〈θ,θN1〉Z + 〈θ,JθN2〉+ 〈θ,BθN3〉 + 〈θ,PθN4〉, (4.1.9)
where N0, N1 are quaternion Hermitian, and N2, N3, N4 are quaternion skew-Hermitian, as stated above, and
J = J1i + J2j+ J3k B = B1i +B2j +B3k P = P1i + P2j + P3k. (4.1.10)
Using the fact that Re(ω¯J) = J(ω) and Ni = N
†
i for i ∈ {0, 1}, we can write
[Q(θ),Q(θ)] = Re(θN0θ
†)H +Re(θN1θ
†)Z − J(θN2θ
†) − B(θN3θ
†) − P(θN4θ
†). (4.1.11)
This polarises to
[Q(θ),Q(θ ′)] =
1
2
(
Re(θN0θ
′† + θ ′N0θ
†)H +Re(θN1θ
′† + θ ′N1θ
†)Z
− J(θN2θ
′† + θ ′N2θ
†) − B(θN3θ
′† + θ ′N3θ
†) − P(θN4θ
′† + θ ′N4θ
†)
)
.
(4.1.12)
4.1.1. Preliminary Results. As in the N = 1 case, we can form a number of universal results that will help us
when investigating the super-extensions of the generalised Bargmann algebras. The following subsections will
cover the (s0¯, s0¯, s1¯), (s0¯, s1¯, s1¯), and (s1¯, s1¯, s1¯) identities, respectively.
(s0¯, s0¯, s1¯).
In the N = 1 case, h, z,b,p ∈ H, and in the N = 2 case H,Z,B,P ∈ Mat2(H). Since H and Mat2(H) are both
associative, non-commutative algebras, the algebraic manipulations are the same in both cases. Therefore, the
N = 1 results generalise to theN = 2 case; the only difference being that the variables are 2×2Hmatrices rather
than H elements.
Lemma 4.1. The following relations between H,Z,B,P ∈Mat2(H) are implied by the corresponding k-brackets:
[H,Z] = λH+ µZ =⇒ [Z,H] = λH+ µZ
[H,B] = λB + µP =⇒ [B,H] = λB+ µP
[H,P] = λB + µP =⇒ [P,H] = λB+ µP
[Z,B] = λB + µP =⇒ [B,Z] = λB+ µP
[Z,P] = λB + µP =⇒ [P,Z] = λB+ µP
[B,B] = λB + µP + νJ =⇒ B2 = 1
2
λB+ 1
2
µP + 1
4
ν
[P,P] = λB + µP + νJ =⇒ P2 = 1
2
λB+ 1
2
µP + 1
4
ν
[B,P] = λH+ µZ =⇒ BP + PB = 0 and [B,P] = λH+ µZ.
(4.1.13)
Proof. See the proof of Lemma 3.1 for the algebraic manipulations that produce the above results. 
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(s0¯, s1¯, s1¯).
As in the N = 1 case, we use the universal generalised Bargmann algebra to simplify our analysis here. Re-
call the brackets for this algebra are
[B,P] = Z [H,B] = λB + µP [H,P] = ηB + εP, (4.1.14)
where λ,µ,η, ε ∈ R. Using these brackets, we obtain the following result.
Lemma 4.2.
The [H,Q,Q] identity produces the conditions
0 = HNi +NiH
† where i ∈ {0, 1, 2}
λN3 + ηN4 = HN3 +N3H
†
µN3 + εN4 = HN4 +N4H
†.
The [Z,Q,Q] identity produces the conditions
0 = ZNi +NiZ
† where i ∈ {0, 1, 2, 3, 4}.
The [B,Q,Q] identity produces the conditions
0 = BN0 −N0B
†
N4 = BN1 −N1B
†
0 = βθBN2θ
† + θN2(βθB)
†
λRe(θN0θ
†)β+ 1
2
[β,θN2θ
†] = βθBN3θ
† + θN3(βθB)
†
µRe(θN0θ
†)β = βθBN4θ
† + θN4(βθB)
†.
The [P,Q,Q] identity produces the conditions
0 = PN0 −N0P
†
−N3 = PN1 −N1P
†
0 = πθPN2θ
† + θN2(πθP)
†
ηRe(θN0θ
†)π = πθPN3θ
† + θN3(πθP)
†
εRe(θN0θ
†)π+ 1
2
[π,θN2θ
†] = πθPN4θ
† + θN4(πθP)
†,
(4.1.15)
where β,π ∈ Im(H) and θ ∈ H2.
Proof. Beginning with the [H,Q,Q] identity, we have
[H, [Q(s),Q(s)]] = 2[[H,Q(s)],Q(s)]. (4.1.16)
Focussing on the L.H.S., note the general form of the [Q,Q] bracket has components along each of the s0¯ basis
elements; however, H only commutes with B and P. Therefore,
L.H.S. = −[H,B(θN3θ
†)] − [H,P(θN4θ
†)]
= −B(θ(λN3 + ηN4)θ
†) − P(θ(µN3 + εN4)θ
†).
(4.1.17)
Substituting [H,Q(θ)] = Q(θH) into the R.H.S. and using the polarised form of the [Q,Q] bracket, we find
R.H.S. =Re(θ(HN0 +N0H
†)θ†)H +Re(θ(HN1 +N1H
†)θ†)Z
− J(θ(HN2 +N2H
†)θ†) − B(θ(HN3 +N3H
†)θ†) − P(θ(HN4 +N4H
†)θ†).
(4.1.18)
Comparing coefficients and using the injectivity and linearity of the maps J,B and P, we get the desired condi-
tions. The [Z,Q,Q] result follows in an analogous manner. Consider the [B,Q,Q] Jacobi identity
[B(β), [Q(θ),Q(θ)]] = 2[[B(β),Q(θ)],Q(θ)]. (4.1.19)
Since B commutes with Z and B, the L.H.S. takes the following form
L.H.S. = [B(β), Re(θN0θ
†)H − J(θN2θ
†) − P(θN4θ
†)]
= −Re(θN0θ
†)(λB(β) + µP(β)) + 1
2
B([θN2θ
†,β]) −Re(β¯θN4θ
†)Z.
(4.1.20)
Turning attention to the R.H.S., we find
R.H.S. =Re(βθBN0θ
† + θN0B
†
θ
†β¯)H + Re(βθBN1θ
† + θN1B
†
θ
†β¯)Z
− J(βθBN2θ
† + θN2B
†
θ
†β¯) − B(βθBN3θ
† + θN3B
†
θ
†β¯) − P(βθBN4θ
† + θN4B
†
θ
†β¯).
(4.1.21)
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Using the property β¯ = −β, since β ∈ Im(H), and the cyclic property of Re, the first two terms can have their
coefficients written in the form
Re(βθBNiθ
† + θNiB
†
θ
†β¯) = Re(βθ(BNi −NiB
†)θ†), (4.1.22)
for i ∈ {0, 1}. Again, comparing coefficients we obtain the desired results. The [P,Q,Q] case follows identically.

(s1¯, s1¯, s1¯).
The last super-Jacobi identity to consider is the (s1¯, s1¯, s1¯) case, [Q,Q,Q].
Lemma 4.3. The [Q,Q,Q] identity produces the condition
Re(θN0θ
†)θH +Re(θN1θ
†)θZ = 1
2
θN2θ
†
θ+ θN3θ
†
θB+ θN4θ
†
θP. (4.1.23)
Proof. The [Q,Q,Q] identity is written
0 = [[Q(θ),Q(θ)],Q(θ)]. (4.1.24)
Substituting in the [Q,Q] bracket, this becomes
0 = [Re(θN0θ
†)H + Re(θN1θ
†)Z − J(θN2θ
†) − B(θN3θ
†) − P(θN4θ
†),Q(θ)]. (4.1.25)
Finally, using the brackets in (4.1.3) and (4.1.4) and the injectivity of Q, we obtain the desired result. 
4.1.2. Basis Transformations. Wewill investigate the subgroupG ⊂ GL(s0¯)×GL(s1¯) by first looking at the trans-
formations induced by the adjoint action of the rotational subalgebra r ∼= so(3). We will then look at the
so(3)-equivariant maps transforming the basis of the underlying vector space. These will act via Lie algebra
automorphisms in s0¯ and endomorphisms of the so(3) module S
2 in s1¯. Note, in the former case, where the
automorphism is induced by adJi , each so(3) module will transform into itself, while, in the latter case, when
the transformation is some so(3)-equivariant map, the modules transform into one another. For completeness,
at the end of the section, we determine the automorphisms of each generalised Bargmann algebra.
Recall that Sp(1) is the double-cover of Aut(H), and Aut(H) ∼= SO(3). We, therefore, write λ ∈ Aut(H) as
λ(s) = usu¯ for some u ∈ Sp(1), which will act trivially on the real component of s and rotate the imaginary
components. Using this result, we can represent the action of Aut(H) on the so(3) vector modules in s0¯ by
pre-composing the linear maps J, B, and P with Adu, for u ∈ Sp(1). To preserve the kinematical brackets in
[s0¯, s0¯], we must pre-compose with the same u for each map. Note, so(3) acts trivially on H and Z, so these
basis elements will be left invariant under these automorphisms. For s1¯, we restrict to the individual copies of
S through diagonal matrices. To preserve the [J,Q] bracket, we must pre-compose with the same u as above.
Therefore, we write Q˜(θ) = Q(uθu¯1). We can now investigate how these automorphisms affect our brackets
[J(ω),Q(θ)] = 1
2
Q(ωθ)
[B(β),Q(θ)] = Q(βθB)
[P(π),Q(θ)] = Q(πθP)
[H,Q(θ)] = Q(θH)
[Z,Q(θ)] = Q(θZ)
[Q(θ),Q(θ)] = Re(θN0θ
†)H +Re(θN1θ
†)Z − J(θN2θ
†) − B(θN3θ
†) − P(θN4θ
†).
(4.1.26)
Transforming the basis, we have
[J˜(ω), Q˜(θ)] = 1
2
Q˜(ωθ)
[B˜(β), Q˜(θ)] = Q˜(βθB˜)
[P˜(π), Q˜(θ)] = Q˜(πθP˜)
[H˜, Q˜(θ)] = Q˜(θH˜)
[Z˜, Q˜(θ)] = Q˜(θZ˜)
[Q˜(θ), Q˜(θ)] = Re(sθN˜0θ
†)H˜ +Re(θN˜1θ
†)Z˜ − J˜(θN˜2θ
†) − B˜(θN˜3θ
†) − P˜(θN˜4θ
†),
(4.1.27)
with H˜ = H, Z˜ = Z, J˜ = J ◦Adu, B˜ = B ◦Adu, P˜ = P ◦Adu, and Q˜ = Q ◦Adu, where it is understood that Adu acts
diagonally on the s1¯ basis, Q. The transformed matrices are
H˜ = DHD−1
Z˜ = DZD−1
B˜ = DBD−1
P˜ = DPD−1
N˜i = DNiD
†, (4.1.28)
where D = u1 for u ∈ Sp(1) and i ∈ {0, 1, ..., 4}. Therefore, D−1 = D† = u¯1. These automorphisms simultan-
eously rotate all quaternions, all the components of the matrices H,Z,B,P and Ni, by the same Sp(1) element.
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Next, we want to consider the so(3)-equivariant linear maps which leave the rotational subalgebra invariant:
(J,B,P,H,Z,Q)→ (J, B˜, P˜, H˜, Z˜, Q˜). These take the general form
H˜ = aH + bZ
Z˜ = cH + dZ
B˜(β) = eB(β) + fP(β) + gJ(β)
P˜(π) = hB(π) + iP(π) + jJ(π)
Q˜(θ) = Q(θM),
(4.1.29)
where a, ..., j ∈ R andM ∈ GL(H2). Crucially,
A =
(
a b
c d
)
∈ GL(2,R) and C =
e f gh i j
0 0 1
 ∈ GL(3,R), (4.1.30)
act on (H,Z)T and (B,P, J)T , respectively. Each of the generalised Bargmann algebra allows different transform-
ations of this type; however, there are some important general results. Therefore, we will begin by working
through the analysis of these maps with the universal generalised Bargmann algebra before focussing on each
algebra separately.
As in the N = 1 case, the checking of brackets that include J is really verifying that the above maps are so(3)-
equivariant, so this does not give us any information not already presented. The first bracket we will consider
is [B,P] = Z. Substituting in the maps of (4.1.29), we find the following important results:
d = ei− fh, c = 0, and g = j = 0. (4.1.31)
The vanishing of c tells us that d 6= 0 if we are to have A ∈ GL(2,R). Also, the vanishing of g and j shows that
we can reduce C to an element of GL(2,R),
C =
(
e f
h i
)
, (4.1.32)
acting on (B,P)T . The remaining [s0¯, s0¯] brackets are [H,B] and [H,P], which produce
0 = λe(a− 1) + ηaf− µh
0 = λf− εaf+ µ(i− ea)
and
0 = η(e− ai) + εh− λah
0 = ηf+ εi(1− a) − µah,
(4.1.33)
respectively. Clearly, these conditions are dependent on the exact choice of generalised Bargmann algebra, so
we will leave these results in this form for now.
Now, since the [s0¯, s1¯] and [s1¯, s1¯] brackets are so far independent of the chosen algebra, the following results
will hold for all the generalised Bargmann algebras. Reusing (4.1.27), in this instance we find
H˜ = M(aH+ bZ)M−1 Z˜ = dMZM−1 B˜ = M(eB+ fP)M−1 P˜ = M(hB+ iP)M−1
N˜0 =
1
a
MN0M
†
N˜1 =
1
ad
M(aN1 − bN0)M
†
N˜2 = MN2M
†
N˜3 =
1
ie− fh
M(iN3 − hN4)M
†
N˜4 =
1
ie− fh
M(eN4 − fN3)M
†.
(4.1.34)
Putting the two types of transformation in G together, we have
J 7→ J ◦Adu
B 7→ eB ◦Adu +fP ◦Adu
P 7→ hB ◦Adu +iP ◦Adu
H 7→ aH + bZ
Z 7→ dZ
Q 7→ Q ◦Adu ◦RM.
(4.1.35)
These transformations may be summarised by (A =
(
a b
0 d
)
,C =
(
e f
h i
)
,M,u) ∈ GL(R2)×GL(R2)×GL(H2)×H×.
Now that we have the most general element of the subgroup G ⊂ GL(s0¯) × GL(s1¯) for s0¯ = k the universal
generalised Bargmann algebra, we can restrict ourselves to the automorphisms of s0¯ and set the parameters
λ,µ,η, ε ∈ R to determine the automorphism group for each of the generalised Bargmann algebras. The results
of this investigation are presented in Table 5.
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aˆ.
In this instance, all the conditions vanish as λ = µ = η = ε = 0; therefore, the matrices A and C are left as
stated above.
nˆ−.
Having λ = −ε = 1 and µ = η = 0, the conditions in (4.1.33) become
0 = e(a − 1)
0 = f(1+ a)
and
0 = h(1+ a)
0 = i(1− a).
(4.1.36)
Notice, if a /∈ {±1} then C must vanish, which cannot happen if we are to retain the basis elements B and P.
Therefore, we are left with two cases: a = 1 and a = −1. In the former instance, we have automorphisms with
A =
(
1 b
0 ei
)
and C =
(
e 0
0 i
)
. (4.1.37)
In the latter instance, we have
A =
(
−1 b
0 −hf
)
and C =
(
0 h
f 0
)
. (4.1.38)
nˆ+.
In this case, λ = ε = 0 and µ = −η = 1. Therefore, our constraints become
0 = h+ af
0 = i− ae
and
0 = e− ai
0 = f+ ah.
(4.1.39)
Taking the expressions for h and i from the conditions on the left and substituting them into the conditions on
the right, we find
0 = (1− a2)f 0 = (1− a2)e. (4.1.40)
If a2 6= 1, wewould need both f and e to vanish, which contradicts our assumption thatC ∈ GL(2,R). Therefore,
we need a2 = 1, which presents two cases: a = 1 and a = −1. In the former instance, we find automorphisms
of the form
A =
(
1 b
0 e2 + h2
)
and C =
(
e h
−h e
)
. (4.1.41)
In the latter instance, we get
A =
(
−1 b
0 −e2 − h2
)
and C =
(
e h
h −e
)
. (4.1.42)
gˆ.
Finally, we have λ = η = ε = 0 and µ = −1, which, when substituted into (4.1.33), produces
0 = h and i = ae. (4.1.43)
Therefore, automorphisms for the Bargmann algebra take the form
A =
(
a b
0 ie
)
and C =
(
e f
0 ae
)
. (4.1.44)
Table 5. Automorphisms of the generalised Bargmann algebras
k General (A,C) ∈ GL(R2)×GL(R2)
aˆ
((
a b
0 d
)
,
(
e f
h i
))
nˆ−
((
1 b
0 ei
)
,
(
e 0
0 i
))
∪
((
−1 b
0 −hf
)
,
(
0 h
f 0
))
nˆ+
((
1 b
0 e2 + h2
)
,
(
e h
−h e
))
∪
((
−1 b
0 −e2 − h2
)
,
(
e h
h −e
))
gˆ
((
a b
0 ie
)
,
(
e f
0 ae
))
GENERALISED BARGMANN SUPERALGEBRAS 17
4.2. Establishing Branches. Before proceeding to the discussion in which the non-empty sub-branches are
identified, we first establish the possible [s0¯, s1¯] brackets. More specifically, we establish the possible forms for
Z,H,B,P ∈ Mat2(H). In this section, we focus solely on the results of Lemma 4.1 concerning the (s0¯, s0¯, s1¯)
super-Jacobi identities. Using the universal generalised Bargmann algebra, we find that B,P ∈Mat2(H), which
encode the brackets [B,Q] and [P,Q], respectively, form a double complex. Analysing this structure, we identify
four possible cases:
(1) B = 0 and P = 0
(2) B = 0 and P 6= 0
(3) B 6= 0 and P = 0
(4) B 6= 0 and P 6= 0.
Taking each of these cases in turn, we find forms for Z and H to establish four branches. These branches will
form the basis for our investigations into the possible super-extensions for each of the generalised Bargmann
algebras in section 4.3.
Using the results of Lemma 4.1, we notice that B2 = P2 = 0 and BP + PB = 0; therefore, B and P are the
differentials of a double complex in which the modules are s1¯. What does this mean for the form of B and P?
Notice that we could simply set B and P to zero. However, assuming at least one component of these matrices
is non-vanishing, we find the following cases. Take P as our example and let
P =
(
p1 p2
p3 p4
)
. (4.2.1)
The fact that this squares to zero tells us
p21 + p2p3 = 0 p1p2 + p2p4 = 0 p3p1 + p4p3 = 0 p3p2 + p
2
4 = 0. (4.2.2)
There are two cases, p3 = 0 and p3 6= 0, which we shall now consider in turn.
In the p3 = 0 case, the constraints in (4.2.2) become
p21 = 0 p1p2 + p2p4 = 0 p
2
4 = 0. (4.2.3)
Therefore, p1 = p4 = 0 and p2 is unconstrained, leaving the matrix
P =
(
0 p2
0 0
)
. (4.2.4)
In the p3 6= 0 case, we can use the first and third constraints of (4.2.2) to get p2 = −p21p−13 and p4 = −p3p1p−13 ,
respectively. These choices trivially satisfy the second and fourth constraints such that we arrive at
P =
(
p1 −p
2
1p
−1
3
p3 −p3p1p
−1
3
)
. (4.2.5)
In a completely analogous manner, we find
B =
(
0 b2
0 0
)
and B =
(
b1 −b
2
1b
−1
3
b3 −b3b1b
−1
3
)
. (4.2.6)
Now, what does the anti-commuting condition tell us about the non-vanishing matrices? Notice, we have four
options:
(1) p3 6= 0, b3 6= 0,
(2) p3 6= 0, b3 = 0,
(3) p3 = 0, b3 6= 0, and
(4) p3 = 0, b3 = 0.
Option 1. Here we will find three distinct sub-options. Interestingly, these three sub-options are equivalent to
options 2, 3, and 4 above. Substituting the matrices associated with p3 6= 0 and b3 6= 0 into BP+PB = 0 gives us
0 = b1p1 − b
2
1b
−1
3 p3 + p1b1 − p
2
1p
−1
3 b3
0 = −b1p
2
1p
−1
3 + b
2
1b
−1
3 p3p1p
−1
3 − p1b
2
1b
−1
3 + p
2
1p
−1
3 b3b1b
−1
3
0 = b3p1 − b3b1b
−1
3 p3 + p3b1 − p3p1p
−1
3 b3
0 = −b3p
2
1p
−1
3 + b3b1b
−1
3 p3p1p
−1
3 − p3b
2
1b
−1
3 + p3p1p
−1
3 b3b1b
−1
3 .
(4.2.7)
Multiplying the first of these conditions on the right by b1b
−1
3 and adding it to the second condition, we obtain
0 = b1(p1 − b1b
−1
3 p3)(b1b
−1
3 − p1p
−1
3 ). (4.2.8)
Since the quaternions have no zero-divisors, one of these terms must vanish. The vanishing of the second is
equivalent to the vanishing of the third, so we have two sub-options:
1.1 b1 = 0, and
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1.2 b1b
−1
3 = p1p
−1
3 .
In the latter case, the third and fourth conditions of (4.2.7) are trivially satisfied, but in the former case, a little
more work is required. Setting b1 = 0, we obtain
0 = b3p
2
1p
−1
3 and 0 = b3p1 − p3p1p
−1
3 b3. (4.2.9)
Again, using the fact the quaternions have no zero-divisors, these conditions mean this sub-option further
divides into two sub-options:
1.1.1 b3 = 0, and
1.1.2 p1 = 0,
with p3 left free. Recall that to arrive at these options we first made a choice to multiply the first condition of
(4.2.7) by b1b
−1
3 . We could equally have multiplied by p1p
−1
3 such that case 1.1 above read p1 = 0. (Notice,
the second case is symmetric, so would remain the same in this instance.) Analogous subsequent calculations
would lead to sub-options p3 = 0 and b1 = 0. Putting all of this together, we have four sub-options to consider:
Sub-option 1: B = 0 P =
(
p1 −p
2
1p
−1
3
p3 −p3p1p
−1
3
)
Sub-option 2: B =
(
0 0
b3 0
)
P =
(
0 0
p3 0
)
Sub-option 3: B =
(
b1 −b
2
1b
−1
3
b3 −b3b1b
−1
3
)
P = 0
Sub-option 4: B =
(
b1 −b
2
1b
−1
3
b3 −b3b1b
−1
3
)
P =
(
p1 −p
2
1p
−1
3
p3 −p3p1p
−1
3
)
where b1b
−1
3 = p1p
−1
3 .
(4.2.10)
In fact, this list can be simplified further. For all generalised Bargmann algebras, we can choose a transformation
(1,1,M, 1), where,M takes the form
M =
(
1 −b1b
−1
3
0 1
)
, (4.2.11)
such that sub-option 4 becomes sub-option 2. In summary, the p3 6= 0 and b3 6= 0 assumption lead to three
separate sub-options.
Sub-option 1: B = 0 P =
(
p1 −p
2
1p
−1
3
p3 −p3p1p
−1
3
)
Sub-option 2: B =
(
0 0
b3 0
)
P =
(
0 0
p3 0
)
Sub-option 3: B =
(
b1 −b
2
1b
−1
3
b3 −b3b1b
−1
3
)
P = 0.
(4.2.12)
Option 2. Letting p3 6= 0 and b3 = 0, the anti-commuting condition tells us
0 = b2p3 and p1b2 = b2p3p1p
−1
3 . (4.2.13)
Using the first condition, b2 = 0, and, with b2 = 0, we are left with sub-option 1 above.
Option 3. Now, consider p3 = 0 and b3 6= 0. Substituting the relevant forms of P and B into the anti-commuting
condition, BP + PB = 0, we find
0 = p2b3 and b1p2 = p2b3b1b
−1
3 . (4.2.14)
This is identical to option 2 only b and p have been swapped. Therefore, we have a similar result: p = 0 such
that we have sub-option 3 above.
Option 4. The final case to consider is p3 = 0 and b3 = 0, where
P =
(
0 p2
0 0
)
and B =
(
0 b2
0 0
)
. (4.2.15)
These strictly upper-triangular matrices are equivalent to the strictly lower-triangular matrices of sub-option 2
above. Thus, again, we find no new cases to carry forward.
To simplify the rest of the calculations, we will choose to use the transformation in (4.2.11) for all generalised
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Bargmann algebras and all options. Combining the case in which both B and P vanish with the non-vanishing
options, we find
Case 1: B = 0 P = 0
Case 2: B = 0 P =
(
0 0
p3 0
)
Case 3: B =
(
0 0
b3 0
)
P =
(
0 0
p3 0
)
Case 4: B =
(
0 0
b3 0
)
P = 0.
(4.2.16)
In all cases, it is a straight-forward computation to show that [B,P] = Z tells us that Z = 0. Therefore, we are
left with only H to determine. From the results in Lemma 4.1, the conditions we have including B, P and H are
[B,H] = λB+ µP and [P,H] = ηB + εP. (4.2.17)
Case 1. The vanishing of B and P in this instance, when substituted into (4.2.17), means we do not obtain any
conditions on H. Thus, we find a branch with matrices
B = P = Z = 0 and H unconstrained. (4.2.18)
Case 2. Notice that the vanishing of Bmeans that the second condition in (4.2.17) becomes
ε
(
0 0
p3 0
)
=
(
0 0
p3 0
)(
h1 h2
h3 h4
)
−
(
h1 h2
h3 h4
)(
0 0
p3 0
)
. (4.2.19)
This gives us two constraints
0 = h2p3 and εp3 = p3h1 − h4p3. (4.2.20)
The first constraint here tells us that either h2 or p3 must vanish. In the latter instance, we recover the matrices
from case 1. In the former instance, we can use the second constraint to write h4 in terms of h1 and obtain the
matrices
B = Z = 0 P =
(
0 0
p3 0
)
H =
(
h1 0
h3 p3h1p
−1
3 − ε
)
. (4.2.21)
The first condition in (4.2.17) does not add any new branches to those already given as, with B = 0, it reduces
to 0 = µP. Therefore, for those generalised Bargmann algebras with µ 6= 0, it gives the branch identified in case
1, and, for those with µ = 0, it leaves p3 free to fix h4 as prescribed for the branch presented in this case.
Case 3. Substituting the B and P associated with this case into (4.2.17), we get the following constraints
0 = h2b3 0 = h2p3 λb3 + µp3 = b3h1 − h4b3 ηb3 + εp3 = p3h1 − h4p3. (4.2.22)
The first two constraints above tell us that if h2 6= 0, then we again arrive at the branch with B = P = Z = 0 and
H unconstrained. Letting h2 = 0, we focus on the second two constraints. Notice, for this branch to be distinct
from the other two, we require b3 6= 0 and p3 6= 0. These assumptions allow us to take inverses of both b3 and
p3 in the following calculations. Multiplying the third constraint on the right by b
−1
3 , we can rearrange for h4
and substitute this into the fourth constraint to get
ηb3 + εp3 = p3h1 − b3h1b
−1
3 p3 + µp3b
−1
3 p3 + λp3. (4.2.23)
Multiplying this expression by b−13 on the left and rearranging, we find
[u,h1] = −µu
2 + (ε− λ)u+ η, (4.2.24)
where u = b−13 p3. Alternatively, we could have chosen to multiply the fourth condition on the right by p
−1
3
to get our expression for h4 and substituted this into the third constraint. Multiplying this on the left by p
−1
3
produces the similar condition
[v,h1] = ηv
2 + (λ− ε)v + µ, (4.2.25)
where v = p−13 b3. Depending on the generalised Bargmann algebra in question, one of these will prove more
useful than the other. Wewill leave these constraints in this form to be analysed separately for each generalised
Bargmann algebra.
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Case 4. The calculations for this case are nearly identical to those for case 2. The vanishing of P means that the
first constraint in (4.2.17) produces
0 = h2b3 and λb3 = b3h1 − h4b3. (4.2.26)
From the first expression above, if h2 6= 0, we recover the branch presented in case 1. However, setting h2 = 0,
b3 is general, and we can use the second constraint to write h4 in terms of h1 and b3:
P = Z = 0 B =
(
0 0
b3 0
)
H =
(
h1 0
h3 b3h1b
−1
3 − λ
)
. (4.2.27)
The second constraint in (4.2.17) does not produce any new branches for B,P, and H. Substituting in P = 0, it
becomes 0 = ηB. Therefore, if η 6= 0, Bmust vanish leaving the branch from case 1; and, if η = 0, b3 is left free
so we can write h4 as prescribed for the branch presented here.
In summary, we have the following three branches for all generalised Bargmann algebras
(1) B = P = Z = 0 and H unconstrained
(2) B = Z = 0 P =
(
0 0
p3 0
)
H =
(
h1 0
h3 p3h1p
−1
3 − ε
)
(3) P = Z = 0 B =
(
0 0
b3 0
)
H =
(
h1 0
h3 b3h1b
−1
3 − λ
)
.
There is also a possible fourth branch depending on the generalised Bargmann algebra:
Z = 0 H =
(
h1 0
h3 h4
)
B =
(
0 0
b3 0
)
P =
(
0 0
p3 0
)
, (4.2.28)
subject to
[u,h1] = −µu
2 + (ε− λ)u+ η and [v,h1] = ηv
2 + (λ− ε)v + µ (4.2.29)
where u = b−13 p3 and v = p
−1
3 b3.
4.3. Classification. In this section, we complete the story started in section 4.2. Each branch we identified in
section 4.2 encodes the possible [s0¯, s1¯] brackets for a generalised Bargmann superalgebra s. Here, we take each
branch in turn and find corresponding [Q,Q] brackets. Since our interests are in supersymmetry, we will al-
ways impose the condition that [Q,Q] 6= 0; therefore, we are only interested in branches for which at least one of
the Ni matrices does not vanish. Note, the imposition of this condition means that the various branches iden-
tified here belong to the sub-varietyS of the real algebraic variety cut out by the super-Jacobi identitiesJ ⊂ V .
We will begin our investigation into each branch by stating the associatedmatrices, B,P,H,Z ∈Mat2(H). These
matrices are then substituted into the conditions from Lemmas 4.2 and 4.3, which use the Lie brackets of the
universal generalised Bargmann algebra. This process produces a system of equations containing B,P,H,Z
encoding the [s0¯, s1¯] components of the bracket, the matrices Ni for i ∈ {0, 1, ..., 4} encoding the [s1¯, s1¯] com-
ponents of the bracket, and the four parameters of the universal generalised Bargmann algebra, λ,µ,η, ε ∈ R.
Any conditions which do not contain one of the parameters λ,µ,η, ε are analysed and possible dependencies
among the Ni matrices are found. Once these dependencies have been established, we start setting parameters
to consider the various generalised Bargmann algebras. In branches 1 and 2, we will see that multiple general-
ised Bargmann algebras produce the same set of conditions. In these instances, we will highlight the relevant
algebras but only analyse the system once to avoid repetition.
In branches 2, 3 and 4, we find that the vanishing of certain matrices Ni imposes the vanishing of other Ni.
Thus, we end up with a chain of dependencies, which lead to different sub-branches. These sub-branches will
be labelled such that sub-branches with a larger branch number will have more non-vanishing matrices Ni.
For example, sub-branch 2.2 may have non-vanishing N0 and N1, but sub-branch 2.3 may additionally have
non-vanishing N3. Within each sub-branch, we regularly find two options: one in which N0 vanishes, leaving
H free, and one in whichH = 0 such thatN0 is unconstrained. Using sub-branch 2.2 as our example, the former
instance, with N0 = 0, will be labelled 2.2.i, and the latter instance will be labelled 2.2.ii. In branch 4, we will
find some instances in which both N0 and H can be non-vanishing. Using sub-branch 4.3 as an example, we
will label these cases as 4.3.iii.
Each sub-branch is designed to have a unique set of non-vanishing matrices. However, the components within
the matrices are not completely fixed by the super-Jacobi identities. Therefore, each sub-branch is given as a
tuple (Mk,X,Ck,X), where k labels the underlying generalised Bargmann algebra, and X will be the branch num-
ber. This tuple consists ofM, the subset of matrices in {B,P,H,Z,N0,N1,N2,N3,N4} describing the branch, and
C, the set of constraints on the components of the matrices. After stating (M,C) for a given sub-branch, we pro-
ceed to a discussion on possible parameterisations of the super-extensions in the sub-branch. In particular, the
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aim of these discussions is to highlight the existence of super-extensions in the sub-branch. First we set as many
of the parameters to zero as possible. In general, this will involve setting H to zero along with a small number
of components in the matricesNi. Then, using any residual transformations in the groupG ⊂ GL(s0¯)×GL(s1¯),
we fix the remaining parameters. Once the existence of super-extensions has been established, we introduce
some other parameters to produce further examples of generalised Bargmann superalgebras contained within
the sub-branch.
Recall, we build the [Q,Q] bracket from the Ni matrices as follows
[Q(θ),Q(θ)] = Re(θN0θ
†)H +Re(θN1θ
†)Z − J(θN2θ
†) − B(θN3θ
†) − P(θN4θ
†), (4.3.1)
where N0 and N1 are quaternion Hermitian, N
†
i = Ni, and N2, N3 and N4 are quaternion skew-Hermitian,
N
†
j = −Nj. Throughout this section, we will use the following forms for the quaternion Hermitian matrices:
N0 =
(
a q
q¯ b
)
and N1 =
(
c r
r¯ d
)
, (4.3.2)
where a,b, c,d ∈ R, and q,r ∈ H. The quaternion skew-Hermitian matrices will be defined
N3 =
(
e f
−f¯ g
)
and N4 =
(
n m
−m¯ l
)
, (4.3.3)
where e, g,n, l ∈ Im(H) and f,m ∈ H. We will only briefly need to consider parts of the N2 matrix explicitly;
therefore, we will define its components as necessary.
4.3.1. Branch 1.
B = P = Z = 0 and H unconstrained. (4.3.4)
Using the remaining conditions from the (s0¯, s1¯, s1¯) and (s1¯, s1¯, s1¯) super-Jacobi identities, we can look to find
some expressions for the matrices Ni. The conditions derived from the [B,Q,Q] identity in Lemma 4.2 imme-
diately give N4 = 0 due to the vanishing of B. Similarly, the [P,Q,Q] conditions give us N3 = 0 due to the
vanishing of P. We are thus left with
0 = HNi +NiH
† i ∈ {0, 1, 2}
0 = Re(θN0θ
†)θH− 1
2
θN2θ
†
θ
0 = µRe(θN0θ
†)
0 = ηRe(θN0θ
†)
0 = λRe(θN0θ
†)β+ 1
2
[β,θN2θ
†]
0 = εRe(θN0θ
†)π+ 1
2
[π,θN2θ
†]
∀β,π ∈ Im(H), ∀θ ∈ H2. (4.3.5)
Since [c, d] is perpendicular to both c and d for c, d ∈ H, the final two conditions can be reduced to
0 = λRe(θN0θ
†) 0 = [β,θN2θ
†] 0 = εRe(θN0θ
†) 0 = [π,θN2θ
†]. (4.3.6)
Substituting θ = (1, 0), θ = (0, 1), and θ = (1, 1) into the N2 conditions above, we find that
N2 =
(
0 e
−e 0
)
, (4.3.7)
where e ∈ R. Now substituting θ = (1, i) into the N2 conditions, we find
0 = −2e[β, i]. (4.3.8)
We can choose any β ∈ Im(H); therefore, wemay choose β = j. Thus we find that emust vanish, makingN2 = 0.
This result reduces the conditions further:
0 = HNi +NiH
† i ∈ {0, 1}
0 = Re(θN0θ
†)θH
0 = µRe(θN0θ
†)
0 = ηRe(θN0θ
†)
0 = λRe(θN0θ
†)β
0 = εRe(θN0θ
†)π
∀β,π ∈ Im(H), ∀θ ∈ H2. (4.3.9)
Focussing on the conditions common to all generalised Bargmann algebras, i.e. those conditions which do not
contain λ, µ, η, or ε, we have only
0 = HNi +NiH
† i ∈ {0, 1}
0 = Re(θN0θ
†)θH.
(4.3.10)
Since the second condition must hold for all θ ∈ H2, we find that either
(i) N0 = 0 and H 6= 0, or
(ii) N0 6= 0 and H = 0.
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We can now split this analysis in two depending on the generalised Bargmann algebra of interest. First, we will
discuss the algebras in which at least one of the parameters λ,µ,η, ε are non-vanishing. Subsequently, we will
consider the algebras in which all of these parameters vanish. The former instance encapsulates nˆ± and gˆ, and
the latter encapsulates aˆ.
nˆ± and gˆ.
All of these algebras have non-vanishing values for at least one of the parameters, λ,µ,η, ε. Therefore, all have
the conditions for branch 1 reduce to
0 = HNi +NiH
† i ∈ {0, 1}
0 = Re(θN0θ
†)
0 = Re(θN0θ
†)θH.
(4.3.11)
Substituting θ = (1, 0), θ = (0, 1), and θ = (1, 1) into the second condition above, we find that
N0 =
(
0 Im(q)
− Im(q) 0
)
. (4.3.12)
Now substitute θ = (1, i) into this condition using the convention that q = q1i + q2j+ q3k to find
0 = Re(iq¯) = q1. (4.3.13)
Using θ = (1, j) and θ = (1,k), we get analogous expressions for q2 and q3, so q = 0. Therefore,N0 = 0, and we
cannot produce a super-extension in sub-branch 1.ii for these generalised Bargmann algebras.
The only remaining matrices are H and N1, such that
0 = HNi +NiH
†, (4.3.14)
with no constraints on H and N1 = N
†
1. So far, we have not used any basis transformations for this branch;
therefore, we can choose N1 to be the canonical quaternion Hermitian form, 1. The above condition then states
thatH† = −H. Thus, this branchproduces one non-empty sub-branch for nˆ± and gˆ, with the set of non-vanishing
matrices given by
Mnˆ± and gˆ,1.i =
{
H =
(
h1 h2
−h¯2 h3
)
, N1 =
(
1 0
0 1
)}
. (4.3.15)
Although already explicit in the forms of H and N1, we note that the set of constraints for this sub-branch is
Cnˆ± and gˆ,1.i = {H
† = −H, N1 = N
†
1}. (4.3.16)
Our only comment onH going into the analysis of this branchwas that it was unconstrained; therefore, we may
choose to have H = 0. Thus there is certainly a super-extension in this sub-branch, one with only N1 = 1 non-
vanishing. However, wanting to introduce some more parameters, we may let h1, h2 and h3 be non-vanishing.
These quaternions can be fixed using the group of basis transformations G ⊂ GL(s0¯)×GL(s1¯) by noticing that
H† = −H tells us that H ∈ sp(2). Therefore, the residual Sp(2) ⊂ GL(s1¯) which fixes N1 = 1 acts on H via
the adjoint action of Sp(2) on its Lie algebra. Thus, we can make H diagonal and choose the two imaginary
quaternions parameterising it, arriving at
H =
(
i 0
0 j
)
and N1 =
(
1 0
0 1
)
. (4.3.17)
aˆ.
Since aˆ has λ = µ = η = ε = 0, the conditions in (4.3.9) become
0 = HNi +NiH
† i ∈ {0, 1}
0 = Re(θN0θ
†)θH.
(4.3.18)
Unlike the nˆ± and gˆ case, these conditions do not instantly setN0 = 0; therefore, we may have super-extensions
with either (i) N0 = 0 and H 6= 0, or (ii) N0 6= 0 and H = 0. First, setting H 6= 0, we know this imposes N0 = 0,
and, as in the nˆ± and gˆ case, we may use the basis transformations to setN1 = 1, such that H† = −H. Therefore,
one of the possible super-extensions for aˆ has non-vanishing matrices
Maˆ,1.i =
{
H =
(
h1 h2
−h¯2 h3
)
, N1 =
(
1 0
0 1
)}
. (4.3.19)
As before, the set of conditions for this super-extension is
Caˆ,1.i = {H
† = −H, N
†
1 = N1}, (4.3.20)
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and we can use G to fix the quaternions in h. Alternatively, setting N0 6= 0, we need H = 0. Thus the second
possible super-extension in this branch has
Maˆ,1.ii =
{
N0 =
(
a q
q¯ b
)
, N1 =
(
c r
r¯ d
)}
and Caˆ,1.ii = {N
†
0 = N0, N
†
1 = N1}. (4.3.21)
Since the primary constraint on these matrices is that both be non-vanishing, we can choose to have b, q, c and
r vanish. Using the scaling symmetry of the s0¯ basis elements present in G ⊂ GL(s0¯) × GL(s1¯), we can write
down the super-extension
N0 =
(
1 0
0 0
)
N1 =
(
0 0
0 1
)
. (4.3.22)
Therefore, this sub-branch is not empty. Additionally, wemay choose to keep all the parameters in the matrices
ofMaˆ,1.ii and use the basis transformations to fix them. In particular, we can let N0 = 1. This choice leaves us
with a residual Sp(2) action with which to fix the parameters of N1, which may give us N1 = 1.
4.3.2. Branch 2.
B = Z = 0 P =
(
0 0
p3 0
)
H =
(
h1 0
h3 p3h1p
−1
3 − ε
)
. (4.3.23)
As above, it is useful to exploit the vanishing matrices of the branch to simplify the conditions from Lemmas
4.2 and 4.3. In particular, the [B,Q,Q] super-Jacobi identity tells us N4 = 0 due to the vanishing of B. The rest
of the [B,Q,Q] conditions tells us that
0 = λRe(θN0θ
†)β+ 1
2
[β,θN2θ
†]
0 = µRe(θN0θ
†)β.
(4.3.24)
The [P,Q,Q] conditions become
0 = PN0 −N0P
†
−N3 = PN1 −N1P
†
0 = πθPN2θ
† + θN2(πθP)
†
ηRe(θN0θ
†)π = πθPN3θ
† + θN3(πθP)
†
0 = εRe(θN0θ
†)π+ 1
2
[π,θN2θ
†].
(4.3.25)
Since the conditions from the [Z,Q,Q] identity are all satisfied due to Z = 0, the final conditions are
0 = HNi +NiH
† where i ∈ {0, 1, 2}
λN3 = HN3 +N3H
†
0 = µN3,
(4.3.26)
from [H,Q,Q]. The result from Lemma 4.3 then gives us
Re(θN0θ
†)θH = 1
2
θN2θ
†
θ. (4.3.27)
As in branch 1, the conditions
0 = λRe(θN0θ
†)β+ 1
2
[β,θN2θ
†] and 0 = εRe(θN0θ
†)π+ 1
2
[π,θN2θ
†], (4.3.28)
tell us that N2 = 0. Therefore, the conditions reduce further to
0 = µN3
0 = HNi +NiH
† where i ∈ {0, 1}
0 = PN0 −N0P
†
0 = λRe(θN0θ
†)β
0 = µRe(θN0θ
†)β
0 = εRe(θN0θ
†)π
0 = Re(θN0θ
†)θH
λN3 = HN3 +N3H
†
−N3 = PN1 −N1P
†
ηRe(θN0θ
†)π = πθPN3θ
† + θN3(πθP)
†
∀β,π ∈ Im(H),∀θ ∈ H2. (4.3.29)
We can now use the following two conditions common to all generalised Bargmann algebras to highlight the
possible sub-branches:
−N3 = PN1 −N1P
† and 0 = Re(θN0θ
†)θH. (4.3.30)
Substituting the N1 from (4.3.2) and the N3 from (4.3.3) into the first condition here, we can write
N3 =
(
0 cp¯3
−cp3 r¯p¯3 − p3r
)
. (4.3.31)
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This result tells us that N3 is dependent on N1: if N1 = 0 then N3 = 0. Therefore, we may organise our
investigation into the possible super-extensions by considering each of the following sub-branches in turn
(1) N1 = 0 and N3 = 0,
(2) N1 6= 0 and N3 = 0,
(3) N1 6= 0 and N3 6= 0.
Next, consider the condition from the [Q,Q,Q] identity:
0 = Re(θN0θ
†)θH. (4.3.32)
Notice, this is identical to the condition from the [Q,Q,Q] identity we found in branch 1. Therefore, as before,
we have two cases to consider in each sub-branch:
(i) N0 = 0 and H 6= 0, and
(ii) N0 6= 0 and H = 0.
We will now consider each generalised Bargmann algebra in turn to determine whether they have super-
extensions associated to these sub-branches.
aˆ.
In addition to the conditions already discussed in producing the possible sub-branches,
−N3 = PN1 −N1P
† and 0 = Re(θN0θ
†)θH, (4.3.33)
substituting λ = µ = η = ε = 0 into (4.3.29) leaves us with
0 = HNi +NiH
† where i ∈ {0, 1, 3}
0 = PN0 −N0P
†
0 = πθpN3θ
† + θN3(πθP)
†.
(4.3.34)
None of these conditions force the vanishing of any more Ni; therefore, a priori we may find super-extensions
in each of the sub-branches. The only restriction to the matrices so far has been the re-writing of N3:
N3 =
(
0 cp¯3
−cp3 r¯p¯3 − p3r
)
. (4.3.35)
Sub-branch 2.1. Setting N1 = N3 = 0, we are left with only N0, subject to
0 = HN0 +N0H
† and 0 = PN0 −N0P
†. (4.3.36)
We know that we may have two possible cases for this sub-branch: either (i) N0 = 0 and H 6= 0, or (ii) N0 6= 0
and H = 0. Since we need N0 6= 0 for a supersymmetric extension, we must have the latter case. This leaves
only the second condition above with which to restrict the form of N0. Since p3 6= 0, this tells us
0 = a and 0 = p3q − q¯p¯3. (4.3.37)
Thus the sub-branch is given by
Maˆ,2.1.ii =
{
P =
(
0 0
p3 0
)
, N0 =
(
0 q
q¯ b
)}
and Caˆ,2.1.ii = {0 = p3q − q¯p¯3}. (4.3.38)
This sub-branch is parameterised by two collinear quaternions p3 and q, and a single real scalar b, such that it
defines an 8-dimensional space in the sub-variety S . Notice that we can choose either q = 0 or b = 0 and this
sub-branch remains supersymmetric. Choosing the former case, we can use the endomorphisms of s1¯ to set
p3 = i and the scaling symmetry of H to produce
P =
(
0 0
i 0
)
and N0 =
(
0 0
0 1
)
. (4.3.39)
In the latter case, we can still choose p3 = i, and the condition in Caˆ,2.1.ii will impose that q must also lie along
i. Again using the scaling symmetry of H in G ⊂ GL(s0¯)×GL(s1¯), we arrive at
P =
(
0 0
i 0
)
and N0 =
(
0 i
−i 0
)
. (4.3.40)
These two examples turn out to be the only super-extensions in this sub-branch. Keeping both b and q at the
outset, we can use the endomorphisms of s1¯ to set b = 0 while imposing that p3 and q lie along i. Thus, in this
case, we could always retrieve the second example above.
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Sub-branch 2.2. Setting N1 6= 0 but keeping N3 = 0, the conditions in (4.3.33) and (4.3.34) become
0 = PNi −NiP
†
0 = HNi +NiH
†
where i ∈ {0, 1}. (4.3.41)
Importantly, we can now have super-extensions in either of the two cases: (i) N0 = 0 and H 6= 0 , or (ii) N0 6= 0
and H = 0. In the former case, in which N0 = 0, (4.3.33) and (4.3.34) become
0 = PN1 −N1P
† and 0 = HN1 +N1H
†. (4.3.42)
The first of these conditions tells us that
N1 =
(
0 r
r¯ d
)
, (4.3.43)
such that 0 = p3r − r¯p¯3. Substituting this N1 into the latter condition, we find
0 = h1r + rp3h1p
−1
3
0 = Re(h3r) + dRe(h1).
(4.3.44)
Assuming r 6= 0 and h1 6= 0, take the real part of the first constraint to get Re(h1) = 0. Alternatively, with r = 0,
d 6= 0 forN1 6= 0; therefore, the second constraint would also imposeRe(h1) = 0. This result allows us to simply
the constraints to
0 = Re(h1) 0 = [h1,rp3] 0 = Re(h3r). (4.3.45)
In fact, the second constraint above is satisfied by
0 = p3r − r¯p¯3, (4.3.46)
so the set of constraints on this sub-branch becomes
Caˆ,2.2.i = {0 = Re(h1), 0 = Re(h3r), 0 = p3r − r¯p¯3}. (4.3.47)
Subject to these constraints, we have the following non-vanishing matrices
Maˆ,2.2.i =
{
P =
(
0 0
p3 0
)
, H =
(
h1 0
h3 p3h1p
−1
3
)
, N1 =
(
0 r
r¯ d
)}
. (4.3.48)
This sub-branch consists of two collinear quaternions p3 and r, one quaternion h3 that is perpendicular to these
two in Im(H), and one imaginary quaternion h1. In addition, there is a single real scalar, d. Notice that if H
vanishes, we produce a system that is equivalent to the one found in sub-branch 2.1.ii; therefore, this sub-branch
is certainly non-empty. However to investigate the role of H, we will require at least one of its components to
be non-vanishing. To simplify H as far as possible, let h1 = 0. Now we can choose either r or d to vanish while
maintaining supersymmetry. Letting r = 0, we can use the endomorphisms of s1¯ on p3 and h3, and employ the
scaling of Z on N1 to arrive at
P =
(
0 0
i 0
)
, H =
(
0 0
i 0
)
, N1 =
(
0 0
0 1
)
. (4.3.49)
Thus, there exist super-extensions in this sub-branch for which H 6= 0. Wanting to be more be a little more
general, we can choose for only h3 to vanish. Then, using the endomorphisms inGL(s1¯), we can set r = di such
that p3 also lies along i. Utilising the scaling symmetry of P and Z inGL(s0¯), we can remove the constants from
the matrices P and N1 to get
P =
(
0 0
i 0
)
and N1 =
(
0 i
−i 1
)
. (4.3.50)
Employing the residual endomorphisms of s1¯, we can now choose h1 to lie along i. This change allows us to
use the scaling symmetry of H in GL(s0¯) such that H becomes
H =
(
i 0
0 i
)
. (4.3.51)
Now, returning to the latter case, in which H vanishes, we have only
0 = PNi −NiP
† where i ∈ {0, 1}, (4.3.52)
which tells us that
N0 =
(
0 q
q¯ b
)
and N1 =
(
0 r
r¯ d
)
, (4.3.53)
where
0 = p3q − q¯p¯3 and 0 = p3r − r¯p¯3. (4.3.54)
Therefore, the set of non-vanishing matrices is given by
Maˆ,2.2.ii =
{
P =
(
0 0
p3 0
)
, N0 =
(
0 q
q¯ b
)
, N1 =
(
0 r
r¯ d
)}
, (4.3.55)
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subject to
Caˆ,2.2.ii = {0 = p3q − q¯p¯3 and 0 = p3r − r¯p¯3}. (4.3.56)
Notice that thematricesN0 andN1 and the constraints on their components take the same form as thematrixN0
and its constraints in sub-branch 2.1.ii. However, this sub-branch is distinct. Notice that, using the endomorph-
isms of s1¯ and the conditions in Caˆ,2.2.ii, we can make all the quaternions parameterising this sub-branch of S
lie along i. The scaling symmetry of P may then be employed to set p3 = i, leaving only b and d unfixed. The
last of the endomorphisms of s1¯ may set one of these parameters to zero, but not both; therefore, we cannot have
N0 = N1, which would be a necessary condition for this sub-branch to be equivalent to (Maˆ,2.1.ii,Caˆ,2.1.ii). How-
ever, we can fix all the parameters of this sub-branch. Had we chosen q = bi with the initial s1¯ endomorphism
and set d = 0, we could scale H and Z to find
P =
(
0 0
i 0
)
, N0 =
(
0 i
−i 1
)
, N1 =
(
0 i
−i 0
)
. (4.3.57)
Thus, this sub-branch is non-empty and we can fix all parameters in each super-extension it contains.
Sub-branch 2.3. Finally, with N1 6= 0 and N3 6= 0, we can substitute θ = (0, 1) into
0 = πθPN3θ
† + θN3(πθP)
† (4.3.58)
to find c = 0. Therefore,N1 and N3 are reduced to
N1 =
(
0 r
r¯ d
)
and N3 =
(
0 0
0 r¯p¯3 − p3r
)
. (4.3.59)
Recall, the condition
0 = Re(θN0θ
†)θH (4.3.60)
tells us that either (i) N0 = 0 and H 6= 0, or (ii) N0 6= 0 and H = 0. Letting N0 = 0, the final conditions for this
sub-branch are
0 = HNi +NiH
† where i ∈ {1, 3}. (4.3.61)
From the discussion in sub-branch 2.2.i, we know that the N1 case produces the constraints
0 = Re(h1), 0 = [h1,rp3], and 0 = Re(h3r). (4.3.62)
Interestingly, the N3 condition adds no new constraints to this set; therefore, we have
Caˆ,2.3.i = {0 = Re(h1), 0 = [h1,rp3], 0 = Re(h3r)}. (4.3.63)
The corresponding matrices for this sub-branch are given by
Maˆ,2.3.i =
{
P =
(
0 0
p3 0
)
, H =
(
h1 0
h3 p3h1p
−1
3
)
, N1 =
(
0 r
r¯ d
)
, N3 =
(
0 0
0 r¯p¯3 − p3r
)}
. (4.3.64)
To establish the existence of super-extensions in this sub-branch, begin by setting H = 0 and d = 0. The endo-
morphisms of s1¯ may be used to set p3 to lie along i and scale r such that r ∈ Sp(1). We can then utilise the
automorphisms of H and the scaling symmetry of P and B in GL(s0¯) to set r and fix the parameters in P and
N3. This leaves us with a super-extension whose matrices are written
P =
(
0 0
i 0
)
, N1 =
(
0 1+ j
1− j 0
)
, N3 =
(
0 0
0 k
)
. (4.3.65)
Using this parameterisation, we can also introduce h1. Substituting p3 = i and r = 1+ j into the constraints of
Caˆ,2.3.i, we find
P =
(
0 0
i 0
)
, H =
(
i − k 0
0 i + k
)
, N1 =
(
0 1+ j
1− j 0
)
, N3 =
(
0 0
0 k
)
. (4.3.66)
Looking to include h3 or d leads to the introduction of parameters that cannot be fixed using the basis trans-
formations G ⊂ GL(s0¯)×GL(s1¯) and the constraints.
In the latter case, for which N0 6= 0, the only remaining condition is
0 = PN0 −N0P
†, (4.3.67)
which we know from the previous sub-branches, tells us that p3 and q are collinear, and that a = 0. Therefore,
the non-vanishing matrices for this sub-branch are
Maˆ,2.3.ii =
{
P =
(
0 0
p3 0
)
, N0 =
(
0 q
q¯ b
)
, N1 =
(
0 r
r¯ d
)
, N3 =
(
0 0
0 r¯p¯3 − p3r
)}
, (4.3.68)
and the constraints are given by
Caˆ,2.3.ii = {0 = p3q − q¯p¯3}. (4.3.69)
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This sub-branch of S has 13 real parameters, being parameterised by two collinear quaternions p3 and q,
an additional quaternion r and two real scalars, b and d. Letting d = 0 and q = 0, we can use the same
transformations as in sub-branch 2.3.i to fix
P =
(
0 0
i 0
)
, N1 =
(
0 1+ j
1− j 0
)
, N3 =
(
0 0
0 k
)
. (4.3.70)
Subsequently employing the scaling symmetry of H in GL(s0¯), we can fix b such that
N0 =
(
0 0
0 1
)
. (4.3.71)
Therefore, there are certainly super-extensions in this sub-branch. We can introduce either q or dwhile continu-
ing to fix all the parameters of the super-extension; however, attempting to include both leads to the inclusion
of a parameter that we cannot fix with the constraints of Caˆ,2.3.ii and basis transformations in G.
nˆ−.
Setting µ = η = 0, λ = 1 and ε = −1, the conditions reduce to
0 = HNi +NiH
† where i ∈ {0, 1}
0 = PN0 −N0P
†
0 = Re(θN0θ
†)β
0 = −Re(θN0θ
†)π
0 = Re(θN0θ
†)θH
0 = πθPN3θ
† + θN3(πθP)
†
N3 = HN3 +N3H
†
−N3 = PN1 −N1P
†.
(4.3.72)
From the third and fourth condition, we instantly get N0 = 0. Therefore, we cannot have any solutions along
sub-branches satisfying case (ii) for nˆ−. We are left with
0 = HN1 +N1H
†
0 = πθPN3θ
† + θN3(πθP)
†
N3 = HN3 +N3H
†
−N3 = PN1 −N1P
†.
(4.3.73)
Sub-branch 2.1. SinceN1 and N3 are the only possible non-vanishing matrices encoding the [Q,Q] bracket, we
cannot have a super-extension in this branch.
Sub-branch 2.2. With N3 = 0, we are left with
0 = HN1 +N1H
† and 0 = PN1 −N1P
†. (4.3.74)
The latter condition tells us that p3 and r are collinear and 0 = cp3. Since we must have p3 6= 0 in this branch,
we have c = 0. Using this result, the first condition above tells us
0 = h1r + rp3h1p
−1
3 + 1
0 = Re(h3r) + d(Re(h1) + 1).
(4.3.75)
In fact, utilising the collinearity of p3 and r, the first of these constraints becomes
0 = (2Re(h1) + 1)Re(p3r). (4.3.76)
Thus, we have
Cnˆ−,2.2.i = {0 = r¯p¯3 − p3r, 0 = (2Re(h1) + 1)Re(p3r), 0 = Re(h3r) + d(Re(h1) + 1)}. (4.3.77)
The non-vanishing matrices in this instance are
Mnˆ−,2.2.i =
{
P =
(
0 0
p3 0
)
, H =
(
h1 0
h3 p3h1p
−1
3 + 1
)
, N1 =
(
0 r
r¯ d
)}
. (4.3.78)
Therefore, the sub-branch in S for these super-extensions of nˆ− is parameterised by two collinear quaternions
p3 and r, two quaternions encoding the action of H on s1¯, h1 and h3, and one real scalar d. Notice, this is the
first instance in which setting some parameters to zero imposes particular values for other parameters in the
extension. In particular, the vanishing of r imposes Re(h1) = −1 by the third constraint in Cnˆ−,2.2.i, since d 6= 0
in this instance. However, if r 6= 0, the second constraint implies 2Re(h1) = −1. In the former case, we can set
h3 and the imaginary part of h1 to zero. Using the endomorphisms of s1¯ to set p3 = i, we can subsequently
employ the scaling symmetry of H and Z to obtain a super-extension with matrices
P =
(
0 0
i 0
)
, H =
(
1 0
0 0
)
and N1 =
(
0 0
0 1
)
. (4.3.79)
Therefore, there exist super-extensions in this sub-branch for which r = 0. Letting r 6= 0, we may again use
the endomorphisms of s1¯ to impose that p3 lies along i; however, due to the first constraint in Cnˆ−,2.2.i, this
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also means that r lies along i. Utilising the scaling symmetry of the s0¯ basis elements, we may write down the
matrices
P =
(
0 0
i 0
)
, H =
(
1 0
0 −1
)
and N1 =
(
0 i
−i 0
)
. (4.3.80)
Thus, super-extensions for which r 6= 0 exist in this sub-branch. In both cases, residual s1¯ endomorphisms may
be used to set h3 and the imaginary part of h1 should we choose to include them.
Sub-branch 2.3. Setting N3 6= 0, we must now consider
0 = πθPN3θ
† + θN3(πθP)
†, (4.3.81)
which, on substituting in θ = (0, 1), tells us that c = 0. Therefore, as in sub-branch 2.2, the first condition of
(4.3.73) tells us
0 = h1r + rp3h1p
−1
3 + 1
0 = Re(h3r) + d(Re(h1) + 1).
(4.3.82)
However, unlike sub-branch 2.2, r and p3 are not collinear since the imaginary part of p3r makes up the only
non-vanishing component of N3:
N3 =
(
0 0
0 r¯p¯3 − p3r
)
. (4.3.83)
Substituting this N3 into its condition from the [H,Q,Q] identity, we find
(1− 2Re(h4)) Im(l) = [Im(h4), Im(l)], (4.3.84)
where h4 = p3h1p
−1
3 + 1 and l = r¯p¯3 − p3r. Since Im(l) is perpendicular to [Im(h4), Im(l)], both sides of this
expression must vanish separately. Substituting h4 and l into the above expressions, we find
0 = (1+ 2Re(h1)) Im(p3r) and 0 = [h1,rp3]. (4.3.85)
As stated above, r and p3 are not collinear; therefore, the first constraint here tells us that
2Re(h1) = −1. (4.3.86)
Substituting this result into the second constraint in (4.3.82), we find
2Re(h3r) = −d. (4.3.87)
Putting all these results together, the constraints are
Cnˆ−,2.3.i = {2Re(h1) = −1, 2Re(h3r) = −d, 0 = [h1,rp3]}, (4.3.88)
for the non-vanishing matrices
Mnˆ−,2.3.i =
{
P =
(
0 0
p3 0
)
, H =
(
h1 0
h3 p3h1p
−1
3 + 1
)
, N1 =
(
0 r
r¯ d
)
, N3 =
(
0 0
0 r¯p¯3 − p3r
)}
. (4.3.89)
Notice, the sub-branch in S describing these super-extensions of nˆ− is parameterised by four quaternions p3,
h1, h3 and r, and one real scalar d. Wanting to establish the existence of super-extensions in this sub-branch,
we can choose to set h3, d, and the imaginary part of h1 to zero. Then, utilising the endomorphisms of s1¯, we
can impose that p3 must lie along i and that r must have unit norm. Subsequently employing Aut(H) to fix r,
we can finally scale H, Z, P, and B to get the super-extension
P =
(
0 0
i 0
)
, H =
(
1 0
0 −1
)
, N1 =
(
0 1+ j
1− j 0
)
, N3 =
(
0 0
0 k
)
. (4.3.90)
Having established that this sub-branch is not empty, we may look to introduce the components we have set
to zero for this example. Notably, we may introduce the imaginary part of h1 while still fixing all parameters
using the basis transformations G ⊂ GL(s0¯) × GL(s1¯). However, the inclusion of either h3 or d will introduce
parameters that cannot be fixed.
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nˆ+ and gˆ.
Substituting λ = ε = 0, µ = ±1 into the conditions of (4.3.29),7 we instantly have N3 = 0 and
0 = HNi +NiH
† where i ∈ {0, 1}
0 = PNi −NiP
† where i ∈ {0, 1}
0 = Re(θN0θ
†)θH
0 = ±Re(θN0θ†)β.
(4.3.92)
The final condition here states that N0 = 0; therefore, N1 is the only possible non-vanishing matrix of those
encoding [Q,Q]. This result tells us there will be no sub-branch 2.1 or 2.3 for these algebras and no sub-branch
satisfying case (ii), in which N0 6= 0. Therefore, the conditions reduce to
0 = HN1 +N1H
† and 0 = PN1 −N1P
†. (4.3.93)
Under the assumption that p3 6= 0 for this branch of super-extensions, the latter condition tells us that c = 0
and that p3 and r are collinear:
0 = r¯p¯3 − p3r. (4.3.94)
Substituting these results into the first condition, we find
0 = Re(h1), 0 = [h1,rp3] and 0 = Re(h3r). (4.3.95)
Notice that since p3 and r are collinear, the second constraint is instantly satisfied. Thus, our constraints reduce
to
Cnˆ+ and gˆ,2.2.i = {0 = Re(h1), 0 = Re(h3r), 0 = r¯p¯3 − p3r}. (4.3.96)
The non-vanishing matrices in this instance are
Mnˆ+ and gˆ,2.2.i =
{
P =
(
0 0
p3 0
)
, H =
(
h1 0
h3 p3h1p
−1
3
)
, N1 =
(
0 r
r¯ d
)}
. (4.3.97)
This sub-branch has identical (M,C) to sub-branch 2.2.i for aˆ. Therefore, for a discussion on the existence of
such super-extensions, we refer the reader to the discussion found there.
4.3.3. Branch 3.
P = Z = 0 B =
(
0 0
b3 0
)
H =
(
h1 0
h3 b3h1b
−1
3 − λ
)
. (4.3.98)
Exploiting the vanishing of Z and P, we can reduce the conditions from Lemmas 4.2 and 4.3. In particular, the
vanishing of P, when substituted into the conditions from the [P,Q,Q] super-Jacobi identity, tells us thatN3 = 0
and
0 = ηRe(θN0θ
†)π
0 = εRe(θN0θ
†)π+ 1
2
[π,θN2θ
†].
(4.3.99)
The [B,Q,Q] identity then produce
0 = BN0 −N0B
†
N4 = BN1 −N1B
†
0 = βθBN2θ
† + θN2(βθB)
†
0 = λRe(θN0θ
†)β+ 1
2
[β,θN2θ
†]
µRe(θN0θ
†)β = βθBN4θ
† + θN4(βθB)
†.
(4.3.100)
The conditions from the [Z,Q,Q] identity are satisfied since Z = 0, and, lastly, the [H,Q,Q] super-Jacobi identity
produces
0 = HNi +NiH
† where i ∈ {0, 1, 2}
0 = ηN4
εN4 = HN4 +N4H
†.
(4.3.101)
From Lemma 4.3, we get
Re(θN0θ
†)θH = 1
2
θN2θ
†
θ. (4.3.102)
7Whether we are in the nˆ+ or gˆ case makes no difference: the distinction between the two is the value of η, which, if non-vanishing,
would add the condition
0 = Re(θN0θ
†)pi. (4.3.91)
This condition setsN0 = 0, but we already have this result from another condition. Therefore, the super-extensions are the same for both
of these generalised Bargmann algebras.
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As in both previous branches, the conditions
0 = λRe(θN0θ
†)β+ 1
2
[β,θN2θ
†]
0 = εRe(θN0θ
†)π+ 1
2
[π,θN2θ
†],
(4.3.103)
tell us N2 = 0, such that, putting everything together, we have
0 = ηN4
0 = HNi +NiH
† where i ∈ {0, 1}
0 = BN0 −N0B
†
0 = ηRe(θN0θ
†)π
0 = λRe(θN0θ
†)β
0 = εRe(θN0θ
†)π
0 = Re(θN0θ
†)θH
εN4 = HN4 +N4H
†.
N4 = BN1 −N1B
†
µRe(θN0θ
†)β = βθBN4θ
† + θN4(βθB)
†
∀β,π ∈ Im(H),∀θ ∈ H.
(4.3.104)
We can now use some of the conditions common to all generalised Bargmann algebras to identify possible sub-
branches with which we can organise our investigations. Substituting the N1 from (4.3.2) and the N4 from
(4.3.3) into the condition
N4 = BN1 −N1B
†, (4.3.105)
we can write N4 in terms of the parameters in N1 and B:
N4 =
(
0 −cb¯3
cb3 b3r − r¯b¯3
)
. (4.3.106)
Notice that this meansN4 is completely dependent onN1: ifN1 = 0 thenN4 = 0. Therefore, in general, we have
the following sub-branches:
(1) N1 = 0 and N4 = 0,
(2) N1 6= 0 and N4 = 0,
(3) N1 6= 0 and N4 6= 0.
Also, as in branches 1 and 2, the condition derived from the [Q,Q,Q] identity tells us that eitherN0 orH vanishes.
We will consider both of these cases within each sub-branch, identifying them as
(i) N0 = 0 and H 6= 0, and
(ii) N0 6= 0 and H = 0.
aˆ.
Setting λ = µ = η = ε = 0, the conditions in (4.3.104) reduce to
0 = HNi +NiH
† where i ∈ {0, 1, 4}
0 = BN0 −N0B
†
0 = βθBN4θ
† + θN4(βθB)
†
0 = Re(θN0θ
†)θH
N4 = BN1 −N1B
†.
(4.3.107)
As in branch 2, none of these conditions force the vanishing of anymoreNi; therefore, super-extensionsmay be
found in each of the sub-branches. In fact, because of the symmetry of the generatorsB andP in this generalised
Bargmann algebra, we may use automorphisms to transform the above conditions into those in (4.3.33) and
(4.3.34), which describe the super-extensions of aˆ in branch 2. More explicitly, substitute the transformation
with matrices
A =
(
1 0
0 1
)
, C =
(
0 −1
1 0
)
, and M =
(
1 0
0 1
)
, (4.3.108)
and the quaternion u = 1, into (4.1.34). Putting the transformed matrices into the conditions of (4.3.107), we
recover the conditions of (4.3.33) and (4.3.34). Therefore, all the super-extensions of aˆ in this branch are equi-
valent to the super-extensions of branch 2. Thus, for this particular generalised Bargmann algebra, this branch
produces no new super-extensions.
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nˆ−.
Setting µ = η = 0, λ = 1 and ε = −1, the conditions of (4.3.104) become
0 = HNi +NiH
† where i ∈ {0, 1}
0 = BN0 −N0B
†
0 = Re(θN0θ
†)β
0 = −Re(θN0θ
†)π
0 = Re(θN0θ
†)θH
−N4 = HN4 +N4H
†.
N4 = BN1 −N1B
†
0 = βθBN4θ
† + θN4(βθB)
†.
(4.3.109)
The conditions
0 = Re(θN0θ
†)β and 0 = −Re(θN0θ
†)π (4.3.110)
tell us that N0 must vanish, leaving only
0 = HN1 +N1H
†
0 = βθBN4θ
† + θN4(βθB)
†
−N4 = HN4 +N4H
†
N4 = BN1 −N1B
†.
(4.3.111)
Notice, this result tells us that we cannot have any sub-branches satisfying case (ii); therefore, all sub-branches
(M,C) discussed below will have a subscript ending in i. Like the aˆ case, this generalised Bargmann algebra
allows for an automorphism which transforms the conditions for this branch into the conditions for branch 2.
However, in this instance, this branchwill produce some distinct super-extensions. This result is a consequence
of the parameters ε and λ and their appearance in H. In branch 2, the matrix H is written as
H =
(
h1 0
h3 p3h1p
−1
3 − ε
)
, (4.3.112)
and in this branch, it is written
H =
(
h1 0
h3 p3h1p
−1
3 − λ
)
. (4.3.113)
Since nˆ− has ε = −1 and λ = 1, this matrix differs in these branches, if only be a sign. Thus, although the invest-
igations into the super-extensions of nˆ− in this branch will be very similar to those in the previous branch, we
will give a partial presentation of them here to demonstrate any consequences of this change in sign. In par-
ticular, we will omit the discussions on the existence of super-extensions and parameter fixing as these require
only trivial adjustments from those found in branch 2.
Sub-branch 3.1. As N0 = 0, we cannot have both N1 and N4 vanish; therefore, there is no super-extension in
this sub-branch.
Sub-branch 3.2. Letting N1 6= 0 and N4 = 0, we are left with only the conditions
0 = HN1 +N1H
† and 0 = BN1 −N1B
†. (4.3.114)
The second condition above tells us that
0 = cb3 and 0 = b3r − r¯b¯3. (4.3.115)
As b3 6= 0 by assumption, c = 0. Substituting this result into the first condition above, we find
0 = h1r + rb3h1b
−1
3 − 1
0 = Re(h3r) + d(Re(h1) − 1).
(4.3.116)
Using the collinearity of b3 and r, the first of these constraints tells us that
0 = (2Re(h1) − 1)Re(b3r). (4.3.117)
Therefore, the constraints in this instance are given by
Cnˆ−,3.2.i = {0 = b3r − r¯b¯3, 0 = (2Re(h1) − 1)Re(b3r), 0 = Re(h3r) + d(Re(h1) − 1)}. (4.3.118)
The non-vanishing matrices in this instance are
Mnˆ−,3.2.i =
{
B =
(
0 0
b3 0
)
, H =
(
h1 0
h3 b3h1b
−1
3 − 1
)
, N1 =
(
0 r
r¯ d
)}
. (4.3.119)
This sub-branch of S is parameterised by two collinear quaternions b3 and r, two quaternions encoding the
action of H on s1¯, h1 and h3, and one real scalar d. Notice that the real component of h1 varies depending on
whether r vanishes. Together with the super-extensions in sub-branch 2.2.i for nˆ−, these are the only super-
extensions that demonstrate this type of dependency. If r = 0, the first two constraints of Cnˆ−,3.2.i are trivial,
and the third condition tell us that Re(h1) = 1, since d 6= 0 for N1 6= 0. However, if r 6= 0, the second constraint
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requires 2Re(h1) = 1. In this instance, the third constraint then becomes 2Re(h3r) = d. As the matrices and
conditions for this sub-branch are so similar to those in 2.2.i, we refer the reader the discussion on existence of
super-extensions and parameter fixing presented there.
Sub-branch 3.3. Finally, let N1 6= 0 and N4 6= 0. The condition
0 = βθBN4θ
† + θN4(βθB)
† (4.3.120)
imposes c = 0, such that
N1 =
(
0 r
r¯ d
)
and N4 =
(
0 0
0 b3r − r¯b¯3
)
. (4.3.121)
This result reduces the conditions in (4.3.111) to
0 = HN1 +N1H
†
−N4 = HN4 +N4H
†.
(4.3.122)
Substituting the N4 from (4.3.121) into the second condition above, we have
− l = h4l + lh¯4, (4.3.123)
where l = b3r − r¯b¯3 and h4 = b3h1b
−1
3 − 1. We can rewrite this condition as
(1+ 2Re(h4))l = [l,h4]. (4.3.124)
Notice that the R.H.S. of this expression must lie in Im(H) and be orthogonal to l, which is imaginary by con-
struction. Therefore, both sides of this expression must vanish independently:
0 = (1+ 2Re(h4))l 0 = [l,h4]. (4.3.125)
Substituting l and h4 into these constraints, we find
0 = (2Re(h1) − 1)(b3r − r¯b¯3) and 0 = [h1,rb3], (4.3.126)
respectively. For N4 to not vanish, we must have Im(b3r) 6= 0, so, by the first constraint above, we need
2Re(h1) = 1. The first condition in (4.3.122) produces the same constraints as in sub-branch 3.2; namely,
0 = h1r + rb3h1b
−1
3 − 1
0 = Re(h3r) + d(Re(h1) − 1).
(4.3.127)
Notice that the requirement of setting 2Re(h1) = 1 makes the second constraint here 2Re(h3r) = d, and that
the first constraint is equivalent to 0 = [h1,rb3]. Therefore, the constraints on this sub-branch are given by
Cnˆ−,3.3.i = {d = 2Re(h3r), 1 = 2Re(h1) and 0 = [h1,rb3]}, (4.3.128)
and the non-vanishing matrices are
Mnˆ−,3.3.i =
{
B =
(
0 0
b3 0
)
, H =
(
h1 0
h3 b3h1b
−1
3 − 1
)
, N1 =
(
0 r
r¯ d
)
, N4 =
(
0 0
0 b3r − r¯b¯3
)}
.
(4.3.129)
For the discussion on existence of super-extensions and how to fix the parameters of the matrices describing
this sub-branch of S , we refer the reader to sub-branch 2.3.i. The application of the discussion to the present
case requires only minor adjustments.
nˆ+.
Substituting λ = ε = 0, µ = 1, and η = −1 into the results for Lemmas 4.2 and 4.3, we find
0 = −N4
0 = HNi +NiH
† where i ∈ {0, 1, 4}
0 = BN0 −N0B
†
0 = −Re(θN0θ
†)π
0 = Re(θN0θ
†)θH
N4 = BN1 −N1B
†
Re(θN0θ
†)β = βθBN4θ
† + θN4(βθB)
†.
(4.3.130)
Therefore, N4 vanishes, and N0 vanishes by 0 = −Re(θN0θ†)π. This leaves us with
0 = HN1 +N1H
† and 0 = BN1 −N1B
†. (4.3.131)
Notice that these conditions are similar to those of (4.3.93), which describe the super-extensions of nˆ+ in branch
2. In fact, we can utilise the automorphisms of nˆ+ to transform the above conditions into those in (4.3.93). Un-
like the nˆ− case, since nˆ+ has vanishing ε and λ, there is no discrepancy between the transformed matrices and
those of branch 2; therefore, the super-extensions of nˆ+ in branches 2 and 3 are equivalent. Thus, we have no
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new super-extensions here.
gˆ.
Substituting λ = η = ε = 0 and µ = −1 into (4.3.104), we have
0 = HNi +NiH
† where i ∈ {0, 1, 4}
0 = BN0 −N0B
†
0 = Re(θN0θ
†)θH
N4 = BN1 −N1B
†
−Re(θN0θ
†)β = βθBN4θ
† + θN4(βθB)
†.
(4.3.132)
With these conditions, we can now investigate the three sub-branches.
Sub-branch 3.1. We cannot have N1 = N4 = 0, since the vanishing of N4 means N0 = 0 through
−Re(θN0θ
†)β = βθBN4θ
† + θN4(βθB)
†. (4.3.133)
This would cause allNi to vanish such that [Q,Q] = 0. Therefore, there is no super-extension in this sub-branch.
Sub-branch 3.2. With only N1 6= 0, the conditions reduce to
0 = HN1 +N1H
† and 0 = BN1 −N1B
†. (4.3.134)
Notice that this is the same set of conditions as the nˆ+ case above. Therefore, we may expect the analysis for
this generalised Bargmann algebra to be analogous. However, there is a very important distinction. In the nˆ+
case, we were able to use the automorphisms to transform the conditions into those of sub-branch 2.2. This
automorphism is not permitted by the generalised Bargmann algebra gˆ. Therefore, although the analysis will
be the same mutatis mutandis as that of sub-branch 2.2, the resulting super-extensions will be distinct.
Now, since N1 is the only possible non-vanishing matrix in the [Q,Q] bracket, it must have non-zero compon-
ents. The latter condition above tells us that c = 0 and b3 and r are collinear quaternions, while the former
condition imposes
0 = h1r + rb3h1b
−1
3
0 = Re(h3r) + dRe(h1).
(4.3.135)
Notice that if r = 0, we need d 6= 0 for the existence of a super-extension; therefore, the final constraint above
would impose Re(h1) = 0. Similarly, if r 6= 0, the first constraint would also enforce Re(h1) = 0. Thus, in all
super-extensions, we require Re(h1) = 0. Using this result, these two constraints simplify to
0 = [h1,rb3] and 0 = Re(h3r). (4.3.136)
However, since b3 and r are collinear and it is only the imaginary part of rb3 that will contribute to [h1,rb3],
the first of these constraints is already satisfied. Therefore, the final set of constraints on this sub-branch is
Cgˆ,3.2.i = {0 = b3r − r¯b¯3, 0 = Re(h1), 0 = Re(h3r)}. (4.3.137)
Subject to these constraints, we have non-vanishing matrices are
Mgˆ,3.2.i =
{
B =
(
0 0
b3 0
)
, H =
(
h1 0
h3 b3h1b
−1
3
)
, N1 =
(
0 r
r¯ d
)}
. (4.3.138)
Since this (M,C) is analogous to the one found in branch 2 for nˆ+ and gˆ, wewill omit the discussion on existence
of super-extensions and parameter fixing.
Sub-branch 3.3. Finally, with N4 6= 0, we can think of setting N0 6= 0 and H = 0. But first, try setting N0 = 0 to
allow H 6= 0. The conditions become
0 = HNi +NiH
† where i ∈ {1, 4}
N4 = BN1 −N1B
†
0 = βθBN4θ
† + θN4(βθB)
†.
(4.3.139)
Notice that the second condition above allows us to write N4 in terms of B and N1:
N4 =
(
0 −cb¯3
cb3 b3r − r¯b¯3
)
. (4.3.140)
The third condition then imposes c = 0, since b3 6= 0, leaving us with
N1 =
(
0 r
r¯ d
)
and N4 =
(
0 0
0 b3r − r¯b¯3
)
, (4.3.141)
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Using these matrices in the final conditions,
0 = HNi +NiH
† where i ∈ {1, 4}, (4.3.142)
produces
0 = [h1,rb3], (4.3.143)
when i = 4, and, when i = 1, we obtain
0 = h1r + rb3h1b
−1
3
0 = Re(h3r) + dRe(h1).
(4.3.144)
Since r 6= 0 for N4 6= 0, the first condition here states that Re(h1) = 0. Therefore, the constraints on the
parameters of this super-extension are given by
Cgˆ,3.3.i = {0 = Re(h1), 0 = [h1,rb3], 0 = Re(h3r)}. (4.3.145)
The non-vanishing matrices associated with this sub-branch are
Mgˆ,3.3.i =
{
B =
(
0 0
b3 0
)
, H =
(
h1 0
h3 b3h1b
−1
3
)
, N1 =
(
0 r
r¯ d
)
, N4 =
(
0 0
0 b3r − r¯b¯3
)}
. (4.3.146)
The (M,C) of this sub-branch is the same mutatis mutandis as that of sub-branch 2.3.i for aˆ; therefore, we refer
the reader to the discussion found there on existence of super-extensions and parameter fixing.
Finally, let N0 6= 0 such that H = 0. The conditions remaining from (4.3.132) are
0 = BN0 −N0B
†
N4 = BN1 −N1B
†
−Re(θN0θ
†)β = βθBN4θ
† + θN4(βθB)
†.
(4.3.147)
We know how the second condition acts from the discussion at the beginning of this branch. The first of these
conditions tells us
0 = a and 0 = b3q − q¯b¯3, (4.3.148)
and the third, substituting in θ = (0, 1), produces
− b = 2c|b3|
2. (4.3.149)
Now substituting θ = (1, s) into the third condition, we find
− 2Re(sq¯) − b|s|2 = 2c|s|2|b3|
2. (4.3.150)
Therefore, using the previous result and letting s = 1, s = i, s = j and s = k, we see that all components of q
must vanish. We thus have non-vanishing matrices
Mgˆ,3.3.ii =
{
B =
(
0 0
b3 0
)
, N0 =
(
0 0
0 −2c|b3|
2
)
, N1 =
(
c r
r¯ d
)
, N4 =
(
0 −cb¯3
cb3 b3r − r¯b¯3
)}
. (4.3.151)
Interestingly, there are no additional constraints to the parameters of this sub-branch; therefore,Cgˆ,3.3.ii is empty.
Notice the sub-branch of S for this type of super-extension is parameterised by two quaternions b3 and r, and
two real scalars c and d. To demonstrate that this sub-branch is not empty, we begin by setting both r and d to
zero. This choice allows us to utilise the endomorphisms of s1¯ to set b3 = i and c = 1. Employing the scaling
symmetry of the basis elements, we arrive at
B =
(
0 0
i 0
)
, N0 =
(
0 0
0 1
)
, N1 =
(
1 0
0 0
)
, N4 =
(
0 i
i 0
)
. (4.3.152)
We may now look to introduce r and d. Again using the endomorphisms of s1¯, we can impose that b3 must lie
along i, set |r|2 = 1, and choose
√
2c = 1. This choice for r imposes that r ∈ Sp(1), and we may utilise Aut(H)
to fix
√
2r = 1 + i. Having chosen r 6= 0, we can always employ the residual endomorphisms of s1¯ to set d = 0.
Using the only remaining symmetry, the scaling of H, Z, B, and P, we find
B =
(
0 0√
2i 0
)
, N0 =
(
0 0
0 1
)
, N1 =
(
1 1+ i
1− i 0
)
, N4 =
(
0 i
i 2i
)
. (4.3.153)
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4.3.4. Branch 4.
Z = 0 H =
(
h1 0
h3 h4
)
B =
(
0 0
b3 0
)
P =
(
0 0
p3 0
)
, (4.3.154)
subject to
[u,h1] = −µu
2 + (λ− ε)u + η or [v,h1] = ηv
2 + (λ− ε)v + µ, (4.3.155)
where 0 6= u = b−13 p3 and 0 6= v = p−13 b3. Recall, we keep both of these constraints as, depending on the
generalised Bargmann algebra under investigation, one of them will prove more useful than the other. We still
need to determine the generalised Bargmann algebras for which this branch could provide a super-extension.
Therefore, we will consider each algebra in turn, and analyse those for which the above constraints may hold.
aˆ.
Setting λ = µ = η = ε = 0 in (4.3.155), we could still get a super-extension, as long as we impose
0 = [u,h1]. (4.3.156)
Throughout this section, we will choose to write parameters in terms of b3; therefore, we write p3 = b3u and
h4 = b3h1b
−1
3 , where u ∈ H. Notice that the significance of u is only manifest when h1 6= 0: when h1 vanishes,
we are simply replacing p3 with u. However, since u will be important is several instances, we will always use
this notation.
Since neither B nor P vanish, there are no immediate results as in the three previous branches: all the con-
ditions of Lemmas 4.2 and 4.3 must be taken into consideration. However, as with branches 2 and 3, we can
organise our investigations based on dependencies. In particular, the conditions
N4 = BN1 −N1B
†
−N3 = PN1 −N1P
†
1
2
[β,θN2θ
†] = βθBN3θ
† + θN3(βθB)
†
1
2
[π,θN2θ
†] = πθPN4θ
† + θN4(πθP)
†,
(4.3.157)
show us that if N1 vanishes, so must N2,N3, and N4. Additionally, the vanishing of either N3 or N4 means we
must have N2 = 0. Therefore, we can divide our investigations into the following sub-branches.
(1) N1 = N2 = N3 = N4 = 0
(2) N1 6= 0 and N2 = N3 = N4 = 0
(3) N1 6= 0, N3 6= 0, and N2 = N4 = 0
(4) N1 6= 0, N4 6= 0, and N2 = N3 = 0
(5) N1 6= 0, N3 6= 0, N4 6= 0, and N2 = 0
(6) N1 6= 0, N2 6= 0, N3 6= 0, and N4 6= 0.
Unlike branches 1, 2 and 3, the [Q,Q,Q] super-Jacobi identity will not always result in the cases (i), in which
N0 = 0 and H 6= 0, or (ii), in which N0 6= 0 and H = 0. There are instances in which both N0 and H may not
vanish. These cases, will be labelled (iii).
Sub-branch 4.1. With onlyN0 left available, it cannot vanish for a supersymmetric extension to exist. Therefore,
the [Q,Q,Q] identity,
Re(θN0θ
†)θH = 0, (4.3.158)
tells us we must have H = 0. The remaining conditions are then
0 = BN0 −N0B
† and 0 = PN0 −N0P
†, (4.3.159)
which tell us
0 = a, 0 = b3q − q¯b¯3 and 0 = b3uq − q¯u¯b¯3. (4.3.160)
This sub-branch thus has non-vanishing matrices
B =
(
0 0
b3 0
)
, P =
(
0 0
b3u 0
)
, N0 =
(
0 q
q¯ b
)
, (4.3.161)
subject to the constraints
0 = b3q − q¯b¯3, 0 = b3uq − q¯u¯b¯3. (4.3.162)
Notice that these matrices and constraints are very similar to (Maˆ,2.1.ii,Caˆ,2.1.ii). In fact, employing the auto-
morphisms of aˆ, we can show that the above system is equivalent to sub-branch 2.1.ii. Using the endomorph-
isms of s1¯ and the constraints above, we can set b3, b3u and q to lie along i, and set b = 0. In particular, this
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means that u ∈ R. Scaling B, P, and H, we find the matrices
B =
(
0 0
i 0
)
, P =
(
0 0
i 0
)
, N0 =
(
0 i
−i 0
)
, (4.3.163)
which under the basis transformation with
C =
(
1 −1
0 1
)
, (4.3.164)
recovers the maximal super-extension of sub-branch 2.1.ii. Thus, this sub-branch does not contribute any new
super-extensions to aˆ.
Sub-branch 4.2. The [Q,Q,Q] identity still imposes that eitherN0 orHmust vanish in this sub-branch; however,
we can now consider the case where N0 = 0 as we have N1 6= 0. First, consider case (i), with N0 = 0 such that
H 6= 0. The conditions remaining are
0 = HN1 +N1H
†
0 = BN1 −N1B
†
0 = PN1 −N1P
†,
(4.3.165)
The latter two conditions tell us that c = 0 and b3 is collinear with b3u and r. Substituting these results into the
first condition, we find
0 = h1r + rb3h1b
−1
3
0 = Re(h3r) + dRe(h1).
(4.3.166)
We know from the analysis of branch 3 that demanding N1 6= 0 under these conditions imposes Re(h1) = 0;
and, that having the condition
0 = b3r − r¯b¯3 (4.3.167)
means we always satisfy the imaginary part of
0 = h1r + rb3h1b
−1
3 . (4.3.168)
Putting all this together, we find the constraints on this sub-branch to be
0 = Re(h1), 0 = Re(h3r), 0 = b3r − r¯b¯3, 0 = b3ur − r¯u¯b¯3, 0 = [u,h1]. (4.3.169)
The non-vanishing matrices are then
B =
(
0 0
b3 0
)
, P =
(
0 0
b3u 0
)
, H =
(
h1 0
h3 b3h1b
−1
3
)
and N1 =
(
0 r
r¯ d
)
. (4.3.170)
Notice that b3, r and b3u all being collinear implies that u ∈ R. Thus the final constraint is satisfied, and, as in
sub-branch 4.1, we can use the endomorphisms of s1¯ and the automorphisms of aˆ to rotate B and P such that
we only have the matrix P, in which p3 = i. The resulting matrices and constraints are then equivalent to those
found in sub-branch 2.2.i, and, therefore, this sub-branch does not produce any new super-extensions for aˆ.
Now, considering case (ii), let H = 0. The remaining conditions are
0 = BNi −NiB
† where i ∈ {0, 1}
0 = PNi −NiP
† where i ∈ {0, 1}. (4.3.171)
Therefore, N0 and N1 take the same form in this instance: both a and c vanish, with q and r being collinear to
both b3 and b3u. In summary, the constraints are
0 = b3q − q¯b¯3, 0 = b3uq − q¯u¯b¯3, 0 = b3r − r¯b¯3, 0 = b3ur − r¯u¯b¯3, (4.3.172)
and the non-vanishing matrices are
B =
(
0 0
b3 0
)
, P =
(
0 0
b3u 0
)
, N0 =
(
0 q
q¯ b
)
, and N1 =
(
0 r
r¯ d
)
. (4.3.173)
Through the same use of the subgroup G ⊂ GL(s0¯) × GL(s1¯) as discussed for case (i), we find that this sub-
branch is equivalent to 2.2.ii for aˆ.
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Sub-branch 4.3. Now with N3 6= 0, we can use
−N3 = PN1 −N1P
† and 0 = πθPN3θ
† + θN3(πθP)
† (4.3.174)
to first write N3 in terms of P and N1 before setting c = 0 by substituting θ = (0, 1) into the latter condition.
This produces the matrix
N3 =
(
0 0
0 r¯u¯b¯3 − b3ur
)
. (4.3.175)
Since N3 and B are non-vanishing, the condition from the [Q,Q,Q] identity no longer states that we must set
either N0 or H to zero. We have
Re(θN0θ
†)θH = θN3θ
†
θB. (4.3.176)
Substituting θ = (0, 1) into the above condition, we find
bh3 = (r¯u¯b¯3 − b3ur)b3 and bh1 = 0. (4.3.177)
By assumption N3 6= 0; therefore, both b and h3 cannot vanish. Using this result, the second constraint tells us
that h1 = 0. Thus H is reduced to a strictly lower-diagonal matrix. As in sub-branch 4.2, we have
0 = BNi −NiB
† where i ∈ {0, 1}
0 = PN0 −N0P
†,
(4.3.178)
which tell us a and c vanish, and
0 = b3q − q¯b¯3, 0 = b3uq − q¯u¯b¯3, and 0 = b3r − r¯b¯3. (4.3.179)
Using these results and the rewriting of h3 in (4.3.177), the conditions from the [H,Q,Q] identity are instantly
satisfied. Therefore, the constraints on the parameters of this sub-branch are
0 = b3q − q¯b¯3, 0 = b3uq − q¯u¯b¯3, 0 = b3r − r¯b¯3, and bh3 = (r¯u¯b¯3 − b3ur)b3. (4.3.180)
Notice that the first three constraints here tell us that b3 is collinear with both q and r and that b3u is collinear
with q. In particular, were we to use the endomorphisms of s1¯ to set q to lie along i, b3, b3u and r would all lie
along i as well. Thus, b3ur ∈ R, such that N3 = 0. Therefore, this sub-branch is empty.
Sub-branch 4.4. This sub-branch will be very similar to the one above due to the similarity in the conditions
the super-Jacobi identities imposes on N3 and N4. Using
N4 = BN1 −N1B
† and 0 = βθBN4θ
† + θN4(βθB)
†, (4.3.181)
we know N4 may be written
N4 =
(
0 0
0 b3r − r¯b¯3
)
. (4.3.182)
Lemma 4.3 then tells us that
Re(θN0θ
†)θH = θN4θ
†
θP. (4.3.183)
Substituting θ = (0, 1) into this condition produces
bh3 = (b3r − r¯b¯3)b3u and bh1 = 0. (4.3.184)
Since b3u 6= 0 and b3r − r¯b¯3 6= 0 by assumption, b cannot vanish; therefore, h1 = 0. The conditions
0 = PNi −NiP
† where i ∈ {0, 1}
0 = BN0 −N0B
†,
(4.3.185)
tell us that both a and c vanish, and
0 = b3q − q¯b¯3, 0 = b3uq − q¯u¯b¯3, and 0 = b3ur − r¯u¯b¯3. (4.3.186)
Finally, we have the conditions from the [H,Q,Q] identity, which impose
0 = Re(h3q) and 0 = Re(h3r). (4.3.187)
However, using the form of h3 in (4.3.184) and the collinearity of b3u with q and r, both of these constraints
are already satisfied. Therefore, the final set of constraints on this sub-branch is
0 = b3q − q¯b¯3, 0 = b3uq− q¯u¯b¯3, 0 = b3ur − r¯u¯b¯3, bh3 = (b3r − r¯b¯3)b3u. (4.3.188)
Notice that the first three constraints tell us that b3, b3u, q, and r are collinear. This tells us that b3r ∈ R; there-
fore, significantly, N4 = 0. Thus this sub-branch is empty.
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Sub-branch 4.5. Now with non-vanishing N3 and N4, we can begin by using
−N3 = PN1 −N1P
†
0 = πθPN3θ
† + θN3(πθP)
†
and
N4 = BN1 +N1B
†
0 = βθBN4θ
† + θN4(βθB)
†,
(4.3.189)
to write
N1 =
(
0 r
r¯ d
)
, N3 =
(
0 0
0 r¯u¯b¯3 − b3ur
)
and N4 =
(
0 0
0 b3r − r¯b¯3
)
. (4.3.190)
Using these results, substitute θ = (0, 1) into the condition from the [Q,Q,Q] identity to find
bh3 = (r¯u¯b¯3 − b3ur)b3 + (b3r − r¯b¯3)b3u and bh1 = 0. (4.3.191)
As in all previous sub-branches, the [P,Q,Q] and [B,Q,Q] conditions on N0 tell us
0 = a, 0 = b3q − q¯b¯3 and 0 = b3uq − q¯u¯b¯3. (4.3.192)
Finally, the [H,Q,Q] identities tell us
0 = Re(h3q) + bRe(h1)
0 = h1q + qb3h1b
−1
3
and
0 = Re(h3r) + dRe(h1)
0 = h1r + rb3h1b
−1
3 .
(4.3.193)
Since, by assumption, N1 6= 0, these constraints mean we must have Re(h1) = 0. If r = 0, we would need d 6= 0,
which, when substituted into 0 = dRe(h1), mean Re(h1) = 0. Alternatively, if r 6= 0, we multiply
0 = h1r + rb3h1b
−1
3 (4.3.194)
on the right by r−1 and take the real part to obtain Re(h1) = 0. Knowing this, we can use the fact b3h1b
−1
3 ∈
Im(H) to rewrite the remaining imaginary part of this constraint as
0 = [h1,rb3]. (4.3.195)
Additionally, since Re(h1) = 0, we can use 0 = b3q − q¯b¯3 to instantly satisfy the condition
0 = h1q + qb3h1b
−1
3 . (4.3.196)
These results leave us with
Caˆ,4.5.iii = {0 = b3q − q¯b¯3, 0 = b3uq − q¯u¯b¯3,
0 = Re(h3q), 0 = Re(h3r), 0 = Re(h1),
0 = [h1,rb3], 0 = bh1, bh3 = −2 Im(b3ur)b3 + 2 Im(b3r)b3u}.
(4.3.197)
Subject to these constraints, the non-vanishing matrices are
Maˆ,4.5.iii =
{
B =
(
0 0
b3 0
)
, P =
(
0 0
b3u 0
)
, H =
(
h1 0
h3 b3h1b
−1
3
)
,
N0 =
(
0 q
q¯ b
)
, N1 =
(
0 r
r¯ d
)
, N3 =
(
0 0
0 r¯u¯b¯3 − b3ur
)
, N4 =
(
0 0
0 b3r − r¯b¯3
)}
.
(4.3.198)
The wealth of parameters describing this sub-branchmeanwewill only highlight one parameterisation of these
super-extensions here, though many more may exist. In particular, we will choose to set b, d and h3 to zero.
We will also utilise the subgroup G ⊂ GL(s0¯) × GL(s1¯) to impose that q, b3 and b3u, lie along i. The residual
endomorphisms of s1¯ may then scale r such that its norm becomes 1. Employing Aut(H), we can set h1 to lie
along i as well. Having made these choices, the constraint
0 = [h1,rb3] (4.3.199)
tells us r ∈ R〈1, i〉. Notice that for N3 and N4 to be non-vanishing r must have a real component; therefore, to
simplify the form of the matrices in our example, we will choose r = 1. The remaining constraints in Caˆ,4.5.iii
are then satisfied, and we can use the scaling symmetry of the s0¯ basis elements to produce
B =
(
0 0
i 0
)
, P =
(
0 0
i 0
)
, H =
(
i 0
0 i
)
,
N0 =
(
0 i
−i 0
)
, N1 =
(
0 1
1 0
)
, N3 =
(
0 0
0 i
)
and N4 =
(
0 0
0 i
)
.
(4.3.200)
GENERALISED BARGMANN SUPERALGEBRAS 39
Sub-branch 4.6. We find that this sub-branch is empty using the analysis from the previous sub-branch. Again,
we use
−N3 = PN1 −N1P
†
0 = πθPN3θ
† + θN3(πθP)
†
and
N4 = BN1 +N1B
†
0 = βθBN4θ
† + θN4(βθB)
†,
(4.3.201)
to write
N3 =
(
0 0
0 r¯u¯b¯3 − b3ur
)
N4 =
(
0 0
0 b3r − r¯b¯3
)
. (4.3.202)
Substituting these matrices into
1
2
[β,θN2θ
†] = βθBN3θ
† + θN3(βθB)
†
1
2
[π,θN2θ
†] = πθPN4θ
† + θN4(πθP)
†,
(4.3.203)
the R.H.S. of both of these constraints vanishes, setting N2 = 0. Therefore, this sub-branch is empty.
nˆ−.
Setting µ = η = 0, λ = 1 and ε = −1, the first condition in (4.3.155) becomes
[u,h1] = 2u. (4.3.204)
Since [u,h1] is perpendicular to u in Im(H) this branch cannot provide a super-extension for nˆ−.
nˆ+.
In this case, for which λ = ε = 0, µ = 1, and η = −1, the first constraint in (4.3.155) gives us
[h1,u] = u
2 + 1. (4.3.205)
Taking the real part of (4.3.205) produces
Re(u2) = −1, (4.3.206)
therefore, u ∈ Im(H), such that |u|2 = 1, i.e. it is a unit-norm vector quaternion, or right versor. The imaginary
part of (4.3.205) imposes
[u,h1] = 0. (4.3.207)
Thus, we could get a super-extension of nˆ+ in this branch. Wishing to write our parameters in terms of b3, we
have p3 = b3u and h4 = b3(h1 − u)b
−1
3 , where u ∈ Im(H), such that u2 = −1.
As with the aˆ case above, all of the conditions of Lemmas 4.2 and 4.3 must be taken into account. The con-
ditions
N4 = BN1 −N1B
† and −N3 = PN1 −N1P
† (4.3.208)
tell us that if N1 = 0, N3 = 0 and N4 = 0. Substituting these results into
−Re(θN0θ
†)π = πθPN3θ
† + θN3(πθP)
†
1
2
[β,θN2θ
†] = βθBN3θ
† + θN3(βθB)
†
Re(θN0θ
†)β = βθBN4θ
† + θN4(βθB)
†
1
2
[π,θN2θ
†] = πθPN4θ
† + sN4(πθP)
†,
(4.3.209)
we see that if N3 or N4 vanish, so must N0 and N2. Equally, if N3 vanishes N4 necessarily vanishes and vice
versa due to
−N4 = HN3 +N3H
† and N3 = HN4 +N4H
†. (4.3.210)
Therefore, based on these dependencies, our investigation into this branch of possible super-extensions of nˆ+
divides into the following sub-branches.
(1) N1 6= 0, and N0 = N2 = N3 = N4 = 0
(2) N1 6= 0, N3 6= 0, N4 6= 0, and N0 = N2 = 0
(3) N1 6= 0, N3 6= 0, N4 6= 0, N0 6= 0 and N2 = 0
(4) N1 6= 0, N3 6= 0, N4 6= 0, N0 = 0 and N2 6= 0
(5) N1 6= 0, N3 6= 0, N4 6= 0, N0 6= 0 and N2 6= 0
Unlike the super-extensions of nˆ+ found in branches 1, 2 and 3, the [Q,Q,Q] identity will not impose that either
N0 orHmust vanish. In the first sub-branch above, we instantly see thatN0 = 0; therefore, the super-extensions
found here are extensions satisfying (i). However, all other sub-branches have either non-vanishing N3 or non-
vanishingN4. Since B 6= 0 and P 6= 0, the [Q,Q,Q] identity will now form relationships betweenN0,N3 andN4,
with, in general, H 6= 0. Therefore, these super-extensions, for which N0 6= 0 and H 6= 0, will be labelled (iii) to
distinguish them from the cases (i) and (ii).
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Sub-branch 4.1. With only N1 6= 0, the conditions from Lemmas 4.2 and 4.3 reduce to
0 = HN1 +N1H
†
0 = PN1 −N1P
†
0 = BN1 −N1B
†.
(4.3.211)
The latter two conditions tell us
0 = c, 0 = b3r − r¯b¯3 and 0 = b3ur − r¯u¯b¯3, (4.3.212)
which, when substituted into the first conditions, produce
0 = Re(h1) and 0 = Re(h3r). (4.3.213)
Therefore, the non-vanishing matrices for this super-extension are
B =
(
0 0
b3 0
)
, P =
(
0 0
b3u 0
)
, H =
(
h1 0
h3 b3(h1 − u)b
−1
3
)
, N1 =
(
0 r
r¯ d
)
, (4.3.214)
subject to the constraints
0 = [u,h1], 0 = Re(h1), 0 = Re(h3r), 0 = b3r − r¯b¯3, 0 = b3ur − r¯u¯b¯3, u
2 = −1. (4.3.215)
However, notice that the final three constraints listed above require one of b3, u or r to vanish. Since neither b3
or u can vanish in this sub-branch, it must be that r = 0. Therefore, the final set of matrices is
Mnˆ+,4.1.i =
{
B =
(
0 0
b3 0
)
, P =
(
0 0
b3u 0
)
, H =
(
h1 0
h3 b3(h1 − u)b
−1
3
)
, N1 =
(
0 0
0 d
)}
, (4.3.216)
and the final set of constraints is
Cnˆ+,4.1.i = {0 = [u,h1], 0 = Re(h1), u
2 = −1}. (4.3.217)
To demonstrate that this sub-branch of S is not empty, choose to set h1 and h3 to zero. Using the endomorph-
isms of s1¯ andAut(H) on b3 and u, respectively, wemaywriteb3 = i and u = j. Employing the scaling symmetry
of Z, we arrive at the super-extension
B =
(
0 0
i 0
)
, P =
(
0 0
k 0
)
, H =
(
0 0
0 j
)
, N1 =
(
0 0
0 1
)
. (4.3.218)
Thus, this sub-branch is not empty. We may then introduce h1 while continuing to fix all the parameters of the
super-extension; however, this cannot be achieved on introducing h3.
Sub-branch 4.2. Now with N3 6= 0 and N4 6= 0 as well as N1 6= 0, we can use the conditions
−N3 = PN1 −N1P
†
N4 = BN1 −N1B
†
0 = βθBN3θ
† + θN3(βθB)
†
0 = πθPN3θ
† + θN3(πθP)
†
0 = βθBN4θ
† + θN4(βθB)
†
0 = πθPN4θ
† + θN4(πθP)
†,
(4.3.219)
and the analysis of branches 2 and 3 to write
N1 =
(
0 r
r¯ d
)
N3 =
(
0 0
0 r¯u¯b¯3 − b3ur
)
N4 =
(
0 0
0 b3r − r¯b¯3
)
. (4.3.220)
This leaves only the [H,Q,Q] conditions:
0 = HN1 +N1H
†
−N4 = HN3 +N3H
†
N3 = HN4 +N4H
†.
(4.3.221)
We know from sub-branch 4.1.i that, since c = 0, the first of these produces
0 = Re(h1) and 0 = Re(h3r). (4.3.222)
Writing r¯u¯b¯3 − b3ur = −2 Im(b3ur) and b3r − r¯b¯3 = 2 Im(b3r) to simplify our expressions, the second and
third conditions give us
Im(b3r) = h4 Im(b3ur) + Im(b3ur)h¯4
− Im(b3ur) = h4 Im(b3r) + Im(b3r)h¯4,
(4.3.223)
respectively, where h4 = b3(h1−u)b
−1
3 . Notice that since h1,u ∈ Im(H), and h4 is written in terms of the adjoint
action of b3 ∈ H, h4 ∈ Im(H). Therefore, using h¯4 = −h4, we find
Im(b3r) = −[h4, [h4, Im(b3r)]] and Im(b3ur) = −[h4, [h4, Im(b3ur)]]. (4.3.224)
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This imposes the constraint that Im(b3r) and Im(b3ur) must be perpendicular to h4 in Im(H). The constraints
for this sub-branch are summarised as follows.
Cnˆ+,4.2.iii = {0 = [h1,u], −1 = u
2 0 = Re(h1), 0 = Re(h3r),
Im(b3r) = −[h4, [h4, Im(b3r)]], Im(b3ur) = −[h4, [h4, Im(b3ur)]]}.
(4.3.225)
The non-vanishing matrices are then
Mnˆ+,4.2.iii =
{
B =
(
0 0
b3 0
)
, P =
(
0 0
b3u 0
)
, H =
(
h1 0
h3 b3(h1 − u)b
−1
3
)
,
N1 =
(
0 r
r¯ d
)
, N3 =
(
0 0
0 −2 Im(b3ur)
)
, N4 =
(
0 0
0 2 Im(b3r)
)}
.
(4.3.226)
To demonstrate the existence of super-extensions in this sub-branch,wewill begin by simplifying our parameter
set as much as possible. In particular, we begin by setting both h3 and d to zero. We then utiliseAut(H) and the
endomorphisms of s1¯ to set u = j and impose that b3 lies along i. Notice that with u along j, the first constraint
in Cnˆ+,4.2.iii tells us that h1 must also lie along j, as must h4 = b3(h1 − u)b
−1
3 . With these choices, the two
constraints involving h4 impose r ∈ R〈1, j〉, and that |h1| = 12 or |h1| = 32 . Residual endomorphisms then allow
us to scale r such that it has unit norm. Finally, we can scale the s0¯ basis elements to arrive at
B =
(
0 0
i 0
)
, P =
(
0 0
k 0
)
, H =
(
j 0
0 j
)
,
N1 =
(
0 1+ j
1− j 0
)
, N3 =
(
0 0
0 k − i
)
, N4 =
(
0 0
0 k + i
)
.
(4.3.227)
Sub-branch 4.3. The beginning of the investigation of this sub-branch is identical to that of the previous sub-
branch. The [P,Q,Q] and [B,Q,Q] identities produce
−N3 = PN1 −N1P
†
N4 = BN1 −N1B
†
0 = βθBN3θ
† + θN3(βθB)
†
0 = πθPN4θ
† + θN4(πθP)
†,
(4.3.228)
where the first two conditions give N3 and N4 the form
N3 =
(
0 cb3u
−cb3u r¯u¯b¯3 − b3ur
)
and N4 =
(
0 −cb¯3
cb3 b3r − r¯b¯3
)
. (4.3.229)
Substituting this N3 with θ = (0, 1) into
0 = βθBN3θ
† + θN3(βθB)
†, (4.3.230)
we acquire
0 = 2c|b3|
2 Im(βu) ∀β ∈ Im(H). (4.3.231)
As, by assumption, b3 6= 0 and u 6= 0, this imposes c = 0, such that
N1 =
(
0 r
r¯ d
)
N3 =
(
0 0
0 r¯u¯b¯3 − b3ur
)
N4 =
(
0 0
0 b3r − r¯b¯3
)
. (4.3.232)
With this form of N3 and N4,
−Re(θN0θ
†)π = πθPN3θ
† + θN3(πθP)
†
Re(θN0θ
†)β = βθBN4θ
† + θN4(βθB)
†,
(4.3.233)
have a vanishing R.H.S., showing that N0 = 0. This result contradicts our assumption that N0 6= 0; therefore,
this sub-branch does not contain any super-extensions.
Sub-branch 4.4. Letting N0 = 0 and N2 6= 0, we can use
−N3 = PN1 −N1P
†
N4 = BN1 −N1B
†
0 = βθBN4θ
† + θN4(βθB)
†
0 = πθPN3θ
† + θN3(πθP)
†,
(4.3.234)
to again write
N1 =
(
0 r
r¯ d
)
N3 =
(
0 0
0 r¯u¯b¯3 − b3ur
)
N4 =
(
0 0
0 b3r − r¯b¯3
)
. (4.3.235)
Substituting these Ni into
1
2
[β,θN2θ
†] = βθBN3θ
† + θN3(βθB)
†
1
2
[π,θN2θ
†] = πθPN4θ
† + θN4(πθP)
†,
(4.3.236)
the R.H.S. vanishes for both, showing N2 = 0, contradicting our initial assumption in this sub-branch.
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Sub-branch 4.5. With none of the Ni vanishing, we start again by writing N3 and N4 in terms of N1 using
conditions from the [P,Q,Q] and [B,Q,Q] identities:
N3 =
(
0 cb3u
−cb3u r¯u¯b¯3 − b3ur
)
and N4 =
(
0 −cb¯3
cb3 b3r − r¯b¯3
)
. (4.3.237)
Letting
N2 =
(
n m
−m¯ l
)
where n, l ∈ Im(H), m ∈ H, (4.3.238)
we can use
1
2
[β,θN2θ
†] = βθBN3θ
† + θN3(βθB)
† (4.3.239)
to write N2 in terms of b3 and u. First let θ = (0, 1) to find
1
2
[β, l] = −c[β,b3ub¯3] ∀0 6= β ∈ Im(H). (4.3.240)
Therefore,
l = −2cb3ub¯3. (4.3.241)
Next, substitute in θ = (1, 1) to get
[β, 2 Im(m)] + 1
2
[β, l] = −c[β,b3ub¯3]. (4.3.242)
Using the previous result, this tells us that Im(m) = 0. Analogous calculations with θ = (0, i) and θ = (1, i)
show that, in fact, all of m must vanish. Finally, substituting in θ = (1, 0) into (4.3.239), we find n = 0 since the
R.H.S. vanishes. Therefore, we are left with
N2 =
(
0 0
0 −2cb3ub¯3
)
. (4.3.243)
We would have arrived at the same expression had we used N4 and
1
2
[π,θN2θ
†] = πθPN4θ
† + θN4(πθP)
†. (4.3.244)
This form of N2 automatically satisfies all other conditions it is involved in from both the [B,Q,Q] and [P,Q,Q]
identities. Finally, we can put this N2 into
0 = HN2 +N2H
† (4.3.245)
to get
0 = h4l + lh¯4, (4.3.246)
where h4 = b3(h1 − u)b
−1
3 and l = −2cb3ub¯3. Working through some algebra, noting Re(u
2) = −1 and the fact
c 6= 0 forN2 6= 0, we arrive at h1u = h1u. Since u ∈ Im(H), this forces h1 ∈ Im(H) such that u and h1 are collinear.
Now turn to N0 and consider
−Re(θN0θ
†)π = πθPN3θ
† + θN3(πθP)
†
Re(θN0θ
†)β = βθBN4θ
† + θN4(βθB)
†.
(4.3.247)
Letting θ = (1, 0) in either of these conditions, we find that a = 0. Next, substituting θ = (0, 1) into the second
condition produces
− b = 2c|b3|
2. (4.3.248)
We would have arrived at the same result had we substituted into the first condition and used the fact |u|2 = 1.
Now substituting θ = (1, s) into the second condition, we find
− 2Re(sq¯) − b|s|2 = 2c|s|2|b3|
2. (4.3.249)
Therefore, using the previous result and letting s = 1, s = i, s = j and s = k, we see that all components of q
must vanish. All other conditions on N0 are now automatically satisfied, leaving
N0 =
(
0 0
0 −2c|b3|
2
)
. (4.3.250)
Equipped with these Ni, we can now analyse the condition from Lemma 4.3:
Re(θN0θ
†)θH = 1
2
θN2θ
†
θ+ θN3θ
†
θB + θN4s
†
θP. (4.3.251)
Letting θ = (0, 1):
− 2c|b3|
2
(
h3 b3(h1 − u)b
−1
3
)
= −cb3ub¯3
(
0 1
)
− Im(b3ur)
(
b3 0
)
+ Im(b3r)
(
b3u 0
)
. (4.3.252)
Concentrating on the second component, we have
− 2c|b3|
2b3(h1 − u)b
−1
3 = −cb3ub¯3. (4.3.253)
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Using the fact |b3|2b3 = b¯3 and cancelling relevant terms leaves
2b3h1b¯3 = 0. (4.3.254)
Since, by assumption b3 6= 0, we get h1 = 0. The first component of (4.3.252) gives us a prescription for h3,
− 2c|b3|
2h3 = −2 Im(b3ur)b3 + 2 Im(b3r)b3u, (4.3.255)
therefore, we can fully describe H in terms of B, P, and N1.
The final conditions to consider are those from the [H,Q,Q] super-Jacobi identity for N1, N3 and N4. First,
the N1 condition tell us
0 = ch¯3 + rb3ub
−1
3 0 = Re(h3r). (4.3.256)
Notice that the second constraint here is automatically satisfied by the first, since c 6= 0 for a non-vanishing N0.
Substituting this expression for h3 into the previous prescription, we find
|r|2|b3|
2b3ub
−1
3 = [Im(b3r), Im(b3ur)] +Re(b3ur) Im(b3r) −Re(b3r) Im(b3ur). (4.3.257)
Now, the constraints that the N3 and N4 conditions produce are the ones given in sub-branch 4.2.iii:
Im(b3r) = −[h4, [h4, Im(b3r)]] and Im(b3ur) = −[h4, [h4, Im(b3ur)]]. (4.3.258)
These tell us that Im(b3r) and Im(b3ur) are perpendicular to h4 in Im(H). Therefore, the expression in (4.3.257)
becomes
0 = Re(b3r), 0 = Re(b3ur) and |r|
2b3ub¯3 = [Im(b3r), Im(b3ur)]. (4.3.259)
Putting all of these constraints together, we have
Cnˆ+,4.5.iii = {u
2 = −1, Im(b3r) = −[h4, [h4, Im(b3r)]], Im(b3ur) = −[h4, [h4, Im(b3ur)]],
0 = Re(b3r), 0 = Re(b3ur), |r|
2b3ub¯3 = [Im(b3r), Im(b3ur)]},
(4.3.260)
for non-vanishing matrices
Mnˆ+,4.5.iii =
{
B =
(
0 0
b3 0
)
, P =
(
0 0
b3u 0
)
, H =
(
0 0
−c−1b3ub
−1
3 r¯ b3ub
−1
3
)
, N0 =
(
0 0
0 −2c|b3|
2
)
,
N1 =
(
c r
r¯ d
)
, N2 =
(
0 0
0 −2cb3ub¯3
)
, N3 =
(
0 cb3u
−cb3u −2 Im(b3ur)
)
, N4 =
(
0 −cb¯3
cb3 2 Im(b3r)
)}
.
(4.3.261)
To demonstrate that there are super-extensions in this sub-branch, we will first simplify this system by letting
parameters vanish where possible. In particular, r and d in N1 may be set to zero. This reduces Cnˆ+,4.5.iii to
contain only u2 = −1. Now we can use the endomorphisms of s1¯ to impose b3 = i, u = j and c = 1. With these
choices, the matrices become
B =
(
0 0
i 0
)
, P =
(
0 0
k 0
)
, H =
(
0 0
0 j
)
, N0 =
(
0 0
0 −2
)
,
N1 =
(
1 0
0 0
)
, N2 =
(
0 0
0 2j
)
, N3 =
(
0 −k
−k 0
)
, N4 =
(
0 i
i 0
)
.
(4.3.262)
As there are no restrictions on the parameter d, we may introduce it without affecting our other parameter
choices; however, this is not the case for r. There are several constraints in Cnˆ+,4.5.iii involving r; therefore, we
need to examine these constraints to determine whether new parameters must be chosen. Interrogating
Im(b3r) = −[h4, [h4, Im(b3r)]] and Im(b3ur) = −[h4, [h4, Im(b3ur)]] (4.3.263)
with the parameter choices stated above, we find that r must vanish. In particular, due to h4 = b3ub
−1
3 having
unit length, we cannot replicate the analysis of sub-branch 4.2.iii, where the magnitude of h4 was necessarily
either + 1
2
or − 1
2
. Thus, we cannot produce a super-extension in this sub-branch for which r 6= 0. This simplifies
the above (M,C), such that the remaining constraints are
Cnˆ+,4.5.iii = {u
2 = −1}, (4.3.264)
and the non-vanishing matrices are now
Mnˆ+,4.5.iii =
{
B =
(
0 0
b3 0
)
, P =
(
0 0
b3u 0
)
, H =
(
0 0
0 b3ub
−1
3
)
, N0 =
(
0 0
0 −2c|b3|
2
)
,
N1 =
(
c 0
0 d
)
, N2 =
(
0 0
0 −2cb3ub¯3
)
, N3 =
(
0 cb3u
−cb3u 0
)
, N4 =
(
0 −cb¯3
cb3 0
)}
.
(4.3.265)
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gˆ.
Finally, substitute λ = η = ε = 0 and µ = −1 into the second constraint in (4.3.155) to investigate the gˆ case. We
find
[v,h1] = −1, (4.3.266)
which, since [v,h1] ∈ Im(H), is inconsistent. Therefore, we cannot get a super-extension of gˆ in this branch.
4.4. Summary. Table 6 lists all the sub-branches of S we found that contain N = 2 generalised Bargmann
superalgebras. Each Lie superalgebra in one of these branches is an N = 2 super-extension of one of the gener-
alised Bargmann algebras given in Table 1, taken from [4]. It is interesting that Z only appears in
[B,P] = Z and [Q,Q] = Z. (4.4.1)
Therefore, in all instances, Z remains central after the super-extension. In particular, this means that we may
always find a kinematical Lie superalgebra (without a central-extension) by taking the quotient of our gener-
alised Bargmann superalgebra s by the R-span of Z, s/〈Z〉.
Table 6. Sub-branches of N = 2 generalised Bargmann superalgebras (with [Q,Q] 6= 0)
(S)B k H Z B P [Q,Q]
1.i aˆ X Z
1.ii aˆ H+ Z
2.1.ii aˆ X H
2.2.i aˆ X X Z
2.3.i aˆ X X Z + B
2.3.ii aˆ X H+ Z+ B
4.5.iii aˆ X X X H+ Z+ B + P
1.i nˆ− X Z
2.2.i nˆ− X X Z
2.3.i nˆ− X X Z+ P
3.2.i nˆ− X X Z
3.3.i nˆ− X X Z+ P
1.i nˆ+ X Z
2.2.i nˆ+ X X Z
4.1.i nˆ+ X X X Z
4.2.iii nˆ+ X X X Z+ B + P
4.5.iii nˆ+ X X X H+ Z+ B + P
1.i gˆ X Z
2.2.i gˆ X X Z
3.2.i gˆ X X Z
3.3.i gˆ X X Z+ P
3.3.ii gˆ X H+ Z+ P
The first column indicates the sub-branch of generalised Bargmann superalgebras, so that the
reader may navigate back to find the conditions on the non-vanishing parameters of these
superalgberas. The second column then tells us the underlying generalised Bargmann algebra
k. The next four columns tells us which of the s0¯ generators H,Z,B, and P act on Q. Recall, J
necessarily acts on Q, so we do not need to state this explicitly. The final column shows which
s0¯ generators occur in the [Q,Q] bracket.
4.4.1. Unpacking the Notation. Although the formalism employed in this classification was useful for our pur-
poses, it may be unfamiliar to the reader. Therefore, in this section, we will convert one of the N = 2 super-
extensions of the Bargmann algebra in sub-branch 3.3.ii into a more standard notation. The s0¯ brackets have
already been discussed in section 2.2, so we will concentrate solely on the [s0¯, s1¯] and [s1¯, s1¯] brackets,
[B(β),Q(θ)] = Q(βθB) and [Q(θ),Q(θ)] = Re(θN0θ
†)H +Re(θN1θ
†)Z − P(θN4θ
†), (4.4.2)
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where
B =
(
0 0
b3 0
)
N0 =
(
0 0
0 −2c|b3|
2
)
N1 =
(
c r
r¯ d
)
N4 =
(
0 −cb¯3
cb3 b3r − r¯b¯3
)
. (4.4.3)
Let {Q1a} be a real basis for the first so(3) spinor module in s1¯ = S
1⊕ S2 where a ∈ {1, 2, 3, 4} , and {Q2a} be a basis
for the second so(3) spinor module. Letting θ = (θ1,θ2), and substituting the above matrices into the [s0¯, s1¯]
bracket, we get
[B(β),Q1(θ1)] = 0 and [B(β),Q
2(θ2)] = Q
1(βθ2b3). (4.4.4)
Substituting θ = θ ′ = (θ1, 0), θ = (θ1, 0) and θ ′ = (0,θ2), and θ = θ ′ = (0,θ2) into the [s1¯, s1¯] bracket we find
[Q1(θ1),Q
1(θ1)] = c|θ1|
2Z
[Q1(θ1),Q
2(θ2)] = Re(θ1rθ¯2)Z−
c
2
P(θ2b3θ¯1 − θ1b¯3θ¯2)
[Q2(θ2),Q
2(θ2)] = −2c|b3|
2|θ2|
2H + d|θ2|
2Z − P(θ2(b3r − r¯b¯3)θ¯2).
(4.4.5)
For the purposes of the present example, we will set the parameters of this super-extension as specified in
(4.3.152); therefore, we have [s0¯, s1¯] brackets
[B(β),Q1(θ1)] = Q
2(βθ2i) and [B(β),Q
2(θ2)] = 0, (4.4.6)
and [s1¯, s1¯] brackets
[Q1(θ1),Q
1(θ1)] = |θ1|
2Z, [Q1(θ1),Q
2(θ2)] = −
1
2
P(θ2iθ¯1 + θ1iθ¯2) and [Q
2(θ2),Q
2(θ2)] = |θ2|
2H. (4.4.7)
Now, we can write
[Bi,Q
2
a] =
4∑
b=1
Q1bβ
b
i a [Q
1
a,Q
1
b] = δabZ [Q
1
a,Q
2
b] =
3∑
i=1
PiΓ
i
ab, [Q
2
a,Q
2
b] = δabH. (4.4.8)
Our brackets then produce the βi matrices
β1 =
(
−1 0
0 1
)
β2 =
(
0 −σ1
−σ1 0
)
β3 =
(
0 σ3
σ3 0
)
, (4.4.9)
and the symmetric Γ i matrices
Γ1 =
(
−1 0
0 1
)
Γ2 =
(
0 −σ1
−σ1 0
)
Γ3 =
(
0 σ3
σ3 0
)
, (4.4.10)
where σ1 and σ3 are the first and third Pauli matrix, respectively. This N = 2 Bargmann superalgebra takes the
same form as the (2+ 1)-dimensional Bargmann superalgebra utilised in [19].
5. Discussion
In this paper, we classified the N = 1 super-extensions of the generalised Bargmann algebras with three-
dimensional spatial isotropy up to isomorphism. We also presented the non-empty sub-branches of the variety
S describing the N = 2 super-extensions of the generalised Bargmann algebras. To simplify this classification
problem, we utilised a quaternionic formalism such that so(3) scalar modules were described by copies of R,
so(3) vector modules were described by copies of Im(H), and so(3) spinor modules were described by copies
of H. We began by defining a universal generalised Bargmann algebra, which, under the appropriate setting
of some parameters, may be reduced to the centrally-extended static kinematical Lie algebra aˆ, the centrally-
extended Newton-Hooke algebras nˆ±, or the Bargmann algebra gˆ. The most general form for the [s0¯, s1¯] and
[s1¯, s1¯] bracket components were found before substituting them into the super-Jacobi identities and finding
the constraints on the parameters for these maps. Because of the formalism in use, solving these constraints
amounted to some linear algebra over the quaternions, and paying attention to the allowed basis transforma-
tions G ⊂ GL(s0¯) × GL(s1¯). Since we are only interested in supersymmetric extensions of these algebras, we
limited ourselves to those branches which allow for non-vanishing [Q,Q]. The results of the N = 1 and N = 2
analyses are in Tables 3 and 6, respectively. We found 9 isomorphism classes in the N = 1 case, and 22 non-
empty sub-branches in the N = 2 case.
These classifications have a few interesting features. The N = 1 classification showed that if we centrally-
extended a kinematical Lie algebra before finding its super-extensions, we will generally obtain very different
results than if we super-extended the algebra before finding its central extensions. It would be interesting to
investigate whether there are any special properties of those generalised Bargmann superalgebras which can
arise through both procedures.
Although, not particularly interesting in the N = 1 case, the double complex structure found in which B and P
act as the differentials on modules s1¯ may be interesting to study for N > 2. Notice that this interpretation is
possible due to the kinematical Lie algebras having [B,B] = [P,P] = 0; therefore, wewill have a double complex
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on any Lie superalgebra with these brackets. In particular, all non-relativistic and ultra-relativistic kinematical
Lie algebras have these brackets: this structure will be present for all investigations into extended supersym-
metry for Galilean and Carrollian spacetimes. Thus a full understanding of this structure may shed some light
on extended supersymmetry in these regimes.
As with the classification of the N = 1 super-extensions of the non-centrally-extended kinematical Lie algebras
in [46], both the N = 1 classification and N = 2 branch analysis presented here demonstrate that each gener-
alised Bargmann algebra can have many possible super-extensions. With the exception of the superalgebras
of sub-branch 2.1.ii for the centrally-extended static KLA aˆ, every super-extension has the central extension
Z in the [Q,Q] component of the bracket.8 Therefore, understanding the significance of the supersymmetry
containing this internal component appears to be vital for a full understanding of these generalised Bargmann
superalgebras and their phenomenology.
A clear next step in this project would be to determine the automorphism groups for each of the general-
ised Bargmann superalgebras to determine their admissible Lie super pairs as was done for the kinematical
Lie superalgebras without central extension in [46]. With this information, we could then classify the possible
generalised Bargmann superspaces in (3+1)-dimensions, and, "superising" the work in [40], find the geometric
properties of these spaces, such as the invariant structures and their associated symmetries.
In this paper, we restricted ourselves to only the first section in Table 2; therefore, another obvious extension
to the current work would be to classify the super-extensions for the algebras in the other two sections. One
further direction of investigation would be to classify the generalised Bargmann superalgebras for different
dimensions D and higher N. Notice that the formalism introduced in section 4.1 could easily be recycled for
investigations into D = 3 kinematical Lie superalgebras with N > 2. Wanting to explore N-extended super-
extensions, we would only change the size of the s1¯ vector space and the quaternionic matrices, ensuring we
were working with s1¯ =
⊕
N
i=1 S
i, where Si is a copy of the four-dimensional real so(3) spinor module, and
H,Z,B,P ∈ MatN(H). It may also be interesting to look at D = 2 due to the connection with Chern-Simons
theories (see [23, 26]), and to determine the invariant tensors for the Lie superalgebras presented in this paper
and try to map them down to the invariant tensors for the Lie superalgebras in one dimension lower.
In addition to introducing more so(3) spinor modules into the s1¯ vector space as suggested above, we could
look to extend the s0¯ vector space. Having demonstrated how one may incorporate the extra so(3) scalar gen-
erator Z into the underlying vector space, we could introduce the additional generators to consider classifying
Maxwell superalgebras, or graded conformal Lie superalgebras, extending the work of [56] in the latter case.
For future research, it is interesting that many of these superalgebras can be gauged to produce supergravity
theories in (3 + 1)-dimensions. Following the relativistic case, for a superalgebra to gauge to a non-trivial su-
pergravity theory, we must have the commutator of two (local) supersymmetry transformations producing a
(local) spacetime translation; therefore, [Q,Q]must have H, P, or H and P on the right-hand-side. A list of the
sub-branches in which such generalised Bargmann superalgebras are found is given in Table 7.
Another exciting application of the superalgebras classified here lies in possible holographic dualities. There is
an extensive literature investigating non-relativistic holography (see [16, 57–59] for a few examples), in which
torsional Newton-Cartan (TNC) geometries are dual to Hořava-Lifshitz gravity. On the Newton-Cartan side of
this duality, we have some geometry that may be obtained by gauging a non-relativistic algebra [60]; therefore,
we may consider taking any of the generalised Bargmann algebras as our starting point. To obtain the dual
theory, we may use the following procedure. Let φ be an isomorphism which exchanges the two so(3) scalar
modules H and Z, and exchanges the two so(3) vector modules B and P. To be more explicit, define φ as
φ : s→ s ′ such that
φ(H) = Z
φ(Z) = H
φ(Bi) = Pi
φ(Pi) = Bi
φ(QAa ) = Q
A
a ,
where i runs over so(3) vector indices {1, 2, 3}, a runs over so(3) spinor indices {1, 2, 3, 4}, andA labels our spinor
module {1, 2}. Focussing solely on the generalised Bargmann superalgebras described in Table 8, the N = 1
cases have two brackets in common:
[B(β),P(π)] = Re(β¯π)Z and [Q(s),Q(s)] = |s|2Z.
For the N = 2 superalgebras, these two brackets are very similar:
[B(β),P(π)] = Re(β¯π)Z and [Q(s),Q(s)] = Re(sN1s
†)Z,
8Non-relativistic superalgebras with [Q,Q] = Z have been considered in papers such as [54, 55].
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Table 7. Supergravity Algebras
S k (S)B H Z B P [Q,Q]
3 aˆ − X H+ Z
- aˆ 1.ii H+ Z
- aˆ 2.1.ii X H
- aˆ 2.3.i X X Z + B
- aˆ 2.3.ii X H+ Z+ B
- aˆ 4.5.iii X X X H+ Z+ B + P
- nˆ− 2.3.i X X Z+ P
- nˆ− 3.3.i X X Z+ P
- nˆ+ 4.2.iii X X X Z+ B + P
- nˆ+ 4.5.iii X X X H+ Z+ B + P
- gˆ 3.3.i X X Z+ P
- gˆ 3.3.ii X H+ Z+ P
The first column gives the unique identifier for theN = 1 generalised Bargmann superalgebras
s, and the second column tells us the underlying generalised Bargmann algebra k. For the
N = 2 superalgebras, the third column indicates the sub-branch the generalised Bargmann
superalgebra comes from, so that the reader may navigate back to find the conditions on the
non-vanishing parameters of the superalgebra. The next four columns tells us which of the s0¯
generators H,Z,B, and P act on Q. Recall, J necessarily acts on Q, so we do not need to state
this explicitly. The final column shows which s0¯ generators occur in the [Q,Q] bracket.
where N†1 = N1. Notice that by sending Z to H, the two s brackets including the mass generator Z become
[B,P] = H and [Q,Q] = H; thus, under this isomorphism, we obtain Carroll superalgebras from these general-
ised Bargmann superalgebras.9 By exchanging the so(3) vector modules B and P as well, we have the following
interpretation for the generalised Bargmann algebras. The centrally-extended static kinematical Lie algebra aˆ,
with only [B,P] = Z, becomes the Carroll algebra. The centrally-extended dS Galilean algebra nˆ− becomes
[B,P] = H, [Z,B] = −B, [Z,P] = P.
Interpreting Z as a dilatation, these are the brackets for the Carroll Lifshitz algebra first discussed in [61].
In fact, our N = 1 extension of this algebra is very similar to the superalgebra found to describe the Carroll
superparticle in [62]. The only difference being that, in our context, [Z,Q] = Q, whereas they have the dilatation
acting trivially on Q. That we have such a bracket may not be too surprising given the two N = 1 Galilean
superalgebras found in [46]. There, we found the Galilean superalgebra obtained through a contraction of the
Poincaré superalgebra, in which the only bracket involving s1¯ was [Q,Q] = −P; but, we also found a super-
extension of the Galilean algebra which included [H,Q] = Q. Analogously, it may be that since the super-
extension of the Carroll-Lifshitz algebra presented in [62] comes from a limit, this bracket is not present. The
centrally-extended AdS Galilean algebra nˆ+ and the Bargmann algebra become
[B,P] = H, [Z,B] = P, [Z,P] = −B,
and
[B,P] = H, [Z,B] = P,
respectively. For now, we do not have any interpretation for these Lie algebras; however, it may be of interest to
explore which theories require an extension of the Carroll algebra by a generator that acts on the so(3) vector
modules through a rotation (the nˆ+ case) or a nilpotent matrix (the gˆ case). Using this isomorphism, we may
systematically produce Carroll superalgebras corresponding to each of the generalised Bargmann superalgeb-
ras. With these connections to non-relativistic holography, it would be interesting to use the methods applied
in this classification to the generalised Lifshitz and Schrödinger algebras presented in [56].
If interested in extending this work to Lifshitz algebras, it is important to note that papers concentrating on
supersymmetric Lifshitz field theories such as [63, 64] utilise a super-extension of the Lifshitz algebra in which
the modules of s1¯ transform as scalars under so(3). Therefore, the classification method highlighted in this
paper would need to be modified to take this change of so(3) action into account.
9This duality was also recognised in the non-supersymmetric context in [45].
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Table 8. Generalised Bargmann superalgebras with [Q,Q] = Z
S k (S)B H Z B P [Q,Q]
1 aˆ − Z
2 aˆ − X Z
- aˆ 1.i X Z
- aˆ 2.2.i X X Z
4 nˆ− − Z
5 nˆ− − X Z
- nˆ− 1.i X Z
- nˆ− 2.2.i X X Z
- nˆ− 3.2.i X X Z
6 nˆ+ − Z
7 nˆ+ − X Z
- nˆ+ 1.i X Z
- nˆ+ 2.2.i X X Z
- nˆ+ 4.1.i X X X Z
8 gˆ − Z
9 gˆ − X Z
- gˆ 1.i X Z
- gˆ 2.2.i X X Z
- gˆ 3.2.i X X Z
The first column gives the unique identifier for each of theN = 1 generalised Bargmann super-
algebra s, and the second column tells us the underlying generalised Bargmann algebra k. For
the N = 2 superalgebras, the third column indicates the sub-branch the generalised Bargmann
superalgebra comes from, so that the reader may navigate back to find the conditions on the
non-vanishing parameters of the superalgebra. The next four columns tells us which of the s0¯
generators H,Z,B, and P act on Q. Recall, J necessarily acts on Q, so we do not need to state
this explicitly. The final column shows which s0¯ generators occur in the [Q,Q] bracket.
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