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Abstract
We give a short introduction to Pade´ approximation (rational approximation to a function
with close contact at one point) and to Hermite-Pade´ approximation (simultaneous rational
approximation to several functions with close contact at one point) and show how orthogonal-
ity plays a crucial role. We give some insight into how logarithmic potential theory helps in
describing the asymptotic behavior and the convergence properties of Pade´ and Hermite-Pade´
approximation.
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1 Pade´ approximation
1.1 Taylor polynomials
The general setup in approximation theory is that a function f is given and that one wants to
approximate it with a simpler function g but in such a way that the difference between f and g is
small. The advantage is that the simpler function g can be handled without too many difficulties
but the disadvantage is that one loses some information since f and g are different.
In the setting of Pade´ approximation one starts with a function f : C → C for which a Taylor
expansion is known in the neighborhood of a given point a ∈ C, i.e.,
f(z) =
∞∑
k=0
ck(z − a)k, ck = f
(k)(a)
k!
. (1.1)
The function f can not be computed exactly using this Taylor expansion since this requires an
infinite number of additions (and multiplications). We can obtain a polynomial approximation by
truncating after n terms. The corresponding approximations are Taylor polynomials given by
fn(z) =
n−1∑
k=0
ck(z − a)k, (1.2)
and these Taylor polynomials are therefore characterized by
f(z)− fn(z) = O((z − a)n), z → a. (1.3)
This condition is a (confluent) interpolation condition which tells us that the difference f − fn has
a zero of multiplicity n at the point a. We know an explicit formula for the Taylor polynomial,
namely
fn(z) =
n−1∑
k=0
f (k)(a)
k!
(z − a)k,
and the error is given by
f(z)− fn(z) =
∞∑
k=n
f (k)(a)
k!
(z − a)k.
If f is analytic in a domain Ω that contains a and if Γ is a closed contour in Ω encircling a once in
the positive direction (counterclockwise), then Cauchy’s formula gives
f (k)(a)
k!
=
1
2πi
∫
Γ
f(ξ)
(ξ − a)k+1 dξ,
and hence
fn(z) =
1
2πi
∫
Γ
f(ξ)
ξ − a
n−1∑
k=0
(
z − a
ξ − a
)k
dξ
=
1
2πi
∫
Γ
f(ξ)
ξ − z
[
1−
(
z − a
ξ − a
)n]
dξ.
The error then becomes
f(z)− fn(z) = 1
2πi
∫
Γ
f(ξ)
ξ − z
(
z − a
ξ − a
)n
dξ. (1.4)
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The convergence of fn to f corresponds to the convergence of the Taylor series, and typically one
has uniform convergence on closed disks |z − a| ≤ r, where r < ρ(f) and
ρ(f) := sup{R : f is analytic in |z − a| < R}
is the radius of convergence of the series in (1.1). Indeed, if we choose ǫ > 0 such that r+ ǫ < ρ(f)
and if we take for Γ the circle |ξ−a| = r+ǫ, then for |z−a| ≤ r we have from (1.4) by straightforward
estimations
|f(z)− fn(z)| ≤ max
|ξ|=r+ǫ
|f(ξ)|
(
r
r + ǫ
)n 1
2π
∫
Γ
|dξ|
|ξ − z| ,
and since r/(r + ǫ) < 1 we see that the right hand side converges to 0. So convergence is only
guaranteed on disks with a radius less than the radius of convergence. The function f may be
analytic in a larger domain (the radius of convergence depends on the singularity of f closest to
a), but the Taylor approximation will not converge outside the disk with radius ρ(f).
1.2 Pade´ approximants
Polynomials are not such a good class of functions if one wants to approximate functions with
singularities because polynomials are entire functions without singularities. They are only useful up
to the first singularity of f near a. Rational functions are the simplest functions with singularities.
The idea is that the poles of the rational functions will move to the singularities of the function f ,
and hence the domain of convergence could be enlarged, and singularities of f may be discovered
using the poles of the rational approximants.
The [m,n] Pade´ approximant of f in a is the rational function Qm/Pn, with Qm a polynomial
of degree ≤ m and Pn a polynomial of degree ≤ n, for which we have the following interpolation
condition at a:
f(z)− Qm(z)
Pn(z)
= O((z − a)m+n+1), z → a. (1.5)
The computation of the polynomials Pn and Qm is not so easy from this interpolation condition,
since one first has the compute the Taylor expansion of Qm/Pn and then equate the first m+n+1
Taylor coefficients to the first m+ n+ 1 Taylor coefficients of f . Usually the Pade´ approximant is
defined by linearizing the interpolation condition as
Pn(z)f(z)−Qm(z) = O((z − a)m+n+1), z → a. (1.6)
For Pade´ approximation near infinity to a function of the form
f(z) =
∞∑
k=0
ck
zk+1
,
one takes m = n− 1 and the interpolation condition is
Pn(z)f(z) −Qn−1(z) = O(z−n−1), z →∞,
(see Section 1.3). There is a degree of freedom since we can multiply both sides of (1.6) by a
constant. Usually we normalize this by taking Pn monic (i.e., of the form x
n + · · · ) when this is
possible, and this can only be done if Pn is of exact degree n. If we take Pn monic, then we can
determine the n unknown coefficients ak (k = 1, . . . , n) in
Pn(z) =:
n∑
k=0
ak(z − a)n−k, a0 = 1, (1.7)
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by putting the coefficients of (z − a)k for k = m+ 1,m + 2, . . . ,m + n in the Taylor expansion of
Pnf equal to zero. The polynomial Qm then corresponds to the Taylor polynomial of degree m of
Pnf .
Here is another approach. Suppose f is analytic in a domain Ω that contains a. Again we
take a contour Γ inside Ω encircling a once in the positive direction. Divide both sides of (1.6) by
(z − a)m+k+2 and integrate, to find
1
2πi
∫
Γ
Pn(z)f(z)
(z − a)m+k+2 dz −
1
2πi
∫
Γ
Qm(z)
(z − a)m+k+2 dz
=
∞∑
j=m+n+1
bn,j
1
2πi
∫
Γ
(z − a)j−m−k−2 dz,
where the bn,j’s are the coefficients in the expansion of Pnf −Qm around a. The integral involving
Qm is zero for k ≥ 0 since it is proportional to the (m + k + 1)th derivative of Qm, which is zero
for k ≥ 0. The sum on the right-hand side has a contribution only when j = m+ k + 1, but when
0 ≤ k ≤ n − 1 then j ≤ m + n and such indices do not appear in the sum. Hence the right hand
side also vanishes for k ≤ n− 1. Therefore (1.6) implies that
1
2πi
∫
Γ
Pn(z)
(z − a)m+k+2 f(z) dz = 0, k = 0, 1, . . . , n− 1.
If we use the expansion (1.7) then this gives
n∑
j=0
aj
1
2πi
∫
Γ
(z − a)n−j−m−k−2f(z) dz = 0, k = 0, 1, 2, . . . , n− 1.
If we use the expansion (1.1) then
1
2πi
∫
Γ
(z − a)n−j−m−k−2f(z) dz = cm−n+k+j+1,
so we get the system of equations

cm−n+1 cm−n+2 · · · cm+1
cm−n+2 cm−n+3 · · · cm+2
...
... · · · ...
cm cm+1 · · · cm+n




a0
a1
...
an

 =


0
0
...
0

 . (1.8)
There is one degree of freedom here since we have n+1 unknowns and n (homogeneous) equations.
The choice a0 = 1 (if possible) gives the monic polynomial Pn, but sometimes another normalization
will be used, as we will see later.
1.3 Orthogonality
From now on we will only consider Pade´ approximants near infinity. This can easily be obtained
from Pade´ approximation near zero and the change of variable z 7→ 1/z. Indeed, if g has a Taylor
expansion
f∗(z) :=
∞∑
k=0
ckz
k
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near the origin, then f(z) := g(1/z)/z as an expansion near infinity of the form
f(z) =
∞∑
k=0
ck
zk+1
. (1.9)
Since f(z) = O(1/z), the only sensible choice of the degree in the rational approximation problem
is to take m = n − 1 so that Qm(z)/Pn(z) is also O(1/z). This situation occurs when f is of the
form
f(z) =
∫ ∞
−∞
dµ(x)
z − x ,
i.e., when f is the Stieltjes transform (or Cauchy transform) of a positive measure µ on the real
line. The Pade´ approximants near infinity can be obtained from the Pade´ approximants near zero
in the following way. The [n− 1, n] Pade´ approximant Q∗n−1/P ∗n for f∗ near 0 has the interpolation
condition
P ∗n(x)f
∗(x)−Q∗n−1(x) = O(x2n), x→ 0.
Change variables by setting x = 1/z and divide both sides by z. Then
P ∗n(1/z)f(z) −
1
z
Q∗n−1(1/z) = O(z−2n−1), z →∞.
In order to get polynomials, we multiply both sides by zn. Then
Pn(z)f(z) −Qn−1(z) = O(z−n−1), z →∞, (1.10)
where Pn(z) := z
nP ∗n(1/z) and Qn−1(z) := z
n−1Q∗n−1(1/z) are obtained by reversing the polyno-
mials P ∗n and Q
∗
n−1. So the interpolation conditions at infinity are given by (1.10). The system of
equations (1.8) for f∗ and m = n− 1 then changes to the system


c0 c1 · · · cn
c1 c2 · · · cn+1
...
... · · · ...
cn cn+1 · · · c2n−1




a0
a1
...
an

 =


0
0
...
0

 , (1.11)
for the unknown coefficients of
Pn(z) :=
n∑
k=0
akz
k.
Typically we will not be given the function f but rather the infinite sequence of coefficients
c0, c1, c2, . . . in the Laurent expansion of f . With this as input, we define a linear functional L on
the linear space of polynomials by
L(xn) := cn, n = 0, 1, 2, . . . . (1.12)
For a polynomial p(x) =
∑n
k=0 akx
k we then have by linearity L(p) =∑nk=0 akck. If we now look
at the system of equations (1.11), then the coefficients of Pn satisfy the equations
n∑
j=0
ajck+j = 0, k = 0, 1, . . . , n − 1.
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But this is equivalent to saying that
L(xkPn(x)) = 0, k = 0, 1, . . . , n− 1. (1.13)
Hence the polynomial Pn is orthogonal to all polynomials of degree less than n with respect to the
linear functional L. A very useful normalization of Pn is to require that in addition to (1.13) we
also have
L(P 2n(x)) = 1.
This can always be done when the functional is positive. When the functional is not positive,
then one imposes the extra condition L(P 2n(x)) := hn 6= 0, so that Pn/
√
hn has norm one. Once
the polynomial Pn is obtained, the remaining elements in the Pade´ approximation problem can be
found explicitly in terms of Pn. Indeed, if we define
Qn−1(z) := L
(
Pn(z)− Pn(x)
z − x
)
, (1.14)
then, since [Pn(z) − Pn(x)]/(z − x) is a polynomial of degree n − 1 in the variable z, Qn−1 is a
polynomial of degree n− 1 and (1.14) is equivalent to
Pn(z)L
(
1
z − x
)
−Qn−1(z) = L
(
Pn(x)
z − x
)
.
The functional L was only defined on polynomials, but if we expand 1/(z − x) in a Laurent series,
then (at least formally)
L
(
1
z − x
)
= L
(
∞∑
k=0
xk
zk+1
)
=
∞∑
k=0
ck
zk+1
= f(z),
so what needs to be shown is that
L
(
Pn(x)
z − x
)
= O(z−n−1).
Using the Laurent series of 1/(z − x) we find
L
(
Pn(x)
z − x
)
=
∞∑
k=0
1
zk+1
L(xkPn(x)),
and the orthogonality conditions (1.13) show that the terms with k ≤ n− 1 vanish. The first term
is therefore the term with k = n, which is O(1/zn+1). What we also learn from this proof is that
the error in the Pade´ approximation problem is given explicitly by
Pn(z)f(z) −Qn−1(z) = L
(
Pn(x)
z − x
)
, (1.15)
which is again in terms of the polynomial Pn.
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1.4 Moment problem
The linear functional L remains a bit mysterious. Obviously it is related to the function f , but
we would like to know it somewhat more explicitly. The Riesz representation theorem tells us
that every positive and bounded linear functional on the linear space of continuous functions with
compact support on the real line can be represented by a finite positive measure µ on the real line
as
L(f) =
∫ ∞
−∞
f(x) dµ(x).
If we want to get convergence results for Pade´ approximation, then it would be convenient to work
with a bounded and positive linear functional L, which is represented by a finite positive measure
µ. In that case
ck =
∫ ∞
−∞
xk dµ(x) (1.16)
will be the moments of a positive measure µ and the function f is the Cauchy transform (Stieltjes
transform) of the measure µ:
f(z) =
∫ ∞
−∞
1
z − x dµ(x).
Obviously not every infinite sequence c0, c1, c2, . . . will lead to a positive and bounded linear func-
tional. The moment problem is to obtain conditions on this infinite sequence c0, c1, c2, . . . guar-
anteeing that they are the moments of a finite positive measure on the real line, as in (1.16). If
the measure is supported on (−∞,∞) then this is known as the Hamburger moment problem.
If the measure is supported on the positive axis [0,∞) then we speak of the Stieltjes moment
problem. If the measure is supported on a finite interval (usually [0, 1]), then this is known as the
Hausdorff moment problem. A necessary and sufficient condition that the sequence c0, c1, c2, . . .
consist of moments of a positive measure on (−∞,∞) is that all the Hankel matrices

c0 c1 · · · cn
c1 c2 · · · cn+1
...
... · · · ...
cn cn+1 · · · c2n


be positive definite. Observe that these are precisely the matrices appearing in (1.11).
From now on we will add one more restriction, namely that the measure be supported on a
finite interval [a, b]. This simplifies our treatment by avoiding non-compactness of the support. So
our function f will be a Markov function
f(z) =
∫ b
a
1
z − x dµ(x),
and such a function is analytic in C \ [a, b]. The singularities of this function therefore are located
on the interval [a, b]. The linear functional in this case is given by
L(g) =
∫ b
a
g(x) dµ(x),
for every continuous function g on [a, b]. The denominator polynomials in the Pade´ approximation
problem are orthogonal polynomials for the measure µ on the interval [a, b], i.e.,∫ b
a
xkPn(x) dµ(x) = 0, k = 0, 1, . . . , n− 1, (1.17)
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which we normalize so that they are orthonormal
∫ b
a
P 2n(x) dµ(x) = 1. (1.18)
The numerator polynomials are given by
Qn−1(z) =
∫ b
a
Pn(z)− Pn(x)
z − x dµ(x), (1.19)
and the error is given by
Pn(z)f(z)−Qn−1(z) =
∫ b
a
Pn(x)
z − x dµ(x). (1.20)
1.5 Zeros and poles
The idea of using rational approximation is that the singularities of the Pade´ approximant would
give an idea of the singularities of the function f . This is indeed so when f is a Markov function.
The singularities of the Pade´ approximant are poles at the zeros of Pn. A consequence of the
orthogonality is that these zeros are simple and they all are on the open interval (a, b).
Theorem 1.1. Suppose that the support of µ is an infinite set in [a, b]. Then all the zeros of Pn
are simple and located on (a, b).
Proof. Let x1, . . . , xm be the sign changes of Pn on (a, b), then obviously m ≤ n, since each sign
change is a zero. Suppose that m < n. Then introduce the polynomial πm(x) := (x − x1)(x −
x2) · · · (x− xm). The function Pn(x)πm(x) does not change sign on [a, b] and since the support of
µ contains infinitely many points we conclude that
∫ b
a
Pn(x)πm(x) dµ(x) 6= 0.
But Pn is orthogonal to all polynomials of degree < n, hence this integral is equal to 0. This
contradiction implies that m = n. So Pn has n sign changes on (a, b), each a zero of Pn, hence each
a simple zero of Pn, and Pn has no other zeros.
1.6 Convergence
When we study the convergence of the Pade´ approximants, we use (1.20) to find
f(z)− Qn−1(z)
Pn(z)
=
1
Pn(z)
∫ b
a
Pn(x)
z − x dµ(x).
Observe that
Pn(z)
∫ b
a
Pn(x)
z − x dµ(x)
=
∫ b
a
Pn(x)[Pn(z)− Pn(x)]
z − x dµ(x) +
∫ b
a
P 2n(x)
z − x dµ(x).
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The fraction [Pn(z) − Pn(x)]/(z − x) is a polynomial of degree n − 1 in the variable x, so by
orthogonality the first integral on the right vanishes. This gives
Pn(z)
∫ b
a
Pn(x)
z − x dµ(x) =
∫ b
a
P 2n(x)
z − x dµ(x),
and the error in Pade´ approximation becomes
f(z)− Qn−1(z)
Pn(z)
=
1
P 2n(z)
∫ b
a
P 2n(x)
z − x dµ(x). (1.21)
This error contains two parts: on the one hand it contains the polynomial Pn for which we will
describe the asymptotic behavior in the next subsection, and on the other hand it contains the
integral ∫ b
a
P 2n(x)
z − x dµ(x),
which is in fact a Markov function for the probability measure P 2n(x) dµ(x) when Pn is the orthonor-
mal polynomial. We can estimate this integral as follows. Suppose that z belongs to a compact set
K ⊂ C \ [a, b]. Then the distance dK between K and [a, b]
dK = inf{|z − x| : z ∈ K,x ∈ [a, b]}
is strictly positive. Therefore we have∣∣∣∣
∫ b
a
P 2n(x)
z − x dµ(x)
∣∣∣∣ ≤
∫ b
a
P 2n(x)
|z − x| dµ(x) ≤
1
dK
,
and this bound is independent of n. So the convergence of the Pade´ approximants is completely
determined by the asymptotic behavior of Pn.
1.7 Asymptotic properties
In this subsection we describe the asymptotic behavior of |Pn(z)|1/n when z ∈ K, where K is a
compact subset of C \ [a, b]. If we denote the leading coefficient of Pn by γn > 0 and the zeros of
Pn by x1,n < x2,n < · · · < xn,n, then
Pn(z) = γn
n∏
j=1
(z − xj,n).
The asymptotic behavior thus requires knowing the behavior of γn and the asymptotic distribution
of the zeros.
Let us first consider the asymptotic distribution of the zeros. Consider the discrete measure
νn :=
1
n
n∑
j=1
δxj,n ,
where δc is the Dirac measure with mass 1 at the point c. The measure νn describes the distribution
of the zeros of Pn. The asymptotic distribution corresponds to an investigation of the limit of this
sequence of measures. All the zeros of Pn are on the interval [a, b], so all the measures νn are
probability measures on [a, b]. Helly’s selection principle tells us that there will be a subsequence
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that converges weakly to a probability measure ν on [a, b]. This means that there is a subsequence
(nk) such that
lim
k→∞
∫ b
a
g(x) dνnk (x) =
∫ b
a
g(x) dν(x),
for every continuous function g on [a, b]. For the monic polynomial Pˆn := Pn/γn we have
1
n
log |Pˆn(z)| = 1
n
n∑
j=1
log |z − xj,n| =
∫ b
a
log |z − x| dνn(x),
hence when z ∈ K ⊂ C \ [a, b], then the weak convergence implies that
lim
k→∞
|Pˆnk(z)|1/nk = exp
(∫ b
a
log |z − x| dν(x)
)
.
Next, the leading coefficient γn solves a minimization problem:
Theorem 1.2. We have
1
γ2n
= min
qn(x)=xn+···
∫ b
a
|qn(x)|2 dµ(x), (1.22)
and the minimum is attained at the monic orthogonal polynomial Pˆn.
Proof. We can write an arbitrary monic polynomial of degree n as qn = Pˆn + πn−1, where πn−1 is
a polynomial of degree ≤ n− 1. We then have
∫ b
a
|qn(x)|2 dµ(x) =
∫ b
a
|Pˆn(x)|2 dµ(x) +
∫ b
a
|πn−1(x)|2 dµ(x)
+ 2
∫ b
a
Pˆn(x)πn−1(x) dµ(x).
The last integral vanishes because of orthogonality, so that
min
qn(x)=xn+···
∫ b
a
|qn(x)|2 dµ(x) =
∫ b
a
|Pˆn(x)|2 dµ(x) + min
πn−1
∫ b
a
|πn−1(x)|2 dµ(x).
The minimum on the right hand side is obtained by taking πn−1 = 0, so the minimum in (1.22) is
obtained for the monic orthogonal polynomial.
Without going to much into details, this extremal problem for γn will in fact tell us that the
asymptotic behavior of γ
1/n
n and the asymptotic distribution of the zeros (the measure ν) are
described by an equilibrium problem for (logarithmic) potentials. There is a unique probability
measure µe on [a, b] that minimizes the logarithmic energy∫ b
a
∫ b
a
log
1
|x− y| dσ(x)dσ(y)
over all probability measures σ supported on [a, b]. This measure is given by
dµe(x) =
1
π
dx√
(x− a)(b− x) , x ∈ [a, b]
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and has the property that its logarithmic potential satisfies
U(x;µe) =
∫ b
a
log
1
|x− y| dµe(y) = − log
b− a
4
, x ∈ [a, b].
This equilibrium measure corresponds to the measure ν describing the asymptotic zero distri-
bution when the orthogonality measure µ is sufficiently regular on [a, b]. A sufficient condition is
that µ′ > 0 almost everywhere on [a, b] (Erdo˝s-Tura´n condition). Furthermore, we also have
lim
n→∞
γ1/nn =
4
b− a.
Combining both results shows that when µ′ > 0 almost everywhere on [a, b] we have
lim
n→∞
|Pn(z)|1/n = 4
b− a exp
(
−
∫ b
a
log
1
|z − x| dµe(x)
)
.
When z is on the interval [a, b] then the right hand side is equal to 1, but when z moves away from
[a, b], then the right hand side becomes > 1. On the equipotential curves
Cr = {z ∈ C \ [a, b] : 4
b− a exp
(
−
∫ b
a
log
1
|z − x| dµe(x)
)
= r}
with r > 1 we then conclude that
lim
n→∞
|f(z)− Qn−1(z)
Pn(z)
|1/n = 1
r2
,
showing that we have exponential convergence.
2 Hermite-Pade´ approximation
Hermite-Pade´ approximation is simultaneous rational approximation to a vector of r functions
f1, f2, . . . , fr, which are all given as Taylor series around a point a ∈ C and for which we require
interpolation conditions at a. We will restrict our attention to Hermite-Pade´ approximation around
infinity and impose interpolation conditions at infinity.
2.1 Definition
Suppose we are given r functions with Laurent expansions
fj(z) =
∞∑
k=0
ck,j
zk+1
, j = 1, 2, . . . , r.
There are basically two different types of Hermite-Pade´ approximation. First we will need multi-
indices ~n = (n1, n2, . . . , nr) ∈ Nr and their size |~n| = n1 + n2 + · · ·+ nr.
Definition 2.1 (Type I). Type I Hermite-Pade´ approximation to the vector (f1, . . . , fr) near
infinity consists of finding a vector (A~n,1, . . . , A~n,r) of polynomials and a polynomial B~n, with A~n,j
of degree ≤ nj − 1, such that
r∑
j=1
A~n,j(z)fj(z)−B~n(z) = O
(
1
z|~n|
)
, z →∞. (2.1)
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In type I Hermite-Pade´ approximation one wants to approximate a linear combination (with
polynomial coefficients) of the r functions by a polynomial. This is often done for the vector of
functions f, f2, . . . , f r, where f is a given function. The solution of the equation
r∑
j=1
A~n,j(z)fˆ
j(z)−B~n(z) = 0
is an algebraic function which gives an algebraic approximant fˆ for the function f .
Definition 2.2 (Type II). Type II Hermite-Pade´ approximation to the vector (f1, . . . , fr) near
infinity consists of finding a polynomial P~n of degree ≤ |~n| and polynomials Q~n,j (j = 1, 2, . . . , r)
such that
P~n(z)f1(z)−Q~n,1(z) = O
(
1
zn1+1
)
, z →∞
... (2.2)
P~n(z)fr(z)−Q~n,r(z) = O
(
1
znr+1
)
, z →∞.
Type II Hermite-Pade´ approximation therefore corresponds to an approximation of each func-
tion fj separately by rational functions with a common denominator P~n. Combinations of type I
and type II Hermite-Pade´ approximation are also possible.
2.2 Orthogonality
When we consider r Markov functions
fj(z) =
∫ bj
aj
dµj(x)
z − x , j = 1, 2, . . . , r,
then Hermite-Pade´ approximation corresponds again to certain orthogonality conditions.
First consider type I approximation. Multiply (2.1) by zk and integrate over a contour Γ
encircling all the intervals [aj, bj ] in the positive direction. Then
1
2πi
∫
Γ

 r∑
j=1
zkA~n,j(z)fj(z)

 dz − 1
2πi
∫
Γ
zkB~n(z) dz
=
∞∑
ℓ=|~n|
b~n,ℓ
1
2πi
∫
Γ
zk−ℓ dz,
where the b~n,ℓ are the coefficients of the Laurent expansion of the left hand side in (2.1). Cauchy’s
theorem implies
1
2πi
∫
Γ
zkB~n(z) dz = 0.
Furthermore, there is only a contribution on the right hand side when ℓ = k+1, so when k ≤ |~n|−2,
then none of the terms in the infinite sum has a contribution. Therefore we see that
1
2πi
∫
Γ

 r∑
j=1
zkA~n,j(z)fj(z)

 dz = 0, 0 ≤ k ≤ |~n| − 2.
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Now each fj is a Markov function, so by changing the order of integration we get
1
2πi
∫
Γ
zkA~n,j(z)fj(z) dz =
∫ bj
aj
dµj(x)
1
2πi
∫
Γ
zkA~n,j(z)
z − x dz.
Since Γ is a contour encircling [aj , bj ] we have that
1
2πi
∫
Γ
zkA~n,j(z)
z − x dz = x
kA~n,j(x),
so that we get the following orthogonality conditions
r∑
j=1
∫ bj
aj
xkA~n,j(x) dµj(x) = 0, k = 0, 1, . . . , |~n| − 2. (2.3)
These are |~n| − 1 linear and homogeneous equations for the |~n| coefficients of the r polynomials
A~n,j (j = 1, 2, . . . , r), so that we can determine these polynomials up to a multiplicative factor,
provided that the rank of the matrix in this system is |~n| − 1. If the solution is unique (up to a
multiplicative factor), then we say that ~n is a normal index for type I. One can show that this
is equivalent to the condition that the degree of each A~n,j is exactly nj − 1. Once the polynomial
vector (A~n,1, . . . , A~n,r) is determined, we can also find the remaining polynomial B~n which is given
by
B~n(z) =
r∑
j=1
∫ bj
aj
A~n,j(z)−A~n,j(x)
z − x dµj(x). (2.4)
Indeed, with this definition of B~n we have
r∑
j=1
A~n,j(z)fj(z)−B~n(z) =
r∑
j=1
∫ bj
aj
A~n,j(x)
z − x dµj(x). (2.5)
If we use the expansion
1
z − x =
∞∑
k=0
xk
zk+1
,
then the right hand side is
∞∑
k=0
1
zk+1
r∑
j=1
∫ bj
aj
xkA~n,j(x) dµj(x),
and the orthogonality conditions (2.3) show that the sum over k starts with k = |~n| − 1, hence
the right hand side is O(z−|~n|), which is the order given in the definition of type I Hermite-Pade´
approximation.
Next we consider type II approximation. Multiply (2.2) by zk and integrate over a contour Γ
encircling all the intervals [aj, bj ]. Then
1
2πi
∫
Γ
zkP~n(z)fj(z) dz − 1
2πi
∫
Γ
zkQ~n,j(z) dz
=
∞∑
ℓ=nj+1
b~n,j,ℓ
1
2πi
∫
Γ
zk−ℓ dz,
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where the b~n,j,ℓ are the coefficients in the Laurent expansion of the left hand side of (2.2). Cauchy’s
theorem gives
1
2πi
∫
Γ
zkQ~n,j(z) dz = 0,
and on the right hand side we only have a contribution when ℓ = k + 1. So for k ≤ nj − 1 none of
the terms in the infinite sum contribute. Hence
1
2πi
∫
Γ
zkP~n(z)fj(z) dz = 0, 0 ≤ k ≤ nj − 1.
Interchanging the order of integration on the left hand side gives the orthogonality conditions∫ b1
a1
xkP~n(x) dµ1(x) = 0, k = 0, 1, . . . , n1 − 1,
... (2.6)∫ br
ar
xkP~n(x) dµr(x) = 0, k = 0, 1, . . . , nr − 1.
This gives |~n| linear and homogeneous equations for the |~n| + 1 coefficients of P~n, hence we can
obtain the polynomial P~n up to a multiplicative factor, provided the matrix of coefficients has rank
|~n|. In that case we call the index ~n normal for type II. One can show that this is equivalent to
the condition that the degree of P~n be exactly |~n|. Once the polynomial P~n is determined, we can
obtain the polynomials Q~n,j by
Q~n,j(z) =
∫ bj
aj
P~n(z)− P~n(x)
z − x dµj(x). (2.7)
Indeed, with this expression for Q~n,j we have
P~n(z)fj(z)−Q~n,j(z) =
∫ bj
aj
P~n(x)
z − x dµj(x), (2.8)
and if we expand 1/(z − x), then the right hand side is of the form
∞∑
k=0
1
zk+1
∫ bj
aj
xkP~n(x) dµj(x),
and the orthogonality conditions (2.6) show that the infinite sum starts at k = nj, which gives an
expression of O(z−nj−1), which is exactly what is required for type II Hermite-Pade´ approximation.
2.3 Angelesco systems
Angelesco [1] introduced an interesting system about which more can be said.
Definition 2.3. An Angelesco system (f1, f2, . . . , fr) consists of r Markov functions for which the
intervals (aj, bj) are pairwise disjoint.
All multi-indices are normal for type II in an Angelesco system. We will prove this by showing
that the multiple orthogonal polynomial P~n has degree exactly equal to |~n|. In fact more is true,
namely:
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Theorem 2.1. If (f1, . . . , fr) is an Angelesco system with measures µj that have infinitely many
points in their support, then P~n has nj simple zeros on (aj , bj) for j = 1, . . . , r.
Proof. Let x1, . . . , xm be the sign changes of P~n on (aj , bj). Suppose that m < nj and let πm(x) :=
(x − x1) · · · (x − xm). Then P~nπm does not change sign on [aj , bj ]. Since the support of µj has
infinitely many points, we have ∫ bj
aj
P~n(x)πm(x) dµj(x) 6= 0.
However, the orthogonality (2.6) implies that P~n is orthogonal to all polynomials of degree ≤ nj−1
with respect to the measure µj on [aj , bj ], so that the integral is zero. This contradiction implies
that m ≥ nj, and hence P~n has at least nj zeros on (aj, bj). This holds for every j, and since the
intervals (aj , bj) are disjoint this gives at least |~n| zeros on the real line. But the degree of P~n is
≤ |~n|, hence P~n has exactly nj simple zeros on (aj , bj).
The polynomial P~n can therefore be factored as
P~n(x) = qn1(x)qn2(x) · · · qnr(x),
where each qnj is a polynomial of degree nj with its zeros on (aj , bj). The orthogonality (2.6) then
gives ∫ bj
aj
xkqnj(x)
∏
i6=j
qni(x) dµj(x) = 0, k = 0, 1, . . . , nj − 1. (2.9)
The product
∏
i6=j qni(x) does not change sign on (aj , bj), hence (2.9) shows that qnj is an or-
dinary orthogonal polynomial of degree nj on the interval [aj, bj ] with respect to the measure∏
i6=j |qni(x)| dµj(x). The measure depends on the multi-index ~n.
2.4 Algebraic Chebyshev systems
A Chebyshev system {ϕ1, . . . , ϕn} on [a, b] is a linearly independent system of n functions such that
every nontrivial linear combination
∑n
k=1 akϕk has at most n− 1 zeros on [a, b]. This is equivalent
to the condition that
det


ϕ1(x1) ϕ1(x2) · · · ϕ1(xn)
ϕ2(x1) ϕ2(x2) · · · ϕ2(xn)
...
... · · · ...
ϕn(x1) ϕn(x2) · · · ϕn(xn)

 6= 0
for every choice of n distinct points x1, . . . , xn ∈ [a, b]. Indeed, when x1, . . . , xn are such that the
determinant is zero, then there is a linear combination of the rows that gives a zero row, but this
means that for this linear combination
∑n
k=1 akϕk has zeros at x1, . . . , xn, giving n zeros, which is
not allowed.
Definition 2.4. A system (f1, . . . , fr) is an algebraic Chebyshev system (AT system) for the index
~n if each fj is a Markov function on the same interval [a, b] with a measure wj(x) dµ(x), where µ
has infinite support and the wj are such that
{w1, xw1, . . . , xn1−1w1, w2, xw2, . . . , xn2−1w2, . . . ,
wr, xwr, . . . , x
nr−1wr} (2.10)
is a Chebyshev system on [a, b].
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Theorem 2.2. Suppose ~n is a multi-index such that (f1, . . . , fr) is an AT system on [a, b] for every
index ~m for which mj ≤ nj (1 ≤ j ≤ r). Then P~n has |~n| zeros on (a, b) and hence ~n is a normal
index for type II.
Proof. Let x1, . . . , xm be the sign changes of P~n on (a, b) and suppose that m < |~n|. We can then
find a multi-index ~m such that |~m| = m and mj ≤ nj for every 1 ≤ j ≤ r and mk < nk for some
1 ≤ k ≤ r. Consider the interpolation problem where we want to find a function
L(x) =
r∑
j=1
qj(x)wj(x),
where qj is a polynomial of degree mj − 1 if j 6= k and qk a polynomial of degree mk that satisfies
L(xj) = 0, j = 1, ...,m,
L(x0) = 1, for some other point x0 ∈ [a, b].
The function L is a linear combination of
{w1, xw1, . . . , xm1−1w1, . . . , wk, xwk, . . . , xnkwk, . . . wr, xwr, . . . , xmr−1wr}
and this is, by assumption, a Chebyshev system. This interpolation problem has a unique solution
since it involves a Chebyshev system of basis functions. The function L has, by construction, m
zeros and the Chebyshev system has m+1 basis functions, so L can have at most m zeros on [a, b]
and each zero is a sign change (see, e.g., [23, pp. 20–21]). Hence P~nL does not change sign on [a, b].
Since µ has infinite support, we thus have∫ b
a
L(x)P~n(x) dµ(x) 6= 0.
But the orthogonality (2.6) gives
∫ b
a
qj(x)P~n(x)wj(x) dµ(x) = 0, j = 1, 2, . . . , r,
and this contradiction implies that P~n has |~n| simple zeros on (a, b).
We have a similar result for type I Hermite-Pade´ approximation:
Theorem 2.3. Suppose ~n is a multi-index such that (f1, . . . , fr) is an AT system on [a, b] for every
index ~m for which mj ≤ nj (1 ≤ j ≤ r). Then
∑r
j=1A~n,jwj has |~n| − 1 zeros on (a, b) and ~n is a
normal index for type I.
Proof. Let x1, . . . , xm be the sign changes of
∑r
j=1A~n,jwj on (a, b) and suppose that m < |~n| − 1.
Let πm be the monic polynomial with these points as zeros. Then πm
∑r
j=1A~n,jwj does not change
sign on [a, b] and hence ∫ b
a
πm(x)
r∑
j=1
A~n,j(x)wj(x) dµ(x) 6= 0.
But the orthogonality conditions (2.3) indicate that this integral is zero. This contradiction implies
that m ≥ |~n| − 1. The sum ∑rj=1A~n,jwj is a linear combination of the Chebyshev system (2.10),
hence it has at most |~n| − 1 zeros on [a, b]. Therefore we see that m = |~n| − 1. To see that the
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index ~n is normal for type I, we assume that for some k with 1 ≤ k ≤ r the degree of A~n,k is less
than nk−1. Then
∑r
j=1A~n,jwj is a linear combination of the Chebyshev system (2.10) from which
the function xnk−1wk is removed. This is still a Chebyshev system by assumption, and hence this
linear combination has at most |~n|−2 zeros on [a, b]. But this contradicts our previous observation
that it has |~n| − 1 zeros. Therefore every A~n,j has degree exactly nj − 1, so that the index ~n is
normal.
2.5 Nikishin systems
A special construction, suggested by Nikishin [26], gives an AT system that can be handled in some
detail. The construction is by induction. A Nikishin system of order 1 is a Markov function
f1,1 for a measure µ1 on the interval [a1, b1]. A Nikishin system of order 2 is a vector of Markov
functions (f1,2, f2,2) on [a2, b2] such that
f1,2(z) =
∫ b2
a2
dµ2(x)
z − x , f2,2(z) =
∫ b2
a2
f1,1(x)
dµ2(x)
z − x ,
where f1,1 is a Nikishin system of order 1 on [a1, b1] and (a1, b1) ∩ (a2, b2) = ∅. In general we have
Definition 2.5. A Nikishin system of order r consists of r Markov functions (f1,r, . . . , fr,r) on
[ar, br] such that
f1,r(z) =
∫ br
ar
dµr(x)
z − x , (2.11)
fj,r(z) =
∫ br
ar
fj−1,r−1(x)
dµr(x)
z − x , j = 2, . . . , r, (2.12)
where (f1,r−1, . . . , fr−1,r−1) is a Nikishin system of order r−1 on [ar−1, br−1] and (ar, br)∩(ar−1, br−1) =
∅.
For a Nikishin system of order r one knows that the multi-indices ~n with n1 ≥ n2 ≥ · · · ≥ nr
are normal (the system is an AT-system for these indices), but it is an open problem whether every
multi-index is normal (for r > 2; for r = 2 it has been proved that every multi-index is normal).
What can be said about type II Hermite-Pade´ approximation for r = 2? Recall (2.8) for the
function f1,2:
Pn1,n2(y)f1,2(y)−Qn1,n2;1(y) =
∫ b2
a2
Pn1,n2(x)
y − x dµ2(x).
Multiply both sides by yk, with k ≤ n1. Then the right hand side is
∫ b2
a2
ykPn1,n2(x)
y − x dµ2(x)
=
∫ b2
a2
(yk − xk)Pn1,n2(x)
y − x dµ2(x) +
∫ b2
a2
xkPn1,n2(x)
y − x dµ2(x).
Clearly (yk − xk)/(y − x) is a polynomial in x of degree k − 1 ≤ n1 − 1 hence the first integral on
the right vanishes because of the orthogonality (2.6). Integrate over the variable y ∈ [a1, b1] with
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respect to the measure µ1. Then we find for k ≤ n1∫ b1
a1
[Pn1,n2(y)f1,2(y)−Qn1,n2;1(y)]yk dµ1(y)
=
∫ b1
a1
∫ b2
a2
xkPn1,n2(x)
y − x dµ2(x) dµ1(y).
Change the order of integration on the right hand side. Then∫ b1
a1
[Pn1,n2(y)f1,2(y)−Qn1,n2;1(y)]yk dµ1(y)
= −
∫ b2
a2
xkPn1,n2(x)f1,1(x) dµ2(x)
and this is zero for k ≤ n2 − 1. Hence if n2 ≤ n1 + 1 then the expression Pn1,n2f1,2 − Qn1,n2;1 is
orthogonal to all polynomials of degree ≤ n2 − 1 on [a1, b1]. This implies that Pn1,n2f1,2 −Qn1,n2;1
has at least n2 zeros on (a1, b1) using an argument similar to what we have been using earlier. Let
Rn2 be the monic polynomial with n2 of these zeros on (a1, b1). Then [Pn1,n2f1,2−Qn1,n2;1]/Rn2 is
an analytic function on C \ [a2, b2], which has the representation
Pn1,n2(y)f1,2(y)−Qn1,n2;1(y)
Rn2(y)
=
1
Rn2(y)
∫ b2
a2
Pn1,n2(x)
y − x dµ2(x).
Multiply both sides by yk and integrate over a contour Γ encircling the interval [a2, b2] in the
positive direction, but with all the zeros of Rn2 outside Γ. Then
1
2πi
∫
Γ
yk
Pn1,n2(y)f1,2(y)−Qn1,n2;1(y)
Rn2(y)
dy
=
1
2πi
∫
Γ
yk
Rn2(y)
Pn1,n2(x)
y − x dµ2(x) dy.
If we interchange the order of integration on the right hand side and use Cauchy’s theorem, then
this gives the integral ∫ b2
a2
xkPn1,n2(x)
dµ2(x)
Rn2(x)
.
By the interpolation condition (2.2), the integrand on the left hand side is of the orderO(yk−n1−n2−1),
so if we use Cauchy’s theorem for the exterior of Γ, then we see that the integral vanishes for
k ≤ n1 + n2 − 1. Hence we get∫ b2
a2
xkPn1,n2(x)
dµ2(x)
Rn2(x)
= 0, k = 0, 1, . . . , n1 + n2 − 1. (2.13)
This shows that Pn1,n2 is an ordinary orthogonal polynomial on [a2, b2] with respect to the measure
dµ2/Rn2 . Observe that (a1, b1) ∩ (a2, b2) = ∅ implies that Rn2 does not change sign on [a2, b2].
Finally we have∫ b2
a2
P 2n1,n2(x)
y − x
dµ2(x)
Rn2(x)
=
∫ b2
a2
Pn1,n2(x)
Pn1,n2(x)− Pn1,n2(y)
y − x
dµ2(x)
Rn2(x)
+ Pn1,n2(y)
∫ b2
a2
Pn1,n2(x)
y − x
dµ2(x)
Rn2(x)
= Pn1,n2(y)
∫ b2
a2
Pn1,n2(x)
y − x
dµ2(x)
Rn2(x)
,
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since [Pn1,n2(y)− Pn1,n2(x)]/(y − x) is a polynomial in x of degree n1 + n2 − 1 and because of the
orthogonality (2.13). Hence
Pn1,n2(y)f1,2(y)−Qn1,n2;1(y) =
Rn2(y)
Pn1,n2(y)
∫ b2
a2
P 2n1,n2(x)
y − x
dµ2(x)
Rn2(x)
. (2.14)
Both sides of the equation have zeros at the zeros of Rn2, but there will not be any other zeros on
[a1, b1] since the integral on the right hand side has constant sign.
2.6 Asymptotic properties and convergence
We restrict ourselves to the case r = 2, but the general case r > 1 can be treated in a similar way
(with a bit more work). The asymptotic properties of the multiple orthogonal polynomials and the
convergence of the Hermite-Pade´ approximants are handled by trying to put everything into terms
of ordinary orthogonal polynomials.
2.6.1 Angelesco systems
The type II multiple orthogonal polynomial can be factored as Pn1,n2 = qn−1qn−2, where qn1 has
n1 zeros on (a1, b1) and qn2 has n2 zeros on (a2, b2). From (2.8) we get
f1(z) − Qn1,n2;1(z)
Pn1,n2(z)
=
1
qn1(z)qn2(z)
∫ b1
a1
qn1(x)
z − x qn2(x) dµ1(x).
We saw that qn1 is an orthogonal polynomial of degree n1 on [a1, b1] for the measure |qn2(x)| dµ1(x),
so we can write ∫ a2
a1
qn1(x)
z − x qn2(x) dµ1(x) =
1
qn1(z)
∫ b1
a1
q2n1(x)
z − x qn2(x) dµ1(x)
as we did earlier in Section 1.6. This gives
f1(z)− Qn1,n2;1(z)
Pn1,n2(z)
=
1
q2n1(z)qn2(z)
∫ a2
a1
q2n1(x)
z − x qn2(x) dµ1(x).
From here we get the estimate∣∣∣∣f1(z)− Qn1,n2;1(z)Pn1,n2(z)
∣∣∣∣ ≤ 1|qn1(z)|2|qn2(z)|
1
d1
∫ b1
a1
q2n1(x) |qn2(x)| dµ1(x),
where d1 is the distance between z and [a1, b1]. If Pn1,n2 is normalized so that it is monic, then we
can take both qn1 and qn2 monic and we get∣∣∣∣f1(z)− Qn1,n2;1(z)Pn1,n2(z)
∣∣∣∣ ≤ 1d1γ2n1;1|qn1(z)|2|qn2(z)| ,
where
1
γ2n1;1
=
∫ b1
a1
q2n1(x) |qn2(x)| dµ1(x)
= min
πn1(x)=x
n1+···
∫ b1
a1
π2n1(x) |qn2(x)| dµ1(x). (2.15)
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A similar reasoning holds for the rational approximation to f2 and gives∣∣∣∣f2(z)− Qn1,n2;2(z)Pn1,n2(z)
∣∣∣∣ ≤ 1d2γ2n2;2|qn2(z)|2|qn1(z)| ,
where d2 is the distance of z to [a2, b2] and
1
γ2n1;2
=
∫ b2
a2
q2n2(x) |qn1(x)| dµ2(x)
= min
πn2(x)=x
n2+···
∫ b2
a2
π2n2(x) |qn1(x)| dµ2(x). (2.16)
The convergence of these rational approximants is therefore given in terms of the asymptotic be-
havior of |qn1(z)|, |qn2(z)| and the constants γn1;1 and γn2;2. These polynomials (and their zeros)
interact with each other: the polynomial qn1 is an orthogonal polynomial for a measure that con-
tains qn2 as a factor, and qn2 is an orthogonal polynomial for a measure that contains qn1 as a
factor. Let
νn1;1 :=
1
n1
n1∑
j=1
δxj,n1 , νn2;2 :=
1
n2
n2∑
j=1
δyj,n2 ,
where xj,n1 are the zeros of qn1 and yj,n2 are the zeros of qn2. Then (νn1;1) is a sequence of probability
measures on [a1, b1] and (νn2;2) is a sequence of probability measures on [a2, b2]. Helly’s selection
principle guarantees that there are weakly converging subsequences with limits ν1 on [a1, b1] and ν2
on [a2, b2]. The minimization problems (2.15) and (2.16) lead to an extremal problem in potential
theory for two probability measures. The integral in (2.15) is approximately of the form
∫ b1
a1
exp [−2n1U(x; ν1)− n2U(x; ν2)] dµ1(x)
where U(x; ν) is the logarithmic potential of ν
U(x; ν) =
∫
log
1
|x− y| dν(y),
and the integral in (2.16) is approximately of the form
∫ b2
a2
exp [−2n2U(x; ν2)− n1U(x; ν1)] dµ2(x).
We want to minimize both integrals over all pairs of probability measures (ν1, ν2), where the first
measure is supported on [a1, b1] and the second measure on [a2, b2]. If n1/(n1 + n2) → p and
n2/(n1 + n2)→ q (so that p + q = 1), and if the measures µ1 and µ2 are sufficiently regular (e.g.,
µ′1 > 0 almost everywhere on [a1, b1] and µ
′
2 > 0 almost everywhere on [a2, b2]) then the solution of
the extremal problem satisfies
2pU(x; ν1) + qU(x; ν2) = ℓ1, x ∈ supp(ν1) ⊂ [a1, b1], (2.17)
pU(x; ν1) + 2qU(x; ν2) = ℓ2, x ∈ supp(ν2) ⊂ [a2, b2]. (2.18)
where the ℓj are constants that act as Lagrange multipliers. For this extremal problem it is possible
that the support of ν1 is not the full interval [a1, b1] and the support of ν2 can be a subset of [a2, b2].
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This is a consequence of the interaction: the zeros of qn1 are repelling the zeros of qn2 and vice
versa. The variational conditions (2.17)–(2.18) have to be supplemented with
2pU(x; ν1) + qU(x; ν2) ≥ ℓ1, x ∈ [a1, b1] \ supp(ν1),
pU(x; ν1) + 2qU(x; ν2) ≥ ℓ2, x ∈ [a2, b2] \ supp(ν2).
The Lagrange multipliers ℓ1, ℓ2 appear in the asymptotics of γn1;1 and γn2;2 as
lim
n1+n2→∞
γ
2/(n1+n2)
n1;1
= exp(ℓ1), lim
n1+n2→∞
γ
2/(n1+n2)
n2;2
= exp(ℓ2).
Our conclusion is that the convergence to first function f1 is determined by level curves Cr =
{z : exp[2pU(z; ν1) + qU(z; ν2)− ℓ1] = r} with r < 1 on which we have
lim
n1+n2→∞
∣∣∣∣f1(z)− Qn1,n2;1(z)Pn1,n2(z)
∣∣∣∣
1/(n1+n2)
= r
and the convergence to the second function f2 is determined by level curvesDr = {z : exp[pU(z; ν1)+
2qU(z; ν2)− ℓ2] = r} with r < 1 on which we have
lim
n1+n2→∞
∣∣∣∣f2(z)− Qn1,n2;2(z)Pn1,n2(z)
∣∣∣∣
1/(n1+n2)
= r.
Observe that supp(ν1) ⊂ C1 and supp(ν2) ⊂ D1, so we don’t expect exponential convergence on
these sets. On the remaining part of [a1, b1] (and [a2, b2]) we get values r ≥ 1, so we get even worse
behavior there. This is caused by the fact that on these parts of the intervals there will not be
enough zeros of the multiple orthogonal polynomial to simulate the singularities of the functions
f1 and f2.
2.6.2 Nikishin systems
The analysis for Nikishin systems is similar but leads to a different extremal problem for potentials.
We now start from (2.14) which gives
∣∣∣∣f1,2(y)− Qn1,n2;1(y)Pn1,n2(y)
∣∣∣∣ ≤ |Rn2(y)||Pn1,n2(y)|2
1
d2
∫ b2
a2
P 2n1,n2(x)
dµ2(x)
|Rn2(x)|
, (2.19)
where d2 is the distance from y to [a2, b2]. Now we have that Pn1,n2 is a (monic) orthogonal
polynomial on [a2, b2] for the measure dµ2/|Rn2 |, so we have
1
γ2n1,n2
=
∫ b2
a2
P 2n1,n2(x)
dµ2(x)
|Rn2(x)|
= min
πn1+n2(x)=x
n1+n2+···
∫ b2
a2
π2n1,n2(x)
dµ2(x)
|Rn2(x)|
. (2.20)
The polynomial Rn2 has its zeros on [a1, b1] and in fact is a monic orthogonal polynomial on [a1, b1]
for the measure
Pn1,n2f1,2 −Qn1,n2;1
Rn2
dµ1.
82 Walter Van Assche
Indeed, we can verify that
∫ b1
a1
ykRn2(y)
Pn1,n2(y)f1,2(y)−Qn1,n2;1(y)
Rn2(y)
dµ1(y)
=
∫ b1
a1
yk[Pn1,n2(y)f1,2(y)−Qn1,n2;1(y)] dµ1(y) = 0,
for k ≤ n2 − 1, since we have seen that the expression Pn1,n2f1,2 − Qn1,n2;1 is orthogonal to all
polynomials of degree less than n2 on [a1, b1] for the measure µ1. The orthogonality measure for
Rn2 can also be written as
Pn1,n2(y)f1,2(y)−Qn1,n2;1(y)
Rn2(y)
=
1
Pn1,n2(y)
∫ b2
a2
P 2n1,n2(x)
y − x
dµ2(x)
Rn2(x)
.
In this weight we have
1
γ2n1,n2C1
≤
∫ b2
a2
P 2n1,n2(x)
|y − x|
dµ2(x)
|Rn2(x)|
≤ 1
γ2n1,n2C2
,
where C1 and C2 are the maximum and minimum, respectively, over the set
{|x− y| : x ∈ [a2, b2], y ∈ [a1, b1]}.
So, up to the constants C1, C2, we have the extremal problem
1
γ2n2;2
=
∫ b1
a1
R2n2(y)
dµ1(y)
|Pn1,n2(y)|
= min
πn2(y)=y
n2+···
∫ b1
a1
π2n2(y)
dµ1(y)
|Pn1,n2(y)|
. (2.21)
Define the zero distributions
νn1+n2 :=
1
n1 + n2
n1+n2∑
j=1
δxj,n1+n2 , νn2;2 :=
1
n2
n2∑
j=1
δyj,n2 ,
where xj,n1+n2 are the zeros of Pn1,n2 and yj,n2 are the zeros of Rn2. Then (νn1+n2) is a sequence of
probability measures on [a2, b2] and (νn2;2) is a sequence of probability measures on [a1, b1]. Helly’s
selection principle shows that there are weakly convergent subsequences with limits ν and ν2 which
are supported on [a2, b2] and [a1, b1] respectively. The extremal problems (2.20) and (2.21) then
lead to an extremal problem in potential theory. The integral in (2.20) is approximately
∫ b2
a2
exp[−2(n1 + n2)U(x; ν) + n2U(x; ν2)] dµ2(x)
and the integral in (2.21) is approximately
∫ b1
a1
exp[−2n2U(x; ν2) + (n1 + n2)U(x; ν)] dµ1(x).
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If n2/(n1+n2)→ q and µ′i > 0 almost everywhere on [ai, bi] (i = 1, 2), then this gives the variational
conditions
2U(x; ν)− qU(x; ν2) = ℓ1, x ∈ supp(ν) ⊂ [a2, b2], (2.22)
−U(x; ν) + 2qU(x; ν2) = ℓ2, x ∈ supp(ν2) ⊂ [a1, b1], (2.23)
where ℓ1 and ℓ2 are Lagrange multipliers for which
lim
n1+n2→∞
γ2/(n1+n2)n1,n2 = exp(ℓ1), limn1+n2→∞
γ
2/(n1+n2)
n2;2
= exp(ℓ2).
Looking back to (2.19) we thus have
lim
n1+n2→∞
∣∣∣∣f1,2(y)− Qn1,n2;1(y)Pn1,n2(y)
∣∣∣∣
1/(n1+n2)
= r < 1
on level curves Cr := {z : exp[2U(z; ν) − qU(z; ν2)− ℓ1] = r}.
The convergence to the second function f2,2 can also be handled but is left as an advanced
exercise for the reader.
84 Walter Van Assche
3 Applications
3.1 Gauss and simultaneous Gauss quadrature
Gauss quadrature is directly related to orthogonal polynomials, and hence to Pade´ approximation.
Here is an approach based on complex analysis. Suppose µ is a positive measure on [a, b] and we
denote by f the Markov function for µ,
f(z) =
∫ b
a
dµ(x)
z − x .
Let Qn−1/Pn be the Pade´ approximant to f near infinity. Then
f(z)− Qn−1(z)
Pn(z)
= O(z−2n−1), z →∞.
Multiply both sides by a polynomial π2n−1 of degree at most 2n− 1, and integrate along a contour
Γ encircling the interval [a, b] once in the positive direction. Then
1
2πi
∫
Γ
π2n−1(z)f(z) dz =
1
2πi
∫
Γ
π2n−1(z)
Qn−1(z)
Pn(z)
dz,
because the remainder term vanishes after integration, due to Cauchy’s theorem for the outside of
Γ. Interchanging the order of integration on the left hand side and using the residue theorem on
the right hand side shows that for every polynomial π2n−1 of degree ≤ 2n − 1 we have∫ b
a
π2n−1(x) dµ(x) =
n∑
j=1
λj,nπ2n−1(xj,n), (3.1)
where λj,n is the residue of the Pade´ approximant at the zeros xj,n of Pn, i.e.,
λj,n =
Qn−1(xj,n)
P ′n(xj,n)
.
If we take π2n−1(x) = P
2
n(x)/(x − xj,n)2, then (3.1) gives∫ b
a
P 2n(x)
(x− xj,n)2 dµ(x) = λj,n[P
′
n(xj,n)]
2,
which shows that λj,n > 0 for j = 1, . . . , n. These weights λj,n are known as Christoffel numbers
or Gauss quadrature coefficients, the zeros xj,n of Pn are Gauss quadrature nodes, and (3.1) is the
Gauss quadrature formula. Replacing π2n−1 by a continuous function g on [a, b], suggests to use
the sum
n∑
j=1
λj,ng(xj,n)
as an approximation to the integral ∫ b
a
g(x) dµ(x).
If [a, b] is a finite interval, then every continuous function can be approximated uniformly by
polynomials (Weierstrass), hence the quadrature sum indeed converges to the integral when the
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number of nodes n tends to infinity. The positivity of the weights λj,n is needed to get this
convergence. The quadrature formula requires n function evaluations (at the zeros of Pn) and is
exact for polynomials of degree ≤ 2n − 1, hence on a linear space of dimension 2n. The ratio
n/2n = 1/2 is a measure for the efficiency of this formula.
In a number of applications we need to approximate several integrals of the same function, but
with respect to different measures. The following example comes from [9]. Suppose that g is the
spectral distribution of light in the direction of the observer and w1, w2, w3 are weight functions
describing the profiles for red, green and blue light. Then the integrals∫ 2π
0
g(x)w1(x) dx,
∫ 2π
0
g(x)w2(x) dx,
∫ 2π
0
g(x)w3(x) dx
give the amount of light after passing through the filters for red, green and blue. In this case
we need to approximate three integrals of the same function g. We would like to use as few
function evaluations as possible, but the integrals should be accurate for polynomials g of degree
as high as possible. If we use Gauss quadrature with n nodes for each integral, then we require 3n
function evaluations and all integrals will be correct for polynomials of degree ≤ 2n− 1 (a space of
dimension 2n). This gives an efficiency of 3/2. In fact, with 3n function evaluations we can double
the dimension of the space in which the formula is exact. Consider the Markov functions
fj(z) =
∫ 2π
0
wj(x) dx
z − x , j = 1, 2, 3
and the type II Hermite-Pade´ approximation problem
fj(z)− Qn,n,n;j(z)
Pn,n,n(z)
= O(z−4n−1), z →∞.
Now we can multiply by a polynomial π4n−1 of degree at most 4n−1, and integrate along a contour
Γ encircling [0, 2π] in the positive direction, to obtain
∫ 2π
0
π4n−1(x)wj(x) dx =
3n∑
k=1
λk,n;jg(xk,n), j = 1, 2, 3, (3.2)
where xk,n are the zeros of Pn,n,n and λk,n;j are the residues of Qn,n,n;j/Pn,n,n at the zero xk,n:
λk,n;j =
Qn,n,n;j(xk,n)
P ′n,n,n(xk,n)
.
Therefore the three integrals will be evaluated exactly by the three sums in (3.2) for polynomials
of degree ≤ 4n − 1. The convergence is somewhat more difficult to handle, since we do not
have a general result that the quadrature coefficients λk,n;j are positive. The positivity has to be
investigated separately for Angelesco and Nikishin systems. See [13, 16, 17] for finding out more
about simultaneous Gauss quadrature.
3.2 Irrationality and transcendence
Hermite-Pade´ approximants were introduced by Hermite in his proof that e is transcendental.
Various irrationality proofs of famous mathematical constants use Hermite-Pade´ approximation,
even though this may not always be obvious. Proving irrationality can be done by constructing
good rational approximants:
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Lemma 3.1. Let x ∈ R. Suppose we can find sequences of integers (pn), (qn) such that
1. qnx− pn 6= 0 for all n ∈ N,
2. limn→∞(qnx− pn) = 0.
Then x is irrational.
Proof. Suppose that x is rational. Then x = p/q for some integers p, q. We then have
qnx− pn = qnp− pnq
q
and since this is not zero for every n, we see that qnp − pnq 6= 0 for all n. But since these are
integers, this implies that |qnp − pnq| ≥ 1 for all n. This shows that |qnx− pn| ≥ 1/q, which is in
contradiction with condition 2 in the lemma. Hence we must conclude that x is irrational.
The construction of the sequences pn and qn often uses Pade´ or Hermite-Pade´ approximation
for well chosen functions. As an example, consider the two Markov functions
f1(z) =
∫ 1
0
dx
z − x, f2(z) =
∫ 0
−1
dx
z − x,
which form an Angelesco system. Some straightforward calculus gives
f1(i) = −1
2
log 2− iπ
4
, f2(i) =
1
2
log 2− iπ
4
,
hence the sum gives f1(i) + f2(i) = −iπ/2. The type II Hermite-Pade´ approximants for f1 and f2
will give approximations to π. Recall that
Pn,n(z)f1(z) −Qn,n;1(z) =
∫ 1
0
Pn,n(x)
z − x dx
Pn,n(z)f2(z) −Qn,n;2(z) =
∫ 0
−1
Pn,n(x)
z − x dx.
Summing both equations gives
Pn,n(z)[f1(z) + f2(z)]− [Qn,n;1(z) +Qn,n;2(z)] =
∫ 1
−1
Pn,n(x)
z − x dx.
So the fact that we are using a common denominator comes in very handy here. Then we evaluate
these expressions at z = i and hope that Pn,n(i) and Qn,n;1(i) + Qn,n;2(i) are (up to the factor i)
integers or rational numbers with simple denominators. Conditions 1 and 2 in Lemma 3.1 can be
checked by using asymptotic properties of Hermite-Pade´ approximation. For this particular case
the type II multiple orthogonal polynomials are given by a Rodrigues formula
Pn,n(x) =
dn
dxn
(
xn(1− x2)n) ,
and these polynomials are known as Legendre-Angelesco polynomials. They have been studied
in detail by Kalyagin [22] (see also [32]). The Rodrigues formula in fact simplifies the asymptotic
analysis, since integration by parts now gives∫ 1
−1
Pn,n(x)
z − x dx =
∫ 1
−1
(−1)nn!x
n(1− x2)n
(z − x)n+1 dx,
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which can be handled easily. Some trial and error show that one gets better results by taking 2n
instead of n, and by differentiating n times:
dn
dzn
(P2n,2n(z)[f1(z) + f2(z)]− [Q2n,2n;1(z) +Q2n,2n;2(z)])z=i
= (3n)!(−i)n+1
∫ 1
−1
x2n(1− x2)2n
(1 + ix)3n+1
dx. (3.3)
This gives rational approximants to π of the form
π =
bn
ancn
+
Kn
an
,
where an, bn, cn are explicitly known integers and Kn is the integral on the right hand side of
(3.3). The rational approximants show that π is irrational (which was shown already in 1773 by
Lambert), and they even show that you can’t approximate π by rationals at order greater than
23.271 (Beukers [6]), i.e., ∣∣∣∣π − pq
∣∣∣∣ < 1qr ,
with r > 23.271 only has a finite number of solutions (p, q), where p and q are relatively prime
integers. This upper bound for the order of approximation can be reduced to 8.02 (Hata [20]) by
considering Markov functions f1 and f3, with
f3(z) :=
∫ 0
−i
dx
z − x.
This f3 is now over a complex interval, and then Theorem 2.1 concerning the location of the zeros
no longer holds, and the asymptotic behavior must be handled by another method.
One can also use Hermite-Pade´ approximants to prove transcendence. Then one uses the fol-
lowing lemma, which extends Lemma 3.1 from irrational numbers to non-algebraic numbers.
Lemma 3.2. Let x ∈ R. Suppose that for every integer m ∈ N and for all integers a0, a1, . . . , am ∈
Z we can find integers p0,n, p1,n, . . . , pm,n such that
1.
∑m
k=0 akpk,n 6= 0 for all n ∈ N,
2. limn→∞(p0,nx
k − pk,n) = 0 for k = 1, 2, . . . ,m.
Then x is transcendental.
Proof. Suppose that x is algebraic. Then there exists an integer m and integers a0, . . . , am such
that
∑m
k=0 akx
k = 0. But then
m∑
k=0
ak(p0,nx
k − pk,n) = −
m∑
k=0
akpk,n.
The right hand side is an integer different from zero, hence∣∣∣∣∣
m∑
k=0
ak(p0,nx
k − pk,n)
∣∣∣∣∣ ≥ 1,
for all n ∈ N. But this contradicts condition 2 of the lemma. Hence we must conclude that x is
not algebraic.
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If we use type II Hermite-Pade´ approximation to (eλ1x, eλ2x, . . . , eλrx) near x = 0, then this
will give the transcendence of e. For Hermite-Pade´ approximation near x = 0 we can use two
multi-indices ~n = (n1, n2, . . . , nr) and ~m = (m1,m2, . . . ,mr). These Hermite-Pade´ approximants
are known explicitly when mj +nj = N + |~n| for 1 ≤ j ≤ r, where N is an integer. If we define the
polynomial
T (x) := xN (x− λ1)n1(x− λ2)n2 · · · (x− λr)nr ,
then T has degree N + |~n|. The expression
P~n(z) = z
|~n|+N+1
∫ ∞
0
T (x)e−zx dx
gives a polynomial of degree |~n|, and
Q~m;j(z) = z
|~n|+N+1
∫ ∞
0
T (x+ λj)e
−zx dx
gives a polynomial of degree |~n|+N − nj = mj . One easily verifies that
P~n(z)e
λjz −Q~m;j(z) = eλjzz|~n|+N+1
∫ λj
0
T (x)e−zx dx = O(znj+mj+1),
as z → 0, which are the interpolation conditions for type II Hermite-Pade´ approximation near the
origin for the two multi-indices (~n, ~m).
For proving the transcendence of e, we take λj = j, z = 1 and for a prime p > r, which is not a
divisor of a0, we take N = p − 1 and nj = p (j = 1, . . . , r). Then some elementary calculus shows
that p0 = P~n(1)/(p− 1)! is an integer which is not divisible by p and each pj = Q~m;j(1)/(p − 1)! is
an integer divisible by p. Therefore
∑r
j=0 ajpj is not divisible by p and hence condition 1 of Lemma
3.2 is satisfied. Furthermore
p0e
j − pj = e
j
(p− 1)!
∫ j
0
T (x)e−x dx,
and the simple estimate |T (x)| ≤ j(r+1)p−1 on [0, j], shows that this converges to 0 for every j when
the prime p tends to infinity (luckily Euclides showed that there are infinitely many primes). So
condition 2 of Lemma 3.2 is also satisfied and we conclude that e is transcendental (Hermite, 1874).
3.3 Other applications
Recently a number of applications came up in other areas of mathematics and theoretical physics.
There are interesting connections with random matrix theory, where multiple orthogonal polyno-
mials (in particular multiple Hermite polynomials) appear when one investigates random matrices
with an external source [8, 5]. Multiple Laguerre polynomials appear for the Wishart ensemble of
random matrices [7]. Multiple Jacobi polynomials (the Jacobi-Pin˜eiro polynomials) were used to
obtain a counterexample to the Bethe Ansatz Conjecture for the Gaudin model [25]. More details
on multiple orthogonal polynomials (recursion relation, specific examples, etc.) can be found in
[21, Chapter 23].
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