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ABSTRACT 
This dissertation describes the development and application of multimodal optical imaging 
methods for providing enhanced visualization of living skin.  In vivo imaging of skin is of great 
interest for research applications to study fundamental aspects of skin biology as well as for 
clinical applications to potentially enable non-invasive diagnosis of skin diseases.  The methods 
presented are based on a multimodal microscope that integrates optical coherence and 
multiphoton microscopy.  The development of the integrated microscope was focused on 
enabling sufficient performance of both modalities for in vivo imaging applications.  This 
included the design of a dual-spectrum laser source that meets the requirements needed by the 
different imaging modalities as well an image reconstruction algorithm for optical coherence 
microscopy that corrects curvature aberrations and significantly reduces computational 
complexity.  The multimodal contrast is capable of providing a view of many different 
components of living skin, including macroscopic and microscopic structure, microvasculature, 
collagen networks, single cells and single cell nuclei.  In addition to multimodal imaging, 
technical challenges associated with long-term tracking of the same skin site in vivo are 
addressed through the development of a non-rigid registration algorithm.  For this dissertation, 
these imaging methods were applied in several studies that were conducted in both human and 
mouse skin.  Emphasis was placed on the application of these imaging methods for studying 
fundamental biology in mouse skin, including time-lapse imaging of wound healing, skin 
grafting and single-cell dynamics.  In addition the imaging methods were applied to studying the 
potential toxicity of nanoparticles following skin exposure.  The imaging methods presented in 
this dissertation have great potential for facilitating a deeper understanding of fundamental skin 
biology and for enabling non-invasive assessment of diseases.   
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1 INTRODUCTION 
1.1 In vivo optical imaging for biomedical applications 
The development of biomedical imaging technology has revolutionized healthcare through both 
directly improving medical care and enabling advances in basic research.  A range of imaging 
techniques including magnetic resonance imaging (MRI), x-ray computed tomography (CT) and 
ultrasound (US) allow the internal features of living organisms to be visualized non-invasively.  
This has enabled dramatic improvements in the ability to detect, treat, and prevent diseases in 
patients in addition to allowing fundamental dynamic biological processes to be studied in vivo.  
Despite the impact that biomedical imaging technology has had, many limitations exist.  A major 
drawback of commonly used techniques, including MRI, CT and US, is that they suffer from 
poor spatial resolution.  The ability to resolve individual cells is fundamentally important for 
both clinical and research applications.  Optical microscopy is capable of achieving subcellular 
spatial resolution and therefore has the potential to address the limitations of many existing 
imaging techniques.  However due to technical challenges, optical techniques are only beginning 
to be used as an in vivo biomedical imaging modality.   
Optical microscopy has traditionally been utilized for visualizing tissue and cell samples ex vivo.  
Techniques such as bright field phase and fluorescence microscopy enable high-resolution 
imaging of sectioned tissue slices or two-dimensional (2D) cell cultures.  A wide range of stains 
and fluorescent dyes can be used to provide highly sensitive detection of specific organelles or 
proteins.  While the contrast provided by traditional optical microscopy is exquisite, a major 
limitation is that such techniques require sacrificing the sample under study followed by the 
application of a contrast agent.  This limitation precludes the ability to observe dynamic 
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biological processes for research applications.  In addition, the time required for the tissue 
processing is problematic for clinical applications, where real-time feedback about the state of 
the tissue is desired.  An additional major limitation of traditional optical microscopy techniques 
is that they generally rely on transmission of light through thin, optically transparent samples, 
thus making them unsuitable for imaging thick, intact tissue.  For these reasons, optical 
microscopy has traditionally been confined to ex vivo analysis of biological specimens for 
applications in clinical pathology and biological research.   
In recent decades, several optical imaging modalities have emerged that are suitable for non-
invasive, in vivo imaging of intact tissue.  These techniques include reflectance confocal 
microscopy (RCM) [1], multiphoton microscopy (MPM) [2], photo-acoustic tomography (PAT) 
[3] and optical coherence tomography (OCT) [4] and optical coherence microscopy (OCM) [5].  
These modalities generally make use of intrinsic contrast mechanisms of tissue, such as 
scattering and fluorescence, to visualize structural or functional features of tissue.  Several of 
these techniques have been successfully used for in vivo imaging for both basic research and 
clinical applications.  For example, OCT has become a standard of care in ophthalmology where 
it can be used to diagnose various disorders of the retina [6] while MPM has become an essential 
tool in cell biology research for studying cellular dynamics in vivo [7].  Despite these successful 
applications, in vivo optical imaging technology has not yet fulfilled its potential.  Current 
research aims to both develop the imaging technology to improve speed, contrast and resolution 
as well as explore new clinical and research applications.  The future of in vivo optical imaging 
technology is very promising and will play a key role in the future of healthcare and fundamental 
biological research. 
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1.2 Multimodal imaging with integrated optical coherence and multiphoton microscopy 
One of the primary challenges for in vivo optical imaging is the difficulty of achieving sufficient 
contrast non-invasively.  Compared to in vitro environments, such as 2D culture plates, in vivo 
tissue consists of many interconnected cellular and extracellular components which interact with 
each other.  The generation of sufficient contrast to provide a comprehensive view of these tissue 
components in vivo represents a significant technical challenge.  However, such capability has 
great potential for both clinical and research applications.  For research applications, the 
multimodal information can allow the interactions of different tissue components to be 
visualized.  This is particularly useful for studying complex, multifaceted biological processes 
such as wound healing and tumorigensis.  Clinical applications could benefit by using multiple 
criteria to provide a more robust diagnosis, such as using structural and vascular information for 
detecting tumors.   
Traditional microscopy achieves strong contrast by staining the sample with agents such as 
functionally targeted dyes or fluorescent markers.  This approach is not suitable for in vivo 
imaging as the contrast agent may be toxic or otherwise interfere with the biological function of 
the sample.  In addition, uniform delivery of a contrast agent in intact tissue is a major challenge.  
Due to the limitations of contrast agents, in vivo imaging techniques largely focus on using 
intrinsic optical properties of the tissue.  These properties include elastic scattering, absorption, 
birefringence, Raman scattering, fluorescence and a range of nonlinear optical properties.   
Together, these properties can potentially provide a wealth of information about tissue non-
invasively.  However, due to technical considerations a majority of in vivo optical imaging 
modalities make use of a single contrast mechanism.  This can often lead to significantly reduced 
contrast when compared to optical methods that use contrast agents. The images in Fig. 1.1 
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compare an OCT image of a breast tissue sample and the corresponding hematoxylin and eosin 
(H&E) histology slice.  While OCT captures the structural features of the tissue, it fails to 
distinguish between cell nuclei and tissue proteins as seen in the histology.  Improving contrast 
of in vivo optical imaging modalities is one of the primary focus areas for research in this field.  
One promising approach is multimodal imaging, which can allow the contrast capabilities of 
different techniques to be simultaneously exploited. 
One promising combination of in vivo optical imaging modalities is optical coherence 
(OCT/OCM) and multiphoton microscopy (MPM).   Together these techniques can provide a 
wealth of information from tissue non-invasively, as demonstrated in Fig 1.2.  OCT and OCM 
are most commonly used to visualize tissue structure based on the optical scattering properties.  
These techniques are also very sensitive to dynamic changes in the scattering which can be 
exploited to visualize the vasculature in live tissue [8].  In addition, various methods of contrast 
enhancement exist such as spectroscopic OCT [9, 10] and OCM [11] and polarization-sensitive 
Figure 1.1 – (a) OCT image and (b) corresponding histology of mammary tumor.  OCT 
provides non-invasive structural imaging but does not provide cell nuclei contrast. 
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OCT [12].  MPM is an imaging technique that also is capable of achieving various types of 
contrast.  MPM is most commonly used for two-photon excited fluorescence (TPEF) imaging 
which makes use of autofluorescence or any fluorescent markers that are introduced to the 
sample.  MPM can also be used for second-harmonic generation (SHG) imaging [13] which is 
commonly used to detect collagen fibers in tissue. Finally, MPM fluorescence imaging can 
achieve a limited degree of molecular sensitivity by using fluorescence lifetime imaging (FLIM) 
[14, 15].  Together OCT/OCM and MPM are a very promising combination for addressing the 
contrast limitations of in vivo optical imaging techniques.  
Several investigators have demonstrated the advantages of integrating OCT/OCM and MPM.  
The first demonstration combined MPM with a time domain OCT system using a titanium-
sapphire laser [16].  Integrated OCM and MPM imaging was demonstrated by two different 
Figure 1.2 – Illustration of the different contrast mechanisms employed by OCT/OCM and 
MPM. 
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investigators around the same time using time domain [17] and spectral domain [18] OCM 
setups.  Several studies have used OCT and MPM for imaging skin or skin equivalent tissue 
models [19-21]. OCM and MPM have been used to perform optical biopsies of thick tissue 
samples [22].  This combination has been used to examine the structural origins of scattering 
contrast in individual cells [23].  While many studies have demonstrated the potential of using 
these imaging modalities together, significant improvements in technology are needed in order to 
make this approach feasible for in vivo imaging. As the different modalities have different 
requirements and design considerations, many multimodal systems often sacrifice speed and 
performance.  As these parameters are crucial for in vivo imaging, new technology is needed that 
can overcome these problems.  Addressing these concerns can open a range of new applications 
for multimodal OCT/OCM and MPM imaging for both clinical and research applications.   
1.3 In vivo imaging of cell and tissue dynamics 
One of the primary advantages of in vivo optical imaging is that there is minimal disturbance of 
the biological function of the sample.  This enables repeated imaging to visualize dynamic 
changes over time.  This ability has great clinical potential for monitoring the progression of 
disease and evaluating the effect of therapeutic interventions.  In addition, this ability also allows 
cell and tissue dynamics to be directly observed.  This can offer a unique perspective for 
studying fundamental aspects of cell biology.  Although promising, the ability to image dynamic 
behavior is limited by technical challenges which must still be addressed.   
The ability to image dynamic cell behavior in vivo has already become an essential tool for 
several areas of cell biology research, most notably immunology.  Time-lapse studies of 
leukocyte rolling in blood vessels have led to key insights into how these cells migrate to 
7 
 
inflamed tissue [24, 25].  Such studies have also been used extensively to characterize the 
functional behavior of various types of dendritic cells in peripheral tissue [26-28].  These types 
of in vivo imaging studies typically consist of continuous time-lapse imaging at the same location 
in a living animal for up to several hours.  While this is useful for tracking fast cellular dynamics, 
experiments focused on longer term dynamics are more challenging.  Due to limitations on how 
long an animal can be anesthetized, continuous imaging longer than a period of a few hours is 
not feasible [29].  To track long-term changes, images must be acquired at different time points 
and then registered.  This can be a formidable challenge as tissue can be highly flexible, making 
it hard to accurately locate the same region of tissue between imaging sessions and correcting for 
non-rigid mechanical distortions.  As a result, imaging of long-term changes in in vivo animal 
experiments has typically been limited to rigid tissues, such as bone marrow [30, 31], or required 
the use of surgically implanted imaging windows [32, 33].  Improved registration methods will 
increase the feasibility of long-term time-lapse imaging in a broader range of soft, deformable 
tissue types.  This in turn, could lead to a wider application of time-lapse imaging for both 
research and clinical applications.  
1.4 Clinical and research applications of skin imaging in vivo 
A major application for in vivo optical imaging is in visualizing skin, both for clinical and 
research purposes.  The skin surface is easily accessible for imaging, greatly simplifying the 
design requirements of the instruments.  Research into clinical applications has focused on 
developing methods for diagnosing pathological conditions, such as cancer.  The primary 
motivation is to minimize the use of biopsies and also enable wider areas of tissue to be assessed.  
Various imaging techniques have been explored as clinical tools for skin cancer diagnosis.  RCM 
is a promising method that provides sub-cellular resolution images of skin.  This technique has 
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been primarily explored for detection of melanoma [34, 35].  A commercial RCM system, the 
VivaScope, has been developed by the company Lucid.  This instrument has completed clinical 
trials for detecting melanoma [36] and basal cell carcinoma [37].  OCT has also been 
investigated for various dermatological applications [38], including skin cancer detection [39].  
OCT is also being developed commercially as a clinical tool by the company Michelson 
Diagnostics.  MPM also has significant clinical potential [40, 41] and is being developed 
commercially by the company JenLab.  A recent study used different OCT and MPM 
instruments to provide multimodal contrast from diseased skin in living patients [21].  While this 
study demonstrated the ability to get complementary contrast, it is important to note that there 
was no attempt to register the different types of images.  
In addition to clinical potential, the ability to non-invasively image skin can be used to track 
dynamic changes for basic research studies.  MPM is used extensively in research as a tool for 
visualizing cellular dynamics of fluorescently labeled cells.   This has been used to characterize 
the functional behavior of various types of dendritic cells in skin [26, 27].  MPM has been 
applied for studying the biomechanical properties of skin [42] and for determining the molecular 
constituents of skin [43, 44].  In vivo MPM imaging of skin has been used for toxicology studies 
to track the penetration of nanoparticles [45-47] while in vivo skin imaging with OCT has been 
applied for basic research applications, such as studying inflammation [48] and blistering 
diseases [49].  A multimodal OCT and MPM study has been used for studying wound healing in 
an in vitro skin tissue model [19].  Given the wide range of studies that have made use of in vivo 
skin imaging, it is likely that this technology will play an important role in both clinical and basic 
research applications.  
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1.5 Scope of the thesis  
The goal of this thesis is to systematically investigate improved methods for imaging skin in vivo 
and also to apply these methods for novel skin imaging studies.  This work focuses both on 
enabling enhanced contrast using multimodal OCT/OCM and MPM imaging and developing 
methods for tracking long-term dynamic changes in skin.  Starting with the introduction in this 
chapter, the second chapter gives a background on the fundamental principles of the imaging 
modalities used in this thesis.  The research can be broken into separate components as illustrated 
in Fig 1.3.  Chapters 3 and 4 discuss the integrated OCT/OCM and MPM system and present 
solutions to the technical challenges of combining these modalities into a single system.  Chapter 
5 presents the application of this multimodal system for imaging in vivo in both human and 
mouse skin for potential clinical and research applications.  Chapter 6 discusses the methods 
developed to enable time-lapse imaging of skin for visualizing long-term dynamics.  In Chapter 
Figure 1.3 – Illustration of the contents of this thesis. 
   
10 
 
7, the multimodal, long-term time-lapse capabilities are utilized to study wound healing and skin 
grafting in mouse skin.  Chapter 8 also makes use of the imaging methods to study the long-term 
fate and immune modulation potential of zinc oxide nanoparticles for studying their potential 
toxicity.  Finally, Chapter 9 draws conclusions and presents possible future directions in this 
field of research.   
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2 BACKGROUND 
In this chapter the theory and basic operating principles for optical coherence tomography 
(OCT), optical coherence microscopy (OCM) and multiphoton microscopy (MPM) are 
discussed.  In addition, background information and fundamental concepts of image registration 
are presented.   
2.1 Optical coherence tomography and microscopy 
In this section the working principles of OCT and OCM are presented.  The fundamental aspects 
of coherence theory are discussed as this is the property of light that is the basis for image 
formation for both of these techniques.  Next, a discussion of the operating principles and basic 
instrumentation is presented.  As OCT and OCM operate on the same principles, the discussion 
is focused on OCT but is applicable for OCM as well.  Finally the distinctions between OCT and 
OCM are discussed and the tradeoffs of each technique considered.   
2.1.1 Coherence theory 
Coherence is a property of light that defines the degree to which two points of an optical field are 
correlated.  Two points are correlated if the fields have a well-defined phase relationship.  
Temporal coherence refers to the correlation between two points separated in time while spatial 
coherence refers to the correlation between two points in space.  OCT and OCM rely on the 
principle of temporal coherence.  The temporal coherence function of an optical field at a fixed 
position, U(t), is given by the time average of the product of two delayed versions of the field, 
  ( )     ( ) (   )    (2.1) 
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where <> denotes an average over time and τ is the delay between the two fields.  This function 
is also known as the autocorrelation function.  If the two fields at a given τ are uncorrelated, G(τ) 
will go to zero because the phase relationship is random.  On the other hand, if they are 
correlated G(τ) will have a fixed value.  The coherence time is a measure of the time delay over 
which a light source will be coherent.  The coherence time of a source is inversely related to its 
spectral bandwidth.  This is a result of the Wiener-Khinchin theorem which states that the 
autocorrelation function G(τ) is related to spectral density function S(υ) by the Fourier transform,  
  ( )   ∫  ( )         
 
  
  (2.2)  
Coherence is an important property for OCT and OCM because two beams of light will only 
experience interference if they are coherent with each other.  Light sources used in OCT and 
OCM have very short coherence lengths (and thus broad spectral bandwidths).  With these 
techniques, scattered light from a biological sample can be localized to within the coherence 
length by detecting the magnitude of interference between light from the sample and a reference 
beam.   
2.1.2 Principles of OCT operation 
The operating principles of OCT are analogous to ultrasound imaging.  In ultrasound, images are 
formed by sending a pulse of acoustic energy into a sample.  Reflections of the sound wave from 
different depths are localized by measuring the round-trip time-of-flight.  This provides the 
depth-dependent scattering information which is represented as pixel intensities in the image.  
OCT is also based on measuring the time-of-flight, but makes use of optical energy instead of 
acoustic energy.  Image formation for OCT is illustrated in Fig. 2.1.  A laser beam is focused into 
a sample and the time-delay of backscattered light is determined.  This provides an axial profile 
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of the depth-dependent optical scattering properties of the sample (Fig 2.1a).  The laser beam can 
then be raster scanned and many axial scans assembled to form a cross-sectional image of the 
sample.   
A major difference between ultrasound imaging and OCT is that the short time delays of the light 
cannot be directly measured.  This is due to the limited time-response of available optical 
sensors.  As a result the time delays must be measured using optical interferometery.  These 
techniques measure time delays relative to a reference beam by measuring the interference 
pattern.  The accuracy of the time delay measurements is determined by the coherence length 
which is related to the spectral bandwidth of the optical source (Eq. 2.2).  
Figure 2.1 – Illustration of OCT image formation.  (a) The OCT signal at each position of the 
focused beam provides a depth-dependent scattering profile.  (b) By scanning the position of the 
beam across the sample a cross-sectional image is formed by combing axial scans from each 
beam position.   
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OCT can be implemented in two fundamentally different ways.  The original implementation is 
referred to as time domain OCT [4].  The schematic for such a system is shown in Fig. 2.2b.  
This method relies on scanning the optical path length of the reference mirror [50] and 
measuring the interference pattern with a photodiode.  As the mirror is scanned, the delay of the 
reference arm light is changed and a frequency shift is imparted on the light due to the Doppler 
effect.  In the simplest case where the sample contains another mirror, the voltage signal of the 
photodiode can be written as 
  (   )    
    
    ( )        (   )  (2.3) 
where Er and Es are the electric field of the light reflected in the reference and sample arms 
respectively, G(τ) is the autocorrelation function of the laser source and ωo is the frequency shift 
of the light in the reference arm.  The last term in the equation is the interference term which is 
proportional to the reflection in the sample.  The modulation caused by the frequency shift in the 
Figure 2.2 – Schematic diagrams showing the simplified experimental setup for (a) spectral 
domain and (b) time domain OCT.  Abbreviations: BS, beam splitter; DG, diffraction grating; G, 
galvanometers; M, mirror; PD, photo diode. 
 
15 
 
reference arm is used to distinguish the interference term from the DC values.  By scanning the 
reference delay, τ, the scattering from different depths of a sample can be determined.   
A significant improvement in OCT instrumentation was the development of Fourier domain 
systems [51, 52].  In this implementation, an axial scattering profile can be measured by one 
acquisition of a spectral interference pattern.  The scattering profile is recovered by taking the 
Fourier transform of the spectral information, as is allowed by the Wiener-Khinchin theorem 
(Eq. 1.2).  Making the acquisition in the Fourier domain has inherent advantages in speed and 
signal-to-noise ratio (SNR) [53-55].  Fourier domain OCT can be implemented in two separate 
configurations.  The first uses a broad bandwidth laser and spectrometer to measure the spectral 
interference pattern which is commonly referred to as spectral domain OCT [51].  The second 
method makes use of wavelength tunable laser sources and a photodiode detector for measuring 
the same spectral interference pattern.  This method is called swept source OCT [56-58].  
Generally speaking, swept source OCT can achieve higher imaging speed [59, 60] than spectral 
domain OCT but has lower resolution and stability.   
The OCT and OCM system used throughout this thesis is a spectral domain system.  The 
experimental setup for a spectral domain OCT system is shown in Fig. 2.2a.  The reference 
mirror is stationary and a spectrometer captures the spectral interference pattern.  Considering 
the simplest situation where the sample consists of a mirror, the interference pattern as a function 
of wave number is given by 
  ( )     ( )     ( )    (   ))  (2.4) 
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where A(k) is the source spectrum and Δx is the position delay between the two mirrors.  As 
previously mentioned, the depth-dependent scattering profile can be recovered by taking the 
inverse Fourier transform of S(k), 
  (  )      ( ( ))     (  )      ( ( ))  (2.5) 
where the inverse transform of A(k) is the point spread function (PSF) of the system.  The depth-
dependent scattering profile in this case consists of a delta function convolved with the PSF 
offset at a delay corresponding to the relative delay between the mirrors.  In a biological sample, 
the zero delay of the reference arm is set to the top of the sample, giving a depth-dependent 
scattering profile of the sample.   
2.1.3 Tradeoffs for OCT and OCM 
OCM is a variation of OCT that offers improved spatial resolution [5].  Higher resolution is 
achieved by using a high numerical aperture (NA) objective lens for focusing the laser beam into 
the tissue.  The improved resolution comes at the cost of a shorter depth of field.  While OCM 
can provide sub-cellular resolution [61], the depth range is dramatically reduced.  This tradeoff is 
illustrated in Fig. 2.3.  OCT uses relatively low NA optics which provides a resolution between 
10 and 30 µm over a large depth range (1-3 mm).  As a result, raster scanning the beam along a 
single line allows cross-sectional images of the sample to be obtained.  OCM has a very tight 
focus which provides high resolution over a narrow depth range.  For this reason the beam is 
typically raster scanned in a 2D plane to provide an enface section of the sample.  OCM provides 
similar types of images as a reflectance confocal microscope with an improved sensitivity [62, 
63].  Examples of OCT and OCM images from skin are shown in Fig. 2.4.  The OCT cross-
sectional image of mouse skin shows the different layers of skin over a depth range of several 
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hundred micrometers.  The enface OCM image of human skin, on the other hand, allows 
individual cell nuclei to be visualized.   
2.1.4 OCT vascular imaging  
Aside from visualizing tissue structure based on optical scattering properties, OCT can also be 
used to visualize and quantify blood flow in living tissue.  This is based on detecting the dynamic 
Figure 2.3 – Comparison of the focusing scheme and 
scanning protocol for (a) OCT and (b) OCM.  OCT uses 
weak focusing and line scanning to produce cross-
sectional images while OCM uses tight focusing and 2D 
scanning to produce enface images. 
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changes in the optical scattering signal that results from the motion of the blood.  Many methods 
for visualizing the vasculature have been reported in literature.  One commonly used method, 
and the first to be demonstrated, is based on measuring the Doppler shift induced by the moving 
scatterers in the blood [8, 64-66].  The ability to measure the Doppler frequency shifts is due to 
the fact that OCT is phase sensitive.  The Doppler method is advantageous because it allows the 
flow velocity to be quantified.  However, as the Doppler frequency shift depends on the direction 
of flow relative to beam optical axis, blood vessels oriented perpendicular to the optical axis will 
detected with poor sensitivity.  In addition making quantitative measurements requires detailed 
analysis of the images to determine the direction of the blood vessels.   
Due to the limitations of Doppler OCT, other methods have been developed.  These methods 
generally focus on visualizing blood vessels without quantifying flow parameters.  One 
qualitative method for vascular imaging with OCT is called optical angiography (OAG) [67-69].  
OAG makes use of a phase modulation of the reference light and a Hilbert transform to separate 
the OCT signal that is due to static and dynamic scatterers.  Other methods for visualizing 
vasculature include speckle variance [70, 71] and phase variance [72-74].  These methods are 
Figure 2.4 – (a) OCM and (b) OCT images of skin.  OCM provides enface images with cellular-
level resolution while OCT provides cross-sectional images over a large depth range.    
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based on measuring the change in the scattering signal at a given location over time.  Signal from 
moving scatterers in the sample will change much more rapidly than signal from static scatterers 
and thus have a larger variance over time.  These methods provide good contrast from blood 
vessels regardless of their orientation.   
2.2 Multiphoton microscopy 
Multiphoton microscopy (MPM) is an imaging technique that allows thick, highly scattering 
biological samples to be visualized at sub-cellular spatial resolution.  MPM is based on different 
nonlinear optical processes such as two-photon excited fluorescence (TPEF) and second and 
third harmonic generation (SHG, THG).  The fundamental theory of nonlinear optics is presented 
in the following section.  This is followed by a discussion of the basic principles of operation and 
application areas for MPM.   
2.2.1 Nonlinear optics 
At low intensities the interaction of light with matter is sufficiently approximated as a linear 
relationship between the electric field and the polarization induced in the material.  At high 
intensities this linear relationship is insufficient and the polarization can be written as a power 
series in the electric field, 
      ( 
( )   ( )    ( )    )  (2.6) 
where ε0 is permittivity, χ
(n)
 are the different orders of the susceptibility and E is the optical 
electric field.  The second and third order susceptibilities describe most of the important 
nonlinear effects that have been observed, although higher order interactions do exist.   
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SHG is a second order nonlinear optical effect, meaning it is dependent on the square of the 
electric field.  Consider the second-harmonic response of a material to an incident electric field 
given by   
  ( )     { ( )    }  
  ( )       ( )     
 
 (2.7) 
Plugging this into Eq. (2.6) gives a second order polarization term of  
  ( )   
 
 
   
( ){  ( )  ( )    ( )         ( )      } (2.8) 
This polarization contains a component at twice the frequency of the incident electric field.  SHG 
thus converts a portion of the incident light into twice the frequency.  From a quantum 
mechanical perspective this means converting two photons of a given energy into a single photon 
of exactly twice that energy.  The DC term is also a nonlinear optical effect known as optical 
rectification.   
TPEF is a third order nonlinear optical effect.  The third order can be justified by thinking of 
TPEF as a nonlinear modification of the linear absorption term.  The linear and nonlinear 
absorption of a material are described by the imaginary components of the electric 
susceptibilities,   
( )
and   
( )
, respectively.  The polarization can be written as 
        
( )
      
( )
       (  
( )
   
( )
  )       ̃ 
( )
  (2.9) 
where  ̃ 
( )
 is the new absorption term. From this expression it can be seen that the absorption of 
the material has a term that depends on the square of the electric field (i.e. the intensity).   
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Additional insight into TPEF and SHG is gained by considering the quantum mechanical 
explanation of these processes.  The energy-level diagrams for these two processes are shown in 
Fig 2.5.  TPEF is based on the absorption of two photons by a molecule to excite an electronic 
transition.  The energy difference of this transition is equal to the energy of the two photons.  
Following absorption, a photon of lower energy is emitted after the molecule experiences a 
vibrational relaxation.  This relaxation and emission is essentially identical to the process that 
occurs during single-photon absorption. SHG, on the other hand, is an instantaneous process 
which makes use of a virtual energy state.  Two photons are converted to a single photon which 
has exactly the sum of the energies of the original photons.  This results in a photon with a 
wavelength that is exactly half the pump wavelength.   
Figure 2.5 – Energy-level diagrams for (a) TPEF and (b) 
SHG. 
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2.2.2 Principles of operation 
The most common implementation of MPM is the use of TPEF for imaging fluorescent dyes or 
endogenous molecules [2].  Nonlinear fluorescence excitation has several advantages over 
standard fluorescence microscopy.  Due to the nonlinear nature, fluorescence generation is 
confined to the focal volume, giving high resolution without the need for spatial filtering as in 
confocal microscopy.  Additionally, photo bleaching of fluorescent molecules outside the focus 
is virtually eliminated.  Another important advantage of TPEF over single-photon absorption is 
that near infrared light is used instead of visible.  Longer wavelength light experiences less 
scattering and absorption in biological tissue, allowing for deeper penetration.  SHG imaging is 
another common mode of contrast used in MPM [75].  SHG occurs in molecules that are not 
centrosymetric, such as collagen.  This requirement is based on the fact that molecules with 
symmetry cannot have polarization expansions with even powers of the electric field.   
The values of the nonlinear susceptibilities are generally very small, and high intensity light is 
required to observe nonlinear optical effects [38].  This is typically accomplished by using a 
mode-locked Ti:sapphire laser.  This type of laser generates ultrashort-duration pulses with high 
peak intensities.  In addition, a high NA objective is used to tightly focus the laser beam to a 
diffraction limited spot in the sample.  The combination of these two results in optical intensity 
high enough to induce significant TPEF and SHG. 
A schematic for a typical MPM instrument is shown in Fig 2.6.  The pump laser, which is 
typically at a near infrared wavelength, is focused onto the sample with a high NA objective lens.  
The light generated from the nonlinear optical process at the focus is collected by the same 
objective lens.  This light is diverted by a dichroic mirror, band pass filtered and detected by a 
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photo-multiplier tube.  The laser beam is raster scanned in a 2D plane across the sample to 
generate an image.   
Since the first demonstration [2] MPM has become widely used in biological research [76].  It 
has been used to image a wide range of tissue samples in vivo such as cortex [77], kidney [78] 
and skin [43].  In addition to functionally targeted fluorescent probes, special probes can be used 
to measure parameters such as pH [43] and oxygen concentration [79] of intact tissues.  MPM 
also has potential applications for cancer diagnosis in skin [15] without the need for fluorescent 
Figure 2.6 – Schematic diagram showing the sample arm for 
MPM imaging.   
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dyes.  Using TPEF of autofluorescent proteins and SHG of collagen fibers, morphological 
changes due to cancer can be observed.  Detection of changes in metabolic activity due to cancer 
has also been demonstrated [44].   
2.3 Image registration 
Image registration refers to computational methods for aligning two images to achieve spatial 
correspondence between them.  Typically, the images are from the same object taken at different 
time points or with different imaging modalities.  Image registration has a wide range of 
applications, including medical imaging, remote sensing and computer vision.  In medical 
imaging, a significant effort has been made to perform registration of clinical imaging modalities 
such as MRI or CT with nuclear imaging techniques [80].  This combination allows the strengths 
of these imaging modalities to be combined by providing overlaid structural and functional 
information.   
Image registration can be broken down into two classes of problems, rigid and non-rigid.  Rigid 
registration involves a linear transformation of the image coordinates.  The coordinates of an 
image can be represented in homogenous coordinates as 
  (   )  (       )  (2.10) 
where (   ) represents the pixel number in the image and (       ) represent the two-
dimensional spatial position of that pixel along with the dummy variable.  Rigid transformations 
can be written as a matrix operation,      , where   is a 3x3 matrix that represents the 
transformation.  This matrix is capable of representing affine transformations which include 
several types of operations including rotation, scale, shear and translation.  Rigid registration is 
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advantageous as it allows the entire transformation between two images to be represents by a 
small number of parameters.   
Rigid registration is not suitable for applications where the transformation between two images 
can be highly complex.  This is often the case in medical imaging applications due to the highly 
flexible and deformable nature of living tissue.  For these applications, non-rigid registration is 
necessary.  Transformations are typically represented by functions such as thin-plate splines [81], 
which are significantly more complex than linear transformations.  Non-rigid registration is 
commonly used in medical applications with modalities such as magnetic resonance imaging 
(MRI) and x-ray computed tomography (CT) [82].  Such techniques have yet to be employed for 
in vivo optical imaging but are required for long-term observation of dynamic changes in natural 
tissue for both clinical and research applications.  
The ability to observe long-term dynamics with in vivo optical imaging is limited by the lack of 
suitable non-rigid image registration methods.  Basic research studies that focus on tracking 
long-term changes in in vivo animal experiments have typically been limited to rigid tissues, 
such as bone marrow [30, 31], or require the use of surgically implanted imaging windows [32, 
33].  In such experiments, registration of images between sessions either is not necessary or is 
limited to a simple rigid registration [33].  Such methods are not suitable for applications such as 
studying wound healing in natural skin as it is a highly flexible organ which experiences 
significant mechanical contraction during healing [83].  These non-rigid changes must be 
accounted for in order to track the same skin site over several months, as well as for separating 
the small-scale movement and dynamics of single cells from the larger-scale changes due to 
tissue deformation.  Non-rigid registration for in vivo optical imaging would be a powerful tool 
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for both research and clinical applications.  However the application of these techniques involves 
new challenges which have yet to be fully addressed.   
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3 OPTICAL COHERENCE AND MULTIPHOTON 
MICROSCOPE 
In this chapter, the design of the multimodal OCT/OCM and MPM system is presented.  The 
design is intended to seamlessly integrate these multiple modalities into a single system.  As the 
different modalities have various design considerations, efforts were focused on minimizing 
losses in performance for either modality.  Maximized system performance is a necessary 
requirement for making large-scale in vivo imaging studies feasible.  A novel, dual-spectrum 
laser source is presented that is capable of meeting the requirements of both OCT/OCM and 
MPM.  This is followed by a discussion of the various hardware components and the control 
software.  While the fundamental principles of the different imaging modalities have been 
presented in Chapter 2, this chapter will focus on the instrumentation engineering.  Chapter 4 
will introduce the reconstruction algorithms that were developed to enable rapid image formation 
for OCT and OCM.   
3.1 Dual-spectrum laser source 
In this section a single laser dual-spectrum source for the integrated OCT/OCM and MPM 
microscope is demonstrated.  The source implements the laser characteristics needed to 
optimally perform both modalities while extending the spectral range.  This source extends the 
feasibility of this multimodal system and will facilitate new investigations in in vivo microscopy, 
tissue engineering, and cell biology. While the laser source is suitable for both OCT and OCM, 
this section is focused primarily on OCM as this modality is performed simultaneously with 
MPM.  This is a more stringent requirement as the laser source must simultaneously meet the 
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demands for both imaging modalities.  The motivation for this source, its design and 
characterization are presented.   
3.1.1 Motivation 
Although OCM and MPM can be performed simultaneously with a single laser source, each 
imaging modality demands different characteristics from the source to perform optimally.  For 
MPM, ultrafast lasers such as Ti:sapphire are the most efficient means of exciting two-photon 
events.  Investigations have found that MPM efficiency is proportional to the inverse of the laser 
pulse duration [84].  However, when considering transform limited pulses, the pulse duration is 
also inversely proportional to the spectral bandwidth.  As most fluorophores have a limited 
wavelength range where efficient two-photon excitation occurs, the advantages of using ultra-
short pulses can be negated by inefficient absorption across the broad bandwidth.  As a result of 
this tradeoff, tunable Ti:sapphire lasers with pulses in the range of ~100 fs and thus relatively 
narrow bandwidths (~10 nm) are typically used for MPM.  For OCT/OCM, a broad spectrum is 
desired since the coherence length is inversely dependent on the source bandwidth.  Although 
axial OCM resolution is often determined by the confocal parameter of a high numerical aperture 
objective, high detection sensitivity and high contrast rejection of out-of-focus light are 
dependent on the coherence length [5].  Thus, broad bandwidth is needed to optimize optical 
sectioning capability.  A tunable spectrum is also desired for OCT as it enables spectroscopic 
OCM (SOCM) analysis over a broad wavelength range.  SOCM is an extension of OCM that 
provides additional contrast in biological specimens based on the spectrum of the backscattered 
light [9, 11].   
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Past studies utilizing integrated OCM-MPM used a single, fixed-center wavelength, broadband 
Ti-sapphire laser [16-18].  For reasons stated, a tunable source with both a narrowband and a 
broadband portion would provide better performance and optimization for both imaging 
modalities.  A recent study combined a broadband laser and a separate tunable Ti:sapphire laser 
for simultaneous MPM and phase-sensitive OCM [85].  We have developed a single laser dual-
spectrum source for use in an integrated spectral domain OCM and MPM microscope [86].  This 
source is implemented by spectrally broadening a portion of a widely tunable Ti:sapphire laser 
by continuum generation in a photonic crystal fiber.  The source output is a beam consisting of 
the original spectrum (for MPM) and a continuum broadened spectrum (for OCM).  Continuum 
generation in commercially available conventional single mode fibers has been used as a simple 
and cost effective way to create a broad spectrum source for OCT [87].  However, degradation of 
the optical spectrum, output power, and physical properties of the fiber is common, and is 
problematic for stable use as an optical source [88].  Continuum generation has also been 
demonstrated in highly nonlinear photonic crystal fibers [89] and tapered large mode photonic 
crystal fibers [90]. The fiber chosen for this source is an endlessly single mode photonic crystal 
fiber. This fiber is both cost effective and capable of sufficient and stable spectral broadening for 
use in OCM over roughly a 300 nm tuning range.  
The tunable, dual-spectrum source extends the optical sectioning capability of OCM while 
allowing a wide range of fluorescent markers to be targeted.  The ability to acquire OCM and 
MPM images with this source over a wide wavelength range is demonstrated by imaging 
fluorescently labeled mouse fibroblast cells at three different wavelengths.  Since deep 
penetration in tissue is ultimately the key advantage of integrated OCM-MPM over confocal 
microscopy, images of unlabeled in vivo human skin are taken at different depths.  The 
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optimized performance of both modalities enabled by this source extends the feasibility of OCM-
MPM for investigations in in vivo microscopy, tissue engineering, and cell biology.   
3.1.2 Dual-spectrum laser source experimental setup  
Figure 3.1 shows the schematic of the dual-spectrum laser source.  The laser is a high-power, 
widely tunable Ti:sapphire laser (Mai-Tai HP, Spectra-Physics).  The linearly polarized output 
from this laser is divided by a 90/10 beamsplitter into two beams.  The higher power beam is 
coupled by a 0.4 NA aspheric lens into a ~2 meter long photonic crystal fiber with a numerical 
aperture (NA) of 0.1 and a mode field diameter of 6 µm (LMA-8, Crystal Fibre A/S).  The 
spectrally broadened OCM beam is collimated, and the linear polarization is rotated 90° by an 
achromatic half wave plate before being recombined with the narrowband beam at the original 
beamsplitter.  The linear polarization of the OCM beam after continuum generation is 
Figure 3.1. Schematic of the dual-spectrum source. Abbreviations: 
BS, beam splitter. 
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sufficiently maintained, allowing recombination of the narrowband MPM beam and the 
broadband OCM beam using a polarizing beam splitter.  The two coincident beams are then sent 
to the sample arm of the integrated microscope for imaging  
3.1.3 Source characterization 
To demonstrate the advantages of this dual-spectrum laser source, several parameters were 
characterized including the degree of spectral broadening and stability/noise.  In addition, OCM-
MPM images of fluorescently labeled fibroblast cells were taken at different center wavelengths.  
The pump spectrum and broadened spectrum at three different wavelengths are shown in Fig. 
3.2.  These three wavelengths were chosen because they correspond to efficient two-photon 
absorption wavelengths for the three different fluorescent markers used in imaging the fibroblast 
cells.  The insets in Fig. 3.2 show the combined spectra used for imaging.  The FWHM of the 
broadened spectra at 750 nm, 850 nm and 920 nm are 52 nm, 86 nm and 82 nm, respectively.  
Since the coherence length is proportional to the square of the center wavelength and inversely 
proportional to the bandwidth, it is roughly equivalent at these three wavelengths despite 
differences in the generated bandwidth.  The corresponding calculated FWHM coherence lengths 
in air at each of these center wavelengths are 4.7 µm, 3.7 µm and 4.6 µm, respectively.  This 
represents a coherence length 5 to 8 times shorter than that of the pump laser alone, allowing 
greater rejection of out-of-focus light and thus greater sensitivity and optical sectioning 
capability. 
Crucial to using this source for OCM imaging is the stability of the continuum generation.  
Degradation of the spectral broadening due to light-induced structural modification of Ge-doped 
conventional fibers [91] as well as amplitude fluctuations of the spectrum caused by noisy 
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nonlinear processes limits the use of continuum generation in highly nonlinear photonic crystal 
fibers as an optical source for OCT or OCM.  Our source utilizes a pure silica photonic crystal 
fiber and is stable because these fibers lack the Ge-related photosensitive impurities that cause 
fiber degradation.  This fiber has shown no sign of degradation after ~150 hours of use.  In 
Figure 3.2. Ti-sapphire pump spectra (dotted lines) and corresponding 
broadened spectra (solid lines) at (a) 750 nm, (b) 850 nm, and (c) 920 
nm center wavelengths.  Figure insets show the combined spectra 
incident on the sample.  
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addition, this fiber is operated in the normal dispersion regime (the zero-dispersion wavelength 
of the fiber is estimated to be 1.1 m) so continuum generation is mainly due to self-phase 
modulation, minimizing the noisy nonlinear processes that cause amplitude fluctuations.  The 
self-phase modulation dominated continuum generation is justified by the symmetric spectral 
broadening around the central wavelength of the pump (Fig. 3.2). The small asymmetric 
broadening at 920 nm pumping could be due to the decreased responsivity of the silicon detector 
in the spectrometer at the longest wavelengths.  To verify stability, noise spectra were acquired 
of the pump and the supercontinuum beams at the three operating wavelengths using a fast diode 
and an RF spectrum analyzer (Fig. 3.3).  At these three wavelengths, there was less than 1.1 
dBm/Hz difference in the noise over the frequency range of 1 to 25 MHz.   
OCM and MPM images were taken of green fluorescent protein (GFP)-transfected mouse 
fibroblast cells co-stained with two additional fluorescent markers.  The GFP in this cell line is 
transfected to be co-expressed with vinculin, a cell-surface adhesion protein.  The expression of 
GFP, therefore, can be correlated with the functional activity of these cells, such as cell-cell or 
cell-matrix interactions [92].  Although vinculin is found in the focal adhesion sites of cells, the 
GFP and vinculin are not believed to be bound together.  Therefore, the fluorescence signal from 
GFP is expected to be distributed throughout the cytoplasm of the cells.  Rhodamine B and DAPI 
were used to target the mitochondria and nucleus, respectively.  OCM-MPM images were taken 
at different wavelengths throughout the tuning range of this source, corresponding to 
wavelengths where efficient two-photon absorption occurs for each fluorophore [93].  Bandpass 
optical filters were used to detect fluorescence from GFP (FF01-520/35, Semrock), DAPI (FF02-
447/60, Semrock) and Rhodamine B (BG39, CVI Laser) since there is some overlap in the 
excitation spectra of these fluorophores and also because Rhodamine B has a significantly higher 
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two-photon cross section.  At each wavelength, corresponding OCM images were acquired 
simultaneously.   
Figure 3.3. Noise spectra of the Ti-sapphire pump laser (blue) and 
the spectrally-broadened beam (red) at 750 nm, 850 nm, and 920 
nm center wavelengths.  There is less than 1.1 dBm/Hz difference 
between the pump and the broadened beam over the frequency 
range of 1 to 25 MHz. 
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The power of the broadband source was ~3 mW after the objective while the narrowband source 
power varied between 5 and 10 mW, depending on the power needed for sufficient SNR in the 
MPM signal at each wavelength.  Images were acquired in roughly 2 minutes using the scanning 
stage.  The scanning range for the OCM and MPM images was 100 by 100 µm and images 
consist of 250 by 250 pixels.  Pixel dwell time for MPM was 100 µs and OCM line scan rate was 
10 kHz.  Figure 3.4 shows the MPM and the OCM images of a single cell separately, as well as 
the MPM images superimposed on the OCM images for registration and spatial correspondence.  
The 3-dimensional position of the sample at each wavelength was unchanged.  The MPM signal 
at 750 nm, 850 nm and 920 nm targets the cell nucleus, the mitochondria and the cytoplasm, 
respectively.  The corresponding OCM images show the scattering structures of the whole cell.   
The dual-spectrum source allows each of the fluorescent markers to be efficiently excited at 
different wavelengths while maintaining the broad bandwidth portion of the spectrum for OCM.  
The source extends the feasibility of performing OCM and MPM over a wider spectral range.  
Fluorescent dyes that are not efficiently excited using a broadband Ti-sapphire laser with a fixed-
center wavelength around 800 nm can be used with this source.  A notably important fluorescent 
marker in cell biology, GFP, has an order of magnitude higher two-photon cross section in the 
range 920-1000 nm compared to 800 nm [93].   
3.2 Multimodal microscope  
In this Section the hardware and software components of the microscope are discussed.   
3.2.1 Experimental setup 
A schematic of the multimodal microscope and the dual-spectrum lasers source is shown in Fig. 
3.5.  The laser source (Fig. 3.5a) has been detailed in the previous section of this chapter.  The 
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microscope makes use of the two laser beams from the source.  The broad bandwidth beam used 
for OCM or OCT is directed to a free space interferometer.  The 50/50 beam splitter divides the 
beam into the reference arm and the sample arm.  In the sample arm the narrowband and 
Figure 3.4. Multiphoton and optical coherence microscopy images acquired at three different 
center wavelengths.  The first, second, and third columns corresponds to 750 nm, 850 nm, and 
920 nm center wavelengths, respectively.  (a-c) MPM images (d-f) OCM images and (g-i) 
MPM images overlaid on OCM images to show spatial correspondence.  
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broadband beams are recombined using a polarization-sensitive beamsplitter.  A half wave plate 
is used to ensure that the narrowband beam is optimally transmitted.  The dual-spectrum beam 
them passes through a telecentric beam scanning system.  This consists of a pair of galvanometer 
scanning mirrors and a 1:1 telescope.  This configuration allows the beam to be raster scanned in 
two dimensions while minimizing changes in the optical path length in the system.   
Figure 3.5 – Experimental setup of the multimodal microscope.  The blue dashed box indicates 
the interchangeable optics for switching between OCT and OCM.  The black dashed box 
contains the components that are interchangeable for switching between standard MPM imaging 
and FLIM.  Abbreviations: BS, beam splitter; DG, diffraction grating; F, filter; P, pinhole; PBS; 
polarizing beam splitter; PMT; photo-multiplier tube; SM, scanning mirror.  
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The optical components after the galvanometers are interchangeable for switching between high 
and low NA.  In Fig. 3.5b the high NA optics used for simultaneous OCM and MPM imaging are 
shown.  The beam is magnified by a 1:3 telescope before being focused onto the sample by a 
0.95 NA objective (XLUMP20X, Olympus) with an input aperture of 18 mm.  The 1/e2 beam 
diameter at the aperture is 16 mm for MPM and 10 mm for OCM, giving an effective NA of 
approximately 0.9 and 0.65, respectively.  The low NA optical components which are 
interchanged for OCT are shown in Fig. 3.5c.  This configuration consists of a 1:1 telescope and 
a 50 mm focusing lens.  This provides an NA of approximately 0.05 for OCT imaging.  The 
sample is positioned on a motorized stage which allows the focus depth to be adjusted and wide-
area mosaics to be acquired. 
For the high NA configuration, MPM signal that is generated at the focus is collected by the 
objective and deflected by a dichroic mirror.  An additional dichroic mirror splits the MPM 
signal into two separate channels each containing a lens, an interchangeable emission filter and a 
PMT (H7421-40, Hamamatsu).  Alternatively, the two PMTs can be replaced by a multispectral 
fluorescence lifetime system shown in Fig. 3.5d.  This configuration consists of a low-pass 
emission filter, a multimode fiber bundle and a 16-channel spectrometer.  For OCT and OCM, 
backscattered laser light is recombined with the reference arm light in the interferometer and 
focused through a 15 µm pinhole using a 30 mm focal length achromatic lens.  The spatially 
filtered light is detected by a spectrometer consisting of a diffraction grating, focusing optics and 
a line scan camera (Piranha2 2k, Dalsa) with a maximum line rate of 32 kHz.   
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3.2.2 System integration 
The multimodal microscope consists of many different components which must be synchronized 
in order to implement a functional system.  Integration is achieved using a PC platform with PCI 
data acquisition (DAQ) cards and control software written in LabVIEW and C++.  The 
connections between the DAQ cards and the different system components are shown in Fig. 3.6.  
The PC contains three separate DAQ cards connected internally via a RTSI cable.  The RTSI 
cable allows trigger signals to be routed internally.  The DAQ interfaces with various external 
devices, including the two PMTs, the galvanometer control system, the line CCD as well as the 
FLIM module.  In addition, the PC interfaces with the motorized stage through a TCP/IP 
connection and a beam shutter for MPM via a USB connection.   
A NI PCI-6602 card in the PC consisting of six counters creates the timing signals needed to 
synchronize the system.  These timing signals are the frame, line and pixel clocks.  Each of these 
signals outputs a digital pulse at the beginning of a frame, line or pixel, respectively.  The frame 
clock is routed to the NI PCI-6731 analog output card and triggers an entire sequence of raster 
scanning.  The line clock is routed to the NI PCIe-1430 camera acquisition card which triggers 
the acquisition of B-mode OCT/OCM frames.  The sequence of digital pulses from the PMTs are 
accumulated by two counters on the NI PCI-6602 board.  Using the pixel and line clocks these 
signals are used to form the MPM image pixels.   
Software control of the DAQ cards and the hardware devices is implemented in LabVIEW, a 
graphical programming language.  This program allows communication with all the hardware 
devices and has an easy-to-use interface.  Various programs in LabVIEW have been written to 
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enable different modes of acquisition.  Image reconstruction for OCM is also implemented in 
C++ and compiled into a .dll file which can be accessed by the LabVIEW software.   
  
Figure 3.6 – Schematic showing the integration and synchronization of the different 
components of the multimodal microscope.   
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4 IMAGE RECONSTRUCTION ALGORITHMS 
In this chapter, various algorithms for reconstructing spectral domain OCM and OCT images are 
presented.  Both of these modalities are based on processing raw spectral interference data 
acquired from a spectrometer.  The chapter begins with a discussion of general considerations for 
OCT and OCM image reconstruction.  Many of the processing steps can be applied to both OCT 
and OCM.  However, as OCT is more widely used than OCM, the algorithms commonly 
employed have been optimized for OCT.  This chapter discusses issues that distinguish OCM 
from OCT and presents novel methods for optimizing the quality and computational efficiency 
of OCM image reconstruction.  As computational demand can often limit the overall speed of 
imaging, optimal image reconstruction is a significant advantage for maximizing imaging speed 
for in vivo applications.  This chapter also discusses image reconstruction for OCT phase 
variance, which enables vasculature in living tissue to be visualized.  
4.1 Image reconstruction for spectral domain OCT and OCM 
As discussed in Chapter 2, spectral domain OCT and OCM operate by measuring the spectral 
inference pattern resulting from the combination a reference beam with light backscattered from 
the sample.  The primary operation to recover the depth-dependent optical scattering intensity is 
a fast Fourier transform (FFT).  In practice there are multiple pre-processing steps that typically 
occur prior to the FFT operation which must be implemented in order to achieve high-quality 
reconstructions.  In this section these necessary pre-processing steps are discussed.   
The first required pre-processing step arises from the fact that spectrometers typically do not 
make measurements linear in wavenumber.  Spectrometers make use of diffraction gratings 
which disperse the light according to the grating equation,  
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           (4.1) 
where   is the groove spacing,   is the diffraction order and   is the wavelength.  Thus, the 
measured spectral interference pattern can be roughly approximated to be linear in wavelength 
instead of wavenumber.  As can be seen from the equation for the FFT,  
  ( )   ∑  ( )     
 
         (4.2) 
where  ( ) is the raw spectral data and  ( ) is the computed axial scan, the spatial domain is 
linearly related to the wavenumber, not the wavelength.  Thus, taking the FFT of a spectrum that 
is not linear in wavenumber will result in distortions in the axial scan.  This effect is manifested 
as a depth-dependent broadening of the OCT/OCM point spread function (PSF) as is illustrated 
in Fig. 4.1a.  To create a spectrum that is linear in wavenumber, the first pre-processing step 
typically consists of a cubic interpolation of the spectrum.  The parameters for this interpolation 
are usually manually adjusted while observing the OCT PSF in real time. 
The second major consideration for OCT/OCM image reconstruction is chromatic dispersion 
mismatch between the reference and sample arms, which may result from the sample arm 
containing various optical elements not present in the reference arm, such as lenses and dichroic 
mirrors. As all optical elements have some nonlinearity in the spectral dependence of the phase 
delay, the mismatched components will induce a nonlinear phase ramp in the spectral 
interference pattern.  This nonlinearity is typically represented by the two first nonlinear terms of 
the Taylor expansion around the center wavenumber.  The FFT of the spectrum can then be 
written as  
  ( )   ∑  ( )    (      
     
 )   
     (4.3) 
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where    and    represent the second and third order terms. Computing this FFT results in a 
depth-independent broadening of the PSF, as is illustrated in Fig. 4.1b.  Correcting the dispersion 
mismatch is accomplished by multiplying the spectral interference pattern by the conjugate of 
the high-order phase terms prior to computing the FFT.  The parameters for this conjugate phase 
are also typically determined manually by observing the impact on the PSF in real time.   
As both the nonlinearity in the spectrum and the dispersion mismatch affect the PSF, both effects 
must be considered when making corrections.  For any particular depth the optimal PSF can be 
achieved either by spectral resampling or phase conjugation.  However to achieve the optimal 
PSF throughout the image range, both corrections are needed.  To find the correct parameters for 
both, the dispersion is usually adjusted at a short optical delay where contributions from the 
spectrum nonlinearity are negligible (Fig. 4.1a).  This is followed by moving the system to a long 
Figure 4.1. Simulations of OCT axial scans from a mirror showing the effects of (a) nonlinear 
wavenumber sampling and (b) chromatic dispersion mismatch between the reference and sample 
arm. The nonlinear wavenumber results in a depth-dependent broadening of the PSF while 
dispersion mismatch gives rise to a depth-independent broadening of the PSF.   
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delay for tweaking the resampling parameters.  Depending on the severity of the two effects, 
multiple iterations between short and long delay and corresponding corrections will be needed.  
Finally, an additional important pre-processing step is background subtraction.  This is necessary 
to reduce the noise floor of the image and results from a structure on the spectrum that is due 
either to the laser source or the CCD camera.  Background subtraction can be done by either 
measuring a reference spectrum with the sample arm blocked or by averaging all the spectral 
interference patterns in a particular image.  
4.2 Coherence gate curvature 
In this section, a computational method for correcting coherence gate curvature is presented.  
First, the concept of coherence gate curvature and its impact on OCM are discussed.  Then 
methods for calibrating the curvature and incorporating a computational correction procedure 
into the OCM image reconstruction are introduced.  The method is then validated on a variety of 
samples. 
4.2.1 Introduction 
Since the introduction of OCT, various beam delivery designs have been developed to 
accommodate different applications and variations of OCT.  Some of these designs are non-
telecentric, meaning that the focal point of the scan lens does not coincide directly to the pivot of 
the scanning mechanism.  Scanning of the beam in a non-telecentric system results in path length 
variations which cause curvature of the coherence plane.  Even in systems that are designed to be 
telecentric, it is often difficult to achieve perfect alignment to completely eliminate path length 
variations, especially in more complex designs with multiple lenses and galvanometers [94].  
Curvature of the coherence plane results in curvature artifacts in OCT images and restricts the 
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field of view in optical coherence microscopy (OCM) by causing a separation of the coherence 
and confocal gates [95].   
While coherence curvature can be largely ignored in low numerical aperture (NA) systems, it is 
notably problematic for high NA systems, such as in OCM.  Although not all OCM systems 
utilize very high NA, it is often needed in order to maximize resolution or to enable integration 
with other imaging modalities such as MPM [16].  High NA OCM systems require non-
telecentric sample arm designs in order to fill the back aperture of the objective lens.  The 
coherence curvature results in non-uniform image intensity, effectively limiting the field of view.  
High NA OCM systems have typically avoided these aberrations by acquiring images with stage 
scanning [18], limiting the field of view [17], or using a common path interferometer [85].  
However, all of these approaches greatly limit the practical use of this technique.   
A schematic of a simplified non-telecentric system is shown in Fig. 4.2a.  The scanned beam 
pivots around the input aperture allowing the NA to be maximized.  The optical path length to 
the flat focal plane increases as the beam is scanned away from the optical axis.  Two-
dimensional scanning of the beam results in a curved coherence plane which has a circular 
pattern (Fig. 4.2b).  The degree of coherence curvature depends on the focal length of the lens as 
well as the range over which the beam is scanned.  Fig. 4.2c plots the maximum path length 
variation across a fixed field of view for different focal lengths of the lens.  True high NA 
focusing optics are significantly more complex than a single lens and thus these values are only 
rough approximations. Nonetheless, the simple lens example demonstrates why high NA systems 
experience the most dramatic coherence curvature.   
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4.2.2 Calibration and correction method 
In this section, a method for correcting coherence curvature in spectral domain low-coherence 
imaging systems is presented.  By recovering the phase of the analytic signal from a calibration 
image, path length variations caused by beam scanning can be compensated.  In OCM, this phase 
information can be directly utilized to process the enface images in a computationally efficient 
manner.  In addition to correcting coherence curvature, this method inherently corrects any order 
of dispersion and spectrometer nonlinearity.  Although the focus is on the use of this technique 
for OCM, it can also be used to correct for phase variations in phase sensitive techniques such as 
interferometric synthetic aperture microscopy [96] as well as for correcting curvature artifacts in 
high NA OCT systems. 
The method of coherence curvature correction is based on characterizing the system by using a 
mirror at the focus of the sample arm.  An image of the mirror allows the two-dimensional 
coherence curvature to be measured.  This is accomplished by obtaining the phase of the analytic 
Figure 4.2. (a) A schematic for a simplified non-telecentric beam-scanning system.  The dotted 
gray line shows the flat focal plane while the dashed gray line shows the curved coherence plane.  
(b) Scanning in two dimensions results in a circular pattern of path length variations across the 
field of view.  (c) The calculated maximum path length difference across a fixed field of view as 
a function of the focal length.  
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signal of the interference pattern at each position of the beam via the Hilbert transform.  The 
interference and the unwrapped phase profile for a single axial-scan are shown in Fig. 4.3a.  The 
phase profile consists of a linear portion which corresponds to the optical delay and higher order 
terms which are caused by dispersion.  The coherence curvature is shown in Fig. 4.3b by 
mapping the slope of linear portion of the phase profile for each position of the beam.  The 
pattern is not circular as would be expected from Fig. 4.2 due to imperfect alignment of the pairs 
of telescopes and galvanometers.  The calibrated phase profiles provide a convenient method to 
process OCM data.  Figure 4.3c shows the FFT of the raw spectral interference pattern from the 
mirror (Fig. 4.3a).  By first multiplying the spectral interference by the conjugate of the 
calibrated phase, the scattering signal from the focus is shifted to DC, in addition to 
simultaneously correcting any order of dispersion (Fig 4.3d).  By using the phase profile 
determined at each beam position, the curved coherence plane is flattened and moved to DC 
while giving the optimal axial point spread function.   
Figure 4.3. (a) The spectral interference pattern and the unwrapped phase of the analytic signal 
with a mirror in the focus of the sample arm. (b) Image mapping the slope of the linear 
component of the phase profiles measured across the field of view, showing the curvature of the 
coherence plane caused by beam scanning.  (c) FFT of the raw spectrum. (d) FFT after 
multiplying the spectrum by the conjugate of the measured phase.  
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The corrected enface OCM image corresponding to the focal plane can be extracted from a raw 
data set using the following equation,   
  (   )   ∑  (     )   (    )        (4.4) 
where x and y represent the lateral spatial dimensions and k represents the spectrum 
wavenumber.  A(x, y) is the enface OCM image and S(x, y, k) and ϕ(x, y, k) are the raw spectral 
and the calibrated phase data, respectively.  Each pixel of the OCM image is computed by 
multiplying the raw spectral data by its corresponding calibrated phase profile and summing over 
the wavenumber, k.  This method of OCM image processing is computationally identical to 
simply extracting a single enface plane from the acquired data volume.  Importantly, this 
approach corrects coherence curvature and does not require any preprocessing steps for 
dispersion correction.  As processing time for spectral domain OCM is an important 
consideration, this method of processing represents a practical way to extract the optimal enface 
image.   
4.2.3 Validation 
Once the phase profiles are measured from a mirror, they can be utilized for acquiring corrected 
images from real samples.  Figure 4.4a shows an OCM image of a standard USAF resolution 
chart processed without correcting the path length variations.  Due to the curved coherence 
plane, the intensity across the flat sample varies dramatically and resembles the pattern of the 
coherence curvature (Fig. 4.3b).  In Fig. 4.4b the same image is shown with the coherence plane 
corrected using the calibrated phase information from the mirror.  As most practical applications 
involve 3D samples, Fig. 4.4c shows an uncorrected image of 50 nm Fe2O3 particles embedded 
in silicone gel.  In this 3D sample the coherence curvature results in a curved image where the 
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upper left and bottom right corners correspond to areas that are not in the focal plane.  For this 
reason, they have a noticeably lower resolution and lower intensity due to blurring and 
attenuation, respectively, by lying outside of the confocal gate.  Utilizing the calibrated phase 
information the image corresponding to the focal plane is recovered, showing uniform resolution 
and intensity (Fig. 4.4d).  The coherence curvature correction is also shown for in vivo human 
skin epidermis images (Fig. 4.4e,f), with similar improvement to the signal strength and 
resolution, increasing the usable field of view.  
 
Figure 4.4. OCM images of (a, d) a standard USAF resolution chart, (b, e) 50 nm Fe2O3 
particles embedded in silicon gel and (c, f) in vivo human skin epidermis.  Images are shown 
(d-f) with and (a-c) without correcting the coherence curvature.  Scale bar is 45 microns.  
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4.3 Optimized reconstruction algorithm for OCM  
A critical factor that limits imaging speed for spectral domain OCM is the computational 
demand.  Standard OCT reconstruction methods applied to OCM are inherently inefficient 
because OCM only has high resolution and high SNR over a short depth range.  The standard 
OCT method uses the FFT of the spectral interference pattern to reconstruct the full depth range.  
When this method is applied to OCM, only the depth range that corresponds to the focus is 
extracted for representing the image [18].  This means that a large majority of the reconstructed 
points are discarded.  An optimized reconstruction algorithm that only reconstructs the 
information that is needed would be a big benefit for improving OCM imaging speed.  
To overcome these challenges, an image processing architecture that enables high-speed 
reconstruction of OCM images was developed [97].  This approach, outlined in Fig. 4.5a, 
corrects nonlinear spectral spacing, dispersion mismatch and coherence gate curvature, and 
allows multiple optical sections to be reconstructed in a computationally-efficient manner.  The 
first step in this process is to bin each 2048 pixel spectrum from the CCD by a factor of four 
(step 1 in Fig. 4.5a).  The size of the bin is varied across the spectrum such that the resulting 
spectrum is linear in wavenumber.  This step takes the place of cubic spline interpolation that is 
commonly performed in OCT.  Reducing the spectrum size also minimizes the computational 
cost of the remaining steps while maintaining necessary spectral resolution to reconstruct a depth 
range sufficient for OCM.  In the second step of Fig. 4.5a, each spectrum in the volume is 
multiplied by a unique phase profile that both corrects dispersion mismatch and computationally 
shifts the focal plane to the DC position in the spatial domain.  The degree of spatial shift varies 
across the field of view of the OCM image, thus correcting the curvature of the coherence gate.   
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Figure 4.5. Illustration of the image processing architecture for rapid reconstruction of 
OCM images.  This architecture incorporates all the necessary pre-processing steps 
that are typical for OCT and reconstructs a short axial range using an FFT-zoom 
algorithm. (a) The processing steps for each spectral interference pattern showing the 
spectral and spatial domain at each step.  The numbered red arrows indicate the actual 
processing steps executed (explained in detail in text). Each spectrum in the raw data 
volume is processed in this manner to reconstruct several enface OCM images, as 
illustrated in (b). 
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These phase profiles are obtained by calibrating the system using a mirror as described in the 
previous section.  Computationally shifting the focal plane to the DC position not only corrects 
the coherence gate curvature but also allows OCM images to be reconstructed using a fast 
Fourier transform zoom (FFT-zoom) algorithm.  The third step in Fig. 4.5a consists of additional 
binning of each spectrum to a final size of 8 pixels as well as zero padding with an additional 8 
pixels to double the spatial sampling.  Decreasing the spectrum size limits the depth range in the 
spatial domain to the focal volume while zero padding increases the spatial sampling.  Taking the 
FFT of this spectrum reconstructs the axial scattering profile at 16 different depths within the 
focal volume at twice the spatial sampling (step 4 in Fig. 4.5a).  This process is repeated for each 
spectrum acquired at each beam position to reconstruct a 3D volume as illustrated in Fig. 4.5b.   
A comparison of the standard OCT reconstruction methods and the new optimized OCM 
algorithm is shown in Fig. 4.6.  The processing steps for each method and the computational cost 
for an original spectrum of size N are shown.  The number of reconstructed depths is represented 
by M.  For typical values used in this thesis the factor improvement is up to one order of 
magnitude reduction in computational cost.  Thus, the optimized reconstruction algorithm for 
OCM drastically reduces the computational requirements which in turn enable faster imaging 
speeds.   
4.4 OCT phase variance 
As discussed in Chapter 2, various methods for implementing vascular imaging with OCT have 
been demonstrated.  For this thesis, phase variance OCT is used to generate images of vascular 
networks in in vivo skin.  Vascular imaging capability is the primary motivation for switching 
from OCM to OCT for some imaging applications and is necessary for a number of reasons.  
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Firstly, most vascular imaging techniques make repeated measurements at a particular spatial 
location to observe time-varying changes in the scattering signal.  As OCM can only detect 
signal from a narrow depth range, volumetric vascular imaging would be prohibitively time 
consuming and computationally intensive.  In addition, the high spatial resolution offered by 
OCM is not typically needed as the smallest capillaries in vascular networks are greater than 10 
µm.  Thus, the extended depth field capabilities offered by OCT make volumetric in vivo 
vascular imaging feasible.  
Phase variance imaging has been implemented in several different ways by different 
investigators [72-74].  The methods differ primarily in the type of beam scanning protocols that 
Figure 4.6. Comparison of the computational complexity of the standard OCT reconstruction 
algorithm with the optimized OCM reconstruction algorithm.  The complexity of each 
processing step for a spectrum with N pixels and M desired points in the reconstruction is shown.  
The number of complex multiplications for N = 2048 and M = 64 is shown, which results in 
roughly an order of magnitude reduction in computational complexity with the optimized OCM 
reconstruction. 
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are used.  While the early implementations measured the variance between adjacent axial scans 
[72, 73], a more recent study measured the variance between cross-sectional images [74].  The 
later method provides a longer time between measurements and thus is potentially more sensitive 
to slower flow rates and also provides greater contrast.  However, it also increases the stability 
requirements for the system as increased interrogation time will also cause more motion artifacts.  
For this thesis a variation of the cross-sectional-based phase variance technique is utilized.   
To implement the phase variance imaging, multiple cross-sectional images at a fixed transverse 
position are acquired.  Volumetric images are acquired by stepping the beam along the 
dimension perpendicular to the orientation of the cross-sectional imaging.  This results in a four-
dimensional data set consisting of three spatial dimensions and one time dimension.  Phase 
variance images are computed independently for each set of duplicate cross-sectional images 
from a particular location.   
For each set of duplicate cross-sectional images, the complex OCT images are reconstructed.  
The weighted phase differences between consecutive frames are computed by subtracting the 
phase values and calculating the mean magnitudes.  This can be written as  
    (   )  
(  (   )     (   ))
 
  (  (   )     (   )),  (4.5) 
where   (   ) and   (   ) are the magnitude and phase, respectively, of the n
th
 replicate of the 
cross-sectional image of a given set of duplicate images.  Areas of tissue that are static will have 
small changes in the scattering signal between consecutive frames that may originate from bulk 
movement of the sample or phase noise in the system.  Areas of blood flow, on the other hand, 
will have a significant change in the scattering signal due to the movement of the scatterers in the 
blood.  The nature of the turbulence in the blood vessels results in large scattering changes 
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within the blood vessels in addition to the regions below the vessels.  Regions below the blood 
vessels have large scattering changes because light scattered from those the areas travels through 
the regions of turbulence.   
The regions of high scattering changes from the blood vessels can be visualized by computing 
the variance of the weighted phase differences in a particular region of the cross-sectional image.  
By defining a moving window for calculating the phase variance, an image of the large scattering 
change regions can be generated.  As the blood vessels cause a large change of the scattering 
signal within and beneath the vessels, this region is typically defined to be an axial kernel.  The 
complex variance for a set of M values is defined by the following equation, 
      
|∑   ( )    |
∑ |  ( )|    
 (4.6) 
Figure 4.7. An enface (a) OCT section of in vivo mouse skin and (b) the corresponding 
projection of the OCT phase variance showing the vascular network.  Scale bar is 250 µm. 
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where    is the weighted phase difference values taken from a region defined.  In regions of 
static tissue, the magnitude of the sum of the complex numbers and the sum of magnitudes will 
be roughly equivalent, giving a low variance.  The regions of blood flow will ideally have a 
randomization of the complex numbers and thus the magnitude of the sum of the complex 
numbers will be very low, giving a high variance.  The phase variance is calculated for each 
position of the moving window to generate the phase variance image.  In order to reduce effects 
from movement of the sample and phase noise in the system, the median phase variance value 
from all the consecutive frames from a particular location is used in the final image.  Figure 4.7 
shows an enface view of both structural and vascular images from in vivo mouse skin.   
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5 NON-RIGID IMAGE REGISTRATION FOR LONG-TERM 
TIME-LAPSE IMAGING 
In this chapter an image registration algorithm capable of correcting non-rigid distortions in 
highly deformable tissue is presented.  The motivation for this algorithm is to enable long-term 
time-lapse in vivo imaging of tissue in its natural state.  Registration of images is necessary to 
enable accurate tracking of the same tissue locations between image sessions.  This is especially 
important for the purpose of single-cell tracking.  As tissue is generally highly deformable, 
highly non-rigid changes in the tissue must be accounted for to achieve accurate registration.  
The non-rigid registration algorithm presented in this chapter is developed for use with images of 
skin.  However, the general concepts can be applied to other tissue types which have repeatable 
structural features (such as colonic crypts or rods and cones in the retina).   
5.1 Algorithm description 
The non-rigid registration algorithm is based on using hair follicle locations as landmarks.  The 
algorithm exploits the inherent diversity in the spatial patterns of hair follicle positions to 
uniquely identify and match individual follicles between two images at different time points.  
While follicles are essentially identical in appearance, their spatial positions relative to 
neighboring follicles are unique and preserved between imaging sessions.  The registration 
procedure consists of detecting hair follicle positions, initializing a follicle matching and grid 
transformation and iteratively optimizing the solution.  The different steps of the algorithm are 
illustrated in Fig. 5.1.  Once all possible matches are identified, the grid transformation between 
two images can be utilized to align the images between time points by non-rigid warping.  The 
different steps of the algorithm are presented in the following section. 
58 
 
5.1.1 Landmark identification 
The first step of the algorithm is to detect the positions of the hair follicle locations in the two 
images that are to be registered.  To accomplish this, either SHG or OCT/OCM structural images 
of skin can be used as seen in Fig. 5.2.  For the purpose of this thesis, SHG images are used 
because they are higher resolution and provide very strong contrast from the hair follicles.  From 
two volumetric SHG skin images taken during different image sessions, enface sections are 
chosen from depths that provide good contrast between the follicles and the dermis.  While the 
registration is performed in two dimensions, it is possible to correct the axial dimension as well 
by computationally shifting the SHG volumes along the axial dimensions to make the surface of 
the dermis flat.   
The first step of the algorithm is to identify the position of the hair follicles that are visible in the 
SHG images.  The hair follicle positions are detected using a scale-space approach to find an 
initial set of possible points followed by further evaluation of those points to eliminate incorrect 
ones.  The scale-space method is the first step of the commonly used scale-invariant feature 
Figure 5.1 Block diagram of the non-rigid image registration algorithm. 
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transform (SIFT) [97] and consists of constructing a scale-space by filtering an image with 
difference-of-Gaussian (DOG) kernels at different scales.  Local minima in the scale-space are 
selected as possible feature points.  The initial set of possible hair follicle points found is very 
high and contains many incorrect matches as seen in Fig. 5.3a.  Points are eliminated based on 
thresholding the DOG images and an additional metric that evaluates the radial symmetry of the 
local image gradients [98] resulting in more accurate estimate of the follicle positions (Fig. 5.3b).  
This process is performed on SHG images from multiple depths, and matches of the same follicle 
at different depths are merged to give the final estimate of the hair follicle locations as seen in 
Fig. 5.3c.  As can been seen by the arrows, some remaining false points are marked and some 
follicles are not detected.  The accuracy of the algorithm is largely limited by shadows in the 
SHG images caused by overlying hair.  In this particular example, an accuracy of 92% was 
Figure 5.2 Enface (a) SHG and (B) OCM images of the dermis of mouse skin.  
Both modalities are capable of visualizing hair follicles in skin.    
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achieved when compared to manual identification.  The software allows errors to be manually 
corrected prior to the next step of the algorithm.   
5.1.2 Hair follicle matching and transformation estimation 
The next step is to establish the correspondence between hair follicles in images from different 
time points.  Since all the hair follicles look identical, the only method to uniquely identify them 
is using their spatial relationship to neighboring follicles.  For each point the relative spatial 
positions of nearby points defines its neighborhood.  Points from two images are evaluated by 
comparing the differences between their neighborhoods after estimating a local rotation and 
scaling using a clustering technique [99].  Assessing the match quality between two follicles was 
based on the following steps.   
 For each of the follicles, the positions of a fixed number of the closest points (typically 
10 to 15) were determined. The positions of the closest points were relative to the 
follicles being compared.   
Figure 5.3. SHG mosaics of mouse skin at various stages of the hair follicle detection.  Markers 
indicate locations of follicles. (a) The initial scale-space minima search finds many points, most 
of which are incorrect.  (b) Filtering of the points based on various metrics eliminates many 
incorrect points. (c) Merging the matches from images from different depths gives the final 
result.  Some errors remain as indicated by the blue arrows.  
 
61 
 
 A local rotation and scaling between the two follicles based on a 2D clustering technique 
was estimated [100].  Rotation and scaling parameters were calculated for each possible 
match between the neighboring points of the two follicles.  The parameters for each 
matching set of points were plotted in a 2D plane.  The correct matches of the 
neighboring points formed a cluster which was identified based on a peak find in the 2D 
histogram.  This method assumed that the local deformation within the range of the 
neighboring points can be approximated by a rigid transformation.   
 One set of neighboring points was rotated and scaled using the estimated parameters.  For 
each neighboring point in one set, its closest match in the other set of neighboring points 
was identified and the error in position was determined. 
 The quality of the match was defined as the average error position between the 
neighboring points following the local rotation/scaling operation.   
From all the comparisons made, the matching follicles with an average error position below a 
threshold were used to define an initial transformation between the two images.  The 
transformation was represented by a two-dimensional thin-plate smoothing spline for each of the 
image dimensions.  Following the determination of the initial transformation, new follicle 
matches were assessed not only on the quality of the match as defined previously, but also on 
their consistency with the initial transformation.  The remaining hair follicles were matched by 
an iterative procedure that added new follicle matches to the transformation model each time a 
match was determined.   
The transverse coordinates of an image are represented by a 2D array of two element vectors 
containing the pixel coordinates (i.e.   (   )   {     }, where x and y represented the pixels in 
the image and ax and by represented the coordinates of the pixel).  The final thin-plate smoothing 
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spline transformation was used to compute the non-rigid warped coordinates,   (   )  of the 
image from the original coordinates,   (   ).  The warped coordinates were used for a 2D cubic 
interpolation to warp the images from one time point so that they were registered to the reference 
time point.   
5.2 Algorithm validation 
Non-rigid registration provides a significantly improved alignment of the skin images compared 
to simpler methods of registration based on a linear transformation of grid coordinates.  As a 
validation, non-rigid transformation was compared with the best approximated affine 
transformation.  The least-squares affine transformation was calculated from the non-rigid 
warped coordinates represented in a homogeneous coordinate system (i.e.   (   )  
 {       }). The linear relationship between the original and warped coordinates was given by 
  (   )     (   ), where A is a 3 x 3 matrix representing the affine transformation in a 
homogeneous coordinate system.  The least-squares affine transformation was determined by 
inverting this relationship.   
In Fig. 5.4, two SHG images from mouse ear skin before and 24 hours after wounding are 
shown.  The wound site is indicated by the red arrow.  As a qualitative comparison, the affine 
and non-rigid registration between these two images is shown in Fig. 5.5.  The image following 
the wound is colored green and overlaid on top of the original image which is colored red.  It is 
apparent that the affine transformation provides a coarse alignment but fails to accurately align 
the images on the microscopic scale. The magnified regions also demonstrate that non-rigid 
registration results in accurately aligned hair follicles while the affine registration fails to do so.   
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Improved alignment between the image subregions in the non-rigid case is quantified by 
calculating the mutual information (MI) metric from the joint histograms as measure of the 
correlation between the images (Fig. 5.5).  The joint histogram of identical images results in a 
diagonal line in the joint plot, indicating perfect correlation.  Thus images with a strong 
correlation will have a joint histogram that more closely resembles a diagonal line.  Mutual 
information is a metric that measures the dispersion of the joint histogram and is given by the 
following equation,     ∑ ∑     
 (   )
 ( ) ( )  
  where p(x,y) is the joint histogram and p(x) and 
p(y) are the marginal histograms along the x and y dimension, respectively.  Images with no 
correlation have an MI value of 0.  The quantitative and qualitative results demonstrate that non-
rigid registration accurately aligns this pair of images and also show that affine registration is 
insufficient to correct the distortions.   
Figure 5.4 Enface images of mouse skin (a) before and (b) 24 hours after a 1 mm punch 
biopsy wound (red arrow).  Yellow crosses correspond to matching hair follicles and 
yellow dots indicate the ten nearest follicles.  This pattern of neighboring hair follicles is 
what uniquely defines each hair follicle and is the basis for matching follicles between 
images. 
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5.3 Quantifying wound contraction 
Although the non-rigid image registration is primarily intended to facilitate long-term 
observation of the same skin site, it also provides an opportunity to track mechanical distortions 
that occur in the sample.  Wound contraction is a well-known process that occurs during wound 
healing [101], whereby skin mechanically contracts to minimize the wound area to promote 
faster healing.  As an additional important aspect of wound healing, information about the spatial 
and temporal dynamics of wound contraction are complementary to other wound healing 
processes that can be observed with in vivo OCT/OCM and MPM imaging.   
Figure 5.5 Evaluation of the (a) affine and (b) non-rigid registration of the images from Fig. 5.4.  
Magnified view of the colored overlays in the region of the dark box demonstrates improved 
alignment of the hair follicles with non-rigid transformation. Improved correlation is 
demonstrated quantitatively by the 2D histogram and MI metric (top right). The grid images 
(bottom right) are a representation of the transformed coordinates.   
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Contraction maps are calculated from the non-rigid image registration information, represented 
by the warped coordinates,   (   )   {     }.  To calculate the area of each pixel in the 
warped image, the differential of  (   ) along the x and y dimension are multiplied as illustrated 
for original and warped coordinates in Fig. 5.6.  This results in an image where each pixel 
represents the area of the image at that location following the warping.  An example of a 
contraction map from wounded skin is shown in Fig. 5.7.  An SHG image and a representation of 
its coordinates are prior to registration (Fig. 5.7a,c).  Following registration, the image and its 
grid representation (Fig. 5.7b,d) is stretched to allow spatial alignment to the reference image  
Figure 5.6. Illustration of how the (a) original and (b) transformed image 
coordinates can be used to calculated the wound contraction maps.  
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Figure 5.7. Calculation of wound contraction maps from non-rigid image 
registration information. An SHG skin image (a) before and (b) after 
warping to correct for non-rigid distortions relative to a reference image.  
A grid representation of the coordinates of the image (c) before and (d) 
after warping.  The non-rigid nature of the warping is evident. (e) The 
calculated contraction map showing regions of the skin that have 
contracted and expanded relative to the reference image.  
 
67 
 
which is not shown.  The resulting contraction map (Fig. 5.7f) showed regions of the skin that 
had been stretched or compressed relative to the reference time point.   
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6 MULTIMODAL IN VIVO SKIN IMAGING 
The design of the multimodal microscope and the image processing architecture enable sufficient 
performance of the different modalities for in vivo imaging.  In this chapter, several examples of 
in vivo skin imaging are presented.  By making use of multiple intrinsic contrast mechanisms this 
integrated technique improves the ability to non-invasively visualize living tissue.  The chapter 
begins with a discussion of the anatomy and cellular components of skin which will be important 
for interpretation of the in vivo optical images.  This is followed by examples of OCM-MPM 
imaging in human skin to demonstrate the clinical potential of multimodal, high-resolution 
imaging.  Next, both OCM-MPM and OCT-MPM imaging of mouse skin is presented for 
potential applications in studying fundamental biological processes in vivo.  Together these 
examples demonstrate the ability of the multimodal microscope to obtain high-quality in vivo 
image and provide a comprehensive view of many different skin components.   
6.1 Skin anatomy and cellular components 
Skin is a complex organ with many different cellular and extracellular components.  The primary 
function of the skin is to serve as a barrier between the environment and the internal features of 
an organism.  The basic structural organization and major components of skin are detailed in Fig. 
6.1 [102].  The skin is divided into three primary layers: the epidermis, the dermis and the 
subcutaneous regions.  The outermost layer is the epidermis which consists of a dense network of 
cells which continuously grows and divides.  The thickness of the epidermis varies depending on 
the species as well as the location on the body but generally is between 30 and 150 µm.  The next 
layer is the dermis which largely consists of extracellular matrix components such as collagen 
and elastin.  The dermis also contains a sparse population of fibroblast cells in addition to a range 
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of immune cells.  The thickness of the dermis also varies significantly but is significantly greater 
than the epidermis.  The dermis contains a vast network of blood vessels whose diameters are 
largest in the deeper layers and gradually become smaller towards the surface.  The junction 
between the epidermis and dermis is generally not a smooth interface, as seen in Fig. 6.1.  The 
projections of the dermis into the epidermis are called dermal papillae.  These papillae contain 
Figure 6.1. Diagram of the skin showing the primary layers and major components [102]. 
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capillary loops which carry nutrients closer to the surface of the skin.  Several larger structures, 
including hair follicles and sweat glands, penetrate both the epidermis and dermis.  The deepest 
layer of the skin is the subcutaneous region which contains larger diameter blood vessels as well 
as sensory organs.  This layer plays a key role in regulating the temperature of the body.   
Aside from the structural features of the skin, another important aspect is the wide range of cell 
types which can reside in the skin.  Figure 6.2 shows a more detailed diagram of the different cell 
types that reside in the epidermis [103].  The primary cell types are keratinocytes whose function 
is form the tight barrier.  The deepest part of the epidermis contains epidermal stem cells that 
constantly divide to form new keratinocytes.  Differentiated keratinocytes proliferate and mature 
as they migrate towards the surface of the skin.  Eventually these cells die and become part of the 
outermost layer of the epidermis, the stratum corneum.  Also present in the skin are melanocytes 
whose primary function is to produce melanin pigment to protect against damage from the 
Figure 6.2. Diagram of the major cellular components of the skin epidermis [103]. 
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ultraviolet rays.  The epidermis also contains a type of immune dendritic cell called Langerhans 
cells. These cells reside in the epidermis and sense the environment for the presence of foreign 
antigens.  Most of the cells present in the epidermis have relatively slow migratory behavior.  
The dermis may also contain a range of cell types including fibroblasts which are sparsely 
located throughout the dermis.  The function of these cells is to generate and remodel 
extracellular matrix proteins.  The dermis may also contain a host of immune cells including 
dendritic cells, macrophages, neutrophils and lymphocytes.  These cells are migratory and can 
rapidly move in and out of the skin.   
6.2 In vivo OCM-MPM imaging of human skin 
In this section, OCM-MPM imaging of in vivo human skin is presented.  The simultaneous use of 
these techniques provides high-resolution, multi-modal contrast and deep penetration.  MPM 
provides optical sections based on TPEF while OCM provides 3D scattering-based information.  
TPEF in this application is used to target endogenous fluorescent molecules (i.e. it provides 
autofluorescence imaging).  OCM-MPM is a promising technique for both clinical and research 
applications.  In dermatology, optical sections of live skin allow clinically-relevant skin features 
to be non-invasively observed.  This can be used to aid in the diagnosis of various skin diseases 
and also minimize the need for invasive biopsy procedures.  In addition to clinical use, in vivo 
skin imaging has many research applications such as studying the effects of various cosmetic and 
pharmaceutical products [38], and assessing the development of engineered skin [104, 105] .  
The non-invasive nature of these imaging techniques enables repeated imaging of the same skin 
sites to observe dynamic events and long-term changes.  The following images are acquired 
simultaneously using the integrated microscope in the configuration described in Chapter 3. 
72 
 
To enable in vivo human skin imaging, an imaging mount was designed to keep the skin 
stabilized during image acquisition with the galvanometers.  This mount consists of a thin glass 
coverslip mounted to a rigid holder.  The skin is positioned against the coverslip during imaging 
to minimize motion artifacts.  A small amount of glycerol is applied to the skin prior to imaging 
to serve as an index matching agent.  The imaging mount is attached to a motorized stage which 
enables the focal depth to be adjusted in addition to allowing wide-area mosaics to be acquired. 
Scanning the imaging mount over a range of several millimeters does not disturb the relative 
position of the skin to the coverslip.   To enable sufficient MPM excitation of the endogenous 
fluorescent proteins (primarily NADH and FAD [106]), the center wavelength of the laser was 
set to 760 nm.  At this wavelength the FWHM bandwidth of the laser is 10 nm while the 
generated supercontinuum has a FWHM bandwidth of 120 nm.  The power-level of the MPM 
beam at the sample was no greater than 15 mW, while the OCM beam was typically 5 mW.   
To demonstrate high-resolution multimodal imaging, OCM-MPM images were simultaneously 
acquired at multiple focal positions from the hand of a human volunteer.  Figure 6.3 shows a 3D 
rendering of merged OCM images from different focal depths in the skin, in addition to single 
OCM and MPM sections from three representative depths.  In the OCM and MPM images from 
the top layer of the skin (Figs. 6.3b,e respectively), the stratum corneum, the microscopic surface 
topology is visible.  In Figs. 6.3c,f acquired from the epidermis of the skin, single-cell nuclei 
from keratinocytes are visible.  Deeper in the skin, dermal papillae are visible in both the OCM 
and MPM images (Figs. 6.3d,g).  Dermal papillae are the finger-like projections of the dermis 
into the epidermis and are part of the uneven junction between these two layers.  This 3D data set 
consists of 50 enface planes (sections) taken with 3 µm focal steps in the axial (depth) direction, 
and 256x256 pixels in the lateral dimensions.  For each focal position 16 enface OCM images  
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Figure 6.3. High-resolution OCM and MPM images from in vivo human 
skin. A 3D rendering of a merged OCM z-stack is shown (a) as well as 
enface OCM and MPM images from representative depths, (b-d) and (e-g) 
respectively.  Enface images are from the stratum corneum (b, e), the 
epidermis (c, f) and the superficial dermis (d, g). 
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were reconstructed over a range of roughly 15 µm.  Overlapping OCM images acquired from 
different focal positions were averaged to construct the 3D OCM volume.  Spatial dimensions 
are 230x230x150 µm for x, y and z dimensions, respectively.  Total acquisition time for this 
volume was 2.5 minutes.   
A primary limitation of high-resolution optical microscopy is that the fields of view are limited 
to several hundred micrometers.  For many applications, it is desirable to survey larger areas of 
the skin than are possible with a single image acquisition.  The integrated microscope enables 
automated acquisition of wide-area mosaics of in vivo skin using a motorized stage.  Fig. 6.4 
shows several 4x4 OCM and MPM mosaics taken from different skin layers covering an area of 
approximately 1x1 mm.  Larger features of the skin such as a hair follicle are visible in Fig. 6.4.  
Mosaicing allows the field-of-view to be increased arbitrarily while retaining high spatial 
resolution.  Total acquisition time for each mosaic was less than 1 minute.    
The high-speed capabilities of this microscope allow the dynamics of living skin to be 
visualized.  With the high spatial resolution, it is possible to observe red blood cells moving 
through single capillaries.  The dermal papillae in the skin contain capillary loops which carry 
oxygen and nutrients to the upper regions of the epidermis.  Time-lapse OCM imaging of such a 
capillary loop was performed to demonstrate the ability to visualize blood flow in vivo.  Fig. 6.5a 
shows an enface OCM frame of a capillary loop within a single dermal papillae in the absence of 
any red blood cells.  The ascending and descending parts of the capillary loop are visible as the 
dark circular regions.  In a subsequent frame (Fig. 6.5b) red blood cells (RBCs) are present in the 
capillary and result in a strong scattering signal.  Time-lapse OCM imaging results in rapid 
fluctuations in the backscattering signal from within the capillaries.  These fluctuations can be 
utilized to visualize the capillaries by plotting the variance of the scattering signal over time from  
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Figure 6.4. Wide-area OCM and MPM mosaics from in vivo human skin 
from three representative depths. Images are from the stratum corneum (a, 
b), the epidermis (c, d) and the superficial dermis (e, f).  Mosaics increase 
the field of view and allow larger skin features, such as hair follicles 
(indicated by red arrows), to be visualized.   
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each spatial position in the 3D OCM volume.  This results in a 3D image of the capillary.  
Figures 6.5c,d show enface and cross-sectional slices of a capillary loop, respectively.  The time-
lapse data consisted of 50 OCM volumes taken at 3 second intervals.  In addition to visualizing 
capillaries it is possible to detect the movement of single cells moving through a capillary.  
Figure 6.5e shows the scattering signal from one position in a capillary over a period of 1 
second.  The presence of an RBC in the capillary results in a spike in the scattering signal.   
The combination of OCM and MPM allows the use of both scattering and fluorescence based 
contrast which can provide complementary information about the condition of the skin.  
OCT/OCM [39] as well as RCM [107] have demonstrated the potential of scattering based 
contrast for clinical applications.  Based on the scattering intensity, macroscopic skin structure as 
well as microscopic features such as cell nuclei can be visualized.  In addition there are many 
variants of OCT/OCM that allow complementary features of the skin to be observed.  These 
variants include polarization-sensitive OCT for visualizing tissue birefringence due to collagen 
fibers [108], spectroscopic OCT for measuring wavelength-dependent absorption [9] and for 
scatterer sizing [11] and various methods for visualizing vasculature based on phase sensitive 
measurements [64] or speckle variance [71].  MPM auto fluorescence imaging has also 
independently demonstrated its clinical potential for skin imaging [15].  The fluorescence-based 
contrast also enables skin structure and single cells to be visualized.  Combining MPM with 
spectral and fluorescence lifetime has enabled various cell types in the skin to be distinguished 
[109] and also allows the rate of metabolism in cells to be measured [110].  The ability to 
simultaneously utilize scattering and fluorescence contrast with OCM and MPM thus has great 
potential to provide complementary information about the condition of skin.  A recent clinical 
study has demonstrated the use of separate OCT and MPM instruments for imaging a variety of  
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Figure 6.5. Time-lapse imaging of blood flow in a capillary loop in human 
skin.  (a) An enface OCM frame of a capillary loop in the absence of red 
blood cells clearly shows the ascending and descending capillary.  (b) In a 
subsequent frame red blood cells are present, giving a strong scattering 
signal from within the capillary.  The change in scattering signal over time 
allows capillaries to be visualized at high contrast by displaying the 
variance of the time-lapse OCM volumes. (c) Enface and (d) cross-
sectional slices from the time-variance volume shows the capillary loop.  
The orientation of the enface and cross-sectional variance images are 
indicated by the red dashed box and green dashed line in (a), respectively 
(scale bar is 15 µm).  (e) Measurement of the scattering signal over time 
when the imaging beam is kept stationary at a capillary (blue arrow in (a)).  
Peaks in the scattering signal are due to single cells passing through the 
capillary.   
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skin diseases and disorders [21].  The integrated OCM-MPM system presented in this section 
enables inherent co-registration of the different modalities.  Additional studies are needed to 
identify the best use of these different contrast mechanisms in order to maximize the clinical 
potential.   
6.3 In vivo OCM-MPM and OCT-MPM imaging of mouse skin 
6.3.1 General considerations 
In this section, in vivo imaging of mouse skin is presented for applications in basic research.  
OCM-MPM has great potential to provide a comprehensive view of living skin to study 
fundamental aspects of cell biology.  The multimodal contrast can provide both structural and 
functional information about the skin.  Research studies in mice often make use of fluorescent 
dyes or genetically encoded fluorescent proteins, such as green fluorescent protein (GFP).  Such 
markers allow functional parameters of the tissue or individual cells to be targeted.  The mice 
used for in vivo imaging in this section are GFP bone-marrow-transplanted mice.  In these mice, 
cells in the skin that are derived from the bone marrow (BM) express GFP and can be imaged 
with TPEF.  This animal model and research studies based on it are discussed in more detail in 
chapter 7 and 8.  In this section, OCM-MPM and OCT-MPM imaging of these mice is presented.   
To enable in vivo imaging of mouse skin, mice are anesthetized using an isoflurane gas 
vaporizer.  The mice are placed in an induction chamber until the anesthesia takes effect and then 
transferred to a nose cone.  The nose cone is mounted on a rigid platform which also contains a 
heating pad.  Regulating the body temperature of the mice is a crucial factor for maintaining 
normal physiological function of the animals.  The rigid mount containing the mouse is mounted 
onto the motorized stage on the integrated microscope.  This allows the focal depth of the 
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imaging to be controlled and enables wide-area mosaic acquisition for OCM and MPM.  The 
skin site of interest is pushed up against a coverslip which is mounted to a rigid post also fixed to 
the stage.  This allows stable imaging of the skin through the coverslip for extended periods of 
time.  Figure 6.6 shows the sample arm setup with an anesthetized mouse in place.  Imaging of 
these mice was performed at a center wavelength of 920 nm which provides optimal TPEF 
excitation of GFP.  Emission filters on the MPM detectors were chosen to detect the GFP 
fluorescence and the SHG signal from collagen.   
6.3.2 OCM-MPM imaging 
Figure 6.7 demonstrates simultaneous, co-registered multimodal OCM and TPEF imaging from 
in vivo mouse skin.  OCM (Fig. 6.7a) provides a high-resolution view of the structural features of 
the skin while TPEF (Fig. 6.7b) provides a view of the single GFP expressing cells.  The overlay 
of the two modalities in Fig. 6.7c allows the structural environment of the GFP cells to be better 
determined.  The volumetric data provided by OCM and TPEF can be visualized in three-
dimensions to better interpret the cell environment.  It should be noted that the GFP channel also 
Figure 6.6 Image of the sample arm setup for in vivo imaging of mouse skin.  The 
anesthetized mouse is placed on a heating pad and the skin site to be imaged is 
pressed against the coverslip mounted on a rigid holder.     
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contains autofluorescence signal from the hair shafts.  Autofluorescence is difficult to isolate 
using optical methods alone and is a major challenge for in vivo MPM imaging.  In Section 6.3.3 
a method for subtracting autofluorescence from TPEF data volumes is presented.   
In addition to TPEF, SHG can also provide unique information about the mouse skin.  Figure 6.8 
demonstrates in vivo, wide-area imaging of mouse skin using TPEF, SHG and OCM.  SHG 
provides an additional view of the structural organization of the dermis of the skin.  These 
Figure 6.7 (a) OCM and (b) TPEF images of skin from a mouse that had received a BM 
transplant from a GFP donor.  A hair follicle is visible in the OCM image while TPEF visualizes 
individual GFP cells in addition to autofluorescence from hairs. (c) The overlay of the OCM and 
TPEF images allows the tissue environment of the GFP cells to be seen.  (d) 3D orthoslices of 
the volumetric OCM-TPEF overlays. 
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images were acquired over a wide field of view by using the motorized stage to generate 
mosaics.  Mosaicing is a crucial capability for in vivo imaging as the field of view of high-
resolution techniques such as OCM and MPM are limited to less than 500 µm.  Wider fields of 
view facilitate the interpretation of the images and also make it feasible to reliably locate the 
same skin site between image sessions.  
6.3.3 OCT-MPM imaging 
Although OCM-MPM provides high-resolution, multimodal contrast from skin, a major 
disadvantage is the difficulty of using vascular imaging techniques with OCM.  The short depth 
of field in OCM would require multiple acquisitions at each focal depth and lateral position 
when doing mosaicing.  This would be prohibitively time consuming and computationally 
intensive.  OCT, on the other hand, does not require focus adjustment and can image a field of 
view up to several millimeters.  Therefore, to visualize the vasculature, it is necessary to switch 
from OCM to OCT.  As OCT requires low NA optics, OCT and MPM cannot be acquired 
simultaneously.  Fortunately, the imaging mount developed for in vivo skin imaging in mice is  
Figure 6.8 (a) TPEF, (b) SHG and (c) OCM mosaics from GFP BM-transplanted mouse skin.   
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sufficiently stable to allow sequential imaging of the same skin site with MPM and OCT.  This 
allows co-registration between the MPM and OCT images. The integrated microscope was used 
in the OCT-MPM configuration for in vivo three-dimensional imaging of skin in GFP BM-
Figure 6.9. Multimodal imaging of ear skin in a GFP BM-transplanted mouse. (a) Wide-area 
SHG mosaic of collagen. (b) Wide-area TPEF mosaic of the GFP expressing BM-derived cells in 
the skin. (c) Enface structural OCT section showing individual hair follicles. (d) Projection of the 
OCT phase variance volume along the axial dimension showing the microvascular network. 
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transplanted mice (Fig. 6.9).  OCT visualizes structural features based on optical scattering 
properties (Fig. 6.9a) and is particularly well suited for resolving the different skin layers 
including the epidermis, dermis, and subcutaneous fat.  OCT phase variance [67, 74] provides a 
view of the microvasculature based on the dynamic motion of blood flow (Fig. 6.9b).  TPEF 
imaging allows individual BM-derived GFP expressing cells to be detected in the skin (Fig. 
6.9c).  Finally, SHG imaging visualizes the collagen matrix in the dermis of the skin and 
provides a view of the individual hair follicles, in addition to the collagen reorganization within 
the wound (Fig. 6.9d).   
Two-photon-generated autofluorescence background from hair shafts is subtracted from 
volumetric TPEF data using a segmentation procedure.  This was achieved by applying a 
threshold to the volume, identifying isolated features, and assessing them based on their size, 
aspect ratio, and length.  The inverse of the resulting binary mask was multiplied to the original 
image volume to remove the hair shafts. Although this method does not account for smaller 
autofluorescent features, it enables the removal of the largest features which can affect the 
interpretation of the images.  The segmentation procedure is shown visually in Fig. 6.10. 
The combination of these modalities allows a wide range of complementary information about 
living skin to be obtained non-invasively.  While TPEF and SHG provide high-resolution details 
in the upper regions of the skin, OCT provides full-thickness imaging of the structure and 
microvasculature of the skin in murine models. Overlaying these modalities allows the 
microenvironments of individual GFP cells to be visualized in three dimensions (Fig. 6.11).  
Most importantly, this multimodal imaging combination is non-invasive and does not require the 
use of exogenous contrast agents, making it suitable for repeated imaging to observe dynamics 
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that occur during wound healing, and in the future, making it possible to perform similar skin 
imaging studies in humans.   
 
 
 
  
Figure 6.10. Segmentation procedure for removing autofluorescent hair from 
3D TPEF images.  All images are axial projections of 3D data volume.  (a) 
Original TPEF image. (b) Binary mask after the hair shaft segmentation 
procedure.  (c) TPEF image after removal of the hair shaft features.  (d) 
Image of the segmented autofluorescent hair shafts. Scale bars are 200 µm. 
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Figure 6.11. Multimodal imaging of ear skin in a GFP BM-transplanted mouse 10 
days following an excisional wound. (a) Enface image of the four modalities 
overlaid and (b) cross-sectional view (bottom) at the position of the yellow 
dashed line.  Scale bars are 250 µm. 
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7 LONG-TERM TIME-LAPSE IMAGING IN SKIN 
 
In vivo imaging has become an indispensable tool for cell biology research.  However, the range 
of its application is limited by several technical challenges, including generating adequate 
contrast non-invasively and tracking long-term dynamic changes.  In this chapter, non-rigid 
registration and multimodal OCM/OCT and MPM imaging are utilized to visualize and quantify 
complex, multifaceted dynamic changes in natural deformable tissue environments over long 
time periods.  Long-term time-lapse imaging of cutaneous wound healing and skin grafting is 
demonstrated in green fluorescent protein (GFP) bone-marrow(BM)-transplanted mice for the 
purpose of studying the contribution of BM-derived cells to wound healing and skin grafting.  
These methods allow long-term tracking of cell dynamics and several healing processes over 
several months, including collagen synthesis, angiogenesis, structural repair, and wound 
contraction.  Long-term time-lapse imaging provides a novel perspective for studying dynamic 
biological processes that are otherwise limited to fixed time-point analysis.  These methods 
improve on standard histological techniques which require sacrificing the sample under study, by 
allowing repeated measurements from the same sample.  Long-term time-lapse in vivo imaging 
complements these traditional methods and has the potential to enable novel insights into the role 
and dynamics of BM-derived stem and immune cells in wound healing and regeneration.   
7.1 Bone-marrow derived cells in cutaneous wound healing 
Bone marrow (BM)-derived cells are known to play a key role in cutaneous wound healing by 
contributing immune cells during inflammation.  Recently, several studies have suggested that 
BM can also contribute a range of non-inflammatory cell types [111-116], such as mesenchymal 
stem cells [113] and keratinocytes [112, 116].  These cells have profound therapeutic potential 
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and there is strong motivation for understanding their regenerative capacity and the factors that 
influence their recruitment to peripheral tissue.  Much of the evidence of BM cell contribution to 
wound healing comes from studies based on histological analysis of excised tissue [111-116].  
As wound healing consists of many different processes occurring simultaneously over many 
weeks, and even months to years, these methods are greatly limited in that they can only analyze 
single time points during the wound healing process.  Methods for studying the dynamics of BM-
derived cells and their microenvironments in vivo have the potential to provide new insight into 
the functional role of BM cells as well as the conditions under which they can contribute to 
wound healing. 
In vivo imaging studies of wound healing have been limited by several technical challenges.  A 
primary limitation is the difficulty of generating sufficient contrast with non-invasive methods 
for observing the many different wound healing processes.  Although several optical imaging 
modalities have been developed that are suitable for in vivo skin imaging, such as reflectance 
confocal microscopy [1], two-photon excited fluorescence (TPEF) microscopy, [2, 14] second-
harmonic generation (SHG) microscopy [75] and optical coherence tomography [4] (OCT), the 
contrast provided by each modality alone is often limited.  Since many of these techniques rely 
on different contrast mechanisms, multimodal approaches have the potential to provide a more 
comprehensive view of the skin [16, 19].  An additional challenge for in vivo wound healing 
studies is the large time scales over which wound healing occurs.  Methods for tracking long-
term changes in in vivo animal experiments have typically been limited to rigid tissues, such as 
BM [30, 31], or require the use of surgically implanted imaging windows [32, 33].  In such 
experiments, registration of images between sessions either is not necessary or is limited to a 
simple rigid registration which only considers a single rotation, scaling and translation [33].  
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Such methods are not suitable for studying wound healing in natural skin as it is a highly flexible 
organ which experiences significant mechanical contraction during healing [83].  These non-
rigid changes must be accounted for in order to track the same skin site over several months, as 
well as for separating the small-scale movement and dynamics of single cells from the larger-
scale changes due to tissue deformation.  Non-rigid registration is commonly used in medical 
applications with modalities such as magnetic resonance imaging (MRI) and X-ray computed 
tomography (CT) [82].  Such techniques have yet to be employed for intravital microscopy but 
are required for long-term observation of cellular dynamics and wound healing in vivo.  
In this chapter, multimodal imaging with OCT/OCM and MPM and the non-rigid image 
registration algorithm presented in Chapter 5 are utilized for long-term imaging of BM-derived 
cells and their microenvironments during wound healing in vivo.  The multimodal imaging 
techniques and long-term imaging methodology allows the dynamics of the BM cells to be 
correlated with various wound healing processes including structural repair, collagen deposition 
and remodeling, angiogenesis, and wound contraction.  These methods promise to enable novel 
insight into the dynamic process of BM-derived cell contribution to wound healing and 
regeneration.   
7.2 Time-lapse imaging studies 
In order to visualize the temporal dynamics of BM-derived cells during skin healing processes 
several time-lapse studies were performed.  The first study utilized OCM-MPM imaging for 
high-resolution imaging of a dorsal skin wound.  The second study utilized OCT-MPM imaging 
to enable vascular imaging with phase variance OCT.  The wound site for this study was located 
on the dorsal ear skin of the mouse.  Finally, a skin graft from wild-type donors to GFP BM 
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transplanted mice was imaged.  Skin grafting has been demonstrated to result in higher levels of 
BM-derived cell recruitment and [116]. 
7.2.1 OCM-MPM of wound healing  
In order to demonstrate long-term tracking of BM-derived cells during wound healing, a full 
thickness, 1 mm diameter punch biopsy was taken from the dorsal skin of a GFP BM-
transplanted mouse.  Prior to the wound a 3x3 mm area was marked off using tape and imaged 
with OCM-MPM to provide a baseline image set.  Following the wound, images were acquired 
immediately after, and then 6, 12 and 24 hours later.  Following this initial sequence the wound 
site was imaged every 24 hours for 2 weeks.  Figure 7.1 shows 3D renderings of the GFP/SHG 
overlays and OCM images at several of the time points after wounding.  In the GFP/SHG 
overlays (Fig. 7.1a-e), the GFP is represented by green while the SHG data is on a grey scale.  
Several aspects of wound healing can be observed by this time-lapse sequence of images.  The 
GFP fluorescence channel shows the dynamic changes in BM-derived cells.  The most notable 
effect is the large increase in the number of GFP cells around the wound site on day 2.  Based on 
the proximity of these large cell clusters to the edge of the wound and the timing of their arrival 
and disappearance, it can be speculated that these cells are involved in inflammation.   
Based on the SHG and OCM signal, the wound site is initially visible as a round hole.  On day 2 
the area of the wound area appears to increase which is due to necrosis of the area around the 
wound that has been cut off from the blood supply.  It is also likely that the scab that forms is 
causing the surface of the skin to stretch downwards near the wound.  The wound gradually 
closes as seen by the OCM images (Fig. 7.1f-j).  However, the SHG signal in the center of the 
wound fails to reappear by the end of the two week period and the scattering signal from the  
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Figure 7.1. 3D (a-e) MPM fluorescence overlaid on SHG and 
(f-j) OCM renderings of the wound site at multiple time points 
during healing.  Registration of the data at these time points 
allows accurate observation of the wound healing dynamics.  
91 
 
wound remains different than the surrounding areas.  This suggests that a scar has formed which 
is lacking the collagen found in normal skin.   
The wound contraction was assessed at each time point based on the non-rigid image registration 
as presented in chapter 5.  Fig. 7.2 shows an example of the warped SHG mosaic and the 
corresponding wound contraction map at one time point in the sequence.  The value from the 
same location in the contraction map at each time point is plotted in Fig. 7.2c.  It is apparent that 
there is a gradual onset of the wound contraction which persists for the duration of the imaging 
Figure 7.2. Wound contraction of the dorsal skin wound.  (a) SHG mosaic registered to the initial 
time oint and (b) corresponding wound contraction map.  (c) Quantitative comparison of the 
wound contraction over a two-week period showing the gradual onset of the contraction and a 
failure to return to the original state.   
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sequence.  The failure of the skin to return to its original state could be due either to the size and 
severity of the wound or as a result of the limited time window which was observed.   
7.2.2 OCT-MPM of wound healing  
While OCM-MPM imaging provided a high-resolution view of the wound healing processes, 
limitations of the study included the lack of information about the vascular network.  In addition 
the high-resolution OCM and SHG imaging provided somewhat redundant information about the 
structural state of the superficial skin layer.  To address these limitations, in vivo imaging of 
wound healing was performed with OCT-MPM.  OCT structural images provided full thickness 
images of the skin to better assess the structural repair while phase variance OCT provided a 
view of the vascular network and angiogenesis.  OCT-MPM imaging allowed several 
fundamental wound healing processes, in addition to BM-derived cell dynamics, to be visualized 
in vivo over a period of several months (Fig. 7.3).  Following a ~250 µm excisional wound made 
in the dorsal ear skin of a GFP-BM-transplanted mouse, multimodal imaging was performed 
periodically at the same skin site.  Non-rigid registration of the time-lapse images corrected 
mechanical distortions between time points, enabling visualization and quantification of dynamic 
changes during the entire image sequence.   
The sequence of SHG images (Fig. 7.3a) shows the formation of a scab from the damaged skin 
regions following the wound.  Following the natural loss of the scab at day 8, the SHG signal 
gradually increases over the remaining weeks as new collagen is synthesized in the wound bed.  
The population dynamics of the BM-derived GFP cells (Fig. 7.3b) show two noticeable trends.  
First, within the wound site, there is initially a dramatic influx of cells, most likely due to 
inflammatory cells such as neutrophils and macrophages.  Many of these cells eventually form 
part of the scab, giving rise to its strong fluorescence.  In the regions surrounding the wound site, 
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the second noticeable trend is a gradual increase in the cell density which peaks around 3 weeks.  
While the significance of this trend is not clear, it is important to note that observing such 
dynamic behavior is a primary advantage of in vivo imaging over standard histological methods.  
The OCT structural sequence (Fig. 7.3c) visualizes the formation of the wound bed and the 
closure of the wound.  The formation and loss of the scab is also apparent.  The OCT 
microvascular sequence (Fig. 7.3d) demonstrates angiogenesis following the disruption of the 
Figure 7.3. Multimodal, time-lapse sequence of cutaneous wound healing processes.  (a) Axial 
projections of the SHG volumes showing scab formation (red arrow) and synthesis of new 
collagen. (b) Axial projections of the TPEF volumes showing the dynamics of the BM-derived, 
GFP-expressing cell populations.  (c) Enface sections from the dermis layer of the OCT 
structural volume, showing closure of the wound region (area within the green lines).  (d) Axial 
projections of the OCT vascular volume showing the growth of the vascular network. Area 
within the green lines indicates region lacking blood vessels. (e) Wound contraction maps 
calculated relative to the initial time point showing that wound contraction stabilizes by 4 weeks.  
Scale bars are 500 µm. 
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microvascular network due to wounding.  Finally, the wound contraction sequence (Fig. 7.3e) 
demonstrates that the contraction of the wound fully develops between 3 and 4 weeks.  The 
apparent expansion of the wound at day 3 in this sequence is an artifact due to the presence of 
the scab at that time.  Over the time period observed, the wound failed to heal fully and the 
contraction remained fully developed.  This outcome is likely due to the severity and thickness of 
the excisional wound.   
Quantitative measures of the wound healing processes (Fig. 7.4a) and the dynamics of the BM-
derived cell populations (Fig. 7.4b) are calculated from the registered time-lapse image data.  
TPEF and SHG images are quantified by taking the average signal within manually selected 
regions of interest throughout the depth of the 3D volumes.  Average signal within the wound 
and a region surrounding the wound is calculated for TPEF and SHG.  The average signal within 
the regions is a relative measure of cell density for TPEF and a relative measure of the collagen 
content for SHG.  The OCT structural and microvascular data are quantified for each time point 
by manually defining the regions of the wound and the area lacking a microvascular network, 
respectively.  The wound contraction is quantified by taking the average value of the contraction 
map within the wound region. 
7.2.3 OCT-MPM of skin grafting 
Studying the conditions under which BM-derived stem cells can contribute to skin regeneration 
is an active area of research.  While studies of wound healing have reported mixed findings 
about BM-derived stem cell contribution, a recent study investigating skin grafting has 
demonstrated that large numbers of BM-derived keratinocytes are found in the epidermis [116].  
In order to observe the dynamics of this event, this chapter presents in vivo OCT-MPM imaging 
of skin grafting in GFP BM transplanted mice.   
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Figure 7.4. Quantitative analysis of wound healing processes and BM-derived cell 
population dynamics. (a) Plot of wound closure, angiogenesis, collagen synthesis and 
wound contraction as calculated from OCT structural, OCT microvascular, SHG and non-
rigid registration data, respectively (line color corresponds to modality color scales used 
in Fig. 7.3).  Wound closure and angiogenesis are measured as the relative change in area 
of the wound size in the OCT structural images and the gap in the microvascular network 
in the OCT microvascular images, respectively.   Collagen content is calculated as the 
average intensity within region 1 relative to the average intensity in region 2 of the sample 
SHG image.  Contraction of the wound region is measured as the average value within the 
region shown on the sample contraction map.  (b) Relative measure of GFP cell density 
based on average signal intensity within and surrounding the wound site (region 1 and 2 
in the sample TPEF image, respectively). 
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Ear skin from wild-type mice was harvested following sacrificing with carbon dioxide.  The ear 
is separated into two parts by pulling it apart.  The dorsal skin is used as a graft as it contains 
Figure 7.5. Multimodal imaging of a skin graft in a GFP BM-transplanted mouse. (a) 
Wide-area SHG mosaic of collagen. (b) Wide-area TPEF mosaic of the GFP expressing 
BM-derived cells. (c) Enface structural OCT section showing individual hair follicles. (d) 
Projection of the OCT phase variance volume along the axial dimension showing the 
microvascular network.  
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lower amounts of subcutaneous fat.  Recipient mice were prepared by carefully removing a 
region of skin from the back while the animals are anesthetized.  The skin graft was placed on 
the recipient mouse and covered with petrolatum gauze and wrapped in a bandage.  Following 
seven days of recovery, the bandages are removed and the skin was be imaged with OCT-MPM.   
Figure 7.6. 3D rendering of TPEF and SHG images from the skin graft.  The transparency of 
the SHG is set to be very low to highlight the GFP cells that sit above the collagen layer.  
The cluster of cells that reside in the epidermis is apparent.   
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Figure 7.5 shows OCT and MPM images taken from the skin graft.  It is apparent that the graft 
was successful due to the massive regrowth of the vascular network.  It is also evident from the 
TPEF image that large numbers of GFP cells have entered the graft site.  From these images it 
can be seen that many of the healing dynamics have occurred during the first seven days where 
the graft was bandaged.  An interesting effect that was observed was the presence of clusters of 
GFP cells in the epidermis of the grafted skin (Fig. 7.6).  The isolated nature of this cluster 
suggests that a local precursor cell was derived from the BM and then proliferated to form this 
cluster of cells.  Based on the morphology of these cells, it is likely that they are Langerhans 
cells, a type of immune cell.   
7.3 Single-cell dynamics 
Individual BM-derived cells in the skin exhibit a range of temporal dynamic behavior.  The non-
rigid registration method enables tracking of single-cell dynamics in a natural skin environment 
over extended time periods.  As continuous intravital microscopy studies of single-cell dynamics 
have been limited by practical considerations to several hours [29], this represents a potentially 
significant capability for studying long-term single-cell dynamics.  Figure 7.7 demonstrates time-
lapse imaging of the activation of a cluster of Langerhans cells in the dorsal skin following a full 
thickness excisional wound in the vicinity.  These cells are identified on the basis of their unique 
morphology and location within the epidermis of the skin [117].  Langerhans cells (LC) are a 
class of dendritic cells whose primary function is to sense the extracellular environment for the 
presence of antigens [117].  These cells reside in the epidermis of the skin and are immobile 
under steady-state conditions.  Upon detection and uptake of antigens, these cells migrate to the 
lymph nodes to present antigens to other cells in the immune system as part of the adaptive 
immune response.  Under steady-state conditions LCs have a very distinct morphology which 
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consists of dendrites which probe the local microenvironment for antigens.  Upon activation, 
these dendritic processes are retracted resulting in an amorphous morphology that enables 
migration of the LCs to the lymph nodes.  Understanding the functional role of LCs is an active 
area of research.  While these cells were initially thought to play a role in initiating immune 
responses in reaction to foreign antigens, recent studies have suggested their primary function 
Figure 7.7. Time-lapse imaging of Langerhans cells, showing their activation over 24 hours 
following a cutaneous wound located approximately 300 µm away.  (a) High-magnification 
TPEF images of the two cells indicated by the red arrows in (b) showing the change in 
morphology during their activation in the first three time points. The morphology transforms 
from having many extensions for sensing the extracellular environment for antigens to an 
amorphous shape suitable for migration.  (a) Magnified view of the cell cluster indicated by the 
red box in the wide-area SHG and TPEF images, showing the morphological change and 
eventual disappearance of many of the Langerhans cells in response to the wound. This behavior 
is consistent with the known function of Langerhans cells and suggests that many of the cells 
have migrated from the skin to the lymph nodes. 
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may be to support immune tolerance [118].  The time-lapse imaging shows that a large number 
of these cells undergo a reorganization of their morphology over a 12-hour time period and 
migrate from their initial locations by 24 hours.  This is to our knowledge the first in vivo time-
lapse imaging of the activation of individual Langerhans cells.   
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8 IN VIVO IMAGING FOR NANOPARTICLE TOXICOLOGY 
In this chapter time-lapse MPM is performed in skin for addressing relevant questions about the 
toxicity of ZnO NPs.  Zinc oxide (ZnO) nanoparticles (NPs) are widely used in cosmetic and 
sunscreen products which are applied topically to the skin.  Despite their widespread use, the 
safety of these particles remains an active area of investigation.  Registration of time-lapse 
volumetric MPM images allows the same skin site to be tracked across multiple days for 
visualizing and quantifying changes in response to NP exposure.  Making use of the unique 
optical properties of ZnO enables high-contrast detection of the NPs in the presence of strong 
autofluorescence and SHG background from the skin.  Utilizing a GFP BM-transplanted mouse 
model allows the dynamic response of BM-derived immune cells to be visualized as a means to 
assess the potential for ZnO NPs to interact with immune cells and illicit an immune reaction in 
skin.  Both topical and dermal exposure of the ZnO NPs are considered.  These methods 
represent a novel approach for tracking ZnO NPs in vivo and for visualizing the cellular response 
of the exposed tissue for assessing the toxic potential of these particles. 
8.1 Introduction to zinc oxide nanoparticle toxicology 
The use of nanoparticles (NPs) in consumer products such as cosmetics and sunscreens has 
become common in recent decades.  Despite their widespread use, concerns about the safety of 
these materials remain [119].  One type of NP that is commonly used as a sun blocking agent is 
zinc oxide (ZnO).  Nanosized ZnO is an efficient absorber in the ultraviolet (UV) spectral region 
yet is transparent in the visible spectrum, making it attractive for use in cosmetics and 
sunscreens.  The primary safety concern regarding ZnO NPs is their potential for generating free 
radicals which can result in DNA damage in cells and an immunological response  [120, 121].  
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Despite this toxic potential, ZnO NPs are generally considered to be safe for use in topically-
applied skin products as long as they are not absorbed through the skin.  Thus, a primary focus in 
evaluating the safety of ZnO NPs has been assessing their ability to penetrate skin.   
Several studies have demonstrated that ZnO nanoparticles generally do not penetrate past the 
stratum corneum [122-124], the outermost layer of the skin. However, a recent in vivo study 
based on a sensitive radiolabeling technique detected small amounts of ZnO penetration [125].  
In addition, there is concern that NP absorption could be enhanced in situations where the barrier 
function of the skin is reduced, either by injury or disease [119, 126].  It has also been 
demonstrated that mechanical flexing of skin during NP exposure can result in penetration into 
the dermis [127].  As a result, characterizing the potential for ZnO NP penetration through skin 
remains an active area of investigation.  As studies have demonstrated that NP penetration 
through skin is possible under certain conditions, there is also an interest in understanding the 
consequences of skin penetration by NPs.  The biodistribution and long-term fate of ZnO NPs 
that have penetrated the skin is fundamentally important for assessing the biological response of 
their presence and, ultimately, their toxicity.  Studies of other types of NPs in skin have 
demonstrated that intradermally-administered particles migrate to regional lymph nodes, raising 
concerns about their potential for affecting the immune system [128-130].  In addition, the 
toxicity of ZnO NPs to human immune cells has been established in in vitro studies [131], 
leading to concerns about immune toxicity.  Given the remaining concerns about the safety of 
ZnO NPs, there is a critical need for novel methods for assessing their spatiotemporal dynamics 
over extended periods of time and the different factors that can affect their toxicity. 
Various methods have been applied for studying NP penetration in skin.  Several studies have 
utilized diffusion chambers to study the penetration of ZnO NPs through in vitro skin samples 
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[122, 123].  Other studies have been based on the application of NPs to the skin, either in vivo or 
in vitro, for a fixed time period followed by analysis of the tissue.  Penetration depth of NPs can 
then be assessed by histological processing of skin followed by optical or electron microscopy 
[132, 133].  An alternative technique, known as the tape stripping method, has routinely been 
used, whereby the skin layers are removed sequentially starting at the surface [134, 135].  While 
these methods are suitable for assessing the penetration of NPs at fixed time points, they are 
limited in that they require destruction of the tissue samples.  This precludes the ability to track 
the time-dependent penetration of the NPs or study dynamic cellular or structural changes of the 
tissue in response to the NP exposure.  In addition, histological processing of the tissue may 
introduce artifacts and the tape stripping method is inherently not suitable for visualizing the 
spatial locations of NPs in the skin.   
A promising technique that has been recently applied for studying the penetration of ZnO NPs is 
multiphoton microscopy (MPM) [2].  MPM is an imaging technique that makes use of nonlinear 
optical effects to generate high-resolution images.  MPM is well-suited for non-invasively 
imaging intact tissue such as skin [14, 15].  Imaging studies of ZnO NP penetration in skin take 
advantage of the unique optical properties exhibited by ZnO.  Multiphoton excitation of ZnO 
results in a narrowband two-photon luminescence signal centered around 395 nm, a broadband 
signal  centered around 490 nm, and a second-harmonic generation (SHG) signal [136, 137].  
The ability to non-invasively visualize high-resolution features of intact skin as well as the 
spatiotemporal distributions of ZnO makes MPM an attractive method for tracking the 
penetration of ZnO NPs in skin.  Such studies have been performed in human skin in vivo and 
have confirmed that ZnO NPs do not penetrate the stratum corneum in intact skin, although they 
can accumulate in hair follicles [45, 46].  One challenge of using MPM for ZnO toxicity studies 
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is the difficulty of separating the ZnO optical signals from autofluorescence or SHG due to 
collagen in the skin [138, 139].  In addition, despite the successful application of MPM for 
assessing the penetration of ZnO nanoparticles in skin, the potential of this technique has yet to 
be fully exploited.  The noninvasive nature of MPM potentially enables time-lapse imaging of 
exposed skin to observe the time-dependent transport of ZnO NPs, in addition to observing the 
dynamic biological response of the skin.  In this Section, we demonstrate methods and results for 
the long-term tracking of ZnO NPs in the same skin site and for visualizing the response of 
immune cells to the presence of these NPs in the dermis.  These methods are based on 
registration of time-lapse, wide-area, volumetric MPM images of the skin of green fluorescent 
protein (GFP) bone-marrow(BM)-transplanted mice.  In these mice, immune cells derived from 
the BM express GFP and can be imaged with two-photon-excited fluorescence (TPEF), 
providing an opportunity to visualize immune responses to the presence of foreign compounds.  
These methods represent novel capabilities for assessing the safety of ZnO nanoparticles that are 
used in commercial cosmetic and sunscreen products.   
8.2 Time-lapse imaging of zinc oxide nanoparticle and cell dynamics 
8.2.1 In vivo imaging of BM-derived immune cells 
In order to visualize the dynamic response of immune cells to ZnO NP exposure, GFP BM-
transplanted mice were used in this study.  In these mice the BM and all the cells derived from 
the BM express GFP and can thus be detected by TPEF imaging.  Hematopoietic stem cells in 
the BM give rise to a wide range of immune cells, including macrophages, neutrophils, dendritic  
cells and lymphocytes.  Many of these cell types migrate through skin under steady state 
conditions and increase dramatically in number during inflammation or immunological  
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responses.  In vivo MPM imaging of GFP-BM-transplanted mouse ear skin was performed under 
normal conditions (Fig. 8.1).  3D renderings of the volumetric SHG images provide a high-
resolution view of the collagen network in the dermis (Fig. 8.1a) while TPEF images enable 
individual BM-derived cells to be resolved (Fig. 8.1b).  Wide-area volumetric images were 
acquired by using the motorized stage, providing a macroscopic view of the skin structure and  
the BM-derived cell population.  The volumetric images are represented as axial projections by 
Figure 8.1. In vivo MPM imaging of GFP-BM-transplanted mouse 
skin.  High-resolution renderings of (a) SHG and (b) TPEF image 
volumes.  SHG images visualize the collagen network in the dermis 
and TPEF images show individual BM-derived cells. Dark circular 
features in the SHG images indicated by red arrows are hair follicles.  
Wide-area mosaics of the skin based on (c) SHG, (d) TPEF and (e) 
multimodal overlays show spatial correspondence.  In vivo imaging 
allows the density of BM-derived cells and spatial positions within the 
skin to be non-invasively assessed.  The BM derived cells in the skin 
are a heterogeneous population including several different types of 
immune cells, including macrophages, neutrophils and dendritic cells. 
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summing the pixel intensities along the depth dimension (Fig. 8.1c-e).  Raw TPEF images 
contain autofluorescence background from hair shafts.  These features are digitally removed 
from the volumetric images using a segmentation procedure.  The remaining TPEF signal is 
primarily due to the GFP expressing cells derived from the BM.  Thus, the TPEF images are a 
good measure of the density of BM-derived immune cells in the skin.  As the in vivo imaging is 
non-invasive, repeated imaging of the same skin site is possible.  This allows dynamic changes 
in BM-derived cell population to be tracked in response to exposure to foreign compounds.   
8.2.2 In vivo imaging of an immune reaction to a known inflammatory agent 
To demonstrate the ability to visualize an immune response by BM-derived GFP cells and to 
serve as a positive control for this study, in vivo imaging was performed in the ear skin after 
dermal exposure to lipopolysaccharide (LPS).  LPS is a known inflammatory agent which has 
been used to induce immune reactions in skin [140, 141].  Volumetric wide-area TPEF and SHG 
images were acquired prior to the treatment to determine the relative density of GFP cells in the 
steady state (Fig. 8.2a, c, e).  A linear incision was made in the skin to expose the dermal layer 
and the LPS solution was applied for one hour.  In vivo imaging 24 hours post exposure 
demonstrated a dramatic increase in the GFP signal in the skin as well as the structural changes 
resulting from the incision (Fig. 8.2b, d, f). The images in Fig. 8.2a-f are displayed on the same 
intensity scale to demonstrate the significant increase in the level of the GFP signal following the 
treatment.  In order to visualize the cellular features of the GFP signal, the intensity scaling of 
the GFP channel is adjusted in the GFP-SHG overlay following the treatment (Fig. 8.2g).  A 
high-magnification view of the wound site demonstrates that the increased GFP signal consists 
of many individual GFP cells (Fig. 8.2f).  This rapid and dramatic increase of BM- 
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derived cells is expected during inflammation.  Thus, the in vivo imaging provides a means for 
non-invasively imaging the inflammatory response and dynamics of the BM-derived cells.  
Figure 8.2. In vivo imaging of BM-derived GFP cell dynamics in skin during an 
immune reaction. (a, b) SHG, (c, d) TPEF and (e, f) overlaid enface sections of in 
vivo mouse skin (a, c, e) before and (b, d, f) 24 hours after a linear incision and 
exposure to lipopolysaccharide (LPS). Intensity scaling of the GFP images in (c) and 
(d) are the same in order to demonstrate the large increase in GFP signal.  (g) 
Overlaid enface section 24 hours after the wound with the intensity scale of the GFP 
image adjusted to allow the cellular features of the GFP signal to be seen.  (h) A 
higher magnification enface section of the region marked by the red box in (g) 
showing individual GFP cells.   
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8.2.3 Imaging zinc oxide nanoparticles in skin  
MPM is a promising technique for visualizing the penetration and long-term fate of ZnO NPs 
that are applied to the skin.  However, a primary challenge is separating the optical signal from 
ZnO from the autofluorescence and SHG background from skin.  To facilitate the discrimination 
of ZnO NPs from background, we make use of both the TPL and SHG signal that results from 
two-photon excitation.  Figure 8.3 shows in vivo imaging of linear incisions in mouse skin with  
and without exposure to ZnO NPs.  SHG signal originates both from the collagen in the dermis  
as well as the ZnO NPs (Figure 8.3a and b).  SHG imaging is performed at an excitation 
wavelength of 920 nm with an emission filter centered at 447 nm.  This excitation wavelength is 
chosen as it provides optimal excitation of GFP and also results in a lower TPL signal from ZnO.  
TPL signal originate from the ZnO NPs as well from autofluorescent features within the skin 
(Figure 8.3c and d).  TPL imaging is performed at 720 nm with an emission filter centered at 390 
nm.  This excitation wavelength provides a strong TPL signal from the ZnO particles but a low 
SHG signal.  As ZnO generates both TPL and SHG [136], the TPL and SHG channels are 
merged by multiplying pixel intensities.  This provides an enhanced contrast of the ZnO NPs and 
suppresses the autofluorescence and SHG from collagen.  This approach generally assumes that  
background autofluorescence and SHG do not originate from the same features in the skin.  This 
is a reasonable approximation as SHG comes from collagen in the dermis while autofluoresence 
is strongest in the upper layers of the skin, such as the stratum corneum, in addition to the hair 
shafts [106].  As seen in Fig. 8.3e and f, the merging of the channels provides enhancement of 
the ZnO signal and suppression of the background signal.   
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8.2.4 In vivo imaging of topical zinc oxide nanoparticle exposure 
In order to evaluate the potential for ZnO NPs to interact with the BM-derived immune cells and 
cause an inflammatory response, time-lapse imaging was performed in GFP BM-transplanted 
mouse skin following topical exposure to ZnO NPs.  Volumetric SHG/TPEF and TPL datasets  
were acquired at four different time points: prior to the exposure, immediately after, and 24 and 
48 hours after (Fig. 8.4).  The exposure consisted of a one hour topical exposure of the aqueous 
ZnO solution (50 wt%) followed by rinsing with water.  The merged images of the ZnO NPs 
demonstrate a dramatic rise in signal following exposure and a gradual decrease over the 48 hour  
 
Figure 8.3. Imaging zinc oxide (ZnO) nanoparticles in the presence of skin 
autofluorescence based on SHG and TPL. (a, b) SHG channel, (c, d) TPL channel 
and (e, f) merged channels from in vivo mouse skin images following a linear 
incision and (a, c, e) ZnO particle exposure or (b, d, f) a control without particles.  
ZnO particles generate both SHG (red arrow) and TPL (green arrow) and thus 
merging the two channels discriminates ZnO particles from autofluorescence 
background which only appears in the TPL channel.  
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time period.  This suggests that the particles did not penetrate the outer layers of the skin and 
were eventually removed from the skin.  The GFP signal did not change significantly over the 48 
hour time period, indicating that no inflammatory response due to the topical exposure of ZnO 
NPs had occurred.    
8.2.5 In vivo imaging of dermal zinc oxide nanoparticle exposure 
Several studies have shown that topically applied ZnO NPs generally do not penetrate through 
the stratum corneum in intact skin.  However the potential for deeper penetration of these 
Figure 8.4. Time-lapse in vivo imaging of mouse skin following 
topical exposure to ZnO NPs.  The MPM signal due to ZnO particles is 
evident following the exposure (red arrow) and gradually reduces over 
the 48 hours time period.  No significant increase in the GFP signal is 
observed, indicating no immune response was caused by the presence 
of the ZnO NPs.   
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particles is possible in situations where the barrier function of the skin is disrupted.  To evaluate 
the potential response of dermal penetration of ZnO NPs, time-lapse imaging was performed in 
GFP BM-transplanted mouse skin following dermal exposure.  Dermal exposure was realized by 
a one hour treatment of the ZnO NP solution (50 wt%) or a control solution following a linear 
incision to expose the dermis of the skin.  Volumetric SHG/TPEF and TPL datasets were 
acquired at four different time points: prior to the exposure, immediately after, 24 hours after and 
48 hours after (Fig. 8.5).  The ZnO signal in the case of the exposure (Fig. 8.5a) shows a 
significant accumulation of the particles within the incision.  These particles persist within the 
wound site for the duration of the imaging sequence.   
In both the control and ZnO NP exposure, no significant increase in the GFP signal was detected 
by 24 hours post-treatment.  There was a slight increase in signal within the wound site by 48 
hours.  Due to its late appearance, this signal was attributed to strong autofluorescence from the 
wound site and not due to an influx of GFP cells caused by an inflammatory response.  This can 
be further be justified by quantifying the increase in the level of GFP signal compared to the LPS 
exposure positive control treatment.  Figure 8.6a shows the relative change in GFP signal over 
the 48 hour time period for the LPS, topical ZnO, dermal ZnO and dermal control treatments.  It 
is apparent that none of the ZnO treatments or the control incision results in a significant increase 
in the GFP signal when compared to the LPS treatment.  Finally, enface sections of the GFP 
channel from the incision sites following the ZnO dermal exposure at 48 hours, the control 
dermal treatment at 48 hours and the positive control LPS exposure at 24 hours are shown in Fig. 
8.6b-d, respectively.  The lack of cellular features in Fig. 8.6b,c compared to Fig. 8.6e further 
supports that the increase in GFP signal seen in the ZnO dermal exposure and the  
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control treatment is not due to an inflammatory response but instead to strong autofluorescence 
background.  The lack of cellular response in the control incision indicates that incision alone 
does not cause a significant immune response.  Thus, these results suggests that the ZnO 
particles do not interact significantly with BM-derived immune cells and do not cause an 
inflammatory reaction, even when directly applied to the dermis.   
 
 
 
 
Figure 8.5. Time-lapse in vivo imaging of mouse skin following a linear incision and dermal 
exposure to (a) ZnO NPs and (b) a control treatment of water.  The accumulation of the ZnO 
particles in the incision (red arrow) and their persistence over the 48 hour time period is 
apparent.  The ZnO images from the control treatment contains a weak autofluorescence signal 
(yellow arrow).  In both the ZnO exposure and the control, the GFP signal does not 
significantly increase by 24 hours after the treatment and only slightly increases by 48 hours.  
This suggests that the exposure to ZnO NPs does not result in a significantly increased 
inflammatory response compared to the control treatment. 
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Figure 8.6. (a) Quantitative plots of the total GFP signal intensity within the time-lapse 
image volumes demonstrates that neither topical exposure or dermal exposure of ZnO 
NPs has elicited a strong immune response.  Magnified enface sections of the incision 
sites for (b) ZnO dermal exposure at 48 hours, (c) control dermal treatment at 48 hours 
and the (d) positive control LPS exposure at 24 hours. The lack of any cellular features 
in (b) and (c) compared to (d) suggests that this GFP signal is due to a strong 
autofluorescence from the wound site and not BM-derived GFP cells. 
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9 CONCLUSIONS AND FUTURE DIRECTIONS 
The work presented in this thesis lays the foundations for the application of multimodal optical 
imaging for visualizing in vivo to address clinical and fundamental research needs.  Technical 
challenges for seamlessly integrating optical coherence and multiphoton microscopy are 
addressed and solutions presented.  This includes the development of a dual-spectrum laser 
source that meets the requirements needed by the different imaging modalities as well as an 
image reconstruction algorithm for optical coherence microscopy that corrects curvature 
aberrations and significantly reduces computational complexity.  The multimodal microscope is 
developed for visualizing in vivo skin with an emphasis placed on basic research applications in 
mouse skin.  The technical challenge of long-term tracking of the same skin site is addressed by 
developing a non-rigid registration algorithm.  Together the multimodal imaging and registration 
algorithm are used to visualize long-term dynamic changes in mouse skin for various studies. 
These studies include time-lapse imaging of wound healing, skin grafting and single-cell 
dynamics. In addition the imaging methods are applied to studying the potential toxicity of 
nanoparticles following skin exposure. The methods presented in this thesis can be applied to a 
wide range of clinical and research applications in the future.   
One of the limitations of in vivo optical imaging of skin for clinical diagnosis of disease has been 
the low contrast provided by individual imaging modalities compared to the gold standard of 
histology.  The combination of OCT/OCM and MPM allows the use of both scattering- and 
fluorescence-based contrast which can non-invasively provide complementary information about 
the condition of the skin.  In addition to the modalities employed in this thesis for imaging 
human skin, the integration of a wide range of contrast enhancing techniques can be explored for 
both OCT/OCM and MPM.  For OCT/OCM, these variants include polarization-sensitive OCT 
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for visualizing tissue birefringence due to collagen fibers [108], spectroscopic OCT for 
measuring wavelength-dependent absorption [9] and for scatterer sizing [11].  For MPM 
autofluorescence imaging the application of spectral and fluorescence lifetime detection can 
enable various cell types in the skin to be distinguished [109] and also allows the rate of 
metabolism in cells to be measured [110].  While the work presented in this thesis demonstrates 
the feasibility of acquiring multimodal contrast in vivo, additional studies are needed to identify 
the best use of these different contrast mechanisms in order to maximize the clinical potential.   
The combination of multimodal imaging and non-rigid image registration has great potential to 
address various fundamental biological research questions.  This thesis demonstrates time-lapse 
in vivo imaging of complex, multifaceted biological processes in natural, deformable tissue 
environments.  While efforts were focused on studying wound healing and skin grafting, long-
term tracking of fundamental biological processes, such as angiogenesis and collagen synthesis, 
in deformable tissue environments can potentially be useful for other applications, such as 
studying tumor development.  The ability to track the same skin site over multiple imaging 
sessions with cellular-level precision also provides the opportunity to track single-cell dynamics 
over longer time periods than afforded by continuous time-lapse imaging.  In this thesis, long-
term visualization of Langerhans cells activation was demonstrated.  Combining this long-term 
tracking capability with currently available genetically engineered fluorescent mouse strains has 
great potential for providing key insights into the functional role of a wide variety of immune 
cells. In addition, a particularly promising technique is the combination of long-term tracking 
capabilities with the photo-convertible dyes or genetically encoded proteins which can allow 
cells of interest to be tagged.  Finally, the ability to characterize cells based on their functional 
behavior in vivo and correlate this behavior to immune-histochemical analysis has the potential 
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to revolutionize the way cell behavior is studied.  Overall, the methods presented in this thesis 
are powerful tools which promise to broaden the range of applications for in vivo imaging in cell 
biology research.   
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