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В данной статье изложены подходы к проблеме определения области ком-
промиссов, которая является важной задачей при многокритериальной 
оценке проектных решений.  
 
Подход к выбору и формализации частных критериев, основанный 
на теории размытых множеств, имеет свои трудности, связанные с вы-
бором вида функций полезности частных критериев [1, 2]. С учетом то-
го, что функция полезности должна изменяться в пределах интервала   
[0, 1], указанная задача имеет много общего с нормированием частных 
критериев, т.е. с масштабированием их для приведения к безразмерному 
виду и единому интервалу изменения. Так как для нормирования необ-
ходимо знать интервал изменения критериев, то эта задача является свя-
занной с выделением из допустимой области  компромиссов. Такое вы-
деление является необходимым шагом при реализации многокритери-
альных моделей оптимизации. Оно позволяет существенно уменьшить 
при необходимости область поиска  за счет исключения из рассмотрения 
области согласия, на которой частные критерии оценки варианта рас-
сматриваемого объекта или набора объектов могут быть улучшены без 
ухудшения качества по другим критериям. Область согласия не может 
содержать наилучший вариант в случае противоречивости критериев.   
Определение области компромиссов Qc (область Парето) заключа-
ется в выделении из множества допустимых решений Q подмножества, 
обладающего свойством, которое заключается в том, что каждое реше-
ние q є Qc, не может быть улучшено без ухудшения хотя бы одного из 
частных критериев. Так, если (q1,q2) є Qc, то в простейшем случае для 
двух критериев имеем следующие неравенства: 
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Частные критерии Kj связаны с параметрами объектов проектиро-
вания  
Kj = Fj (X) ,                                               (2) 
 А.Н. Костенко, 2000 
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где Х – множество параметров объектов. 
Это показывает, что для двух любых решений из Qc имеет место про-
тиворечие хотя бы пары критериев и выбор возможен только на основе 
компромисса. Отсюда следует, что если частные критерии, характеризую-
щие объект, находятся в строгом противоречии, то область компромиссов 
совпадает с допустимой областью и выделение ее теряет смысл. 
Точное определение области компромиссов связано с серьезными 
вычислительными трудностями, которые растут с увеличением размер-
ности задачи. При этом для определения единственного компромиссного 
решения выделение области компромиссов не обязательно, хотя с вы-
числительной точки зрения желательно. Необходимо лишь проверить 
выбранное решение на принадлежность этой области [2]. Исходя из ука-
занных предпосылок, целесообразно в большинстве случаев определить 
область компромиссов приближенно. Условием корректности такой 
процедуры является требование о том, чтобы выделенная область Qp, 
принадлежащая области допустимых решений Q, включала в себя об-
ласть компромиссов Qc, а не пересекалась с нею, т.е. 
QQQ pc                                            (3) 
и была проста в вычислении. 
Решение данной задачи может быть осуществлено следующим об-
разом [2]. В области допустимых решений Q проводится оптимизация 
по каждому из локальных критериев {K1, K2, …, Kn},  результаты кото-
рой формируют таблицу. Вид таблицы представлен в табл.1. 
Таблица 1 
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В j - х строках таблицы записаны значения всех частных критериев 
в точке частного оптимума j - го частного критерия. Столбцы содержат 
наборы значений j - х частных критериев в точках оптимума по всем 
частным критериям. Экстремальные значения каждого критерия нахо-
дятся на главной диагонали. Элементы j - го столбца показывают изме-
нения значения j - го критерия от экстремального Kjэкстр до самого 
наихудшего значения Kjнх. Этот интервал включает в себя точки экстре-
мумов всех частных критериев. Значения Kjэкстр и Kjнх (j = 1,…, n) яв-
ляются границами отображения приближенной области компромиссов 
Qp на пространство критериев K   
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KQp   .                                              (4) 
Приближенная область компромиссов pK  включает в себя область 
компромиссов cK , т.е. 
pc KK   ,                                               (5) 
так как для нее выполняется необходимое условие области компромис-
сов – включение глобальных экстремумов всех частных критериев. В 
общем случае область pK  шире области Парето cK , так как может 
включать в себя некоторые подмножества из области согласия. Поэтому 
компромиссные решения, выбранные из приближенной области, необхо-
димо проверять на принадлежность области Парето. Данный недостаток 
не является определяющим, так как предложенный подход позволяет 
уменьшить область анализа на стадиях поиска компромиссного решения 
и проверки его на принадлежность к области Парето, а также упростить 
нормирование частных критериев.  
Однако, в ряде случаев проектирования технических объектов целе-
сообразно для определения области компромиссов использовать метод 
на основе систематического просмотра многомерных областей, который 
позволяет более точно и адекватно оценить область компромиссов на 
основе исходных данных для решения задачи [3]. При использовании 
данного метода в качестве пробных точек в пространстве параметров 
используются точки равномерно распределенных последовательностей. 
Математически модель объекта  зависит от параметров α1 , …, αn, кото-
рые могут иметь размерную или безразмерную форму. Под простран-
ством параметров будем понимать n - мерное пространство, состоящее 
из точек Ар с дискретными координатами (α1, …, αn). В пространстве 
параметров вводят параметрические, функциональные и качественные 
ограничения. Параметрические ограничения составляют выражения вида 
**
jj
*
j  ,       n,1j   ,                                 (6) 
где *j , 
**
j  - соответственно нижние и верхние границы j-го параметра. 
Обозначим подобласть, определяемую в пространстве параметров 
совокупностью параметрических ограничений как О1. 
Тогда можно сказать, что ограничения (6) выделяют в пространстве 
параметров область  
Пр = {Ар / О1}                                            (7) 
Функциональные ограничения в общем виде определяются выраже-
ниями вида 
**
epe
*
e C)A(fС  ,     t,1e                                (8) 
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где fe(Ap) – некоторые функции от параметров Ap = (α1, …, αn), которые 
могут быть заданы явно, либо функциональные зависимости от инте-
гральных кривых дифференциальных уравнений; 
*
eС , 
**
eС  - соответственно нижние и верхние границы е - й функции. 
Обозначим подобласть, определяемую в пространстве параметров 
совокупностью функциональных ограничений как О2. Предполагается, 
что fe(Ap) непрерывны в пространстве параметров. Тогда обозначим 
область, принадлежащую Пр и ограниченную fe(Ap), как  
Gр = {Ар / О1, О2}.                                                (9) 
Качественные ограничения или критерии качества представляют 
собой характеристики технических средств 
Ф1(Ap), Ф2(Ap),…, Фк(Ap).                               (10) 
Примем, что по условиям задачи Фυ(Ap) необходимо минимизиро-
вать, и они предполагаются непрерывными в области Пр. Тогда каче-
ственные критериальные ограничения запишем в форме 
**
p )A(   ,  K,1                                  (11) 
где **  - граничное значение Фυ(Ap), как качественной характеристики. 
Область пространства параметров, удовлетворяющая всем трем ви-
дам ограничений обозначим  
Dр = {Ар / О1, О2, О3},                               (12) 
где О3 - условное обозначение подобласти в пространстве параметров, 
определяемой совокупностью критериев качества. 
Таким образом, решение задачи сводится к нахождению точки optpA  
в области Dp, где 
opt
pA  - оптимальная совокупность параметров, харак-
теризующих проектируемые объекты. 
Предложенная методика использована при разработке алгоритмов и 
инструментальных средств оптимизации параметрических рядов и вы-
бора оптимальных количества и типов технических средств информаци-
онно-вычислительных систем. 
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