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Ra£unanje notranjega obsega ravninskih grafov
Povzetek
Seznanili se bomo s pojmom notranjega obsega ravninskega grafa in predstavili
algoritem za njegov izra£un s £asovno zahtevnostjo O(n log n) ter del algoritma z
linearno zahtevnostjo. Podrobneje si bomo ogledali ²e povezavo med notranjim
obsegom in najmanj²im prerezom ravninskih grafov.
Computing the girth of a planar graph
Abstract
After acquainting ourselves with the girth of a planar graph, we rst examine an
algorithm for computing it in time O(n log n). Second, we take a look at another
procedure that runs in linear time and nally, we examine the connection between
the girth and the minimum cut in planar graphs.
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1. Uvod
Pri konstrukciji grafa se hitro zgodi, da povezave dodamo tako, da tvorijo cikel in
navadno jih ustvarimo celo ve£. Naravno se je vpra²ati, kateri od njih je najkraj²i
in kako bi dolo£ili njegovo dolºino. Lahko re£emo, da je dolºina najkraj²ega cikla
oziroma njegov notranji obseg ena od osnovnih lastnosti grafa.
Vendar pa ni samo to, saj so znane ²tevilne povezave z drugimi lastnostmi grafa,
kot so na primer rod grafa, najmanj²i prerez, premer grafa, kromati£no ²tevilo in
povezanost grafa [13]. Namesto iskanja neke lastnosti, ki je povezana z notranjim
obsegom, lahko torej najdemo le-tega in na ta na£in pridemo do ºelene lastnosti
grafa.
Postopek, ki vrne odgovor na vpra²anje o najkraj²em ciklu v grafu, sta prva
predstavila Itai in Rodeh [10] leta 1978. Njun algoritem ima £asovno zahtevnost
O(M(n) log n), kjer je n ²tevilo vozli²£ v grafu, M(n) pa £as, ki ga porabimo za
mnoºenje dveh n × n matrik. Algoritem deluje na splo²nem grafu, medtem ko se
ostali, omenjeni v nadaljevanju, osredoto£ijo na ravninske grafe.
Leta 2000 so Djidjev, Pantziou in Zaroliagis [6] predstavili algoritem s £asovno
zahtevnostjo O(n
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4 log n) in 4 leta za njimi jo je Chalermsook s sodelavci [2] izbolj²al
na O(n log2 n). Njihov algoritem ni direktno namenjen iskanju najkraj²ega cikla, saj
v resnici i²£e najmanj²i prerez v grafu, vendar bomo v nadaljevanju videli, da med
njima obstaja tesna povezava.
Leta 2010 sta Weimann in Yuster [13] dosegla zahtevnost O(n log n) ter 3 leta
kasneje Chang in Lu [3] linearno £asovno zahtevnost. Ta dva algoritma bosta pred-
stavljena v tem diplomskem delu, prvi v celoti, drugi pa le deloma.
Navedimo ²e organizacijo dela v nadaljevanju. V 2. poglavju bomo predstavili
osnovne denicije in trditve, povezane s splo²nimi gra. Nadaljevali bomo s poglav-
jem o ravninskih grah (poglavje 3) ter razlago £asovne zahtevnosti algoritmov v
poglavju 4. Seznanjeni z vsem tem bomo v 5. poglavju razdelali algoritem za izra-
£un notranjega obsega v £asu O(n log n), ki sta ga podala Weimann in Yuster ter
dodatno razloºili orodja, ki sta jih uporabila. Sledi algoritem z linearno £asovno zah-
tevnostjo, pri £emer bomo predstavili le enega od korakov in dokazali, da je notranji
obseg neusmerjenega, neuteºenega ravninskega grafa izra£unljiv v linearnem £asu.
V zadnjem, 7. poglavju, bomo predstavili ²e povezavo med najmanj²im prerezom in
notranjim obsegom. Skozi celotno delo nas bodo spremljali ²tevilni primeri, ki bodo
pripomogli k razumevanju denicij, postopkov in lastnosti grafov.
2. Osnove grafov
Denirajmo najprej osnovne pojme, ki veljajo za splo²ne grafe. Ve£ina denicij in
trditev v tem poglavju je povzetih iz [8, poglavje 1], pri ostalih pa bomo vir navedli
posebej.
Denicija 2.1. Graf G je urejen par (V,E), kjer je V neprazna, kon£na mnoºica
vozli²£ in E mnoºica povezav med vozli²£i. Elementi mnoºice E so oblike e = {u, v},
kjer sta u, v ∈ V in u ̸= v.
Zgoraj opisanim grafom pravimo enostavni gra, poznamo pa tudi: multigrafe, v
katerih dopu²£amo ve£ kot le eno povezavo med dvema vozli²£ema, psevdografe, ki
lahko vsebujejo zanke: povezave z za£etkom in koncem v istem vozli²£u, usmerjene
grafe, kjer po posamezni povezavi lahko potujemo le od enega vozli²£a do drugega,
ne pa tudi obratno in uteºene grafe, z uteºmi na povezavah.
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Opomba 2.2. V nadaljevanju bomo obravnavali enostavne grafe in uporabljali poe-
nostavljeno oznako za povezave: e = uv, ki pa ne pomeni, da je povezava usmerjena,
temve£ je enakovreden tudi zapis e = vu. e ve£, z usmerjenimi gra se v tem delu
ne bomo sre£ali, multigrafe in psevdografe pa bomo videli v zadnjem poglavju.
Postopek 2.3. Za laºjo predstavo grafov in denicij ter postopkov, ki jih na njih
izvajamo, lahko graf nari²emo v ravnini. To storimo tako, da za vozli²£a dolo£imo
to£ke in vsako povezavo predstavimo s krivuljo, katere za£etek in konec sta to£ki, ki
sovpadata z ustreznimi vozli²£i.
Oglejmo si ²e nekaj pojmov, ki so tesno povezani z gra.
Denicija 2.4. Mo£ grafa je denirana kot |G| = |V |+ |E| . Graf je uteºen, £e ima
uteºi na povezavah w : E → N ∪ {0}. e uteºi niso dolo£ene, predpostavimo, da so
vse enake 1, in re£emo, da je graf neuteºen. Z wmax (G) ozna£imo maksimum po
vseh uteºeh na povezavah, z w (G) pa vsoto uteºi po vseh povezavah iz E.
Opomba 2.5. Uteºi na povezavah so lahko tudi realna ²tevila, tako negativna
kot pozitivna, vendar se bomo v tem nadaljevanju ukvarjali le z gra, ki imajo
celo²tevilske nenegativne uteºi.
Denicija 2.6. Stopnjo vozli²£a v ozna£uje deg (v) in nam pove ²tevilo povezav, ki
vsebujejo v. Stopnjo grafa G deniramo kot deg (G) = max{deg (v)|v ∈ V }.
Trditev 2.7 ([8, trditev 1.1]). Za vsak graf G = (V,E) velja∑︂
v∈V
deg (v) = 2 · |E|.
Za razumevanje pojma notranji obseg grafa moramo najprej denirati cikel v
grafu.
Denicija 2.8. Sprehod v grafu G je zaporedje vozli²£ S = v0v1 . . . vk, kjer je k > 0
in za i = 0, 1, . . . , k− 1 velja vivi+1 ∈ E(G). e se v sprehodu S nobeno vozli²£e ne
ponovi, pravimo, da je S pot. Sklenjenemu sprehodu, torej takemu, ki se za£ne in
kon£a v istem vozli²£u, pravimo obhod. Obhod je cikel, £e so vsa vozli²£a razli£na,
torej lahko re£emo tudi, da je cikel sklenjena pot.
Primer 2.9. Oglejmo si zgornje denicije na primeru. Na prvi sliki imamo sprehod
S1 = v1v2v3v4v2, na drugi pot S2 = v1v2v3v4, sledi obhod S3 = v1v2v3v1v4v2v1 na
















Za neuteºene grafe privzamemo, da so uteºi vseh povezav enake 1, torej je dolºina
cikla enaka ²tevilu povezav v ciklu.
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Enako kot dolºino cikla lahko deniramo tudi dolºino sprehoda, obhoda in poti.
Dolºini najkraj²e poti v grafu, ki se za£ne v vozli²£u v in kon£a v u, pravimo razdalja
med v in u in jo ozna£imo z d (v, u).
Sedaj lahko povemo, kaj bomo pravzaprav ra£unali v nadaljevanju oziroma kaj je
notranji obseg grafa.
Denicija 2.11 ([7, stran 60]). Notranji obseg grafa G je dolºina najkraj²ega cikla
v G in ima oznako g (G). V primeru da v grafu G ni nobenega cikla, deniramo
g (G) = ∞.
Denicija 2.12. Graf je povezan, £e obstaja pot med poljubnima dvema vozli-
²£ema, sicer re£emo, da je nepovezan. Povezanim maksimalnim podgrafom pravimo
komponente.
Denicija 2.13. Graf G je drevo, £e je povezan in nima ciklov. Graf G′ = (V ′, E ′)
je podgraf grafa G = (V,E), £e velja V ′ ⊆ V in E ′ ⊆ E. Graf G′ = (V ′, E ′) je vpet
podgraf grafa G = (V,E), £e velja V ′ = V in E ′ ⊆ E.
Primer 2.14. Prva slika prikazuje prvotni graf, na drugi lahko vidimo njegov vpet
podgraf, ki pa je hkrati tudi primer drevesa, zato mu pravimo kar vpeto drevo.










Predstavimo ²e denicije in trditve povezane z ravninskimi gra, na katere se
bomo omejili v nadaljevanju. Tako kot v poglavju 2 nadaljnje pojme najdemo v [8,
poglavje 1].
Denicija 3.1. Grafu, ki ga lahko nari²emo v ravnino tako, da se povezave ne
sekajo, pravimo ravninski graf, njegovi sliki v ravnini pa ravninska vloºitev.
Opomba 3.2. O£itno je, da ima lahko ravninski graf ve£ kot le eno ravninsko
vloºitev. V nadaljevanju bomo vpeljali nekaj pojmov, ki so smiselno denirani in
enoli£no dolo£eni za ravninske vloºitve grafov, ne pa tudi za ravninske grafe. Torej
£e za isti ravninski graf vzamemo dve razli£ni ravninski vloºitvi tega grafa, se njihova
vrednost lahko razlikuje. Ravninski graf in njegova vloºitev imata enaka vozli²£a,
povezave in ²e veliko drugih skupnih lastnosti, zato ne bomo uvedli lo£enih oznak,
ampak bo iz konteksta razvidno, kaj je mi²ljeno.
Denicija 3.3. Z vloºitvijo grafa ravnino razdelimo na ve£ manj²ih komponent, ki
jim re£emo lica in jih ozna£imo s fi, kjer je i = 1, . . . , ²tevilo lic. Lice je maksimalna
povezana komponenta ravnine, znotraj katere lahko poveºemo poljubni dve to£ki,
ne da bi sekali graf. Lica so natanko dolo£ena s povezavami, ki jih omejujejo, zato
so odvisna od ravninske vloºitve. Zunanje lice vloºitve je tisto lice, ki ni omejeno.
Dolºino lica d (f) deniramo kot vsoto uteºi po vseh povezavah, ki se dotikajo lica,
pri £emer povezave, ki se dotikajo enega samega lica, ²tejemo dvakrat.
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Primer 3.4. GrafG = (V,E), kjer je V = {v1, v2, v3, v4, v5} in E = {v1v2, v1v3, v1v4,
v2v3, v2v4, v2v5, v3v4}, lahko v ravnino nari²emo na razli£ne na£ine. V spodnjem
primeru je desna slika ravninska vloºitev, leva pa ne, saj se na sredini povezavi
sekata. Graf G ima 4 lica in velja d (f1) = d (f2) = d (f3) = 3 ter d (f4) = 5, saj











Oglejmo si ²e nekaj pojmov in trditev, ki jih bomo uporabili v nadaljevanju.
Denicija 3.5 ([3, razdelek 2.2]). Vozli²£e je zunanje, £e se dotika zunanjega lica
ravninske vloºitve G. Naj bo globina (v) enaka 1 plus ²tevilo plasti zunanjih vozli²£,
ki jih moramo odstraniti, da v postane zunanje vozli²£e. Zunanji ravninski radij je
deniran za ravninsko vloºitev kot orad (G) = max{globina (v)|v ∈ V }.
Primer 3.6. Zunanja vozli²£a na spodnji ravninski vloºitvi so v1, v2, v3, zato je
njihova globina enaka 1. Odstraniti moramo eno plast vozli²£, da v4 postane zunanje





Denicija 3.7 ([3, razdelek 2.2], [1, razdelek 13]). Zunanji ravninski radij za graf
G deniramo tako, da vzamemo najmanj²i orad (G) izmed vseh moºnih ravninskih
vloºitev za G.
Izrek 3.8 (Eulerjeva formula [8, trditev 1.31]). Naj bo G = (V,E) povezan ravninski
graf in F mnoºica njegovih lic, potem velja |V | − |E|+ |F | = 2.
Trditev 3.9 ([8, trditev 1.33]). Za ravninski graf G = (V,E) z |V | ≥ 3 velja
|E| ≤ 3|V | − 6.
Dokaz. Oglejmo si vsoto dolºin vseh lic
∑︁
f∈F d (f) = C. Vsaka povezava v grafu
se lahko dotika najve£ dveh lic, zato velja C ≤ 2|E|. Vsako lice je omejeno z vsaj
tremi povezavami, iz £esar sledi C ≥ 3|F | in zato 2|E| ≥ 3|F |. Sedaj uporabimo
Eulerjevo formulo |V | − |E|+ |F | = 2 in dobimo ºelen rezultat.
2|E| ≥ 3|F |
2|E| ≥ 3(2 + |E| − |V |)
|E| ≤ 3|V | − 6 □
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3.1. Preverjanje ravninskosti in konstrukcija ravninske vloºitve. V nada-
ljevanju se ne bomo ukvarjali z dokazovanjem, da so podani gra ravninski, saj bo
to na²a predpostavka. Vseeno pa navedimo enega izmed pomembnih kriterijev za
ravninske grafe, tako imenovani izrek Kuratowskega.
Izrek 3.10 ([15, trditev 4.10]). Graf je ravninski natanko tedaj, ko ne vsebuje sub-
divizije grafa K5 ali K3,3.
Denicija 3.11. Subdivizija grafa G je graf, ki ga dobimo iz G tako, da nekatere
povezave nadomestimo s potmi.
Denicija 3.12. Graf G = (V,E) je polni graf, £e obstaja povezava za vsak par
razli£nih vozli²£ v, u ∈ V . GrafG = (V,E) je polni dvodelni graf, £e velja V = V1∪V2,
kjer sta V1, V2 disjunktni mnoºici ter E = {uv | u ∈ V1 ∧ v ∈ V2}. Vsa vozli²£a iz V1
so torej povezana z vsemi iz V2.
Primer 3.13. Na levi sliki je K5, polni graf s petimi vozli²£i, na desni pa polni
dvodelni grafK3,3, za katerega velja |V1| = |V2| = 3. GrafaK5 inK3,3 nista ravninska
[8, trditvi 1.32 in 1.34].
♢
Opomba 3.14. e lahko torej K5 ali K3,3 s subdivizijo grafa preoblikujemo v neki
graf G, potem ta ni ravninski. Prav tako graf ni ravninski, £e vsebuje podgraf, ki je
subdivizija K5 ali K3,3.
Imamo torej na£in, da dokaºemo, da graf ni ravninski, kako pa bi pokazali, da
je ravninski? Ena od moºnosti je, da poskusimo najti ravninsko vloºitev, iz £esar
sledi, da je graf ravninski. Poznamo pa tudi algoritme, ki se osredoto£ajo na iskanje
oziroma preverjanje dolo£enih algebrajskih lastnosti grafa in nam vrnejo le podatek
o ravninskosti, ne pa tudi ravninske vloºitve. Spodnji trije odstavki so povzeti po
[12, poglavje 1].
Za konstruiranje ravninske vloºitve grafa poznamo ve£ razli£nih postopkov, ki so
vsi izvedljivi v linearnem £asu. V grobem jih lahko razdelimo v dve kategoriji glede
na osnovno idejo. Prvi se konstrukcije lotijo s pomo£jo ciklov v grafu, drugi pa s
postopnim dodajanjem vozli²£.
Algoritmi iz prve kategorije temeljijo na dejstvu, da vsaka sklenjena krivulja rav-
nino razdeli na dve lo£eni obmo£ji, eno znotraj in drugo zunaj krivulje. To pomeni,
da ne moremo povezati to£k iz razli£nih obmo£jih, ne da bi sekali krivuljo. e torej
graf vsebuje cikel, ta razdeli graf na dva podgrafa in vsakega od njiju moramo v
celoti spraviti v notranje ali pa zunanje obmo£je ravnine glede na cikel. Postopek
za to, oziroma ugotovitev, da tega ni moºno izvesti, se razlikuje od algoritma do
algoritma.
Druga metoda se posluºuje postopnega dodajanja vozli²£. Za£nemo s podgrafom
G1, ki vsebuje le eno vozli²£e v1. Na vsakem naslednjem koraku najprej dodamo eno
vozli²£e vi in njemu pripadajo£e povezave ter na ta na£in konstruiramo podgraf Gi.
Preverimo, ali je Gi ²e vedno ravninski, in posodobimo neke podatkovne strukture,
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ki nam omogo£ajo hitro preverbo ravninskosti podgrafov Gi. Postopek izvajamo
dokler neki podgraf ni ve£ ravninski ali pa i doseºe ²tevilo vozli²£ v prvotnem grafu.
Pomembno dejstvo je, da vozli²£a, ki jih dodajamo, niso naklju£no izbrana, ampak
so vnaprej natan£no dolo£ena glede na njihove lastnosti. Katere, je spet odvisno od
posameznega algoritma.
4. asovna zahtevnost in algoritmi na grafih
Pri delu z algoritmi nas pogosto zanima, kako hitri so, vendar standardne £asovne
enote niso najbolj primerne za merjene te lastnosti. Na £as, ki ga porabimo za
izvedbo algoritma, vplivata tako strojna oprema, na kateri poganjamo algoritem,
kot tudi velikost vhodnih podatkov. Za dolo£itev tako imenovane £asovne zahtev-
nosti zato potrebujemo neko drugo koli£ino, ki jo bomo denirali v tem poglavju,
povzetem po [5, poglavji 0 in 4].
Ena od poenostavitev je, da ²tejemo ra£unske korake v algoritmu in predposta-
vimo, da za vsakega od njih porabimo konstanten £as. Na ta na£in lahko dolo£imo
²tevilo korakov v odvisnosti od velikosti vhodnih podatkov, ²e vedno pa je izvedba
posameznega koraka odvisna od zmogljivosti strojne opreme in v£asih ne nujno kon-
stantna.
Denicija 4.1. asovna zahtevnost je funkcija T : N → [0,∞), ki sprejme velikost
vhodnih podatkov in vrne najve£je ²tevilo osnovnih ra£unskih korakov, ki so potrebni
za izvedbo danega algoritma.
Opomba 4.2. Pri ²tetju ra£unskih korakov ne ²tejemo operacij s pozameznimi biti,
temve£ ra£unske operacije, kot so se²tevanje, od²tevanje, mnoºenje, itd. Za en korak
se ²tejejo tudi denicije novih spremenljivk ter kon£en rezultat, ki ga vrne algoritem.
Primer 4.3. Spodnji algoritem sprejme naravno ²tevilo n in denira spremenljivko
S = 0. Nato opravi n iteracij in v vsaki S najprej pove£a za i, nato pa ga ²e
mnoºi z i, torej izvede 2 ra£unski operaciji. Opravljenih bo 2n ra£unskih operacij
in ²e 2 koraka, eden na za£etku, ko deniramo S, in drugi na koncu, ko ga vrnemo.
Skupno imamo torej 2n + 2 ra£unskih korakov, kar pomeni, da je T (n) = 2n + 2.
Input: n ∈ N
Output: S ∈ N
S = 0
for i = 1, . . . , n do




Naslednja poenostavitev bo omogo£ila oceno £asovne zahtevnosti, neodvisno od
strojne opreme, na kateri izvajamo algoritem. Recimo, da imamo nek algoritem s
T (n) = 5n3 + 4n + 3. Vidimo, da pri vedno ve£jem n £len 4n + 3 le malo prispeva
h kon£nemu ²tevilu korakov v primerjavi z vodilnim £lenom 5n3. Tudi mnoºenje s
5 ne prispeva k bistveni razliki, zato re£emo kar, da je £asovna zahtevnost enaka
O(n3). Povejmo v bolj matemati£nem jeziku.
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Denicija 4.4. Naj bosta f, g funkciji, ki slikata iz N v [0,∞).
f = O(g) ⇔ ∃c > 0 in ∃n0 ∈ N, da za ∀n > n0 velja f(n) < c · g(n)
Notacija veliki O nam torej pove, kako je omejena rast dane funkcije f .
Opomba 4.5. Z izrazom f = O(g) pravzaprav povemo f ≤ C · g, kjer je C neka
konstanta. Z O(n), £emur pravimo tudi linearna £asovna zahtevnost, lahko ocenimo
rast funkcij oblike f1(n) = 10n, kot tudi f2(n) = n+ 20. Mnoºenje vodilnega £lena
s konstanto in pri²tevanje manj²ih £lenov namre£ ne vplivata na obna²anje funkcije
pri velikih n. Vidimo, da je £asovna zahtevnost algoritma iz primera 4.3 linearna.
Trditev 4.6 ([5, poglavje 0.3]). Naj bosta f, g : N → [0,∞) funkciji. Lastnosti
notacije velikega O so naslednje:
• O(f) +O(g) = O(f + g),
• O(f) ·O(g) = O(f · g),
• c ·O(f) = O(f), kjer je c ∈ R,
• na = O(nb) za a ≤ b in a, b ∈ R,
• an = O(bn) za a ≤ b in a, b ∈ R,
• na = O(bn) za b > 1,
• loga n = O(nb) za b > 0 in a ∈ R,
• aknk + · · ·+ a1n+ a0 = O(nk).
Denicija 4.7. Denirajmo ²e dve oznaki za £asovno zahtevnost:
• spodnja meja Ω: f = Ω(g) ⇔ g = O(f),
• Θ: f = Θ(g) ⇔ f = O(g) ∧ f = Ω(g).
Povedali smo, kako dolo£imo hitrost algoritmov, sedaj pa si poglejmo enega izmed
njih.
Postopek 4.8. Iskanje v ²irino je algoritem, znan tudi pod angle²ko kratico BFS,
ki se uporablja za iskanje razdalj med izbranim vozli²£em s in ostalimi vozli²£i v
neuteºenem grafu. Zapi²imo njegovo psevdokodo in predpostavimo, da je vhodni
graf povezan.
Input: neuteºen graf G = (V,E), poljubno vozli²£e s ∈ V
Output: d (s, u) za vsak u ∈ V





while Q neprazna do
u = odstrani_prvega(Q)
for ∀uv ∈ E do
if razdalja[v] = ∞ then






e na kratko opi²emo: najprej za vsako vozli²£e nastavimo razdaljo na ∞, kar
pomeni, da ga ²e nismo obiskali. V vrsti Q se nahajajo vozli²£a, katerih sosede mo-
ramo ²e raziskati, za£nemo seveda s s. Vzamemo prvo vozli²£e u iz Q in pregledamo
vse njegove sosede. e naletimo na soseda v, katerega razdalja je ²e vedno ∞, mu
za razdaljo dolo£imo 1 + razdalja vozli²£a u in ga dodamo na seznam vozli²£, ki jih
moramo ²e raziskati. Nadaljujemo, dokler vrsta Q ni prazna, kar pomeni, da smo
obiskali vsa vozli²£a.
Algoritem ima £asovno zahtevnost O(|V |+ |E|), saj obi²£emo vsa vozli²£a in vse
povezave ter pri vsaki povezavi opravimo 2 operaciji.
Opomba 4.9. V primeru, da je graf uteºen, bo BFS namesto razdalj vrnil ²tevilo
povezav med izhodi²£em s in poljubnim vozli²£em u.
Primer 4.10. Izvedemo BFS na spodnjem grafu z izhodi²£em v vozli²£u v2. Vo-
zli²£em v1, v4, v5, v3 nastavimo razdaljo na 1 in jih dodamo na seznam za pregled.
Iz vozli²£a v1 obstajata povezavi v v2 in v4, vendar imata obe vozli²£i ºe dolo£eno
razdaljo, d (v2, v2) = 0 in d (v2, v4) = 1, zato ju ne spreminjamo in nadaljujemo s
pregledom naslednjega vozli²£a na seznamu, ki je v4 itd. e vozli²£a razdelimo v











V nadaljevanju bom predstavila dva algoritma za izra£un notranjega obsega rav-
ninskih grafov. Prvi nalogo opravi v £asu O(n log n) in pri tem, v primerjavi z
drugim, uporabi preprostej²a orodja, zato si ga bomo ogledali v celoti. Drugi algori-
tem je hitrej²i, saj notranji obseg izra£una v linearnem £asu, vendar tudi zahtevnej²i.
Ogledali si bomo prvi korak tega algoritma in £asovno zahtevnost dokazali s pomo£jo
leme, katere dokaz bo izpu²£en.
5. Izra£un notranjega obsega v £asu O(n log n)
Predstavimo sedaj postopek za izra£un notranjega obsega s £asovno zahtevno-
stjo O(n log n), katerega avtorja sta Weimann in Yuster [13]. Poleg uporabe manj
zapletenih orodij je prednost tega algoritma tudi, da nam ni treba najti ravninske
vloºitve grafa, saj postopek izvajamo kar na ravninskem grafu.
Trditev 5.1. Notranji obseg neusmerjenega ravninskega grafa G z n vozli²£i je iz-
ra£unljiv v £asu O(n log n).
Dokaz zgornje trditve nam bo hkrati podal tudi algoritem, ki sprejme neusmerjen
ravninski graf G z n vozli²£i in vrne njegov notranji obseg. Postopek temelji na
na£elu deli in vladaj, kar pomeni, da bomo G razdelili na ve£ manj²ih podgrafov
in poiskali notranji obseg vsakega izmed njih, nato pa kot kon£ni rezultat izbrali
najmanj²ega od vseh.
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5.1. Izra£un notranjega obsega grafa z zunanjim ravninskim radijem k.
Poglejmo si, kako bomo izra£unali notranji obseg posameznih podgrafov, na katere
razdelimo prvotni graf. Vhodni graf G naj bo ravninski z n vozli²£i, nenegativ-
nimi uteºmi in zunanjim ravninskim radijem k. Njegov notranji obseg g (G) bomo
izra£unali v £asu O(kn log n).
Denicija 5.2. Separator je mnoºica vozli²£, katerih odstranitev povzro£i, da graf
razpade na komponente s ²tevilom vozli²£ najve£ 2n
3
.
Trditev 5.3. Vsak ravninski graf G z zunanjim ravninskim radijem orad (G) = k
ima separator velikosti O(k), ki ga lahko najdemo v £asu O(n).
Opomba 5.4. Dokaz zgornje trditve 5.3 bomo navedli na koncu poglavja, saj mo-
ramo zanj vpeljati ²e nekaj denicij in trditev.
Najprej poi²£emo separator grafa G. Sedaj imamo dve moºnosti, iskani cikel z
najkraj²o dolºino lahko poteka skozi eno ali ve£ vozli²£ iz separatorja ali pa skozi
nobeno.
1. moºnost: najkraj²i cikel vsebuje eno ali ve£ vozli²£ iz separatorja. Za vsako
vozli²£e iz separatorja konstruiramo drevo najkraj²ih poti v £asu O(n), torej skupno
porabimo O(kn).
Denicija 5.5 ([14, poglavje 3]). Drevo najkraj²ih poti povezanega neusmerjenega
grafa G, konstruirano iz vozli²£a v, je tako vpeto drevo T grafa G, da je dolºina poti
med v in poljubnim vozli²£em u v T enaka razdalji med v in u v G.
Opomba 5.6. Za povezave v drevesu najkraj²ih poti izberemo le tiste iz prvotnega
grafa, ki so vsebovane v najkraj²ih poteh od izhodi²£a v do poljubnega vozli²£a u.
e med v in u obstajata dve enako dolgi poti, potem izberemo le eno, saj bi v
nasprotnem primeru lahko dobili cikel, kar pa v drevesu ni dovoljeno.
Primer 5.7. Konstruirajmo drevo najkraj²ih poti za spodnji graf, z izhodi²£em v
vozli²£u v2. Poi²£emo razdaljo med v2 in v1 v prvotnem grafu, ki je enaka 3, saj ima
najkraj²a pot od v2 do v1, S1 = v2v4v1, dolºino 3. S1 torej dodamo v drevo najkraj²ih
poti in enako storimo za preostala vozli²£a. Opazimo, da imamo v prvotnem grafu
od v2 do v6 kar dve najkraj²i poti, S2 = v2v3v6 in S3 = v2v5v6, vendar v drevo

















Konstrukcijo drevesa najkraj²ih poti lahko za neuteºene grafe opravimo kar s
pomo£jo BFS postopka. V primeru grafa z nenegativnimi uteºmi lahko uporabimo
Dijkstrov algoritem, ki deluje podobno kot BFS, vendar z nekaj izbolj²avami.
Pri Dijkstrovem algoritmu elemente za pregled shranjujemo v podatkovno struk-
turo, ki ji re£emo vrsta s prednostjo, in pri pregledu vozli²£a ne preverimo le, £e
smo ga ºe obiskali, ampak ali smo morda sedaj do njega pri²li po drugi, kraj²i
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poti. Za vozli²£e u, katerega povezave uv trenutno raziskujemo, preverimo, £e je
razdalja[v] > razdalja[u] + w (vu), in £e je odgovor pritrdilen, popravimo razdaljo
v, sicer nadaljujemo. Operacije na vrsti s prednostjo so zahtevnej²e od navadne
vrste, ki jo uporabimo pri pregledu v ²irino, kar pomeni ve£jo £asovno zahtevnost
celotnega algoritma [5, poglavje 4].
V na²em primeru bi sicer lahko uporabili Dijkstrov algoritem, vendar ºelimo drevo
najkraj²ih poti konstruirati v linearnem £asu. Henzinger in ostali [9] so predstavili
prvi algoritem, ki v linearnem £asu izra£una razdalje v grafu z nenegativnimi uteºmi.
Deluje na podoben na£in kot Dijkstrov postopek, a pregleda povezave v grafu v
druga£nem vrstnem redu ter nekatere celo ve£ kot enkrat. Na hitrosti pridobi tako,
da graf razdeli na manj²e podgrafe in nato pregleda povezave, zaradi £esar so vrste
s prednostjo manj²e in operacije na njih hitrej²e.
Lema 5.8. Naj bo G povezan graf s pozitivnimi uteºmi in v vozli²£e, vsebovano v
enem od najkraj²ih ciklov v G. e je T drevo najkraj²ih poti konstruirano iz v, potem
obstaja vsaj en najkraj²i cikel C, iz katerega natanko ena povezava ni vsebovana v
T .
Dokaz. Lemo bomo dokazali s protislovjem. Naj bo s notranji obseg G. Med vsemi
cikli dolºine s, ki potekajo skozi vozli²£e v, bomo s C ozna£ili tistega, za katerega
najmanj povezav ni vsebovanih v T . Recimo, da je ²tevilo povezav iz C, ki niso v
T , enako k ≥ 2. Z izbiro poljubnega vozli²£a u ∈ C , u ̸= v, cikel razdelimo na dve
poti, C1 in C2, ki obe potekata od v do u. Zaradi predpostavke, da ima C vsaj dve
povezavi, ki nista v T , mora obstajati tako vozli²£e u ∈ C, da za obe dobljeni poti
C1, C2 obstaja vsaj ena povezava, ki ni v T .
Naj bo P pot od v do u v T . Po deniciji drevesa najkraj²ih poti je P najkraj²a
pot v G od v do u. Recimo, da sta P in C1 disjunktni z izjemo vozli²£ v,u. Potem
ima cikel C ′, ki ga dobimo, £e zdruºimo P in C1, dolºino najve£ s. Zakaj? Ker je P
najkraj²a pot od v do u in zato ne more biti dalj²a od C2. S tem smo konstruirali
cikel C ′, katerega manj kot k povezav ni v T , kar pa je v nasprotju s predpostavko,
ki pravi, da je C najkraj²i cikel z najmanj povezavami, ki niso v T . Ekvivalenten
sklep lahko naredimo tudi, £e za konstrukcijo C ′ vzamemo P in C2.
Protislovje nam pove, da P in C1 oz. C2 nista disjunktni. Obstaja torej vozli²£e
x1 /∈ {u, v}, ki je vsebovano v P in C1, ter vozli²£e x2 /∈ {u, v} vsebovano v P in
C2. Brez ²kode za splo²nost predpostavimo, da do x1 v P pridemo pred x2 ter da je
x2 prvo vozli²£e iz C2 − {v, u}, ki se pojavi v P , ko se premikamo od v do u. Sedaj
konstruiramo cikel C ′ tako, da potujemo po P od v, preko x1 do x2, od tam pa po
C2 nazaj do v. Ponovno ima C ′ manj kot k povezav, ki niso v T , kar pomeni, da je
C ′ kraj²i od C, zato spet pridemo v protislovje.
Sklepamo, da lahko za k ≥ 2 vedno najdemo kraj²i cikel z manj povezavami, ki
niso v T , torej mora biti k = 1. □
Zgornja lema podaja pomembno povezavo med najkraj²im ciklom v G, ki poteka
skozi separator, in drevesom najkraj²ih poti, s pomo£jo katere bomo iskani cikel
na²li v linearnem £asu na naslednji na£in.
Naj bo T drevo najkraj²ih poti konstruirano iz vozli²£a v in x neko vozli²£e iz T .
Z d (v, x) ozna£imo razdaljo od v do x. e je xy povezava iz grafa, ki ni vsebovana
v drevesu, in zdruºimo pot od v do x, povezavo xy ter pot od v do y, dobimo cikel z
dolºino d (v, x)+d (v, y)+w (xy). Izra£unamo lahko torej dolºino vseh ciklov oblike
C = v . . . xy . . . v, pri £emer xy /∈ T .
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Naj bo s dolºina najkraj²ega cikla C. e je v vsebovan v C, potem nam lema 5.8
zagotavlja, da bomo z zgoraj opisanim postopkom res na²li C in njegovo dolºino. V
primeru, da C ne poteka skozi v, bo rezultat postopka dolºina nekega cikla skozi v,
ki pa zagotovo ne bo manj²a od s.
Konstrukcijo drevesa najkraj²ih poti iz vozli²£a v in iskanje najkraj²ega cikla,
ki vsebuje v, izvedemo v linearnem £asu. To nam zagotavlja £asovna zahtevnost
algoritma za konstruiranje drevesa, ki je O(n), ter dejstvo, da je ²tevilo povezav v
grafu O(n), vsako od njih pa pregledamo v konstantnem £asu O(1).
Opomba 5.9. Ker je drevo najkraj²ih poti denirano za splo²ne grafe, lahko zgo-
raj opisani postopek iskanja najkraj²ega cikla uporabimo tudi na grah, ki niso
ravninski. V tem primeru je £asovna zahtevnost O(|V |+ |E|).
2. moºnost: najkraj²i cikel ne vsebuje vozli²£ iz separatorja. Iz grafa odstra-
nimo vsa vozli²£a separatorja in tako dobimo ve£ manj²ih povezanih grafov. Na
vsakem rekurzivno ponavljamo postopek za izra£un notranjega obsega grafa z zu-
nanjim ravninskim radijem k. Torej ponovno poi²£emo separator in najkraj²e cikle,
ki potekajo skozi njegova vozli²£a, odstranimo vozli²£a separatorja, obravnavamo
dobljene podgrafe itd. Rekurzijo zaustavimo, ko podgraf nima ve£ nobenega cikla
in za njegov notranji obseg vrnemo ∞. Prisotnost cikla v grafu lahko preverimo v
linearnem £asu, npr. z malo prilagojenim BFS algoritmom.
Notranji obseg prvotnega grafa dobimo tako, da vzamemo minimum po vseh dol-
ºinah ciklov, ki smo jih dobili v postopku, torej v prvem in drugem koraku. V 1.
koraku pregledamo vsako vozli²£e iz separatorja velikosti O(k) v £asu O(n), torej
potrebujemo O(kn) £asa. Za oceno £asovne zahtevnosti 2. koraka in nato celotnega
zgoraj opisanega postopka pa moramo upo²tevati ²e rekurzijo. V primeru, da odstra-
nitev separatorja razdeli graf na t ≥ 2 povezanih komponent, nam kon£no £asovno
zahtevnost poda re²itev ena£be
T (n) = T (n1) + T (n2) + · · ·+ T(nt) +O(kn),
kjer velja
∑︁t
i=1 ni ≤ n in ni ≤
2
3
n za vsak i. Kon£na £asovna zahtevnost je torej
T (n) = O(kn log n). Razloºimo to re²itev bolj podrobno s postopkom iz [4, poglavje
4.2]. Pomagajmo si z drevesno strukturo, pri kateri vsak nivo predstavlja dolo£eno
globino rekurzije, vsako vozli²£e pa velikost problema oz. v na²em primeru ²tevilo
vozli²£ v komponenti.
n
n1 n2 nt−1 nt. . .





1 . . . 1 . . . 1 . . . 1
Vsako vozli²£e v drevesu predstavlja podproblem na nekem nivoju rekurzije. Naj-
prej bomo dolo£ili £asovno zahtevnost vseh nivojev, nato pa jih se²teli v kon£no
£asovno zahtevnost rekurzije. Taka drevesna struktura se pogosto uporablja pri
ra£unanju £asovne zahtevnosti algoritmov tipa deli in vladaj.
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Za prvi nivo rekurzije potrebujemo najve£ c · kn korakov, kjer je c ∈ R. Navadno
problem razdelimo na enako velike podprobleme, kar pa tokrat ni res, saj iz n dobimo
podprobleme velikost n1, n2, . . . , nt. V pomo£ nam je dejstvo, da je
∑︁t
i=1 ni ≤ n, kar
pomeni, da bomo pravzaprav na vsakem nivoju skupno pregledali najve£ n vozli²£
in za to porabili najve£ c · kn korakov.
Da bomo lahko dolo£ili £asovno zahtevnost rekurzije, moramo dolo£iti ²e ²tevilo
nivojev oziroma globino drevesa. Za na²e podprobleme velja ni ≤ 23n, kar pomeni,
da so podproblemi na i-tem nivoju rekurzije velikosti najve£ (2
3
)in. Zanima nas, za










⇔ i · log 3
2
= log n






V na²em primeru je najmanj²i podproblem velikosti 2, saj rekurzijo zaklju£imo, ko
v grafu ni ve£ ciklov, vendar to ne vpliva bistveno na ²tevilo nivojev. Imamo torej
O(log n) nivojev rekurzije in v vsakem izvedemo najve£ c · kn korakov, kar pomeni,
da je £asovna zahtevnost celotne rekurzije enaka O(kn log n).
5.2. Dokaz trditve 5.1. Podan je neusmerjen ravninski graf G z n vozli²£i, za
katerega lahko brez ²kode za splo²nost re£emo, da je povezan in nelo£ljiv, kar pomeni,
da nima nobenega prereznega vozli²£a.
Denicija 5.10. Vozli²£e je prerezno, £e z njegovo odstranitvijo graf postane nepo-
vezan.
Primer 5.11. Na spodnjem grafu vidimo, da je vozli²£e v2 prerezno, saj z nje-
govo odstranitvijo graf razpade na dve komponenti oz. podgrafa G1 in G2 z V1 =








V nasprotnem primeru bi lahko vzeli posamezne podgrafe, na katere razpade G
pri odstranitvi prereznega vozli²£a v, skupaj z v, in poiskali najkraj²i cikel v vsakem
podgrafu posebej. Minimum teh bi bil potem notranji obseg G.
Nelo£ljivost nam torej pove, da v grafu ne obstajajo vozli²£a s stopnjo 0 ali 1. V
primeru vozli²£a s stopnjo 0 je graf ºe tako ali tako nepovezan, £e pa imamo neko
vozli²£e stopnje 1 in odstranimo njegovo sosednje vozli²£e, dobimo 2 komponenti,
kot je prikazano zgoraj.
Dolºina vsakega lica iz G je zgornja meja za notranji obseg, saj povezave, ki
omejujejo lice, sestavljajo cikel. Zaradi morebitnih uteºi pa iskani najkraj²i cikel
ni nujno sestavljen iz povezav, ki pripadajo nekemu licu. V linearnem £asu bomo
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dolo£ili zgornjo mejo h za najkraj²o dolºino lica v G, ki bo hkrati tudi zgornja
meja za notranji obseg. Na ta na£in se izognemo iskanju ravninske vloºitve grafa in
nadaljnji postopek izvajamo kar na grafu samem. Za h bomo izbrali min{n, ⌊36n
n′
⌋},
kjer je n ²tevilo vozli²£ v G, n′ pa ²tevilo vozli²£ v G′. Kako to£no pridemo do tega
rezultata in kaj je G′, bomo pojasnili v nadaljevanju, saj moramo prej vpeljati ²e
nekaj pojmov.
G bomo razdelili na O(n
k
) ravninskih grafov z zunanjimi ravninskimi radiji najve£
k = 2h. Razdelitev bo konstruirana tako, da se bodo podgra prekrivali in bo
najkraj²i cikel vsebovan v enem izmed njih. To nam omogo£a, da notranji obseg
prvotnega grafa i²£emo v vsakem podgrafu posebej s pomo£jo postopka, ki smo ga
predstavili v podpoglavju 5.1.
Preden G pokrijemo z omenjenimi gra, ga bomo preoblikovali tako, da bo vsaka
povezava vsebovala vsaj eno vozli²£e stopnje najmanj 3. Uporabili bomo skr£itev
grafa in rekli, da je graf po kon£anem postopku skr£en.
Postopek 5.12. Skr£itev grafa izvedemo na slede£ na£in: odstranimo vsako vozli²£e
v stopnje 2, katerega soseda v1 in v2 nista povezana, ter dodamo povezavo v1v2
z uteºjo w (v1v2) = w (vv1) + w (vv2). Pomembno je, da vozli²£a odstranjujemo
iterativno, saj pri tem spremenimo lastnosti nekaterih drugih.
Opomba 5.13. Skr£itev grafa opravimo v linearnem £asu, O(|V |+ |E|), saj pregle-
damo vsako vozli²£e in njegove sosede ter po potrebi opravimo konstantno mnogo
operacij, da odstranimo vozli²£e in prilagodimo povezave. Naslednja opazka je, da
skr£itev grafa ne vpliva na njegov notranji obseg, saj smo za vsako odstranjeno
povezavo pove£ali ustrezno uteº, kar pomeni, da se dolºina ciklov ohrani.
Primer 5.14. Graf na levi sliki ni skr£en, saj so vozli²£a v4, v6,v7 stopnje 2 in vsako
izmed njih ima nepovezana soseda. Na desni smo najprej odstranili v6 in dodelili
ustrezno novo uteºeno povezavo, nato pa ²e v7 in tako dobili skr£en graf. Lahko bi












Po skr£itvi grafa G dobimo nov skr£en graf, ki ga bomo ozna£ili z G′. Notranji
obseg se pri skr£itvi ohrani, saj novo dodane povezave ustrezno uteºimo, zato lahko
i²£emo notranji obseg grafa G′.
Spomnimo se, h je ocena za dolºino najkraj²ega lica G ne glede na ravninsko
vloºitev, zato bo h tudi zgornja meja za dolºino najkraj²ega lica v G′ in hkrati za
notranji obseg G′. Naslednja lema nam bo v pomo£ pri iskanju notranjega obsega,
v njenem dokazu pa bomo videli tudi, kako dolo£imo h.
Lema 5.15. Naj bo G ravninski graf z n vozli²£i, ki ima v neki ravninski vloºitvi
dolºino najkraj²ega lica enako h. Za izra£un notranjega obsega G zado²£a poiskati




Dokaz. Izmed vseh ravninskih vloºitev grafa G, izberemo tisto, ki ima dolºino naj-
kraj²ega lica enako h. Pokazali bomo, da ima graf G′, ki ga dobimo s procesom
skr£itve, O(n
h
) vozli²£. Z n, m, f bomo ozna£ili ²tevilo vozli²£, povezav in lic v G ter
z n′, m′, f ′ ustrezne koli£ine v G′. Naj bo F mnoºica vseh lic v G in d (x) dolºina
poljubnega lica x iz F . Ponovno lahko brez ²kode za splo²nost predpostavimo, da
je G povezan in nelo£ljiv. Enake lastnosti ima po skr£itvi tudi G′.
Pri postopku skr£itve grafa se ²tevilo lic ne spremeni, zato velja f = f ′. Pokaºimo
najprej, da je f = O(n
h
). Iz nelo£ljivosti G sledi, da se vsaka povezava iz grafa dotika
dveh lic. Namre£, £e bi obstajala povezava, ki se dotika le enega lica, bi bilo eno od








Pri se²tevanju dolºin lic iz F smo vsako povezavo ²teli dvakrat (vse leºijo v dveh
licih), zato je vsota enaka 2m. S h smo ozna£ili dolºino najkraj²ega lica, torej lahko
z njim navzdol ocenimo d (x). Zadnjo enakost pa dobimo, £e upo²tevamo, da imamo
f lic.
Kot smo ºe povedali v trditvi 3.9, za ravninske grafe velja m ≤ 3n − 6. To
















To ²e ni konec dokaza, saj moramo pokazati, da je n′ = O(n
h
), ali ekvivalentno,
da je m′ = O(n
h
), ker je povezav v povezanem, nelo£ljivem grafu ve£ ali enako kot
vozli²£.
Naj bo T mnoºica vseh vozli²£ iz G s stopnjo vsaj 3 in t = |T |. T je vsebovana
tudi v G′, saj se pri skr£itvi stopnje vozli²£ ohranijo. Iz trditve 2.7 izpeljemo ²e
naslednjo zvezo: ∑︂
v∈V ′





deg (v) = 2m′
∑︂
v∈T
deg (v) + 2(n′ − t) = 2m′.
Vemo namre£ |V ′ \ T | = n′ − t in stopnja vozli²£ iz V ′ \ T je ravno 2, saj vozli²£
s stopnjo manj²o od 2 ni v grafu, vsa tista s stopnjo ve£jo od 2 pa so v T . Zaradi
lastnosti skr£itve in nelo£ljivosti grafa si nobeni dve vozli²£i stopnje 2 ne delita
povezave, zato velja ∑︂
v∈V ′\T
deg (v) ≤ m′ ⇒
∑︂
v∈T
deg (v) ≥ m′.
Sedaj uporabimo Eulerjevo formulo 3.8, n′ − m′ + f ′ = 2, in neenakost za f od
prej ter tako dobimo:
m′ = n′ + f − 2 ≤ n′ + 6n
h





















= 3(2m′ − 2n′ + 2t− 2t)




Opomba 5.16. Zadnja neena£ba iz dokaza, m′ ≤ 36n
h
, nam skupaj z dejstvom
n′ ≤ m′ poda oceno za h, ki smo jo navedli na za£etku dokaza trditve 5.1.
n′ ≤ m′ ≤ 36n
h
⇒ h ≤ 36 n
n′
Trdili smo, da oceno izra£unamo v linearnem £asu, kar drºi, saj skr£en graf G′
konstruiramo v linearnem £asu. Sklepamo lahko ²e naslednje: ker je h zgornja meja
za g (G), velja g (G) ≤ 36 n
n′
.
Dokazali smo, da ima graf G′, ki ga dobimo s skr£itvijo G, O(n
h
) vozli²£, torej
lahko po lemi 5.15 v nadaljevanju i²£emo najkraj²i cikel v G′. Tega se bomo lotili
s principom deli in vladaj, kar pomeni, da bomo problem razdelili na ve£ manj²ih
problemov. Pokaºimo sedaj, kako bomo konstruirali podgrafe z zunanjim ravninskim
radijem k, s katerimi bomo prekrili G′ in nato poiskali najkraj²i cikel v vsakem od
njih. Minimum po vseh dobljenih rezultatih bo notranji obseg G.
V poljubnem vozli²£u v ∈ G′ za£nemo s pregledom grafa G′ v ²irino. Spomnimo
se primera 4.10, kjer smo videli, da pri pregledu neuteºenega grafa z BFS dobimo
nivoje vozli²£ glede na razdaljo od izhodi²£a. Sedaj imamo uteºene povezave, zato
bomo nivoje konstruirali glede na ²tevilo povezav med v in poljubnim vozli²£em u
in ga ozna£ili z lv(u). Podgraf G′i sestavljajo: vozli²£a u, za katera velja
ki
2
≤ lv(u) ≤ k +
ki
2




in povezave iz prvotnega grafa med izbranimi vozli²£i. Pri tem je k = 2h in h
zgornja meja za notranji obseg grafa. Tako konstruiran podgraf G′i se prekriva z
najve£ dvema drugima, G′i−1 ter G
′
i+1, in ima zunanji ravninski radij najve£ k + 1.
Vemo, da ima najkraj²i cikel v G najve£ h povezav. Z izbiro k = 2h in na£inom
konstrukcije podgrafov, smo zagotovili, da se zaporedni podgra prekrivajo ravno za
h nivojev, kar pomeni, da bo najkraj²i cikel zagotovo vsebovan v enem od podgrafov,
saj je kraj²i od h. Recimo, da najkraj²i cikel leºi na meji med dvema podgrafoma
Gj in Gj+1. e bi za k vzeli ²tevilo, manj²e od 2h, bi bilo prekrivanje med podgra
manj²e od h, zato se lahko zgodi, da iskanega cikla, v celoti, ne bomo zajeli niti v
Gj, niti v Gj+1.
Na tako konstruiranih podgrah uporabimo postopek za izra£un notranjega ob-
sega v grafu z zunanjim ravninskim radijem k, ki je opisan v prej²njem podpoglavju
5.1. Algoritem ima £asovno zahtevnost O(kn log n), kar pomeni, da za vsak pod-








Opazimo, da je vsako vozli²£e iz G′ vsebovano v najve£ treh podgrah G′i, iz £esar
sledi
∑︁




kon£na £asovna zahtevnost na²ega algoritma




= O(n log n).
5.3. Dokaz trditve 5.3. Pred koncem poglavja dokaºimo ²e trditev 5.3, saj na njej
temelji na² algoritem. V ta namen bomo navedli ²e nekaj novih pojmov in pomoºnih
trditev. Teh ne bomo dokazali, saj bi za razumevanje dokazov morali uvesti ²e ve£
pojmov, ki pa niso v povezavi s tem diplomskim delom. Vsi dokazi so navedeni v
[1].
Denicija 5.17 ([1, razdelek 2]). Drevesna dekompozicija grafa G = (V,E) je par
(T,X), kjer je X = {Xi|i ∈ I} druºina podmnoºic V , z eno podmnoºico za vsako
vozli²£e iz drevesa T = (I, F ), za katerega mora veljati:
•
⋃︁
i∈I Xi = V ,
• za vsako povezavo uv ∈ E obstaja i ∈ I, da sta u, v ∈ Xi,
• za vse i, j, k ∈ I velja: £e je j vsebovan v poti od i do k v T , potem je
Xi ∩Xk ⊆ Xj.
irina drevesne dekompozicije je max{|Xi| − 1|i ∈ I}.
Primer 5.18 ([17]). Na spodnji sliki je podan ravninski graf in desno od njega
njegova drevesna dekompozicija, katere ²irina je 2, saj je Xi = 3 za vsak i.
♢
Denicija 5.19 ([1, razdelek 2]). Drevesna ²irina grafa G je minimalna ²irina po
vseh moºnih drevesnih dekompozicijah za G.
Trditev 5.20 ([1, trditev 83]). Graf G z zunanjim ravninskim radijem k ima dre-
vesno ²irino najve£ 3k − 1.
Trditev 5.21 ([1, trditev 19]). Naj bo G graf z drevesno ²irino najve£ k, potem ima
G separator velikosti najve£ k + 1.
Imamo torej ravninski graf G z zunanjim ravninskim radijem k, ki ima po trditvi
5.20 drevesno ²irino najve£ 3k − 1. Uporabimo trditev 5.21 ter sklenemo, da ima
G separator velikosti najve£ 3k, kar je enako O(k) in je zato prvi del trditve 5.3
dokazan.
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Za dokaz linearne £asovne zahtevnosti pa si oglejmo, kako najdemo separator. V
£lanku s predstavljenim algoritmom ni speci£no navedena konstrukcija separatorja,
zato bomo podali idejo enega od moºnih postopkov z linearno £asovno zahtevnostjo.
Predstavljen postopek sta podala Lipton ter Tarjan [11] in je sploh eden izmed
prvih algoritmov za konstrukcijo separatorja. Ideja je naslednja: naj bo G = (V,E)
ravninski graf z n vozli²£i. Izberemo poljubno vozli²£e v ∈ V in iz njega poºenemo
pregled v ²irino ter tako dolo£imo ²tevilo povezav od v do poljubnega vozli²£a u ∈ V
za vsak u. Dobimo tako imenovane nivoje grafa, glede na ²tevilo povezav i od v,
ki jih ozna£imo z li. Skica takih nivojev je podana v primeru 4.10. Za vsak nivo
dolo£imo ²e L (li), ki je ²tevilo vozli²£ na li. Naj bo r ²tevilo vseh nivojev. Avtorja
pokaºeta, da za poljubna nivoja lj in lk, j ≤ k, kjer velja L (l0)+ · · ·+L (lj−1) ≤ 23n
in L (lk+1)+ · · ·+L (lr) ≤ 23n, najdemo razbitje mnoºice V na podmnoºice A, B, C,
pri £emer ne obstaja povezava med A in B, velja |A|, |B| ≤ 2
3
n in je C kot separator
dovolj majhna mnoºica.
6. Izra£un notranjega obsega v linearnem £asu
V tem poglavju bomo predstavili del algoritma, ki za podani ravninski graf izra-
£una njegov notranji obseg v £asu O(n) [3]. Za razliko od prej²njega algoritma, ki
smo ga izvedli kar na ravninskem grafu G, bomo sedaj grafu dolo£ili eno od moºnih
ravninskih vloºitev in del postopka izvedli na njej. Tako kot prej bodo vsi omenjeni
gra neusmerjeni ravninski, brez dvojnih povezav in zank.
Izrek 6.1. Naj bo G neusmerjen in neuteºen ravninski graf z n vozli²£i. Notranji
obseg grafa G je izra£unljiv v £asu O(n).
Na kratko predstavimo idejo, na kateri temelji slede£ postopek. Naj bosta v in u
poljubni, razli£ni vozli²£i iz G = (V,E) in d (v, u) njuna razdalja. Iz G odstranimo
neko povezavo e, ki je vsebovana v najkraj²i poti v . . . u, in ponovno izra£unamo
razdaljo med v, u, ter jo ozna£imo z d (v, u, e). Vsota d (v, u) + d (v, u, e) je torej
dolºina najkraj²ega obhoda, ki vsebuje v in u. V splo²nem je lahko d (v, u)+d (v, u, e)
ve£ od g (G), vendar £e sta v in u vsebovana v najkraj²em ciklu v G, potem dobimo
d (v, u) + d (v, u, e) = g (G). Za pregled vsote d (v, u) + d (v, u, e) po vseh moºnih
parih v, u ∈ V bi porabili preve£ £asa, zato najdemo manj²o mnoºico S ⊆ V in
pregledamo cikle za pare vozli²£ iz nje.
V dokazu izreka 6.1 si bomo pomagali z razli£nimi operacijami na ravninskih grah
kot tudi na ravninskih vloºitvah grafov ter ²tevilnimi lemami. Navedimo sedaj lemo,
ki je klju£na za dokaz izreka 6.1, ter pojasnimo pojme, ki v njej nastopajo.
Lema 6.2 ([3, lema 2.6]). e ravninski graf G stopnje O(1) zado²£a ena£bi
wmax (G) + orad (G) = O(gostota (G)) = O(log2 |G|),
potem lahko notranji obseg grafa G izra£unamo v £asu O(|G|+ | exp (G)|).
Opomba 6.3. Stopnja grafa O(1) pomeni, da je stopnja vsakega vozli²£a v grafu
omejena s konstanto. Pojme wmax (G), orad (G) in |G| smo ºe denirali v poglavjih
2 in 3.





pri £emer je exp (G) raz²iritev grafa G.
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Postopek 6.5. Raz²iritev grafa izvedemo na slede£ na£in:
(1) vsako povezavo uv s pozitivno celo²tevilsko uteºjo k, nadomestimo z neute-
ºeno potjo uu1u2...uk−1v,
(2) vsako povezavo uv z uteºjo enako 0, izbri²emo in vozli²£i zdruºimo,
ter na ta na£in dobimo neuteºen graf. Opazimo, da ima dobljeni graf w (G)−|E|+|V |
vozli²£.
Primer 6.6. Povezavo v3v4 nadomestimo z dvema vozli²£ema in tremi povezavami,
povezavo v2v4 z enim vozli²£em in dvema povezavama. Povezava v1v2 ima uteº enako
0, zato jo izbri²emo in vozli²£i zdruºimo v eno, v1v3 pa ima uteº enako 1, zato je
ni treba spreminjati. Tako smo dobili graf, ki ima uteºi na vseh povezavah enake 1









tevilo vozli²£ v primarnem grafu je enako 4, v raz²irjenjem pa 6, zato je gostota
grafa enaka 3
2
. Opazimo, da raz²iritev grafa ohranja notranji obseg, ki je v obeh
grah v zgornjem primeru enak 6. ♢
Lema 6.7. Za vsak graf G velja:
(1) g (exp (G)) = g (G),
(2) gostota (G) je izra£unljiva v £asu O(|G|).
Dokaz. Pri raz²iritvi grafa vsako uteº w nadomestimo z w povezavami in w − 1
vozli²£i. V ciklih se tako sicer pove£a ²tevilo povezav, vendar se njihova dolºina
ohrani, zato velja g (exp (G)) = g (G).
Za izra£un gostote nam ni treba konstruirati raz²iritve grafa, saj nas zanimata le
|V | in |Vexp (G)| = w (G) − |E| + |V |, kar pa lahko dobimo s pregledom povezav in
vozli²£ prvotnega grafa. asovna zahtevnost je torej O(|V |+ |E|) = O(|G|). □
6.1. Dokaz izreka 6.1. Lastnosti neusmerjenega, neuteºenega ravninskega grafa
G0 z n vozli²£i bomo prilagodili predpostavkam leme 6.2, po kateri bo nato sledil
izrek 6.1.
Tako kot prej brez ²kode za splo²nost predpostavimo, da je G0 nelo£ljiv. Naj bo
G tak nelo£ljiv, skr£en, ravninski graf z m vozli²£i, da velja exp (G) = G0 in m ≤ n.
Naslednja lema nam zagotavlja, da lahko G iz G0 dobimo v linearnem £asu.
Lema 6.8. Naj bo G0 neuteºen, nelo£ljiv ravninski graf z n vozli²£i. V £asu O(n)
lahko iz G0 dobimo graf G z m vozli²£i, ki je nelo£ljiv, skr£en, ravninski in ima
pozitivne celo²tevilske uteºi, za katerega velja G0 = exp (G) in m ≤ n.
Dokaz. Graf G bomo iz G0 konstruirali s skr£itvijo grafa. V splo²nem raz²iritev
grafa ni inverzna skr£itvi, vendar imamo v tem primeru neuteºen graf, zato bo
po skr£itvi veljalo G0 = exp (G). Konstrukcijo izvedemo v linearnem £asu, saj je
£asovna zahtevnost skr£itve enaka O(n). □
Po prej omenjeni lemi 6.7 se notranji obseg pri raz²iritvi grafa ohranja, prav tako
pa nanj ne vpliva skr£itev. Torej je g (G) = g (G0). Na tej to£ki bomo dokaz razdelili
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na dva dela in si najprej ogledali primer, ko je n > m log2m. Upo²tevamo naslednjo
trditev.
Trditev 6.9. Naj bo G ravninski graf z m vozli²£i in nenegativnimi uteºmi. Za
izra£un notranjega obsega G potrebujemo O(m log2m) £asa.
Opomba 6.10. Trditev temelji na algoritmu za iskanje najmanj²ega prereza v rav-
ninskem grafu, ki so ga podali Chalermsook in soavtorji [2]. Najmanj²i prerez in
notranji obseg sta tesno povezana pojma, njuno povezavo bomo pojasnili v nasle-
dnjem poglavju in nato opisali idejo dokaza zgornje trditve 6.9.
Ker G ustreza predpostavkam trditve ter n > m log2m, je torej g (G) izra£unljiv
v £asu O(m log2m) = O(n) in na²a trditev je dokazana.
Oglejmo si sedaj primer, ko je m ≤ n ≤ m log2m. Zaenkrat vemo |VG| = m
in |Vexp (G)| = n, torej je gostota (G) = nm = O(log
2m). V treh korakih z linearno
£asovno zahtevnostjo bomo G preoblikovali tako, da bo ustrezal predpostavkam leme
6.2, iz katere bo potem sledil izrek 6.1. V vseh korakih bo G ²e vedno ravninski,
ohranjal se bo notranji obseg in veljalo bo |VG| = Θ(m) ter |Vexp (G)| = Θ(n). Po
koncu tretjega koraka se lahko zgodi, da G vsebuje povezave z uteºjo 0 ter ni ve£
skr£en in nelo£ljiv. Kljub temu zado²£a ena£bi iz glavne leme ter ima maksimalno
stopnjo vozli²£ enako 3, zato lahko uporabimo lemo 6.2 in dokaºemo izrek.
Enega od treh korakov bomo izvedli na ravninski vloºitvi grafa, zato pred za£et-
kom postopka dolo£imo ²e to in sicer v linearnem £asu.
1. korak: omejitev wmax (G). V ve£ korakih bomo wmax (G) zmanj²ali do ºelene
vrednosti s pomo£jo naslednjega postopka.
Postopek 6.11. Operacijo zmanj²evanja uteºi decr (G,w) na grafu G izvedemo
tako, da vse uteºi na povezavah, za katere velja w (e) > w, zmanj²amo na w. Za to
potrebujemo O(|G|) £asa, saj moramo pregledati vse povezave.
Postopek decr (G, ⌈36 · gostota (G)⌉) ponavljamo, dokler ne velja wmax (G) ≤
⌈36 · gostota (G)⌉. Po vsakem koraku zmanj²evanja uteºi lahko pride do spremembe
gostote grafa, vendar nam naslednji lemi zagotavljata kve£jemu zmanj²anje gostote
ter ohranjanje notranjega obsega G.
Lema 6.12. Naj bo G graf in w pozitivna celo²tevilska uteº, potem velja naslednja
neenakost: gostota (decr (G,w)) ≤ gostota (G). Dodatno, £e je w ≥ g (G), potem
g (decr (G,w)) = g (G).
Dokaz. Gostota grafa G je razmerje med ²tevilom vozli²£ raz²irjenega grafa exp (G)
in ²tevilom vozli²£ G. Z zmanj²evanjem uteºi na povezavah iz G zmanj²ujemo ²tevilo
vozli²£ v exp (G), saj je le teh w (G) − |E| + |V |, kjer je w (G) vsota uteºi po vseh
povezavah iz G. Posledi£no zmanj²ujemo gostoto in velja gostota (decr (G,w)) ≤
gostota (G). Pri zmanj²evanju uteºi se notranji obseg ohranja, £e je w ≥ g (G), saj
s tem prepre£imo, da bi uteºi preve£ zmanj²ali in potencialno dobili cikel kraj²i od
g (G). □
Lema 6.13. e je G nelo£ljiv, skr£en ravninski graf s pozitivnimi celo²tevilskimi
uteºmi, velja g (G) ≤ 36 · gostota (G).
Dokaz. Lema sledi iz dokaza leme 5.15 iz prej²njega poglavja. Pokazali smo, da za
ravninski graf H in njegov skr£en graf H ′ velja g (H) ≤ 36 n
n′
, kjer je |VH | = n in
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|VH′| = n′ (opomba 5.16). Vemo tudi, da imataH inH ′ enak notranji obseg (opomba
5.13). Skladno z oznakami iz leme je sedaj H ′ = G, za H pa lahko vzamemo exp (G),
kjub temu da H ni nujno raz²irjen, saj smo videli, da se notranji obseg pri raz²iritvi
grafa ohranja. Po deniciji gostote sledi:





= 36 · gostota (G). □
Zmanj²evanje uteºi ne vpliva na nelo£ljivost in skr£enost grafa, zato lahko zgornji
postopek izvajamo, dokler ne doseºemo wmax (G) ≤ ⌈36 ·gostota (G)⌉, pri tem pa v
vsakem koraku velja lema 6.13, ki nam zagotavlja, da nismo spremenili notranjega
obsega. Od tu tudi vidimo, zakaj smo za w vzeli ⌈36 · gostota (G)⌉.
G je po koncu postopka nelo£jiv, skr£en, ravninski z m vozli²£i in zado²£a ena£bi
wmax (G) = O(gostota (G)) = O( n
m
) = O(m log
2 m
m
) = O(log2 |G|). S tem smo omejili
wmax (G) in kon£ali prvi korak.
Utemeljimo ²e £asovno zahtevnost tega postopka. S prvo iteracijo doseºemo
wmax (G) ≤ ⌈36 · n
m
⌉, z vsako naslednjo pa uteºi zmanj²amo za vsaj 1, saj 36 ·
gostota (G) zaokroºimo navzgor na celo ²tevilo. Na vsakem koraku za zmanj²evanje
uteºi in za izra£un nove gostote (lema 6.7) potrebujemo O(m) £asa. Skupno ²tevilo
korakov je O( n
m
), kar pomeni da 1. korak izvedemo v £asu O(n).
2. korak: omejitev orad (G). Naj bo Vj = {v ∈ V (G) | globina (v) = j} za vse
j = 1, 2, . . . Za vsak celo²tevilski i ≥ 0 konstruiramo podgraf Gi, ki je unija vseh
tistih Vj, za katere velja 36i ·gostota (G) < j < 36(i+2) ·gostota (G). Sedaj tvorimo
nov ravninski graf G′, ki je disjunktna unija vseh podgrafov Gi. Tako vsa zunanja
vozli²£a Gi ostanejo zunanja tudi v G′ in orad (Gi) = O(36 · gostota (G)) za vsak i,
kar pomeni, da v na²em novem grafu velja orad (G′) = O(gostota (G)).
To je ocena, ki smo jo ºeleli dose£i, a velja za G′ in ne za G, zato moramo pokazati,
da se je pri tem postopku ohranil notranji obseg in lahko G nadomestimo z G′, ter
na njem nadaljujemo z na²im algoritmom.
Vsak cikel iz grafa G′ je vsebovan tudi v G, zato g (G) ≤ g (G′). Vse povezave v
G imajo za uteº vsaj 1, zato nam prekrivanje podgrafov Gi v G in dejstvo g (G) ≤
36 ·gostota (G) zagotavljata, da je vsak cikel C iz G, za katerega velja d (C) = g (G),
vsebovan v enem od podgrafov Gi. To smo dosegli s primerno konstrukcijo Gi. Sedaj
lahko sklepamo, da je g (G) ≥ g (G′), in zato ob upo²tevanju prej²nje neenakosti
dobimo g (G′) = g (G).
Velja tudi |VG′ | = Θ(|VG|) in |Vexp (G′)| = Θ(|Vexp (G)|), torej je gostota (G′) =
Θ(gostota (G)). G′ ima enak notranji obseg kot G ter wmax (G′) ≤ wmax (G), saj
smo pri konstrukciji grafov Gi stopnje vozli²£ kve£jemu zmanj²ali. G′ torej zado²£a
ena£bi iz leme 6.2, zato lahko G nadomestimo z njim. G′ bomo v nadaljevanju
ozna£evali kar z G.
3. korak: omejitev stopnje vozli²£. Da zadostimo predpostavkam leme 6.2, mo-
ramo poskrbeti, da bo G stopnje O(1). V ta namen bomo uporabili operacijo
reduce (G, v, u1) na vseh vozli²£ih v, katerih stopnja je ve£ja ali enaka 4. Za u1
vzamemo sosednje vozli²£e z najmanj²o globino.
Postopek 6.14. Naj bo v vozli²£e ravninskega grafa G s stopnjo d ≥ 4 in ui
sosednje vozli²£e za i = 1, 2, . . . , d (izberemo u1 in nadaljujemo v smeri urinega
kazalca). Operacijo reduce (G, v, u1) izvedemo v treh korakih:
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(1) vozli²£u v dodamo pot v1v2 . . . vd, ki ima na vseh povezavah uteº 0,
(2) povezave uiv nadomestimo s povezavami uivi, pri £emer ohranimo morebitne
uteºi,
(3) odstranimo v.
Primer 6.15. Oglejmo si zgornjo operacijo na primeru. Vozli²£e v smo nadomestili s
potjo v1v2v3v4v5, ki ima povezave z uteºmi 0, ter povezave do vozli²£ u1, u2, u3, u4, u5


















Lema 6.16. Naj bo v vozli²£e ravninskega grafa G s stopnjo 4 ali ve£. e je u1
sosednje vozli²£e v z najmanj²o globino, potem velja:
(1) za operacijo reduce (G, v, u1) porabimo O(deg (v)) £asa,
(2) exp (reduce (G, v, u1)) = exp (G),
(3) orad (reduce (G, v, u1)) = orad (G).
Dokaz. (1) Vozli²£e v ima deg (v) sosedov. Za vsakega od njih bomo izvedli O(1)
korakov, torej bo £asovna zahtevnost operacije O(deg (v)).
(2) Na danem grafu G opravimo operacijo reduce. Naj bo v eno izmed vozli²£ s
stopnjo vsaj 4, nadomestimo ga torej z ustrezno potjo. Sedaj izvedemo raz²iritev
grafa. Pot, ki smo jo konstruirali namesto vozli²£a v, ima na povezavah uteºi 0, po
deniciji operacije exp (G) pa vemo, da vse take povezave odstranimo in zdruºimo
vozli²£a. To pomeni, da se bo celotna pot zdruºila nazaj v eno, prvotno vozli-
²£e v. Preostalih povezav v grafu z operacijo reduce nismo spreminjali, zato velja
exp (reduce (G, v, u1)) = exp (G).
(3) Naj bo globinaG (v) = j, G
′ = reduce (G, v, u1) in G′′ graf, ki ga dobimo, £e
v grafu G′ odstranimo j − 1 zunanjih plasti vozli²£. Radi bi pokazali, da je globina
vozli²£ iz konstruirane poti tudi j. Pot je z grafom povezana preko vozli²£a u1.
Izbira u1 z najmanj²o globino izmed sosedov v nam zagotavlja, da so vsa vozli²£a vi
za i = 1, . . . , deg (v) zunanja v G′′, kar pomeni, da je globinaG′ (vi) = j. e bi za u1
izbrali katerega od sosedov z ve£jo globino in preko njega povezali pot s preostalim
grafom, potem po odstranitvi j − 1 plasti, u1 ²e ni zunanje vozli²£e in zato tudi
vozli²£a vi niso nujno zunanja. To bi pomenilo, da smo spremenili globino vozli²£ vi
in morda tudi orad (G). □
Po prvi to£ki zgornje leme 6.16 za celoten 3. korak potrebujemo O(m) £asa in
po koncu so vsa vozli²£a v G stopnje najve£ 3. Druga to£ka nam zagotavlja, da je
raz²iritev grafa, ki ga dobimo, enaka raz²iritvi grafa, ki smo ga imeli pred za£etkom
tega koraka. Zunanji ravninski radij se ohrani, kar zagotovi tretja to£ka leme. Z iz-
vajanjem operacije reduce se ²tevilo vozli²£ v G pove£a za najve£ konstantni faktor,
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wmax (G) in notranji obseg pa se ohranita. Kon£ni graf G torej zado²£a predpo-
stavkam in ena£bi iz leme 6.2 in po ºe prej omenjeni lemi 6.7 velja g (G) = g (G0).
Sedaj lahko uporabimo lemo 6.2, ki pravi, da g (G) lahko izra£unamo v £asu
O(|G| + | exp (G)|), kar je ravno linearna £asovna zahtevnost in je s tem izrek 6.1
dokazan.
Dokaza leme 6.2 ne bomo predstavili, saj uporabi orodja, ki niso povezana s tem
delom. Bralec si ga lahko ogleda v [3].
7. Notranji obseg in najmanj²i prerez
Notranji obseg je ena od osnovnih lastnosti grafa, povezan pa je tudi z nekaterimi
drugimi, kot sta kromati£no ²tevilo in premer grafa. Oglejmo si povezavo med
notranjim obsegom in najmanj²im prerezom.
7.1. Najmanj²i prerez. Najve£krat nas zanimajo prerezi s £im manj²im ²tevilom
elementov oz. tako imenovani najmanj²i prerezi.
Denicija 7.1 ([16]). Prerez grafa je taka mnoºica povezav, da graf razpade na
natanko dva disjunktna podgrafa, £e iz njega odstranimo vse povezave iz te mnoºice.
Najmanj²i prerez je tisti prerez, ki ima od vseh moºnih prerezov grafa najmanj
povezav ali pa najmanj²o vsoto po vseh uteºeh na povezavah, ki jih vsebuje.
Opomba 7.2. Graf ima lahko ve£ najmanj²ih prerezov, vendar je njihova mo£
enaka.
Primer 7.3. Oglejmo si pojem najmanj²ega prereza na primeru. V spodnjem grafu
je eden od najmanj²ih prerezov enak {v1v2, v2v3, v2v4}. Moºni so ²e trije in sicer taki,
da vedno izoliramo eno od vozli²£, vsi pa vsebujejo 3 povezave. Graf lahko razdelimo
na dva disjunktna podgrafa, tudi £e ga prereºemo navpi£no z {v1v2, v1v4, v2v3, v3v4}
ali vodoravno z {v1v3, v1v4, v2v3, v2v4}, vendar ta dva prereza vsebujeta 4 povezave,
zato nista najmanj²a. Na desni sliki vidimo dva disjunktna podgrafa, ki ju dobimo,







Denicija 7.4 ([7, poglavje 1.8]). Dualni graf G∗ ravninskega grafa G konstruiramo
tako, da za mnoºico vozli²£ V ∗ vzamemo lica G. Mnoºico povezav E∗ dobimo tako,
da za vsako povezavo, ki lo£uje dve lici v prvotnem grafu, naredimo povezavo med
ustreznima vozli²£ema v dualnem grafu. e povezava leºi samo v enem licu, potem
ustreznemu vozli²£u v dualnem grafu dodamo zanko. Torej za vsako povezavo e ∈ E
dobimo povezavo e∗ ∈ E∗ ter za vsako lice f ∈ G dobimo vozli²£e v∗ ∈ V ∗.
Opomba 7.5. Po kraj²em premisleku ugotovimo, da je konstrukcija dualnega grafa
enoli£no dolo£ena z ravninsko vloºitvijo grafa in ne z ravninskim grafom samim.
Dualni graf G∗ iz ravninske vloºitve grafa G dobimo v linearnem £asu.
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Primer 7.6. Konstruirajmo dualni graf na primeru. Lici f1 in f2 si delita eno
povezavo, zato v dualnem grafu med vozli²£ema f1 in f2 nari²emo eno povezavo.
Lica f2 in f3 ter f1 in f3 imajo 2 skupni povezavi, zato dodamo po dve povezavi
med vozli²£i v dualnem grafu. Povezavo v4v5 z obeh strani obdaja zunanje lice grafa,








7.3. Povezava med notranjim obsegom in najmanj²im prerezom. Denirali
smo najmanj²i prerez in dualni graf ravninskega grafa, sedaj pa si poglejmo, kako
lahko notranji obseg poveºemo z najmanj²im prerezom.
Trditev 7.7 ([7, poglavje 14]). Notranji obseg ravninskega grafa G ustreza najmanj-
²emu prerezu njegovega dualnega grafa G∗.
Zgornjo trditev 7.7 dokaºemo s pomo£jo naslednje leme.
Lema 7.8 ([7, trditev 14.3.1]). Naj bo G = (V,E) ravninski graf. C je cikel v G
natanko takrat, ko je E∗(C) prerez v dualnem grafu G∗ = (V ∗, E∗).
Opomba 7.9. Z E∗(C) ozna£imo mnoºico povezav v dualnem grafu, ki ustrezajo
povezavam iz C.
Dokaz. Pokazali bomo, da mnoºica D ⊆ E vsebuje cikel iz G natanko takrat, ko
E∗(D) vsebuje prerez iz G∗. e D vsebuje cikel C, potem ta razdeli ravnino v kateri
leºi G na obmo£je znotraj in obmo£je zunaj cikla. Vsako lice iz G je torej v enem
od teh dveh obmo£ij, povezave iz C pa ju razmejujejo. Ker lica iz G sovpadajo z
vozli²£i iz G∗, smo ta razdelili v dve disjunktni mnoºici, kar pomeni, da smo na²li
prerez G∗, sestavljen iz povezav v E∗(C). Mnoºica E∗(D) torej vsebuje prerez v
G∗. V primeru, da D ne vsebuje cikla, ne moremo razdeliti ravnine na dve lo£eni
obmo£ji, kar pomeni, da v dualnem grafu obstaja pot med poljubnima vozli²£ema,
ki ne vsebuje nobenega vozli²£a iz D, torej E∗(D) ni prerez G∗. □
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Dokaz trditve 7.7. Naj bo C najkraj²i cikel v grafu G, torej d (C) = g (G). Po lemi
7.8 vemo, da je E∗(C) prerez v dualnem grafu G∗, pokazati pa moramo ²e, da je
najmanj²i. Recimo, da v G∗ obstaja prerez E∗(C ′) z manj povezavami kot E∗(C).
Vemo, da vsaka povezava e∗ iz G∗ sovpada s povezavo e iz G, torej je C ′ cikel v G
z manj povezavami kot C, kar pa je v nasprotju s predpostavko, da je C najkraj²i
cikel v grafu. □
Primer 7.10. Na levi sliki vidimo ravninski graf G, na desni pa njegov dualni
graf G∗. Notranji obseg G je enak 3, torej mora biti najmanj²i prerez dualnega
grafa G∗ tudi enak 3. Vidimo, da je trditev izpolnjena, saj v dualnem grafu ni
nobenega prereza z manj kot tremi povezavami. G ima dva cikla dolºine 3 in sicer
v1v3v4v1 ter v1v2v4v1, zato ima dualni graf 2 najmanj²a prereza s tremi povezavami:









Opomba 7.11. Opazimo, da lahko zamenjamo vlogi grafov in prvotni graf G obrav-
navamo kot dualni graf grafa G∗. Vidimo, da je v G∗ notranji obseg enak 1 (cikel
v3v3), G pa lahko razdelimo v dva disjunktna podgrafa, ºe £e odstranimo le eno
povezavo in sicer povezavo v4v5.
♢
7.4. Dokaz trditve 6.9. Trditev temelji na algoritmu, ki v ravninskem grafu H
z m vozli²£i poi²£e najmanj²i prerez v £asu O(m log2m) [2]. Samega algoritma ne
bomo predstavljali, povejmo pa, kako lahko z njegovo pomo£jo dokaºemo trditev
6.9. Vemo, da je notranji obseg ravninskega grafa G enak najmanj²emu prerezu v
njegovem dualnem grafu G∗. Grafu G = (V,E) torej v linearnem £asu priredimo
dualni graf G∗ = (V ∗, E∗), ki je prav tako ravninski in ima m = O(n) vozli²£. Sedaj
v G∗ poi²£emo najmanj²i prerez, ki je enak notranjemu obsegu G, kar pomeni, da
smo tega na²li v £asu O(m log2m).
Slovar strokovnih izrazov
adjacent sosednji  dve vozli²£i v grafu sta sosednji, £e sta povezani s povezavo
biconnected nelo£ljiv  graf je nelo£ljiv, £e ne obstaja prerezno vozli²£e
big O notation notacija veliki O
bipartite dvodelni  graf je dvodelen, £e njegova vozli²£a lahko razdelimo v dve
disjunktni podmnoºici
breadth rst search pregled v ²irino  algoritem za iskanje razdalj med vozli²£i
v neuteºenem grafu
closed walk obhod  sklenjen sprehod
complete graph poln graf  graf je poln, £e je vsako vozli²£e povezano v vsemi
drugimi
component komponenta  povezan podgraf
connected povezan  graf je povezan, £e obstaja pot med poljubnima vozli²£ema
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cut vertex prerezno vozli²£e  povzro£i, da z njegovo odstranitvijo graf razpade
na ve£ komponent
cycle cikel  pot, ki se za£ne in kon£a v istem vozli²£u
degree stopnja  stopnja vozli²£a je ²tevilo povezav, ki vozli²£e vsebujejo
dual dualni  ravninskemu grafu lahko priredimo njegov dualni graf
edge povezava
edge cut prerez  je mnoºica povezav, ki, £e jih odstranimo, graf razdeli na dve
komponenti
face lice  ravninska vloºitev grafa ravnino razdeli na lica
girth notranji obseg  najkraj²i cikel
graph graf
loop zanka  povezava, ki se za£ne in kon£a v istem vozli²£u




path pot  zaporedje vozli²£, kjer se nobeno vozli²£e ne ponovi
planar graph ravninski graf  graf, za katerega obstaja ravninska vloºitev
plane graph ravninska vloºitev  slika grafa v ravnini, kjer se nobeni dve povezavi
ne sekata
separating set separator  mnoºica vozli²£, ki ob odstranitvi graf razdeli na ve£
komponent
shortest path tree drevo najkraj²ih poti
spanning vpet  podgraf je vpet v graf, £e imata enako mnoºico vozli²£
subdivision subdivizija  operacija na povezavah v grafu
subgraph podgraf  ima za mnoºico vozli²£ in povezav podmnoºici vozli²£ in po-
vezav nekega grafa
time complexity £asovna zahtevnost
tree drevo
tree decomposition drevesna dekompozicija
treewidth drevesna ²irina grafa
unweighted graph neuteºen graf  graf je neuteºen, £e nima uteºi na povezavah
walk sprehod  zaporedje vozli²£
weighted graph uteºen graf  graf je uteºen, £e ima uteºi na povezavah
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