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ABSTRACT
Multi-modal sensing devices are becoming more and more prevalent in ev-
eryday life. Whether it be in the form of a smartphone, mobile computing
device, remote sensor node, or a sensor-packed robot, they are used almost
everywhere. Often these devices run on battery power or on energy harvested
from the environment. In these situations, energy is at a premium, and re-
sources must be intelligently managed to balance energy consumption and
system performance. We develop a methodology for joint sensor schedul-
ing and state estimation on an energy-constrained device. Our approach
is similar to existing sensor scheduling methods for hidden Markov models.
We extend these methods, and cast the problem as a standard partially ob-
servable Markov decision process (POMDP), for which numerous exact and
approximate solutions are well known. We then demonstrate optimal sensing
policies on a vehicle detection application. A sensing platform is developed
consisting of an ultra-low power MSP430 Micro Controller Unit (MCU), a
high-performance ARM-based MCU, a passive infrared motion sensor, and
a camera. This platform is capable of 100× energy scalability between sens-
ing modalities. Appropriate POMDP model parameters are extracted from
real data traces, and these are used to evaluate the expected performance
of optimal sensing policies across a range of energy levels. These policies
are then run on real data in order to compare actual performance to the-
oretical performance. We show that this performance gap is small in most
cases, demonstrating both the theoretical and practical value of our sensor
management techniques.
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CHAPTER 1
INTRODUCTION
1.1 Problem Motivation
Sensing devices are currently becoming an increasingly ubiquitous and im-
portant aspect of everyday life. The growing popularity of smartphones and
other mobile computing devices has put multi-modal sensing devices into
nearly everyone’s pocket. Vast sensing networks are creating an emerging
class of applications from long-term agriculture and wildlife monitoring to
private and military surveillance and security. More and more, sensing de-
vices matched with clever signal processing and machine-learning algorithms
are taking the notion of a smart home from science fiction to reality.
Several of these applications rely on sensing devices that are battery-
powered or that harvest energy from their environment. The problem is
not that sensors and signal processing algorithms are not good enough to
meet application demands; the problem is that they often use too much en-
ergy. When energy-constrained devices must run for days, months, or years
without intervention, power-hungry sensors and computationally expensive
algorithms cannot be run continuously. Low-power sensors and algorithms
can be developed, but there is a fundamental tradeoff between power con-
sumption and sensor/algorithm performance. The obvious question, then,
is how can these sensors be managed in order to reduce energy consumption
while maintaining acceptable performance? This is the question we attempt
to address.
Sensor management is not a new concept. In fact, it is a rapidly developing
field with numerous problem variants. Hero and Cochran provide a thorough
survey of state of the art sensor management techniques (as of this writing)
in [1]. We will divide the problem formulations into two broad categories:
management of sensor networks and management of sensor devices. These
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categories are not mutually exclusive. Management of sensor networks deals
primarily with allocating resources to sensing nodes and managing node-node
communication, or node-base communication. Management of sensor devices
deals with allocating resources on a single sensing device. This management
can include scheduling when the device makes measurements or, if the device
has multi-modal sensing capabilities, which modalities the device uses to
make measurements.
Our work is primarily concerned with the management of sensor devices.
More specifically, we look at optimal sensor-management strategies for state
estimation in applications that can be modeled using a hidden Markov model
(HMM). As such, we will not discuss managing resources in a sensor network,
but the interested reader can find numerous references on this topic in [1].
The next section presents a review of related work on managing resources at
the device level.
1.2 Related Work
At a high level, sensors are used to achieve some goal. Some common ex-
amples are event detection, state estimation, or object classification. In
numerous of these applications, the object or phenomenon being sensed has
temporal structure. Therefore, we will divide the sensor resource allocation
problem into two categories: “model-free” strategies that do not attempt to
model temporal structure (either for simplicity or because the object or phe-
nomenon is stationary), and “model-based” strategies that attempt to model
the temporal structure of the process being sensed.
1.2.1 Model-Free Strategies
Incremental refinement is an approximate signal-processing technique for bal-
ancing resource utilization and algorithm performance [2]. It is used on iter-
ative or recursive algorithms to incrementally improve performance quality
until a resource budget is met. One example where incremental refinement
can be applied is on sinusoidal signal detection in Gaussian noise using a fast
Fourier transform (FFT) [3]. A length-n FFT takes log2(n) stages to com-
pute. Incremental refinement stops the FFT algorithm early and performs
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sinusoidal detection after i < n stages of the FFT algorithm.
Another approach to model-free detection is to use a cascade of detectors
[4, 5]. The idea is to cascade a low-power, low-performance detector and a
high-power, high-performance detector. If the low-power detector makes a
detection, the high-power detector is triggered. Thresholds for the low- and
high-power detectors are set in order to maximize the probability of detec-
tion subject to constraints on energy consumption and false-alarm rate. A
second method for scheduling low- and high-power detectors is to select a
detector based on an estimate of the current signal-to-noise ratio (SNR) [6].
In high SNR situations, even very simple detectors can give good detection
performance. In low SNR situations, a more complex detector is required to
achieve the same performance. Detection and SNR thresholds are set to bal-
ance probability of detection with false-alarm rate and energy consumption.
The “detectors” in these approaches can be different sensing modalities or
different algorithms operating on measurements from a single sensor.
Sachs and Jones developed a method for managing resources under time-
varying computational workloads [7]. Resources in this case extend beyond
energy to network and CPU utilization. They defined a workload to be
a collection of configurable “applications.” Associated with each application
configuration are energy, CPU, and network requirements, along with a user-
defined notion of utility. For example, high-resolution images have more
utility than low-resolution images in a video streaming application. Using
prior probabilities on how often the different workloads are run, they devel-
oped an algorithm to automatically set application configurations in order
to maximize utility without exceeding expected energy, CPU, or network
utilization budgets. Their method is based on Lagrange optimization of non-
differentiable functions [8].
Finally, a method is proposed in [9] for accurately estimating a user’s state
(e.g. walking, running, sitting, etc.) in an energy-efficient way using a mobile
device. User state transitions are considered, but not explicitly modeled. It is
assumed that detection of each state requires a subset of the available sensors.
Given this subset, however, the state is perfectly detectable. New sensors are
periodically added to the current subset to check for a state transition. If
a transition is detected, sensors that are no longer useful for detection are
shut off. Additionally, the sensors are duty-cycled in order to meet energy
constraints. A drawback of this method is that these duty cycles must be
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hand-tuned for each desired energy constraint.
1.2.2 Model-Based Strategies
The most common ways to model the temporal structure of a stochastic
process are with a hidden Markov model (HMM) [10] or a linear dynamic
model similar to that used in the Kalman filter [11]. The latter is primarily
used in robot navigation and object tracking problems. Because these types
of problems are not the focus of this work, the reader is referred to [1] for
references on sensor management with a Kalman-like model.
In [12], the sensor management problem is formulated as a constrained
Markov decision process (CMDP). A Markov decision process (MDP) is a
framework wherein a controller gains rewards for applying sequential actions
that influence the state transitions of a Markov chain. The controller’s ob-
jective is to maximize aggregate rewards. A CMDP extends this framework
by associating a resource-utilization penalty with each possible action and
imposing a global resource constraint on the system. This can either be a
constraint on total resources (if the time horizon is finite) or on average re-
source utilization per time step (if the time horizon is infinite). More on
CMDP theory can be found in [13]. In [12], the controller decides how many
time steps to wait until a sensor is used again. Thus the action space is the
set of natural numbers, elements of which indicate time-to-next-sense. In
this case, the action does not directly affect the underlying state transitions.
Each time the sensor is run, it incurs a fixed cost, so a CMDP is adopted in
order to constrain the number of times the sensor can be run. Rewards are
given for correctly estimating the state of the underlying Markov chain. A
drawback of this formulation is that it assumes the sensor is perfect. That
is, when the sensor is run, the underlying state becomes known with 100%
probability. This is generally an unrealistic and limiting assumption.
In [14], the formulation from [12] is extended to cover constrained semi-
Markov decision processes (CSMDP). This extension is motivated by the
fact that real data traces are rarely truly Markovian. The discrepancy is in
the geometric probability distribution that a Markov model imposes on the
sojourn time1 in each state [15]. Semi-Markov models fix this problem by
1Sojourn time simply means time elapsed before the next state transition.
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keeping state transition probabilities,2 but allowing for an arbitrary prob-
ability distribution on the sojourn time in each state [16]. While this new
formulation addresses an important issue (one which we ignore in our formu-
lation), it suffers from the same limiting assumption that observations are
perfect.
This limitation is overcome by introduction of sensors that make imperfect
state observations. An MDP with imperfect observations is known as a
partially observable Markov decision process (POMDP). In [17, 18], Krause
and colleagues select optimal sensing times by solving a constrained POMDP.
Two methods are presented for doing this. First, they derive an algorithm
for finding the optimal open-loop sensing times based entirely on average
system dynamics. Open-loop policies are undesirable because they ignore
the value of real observations the system makes during runtime. Second, to
overcome this limitation, they develop an algorithm for finding the optimal
next sense time based on all observations that the system has already made
and the remaining energy budget. The problem with this formulation is
that the policy that determines how long to wait until another measurement
is made depends on how much energy the system has remaining. In other
words, the optimal sensing policy is non-stationary (i.e. changes over time).
Non-stationary policies are undesirable because they require a lot of memory
and can be cumbersome and inefficient to implement.
One way to mitigate the inherent finite-horizon implication of formulating
the problem with a hard energy constraint is to instead formulate the prob-
lem with a constraint on expected energy consumption. Because POMDPs
are constructed to maximize expected aggregate rewards, changing to a con-
straint on expected energy consumption allows the problem to be converted to
an unconstrained POMDP through the introduction of a Lagrange multiplier.
This is the strategy adopted in [19–23]. This Lagrange relaxation also bears
resemblance3 to the methodology in [7]. A mutual information objective is
formulated for managing sensors in [23]. In [19], the problem is formulated
with a fixed Lagrange multiplier of 1, and a general reward function. Exam-
ples are given for the cases of minimum mean squared error (MMSE) and
maximum a posteriori (MAP) estimation. The standard POMDP reward
structure is used in [22]. A limitation of all these approaches is that they
2In a semi-Markov model, the probability of a state transitioning back to itself is 0.
3This resemblance is elaborated upon in Section 2.2.2.
5
still only consider a finite time horizon, which results in a non-stationary
sensing policy.
1.3 Contributions of This Work
Our contributions are three-fold. First, we extend the methodology from [19–
23] to an infinite time horizon. While this is a straightforward extension using
well-known techniques (see [24]), it is worthwhile to do because it results in
stationary sensing policies, which are very easy to implement.
Second, we explicitly cast the sensor management and state estimation
problem as a standard POMDP (as formulated in [25, 26]). Doing so allows
leverage of the vast body of literature on exact and approximate solutions
for POMDPs. These tools enable the investigation of larger problems than
could be solved using the usual stochastic dynamic programming algorithms.
Third, we demonstrate optimal sensing policies on real data traces for a
vehicle detection application. We explore in-depth how the reward function
can be altered to achieve numerous different high-level application goals (e.g.
the notion that a missed detection may be significantly more detrimental than
a falsely-declared detection). Finally, we compare the theoretical expected
performance from a system that exactly fits our derived model to the actual
performance of running these policies on real data.
In Chapter 2, the theoretical framework for the joint sensor scheduling and
state estimation problem is established in detail. Chapter 3 discusses the ve-
hicle detection application, and our sensing testbed. An image-based vehicle
detection algorithm is developed, and POMDP parameters are derived from
collected traffic data. Results of the sensor management algorithms are dis-
cussed in Chapter 4, and Chapter 5 provides concluding remarks.
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CHAPTER 2
JOINT STATE ESTIMATION AND
SENSOR SCHEDULING
2.1 Problem Introduction
We would like to use a single, battery-powered device to make sequential
estimates about the state evolution of an environment. At each discrete time
step, the environment is in one of a finite number of states. We assume the
state evolution can be modeled as a first-order Markov chain. The sensing
device has a suite of multi-modal sensors, of which we can choose one at each
time step. (It is easy to use this framework for choosing multiple sensors at
each time step by defining “pseudo-sensors” that run multiple sensors when
selected.) The goal is to develop an algorithm that uses, at each time step, all
previous sensor observations to estimate the current state and select which
sensor to use at the next time step. The algorithm should be designed to
optimally trade off estimator performance and device energy consumption.
Figure 2.1 depicts this problem as a modified HMM. At each time step, the
underlying state transitions from st−1 to st. Then sensor ut is used to observe
zt. This observation is combined with all past observations to estimate the
current state and select sensor ut+1 to use at the next time step. This process
is continued indefinitely. A motivating example is discussed next.
2.1.1 Motivating Example - Wildlife Monitoring
Consider a research biologist who wants to study the behavior of an endan-
gered bird species. The bird’s presence is too rare for manual monitoring to
be a practical solution; the biologist may spend an entire day in the field
with no sightings. Thus an automated solution is desired, but this solution
must operate on battery power due to its remote deployment. It is simi-
larly impractical to ask the biologist to change the device’s battery every few
7
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Figure 2.1: Scheduling and estimation problem depicted as a modified
HMM. This figure was adapted from [19].
days, as there could be hundreds of devices deployed at a given time. So
device resources must be intelligently managed to enable reliable estimation
performance and long-term operation.
To make this example more concrete, assume the sensing device is equipped
with a camera and a microphone. Consider a case study wherein a biologist
desires to understand the feeding patterns of baby birds. To do this, the
biologist requires time-stamped images of the birds whenever they are feed-
ing. It is clear that acoustic-based detection using the microphone will help
determine if a bird is in the vicinity, but does not guarantee that the birds
are feeding, or even in the nest. On the other hand, image-based algorithms
could be developed to reliably detect when the nest is occupied by birds.
While very reliable, the required energy to capture and process image data
is far greater than that of acoustic data. So in order to facilitate long-term
operation, the camera must be run very selectively.
In fact, if battery capacity is known, one could enumerate exactly how
many times the camera and microphone data acquisition/processing algo-
rithms could be run. For example, assume if the camera is never used, the
battery capacity facilitates 20,000 uses of the audio processing algorithm.
Alternatively, assume 1,000 images can be captured and processed if the mi-
crophone is never used. It seems wise to implement a tradeoff that utilizes
both sensors at different times, but how to do so is not immediately obvious.
Further, in order to operate for very long periods, the device will likely need
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to sleep the majority of the time. So the system must determine when to
sleep, when to use the microphone, and when to use the camera. Intuitively,
these decisions should not be predetermined, but should instead rely on the
observations that have already been made. For example, if the camera is
used and finds the nest unoccupied, it is very unlikely that the nest will be
occupied at the next time epoch. Therefore it seems best to save any addi-
tional energy use on camera operation until it is sufficiently likely that a bird
may have arrived.
With this intuition in mind, the next section formulates the mathematical
model, assumptions, optimization problem, and corresponding solution that
achieve this high-level resource management objective.
2.2 Problem Formulation
2.2.1 Model and Basic Notation
Assume that at each time the environment exists in one state from a finite
set, S. It is not always obvious how to build such a model in practice. In
fact, several models could be used to describe the exact same behavior. For
example, going back to the bird-monitoring example, one could develop a
simple two-state model (bird feeding, bird not feeding), or construct a richer
model with more states (bird absent, bird present and not feeding, bird
present and feeding, bird present and singing). State evolution is modeled
as a first-order Markov chain with one-step transition kernel T . That is,
τ(s, s′) , p(st = s′|st−1 = s) ∈ T is the probability of transitioning from
state s at time t− 1 to state s′ at time t. We assume this kernel is known a
priori.1 The sensing device is equipped with M sensors. At each time step a
1In practice, this transition kernel will not be known exactly. In fact, the chosen model
and corresponding Markov assumption may be oversimplified, incomplete, or otherwise
incorrect. For example, a two-state Markov model for a bird’s feeding patterns fails to
capture any dependence on time of day or year. Regardless, a transition kernel for any
(possibly incorrect) model can be estimated by applying the Baum-Welch algorithm to a
set of labeled training data (see [10] for details). If labeled training data is unavailable or
too expensive or time consuming to obtain, transition probabilities can be inferred from
expert knowledge. For example, a biologist may be able to make a high-level statement
such as, “we know the birds spend about 2% of their time feeding, and typically eat in 5
minute bursts.” From this, approximate model parameters can be gathered. Additional
structure could be captured by changing or adapting transition probabilities over time.
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single sensor, u ∈M , {1, 2, . . . ,M}, is selected and makes an observation,
z, from a finite set Z. This observation is used to infer information about the
underlying state using a known observation function, O. Namely, o(s, u, z) is
the probability of observing z given the true state is s and sensor u was used.2
An information vector, It, contains all available information at time t the
system has with which to make estimation and sensor scheduling decisions.
The information vector evolves as It = (ut, zt, It−1). The functions  : It → S
and µ : It →M are the estimator and scheduling functions such that (It) =
et and µ(It) = ut+1.
Define a reward function, R, such that r(e, s) is the reward for making
state estimate e when the true state is s. Additionally, C is a cost function,
where c(u, s) is the cost of running sensor u during state s. To summarize,
the joint state estimation and sensor scheduling problem has the following
components:
• S - Set of states
• T - One-step state-transition kernel
• M - Set of sensors
• Z - Set of observations
• O : S ×M×Z → R - Observation function
• R : S × S → R - Reward function
• C :M×S → R - Cost function
and we would like to maximize the total additive reward over the func-
tions  and µ, subject to a constraint on total energy consumption. Ul-
timately, we would like this optimization to be done over an infinite time
horizon. A solution of this type is appealing because it finds stationary esti-
mator and scheduling functions that maximize either average reward or some
discounted-future reward. Stationary functions are desired because they are
easy to implement and use very little memory. That said, we will first dis-
cuss the solution to the finite-horizon case, and then move on to an infinite
horizon.
2Labeled training data along with the Baum-Welch algorithm can also be used to
estimate the observation function.
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2.2.2 Constrained and Unconstrained Optimization
The finite-horizon problem is posed as follows:
max
{0,µ0,...,T−2,µT−2,T−1}
E
{ T−1∑
t=0
r(t(It), st)
}
subject to E
{ T−2∑
t=0
c(µt(It), st+1)
}
≤ B,
where expectation is taken with respect to the joint distribution of states and
observations at each time. It is tempting to convert this constrained problem
to an unconstrained problem through use of a Lagrange multiplier; that is,
to instead consider the following “dual” problem:
max
{0,µ0,...,T−2,µT−2,T−1}
E
{ T−1∑
t=0
r(t(It), st)
}
− λ ·
(
E
{ T−2∑
t=0
c(µt(It), st+1)
}
−B
)
. (2.1)
However, this is not differentiable since the maximization is done over a
discrete (countably infinite) set of functions. So before considering the dual
problem, we must first establish a useful theorem, first presented in [8].
Theorem 1 (from [8], Lagrange optimization over discrete sets): Let S be
an arbitrary discrete set, H(·) a general reward function, and C(·) a general
cost function. If λ is a non-negative real number and x? maximizes the
function
H(x)− λC(x) over all x ∈ S,
then x? maximizes H(x) over all x ∈ S such that C(x) ≤ C(x?).
In words, the maximizing element for the unconstrained problem is also
the maximizing element for the constrained dual problem, with constraint
C(x?).
Proof. By assumption,
H(x?)− λC(x?) ≥ H(x)− λC(x) for all x ∈ S.
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Rearranging terms yields
H(x?)−H(x) ≥ λ(C(x?)− C(x)). (2.2)
Since this statement is true for all x ∈ S, it is also true for any subset of S.
Specifically, consider the subset S ′ , {x ∈ S : C(x?) ≥ C(x)}. Since λ is
non-negative, the right-hand side of Eq. (2.2) is non-negative for all x ∈ S ′.
Thus H(x?) ≥ H(x) for all x ∈ S ′, or equivalently, H(x?) ≥ H(x) for all
x ∈ S such that C(x) ≤ C(x?).
Having established this theorem, we can now proceed with solving the
unconstrained problem. Before doing so, however, it is worth making some
notes about what this theorem actually says. It merely asserts that if x?
solves the unconstrained dual for a fixed, non-negative λ, then x? also solves
the constrained primal problem with some constraint C(x?). No claims are
made about the specific value of C(x?). In fact, there is generally no guar-
antee that a λ can be found such that the resulting primal constraint is the
desired value. This theorem has a nice geometric interpretation, which is
also discussed in [27] and [7].
Consider a set of discrete elements, S, and a plot of H(·) versus C(·).
Every element x ∈ S can be represented as a point, (C(x), H(x)), on this
plot. Evaluation of every element in S generates a scatter plot. Using Figure
2.2 as a reference, assume the original problem is
max
x∈S
H(x)
subject to C(x) ≤ B.
Clearly the point marked “b” is the solution to this primal problem. Un-
fortunately, no value of λ in the dual problem,
max
x∈S
H(x)− λC(x),
will return “b” as an optimal point. Optimal points for the dual problem
with varying values of λ are all the points on the convex hull of the reward-
cost scatter plot: i.e. the set of red x’s in Figure 2.2. To see this, consider
the line H = λC + h. The y-intercept can be written as h = H − λC. So
in effect, the dual problem maximizes the y-intercept of a line with slope λ
12
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Figure 2.2: Typical reward versus cost scatter plot.
that goes through one of the points x ∈ S. The optimal point, x?, for a
given λ can be thought of as the point in S that is first contacted by a plane
wave oriented with slope λ, approaching from above. This interpretation is
depicted in Figure 2.2. For the λ value shown, point “a” is the optimal point,
as the plane wave contacts it first. In this case, choosing point “a” results
in a cost of C(x?a), which is smaller than B. If the original constraint had
been B = C(x?a), then point “a” would be optimal for both the dual and
the primal problem. As shown, however, “a” is a suboptimal point when
the budget is B. The advantage of accepting sub-optimality is that finding
the nearest point on the convex hull is generally much simpler than finding
the absolute nearest point. For example, optimization in the estimation and
scheduling problem is done over a space of functions, so the set S has infinite
cardinality. In this case, even with infinite computing resources, doing a
brute force search is impossible.
Additionally, even though we cannot claim that point “a” is optimal, there
is more we can guarantee about it. Namely, consider the line connecting
points “a” and “c.” Every point on the plot between “a” and “c” lies be-
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neath this line. Thus this line represents an upper bound on the achievable
reward-cost tradeoff. So we can consider points off this line to be “marginally
suboptimal.” That is, if more resources are spent to go from point “a” to point
“b”, the marginal gain in reward is not as large as if even more resources had
been spent to get to point “c”.
Assume the resource budget is B, and the operator has found points “a”,
“b”, and “c”. Rather than use operating point “b” all of the time, it seems
intuitively better to use operating point “a” most of the time and operating
point “c” for the remaining time. Specifically, if C(x
?
c)−B
C(x?c)−C(x?a) =
2
3
, then one
might guess that the best thing to do is to operate at “a” for 2
3
of the time,
and at “c” for 1
3
of the time.
In fact, if the problem is reformulated to allow for randomized operating
points, it turns out split-time operation is the best thing to do. Optimality
of randomized operating points was shown in [21]. In practice, however, this
can be achieved by switching operating points based on long-term average
resource consumption. For this reason, we will not consider randomized
operating points in our derivation.
2.3 Problem Solution
Based on the previous discussion, in the following only the unconstrained
dual problem will be considered. First, a dynamic-programming solution
will be developed for the finite-time-horizon case. This solution will then be
extended to the infinite-horizon case. Finally, the equivalence of the schedul-
ing and estimation problem to a standard partially observable Markov de-
cision process (POMDP) will be presented, and some consequences of this
equivalence will be discussed.
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2.3.1 Solution Over a Finite Horizon
The problem we wish to solve is restated here for convenience:
max
{0,µ0,...,T−2,µT−2,T−1}
E
{ T−1∑
t=0
r(t(It), st)
}
− λ ·
(
E
{ T−2∑
t=0
c(µt(It), st+1)
}
−B
)
.
This problem can be written in a more convenient way. First, subtraction
of the constant B value is irrelevant to the maximization and can thus be
ignored. Second, the expectations and sums can be combined since they are
both linear operations. So the problem can be equivalently posed as
max
{0,µ0,...,T−2,µT−2,T−1}
E
{
r(T−1(IT−1), sT−1)
+
T−2∑
t=0
r(t(It), st)− λ · c(µt(It), st+1)
}
. (2.3)
Equation (2.3) can be solved using the dynamic programming algorithm.
A brief overview of dynamic programming, as it applies to this problem, will
be presented here. More on general dynamic programming can be found in
[24].
A problem must contain two elements in order to be a dynamic program.
First, there must be an underlying discrete-time dynamic system of the form
xt+1 = ft(xt, ut, wt), t = 0, 1, . . . , T − 1,
where xt is the underlying state along with all relevant information for future
optimization, ut is the control, and wt is a (possibly random) disturbance.
Recall that the information vector, which serves as the underlying state,
evolves as
It+1 = (It, ut+1, zt+1),
where ut+1 and zt+1 are functions of It. Additionally, there is randomness
in zt+1 due to uncertainty in the environmental state transition and obser-
vation function. (This will be shown explicitly later on.) So it is clear that
the scheduling and estimation problem has the first element required for a
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dynamic program.
Secondly, there must be a reward (or cost) function that is additive over
time. By defining c(uT−1, sT−1) , 0, αt(It) , (t(It), µt(It)), and g(αt(It), st) ,
r(t(It), st)− λ · c(µt(It), st), Eq. (2.3) can be rewritten as
max
{α0,...,αT−1}
E
{
gT (IT ) +
T−1∑
t=0
g(αt(It), st)
}
, (2.4)
where gT (IT ) is a terminal reward for ending with information IT . The
functions, αt, over which we are maximizing are collectively referred to as a
policy. That is, a policy can be written as pi = {α0, . . . , αT−1}. An optimal
policy is one that maximizes Eq. (2.4). Written this way, it is clear that the
reward is additive over time. Thus the dynamic programming algorithm can
be applied directly.
The dynamic programming algorithm uses the principle of optimality to
deconstruct one difficult problem into T + 1 iterative, simpler problems.
Principle of Optimality (from [24]): Suppose pi? = {α?0, . . . , α?T−1} is an
optimal policy for Eq. (2.4). Consider the sub-problem of having information
vector Ii at time i and wanting to maximize the expected remaining rewards:
max
{αi,...,αT−1}
E
{
gT (IT ) +
T−1∑
t=i
g(αt(It), st)
}
. (2.5)
The subset pi?i = {α?i , . . . , α?T−1} of the optimal policy for Eq. (2.4) is an
optimal policy for Eq. (2.5).
Proof. To see why this is true, assume pi?i is not optimal for Eq. (2.5). Then
there exists a different policy, say pi′i, that achieves a higher expected sum
of rewards from time i to the end. Now suppose we are applying pi? to Eq.
(2.4), and are currently at time i. If we swap the remaining functions in pi?
with those from pi′i, then a larger expected reward can be achieved than if
the original functions were used. But this implies that pi? was not an optimal
policy for Eq. (2.4), which violates the original assumption.
The dynamic programming algorithm uses the principle of optimality to
iteratively solve sub-problems, starting at the end of the time horizon. Es-
sentially, it first solves the problem when T = 1, then uses that solution
to solve the case when T = 2, and so on. Formally, the value of the last
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stage, for which no action is taken, is VT (IT ) = EsT {gT (IT )|IT}. For stages
t = 0, . . . , T − 1 the value is
Vt(It) = max
at
Est,zt+1{g(at, st) + Vt+1(It+1)|It}, (2.6)
where at , (et, ut). Note that for each of these sub-problems, maximization
is done over the set of possible actions, not over a space of functions. This
maximization is much easier to compute. The optimal policy is simply the
argmax of Eq. (2.6).3 Proof of optimality of the dynamic programming
algorithm can be found in [24].
The problem with the algorithm as presented is that it must be solved
at each time step and for each information vector, It. But as t increases,
the number of possible information vectors grows exponentially. To see this,
consider the following simple example. Assume T = 50 (a very modest
horizon length, even if the sample period is as short as 1 second), there
are two sensing options, and two possible observations. In this case, IT−1
contains 50 sensor choices and 50 observations, which means there are 2100
possibilities for IT−1. Solving a different optimization problem for each of
these possibilities is clearly infeasible. If the problem is to be solved in a
practical way, the information vector must be distilled to a more manageable
statistic.
The posterior belief, bt, is an |S|-dimensional vector with sth element bst ,
which is the probability that the state at time t is s, given information vector
It.
Claim: bt is a sufficient statistic for It.
Proof. This will be shown through induction. First, the expectation in
VT (IT ) only requires bT to evaluate it. Thus bT is sufficient for IT . As-
sume bt+1 is sufficient for It+1, so Vt+1(It+1) = Vt+1(bt+1). The expectation
in Eq. (2.6) only requires bt and Bayes’ rule to compute. So all that is left
to show is that bt+1 can be computed directly from bt without direct use of
It. Specifically, an equation of the form bt+1 = f(bt, ut, zt) must exist. If this
is true, then maintaining direct knowledge of It will not be needed. Such a
function is easily found using Bayes’ rule. The equation for the sth element
3That is, the policy functions are αt(It) = arg maxat Est,zt+1{g(at, st) +Vt+1(It+1)|It}.
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of bt+1 is
bst+1 =
∑
s′ b
s′
t τ(s
′, s)o(s, ut, zt)∑
s′,s b
s′
t τ(s
′, s)o(s, ut, zt)
, (2.7)
assuming sensor ut made observation zt. This equation defines f(bt, ut, zt);
thus bt is a sufficient statistic for It.
Now the equations from Eq. (2.6) can be rewritten as
Vt(bt) = max
at
Est,zt+1{g(at, st) + Vt+1(f(bt, ut, zt))}. (2.8)
These equations are still difficult to solve in an exact manner, since the
posterior belief takes on a continuous value on the interval [0, 1]. An obvious
thing to do is to discretize the belief space and find an approximate solution
over a finite grid of belief points. This typically results in a value very near
optimal; however, there are methods for finding an exact solution. Some of
these methods will be discussed in Section 2.3.3.
In practice, a finite-horizon solution is undesirable because of the intensive
memory requirements to store the optimal policy. Instead, it is preferred to
find a so-called stationary (i.e. unchanging over time) policy which maximizes
the total sum of expected rewards over an infinite horizon. One might hope
that the optimal policy will converge as the horizon length, T , goes to infinity.
Unfortunately, convergence is not guaranteed for the stated problem. And
even when the policy does converge, time-to-convergence is often very long.
The problem of maximizing rewards over an infinite horizon is discussed in
the next section.
2.3.2 Solution Over an Infinite Horizon
An infinite-horizon problem can be formulated several ways. The two for-
mulations to be discussed are the discounted rewards and average reward per
stage formulations. Developing these solutions in a rigorous manner requires
some effort, so only the main results will be presented here. The curious
reader is referred to [24, ch. 7] for a more detailed treatment.
The basic problem setup is very similar to that of the finite-horizon case.
Consider a policy, pi = {α0, α1, . . .}, and initial belief state, b0. The discounted-
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reward, infinite horizon reward for this policy and initial belief is
Vpi(b0) = lim
T→∞
E
{ T−1∑
t=0
γtg(αt(bt), st)
}
,
where 0 ≤ γ < 1 is a discount factor. As stated, a policy is an infinite
sequence of functions. It turns out, however, that the optimal policy is
stationary. That is, the optimal policy is a single function that is applied at
each time epoch. More specifically, the optimal policy is unique and solves
what is known as Bellman’s equation:
V ?(b) = max
a
[
E{g(a, s)}+ γ
∑
b′
pbb′(a)V
?(b′)
]
. (2.9)
Note that the summation over b′ in Eq. (2.9) is not well defined because b′ is
continous-valued. To overcome this, the belief space must be discretized, as
discussed previously. Thus the summation is done over a finite set of belief
points. The function pbb′(a) is the probability of transitioning from belief
point b to b′ when control a is applied. The stochasticity arises from the
uncertainty in sensor observation. Once an observation is made, however,
propagation from b to b′ is determined through Bayes’ rule. Therefore, if a
sensor can make N observations, there are a total of N belief points, b′, that
are achievable in a single step. Typically, N << K, where K is the number
of discrete belief points chosen. Thus, when b and a are fixed, pbb′(a) is 0
for most b′. (Obviously, the summation need only be taken over those b′ for
which pbb′(a) is non-zero.)
There are two main methods for solving Bellman’s equation: value itera-
tion, which was discussed (but not named) in the finite-horizon section, and
policy iteration.
Value Iteration: The value iteration algorithm is nearly identical to the
algorithm presented for the finite-horizon case, with the minor addition of
the discount factor, γ. Namely, the value function is iteratively improved as
Vt+1(b) = max
a
[
E{g(a, s)}+ γ
∑
b′
pbb′(a)Vt(b
′)
]
.
(Note the time index has been switched to progress forward in time rather
than backwards. This switch is due to the fact that there is no pre-determined
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stopping time.) These updates are identical to the ones used for a finite hori-
zon. The major difference is that algorithm termination is now determined by
value convergence rather than a set number of iterations. While value conver-
gence is guaranteed for the discounted-reward problem, time-to-convergence
can often be very long in practice. Typically, the larger γ is, the longer con-
vergence will take. The second method typically converges much faster than
value iteration.
Policy Iteration: The second method for finding an optimal policy is
called policy iteration. Rather than iteratively improve the value function,
this algorithm iteratively finds a better policy. It does this by alternating
between two steps: policy evaluation and policy improvement. In the policy
evaluation step at iteration t, the value function for a fixed policy, αt, is
computed by solving Bellman’s equation:
Vαt(b) =
[
E{g(αt(b), s)}+ γ
∑
b′
pbb′(α
t(b))Vαt(b
′)
]
.
In the policy improvement step, a better policy αt+1 is computed using the
previous policy’s value, Vαt(b):
αt+1(b) = arg max
a
[
E{g(a, s)}+ γ
∑
b′
pbb′(a)Vαt(b
′)
]
.
This process continues until the policy converges. The sequence of policies is
guaranteed to improve (in the sense of generating sequentially larger expected
values) until convergence to the optimal policy, α?(b). See [24] for a proof of
this result.
The second infinite-horizon formulation we will consider is the average-
reward-per-stage formulation. Rather than discount future rewards using a
factor γ, this formulation aims to maximize the average reward gained at
each time epoch over an infinite horizon. This objective is intuitively more
appealing because it does not give preference to present reward over future
rewards. The value for policy pi and initial belief b is
Vpi(b) = lim
T→∞
1
T
E
{ T−1∑
t=0
g(αt(bt), st)|b0 = b
}
.
The solution to this problem involves some subtleties. We will gloss over
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most of these in our discussion, and rather focus on developing a higher-level
understanding of the solution. Details can be found in [24].
Bellman’s equation for this problem takes the form
ν? + h?(b) = max
a
[
E{g(a, s)}+
∑
b′
pbb′(a)h
?(b′)
]
, (2.10)
where ν? is the optimal average reward per stage when starting at some
belief point, say b′′. The value h?(b) is the average reward accrued between
starting in belief state b and transitioning to belief b′′.4 So one can think of
the optimal value as being broken into two chunks: the steady-state-average
reward, ν?, and the transient reward, h?(b).
Note that Eq. (2.10) is actually K equations (assuming K belief points),
withK+1 unknowns (K transients, h?(b), and one steady state, ν?). However
we can add another equation by noting that there is no transient reward
when starting with belief b′′, thus h?(b′′) = 0. As with the discounted reward
problem, policy iteration can be applied in order to find an optimal policy.
Policy evaluation at step t for policy αt involves solving the equations
ναt + hαt(b) = E{g(αt(b), s)}+
∑
b′
pbb′(α
t(b))hαt(b
′),
and the policy update is done by computing
αt+1(b) = arg max
a
[
E{g(a, s)}+
∑
b′
pbb′(a)hαt(b
′)
]
.
These two steps are repeated until convergence.
Due to discretization of the belief space, all algorithms presented thus far
have been approximate algorithms. It turns out that our problem can be cast
as a special case of a partially observable Markov decision process (POMDP).
These problems are well studied, and exact algorithms for solving them exist.
This will be the topic of the next section.
4Solving this assumes that, for any policy, belief point b will transition to b′′ in a finite
number of stages, which is not generally true for our problem. For example, if an always-
sleep policy is adopted, the belief will eventually hit a steady-state value, thus belief points
above (or below) this steady state value will never be reached. Because of this technicality,
it is unclear whether or not a solution is guaranteed for our problem. In practice, however,
we have found that policy iteration converges for all problem configurations tested.
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2.3.3 Equivalence to a POMDP
A POMDP is nothing more than a controlled HMM wherein an agent gains
additive, real-valued rewards for successfully controlling the state transitions
of a Markov chain. POMDPs are often used in robot navigation problems.
In such problems, the state space might be a grid of locations over which a
robot may travel. Actions could be motor controls, and observations could
be made from gyros, accelerometers, or a GPS located on the robot. Finally,
rewards are typically given for successfully navigating the robot to a desired
location.
Formally, a POMDP is the tuple < S, T ,A,Z,O,G >, where S, Z, and
O are defined as in Section 2.2.1. A is a general set of actions that can be
applied to the system. T is still a transition kernel but now depends on the
action. That is, τ(s, s′, a) is the probability of transition from state s to s′
in one step, given action a was taken. Finally, G is the reward function such
that g(a, s) ∈ R is the reward for applying action a in state s.
It may or may not be clear at this point that we already converted the
problem to a POMDP in previous sections without explicitly saying so. This
conversion took place when we introduced the definitions a , (e, u) and
g(a, s) , r(e, s) − λ · c(u, s). In terms of the POMDP tuple, we have A ,
M×S, and G is still the reward, with our definition of g(a, s). In the case
of joint state estimation and sensor scheduling, the state transitions do not
depend on the action. This is merely a special case of the standard POMDP
transition kernel.
Although it seems trivial, thinking of the estimation and scheduling prob-
lem as a POMDP rather than in a more general dynamic programming frame-
work has large implications. POMDPs are very well studied, and a plethora
of solution techniques exploit their special structure. This section is meant
to provide an overview and point the reader to resources on these techniques.
Without going into the derivations and proofs, the value function V ?(b) is
piece-wise linear convex (PWLC). This structure permits representation of
the optimal value function as a set of vectors known as alpha vectors. For a
given belief point, b, the optimal value is computed by simply taking the max-
imum over the inner product of the belief vector with all the alpha vectors.
This means that optimal policies can be found without discretizing the belief
space. See [25] and [26] for more details on this structure. Many algorithms
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exist for finding exact solutions; however, this is not always practical.
Finding the optimal set of alpha vectors is NP-hard, and thus exact com-
putation becomes intractable as the state space grows. As mentioned before,
POMDPs are often used in applications such as robot navigation, where there
can be millions of states. As such, there has been a lot of work in finding
approximate solutions for large problems. These can be very useful for the
estimation and scheduling problem as state models grow in complexity.
See [28–33], and the references therein, for numerous exact and approx-
imate methods for solving POMDPs. In [34], the special structure of the
estimation and scheduling problem is exploited to further speed up exist-
ing POMDP algorithms. The focus of this thesis is not in developing fast
algorithms for policy finding. The main contribution here is in the demon-
stration of optimal control on a real application. The next chapter details
that application and our test setup.
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CHAPTER 3
EXPERIMENTAL SETUP AND TEST
APPLICATION
It is important to implement algorithms in a real system in order to verify the
practical utility of theoretical results. Implementation involves the following
steps:
1. Identify a real world application
2. Identify (and build, as necessary) a suitable test platform
3. Collect real data with the test platform
4. Build a model from the collected data
5. Design appropriate detection algorithms capable of running in real time
on the chosen platform
6. Estimate performance characteristics of the algorithms
7. Measure power consumption of the various algorithms and components
on the platform
8. Use the data and extracted parameters to manage resources using the
previously developed algorithms
This chapter discusses these steps in detail for a sample application.
3.1 Application
As a test application we chose vehicle monitoring. This is an ideal appli-
cation for a variety of reasons. Government entities or private landowners
control long stretches of isolated roads. If one wishes to monitor these roads
for something like traffic patterns or vehicle classification or identification,
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permanent installation may be impractical or undesirable, especially if a
short-term survey is all that is required. With miles of road to monitor, per-
manent fixtures are simply too expensive and time-consuming to install. A
temporary monitoring system that can be quickly installed and uninstalled
is preferable. Furthermore, given the remote nature of these roads, supplying
power from the grid is equally impractical. So the ideal solution would be a
temporary, battery- or solar-powered device. In order to run for an extended
period without supervision, the solution needs to be energy-efficient.
The application also lends itself naturally to multi-modal sensing. Pas-
sive infrared (PIR) motion sensors consume relatively little power and can
accurately detect motion of heated objects (e.g. a vehicle engine). The in-
herent problem with motion sensing is that it cannot distinguish between
different sources of heat (e.g. from people or animals). Because of this a
more reliable detection method is necessary. Cameras, along with image-
processing algorithms, offer a high-performance alternative to PIR motion
sensing. The obvious tradeoff is that cameras consume two orders of mag-
nitude more power than motion sensors. Because of this tradeoff, intelligent
sensor scheduling is required to manage resources. The algorithms should be
designed to minimize energy consumption while ensuring the best long-term
average detection performance possible.
3.2 Test Platform
In order to fully exploit the energy-performance tradeoff, we decided to adopt
a heterogenous design for the test platform. The system consists of two
processors:
1. Ultra-low power MSP430G2553 Micro Controller Unit (MCU) (with
launchpad development board [35])
2. High-performance ARM Cortex M4F (with STM3240G-EVAL board
[36])
Connected to a general purpose input/output (GPIO) pin on the MSP430 is
a Parallax 555-28027 PIR sensor [37]. This particular sensor has an on-board
MCU that runs its own detection algorithm. The sensor has three pins: GND
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(0 V), PWR (3-6 VDC), and OUT, which is connected to the GPIO. OUT
is set high when the PIR senses motion, and is otherwise set low.
The STM3240G-EVAL board was selected because of its built-in OmniVi-
sion OV2640FSL 2.0 MegaPixel Camera module [38]. The camera is set up
to collect 320× 240 pixel images at a frame rate of up to 15 fps.
In addition, the ST board comes equipped with a MicroSD card slot. SD
cards enable storage of a large amount of video data, which is essential for
data collection. The on-chip memory is only able to store a few images at a
time.
The downside of the STM3240G-EVAL board is that it includes numerous
other peripherals that are not needed for our application. These peripherals
consume extra power and cause difficulty when trying to make accurate power
measurements. This issue will be discussed further in Section 3.7.
Figure 3.1 shows the full test platform with the various components la-
beled.
MSP430	  ARM	  Cortex	  M4F	  
MicroSD	  Slot	  
Camera	  
PIR	  Mo8on	  Sensor	  
Figure 3.1: Test platform.
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3.3 Data Collection
We took the STM3240G-EVAL board with PIR attached to a large, open
parking lot after sunset.1 The device was programmed to continuously collect
data. Roughly every 250 ms, an image was captured and stored on a MicroSD
card. After capturing an image, the voltage level on the PIR’s GPIO pin
was read in order to check for motion. Finally, a time-stamp for the image
was saved to the MicroSD card. The time-stamp included a bit to indicate
whether or not motion was detected. In all, just over 24 minutes of data
were collected (5955 frames).
During the 24 minutes of data collection, two vehicles drove by several
times each. The camera and PIR were oriented 90 degrees to the direction of
travel. The cars drove by from both directions (left to right and right to left)
in two separate lanes (one near lane and one far lane). The collection session
was not scripted, i.e., passing times and speeds were not planned ahead of
time. The idea was to simulate as realistic of an environment as possible.
Each car traveled at a variety of different speeds, ranging from about 5 to
40 mph. In addition to the two vehicles driving by, two people occasionally
walked in front of the device at varying distances. This secondary source of
motion was intended to ensure the PIR provided some false positives. Figure
3.2 shows sample images captured from the ST board of various environmen-
tal situations.
3.4 Building a Model
After the data was collected, each frame was hand-labeled as either contain-
ing a vehicle or not containing a vehicle. Figure 3.3 shows how each of the
5955 frames were labeled. A value of “1” indicates that a vehicle was present
in the frame while a “0” means no vehicle was present. The two vehicles
passed by the device a total of 38 times resulting in 397 frames containing at
least one vehicle. From this sample path we can construct a simple two-state
1Our first attempt at data collection was during a cloudless, sunny day. It turns
out that direct sunlight floods the PIR sensor and prevents reliable use. In applications
where daytime monitoring is necessary, the system could be augmented with a different
sensing modality. For example, ultrasonic rangers provide reliable motion detection while
being just as (or more) energy-efficient as (than) PIR sensors. For our purposes, however,
nighttime monitoring was sufficient to provide proof of concept.
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(a) Parking lot without a moving vehi-
cle.
(b) Parking lot with a vehicle traveling
in the “near” lane.
(c) Parking lot with a vehicle traveling
in the “far” lane.
(d) Parking lot with a person walking in
frame.
Figure 3.2: Sample images from ST board.
Markov model, as depicted in Figure 3.4. In the figure, p and a represent the
vehicle present and vehicle absent states, respectively. As before, τ represents
transition probabilities, e.g. τ(p, a) is the probability of transitioning from
the vehicle-present state to the vehicle-absent state in one step. We wish to
extract the transition probabilities from the sample path in Figure 3.3. One
way to find transition probabilities is with the Baum-Welch algorithm. The
Baum-Welch algorithm is a variant of expectation-maximization for finding
maximum-likelihood HMM parameters. We will not discuss the details of
the algorithm here, but a good tutorial can be found in [10]. Table 3.1 gives
the transition probabilities calculated from the Baum-Welch algorithm.
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Figure 3.3: Sample path from collected car data.
Table 3.1: Transition probabilities calculated from Baum-Welch algorithm.
τ a p
a 0.9932 0.0068
p 0.0957 0.9043
It may not always be feasible to collect and label training data to feed into
the Baum-Welch algorithm. In these cases, application-domain expertise can
be used to approximate transition probabilities. For example, an expert may
know that vehicles pass by a stretch of road with a frequency of about one
per minute. (In fact, one vehicle-per-minute is the rate we approximated
after reviewing the data.) Further, based on camera viewing angle, distance
to road, and average car speed, it could easily be estimated that passing
vehicles stay in-frame for about 2.5 seconds. From these estimates and the
stated camera sample period of 250 ms, we infer that there are an average
of 240 frames of absence between vehicles, and that passing vehicles are in
view for an average of 10 frames. Thus, given that the current frame con-
tains no vehicle, the probability that the next image will contain a vehicle is
roughly 1
240
= 0.0042. Similarly, if the current frame contains a vehicle, the
probability that the next image will not contain a vehicle is about 1
10
= 0.1.
We have just made heuristic arguments for τ(a, p) and τ(p, a), respectively.
In fact, this is the correct way to estimate Markov transition probabilities
from estimates of the average time spent in each state. The fact that the
transitions probabilities can be deduced from average sojourn times follows
from the fact that Markov state transition times follow a geometric probabil-
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Vehicle	  
Present	  
Vehicle	  
Absent	  
τ (p,a)
τ (a, p)
τ (a,a)τ (p, p)
Figure 3.4: Two-state Markov model for vehicle presence.
Table 3.2: Empirical transition probabilities derived from expert knowledge.
τ a p
a 0.9958 0.0042
p 0.1000 0.9000
ity distribution [15]. The remaining transition probabilities are calculated as
τ(a, a) = 1−τ(a, p) and τ(p, p) = 1−τ(p, a). These empirically-derived tran-
sition probabilities are summarized in Table 3.2. Notice how similar these
probabilities are to those calculated using labeled training data. Therefore,
either method for finding transition probabilities is appropriate.
3.5 Detection Algorithms
Computer-vision-based object recognition algorithms such as SIFT or Viola-
Jones (see [39] and [40], respectively) have been shown to work well in prac-
tice, but are complicated and processor-intensive. Using computer vision is
appealing for this study because the addition of a power-hungry camera helps
highlight the benefit of sensor management. On the other hand, computer-
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vision algorithm development can be difficult and tedious. Further, many
computer-vision algorithms suffer from robustness issues. Finally, complex
algorithms cannot run in real time on an MCU. For these reasons, we sought
an application where computer vision could prove useful, but where the algo-
rithms could be simultaneously simple and reliable. Moving-vehicle detection
proved to be an ideal candidate.
Our method for detecting moving vehicles at night is given in Algorithm
1. RGB2Gray(·) is a function that converts a 24-bit RGB image to an 8-
bit grayscale image. The algorithm takes the difference of two consecutive
grayscale images and stores them in a difference image called sub. The num-
ber of pixels in sub above some threshold, τ , is stored in count. If count is
above a second threshold, η, a detection flag is set. Otherwise no detection
is declared.
input : RGB image of size r × c, Im(t)
output: vehicle detection flag, det
Im(t) ← RGB2Gray(Im(t));
sub← |Im(t) − Im(t−1)|;
count← 0;
for i← 1 to r do
for j ← 1 to c do
if sub[i, j] ≥ τ then
count← count+ 1;
end
end
end
if count ≥ η then
det← 1;
else
det← 0;
end
Im(t−1) ← Im(t);
return det;
Algorithm 1: Vehicle detection algorithm
Because car headlights provide a large contrast to the dark pixels immediately
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surrounding them, the difference threshold τ can be set fairly high. (Note
that stationary lights still result in a very small difference from image to
image.) Accordingly, the threshold for the number of pixels with motion,
η, can be set fairly low. The specific values we used in our algorithm were
τ = 150 and η = 15.
Figure 3.5 shows the results of this algorithm on the sample data set. The
(red) dashed line indicates the threshold η. Compare this to the vehicle
presence from Figure 3.3. It is seen that moving vehicles cause a lot of
pixels to contain motion, while other motion (e.g. people walking) causes
only a few pixels to contain motion. The motion around frame 1000, for
example, is from a person. Because of this large separation, the moving-
vehicle detection algorithm has very good performance. Quantifying this
performance is discussed in the next section.
For the PIR sensor, no algorithm development was required. The sensor
outputs high voltage when motion is detected and low voltage when it is not.
Figure 3.5: Results of Algorithm 1 on sample data set.
3.6 Algorithm Performance
Because we are using an HMM, it makes sense to measure performance in
terms of various detection probabilities. Specifically, for each sensor, we
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would like to determine four probabilities:
p(detect|vehicle present),
p(no detect|vehicle present),
p(detect|vehicle absent),
p(no detect|vehicle absent).
Finding these will completely characterize the observation function, O.2
Given observation sequences for a labeled sample path, these probabilities
can be estimated using a frequency-counting technique. Figure 3.6 shows
observation paths for the PIR and camera sensors compared with the true
sample path. These paths are hard to interpret when shown in full, so we have
focused on a short segment of the data for illustrative purposes. Note that
Figure 3.6: Observation sequences for PIR and camera detectors.
the camera’s observation path follows the true trajectory very closely. The
PIR’s observation sequence, however, contains several erroneous detections.
Recall from Figure 3.5 that a person walked by the device at about frame
1000. We can now see that the PIR detects human motion while the camera
does not. Additionally, sometimes the vehicles drove by too quickly or were
too far away to be detected by the motion sensor.
The frequency counting technique is very simple. For each sensor, the
2Note that we are using the terms observation and detection somewhat interchangeably.
We consider a “detection” to be an “observation” of the vehicle present state.
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Table 3.3: Estimated observation probabilities from frequency counting.
PIR camera
state no detect detect no detect detect
vehicle absent 0.8154 0.1846 0.9971 0.0029
vehicle present 0.2746 0.7254 0.0831 0.9169
detection probabilities are estimated in the following way:
p(observation|state) ≈ total frames of observation made in state
total frames of state
Table 3.3 summarizes the estimated detection probabilities from frequency
counting on our data set.
3.7 Platform Power Consumption
The only thing left to characterize in order to use our model is sensor power
consumption. The platform has three operating modes to choose from: sleep,
sense with PIR, and sense with camera. When the device is in sleep mode,
the MSP430 is in its low-power sleep mode, the Cortex M4F is in ultra-low
power stop mode, and the camera is turned off. The PIR must remain on,
however, because it requires a lengthy calibration sequence at power-up.
In sense with PIR mode, the MSP430 wakes up, checks the voltage on
the PIR’s GPIO pin, updates the posterior belief, determines the next time
epoch at which it will need to wake up (by forward propagating the belief
according to the model parameters), and re-enters sleep mode until that
time. The Cortex M4F and camera remain in stop mode and powered-off,
respectively.
In sense with camera mode, the MSP430 wakes up and turns the Cortex
M4F and camera on. In all, the wake-up/power-up process takes a little
over a second.3 Once ready, the camera captures two images and checks
for motion. The observation is sent back to the MSP430, which propagates
3In practice, the scheduler will know how much time the second device takes to power
on, and can account for this by waking up before it needs the measurement. If it turns
out that another measurement is required in a shorter time period than it takes to turn
the device on, the scheduler will simply leave the device on.
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Table 3.4: Power consumption of test platform components.
component voltage (V) current (mA) power (mW)
PIR Sensor + MSP430 sleep 3.3 0.2 0.66
PIR Sensor + MSP430 active 3.3 0.6 1.98
Cortex M4F stop mode 5 1 5
camera on 5 70 350
camera capture + detect 5 67 335
belief, determines the next time it will need to wake up, shuts down the
camera, puts the Cortex M4F into stop mode, and then enters sleep mode.
Table 3.4 provides a summary of the power consumption of various com-
ponents. These numbers are partly measured and partly estimated from
data sheets. Directly measuring the power consumption of the PIR and
MSP430 was straightforward. Additionally, the STM3240G-EVAL board
has a jumper for measuring the Cortex M4F’s power consumption directly.
However, there was no way to directly measure the camera’s power consump-
tion. The power numbers for the camera were generated by combining its
data sheet power numbers with the difference in overall power consumption
of the full STM3240G-EVAL board running with and without the camera
on. Due to the variety of extra peripherals on the board, these numbers are
not exact. They are, however, representative of what one could expect to
see if a dedicated camera board were built. Adding up the relevant compo-
nents from Table 3.4 gives us the following overall power numbers for each
operating mode:
• sleep: 5.66 mW
• sense with PIR: 6.98 mW
• sense with camera: 691.98 mW
This platform provides over 100× power scalability between operating modes.
3.8 Resource Management
Once the model parameters have been established using the above techniques,
any of the methods described in Section 2.3.2 can be used to find an optimal
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policy. In the case of a discretized belief space, the optimal policy is simply
a lookup table that maps belief points to sensor choices. With all these
elements in place, managing resources in real time is simple. The steps are
as follows:
1. Set initial belief, b0 (we chose equal probability for each state)
2. Select sensor based on current belief and the optimal policy
3. Run sensor to make an observation
4. Use this observation in Eq. (2.7) to propagate the belief
5. Repeat steps 2-4 until the system is stopped (either manually or from
battery-depletion)
In the next chapter we will use this method to investigate the results of sensor
management on our test platform.
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CHAPTER 4
EXPERIMENTAL RESULTS
In this chapter we investigate how our framework can be used to manage re-
sources in the traffic-monitoring application. The main purpose is to demon-
strate the flexibility of our framework across a multitude of application objec-
tives. For example, some applications may necessitate months of continuous
monitoring while others may only require days or weeks; these two scenarios
require different energy-performance tradeoffs. Different users may also have
different high-level goals. For example, some users may want to make the
best possible estimate at all times, while other users may put much more
importance on correctly detecting the presence of a vehicle over correctly
detecting vehicle absence. We will show how our algorithms can be adjusted
to accommodate all of these scenarios. First, theoretical performance based
on the model parameters from Chapter 3 will be discussed. Following that,
we will investigate how sensor management works on real traffic data.
4.1 Expected Performance with Derived Model
Parameters
One aspect of our theoretical framework that we have yet to fully discuss is
the reward function, r(e, s)−λ·c(u, s). We have mentioned how to find c(u, s),
and discussed how different values of λ associate with different average energy
budgets, but we have not addressed how to determine r(e, s). One common
choice for reward function is the Kronecker delta. That is, r(e, s) = δe,s,
where δe,s = 1 if e = s, and 0 otherwise. The expected value of this reward
is simply the posterior belief vector, b.1 Estimating the state based on the
maximizing element of b is known as maximum a posteriori (MAP) state
1In matrix notation, the Kronecker delta is the |S| × |S| identity matrix, I|S|. The
expected value is then E{I|S|} = b · I|S| = b
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estimation. Thus, choosing the Kronecker delta results in MAP estimation.
This reward function is special because no other choice of reward function
will result in a lower probability of error (Pe).
That said, however, Pe can be a misleading statistic because it averages
together two types of error: namely, the probability of false alarm (Pf) and
probability of missed detection (Pm). Pf is the probability of declaring ve-
hicle present while in the vehicle absent state, and Pm is the probability
of declaring vehicle absent when a vehicle is present. To see why Pe alone
can be misleading, consider an estimator that always declares vehicle absent.
Because, from our data, only 397/5955 = 6.7% of the frames contained a ve-
hicle, this estimator has Pe = 0.067. However, because all frames containing
a vehicle are mislabeled, the estimator results in Pm = 1 and Pf = 0, which
is worthless from a monitoring point of view.
With this example in mind, it is clear that minimizing Pe does not always
give the desired results. For example, it may be more important to avoid
missed detections than it is to avoid false alarms. This asymmetry of error
importance is present in many applications where safety is a concern, e.g.
detection of enemy aircraft with a radar system. The general structure of the
reward function allows users to determine the relative importance between
Pf and Pm. To demonstrate this flexibility, we chose three reward functions
that weight Pf and Pm differently.
First, we chose the MAP estimator discussed earlier, which puts equal
weight on Pf and Pm. Second, we chose a reward structure that gives a
reward of 1 for correctly declaring vehicle absent, a reward of 4 for correctly
declaring vehicle present, and a reward of 0 for making an error. Because
this structure gives greater preference to correctly detecting a vehicle, it
effectively declares that keeping Pm low is four times as important as keep-
ing Pf low. We refer to this structure as a “missed-detection-averse reward
function.” And third, we chose a structure that prefers to keep Pf low by
giving a reward of 4 for correctly declaring vehicle absent, and a reward of
1 for correctly declaring vehicle present. This structure is referred to as a
“false-alarm-averse reward function.”
Optimal policies for these reward structures were found using policy it-
eration. The belief space was discretized to a 200-point grid.2 For this
2It was found that discretizing to 200 belief points was sufficient. Experiments were
performed using a denser grid, but performance was not affected.
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application (likely due to its small state-space and number of actions), pol-
icy iteration on the discounted future cost formulation with a discount factor
of γ = 0.999 resulted in policies identical to those from performing policy
iteration on the average reward per stage formulation. Policies were found
for 1000 Lagrange multiplier values, λ, ranging from 0 to 10. Using λ = 0
resulted in a policy that always selects sense with camera, while λ = 10
resulted in a policy that always selects sleep. It is noted that several of
these λ values resulted in the same policy, and thus the same average power
consumption.
(a) Total error probabilities. (b) Pf and Pm for MAP estimation.
(c) Pf and Pm for missed-detection-
averse reward function.
(d) Pf and Pm for false-alarm-averse
reward function.
Figure 4.1: Error probabilities for different reward functions.
Figure 4.1 shows error probabilities for the three reward functions. Figure
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4.1(a) shows the overall Pe for the different functions. As mentioned above,
MAP estimation achieves the lowest Pe across all levels of power consump-
tion. The missed-detection-averse reward function results in a lower Pe than
the false-alarm-averse reward function in the high-power region, but a higher
Pe in the low-power region. This behavior is likely due to the fact that the
missed-detection-averse reward function prefers to declare vehicle present,
but is much less accurate at detecting vehicle presence when energy is at a
premium (due to the relatively high false-alarm rate of the PIR). Figures
4.1(b)-4.1(d) show Pm and Pf for the different reward functions. In the ex-
tremely energy-starved region (i.e. < 10 mW), MAP estimation results in
a Pf of no lower than 47%. Even without an energy constraint, MAP esti-
mation yields a Pf of 8.3%. In contrast, the missed-detection-averse reward
function results in an energy-starved Pf of 30% (at lowest), and a Pf of 2.1%
without an energy constraint. To achieve these low Pf values, Pm is increased
across all levels of power consumption. Finally, the false-alarm-averse reward
function yields the highest Pf of the three, but achieves virtually 0 Pm across
all levels of power consumption.
4.2 Resource Management on Real Traffic Data
We have shown that, theoretically, the tradeoff between Pf and Pm can be
changed to fit an application’s needs by altering the reward function. It
remains to show that these theoretical results remain consistent on real data
sets. We will investigate the gap between theory and practice in this section.
Furthermore, we will show more precisely how the sensing and estimation
policies are altered to achieve the different tradeoffs between Pf and Pm.
4.2.1 Comparison Between Theoretical and Actual
Performance
To evaluate the actual performance of the optimal policies, we ran them on
the traffic data set. For every multiplier, λ, and every reward function, an
optimal policy was generated. Each policy was evaluated in the following
way. At each time epoch, a sensor is selected according to the policy, an
observation is made according to the corresponding detector output from
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Section 3.6 at that frame, the belief is propagated using the derived model
parameters, and a state estimate is made. The belief vector is initialized to
b0 = [0.5, 0.5]
T . Rewards are accumulated by comparing the state estimate
to the true state at each time step. Power consumption is accumulated
by adding the corresponding sensor costs at each time step. At the end,
accumulated rewards and power numbers are averaged over the 5955 frames.
Figure 4.2 shows the average accumulated rewards for the traffic data com-
pared with the theoretical average rewards for the three reward functions.3
In general, the gap between theory and practice is relatively small. (Re-
member that the minimum theoretical average reward is 0.) However, the
performance gap is much larger in the low-power region than it is in the
high-power region. In fact, as one would expect, when the sleep-only policy
is applied, theoretical and actual rewards are identical. This is because the
average time spent in each state is consistent between the model and the
data, so sleep-only policies yield the same Pe. As soon as a policy uses a sen-
sor, however, a performance gap emerges. In fact, policies that use sensors
very sparingly actually perform worse on the real data than the sleep-only
policy. This discrepancy could be due to model-mismatch (either transi-
tion or observation probabilities), the fact that the real data is not actually
Markov, or, most likely, not having a long enough sample data set to fully
capture long-term averages. Interestingly, though, for MAP estimation and
false-alarm-averse rewards, these results indicate that sensor management is
not worthwhile if the required power consumption is less than about 75 mW.
For missed-detection-averse rewards, sensor management becomes useful at
much lower power requirements.
These results indicate that there may be a lower limit for practical sensor
management. Such a limit would be useful to characterize, but there are too
many unknowns to determine whether or not this observation is an artifact of
our specific example. This phenomenon could be the topic of future research.
3The gained rewards are directly related to error probabilities (as discussed above),
so looking at how closely actual rewards approach theoretical rewards is a valid indicator
for how closely one can expect actual error probabilities to approach theoretical error
probabilities.
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(a) Rewards for MAP estimation.
(b) Rewards for missed-detection-averse reward function.
(c) Rewards for false-alarm-averse reward function.
Figure 4.2: Theoretical versus real rewards for various reward functions.
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4.2.2 Structure of the Optimal Policies
We have looked at how different policies perform in terms of average rewards
and error probabilities, but we have yet to see what these policies actually
look like. The policies can be looked at as two pieces: 1) the sensor scheduler
and 2) the state estimator. The sensor scheduler maps belief to a sensor and
the state estimator maps belief to a state estimate. These policies can be
represented as thresholds that break the belief space into different regions.
Each region is associated with a different sensor or state estimate.
Figures 4.3 to 4.5 show how the belief space is partitioned for the three
different reward functions. In each case, the policy consumes roughly 125
mW of power. Additionally, these figures show how the belief propagates
over time when the policies are applied. Plot (a) in each figure shows upper
and lower sensing thresholds that partition the belief space. When the belief
is between these two thresholds, the camera is used. When the belief is
outside of the thresholds (i.e. outside of the center region), the PIR is used.
These plots also show the PIR and camera detection outputs at each frame
to show how they affect the belief propagation. Plot (b) in each figure shows
the decision threshold that partitions the belief space. When the belief is
above this threshold, vehicle present is decided. When the belief is below
this threshold, vehicle absent is decided.
Focusing first on state estimation, notice where the various reward func-
tions set the decision threshold. The MAP estimator (Fig. 4.3(b)) sets the
threshold in the middle, so at each time it simply decides the most likely
state. The missed-detection-averse function (Fig. 4.4(b)) sets the threshold
much lower, at about 0.2. The threshold is set this way in order to lessen the
chances of a missed detection. In other words, if the system is over 20% sure
that a vehicle is present, it will declare a detection. In contrast, the false-
alarm-averse function (Fig. 4.5(b)) sets the threshold very high, around 0.8.
Because this reward structure prefers to avoid false alarms, the system must
be 80% sure a vehicle is present before it will declare a detection.
Of more consequence are the sensor-management policies. These directly
affect how the belief propagates, and thus more directly influence the overall
behavior of the state-estimation sequence. Each reward function results in
a distinct management policy. The MAP estimation reward structure sets
upper and lower sensing thresholds at 0.99 and 0.03, respectively. They are
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set this way because the PIR is more reliable at detecting the absence of
a vehicle than it is at detecting presence (due to false alarms from other
motion). To put it another way, this policy dictates that the camera is to
be used until the system is either over 99% sure a car is present or over 97%
sure a car is absent. Figure 4.3(a) shows how these thresholds affect belief
propagation.
(a) Sensor management.
(b) State estimation.
Figure 4.3: Joint sensor management and state estimation for MAP
estimation.
The missed-detection-averse reward structure sets both the upper and
lower thresholds lower than MAP estimation. The upper threshold is set
to 0.87 while the lower threshold is set to 0.015. Effectively this shifts the
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role of the camera. Under this policy, the camera is used often when vehi-
cles are absent to ensure rapid detection of any vehicle that may enter the
frame. Once a vehicle has been detected, the PIR is used more often in order
to save some of the power that was used by the camera. The PIR’s high
false-alarm rate is not a concern, as the system prefers false alarms to missed
detections. Looking at the state-estimate sequence, notice that this policy
results in fewer missed detections than the other two policies, at the expense
of more false alarms.
(a) Sensor management.
(b) State estimation.
Figure 4.4: Joint sensor management and state estimation for
missed-detection-averse reward function.
Finally, the false-alarm-averse reward structure sets both thresholds higher
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than the other two reward structures. In fact, there is no upper threshold,
and the lower threshold is set to 0.04. This policy only senses with the PIR
when it is more than 96% sure no vehicles are present ; otherwise, it uses
the camera. As one would expect, this policy sacrifices missed detections in
order to keep false alarms lower than for the other two policies.
(a) Sensor management.
(b) State estimation.
Figure 4.5: Joint sensor management and state estimation for
false-alarm-averse reward function.
An additional feature of these optimal policies is that they are almost triv-
ial to implement in a real system. Finding the optimal policies can take
significant computation time, but once found they are typically very simple.
At each step, the belief is merely compared to a few thresholds to determine
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which action should be taken. In practice, it may be necessary to store the
policies for several different energy levels. A system can track the average
power consumption over time, and if it is higher or lower than expected,
a different policy can be adopted. Alternatively, policy switching may be
implemented to achieve power points that cannot be achieved by implemen-
tation of any single policy. This method was discussed in Section 2.2.2.
Finally, we have not compared our solution methodology with some of the
model-free methodologies mentioned in Chapter 1. Instead we focused solely
on the performance and structure of policies generated from our dynamic-
programming approach. In general, model-based approaches will not do
worse than model-free approaches, as long as the model is accurate enough.
The drawback is that accurate models often take a lot of training data to
build. Further, it is often computationally intractable to find optimal poli-
cies for large models. (However, approximate algorithms exist. See Section
2.3.3.) So in certain cases, a model-free approach may actually be prefer-
able. In situations like vehicle monitoring, though, where models are simple
and easy to build, adopting a model-based approach can give better perfor-
mance. It is important to keep the application in mind when deciding which
techniques are most appropriate.
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CHAPTER 5
CONCLUSIONS
In Chapter 2, a general framework was developed for jointly scheduling sens-
ing resources and performing state estimation. This framework requires that
the state sequence be modeled as a discrete Markov chain. Further, it re-
quires the sensors and detection algorithms to have binary outputs. The
sensors must be characterized in terms of their respective probabilities of
detection. If all of these requirements can be met, the framework provides
powerful tools for managing sensing resources on an energy-starved device.
The structure of the optimal sensing policy is simple and easy to implement.
Further, we showed how our problem fits in with the more general POMDP
framework, which allows use of the numerous tools that have been devel-
oped for POMDPs over the years. There are limitations to the framework,
however. Most obviously, natural phenomenon cannot always be accurately
modeled using a Markov chain. Second, it requires sensors to be paired with
specific detection algorithms in order to provide a binary output. Perhaps
it would be preferable if the model could handle sensor readings directly,
i.e. continuous rather than binary observations. Lastly, even with all the
POMDP tools available, finding optimal (or sometimes even approximately
optimal) sensing policies can be intractable for large problems. In short,
this framework is extremely useful for applications that can be easily mod-
eled with a modestly-sized Markov chain, and for which multi-modal sensing
capabilities provide a natural energy-performance tradeoff.
In Chapter 3, we outlined such an application. Vehicle traffic monitoring is
naturally modeled using a two-state Markov model (vehicle present/absent).
Further, detecting the presence of moving vehicles lends itself well to multi-
modal sensing. A low-power PIR sensor can be used to detect the presence
of motion, but results in a large false-alarm rate when trying to specifically
detect vehicle motion. This limitation is easily addressed by the addition of
a camera, which can accurately detect the presence of a moving vehicle, but
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consumes about 100 times the energy of the PIR in doing so. With these
elements in place, we showed how the necessary model parameters could be
derived from a relatively modest amount of training data. An issue with the
presented experiments is that performance was analyzed on the same data
set used to train model parameters. It would be useful to verify our results
on a data set that was not used for model extraction.
Finally, Chapter 4 demonstrated the performance of optimal sensing poli-
cies on real vehicle data. In most applications, Pm and Pf are not of equal
importance. We demonstrate how the flexible POMDP reward structure can
be used to capture these differences. The tradeoff between Pm and Pf can
also be set by adjusting detector thresholds. However, in many cases adjust-
ing detector thresholds is either impossible or undesirable. One may not have
(or may not want) direct control of the detection algorithms themselves. For
example, the PIR sensor we used has a fixed threshold and only provides a
binary output signal. In these cases, the POMDP reward structure provides
an alternative method for controlling Pm and Pf.
We also showed how energy consumption can be dramatically scaled down
while maintaining acceptable performance. On real data, however, perfor-
mance in the extremely low-energy regime does not match the expected per-
formance. This discrepancy could be caused by model mismatch, violated
assumptions, or simply a lack of data. More data may be required in order to
observe average system performance. These questions warrant investigation
in future work.
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