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We construct an infinite dimensional renewal process whose coordinates are indexed by the integers. In 
this process, the failure rate of a given object is equal to the average of the ages of its neighbors plus a 
nonnegative constant. We show that the process is ergodic if and only if this constant is positive. 
multidimensional renewal proceses * ergodicity * attractiveness 
1. Introduction 
In this paper we study an infinite dimensional renewal process introduced by Spitzer 
(1986). The state space of the process is a subset of KY”,. We interpret an element 
n EIW~ in the following way: at each site iEE, there is an aging object which is 
renewed when it dies, its age being I. The object at site I’ has as death rate: 
~;(rl)=c+i(77(i--1)+71(i+l)), 
where c E R, = [0, -too). 
As it is often the case when the state space is an infinite product, the construction 
of a process with the above rates requires some care. This will be done in Section 
2, where we construct the transition probabilities P(t, 7, . ) of the Markov process 
we have just described. Throughout this paper we say, as in Liggett (1985), that a 
process is ergodic if there exists an invariant probability measure p such that for 
each n in the state space of the process P( t, 7, . ) converges weakly to F as t + +a~. 
It follows immediately from this definition that whenever a process is ergodic, its 
invariant (probability) measure is unique. 
Our main results, Theorems 1.1 and 1.2 below, say that the process we are 
considering is ergodic if and only if c is strictly positive. This confirms a comment 
in Spitzer (1986) concerning the uniqueness of the invariant measure in the case in 
which c > 0. 
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Theorem 1.1. If c > 0, then the process is ergodic. Moreover, its unique invariant 
measure k is the law of a stationary Markov chain on R.,, obtained as the injinite 
volume limit of the Gibbs measures CL, on R:“[-“~ *I, whose density with respect to 
Lebesgue measure is 
n-l 
-c 2 q(i)-$ 1 r](i)v(i+l) , 
i--n 8=--n 
(1.1) 
where Z,, is a normalizing constant. 
The proof of the above theorem is given in Section 3, but we now describe its 
strategy. To do so, we start recalling the discussion in Spitzer (1986), concerning 
finite dimensional renewal processes. 
For each n consider a process in R$“‘-“* n1 whose renewal rate function (cp,( r]))lilsm 
is the gradient of 
q’,(n)=c i q(i)++ ‘f’ T(i)q(i+l). 
i=-_n jc-n 
Its (formal) generator is then given by 
Lf(77)= lt i=_n 
[ 
i-f (77)+ (PI(T)(f (77 -f (77)) 
I 
, (1.2) 
where: a/ai means the partial derivative with respect to T(i), and 
i 
n(j) 
77j(j)= 0 
if j# i, 
if j= i. 
A simple calculation shows that if f is a continuously differentiable function with 
compact support and p,, is as in the statement of Theorem 1.1, then 
(1.3) 
This suggests that CL,, is an invariant measure for this process. This is indeed the 
case, and is proved in Section 3, where we also prove the ergodicity of these finite 
dimensional processes (see Theorem 3.4). Unfortunately we have not found any 
result in the literature that allows us to conclude the invariance of pn directly from 
(1.3). The main reason for this is that these processes are not Feller, as we shall 
later see. To overcome this difficulty we constructed these finite dimensional renewal 
processes as a limit of Feller processes, and then used the approximating sequence 
to prove the invariance of pn. 
To prove Theorem 1.1 we will use some order preserving properties shared by 
both the finite dimensional processes and the infinite dimensional process. To explain 
these properties, we first note that from the form of cpl( .) it is clear that these systems 
present some kind of ‘anti-ferromagnetic’ interaction (the bigger n (i - 1) and q (i + 1) 
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are, the faster T(i) flips to zero). Hence, the order preserved by the evolution of 
these processes is not the usual partial order on R:, but the one we now introduce, 
vO& if for all FEZ, 77(2k)s5(2k) and 77(2k+1)~[(2k+l). 
Using this order the distribution at time t of (7(-i), . . . . , 7(i)) under the infinite 
dimensional dynamics can be bounded from above and from below with the 
distribution at time t of the same coordinates under some properly chosen finite 
dimensional processes. Finally, Theoreml.1 will follow from: 
(i) the ergodicity of the finite dimensional systems, and 
(ii) the convergence of p,, as n goes to infinity. 
Clearly (ii) is a consequence of the ‘absence of phase transition’ in the language 
of Gibbs measures. (Observe that +., is a ‘zero boundary’ Gibbs measure.) 
The fact that c > 0, obviously gives some stability to the process. Hence, it is not 
surprising that its long time behaviour changes considerably when c = 0. This is 
confirmed by our next theorem. 
Theorem 1.2. If c = 0, then the process is not ergodic. 
The proof of this last theorem, which we give in Section 4, uses the following 
idea: suppose there exists a positive, a-finite measure p, of infinite total mass, such 
that: 
(1.4) 
for any measurable set I’. Suppose also that there exists an open set A, such that 
1 (A) < +a, and for which we can prove that any invariant probability measure v 
satisfies v(A)>O. Then the process cannot be ergodic, because if it were so, its 
unique invariant meaure v would satisfy 
lim inf P(t, n, A) 2 v(A) Vq. 
I-rim 
Inserting this in (1.4) and using Fatou’s lemma we would have p(A) = +m contra- 
dicting our assumption. 
Unfortunately, the proof of the existence of a measure p as above presents some 
technical difficulties, as we shall see in Section 4. For this reason we will only follow 
loosely the method we have just described. 
Remark. The construction given in Section 2 is quite technical, but we believe that 
the reader can understand the rest of the paper without spending time verifying its 
details. 
2. Construction of the process 
The restriction on the state space to a suitable subset X of I%!“, comes into play very 
naturally when we consider finite dimensional approximations. This can be seen by 
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means of the following example, which we treat informally. Consider a state n such 
that 17 (x) = 0 for x < 0 and n(x) diverges very rapidly as x + +03. Suppose that 77 (x) 
is much larger than 1::; r](i). Then, let 
1 n(x) rln(x)= 0 if xs n, if x > n. 
If the process starts from r),, then the following sequence of events is likely to occur 
before some time t which can be chosen independently of n: the first object to die 
is at site n - 1, the second object to die is at site n - 3, and so on. Hence, for n odd, 
the object at site 0 is likely to die earlier than the object at site 1. For n even their 
roles are reversed. This means that ‘influence from infinity’ is felt at the origin in 
finite time. Since it is desirable to avoid such things we shall define: 
x= TpRB,: c -= 1 1 1 ,>“77(i)+l +m=Z”7J(i)+l . I 
Now we need to introduce some notation: given any topological space Y, B(Y) 
denotes its Bore1 u-algebra, and C,(Y) denotes the Banach space of bounded, 
continuous, real valued functions with IIf]] = supyE y ]f(~~)l. If n 3 1, 
[-n, n]={keZ: -ns kc-n}, 
X, =[wI;“.“l, 
c(X,,) denotes the closed subspace of C,(X,), formed by the elements tending to 
zero at infinity, and Cl(X,,) denotes the set of real valued, continuously differentiable 
functions with compact support in X,. Given two elements 71 and 5 in X,, (or X) 
we say that n s 5 if n(x) 5 t(x), for all x E [-n, n] (or Z). 
For 7 E X, (or X) and t E R,, let K, = (5 E X, (or X): 5~ v}, and denote by 
n+ftheelementofX,, (orX)definedby(r]+t)(x)=r](x)+ttlx~[-n,n] (orZ). 
2.1. Finite dimensional approximations 
The Markov process on X,, associated to the (formal) generator L, of (1.2) turns 
out not to be a Feller process (see the remark following the proof of Proposition 
2.4). For our study of the ergodic behavior it will be convenient to approximate it 
by suitable Feller processes, obtained by eliminating the renewals when 
]I 7 I],, ‘!A’ Cy_, q(i) is large. For this, if k 2 1 let g, : R, + R, be given by 
i 
1 if ts k, 
gk(t)= 2-t/k if k<t<2k, 
0 if ts2k, 
and define, for f~ Cl(X,), 
Ln~,S(r))=,~_~~~(17)fgr(ll?I/,,) i cPi(77)(.f(~')-_S(~)), 
i=_n 
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with the convention that T(-rz- 1) = ~(n+ 1) =O. Using classical theorems on 
semigroups and Markov processes we have: 
Proposition 2.1. 7ke closure of Ln,k 
on c(X,,). There exists a Markov 
satisfying: for all f E C (X, ), 
S,,(r)f= Pn,k(j, 77,f), 
where 
on c(X,,) generates a Feller semigroup S,,,(t), 
process with transition probabilities P,,k (t, v . ) 
Proof. As we shall see this is a consequence of well known results which we refer 
to for the sake of completeness. Indeed, for fe C(X,,) and t 2 0 let 
(T,(r)f)(rl) =.I-(77 + t). 
T,,(t) is a strongly continuous contraction semigroup on C(X,,), whose generator 
is then a closed, densely defined operator A,,. It follows from Proposition 1.3.3 in 
Ethier and Kurtz (1986) that Cl(X,*) is a core of A,. If f belongs to this core we 
clearly have 
A,f= j,, $/: 
For j”E C(X,) let 
(2.1) 
W(71) = i (Pi(77)(f(71i)-f(rl)) 
j=-_n 
(2.2a) 
and 
&,kf(71) = &(II~Il.)W-(77). (2.2b) 
Since B+ is bounded and dissipative, Theorem 1.7.1 in Ethier and Kurtz (1986) 
implies that L,,k, the closure of Ln,k, is equal to A, + Bn,h, and generates a strongly 
continuous semigroup .Sn,k(t) on C(X,). Since Ca(X,,) is a core for A, and B,,k is 
bounded, it is also a core for &,,. (2.1) implies that iff is in this core 
JLJ(~)~O when f(71) = SUP f(7). 
I)LX., 
Thus, from the Hille-Yosida Theorem (Theorem 4.2.2 in Ethier and Kurtz, 1986), 
it follows that S,,,(t) is positive; but En,, is obviously conservative, and so S,,k(t) 
is a Feller semigroup on C(X,) (cf. definition at p. 166 of the above reference). The 
last statement follows by Theorem 4.2.7 in the same reference. q 
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Notation. We will simply write 1) 77 11 since this will cause no confusion. 
Using the same method as above and standard coupling techniques, one can 
prove the existence of a Markov process on X,, x X, whose transition probabilities 
P,,,(t, (7, [), r) (r a Bore1 subset of X,, XX,) satisfy the following properties: 
(a) ~~,k(f,(77,5),T~X~)=P~,~(t,77,r) vraOO, n95~Xn andrEB(X,,). 
(b) &(r, (77,697 X, x 0 
I 1 if&+ttE = 0 otherwise VtaO, q,t~X,, and r~93(X,,). 
(c) If A = ((7, 5): 7 G 0, then 
We leave the details of the construction of this process to the reader. Note that 
conditions (a) and (b) simply say that the marginal processes are the Markov 
processes on X,, whose generators are A, i- Bn,k and A,,. From this and property 
(c) we deduce the following lemma. 
Lemma 2.2. For all 77 E X,,, f 2 0 and k EN, we have P,,,k(t, 7, K,+,) = 1. 0 
Let 7, k and 1 be such that ()nl\ 6 min{k, I}. Then (A,, + Bn,k)f( 77) = 
(A,, + B,,,)f(q) VIE c(X,). This, Lemma 2.2, and the integration by parts formula: 
I 
s+(t)“/-- s?,dt)f= 
I 
%,(s)[Bn,, - &,,I&,,(t - slfds 
0 
imply the following lemma. 
Lemma 2.3. P+(r, 77, r) = P,,r(r, 77, r) f or all r E SZI(X,,) and all 77 and t such that 
j\~+tJJ~min{k, l}. 0 
Now we construct a Markov process on X,, corresponding to the description 
given in the Introduction. 
Proposition 2.4. As k goes to infinity Pn,k ( t, Q, r) converges. 7he convergence is uniform 
on r, on bounded t sets and on compact 7 sets. The limit P,,( t, 7, r) is the transition 
function of a Markov process on X,,. Moreover, iff E c(X,,), then 77 + P,,(t, 77, f) = 
Jf(S)P,(t, 9, W zs an element of C,(X,). Finally Pn(t, 7, K,,,) = 1. 
Proof. The first two assertions are obvious consequence of Lemma (2.3). To prove 
the third assertion we must verify the following properties: 
(a) P,,( t, 77, . ) is a probability measure on X,, 
(b) P,,(O, 7, .) = 8, (the unit mass at n), 
(c) (I, 7) + P,,( t, 7, r) is Bore1 measurable for any r E 93(X,) and 
(d) P,(t+s,rl,r)=5Pn(s,5,r)P,(t,77,d5) Vs,tzO,~~x,, andTe93(X,). 
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Once properties (a)-(d) are proved, the existence of a Markov process associated 
to P,, follows from Theorem 4.1.1 in Ethier and Kurtz (1986). 
For each k, P,+ is the transition function of a Markov process on X,,. Hence, it 
satisfies the above conditions. Since P,, is the limit of P,,k is also satisfies (b) an (c) 
and, in view of Lemma 2.3, it satisfies (a) too. To prove (d) write 
By Lemma 2.3 for 7, t and s fixed, and k large enough Pn,k (s + t, v, . ) = P,,(s + t, T,I, . ) 
and P,,k(t, 77, . ) = P,,(t, 77, . ), therefore (d) follows from (2.3) and the Dominated 
Convergence Theorem. To prove the fourth assertion, note that n + Pn,k (t, r],f) is 
a continuous function and, by our first assertion, converges to P,,( t, r],f), uniformly 
on compact 77 sets. Now the last assertion follows immediately from Lemma 2.2. q 
Remark. In general, n + P,,(t, 7,s) does not belong to c(X,,), even if f is in that 
space. Besides this, if f is a bounded and uniformly continuous function, it may be 
the case that P,(t, v,f) does not converge uniformly to f (r]) as t 5 0. For these 
reasons the semigroup associated to P,(t, 7, f) cannot be constructed directly from 
its generator and the Hille-Yosida Theorem. Nevertheless in this case a direct 
construction on the path space D([O, +a), X,,) is very simple. The reason to adopt 
our procedure-approximating by Feller processes-will be clear in Section 3. 
2.2. Construction of infinite dimensional process 
Since we plan to define the transition function of our process as a limit of P,,, we 
need to show that these converge with some uniformity as n goes to infinity. This 
is the aim of our next proposition. To state it, we introduce the following notation: 
for AC Z, let %,A be the class of Bore1 subsets of X whose indicator functions 
depend only on coordinates belonging to A. Then let 
%= u %A. 
ACZ 
A finite 
For fixed n E X, the unique probability measure on X which concentrates on 
{.$EX: n(3c) =5(x) Vx$[-n, n]} and whose projection on X, coincides with 
P, (t, 7, . ), will be denoted by P,,( t, q, + ) too. 
Proposition 2.5. Suppose that A c E is$nite, 5 E X and t E [0, +a). Then, 
lim sup sup (P,(t,~,r)-P,(t,77,r)l=O. 
n, ,n ‘I c Kc 1.c ‘6, 
Proof. Since P,, is the limit of P,,k it suffices to prove that 
lim sup sup sup IPn,k(t,r],r)-Pm,k(t,r],rl=O VtZO, [EX. 
n,m k ~,t Kc I‘e “,., 
Let n>m and fix VE&, t and k. Then consider a process (r]: , 73, a,) on 
x, x x, x (0, l}[_“* m1 satisfying the following properties: 
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(a) The first marginal is the Markov process with transition function Pn,k, starting 
from the restriction of n to [-n, n]. 
(b) The second marginal is the Markov process with transition function P,,,k, 
starting from the restriction of n to [-m, m]. 
(c) The third marginal starts from LY = 0. Its coordinates will only flip from zero 
to one. The rates of these flips are 
$(5(-m-l)+ I) for the coordinate a(-m), 
i([(m+l)+t) for the coordinate a(m), 
f[cu(i-l)([(i-l)+t)+a(i+l)({(i+l)+t)] 
for the coordinate Ly( i), -WI + 1s is m - 1. 
(d) For all s E [0, t] and all i E [-m, m] we have 
P(r](i)fnf(i), a,(i)=O)=O. 
The existence of such a process can be derived by the same method we used to 
obtain the transition rates P,,c. We will leave the details of this construction to the 
reader but we indicate the main properties that allow us to write the generator of 
the process: 
(i) The rate at which the ith coordinate flips is the same for the first two marginals 
ofthe process if n’(i-l)=q2(i-1) and q’(i+l)=n’(i+l), -m+l~i~m-1. 
(ii) Up to time r, both nt and 7: concentrate on the projection of KC+, on X, 
and X, respectively. Hence the flipping rates of q’(i) and q’(i) differ by at most 
the Aipping rates of a(i). 
It follows from (d) that 
P(~~(i)#q~(i))~P(o,(i)=l) ViE[-m,m], sSf. (2.4) 
To give an upper bound to P(LY,( i) = l), let Z,, Y, be independent exponential 
random variables such that E(Z,) =2/(.$(i- I)+ t) and E( Y;) =2/(e(i+l)+ t), 
-m s i s m. Then, define 
s,=z,+z,_,+...+z_,, 
and 
T, = Y;+ Yi+,+. . .+ Y,. 
In view of the rates of the process (Y, we have 
P(cx,(i) = 1) =P(min{S,, Ti}G t), 
which, due to the divergence of the series CE, l/(,$(i)+ 1) and Cr=“_, l/(&(i)+ l), 
goes to zero as m goes to infinity. Since the random variables S, and T, do not 
depend on k nor on n E K,, this convergence is uniform in k and in 77 E K,. The 
proposition now follows from (2.4) and the fact that 
sup ~Pn,k(f,~,~)-Pm,k(t,r],~)(~$(~:(i)#~:(i) forsome iEA). 0 
I‘c %, 
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Now, for 77 E X and A CZ finite, let 
and 
Then, for t E [0, fco) and r E VR” define 
P( t, 77, r) = lim P, ( t, 77, r), (2.5) 
which exists by Proposition 2.5 and the last assertion of Proposition 2.4. 
Corollary 2.6. Let t > 0 and r] E X be jxed. 7’hen (a), (b) and (c) below hold: 
(a) For A c Z finite, 
and 
P(t, v, r) = sup{P(t, 7, K): K compact, K c r, K E %“+I} 
for any r E TZ’+‘, 
(b) P(t, r], e) is a-aditive in the algebra %“+r of K,,,. 
(c) There exists a unique probability measure on C%(X), also denoted by P( t, 7, . ), 
satisfying (2.5). 
Proof. The first part of (a) follows from Proposition 2.5 and the definition of I? 
The second part is a consequence of the first and the following observation: since 
P,,( t, 7, . ) can be considered as a probability measure on !R[,-“~“J, it is regular. Part 
(b) follows then immediately. (c) follows from (b), Caratheodory’s Theorem and 
the last assertion of Proposition 2.4. 0 
As we did before for P,,k and P,, we define P( t, 7, f) as j f ([)P( t, 7, do for any 
bounded continuous function f on X. To prove that P(t, 7, ‘) is the transition 
function of a Markov process we first need the following lemma: 
Lemma2.7. 
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Proof. It follows from the last assertion of Proposition 2.4 and from 2.5 that 
P( t, v~, KS+,) = P( t, n, Kr+,) = 1 Vn. Therefore we may assume, without loss of 
generality, that f tends to zero if any of the coordinates on which it depends tends 
to infinity. For these functions, the map n + Pk (t, 77, f) is continuous by Proposition 
2.4. Therefore the lemma is a consequence of: 
lim SUP IMf, 77,f)-P(t, 7,f)l=O, 
k ‘)CKe 
which in its turn follows from Proposition 2.5. 0 
Proposition 2.8. The collection of meaures P( t, 71, . ), t 2 0, r] E X, satisjies the following 
properties: 
(a) P(t,77,K,+,)=lVrlEX,tE[O,CO). 
(b) P(O, T, . ) = a,(. ) VT E X. 
(c) For any BE%(X), the map (t, q)+P(t, 77, B) is CB([O,co))O93(X) 
measurable. 
(d) P(t+s,7),B)=l,P(s,~,;)P(t,rl,d~)Vs, t20, BE%?(X) andqEX. 
Proof. (a) follows from (2.5) and the last assertion of Proposition 2.4. (b) follows 
from (2.5) and the fact that P,,(O, 7, .) = a,( .) Vn. To prove (c), first observe that 
if BE yt-,,.I, then Vm 2 n, (t, 7) + P,( t, 7, B) is measurable. Therefore, by (2.5), 
(t, n) + P( t, 7, B) is measurable for any B E %. Let 
~={B~~(X):(t,~)+P(t,~,B)ismeasurable}. 
Then ti 3 % and, since & is closed under sequential monotone limits and YZ is an 
algebra, ti = 93(X) by the Monotone Class Theorem. To prove (d) it suffices to 
show that 
P(t+s, ~,f) = p(s, E,fV’(t, v, W, 
for any bounded, continuous, cylinder function f: Since P,, (t, 7, . ) is the transition 
function of a Markov process we have 
P,(t+s, sf) = P,(s, S,f)Pn(t, 77, d5) Vn 2 1. 
By part (a) of Corollary 2.6 the left-hand side tends, as n + ~0, to P(t + s, ~,f). 
Hence, it suffices to show that the right-hand side converges to 5 P(s, &f) P( t, r), de). 
To do so, write 
P(s, 5,f )P(t, 77, d5) - 
I 
P,(s, 5,f )P,(t, rl. d5) 
S 
II 
[P(s, &f) - P,(s, &f)IPn(t, 7, d5) 
The first term of the right-hand side above is less than, or equal to 
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which converges to zero by Proposition 2.5. The fact that the second term also goes 
to zero, follows from Proposition 2.5, Lemma 2.7, part (a) of this proposition and 
the last assertion in Proposition 2.4. 0 
From this last proposition we immediately have: 
Theorem 2.9. There exists a Markov process on X, whose transition probabilities are 
P(C rl, .). 
Proof. Let 77 E X. Then by part (a) of Proposition 2.8, P( r, r], . ) is tight and the 
existence of a probability measure lPV on (X’O,x’), %I(X’“,“‘)) such that 
tP1(n(f,)EFi: ICiSfl) 
= 
I I 
. . . P(t,,77,d?ll)P(tz--t,,rl,,drlz)...P(j,,-t,-,,77n~,,drln) 
“I 11, 
VnZ-1, OS t,~.-.ct,, r,EcB(X), lSiG?I, 
is then a classical result (cf., e.g., Ethier and Kurtz (1986)). If the initial state is a 
probability measure (T on X, the corresponding measure $, can be defined as 
j IP~ dg(n) (see Proposition 4.1.2 in the same reference). 0 
3. Ergodicity of the finite and infinite systems when c>O 
The main goal of this section is to prove Theorem 1.1. According to the strategy 
outlined in the introduction, the proof consists of three steps: (a) attractiveness 
properties, which provide upper and lower bounds for the law of (T( -k), . . . , v(k)) 
under the full dynamics by its law under suitable finite dimensional dynamics; (b) 
ergodicity of the finite dimensional dynamics; (c) convergence of the finite 
dimensional invariant measures in the infinite volume limit. 
3.1. Attractiveness properties 
We recall the following partial order: For 7, 7’~ X,,(X), we say that n@ r]’ if 
n(x)< n’(x) for x even in [-n, n] (Z), and r](x)2 n’(x) for all x odd in [-n, n] 
(27). This induces a partial order on the set of probability measures on X,(X): 
,uOp’ if j f dp SI f dp.’ for any bounded continuous function f on X,,(X), which 
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is nondecreasing with respect to 0. (Of course, this implies the same holds for any 
bounded, measurable and nondecreasing function J) 
Lemma 3.1. Let 77 and 5 be elements ofX,, such that 7 0 5. Then P, ( t, r], . ) 0 P, ( t, 5, . ). 
Proof. The idea is to use something as the so-called ‘basic coupling’ (Liggett (1985)) 
which consists, in our case, in the construction of a joint version of the processes 
on X,,, starting at n and .$, and which flip to zero together as much as possible. 
Some care is needed due to the cut off in the rate function. Let us take by convention 
q(-n-l)=v(n+l)=O V~EX,. Consider for each HEN a process on X,xX, 
whose generator applied to f~ Cf(X, x X,,) is given by 
+C [f(77’, 5’)--f(77, S)l ’ (Pi(r7) A Pi( . g!f(ll77)( + 115(l) 
+C lIf(77’9 5)--f(77,5)1 ’ ((Pt(77)-cPi(S))+ ’ gk(ll7)ll+ 11~11) 
+C [f(77~5’)-f(?, 5)l ’ ((Pi(5)-(Pi(T))+ ’ LZk(llrlII+ll5ll)~ 
where gk, Ilrlll and ll5ll are as in Section 2, d/ai and d/a’i are the partial derivatives 
with respect to n(i) and t(i) respectively, and all the sums are taken from i = -n 
to i = n. The existence of this process follows as in Proposition 2.1. Using the same 
method as in the proof of Theorem 3.1.5 in Liggett (1985) we can see that the 
transition probabilities p,,,(. , . , . ) of this process satisfy 
@,,,k(t, (77, 5),{(rl, YJ: r,@&)= 1 t/n05 and ta0. (3.1) 
Let S,,k( t) be the semigroup associated to p,,k on c( X,, x X,,). The semigroup Sk ( t) 
constructed in Section 2 can be applied to functions in c(X,, x X,,) in the following 
way: 
Sn,k(t)S(rl, 5) = J S(l, 5)Pn,r,(t, 7  dl). 
Then using the facts that 
P+(r, 7, X,+,) = 1 and pn,,,(r, (~~5)~ K,+,x &+,) = 1 
and applying the formula 
to a function f(~, 5) depending only on 7, we can see that for 7 and 5 fixed and 
k~l(~+t))+1l~+tll we have 
&,k(W(% 5) = S,,(r)f(l7,5). 
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Hence, for fixed n and 5 and k large enough, the first marginal of the process 
constructed on X,, x X, and starting from (n, 5) is, up to time t, equal to the process 
P,,,k(. , 7, .). A similar argument holds for the second marginal. Therefore (3.1) 
implies that for fixed n,[ and t such that 705, and k large enough we have: 
Pn,k(t, 17, .)OP,,,k(4 5, .), 
which implies the lemma. El 
Using similar methods one can also prove the following lemma (details of this 
are left to the reader). 
Lemma 3.2. Letf be bounded continuous and nondecreasing with respect to 0. Suppose 
that f depends only on the coordinates in [-k, k] and that 2n - 13 k and 2m 2 k. 
Then, for q E X we have 
(a) Pznml(t, n,f )s P,,,(t, 7,f ), 
(b) pZ+,(t, v,f )” Pz,+,(t, v,f ), 
(c) P,,,(t, %f )a PZm+?(t, %f ). 0 
From the last lemma and the first statement in Corollary 2.6 we obtain: 
Corollary 3.3. ZfA k, n and m are as in Lemma 3.2, then 
P,,,+,(t, %f)sP(t, ‘I,f)~P,fn(4 %f) VrlEX. 0 
Thus, Corollary 3.3 tells us that for any k<+co we have the suitable bounds for 
the law of (7(-k), . . . , 77 (k)) under the infinite dimensional process. 
3.2. Ergodicity of finite dimensional dynamics (c> 0) 
Theorem 3.4. Let c > 0 and n E N. Then 
(a) 3 constants a,,, 6, E (0,~) depending only on n and c, such that 
sup IIP,(t,r];)-Pn(t,5;)11~ane~‘,, VtzO, 
1).CE X,, 
where 1) 1) denotes the total variation norm. 
(b) Let t_~,, be the unique probability measure on X,,, which is absolutely continuous 
with respect to Lebesgue measure and whose density is h,( 77) given by (1.1). Then t_~,, 
is invariant for P,, i.e., 
(c) For all r~ E X,,, P,,( t, q, . ) converges in variational distance to p,, as t goes to 
injinity. 
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Proof. Fix c > 0 and n E N. From the Markov property (a) will follow once we prove 
the existence of a positive constant (Y, such that for any 7, SE X, one can construct 
joint versions (T.~), (&) of the processes associated to the transition kernel P,,, with 
no = 7, .& = 5, and verifying 
P(& = n,) G= a,. (3.2) 
To prove the existence of such versions we may start with two independent processes 
up to time t = 4. Since c > 0 the probability that all the coordinates have flipped to 
zero before f = $ is bounded below by a positive constant Pn which does not depend 
on n or 5. After f =i let the processes evolve with the coupling of Lemma 3.1 with 
k > 2(2n + 1). Condition now on all the coordinates being in [O,:] at time t = $. 
Then all of them will lie in [0, l] up to time 1. Since c > 0 there exists a positive 
constant y,, (depending also on c) such that with probability at least yn all the 
corresponding coordinates of n and .$ have flipped to zero together at least once 
by time 1, and none of the corresponding coordinates have flipped separately. Thus, 
from the Markov property we obtain (3.6) with cy, = Pn. yn. 
We now prove (b). By Proposition 2.4, (b) is equivalent to 
lim (S,,k(tU’-f> dpn = 0, 
1. J (3.3) 
for all f~ CL(X,). Since s,,,(t) was constructed using the Hille-Yosida Theorem, 
(3.3) follows from 
lim ’ 
k i(l 
S,,,(s)(An + Bn,k)f(~7) ds 
0 > 
h,,(v) = 0. (3.4) 
Since P,,k(~, r), K,,,) = 1, we have 
IS,&)(A, + Bn,k)f(n)1 s s;p+\ ((A, + &.k)f(5)\. 
A simple computation shows that forfc Ch(X,,), there exists a constant K(f) such 
that 
I(& + &,/Jf(5)1~ ~(.I-)(11511 + 1) Vk, 
hence 
&&)(A, + &)f(n)\ 
~K(f)[]]n((+(2n+l)t+l] V~EX,,, s~[0, t], kEN. 
This bound is easily seen to belong to L,(p,,). Therefore we may use Fubini and 
the Dominated Convergence Theorem to conclude that (3.4) is implied by 
which is equivalent to 
lim (An + h,k)&,k(S)f(Tl) dpn(q) =O. 
k J 
(3.5) 
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Fix E > 0. Since S,,L(~)f is in the domain of the generator A, +Bn,k, and Cl(X,,) 
is a core of that generator, there exists & E Ci(X,) such that 
II&Y - %k(S)SII < c (3.6) 
and 
ll(A, + &,k)gk,, -(A, +  Bn.k)Sn.h(S)_f)) < 8. (3.7) 
From (1.3) and (2.2), 
ll 
(A, + R,h)gk,% dpu, = 
I ll 
(8, - &,k)gk,, Gn . (3.8) 
Again a simple calculation yields 
I(& -Bn,k)gk,.h)~s 1,,q,,=h2(17711 Ilgk,,i. 
By (3.6) the right-hand side above is less or equal to 1ilVil-_k2((77)((11fl( + e), which 
belongs to L,(p,,), and converges to zero as kT+a. Therefore 
lim (A, + Bn,k)gk,5 dpu, = 0. 
h 
This and (3.7) imply that 
lim sup 
II 
(A, + &,,)&,,(s)fd& d E. 
k 
Since F is arbitrary, we obtain (3..5), which proves (b). Finally (c) follows from (a) 
and (b). 0 
3.3. Convergence of y, 
As a consequence of Corollary 3.3 and Theorem 3.4 for the proof of Theorem 1.1 
it remains to show that the k,, converge, in some sense, as n -+ +OO. They are finite 
volume (zero boundary) Gibbs measures, with R+-valued spins and a nearest 
neighbour interaction, and their convergence is implied by the absence of phase 
transition. Probably this can be treated with more general procedures, but we give 
a simple proof which uses a convenient method to represent the density of pu, 
(Spitzer, 1986). 
Proposition 3.5. There exists a probability measure p on X such that 
jj~w-fdp,,=/fd~ 
for any bounded, continuous, cylinder function f: 
(3.9) 
Lemma 3.6 below will be used in the proof of this proposition. To state it we 
introduce the following objects. 
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For x, y 2 0 let 
Q(x,y)=exp{-$(cx+cy+xy)}. (3.10) 
In the remaining of this section we will write q, instead of n(i), i E Z. Since time 
will no longer be used as a subindex this will cause no confusion and will simplify 
the notation. Using the convention T-~-, = q,+, = 0 we can write 
(3.11) 
Then, we define inductively 
I 
+u^ 
Qk+‘(x, z) = Q”(x,y)Q(y, a) dy. 
0 
Thus Z, = 0”‘” (0,O). Also, from a classical result on positive symmetric kernel 
operators (cf. Theorem V.6.6 of Schaefer, 1974), we know there exists p > 0 and 
Cc, E L,([O, + co), dh) such that Ic, > 0, A a.e., 5:” 9’ dX = 1 and 
Q(x, YMY) dy = P+(X) A a.e. x (3.12) 
(h = Lebesgue measure). From (3.10) we easily see that we may assume $ positive 
and continuous, and so (3.12) will hold everywhere. We then define the probability 
kernel 
ptx 
9 
y) = Qtx, Y)~C~(Y) 
P@(X) . 
(3.13) 
Thus c,!/~ . dh is invariant for the kernel P( *, . ). Let r,,J * ) be the density of r],, under 
JL,,. Since Q(x, y) = Q(y, x) we can write (T_,_, = v,,+, = O), 
P 2n+“lp(0) (P”+‘(o, Q))2 
= Q2n+2(0, 0) rc12(r10) . 
Lemma 3.6. (a) For all n 3 1, x > 0, 
I 
+‘X 
r,,,(y) dy c e-CX. 
ri 
(b) r,,J . ) is decreasing, for each n P 1. 
(c) r,,,(O) S r,,0(O) < +CC for all n 3 2. 
(d) If c, = P~““$~(O)/ QZnt2(0, 0), then limn++m c, = 1. 
(3.14) 
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Proof. To show (a) it suffices to observe that each coordinate is stochastically 
dominated by a renewal process whose deaths are given by a Poisson process of 
rate c. (b) follows immediately from the definition of the process. (c) is a consequence 
of part (c) of Theorem 3.4 and Lemma 3.2. To prove (d), note that the process is 
irreducible and Harris recurrent, therefore by Orey’s Theorem (Theorem 6.2.10 of 
Revuz, 1975), P”(0, .)+ $‘( .) in L,(h). Therefore, 
(P”(O, * 1)’ 
$‘(. ) 
+ (cI’( .) in A-measure. 
From Fatou’s lemma we have 
J 
cc 
l= 
(P”(0, x))’ dx 
0 rc12(x) . 
(3.15) 
Since 
J 1= r,,,dx) dx = c, 0 J +U (P”+‘(O, x))’ dx 0 $2(x) ’ 
c,’ =I:” ((P”+‘(O, x))‘/$~(x)) dx. Hence, from (3.15) we obtain 
lim supcnS1. 
Il++‘W 
(3.16) 
Let us now suppose lim inf_,+_ c, < 1, and consider a subsequence nk + + CO with 
c,~ + a E [0, 1). Consequently, from (3.14), 
r,,,“( . ) + a$‘( . ) in A-measure. 
From(b), (c) and the Dominated Convergence Theorem we get for all y > 0, 
J 
I’ rn,,o(x) dx + a 
0 J’ u’q’(x) dx s Q. 
But this contradicts (a), which implies that for all y E (0, +a), 
J 
v + X’ 
r,,,,(x) dx = 1 - J r,,,,(x) dx 2 1 -e-“‘. 0 1’ 
Thus lim inf,,_+= c, z 1, which proves (d). 0 
Proof of Proposition 3.5, For 1 s k < n, let r,,k ( qpk, . . , T,-~) be the density of the 
marginal of (npk,. . . , qk) under pL,. From (3.11) and the symmetry of Q(. , .) we 
may write 
r++(%k,. ‘. 7 v/c) 
1 
= Q2n+2(0, 0) p 
k-l 
n p(%, %+I) ’ d-*$$ pn-k+L(O, r]k) 
i--k k 
k-l 
= ‘,pn-k+l 
co, 7-k) ;=“_, p(%, ?%+I) 
pn-k+‘(O, qk) 
(c12(vk) . 
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P”(0, * ) converges to ti’( . ) by Orey’s Theorem, while c, + 1 by Lemma 3.6. Therefore 
Scheffe’s Theorem implies 
k-l 
r&k v-k, . . . , ( 77k)+ IcT’(%k) II P(%, 7)itl) as n ++O” (3.17) 
is-k 
in L,([O, +c0) _ ’ k3 k1 dh) The proposition easily follows, with p being the law of . 
the stationary Markov chain associated to P(. , .) i.e., its marginals are given by 
the right-hand side (3.17), and it is easily seen that p(X) = 1. 0 
Proof of Theorem 1.1. It is an easy consequence of the results already obtained. 
Indeed, from Corollary 3.3, Theorem 3.4 and Proposition 3.5 we get that for any 
r) E X, P(t 7, *) converges to p as t + +a. For its invariance observe that if f and 
n are as in Lemma 3.2, 
J p(dv)&n-,(t, s,f)s p. dT)P(t, ~,f)s pCL(dv)Pzn(f, sf‘). (3.18) J J 
Besides this, the function n + P,,( t, ~,f) is nondecreasing with respect to 0. Thus, 
from Corollary 3.3, part (c) of Theorem 3.4 and the just proven convergence of 
P(t, 7, .) as t++cc, we have 
(3.19a) 
Now, Proposition 3.5 together with (3.18) and (3.19) give us 
J pL(dv)P(f, v,f) = PL(.I-) 
for all f as above. This is enough to conclude that p is invariant. 0 
4. Non-ergodicity of the infinite system when c =0 
In this section we prove Theorem 1.2. To prove this theorem we will use the 
techniques of Sections 2 and 3. Recall that the attractiveness properties (Lemmas 
3.1 and 3.2, and Corollary 3.3) hold for any c>O. We will also use the finite 
dimensional processes of Section 2 with different values of c, where c 2 0. For this 
reason, instead of P,,( . , . , . ) we will write P',( . , . , * ), dropping the superscript c 
only when its value is zero. 
Remark 4.1. From Proposition 2.4 it is immediate that for each t 3 0, and 71 E X, 
the measures P’,( t, 77, . ) depend continuously (variational distance) on the parameter 
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c 3 0. Now for each c > 0 and n 2 1 we introduce a new process on X,,, whose 
transition function will be denoted by Pz(. , . , .). The formal generator of this new 
process when applied to f E Cf.(X,) gives 
n-1 
Z? Pf+ C [f(ll’)-f(77)1’Pi(rl) 
(z-n dl ,=--n+, 
[ ( 
1 
+[f(v”)-f~~)l c+; 77(n-l)+--- 
rl(n)+c )I 
+rf(rl-“)-f(?l)l c+i rl(-n+l)+ [ ( 1 )I q(-n)+c . 
That is, we have simply changed the renewal rates at sites i = n and i = -n, adding 
the term l/(2( r](i) + c)). The reason will be clear in a while. The transition function 
6: can be constructed by means of the technique used in Section 2: let g, be as in 
that section; then multiply by gL( 11 n 11) the terms of the above generator not involving 
a derivative, and proceed as in the proof of Proposition 2.4. 
As we proved part (b) of Theorem 3.4 we can also prove the following theorem: 
Theorem 4.2. For c > 0 and n E N, let 
-iln(n(n)+c)-iln(r](-n)+c) . 
> 
Then, for all r E %I( X,, ) we have 
I 
&At, 7, U&(T) dh(rl) = 
I 
fi:(~) dh(q), 
1. 
where A is the Lebesgue measure on X,,. 0 
To prove the existence of a measure CL, satisfying (1.4) we should take the limit 
as c goes to zero in the equality of the above theorem. This presents some technical 
difficulties because it will force us to define a process for which the spins at sites n 
and -n flip to zero at arbitrarly high rates when they are close to zero. To avoid 
those complications we follow an indirect approach. 
The following lemma can be proved using the techniques of Section 3. 
Lemma 4.3. Let c > 0 and let f be a measurable, cylinder function which is increasing 
with respect to 0. Suppose f does not depend on the coordinates off [-k, k]. Then, 
provided 2n - 1~ k, we have 
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Before proving Theorem 1.2 we need to construct a certain measure on X. To 
define its finite-dimensional projections note that when c = 0, (3.10) becomes 
Q(x, Y) = exp( -$x~). 
Letting (cl(x) = x-“2 for x E (0, +a) we have 
I 
+Cn 
0(x, Y)+(Y) dy =&G(x) 
0 
for all x E (0, +a). Therefore (3.13) becomes 
This is a probability kernel, with a reversible, infinite-but o-finite-invariant 
measure g(x) dx, where g(x) =x-l for x E (0, +a). On X,,, we may now define the 
measure 
n--l 
dkh t-n), . . . , dv(n)) = g(q(-n)) II P(q(i), rl(i+ 1)) I? dq(i). 
i=-_n ,=-?I 
Note that p”, = (&,,/(2rr)“) . A where A is the Lebesgue measure on X, and i,(q) = 
lim,+o L:(v), for all 71 E X,. 
Proposition 4.4. There exists a unique u-additive measure p” on (R”+, LB(R$)) such 
that for each n 2 1, 
for all r, E %‘(X,). Moreover F’ is u-jinite and p’(RT\X) = 0. 
Proof. Since P( * , . ) . IS a p b b’l ro a 1 ity kernel and g(x) dx is reversible for P( . , a) 
we immediately see that the measures {~~},,~, are consistent. They are also c-finite, 
so that the first statement follows from the Kolmogorov-Daniel1 theorem. It only 
remains to prove that p’([w:\X) = 0. For this, take first 0 < a < b so that jk g(x) dx = 
1 (i.e., b = e . a) and let 
Gz,,,={n&: n(O)~(a,b)}. 
Thus, the trace of F’ on Ona,b is a probability measure, and it suffices to show that 
for any such a, b we have ~‘(fi,,~\X) = 0. But, if d > 0, m, n 2 1, 
where F(x) = (l/6) 1‘: (ee”‘2/&) du. Thus 
PO f&b ( \ f-l U [dk)<dl =O, n3, km 
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yielding that 
Similarly 
p” 1 rlEfi”,h: % 1 ,=, 7(-i)+ 1 <+a I =07 
so that p”(Q,.,\X) = 0. 0 
Proof of Theorem 1.2. We proceed by contradiction. Suppose the process were 
ergodic, i.e., there exists a unique invariant probability measure V, and 
lim P(t, n,f)= f dv 
,-+rx‘ I 
for all n E X, and all bounded continuous function f: It 
(4.1) 
is easily seen that we must 
then have ~(7: ~(0) > 0) > 0, so that we may take O< a <b < t-00 verifying 
~(7: r](O)~(a, b)}>O. Letf,(r])=F,(n(O)), wheref,(t)=O if t~a,~,(t)=l if/s 
l(u + b), and it linearly interpolates between these values for as t ~$(a + 6). 
Similarly, let ,fi( r]) =.Tz(n(0)) where jI( r) = 0 if r s $(a + b), fz( t) = 1 if t Z= b, and it 
linearly interpolates between these values for $(a + b) s t s b. Note that f, and ,h 
are increasing with respect to 0. Hence, by Lemma 4.3 we have for any c > 0, 
PS,,-,(f, %A)-Pln(r, %A?)&&, rl,fi)-Uf, %.A) 
s PSn(r, Q-l) - PSn-,(r, n,.,fJ 
Therefore, it follows from (2.5) and Remark 4.1, that 
lim lim inf psn(f, r],f, -f2) = P(t, v,f, -f?). (4.2) 
I,-tu? c-0 
Since fi -fiaO, we may use Fatou’s Lemma and Theorem 4.2 to conclude that 
for any sequence c,JO, as I+ +a, we have, for n = 2m, m 2 1, 
I 
A( 6’1 
X,, 
Li;+?fP:(f, v,fi -fJ e (77) dh(v) 
slim inf 
$5 
(4.3) 
,++‘x I x,1 
(fi -fi) $$, a. 
By the Monotone Convergence theorem we see that the right-hand side of (4.3) is 
equal to I,,, (f, -fz) dpf. Now, the functions we are integrating do not depend on 
the coordinates outside [-n, n]. It then follows from Proposition 4.4 that 
I 
lifn+~f&,Jr, n,fi -&) dp’(q)s (fi -fz) G’(rl). 
x + 
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Using, Fatou’s Lemma and (4.2), we get 
I 
p(t, n,fi-fi) doom 
I 
(fi -fi) dp’(n). (4.4) 
x x 
However the right-hand side of (4.4) is bounded above by CL’{ 7: n(O) E (a, b)} which 
is finite. Also it follows from the choice of a and b, that lim,_+m P( t, n,f, -fJ = 
j (fi -fi) dv’0. S’ mce F(X) =+a, (4.1) implies that the left-hand side of (4.4) 
diverges as f tends to infinity. This completes the proof. 0 
We conclude this paper stating some open problems: 
(a) Is p” an (infinite) invariant measure when c = O? 
(b) Is it the case that there are no invariant probability measures when c = O? 
(c) A process similar to the one studied here can be defined on a subspace of 
lR T’: take 
c +$ C = r](y) (1. ) denoting Euclidean norm) 
.“. 1). XI 1 
as the failure rate of the object at site x. Is this process ergodic for all c > O? 
Note added in proof. Question (a) above have been shown to have a positive answer 
(E. Andjel). 
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