Traffic parameters in general follow some patterns and identifying them is important since it will lead to more efficient end applications. With the introduction of various automated sensors, huge amounts of data are being collected, which can be used for identifying traffic patterns. In general, traffic patterns can be classified as yearly, monthly, weekly, daily and hourly. Travel time has been recognized as one of the most important parameters to fully facilitate many of the Intelligent Transportation Systems (ITS) applications. However, to predict the travel time, its weekly, daily and hourly patterns need to be analyzed. The present study analyzes the pattern followed by Global Positioning System (GPS) based bus travel time data. The travel time pattern may be different for different days of the week and hence the analysis was carried out separately for each day of the week. A systematic statistical analysis was carried out to rank these patterns in the order of significance for each day of the week separately. The statistical test namely, the Z-test for the mean of a population 5700). It was observed that all days have a similar pattern except Sunday.
Introduction
One of the interesting challenges in the field of Intelligent Transportation Systems (ITS) is to effectively utilize the huge amount of traffic data that are collected using automated sensors and archive them systematically. One of the most popular uses of this data is the prediction of traffic variables to future time periods that will be helpful in facilitating traffic control, operation and management strategies. The prediction of future traffic conditions has been a main component in many applications of ITS. These applications may include Advanced Traffic Management Systems (ATMS), Advanced Public Transportation Systems (APTS) and Advanced Traveler Information Systems (ATIS). In particular, travel time has been recognized as one of the most important parameters for fully facilitating many ITS applications (Cheol Oh & Seri Park, 2010) . Schweiger (2003) suggested that the performance of prediction techniques in terms of prediction accuracy is dependent on the travel time pattern of the collected data.
Traffic patterns can be classified as yearly, monthly, weekly, daily and hourly. The present study concentrates on the weekly, daily and trip-wise patterns. For yearly pattern analysis, the travel time data of each trip is compared with the corresponding trip of the day of the previous year(s). Similarly monthly, weekly and daily pattern For trip-wise pattern analysis, the travel time data of each trip were compared with those of the previous trip(s) that happened in the same day. Past literature shows that one can predict the traffic conditions using a historical database based on traffic patterns (Zhu, Zhu, Li, Seer & Ni, 2009) , (Chen, Yang, Zhang & Teng, 2011) , (Li & Rose, 2011) , (Tiesyte & Jensen, 2009 ). Wu, Su, Chang, Wei, Ho, Lin et al., (2003) obtained the travel time patterns by collecting the speed information of vehicles from loop detectors and observed the weekly pattern as the strongest. Ohba, Yoshikazu, Hideki and Masao (2000) obtained the travel time pattern from the mean of the smoothened actual travel times collected from tollbooths of expressways to predict travel time. Kwon, Coifman and Bickel (2007) used the loop detector data to obtain day-to-day travel time trends that were used for prediction using regression analysis under homogeneous traffic conditions. It was concluded that there would be a strong dependence among successive probe vehicle travel times within a particular day. Lee and Chien (2012) used GPS data from buses to obtain travel time patterns by using historical trajectories similar to the current trip to predict bus travel time. Kumar and Vanajakshi (2012) used GPS data from buses to obtain travel time patterns by using statistical techniques to predict bus travel time. It was concluded that there would be a strong weekly pattern followed by trip-wise pattern. The study did not differentiate the travel time pattern for each day of the week trips separately during the analysis. However, different days of the week may have different patterns and hence it is important to analyze the days of the week separately. For example, weekends may have a different pattern and may not be similar to the previous or next day. The present study explores this area to identify the most significant patterns in travel time data by separately analyzing them day wise using statistical tests. 
Study Route and Data Collection
Global Positioning System (GPS) units are commonly used to collect data for Advanced Public Transportation Systems (APTS) applications. GPS can track vehicles continuously to provide their location details at given time intervals. In the present study, GPS units fitted in public transport buses were used for data collection. The bus route for the present study is selected in Chennai city, which is a major metropolitan city in India. The selected bus route (5C) connects the epot, located in the northern part of Chennai city, to the Taramani bus depot, located in the southern part of Chennai city. It has a route length of around 15 km. The selected road stretch consists of several types of urban roads with varying geometric characteristics with highly heterogeneous traffic and various types of land use characteristics such as residential, commercial and institutional areas. Table 1 shows the distance between bus stops with bus stop details. The average time headway between two consecutive vehicles in this route was around 30-45 minutes. The data were collected for every 5 seconds from 6 AM to 8 PM using permanently fixed GPS units over a period of two months from January 2013 to February 2013. The collected data from the GPS units included the ID of the GPS unit, latitude and longitude of the location at which the data entry was made, and the corresponding time stamp. Real time communication of the data was carried out using GPRS. The collected data were stored using Structured Query Language (SQL) database as individual files for each day.
The distance between two consecutive data entry locations was calculated using the Haversine formulae (Chamberlain, 2013) , which provides the great circle distances between two points on a sphere from their latitudes and longitudes as
The processed data consists of the travel times between consecutive locations, obtained as the difference between the corresponding time stamps, and the corresponding distance for all the buses. Out of the collected two months data, thirty days data were considered as base period and every trip that happened in the base period were considered as base trips . Since the time headway between the buses is approximately 45 minutes, one trip for every one hour is used from 6 AM to 8 PM. Thus, the base period consisted of a total of 420 base trips (14 trips/day×30 days). To analyze the travel time patterns, the entire section was divided into smaller subsections of 100 m length and the time taken to cover each 100 m subsection was calculated by using the interpolation technique. Thus, for each trip, the final sample size was 150, one for each subsection (thus, there are 150 100 m subsections in the route with a length of 15 km). Since the sample size is greater than 30, the Z-test was used to test the hypothesis as detailed below.
Methodology and Results
The Z-test for the mean of a population of differences for paired samples (Sprinthall & Richard, 2003) was conducted for the hypothesis testing at 5% level of significance. The test compared each 100m section travel time of the base trips (trips that happened in the base period) to the target trip (corresponding weekly trip, ) to check whether the mean of population of differences is zero or not. The check for weekly patterns analyzes the significance of trips carried out in the same time period of the same day of the previous week to the current trip, the check for daily patterns analyzes the significance of trips carried out on the same time period of the previous days to the current trip, and the trip-wise patterns analyzes the significance of the previous trips of same day to the current trip. The underlying assumption for the Z-test is that the test statistic follows a normal distribution, i.e., the Z-test for the mean of a population of the mean of the differences follows a normal distribution. Hence, it was tested whether the differences follow a normal distribution or not by
According to Rees (2001) , if the skewness value is greater than +1, the distribution has a positive skew and if the skewness value is less than -1, the distribution has a negative skew. If the value of the skewness lies between -1 and +1, the distribution is roughly symmetrical, i.e., it follows a normal distribution. In the present study, the skewness is calculated for the differences of 100 m subsection travel times between the base trip and the target trip. The results of skewness calculated for the differences of 100 m subsection travel time of the base trip and the target trip for various trips on 1 st February 2013 is shown in Fig. 1 . Under hypothesis testing, the null hypothesis assumed is that the mean of the differences of 100 m section travel time of the base trip and the target trip is zero, which means that the target trip is significant in predicting the current trip. The alternate hypothesis was that the mean of the differences of 100 m section travel time of base trip and the target trip is not equal to zero, which means that the target trip is not significant in predicting the current trip. The test statistic used to test the hypothesis is given by
In the present study, the test was conducted at 5% significance level. Thus value lies within the range of -1.96 and +1.96, we can say that the mean of the differences is zero. For analyzing the tripand A ratio has been calculated between the number of times the claimed null hypothesis is accepted to the total number of null hypothesis tested for each case. If the ratio is high, we can conclude that the target trip is significant in predicting the base trip (current trip). This metric was adopted to summarise the large set of results in a simple way though it is not a standard statistical approach.
Results
The Z-test was conducted for all three patterns and the ratio between the number of times the null hypothesis was accepted to the total number of times the hypothesis was tested was calculated. For daily pattern analysis, data from the previous seven days were used. For trip-wise pattern analysis, data from the previous five trips were used. For weekly pattern analysis, data from previous four weeks were used. The results obtained for all days of the week are shown in Table 2 . Table 2 illustrates the trend in the rankings considering trip-wise (t-x), daily (d-x) and weekly (w-x) patterns together. It can be observed that the trips on Sunday showed a strong correlation to the previous trips on the same day and the same time trip from the previous Sunday. It exhibited a weak correlation to the travel time during trips on the previous days. The trips on Monday showed a strong correlation to the same time trip from the previous Monday, and then the previous trips of the same day. The trips on Tuesday showed a strong weekly pattern followed by the trips on the previous day and the previous trips of the same day. The trips on Wednesday showed a strong correlation to the previous trips of the same day, same time trip from the previous Wednesday and the same time trips from the previous two days. The trips on Thursday showed a strong weekly pattern followed by the previous trip of the same day and trips on the previous day. The trips on Friday showed a strong weekly pattern followed by trips on previous days. The trips on Saturday showed a strong weekly pattern followed by the previous trip of the same day and trips on the previous day. 
*(d-n) represents previous n th day and (t-n) represents previous n th trip on the same day
In general, it can be seen that Sunday has a distinctly different pattern and all the other days follow more or less similar pattern. Wednesday shows a slightly different pattern from other week days. However, for Wednesday, the acceptance ratios for weekly and trip wise were comparable and hence it was clubbed with the other week days. Hence, the analysis was continued for Sunday separately and all the other days clubbed together and are discussed below.
The results obtained for weekdays are shown in Figs. 2-4. Figure 2 shows the daily pattern analysis and it can be observed that the (d-7) th day has the highest ratio indicating a strong weekly pattern. This means that the same time trip from the previous week is more significant in predicting the current trip than the other days. It can also be observed that the same time trips from the previous two days ((d-1) th day and (d-2) th day) are more significant in predicting the current trip after the (d-7) th trip for weekdays. Figure 3 shows the trip wise pattern analysis for a sample week day and it can be observed that the (t-1) th trip has the highest ratio among all other trips. This means that the previous trip of the same day is significant in predicting the current trip than the other trips of the same day. It can also be observed that, with increase in lag time (difference between the stating time of the base trip and the target trip), the significance is decreasing. Figure 4 shows the weekly pattern analysis for weekdays and it can be observed that the (w-1) th week has the highest ratio indicating a high weekly pattern. This means that the same time trip of the previous week is more significant in predicting the current trip than the other previous weeks. It can also be observed that, with increase in the lag time of the previous week trip with respect to the current trip, the significance is decreasing. Overall if we rank the significant trips for weekdays, it can be seen that (w-1) th trip is ranked first followed by (t-1), (t-2) trips and (d-1), (d-2) trips.
Similar analysis for Sunday data is shown in Figs. 5-7. It can be observed from Fig. 5 that the (d-7) th day has the highest ratio compared to the other days indicating a strong weekly pattern. This means that same time trip from the previous week is more significant in predicting the current trip than the other days. The same time trips of the previous days are not shown to be significant in predicting the current trip for a Sunday. It can be observed from Fig. 6 that the (t-1) th trip has the highest ratio value among all other trips. It can also be observed that, with increase in lag time of the previous trip with respect to the current trip, the significance is decreasing. It can be observed from Fig. 7 that the (w-1) th week has the highest ratio value among all previous weeks. It can also be observed that, with increase in the lag time of the previous week trip with respect to the current trip, the significance is decreasing. Over all, if we rank the significant trips for Sundays, it can be seen that (t-1) and (t-2) trips are the most significant one followed by (w-1) th trip. Overall, it can be observed that all days have a similar pattern except Sunday. The travel time on Sunday showed a very strong trip-wise pattern followed by a weekly pattern. On the other hand, the travel time on weekdays showed strong weekly and trip-wise patterns followed by a day-wise pattern. The results provide new insights into travel time patterns under heterogeneous traffic conditions that will help in choosing the most appropriate input data for end applications such as travel time prediction.
Conclusions
The present study carried out a pattern analysis study to identify the most significant travel time patterns for all days of the week separately by using parametric statistical tests (Z-test) using data collected from buses. The study analyzed trip-wise, daily and weekly patterns of public transit bus travel time under heterogeneous traffic conditions. The results showed that all the week days having similar pattern and Sunday following a different pattern. Sunday showed a strong correlation to the previous trips on the same day followed by weekly pattern. Other days of the week showed weekly pattern as the strongest, followed by the previous trips. Such knowledge about the patterns will be useful in identifying the correct inputs for various applications such as travel time prediction. However, this pattern may be location specific and hence may need to be carried out at any new location. The present study provides the procedure that can be followed in such cases. The main challenge in performing this kind of statistical tests is the requirement of a sufficiently large data set. If such a database is available, the most significant parameters can be identified as detailed in this paper and can be used for the end applications.
