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EFFECTIVE VISCOSITY OF RANDOM SUSPENSIONS
WITHOUT UNIFORM SEPARATION
MITIA DUERINCKX
Abstract. This work is devoted to the definition and the analysis of the effective vis-
cosity associated with a random suspension of small rigid particles in a steady Stokes
fluid. While previous works on the topic have been conveniently assuming that particles
are uniformly separated, we show how some ideas due to Jikov can be adapted to relax
this unphysical assumption, in particular allowing for contacts in dimension d > 3 and
for “almost” contacts in dimension d = 3, provided that some geometric non-degeneracy
condition is satisfied.
MSC-class: 35R60, 76M50, 35Q35, 76D07.
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1. Introduction
Consider a colloidal suspension of small rigid particles in a Stokes fluid. Suspended
particles act as obstacles, hindering the fluid flow and thus increasing the flow resistance,
that is, the viscosity. In a recent contribution [6] with Antoine Gloria, we have rigorously
shown in terms of homogenization theory that the suspension behaves at leading order like
a Stokes fluid with some effective viscosity, and we establish in [4] optimal quantitative
error estimates. In [3], we have further analyzed the value of this effective viscosity in the
low-density regime, in particular establishing the so-called Einstein formula and improving
on several recent works on the topic [15, 9, 11, 10, 8]. In [5], we have also analyzed the col-
lective sedimentation of such suspended particles under gravity. In all those contributions,
a crucial technical assumption is that particles are uniformly separated, which is neces-
sary in various arguments, for instance when appealing to trace estimates and regularity
theory at particle boundaries. This assumption is however unsatisfactory from a physical
viewpoint (see e.g. the steady-state computations in [2, 1], cf. Remark 2.3 below), and the
present contribution aims at relaxing it. While uniform separation is easily replaced by
some moment bounds on the interparticle distance, we show that this can be substantially
improved under some geometric curvature-type condition: we shall in particular allow for
contacts in dimension d > 3 and for “almost contacts” in dimension d = 3. We focus on
qualitative homogenization and the definition of the effective viscosity, but we also provide
1
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a number of general tools that can be used to adapt part of the more advanced results
in [5, 4, 3], see e.g. [3, Section 2.5] on the validity of Einstein’s formula in the low-density
regime.
Before stating our assumptions and main results, we close this introduction by recalling
the formulation of the Stokes model describing a viscous fluid in presence of a random
suspension of small rigid particles, see e.g. [6], which is our framework in the sequel.
Throughout, we denote by d ≥ 2 the space dimension, and we consider a given random
suspension I = ⋃n In ⊂ Rd, where {In}n stands for the collection of particles; we denote
by xn the barycenter (say) of In. Stationarity, ergodicity, and regularity assumptions are
postponed to Section 2 below. In order to model a dense suspension of small particles,
we rescale the random set I by a small parameter ε > 0 and consider εI = ⋃n εIn. We
then view these small particles {εIn}n as suspended in a solvent described by the steady
Stokes equation: in a reference domain U ⊂ Rd, given an internal force f ∈ L2(U)d, the
fluid velocity uε ∈ H1(U \ εI)d satisfies
−△uε +∇Sε = f, div(uε) = 0, in U \ εI, (1.1)
with uε = 0 on ∂U . (We implicitly assume here that no particle intersects the boundary.)
The pressure field is only defined up to an additive constant and we choose Sε ∈ L2(U \εI)
with
´
U\εI Sε = 0. Next, no-slip boundary conditions are imposed at particle boundaries:
since particles are constrained to have rigid motions, this amounts to letting the velocity
field uε be extended inside particles, uε ∈ H1(U)d, with the rigidity constraint
D(uε) = 0, in εI, (1.2)
where D(uε) stands for the symmetrized gradient of uε. In other words, this condition
means that the velocity field uε coincides with a rigid motion Vε,n + Θε,n(x− εxn) inside
each particle εIn, for some Vε,n ∈ Rd and skew-symmetric matrix Θε,n ∈ Rd×d. Finally,
assuming that the particles have the same mass density as the fluid, or in the absence of
gravity, buoyancy forces vanish, and the force and torque balances on each particle take
the form ˆ
ε∂In
σ(uε, Sε)ν = 0, (1.3)
ˆ
ε∂In
Θ(x− εxn) · σ(uε, Sε)ν = 0, for all skew-symmetric Θ ∈ Rd×d, (1.4)
where σ(uε, Sε) is the Cauchy stress tensor
σ(uε, Sε) = 2D(uε)− Sε Id, (1.5)
and where ν stands for the outward unit normal vector at the particle boundaries. This
Stokes model (1.1)–(1.5) can alternatively be viewed as a model for incompressible linear
elasticity with stiff inclusions, and we note that our results can be directly transposed also
to a corresponding compressible elasticity model.
Notation.
• For vector fields u, u′ and matrix fields T, T ′, we set (∇u)ij = ∇jui, div(T ) = ∇jTij ,
T : T ′ = TijT
′
ij, (u ⊗ u′)ij = uiu′j , where we systematically use Einstein’s summation
convention on repeated indices. For a matrix E, we write ∇Eu = E : ∇u.
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• For a velocity field u and pressure field P , we denote by (D(u))ij = 12(∇jui +∇iuj)
the symmetrized gradient and by σ(u, S) = 2D(u) − S Id the Cauchy stress tensor.
At particle boundaries, we let ν denote the outward unit normal vector.
• We denote by Msym0 ⊂ Rd×d the subset of symmetric trace-free matrices, and by Mskew
the subset of skew-symmetric matrices.
• We denote by C ≥ 1 any constant than only depends on the dimension d, on the
reference domain U , and on the parameters appearing in the different assumptions
(e.g. δ in (H◦δ)–(H
′
δ) below, etc.). Note that the value of the constant C is allowed
to change from one line to another. We use the notation . (resp. &) for ≤ C×
(resp. ≥ 1C×) up to such a multiplicative constant C. We add subscripts to C,.,&
in order to indicate dependence on other parameters.
• The ball centered at x of radius r in Rd is denoted by Br(x), and we simply write
B(x) = B1(x), Br = Br(0), and B = B1(0).
2. Main results
2.1. Assumptions. We start with the construction and suitable assumptions on the ran-
dom ensemble of particles. Given some underlying probability space (Ω,P), let P = {xn}n
be a random point process on Rd, consider a collection of random shapes {I◦n}n, where
each I◦n is a connected random Borel subset of the unit ball B, and define the correspond-
ing inclusions In := xn + I
◦
n. We then consider the random inclusion process I :=
⋃
n In,
which is assumed throughout to satisfy the following general conditions.
Assumption (H◦δ) — General conditions.
• Stationarity and ergodicity: The point process P = {xn}n and the associated inclusion
process I are stationary and ergodic.1
• Uniform C2 regularity: There exists a deterministic constant δ > 0 such that random
shapes {I◦n}n almost surely satisfy interior and exterior ball conditions with radius δ.
• Hardcore condition: There holds In ∩ Im = ∅ almost surely for all n 6= m. ♦
Next, we refine the above hardcore condition. When particles are close, not only their
distance matters, but also the order of their contact. We shall mainly focus here on the
generic case of tangent particles with uniformly non-osculating boundaries, as precisely
formulated in the following geometric assumption. While always satisfied by spherical
particles, this curvature assumption rules out for instance the case of very close cubic par-
ticles with parallel sides since it would correspond to contacts of infinite order. Our analysis
would also allow to consider intermediate situations with contacts of any fixed order, which
would then naturally come with stronger assumptions on interparticle distances; this is not
pursued here for the sake of brevity.
Assumption (H′δ) — Uniform non-degeneracy of contact points.
There exists a deterministic constant δ > 0 such that the following holds: for all n 6= m
with dist(In, Im) ≤ δ, for all subsets ωn ⊂ ∂In, ωm ⊂ ∂Im that are δ-close in the sense of
ωn ⊂ ωm + δB, ωm ⊂ ωn + δB, (2.1)
1More precisely, as is standard in the field, e.g. [14, Section 7], stationarity is understood as follows:
there exists a measure-preserving group action τ = {τx}x∈Rd of (R
d,+) on the probability space (Ω,P)
such that {x+ xωn}n = {x
τxω
n }n and x + I
ω = Iτxω for all x, ω. Ergodicity of P and I then refers to the
ergodicity of this group action τ .
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there exist two balls B1, B2 with radii r1, r2 ≥ δ such that one of the following properties
holds:
— ωn ⊂ B1, ωm ⊂ B2, and |B1 ∩B2| = 0;
— ωn ⊂ B1 ⊂ B2, ωm ⊂ Rd \B2, and | 1r1 − 1r2 | ≥ δ;
— ωm ⊂ B1 ⊂ B2, ωn ⊂ Rd \B2, and | 1r1 − 1r2 | ≥ δ. ♦
Finally, we turn to suitable assumptions on interparticle distances. For all n, we define
the interparticle distance from In as
2ρ◦n := min
m:m6=n
dist(In, Im). (2.2)
While in our previous works [6, 5, 4, 3] we have been focussing on the convenient case of
uniformly separated particles, that is, infn ρ
◦
n > 0 almost surely, and while this is easily
weakened in form of a moment bound on the inverse distance 1/ρ◦n, the present contribution
aims at showing that this can be substantially further weakened under Assumption (H′δ).
For that purpose, we first define another notion of interparticle distance ρ′n ≤ ρ◦n that is
better adapted to the present context: under (H′δ), for all n 6= m with dist(In, Im) ≤ δ,
we denote by rn,m ≤ δ the minimum over all δ-close subsets ωn ⊂ ∂In, ωm ⊂ ∂Im of the
maximum of the distances dist(∂B1, ∂B2) over all choices of balls B1, B2 as in (H′δ). For
all n we then define
2ρ′n := δ ∧min
{
rn,m : m 6= n, dist(In, Im) ≤ δ
}
. (2.3)
2.2. Homogenization result. We start with the construction of suitable correctors, thus
adapting [6, Proposition 2.1] to the present setting with (H◦δ) and (H
′
δ), without uniform
particle separation. For comparison we note that under assumption (H◦δ) alone, for any
space dimension, the same conclusion would only hold provided that
∑
n E
[
1
ρ◦n
10∈In
]
<∞.
Proposition 2.1 (Correctors). On top of Assumptions (H◦δ) and (H
′
δ), assume that the
interparticle distance ρ′n in (2.3) satisfies
for d = 2 :
∑
n E
[
( 1ρ′n
)
1
2 10∈In
]
< ∞,
for d = 3 :
∑
n E
[|log ρ′n|10∈In] < ∞,
(2.4)
while no moment condition is required in dimension d > 3. Then, for all E ∈Msym0 , there
exists a unique minimizer D(ψE) of the variational problem
inf
{
E
[|D(ψ) + E|2] : ψ ∈ L2(Ω;H1loc(Rd)d), D(ψ) stationary,
div(ψ) = 0, (D(ψ) + E)|I = 0, E [D(ψ)] = 0
}
, (2.5)
and the minimum value defines a positive-definite symmetric linear map B¯ on Msym0 via
E : B¯E := E
[|D(ψE) + E|2] . (2.6)
Alternatively, the minimizer D(ψE) can be characterized by the following PDE: there exist
a unique random vector field ψE ∈ L2(Ω;H1loc(Rd)d) and a unique associated pressure field
ΣE ∈ L2(Ω; L2loc(Rd \ I)) such that
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• The following equations are almost surely satisfied in the strong sense,

−△ψE +∇ΣE = 0, in Rd \ I,
div(ψE) = 0, in R
d,
D(ψE + Ex) = 0, in I,ffl
∂In
σ(ψE +Ex,ΣE)ν = 0, ∀n,ffl
∂In
Θ(x− xn) · σ(ψE +Ex,ΣE)ν = 0, ∀n, ∀Θ ∈Mskew.
(2.7)
• ∇ψE and ΣE1Rd\I are stationary, with
E
[∇ψE] = 0, E[ΣE1Rd\I] = 0,
E
[|∇ψE |2]+ E[Σ2E1Rd\I] . |E|2,
and for uniqueness we choose the anchoring
´
B ψE = 0.
In particular, the following convergences hold almost surely, as ε ↓ 0, for all q < 2dd−2 ,
(∇ψE)( ·ε) ⇀ 0, weakly in L2loc(Rd),
(ΣE1Rd\I)(
·
ε) ⇀ 0, weakly in L
2
loc(R
d),
εψE(
·
ε) → 0, strongly in Lqloc(Rd).
(2.8)
♦
We now state a homogenization result for the heterogeneous Stokes problem (1.1)–(1.5).
For that purpose, we first propertly define the random ensemble of inclusions in a given
bounded Lipschitz domain U ⊂ Rd. Under Assumptions (H◦δ) and (H′δ), we let Nε(U) ⊂ N
denote some random subset of indices such that almost surely,
• {n : In ⊂ 1εU, dist(In, ∂ 1εU) ≥ δ} ⊂ Nε(U) ⊂ {n : In ⊂ 1εU}.
• For all n ∈ Nε(U) with dist(In, ∂ 1εU) ≤ δ, for all subsets ωn ⊂ ∂In and ω′n ⊂ ∂ 1εU
that are δ-close in the sense of (2.1), there exist balls B1, B2 with radii r1, r2 ≥ δ such
that ωn ⊂ B1 ⊂ B2, ω′n ⊂ Rd \B2, and | 1r1 − 1r2 | ≥ δ.
We then define the associated ensemble of inclusions in U as
Iε(U) :=
⋃
n∈Nε(U)
εIn. (2.9)
In this setting, for all n ∈ Nε(U) with dist(In, ∂ 1εU) ≤ δ, we denote by rn;U,ε ≤ δ the
minimum over all δ-close subsets ωn, ω
′
n of the maximum of the distances dist(∂B
1, ∂B2)
over all choices of balls B1, B2 as above, and for all n ∈ Nε(U) we define
ρ′n;U,ε := ρ
′
n ∧ rn;U,ε. (2.10)
The qualitative homogenization result for (1.1)–(1.5) is now expressed in these terms.
Note that the moment condition (2.11) below is slightly stronger than in (2.4) for the
existence of correctors (where we had s = 1 for d = 2, 3): this could be improved in case
of corresponding scalar problems by using truncations as e.g. in [14, Section 8.6], but such
arguments are not available in the present vectorial setting.
Theorem 2.2 (Homogenization result). On top of Assumptions (H◦δ) and (H
′
δ), given a
bounded Lipschitz domain U ⊂ Rd, assume that the interparticle distance ρ′n;U,ε in (2.10)
satisfies almost surely,
for d = 2 : lim supε↓0 ε
d
∑
n∈Nε(U)
(
1
ρ′n;U,ε
) s
2 < ∞, for some s > 1,
for d = 3 : lim supε↓0 ε
d
∑
n∈Nε(U) |log ρ′n;U,ε|s < ∞, for some s > 32 ,
(2.11)
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while no moment condition is required in dimension d > 3. Denote by λ := E [1I ] the
volume fraction of the suspension, let ψ,Σ, B¯ be defined in Proposition 2.1 above, and
further define the effective constant b¯ ∈Msym0 as follows, for all E ∈Msym0 ,
b¯ : E :=
1
d
E
[∑
n
1In
|In|
ˆ
∂In
(x− xn) · σ(ψE + Ex,ΣE)ν
]
. (2.12)
Let the velocity field uε ∈ L2(Ω;H10 (U)d) and pressure field Sε ∈ L2(Ω; L2(U \Iε(U))) with´
U\Iε(U)
Sε = 0 be almost surely the unique solutions of the heterogeneous Stokes prob-
lem (1.1)–(1.5), that is,

−△uε +∇Sε = f, in U \ Iε(U),
div(uε) = 0, in U,
D(uε) = 0, in Iε(U),´
ε∂In
σ(uε, Sε)ν = 0, ∀n,´
ε∂In
Θ(x− εxn) · σ(uε, Sε)ν = 0, ∀n, ∀Θ ∈Mskew.
(2.13)
Then we have almost surely, as ε ↓ 0,
uε − u¯ ⇀ 0, weakly in H10 (U),
(Sε − S¯ − b¯ : D(u¯))1U\Iε(U) ⇀ 0, weakly in L2(U),
where the velocity field u¯ ∈ H10 (U)d and associated pressure field S¯ ∈ L2(U) with
´
U S¯ = 0
are the unique solutions of the following homogenized equation,{ −div(2B¯D(u¯)) +∇S¯ = (1− λ)f, in U,
div(u¯) = 0, in U.
(2.14)
In addition, provided that f ∈ Lp(U)d for some p > d, the following corrector results hold
almost surely, ∥∥∥uε − u¯−∑
E∈E
εψE(
·
ε)∇E u¯
∥∥∥
H1(U)
→ 0,
inf
κ
∥∥∥Sε − S¯ − b¯ : D(u¯)−∑
E∈E
ΣE(
·
ε)∇Eu¯− κ
∥∥∥
L2(U\εI)
→ 0,
where E stands for an orthonormal basis of Msym0 . ♦
Remark 2.3. The steady-state value of the two-particle density f2 was formally computed
in [2, 1] in case of unit spherical particles. It is predicted that f2(x, y) ∼ dist(B(x), B(y))−κd
as dist(B(x), B(y)) ↓ 0 for some constant κd > 0 (up to a logarithmic correction), and the
value κd ≈ 0, 781 is obtained in [1, (3.16)] in dimension d = 3. While incompatible with a
uniform separation assumption, this behavior is fully compatible with the boundedness of
some logarithmic moments of the interparticle distance as in assumption (2.4) or (2.11). ♦
2.3. Tools for further applications. While we have been focussing above on the def-
inition of the effective viscosity in form of a qualitative homogenization result, we aim
to further extend the main results in [5, 4, 3] on optimal quantitative error estimates, on
Einstein’s formula for the effective viscosity in the low-density regime, or on sedimentation.
Such results are however more demanding and we shall content ourselves here with giving
some general tools that can be used for the fine analysis of suspensions of rigid particles
without uniform separation. These tools are used for instance in [3, Section 2.5] to extend
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our proof of the validity of Einstein’s formula. Some other results would require finer tools
such as Meyers estimates, which are still missing in the present setting.
Lemma 2.4 (Trace estimate). Let Assumptions (H◦δ) and (H
′
δ) hold, and denote by ρ
′
n the
interparticle distance in (2.3). For all g, u ∈ L2(Ω;H1loc(Rd)d) and S ∈ L2(Ω; L2loc(Rd \ I))
with −△u+∇S = 0 and div(u) = 0 almost surely in Rd \ I, there holds for all n,∣∣∣
ˆ
∂In
g · σ(u, S)ν
∣∣∣ . µ(ρ′n) 12 ‖g‖W 1,∞(I+n )
( ˆ
I+n \In
|σ(u, S)|2
) 1
2
,
in terms of
µ(ρ′n) :=


( 1ρ′n
)
1
2 : d = 2,
|log ρ′n| : d = 3,
1 : d > 3,
(2.15)
where {I+n }n stands for a suitable collection of disjoint neighborhoods of inclusions {In}n,
cf. Section 3.1 below. ♦
Lemma 2.5 (Caccioppoli-type estimate). Under Assumptions (H◦δ) and (H
′
δ), let the vector
field u ∈ L2(Ω;H1loc(Rd)d) and pressure field S ∈ L2(Ω; L2loc(Rd \ I)) satisfy almost surely
the following Stokes problem,

−△u+∇S = 0, in Rd \ I,
div(u) = 0, in Rd,
D(u) = 0, in I,´
∂In
σ(u, S)ν = 0, ∀n,´
∂In
Θ(x− xn) · σ(u, S)ν = 0, ∀n, ∀Θ ∈Mskew.
(2.16)
Then, given R ≥ 8 and 2 < s < 2dd−2 , there holds for all 1 ≤ K ≤ R
d
2
( 1
s
− d−2
2d
),
( 
BR
|∇u|2
) 1
2
. Z ′s(B2R)
(
1
K
( 
B2R
|∇u|2
) 1
2
+KR−1
(  
B2R
∣∣∣u−
 
B2R
u
∣∣∣s)
1
s
)
, (2.17)
and similarly, for all K ≥ 1,
( 
BR
|D(u)|2
) 1
2
. Z ′s(B2R)
(
1
K
(  
B2R
|D(u)|2
) 1
2
+KR−d(
1
s
− d−2
2d
)
( 
B2R
|∇u|2
) 1
2
+KR−1 inf
V ∈Rd
Θ∈Mskew
(  
B2R
|u− V −Θx|s
) 1
s
)
, (2.18)
in terms of
Z ′s(B2R) :=
(
1 +R−d
∑
n:In⊂B2R
µ(ρ′n)
s
s−2
) s−2
2s
. ♦
3. Extension theorem
The following extension theorem constitutes the main new technical tool in the sequel
and is adapted from a corresponding scalar result by Jikov [12, 13] in the context of homog-
enization with stiff inclusions (see also [14, Section 3.5]). Starting from a notion of flux q
that accounts for the behavior outside the rigid inclusions, the constructed extension q˜
below is further defined inside the inclusions and would in fact coincide with the flux in
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the corresponding incompressible linear elasticity problem in the limit of inclusions with
infinite shear modulus.
Theorem 3.1. Let Assumptions (H◦δ) and (H
′
δ) hold and in dimension d ≤ 3 assume that
ρ′n > 0 for all n. For a given realization, let f ∈ L2d/(d+2)loc (Rd)d, let q ∈ L2loc(U)d×dsym satisfy
tr(q) = 0 andˆ
Rd
D(g) : q =
ˆ
Rd
g · f, ∀ g ∈ C∞c (Rd)d: div(g) = 0, D(g)|I = 0, (3.1)
and choose α ≥ 1 such that
α < dd−1 : d ≤ 3,
α ≤ 2d
d+2− 4
d+1
: d > 3. (3.2)
Then there exists an extension q˜ ∈ Lαloc(Rd)d×dsym with tr(q˜) = 0 such that q˜|Rd\I = q|Rd\I
and ˆ
Rd
D(g) : q˜ =
ˆ
Rd
g · f, ∀ g ∈ C∞c (Rd)d: div(g) = 0. (3.3)
The extension q˜ can be chosen in form of q˜ = q1Rd\I+D(r˜)1I with r˜ ∈W 1,αloc (I)d, such that
the following estimate holds: for any bounded domain D ⊂ Rd, assuming that a suitable
neighborhood I+n ⊃ In (cf. Section 3.1 below) is contained in D whenever D ∩ In 6= ∅,
‖q˜‖αLα(D) .δ,α Zα(D) + ‖f‖2
L
2d
d+2 (D)
+ ‖q‖2
L2(U\I(D)), (3.4)
where we have set I(D) := ⋃n:In⊂D In and, recalling the notation (2.15),
Zα(D) := |D|+
∑
n:In⊂D
µ(ρ′n)
α
2−α . ♦
3.1. Preliminary. We start with the construction of suitable cut-off functions for the
inclusions {In}n. For that purpose, we first notice that Assumption (H′δ) allows to construct
fattened inclusions {I+n }n with the following properties:
• The fattened inclusions {I+n }n are disjoint open sets satisfying interior and exterior
ball conditions with radius δ > 0, such that
In + ρ
′
nB ⊂ I+n ⊂ In + δB, for all n. (3.5)
• For all subsets ωn ⊂ ∂In and ω+n ⊂ ∂I+n that are δ-close in the sense of (2.1), there exist
two balls B1, B2 with radii r1, r2 ≥ δ such that | 1r1 − 1r2 | ≥ δ, dist(∂B1, ∂B2) ≥ ρ′n,
and such that either ωn ⊂ B1 ⊂ B2 and ω+n ⊂ Rd \ B2, or ω+n ⊂ B1 ⊂ B2 and
ωn ⊂ Rd \B2.
For later purposes, we also provide a corresponding construction for inclusions in a given
bounded Lipschitz domain U ⊂ Rd: recalling the choice of Nε(U) and the construction of
Iε(U) in (2.9), provided that ε is small enough (depending on d, δ, U), we may construct
fattened inclusions {I+n;U,ε}n with the same properties as above with ρ′n replaced by ρ′n,U,ε,
and with (3.5) replaced by
In + ρ
′
n;U,εB ⊂ I+n;U,ε ⊂ (In + δB) ∩ 1εU, for all n.
In these terms, we construct the following useful cut-off functions for the inclusions {In}n in
their neighborhoods {I+n }n (or {I+n;U,ε}n). Under Assumption (H◦δ) alone, naïvely choosing
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I+n = In+ρ
◦
nB, theH
1-norm of the corresponding cut-off function would rather be bounded
by 1/ρ◦n, which underlines the present strong improvement under (H
′
δ).
Lemma 3.2 (Cut-off functions). Let Assumptions (H◦δ) and (H
′
δ) hold and assume that
ρ′n > 0 for all n in dimension d ≤ 3. Recalling the notation (2.15), there exists for all n a
function wn ∈ H10 (I+n ) such that wn|In = 1 and
‖∇wn‖L2(I+n ) . µ(ρ′n)
1
2 ,
and in addition, in dimension d > 3, for all 2 ≤ q < d+12 ,
‖∇wn‖Lq(I+n ) .q 1. ♦
Proof. By definition of the neighborhood I+n , it suffices to prove the following: given two
balls B1 ⊂ B2 ⊂ Rd with radii r1 ≤ r2, assuming that r1, r2 ≥ δ, | 1r1 − 1r2 | ≥ δ, and
dist(∂B1, ∂B2) = ρ ≤ 12 , there exists a function w ∈ H10 (B2) such that w|B1 = 1 and for
all 1 ≤ q <∞,
‖∇w‖q
Lq(B2)
.q


ρ
d+1
2
−q : q > d+12 ,
|log ρ| : q = d+12 ,
1 : q < d+12 .
(3.6)
By scaling it suffices to consider r1 = 1, and up to a rotation we may assume that B
1, B2
take the form
B1 = B, B2 = Br2((1 + ρ− r2)e1),
where e1 stands for the unit vector in direction of the first Cartesian coordinate. It suffices
to construct w and estimate its W 1,q-norm in a neighborhood where ∂B1 and ∂B2 are the
closest, and we shall argue more precisely in the set
E =
{
(x1, x
′) ∈ R× Rd−1 : x1 ≥ 0, |x′| ≤ 12
}
,
while the constructed cut-off is easily extended to the whole ball B2 with the same esti-
mates. In this set E, we may choose w explicitely as follows,
w(x1, x
′) = 1
0≤ x1≤
√
1−|x′|2
+
−x1 + 1 + ρ− r2 +
√
r22 − |x′|2
−√1− |x′|2 + 1 + ρ− r2 +√r22 − |x′|2 1
√
1−|x′|2≤x1≤ 1+ρ−r2+
√
r22−|x
′|2
,
which indeed equals 1 on E ∩B1 and vanishes in E \B2. Computing the gradient ∇w and
evaluating the integral over x1, we easily findˆ
E
|∇w|q .q
ˆ
|x′|≤ 1
2
dx′(−√1− |x′|2 + 1 + ρ− r2 +√r22 − |x′|2)q−1
.
Using radial coordinates and recalling the assumption |1− 1r2 | ≥ δ, we deduceˆ
E
|∇w|q .q
ˆ 1
2
0
rd−2
(ρ+ 1C δr
2)q−1
dr,
and the claim (3.6) follows. 
We shall also make frequent use of the following construction based on the Bogovskii
operator, which is key to pressure estimates; we refer to [7, Theorem III.3.1] for a proof.
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Lemma 3.3. Let Assumptions (H◦δ) and (H
′
δ) hold and let 1 < q < ∞. For all n, given
h ∈ Lq(I+n \ In) with
´
I+n \In
h = 0, there exists zn,h ∈W 1,q0 (I+n \ In)d such that
div(zn,h) = h, ‖∇zn,h‖Lq(I+n \In) .q ‖h‖Lq(I+n \In),
where in particular the multiplicative constant is independent of ρ′n. ♦
A repeated use of this construction as in [6, Step 4.2 of the proof of Proposition 2.1]
allows to deduce the following consequence, which we state here for future reference.
Lemma 3.4. Let Assumptions (H◦δ) and (H
′
δ) hold and let U ⊂ Rd be a bounded Lipschitz
domain. Given h ∈ L2(U) with ´U\I h = 0, there exists zh;U ∈ H10 (U)d such that
div(zh;U ) = h1U\I , ∇zh;U |I = 0,
‖∇zh;U‖L2(U) . ‖h‖L2(U\I). ♦
3.2. Proof of Theorem 3.1. Let α be as in the statement, cf. (3.2). We split the proof
into two different steps.
Step 1. Proof that for all n there exists r˜n ∈W 1,α(In)d such thatˆ
In
D(g) : D(r˜n) =
ˆ
I+n
g · f −
ˆ
I+n \In
D(g) : q, ∀g ∈W 1,α′0 (I+n )d : div(g) = 0, (3.7)
and
‖D(r˜n)‖Lα(In) .α µ(ρ′n)
1
2
(‖f‖H−1(I+n ) + ‖q‖L2(I+n \In)
)
. (3.8)
While the left-hand side in (3.7) only involves the restricted test function g|In ∈W 1,α′(In),
the right-hand side involves its full extension g ∈W 1,α′0 (I+n ). In view of the condition (3.1),
it suffices to establish the integral identity (3.7) for a single particular choice of an extension
Pn : {g ∈ W 1,α′(In)d : div(g) = 0} → {g ∈ W 1,α
′
0 (I
+
n )
d : div(g) = 0}, and we start with
the construction of the latter.
Given g ∈ C1b (In)d with div(g) = 0, in view of the C2 regularity of In, cf. Assumption (H◦δ),
we may choose an extension P 0ng ∈ C1b (In+B)d with div(P 0ng) = 0 such that for all s ≥ 1,
‖D(P 0ng)‖Ls(In+B) .s ‖D(g)‖Ls(In). (3.9)
Next, in terms of the cut-off function wn ∈ H10 (I+n ) with wn|In = 1 that we have constructed
in Lemma 3.2, we define
P 1ng := wn(P
0
ng − Vg −Θgx) ∈ H10 (I+n )d,
for some Vg ∈ Rd and Θg ∈Mskew to be fixed later. Note that
P 1ng|In = (g − Vg −Θgx)|In , div(P 1ng) = ∇wn · (P 0ng − Vg −Θgx).
Since these properties together with Stokes’ formula yield
ˆ
I+n \In
∇wn · (P 0ng − Vg −Θgx) =
ˆ
I+n \In
div(P 1ng) =
ˆ
∂I+n
(P 1ng) · ν −
ˆ
∂In
(P 1ng) · ν
= −
ˆ
∂In
(g − Vg −Θgx) · ν = −
ˆ
In
div(g) = 0,
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a standard use of the Bogovskii operator in form of Lemma 3.3 ensures that there exists
zg ∈ H10 (I+n \ In)d such that
div(zg) = ∇wn · (P 0ng − Vg −Θgx),
‖∇zg‖L2(I+n \In) . ‖∇wn · (P 0ng − Vg −Θgx)‖L2(I+n \In).
Finally, we define
Png := P
1
ng − zg ∈ H10 (I+n )d,
which satisfies
Png|In = (g − Vg −Θgx)|In , div(Png) = 0.
In addition, the above definitions yield for all q ≥ 2,
‖D(Png)‖L2(I+n \In) ≤ ‖D(P 1ng)‖L2(I+n \In) + ‖D(zg)‖L2(I+n \In)
. ‖∇wn · (P 0ng − Vg −Θgx)‖L2(I+n ) + ‖D(P
0
ng)‖L2(I+n )
. ‖∇wn‖Lq(I+n )‖P 0ng − Vg −Θgx‖L 2qq−2 (I+n ) + ‖D(P
0
ng)‖L2(I+n ),
and thus, appealing to Korn’s inequality for a suitable choice of the constants Vg,Θg, and
appealing to (3.9), we deduce for all q > 2 and s ≥ 2∨ 2qdd(q−2)+2q , or alternatively for q = 2
and all s > d,
‖D(Png)‖L2(I+n \In) .s ‖∇wn‖Lq(I+n )‖D(P 0ng)‖Ls(I+n ) + ‖D(P 0ng)‖L2(I+n )
.s
(
1 + ‖∇wn‖Lq(I+n )
)‖D(g)‖Ls(In). (3.10)
Therefore, the linear functional D(g)|In 7→
´
I+n
(Png) · f −
´
I+n \In
D(Png) : q is continuous
with respect to the norm ‖D(g)‖Ls(In). Hence, we have the following representation,ˆ
In
D(g) : D(r˜n) =
ˆ
I+n
(Png) · f −
ˆ
I+n \In
D(Png) : q, ∀g ∈ C1b (In) : div(g) = 0, (3.11)
for some element r˜n ∈W 1,s′(In)d that satisfies
‖D(r˜n)‖Ls′ (In) .s
(
1 + ‖∇wn‖Lq(I+n )
)(‖f‖H−1(I+n ) + ‖q‖L2(I+n \In)
)
.
Combined with the bound of Lemma 3.2 on the cut-off function wn, this yields the
claim (3.7)–(3.8).
Step 2. Conclusion.
Define q˜ := q1Rd\I +
∑
nD(r˜n)1In . Given g ∈ C∞c (Rd)d with div(g) = 0, we may decom-
pose
g = g◦ +
∑
n:In⊂U
gn, g◦ := g −
∑
n:In⊂U
Png, gn := Png,
so that the desired integral identity (3.3) is a direct consequence of (3.1) for g◦ and of (3.11)
for gn. It remains to check (3.4): summing (3.8) over all inclusions, appealing to Young’s
inequality, and using the Sobolev embedding L2d/(d+2) →֒ H−1, we find
‖q˜‖αLα(D) . ‖q‖αLα(D\I(D)) +
∑
n:In⊂D
µ(ρ′n)
α
2
(
‖f‖2
H−1(I+n )
+ ‖q‖2
L2(I+n \In)
)α
2
. |D|+ ‖f‖2
L
2d
d+2 (D)
+ ‖q‖2
L2(D\I(D)) +
∑
n:In⊂D
µ(ρ′n)
α
2−α .
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4. Homogenization result
This section is devoted to the proof of Theorem 2.2. While it could be obtained by
adapting the proof in [6] based on Tartar’s oscillating test function method, we provide an
efficient alternative argument based on the extension result in Theorem 3.1 as inspired by
the work of Jikov [12, 13] on homogenization problems with stiff inclusions (see also [14,
Section 3.2]).
4.1. Construction of correctors. We start with the proof of Proposition 2.1, which is
shown to follow from [6] up to an approximation argument. Note that the main difficulty in
the proof in [6] was the construction of a stationary pressure field, which is automatically
extended to the present setting by approximation.
Proof of Proposition 2.1. We split the proof into two steps.
Step 1. Approximations with well-separated particles.
For 0 < η ≤ δ2 , we consider the restricted inclusions
Iηn := {x ∈ In : dist(x, ∂In) > η}, Iη :=
⋃
n
Iηn,
which still satisfy Assumptions (H◦δ) and (H
′
δ) with δ replaced by
δ
2 and with minimal
interparticle distance ρ◦n ≥ η, cf. (2.2), that is, (Iηn + ηB) ∩ (Iηm + ηB) = ∅ for all n 6= m.
In this context with uniformly separated particles, we may apply [6, Proposition 2.1],
which ensures the existence and uniqueness of a corrector ψηE and associated pressure Σ
η
E
satisfying the different properties stated in Proposition 2.1 with I replaced by Iη. In
addition, we show that the following moment bounds hold uniformly with respect to the
parameter η > 0,
E
[|∇ψηE |2] . |E|2, (4.1)
E
[
(ΣηE)
2
1Rd\Iη
]
. |E|2. (4.2)
We start with the proof of (4.1). For all n and E ∈Msym0 , recalling the construction of the
cut-off function wn in Lemma 3.2, noting thatˆ
I+n \In
∇wn ·E(x− xn) =
ˆ
I+n \In
div(wnE(x− xn))
= −
ˆ
∂In
ν · E(x− xn) = −
ˆ
In
div(E(x− xn)) = 0,
a standard use of the Bogovskii operator in form of Lemma 3.3 ensures that there exists
zn ∈ H10 (I+n \ In)d such that
div(zn) = ∇wn ·E(x− xn),
‖∇zn‖L2(I+n \In) . ‖∇wn · E(x− xn)‖L2(I+n ) . |E|µ(ρ′n)
1
2 .
We then define φ◦E :=
∑
n(zn − wnE(x − xn)) The construction of the cut-off func-
tions {wn}n and of {zn}n can be systematized to ensure that φ◦E is stationary. In addition,
we find
(D(φ◦E) + E)|I = 0, div(φ◦E) = 0, E
[|∇φ◦E |2] . |E|2, E [D(φ◦E)] = 0.
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The first three properties are obvious by definition, together with the moment assump-
tion (2.4), while the last property is a consequence of stationarity together with the ob-
servation that
´
In
D(zn − wnE(x − xn)) = 0. With this construction at hand, and noting
that Iη ⊂ I , testing the variational problem (2.5) for ψηE with the test function φ◦E yields
E
[|D(ψηE) + E|2] ≤ E [|D(φ◦E) + E|2] . |E|2. (4.3)
It remains to turn this into an a priori estimate on the full gradient ∇ψηE. For that purpose,
we decompose
1
2 |∇ψηE |2 = |D(ψηE)|2 − 12∇j(ψηE)i∇i(ψηE)j . (4.4)
For all R ≥ 1, choose a smooth averaging function χR ∈ C∞c (Rd;R+) such that χR is
constant in BR, vanishes outside B2R, and satisfies
´
Rd
χR = 1 and |∇χR| . R−d−1. An
integration by parts together with the constraint divψηE = 0 yieldsˆ
Rd
χR∇j(ψηE)i∇i(ψηE)j = −
ˆ
Rd
(∇χR ⊗ ψηE) : ∇ψηE ,
and thus, by definition of χR and by scaling,∣∣∣
ˆ
Rd
χR∇j(ψηE)i∇i(ψηE)j
∣∣∣ . ‖R−1ψηE(R·)‖L2(B2)‖∇ψηE(R·)‖L2(B2).
Passing to the limit R ↑ ∞ and appealing to the ergodic theorem, in view of the stationarity
of ∇ψηE and the sublinearity of ψηE , cf. (2.8), we deduce E
[∇j(ψηE)i∇i(ψηE)j] = 0, so that
the bound (4.3) and the decomposition (4.4) yield the conclusion (4.1).
We turn to the proof of (4.2). For all R ≥ 3, a standard use of the Bogovskii operator in
form of Lemma 3.3 ensures that there exists zηR ∈ H10 (BR)d such that
div(zηR) =
(
ΣηE −
ffl
BR\Iη
ΣηE
)
1BR\Iη , ∇zηR|Iη = 0,
‖∇zηR‖L2(BR) .
∥∥ΣηE − fflBR\Iη ΣηE
∥∥
L2(BR\Iη)
.
Testing the corrector equation (2.7) for (ψηE ,Σ
η
E) with the test function z
η
R, we easily findˆ
BR
ΣηE div(z
η
R) =
ˆ
BR
∇zηR : ∇ψηE ,
and thus, using the properties of zηR,∥∥ΣηE − fflBR\Iη ΣηE
∥∥
L2(BR\Iη)
. ‖∇ψηE‖L2(BR). (4.5)
Passing to the limit R ↑ ∞ and appealing to the ergodic theorem, recalling that ∇ψηE
and ΣηE are stationary with vanishing expectation, and using (4.1), the claim (4.2) follows.
Step 2. Conclusion.
In view of the uniform bounds (4.1)–(4.2), we may consider some weak limit point (∇ψE ,ΣE)
of {(∇ψηE ,ΣηE)}η>0 as η ↓ 0. It easily follows that D(ψE) is the unique solution of the limit-
ing variational problem (2.5). In particular, ∇ψE is stationary with vanishing expectation
and finite second moments, and it satisfies div(ψE) = 0 and (D(ψE)+E)|I = 0. Moreover,
passing to the limit in a weak formulation of (2.7) in Rd \ Iη, we findˆ
Rd
D(g) : σ(ψE + Ex,ΣE) = 0, ∀g ∈ C∞c (Rd)d : D(g)|I = 0, (4.6)
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where the pressure field ΣE is uniquely defined up to a global constant in view of the
connectedness of Rd \ I (which is ensured by Assumption (H′δ) together with (2.4)), and
is thus fully determined by the condition E
[
ΣE1Rd\I
]
= 0. This yields in particular
−△ψE +∇ΣE = −div(σ(ψE + Ex,ΣE)) = 0, in Rd \ I.
In view of the regularity of the particles, cf. Assumption (H◦δ), the regularity theory for
the Stokes equation (e.g. [7, Section IV]) entails that (ψE ,ΣE) is smooth in R
d \ I up
to the boundary except at possible contact points. In dimension d ≤ 3, as no contact
point is assumed to exist in view of (2.4) (which indeed entails ρ′n > 0 almost surely for
all n), the boundary conditions in (2.7) are then clearly satisfied in a pointwise sense. In
dimension d > 3, as we allow for the existence of contact points, we must rather argue
as follows: for all n, for all V ∈ Rd and Θ ∈ Mskew, in terms of the cut-off function wn
constructed in Lemma 3.2, we test (4.6) with g = wn(V + Θ(x − xn)) ∈ H10 (I+n ), which
indeed satisfies D(g)|I = 0, and an integration by parts yields
0 =
ˆ
I+n \In
D
(
wn(V +Θ(x− xn))
)
: σ(ψE +Ex,ΣE)
= −
ˆ
∂In
(V +Θ(x− xn)) · σ(ψE + Ex,ΣE)ν,
showing that the boundary conditions in (2.7) are indeed satisfied. Finally, the weak
convergence of (∇ψE ,ΣE1Rd\I)( ·ε) in (2.8) follows from E
[
(∇ψE ,ΣE1Rd\I)
]
= 0 with the
ergodic theorem, and the sublinearity of ψE in form of the strong convergence of εψE(
·
ε) is
a standard result for random fields with stationary gradient having vanishing expectation,
e.g. [14, Section 7]. 
4.2. Extension of fluxes. Applying Theorem 3.1 to the corrector ψE in (2.7) and to
the solution uε of the Stokes problem (2.13), and noting that the assumption (2.11) on
interparticle distances precisely provides a control on the random variable Zα in (3.4), we
obtain the following useful extension result for the fluxes
qE := D(ψE) + E, pε := D(uε).
The choice α > 2dd+2 in this statement is dictated by the need to apply subsequently the
Sobolev embedding in the proof of Theorem 2.2.
Corollary 4.1 (Extension of fluxes). On top of Assumptions (H◦δ) and (H
′
δ), given a
bounded Lipschitz domain U ⊂ Rd, let the moment assumption (2.11) hold for interparticle
distances, and let f ∈ L2d/(d+2)(U). Then there exists α > 2dd+2 such that the following
properties hold.
(i) For all E ∈ Msym0 , there exists a stationary element q˜E ∈ Lα(Ω; Lαloc(Rd)d×dsym) with
tr(q˜E) = 0 almost surely and

q˜E = qE, in R
d \ I,´
Rd
D(g) : q˜E = 0, ∀g ∈ C∞c (Rd)d : div(g) = 0,
‖q˜E‖Lα(Ω) . |E|.
(4.7)
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(ii) There exists p˜ε ∈ Lα(Ω; Lα(U)d×dsym) with tr(p˜ε) = 0 almost surely and

p˜ε = pε, in U \ Iε(U),´
U D(g) : 2p˜ε =
´
U\Iε(U)
g · f, ∀g ∈ C∞c (U)d : div(g) = 0,
lim supε ‖p˜ε‖Lα(U) . ‖f‖
L
2d
d+2 (U)
.
(4.8)
♦
Proof. We split the proof into two steps.
Step 1. Proof of (i)
By linearity it suffices to argue for E ∈Msym0 with |E| = 1. The corrector equation (2.7) en-
sures that the flux qE = D(ψE)+E ∈ L2(Ω; L2loc(Rd)d×dsym) satisfies almost surely tr(qE) = 0
and ˆ
Rd
D(g) : qE = 0, ∀g ∈ C∞c (Rd)d : div(g) = 0, D(g)|I = 0.
Given α as in (3.2), Theorem 3.1 then provides an extension q˜E ∈ Lα(Ω; Lαloc(Rd)d×dsym) that
satisfies almost surely tr(q˜E) = 0, q˜E |Rd\I = qE|Rd\I , andˆ
Rd
D(g) : q˜E = 0, ∀g ∈ C∞c (Rd)d : div(g) = 0.
In addition, the construction in the proof of Theorem 3.1 entails that q˜E is stationary.
After taking the expectation, the estimate (3.4) takes on the following guise, recalling the
energy bound E
[|qE|2] . |E|2 and the choice |E| = 1,
E [|q˜E|α] .α 1 +
∑
n
E
[
µ(ρ′n)
α
2−α10∈In
]
.
Note that the ergodic theorem ensures that the present right-hand side is controlled by the
limits in (2.11) with ρ′n;U,ε ≤ ρ′n. Hence, under assumption (2.11), this yields the claimed
bound on q˜E for some α >
2d
d+2 (which is indeed compatible with (3.2)).
Step 2. Proof of (ii).
By linearity it suffices to argue for ‖f‖L2d/(d+2)(U) = 1. Equation (2.13) ensures that the
flux pε = D(uε) ∈ L2(Ω; L2(U)d×dsym) satisfies almost surely tr(pε) = 0 andˆ
U
D(g) : 2pε =
ˆ
U\Iε(U)
g · f, ∀g ∈ C∞c (Rd)d : div(g) = 0, D(g)|I = 0.
Given α as in (3.2), Theorem 3.1 then provides an extension p˜ε ∈ Lα(Ω; Lα(U)d×dsym) that
satisfies almost surely tr(p˜ε) = 0, p˜ε|U\Iε(U) = pε|U\Iε(U), andˆ
Rd
D(g) : 2p˜ε =
ˆ
U\Iε(U)
g · f, ∀g ∈ C∞c (U)d : div(g) = 0.
By scaling, the estimate (3.4) then takes on the following guise, recalling the energy bound
‖pε‖L2(U) . ‖f‖L2d/(d+2)(U) and the choice ‖f‖L2d/(d+2)(U) = 1,
‖p˜ε‖αLα(U) .α 1 + |U |+ εd
∑
n∈Nε(U)
µ(ρ′n;U,ε)
α
2−α
Under assumption (2.11), this yields the claimed bound on p˜ε for some α >
2d
d+2 (which is
indeed compatible with (3.2)). 
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On top of the above extended fluxes, we may construct corresponding extended pres-
sures, which constitute a useful tool in the sequel.
Lemma 4.2 (Extension of pressures). On top of Assumptions (H◦δ) and (H
′
δ), given a
bounded Lipschitz domain U ⊂ Rd, let assumption (2.11) hold for interparticle distances,
and let f ∈ L2d/(d+2)(U). Then there exists α > 2dd+2 such that the following properties
hold.
(i) For all E ∈Msym0 , given the extended flux q˜E in Corollary 4.1(i), there exists a unique
stationary pressure field Σ˜E ∈ Lα(Ω; Lαloc(Rd)) such that almost surely,

Σ˜E = ΣE, in R
d \ I,´
Rd
D(g) : (2q˜E − Σ˜E Id) = 0, ∀g ∈ C∞c (Rd)d,
‖Σ˜E − E
[
Σ˜E
]‖Lα(Ω) . |E|.
(4.9)
(ii) Given the extended flux p˜ε in Corollary 4.1(ii), there exists a unique pressure field
S˜ε ∈ Lα(Ω; Lα(U)) such that almost surely,

S˜ε = Sε, in U \ Iε(U),´
U D(g) : (2p˜ε − S˜ε Id) =
´
U\Iε(U)
g · f, ∀g ∈ C∞c (U)d,
lim supε ‖S˜ε‖Lα(U) . ‖f‖
L
2d
d+2 (U)
.
(4.10)
♦
Proof. We focus on the proof of (i), while item (ii) is similar. In view of e.g. [14, Proposi-
tion 12.10], the relation (4.7) for the extension q˜E ensures the existence of a pressure field
Σ˜E ∈ Lα(Ω; Lαloc(Rd)), uniquely defined up to a global additive constant, such thatˆ
Rd
D(g) :
(
2q˜E − Σ˜E Id
)
= 0, ∀g ∈ C∞c (Rd)d. (4.11)
Since q˜E coincides with qE = D(ψE) + E on R
d \ I , we deduce in particular
−△ψE +∇Σ˜E = 0, in Rd \ I.
In view of (2.7), as Rd \ I is connected, we deduce that the pressure Σ˜E must coincide
with ΣE up to a global constant, which shows in particular that Σ˜E is uniquely determined
by the choice Σ˜E|Rd\I = ΣE|Rd\I . As q˜E and ΣE1Rd\I are stationary, uniqueness entails
that Σ˜E is also stationary.
It remains to establish the estimate on the norm of Σ˜E in (4.9). For all R ≥ 3, a
standard use of the Bogovskii operator in form of Lemma 3.3 ensures that there ex-
ists zR ∈W 1,α
′
0 (BR)
d such that
div(zR) =
(
TR|TR|α−2 −
ffl
BR
TR|TR|α−2
)
1BR , TR := Σ˜E −
ffl
BR
Σ˜E ,
‖∇zR‖Lα′ (BR) .
∥∥TR|TR|α−2 − fflBR TR|TR|α−2
∥∥
Lα
′
(BR)
.
∥∥Σ˜E − fflBR Σ˜E
∥∥α−1
Lα(BR)
.
Testing (4.11) with g = zR then yields∥∥Σ˜E − fflBR Σ˜E
∥∥α
Lα(BR)
=
´
BR
Σ˜E div(zR) =
´
BR
D(zR) : 2q˜E
. ‖q˜E‖Lα(BR)
∥∥Σ˜E − fflBR Σ˜E
∥∥α−1
Lα(BR)
,
and thus ∥∥Σ˜E − fflBR Σ˜E
∥∥
Lα(BR)
. ‖q˜E‖Lα(BR). (4.12)
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Passing to the limit R ↑ ∞, in view of the stationarity of Σ˜E and q˜E, the ergodic theorem
entails ∥∥Σ˜E − E[Σ˜E]∥∥Lα(Ω) . ‖q˜E‖Lα(Ω).
Combined with (4.7), this yields the conclusion. 
Next, we compute E
[
q˜E
]
and E
[
Σ˜E
]
, which happen to provide alternative definitions
of the effective constants B¯, b¯. Note in particular that these ensemble averages do not
depend on the choice of the extension q˜E in Corollary 4.1(i).
Lemma 4.3 (Effective constants). On top of Assumptions (H◦δ) and (H
′
δ), let assump-
tion (2.11) hold for interparticle distances, and let q˜E and Σ˜E be defined in Corollary 4.1(i)
and Lemma 4.2(i) with some α > 2dd+2 . Then there hold almost surely as ε ↓ 0,
q˜E(
·
ε) ⇀ E [q˜E] = B¯E, Σ˜E(
·
ε) ⇀ E
[
Σ˜E
]
= −b¯ : E, weakly in Lαloc(Rd). ♦
Proof. As q˜E and Σ˜E are stationary, the ergodic theorem implies almost surely the weak
convergences q˜E(
·
ε) ⇀ E [q˜E] and Σ˜E(
·
ε) ⇀ E
[
Σ˜E
]
in Lαloc(R
d), and it remains to compute
these two expectations. We split the proof into two steps.
Step 1. Proof that B¯E = E [q˜E].
For all R ≥ 1, choose a smooth averaging function χR ∈ C∞c (Rd;R+) such that χR is
constant in BR, vanishes outside B2R, and satisfies
´
Rd
χR = 1 and |∇χR| . R−d−1.
Given E′ ∈ Msym0 , as qE = D(ψE) + E is stationary, the definition (2.6) of B¯ and the
ergodic theorem yield almost surely,
E′ : B¯E = E [qE′ : qE] = lim
R↑∞
ˆ
Rd
χR qE′ : qE. (4.13)
As qE′ vanishes in I and as qE coincides with q˜E in Rd \ I , we find
qE′ : qE = qE′ : q˜E = E
′ : q˜E +D(ψE′) : q˜E .
Using this identity and recalling the almost sure weak convergence q˜E(
·
ε) ⇀ E [q˜E] in
Lαloc(R
d), the above equality (4.13) becomes
E′ : B¯E = E′ : E [q˜E] + lim
R↑∞
ˆ
Rd
χR D(ψE′) : q˜E, (4.14)
and it remains to show that the last limit vanishes. Integrating by parts, using (4.9) and
the constraint div(ψE′) = 0, we findˆ
Rd
χR D(ψE′) : q˜E =
ˆ
Rd
D(χRψE′) : q˜E −
ˆ
Rd
(∇χR ⊗ ψE′) : q˜E
=
1
2
ˆ
Rd
Σ˜E div(χRψE′)−
ˆ
Rd
(∇χR ⊗ ψE′) : q˜E
= −1
2
ˆ
Rd
(∇χR ⊗ ψE′) :
(
2q˜E − Σ˜E Id
)
.
The relation div(ψE′) = 0 entails
´
Rd
∇χR · ψE′ = 0, which allows to add any constant to
the pressure Σ˜E in the right-hand side. Further recalling the properties of the averaging
function χR, we deduce∣∣∣
ˆ
Rd
χR D(ψE′) : q˜E
∣∣∣ . R−1
 
B2R
|ψE′ |
(
|q˜E|+
∣∣∣Σ˜E −
 
B2R
Σ˜E
∣∣∣).
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Combined with Hölder’s inequality and with the a priori estimate (4.12), this becomes
∣∣∣
ˆ
Rd
χR D(ψE′) : q˜E
∣∣∣ . R−1(
 
B2R
|ψE′ |α′
) 1
α′
( 
B2R
|q˜E |α
) 1
α
= ‖R−1ψE′(R·)‖Lα′ (B2)‖q˜E(R·)‖Lα(B2).
Since the choice α > 2dd+2 entails α
′ < 2dd−2 , the weak compactness of {q˜E(R·)}R in Lα(B2)
and the sublinearity of ψE′ in form of (2.8) then lead almost surely to
lim
R↑∞
ˆ
Rd
χRD(ψE′) : q˜E = 0,
and the conclusion follows from (4.14).
Step 2. Proof that b¯ : E = −E[Σ˜E].
In terms of the cut-off function wn in Lemma 3.2, integrating by parts, and recalling that
the corrector equation (2.7) yields div(σ(ψE+Ex,ΣE)) = 0 in I
+
n \In, the definition (2.12)
of b¯ becomes
b¯ : E =
1
d
E
[∑
n
1In
|In|
ˆ
∂In
(x− xn) · σ(ψE + Ex,ΣE)ν
]
= −1
d
E
[∑
n
1In
|In|
ˆ
I+n \In
div
(
wn σ(ψE + Ex,ΣE) (x− xn)
)]
= −1
d
E
[∑
n
1In
|In|
ˆ
I+n \In
D
(
(x− xn)wn
)
: σ(ψE + Ex,ΣE)
]
.
Writing σ(ψE +Ex,ΣE) = 2qE −ΣE Id in I+n \ In, and using the extensions q˜E and Σ˜E in
form of (4.9), we are led to
b¯ : E =
1
d
E
[∑
n
1In
|In|
ˆ
In
D
(
(x− xn)wn
)
:
(
2q˜E − Σ˜E Id
)]
.
Since D((x− xn)wn) = Id in In and since tr(q˜E) = 0, we deduce
b¯ : E = −E
[∑
n
1In
|In|
ˆ
In
Σ˜E
]
,
and the conclusion b¯ : E = −E[Σ˜E] easily follows by stationarity. 
4.3. Proof of Theorem 2.2. We split the proof into two steps. First we establish the
convergence of the velocity field by a direct div-curl argument inspired by the work of
Jikov [12, 13] on homogenization problems with stiff inclusions (see also [14, Section 3.2]),
and we then turn to the convergence of the pressure.
Step 1. Div-curl argument: for some α > 2dd+2 there hold almost surely as ε ↓ 0,
uε ⇀ u¯, weakly in H
1
0 (U),
p˜ε ⇀ B¯D(u¯), weakly in L
α(U),
S˜ε −
ffl
U S˜ε ⇀ S¯, weakly in L
α(U).
(4.15)
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By a standard energy argument as in [6, Step 8.1 of the proof of Proposition 2.1], provided
that f ∈ Lp(U) for some p > d, this weak convergence result easily implies the following
corresponding corrector result, almost surely,
pε −
∑
E∈E
qE(
·
ε)∇E u¯ → 0, strongly in L2(U),
uε − u¯−
∑
E∈E
εψE(
·
ε)∇E u¯ → 0, strongly in H10 (U),
(4.16)
where we recall the short-hand notation ∇Eu¯ = E : D(u¯) and where E stands for an
orthonormal basis of Msym0 . We omit the proof of this standard consequence (4.16) and
rather focus on (4.15).
For η > 0 we set for abbreviation Uη := {x ∈ U : dist(x, ∂U) > η}. Since qE |I = 0 and
pε|Iε(U) = 0, since q˜E and qE coincide on Rd \I , since p˜ε and pε coincide on U \Iε(U), and
since the definition (2.9) of Iε(U) entails that Iε(U)∩Uη = (εI)∩Uη whenever ε < η2 , we
deduce that the following identity holds on Uη for ε < η2 ,
q˜E(
·
ε) : pε = qE(
·
ε) : p˜ε, (4.17)
and we aim at passing to the limit in both sides. For some α > 2dd+2 , since the energy bound
‖∇uε‖L2(U) . ‖f‖L2d/(d+2)(U) entails that (uε)ε is almost surely bounded in H10 (U), since
Corollary 4.1(ii) and Lemma 4.2(ii) ensure that (p˜ε)ε and (S˜ε)ε are almost surely bounded
in Lα(U), further recalling (2.8) and Lemma 4.3, and appealing to the Rellich theorem
with α′ < 2dd−2 , we deduce almost surely, up to extraction of a subsequence as ε ↓ 0,
qE(
·
ε) ⇀ E, weakly in L
2(U),
q˜E(
·
ε) ⇀ B¯E, weakly in L
α(U),
Σ˜E(
·
ε) ⇀ −b¯ : E, weakly in Lα(U),
εψE(
·
ε) → 0, strongly in Lα
′
(U),
pε ⇀ D(u0), weakly in L
2(U),
p˜ε ⇀ p˜0, weakly in L
α(U),
S˜ε ⇀ S˜0, weakly in L
α(U),
uε → u0, strongly in Lα′(U),
(4.18)
for some u0 ∈ H10 (U)d, p˜0 ∈ Lα(U)d×dsym , and S˜0 ∈ Lα(U). If the inclusions {In}n were
uniformly separated as assumed in [6], then the extension theorem would hold with α = 2,
so that a standard div-curl lemma in form of e.g. [14, Lemma 12.12] would allow to pass
to the limit in identity (4.17), to the effect of
B¯E : D(u0) = E : p˜0, in U. (4.19)
Since passing to the limit in the integral identity (4.10) further yieldsˆ
U
D(g) :
(
2p˜0 − S˜0 Id
)
= (1− λ)
ˆ
U
g · f, ∀g ∈ C∞c (U)d,
identity (4.19) implies that (u0, S˜0 −
ffl
U S˜0) coincides with the solution (u¯, S¯) of the ho-
mogenized equation (2.14). In the present situation with α < 2, it remains to repeat the
proof of the div-curl argument and to show that identity (4.19) still holds.
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We start by passing to the limit in the left-hand side of (4.17). Given a test function
h ∈ C∞c (U) supported in Uη for some fixed η > 2ε, an integration by parts together with
identity (4.9) and with the constraint div(uε) = 0 yieldsˆ
U
h q˜E(
·
ε) : pε =
ˆ
U
h q˜E(
·
ε) : D(uε)
=
ˆ
U
D(huε) : q˜E(
·
ε)−
ˆ
U
(∇h⊗ uε) : q˜E( ·ε)
=
1
2
ˆ
U
Σ˜E(
·
ε) div(huε)−
ˆ
U
(∇h⊗ uε) : q˜E( ·ε)
= −1
2
ˆ
U
(∇h⊗ uε) :
(
2q˜E − Σ˜E Id
)
( ·ε).
Note that the relation div(uε) = 0 entails
´
U ∇h ·uε = 0, which allows to add any constant
to the pressure Σ˜E, for instance replacing it by Σ˜E − E
[
Σ˜E
]
. In view of (4.18), we may
then pass to the limit in the above, to the effect of
lim
ε↓0
ˆ
U
h q˜E(
·
ε) : pε = −
ˆ
U
(∇h⊗ u0) : B¯E =
ˆ
U
h B¯E : D(u0). (4.20)
We turn to the right-hand side of (4.17). Integrating by parts, using (4.10) and the
constraint div(ψE) = 0, we findˆ
U
h qE(
·
ε) : p˜ε = E :
ˆ
U
h p˜ε +
ˆ
U
h D(ψE)(
·
ε) : p˜ε
= E :
ˆ
U
h p˜ε +
ˆ
U
D
(
h εψE(
·
ε)
)
: p˜ε −
ˆ
U
(∇h⊗ εψE( ·ε)) : p˜ε
= E :
ˆ
U
h p˜ε +
1
2
ˆ
U\Iε(U)
h εψE(
·
ε) · f
−1
2
ˆ
U
(∇h⊗ εψE( ·ε)) : (2p˜ε − S˜ε Id ).
In view of (4.18), we may then pass to the limit in the above, to the effect of
lim
ε↓0
ˆ
U
h qE(
·
ε) : p˜ε = E :
ˆ
U
h p˜0.
Combining this with (4.20), and choosing an arbitrary test function h ∈ C∞c (U), this
proves the validity of identity (4.19) in U , and the claim follows.
Step 2. Convergence of the pressure.
While it is already shown in Step 1, cf. (4.15), that almost surely there holds S˜ε−
ffl
U S˜ε ⇀ S¯
weakly in Lα(U), we now turn to the convergence of the restricted pressure Sε1U\Iε(U) =
S˜ε1U\Iε(U), which is the relevant pressure in the Stokes equation (2.13). For the sake of
brevity, we shall establish at the same time the corrector result for the pressure, and we
start by examining the two-scale expansion errors
wε := uε − u¯−
∑
E∈E
εψE(
·
ε)∇Eu¯,
Qε := Sε1U\Iε(U) − S¯ − b¯ : D(u¯)−
∑
E∈E
(ΣE1Rd\I)(
·
ε)∇E u¯.
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Without loss of generality, we may assume that f ∈ W 1,∞(U)d and u¯ ∈ W 3,∞0 (U)d, while
the general case easily follows from an approximation argument as in [6, Step 8.4 of the
proof of Proposition 2.1].
Consider a test function g ∈ C∞c (U)d with D(g)|εI = 0. Inserting the above definition of
(wε, Qε) and reorganizing the terms, we compute
ˆ
U
D(g) :
(
2D(wε)−Qε Id
)
=
ˆ
U
D(g) :
(
2pε − Sε Id
)−
ˆ
U
D(g) :
(
2B¯D(u¯)− S¯ Id )
−
∑
E∈E
ˆ
U
D(g) :
(
2qE − ΣE1Rd\I Id
)
( ·ε)∇E u¯+
∑
E∈E
ˆ
U
D(g) :
(
2B¯E + (b¯ : E) Id
)∇E u¯
− 2
∑
E∈E
ˆ
U
D(g) :
(∇∇Eu¯⊗ εψE( ·ε)).
Since D(g) vanishes in εI , recalling that (qE,ΣE)( ·ε) and (pε, Sε) coincide with (q˜E , Σ˜E)( ·ε )
and (p˜ε, S˜ε) in U \(εI) ⊂ U \Iε(U), and appealing to the integral identities (4.9) and (4.10)
and to the homogenized equation (2.14), we are easily led to
ˆ
U
D(g) :
(
2D(wε)−Qε Id
)
= Fε(g), (4.21)
in terms of
Fε(g) := −
ˆ
U
g · (1I( ·ε)− λ)f − 2
∑
E∈E
ˆ
U
D(g) :
(∇∇Eu¯⊗ εψE( ·ε))
+
∑
E∈E
ˆ
U
(∇∇Eu¯⊗ g) :
((
2q˜E − Σ˜E Id
)
( ·ε)−
(
2B¯E + (b¯ : E) Id
))
. (4.22)
Appealing to the Bogovskii operator in form of Lemma 3.4, we can construct zε ∈ H10 (U)d
such that
div(zε) =
(
Qε −
ffl
U\εI Qε
)
1U\εI , ∇zε|εI = 0,
‖∇zε‖L2(U) .
∥∥Qε − fflU\εI Qε∥∥L2(U\εI). (4.23)
Testing (4.21) with g = zε, we find
∥∥∥Qε −
 
U\εI
Qε
∥∥∥2
L2(U\εI)
= −Fε(zε) + 2
ˆ
U
D(zε) : D(wε).
Noting that the definition (4.22) of Fε yields
|Fε(g)| . ‖g‖H1(U)
(‖f‖W 1,∞(U) + ‖∇u¯‖W 2,∞(U))
× sup
E∈E
(
‖εψE( ·ε)‖L2(U) + ‖1I( ·ε)− λ‖H−1(U)
+ ‖q˜E( ·ε)− B¯E‖H−1(U) + ‖Σ˜E( ·ε) + b¯ : E‖H−1(U)
)
,
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and using the bound (4.23) on the H1-norm of zε, we deduce
∥∥∥Qε −
 
U\εI
Qε
∥∥∥
L2(U\εI)
. ‖wε‖H1(U)
+
(‖f‖W 1,∞(U) + ‖∇u¯‖W 2,∞(U)) sup
E∈E
(
‖εψE( ·ε)‖L2(U) + ‖1I( ·ε)− λ‖H−1(U)
+ ‖q˜E( ·ε)− B¯E‖H−1(U) + ‖Σ˜E( ·ε) + b¯ : E‖H−1(U)
)
.
Appealing to the Rellich theorem in form of Lα(U) ⋐ H−1(U) for α > 2dd+2 , and appealing
to (2.8), (4.16), and to Lemma 4.3, together with the ergodic theorem in form of the almost
sure weak convergence 1I(
·
ε)⇀ λ in L
2
loc(R
d), the above right-hand side tends to 0 as ε ↓ 0.
This concludes the proof.
5. Tools for further applications
This section is devoted to the proof of Lemmas 2.4 and 2.5, which are useful tools for
the further analysis of suspensions of rigid particles without uniform separation.
Proof of Lemma 2.4. In terms of the cut-off function wn ∈ H10 (I+n ) with wn|In = 1 that we
have constructed in Lemma 3.2, an integration by parts and the relation div(σ(u, S)) = 0
lead to ˆ
∂In
g · σ(u, S)ν = −
ˆ
I+n \In
div(wnσ(u, S)g) = −
ˆ
I+n \In
D(wng) : σ(u, S),
and the conclusion follows from the properties of wn. 
Proof of Lemma 2.5. Given R ≥ 5, choose ζR ∈ C∞c (Rd;R+) such that ζR is supported in
B2R−4, equals 1 in BR, and satisfies |∇ζR| . R−1. For any V ∈ Rd and c ∈ R, testing
equation (2.16) with (u− V )ζR, and replacing the pressure S by S − c, we find
ˆ
Rd
ζR|∇u|2 = −
ˆ
Rd
(
(u− V )⊗∇ζR
)
:
(∇u− (S − c) Id1Rd\I)
−
∑
n:I+n ⊂B2R
ˆ
∂In
ζR (u− V ) · σ(u, S − c)ν.
Since D(u) = 0 in In, we may write u = Vn + Θn(x − xn) in In for some Vn ∈ Rd and
Θn ∈ Mskew. The boundary conditions for u then allow to add any constant to the test
function ζR in the last right-hand side term, and we obtain
ˆ
Rd
ζR|∇u|2 = −
ˆ
Rd
(
(u− V )⊗∇ζR
)
:
(∇u− (S − c) Id1Rd\I)
−
∑
n:I+n ⊂B2R
ˆ
∂In
(
ζR −
 
In
ζR
)(
Vn − V +Θn(x− xn)
) · σ(u, S − c)ν.
Hence, appealing to the Cauchy-Schwarz inequality to bound the first right-hand side
term, and appealing to the trace estimate of Lemma 2.4 for the second term, we deduce
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for all K ≥ 1,
‖∇u‖2
L2(BR)
.
1
K2
‖∇u‖2
L2(B2R)
+
1
K2
‖S − c‖2
L2(B2R)
+K2R−2‖u− V ‖2
L2(B2R)
+K2R−2
∑
n:I+n ⊂B2R
µ(ρ′n)
(|Vn − V |2 + |Θn|2).
Choosing c =
ffl
B2R
S and appealing to a pressure estimate as in (4.5), this reduces to
‖∇u‖2
L2(BR)
.
1
K2
‖∇u‖2
L2(B2R)
+K2R−2‖u− V ‖2
L2(B2R)
+K2R−2
∑
n:I+n ⊂B2R
µ(ρ′n)
(|Vn − V |2 + |Θn|2). (5.1)
Now note that
|Vn − V |2 .
ˆ
In
|u− V |2, |Θn|2 ≃
ˆ
In
|∇u|2.
Given s > 2, Hölder’s inequality then yields∑
n:I+n ⊂B2R
µ(ρ′n)
(|Vn − V |2 + |Θn|2)
. ‖u− V ‖2Ls(B2R)
( ∑
n:I+n⊂B2R
µ(ρ′n)
s
s−2
) s−2
s
+ ‖∇u‖2L2(B2R)
(
sup
n:I+n ⊂B2R
µ(ρ′n)
)
.
(
‖u− V ‖2Ls(B2R) + ‖∇u‖2L2(B2R)
)( ∑
n:I+n⊂B2R
µ(ρ′n)
s
s−2
) s−2
s
.
Choosing V :=
ffl
B2R
u and inserting this bound into (5.1), the claim (2.17) follows by
scaling. Further replacing u − V by u − V − Θx for some Θ ∈ Mskew, the corresponding
result (2.18) similarly follows for the symmetrized gradient. 
Acknowledgements
The author thanks David Gérard-Varet and Antoine Gloria for motivating discussions
on the topic of the present contribution, and acknowledges financial support from the
CNRS-Momentum program.
References
[1] G. K. Batchelor and J.T. Green. The determination of the bulk stress in suspension of spherical
particles to order c2. J. Fluid Mech., 56(3):401–427, 1972.
[2] G. K. Batchelor and J.T. Green. The hydrodynamic interaction of two small freely-moving spheres in
a linear flow field. J. Fluid Mech., 56(2):375–400, 1972.
[3] M. Duerinckx and A. Gloria. On Einstein’s effective viscosity formula. Preprint, arXiv:2008.03837.
[4] M. Duerinckx and A. Gloria. Quantitative homogenization theory for suspensions in a steady Stokes
flow. In preparation.
[5] M. Duerinckx and A. Gloria. Sedimentation of random suspensions and the effect of hyperuniformity.
Preprint, arXiv:2004.03240.
[6] M. Duerinckx and A. Gloria. Corrector equations in fluid mechanics: Effective viscosity of colloidal
suspensions. Arch. Ration. Mech. Anal., 2020.
[7] G. P. Galdi. An introduction to the mathematical theory of the Navier-Stokes equations. Steady-state
problems. Springer Monographs in Mathematics. Springer, New York, second edition, 2011.
24 M. DUERINCKX
[8] D. Gérard-Varet. Derivation of Batchelor–Green formula for random suspensions. Preprint,
arXiv:2008.06324.
[9] D. Gérard-Varet and M. Hillairet. Analysis of the viscosity of dilute suspensions beyond Einstein’s
formula. Preprint, arXiv:1905.08208.
[10] D. Gérard-Varet and R. M. Höfer. Mild assumptions for the derivation of Einstein’s effective viscosity
formula. Preprint, arXiv:2002.04846.
[11] D. Gérard-Varet and A. Mecherbet. On the correction to Einstein’s formula for the effective viscosity.
arXiv:2004.05601.
[12] V. V. Jikov. Averaging of functionals in the calculus of variations and elasticity.Math. USSR, Izvestiya,
29:33–66, 1987.
[13] V. V. Jikov. Some problems of extension of functions arising in connection with the homogenization
theory. Diff. Uravnenia, 26(1):39–51, 1990.
[14] V. V. Jikov, S. M. Kozlov, and O. A. Ole˘ınik. Homogenization of differential operators and integral
functionals. Springer-Verlag, Berlin, 1994.
[15] B. Niethammer and R. Schubert. A local version of Einstein’s formula for the effective viscosity of
suspensions. Preprint, arXiv:1903.08554.
(Mitia Duerinckx) Université Paris-Saclay, CNRS, Laboratoire de Mathématiques d’Orsay,
91405 Orsay, France & Université Libre de Bruxelles, Département de Mathématique,
1050 Brussels, Belgium
E-mail address: mduerinc@ulb.ac.be
