Abstract. We consider the numberN (q) of points in the projective complement of graph hypersurfaces over F q and show that the smallest graphs with non-polynomialN (q) have 14 edges. We give six examples which fall into two classes. One class has an exceptional prime 2 whereas in the other classN (q) depends on the number of cube roots of unity in F q . At graphs with 16 edges we find examples whereN (q) can be reduced to the number of points on a K3 in P 3 . In an outlook we show that applying momentum space Feynmanrules over F q lets the perturbation series terminate for renormalizable and non-renormalizable bosonic quantum field theories.
Introduction
Inspired by the appearance of multiple zeta values in quantum field theories [4] , [16] Kontsevich informally conjectured in 1997 that for every graph the number of zeros of the graph polynomial (see Sect. 2.1 for a definition) over a finite field F q is a polynomial in q [15] . This conjecture puzzled graph theorists for quite a while. In 1998 Stanley proved that a dual version of the conjecture holds for complete as well as for 'nearly complete' graphs [17] . The result was extended in 2000 by Chung and Yang [8] . On the other hand, in 1998 Stembridge verified the conjecture by the Maple-implementation of a reduction algorithm for all graphs with at most 12 edges [18] . However, in 2000 Belkale and Brosnan were able to disprove the conjecture (in fact the conjecture is maximally false in a certain sense) [2] . Their proof was quite general in nature and in particular relied on graphs with an apex (a vertex connected to all other vertices). This is not compatible with physical Feynman rules allowing only low vertex-degree (3 or 4) . It was still a possibility that the conjecture works for 'physical' graphs where it originated from. Moreover, explicit counter-examples were not known.
We show that the first counter-examples to Kontsevich's conjecture are graphs with 14 edges (all graphs with ≤ 13 edges are of polynomial type). Moreover, these graphs are 'physical': Amongst all 'primitive' graphs with 14 edges in φ 4 -theory we find six graphs for which the numberN (q) of points in the projective complement of the graph hypersurface (the zero locus of the graph polynomial) is not a polynomial in q.
Five of the six counter-examples fall into one class that has a polynomial behaviorN(q) = P 2 (q) for q = 2 k andN(q) = P =2 (q) for all q = 2 k with P 2 = P =2 (although the difference between the two polynomials is minimal [Eqs. (2.31) -(2.35)]). Of particular interest are three of the five graphs because for these the physical period is known to be a weight 11 multiple zeta value [Eq. (2.44)]. The sixth counter-example is of a new kind. One obtains three mutually (slightly) different polynomialsN(q) = P i (q), i = −1, 0, 1 depending on the remainder of q mod 3 [Eq. (2.36)]. At 14 edges the breaking of Kontsevich's conjecture by φ 4 -graphs is soft in the sense that after eliminating the exceptional prime 2 (in the first case) or after a quadratic field extension by cube roots of unity (leading to q = 1 mod 3)N(q) becomes a polynomial in q.
At 16 edges we find two new classes of counter-examples. One resembles what we have found at 14 edges by providing three different polynomials this time depending on the remainder of q mod 4 [Eq. (2.37)]. The result is of polynomial type after a quadratic field extension by fourth roots of unity (leading to q = 1 mod 4).
The second class is of an entirely new type. A formula forN (q) can be given that entails a polynomial in q together with the number of points in the complement of a surface in P 3 (Eqs. (2.38) -(2.43). (The surface has been identified as a singular K3. In fact it is a Kummer surface with respect to the elliptic curve y 2 + xy = x 3 − x 2 − 2x − 1, corresponding to the weight 2 level 49 newform [6] .) This inplies that the motive of the graph hypersurface is of non-mixed-Tate type. The result was found by computer algebra using the reduction Thm. 2.8 which is proved with geometrical tools that lift to the Grothendieck ring of varieties K 0 (Var k ). This allows us to state the result as a theorem in the Grothendieck ring: The equivalence class of the graph hypersurface X of graph Fig. 1 
Although Kontsevich's conjecture does not hold in general, for physical graphs there is still a remarkable connection betweenN (q) and the quantum field theory period, Eq. (2.4). In particular, in the case that N(q) is a polynomial in q (after excluding exceptional primes and finitedegree field extensions) we are able to predict the weight of the multiple zeta value from the q 2 -coefficient ofN (see Remark 2.10). Likewise, a non mixed-Tate L 2 -coefficient [F ] in the above equation could indicate that the (yet unknown) period of the corresponding graph is not a multiple zeta value.
In an outlook we make the attempt to define a perturbative quantum field theory over F q . We keep the algebraic structure of the Feynmanamplitudes, interpret the integrands as F q -valued functions and replace integrals by sums over F q . We prove that this renders many amplitudes zero (Lemma 3.1). In bonsonic theories with momentum independent vertex-functions only superficially convergent amplitudes survive. The perturbation series terminates for renormalizable and non-renormalizable quantum field theories. Only super-renormalizable quantum field theories may provide infinite (formal) power series in the coupling.
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2. Kontsevich's Conjecture 2.1. Fundamental Definitions and Identities. Let Γ be a connected graph, possibly with multiple edges and loops (edges connecting to a single vertex). We use n for the number of edges of Γ.
The graph polynomial is a sum over all spanning trees T . Each spanning tree contributes by the product of variables corresponding to edges not in T ,
The graph polynomial was introduced by Kirchhoff who considered electric currents in networks with batteries of voltage V e and resistance x e at each edge e [14] . The current through any edge is a rational function in the x e and the V e with common denominator Ψ Γ (x). In a tree where no current can flow the graph polynomial is 1. The graph polynomial is related by a Cremona transformation
e ) e to a dual polynomial built from the edges in T ,
The polynomialΨ is dual to Ψ in a geometrical sense: If the graph Γ has a planar embedding then the graph polynomial of a dual graph is the dual polynomial of the original graph. Both polynomials are homogeneous and linear in their coordinates and for any simple graph we have
where Γ − 1 means Γ with edge 1 removed whereas Γ/1 is Γ with edge 1 contracted (keeping double edges). The degree of the graph polynomial equals the number h 1 of independent cycles of Γ whereas deg(Ψ) = n − h 1 . In quantum field theory graph polynomials appear as denominators of period integrals (2.4)
for graphs with n = 2h 1 . The integral converges for graphs that are primitive for the Connes-Kreimer coproduct which is a condition that can easily be checked for any given graph (see Lemma 5.1 and Prop. 5.2 of [3] ). If the integral converges, the graph polynomial may be replaced by its dual due to a Cremona transformation. A necessary and sufficient condition for a graph to be primitive is given in [3] (Prop. 5.2).
The polynomials Ψ andΨ have very similar (dual) properties. To simplify notation we mainly restrict ourself to the graph polynomial although for graphs with many edges its dual is more tractable and was hence used in [2] , [8] , [17] , and [18] .
The graph polynomial (and alsoΨ) has the following basic property Lemma 2.1. Let Ψ = ax e x e ′ + bx e + cx e ′ + d for some variables x e , x e ′ and polynomials a, b, c, d, then
for a homogeneous polynomial ∆ e,e ′ which is linear in its variables.
Proof. For the dual polynomial this is Theorem 2.8 in [18] . The result for Ψ follows by a Cremona transformation, Eq. (2.2).
As a simple example we may take a cycle C 3 with 3 edges.
Example 2.2.
The dual of C 3 is a triple edge with graph polynomialΨ C 3 and dual polynomial Ψ C 3 .
The zero locus of the graph polynomial defines an in general singular projective variety (the graph hypersurface) X Γ ⊂ P n−1 . In this article we consider the projective space over the field F q with q elements. Counting the number of points on X Γ means counting the number N(Ψ Γ ) of zeros of Ψ Γ . In this paper we prefer to (equivalently) count the points in the complement of the graph hypersurface.
In general, if f 1 , . . . , f m are homogeneous polynomials in Z[x 1 , . . . , x n ] and N(f 1 , . . . , f m ) F n q is the number of their common zeros in F n q we obtain for the number of pointsN in the projective complement of their zero locusN
IfN is a polynomial in q so is N (and vice versa). We drop the subscript PF n−1 q if the context is clear. The duality between Ψ andΨ leads to the following Lemma (which we will not use in the following). Lemma 2.3. The number of points in the complement of the graph hypersurface can be obtained from the dual surface of the graph and its minors. Namely,
where T ⊔ S ⊂ E is a partition of an edge subset into a tree T and an arbitrary edge set S and Γ/T − S is the contraction of T in Γ − S.
Proof. The prove is given in [18] (Prop. 3.1) following an idea of [17] .
CalculatingN (Ψ Γ ) is straight forward for small graphs. Following Ex. 2.2 we find that Ψ C 3 has q 2 zeros in F 3 q (defining a hyperplane).
The same is true forΨ C 3 , but here the counting is slightly more difficult. A way to find the result is to observe that whenever x 2 + x 3 = 0 we can solveΨ C 3 = 0 uniquely for x 1 . This gives q(q − 1) zeros. If, on the other hand, x 2 + x 3 = 0 we conclude that x 2 = −x 3 = 0 while x 1 remains arbitrary. This adds another q solution such that the total is q 2 . A generalization of this method was the main tool in [18] basically only augmented by the inclusion-exclusion formula N(f g) = N(f ) + N(g)−N(f, g). We add coordinate rescalings to the toolbox and obtain the following proposition.
Proof. Inclusion-exclusion, Prop. 1.3, and Remark 1.4 of [18] together with Eq. (2.6) lead to (1) and (2) . Equation (2.10) is another application of inclusion-exclusion. On gh = 0 the rescaling gives an isomorphism between the varieties defined by f andf. Hence in
Translation to complements leads to the result.
In practice, one first tries to eliminate variables using (1) and (2). If no more progress is possible (3) is the next best chance to proceed (see the proof of Thm. 2.19). In this case it may be convenient to work with non-homogeneous polynomials in affine space. One can always swap back to projective space by
This equation is clear by geometry. Formally, it can be derived from Eq. (2.10) by the transformation
In the case of a single polynomial f = f we have the following corollary:
Proof. We use Eq. (2.9) for f 1 = f . Because deg(f ) > 1 neither f 1 nor f 0 are constants = 0 in the first term on the right hand side. Hence, a point in the complement of
has coordinates x with (x 2 , . . . , x n ) = 0. Thus (x 2 : . . . : x n ) are coordinates in PF n−2 q whereas x 1 may assume arbitrary values in F q . The second term in Eq. (2.9) is absent for m = 1 and we obtain Eq. (2.12). Moreover, modulo q we haveN(
In the case of two polynomials f 1 , f 2 we obtain a result analogous to Lemma 2.3 in [18] :
Proof. Double use of Eq. (2.9) and Eq. (2.8) lead tō
we obtain Eq. (2.13) in a way analogous to the proof of the previous corollary.
If f 11 f 20 −f 10 f 21 = ±∆ 2 and deg(f 1 f 2 ) < 2n−1 then deg(∆) < n−1 and the second term on the right hand side is 0 mod q by Cor. 2.5.
and continue eliminating variables until f 11 ∈ F × q . In this situation Eq. (2.14) leads to (2.15)
such that the middle term vanishes modulo q. The first and the third term add up to
We combine both corollaries with Lemma 2.1 (Eq. (2.16) is basically Thm. 2.4 in [18] ).
If f is linear in all its variables, if the statement of Lemma 2.1 holds for f and any choice of variables e, e ′ , and if 0
In particularN(Ψ Γ ) = 0 mod q 2 for every simple graph with h 1 > 0.
Proof. Eq. 2.16 is a combination of Eqs. (2.12) and (2.13). The second statement is trivial for deg(f ) = 1 and straight forward for deg(f ) = 2 using Cors. 2.5 and 2.6. To show it for deg(f ) > 2 we observe that modulo q 2 the second term on the right hand side of Eq. (2.16) vanishes due to Cor. 2.5 while the third and fourth term vanish due to Cor. 2.6. We thus haveN(f ) ≡N(f 11 ) PF n−3 q mod q 2 and by iteration we reduce the statement to deg(f ) = 2. Any simple non-tree graph fulfills the conditions of the corollary by Lemma 2.1. Now, we formulate the main theorem of this subsection Theorem 2.8. Let Γ be a simple graph with vertex-connectivity ≥ 2. ThenN
If Γ has a 3-valent vertex v with attached edges 1,2,3 then (Γ − 1/23 means edge 1 removed, edges 2,3 contracted, etc.)
gives the number of points in the projective complement of the graph hypersurface in terms of graph polynomials of minors. Alternatively, with
In particular,
If, additionally, there exists an edge 4 such that edges 2,3,4 form a triangle we have
Proof. From the definition it is clear that the graph polynomial can factorize only if the graph has vertex-connectivity ≤ 1. Hence, Ψ Γ is irreducible and
. For the projective complement we obtain Eq. (2.17) whileN (Ψ Γ ) ≡ 0 mod q 2 is Cor. 2.7. Every spanning tree has to reach v. Hence Ψ Γ can not have a term proportional to x 1 x 2 x 3 . Similarly, the coefficients of x 1 x 2 , x 1 x 3 , and 
Proof. We have deg(
By the Ax-Katz theorem [1] , [13] we obtain N(Ψ Γ−123 , ∆) F n−3 q ≡ 0 mod q such that the corollary follows from Eq. (2.6).
If 2h 1 = n we will be able to traceN mod q 3 by following a single term in the reduction algorithm (details will be published in [6] ): Because in the rightmost term of Eq. (2.22) the sum over the degrees equals the number of variables we can apply Eq. (2.13) while keeping only the middle term on the right hand side. Modulo q the first term vanishes trivially whereas the third term vanishes due to the Ax-Katz theorem. As long as f 11 f 20 − f 10 f 21 factorizes we can continue using Eq. (2.13) which leads to the 'denominator reduction' method in [5] , [7] , see Eq. (2.28).
In the next subsection we will see thatN(Ψ Γ ) mod q 3 starts to become non-polynomial for graphs with 14 edges (and 2h 1 = n) whereas higher powers of q stay polynomial (see Result 2.18). On the other handN mod q 3 is of interest in quantum field theory. It gives access to the most singular part of the graph polynomial delivering the maximum weight periods and we expect the (relative) [5] .
For graphs that originate from φ 4 -theory we make the following observations:
Remark 2.10. Let Γ be a 4-regular graph minus one vertex, such that the integral Eq. (2.4) converges. Let c 2 (f, q) ≡N (f )/q 2 mod q for f the graph polynomial Ψ Γ or its dualΨ Γ . We make the following empirical observations:
Proof of the first statement in (7) . By the arguments in the paragraph following Cor. 2.9 we can eliminate variables starting fromN (∆ e,e ′ ) keeping only one term mod q 2 . In [5] it is proved that one can always proceed until five variables (including e, e ′ ) are eliminated leading to the '5-invariant' of the graph. This 5-invariant is invariant under changing the order with respect to which the varibales are eliminated. This shows thatN (∆ e,e ′ ) =N(∆ f,f ′ ) mod q 2 for any four edges e, e ′ , f, f ′ in Γ. The eqivalence in (7) follows from Eq. (2.22) and the fact that Γ has four 3-valent vertices. In fact, every 'primitive' graph has at least four 3-valent vertices such that observation (7) holds for those graphs in general.
By the proven part of (7) we know that 'denominator reduction' [5] of a primitive graph Γ givesN(Γ) mod q 3 : If a sequence of edges leads to a reduced denominator ψ in m (non-reduced) variables we havē
, if ψ ∈ Z, whereN(z) for z ∈ Z is 1 if gcd(z, q) = 1 and 0 otherwise. This explains observations (3) and (4) for 'denominator reducible' graphs (for which there exists a sequence of edges, such that ψ ∈ Z). In this situation observations (5) and (6) are proved in [5] . Moreover, for a class of not too complicated graphs (6) can be explained by means of etale cohomology and Lefschetz's fixed-point formula [9] .
Of particular interest will be the case whenN is a polynomial in q. In this situation we have the following statement. (
By rationality of Z q [10] we see that all coefficients c k are integers, henceN ∈ Z[q].
Proof. A straight forward calculation using Eq. (2.6) shows that Z q (t) = exp(
We end this subsection with the following remark that will allows us to lift some results to general fields (see Thm. 2.19). Stembridge in a nice Maple worksheet which is available on his homepage. Stembridge's algorithm tries to partially eliminate variables and expand products in a balanced way (not to generate too large expressions). But, actually, it turned out to be more efficient to completely eliminate variables and expand all products once the sequence of variables is chosen in an efficient way. Thm. 2.8 reflects this strategy by providing concise formulae for completely eliminating variables that are attached to a vertex (and a triangle). A good sequence of variables will be a sequence that tries to complete vertices or cycles. Such a sequence is related to [5] by providing a small 'vertex-width'. So, in fact, the author modified Stembridge's algorithms to work in a less intelligent way.
Method 2.13. Choose a sequence of edges 1, 2, . . . , n such that every sub-sequence 1, 2, . . . , k contains as many complete vertices and cycles as possible. Start from Thm. 2.8 (if possible). Pick the next variable in the sequence that can be eliminated completely (if any) and apply Prop.
(2). Factor all polynomials. Expand all products by Prop. (1).
Continue until no more variables can be eliminated completely (because no variable is linear in all polynomials).
Next, apply the above algorithm to each summand. Continue until Prop. 2.4 (2) can no longer be applied (because no variable is linear in any polynomial).
Finally (if necessary), try to use Prop. 2.4 (3) to modify a polynomial in such a way that it becomes linear in (at least) one variable. If successful continue with the previous steps.
In most cases (depending on the chosen sequence of variables) graphs with up to 14 edges reduce completely and the above method provides a polynomial in q. Occasionally one may have to stop the algorithm because it becomes too time-consuming. This depends on Maple's ability to factorize polynomials and to handle large expressions.
But working over finite fields we do not have to quit where the algorithm stops: We can still count for small q. A side effect of the algorithm is that it eliminates many variables completely before it stops. This makes counting significantly faster. IfN is a polynomial, by Eq. (2.17) we have to determine the coefficients c 2 , c 3 , . . . , c n−3 . We can do this for n = 14 edges by considering all prime powers q ≤ 16. By Lemma 2.11 the coefficients have to be integers. Conversely, if interpolation does not provide integer coefficients we know thatN can not be a polynomial in q. For graphs with 14 edges this is a time consuming though possible method even if hardly any variables were eliminated. D. Doryn used a similar method to prove (independently) that one of the graphs obtained from deleting a vertex from Fig. 1(a) is a counterexample to Kontsevich's conjecture [9] .
We implemented a more efficient polynomial-test that uses the fact that the coefficients are not only integers but have small absolute value. This determines the coefficients by the Chinese-Remainder-Theorem if N is known for a few small primes. For graphs with 14 edges it was sufficient to use q = 2, 3, 5, and 7 because the coefficients are two-digit integers (and test the result with q = 4). For graphs with 16 edges we had additionally to count for q = 11. 
IfN is a polynomial with coefficients c i such that |c i | < p 1 p 2 · · · p k /2 then it is determined uniquely by the smallest representative for each c i .
Note that one can use the above method to either test ifN(q) is a polynomial in q (this test may occasionally give a wrong answer in both directions) or to completely determine a polynomialN (q) with a sufficient number of primes counted.
Normally, one would use the smallest primes, but because (as we will see in the next subsection) p = 2 may be an exceptional prime it is useful to try the method without p = 2 if it fails when p = 2 is included. Similarly one may choose certain subsets of primes (like q = 1 mod 3) to identify a polynomial behavior after finite field extensions.
Because only few primes are needed to apply this method it can be used with no reduction beyond Thm. 2.8 for graphs with up to 16 edges. Calculating modulo small primes is fast in C++ and counting can easily be parallelized which makes this Method a quite practical tool.
The main problem is to find a result forN(q) if it is not a polynomial in q. It turned out that for φ 4 -graphs with 14 edges the deviation from being polynomial can be completely determined mod q 3 . This is no longer true for graphs with 16 edges, but at higher powers of q we only find terms that we already had in graphs with 14 edges (see Result 2.18). Therefore a quick access toN (q) mod q 3 is very helpful. Afterwards check ifN(q)/q 2 − c 2 (q) is a polynomial in q.
In practice it is often useful to combine the methods. Typically one would first run Method 2.13. If it fails to deliver a complete reduction one may apply Method 2.15 to determine its polynomial discrepancy and eventually Method 2.14 to determine the result.
2.3.
Results. First, we applied our methods to the complete list of graphs with 13 edges that are potential counter-examples to Kontsevich's conjecture. This list due to the 1998 work by Stembridge and it is available on his homepage. We found that for all of these graphsN is a polynomial in q. This extends Stembridge's result [18] from 12 to 13 edges. 4 -graph is a counter-example to Kontsevich's conjecture. Graphs (a) -(c) give a total of six non-isomorphic counterexamples with 14 edges. Graphs (d), (e) provide another seven counter-examples with 16 edges. The graph hypersurface of (e) minus any vertex entails a degree 4 nonmixed-Tate two-fold (a K3 [6] ). The graphs are taken from [16] where they have the names P 7,8 , P 7,9 , P 7,11 , P 8,40 , and P 8,37 , respectively. See Eqs. (2.31) -(2.43) for the results.
Second, we looked at all graphs with 14 edges that originate from primitive φ 4 -graphs [graphs with finite period Eq. (2.4)]. These graphs come as 4-regular graphs with one vertex removed. They have n = 2h 1 edges, four of which are 3-valent whereas all others are 4-valent. A complete list of 4-regular graphs that lead to primitive φ 4 -graphs with up to 16 edges can be found in [16] . Next, we tested the power of our methods to primitive φ 4 -graphs with 16 edges. We were scanning through the graphs with Method 2.15 to see whether we find some new behavior. Only in the last five graphs of the list in [16] we expect something new. We were able to pin down the result for graphs coming from Fig. 1(d) , (e). Figure 1(d) features a fourth root of unity extension together with an exceptional prime 2 whereas Fig. 1(e) leads to a degree 4 surface in P 3 which is non-mixed-Tate. In the followingN (2) =N(2) PF 0 q = 0 if q = 2 k and 1 otherwise, Fig. 1 
So, a multiple zeta period does not imply thatN is a polynomial in q. The converse may still be true: IfN is a polynomial in q then the period (2.4) is a multiple zeta value. It would be interesting to know if the period of Fig. 1(e) is a multiple zeta value, but regretfully this is beyond the power of the present 'exact numerical methods' used in [4] and [16] .
Most of the above results were found applying the counting Method 2.14 at some stage. We mainly used the prime-powers q = 2, 3, 4, 5, 7, 8, and 11. The counting for q = 8 and q = 11 for graphs with 16 edges (using Eq. (2.18) or similar equations for the dual graph polynomial and in case of an extra triangle) were performed on the Erlanger RRZE Computing Cluster.
Resorting to the counting Method 2.14 is not necessary for most graphs with 14 edges. Eqs. (2.21) and (2.24) of Thm. 2.8 are powerful enough to determine the results by pure computer-algebra. But in some cases finding good sequences can be time consuming and the 14-edge results had been found by the author prior to Eqs. (2.21) and (2.24). The results have been checked by pure computer-algebra for Fig. 1(a we obtain the identity (1, 3) , (1, 4) , (1, 5) , (4, 5) (edge (1,3) connects vertex 1 with vertex 3 in Fig. 1(e), etc. ). Terms without δ in Eq. (2.24) refer to minors of Γ. The most complicated of these is the first one which has 14 edges and is isomorphic to Fig. 1(a) minus vertex 2. This minor has again a triangle with a 3-valent vertex such that Eq. (2.24) applies to it. Having two edges less than Γ it is relatively easy to calculatē N for this minor by Method 2.13 with the result given in Eq. (2.32) [use e.g. the sequence (1,3) , (1, 4) , (1, 5) , (4, 5) , (3, 9) , (3, 8) , (5, 8) , (5, 9) , (4, 6) , (6, 8) , (7, 8) , (4, 7) , (6, 9) , (7, 9) ]. The other minors have 13 edges or less. They give polynomial contributions toN (Ψ Γ ) by Result 2.16. These are easy to determine.
The first of the three terms containing δ in Eq. (2.24) can be reduced by Method 2.13 using the sequence (4,7), (4, 6) , (3, 7) , (3, 9) , (6, 9) , (6, 10) , (9, 10) , (7, 10) , (7, 8) , (8, 9) , (5, 8) , (5, 10) . With the Maple 9.5-implementation used by the author (a modified version of Stembridge's programs) it takes somewhat less than a day on a single core to produce the result which is the polynomial q 11 + q 10 − q 9 − 6q 8 − 7q 7 + 51q 6 − 95q 5 + 101q 4 − 59q 3 + 11q 2 + 4q.
The third term with δ is much simpler and produces q 11 −2q 9 −10q 8 + 28q
7 − 25q 6 + 13q 5 − 18q 4 + 27q 3 − 16q 2 −N (2)q within two minutes using the sequence (4,6), (6, 9) , (6, 10) , (9, 10) , (4, 7) , (3, 9) , (3,7), (5,10), (7, 10) , (7, 8) , (8, 9) , (5, 8) . Interestingly it cancels theN (2)-dependence coming from the 14-edge minor, Eq. (2.32).
Only the second term with δ contains the degree 4 surface in P 3 . Eliminating variables according to the sequence (3,7), (3, 9) , (4, 7) , (4, 6) , (6, 9) , (6, 10) , (9, 10) , (5, 10) , (5, 8) , (8, 9) , (7, 10) , (7, 8) (if possible) leaves us (after about one day of computer algebra) with a degree 5 threefold and two simpler terms which add to an expression polynomial in q after applying a rescaling, Eq. (2.10), to one of them. The threefold depends on the variables x 5,10 , x 5,8 , x 8,9 , x 7,10 , x 7,8 corresponding to the last five edges of the sequence. To simplify the three-fold we first go to affine space using Eq. (2.11) with x 1 = x 7,8 . Afterwards we rescale x 5,10 and x 7,10 by the factor x 5,8 x 8,9 + x 5,8 + x 8,9 to obtain a degree 4 two-fold. We decided to apply another rescaling, namely x 7,10 → x 7,10 (x 8,9 + 1)/x 8,9 , to eliminate powers of 3 from the twofold that otherwise would have appeared after going back to projective space using Eq. (2.11) backwards. The variables a, b, c in Eq. (2.30) correspond to x 5,10 , x 8,9 , x 7,10 , respectively. The variable d is introduced by homogenizing the polynomial.
CountingN (f ) PF 3 p mod p for all primes < 10000 we observe the following behavior: (This result is an immediate consequence of the fact that F is a Kummer surface [6] .)
2 mod p with k(p) = 0 if p = 7 or p ≡ 3, 5, 6 mod 7 (−7 is not a square in F p ) and k(p) ∈ {1, 2, . . . , ⌊ p/7⌋} otherwise. We have (confirmed to 4 digits)
Equation (2.46) gives us a hint that the surface f = 0 can not be reduced to a curve (or a finite field extension) because from the local zeta-function and the Riemann hypothesis for finite fields we know [11] that the number of points on a projective non-singular curve of genus g over F q is given by q + 1 + α with |α| ≤ 2g √ q. Thus, modulo q this number is relatively close to 0 for large q. We can not see such a behavior in Eq. (2.46).
We expect that the graphs derived from P 8,38 , P 8,39 , P 8,41 in [16] also lead to 16-edge graphs which are counter-examples to Kontsevich's conjecture none of which being expressible in terms of exceptional primes and finite field extensions. By an argument similar to the one above it seems that the graph hypersurfaces of these graphs reduce to varieties of dimension ≥ 2. The (likely) absence of curves was not expected by the author.
Outlook: Quantum Fields over F q
In this section we try to take the title of the paper more literally. The fact that the integrands in Feynman-amplitudes are of algebraic nature allows us to make an attempt to define a quantum field theory over a finite field F q . Our definition will not have any direct physical interpretation. In particular, it should not be understood as a kind of lattice regularization. In fact, the significance of this approach is unclear to the author.
We start from momentum space. The parametric space used in the previous section is not a good starting point because it is derived from momentum or position space by an integral transformation that does not translate literally to finite fields.
We work in general space-time dimension d and consider a bosonic quantum field theory with momentum independent vertex-functions. A typical candidate of such a theory would be φ k -theory for any integer k ≥ 3. In momentum space the 'propagator' (see [12] ) is the inverse of a quadric in d affine variables. Normally one uses Q = |p| 2 + m 2 , where |p| is the euclidean norm of p ∈ R d and m is the mass of the particle involved. One may use a Minkowskian metric (or any other metric) as well.
The denominator of the integrand in a Feynman amplitude is a product of n quadrics Q i for a graph Γ with n (interior) edges. The momenta in these propagators are sums or differences of h 1 momentum vectors, with h 1 the number of independent cycles of Γ. The Feynmanamplitude of Γ has the generic form (3.1)
A(Γ) =
.
The asymptotical behavior of the differential form on the right hand side for large momenta is ∼ |p| c , where where g is the coupling and |Γ| is an integer that grows with the size of Γ (like h 1 ). The correlation function demands renormalization to control the regularization of the single graphs. For a renormalizable quantum field theory all graphs Γ in the sum have the same superficial degree of divergence. In a super-renormalizable theory (at low dimensions d) the divergence becomes less for larger graphs, whereas the converse is true for a non-renomalizable theory (like quantum gravity). Working over a finite field it seems natural to replace the integral in Eq. (3.1) by a sum
The amplitude is well-defined (whereas |Aut(Γ)| in the denominator of Eq. (3.3) causes problems for small q). It is zero in many cases.
Lemma 3.1. Let Γ be a graph with n edges, h 1 > 0 independent cycles and superficial degree of divergence c. If q > 2 then In particular, the sum over a polynomial in x vanishes unless the polynomial has a minimum degree q − 1. In case of dh 1 variables we need a minimum degree dh 1 (q − 1). The right hand side of (3.6) does not have this minimum degree if 2n(q − 2) < dh 1 (q − 1) which by Eq. (3.2) gives Eq. (3.5).
We see that only superficially convergent graphs (with c < 0) can give a non-zero amplitude. The complexity of the graph is limited by q −1 times the degree of convergence. This means for the three possible scenarios of quantum field theory:
(1) If the quantum field theory is non-renormalizable then c becomes positive for sufficiently large graphs. All correlation functions are polynomials in the coupling g of universal (qindependent) maximum degree. (2) If the quantum field theory is renormalizable then c is constant for all graphs that contribute to the correlation function. The correlation function becomes a polynomial in the coupling with degree that may grow with q. If the correlation function has c ≥ 0 only the tree level (with h 1 = 0) contributes. (3) If the quantum field theory is super-renormalizable then c becomes negative for sufficiently large graphs. In this case all correlation functions may be infinite (formal) power series. It is interesting to observe that finite fields give an upside down picture to normal quantum field theories. The most problematic nonrenormalizable quantum field theories give the simplest results whereas the most accessible super-renormalizable theories may turn out to be the most complicated ones over finite fields. In between we have the renormalizable quantum field theories that govern the real world.
Another theme of interest could be an analogous study of p-adic quantum field theories.
