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Abstract
We study algebraic properties of certain rings of polynomials closely related to the ring of integer-
valued polynomials. We give generators and relations for the localisations at a prime. We describe
the maximal and prime ideals and show that the rings considered are not Noetherian.
c© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
A rational polynomial f (w) ∈ Q[w] is called integer-valued (or numerical) if f (Z) ⊆
Z. A great deal is known about the ring
A := Int(Z) = { f (w) ∈ Q[w] : f (Z) ⊆ Z}
of such polynomials; see [5]. The rings
B := A[w−1]
∗ Corresponding author.
E-mail addresses: F.Clarke@swansea.ac.uk (F. Clarke), S.Whitehouse@sheffield.ac.uk (S. Whitehouse).
0022-4049/$ - see front matter c© 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2005.10.004
608 F. Clarke, S. Whitehouse / Journal of Pure and Applied Algebra 207 (2006) 607–617
of stably numerical Laurent polynomials and
C := B ∩Q[w]
of stably numerical polynomials are studied in this paper.
All three of these rings are of interest in algebraic topology, specifically complex
K -theory, and in that context bases were recently constructed for localised versions of
B and C ; see [7]. Applications of the results can be found in [8,10].
In this paper we extend to B and C some known results on the ring A. Specifically
we construct generators and relations for the localisations B(p) and C(p) for all primes p
and describe the maximal and prime ideals. In addition we show that neither B nor C is
Noetherian.
We remark that B, and hence C , can also be characterised by an integrality condition:
B =
{
f (w) ∈ Q[w,w−1] : f (k) ∈ Z
[
1
k
]
for all k ∈ Z \ {0}
}
.
It is clear that Laurent polynomials in B = A[w−1] satisfy the given condition. Conversely,
if f (w) ∈ Q[w,w−1] satisfies f (k) ∈ Z[ 1k ] for all k ∈ Z \ {0}, then choosing integers
i > 0 and n > 0 such that g(w) := nwi f (w) ∈ Z[w], and letting h(w) = wi+ j f (w),
where j is the maximum exponent of any prime dividing n, we claim that h(w) ∈ A. To
see this, note first that h(0) = 0. Now suppose k ∈ Z \ {0}. If p does not divide k, then
h(k) ∈ Z[ 1k ] ⊂ Z(p), while if p | k, then h(k) = k
j
n g(k) shows that h(k) ∈ Z(p). Hence
h(k) ∈ Z.
It is worth noting that, as they are rings of functions on groups (or closely related to such
rings), there are comultiplications on all three rings which make them into bialgebras and,
in the case of the first two, Hopf algebras (the bialgebra C lacks the required antipode).
The comultiplication is determined by the fact that the element w is group-like. In fact,
in the case of A, there are actually two different comultiplications each of which arises
naturally in topology. For the second of these comultiplications, w is primitive. All this
is well understood in algebraic topology; see [1–3,6,8,9,12–14,17] in which, in particular,
algebraic properties of the dual (completed) bialgebras (Hopf algebras) are discussed. In
contrast very little attention seems to have been paid in the algebraic literature to the Hopf
structure of rings of integer-valued polynomials.
Throughout this paper p denotes a rational prime; Z(p) is the localisation of Z with
respect to the ideal pZ, and Z(p)× is its group of units. The ring of p-adic integers and its
group of units are denoted by Zp and Zp×, respectively. If x ∈ Z(p) is non-zero, νp(x) is
its p-adic valuation, so that p−νp(x)x ∈ Z(p)×.
2. Generators and relations
In this section we fix a prime p and give generators and relations for the rings
B(p) = A(p)[w−1] and C(p) = B(p) ∩Q[w],
where A(p) = A ⊗ Z(p) = Int(Z(p)). It is easy to see that
C(p) = Int(Z(p)×,Z(p)) =
{
f (w) ∈ Q[w] : f (Z(p)×) ⊆ Z(p)
}
,
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in the notation of [5], while
B(p) =
{
f (w) ∈ Q[w,w−1] : f (Z(p)×) ⊆ Z(p)
}
.
Our approach adapts a result of Cahen and Chabert [5] on the ring A(p) and is closely
related to work of Baker [4] concerning the ring of continuous p-adic-valued functions on
the p-adic integers.
Define rational polynomials gi (w) ∈ Q[w] recursively by
g0(w) = w, and gi (w) = gi−1(w)
p − gi−1(w)
p
for i > 1.
It is clear from the Little Fermat Theorem that gi (w) ∈ A for i > 0.
Theorem 2.1 ([5, Proposition II.2.12]). If p is prime, an additive Z(p)-basis for A(p) is
given by the polynomials
r∏
i=0
gi (w)
ni ,
where r > 0 and 0 6 ni < p for i > 0. 
Corollary 2.2. A(p) is generated as a Z(p)-algebra by the gi (w) for i > 0 subject to the
relations
gi−1(w)p = gi−1(w)+ pgi (w) for i > 1.
The generators are irredundant, and the relations are minimal. 
We will prove analogous results for each of the rings B(p) and C(p). We start with C(p),
and, for the moment, assume that p is odd.
Define rational polynomials hi (w) ∈ Q[w] by
h0(w) = w, h1(w) = w
p−1 − 1
p
,
and hi (w) = hi−1(w)
p − hi−1(w)
p
for i > 2.
(2.3)
It is clear that hi (w) ∈ C for i > 0.
Theorem 2.4. If p is an odd prime, an additive Z(p)-basis for C(p) is given by the
polynomials
r∏
i=0
hi (w)
ni ,
where r > 0, 0 6 n0 < p − 1, and 0 6 ni < p for i > 1.
Hence C(p) is generated as aZ(p)-algebra by the hi (w) for i > 0 subject to the relations
h0(w)
p−1 = 1+ ph1(w), and
hi−1(w)p = hi−1(w)+ phi (w) for i > 2.
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The generators are irredundant, and the relations are minimal.
Proof. Let q ∈ Z be primitive modulo p2. In [7, Proposition 3] it was shown that the
polynomials
fn(w) =
n−1∏
i=0
w − q i
qn − q i (2.5)
form, for n > 0, an additive basis for C(p).
For i > 1, the polynomial hi (w) has degree pi−1(p − 1) and leading coefficient
p−1−p−p2−···−pi−1 . Writing
h(w) =
r∏
i=0
hi (w)
ni , (2.6)
it follows that h(w) has degree n0 + (p − 1)∑ri=1 pi−1ni and leading coefficient p−R ,
where
R = 1
p − 1
r∑
i=1
(pi − 1)ni . (2.7)
Now given any n > 0, we may uniquely write n = n0+(p−1)N , with 0 6 n0 < p−1,
and then
N =
r∑
i=1
pi−1ni ,
with 0 6 ni < p for i > 1. It follows that h(w) in (2.6) has degree n. By [7, Proposition
10], the leading coefficient of fn(w) has p-adic valuation −R as given by (2.7).
This provides sufficient information to prove the first part of the theorem. We have two
sequences of polynomials in C(p) of increasing degree for which corresponding leading
coefficients differ only by multiplication by a p-local unit. Since one sequence forms an
additive Z(p)-basis, so must the other.
It is clear now that the hi (w) generate C(p) multiplicatively; the relations are merely a
restatement of the definition of the generators.
Let h¯i (w) denote the image of hi (w) inC(p)/pC(p). Then this quotient ring is generated
by the h¯i (w) subject to the relations h¯0(w)p−1 = 1 and h¯i−1(w)p = h¯i−1(w) for i > 2.
Since the h¯i (w) are clearly a set of irredundant generators for C(p)/pC(p), the same holds
for the hi (w) as generators for C(p).
The minimality of the relations is a triviality. They form, in fact, a Gro¨bner basis for the
ideal of relations. 
Proposition 2.8. There is an isomorphism of rings
C(p) ∼= A(p)[u]/(u p−1 − 1− pw), (2.9)
where u corresponds to w ∈ C(p).
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Proof. Composition with any element of C(p) determines a ring homomorphism A(p) →
C(p). In particular there is a monomorphism
A(p) → C(p)
f (w) 7→ f ◦ h1(w) = f
(
w p−1 − 1
p
) (2.10)
which sends gi (w) to hi+1(w). The result follows from Theorems 2.1 and 2.4. 
We note, however, that the map (2.10) is not a coalgebra map. In C(p) the
comultiplication is determined by the fact that the element w is group-like, and it follows
that h1(w) is neither primitive nor group-like in C(p). However, on A(p) there are two
naturally arising comultiplications, one with w group-like and the other with w primitive.
Thus (2.9) is not an isomorphism of bialgebras (for either of these two comultiplications
on A(p)).
For p = 2 we define generators hi (w) again by the formulas (2.3). Howeverw = h0(w)
can be omitted from the list of multiplicative generators for C(2) since w = 1+ 2h1(w).
Theorem 2.11. An additive Z(2)-basis for C(2) is given by the polynomials
r∏
i=1
hi (w)
ni ,
where r > 1 and 0 6 ni < 2 for i > 1.
Hence C(2) is generated as a Z(2)-algebra by the hi (w) for i > 1 subject to the relations
hi−1(w)2 = hi−1(w)+ 2hi (w) for i > 2.
The generators are irredundant, and the relations are minimal.
Proof. In [7, Proposition 20] it was shown that the polynomials f (2)n (w) form, for n > 0,
an additive basis for C(2), where
f (2)2m (w) =
m−1∏
i=0
w2 − 9i
9m − 9i and f
(2)
2m+1(w) =
3m − w
2 · 3m f
(2)
2m (w). (2.12)
The proof now proceeds just as the proof of Theorem 2.4, by comparison with
this basis. 
In this case, since Z(2)× = 1 + 2Z(2), the map (2.10) is an isomorphism between the
rings A(2) and C(2). Of course, one may use this isomorphism to transfer a comultiplication
from one to the other. However, the map is not an isomorphism of bialgebras between C(2)
with the w-group-like structure and A(2) with either the w-group-like structure or the w-
primitive structure.
We now consider generators and relations for the ring
B(p) = A(p)[w−1] = C(p)[w−1]
of stably numerical Laurent polynomials. Again we begin by restricting attention to the
case where p is an odd prime.
612 F. Clarke, S. Whitehouse / Journal of Pure and Applied Algebra 207 (2006) 607–617
Let
h˜0(w) = w, h˜1(w) = w
p−1
2 − w− p−12
p
= w
− p−12 (w p−1 − 1)
p
,
and h˜i (w) = h˜i−1(w)
p − h˜i−1(w)
p
for i > 2.
It is clear that h˜i (w) ∈ B for i > 0.
Theorem 2.13. If p is an odd prime, an additive Z(p)-basis for B(p) is given by the
Laurent polynomials
r∏
i=0
h˜i (w)
mi ,
where r > 0, 0 6 m0 < p − 1 and 0 6 mi < p for i > 1.
Hence B(p) is generated as aZ(p)-algebra by the h˜i (w) for i > 0 subject to the relations
h˜0(w)
p−1 = 1+ ph˜0(w) p−12 h˜1(w), and
h˜i−1(w)p = h˜i−1(w)+ ph˜i (w) for i > 2.
The generators are irredundant, and the relations are minimal.
Proof. The proof is similar to that of Theorem 2.4. But while in that case we could filter
C(p) by degree, we need to filter the ring B(p) by taking account of both the lowest and the
highest degree terms in a Laurent polynomial.
It was shown in Corollary 6 of [7] that, for each k > 0,{
f˜n(w) : 0 6 n 6 k
}
is a Z(p)-basis for B(p)(k) := B(p) ∩ Q{w−bk/2c, . . . , wdk/2e}, where f˜n(w) =
w−bn/2c fn(w) with fn(w) the polynomial defined in (2.5).
We construct first an ordered basis which is a slight variant of the basis given in the
statement of the theorem. It has the property that its first n + 1 terms form a basis for
B(p)(n).
If n is odd, write n = 2n0 − 1 + (p − 1)N , where 1 6 n0 6 p−12 , while if n is even,
write n = −2n0+ (p− 1)N , where − p−32 6 n0 6 0. In both cases let N =
∑r
i=1 pi−1ni ,
with 0 6 ni < p for i > 1. It is then easy to check that h˜(w) := ∏ri=0 h˜i (w)ni belongs to
B(p)(n).
If n is odd, the highest degree term of h˜(w) is p−Rw(n+1)/2, where R is given by (2.7)
and is equal to the p-adic valuation of the denominator of the leading coefficient of f˜n(w).
If n is even, the lowest degree term of h˜(w) is ±p−Rw−n/2, while the lowest degree
term of f˜n(w) is fn(0)w−n/2, and it is easy to see that the p-adic valuation of fn(0) is also
−R.
This provides the data required for an inductive proof that the Laurent polynomials
r∏
i=0
h˜i (w)
ni , (2.14)
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where r > 0, − p−32 6 n0 6 p−12 and 0 6 ni < p for i > 1, form a Z(p)-basis for B(p).
But since, as is easily verified,
h˜0(w)
−1 = h˜0(w)p−2 − ph˜0(w) p−32 h˜1(w),
it is possible to replace all negative powers of h˜0(w) in (2.14) with a polynomial in h˜0(w)
and h˜1(w), thus showing that the elements given in the theorem generate B(p) additively
over Z(p). To see that they form a basis we need only note that we can reverse the process
by using the relation h˜0(w)m0 = h˜0(w)m0−p+1 + ph˜0(w)m0− p−12 h˜1(w) to replace powers
h˜0(w)m0 for which
p+1
2 6 m0 < p−1 by an expression involving negative powers h˜0(w)n0
with − p−32 6 n0 < 0.
The irredundancy of the generators again follows from considering the reduction of the
algebra modulo p, and the minimality of the relations is a triviality. 
Minor modifications are again required for p = 2. Let
h˜1(w) = −w + 12 , h˜2(w) =
w − w−1
8
,
and h˜i (w) = h˜i−1(w)
2 − h˜i−1(w)
2
for i > 3.
Clearly h˜i (w) ∈ B for i > 1.
Theorem 2.15. An additive Z(2)-basis for B(2) is given by the elements
r∏
i=1
h˜i (w)
ni ,
where r > 1 and 0 6 ni < 2 for i > 1.
Hence B(2) is generated as a Z(2)-algebra by the h˜i (w) for i > 1 subject to the relations
h˜1(w)
2 = h˜1(w)+ 2h˜2(w)− 4h˜1(w)h˜2(w), and
h˜i−1(w)2 = h˜i−1(w)+ 2h˜i (w) for i > 3.
The generators are irredundant, and the relations are minimal.
Proof. The strategy is the same as before. We show that we have a basis by comparison
with the Z(2)-basis for B(2) given by w−bn/2c f (2)n (w), for n > 0, where f (2)n (w) is as
defined in (2.12). 
3. Prime and maximal ideals
In [5, Proposition V.2.7] the prime and maximal ideals of the ring A of numerical
polynomials are classified. In this section we prove the analogous statements for the rings
B and C and their p-localisations. We begin by considering C , and deduce results for the
others by localisation.
Recall that if S is a multiplicative subset of a commutative ring R with identity, then the
prime ideals of the localisation S−1R are the ideals S−1 I, where I is a prime ideal of R
disjoint from S; see, for example, [15, Chapter 1, Theorem 4.1].
614 F. Clarke, S. Whitehouse / Journal of Pure and Applied Algebra 207 (2006) 607–617
Definition 3.1. An ideal I of a subring of Q[w] is unitary if I ∩ Z 6= {0}; see [16].
Since C(p) = C ⊗ Z(p) is the localisation of C with respect to the multiplicative set
Z \ pZ, we see that the prime ideals of C containing pC are in one-to-one correspondence
with the unitary prime ideals of C(p). Clearly a unitary prime ideal contains a unique
rational prime.
The non-unitary prime ideals of C correspond to the non-unitary prime ideals of C(p).
We consider the unitary prime ideals first.
Definition 3.2. Let p be a prime, and let α ∈ Zp×. We define
Mp,α =
{
g(w) ∈ C : g(α) ∈ pZp
}
.
It is immediate thatMp,α is a maximal ideal of C containing pC since it is the kernel
of the epimorphism C → Fp given by g(w) 7→ g(α) mod p.
Since C(p) = Int(Z(p)×,Z(p)), Theorem V.2.10 of [5] applies to show that the prime
ideals of C(p) containing pC(p) are the idealsMα :=
{
g(w) ∈ C(p) : g(α) ∈ pZp
}
, where
α ∈ Zp×, which are the p-localisations of theMp,α , and that these are all distinct. Hence
the prime ideals of C containing pC are precisely theMp,α .
Definition 3.3. If f (w) ∈ Q[w], let I f denote the C-ideal C ∩ f (w)Q[w].
It is clear that I f is a non-unitary ideal, and that I f ⊆ Ig if and only if g(w) divides
f (w) in Q[w].
Let f (w) be irreducible over Q, so that f (w)Q[w] is a maximal ideal of Q[w]. Then
I f is a prime ideal of C . Since Q[w] is the localisation of C with respect to the set Z \ {0},
it follows that, together with the zero ideal (0) = I0, all non-unitary prime ideals of C are
of this form.
Letting I f denote also the C(p)-ideal C(p) ∩ f (w)Q[w], we see that the non-unitary
prime ideals of C(p) are classified in the same way.
Proposition 3.4. The ideal I f ⊆ C is contained inMp,α if and only if f (α) = 0.
Proof. The proof is just as for [5, Proposition V.2.5]. 
Similarly, the C(p)-ideal I f is contained in the maximal ideal Mα if and only if
f (α) = 0. This means that if f (w) ∈ Q[w] is an irreducible polynomial which has no root
in Zp×, then the C(p)-ideal I f is maximal. However we will see that, with one exception,
the non-unitary prime ideals of C are never maximal.
Lemma 3.5. Let f (w) ∈ Q[w] be irreducible over Q, and suppose that f (0) 6= 0. Then
there exist infinitely many primes p such that f (w) has a root in Zp×.
Proof. By multiplying by the denominator of f (w) (and ensuring that we only choose
primes which do not divide that denominator), we can assume that f (w) ∈ Z[w]. We will
find infinitely many primes p such that f (w) has a non-zero simple root modulo p and
hence, by Hensel’s lemma, a root in Zp×.
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As in [5, Proposition V.2.8], the roots of f (w) modulo p are multiple for only finitely
many primes p. We claim that there are infinitely many primes such that there is some
a ∈ Z \ pZ with f (a) divisible by p. This being the case, there will certainly be infinitely
many primes for which the root is simple.
The claim is proved by a minor modification of the last part of the proof of [5,
Proposition V.2.8]. Suppose, for a contradiction, that
F = {p prime : ∃ a ∈ Z \ pZ such that f (a) is divisible by p}
is finite, and let b = f (0)∏p∈F p. There is an integer k > 2 such that f (bk) 6= ± f (0),
otherwise f (w)would take the same value infinitely often. Choose such a k, and let a = bk .
Then f (a) = f (0)(1+bc), for some integer c with 1+bc 6= ±1. Let ` be a prime dividing
1+ bc. Then ` - b so that ` - a, while ` | f (a). This implies that ` ∈ F , which contradicts
` - b. 
It follows that the only monic irreducible polynomial which has no roots in any Zp× is
w. Hence, more generally, the only monic polynomials with no roots in any Zp× are the
wn , for n > 1.
Putting everything together, we have proved the following.
Theorem 3.6. (1) The prime ideals of C containing pC are in one-to-one correspondence
with the elements of the p-adic units Zp×: to each element α ∈ Zp× there corresponds
the maximal ideal
Mp,α =
{
g(w) ∈ C : g(α) ∈ pZp
}
.
(2) The non-zero prime ideals of C such that I∩Z = {0} are in one-to-one correspondence
with the monic irreducible polynomials in Q[w]: to the irreducible polynomial f (w)
corresponds the prime ideal
I f = C ∩ f (w)Q[w].
(3) The maximal ideals of C are the idealsMp,α for p prime, α ∈ Zp× and the ideal
Iw = {g(w) ∈ C : g(0) = 0}.
(4) The idealMp,α is of height one if α ∈ Zp× is transcendental over Q. It is of height
two otherwise, in which case it contains the prime ideal I f , where f is the minimal
polynomial of α. The height of Iw is one. So the Krull dimension of C is two. 
This is the analogue of [5, Proposition V.2.7] for the ring of numerical polynomials A.
A key difference between the two results is that prime ideals above (p) are indexed by
Zp for A and by Zp× for C .
The other difference is the maximality of the ideal Iw in C . It is possible to see
this directly. It is not difficult to check that the map C → Q given by evaluation at
0 is surjective. (For example, make use of the polynomials w−1
(
w
i
) ∈ C .) For A, the
corresponding ideal is prime but not maximal. Note also that wC = Iw, whereas in A the
ideal A ∩ wQ[w] is not principal, or even finitely generated.
Remark 3.7. Since B = C[w−1] is a localisation of C , we obtain immediately from
Theorem 3.6 that the prime ideals of B are the ideals
MBp,α =
{
g(w) ∈ B : g(α) ∈ pZp
}
, for p prime and α ∈ Zp×,
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and the ideals I Bf = B ∩ f (w)Q[w,w−1], where f (w) is a monic irreducible polynomial,
f (w) 6= w. The maximal ideals of B are theMBp,α .
Since B = A[w−1], we could equally have obtained these results from Proposition
V.2.7 of [5] in which the prime ideals of A are classified.
4. Non-Noetherian properties
It is well known that the ring A of integer-valued polynomials is not Noetherian. In this
section we show that the same holds for the rings B, B(p), C and C(p). Indeed we show
that many of the ideals of C considered in Section 3 are not finitely generated. The same
holds for the corresponding ideals of B.
Proposition 4.1. Let p be prime, and let α ∈ Zp×. The idealMp,α of C is not finitely
generated.
Proof. SupposeMp,α is generated by F1(w), . . . , Fn(w). Since Fi (α) ∈ pZp for 1 6 i 6
n, by continuity there exists h ∈ N such that Fi (α + ph) ∈ pZp for each i . Hence each
Fi (w) ∈Mp,α+ph , so thatMp,α =Mp,α+ph . But this contradicts the remarks following
Definition 3.2. 
The same argument also shows that the corresponding idealMBp,α of B is not finitely
generated, and similarly for the localisations B(p) and C(p).
Recall that an integral domain R is a Pru¨fer domain if every non-zero, finitely generated
ideal is invertible; see [11, Chapter IV]. The ring A = Int(Z) is a Pru¨fer domain [5,
Theorem VI.1.7]. The rings B,C , B(p) andC(p) are all overrings of A, i.e., they lie between
A and its field of fractions Q(w). This implies that they are also Pru¨fer domains; see [11,
Theorem 26.1].
Lemma 4.2 ([11, Theorem 23.3]). If I is a non-zero, non-maximal prime ideal in a Pru¨fer
domain, then I cannot be finitely generated. 
It follows that, apart from the ideal Iw, which is maximal and principal, none of the
ideals I f ⊂ C , where f (w) is irreducible over Q, is finitely generated. Similarly for the
ideals I Bf in B.
The situation for the localisations C(p) and B(p) is more complicated. If f (w) is
irreducible and α ∈ Zp× satisfies f (α) = 0, then the prime ideal I f = C(p) ∩ f (w)Q[w]
cannot be finitely generated, being properly included in the maximal ideal Mα . But if
f (w) has no roots in Zp×, then I f is maximal in C(p), and the same methods as in [5,
Section VIII.4] show that I f is generated by at most two elements.
Let f (w) ∈ Q[w] be irreducible over Q, and suppose that f (0) 6= 0. Let r be the
greatest integer such that f (Z(p)×) ⊆ prZ(p), i.e., such that p−r f (w) ∈ C(p). It is clear
that if I f is a principal ideal of C(p), then it is generated by p−r f (w).
Theorem 4.3. With these assumptions, the ideal I f in C(p) is principal if and only if
f (Z(p)×) ⊆ prZ(p)×.
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Proof. Suppose f (Z(p)×) ⊆ prZ(p)× and g(w) ∈ I f . Then g(w) = p−r f (w)h(w),
where h(w) ∈ Q[w]. But this means that h(Z(p)×) ⊆ Z(p), and so h(w) ∈ C(p).
Let f˜ (w) = p−r f (w). If f˜ (Z(p)×) 6⊆ Z(p)×, then h(w) = ( f˜ (w)p−1 − 1)/p does not
belong to C(p). However, h(w) f˜ (w) = ( f˜ (w)p − f˜ (w))/p ∈ I f , and so I f cannot be a
principal ideal. 
Clearly f (Z(p)×) 6⊆ prZ(p)× when f (w) has a root in Zp×, in which case I f is not
finitely generated, as we discussed above. If f (Z(p)×) 6⊆ prZ(p)× and f (w) has no root
in Zp×, then I f is generated by two elements.
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