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SUMMARY
The object of this thesis is the study of constrained measurement systems of signals
having low-dimensional structure using analytic tools from Compressed Sensing (CS).
Realistic measurement systems usually have architectural constraints that make them
differ from their idealized, well-studied counterparts. Nonetheless, these measurement
systems can exploit structure in the signals that they measure. Signals considered
in this research have low-dimensional structure and can be broken down into two
types: static or dynamic. Static signals are either sparse in a specified basis or lying
on a low-dimensional manifold (called manifold-modeled signals). Dynamic signals,
exemplified as states of a dynamical system, either lie on a low-dimensional manifold
or have converged onto a low-dimensional attractor.
In CS, the Restricted Isometry Property (RIP) of a measurement system ensures
that distances between all signals of a certain sparsity are preserved. This stable
embedding ensures that sparse signals can be distinguished one from another by their
measurements and therefore be robustly recovered. Moreover, signal-processing and
data-inference algorithms can be performed directly on the measurements instead of
requiring a prior signal recovery step. Taking inspiration from the RIP, this research
analyzes conditions on realistic, constrained measurement systems (of the signals de-
scribed above) such that they are stable embeddings of the signals that they measure.
Specifically, this thesis focuses on four different types of measurement systems.
First, we study the concentration of measure and the RIP of random block diag-
onal matrices that represent measurement systems constrained to make local mea-
surements. Second, we study the stable embedding of manifold-modeled signals by
xi
existing CS matrices. The third part of this thesis deals with measurement systems of
dynamical systems that produce time series observations. While Takens’ embedding
result ensures that this time series output can be an embedding of the dynamical
systems’ states, our research establishes that a stronger stable embedding result is
possible under certain conditions. The final part of this thesis is the application of
CS ideas to the study of the short-term memory of neural networks. In particular,





A primary task of man-made and biological sensory systems is to provide an efficient
and stable representation of the signals they are measuring. These representations
are then acted upon by higher-level processing units to extract useful information.
Unsurprisingly, the stability of the representation will determine the quality of the
information extracted and reduce the susceptibility of this extraction process to noise.
On the other hand, the efficiency of the representation will dictate the energy dis-
pensed by the measurement process and the eventual storage requirement for the
information measured.
Over the course of human history, man-made sensors have made great strides in re-
producing and sometimes surpassing the capabilities of their biological counterparts.
For example, airborne radar systems can penetrate clouds to provide high-resolution
images of a ground scene (synthetic aperture radars), telescopes are sensitive enough
to detect exoplanets (NASA’s Kepler mission), and cameras can capture enough infor-
mation to allow focusing and refocusing on any part of an image (light-field cameras).
All of these examples are made possible by the incessant march of technological in-
novation, particularly that coming from improvements in resolution, higher bit-rate
recordings, and new sensor modalities. With the economy of scale driving sensor
prices down, man-made sensors have also proliferated modern society. The resulting
rapid increase in sensor data has now exceeded our storage and processing capabili-
ties [12]. As a result of this tremendous amount of data collected by sensors, it has
become increasingly important to think, not only about new ways of sensing, but also
about integrating processing with sensing to conserve resources.
1
1.1 The Compressed Sensing Revolution
The emerging field of compressed sensing (CS) has brought about a change in the
way we think about the seemingly separate notions of sensing and compression [25].
Compressing high-dimensional data down to a more manageable size with a minimal
loss of information is one way to make maximum use of limited storage and com-
munication resources. However, traditional compression schemes are suboptimal in
that we need to acquire the high-dimensional signal before throwing away most of
the bits via compression. CS brought about a paradigm shift by showing that we can
do both the compression and the sensing step at the same time. The main results of
CS show that measurement systems can be designed to provide efficient and stable
representations of signals with data sizes that scale only with the information content
of the signal.
To achieve this compression, CS relies on a signal model to make up for the lack of
measurements. The signal model used in CS is a sparsity model, meaning that signals
are assumed to be made up of linear combinations of a few atoms in a dictionary.
Many natural signals have approximately sparse representations in some dictionaries,
and this fact has been exploited in many compression algorithms (e.g., JPEG and
MP3 [94]). The breakthrough result of CS shows that whenever the sparsity structure
of the signal is maintained in the measurement space (i.e., the measurements form a
stable representation of the signal), a convex and tractable optimization program can
be used to recover the measured signal even under noisy conditions.
Seen from another perspective, the preservation of the signal’s sparsity structure
implies that full information about the signal is maintained in the measurement space.
In CS, this sufficient condition for information preservation is called the restricted
isometry property (RIP). The RIP (discussed in detail in Section 2.4) is a precise
technical characterization of when a measurement process preserves the geometric
structure of the signal family being sensed, and thus provides a stable representation
2
of the information. The surprising fact is that the number of measurements needed
for a measurement system to satisfy the RIP can scale linearly with the sparsity
of the signal and only logarithmically with its dimension. Not only does the RIP
guarantee the robust recovery of signals from underdetermined measurements, but it
also guarantees the performance of various data-processing and inference algorithms
in the compressed space without requiring full signal reconstruction [43].
1.2 Signal Models and their Representations
Despite the success of sparsity models, some signal families are more naturally char-
acterized by other types of low-dimensional geometric structures. For one example,
some signal families are more appropriately described as lying on a low-dimensional
manifold. An example of such a family is a collection of different poses of an object
(see Figure 1). Although it may take a lot of pixels to faithfully represent a sin-
gle pose of the object, the whole family of images can be parameterized by the few
degrees of freedom that distinguish the different poses. When viewed as a geomet-
rical object in the high-dimensional image space, the whole family of images lie on
(or close to) a low-dimensional manifold. Surprisingly, the RIP idea in CS has been
extended to measurement systems for signal families lying on manifolds. Indeed, a
measurement system represented by a random orthoprojector matrix can be a stable
embedding of a manifold as long as the number of measurements is proportional to
the dimension of the manifold [15]. Similar to the RIP, a stable embedding implies
that Euclidean (or geodesic) distances are approximately maintained between points
in the measurement domain. Again, even though the number of measurements can
be much smaller than the ambient dimension of the signal, key properties of the man-
ifold are retained in the measurement domain. Exploiting this fact, manifold learning
algorithms such as ISOMAP [129] can run more efficiently in the low-dimensional
3
measurement space while suffering little loss in accuracy. Just as in CS, manifold-
modeled signals can be robustly recovered from their measurements using an iterative
projection algorithm [122] whenever the measurement system is a stable embedding
of the manifold.
M
Figure 1: Images of different poses of a head seen as lying on a low-dimensional
manifold in a high-dimensional space.
For another example, dynamic signals can have low-dimensional structure in their
temporal evolution. Dynamic signals can be modeled by the states of a dynamical
system, meaning that a deterministic equation (e.g., an ordinary differential equa-
tion) governs the evolution of the signal over time. When the dynamical system is
dissipative, the system converges onto a low-dimensional (chaotic) attractor manifold.
Measurement systems of such signals have a temporal constraint; they only have a
short window of time to take measurements of the signal before it evolves. For exam-
ple, a video sequence is a dynamic signal where only a single frame of the video is seen
by a measurement system at any time. Given this temporal constraint, an interesting
question to ask is whether measurement systems of dynamic signals can still form a
meaningful representation of the signals. A surprising result by Floris Takens [126]
showed that a time-series observation of the system states can be an embedding of the
attractor that governs the behavior of the dynamic system. An embedding ensures
that the topology of the signal family is preserved in the measurement space, mean-
ing that no two states result in the same time-series output. Although an embedding
is weaker than a stable embedding because distances between points are not neces-
sarily preserved, this result has been exploited in many time-series algorithms (e.g.,
4
time-series prediction, noise reduction, and nonlinear systems identification [81]).
1.3 Structured Sensing Systems
The prototypical measurement system known to satisfy the RIP (with high proba-
bility) is a random matrix whose entries are independent and identically distributed
Gaussian random variables. Although this Gaussian random matrix has many nice
analytic properties, it has three glaring drawbacks that prevent its widespread use in
practice. First, no efficient way exists to compute the multiplication of this matrix
with a vector, resulting in algorithms with high computational complexity. Second,
this type of large random matrix is difficult to store in the memory of most measure-
ment systems. Third, a Gaussian random matrix cannot account for many of the
architectural constraints seen in practical sensing systems.
As a result of these practical issues, there has been increasing interest in demon-
strating the RIP (or generally a stable embedding) for structured random matrices
that overcome one or more of the above-mentioned issues. Examples of structured
matrices studied in the literature include subsampled Fourier matrices [118] and sub-
sampled circulant or Toeplitz matrices [83, 112]. Both of these matrix types have fast
transforms, efficient storage in memory, and are models of physical sensing systems
(e.g., medical imaging systems, sensor arrays, and radars). However, many other
sensing systems have constraints that make it unclear whether their measurements
can be a stable representation for the signal class of interest.
1.4 Contributions
The focus of this thesis is on deriving conditions whereby realistic, structured mea-
surement systems can provide a stable embedding of various signal families. Once
stable embedding is established, we can then reap benefits from the various recover-
ability and signal-processing guarantees in the existing literature.
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The first part of our work (presented in Chapter 3) deals with measurement sys-
tems having an architectural constraint that prevents global data aggregation. These
constraints can be spatial or temporal (e.g., distributed sensor arrays and dynamically
changing signals), and such measurement systems can be modeled by block diagonal
matrices. In this work, we show that block diagonal matrices have concentration of
measure inequalities that depend on the type of signals they are measuring. Further-
more, we also show that these matrices can satisfy the RIP with measurement rates
that depend on the sparsity basis appropriate for the signals.
The second focus of our work (presented in Chapter 4) deals with measurement
systems of the more general class of manifold-modeled signals. In this work, we ex-
pand the class of measurement systems that can provide stable embeddings of mani-
folds to include systems that possess fast transforms or having various architectural
constraints (e.g., systems represented by block diagonal matrices discussed above).
Our third contribution (presented in Chapter 5) is in the area of stable embeddings
for time-series analysis. As discussed previously, Takens’ embedding theorem only
ensures an embedding of the system attractor in the time-series measurements, and
an embedding is prone to corruption by measurement noise. Here, we expand on
Takens’ theorem by showing conditions whereby the time-series output of a dynamical
system can be a stable embedding of the system attractor.
Finally (in Chapter 6), we turn our focus to more biologically inspired measure-
ment architectures. In this work, we show that a recurrent neural network can retain
a working memory of its input in the transient network state. In particular, we show
that the network states can be a stable embedding of sparse input signals. Further-
more, this stable embedding can be achieved with a number of neurons that is very
much less than the length of the input signal.
The results in this thesis are not mine alone but are the outcomes of very fruitful
collaborations with many other researchers. Their respective contributions will be
6




In this chapter, we survey the literature for relevant work on stable representations
of various signal classes and the guarantees that these representations provide for
various algorithms. We start by presenting in Section 2.1 the mathematical notations
and definitions used throughout this thesis. In Section 2.2, we introduce the notions
of embeddings and stable embeddings that will be used to quantify the stability
of a representation. Then, Section 2.3 focuses on the stable embeddings of finite
signal families known as the Johnson-Lindenstrauss lemma in the computer science
community. Following this, Section 2.4 gives an overview of Compressed Sensing (CS)
and introduces the concept of the Restricted Isometry Property (RIP), where the RIP
of a measurement system ensures the stable embedding a sparse signal family. Finally,
Section 2.5 discusses the embeddings and stable embeddings of manifold-modeled
signal families.
2.1 Mathematical Preliminaries
2.1.1 Vectors and Matrices
For x = [x1, · · · , xN ]T ∈ CN , denote the complex1 variable by j, the (element-wise)
complex conjugate by x∗, and the Hermitian transpose by xH = (x∗)T . Re {x} ∈ RN
is the (element-wise) real part of x and Im {x} ∈ RN is the (element-wise) imaginary





the `p-norm of x. We define
‖x‖∞ := maxn |xn| as the limiting `p-norm of x as p → ∞ and ‖x‖0 as the counting
1For generality, we use complex numbers in this section. Most signals that we encounter in this
thesis are real-valued signals, and the discussions here will hold equally well over the real field.
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pseudo-norm2 that returns the number of non-zero entries of x.
For a matrix Φ ∈ CM×N , denote by ‖Φ‖2 the spectral norm of Φ (i.e., the largest
absolute singular value of Φ) and by ‖Φ‖F its Frobenius norm (i.e., the `2-norm of
the singular values of Φ or equivalently the square-root of the sum of absolute-value
squared of all entries in Φ).
Define the unit-norm operator U : CN −{0} → SN−1 that takes a non-zero vector
and projects it onto the unit sphere (i.e., for any x ∈ CN − {0}, U (x) := x‖x‖2 ).
Similarly, U can also act on a non-zero matrix Φ by normalizing it by its Frobenius
norm (i.e., U (Φ) := Φ‖Φ‖F ).
For a vector x ∈ CN , we define the diagonal operator, diag : CN → CN×N ,
as the construction of a N × N diagonal matrix diag(x) with its diagonal entries
corresponding to the vector x.
2.1.2 Sets and Manifolds
For any integer J , denote [J ] := {1, 2, · · · , J} (i.e., [J ] is the list of integers from 1 to
J). For any subset S ⊂ CN , we define the action of the unit-norm operator U on S
as U (S) := {U (x) | x ∈ S − {0}}. Next, we define the difference between any two
subsets S1,S2 ⊂ CN as the set comprised of pairwise differences between the elements
of the sets, S1−S2 := {a− b | a ∈ S1, b ∈ S2}. Combining the two definitions above,
we see that U (S − S) = {U (a− b) | a, b ∈ S, a 6= b} for some set S. For a finite
subset S ⊂ CN , |S| denotes the cardinality of the set. If S is an infinite set, let vol(S)
denote its volume defined as vol(S) =
∫
S dv, where dv is the volume element on S.
A manifold of dimension K is a (second countable, Hausdorff) topological space
that is locally homeomorphic to the Euclidean space CK [52]. To say a manifold
is locally homeomorphic to CK means that for every point on the manifold, we can
find a neighborhood U around it that can be mapped by a chart φ : U → CK in
2For p < 1, ‖ · ‖p no longer satisfies the triangle inequality and therefore becomes a pseudo-norm
(instead of a norm).
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an invertible manner to an open K-dimensional Euclidean ball. Manifolds that are
embedded in a (larger) Euclidean space are called submanifolds. A manifold is called
smooth if for any overlapping neighborhoods U1, U2 with their corresponding charts
φ1, φ2, the transition map defined as φ2 ◦φ−11 : φ1(U1∩U2)→ φ2(U1∩U2) is a smooth
(i.e., infinitely differentiable) function. Then, a Riemannian manifold is defined as a
smooth manifold that is further endowed with a Riemannian metric. Having a metric
allows us to define lengths of paths between points on a Riemannian manifold.
For any manifold M, we let TxM denote the tangent space of M at any point
x ∈M. In our analyses, TxM can be thought of as a K-dimensional linear subspace
of CN passing through the origin. Let TM be the tangent bundle of the manifold
M, defined as the union of all tangent spaces in M (i.e., TM = ⋃x∈M TxM). A
vector field on a manifold M, X : M → TM, is a function that assigns a tangent
vector X(x) ∈ TxM to every point x ∈M. We denote by X (M) the set of all vector
fields on M.
If M is a Riemannian manifold, we define the geodesic distance between two
points x, y ∈M, dM(x, y), by the length of the shortest path between x and y along
on the manifold. Let BMdM(x, ε) be the geodesic ball centered at x ∈ M of radius ε
(i.e., BMdM(x, ε) := {y ∈ M | dM(y, x) ≤ ε}). Similarly, let BKp (x, ε) be the Euclidean
`p-ball of radius ε centered at x ∈ CK (i.e., BK2 (x, ε) := {y ∈ CK | ‖y − x‖p ≤ ε}).
We say that a finite set C is an (ε, dM)-cover for M if M ⊂
⋃
b∈C BMdM(b, ε). This
implies that for every x ∈ M, we can find a b ∈ C such that dM(b, x) ≤ ε. The
(ε, dM)-cover C with the minimal cardinality is denoted by C (M, dM, ε), and the
cardinality of C (M, dM, ε) is called the (ε, dM)-covering number of M or simply the
geodesic covering number. Similarly, if M is also a submanifold of CN , we say that
the finite set C (M, ‖ · ‖2, ε) (of minimal cardinality) is an (ε, ‖ · ‖2)-coverM⊂ CN if
M⊂ ⋃b∈C(M,‖·‖2,ε) BN2 (b, ε).
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2.1.3 Random Variables
Subgaussian random variables are often invoked for probabilistic analysis thanks to
many convenient properties. We define a subgaussian random variable as follows:
Definition 2.1.1. [136] A random variable Z is subgaussian if there exists a constant
a > 0 such that
E {|Z|p}1/p ≤ a√p for all p ≥ 1.
The quantity ‖Z‖ψ2 := supp≥1 p−1/2E {|Z|p}
1/p is called the subgaussian norm of Z.
Examples of subgaussian random variables include zero-mean Gaussian random
variables, ±1 Bernoulli random variables (each value with probability 1
2
), and uniform
random variables on the interval [−1, 1]. For a given subgaussian random variable









depends on the specific distribution for Z under consideration
(Gaussian, Bernoulli, etc.). In what follows, we use the abbreviation i.i.d. to denote
the term independently and identically distributed. A sequence of i.i.d. Bernoulli
random variables is called a Rademacher sequence. In this thesis,
dist.
= means that the
random variables on both sides of the equality have the same distribution.
2.1.4 Functions and Comparisons
A Lipschitz map f : CN → CM is defined as a mapping such that ‖f(x)− f(y)‖2 ≤
C‖x− y‖2 for some constant C and all x, y ∈ CN . A bi-Lipschitz map f : CN → CM
is defined as a mapping such that Cl‖x−y‖2 ≤ ‖f(x)−f(y)‖2 ≤ Cu‖x−y‖2 for some
constant Cl, Cu and all x, y ∈ CN . We say that a function f is Ck for any integer
k > 0 if its k-th derivative is continuous. Then, we say that a function f is smooth
if it is Ck for all k > 0. We denote by Ck(Ω1,Ω2) as the space of all Ck functions
f : Ω1 → Ω2, and we denote the differential operator at any point x ∈ M1 as Dxf .
If M1,M2 are manifolds and f :M1 →M2 is at least C1, Dxf can be regarded as
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a matrix operating on the vectors in TxM1 to give vectors in Tf(x)M2. A function
f : M1 →M2 is a homeomorphism (and thus M1 is homeomorphic to M2) if f is
continuous and has a continuous inverse. A function f :M1 →M2 is an immersion
on M1 if its derivatives are injective everywhere on M1 (i.e., Dxf is full-rank for all
x ∈ M1). Finally, we use the notation a & b (or a . b) to mean that there exists a
constant C such that a ≥ Cb (or a ≤ Cb respectively). If the constant C depends on
some parameter τ , we write a &τ b to highlight the dependence on this parameter.
2.2 Embeddings and Stable Embeddings
The focus of this thesis is to show that various sensory systems provide a stable
representation of the signals they are measuring. We use the notion of an embedding
to quantify the representation of a signal, and the stability of an embedding depends
on the conditioning of that embedding. In this section, we make explicit these notions
of embedding and conditioning.
For simplicity, we restrict our attention to finite-dimensional signals in Euclidean
space denoted by x ∈ RN . A signal family, denoted by M ⊂ RN , is either a finite
or infinite collection of signals having some common characteristics (e.g., sparsity or
lying on a manifold). Suppose we have a measurement system acting on the signal
family M represented by an operator Φ : RN → RM . We say that Φ is a topological
embedding of M if Φ is injective on M and M is homeomorphic to Φ(M). If the
signal family M is a Riemannian submanifold of the ambient Euclidean space RN ,
then we say that Φ is a smooth embedding of M if Φ is a topological embedding
and an immersion on M. We remark that when M⊂ RN has a manifold structure,
then Φ(M) is also a submanifold in RM . We also remark that if Φ is linear, then
the two notions of embedding (i.e., topological and smooth) coincide. Essentially, an
embedding ensures that distinct points remain distinct in the measurement space and
that the structure of the signal family is not destroyed.
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However, simply ensuring that a measurement operator Φ : RN → RM provides
an embedding of a set M ⊂ RN may not be sufficient when the measurement pro-
cess is noisy. Points that were initially well-separated (and easily distinguishable) in
the ambient space RN may be mapped close together in the measurement space RM .
When the measurements are corrupted by noise, these points may become indistin-
guishable. Therefore, we may be interested in differentiating measurement systems
based on how well they maintain distances between points in a signal family. One
way to do so is by considering if measurement systems provides a stable embedding
of the signal family M.
We say that an operator Φ provides a stable embedding of a signal familyM with
conditioning δ if for all x1, x2 ∈M, we have the bi-Lipschitz property
(1− δ)‖x1 − x2‖22 ≤ ‖Φ(x1)− Φ(x2)‖22 ≤ (1 + δ)‖x1 − x2‖22. (1)
Notice that the conditioning δ indicates how well the measurement system maintains
distances between points in M. Small values of δ are good as they ensure that
distances between signals are approximately preserved (i.e., ‖Φ(x1)−Φ(x2)‖22 ≈ ‖x1−
x2‖22). If δ takes values close to one, then Φ is badly conditioned as there could be
pairs of points x1, x2 such that ‖Φ(x1)−Φ(x2)‖22 ≈ 0. Thus, measurement systems Φ
that provide a stable embedding of M with a small conditioning δ will ensure that
the representation Φ(x) for any signal x ∈M is robust to perturbations by noise.
We can rewrite the stable embedding statement (1) in a different way that will
provide an useful insight on the conditioning. Suppose Φ is linear and thus can be
represented by a M×N matrix. Then Φ is a stable embedding ofM with conditioning
δ if for all u ∈ U (M−M),
∣∣‖Φu‖22 − 1
∣∣ ≤ δ,
where we recall that U (M−M) :=
{
x1−x2
‖x1−x2‖2 | x1 6= x2 ∈M
}






∣∣ ≤ δ. (2)
If Φ is random matrix, then
∣∣‖Φu‖22 − 1
∣∣ is a random process dependent on u.
Thus, (2) elucidates the fact that showing Φ provides a stable embedding with a
certain conditioning δ is equivalent to showing that the supremum of the random
process is upper bounded by δ. We will also find the following fact that relates a
squared conditioning to a non-squared conditioning useful. For any vector y (e.g.,
y = Φu) such that |‖y‖2 − 1| < 1,
|‖y‖2 − 1| ≤
∣∣‖y‖22 − 1
∣∣ ≤ 3 |‖y‖2 − 1| . (3)
This fact can be proved as follows. For the left inequality, observe that |‖y‖22 − 1| =
|(‖y‖2 − 1)(‖y‖2 + 1)| ≥ |‖y‖2 − 1|, where we used the fact that ‖y‖2 ≥ 0. For the
right inequality, we have |‖y‖2 − 1| ≥ |‖y‖2 − 1|2 = |(‖y‖22 − 1)− 2(‖y‖2 − 1)| ≥
|(‖y‖22 − 1)| − 2 |(‖y‖2 − 1)|, where we used the reverse triangle inequality.
Measurement systems that exploit the low dimensional structure of a signal family
can usually guarantee embeddings or stable embeddings of the family with a number
of measurements M far below the ambient dimension N . This remarkable fact will
be the common theme in the next sections.
2.3 The Johnson-Lindenstrauss Lemma
The use of a linear, compressive (measurement) operator Φ on a high-dimensional,
finite signal family M ⊂ RN for the purpose of dimensionality reduction is well-
studied in the computer science community. Many different types of operators Φ
have been shown to support this type of dimensionality reduction, and the guarantees
provided by Φ are collectively known as the Johnson-Lindenstrauss (JL) lemma. The
JL lemma in its original form [80] states that there exists a Lipschitz mapping Φ :
RN → RM withM & log(|M|) such that Φ is a stable embedding ofM. Following this
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discovery, constructive versions of the JL lemma using randomized linear operators
have appeared in the literature.
The easiest construction of such randomized operators Φ are those that satisfy a
uniform concentration of measure inequality [87], meaning that for any x belonging






where c0(δ) is some constant that depends only on δ (usually on the order of δ
2) and
E {‖Φx‖22} = ‖x‖22. In words, an operator that satisfies (4) concentrates the energy of
any given signal sharply around its mean with high probability. Moreover, for a fixed
probability, the sharpness of the concentration (i.e., how small δ can be) correlates
with the number of rows of Φ as can be seen by the exponential dependence on M
by the probability bound in (4). Random matrices populated with i.i.d. subgaussian
entries are known to satisfy the uniform concentration result of the form (4) [50, 96].
The JL lemma for any random operator Φ satisfying the concentration of measure
bound (4) is given as follows:
Lemma 2.3.1 (Johnson-Lindenstrauss Lemma). [1, 42] Let M ⊂ RN be a finite
signal family. Fix a conditioning 0 < δ < 1 and a failure probability 0 < ρ < 1.
Suppose Φ ∈ RM×N is a random matrix satisfying the concentration of measure bound










then with probability exceeding 1− ρ, Φ is a stable embedding of M with conditioning
δ.
Similarly to the original JL lemma, Lemma 2.3.1 says that if we take a number of
measurements M proportional to log(|M|), then with high probability, Φ is a stable
embedding of M. We remark that the bound (5) has been shown to be optimal [4],
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i.e., we cannot get a stable embedding of M with any less measurements (up to a
constant multiple). The proof of Lemma 2.3.1 is straightforward.
Proof. Recall from (2) that a random matrix Φ is a stable embedding of a (finite) set





























≤ 2|U (M−M) |e−Mc0(δ).
Bounding the above by the chosen failure probability ρ and using the inequality
|U (M−M) | ≤ |M|2 completes the proof.
The application of the JL lemma to a finite point cloud is a useful pre-processing
step for many database processing problems as it greatly improves processing speed
while retaining pairwise distances between the points. One example of such a problem
is the approximate nearest neighbor (ANN) problem [76] where given a finite set M
and a query point x ∈M, the aim is to find a point s ∈M (called the α-approximate
nearest neighbor of x) such that for all s′ ∈M, we have ‖x− s‖2 ≤ (1 + α)‖x− s′‖2
for a fixed tolerance α. Since projecting M into the lower dimensional space RM by
a operator Φ satisfying JL does not change distances between the points by much,
we would not expect the performance of the ANN task to fare much worse in the
measurement space than in the ambient space. More importantly, performing this
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task in the measurement space greatly reduces the computational burden to far below
what is required in the high-dimensional ambient space.
In addition, the JL lemma also has applications to compressive signal process-
ing [43, 44, 57], where the goal is to perform various signal processing tasks (e.g.,
signal detection and estimation) in the compressed or measurement domain without
first reconstructing the signal. We shall also see later that the JL lemma can be used
to prove the stable embeddings of other signal families.
We remark that randomized operators satisfying the concentration of measure in-
equality (4) are typically unstructured (i.e., comprised of i.i.d. random entries). This
lack of structure entails inefficiencies in the measurement process (i.e., it could be
slow) and large memory storage requirements. To combat this, JL lemmas involv-
ing randomized operators that have fast transforms [3] and/or low storage require-
ments [2] have recently been introduced in the literature. These fast and efficient
operators have been generalized in the paper [84], where the authors showed that all
operators satisfying the Restricted Isometry Property3 can be used for the JL lemma
after randomizing their columns signs (see Theorem 2.4.3 below).
2.4 Compressed Sensing
Compressed Sensing (CS) [25, 53] is the study of compressive measurement systems of
sparse signals and the design of computationally tractable algorithms to recover these
signals from their underdetermined measurements. Because many signals of interest
are sparse (in a certain basis), applications of CS have seen an explosive growth (e.g.,
the single pixel camera [56], MRI [91], radar systems [14], novel channel estimation
schemes [71], and novel data acquisition systems [133]).
The success of CS depends strongly on signals being sparse or nearly sparse in
a certain basis Ψ. To fix notations, we say that a signal x ∈ CN is K-sparse if
3The Restricted Isometry Property will be described in Section 2.4.
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‖x‖0 ≤ K,4 and the value K is called the sparsity of the signal x. We say that a
signal is nearly sparse if it is well represented by its (K) largest coefficients. We
also say that a signal x ∈ CN is K-sparse in an orthonormal basis Ψ ∈ CN×N if
‖ΨHx‖0 ≤ K. Finally, denote the family of all K-sparse signals as ΣK ⊂ CN , i.e.,
ΣK := {x ∈ CN | ‖x‖0 ≤ K}.
Many natural signals are sparse or nearly sparse in a certain basis (e.g., images
are sparse in a wavelet basis [94]), and many signal processing algorithms are already
taking advantage of this fact. Indeed, transform coders such as JPEG2000 exploit the
near sparsity of images by first capturing a high-resolution image x ∈ RN of a scene
(say taken by a high resolution camera) then keeping only the K most significant
coefficients in the wavelet basis (thus compressing the image). But this is a wasteful
process since we have to first capture all these bits of the high-resolution image only
to discard most of them in the compression phase. The novelty of CS is in introducing
measurement systems that capture signals directly in the compressed form.
2.4.1 RIP and Sparse Signal Recovery
One important idea developed by CS is the notion of the Restricted Isometry Property
(RIP) of a measurement operator.
Definition 2.4.1. [25, 26] We say that a linear operator Φ ∈ CM×N satisfies the
RIP of order K with conditioning δ, or RIP-(K, δ) in short, if for all x ∈ ΣK,
(1− δ)‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δ)‖x‖22. (6)
We see immediately that the RIP of a measurement operator is closely related
to the notion of stable embeddings (1) seen in Section 2.2. Indeed, if an operator Φ
satisfies RIP-(2K, δ), then it is a stable embedding of ΣK . As will be discussed in
4We use complex signals here to accommodate signals that are sparse in the Fourier basis (which
are typically complex).
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more details in Sections 2.4.2 and 2.4.3, measurement operators that satisfy the RIP
typically have a number of rows M that scale linearly with the sparsity K (and only
logarithmically with N) and M can be much less than the ambient dimension N . We
remark that the RIP can be seen as an extension of the JL lemma from the stable
embedding of a finite set to that of an infinite family of sparse signals.
The RIP is important in CS because it provides a sufficient condition for the robust
recoverability of sparse (and nearly sparse) vectors from their noisy measurements.
Theorem 2.4.1 (Uniform CS Recovery with RIP). [111] Assume a matrix Φ satisfies
RIP-(2K, δ) with δ < 0.4651. Let x ∈ CN be any vector and suppose we acquire the
noisy measurements y = Φx+ e with ‖e‖2 ≤ η. Let x̂ be the unique solution of:
min
z
‖z‖1 subject to ‖Φz − y‖2 ≤ η. (7)
Then




where σK(x)1 := infz∈ΣK ‖x − z‖1 is the error (measured in the `1-norm) of the best
K-term approximation of x, and C1, C2 depend only on δ.
The convex optimization program (7) is known as Basis Pursuit De-Noising (BPDN) [37],
and many algorithms exist that solve it (e.g., [17, 60, 149]). If a signal x is exactly
K-sparse and the measurement process is noiseless (η = 0), then ‖x− x̂‖2 = 0 in (8)
which implies a perfect recovery of x. For a general signal x whose measurements y are
corrupted by bounded noise (0 < η <∞), solving the BPDN program (7) guarantees
an output x̂ whose distance from x is bounded both by the measurement noise level
(η) and by the distance from x to its best K-term approximation (σK(x)1). When x
is nearly sparse, σK(x)1 is small and thus BPDN recovers a good approximation of
x. Most importantly, this theorem highlights the surprising result of CS; given that a
measurement operator Φ ∈ RM×N satisfies RIP-(2K, δ) for M much less than N , any
sparse signal can be recovered from their undersampled measurements by solving (7).
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Greedy iterative algorithms such as CoSAMP [101], IHT [20], and OMP [132] can
also used (instead of BPDN) to recover sparse signals from their measurements. As
a testament to the strength of stable embeddings, the RIP can also provide recover-
ability guarantees for OMP [46] and CoSAMP [101].
2.4.2 RIP for Subgaussian Random Matrices
Because of their amenability to analysis, unstructured, random matrices (i.e., matrices
with i.i.d. random entries) have initially drawn much interest as measurement systems
for CS. Of particular interest are random M ×N matrices with i.i.d. zero-mean, sub-
gaussian random variables with variance 1
M
(from here on called subgaussian random
matrices). First, recall from Section 2.3 that all subgaussian random matrices have a
uniform concentration of measure inequality as expressed in (4). From this property,
we can show that all subgaussian random matrices Φ satisfy the RIP-(K, δ) with high
probability whenever M scales linearly with K and logarithmically with N :
Theorem 2.4.2. [13] Suppose Φ ∈ RM×N is a subgaussian random matrix satisfying
the uniform concentration of measure inequality (4) and let Ψ ∈ RN×N be any basis

















then ΦΨ satisfies RIP-(K, δ) with probability greater than 1− ρ.
The measurement rate given by this theorem (i.e., the number of measurements
M needed to make a particular RIP guarantee) is optimal. This fact arises from
a beautiful connection of CS with geometry, in particular the works of Garnaev,
Gluskin, and Kashin on n-widths [65, 82] (see also [13]). Second, this theorem also
says that subgaussian random matrices are universal measurement matrices where
the measurement rate M of Φ does not depend on the sparsity basis.
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The proof of this theorem uses simple covering and counting arguments together
with the union bounds [13]. As some of our results use the same techniques, we shall
provide a proof sketch of Theorem 2.4.2 here. First, ΦΨ satisfies RIP-(K, δ) if and
only if supu∈U(ΣK)
∣∣‖ΦΨu‖22 − 1









Now, the set U (ΣK) has an infinite number of elements, and this prevents a simple
application of the union bound as done in the proof of the JL lemma (Lemma 2.3.1).
To proceed, first notice that U (ΣK) is a union of K-dimensional unit `2-balls of RN
that makes up the space of all unit-norm K-sparse vectors. We can cover each of these
K-dimensional balls with a finite covering set (see [136, Lemma 2]). The union bound
is then taken over all these finite covering sets. Following this, simple geometric and
algebraic arguments are used to extend the failure probability from the covering sets
to the whole of U (ΣK).
2.4.3 RIP for Structured Random Matrices
Recently, the CS community has turned to investigating structured measurement sys-
tems because unstructured systems may be impractical due to memory constraints,
computational costs, or limitations in the data acquisition architecture. One ex-
ample of a structured random matrix is a subsampled Fourier matrix formed by
picking M rows of a N ×N Discrete Fourier Transform (DFT) matrix uniformly at
random. Rudelson and Vershynin [118] showed that when the number of rows satis-
fies M & K
δ2
log4(N), then subsampled Fourier matrices satisfy RIP-(K, δ) with high
probability. Because Fourier transforms are fast to compute, measurement systems
represented by such matrices are computationally efficient. Moreover, subsampled
Fourier matrices represent realistic MRI measurement systems [91]. This RIP re-
sult is generalized in [111] (and later improved in [6]) to include all subsampled and
bounded orthonormal systems.
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Another family of structured random matrices of interest are subsampled circu-
lant or Toeplitz matrices representing the convolution of a random probe with an
input signal. These measurement matrices are of interest as they represent radar
systems [14] and novel channel estimation schemes [11, 71]. By supposing that the
Fourier transform of the probe has i.i.d. random entries, Romberg showed that sub-
sampled circulant measurement systems satisfy RIP-(K, δ) whenever the number of
rows M scales linearly with the sparsity K and poly-logarithmically with the ambient
dimension N (i.e., logα(N) with N > 1) [113, 114]. If instead the probe itself (not
its Fourier transform) has i.i.d. random entries, Krahmer et al. [83] (improving on
the work in [112]) showed these measurement systems satisfy RIP-(K, δ) with high
probability whenever the number of rows M & K
δ2
log4(N).
As a final example of a structured measurement system, Tropp et al. [133] showed
that a random demodulator matrix representing a practical CS measurement system
(that potentially replaces a traditional A/D converter) satisfies RIP-(K, δ) with high
probability whenever M & K
δ2
log6(N).
Structured random matrices are typically not universal and therefore do not sat-
isfy the RIP for signals sparse in all bases. For example, the subsampled Fourier
matrix achieves an optimal measurement rate when measuring canonical sparse sig-
nals (i.e. x ∈ ΣK) and will require more measurements when used for signals sparse
in other bases [111]. Indeed, the measurement rates for structured random matrices
(to satisfy RIP) typically scale with an incoherence property that depends on the
sparsity basis [29]. This incoherence property will be made clear in our work on block
diagonal matrices in Chapter 3 and the short-term memory of Echo State Networks
in Chapter 6.
The proofs of the RIP for structured random matrices usually require sophisticated
probabilistic tools to bound the extrema of random processes. We will provide a short
outline of these proof techniques here to contrast against the simple arguments used
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to prove Theorem 2.4.2. We will again be using them in the proofs of some of our
own theorems.
The first technique (with a slight abuse of notation) starts by defining the Re-
stricted Isometry Constant (RIC) of order K of a measurement operator Φ ∈ CM×N
as







This technique is used particularly for matrices Φ that have independent (in the
probabilistic sense) rows (e.g., a subsampled Fourier matrix). With this definition, Φ
satisfies RIP-(K, δ) if and only if δK ≤ δ. As always, we will want to show that the
probability that δK exceeds δ (i.e., P{δK > δ}) is small. Denote φH1 , · · · , φHM ∈ CN as




m, where we see that
the Grammian matrix ΦHΦ can be written as an outer-product of rank-one matrices.





We can check that this definition fulfills all the conditions of a norm, and we see that
the RIC of an operator Φ is simply the RIP-norm of the Hermitian operator ΦHΦ− I
(i.e., δK =
∣∣∣∣∣∣ΦHΦ− I



































Then, the crux of this first proof method hinges on Lemma A.1.2 in Section A.1,
which gives the tail probability of a random variable Z once we know its moments
(E {|Z|p})1/p. Therefore, the goal will be to calculate the moments (E {δpK})1/p. To
do so, we first apply the symmetrization trick as shown in Lemma A.1.1 to obtain

















where {ξm} is a Rademacher sequence independent from {φm} and the expectation
on the right is over both these sequences. To bound the right-hand-side of (9), we use
the following lemma (aptly called the “Uniform Law of Large Numbers” by Rudelson
and Vershynin in [118]):
Lemma 2.4.1 (Uniform Law of Large Numbers). [111, 118] For m = 1, · · · ,M , let
φm ∈ CN be (fixed) vectors such that ‖φm‖∞ ≤ L <∞, and let {ξm} be a Rademacher






























where C ≈ 67.97 and β = 6.028, and the expectation is over the Rademacher sequence
{ξm}.
A second proof techniques for the RIP of structured random matrices uses Dud-
ley’s inequality (which incidentally is also used in the proof of the Uniform Law of
Large Numbers, Lemma 2.4.1). This method is used for example in [83, 112] for




where ξ ∈ RN is a Rademacher sequence representing the probe, and Zu ∈ CN×N
is a hollow (meaning that the diagonal entries of Zu are all zeros) Hermitian matrix
that depends on u ∈ U (ΣK). Written this way, the RIC δK is the supremum of a
Rademacher chaos random process (dependent on u ∈ U (ΣK)), and thus, a version
of Dudley’s inequality for Rademacher chaos processes can be used to calculate its
expectation:5
5We note that a sharper bound for the expectation can be found in [83] (which is used in our proof
of Theorem 3.2.2 in Chapter 3) but not shown here as it requires introducing additional notations.
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Lemma 2.4.2 (Dudley’s Inequality for Rademacher Chaos). [112] Suppose that for
any u ∈ S, Zu ∈ CN×N is a hollow Hermitian matrix. Fix a point u0 ∈ S and let















log (|C (S, d2, η)|)dη
}
,
where d1(u1, u2) := ‖Zu1−Zu2‖2 and d2(u1, u2) := ‖Zu1−Zu2‖F are called the subex-
ponential and subgaussian distances respectively.
Since 0 ∈ U (ΣK), we will set u0 = 0 in Lemma 2.4.2. The main difficulty in
applying this lemma is in calculating the covering numbers |C (U (ΣK) , di, η)| for
i = 1, 2. Once we have estimated the expectation E {δK} with Lemma 2.4.2, various
methods exist to show that δK does not deviate much from its expectation (e.g., see
Lemma F.3.2 in Appendix F.3).
We remark that not all matrices that satisfy the RIP are random in nature. For
example, in [49] DeVore presented a deterministic construction of a measurement
matrix that satisfies RIP-(K, δ) whenever M & K
2
δ2
log2(N). Despite the additional
number of required measurements, deterministic matrices can be of interest to the
CS community as it is an NP-hard problem to verify whether a randomly constructed
matrix satisfies the RIP [130].
We also remark that there is a close connection between the RIP and the JL
lemma. This is made clear by the following theorem:
Theorem 2.4.3. [84] Fix 0 < ρ, ε < 1 and suppose there is a finite set of points
E ⊂ RN . Also suppose we have a matrix Φ ∈ RM×N satisfying the RIP of order





and conditioning δ ≤ ε
4
. Let ξ ∈ RN be a Rademacher sequence,
construct the diagonal Rademacher matrix Dξ := diag(ξ), and define Φ̂ := ΦDξ.
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Then with probability exceeding 1− ρ, we have for all x ∈ E,
(1− ε)‖x‖22 ≤ ‖Φ̂x‖22 ≤ (1 + ε)‖x‖22.
In words, any operator satisfying the RIP can be used to approximately preserve
the norms of the signals in a given finite point cloud when the signs of the columns
of the operator are randomly chosen. We remark that if the finite point cloud E is
the set of all differences between points in another finite setM⊂ RN , then a matrix





(and conditioning δ ≤ ε
4
)
in Theorem 2.4.3 can provide a stable embedding of M with high probability when
the column signs of Φ are randomized.
2.5 Embeddings of Manifolds
The sparsity and low-rank signal models that have gained significant attention in the
signal processing community do not apply well to all signal families. Nonetheless,
many high-dimensional signals can generally be modeled as lying on low-dimensional
submanifolds embedded in Euclidean space.
A common example of a manifold-modeled signal family is an image appearance
manifold (IAM) [137]. Each point in an IAM is an image of a (3-dimensional) object,
and a parameter θ ∈ Θ controls the way an object appears in the image. The image of
the object produced by a certain θ ∈ Θ can be represented by a function fθ : R2 → R
and the IAM F is simply the collection of all images (i.e., F := {fθ | θ ∈ Θ}). For
example, the object could be a (simulated) bust of a person’s head and the set Θ
could consist of all different orientation of the bust and all different orientations
of the lighting (as shown in Figure 1 of Chapter 1). When we consider a finite-
resolution representation of the images, a vector xθ ∈ RN can be used to represent
each image fθ. The corresponding set of all vectors xθ will also lie on a manifoldM,
i.e., M := {xθ | θ ∈ Θ} ⊂ RN .6
6By consider a finite-resolution version of the images, we side-step the nowhere-differentiability
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Apart from parametric signal families as shown by the IAM, manifold models
can also be used for certain non-parametric signal families. These signal families
include the set of images of hand-written digits [86] as shown in Figure 2 and the set
of images of all human faces [134]. While it is hard to find a well-defined parameter
that describes each non-parametric signal family, empirical evidence suggest that such
signals do cluster near a low-dimensional manifold [74, 115, 129].
Figure 2: Examples of handwritten digits that lie close to a low-dimensional
manifold in the ambient space [74, 86].
2.5.1 Some Characterizations of Riemannian Submanifolds
The analysis of measurement operators of manifold-modeled signals requires us to
consider two additional characterizations of a manifold that will be useful for de-
scribing certain local and global properties of the manifold. The first is the second
fundamental form of the manifold (as defined in [52]), which provides a bound on the
worse case curvature of any unit speed geodesic path along the manifold. We assume
that the second fundamental form is uniformly bounded by some number 1
τ
, where
this upper bound is related to the condition number (also denoted by 1
τ
) as described
in [102] and used in [15].
To describe the second fundamental form, we require the notion of the standard
connection operator acting on vector fields of a submanifold M ⊂ RN . Let ∇ :
X (M)×X (M)→ X (RN) denote the standard connection, where we write ∇XY to
represent a resulting vector field formed from two other vector fields X, Y [52]. In our
setting, the mapping ∇ generalizes the differentiation of a vector field along a curve
onM. More concretely, let γ : [0, 1]→M be the parameterization of a curve on the
problem of IAM. For more details on this issue, see [54, 137].
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manifold. Thus, γ′(t) = dγ
dt
(t) is an element of the tangent plane Tγ(t)M and belongs
to some vector field onM. Let v(t) denote a parameterization of another vector field
along the curve γ (i.e., at every point γ(t), we can associate a vector v(t) ∈ Tγ(t)M).
For example, v(t) could represent the velocity of a particle moving along γ. Then,
the derivative of the vector field v along the curve γ (which is a vector field of the
Euclidean space that not necessarily confined on X (M)) is given by v′ = dv
dt
:= ∇γ′v.
If v(t) represents velocity, then ∇γ′v(t) represents the acceleration necessary to keep
a particle long the path γ on the manifold and maintain its velocity.
Now, note that at every point p ∈M, the tangent plane of the ambient space at p
can be split into two orthogonal components, namely TpM (which is the tangent space
of the manifoldM at point p) and its orthogonal component (T pM)⊥. For any pairs
of vector fields X, Y on the manifoldM, define B(X, Y ) := (∇XY )⊥ which is a vector
field on the ambient space but lying solely on the orthogonal component (TpM)⊥ at
every point p. For a (velocity) vector field v(t) along a curve γ(t) on the manifoldM,
B(γ′, v) is a (acceleration) vector field that is pointing normal to M. B(X, Y ) can
be shown to be a symmetric, bilinear form [52]. Thus, for every p ∈ M and for any
vector η on (TpM)⊥, Hη(X, Y )p := 〈B(X, Y )p, η〉 is also a symmetric, bilinear form,
where 〈·, ·〉 denote the standard inner product in Euclidean space. Consequently, we
can find a N ×N self-adjoint matrix Sη such that Hη(X, Y )p = 〈Xp, SηYp〉. Finally,
the second fundamental form Iη(v, p) of the submanifold M at point p along the
normal vector η ∈ (TpM)⊥ for a tangent vector v ∈ TpM is given by
Iη(v, p) := Hη(v, v)p = 〈v, Sηv〉.




v∈X (M), p∈M, η∈(TpM)⊥
|Iη(v, p)| = sup





7We bound the second fundamental form by a fraction 1τ to make explicit the correspondence to
the condition number represented by the same fraction.
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In words, this means that the spectral norm of the self-adjoint matrix Sη is bounded
by 1
τ
(i.e., ‖Sη‖2 ≤ 1τ ) for all vector fields v, for all points p, and for all normal vectors
η in (TpM)⊥.
The following lemma lists some consequences of the uniform boundedness of the
second fundamental form on certain geometric properties of the manifold that will be
useful to our analysis.
Lemma 2.5.1. Suppose a submanifold M ∈ RN has second fundamental form uni-
formly bounded by 1
τ
. Let p, q ∈M be two distinct points. Then, we have the following
three properties of the manifold:
1. (Curvature) If γ(t) denotes a unit speed parameterization of the geodesic path
joining p and q, then ‖γ′′(t)‖2 ≤ 1τ . Moreover, denoting µ := dM(p, q), we have




2. (Twisting of Tangent Spaces) Suppose dM(p, q) ≤ τ . Pick u ∈ TpM, and let
v ∈ TqM be the parallel transport8 of u into TqM. Then, 〈u, v〉 ≥ 1− dM(p,q)τ .










Proof. The proof can be found in Appendix B.1.
The first property says that the worst case curvature of any unit speed geodesic
path along the manifold is bounded by 1
τ
. The second property states that for small
geodesic distances, the tangent spaces do not “twist” too much from one another.
Thus, if we compare a tangent vector to its parallel counterpart in another nearby
tangent space, the angle between them is small. The last property states that for
8Suppose γ(t) denotes a unit speed parameterization of the geodesic path joining p and q. By
parallel transport [52], we mean a vector field v(t) defined along γ(t) such that v(0) = u, v(µ) = v,
‖v(t)‖2 = ‖u‖2, and 〈v(t), γ′(t)〉 = 〈u, γ′(0)〉, where the last two conditions mean that v(t) maintains
a constant length and angle with respect to the path γ(t).
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points on the submanifold close together in Euclidean space, their geodesic and Eu-
clidean distances do not differ much. Negating the statement, we see that two points
with large geodesic distance cannot be arbitrarily close in Euclidean space.
A second useful quantity concerns the geodesic regularity of a manifold. Before
going on to describe this quantity, let us introduce some pre-requisite terminology.
For a Riemannian manifold M, recall that BMdM(x, ε) is the geodesic ball centered at
x ∈ M of radius ε (i.e., BMdM(x, ε) := {p ∈ M | dM(p, x) ≤ ε}). Similarly, recall that
BK2 (x, ε) is the Euclidean ball of radius ε centered at x ∈ RK (i.e., BK2 (x, ε) := {p ∈
RK | ‖p− x‖2 ≤ ε}). Then, the geodesic regularity R is defined as follows:
Definition 2.5.1. A K-dimensional Riemannian submanifoldM of RN has geodesic










We see that the geodesic regularity allows a uniform comparison of the geodesic
and Euclidean balls of the same radius everywhere on the manifold. This comparison
is related to a certain intrinsic curvature (in particular, the scalar curvature) of the
manifold [69]. As in [15], we shall subsequently neglect the minor dependence of the
geodesic regularity R on the maximum resolution ε0.
The geodesic regularity R of a manifold M allows us to quantify the geodesic
covering number of the manifold (i.e., how many geodesic balls of a certain radius are
needed to cover the whole manifold). The following lemma gives an upper bound on
the geodesic covering number of a manifold.
Lemma 2.5.2. The (ε, dM)-covering number of a compact K-dimensional Rieman-
nian submanifold M⊂ RN is bounded by










where V := vol(M). If M has geodesic regularity R, then










Proof. The proof can be found in Appendix B.2.





Answering the question of whether a manifold can equivalently be defined with or
without an extrinsic Euclidean space, Whitney [140] showed that a manifold M of
dimension K can be smoothly embedded into Euclidean space RM as long as M ≥ 2K.
Whitney’s embedding theorem is later strengthened by Nash [100] for Riemannian
manifolds. Nash showed that not only can there be an embedding (specifically a
C1 embedding), the embedding can also be an isometry. This means that when
appropriately mapped by the embedding operator, the Riemannian metric of the
manifold corresponds to the induced metric from the Euclidean space. This isometric
embedding ensures that geodesic distances (measured by the intrinsic and induced
metric respectively) between points on the manifold are maintained in the image
manifold. Thus, Nash’s embedding theorem answered the question of whether it
is equivalent to define the Riemannian metric intrinsically or extrinsically with an
Euclidean metric.
In this thesis, we consider signal families modeled by compact low-dimensional
Riemannian submanifolds embedded in high-dimensional Euclidean space. In this
context, Whitney’s and Nash’s embedding results have a different applicability. These
embedding results tell us that if we have a K-dimensional Riemannian submanifold
M initially embedded in high-dimensional Euclidean space RN with K  N , then
there exists an (isometric) embedding Φ : RN → RM with M ≥ 2K (and M  N)
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that maps M ⊂ RN into a lower-dimensional Euclidean space RM . In particular,
Φ can represent a compressive measurement system whose outputs can be used to
distinguish between different signals from M despite a reduction in dimensionality.
Although it proves the existence of embeddings that preserve geodesic distances,
Nash’s embedding result still suffers from two drawbacks that we will address in this
thesis. First, Nash’s result is not constructive and thus does not provide us with any
practical embedding operator. Second, the preservation of just geodesic distances on
a submanifold does not imply that Euclidean distances are preserved as well. This
means that manifold characteristics such as curvature may not be preserved in the
embedding space, and thus the geometry of the embedded submanifold may be very
different from that of the ambient submanifold.
2.5.3 Stable Embeddings
Having an embedding without consideration of the eventual distances between points
on the manifoldM in the measurement space may not be enough in noisy scenarios.
Recall that points that were initially far away may be mapped close together by the
embedding and they may become indistinguishable under noise.
It was Baraniuk and Wakin [15] who extended these embedding results to show
stable embeddings of manifolds. Concretely, their result is as follows:
Theorem 2.5.1. [15] Let M be a compact K-dimensional Riemannian submanifold
of RN with second fundamental form uniformly bounded by 1
τ
, volume V and geodesic
regularity R. Fix 0 < δ < 1 and 0 < ρ < 1. Let Φ be a random orthoprojector from

























Φ is a stable embedding of M with condi-
tioning δ.
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To be precise, a random orthoprojector from RN to RM can be expressed as a
matrix with orthonormal rows constructed by first generating M length-N vectors
with i.i.d. zero-mean Gaussian random entries and then applying a Gram-Schmidt
algorithm. This theorem shows that K-dimensional Riemannian submanifolds M
that are embedded in an (high-dimensional) Euclidean space RN can be stably em-
bedded with high probability by random and non-adaptive orthoprojections into RM .
In correspondence to the RIP results in CS, the measurement rate M simply needs
only to scale linearly with K, logarithmically with N , and logarithmically with prop-
erties of the manifold including the second fundamental form, volume, and geodesic
regularity. Clarkson [39] later improved on the required number of measurements M
by removing the dependence on N and certain worst case properties of the manifold.9
A proof sketch of Theorem 2.5.1 is given below. As in the proof of the RIP of




Φ is a stable embedding of







∣∣∣∣ ≤ δ where we recall
that U (M−M) =
{
u = x−y‖x−y‖2 | x 6= y ∈M
}















First, random orthoprojectors Φ̂ satisfy a uniform concentration of measure (4) (see
Example 25.2 in [136]). This means that by carefully choose a finite covering set of
U (M−M), we can apply the union bound on the covering set with the concentra-
tion of measure bound of Φ̂. Then, geometric arguments that utilize the manifold
characterizations can be used to extend the stable embedding from the finite covering
set to the whole of U (M−M).
Stable embeddings of manifolds by compressive operators are valuable because
9Clarkson removed the dependence on the ambient dimension N by means of chaining arguments
that appear in proofs of Dudley’s inequality. Because our results follow more closely that of [15]
instead of [39], we will not elaborate on the latter here.
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they ensure that key properties of the manifold are retained in the low-dimensional
measurement space. First, similarly to how the RIP ensures recoverability of sparse
signals, the stable embedding of a manifold leads to guarantees on the recoverability of
signals residing on the manifold from underdetermined measurements. The recovery
algorithms used are typically iterative projection algorithms, and one example of
such an algorithm is the Manifold Iterative Projection (MIP) algorithm proposed by
Shah and Chandrasekaran [122]. In correspondence to recoverability guarantees in
CS (Theorem 2.4.1), the recoverability guarantee for MIP goes as follows:
Theorem 2.5.2. [122] Suppose Φ is a stable embedding of a K-dimensional Rie-
mannian submanifold M with conditioning δ < 1
3
, and suppose we observe the mea-
surements y = Φx. Then, the MIP algorithm converges, i.e., x̂T → x as T → ∞.
Moreover, denoting x̂T ∈ M as the output of the T -th iterate of the MIP, we have










As Theorem 2.5.2 indicates, a stable embedding by the measurement operator Φ
ensures that the MIP algorithm converges. Moreover, the algorithm converges at a





for any error tolerance ε.
Second, the stable embedding of M gives us guarantees on data processing or
inference algorithms in the measurement space [43]. Notably, it is shown in [73]
that manifold learning (e.g., [18, 115, 129]) and dimensionality estimation algorithms
(e.g., [68]) can be performed in the compressed space with nearly the same accuracy
as in the original space. If the signal manifold were living in a high-dimensional
space, then performing these algorithms in the compressed space (with dimension on
the order of the dimension of the manifold) may result in massive speed increases.
The stable embedding result of Theorem 2.5.1 ensures that Euclidean distances
between points on the manifold maintained in the measurement space. Not surpris-
ingly, this also means that geodesic distances on the manifold are preserved:
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stable embedding of M with conditioning δ, then for all x, y ∈M, we have




dΦ(M)(Φx,Φy) ≤ (1 + δ)dM(x, y),
where dΦ(M)(Φx,Φy) is the geodesic distance between the projected points on the image
manifold ΦM.
Because geodesic distance are calculated as the integral sum of infinitesimal path
length along the geodesic path, the preservation of Euclidean distance between points
on the submanifold implies preservation of geodesic distances and thus, Corollary 2.5.1
follows (see [15] for more details).
It is useful to note that recent work on manifold learning [18, 41, 115, 129] also
provides algorithms to project submanifolds onto lower dimensional Euclidean spaces
that ensure some form of distance preservation. A difference between manifold learn-
ing and Theorem 2.5.1 is that these learning algorithms require (a large number of)




BLOCK DIAGONAL MATRICES IN COMPRESSED
SENSING
As discussed in the introduction, recent technological advances have enabled the
sensing and storage of massive volumes of data from a dizzying array of sources.
While access to such data has revolutionized fields such as signal processing, the
limits of some computing and storage resources are being tested, and front-end signal
acquisition devices are not always able to support the desire to measure in increasingly
finer detail. To confront these challenges, many signal processing researchers in the
CS community have begun investigating compressive linear operators Φ ∈ RM×N for
high resolution signals x ∈ RN (M < N), either as a method for simple dimensionality
reduction or as a model for novel data acquisition devices [25, 53]. Because of their
universality and amenability to analysis, randomized compressive linear operators
(i.e., random matrices with M < N) have drawn particular interest.
However, previous analysis of compressive operators to date has focused on dense
matrices that require each measurement to be a weighted linear combination of all en-
tries of x. Dense random matrices are often either impractical because of the resources
required to store and work with a large unstructured matrix (e.g., one with i.i.d. en-
tries), or unrealistic as models of acquisition devices with architectural constraints
preventing such global data aggregation. For example, in a distributed sensing sys-
tem, communication constraints may limit the dependence of each measurement to
only a subset of the data. For a second example, applications involving streaming
signals [9, 21] often have datarates that necessitate operating on local signal blocks
rather than the entire signal simultaneously.
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In such scenarios, the data may be divided naturally into discrete subsections
(or blocks), with each block acquired via a local measurement operator. To see the
implications of this, let us model a signal x ∈ RÑ as being partitioned into J blocks
x1, x2, . . . , xJ ∈ RN , and for each j ∈ [J ], suppose that a local measurement operator
Φj : RN → RMj collects the measurements yj = Φjxj. Concatenating all of the



































j=1Mj and Ñ = NJ . In cases such as these, we see that the overall
measurement operator Φ will have a characteristic block diagonal structure. In some
scenarios, the local measurement operator Φj may be unique for each block, and we
say that the resulting Φ has a Distinct Block Diagonal (DBD) structure. In other
scenarios, it may be appropriate or necessary to repeat a single operator across all
blocks (such that Φ1 = Φ2 = · · · = ΦJ); we call the resulting Φ a Repeated Block
Diagonal (RBD) matrix.
The focus of this chapter is a two-pronged analysis of such block diagonal op-
erators. First in Section 3.1, we derive concentration of measure bounds for DBD
and RBD matrices and explore the implications and utility of these bounds for the
signal processing community.1 Next in Section 3.2, we show that both DBD and
RBD matrices can satisfy the RIP with high probability whenever the total number
of measurements scales logarithmically with the ambient dimension and linearly with
1This work was performed in collaboration with Jae Young Park, Christopher J. Rozell, and
Michael B. Wakin. JYP and HLY contributed equally to this work. Specifically, JYP was largely
responsible for the general COM bounds and HLY made substantial contributions to the applications
section of the work and derived the necessary bounds for frequency sparse signals. The results of
this work are published in [106, 107, 117].
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the sparsity and a coherence measure of the sparsity basis (that is distinct for each
block diagonal matrix type).2
3.1 The Concentration of Measure Analysis
The theoretical analysis of random matrices often relies on the general notions that
these matrices are well-behaved most of the time and that we can bound the proba-
bility with which they perform poorly. Frequently, these notions are formalized using
some form of the concentration of measure phenomenon [87], a powerful character-
ization of the tendency of certain functions of high-dimensional random processes
to concentrate sharply around their mean. As one important example of this phe-
nomenon, it is known that for any fixed signal x ∈ RN , if Φ is an M × N matrix
populated with i.i.d. random entries drawn from a suitable distribution, then with
high probability Φ will approximately preserve the norm of x. More precisely, for
many random distributions for Φ, the probability that |‖Φx‖22 − ‖x‖22| will exceed a
small fraction of ‖x‖22 decays exponentially in the number of measurements M .
As we discussed in Sections 2.3 and 2.4 of this thesis, such concentration re-
sults have a number of favorable implications. Among these is the JL lemma (see
Lemma 2.3.1), which states that when applied to a finite set of points M ⊂ RN ,
a randomized compressive operator Φ can provide a stable, distance preserving em-
bedding ofM in the measurement space RM . This enables the efficient solution of a
broad variety of signal processing problems by permitting these problems to be solved
in the low-dimensional observation space (such as finding the nearest neighbor to a
point x in a database M). Such concentration results have also been used to prove
that certain families of random matrices can satisfy the RIP (see Theorem 2.4.2).
Starting from the block diagonal matrix structure in (12), we derived concentration
2This work was performed in collaboration with Michael B. Wakin, Armin Eftekhari, and Christo-
pher J. Rozell. AE and HLY contributed equally to this work, with both authors making substantial
contributions to the development of the main theoretical results. The full results of this work are in
a submitted manuscript [58], while initial results were presented in [143].
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of measure bounds for DBD and RBD matrices. Specifically, we present concentration
of measure bounds for DBD matrices populated with i.i.d. subgaussian random vari-
ables in Section 3.1.1 and for RBD matrices populated with i.i.d. Gaussian random
variables in Section 3.1.2. In contrast to the signal agnostic concentration of measure
bounds for i.i.d. dense matrices, these bounds are signal dependent; in particular,
the probability of concentration depends on the “diversity” of the component signals
x1, x2, . . . , xJ being well-matched to the measurement matrix (we make this precise
in Sections 3.1.1 and 3.1.2). As our analytic discussion and supporting simulations
show, these measures of diversity have clear intuitive interpretations and indicate
that, for signals with the most favorable characteristics, the concentration of measure
probability for block diagonal matrices can scale exactly as for an i.i.d. dense random
matrix.
Sections 3.1.3 and 3.1.4 are devoted to a detailed investigation of the utility of these
non-uniform concentration results for signal processing practitioners. Specifically, in
Section 3.1.3, we extend our concentration results to formulate a modified version
of the JL lemma appropriate for block diagonal matrices. We also explain how this
lemma can be used to guarantee the performance of various compressive-domain signal
inference and processing algorithms such as signal detection and estimation. Given
the applicability of these results for providing performance guarantees in these tasks,
a natural question is whether there are large classes of signals that have the diversity
required to make block diagonal matrices perform well. In Section 3.1.4, we provide
several examples of signal families that are particularly favorable for measurement
via DBD or RBD matrices.
3.1.1 Distinct Block Diagonal Matrices
In this section, we state our concentration of measure results for DBD matrices and
use simulations to demonstrate that our results do indeed capture the salient signal
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characteristics that affect the concentration probability.
Before stating our result, we define the requisite notation. For a given signal
x ∈ RÑ partitioned into J blocks of length N as in (12), we define a vector describing
the energy distribution across the blocks of x:
γ = γ(x) :=
[
‖x1‖22 ‖x2‖22 · · · ‖xJ‖22
]T ∈ RJ .
Also, letting M1,M2, . . . ,MJ denote the number of measurements to be taken of each
block, we define a J×J diagonal matrix containing these numbers along the diagonal:
M := diag(M1,M2, . . . ,MJ).
























Using this notation, our first result concerning the concentration of DBD matrices is
captured in the following theorem.
Theorem 3.1.1. Suppose x ∈ RÑ , and for each j ∈ [J ] suppose that Mj > 0. Let
φ denote a subgaussian random variable with mean 0, variance 1, and subgaussian
norm ‖φ‖ψ2. Let {Φj}Jj=1 be random matrices drawn independently, where each Φj
has size Mj ×N and is populated with i.i.d. realizations of the renormalized random
variable φ√
Mj



















where C1 and C2 are absolute constants.
40
Proof. See Appendix C.1.
From the tail bound (14), it is easy to deduce that the concentration probability










. One striking thing about Theorem 3.1.1 is that, in contrast to
analogous concentration of measure results for dense matrices with i.i.d. subgaussian
entries (4), the concentration rate depends explicitly on the signal x being measured.
To elaborate on this point, since we are frequently concerned in practice with
applications where ε is small, let us focus on the first case of (14), when the con-
centration exponent scales with Γ2(x,M). In this case, we see that larger values of
Γ2(x,M) promote sharper concentration of ‖Φx‖22 about its mean ‖x‖22. Using ele-








The worst case, Γ2(x,M) = minjMj, is achieved when all of the signal energy is con-
centrated into exactly one signal block where the fewest measurements are collected,
i.e., when ‖xj‖22 = 0 except for a single index j′ ∈ {arg minjMj} (where {arg minjMj}
is the set of indices where {Mj} is minimum). In this case the DBD matrix exhibits
significantly worse performance than a dense i.i.d. matrix of the same size M̃× Ñ , for
which the concentration exponent would scale with M̃ . This makes intuitive sense,
as this extreme case would correspond to only one block of the DBD matrix sensing
all of the signal energy. On the other hand, the best case, Γ2(x,M) = M̃ , is achieved
when the number of measurements collected for each block is proportional to the
signal energy in that block. In other words, letting diag(M) represent the diagonal
of M, when diag(M) ∝ γ (i.e., when diag(M) = Cγ for some constant C > 0) the
concentration exponent scales with M̃ just as it would for a dense i.i.d. matrix of the
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same size. This is in spite of the fact that the DBD matrix has many fewer nonzero
elements.
The probability of concentration behaves similarly in the second case of (14),
where the concentration exponent scales with Γ∞(x,M). One can bound the range
of possible Γ∞ values by
min
j




The lower bound is again achieved when ‖xj‖22 = 0 except for a single index j′ ∈
{arg minjMj}, and the upper bound again is achieved when diag(M) ∝ γ.
The above discussion makes clear that the concentration performance of a DBD
matrix can vary widely depending on the signal being measured. In particular, DBD
matrices can perform as well as dense i.i.d. matrices if their measurement allocation
is well matched to the energy distribution of the signal. Such a favorable event can
occur either (i) by design, if a system designer has some operational knowledge of the
energy distributions to expect, or (ii) by good fortune, if favorable signals happen
to arrive that are well matched to a fixed system design. We note that even in the
former situation when the general energy distribution across blocks is known, this
does not imply that the designer has a priori knowledge of the signal being sensed.
Furthermore, even when significant information about the signal (or a finite class of
signals) is known, there may still be much to learn by actually measuring the signal.
For example, Section 3.1.3 outlines several interesting signal inference problems that
benefit from a norm-preservation guarantee for a known signal (or finite signal family).
Also, in the second of these situations, it may not be unreasonable to expect that
a fixed measurement allocation will be well matched to an unknown signal most of
the time. For example, in Section 3.1.4 we describe several realistic signal classes
that are favorably matched to fixed systems that have equal measurement allocations
(M1 = M2 = · · · = MJ).
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Two final comments are in order. First, while Theorem 3.1.1 was derived by con-
sidering all signal blocks to be of equal length N , one can see by a close examination
of the proof that the same theorem in fact holds for signals partitioned into blocks of
unequal lengths. Second, it is instructive to characterize the range of ε for which the
two cases of Theorem 3.1.1 are relevant; we do so in the following lemma, which can
be proved using standard manipulations of the `1, `2, and `∞ norms.



















Examining the bound above, we note that for J ≥ 2 it holds that 2(
√
J−1)
J−1 ≥ 1√J .
Thus, as an example, when M1 = M2 = · · · = MJ , the first (“small ε”) case of








. We note further that
when the measurement matrix is well-matched to the signal characteristics, the first
case of Theorem 3.1.1 permits ε as large as
‖φ‖2ψ2
C2
, which is independent of J .
While the quantity Γ2(x,M) plays a critical role in our analytical tail bound
(14), it is reasonable to ask whether this quantity actually plays a central role in
the empirical concentration performance of DBD matrices. We explore this question
with a series of simulations. To begin, we randomly construct a signal of length 1024
partitioned into J = 16 blocks of length N = 64. The energy distribution γ of the
signal x is plotted in Figure 3(a) (and the signal x itself is plotted in the top right
corner). For this simulation, to ensure diag(M) ∝ γ with integer values for the Mj,
we begin by constructing M (populated with integers) and then normalize each block
of a randomly generated signal to set γ accordingly.
Fixing this signal x, we generate a series of 10000 random 64 × 1024 matrices Φ
using zero-mean Gaussian random variables for the entries. In one case, the matrices
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DBD Φ, diag(M) ∝ γ
DBD Φ, diag(M) 6∝ γ
(b)
Figure 3: (a) Test signal for concentration in a DBD matrix. The main panel
plots the energy distribution γ when the signal is partitioned into J = 16 blocks
of length N = 64; the subpanel plots the length-1024 signal x itself. (b) This
figure shows the percentage of trials for which (1− ε) ≤ ‖Φx‖2/‖x‖2 ≤ (1 + ε) as a
function of ε for dense matrices, and for DBD matrices that either matched or
not matched to the signal energy distribution.
are fully dense and the entries of each matrix have variance 1/64. In another case, the
matrices are DBD with diag(M) ∝ γ and the entries in each block have variance 1/Mj.
Thus, we have Γ2(x,M) = M̃ and our Theorem 3.1.1 gives the same concentration
bound for this DBD matrix as for the dense i.i.d. matrix of the same size. For
each type of matrix, Figure 3(b) shows the percentage of trials for which (1 − ε) ≤
‖Φx‖2/‖x‖2 ≤ (1 + ε) as a function of ε, and indeed, the curves for the dense and
DBD matrices are indistinguishable.
Finally, we consider a third scenario in which we construct 10000 random 64×1024
DBD matrices as above but with an equal number of measurements in each block. In
other words, we set all Mj = 4, and obtain measurement matrices that are no longer
matched to the signal energy distribution. We quantify this mismatch by noting that
Γ2(x, 4 · IJ×J) = 32.77 < M̃ . Again, Figure 3(b) shows the concentration success
probability over these 10000 random matrices. It is evident that these mismatched
DBD matrices provide decidedly less sharp concentration of ‖Φx‖2.
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3.1.2 Repeated Block Diagonal Matrices
In this section, we state our concentration of measure results for RBD matrices and
again use simulations to demonstrate that our results do indeed capture the salient
signal characteristics that affect the concentration probability. We also discuss con-
nections between the concentration probabilities for the two matrix types.
We now turn our attention to the concentration performance of the more restricted
RBD matrices. Before stating our result, let us again define the requisite notation.
Given a signal x ∈ RÑ partitioned into J blocks of length N , we define the J × N
matrix of concatenated signal blocks
X := [x1 | x2 | · · · | xJ ]T , (15)
and we denote the non-negative eigenvalues of the N×N symmetric matrix A = XTX
as {λi}Ni=1. We let λ = λ(x) := [λ1, . . . , λN ]T ∈ RN be the vector composed of these
eigenvalues. We let M := M1 = M2 = · · · = MJ denote the number of measurements
to be taken in each block and the total number of measurements is now M̃ = MJ .









Equipped with this notation, our main result concerning the concentration of RBD
matrices is as follows.
Theorem 3.1.2. Suppose x ∈ RÑ . Let Φ̃ be a random M ×N matrix populated with
i.i.d. zero-mean Gaussian entries having variance σ2 = 1
M
, and let Φ be an M̃ × Ñ













where C1 and C3 are absolute constants.
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Proof. See Appendix C.2.
From (17), one can deduce that the concentration probability of interest decays
exponentially as a function of ε2Λ2(x,M) in the case where 0 ≤ ε ≤ Λ∞(x,M)C3Λ2(x,M) and




we see that the concentration rate again depends explicitly on the signal x being
measured.
Again, since we are frequently concerned in practice with applications where ε is
small, let us focus on the first case of (17), when the concentration exponent scales
with Λ2(x,M). It follows from the standard relation between `1 and `2 norms that





j has only one nonzero eigenvalue, implying that the blocks xj are the
same modulo a scaling factor. In this case, the RBD matrix exhibits significantly
worse performance than a dense i.i.d. matrix of the same size M̃ × Ñ , for which the
concentration exponent would scale with M̃ rather than M . However, this diminished
performance is to be expected since the same Φ̃ is used to measure each identical signal
block.
The other extreme, Λ2(x,M) = M min(J,N) is favorable as long as J ≤ N , in
which case the concentration exponent scales with M̃ just as it would for a dense i.i.d.
matrix of the same size. For this case to occur, A must have J nonzero eigenvalues
and they must all be equal. By noting that the nonzero eigenvalues of A = XTX
are the same as those of the Grammian matrix G = XXT , we conclude that this
most favorable case can occur only when the signal blocks are mutually orthogonal
and have the same energy. Alternatively, if the signal blocks span a K-dimensional
subspace of RN we will have M ≤ Λ2(x,M) ≤ MK. All of this can also be seen
by observing that calculating the eigenvalues of A = XTX is equivalent to running
Principal Component Analysis (PCA) [64] on the matrix X comprised of the J signal
blocks. Said another way, an RBD matrix performs as well as a dense i.i.d. matrix of
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the same size when the signal has uniform energy distribution across its blocks (as in
the DBD case) and has sufficient variation in the directions exhibited by the blocks.
We note that there is a close connection between the diversity measures Γ2(x,M)
and Λ2(x,M) that is not apparent at first glance. For a fair comparison, we assume
in this discussion that M := diag(M,M, . . . ,M). Now, note that ‖λ‖21 = ‖γ‖21 and
also that





























From this relationship we see that Λ2 and Γ2 differ only by the additional inner-
product term in the denominator of Λ2, and we also see that Λ2 = Γ2 if and only if
the signal blocks are mutually orthogonal. This more stringent condition for RBD
matrices—requiring more intrinsic signal diversity—is expected given the more re-
stricted structure of the RBD matrices.
While the quantity Λ2(x,M) plays a critical role in our analytical upper bound
(17) on the concentration tail probabilities, it is reasonable to ask whether this quan-
tity actually plays a central role in the empirical concentration performance of RBD
matrices. We explore this question with a series of simulations. To begin, we randomly
construct a signal of length 1024 partitioned into J = 16 blocks of length N = 64, and
we perform Gram-Schmidt orthogonalization to ensure that the J blocks are mutually
orthogonal and have equal energy. The nonzero eigenvalues of A = XTX are shown
in the plot of λ in Figure 4(a) (and the signal x itself, denoted “Sig. 1”, is plotted in
the top left corner).
As we have discussed above, for signals such as Sig. 1 we should have Λ2(x,M) =
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M̃ , and Theorem 3.1.2 suggests that an RBD matrix can achieve the same concentra-
tion rate as a dense i.i.d. matrix of the same size. Fixing this signal, we generate a se-
ries of 10000 random 64×1024 matrices Φ populated with zero-mean Gaussian random
variables. In one case, the matrices are dense and each entry has variance 1/64. In
another case, the matrices are RBD, with a single 4×64 block repeated along the main
diagonal, comprised of i.i.d. Gaussian entries with variance 1
4
. For each type of matrix,
Figure 4(c) shows the percentage of trials for which (1− ε) ≤ ‖Φx‖2/‖x‖2 ≤ (1 + ε)
as a function of ε. As anticipated, we can see that the curves for the dense and RBD
matrices are indistinguishable.
In contrast, we also construct a second signal x (denoted “Sig. 2”) that has equal
energy between the blocks but has non-orthogonal components (resulting in non-
uniform λ); see Figure 4(b). This signal was constructed to ensure that the sorted
entries of λ exhibit an exponential decay. Due to the non-orthogonality of the signal
blocks, we see for this signal that Λ2(x,M) = 21.3284 which is approximately 3 times
less than the best possible value of M̃ = 64. Consequently, Theorem 3.1.2 provides
a much weaker concentration exponent when this signal is measured using an RBD
matrix than when it is measured using a dense i.i.d. matrix. As shown in Figure 4(c),
we see that the concentration performance of the full dense matrix is agnostic to this
new signal structure, while the concentration is clearly not as sharp for the RBD
matrix.
3.1.3 Applications
A concentration of measure inequality, despite nominally pertaining to the norm
preservation of a single signal, can lead to a number of guarantees for problems in-
volving multi-signal embeddings and signal discrimination. In this section, we extend
our concentration bounds to formulate a modified version of the JL lemma appropri-









































Figure 4: (a),(b) Test signals for concentration in a RBD matrix. The main
panels plot the eigenvalue distributions λ for Sig. 1 and Sig. 2, respectively,
when partitioned into J = 16 blocks of length N = 64; the subpanels plot the
length-1024 signals themselves. (c) This figure shows the percentage of trials
for which (1− ε) ≤ ‖Φx‖2/‖x‖2 ≤ (1 + ε) as a function of ε for dense matrices and
for RBD matrices.
inference problems (such as detection and classification) in which such a result can be
leveraged. For simplicity we will focus on DBD matrices in this section, but parallel
results can be derived in each case for RBD matrices. Given the nonuniform nature of
our concentration bounds, the performance of algorithms for solving these problems
will depend on the signals under consideration, and so, in Section 3.1.4 we provide
several examples of signal classes that are particularly favorable for measurement via
DBD or RBD matrices.
3.1.3.1 Stable Embeddings and the Johnson-Lindenstrauss Lemma






. Note that both quantities are upper bounded by
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1, with equality achieved for signals best matched to M as discussed in Section 3.1.1.
Here, we overload the definition of a stable embedding by saying that Φ is a stable
embedding of (U, V ) with conditioning δ if for all u ∈ U and v ∈ V ,
(1− δ)‖u− v‖22 ≤ ‖Φ(u− v)‖22 ≤ (1 + δ)‖u− v‖22.
Using this notation, Theorem 3.1.1 allows us to immediately formulate a version
of the JL lemma appropriate for DBD matrices.
Theorem 3.1.3. Let U, V be two finite subsets of RÑ , let Φ be a randomly generated
DBD matrix as described in Theorem 3.1.1 with measurement allocation M, and let
ρ ∈ (0, 1) be fixed. If






minu∈U,v∈V Γ̃2(u− v,M), C2δ‖φ‖2ψ2
minu∈U,v∈V Γ̃∞(u− v,M)
} , (19)
then with probability exceeding 1− ρ, Φ will provide a stable embedding of (U, V ) with
conditioning δ. Alternatively, under the same conditions and with probability exceed-
ing 1− ρ, the matrix Φ will provide a stable embedding of (U, V ) with conditioning





log |U |+ log |V |+ log(2/ρ)
C1 minu∈U,v∈V Γ2(u− v,M)
, · · ·
· · · log |U |+ log |V |+ log(2/ρ)
C1 minu∈U,v∈V Γ∞(u− v,M)
}
. (20)
Proof. Taking the union bound over all u ∈ U and v ∈ V and using (14), we then
know that the desired (near) isometry holds over all difference vectors u − v except
with probability bounded by









Γ2(u− v,M), · · ·







Ensuring that (19) holds guarantees that the above failure probability is less than
ρ. The bound in (20) follows from (19) and the observation that min(aδ2, bδ) = c









Similar theorems can be formulated for RBD matrices, as well as for stable em-
beddings of a signal subspace rather than just a finite family of signals. Equation (19)
gives a lower bound on the total number of measurements to guarantee a stable em-
bedding with conditioning δ. One can see that the denominator on the right-hand
side will scale with δ2 ·minu∈U,v∈V Γ̃2(u−v,M) when 0 ≤ δ ≤
‖φ‖2ψ2 minu∈U,v∈V Γ̃∞(u−v,M)
C2 minu∈U,v∈V Γ̃2(u−v,M)




cusing just on cases where δ is small, in order to guarantee a stable embedding with a
moderate number of measurements, we require Γ̃2(u−v,M) to be sufficiently close to
1 over all u ∈ U and v ∈ V . Equivalently, if Γ2(u−v,M) is uniformly close to M̃ over
all u ∈ U and v ∈ V , the conditioning δ̃ provided in (20) is comparable to what would
be achieved with a dense i.i.d. random matrix of the same size. In Section 3.1.4, we
provide several examples of signal classes of U and V for which it may be reasonable
to expect such uniformly favorable Γ2 (or Λ2) values.
The attentive reader may notice that the failure probability in (21) can be loose,
since we have bounded the sum of the individual failure probabilities by |U | |V | times
the worse case failure probability. Due to the exponential form of these probabilities,
however, it seems that the worse case probability—even if it is rare—will typically
dominate this sum. Therefore, in most applications we do not expect that it is
possible to significantly improve over the bounds provided in (21) and thus (19).
Unfortunately, it appears that this fact would forbid the derivation of a sharp RIP
bound for block diagonal matrices via the elementary covering arguments seen in the
proof of Theorem 2.4.2. Nonetheless, we shall show in Section 3.2 that we are able to
derive these RIP bounds by instead using recent techniques for bounding the suprema
of chaos processes.
Indeed, ensuring a stable embedding of even a finite signal class is very useful for
guaranteeing the performance of many types of compressive-domain signal inference
and processing algorithms. In the following subsections, we explore two canonical
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tasks (detection and classification) in detail to show how signal characteristics affect
one’s ability to solve these problems using measurements acquired via a block diagonal
matrix. Performing tasks such as these directly in the measurement space not only
reduces the data acquisition burden but can also reduce the computational burden
far below what is required to solve these problems in the high dimensional ambient
signal space.
We briefly note that there are several other tasks (aside from detection and clas-
sification) that can be performed in the measurement space when a block diagonal
matrix provides a stable embedding of a finite signal family. For one example, when
a block diagonal matrix Φ provides a stable embedding of (S, {x}) for some signal
database S and query signal x, it is possible to solve the approximate nearest neighbor
problem [76] (finding the closest point in S to x) in the compressed domain without
much loss of precision. Another potential application in compressive signal processing
involves a simple compressive-domain linear estimator [43]. When Φ provides a stable
embedding of (L,X ∪ −X ) for some sets L and X , then for any ` ∈ L and x ∈ X ,
we can estimate the value of 〈`, x〉 from the measurements 〈Φ`,Φx〉. Signal families
L and X whose sum and difference vectors ` ± x have favorable Γ2 values will have
favorable and predictable estimation performance. Finally, a similar result also dis-
cussed in [43] shows that filtering vectors in order to separate signal and interference
subspaces is possible when the difference vectors between these subspaces are stably
embedded by Φ.
Before concluding this subsection, we note that while the concentration of measure
analysis (of RBD matrices in particular) forbids us to achieve good RIP results via
covering arguments, we have been slightly more successful in applying this method for
the RIP of Toeplitz matrices. In a technical report [145], we obtained a measurement
rate that has a quadratic scaling with sparsity by observing that compressive Toeplitz
matrices are in fact related to RBD matrices. We will not discuss this result here
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as the state-of-the-art RIP result for compressive Toeplitz matrices has achieved a
linear scaling with sparsity [83]. However, we note that we shall leverage this duality
between RBD matrices and compressive Toeplitz matrices again when we establish
the RIP result for block diagonal matrices in Section 3.2.
3.1.3.2 Signal Detection in the Compressed Domain
While the canonical CS results center mostly around reconstructing signals from
compressive measurements, there is a growing interest in forgoing this recovery process
and answering certain signal processing questions directly in the compressed domain.
One such problem that can be solved is binary detection, where one must decide
whether or not a known template signal was present when the noisy compressive
measurements were collected [43, 44, 72, 119]. In particular, let s ∈ RÑ denote a
known signal, and suppose that from the measurement vector y, we wish to decide
between two hypotheses:
H0 : y = z or H1 : y = Φs+ z,
where Φ is a known compressive measurement matrix, and z is a vector of i.i.d. zero-
mean Gaussian noise with variance σ2. If one were designing a measurement matrix
specifically for the purpose of detecting this signal, then the optimal choice of Φ would
be the matched filter, i.e., Φ = sT . However, implementing a measurement system
that is designed specifically for a particular s restricts its capabilities to detecting
that signal only, which could require a hardware modification every time s changes.
A more generic approach would be to design Φ randomly (perhaps with a block
diagonal structure out of necessity or due to efficiency considerations) and then use
the acquired measurements y to test for one or more candidate signals s.
Given the measurements y, a Neyman-Pearson (NP) optimal detector [43] max-
imizes the probability of detection, PD := P{H1 chosen |H1 is true}, subject to a
given limitation on the probability of a false alarm, PF = P{H1 chosen |H0 is true}.
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The optimal decision for this problem is made based on whether or not the sufficient





κ, where κ is chosen to meet the
constraint PF ≤ α for a specified α. As can be seen from the analysis in [43], the
performance of such a detector depends on ‖Φs‖2. In effect, if Φ “loses” signal energy
for some signals the detector performance will suffer, and if Φ “amplifies” signal en-
ergy for some signals the detector performance will improve. A stable embedding of
any signal the detector may encounter, however, guarantees consistent performance
of the detector.
Theorem 3.1.4. Suppose S is a finite set of signals and let Φ be a randomly generated
DBD matrix as described in Theorem 3.1.1 with a number of measurements denoted
by the matrix M. Fix 0 < ρ < 1 and pick α such that PF ≤ α. Then with probability




























2 du and where δ̃(S, {0},M, ρ) is as defined in (20).






(see [43]) with (20) and the monotonicity of the function Q(·). While achieving the
best possible PD for a given PF is of course desirable for a detector, another very
important consideration for a system designer is the reliability and consistency of
that system. Large fluctuations in performance make it difficult to ascribe meaning
to a particular detection result and to take action with a certain level of confidence.
The theorem above tells us that the consistency of the detector performance is tied
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to how reliably Φ preserves the norm of signals in S. Examining this relationship,
it is clear that more favorable values of Γ2(s,M) for a signal class result in tighter
bounds on PD(α) and therefore in stronger consistency guarantees for the detector.
To illustrate this fact with an example, we create a single DBD measurement
matrix Φ ∈ RM̃×Ñ having an equal number of measurements Mj = M per block. We
take M = 4, J = 16 and N = 64, and we draw the nonzero entries of Φ as i.i.d.
Gaussian random variables with variance 1/M . We test the detection performance of
this matrix by drawing 10000 unit-norm test signals randomly from two classes: S1,
in which signals have uniform energy across their blocks, and S2, in which signals have
decaying energy across their blocks. We choose the noise variance σ2 such that each






of the construction of S1, Γ2(s,M) attains its maximum value of M̃ for all signals
s ∈ S1, resulting a small conditioning δ̃ and a tight bound on PD. In contrast, S2
will have a smaller value of Γ2(s,M), resulting in larger values of δ̃ and much looser
bounds on PD. We choose the maximum probability of failure to be α = 0.1 and





to calculate the expected PD for each
signal.
Figure 5 shows the histogram of PD for the signals in S1 and S2 when measured
with a DBD matrix. We see that for the uniform energy signals in S1, the detector
performance is indeed tightly clustered around PD = 0.9; one can see that this is the







0.8907. Thus for this class of signals, the detector performance is consistent and
we can be assured of a favorable PD when using the detector for all signals in S1.
However, when using the DBD matrix on the signal class S2, the PD values are widely
spread out compared to those for S1, despite the fact that the average PD is nearly the
same. Although some individual signals may have above average performance because
the measurement matrix happened to amplify their energies, other signals may have
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Figure 5: Histogram of PD for 10000 signals with uniform energy across blocks
(signal class S1) and for 10000 signals with decaying energy across blocks (signal
class S2) when measured with a DBD matrix. The compressive NP detector
has the constraint PF ≤ α = 0.1.
very poor performance because the measurement matrix significantly attenuated their
energies. Thus this experiment shows how the signal statistics affect the performance
reliability in compressive detection tasks when the measurements matrices have block
diagonal structure.
3.1.3.3 Classification in the Compressed Domain
Rather than determining the presence or absence of a fixed candidate signal, some
scenarios may require the classification of a signal among multiple hypotheses [43, 44].
In particular, let s1, s2, . . . , sR ∈ RÑ denote known signals, and suppose that from
the measurement vector y, we wish to decide between R hypotheses:
Hi : y = Φsi + z, for i = 1, 2, . . . , R,
where Φ is a known compressive measurement matrix, and z is a vector of i.i.d.
zero-mean Gaussian noise with variance σ2.
It is straightforward to show that when each hypothesis is equally likely, the
classifier with minimum probability of error selects the hypothesis that minimizes the
sufficient statistic ti := ‖y − Φsi‖22. As can be imagined, the performance of such a
classifier depends on how well Φ preserves pairwise distances among the signals {si}. If
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a situation were to occur where ‖Φsp−Φsq‖2‖sp−sq‖2 was small for some p, q, then sp could easily
be mistaken for sq in the measurements y. Therefore, having a stable embedding can
again be particularly useful for guaranteeing consistent and predictable performance.
Theorem 3.1.5. Let S denote a fixed set of signals with |S| = R < ∞ and fix 0 <
ρ < 1. Suppose Φ is a randomly generated DBD matrix as described in Theorem 3.1.1
with a number of measurements denoted by the matrix M. Assume we receive the
measurements y = Φsi∗ + z for some i



















we have i∗ = arg mini∈[R] ti and thus the signal si∗ can be correctly classified. Here
d := mini,j ‖si − sj‖2 denotes the minimum separation among the signals in S and
δ̃(S,S,M, ρ) is as defined in (20).
The proof of this theorem again follows by combining bounds from [43] with (20).
From this theorem it follows that, if Φ is a block diagonal matrix, signal families
S whose difference vectors sp − sq have favorable Γ2 values will have consistent and
predictable classification performance.
The following simulation demonstrates the potential for predictable classification
of signals acquired using compressive block diagonal matrices. We again consider
DBD matrices having an equal number of measurements Mj = M per block, and
we consider signals having J = 16 blocks of length N = 64. We first create a
favorable class of unit-norm signals S1 with R = J elements such that each signal
has just 4 nonzero DFT coefficients at randomly chosen frequencies. To ensure that
the signals are real, we restrict the coefficients on conjugate pairs of frequencies to
have complex conjugate values. We also ensure that no frequencies are repeated
amongst the signals in S1. As we show in Section 3.1.4.2, frequency sparse signals with
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randomly selected frequency support will have large Γ2 values with high probability;
therefore the difference of any two signals from S1 will also have a large Γ2 value with
high probability. We also create a second class of unit-norm signals S2 with R = J
elements such that each signal sr for r = 1, 2, . . . , R has nonzero (and randomly
selected) values only on its r-th block and is zero everywhere else. Difference signals
from this class will have small Γ2 values since their energies across the blocks are not
uniform.
For each M ranging from 1 to 20, we create 1000 instances of a random DBD
matrix Φ of size M̃ × Ñ . For each Φ and for each signal class S1 and S2, we identify
the indices i1, i2 that minimize ‖Φsi1 − Φsi2‖2. The signals corresponding to si1 and
si2 will be among the most difficult to classify since they each have a close neighbor
(either Φsi2 or Φsi1 , respectively) after projection by Φ. Then for each of these signals
{sij}j=1,2, we create 1000 noisy measurement vectors y = Φsij +z with z ∼ N (0, σ2I)





= 15dB. Finally, we let p = arg min ti be
the output of the classifier and calculate the probability of misclassification, PE(M),
for each M as the proportion of occurrences of p 6= i1 or p 6= i2, respectively, over the
combined 1000 instances of noise z and 1000 instances of Φ.
Figure 6 plots PE(M) for both classes of signals. As expected, the curve for S1 is
lower than that for S2 since the signals in S1 are expected to have a stable embedding
with a tighter conditioning. Both curves also show a decreasing trend for increasing
M (although it is much more obvious for signal class S2) as should be expected.
Lastly, we see that PE(M) saturates at a certain level with increasing M . This is also
predicted by Theorem 3.1.5, where the smallest upper bound that can be provided for








> 0. With the parameters used in this experiment, it
can be calculated that the smallest theoretical upper bound for PE is approximately
0.144. This shows that Theorem 3.1.5 may be slightly pessimistic.
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Figure 6: Plots of the probability of misclassification PE over a range of values
of M = 1, · · · , 20. The first class of signals S1 are sparse in the frequency domain.
The second class of signals S2 are nonzero only on a single block in the time
domain. While PE decreases with increasing M for both classes of signals,
classification performs better for the signals in S1, which are more amenable to
a stable embedding with a DBD matrix.
3.1.4 Favorable Signal Classes
The various compressive signal processing guarantees presented in Section 3.1.3 are
built upon the premise that a DBD matrix provides a stable embedding of the signals
of interest; as we have noted, these arguments can be extended to RBD matrices as
well. Our analysis has also indicated that such stable embeddings are most easily re-
alized with matrices that are well matched to the energy distribution (and sometimes
orthogonality) of the signal blocks. In many applications, however—perhaps for the
sake of generality, or because little advance knowledge of the signals is available—it
may be most natural to use a fixed and equal allocation of measurements. Fortu-
nately, there are a number of interesting signal families (and, in some cases, the
corresponding difference signals) that provide favorable Γ2 values for “uniform” DBD
matrices where all Mj are equal (for all j, we suppose Mj = M for some M) and
in some cases also provide favorable Λ2 values for RBD matrices. In this section we
survey several such examples.
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3.1.4.1 Delay Networks and Multiview Imaging
One favorable signal class for uniform DBD and RBD matrices can occasionally arise
in certain sensor network or multi-view imaging scenarios where signals with steeply
decaying autocorrelation functions are measured under small perturbations. Consider
for example a distributed sensor network of J sensors where we would like to detect
the presence of a known signal given the observations from each sensor. Due to limited
resources, each sensor uses random measurement matrices Φ1,Φ2, . . . ,ΦJ to efficiently
capture the underlying information with only a few random projections. Suppose
that the received signals x1, x2, . . . , xJ ∈ RN represent observations of some common
known underlying prototype signal w ∈ RN . However, due to the configurations
of the sensors, these observations occur with different delays or translations. More
formally, we might consider the one-dimensional delay parameters δ1, δ2, . . . , δJ ∈ Z
and have that for each j, xj(n) = w(n − δj). Then, denoting the measurements at
sensor j as yj = Φjxj it is straightforward to see that the overall system of equations
can be represented with a DBD matrix, or when Φ1 = Φ2 = · · · = ΦJ with an RBD
matrix.
Assuming w is suitably zero-padded so that border and truncation artifacts can be
neglected, we will have ‖xj‖2 = ‖w‖2 for all xj; this gives Γ2([xT1 xT2 · · ·xTJ ]T ,M) =
M̃ , which is the ideal case for observation with a uniform DBD matrix. This suggests
that the outputs from distributed network systems can be highly amenable to the sort
of compressive-domain signal inference and processing tasks described Section 3.1.3.
Moreover, the correlations among the components xj can be characterized in terms




n=1w(n−δi)w(n−δj), which neglecting border and truncation artifacts will simply
equal Rw(|δi− δj|). Therefore, signals w that exhibit strong decay in their autocorre-
lation function will be natural candidates for observation with RBD matrices as well.
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i>j Rw(|δi − δj|)2
.
When Rw(|δi − δj|) is small for most i and j, the quantity Λ2([xT1 xT2 · · · xTJ ]T ,M) is
near its optimal value of M̃ .
3.1.4.2 Frequency Sparse Signals
Signals having sparse frequency spectra arise in many different applications involv-
ing communications intelligence systems and RF sensor networks. Based on time-
frequency uncertainty principles and the well-known incoherence of sinusoids and the
canonical basis (i.e., “spikes and sines”) [28, 131], it is natural to expect that most
signals that are sparse in the frequency domain should have their energy distributed
relatively uniformly across blocks in the time domain. In the following theorem, we
make formal the notion that frequency sparse signals are indeed likely to be favorable
for measurement via uniform DBD matrices, producing values of Γ2(x,M) within a
log factor of its maximum possible.
Theorem 3.1.6. Let N, β > 1 be fixed, suppose Ñ > 512, and let M = diag(M,M, . . . ,M)
be a DBD measurement allocation with M fixed. Let Ω ⊂ [1, Ñ ] be of size S ≤ N gen-
erated uniformly at random. Then with probability at least 1−O(J(log(Ñ))1/2(Ñ)−β),3
every signal x ∈ CÑ whose DFT coefficients are supported on Ω will have:4

















3The O(·) notation is with respect to Ñ . With the component length N fixed, this means that
only the number of blocks J is growing with increasing Ñ .
4We consider complex-valued signals for simplicity and clarity in the exposition. A result with
the same spirit that holds with high probability can be derived for strictly real-valued signals, but this
comes at the cost of a more cumbersome derivation.
61
Proof. See Appendix C.3.






(treating the fixed value N as a constant) is within log4(Ñ) of its maximum possible
value of M̃ . Thus the concentration exponent for most frequency sparse signals when
measured by a uniform DBD matrix will scale with ε2M̃/ log4(Ñ) for small ε. Also
note that the failure probability in the above theorem can be bounded by O( 1
Ñβ−2
)
since both J and
√
log(Ñ) are less than Ñ .
To explore the analysis above we use two illustrative simulations. For the first ex-
periment, we generate 5000 signals with length Ñ = NJ = 64×64 = 4096, using three
different sparsity levels S ∈ {5, 30, 64}. The DFT coefficient locations are selected
uniformly at random, and the corresponding nonzero coefficient values are drawn
from the i.i.d. standard Gaussian distribution. Figure 7(a) plots the ratio Γ2(x,M)
M
,
showing that this quantity is indeed near the upper bound of J = 64, indicating a
favorable energy distribution. This gives support to the fact that the theoretical value
of Γ2(x,M) predicted in Theorem 3.1.6 does not depend strongly on the exact value
of S. For the second experiment, we fix the sparsity at S = 5 and vary the signal
block length J ∈ {64, 200, 400} (and thus the total signal length Ñ changes as well).
For each J we generate 5000 random signals in the same manner as before and plot
in Figure 7(b) the distribution of Γ2(x,M)
M̃
. It is clear that this value concentrates near
its upper bound of 1, showing the relative accuracy of the prediction that Γ2
M
scales
linearly with increasing J . While some of the quantities in Theorem 3.1.6 appear
pessimistic (e.g., the scaling with log4(Ñ)), these simulations confirm the intuition
derived from the theorem that frequency sparse signals should indeed have favorable
energy distributions and therefore favorable concentration properties when measured
with DBD matrices.
Because differences between frequency sparse signals are themselves sparse in the






Figure 7: Histograms of the normalized quantity Γ2 for frequency sparse signals.
(a) The distribution of Γ2M for randomly generated frequency sparse signals of
length Ñ = N × J = 64 × 64 for sparsity levels S ∈ {5, 30, 64}. Note that Γ2M
accumulates near its upper bound of J = 64 for all three sparsity levels. (b) The
distribution of Γ2
M̃
for randomly generated frequency sparse signals with S = 5
and the number of signal blocks J ∈ {64, 200, 400}. Note that Γ2
M̃
accumulates
near its upper bound of 1.
x have favorable Γ2(x,M) values for uniform DBD matrices, but also that most
differences x1 − x2 between frequency sparse signals have favorable Γ2(x1 − x2,M)
values. Thus, when measured by a uniform DBD matrix, many families of frequency
sparse signals are likely to perform favorably and predictably in the compressive signal
processing scenarios outlined in Section 3.1.3.
Importantly, Theorem 3.1.6 can also allow us to guarantee the stable embedding
of certain infinite collections of frequency sparse signals. In particular, for any sparse
support Ω on which (22) holds uniformly, one can apply standard covering argu-
ments (as discussed in Section 2.4) to guarantee that with a moderate total number
of measurements M̃ & |Ω|
ε2
log4(Ñ), a uniform DBD matrix will simultaneously ap-
proximately preserve the norm of all frequency signals supported on Ω. This fact
allows one to consider compressive-domain interference cancellation (as discussed in
Section 3.1.3.1 and in [43]) from a set of frequency sparse signals, where the set of
possible interferers live in a known subspace of frequency sparse signals.
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3.1.4.3 Difference Signals
In applications such as classification, we require a stable embedding of difference
vectors between signals in a certain signal class. It is interesting to determine what
signal families in addition to frequency sparse signals will give rise to difference signals
that have favorable values of Γ2 (for uniform DBD matrices) or Λ2 (for RBD matrices).
We provide a partial answer to this question by briefly exemplifying a signal
family that is favorable for measurement via uniform DBD matrices. Consider a set
Q ⊂ RÑ of signals that, when partitioned into J blocks of length N , satisfy both of
the following properties: (i) each x ∈ Q has uniform energy across the J blocks, i.e.,
‖x1‖22 = ‖x2‖22 = · · · = ‖xJ‖22 = 1J ‖x‖22, and (ii) each x ∈ Q has highly correlated
blocks, i.e., for some a ∈ (0, 1], 〈xi, xj〉 ≥ a 1J ‖x‖22 for all i, j ∈ [J ]. The first of
these conditions ensures that if M = diag(M,M, . . . ,M), then each x ∈ Q will have
Γ2(x,M) = M̃ and thus be highly amenable to measurement by a uniform DBD
matrix. The second condition, when taken in conjunction with the first, ensures that
all difference vectors of the form x − y where x, y ∈ Q will also be highly amenable
to measurement by a uniform DBD matrix. In particular, for any i, j ∈ [J ], one can
show that








meaning that the energy differences in each block of the difference signals can them-
selves have small differences. One implication of this bound is that as a → 1,
Γ2(x− y,M)→ M̃ .
Signal families of the form specified above—with uniform energy blocks and high
inter-block correlations—may generally arise as the result of observing some phe-
nomenon that varies slowly as a function of time or of sensor position. As an empir-
ical demonstration, let us consider a small database of eight real-world video signals
frequently used as benchmarks in the video compression community, where we will
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treat each video frame as a signal block.5 We truncate each video to have J = 150
frames, each of size N = 176 × 144 = 25344 pixels, and we normalize each video
(not each frame) to have unit energy. Because the test videos are real-world signals,
they do not have perfectly uniform energy distribution across the frames, but we do
observe that most frame energies are concentrated around 1
J
= 0.00667.
For each video, we present in Table 1 the minimum and maximum inner products
〈xi, xj〉 over all i 6= j, and we also list the quantity Γ2(x,M)M for each video. As we
can see, the minimum inner product for each video is indeed quite close to 0.00667,
suggesting from the arguments above that the pairwise differences between various
videos are likely to have highly uniform energy distributions. To verify this, we







pairwise difference signals. As we are
limited in space, we present in Figure 8 plots of the energies ‖xj‖22, ‖yj‖22, and ‖xj −
yj‖22 as a function of the frame index j for the pairs of videos x, y that give the best
(highest) and the worst (smallest) values of Γ2(x−y,M)
M
. We see that even the smallest Γ2
M
value is quite close to the best possible value of Γ2
M
= 150. All of this suggests that the
information required to discriminate or classify various signals within a family such as
a video database may be well preserved in a small number of random measurements
collected by a uniform DBD matrix.
3.1.4.4 Random Signals
Our discussions above have demonstrated that favorable Γ2 values (for uniform DBD
matrices) and Λ2 values (for RBD matrices) can arise for signals in a variety of
practical scenarios. This is no accident. Indeed, as a blanket statement, it is true
that a large majority of all signals x ∈ RÑ , when partitioned into a sufficiently small
number of blocks J and measured uniformly, will have favorable values of both Γ2
and Λ2. One way of formalizing this fact is with a probabilistic treatment such as
5Videos were obtained from http://trace.eas.asu.edu/yuv/.
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Video name Akiyo Bridge close Bridge far Carphone
max〈xi, xj〉 0.00682 0.00668 0.00668 0.00684
min〈xi, xj〉 0.00655 0.00664 0.00665 0.00598
Γ2/M 149.9844 149.9998 149.9999 149.9287
Video name Claire Coastguard Foreman Miss America
max〈xi, xj〉 0.00690 0.00742 0.00690 0.00695
min〈xi, xj〉 0.00650 0.00562 0.00624 0.00606
Γ2/M 149.9782 149.2561 149.9329 149.9301
Table 1: The maximum and minimum inner products between all pairs of
distinct frames in each video, and the quantity Γ2/M for each video. The best
possible value of Γ2/M is J = 150.




















































Figure 8: Plots of the energy distributions of individual videos and of their




possible video pairs. (a) The difference of the video pair, “Bridge close”
and “Bridge far”, giving the best value of Γ2(x − y,M)/M = 149.9988. (b) The
difference of the video pair, “Coastguard” and “Miss America”, giving the worst
value of Γ2(x− y,M)/M = 148.7550.
that given in the following lemma.
Lemma 3.1.2. Let φ denote a subgaussian random variable with mean 0, variance σ2,
and subgaussian norm ‖φ‖ψ2, and suppose x ∈ RÑ is populated with i.i.d. realizations







, where C1, C2 are absolute constants as given in Theorem 3.1.1.
















Proof. See Appendix C.4.
We see from Lemma 3.1.2 that when random vectors are partitioned into a suffi-
ciently small number of blocks, these signals will have their norms preserved giving
rise to Γ2(x,M) and Λ2(x,M) values close to their optimal value of M̃ . To give some
illustrative numbers, numerical simulations showed that over 10000 random draws of
Gaussian i.i.d. signals with J = 16 and N = 64 the average value of Γ2(x,M)/M was
15.5 and the average value of Λ2(x,M)/M was 12.6, which are both large fractions of
the maximum possible value of 16. We also note that by using the same argument we
can show that the differences of random signals will exhibit large Γ2 and Λ2 values.
One possible use of this lemma could be in studying the robustness of block diagonal
measurement systems to noise in the signal. The lemma above tells us that when
restrictions are met on the number of blocks, random noise will tend to yield blocks
that are nearly orthogonal and have highly uniform energies, thereby guaranteeing
that they will not have their energy amplified by the matrix.
3.2 The RIP Analysis
While concentration of measure inequalities (discussed in detail in Section 3.1) are
useful for applications concerning compressive signal processing, it is not evident
how such results can be extended to give the RIP of block diagonal matrices with
an optimum measurement rate. Obtaining the RIP for measurement matrices is
advantageous as it entails signal recovery guarantees from CS. By using the ideas and
techniques provided in [83, 112, 118], we shall show in this section that whenever the
total number of measurements M̃ scales linearly with both the sparsity of the signal
and a coherence factor of the sparsifying basis, and poly-logarithmically with the
ambient dimension Ñ , DBD and RBD matrices can indeed satisfy the RIP. We will
also show that certain sparse matrices and random convolution systems considered
in the CS literature can be studied in the framework of block diagonal matrices.
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3.2.1 Distinct Block Diagonal Matrices
The measurement rate required for random block diagonal matrices to satisfy the RIP
is dependent on the sparsity basis of the measured signals, and this dependence is
reflected by a coherence factor. For DBD matrices, the coherence of a basis Ψ ∈ CÑ×Ñ






where Ψ(p, q) is the (p, q)-th entry of Ψ. If {ψñ} and {eñ} for ñ ≤ Ñ denote the





|〈ψp, eq〉| . (23)
The above equation allows us to interpret µ (Ψ) as the similarity of Ψ with the
canonical basis. Just like in [29], we shall see that the smaller this coherence factor
µ (·), the lower the required RIP measurement rate. It is easily observed that
1 ≤ µ (Ψ) ≤
√
Ñ .






Ñ). On the other hand, the lower bound is achieved for any basis that is maximally




= 1 where FÑ
denotes the Fourier basis in CÑ . It turns out that a randomly chosen orthonormal
basis is also highly incoherent with the canonical basis with high probability.
Lemma 3.2.1. Let Ψ ∈ RÑ×Ñ be a basis chosen uniformly at random from the
orthogonal group O(Ñ ,C).6 Then, for a fixed t & 1 and Ñ & t2 log Ñ , we have
P
{





6This random basis Ψ = [ψ1| · · · |ψÑ ] can be constructed algorithmically as follows. First, choose
ψ1 uniformly at random from the unit sphere in RÑ . For every other ñ ∈ [Ñ ]− {1} in consecutive
order, ψñ is chosen at random from the uniform distribution on the unit sphere but in the orthogonal
complement of the first ñ− 1 columns.
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Proof. See Appendix C.5.
Specifically, this lemma says that a randomly constructed basis will have a coher-
ence of
√
log Ñ , which is small compared to the maximum value of
√
Ñ .
With the coherence factor thus defined, the following theorem describes the con-
ditions under which a DBD matrix can satisfy the RIP.
Theorem 3.2.1. Let Φ be a M̃ × Ñ DBD matrix (12) whose non-zero entries are
i.i.d., zero-mean, subgaussian random variables with subgaussian norm τ√
M
. Choose





µ̃2(Ψ) log2 S log2 Ñ ,
then ΦΨ satisfies the RIP-(S, δ) except with probability . Ñ− log Ñ log
2 S.
Proof. See Appendix C.7.
To say that ΦΨ satisfies the RIP means that Φ preserves the norms of signals that
are sparse in basis Ψ, i.e., for all x ∈ CÑ such that ‖BHx‖0 ≤ S,
(1− δ)‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δ)‖x‖22.
Now, the number of measurements required for RIP is linear in the sparsity level S and
the modified coherence factor squared µ̃2(Ψ), and (poly-)logarithmic in the ambient
dimension Ñ . For a well-chosen basis, this measurement rate compares favorably with
that for a dense random Gaussian matrix (to within logarithmic factors in Ñ). For
example, when measuring signals that are sparse in the frequency domain, a DBD
matrix will perform nearly as well as a dense Gaussian matrix of approximately the
same size.
On the other hand, when the basis Ψ is highly coherent with the canonical basis,
the required number of measurements M̃ to satisfy the RIP will be proportional to SJ
(instead of S). While this measurement rate is J times worse than what is achievable
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for signals sparse in an incoherent basis (e.g., Fourier), it is actually optimal and
can even be parsimonious in certain situations. To see why it is optimal, consider






Ñ (thus very coherent), and consider S-sparse
signals (with S < N) whose nonzero entries are all located within the first block of
length N . Then, the energy preservation of these signals (which is a subset of all
S-sparse signals) purely depends on ensuring the RIP for Φ1. In turn, because Φ1








for it to achieve the RIP (see Theorem 2.4.2). Therefore, it follows that the RIP for








required number of measurements in this case can still be parsimonious (i.e., M̃  Ñ)
if the sparsity level S of the signal is much less than the length of each signal block
N .
In a sense, the discussions above highlight how the signal-dependent nature of
our concentration of measure inequalities shown in Section 3.1 carries over to our
RIP analysis. Additionally, if a sparsity basis Ψ was picked at random, then by
combining Lemma 3.2.1 and Theorem 3.2.1, we can conclude that a measurement rate
M̃ proportional to S log2 S log3 Ñ suffice to guarantee that a random DBD matrix will
satisfy the RIP for signals sparse in Ψ with high probability. We further remark that
an arbitrary permutation of the columns of a DBD matrix does not change its RIP
result. The resulting permuted matrix is a sparse random matrix and is of potential
interest in its own right [19].
3.2.2 Repeated Block Diagonal Matrices
To show the RIP result for RBD matrices, we require another coherence property of
a basis. For this, let x ∈ CÑ be a signal and let α ∈ CÑ be its representation in a
basis Ψ. Therefore, x = x(α,Ψ) = Ψα. Let xj = xj(α,Ψ) ∈ CN for j ∈ [J ] be the
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Ψ1α · · · ΨJα
]
. (24)






In words, γ (Ψ) is the maximal spectral norm of the columns of Ψ when reshaped
into N × J matrices. In analogy with (23), since XR(eñ,Ψ) is a function of the
columns of the canonical basis and the basis of interest Ψ, one can also think of
(25) as a coherence measure between Ψ and IÑ (although it would not be commuta-
tive since maxñ∈[Ñ ] ‖XR(eñ,Ψ)‖2 6= maxñ∈[Ñ ] ‖XR(ψñ, I)‖2). Quantitatively speaking,
γ (Ψ) measures the orthogonality and energy distribution between the row-blocks of
every column of Ψ. If the row blocks of every column of Ψ have equal energy and are
mutually orthogonal, then γ (Ψ) will be small. In analogy with the RIP results for
DBD matrices, a small γ (Ψ) will imply a better measurement rate.
7This differs from the X quantity defined in (15) for the concentration of measure analysis of
RBD operators by a matrix transpose.
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To gain intuition on this block-coherence factor γ (Ψ), let us compute its value
for some bases. First, since every column of Ψ has unit `2-norm, it is easily observed
that
1 ≤ γ (Ψ) ≤
√
J.
Now, consider the canonical basis in CÑ . For every ñ ∈ [Ñ ], XR(eñ, IÑ) has a single







which means that the canonical basis has an unfavorable block-coherence. Next,
consider the Fourier basis in CÑ , FÑ . The entries of the first column of FÑ are all
equal to Ñ1/2. As a result, the entries of XR(e1, FÑ) are all equal to Ñ
1/2. It follows






J . Again, this means that the
Fourier basis has also an unfavorable block-coherence.
Finally, consider a random basis Ψ = [ψ1| · · · |ψÑ ] constructed as in Lemma 3.2.1.
Then, the columns of XR(e1,Ψ) are J random vectors in RN that are weakly depen-
dent because ‖ψ1‖2 = 1. With high probability, the length of each of the J vector
is approximately 1/
√
J (so that ‖ψ1‖2 = 1). If J  N , then these vectors are also
orthogonal to one another with high probability. Thus, ‖XR(e1,Ψ)‖2 ≈ 1/
√
J . Now,
since the columns of Ψ have the same distribution, we have ‖XR(eñ,Ψ)‖2 ≈ 1/
√
J for
every ñ ∈ [Ñ ]. Therefore, γ (Ψ) ≈ 1, which is much smaller than the block-coherence
of the canonical and Fourier bases. The next lemma formalizes this discussion.
Lemma 3.2.2. Consider a random orthonormal basis Ψ constructed as in Lemma 3.2.1.
For a fixed t ≤ 1, if J ≤ N and N & t−2, then
P
{







Proof. See Appendix C.6.
This lemma tells us that a randomly drawn basis can have a block-coherence that
is bounded by a constant with high probability. Thus even though the canonical and
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Fourier basis have bad block-coherence, a large class of bases have block-coherence
that are small.
With the block-coherence defined, we present our result on the RIP of RBD ma-
trices.
Theorem 3.2.2. Let Φ be a M̃ × Ñ RBD matrix (12) whose repeating random diag-
onal blocks consist of i.i.d., zero-mean, subgaussian random variable with subgaussian
norm τ√
M
. Let Ψ denote an orthonormal basis for CÑ , and choose a RIP conditioning




γ2(Ψ) log2 S log2 Ñ ,
then ΦΨ satisfies the RIP-(S, δ) except with a probability of . Ñ− log Ñ log
2 S.
Proof. See Appendix C.7.
Again, the theorem guarantees the RIP for ΦΨ which means that the RBD matrix
Φ preserves norms for signals sparse in the basis Ψ. The required measurement rate
scales linearly with the sparsity S and the block-coherence factor γ (Ψ), as well as
logarithmically with the ambient dimension Ñ . This means that for bases Ψ whose
γ (Ψ) is small (and this includes the class of random bases), a random RBD matrix
can perform nearly as well as a dense Gaussian random matrix. In addition to random
bases which we have shown in Lemma 3.2.2 to have small γ (Ψ) with high probability,
there is a deterministic basis, which we will describe in Section 3.2.3, that achieves a
similar performance.
A few additional remarks are in order. Recall that γ (Ψ) =
√
J for signals sparse
in (for example) the canonical or frequency bases, and thus the measurement rate M̃
in these cases scales with JS. While worse off than the best measurement rate by a
factor of J , it is in fact optimal in the sense that no less measurements can ensure the
RIP for these bases. For the canonical basis, the same argument for optimality carries
over from the corresponding discussion for DBD matrices. For the Fourier basis, we
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shall show this optimality by constructing certain classes of periodic signals in CÑ
that would require M̃ to scales with JS. Consider, the class of signals consisting of
all S-sparse linear combinations of first, (J + 1)-th, · · · ,((J − 1)N + 1)-th columns
of FÑ . If a signal x belongs to this class, then by construction, the signal blocks
x1, · · · , xJ are all the same. As a result, the different blocks of the RBD matrix Φ
are basically acquiring the same measurements. Therefore, we will require M to scale
with S (or equivalently M̃ with JS) to preserve the norms of signals in this class.
Once again, the discussions above highlight the fact that the signal-dependent nature
of our concentration inequalities and the dependence of the RIP on the sparsifying
basis emerge as two sides of the same coin.
3.2.3 Compressive Toeplitz and Circulant Matrices
The repeated block diagonal structure provides a powerful model for other classes of
structured random matrices. In this section, we show that the structure and the RIP
conditions of RBD matrices can be used to derive the RIP for partial circulant or
Toeplitz matrices.






ξ1 ξ2 · · · ξP








where ξ = [ξ1, · · · , ξP ]T is an i.i.d., zero-mean, subgaussian sequence with subgaussian
norms τ . In words, C is constructed from a random probe signal ξ ∈ RP that
constitute its first row, and the probe signal is circularly left-shifted as we move down
the rows of C. This matrix C is then used to represent the circular convolution of a
signal x with the probe signal ξ where the outcome of the convolution can be written
simply as Cx.
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Let RΩ ∈ RJ×P be a subsampling matrix that performs the function of choosing
a subset of J rows of a P × P matrix. The subset of rows chosen is denoted by
Ω = {ω1, · · · , ωJ} where ωj for j ∈ [J ] are arbitrarily chosen, non-repeating integers
from 0 to P−1.8 The subsampled measurements obtained can be written as 1√
J
RΩCx,
and the resulting subsampled circulant matrix is defined as CΩ :=
1√
J
RΩC ∈ RJ×P .
Note that the 1√
J
is simply for normalizing the columns of CΩ.
For any S-sparse signal x ∈ CP , we can write the subsampled measurements CΩx






















where Sωj is the cyclic-shift-down-by-ωj operator acting on column vectors in CP
defined as
Sωj([x(1), · · · , x(P )]T ) =


ωj entries︷ ︸︸ ︷





We now claim that we can find a basis Ψ such that x̂ is exactly S-sparse in this basis.
To construct this basis Ψ, first construct Ψ′ := FJ⊗IP ∈ CPJ×PJ where ⊗ denotes


























Looking at (27), we see a natural partitioning of Ψ′ into J2 sub-matrices of size P×P ,
















Now, for every p, q ∈ [J ], apply the shift operator Swp to every column of Ψ′p,q to
obtain Ψp,q := S




With this definition for Ψ, we have 1√
J
x̂ = Ψx̂e, where x̂e = [x
H , 0, · · · , 0]H ∈
CPJ . Thus by (26), we see that CΩx = ΦΨx̂e. For an S-sparse x, it is easy to see
that x̂e is also S-sparse.
To verify that Ψ is indeed a basis, we can first check that each column of Ψ is
normalized by construction. Thanks to its structure, we observe that if we pick the
p-th and q-th columns of Ψ such that (p − q) mod P 6= 0, their non-zero entries do
not overlap and thus are orthogonal. If the p-th and q-th column are such that (p−q)
mod P = 0, we observe that their inner product correspond to the inner product of
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the dp/P e-th and dq/P e-th columns of FJ and thus is again zero. Therefore, Ψ is
a basis for CPJ . Moreover, every column and row of XR(ej,Ψ) (basically the j-th
column of Ψ but arranged into a P × J matrix) has only one nonzero entry with
magnitude 1√
J
and thus γ (Ψ) = 1.





then except with probability . (PJ)− log(PJ) log
2 S, the partial circulant matrix CΩ
satisfies the RIP-(S, δ). This corresponds to the state-of-the-art RIP result for such
matrices in the literature [83].
The extension of this result to the RIP of subsampled Toeplitz matrices is easy.
Suppose we have a length-N signal s which we want to convolve with the sequence ξ.
Using a common trick for converting (regular) convolution into circular convolution,
we zero-pad the signal s into a length-P signal x with P = 2N − 1, thus x =
[
sT , 0, · · · , 0
]T
. If s is S-sparse, then so is x. Also, ‖s‖2 = ‖x‖2 and therefore, the
previous analysis for partial circulant matrices carries over here.
3.3 Conclusion
In this chapter, we studied compressive random DBD and RBD matrices that repre-
sent measurement systems constrained to make local measurements. First, we have
derived concentration of measure inequalities for these matrices. Our experimental
results confirm what our theoretical bounds suggest: that the actual probability of
concentration depends on the degree of alignment between the allocation of the mea-
surements and the energy distribution (and sometimes orthogonality) of the signal
blocks. However, in situations where one can optimize the measurement allocation in
anticipation of certain signal characteristics or where a fixed system may be measuring
certain favorable classes of signals, we have shown that the highly structured DBD
and RBD matrices can provide concentration performance that is on par with the
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dense i.i.d. matrices often used in CS. We have highlighted a number of compressive
signal processing applications that benefit from having a stable embedding of a finite
signal family, and we have presented a modified JL lemma for block diagonal matrices
that reflects the number of measurements required to ensure such a stable embedding.
Finally, we have surveyed a number of signal classes whose blockwise energy distribu-
tion and/or orthogonality makes them well-suited to measurement via uniform DBD
matrices or via RBD matrices. Despite not leading to state-of-the-art RIP bounds,
we conclude that our nonuniform concentration results can provide a valuable tool for
understanding and possibly mitigating the potential pitfalls of working with highly
constrained block diagonal matrices.
Using recent techniques for bounding the suprema of chaos processes, we studied
the RIP of DBD and RBD matrices next. Our main results state that these matrices
can indeed satisfy the RIP but with a number of measurements depending on certain
properties of the sparsifying basis. This dependence of the RIP on the sparsifying
basis mirrors the signal-dependent nature of our concentration of measure inequalities.
In the best case, DBD and RBD matrices perform nearly as well as dense i.i.d. random
matrices generally used in CS despite having many fewer nonzero entries. Moreover,
we have shown that random block diagonal matrices are intimately related to the
random convolution and random Toeplitz matrices considered in the literature.
As we have discussed in the introduction, block diagonal matrices are useful for
modeling distributed measurement systems. It is thus of interest to specialize our
results to particular distributed systems of current interest (e.g., sensor arrays and




We have shown in Section 2.5 that a random orthogonal projection Φ ∈ RM×N will
provide a stable embedding of a D-dimensional submanifold M ⊂ RN whenever M
scales linearly in D and logarithmically in certain other parameters of the manifold.
In this chapter, we demonstrate that many other more interesting structured measure-
ment architectures such as subsampled Fourier transforms and random convolution
systems can also be used to provide stable embeddings of manifolds.1
4.1 Stable Manifold Embeddings
Section 4.1.1 contains a statement of our main result, showing that any matrix that
satisfies the RIP (i.e., provides a stable embedding for sparse signals) can be used to
form a stable embedding of a manifold. Section 4.1.2 illustrates how this fact can be
used to form stable manifold embeddings from several structured matrices that have
been shown to satisfy the RIP.
4.1.1 Manifold Embeddings from RIP Operators
The work in this chapter is closely related to [15] and [39] which both showed stable
manifold embeddings with random orthogonal projections. The proof of each of
these results requires a finite covering of points carefully chosen from the manifold
and a covering of the tangent planes of those points. Using the JL lemma previously
described, it then can be argued that, with high probability, a random orthogonal
projection will provide a stable embedding of these points. Then, various geometric
1This work was performed in collaboration with Michael B. Wakin and Christopher J. Rozell.
Initial results of this work have been presented in [147], while the full results are in a submitted
manuscript [148]. Many thanks also go to Armin Eftekhari for useful discussions about this work.
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arguments allow one to conclude that the same orthogonal projection will provide a
(slightly weaker) stable embedding of the entire manifoldM. In this work, we adopt
the same general proof approach but replace the JL lemma for random orthoprojectors
with a JL lemma for operators satisfying the RIP. The following theorem, adapted
from [84], expresses this JL lemma:2
Theorem 4.1.1. Fix 0 < ρ, ε < 1 and suppose there is a finite set of points E ⊂






and conditioning δ ≤ ε
4
. Let ξ ∈ RN be a Rademacher sequence (i.e., a
sequence of i.i.d. equi-probable ±1 Bernoulli random variables), construct the diagonal
Rademacher matrix Dξ := diag(ξ), and define Φ̂ := ΦDξΨ where Ψ ∈ CN×N is
any unitary matrix. Then with probability exceeding 1 − ρ, we have for all x ∈ E,
(1− ε)‖x‖22 ≤ ‖Φ̂x‖22 ≤ (1 + ε)‖x‖22.
In words, any operator satisfying the RIP can be used to approximately preserve
the norms of any orthogonal transform of the signals in a given finite point cloud
when the signs of the columns of the operator are randomly chosen. We remark that
if the finite point cloud E is the set of all differences between points in another finite





(and conditioning δ ≤ ε
4
) in Theorem 4.1.1 can provide a stable embedding ofM with
high probability when the column signs of Φ are randomized.
Our main contribution, showing that RIP operators can be used to form stable
manifold embeddings, is captured in the following theorem:
Theorem 4.1.2. Let M be a compact D-dimensional Riemannian submanifold of
RN with geodesic regularity R, volume V , and second fundamental form uniformly
bounded by 1
τ
. Suppose Φ ∈ RM×N is a matrix that satisfies RIP-(S, δ), and let
Dξ ∈ RN×N be a diagonal Rademacher matrix. Denote Φ̂ = ΦDξΨ, where Ψ ∈ CN×N
2This theorem differs from Theorem 2.4.3 on the definition of Φ̂.
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is any unitary matrix. Choose any conditioning δM < 1 and failure probability ρ. If
the RIP conditioning satisfies δ ≤ δM
42














+ · · ·












then with probability exceeding 1 − ρ, Φ̂ provides a stable embedding of M with con-
ditioning δM.
The proof of this theorem can be found in Appendix D. Note that the theorem
statement gives a clear recipe for both creating a stable manifold embedding from an
RIP operator as well as determining how many measurements are sufficient to guar-
antee the desired result. The main theorem statement relates the manifold properties
to the required RIP order S, which can be related to the number of measurements
by the original RIP proof for the operator in question (see also Section 4.1.2). We
note especially that the RIP order only scales linearly with the manifold dimension
D and logarithmically with the ambient dimension N . This is especially important
because most interesting RIP results also have a linear relationship between the RIP
order and the number of measurements. Consequently, for such RIP results, this the-
orem allows the creation of a manifold embedding when the number of measurements
scales linearly with the manifold dimension. Once an RIP operator is generated with
a sufficient number of measurements, a manifold embedding can be created by simply
randomizing the column signs of the operator.
Sometimes, such as in manifold learning algorithms (e.g., ISOMAP [129]), the
main interest is in preserving the intrinsic geodesic distances between points of a
data set lying on a submanifold of RN instead of their extrinsic Euclidean distances.
Prior work [15] has shown that operators that stably embed a manifold with respect
to Euclidean distances are also stable embeddings with respect to geodesic distances.
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Therefore, stable embedding operators constructed according to Theorem 4.1.2 also
provide geodesic stable embeddings, guaranteeing that manifold learning algorithms
can be performed significantly faster in the compressed space without much degrada-
tion [73].
4.1.2 Manifold Embeddings from Structured Matrices
As mentioned above, Theorem 4.1.2 allows us to construct operators providing sta-
ble manifold embeddings from any operator that satisfies the RIP. We illustrate the
implications of our result with a few notable examples below that establish stable
manifold embeddings for operators with more structure than existing results on ran-
dom orthoprojectors [15]. In the corollaries that follow, we assume that M is a
compact D-dimensional Riemannian submanifold of RN with second fundamental
form uniformly bounded by 1
τ
, volume V , and geodesic regularity R. We also assume
a fixed failure probability 0 < ρ < 1 and conditioning 0 < δM < 1. In what follows,
we denote by C1, C2, · · · universal constants that do not depend on the other variables
in the corollaries and that differ from corollary to corollary.
To begin, we consider a generalization of Gaussian random matrices to subgaussian
random matrices (including Bernoulli, etc.).
Corollary 4.1.1 (Subgaussian matrices). Suppose Φ ∈ RM×N is a subgaussian ran-





















then with probability greater than 1 − C2ρ, Φ̂ = ΦDξ provides a stable embedding of
M with conditioning δM.
The proof of this corollary follows from the fact that such subgaussian random ma-







A natural subset of subgaussian random matrices are matrices with i.i.d., symmetric,
subgaussian entries of an appropriate subgaussian norm. For this subset of matrices,
both Φ and ΦDξ have the same distribution and thus, the stable embedding for M
can actually use just the operator Φ rather than the operator Φ̂. This last observation
formally proves a remark made briefly in [15] that stable manifold embeddings can
also arise from random subgaussian matrices in addition to random orthoprojectors.
To include a matrix with much more structure (i.e., not having i.i.d. entries), we
also consider stable manifold embeddings by subsampled Fourier matrices.
Corollary 4.1.2 (Subsampled Fourier matrices). Suppose Φ ∈ RM×N is a subsampled
















then with probability greater than 1−C2ρ, Φ̂ = ΦDξ stably embedsM with condition-
ing δM.
The proof of this corollary comes from the fact that subsampled Fourier matrices
satisfy RIP-(S, δ) with probability greater than 1−ρ wheneverM ≥ C3 Sδ2 log
4(N) log(ρ−1) [111,
118]. For dimensionality reduction problems where the data lies on a manifold, this
result provides an efficient measurement scheme whereby the data is pre-multiplied
by a Rademacher sequence and then M coefficients from the Fourier transform of the
data are randomly chosen.
In a similar direction, we also consider stable manifold embeddings from random
convolutions.
Corollary 4.1.3 (Partial circulant matrices). Suppose Φ ∈ RM×N is a partial circu-
lant matrix whose first row is made up of i.i.d. subgaussian random variables (see [83]
3In fact, this corollary works also for subsampled DTFT matrices [111].
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then with probability greater than 1−C2ρ, Φ̂ = ΦDξ stably embedsM with condition-
ing δM.
Here, the proof follows from the fact that partial circulant matrices satisfy RIP-
(S, δ) with probability greater than 1−N−(logN)(log2 S) (hence the requirement for N
to be large enough) whenever M ≥ C3 Sδ2 log
4(N) (for N ≥ S) [83]. This again affords
us an efficient implementation of a dimensionality reduction scheme for data residing
on or near a manifold. One would first pre-process the data by multiplying its entries
with a pre-chosen random Rademacher sequence. Then, one would simply convolve
the processed data with a separate random subgaussian sequence and arbitrarily select
M samples of the convolution output.
In some situations, one may need to apply the convolution directly on the manifold-
modeled data instead of using a pre-processing step (i.e., first multiplying by a di-
agonal Rademacher matrix). For this, consider the matrix Φ̂ := RΩFDξF
H where
F ∈ CN×N is the DFT basis and RΩ ∈ RM×N is a restriction operator that selects
M entries of a length-N vector (or selects M rows from an N × N matrix). Now,
this matrix follows our stable embedding construction as Φ := RΩF is a subsampled
Fourier matrix that satisfies the RIP (as long as M is large enough) and Ψ := FH is
orthonormal. Conveniently, FDξF
H is a circular convolution matrix with Dξ being
the (normalized) Fourier transform of the probe sequence of the convolution. Thus,
the matrix Φ̂ represents a subsampled convolution operation that can be used to
stably embed manifold-modeled data. This idea is formalized in the follow corollary.
Corollary 4.1.4 (Random convolution matrices). Let Cξ ∈ CN×N be a random cir-
culant matrix such that Cξ := FDξF
H where Dξ is a random diagonal Rademacher
matrix and F is the DFT basis. Let Ω ⊂ {1, 2, · · · , N} with |Ω| = M be a subset
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then with probability greater than 1 − C2ρ, Φ̂ := RΩCξ stably embeds M with condi-
tioning δM.
The proof for this corollary follows quickly from the fact that subsampled DFT ma-
trices satisfy RIP-(S, δ) with high probability wheneverM ≥ C3 Sδ2 log
4(N) log(ρ−1) [111,
118].
To address the constraint that some systems can only take localized measurements
of the signal, we also consider operators represented by a DBD matrix Φ ∈ RMJ×NJ










The blocks Φj ∈ RM×N on the diagonal consist of i.i.d. subgaussian random variables
(that are also independent across the blocks). The following corollary establishes how
such matrices can be used to stably embed manifold-modeled data.
Corollary 4.1.5 (DBD matrices). Let Φ ∈ RMJ×NJ be a DBD matrix described
above, and let Cξ ∈ CNJ×NJ be the circulant matrix as described in Corollary 4.1.4.















then with probability greater than 1−C2ρ, Φ̂ = ΦCξ stably embedsM with conditioning
δM.
The proof of this corollary follows quickly from the fact that a DBD matrix Φ
satisfies RIP-(S, δ) with probability exceeding 1−C3(NJ)−1 (hence the requirement
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that NJ is large enough) for frequency sparse signals (i.e., ΦF satisfies RIP) whenever
MJ ≥ C4S log6(NJ) [143]. This corollary states that if we pre-process the data by
convolving it with a random Rademacher probe, then a block-diagonal matrix (having
significantly many more zeros than non-zeros) can stably embed a manifold.
As a last example, the following corollary indicates how one might be able to use
a deterministic matrix construction to stably embed manifold-modeled data.
Corollary 4.1.6 (Deterministic binary matrices). Suppose Φ ∈ {0, 1}M×N is a de-















then with probability greater than 1− ρ, Φ̂ = ΦDξ provides a stable embedding of M
with conditioning δM.
Again, this corollary follows from the fact [49] that such matrices satisfy RIP-
(S, δ) whenever M ≥ C2 S
2
δ2
log2(N). Despite the additional number of required mea-
surements, deterministic matrices can be of interest to the CS community as it is
an NP-hard problem to verify whether a randomly constructed matrix satisfies the
RIP [130].
4.2 Discussions
In this chapter, we showed that all measurement operators Φ satisfying the RIP can be
used to obtain a stable embedding of a manifold. Moreover, we used this main result
to demonstrate several specific examples of stable manifold embeddings that represent
efficient dimensionality reduction schemes and operators that model constraints on
the measurement process. These include subsampled Fourier matrices, random convo-
lution matrices, block diagonal matrices, and deterministically constructed matrices.
For each of these operators, we also provided the requisite number of measurements
sufficient to ensure a stable embedding of the manifold with high probability and with
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a pre-determined conditioning. This result represents a combination of two directions
of recent interest in the CS community: structured measurement matrices and the
development of low-dimensional signal models beyond the canonical sparsity model.
While our main theorem provides a general way to construct manifold embeddings
from RIP operators by paying reasonable penalties in the number of measurements,
there is room for this result to be improved. Specifically, Theorem 4.1.2 could be
strengthened by removing the logarithmic dependence on the ambient dimension N
from the required RIP order S. This reduction by a factor of log(N) would come at
the cost of the proof requiring much more sophisticated machinery involving chaining
arguments as described in [39, Lemma 3.1].4 We have chosen to present the current
result using a simpler proof technique because even with the improvement described
above, the final result would still require a number of measurements that depends
on log(N) due to this factor arising in the RIP requirements for known matrices (as
demonstrated in the corollaries of Section 4.1.2). Therefore, while this more complex
proof technique could reduce the dependence on log(N), it could not entirely remove
this dependence on the ambient dimension.
Second, the same proof techniques can yield similar results for stable embedding
of a finite union of non-intersecting submanifolds. Intuitively, we expect that the
number of measurements M would increase by log(J) where J is the number of
manifolds and the achievable conditioning would depend on the minimum Euclidean
distances between the manifolds. However, some models of interest (including sparse
signals and low-rank matrices) may lie on a finite union of intersecting manifolds.
In such cases, additional constraints on the difference manifold (i.e., M1 −M2 for
M1,M2 taken from the union) may be necessary for the same proof techniques to
work. For example, the difference of two sparse vectors having disjoint support lies on
4The fundamental technical consideration is that the current proof technique would have to be
extended to consider coverings of the manifold at all scales instead of just a single scale.
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a third manifold (subspace) of twice the dimension of the original manifolds and the
difference of two low-rank matrices lies on a third manifold of matrices having rank
twice of that of the original matrices. In these two cases, the additional constraint
required for stable embedding of unions of intersecting manifolds is that the difference




In the last two chapters, we have considered static signals modeled using sparsity
(Chapter 3) or a more general manifold model (Chapter 4). In this chapter, we will
instead consider dynamic signals modeled by the states x(t) ∈ RN of a dynamical
system that evolves through an ordinary differential equation
ẋ = Ψ(x), (28)
where Ψ : RN → RN is a smooth function representing a vector field.
As before, we will endow dynamic signals with a low-dimensional structure. In par-
ticular, we consider dynamical systems whose states are confined to a low-dimensional
submanifold or dissipative systems whose states have converged to a small subset of
the state space called the attractor (given initial conditions in a basin of attrac-
tion) [81, 120, 125]. Using a very loose operational definition, we say that M is an
attractor of a dynamical system if it is an indivisible, invariant subset of RN onto
which predetermined initial states of the system converge as time goes to infinity.
Examples of attractors of dynamical systems inlcude fixed points, limit cycles (sub-
sets that are topologically equivalent to circles), general submanifolds, and fractal
subsets (subsets that exhibit self-similarity at different scales and thus have fractal
dimensions) called chaotic attractors. A famous example of the latter is the Lorenz
attractor (see Figure 9) which is the attractor of the Lorenz equations that models
convection rolls in the atmosphere [125]. In what follows, we assume that the initial
state of the dynamical system already lies on the manifold or attractorM so that for
every time t, the dynamic signal x(t) lies on M.














Figure 9: States of the Lorenz system are shown moving along a trajectory on
the Lorenz attractor.
of dynamic signals can provide a stable embedding of attractors. In Section 5.2, we
focus on linear dynamical systems (where the vector field Ψ is a matrix) and linear
observation functions (where h is a vector).1 Then, in Section 5.3, we present prelim-
inary work on the more general case of nonlinear dynamical systems and nonlinear
observation functions.2 Before describing our work, let us first give an overview of
existing results on the embeddings of such signals.
5.1 Background
5.1.1 Embeddings of Dynamical Systems
Usually through either ignorance of the variables in the system state vector x(t) or lim-
itations in sensor technologies, experimentalists only get to observe a one-dimensional
time series of the dynamical system denoted by s(t) = h(x(t)), where h :M→ R is
a smooth function called an observation or measurement function. As an example,
1This work was performed with Christopher J. Rozell and has been published and presented
in [144, 146].
2This work was performed in collaboration with Michael B. Wakin, Armin Eftekhari, and Christo-
pher J. Rozell. AE and HLY contributed equally to this work, with both authors making substantial
contributions to the development of the main theoretical results. A journal submission is currently
being prepared for this work.
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Figure 10 shows a time series formed by a measurement process that simply returns
the third dimension of the system states of the Lorenz system.
x(t)
h
Figure 10: A time series (figure on bottom) is formed by returning the third
dimension of the system states of a Lorenz system (figure on top).
Time series data has traditionally been analyzed with stochastic tools (e.g., ARMA
models), where the data is typically modeled as the filtered output of white noise [24].
In the past few decades, following a seminal paper by Takens [126] coupled with
research on nonlinear dynamical systems [125], a new set of geometric tools for time-
series analysis has emerged. Underpinning this new set of tools is Takens’ embedding
theorem. Remarkably, Takens’ theorem states that information about the system
states can be reconstructed from sampled time-series data in spite of a severe one-
dimensional compression of the states via the measurement function at every time
instance.
To describe the theorem, suppose the system states reside on a submanifoldM⊂
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RN .3 Given a sampling time Ts, one could define the discretized dynamics of the





Thus, ψTs gives us the system state at time Ts in the future, i.e.,
x(t+ Ts) = ψTs(x(t)). (29)
If the sampling time Ts is fixed, we will drop the subscript Ts from ψTs to ease
























with ψ being the flow function defined in (29). In words, the delay-coordinate map
with M delays is formed by stacking the M previous time-series data up into a vector.
When there is no ambiguity, we will drop the subscript (h, ψ) from F(h,ψ).
Figure 11 illustrates the process of building this delay-coordinate map. From this
figure, we see that F is a mapping from the ambient spaceM⊂ RN where the system
states reside to a reconstruction space RM formed from the time series measurements.
Then, Takens’ embedding theorem says that for a large enough M and for a large
class of measurement functions h, the delay-coordinate map F is an embedding of the
submanifold M:
Theorem 5.1.1. [124, 126] Let Ts be the sampling period, M a K-dimensional
submanifold of RN , and ψ = ψTs a flow on M. Suppose that on the submanifold M,
ψ has only a finite number of periodic orbits of period less than M , and the eigenvalues
3The case where the system states lie on a fractal subset will be discussed later.
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of Dpψ are distinct for all p lying on each such orbit. If M ≥ 2K + 1, then there is
an open and dense set of measurement functions h in the space of smooth functions
C∞(M,R) for which F(h,ψ) is an embedding.
t









F (x(t0))F (x(t0 − Ts))
F (x(t0))




Figure 11: The embedding of a dynamical system’s attractor M using a delay-
coordinate map F is described pictorially here.
By virtue of the embedding provided by F , we can define an equivalent flow of
the dynamical system in the reconstruction space as
ψ̂ = F ◦ ψ ◦ F−1.
In other words, this flow ψ̂ represents the same dynamical system seen under a coor-
dinate change. Thus, characterizations of the dynamical system that do not depend
on coordinates will remain unchanged in the reconstruction space. These charac-
terizations include the number and types of fixed points [81], the correlation di-
mension of the attractor of the dynamical system [68], and possibly the Lyapunov
exponents [59]. First, this means that even though we have no access to the hidden
system states, we still can calculate these various characterizations of the dynami-
cal system via the delay-coordinate vectors F (x(t)). Additionally, many time-series
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algorithms make use of this topological embedding. These algorithms include time-
series noise reduction [121], chaos synchronization and control [104, 108], and system
identification [48, 68].
In particular, one frequently used application of Takens’ theorem is time-series
prediction [7, 81]. One simple method of using previous time-series data to determine
future values can be described as follows [81]. Suppose we are looking to predict a
time-series value at time Ts ahead of a current value s(t) = h(x(t)). The first step is
to form a neighborhood of radius ε around the delay vector of the current time-series
value F (x(t)). Denote the set of delay vectors in the neighborhood by Uε(F (x(t))).
For each delay vector F (x(tk)) ∈ Uε(F (x(t))) where tk < t, look at its first element
s(tk), and pick the next value s(tk + Ts) from the time-series data. Then, we use
the average of these values s(tk + Ts) over k as a predictor of the required future
time-series value.
More sophisticated time-series prediction algorithms regard future time-series val-
ues as an appropriate function of the past time-series data and attempt to learn this
function from previously acquired data. Indeed, with our definition of the equivalent
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Since all but the first of the entries in F (x(t + Ts)) appear in F (x(t)), we can write
our required future time-series value as
s(t+ Ts) = ψ̂1 (s(t), · · · , s(t− (M − 1)Ts)) = ψ̂1(F (x(t)),
where we see that ψ̂1 is an unknown function of the past M time-series values. Then,
various machine learning algorithms (e.g., artificial neural networks (ESN) [79, 90]
and SVM regression [7]) can be applied to learn ψ̂1 from training time-series data.
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Takens’ theorem has been extended by Sauer et al. [120] to include delay-coordinate
embeddings of any general subsetM⊂ RN . Thus, this theorem extends Takens’ the-
orem to dissipative dynamical systems whose states converge onto a fractal subset.
To quantify the dimensionality ofM (where now there is no manifold structure), we
use the concept of the box-counting dimension:
Definition 5.1.1. [120] Consider a set S ∈ RN . Suppose RN is divided into cubes
of size η by a grid based at points whose coordinates are η multiples of integers. Let
N (η) be the number of boxes or cubes of size η that intersect S. Then the box-counting






Note that for strange attractors, the box-counting dimension can have non-integer
values. With this definition, Takens’ theorem for general subsets can be stated as
follows:
Theorem 5.1.2. [120] Let Ts be the sampling period and ψ = ψTs be a (discretized)
dissipative flow on a general subset M⊂ RN of box-counting dimension K. Suppose
that on M, ψ has only a finite number of periodic orbits of period less than M , and
the eigenvalues of the linearization of ψ about each such orbit are distinct. Define the
finite-dimensional set P ⊂ C∞(M,R) as the set of all polynomials in N variables of
total degree up to 2M . If M ≥ 2K + 1, then for any given measurement function
h and for Lebesgue almost-every h̃ in P, the delay-coordinate map with M delays
formed by the observation function h+ h̃ is an embedding of M.
Notice that Theorems 5.1.1 and 5.1.2 differ in their ways of describing which
measurement functions will result in an embedding of M. Theorem 5.1.1 uses the
notion that any measurement function within a open and dense set of differentiable
functions will work. On the other hand, Theorem 5.1.2 uses the notion that given
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any measurement function h, it suffices to perturb it infinitesimally in any direction
of a probe space.
5.1.2 Effects of Noise on Takens’ Embedding
Under noiseless conditions, Takens’ theorem ensures that the dynamics of a system
under study is captured by the delay-coordinate vectors in the reconstruction space.
The main problem with Takens’ theorem under noise is that the choice of the sampling
time Ts and the number of delays M can greatly affect the performance of algorithms
that utilize delay reconstruction. Indeed, the choice of Ts andM changes the geometry
of the resulting manifold in reconstruction space.
The effects of these choices on delay reconstruction is typically referred to as
redundancy and irrelevancy [31, 81]. Redundancy occurs when the sampling time is
too small and adjacent time-series values become very “correlated”, yielding little
extra “information”. As such, the reconstructed manifold tends to lie stretched-out
along the identity line regardless of the original manifold shape. Intuitively, taking
more measurements M will tend to alleviate the flattening. However, taking more
measurements with noise will increase the resulting noise power in the reconstruction
space. On the other hand, irrelevancy occurs when the sampling interval is too
large. In this case (especially in the presence of noise), entries in the delay-coordinate
vectors can become causally disconnected. Thus, the reconstructed manifold may
become unnecessarily more complex than the equivalent ambient space one.
There are many papers in the literature that give heuristic methods for choosing
an “optimal” sampling time and/or number of delays. For example, in [61] Fraser
and Swinney suggested using a sampling time Ts corresponding to the first minimum
of the mutual information between time-series values. The resulting reconstructed
manifold usually makes the quantitative and qualitative study of the dynamics easier
as trajectories on the reconstructed manifold tend to be unfolded maximally to fill
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the reconstruction space. Other methods of choosing Ts include looking for the first
null of the autocorrelation function of the time series [81] and looking to minimize
noise amplification in the reconstruction space [135]. It has also been observed that
the optimal choice of M and Ts are dependent on the choice of an optimal length of
time window M × Ts [31, 81, 85, 135].
The paper by Casdagli et al. [31] introduces two asymptotic quantities to describe
the effects of observation noise (i.e., noise added to the time-series data), namely noise
amplification and distortion. Noise amplification describes the predictive quality of
the delay-coordinates vis-a-vis time-series prediction. When noise amplification is
large, the prediction quality suffers. On the other hand, distortion describes the shape
of an error ball in the reconstruction space when transported back into the ambient
system state space. However, as these quantities are asymptotic, they usually do not
inform us of how many delay coordinates M are necessary to minimize these effects.
Additionally, Muldoon et al. [99] looked at a modified embedding theorem for systems
corrupted by dynamical noise, considering specifically embeddings using multivariate
time series outputs and taking more measurements than is typically required for a
delay-coordinate map.
In our research, we propose to study the impact of noise on delay-coordinate maps
in a different way. We seek to understand conditions under which delay-coordinate
maps can be stable embeddings of a dynamical system for a fixed but small condi-
tioning δ. If this can be done, the geometry of the dynamical system manifold will be
preserved in the reconstruction space. As was discussed in the previous sections, this
means that distances between points on the system manifold will be maintained in
the reconstruction space. This favorable condition is depicted in Figure 12(b). Such
stable delay-coordinate maps will ensure that small amounts of measurement noise


















Figure 12: This diagram shows the unstable and stable reconstructions of a dy-
namical system manifoldM. (a) If the delay reconstruction via delay-coordinate
maps is unstable, then faraway points may be mapped close together. We see
that a small addition of noise will make these points indistinguishable. (b) Here,
the reconstruction is stable since distances between points are preserved.
5.2 Linear Dynamical Systems and Linear Observation Func-
tions
In this section, we study the stable embeddings of linear systems’ attractors provided
by delay-coordinate maps formed from linear observation functions. For linear sys-
tems, Ψ ∈ RN×N in (28) is a matrix, and the flow ψT for any T ∈ R is also a matrix
defined through a matrix exponential:
ψT = e
ΨT .
Given that forming a delay-coordinate map of a specific point in the state space
requires collecting samples of the system flow backward in time from that point at
regular intervals Ts, we define the compact notation for the flow matrix as ψ = ψ−Ts
so that x(t − Ts) = ψx(t). The delay-coordinate map F with M delays for the case
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of linear dynamical systems and linear observation functions h ∈ RN can then be











To ensure that the linear dynamical systems under consideration have non-trivial
steady-state behavior (i.e., oscillations rather than convergence to a fixed point), we
restrict our study to the class of systems A(d) described in the following definition.
Definition 5.2.1. We say that a linear dynamical system in RN is of Class A(d)
for d ≤ N
2
if the system matrix Ψ is real, full rank and has distinct eigenvalues.
Moreover, Ψ has only d strictly imaginary4 conjugate pairs of eigenvalues and the rest
of its eigenvalues have real components strictly less than zero. The strictly imaginary
conjugate pairs of eigenvalues are called the A-eigenvalues and they can be expressed
as {±jθi}di=1 where θ1, · · · , θd > 0 are d distinct numbers. The corresponding unit-
norm A-eigenvectors are v1, v1∗, · · · , vd, vd∗. The corresponding eigenvalues of the
flow matrix ψ are called the Aψ-eigenvalues, and are given by {e±jθiTs}di=1.
Furthermore, we define
Λ := diag(jθ1,−jθ1, . . . , jθd,−jθd)
as the diagonal matrix composed of the A-eigenvalues and
V := (v1 | v1∗ | · · · | vd | vd∗) ∈ CN×2d
as the concatenation of the A-eigenvectors into a matrix with rank(V ) = 2d. Since
ψ is the matrix exponential of Ψ, it is well-known that they share the same eigenvec-
tors [98]. Therefore, if we denote D = D−Ts = e
−ΛTs as the diagonal matrix comprised
4A number x is strictly imaginary if Re{x} = 0. This condition ensures that the system modes
corresponding to these eigenvectors have persistent oscillation in the steady-state response.
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of the Aψ-eigenvalues, then we have ψV = V D.
In order to have a meaningful notion of an embedding, the dynamical system
must have its state trajectory confined to a low-dimensional attractor in the state
space. Even if the system has transient characteristics from a given starting point, the
embedding of a system is only considered in steady-state when these transients have
disappeared. Considering the steady-state dynamics of the system, we make explicit
the notion of an attractor (for a linear dynamical system) through the following
definition.
Definition 5.2.2. Let a linear dynamical system be of class A(d) and let x0 = V α0 ∈
RN for some α0 ∈ C2d be an arbitrary initial state of the system.5 We define the at-
tractor of this linear dynamical system to be M =
{
x ∈ RN | x = V eΛtα0 , t ∈ R
}
.
It is easy to see that M lives in the span of V . Also, the attractor of the system
clearly depends on the initial state of the system. Because our main result does not
depend on the choice of initial state, we will simply refer to the fixed attractor asM
and suppress the implicit dependence on the initial state. Additionally, one can check
that this definition meets the fundamental notion of an attractor, i.e., that any point
on the attractorM when projected backwards (or forward) in time by ψ will remain
on M. Specifically, for any x ∈ M, we can write x = V αx, where αx = eΛtxα0 for
some tx ∈ R. Then we see that for some D (the diagonal matrix comprised of the
Aψ-eigenvalues as defined earlier) and any k ∈ Z,
ψkx = ψkV αx = V D
kαx,
meaning that x remains on the attractor even when it is projected forward or back-
ward in time. Finally, one can show that for each i the state x(t) is moving in an
elliptical orbit on the span of Re {vi} and Im {vi} with angular speed proportional to
θiTs.
5We only need to consider x0 in the span of the columns of V because any orthogonal components
vanish in steady-state.
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For clarity and to build intuition, we give two brief examples where N = 2, d = 1
and Ts = 1. For the first example, consider a dynamical system of class A(d) with
A-eigenvalue θ = π
4
and A-eigenvector v = 1√
2
[1, j]T . Shown in Figure 13(a) is the
resulting circular attractor of this system, along with the real and imaginary com-
ponents of the A-eigenvector and a pair of states separated in time by Ts (which
corresponds to a separation of θTs in angle). For the second example, consider a dy-
namical system of class A(d) with the same parameters except that the A-eigenvector
is now defined as v = [0.8165 +0.4082j, −0.4082j]T . Shown in Figure 13(b) is the re-
sulting elliptical attractor and state time samples, illustrating that the angular speed
is unchanged at θTs. In both of these examples, the elongation of the ellipse is de-
termined by the inner product between Re {v} and Im {v}, which governs how well
the attractors fill the dimensions of the state space that it occupies. While this is
intuitive to visualize in the present case of d = 1, for general d > 1 this elongation
is determined by the ratio between the smallest and largest eigenvalues of V HV , de-
noted A1 and A2, respectively. When A1 = A2, the system state revolves around a
circle when projected onto each of the subspaces spanned by Re {vp} and Im {vp} for
p = 1, · · · , d, and the resulting attractor is a product of these circular orbits. However
when A2  A1, the projection of the attractor onto some (or all) of these subspaces
will be a highly elongated ellipse, therefore not equally filling the dimensions of the
state space that it occupies.
5.2.1 Insufficiency of Takens’ Embedding Theorem for Linear Dynamical
Systems
We are interested in the question of when the one-to-one property of F described in
Takens’ Embedding Theorem (Theorem 5.1.1) can be improved to become a stable
embedding where F is (nearly) an isometry that preserves the geometry of M. To














Figure 13: Examples of attractors of linear dynamical systems of class A(d) in
RN for N = 2 and d = 1 with sampling interval Ts = 1. (a) A system attractor
when θ = π4 and v =
1√
2
[1, j]T . This results in a circular attractor where the
system progresses at an angular speed determined by θ. (b) A system attractor
when θ = π4 and v = [0.8165 + 0.4082j, −0.4082j]T . Here the system also progresses
at the same angular speed, but the attractor is now an ellipse.
Definition 5.2.3. Suppose we have a dynamical system in RN that converges to an
attractor M and a linear map F : RN → RM . We say that F is a stable embedding
of M with conditioning δ if for all x, y ∈ M and for some scaling constant C > 0,
we have




≤ C(1 + δ). (31)
Note that smaller values of δ in the above definition imply a more stable embedding
because it guarantees that the map is closer to an isometry. We also note that
preservation of Euclidean distances also implies that the geodesic distances between
points on the attractor are preserved [15]. Because Taken’s result only tells us that the
delay-coordinate map F is a one-to-one mapping, it does not guarantee any specific
value of the conditioning, meaning that δ could be arbitrarily close to 1 and the
embedding could be highly unstable.
To see why Takens’ Embedding can be insufficient, we present an illustrative
example where the conditioning of the embedding can be made arbitrarily bad when
M is the minimum number of delays necessary to satisfy the sufficient conditions of
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Takens’ Embedding Theorem, Theorem 5.1.1. Consider a linear system of class A(1)
with N = 2, Ts = 1, A-eigenvalue θ = 0.03 and A-eigenvector v = 1√2 [1, j]
T . This
system has a circular attractor as depicted in Figure 14(a). We set the observation








1− ε]T .6 Given a particular pair of points x, y on




, where F is the delay-coordinate map given in (30). Note that
if F is a perfect isometry then Q(x, y) = 1, and we must have Q(x, y) > 0 for F to be
one-to-one. Fixing the number of measurements at M = 3 (the minimum required by
Takens’ theorem), Figure 14(b) shows the behavior of Q(x, y) for this pair of points
as a function of ε. We see that while meeting the sufficient conditions of Takens’
Theorem, limε→0Q(x, y) = 0. Stated another way, by adjusting the parameter ε, the
conditioning of F can be made arbitrarily bad for this pair of points. To see that
this is not simply a bad pairing of the measurement function to the system, note
that for any admissible choice of h there would exist a pair of points that would
behave the same way.7 To explore this example further, Figure 14(c) plots Q(x, y)
with ε = 0.1 and varying M from 3 to 400. We see that with increasing M , the
ratio Q(x, y) increases, oscillates and converges to a value of C = 1. This provides
evidence suggesting that as M increases, the conditioning of F improves because the
distance between this pair of points is preserved with increasing fidelity. This effect
is not predicted by Takens’ Embedding Theorem, Theorem 5.1.1, but will be shown
in our main results in Section 5.2.2.2.
5.2.2 Stable Embeddings for Linear Dynamical Systems
In this section, we present our main technical results. We first present a preliminary
result in Section 5.2.2.1 that gives explicit sufficient conditions on the system and
6As will be described in Theorem 5.2.2, the observation function is normalized so that we have
scaling constant of C = 1 regardless of M .
7One can imagine this by rotating the points x, y by an angle equivalent to the angle between





































Figure 14: Examining the conditioning of Takens’ embeddings. (a) The large
(blue) circle shows the attractor of the linear system. The (black) diamond and
(red) circle markers show 2 different points x, y that we pick on the opposite
ends of the attractor. The arrow depicts the measurement function h(ε). (b)
The graph shows Q(x, y) for the points x, y in Figure 14(a) over a range of values
of ε from 0.01 to 0.1. The number of measurements M is fixed at 3, the minimum
required by Takens’ theorem. (c) Here Q(x, y) is plotted for M ranging from 3
to 400 (with ε fixed at 0.1), suggesting a near isometry for F as M increases.
observation functions to guarantee that the delay-coordinate map is a one-to-one
map of the state space attractor. This is akin to Takens’ Embedding Theorem, and
we present it here to highlight the specific differences that arise under our restrictions
(linear systems and measurement functions) and when seeking explicit conditions on
system and measurement pairs (as opposed to the conditions for generic observation
functions in Takens’ theorem). We then present our main technical contribution in
Section 5.2.2.2, giving explicit conditions on the system and observation function for
the delay-coordinate map to be a stable embedding of the attractor with specific
guarantees on the conditioning number of the embedding.
5.2.2.1 Takens’ Embeddings
The following theorem gives conditions on the system and the observation function
such that the delay-coordinate map F is a one-to-one mapping. This is analogous
to Takens’ Embedding Theorem, Theorem 5.1.1, in the context of linear dynamical
systems and linear observation functions.
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Theorem 5.2.1 (Linear Takens’ Embedding [144]). Assume a linear dynamical sys-
tem of class A(d) in RN that is in steady state. Choose Ts > 0 to be the sampling
interval, h ∈ RN to be the observation function, and denote by F the delay-coordinate
map with M delays as defined in (30). Suppose that M ≥ 2d, the Aψ-eigenvalues
{e±jθiTs} are distinct and strictly complex,8 and vHi h 6= 0 for all i = 1, · · · , d. Then,
for all distinct pairs of points x, y ∈ M, F satisfies (31) for some constants C and
δ < 1.
Proof. See Appendix E.1.
To explore the differences that arise in our specific setting of linear systems and
linear observation functions, we compare the conditions of this theorem with that of
Takens’ theorem. First, we notice that the conditions on the measurement operation
are very similar. Theorem 5.2.1 requires M ≥ 2d, which is similar to Takens’ M > 2d
and likely only different because of the specific structure of our attractors. There is
also a close correspondence with the other condition on the measurement function
vHi h 6= 0. This requirement is an explicit condition on the relationship between the
system and observation function ensuring that the observation function can capture
some information from every dimension of the attractor. We note that (Lebesgue)
almost-every h ∈ RN will satisfy this condition, and so we find that this is just a
more explicit version of Takens’ result that “almost-every” h ensures an embedding.
Next, we compare our conditions on the system with those imposed by Takens’
theorem. Theorem 5.2.1 requires that the Aψ-eigenvalues are distinct and strictly
complex, which is equivalent to having ejθpTs 6= e±jθqTs (distinct) and ejθpTs 6= ±1
(strictly complex) for all p 6= q and p, q = 1, · · · , d. While this requirement implies9
8We say that a number x is strictly complex if Im {x} 6= 0.
9This implication can be shown by contradiction. Pick any 1 ≤ k ≤ 2d and suppose that





= 1 for all p, meaning that for each p from 1 to d the quantity e±jθpTs is
uniquely one of the k roots of unity. However this is impossible as there are 2d distinct and strictly
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thatM does not have periodic orbits of period kTs for k = 1, · · · , 2d (thus satisfying
Takens’ condition), our condition is actually more stringent than this restriction on
periodic orbits (likely due to our restricted class of linear observation functions). We
note that since {θi}di=1 are distinct by definition, this condition is dependent on the
choice of sampling interval Ts. One can verify that choosing Ts <
π
max{θi} is sufficient
(but not necessary) to meet the condition of the theorem.
5.2.2.2 Stable Takens’ Embeddings
Before presenting our main result giving conditions for a stable embedding of a dynam-
ical system in a delay-coordinate map, it will be useful to define and understand the
following quantities that characterize how well-behaved the system and measurement










characterizing the minimum and maximum projection
of the (normalized) observation function on the A-eigenvectors. Roughly speaking,
these quantities are an indication of the disparity between the dimensions of the sys-
tem attractor that are best and worst matched to the observation function. One
would expect that a measurement system is most efficient when it observes all parts
of the attractor equally such that κ1 ≈ κ2. Second, we define A1, A2 as the smallest
and largest eigenvalues of V HV , respectively. As we discussed (at the introduction of
Section 5.2), these quantities describe how well the system attractor fills the dimen-
sions of the state space that it occupies (i.e., when A2  A1, the attractor is very
elongated in the state space). Again, we would expect that a system will be most
amenable to observation when it fills the space such that A1 ≈ A2.



















which will also bound the constants associated with the stable embedding. Notice
that the first term is large if θpTs is small for some p (or that θpTs ≈ kπ for some
complex values of {e±jθpTs} and there are only k ≤ 2d roots of unity (including ±1 which are not
allowed), and hence we have a contradiction.
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integer k), meaning that the system state proceeds in the span of Re {vp} and Im {vp}
at a slow pace, thus not producing much diversity in consecutive measurements of the
system along these dimensions. The second term is large if θpTs − θqTs is small (or
near kπ) for some p 6= q and p, q = 1, · · · , d, implying that the system state is pro-
ceeding in the subspaces spanned by Re {vp} , Im {vp} and Re {vq} , Im {vq} at almost
the same rate. This condition would be unfavorable because the system will take
an extremely long time to display enough diversity to determine that it is actually
traveling on two separate subspaces instead of one. The third term is similar to the
second term if we write θpTs + θqTs = θpTs− (−θqTs). Thus if θpTs ∼ −θqTs, then the
system is again proceeding on two subspaces at almost the same rate (although the
system is proceeding in one of the subspaces in the “opposite” direction).
Armed with these definitions, we now present our main result giving deterministic,
explicit and non-asymptotic guarantees on the conditioning of the delay-coordinate
map.
Theorem 5.2.2 (Stable Linear Takens’ Embedding). Assume a linear dynamical
system of class A(d) in RN that is in steady state. Choose Ts > 0 to be the sam-
pling interval, h ∈ RN to be the observation function such that ‖h‖22 = 2dM , and
denote by F the delay-coordinate map with M delays as defined in (30). Suppose that
M >
(




, the Aψ-eigenvalues {e±jθiTs} are distinct and strictly
complex, and vHi h 6= 0 for all i = 1, · · · , d. Then for all distinct pairs of points





























Proof. See Appendix E.1.
We first note that the sufficient conditions of this theorem are the same as those in
Theorem 5.2.1, except that the required number of measurements is larger to ensure
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specific guarantees on the conditioning number δ (i.e., δ < 1). Also, note that this
theorem requires an observation function with a particular norm ‖h‖22 = 2dM . This
normalization is to remove from C any dependence on the number of measurements
M and the dimension of the attractor 2d (since κ21 and κ
2
2 both scale inversely with
d). The normalization plays no other significant role in the proof (and therefore could
be eliminated without losing generality, but at the expense of clarity).
To understand the implications of Theorem 5.2.2, we examine the behavior of
the conditioning number δ as it is the main quantity of interest. In the theorem
statement, δ is a sum of δ0 (which does not depend on M) and δ1(M) which is
positive for all M and for which limM→∞ δ1(M) = 0. Thus, we see that by taking
more observations one could drive the conditioning guarantee for the mapping to
δ = δ0, but not below. In other words, some system and measurement pairs will have
a plateau preventing the conditioning guarantee for the delay-coordinate map from
improving beyond a fundamental limit. This is in contrast with CS results where the
conditioning can be continually improved by taking more measurements. Indeed, in











Recall that A1 = A2 implies that the attractor M maximally fills the subspace
spanned by V and κ1 = κ2 means that the observation function h projects equally onto
the A-eigenvectors. Thus even with an infinite number of measurements, the delay-
coordinate map can only be guaranteed to be an exact isometry (δ = 0) when the
system and observation function maximally fill and measure the subspace containing
the attractor.
The quantity δ1(M) can be used to determine the number of measurements neces-
sary to ensure that the conditioning number δ is within ε of the optimal value δ0. To
find the required number of measurements to meet this target M̂(ε), we set δ1(M) = ε
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By multiplying the numerator and denominator by 1
A2κ22




we can deduce that (2d−1)ν
ε
≤ M̂(ε) < 2(2d−1)ν
ε
. One immediate application of this fact
is that we can calculate the number of measurements necessary to guarantee a stable
embedding for the delay-coordinate map with a specified conditioning δ ∈ (δ0, 1),
which is made precise in the following corollary.
Corollary 5.2.1. Suppose we have a linear system of class A(d), observation function
h and sampling time Ts such that the conditions of Theorem 5.2.2 are satisfied. Choose
any 0 < ε < (1− δ0). If the delay-coordinate map F defined in (30) has a number
of delays M chosen to satisfy M ≥ 2(2d−1)ν
ε
, then F is a stable embedding of M with
conditioning δ ≤ δ0 + ε.
The proof of this corollary is not shown, but follows immediately from Theorem
5.2.2. While the linear scaling with d seen in this result is in line with state-of-the-art
CS results, we see that in contrast to typical CS results M̂(ε) does not depend on the
ambient dimension N . Also note that M̂(ε) depends strongly on the A-eigenvalues via
the quantity ν. In contrast, the interactions of the A-eigenvectors and the observation
function h determine the lower bound on the conditioning δ, as evidenced by the roles
played by the quantities A1, A2 and κ1, κ2 in the formula for δ0.
5.2.3 Simulation Experiments
While the main result in Theorem 5.2.2 is encouraging, it remains to be shown that (i)
the theoretical quantities actually reflect the salient embedding characteristics seen in
system and measurement combinations, and (ii) having a stable embedding actually
improves our ability to infer information about a hidden attractor. For example, it
is important to know if the fundamental limits on the embedding quality δ(M) are
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artifacts of our proof technique or are empirically observed. If these limits on the
embedding quality are actually present, it is also important to know if the related
bounds are tight, both in their asymptotic values and in terms of their convergence
speed as M increases. Finally, for a stable embedding to be a valuable goal, we need
to demonstrate that achieving this goal results in improved performance in specific
tasks performed in the reconstruction space. This section will use a series of simple
simulations to explore these aspects of our theoretical results.
As a general approach, each simulation in Sections 5.2.3.1 and 5.2.3.2 below in-
volve creating an observation function h and a test system of dimension N = 50 in
class A(d) (defined by A-eigenvalues and A-eigenvectors) so that the conditions of
Theorem 5.2.2 are satisfied. We choose the arbitrary initial point x0 defining the
attractor such that α0 = [1, · · · , 1]T and x0 = V α0, and we assume a sample time
of Ts = 1. For a single trial, we generate a random pair of points on the attractor
x and y by choosing uniform random numbers tx, ty from (0, 10000) and assigning
x = V eΛtxα0 and y = V e
Λtyα0. In other words, we start the system from the (ar-
bitrary) initial condition and stop it after a random amount of time to get a single
point on the attractor. We then vary M from 1 to 200, and run 1000 trials for each
M (renormalizing h for each M as per Theorem 5.2.2). For each trial we calculate
the quality of the conditioning Q(x, y) =
‖F (x)−F (y)‖22
‖x−y‖22
, and for each M record the
largest and smallest value of Q(x, y) (denoted max{Q} and min{Q}, respectively) as
a way to quantify how the conditioning changes with the number of measurements.
In the subsequent plots the dotted lines represent C(1± δ0), showing the theoretical
asymptotic bounds on the conditioning quality Q(x, y), and the dashed lines are the
theoretical bounds on the conditioning C(1± δ(M)) given by Theorem 5.2.2.
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5.2.3.1 Bounds on the Embedding Quality
One of the fundamental characteristics of Theorem 5.2.2 is that in general, the
bound on the embedding quality δ(M) approaches δ0 6= 0 as M increases rather
than approaching zero as is typical in CS results. The first question to ask is
whether pairs of systems and observation functions can actually display such a plateau
as predicted, or whether the conditioning instead continually improves with more
measurements. To demonstrate this effect, we generate a simulation as described
above with d = 3, choosing the A-eigenvalues {θi}di=1 uniformly at random from
(0, π), and taking care to ensure that the resulting Aψ-eigenvalues are distinct and
strictly complex to satisfy the conditions of Theorem 5.2.2. We then create the
A-eigenvectors by letting vi = 1√2(e2i−1 + je2i), where {ei} are the canonical basis
vectors in RN . This choice of A-eigenvectors ensures that A1 = A2. To gener-
ate a generic observation function h, we first create a vector c ∈ RN such that
c =
∑d
i=1((1 + w2i−1) Re {vi}+ (1 + w2i) Im {vi}), where the {wi} are i.i.d. Gaussian
random variables of zero mean and variance 0.1. Thus c is a (random) linear com-
bination of the vectors that form the subspace of the attractor. For each M we let










to meet the conditions of Theorem 5.2.2.
Note that the small variance of {wi} produces {|vHi h|2/‖h‖22} centered tightly around
1, making δ0 small (due to A1 = A2 and κ1, κ2 both close to 1).
10 The specific
parameters in this simulation are shown in Table 2.
The results for this simulation are shown in Figure 15(a). We see from the behavior
of max{Q} and min{Q} that the embedding does indeed reach a fundamental limit
where the conditioning does not improve with more measurements. Furthermore,
we see in this case that this plateau is correctly captured by the value C(1 ± δ0)
as described in Theorem 5.2.2. Additionally, the bounds C(1 ± δ(M)) do contain
10The random variables {wi} are used to ensure that κ1, κ2 are close to, but not exactly equal to
1. The case where κ1 = κ2 = 1 is considered in the simulation in Figure 15(b).
111
Index i 1 2 3 4 5 6
θi (rad) 2.3129 0.1765 1.4861 — — —
|vHi h|2/‖h‖22 0.8346 1.1637 1.0017 — — —
λi(V
HV ) 1 1 1 1 1 1
Table 2: Parameters for the simulation shown in Figure 15(a). In this case
the relevant quantities are A1 = A2 = 1, κ1 = 0.8346, κ2 = 1.1637, ν = 5.6954 and
δ0 = 0.1647.


















































































Figure 15: Simulations exploring the asymptotic bounds on the conditioning of
the delay-coordinate map. Plotted are the largest and smallest value of Q(x, y)
(depicted by max{Q} and min{Q} respectively) attained by the 1000 pairs of x, y
for each M . The dotted (red) lines represent the values of C(1± δ0) and C, and
the dashed (black) lines are the theoretical values of C(1 ± δ(M)). (a) In this
simulation, A1 = A2 but κ1 6= κ2, thus a plateau on the conditioning is seen. (b)
In this simulation, A1 = A2 and κ1 = κ2. As expected, the conditioning number
asymptotically reaches 0 as M grows. (c) In this simulation, A1 6= A2 and κ1 6= κ2
and the predicted asymptotic values of the conditioning are not tight.
max{Q} and min{Q} as expected from the theorem, and the characteristic shape of
these curves seems to qualitatively reflect the empirically observed convergence of the
conditioning number.
As confirmation, we also verify the implication of Theorem 5.2.2 that system
and measurement combinations can be constructed where the conditioning can be
made arbitrarily good with more measurements (akin to the more typical CS re-
sults). To show this, we create another system with the same A-eigenvalues and
A-eigenvectors as in the previous simulation, with the latter implying that A1 = A2.
For the observation function, we first define c = V [1, · · · , 1]T , and for each M we let





‖c‖2 as before. One can verify this choice results in |v
H
i h|/‖h‖2 = 1
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for all i, and thus κ1 = κ2. The parameters of this experiment are summarized in
Table 3.
Index i 1 2 3 4 5 6
θi (rad) 2.3129 0.1765 1.4861 — — —
|vHi h|2/‖h‖22 1 1 1 — — —
λi(V
HV ) 1 1 1 1 1 1
Table 3: Parameters for the simulation shown in Figure 15(b). The experiment
was chosen such that A1 = A2 = 1 and κ1 = κ2 = 1, so that δ0 = 0. As the
A-eigenvalues are the same as in the previous experiment, ν remains at 5.6954.
With this choice of parameters such that A1 = A2 and κ1 = κ2, Theorem 5.2.2
indicates that δ0 = 0 so that limM→∞ δ(M) = 0. Figure 15(b) shows the results of
running the simulation in the same manner as before. The values of max{Q} and
min{Q} clearly converge to C as expected, showing that in this case the conditioning
of the embedding can indeed be made arbitrarily good by taking more measurements.
Although Theorem 5.2.2 indicates that a finite limit on the conditioning number
is always reached when either A1 6= A2 or κ1 6= κ2, this bound is not always tight
and the predicted plateau level of C(1 ± δ0) may be conservative. To show this,




(ai + jbi), where {ai, bi} are randomly constructed vectors in RN
whose entries are i.i.d. zero-mean Gaussian random variables with a variance of
1. We keep the A-eigenvalues the same and generate h in the same manner as the
first simulation shown in Figure 15(a). The specific parameters for this simulation
are shown in Table 4, where we see that indeed A1 6= A2 and κ1 6= κ2. Figure 15(c)
shows the results of running the simulation in the same manner as before. We see that
although a limit on the conditioning number is reached as predicted by Theorem 5.2.2,
the predicted plateau level of C(1±δ0) is not tight and the conditioning can be better
than that predicted by δ0.
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Index i 1 2 3 4 5 6
θi (rad) 2.3129 0.1765 1.4861 — — —
|vHi h|2/‖h‖22 1.8138 1.2064 1.1318 — — —
λi(V
HV ) 1.5316 1.3058 1.1294 0.8372 0.7644 0.4315
Table 4: Parameters for the simulation shown in Figure 15(c). We see that
A1 = 0.4315, A2 = 1.5316, κ1 = 1.1318 and κ2 = 1.8138. Since the A-eigenvalues are
the same as in the first simulation shown in Figure 15(a), ν remains the same
at 5.6954. We also calculate δ0 = 0.7010.



























































Figure 16: Examining the effect of the A-eigenvalues on the convergence speed





As expected, the closer θ is to π/2, the faster the rate of convergence of δ(M)
to δ0. (b) In this simulation, d = 3 and we vary between 3 sets of A-eigenvalues
with different values of ν. As expected, the set of eigenvalues that gives the
smallest ν provides the fastest rate of convergence of δ(M) to δ0 and vice versa.
5.2.3.2 Convergence Speed
In the simulations of the previous section we concentrated on the conditioning limits
predicted by Theorem 5.2.2, ignoring issues of the speed of convergence to those limits.
Examining the formula for δ1(M) in Theorem 5.2.2, we see that the A-eigenvalues
(via the parameter ν) affect the convergence speed of δ(M) to its asymptotic value of
δ0. In particular, the convergence speed scales with 1/ν, which is also demonstrated
in (33) where the number of measurements M̂(ε) necessary to get the conditioning δ
within ε of the best possible value (δ0) is proportional to ν.
For ease of analysis, we first consider the case where d = 1, meaning that ν =
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| sin(θ)|−1 (since Ts = 1), where ±jθ are the sole A-eigenvalues. In this case,
| sin(θ)|−1 ≥ 1 with the minimum attained when θ = π
2
+ kπ for any integer k. The
closer θ is to π
2
+kπ, the faster the convergence of δ(M) to δ0. This is illustrated by the
following simulation where the A-eigenvectors are chosen such that A1 = A2, and the
observation function is chosen randomly as in the experiment shown in Figure 15(a)







, showing that Theorem 5.2.2 correctly captures that the convergence speed to the
asymptotic value of C(1± δ0) varies inversely with the value of θ.
When d > 1, the joint relationship of the A-eigenvalues (not just their individual
values) determines ν, and subsequently the convergence speed. One can see intuitively
in the definition of ν that A-eigenvalues which are maximally spread out should
produce favorable convergence speeds. To illustrate this, we generate a simulated
system with d = 3, choosing the A-eigenvectors such that A1 = A2, and generating
an observation function h randomly (as in the experiment in Figure 15(a)). We also
choose three sets of A-eigenvalues: two uniformly random sets, and one set that




(the choices of θp and their respective ν are given in Table 5).
11 Figure 16(b)
shows the results of the simulation, with the max{Q} and min{Q} curves showing
clearly that ν indeed controls the speed of convergence of δ(M) as predicted.
θ1 θ2 θ3 ν
Set 1 (nearly equal spacing) 0.7836 1.5864 2.3566 2.6619
Set 2 (random) 0.0491 1.5737 2.3490 20.3851
Set 3 (random) 0.0212 1.5684 2.3549 47.1388
Table 5: Choice of {θi} (in radians) for the experiment in Figure 16(b) and their
respective ν value.
Given that Theorem 5.2.2 seems to be correctly capturing the convergence speed
11The slight perturbation is used for plotting convenience so all three curves converge to the same
asymptotic value. If exactly equally spaced eigenvalues are used, the attractor is sampled uniformly
and the convergent value will be inside C(1± δ0), making comparative plots difficult.
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Figure 17: Examining the predicted number of measurements necessary to
reach a specified conditioning level. (a) Plotted is the upper-half of Figure
15(a), also indicating C(1+δ0 + ε) with ε = 0.2. (b) In this simulation, we explore
how M̂(ε) (for a fixed ε = 0.1) varies with the A-eigenvalues for the system
defined in Figure 16(a). We plot the theoretical values of M̂(ε) (given in (33))
for θ varying from 0 to π/2 together with its actual values (as described in the
text) obtained by running experiments for each θ.
dependence on ν, the last facet of the problem to explore is the tightness of this
bound. Specifically, given a system of class A(d) and an observation function h, it is





to ensure that for any M ′ ≥ M the conditioning number δ(M ′) is at most ε above
the asymptotic level of δ0 (such an estimate is given in (33)). To examine this, we
refer back to the simulation shown in Figure 15(a) with parameters given in Table 2.
Fixing ε = 0.2, Figure 17(a) re-plots max{Q} together with the line C(1 + δ0 + ε).
Using the given parameters and (33) we calculate that M̂(ε) ≈ 166. Note that this
value is also the intersection of the curve C(1 + δ(M)) with the line C(1 + δ0 + ε).
Figure 17(a) shows that max{Q} actually met this tolerance with only around 30
measurements. Thus, although the theoretical value of M̂(ε) given by (33) is correct,
it is pessimistic in at least this particular case.
To demonstrate that the linear dependence of M̂(ε) on ν is correctly captured in
the theorem, we restrict ourselves to d = 1. Recall that when d = 1, ν = | sin(θ)|−1
(since Ts = 1) where ±jθ are the sole A-eigenvalues. We repeat the simulation shown
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in Figure 16(a), this time using 100 values of θ equally spaced between (0, π/2).





− 1, 1− min{Q}
C
}
< δ0 + ε. We call this value the “actual” M̂(ε), in
contrast to the “theoretical” M̂(ε) given by (33). Figure 17(b) shows these actual
and theoretical values of M̂(ε) as a function of θ. This comparison shows that while
the theoretical M̂(ε) captures the same trend as the actual M̂(ε), the theoretical
estimate can be pessimistic compared to the empirical values (though it is not clear
if the theoretical bounds are achieved by some systems).
5.2.3.3 Stable Embeddings for Dimension Estimation
To demonstrate the value of stable Takens’ embeddings, this section will explore a
simulated task estimating the dimensionality of an attractor. The correlation dimen-
sion is a measure of attractor dimension often applied to strange attractors of chaotic
systems [68], which corresponds to the actual geometric dimension of regular objects
such as the circles and ellipses seen in linear system attractors [81]. To be precise,
we first define the correlation sum of tolerance ε for a set of points {xk} lying on a








Θ(ε− ‖F (xp)− F (xq)‖2), (34)
where F is the delay-coordinate map and Θ(·) is the Heaviside step function defined
as Θ(x) = 0 if x ≤ 0 and Θ(x) = 1 if x > 0. The correlation dimension is defined as
D = limε→0 limK→∞
∂ logC(ε,K)
∂ log ε
. This makes intuitive sense as in the limit of small ε
and large K, we expect C(ε,K) to scale like C(ε,K) ∝ ε−D, where D is the dimension
of the subsetM in question. Theoretically, one way to estimate correlation dimension
is to plot the graph of logC(ε,K) against log ε for a large value of K, then simply
read off the gradient for small values of log ε. In the absence of noise and with a
topology preserving Takens’ embedding (i.e. M > 2d), this estimate should be as
good as if one had access to the hidden system state. However, when noise is present,
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small values of log ε will be capturing the noise characteristics and overestimating the
attractor dimension. A common approach in this case is to plot the local gradient
D(ε) = ∂ logC(ε,K)
∂ log ε
against log(ε) for a large value of K and read off an estimate of
the correlation dimension D from a plateau in the graph, preferably in the regime of
small ε.
In this section, we use the above approach to estimate the correlation dimension
of linear system attractors M in the reconstruction space RM . For this simulation
construct a linear dynamical system of class A(1) with N = 100, A-eigenvalue θ = π
300
and A-eigenvector v = [1, j]T (resulting in A1 = A2 and a circular attractor). We
also choose h = [1, 1]T , implying that κ1 = κ2 and subsequently δ0 = 0. Figure
18(a) shows that the actual conditioning12 of F approaches zero as we increase M .
To simulate noisy measurements, we corrupt the resulting time series formed by h by
adding white gaussian noise with zero mean and standard deviation σ = 0.05 (to give
an SNR of about 32dB).
Figure 18(b) shows the plots of D(ε) against log(ε) with a number of delays
M = 3, 73, 153, 223. For the graph corresponding to M = 223, a plateau is eas-
ily seen between −1 < log ε < 0, and corresponding to a correct dimension estimate
of approximately 1. We observe that by taking more measurements (i.e., improving
the conditioning of the embedding), the estimate of the correlation dimension also
improves. Moreover, the width of the plateau region where we read off the correlation
dimension estimate increases with increasing M , thus making its estimate more pre-
cise. Note that when we take the minimum number of measurements M = 3 required
by Takens’ Theorem, there is no discernible plateau region in Figure 18(b) for us
to estimate the correlation dimension, and even the most reasonable estimate near
log ε = 1 is less accurate than with the estimates produced by the embeddings with
12By actual conditioning, we mean the empirical value δ = max
{
max{Q}





defined in Section 5.2.3.
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Figure 18: Estimating the correlation dimension of a circular attractor M of
a linear system of class A(1). (a) The conditioning of the stable embedding
decreases with increasing number of measurements M . (b) The graphs of D(ε)
for the various M considered are plotted against log ε. The correlation dimension
estimate can be read off the plateaus in these graphs. These plateau regions
become more distinct with increasing M (improving conditioning), and appear
to converge to a value near the true dimension of 1.
better conditioning.
5.2.4 Conclusion
We established that a delay-coordinate map (using linear observation functions) can
form a stable embedding for all pairs of points on the attractor of a linear dynam-
ical system of class A(d). The explicit, deterministic and non-asymptotic sufficient
conditions we give for this stable embedding yield several observations about the
embedding itself and favorable properties of system and measurement pairs. For
example, for many system and measurement pairs, the conditioning number δ(M)
reaches a non-zero asymptotic value of δ0 with increasing M . This “plateau effect” is
in contrast with typical CS results where the conditioning of the stable embedding can
be continually improved by increasing the number of measurements. Furthermore,
the convergence speed of the embedding quality to this limit is governed by the joint
relationship of the system eigenvalues, which capture the relative speed with which
the system explores the different dimensions of the state space (i.e., more diversity
in these speeds results in faster convergence). Finally, we also see that the minimum
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number of delays M of the delay-coordinate map scales linearly with the attractor
dimension but is independent of the system dimension. This is again in contrast with
typical CS results, where the number of compressive measurements also scales log-
arithmically with the system dimension (but parallels recent improvements in these
bounds for the stable embedding of manifolds [39]).
While the comparisons with standard CS results reveal these interesting and non-
intuitive technical differences between the results in each case, these discrepancies
actually point to a much deeper difference in the problem setups that must be ap-
preciated when embedding attractors of dynamical systems. Perhaps the easiest way
to see this is to consider that in the present case of delay-coordinate maps, while
the number of measurements doesn’t scale with the ambient system dimension, the
total number of measurements may in fact have to be larger than the system di-
mension (M > N) in order to make a particular conditioning guarantee. In the
typical CS case, this would of course be a ridiculous proposition. If the RIP property
required (M > N) random measurements (e.g., due to very large constants in the
typical sufficient conditions), one would likely abandon the CS strategy and simply
take N uncoded measurements (e.g., in the canonical basis). However, in the case
of delay-coordinate maps for dynamical systems, this luxury is simply not available.
For example, the observers often do not have any control over the choice of obser-
vation function h, and in these cases cannot simply change the way the system is
measured. But, more importantly, even if we were given complete control over h, it
is only a “seed” that is used in producing the whole measurement process. One can
view the entire set of measurements as being generated by repeatedly forcing this ob-
servation function through the dynamics of the system (seen explicitly in writing the
delay-coordinate map in (30)). Said another way, because there is only a single obser-
vation function for the system, the total measurement process for a delay-coordinate
map is beholden to the dynamics of the system itself to provide sufficient diversity
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to make the measurements informative. Therefore, even with complete control over
the observation function, delay-coordinate maps represent a highly restricted total
measurement process that cannot be completely controlled (without access to and
control over the system that is hidden and in need of measurement).
Characterizing the delay-coordinate map embeddings for attractors of linear dy-
namical systems with linear observation functions is a subset of the more general
problem of characterizing these embeddings for attractors of nonlinear systems and
general observation functions. From the results here, we conclude that there is reason
to be optimistic that similar stability results can be obtained for this more general case
of interest. Furthermore, these results also lead us to conclude that there are several
issues that differ from standard CS results and will need to be carefully considered in
any generalization.
5.3 Nonlinear Dynamical Systems and Nonlinear Observa-
tion Functions
In this section, we move from characterizing delay-coordinate embeddings for attrac-
tors of linear dynamical systems with linear observation functions to the more general
problem of characterizing these embeddings for attractors of nonlinear systems and
general observation functions. As our results depend on the types of measurement
functions used, we define a class of measurement functions as follows. First, con-
sider a set of basis measurement functions hp : RN → R for p ∈ [P ] that span a
P -dimensional subspace of the (infinite-dimensional) space of all smooth functions
from RN to R. This set of functions {hp} forms the basis for the class of measure-
ment functions that we are considering. For example, if we are considering the class
of linear functions, then P = N (where N is the ambient dimension) and hp = e
T
p
where ep is the p-th canonical vector. If we are considering the class of polynomials
up to a certain degree k, then the set of basis functions can be the set of monomials
up to that degree k.
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An element chosen from this class of measurement function is denoted by hα for
some α ∈ RP defined as hα :=
∑P
p=1 αphp. For α ∈ RP , we define the delay-coordinate

































We first present our stable embedding result for the relatively easier case of linear
measurement functions in Section 5.3.1. Then, we will move on to the more general
case of nonlinear measurement functions in Section 5.3.2.
5.3.1 Linear Measurement Functions
As previously discussed, the basis functions for the class of linear measurement func-
tions are hp = e
T
p for p ∈ [N ] (so hα = αT ). We assume that we have a dynamical
system given by the (smooth) flow ψ = ψTs with sampling time Ts and whose states
are lying on a submanifold M of RN .
Before introducing our stable embedding result, we require a few additional defi-
nitions. For any state x ∈M, define the M ×N matrix Gx as










Next, define the trajectory vector g̃ (x) ∈ RMN starting at point x ∈M as
g̃ (x) :=
[
xT , ψ−1 (x)T , · · · , ψ−M+1 (x)T
]T
.
Observe thatGx is basically the matrix version of g̃ (x) and that Fα(x) =
∑N
i=1 αiFi(x) =
Gxα. We also define g̃ (M) ⊂ RMN as the set of all trajectories in M, i.e.,
g̃ (M) := {g̃ (x) : x ∈M} .
Notice that since the first N entries of g̃ (x) are distinct for all g̃ (x) ∈ g̃ (M) and ψ
is a smooth function, the trajectory manifold g̃ (M) is diffeomorphic to the ambient
space manifold M.
For any G ∈ RM×N , define r(G) := ‖G‖2F‖G‖22 the soft-rank of the matrix G. The soft
rank is a refined metric for the rank, and by observing that the soft-rank is the ratio
of the `2 and `∞ norms of the vector of singular values, we have
1 ≤ r(G) ≤ rank (G) .
The upper bound is attained when all the singular values of G are equal, while the
lower bound is attained when only one of the singular values is significant while the
rest are zero.
In the stable embedding results that follow, we shall see that the soft-rank of the
matrices Gx − Gy for all pairs x, y ∈ M controls the number of delays necessary to
ensure stable embedding of M. Under the assumptions that there are no periodic
orbits of period less than M onM and M ≤ N , it is easy to see that rank (Gx −Gy) =
M for all pairs of x, y ∈ M. Under these assumptions , r(Gx − Gy) = cM for some
c ∈ ( 1
M
, 1]. We shall see that the required number of measurements M scales inversely
with c, therefore we will want c to be as close to 1 as possible. We remark that via
linear algebra, c ≈ 1 whenever the rows of Gx −Gy (i.e., the chords x− y, ψ−1(x)−
ψ−1(y), · · · ) have approximately equal length and are approximately orthogonal.
With all the required notations now defined, we finally present our stable embed-
ding result for linear measurement functions.
123
Theorem 5.3.1. Suppose we have a dynamical system described by a discrete flow ψ
with sampling time Ts and whose states lie on a DM-dimensional compact submani-
fold M of RN . Also, suppose that the trajectory manifold g̃ (M) has volume Vg̃(M),




Let α ∈ RN be an i.i.d. Rademacher sequence, and let ρ and δ be a predetermined




















Then, with probability exceeding 1− ρ, the delay-coordinate map with M delays Fα is
a stable embedding of g̃ (M), i.e., for all x, y ∈M
(1− δ) ≤ ‖Fα(x)− Fα(y)‖
2
2
‖g̃ (x)− g̃ (y)‖22
≤ (1 + δ). (36)
Proof. See Appendix E.2.
Our result describes how the soft-rank of Gx − Gy in (35), which captures the
geometry of the manifold and the dynamics of the system over M time steps, dictates
the stable embedding conditioning of the delay-coordinate map. Thus, this result
is different from the typical Takens’ embedding result in two distinct ways. First,
while only the topology of the manifold (basically the fact that the system states lie
on a manifold and the dimension of the manifold) is utilized in the typical Takens’
embedding result, the geometry of the manifold (basically the trajectory manifold
characteristics VM, Rg̃(M), τg̃(M)) is an important consideration for ensuring stable
embeddings here. Second, the typical Takens’ result does not say what happens
when we have more measurements beyond the minimum required for an embedding.
Here, an increased number of measurements will change the soft-rank of Gx−Gy and
thus the stable embedding conditioning may improve in certain scenarios (that will
be described below).
13By using the joint-manifold analysis in [45], we can relate the trajectory manifold characteriza-
tions to the same characterizations of the ambient space manifold.
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The atypical condition (35) demands further elaboration. First, suppose the in-
fimum soft-rank term infx 6=y∈M r(Gx − Gy) = M . Then, (35) yields a typical stable
manifold embedding condition whereby stable embedding is achieved whenever M
scales with the dimension of the manifold and logarithmically with other character-
izations of the manifold. Moreover, the conditioning δ of the embedding improves
with increasing M .14
However, the infimum soft-rank equals M only when the rows of the matrices
Gx − Gy (i.e., the chords x − y, ψ−1(x) − ψ−1(y), · · · ) have the same length and
are mutually orthogonal for all x, y ∈ M. As expected, these length-preserving
and orthogonality requirements can be very stringent, and any deviation from these
requirements will result in a less favorable scaling of the infimum soft-rank with
M (i.e., we get infx 6=y∈M r(Gx − Gy) = cM for c < 1). The deviation from these
requirements are related to the irrelevancy and redundancy conditions described in
Section 5.1.2. First, irrelevancy occurs for a dynamical system whose inverse flow
ψ−1 has a large maximal Lyapunov exponent. In this case, the requirement that the
chords retain almost the same length will be easily violated for any decent sampling
time Ts and for x, y close to one another.
15 Second, redundancy occurs when inverse
flow ψ−1 has a small maximal Lyapunov exponent or Ts is small. Then, the M
consecutive chords forming the rows of Gx − Gy can more or less be approximated
by vectors on the tangent plane of M−M at x − y. Since dim(M−M) ≤ 2DM
which could potentially be much less than M , r(Gx − Gy) = cM with c  1. We
will need many more measurements M to “break out” of the tangent plane to achieve
r(Gx − Gy) = cM with any decent c (i.e. c ≈ 1). It is useful to add that if the
14We remark that the improvement of δ with M matches what was observed by Casdagli et al. [31]
that with more measurements, the distortion (see Section 5.1.2 for a short description of this term)
by the delay-coordinate map is decreased.
15When the inverse flow ψ−1 has Lyapunov exponent λ, we have ‖ψ−m(x)−ψ−m(y)‖2 ≈ emλ‖x−
y‖2 for x, y close enough. Therefore, the chords going down the matrix Gx−Gy grows exponentially
in length, severely violating the length-preserving requirement.
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manifold M indeed only lie on a low-dimensional subspace of RN , then the infimum
soft-rank will be upper bounded by the dimension of this subspace and will not scale
with M . This remark is also true when M exceeds the ambient dimension N , in
which case the infimum soft-rank will plateau at N . Notice that this imposes the
limitation that M ≤ N for this result to be useful, which in turn restricts the class
of dynamical systems that we can consider. Notably, this result is not adequate
for dynamical systems residing on low-dimensional ambient spaces (e.g., the Lorenz
system). Nonetheless, we shall see in the next section that we can break this ambient
space dimension “barrier” by considering nonlinear measurement functions.
Another important observation is that instead of embedding state-space vectors
x ∈ M, we are in fact embedding trajectory vectors g̃ (x) ∈ g̃ (M) ⊂ RMN . Also,
observe that the variables on the right-hand side of (35) are also based on the geometry
of g̃ (M) (i.e., the terms Rg̃(M), Vg̃(M) and τg̃(M)). Maintaining distances between
trajectories of the dynamical system in the reconstruction space may be advantageous
for some time-series applications. Recall the simple time-series prediction algorithm
described in Section 5.1.1. The first step in the algorithm is to form a neighborhood
of radius ε, denoted by Uε(F (x(t))), around the delay-coordinate vector of the current
time-series value F (x(t)). If F is a stable embedding of the trajectory manifold, then
the points F (x(tk)) ∈ Uε(F (x(t))) correspond to trajectories g̃ (x(tk)) that are close to
the reference trajectory g̃ (x(t)). As we use the average of s(tk + Ts) as the predicted
time-series value, ensuring that trajectories are close is stronger than simply ensuring
that the states x(tk) are close to the reference state x(t) (as would be ensured by a
typical Takens’ embedding).
However, in other applications, we may want a stable embedding of the ambient
space manifoldM instead. Since there there is a diffeomorphism (hence isomorphism)
between the ambient and the trajectory manifold, our result can be converted into
a stable embedding result for the ambient space manifold. Understandably, this
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translation comes with a degradation of the stable embedding conditioning δ. To see
this, we begin by writing




for some x 6= y ∈M. Since the flow ψ is smooth, it is not absurd to assume that the
inverse flow ψ−1 is bi-Lipschitz, meaning that we can find Cu ≥ Cl > 0 such that











Now, suppose Cl < 1 (if not, all trajectories evolve to a fixed point) and Cu > 1 (if
not, the dynamical system is unbounded which violates the fact that we are lying













=: C(1 + δg̃(M)), (37)























Putting (37) with the trajectory manifold embedding statement (36), we obtain a
stable embedding of the ambient space manifold
C(1− δ′) ≤ C(1− δg̃(M))(1− δ) ≤
‖Fα(x)− Fα(y)‖22
‖x− y‖22
≤ C(1 + δg̃(M))(1 + δ) = C(1 + δ′),
but with a worse conditioning δ′ := (δg̃(M) + δ + δg̃(M)δ).
Notice that by moving the stable embedding from the trajectory manifold to the
ambient space manifold, the added conditioning δg̃(M) imposes a lower bound on the
achievable overall stable embedding conditioning. While it is possible to decrease the
conditioning δ by increasing M , it is not difficult to see that δg̃(M) → 1 when M →∞
(under the assumption that Cl < 1 and Cu > 1). This means that even by increasing
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M (and thus improving the infimum soft-rank), the stable embedding conditioning
of M (not g̃ (M)) by delay-coordinate maps reaches a limit imposed δg̃(M).
Requirements for the minimum degradation of the stable embedding conditioning
caused by mapping trajectory vectors down into ambient space usually run contrary
to requirements for the best infimum soft-rank in (35). From its definition, we see that
the added conditioning δg̃(M) is dependent on Cl and Cu, which in turn are dependent
on how fast ‖ψ−m(x)−ψ−m(y)‖22 can grow or shrink with m. When the sampling time
and/or the Lyapunov exponent of the inverse flow is small, the trajectory and ambient-
space vectors are scalar multiplies of one another. This implies that there is minimum
degradation of the stable embedding conditioning going from trajectory to ambient
space. However, the soft-rank of Gx − Gy suffers because the rows of the matrix
Gx − Gy are very similar to one another which violates the orthogonality condition.
On the other hand when either the sampling time or the Lyapunov exponent of the
inverse flow are large, the consecutive chords in Gx −Gy rapidly decorrelates. When
this occurs, the soft-rank of Gx−Gy may improve due to the diversity but the overall
conditioning is degraded when we passed from trajectory space to ambient space.
Lastly, we remark that our results mirror the notion that “almost every measure-
ment function provides an embedding” appearing in a typical Takens’ embedding
statement (e.g., Theorem 5.1.2, and see also [120]). This notion is represented by the
random vector of coefficients α ∈ RN . Because Fα is a stable embedding with high
probability on the coefficients α, this means that most measurements functions in
the space of functions defined by {hα = αT | α ∈ {−1,+1}N} can result in a stable
embedding by delay-coordinate maps. In fact, the class of measurement functions
considered can be vastly expanded. This will be discussed briefly in Section 5.3.4.
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5.3.2 Nonlinear Measurement Functions
Now that we have a general feel of the stable Takens’ Embedding result for linear
measurement functions, let us move on to the general case of nonlinear measurement
functions. In order to describe this result, we require a few additional notations.
Again, we assume that we have a dynamical system given by the flow ψ = ψTs with
sampling time Ts and whose states are lying on a submanifold M of RN . Recall
that we are considering measurement functions of the form hα =
∑P
p=1 αphp where
hp : RN → R are basis functions (not necessarily linear) of a particular class of
functions of interest. First, let h : RN → RP be the vectorized version of the basis
functions {hp} so that for any x ∈M,
h(x) = [h1(x), · · · , hP (x)]T .
We can view the operation of h on the vectors x ∈M as bringing them from ambient
space RN to a higher-dimensional kernel space RP , with P ≥ N . In what follows,
we assume that the basis functions {hp} are chosen such that h is a diffeomorphism
fromM to h(M).16 Notice that we have an equivalent flow of the dynamical system
in the kernel space given by ψ̄ := h ◦ ψ ◦ h−1 such that
h(x(t+ Ts)) = ψ̄ (h(x(t)))
⇔ h(x(t+ Ts)) = h ◦ ψ ◦ h−1 ◦ h(x(t))
⇔ x(t+ Ts) = ψ(x(t)).
As in the previous section, we define the matrix Gx for any x ∈M as












16This is not an unreasonable assumption since for a generic choice of {hp}, we can invoke Whit-
ney’s embedding theorem [120] to say that if P > 2DM where DM is the dimension of the system
manifold M, then h is an embedding of M.
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Again, observe that Gx is basically the matrix version of ḡ (x) and that Fα(x) =
∑P
i=1 αiFi(x) = Gxα. We also define ḡ (M) ⊂ RMP as the set of all kernelized
trajectories in M:
ḡ (M) := {ḡ (x) : x ∈M} .
Notice that since the first P entries of ḡ (x) are distinct for all ḡ (x) ∈ ḡ (M) (be-
cause we chosen h to be diffeomorphic on M) and ψ is a smooth function, ḡ (M) is
diffeomorphic to M. As we shall see, we will again be concerned with the soft-rank
of the matrix Gx −Gy.
With all the necessary notations defined, our result for general measurement func-
tions is as follows:
Theorem 5.3.2. Suppose we have a dynamical system described by a discrete flow ψ
with sampling time Ts and whose states lie on a DM-dimensional compact submani-
foldM of RN . Also suppose that the kernelized trajectory manifold ḡ (M) has volume
Vḡ(M), geodesic covering regularity Rḡ(M) and second fundamental form bounded by
1
τḡ(M)
.17 Let α ∈ RP be an i.i.d. Rademacher sequence and let ρ and δ be a prede-





















Then, with probability exceeding 1− ρ, the delay-coordinate map with M delays Fα is
a stable embedding of ḡ (M), i.e., for all x, y ∈M
(1− δ) ≤ ‖Fα(x)− Fα(y)‖
2
2
‖ḡ (x)− ḡ (y)‖22
≤ (1 + δ). (39)
17Again by using the joint-manifold analysis in [45], we can relate the kernelized trajectory mani-
fold characterizations to the same characterizations of the ambient space manifold.
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Proof. See Appendix E.2.
We observe a similar condition on the infimum soft-rank (38) (compared to we
have already seen in (35)) except that the matrices Gx − Gy are now defined with
the kernel space vectors (instead of trajectory space vectors) and the terms on the
right-hand side of (38) depend on characteristics of the kernelized trajectory manifold
ḡ (M) (instead of the trajectory manifold g̃ (M)). Therefore, much of the discussion
of this quantity carries over from the linear measurement functions case. Recall
that r(Gx − Gy) = c rank (Gx −Gy) with c ≤ 1. It is shown in [120] that if a
monomial basis of degree up to 2M is used for the measurement basis functions
{hp}, then rank (Gx −Gy) = M .18 The favorable case of c = 1 occurs when the
rows of Gx − Gy are of equal length and are mutually orthogonal. Again, these
requirements are typically hard to attain. If the sampling time Ts is too low and/or the
Lyapunov exponent of the inverse (kernel space) flow ψ̄ is small (i.e., the redundancy
condition), then the orthogonality condition will be violated. If the sampling time is
large and/or the Lyapunov exponent of the inverse (kernel space) flow ψ̄ is large (i.e.,
the irrelevancy condition), then the length preservation condition will be violated.
A valid question to ask here is whether there are advantages from using nonlinear
measurement functions compared to linear ones. First, many naturally occurring
measurement functions are nonlinear and the set of linear functions is a subset of
the set of nonlinear functions. Thus, this theorem is a more general formulation
of the stable Takens’ theorem. Another major advantage is that we can remove
the restrictive requirement that the number of measurements M must be less than
the ambient space dimension N in order to achieve rank (Gx −Gy) = M (although
18The attentive reader may realize that using polynomial basis functions will render the condi-
tion (38) superfluous. This is because the cardinality of the set of all monomial up to degree 2M
scales like P = O(NM ), and thus an M term will appear on the right-hand side of (38). Fortunately,
as we shall discuss in Section 5.3.4, the logarithmic dependence on P and M on the right-hand side
is simply an artifact of our proof technique and can be removed.
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for now, we still require that there are no periodic orbits of period less than M in
M). Recall that this M ≤ N requirement for the linear functions case excluded
attractors residing low-dimensional ambient space (e.g., the Lorenz attractor lying in
three-dimensional space).
We may hope that by moving the system dynamics from ambient space to a well
chosen kernel space, we can improve the infimum soft-rank. However, this is unlikely
to occur since the Lyapunov exponent is an invariant characterization of dynamical
systems that does not change under changes in coordinates (e.g., moving from ambient
to kernel space) [59]. As we have discussed, this means that if the Lyapunov exponent
is too small (together with a small sampling time), then even by moving into kernel
space, the orthogonality requirement will continue to be violated. Likewise, if the
Lyapunov exponent is too large, then the length preservation condition will also
continue to be violated. However, the kernel space trajectory manifold may have a
more favorable geodesic regularity Rḡ(M) and bound on its second fundamental form
τḡ(M) compared to its ambient space counterpart. This may reduce the quantity on
the right-hand side of (38) and may consequently reduce the number of delays M
required to achieve stable embedding.
Again, notice that we are showing a stable embedding of the kernel trajectory
attractor ḡ (M) instead of the ambient space attractor M. Because ḡ (·) is a dif-
feomorphism, we can translate the stable embedding from ḡ (M) to M but suffer a
degradation of the conditioning δ in doing so. To see this, we write ‖ḡ (x)− ḡ (y) ‖22 =
∑M−1
m=0 ‖h(ψ−m(x)) − h(ψ−m(y))‖22. Now, suppose further that h is bi-Lipschitz19 so
that we can write
Chl‖ψ−m(x)− ψ−m(y)‖22 ≤ ‖h(ψ−m(x))− h(ψ−m(y))‖22 ≤ Chu‖ψ−m(x)− ψ−m(y)‖22,
19This is not far-fetched since h is already assumed a diffeomorphism.
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for some constants Chl, Chu > 0. Then, we have
Ch(1− δh) := Chl ≤
‖ḡ (x)− ḡ (y) ‖22
‖g̃ (x)− g̃ (y) ‖22
≤ Chu =: Ch(1 + δh),
where we used the expansion ‖g̃ (x) − g̃ (y) ‖22 =
∑M−1




(Chl + Chu) and δh :=
Chu−Chl
Chl+Chu
. Hence, we obtained an approximate
isometry between the kernelized trajectory space and the trajectory space, albeit with
a degradation of δh depending only on h. From here on, we can apply our previous
geometric comparison between the trajectory and ambient space (37) to obtain the
following stable embedding statement of the ambient space manifold




· · · ≤ CCh(1 + δg̃(M))(1 + δh)(1 + δ) = C ′(1 + δ′),
with C ′ := CCh and δ
′ := δ + δg̃(M) + δh + δδg̃(M) + δδh + δg̃(M)δh + δδg̃(M)δh. Recall
that δg̃(M) → 1 as M → ∞ and δh does not depend on M . Therefore, as before, we
arrive at a quagmire whereby even with increasing M , it is impossible to improve the
stable embedding of the state-space manifold M beyond δg̃(M) + δh.
5.3.3 Stable Embedding Example
It may be useful to validate our theoretical results with a simple example system.
Consider the following discrete-time dynamical system with system states at time
step n, xn ∈ RN , defined through
xn+1 = Φxn, (40)
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Also, suppose the initial condition of the system is given by x0 = [1, 0, · · · , 0]T . This
system can be thought of as the dynamics of a single point object translating down the
entries of a N -dimensional vector. Thus, the system states xn lie on a one-dimensional
manifoldM that is parameterized by the object’s location on the vector. We suppose
that we only get to observe the time series
sn = α
Txn,
where α ∈ RN is an i.i.d. Rademacher sequence. The goal is to study how well the
delay-coordinate vectors formed using the time series sn is a stable embedding of the
trajectory vectors g̃ (xn) of the dynamical system.
The stable embedding conditioning is dependent on how well the infimum soft-











which turns out to be a circulant matrix since Φ is a shift matrix. Moreover, the first
row of of Gx −Gy is a vectors of zeros except for a ‘1’ and a ‘−1’. As shown by the
following lemma, the infimum soft-rank of this matrix can be calculated analytically.
Lemma 5.3.1. For the discrete-time dynamical system described by Φ above, we have
infx6=y∈M r(Gx −Gy) ≥ M2 .
Proof. The soft-rank of Gx−Gy is a ratio of the sum of singular values squared over
the maximum singular value squared. To calculate its singular values, consider the
M×M symmetric matrix (Gx−Gy)(Gx−Gy)T , where the eigenvalues of this matrix
correspond to the non-zero singular values squared of the matrix Gx − Gy. It is not
difficult to deduce that (Gx − Gy)(Gx − Gy)T is also a circulant matrix, but whose
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first row is given by [2, 0, · · · , 0,−1, 0 · · · , 0,−1, 0, · · · , 0]. The locations of the ‘−1’
on the first row are at the (|p− q|+ 1)-th and (M −|p− q|+ 1)-th position, where p, q
correspond to the locations of the ‘1’ and ‘−1’ on the first row of Gx−Gy respectively.
We further remark that if the locations of the ‘−1’ coincide (which happens when M
is even and |p− q| = M
2
), we will have a ‘−2’ at the (|p− q|+ 1)-th position instead.
Denote by λk the k-th eigenvalue of (Gx−Gy)(Gx−Gy)H (in no particular order). As
the eigenvalues of a circulant matrix is simply the (un-normalized) Fourier transform







































































Therefore, we have that for any x 6= y ∈M, r(Gx −Gy) ≥ M2 .
This lemma tells us that for this system, we get a linear scaling of the infimum soft-
rank with M . From (35) in Theorem 5.3.1, this will imply that the stable embedding
conditioning δ will scale inversely with the square-root of the number of measurements
M .
To test this analysis, we simulated the system described by (40) with N = 200.
In Figure 19(a), we plotted the minimum soft-rank attained by all pairs of points20
20Notice that by construction, there are only N distinct states for the system.
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taken from the system for each value of M . We see that, indeed, the minimum soft-
rank scales linearly with M . Then, we plot in Figure 19(b) the stable embedding
conditioning attained by 10 random draws of hα = α
T for each value of M . The
dotted lines are the maximum and minimum conditioning attained while the solid
line is the mean. We see that the stable embedding conditioning decreases with
increasing M as predicted.
Figure 19: The minimum soft-rank and stable embedding conditioning of the
simple one-dimensional dynamical system described in the text. (a) The min-
imum soft-rank attained by all pairs of points of the system is plotted with
increasing M . (b) The stable embedding conditioning attained by 10 random
draws of hα for each M is plotted. The dotted lines are the maximum and
minimum conditioning attained while the solid line is the mean.
5.3.4 Discussions
The results we have presented so far can be extended in several useful ways. First,
we have considered measurement functions picked uniformly at random from a class





αphp | αp ∈ {±1}, hp : RN → R, p = 1, · · · , P
}
,
where we recall that {hp} is the set of basis functions that span the P -dimensional
measurement function space of interest. However, because αp can only take values
±1, the set of possible measurement functions is finite (of size 2P ) and they may not
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yield a diverse enough pool of measurement functions to achieve stable embeddings.
In light of this short-coming, we can extend our stable Takens’ embedding theorems to
include a wider class of measurement functions. Specifically, we can consider random
measurement functions of the form hα =
∑
p αphp where αp are now i.i.d. standard
Gaussian random variables.
Second, when there are periodic orbits of ψ in M of period less than the number
of measurements M , it no longer holds true that rank (Gx −Gy) = M for x and/or
y belonging to these periodic orbits. Since r(Gx −Gy) ≤ rank (Gx −Gy), this means
that we can no longer hope that the infimum soft-rank scales with M , thus rendering
the stable embedding condition (e.g., (38)) mostly unattainable. Fortunately, we can
circumvent this problem by separating out these periodic orbits from the analysis and
providing conditions for them individually.
Third, we can remove the parasitic log(MP ) in the infimum soft-rank condition
(e.g., (38)) by using more sophisticated machinery. Recall that this term does not
scale favorably when using monomials of degree up to 2M for the basis measurement
functions. However, current analysis indicates that by removing this logarithm term,
we pick up a quadratic term in the dimension of the attractor instead.
Fourth, we observe that this work is related the stable embedding of manifolds
with block diagonal operators. To see this, write Fα(x)−Fα(y) in the following way:








(ḡ (x)− ḡ (y)) =: Φ(ḡ (x)− ḡ (y)),
where Φ ∈ RM×MP is a RBD matrix (see Chapter 3 and [107]). This correspondence
to block diagonal matrices allows us to consider different measurement modalities,
including multivariate time-series measurements and independent measurement func-
tions at every time step Ts.
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Fifth, while submanifolds in Euclidean spaces have many convenient analytic prop-
erties (e.g., the second fundamental form of the manifold which controls its curvature),
many dissipative dynamical systems converge onto attractors that are not subman-
ifolds.21 In fact, stable embeddings provided by delay-coordinate maps can be ex-
tended to an arbitrary subset of Euclidean space that represents the attractor of a
dissipative dynamical system. The easiest scenario arises when there is a global en-
veloping manifold M̂ that subsumes the attractorM. Roughly speaking, we say that
M̂ is a global enveloping manifold of an attractor M if M⊂ M̂ and at every point
x ∈ M, TxM = TxM̂ (see [23, 105] for a more precise definition). Here, TxM is the
tangent cone of M at x defined as the set of all secants converging to x (see [66] for
more details). We call this a tangent cone instead of a tangent space sinceM is not a
manifold. In such a scenario, Theorem 5.3.2 can be used to provide conditions for the
stable embedding of the kernelized trajectories of the attractor via its global envelop-
ing manifold. Alas, a counter-example in [23] shows that not all subsets of Euclidean
space (and thus not all attractors of dynamical systems) can have a global envelop-
ing submanifold. When the attractor does not have a global enveloping manifold,
we endow the attractor M with a dimension, covering regularity, volume, and local
smoothness properties that a submanifold intrinsically possesses. These are denoted
by the box-counting dimension, box-counting regularity, and the tangent covering
regularity. Recall that we have already defined the box-counting dimension of an at-
tractor in Definition 5.1.1. Next, the box-counting covering regularity is a proxy for
the volume of M. Lastly, the tangent covering regularity has units of inverse length
and can be thought of as a measure the curvature ofM (and therefore related to the
second fundamental form).
Finally, we showed in Section 5.3.3 a simulated dynamical system whose infimum
21Similarly, dynamical systems defined on manifolds may also converge onto a smaller, arbitrary
subset of the manifold. These results apply to this case as well.
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soft-rank scales favorably with M . Thus, the delay-coordinate map provides a stable
embedding of this system’s attractor for a reasonable number of delays M . For
practical dynamical systems seen in the literature (e.g., the Lorenz system), their
infimum soft-rank remains to be analyzed. This may entail converting the infimum
soft-rank characterization of a dynamical system to more familiar characteristics like
the Lyapunov exponents. Obtaining this conversion may allow us to differentiate
systems that allow for stable embeddings by delay-coordinate maps for a reasonable
number of delays M .
139
CHAPTER VI
MEMORY IN NEURAL NETWORKS
The ability of networked systems (including artificial or biological neuronal networks)
to perform complex data processing tasks relies in part on their ability to encode sig-
nals from the recent past in the current network state. In this chapter, we use CS tools
to study the ability of a particular network architecture (Echo State Networks) to sta-
bly store long input sequences. In particular, we show that such networks satisfy the
RIP when the input sequences are compressible in certain bases and when the num-
ber of nodes scale linearly with the sparsity of the input sequence and logarithmically
with its dimension.1
6.1 Background
When a networked system has recurrent (i.e., feedback) connectivity between the
nodes, perturbations in the collective network states due to external inputs can per-
sist long after the input has been removed. This persistence is a type of short term
memory (STM) where the transient network state collectively retains information
about past inputs. While there are many examples of networked systems with inter-
esting memory characteristics (e.g., institutional memory in social networks), perhaps
the most relevant example of this scenario is sequence memory in neural networks.
Neural systems must hold sequences of stimulus information in STM for planning,
1This work was performed in collaboration with Adam S. Charles and Christopher J. Rozell.
ASC and HLY contributed equally to this work. Specifically, ASC developed the initial problem
formulation and ran substantial simulations, while HLY derived the appropriate RIP bounds. The
full results of this work are in a submitted manuscript [36], while initial results were presented
in [35, 142].
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prediction and decision making. Researchers have postulated that the neural sub-
strate for this type of STM is the current state of a richly connected recurrent neural
network (sometimes called “reservoir computing” [79, 93]). In contrast, models of
long-term memory likely rely on network connectivity changes (i.e., neural plastic-
ity), and models of STM based on the notion of network attractors are primarily
applicable to single patterns instead of input sequences.
Characterizing the fundamental limits of STM in networked systems is critical
to understanding the computational abilities of these networks. For example, fun-
damental questions in this area include determining the effects on memory capacity
of network size, connectivity patterns, and input statistics. Toward these questions,
several researchers [62, 63, 78] have recently investigated network models of the form:
x[n] = f (Wx[n− 1] + zs[n] + ε̃[n]) , (41)
where x[n] ∈ RM are the network states at time n, W is the (M × M) recurrent
(feedback) connectivity matrix, s[n] ∈ R is the input sequence at time n, z is the
(M × 1) projection of the input into the network, ε̃[n] is a potential network noise
source, and f : RM → RM is a possible point-wise nonlinearity. The general idea
is that if W is rich enough (often taken to be random connections), a single input
will reverberate in the network, thereby creating a “memory” of the past input in the
current network states. Figure 20 shows an illustration of how past inputs can drive
the current network to different states, providing information to potentially recover
the input history.
The STM capacity of the linear version of this network model (i.e., f (x) = x)
has recently been extensively studied [62, 63, 78, 139], and this linear network will
also be our focus in this chapter. While exact definitions of STM capacity vary,
each approach in the literature attempts to quantify the amount of information in
the current network state available for recovering a past input with some fidelity
(e.g., the correlation between the input sequence and the recalled input estimate,
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x[N ]
s[N ]s[N + 1]· · ·
z
W
Figure 20: A pictorial description of the ESN showing the input at time N ,
s[N ], being fed by the feed-forward vector z into the reservoir of nodes x[N ]
with connectivity pattern W .
Fisher information, etc.). These analyses rely on the stochastic nature of the input
signal s[n], with [78, 139] specifically assuming Gaussian statistics. These analyses
derive STM capacity limits of N ≤ M , meaning that the number of time samples
significantly recoverable by the current network state is limited by the number of
nodes in the network.
Recent work in computational neuroscience and signal processing has shown that
many signals of interest have statistics that are strongly non-Gaussian, and that this
additional structure can be highly leveraged for more efficient processing. In particu-
lar, sparsity-based signal models have recently been shown to be especially powerful.
In the computational neuroscience literature, it has been demonstrated that sparsity
models (coupled with the statistics of natural images) are sufficient to account for both
the development of canonical response preferences [103] and the nonlinear response
modulations [150] of neurons in the primary visual cortex. Furthermore, sparse signal
encodings have been shown to increase the capacity of associative memory models [16].
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In the signal processing literature, exploiting sparsity models for natural images un-
derlies many state-of-the-art results in applications such as inverse problems (e.g.,
denoising, deblurring, superresolution, etc.) and computer vision [141]. Furthermore,
the recent emergence of work in compressed sensing (CS) has shown that sparsity
models can be used to make strong guarantees on signal recovery from highly un-
dersampled measurement systems. In fact, using this sparsity model for the input
statistics, Ganguli and Sompolinski [63] use an asymptotic statistical mechanics anal-
ysis on an approximation of the network dynamics in (41) to argue that orthogonal
recurrent network structures can have STM capacities that exceed the number of
network nodes.
In this work we prove strong guarantees on the STM capacity of the exact linear
network dynamics given in (41) under various assumptions on the network structure.
Our results leverage the established guarantees of the CS literature to characterize
the network properties, as well as contributing to this literature by providing novel
results on new measurement systems. The main contribution of our work is to pro-
vide rigorous, non-asymptotic recovery error bounds for sparse input sequences that
show network STM capacities can be significantly higher than the number of the
nodes in the network. Our analysis characterizes the impact on STM capacity of
the input sparsity level and sparsity basis (e.g., sinusoids, wavelets, etc.), as well as
the characteristics of the recurrent connectivity matrix. We provide both perfect re-
covery guarantees for finite inputs, as well as results on the recovery tradeoffs when
the network has an infinitely long input sequence. The latter analysis highlights the
fact that when the network has an infinitely long streaming input, the system has an
optimal recovery length that balances errors due to omission and recall mistakes.
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6.2 Network Dynamics as Compressed Sensing
In the network STM problem described above, we seek to understand the power of
rich random connectivity structures for compressing a long input time series down
to information contained in a small number of network nodes. These similarities
to the basic CS problem lead us to seek analysis methods from the CS literature.
To begin, we first assume that the input sequence {s[n]} is sparse in the basis Ψ.
Specifically, we assume that every length-N segment of the signal can be written
using the basis Ψ with S non-zero coefficients.2 Next, we write the network dynamics
as a CS measurement operation. The recurrent dynamics of (41) (with f(·) being
the identity) can be used to write the network state at time N in terms of the input
signal and the iteratively applied connectivity matrix:
x[N ] = Φs+ ε (42)
where, Φ is an M × N matrix, the kth column of Φ is W k−1z, s = [s[N ], . . . , s[1]]T ,
the initial state of the system is x[0] = 0, and ε is the node activity not accounted for




Writing the network dynamics as a CS problem, we see that if Φ satisfies the
RIP for the sparsity basis Ψ, the bounds given in Theorem 2.4.1 will establish strong
guarantees on recovering s from the current network states x[N ] by solving the `1-
optimization program (7). Note that this is a different approach from previous anal-
yses on network STM using Gaussian statistics (as discussed in Section 6.1), where
the recall process is a linear function of the network state. While the CS recovery
process is nonlinear, there have been several recent proposals for network structures
that efficiently solve the optimization (7) (e.g., [116]).
To leverage the CS recovery guarantees, we must establish the RIP conditions for
Φ. We start from the definition of Φ in terms of the network connectivity matrix and
2We note that in some scenarios, it may make sense instead to define the sparsity to be a constant





z | Wz | W 2z | · · · | WN−1z
]
.
Since we have a complete description of the connectivity of the network (and assuming
it is full-rank with linearly independent eigenvectors), we can find the decomposition
of the square matrix W = UDU−1, where U is a matrix comprised of eigenvectors in
each column and D is the diagonal matrix of eigenvalues. We can use this eigenvalue
decomposition to rewrite the matrix Φ as
Φ = U
[
z̃ | Dz̃ | D2z̃ | · · · | DN−1z̃
]
,
where z̃ = U−1z. This setup can then be reorganized as
Φ = UZ̃
[
d0 | d | d2 | · · · | dN−1
]
= UZ̃F
where d = diag(D) is the column vector consisting of the eigenvalues of W , Z̃ =
diag(z̃), the exponentiation of a vector is defined as the element-wise exponentiation,
and F is a Vandermonde matrix with Fk,l = d
l
k being the k-th eigenvalue of W raised
to the l-th power.
Writing this decomposition for the ‘measurement’ process mapping the past in-
put signal into the current network state highlights a few important issues. First,
the matrix Φ is highly structured, with an exponentially changing dependency on
signal components farther in the past. While the RIP conditioning of Φ depends on
all of the matrices in the decomposition of (43), the conditioning of F is the most
important and challenging component because it is compressive (i.e., not square).
Second, we note the critical role that the eigenvalues of W play in the analysis. Sys-
tem stability requires that the eigenvalue magnitudes be less than or equal to 1, but
smaller eigenvalues result in an exponential decay of a past input (i.e., the input will
be “forgotten” by the network more quickly).
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6.3 STM Capacity of Finite-length Inputs
We first consider the STM capacity of a network with finite-length inputs. While
more restricted than the case of infinite-length inputs (which are considered in the
next section), this scenario allows us to establish the most fundamental and general
recovery guarantees. The basic setup is illustrated in Figure 21, where a linear en-
coding network (defined by W and z) is driven by an input sequence that is sparse
in a wavelet basis, and recovery is performed by a nonlinear decoding network [116]























Figure 21: A length 480 stimulus pattern (left plot) that is sparse in a wavelet
basis is fed into the encoding network defined by a random orthogonal matrix
W and a feed-forward vector z. The 100 node values (center plot) are then used
to recover the full stimulus pattern (right plot) using a decoding network which
solves BPDN (7).
To leverage the CS recovery guarantees, we seek reasonable constructions of W
that lead to matrix Φ satisfying the RIP. Because the structure of F is most limiting,
we first assume structure for U and Z̃ that preserves the conditioning properties
of F in the definition of Φ. Specifically, as in [62, 63, 139] we choose W to be a
random orthonormal matrix, assuring that the eigenvector matrix U has orthonormal
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columns and therefore preserves the conditioning properties of F . Likewise, we choose





where 1M is a vector of M ones. This choice assures that Z̃ is the identity matrix
scaled by
√
M .3 Finally, we observe that the richest information preservation appar-
ently arises for a real-valued W when its eigenvalues are complex, distinct in phase,
have unit magnitude, and appear in complex conjugate pairs.
Under the construction above, the Vandermonde matrix F is a randomly subsam-
pled Discrete Time Fourier Transform (DTFT). For this construction, the bounds
from `1-recovery (see Theorem 2.4.1 in Section 2.4.1) hold as long as the number of
nodes M satisfies the inequality
M ≥ C S
δ2





where δ is the RIP conditioning of Φ, N is the length of the recovered input signal
(i.e., the STM capacity where perfect recovery is possible in the noiseless case), S
is the sparsity of the input sequence, C is a constant, µ (Ψ) quantifies the similarity
between the sparsity basis Ψ and a randomly sampled DTFT, and ρ is a small pre-
determined probability of failure to satisfy RIP. The proof of this statement is given
in Appendix F.1 and follows closely the approach in [111]. The quantity µ (·) (known
as the coherence) captures the largest inner product between the sparsity basis and
the Fourier basis, and is calculated as:










In the result above, the coherence is lower (therefore the STM capacity is higher)
when the sparsity basis is more “different” from the Fourier basis.
3The factor of
√
M is chosen to ensure that the columns of Φ have unit norm. This simplifies
the recovery proofs, but has no bearing on the results.
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The main observation of the result above is that for some values of S and µ (Ψ),
it is possible to have STM capacities much greater than the size of the network (i.e.,
N  M). This is especially true when the input signal has a low sparsity S and a
sparsity basis that has a low coherence with the Fourier basis. To illustrate that the
analytic result above captures the STM gains and the dependence on the sparsity
basis, Figure 22 shows the average recovery relative MSE (rMSE) in simulation from
an input sequence of length N with M nodes. We use a plotting style similar to
the phase transition diagrams of [55] where the average recovery rMSE is shown for
each pair of variables under noise-free conditions.4 The wedge between the dashed
line (M = N) and the solid line (recovery error = 0.1%) in each plot shows the
region where the STM capacity is significantly higher than M , and the input signal
is essentially perfectly recovered.
6.4 STM Capacity of Infinite-length Inputs
After establishing the perfect recovery bounds for finite-length inputs in the previous
section, we turn here to the more interesting case of a network that has received
an input length beyond its STM capacity (or most generally, received infinite-length
inputs). In contrast to the finite-length input case where favorable constructions for
W used random unit-norm eigenvalues, such a construction here would be unstable as
the network node values would grow without bound. In this case, we take W to have
all eigenvalue magnitudes equal to q < 1 to ensure stability. The matrix constructions
we consider in this section are otherwise identical to that described in the previous
section.
In this scenario, the recurrent application of W in the system dynamics assures
that each input perturbation will decay steadily until it has zero effect on the network
state. While good for stability, this decay means that each input will slowly recede
4For equality-constrained recovery we use the l1 magic toolbox.
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Figure 22: Random orthogonal networks can have a STM capacity that exceeds
the number of neurons. These plots depict the recovery relative mean square
error (rMSE) for length-N input sequences from M network nodes where the
input sequences are S = ηN sparse with η = 0.05. Recovery is near perfect
(rMSE is machine precision) for large areas above the N = M line for sequences
sparse in the canonical basis as well as in various wavelet basis (shown here
are 4 level decompositions in Symlet-3 wavelets and Daubechies-10 wavelets).
For bases more coherent with the Fourier basis, recovery performance above
N = M suffers significantly, as shown in the phase plot using signals sparse in
the discrete cosine transform (DCT).
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into the past. After some period of time, the network will no longer retain any
useable memory of this event. In other words, any network can only hope to recover
a proxy signal that accounts for the decay in the signal representation induced by
the forgetting factor q. Specifically, we define this proxy signal to be Qs, where
Q = diag ([1, q, q2, · · · ]). Previous work [63, 78, 139] has characterized recoverability
by using statistical arguments to quantify the correlation of the node values to each
past input perturbation. In contrast, our approach is to provide a recovery bound for
a network attempting to recover the N past samples of Qs. Note that in contrast to
the previous section, the amount of time we attempt to recall, N , is now a parameter
that can be varied.
Our technical approach to this problem comes from observing that inputs farther
in the past than the attempted recovery length act as interference in the network
when trying to recover more recent inputs. In other words, we can group older terms
(i.e., from farther back than N time samples ago) with the noise term, resulting again
in Φ being an M by N linear operator that can satisfy the RIP just as with finite-
length inputs. In this case, after choosing the length of the memory to recover (N),
the `1-recovery guarantees in Theorem 2.4.1 (see Section 2.4.1) hold when considering
every input older than N contributing to the “noise” part of the bound.
Intuitively, we see that this approach implies the presence of an optimal value
for the recovery length N . For example, choosing N too small means that there is
useful signal information in the network that the system is not attempting to recover,
and the system experiences errors by being too conservative and omitting potentially
recoverable signal (i.e., an increase in the first term of (8) by counting too much signal
as noise). On the other hand, choosing N too large means that the system is being
too aggressive and is encountering recall errors by trying to recover inputs with little
or no residual information remaining in the network activity (i.e., an increase in the
second term of (8) from making the signal approximation worse by using the same
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number of nodes for a longer signal length). Interestingly, this thought experiment
indicates that if the goal is recovery of a short sequence, the optimal approach might
be to recover a longer sequence (to account for more of the network activity and
reduce recovery errors) and simply truncate the result.
Specifically, in the noiseless case where s is sparse in the canonical basis (µ (I) =
1) with a maximum signal value smax, we can bound the first term of (8) using a
geometric sum that depends on N , S and q. For a given scenario (i.e., a choice of
q, S and the RIP conditioning of Φ), a network can support signal recovery up to a





We can also bound the second term of (8) by the sum of the energy in the past N
perturbations that are beyond this sparsity level S∗. Together these terms yield the
















The derivation of the above bound is detailed in Appendix F.2. The expression
in (47), as shown in Figure 23, does have a minimum indicating that there is a value
of N that achieves the best tradeoff between omission and recall errors. To test the
validity of (47), we simulate recovery of different STM lengths and show the results
in Figure 23. Note that the recovery MSE does match the qualitative behavior of the
theoretical bound by reaching a minimum value, and that minimum is at N > M .
5While the proof techniques used here result in log4 dependency on N , the actual scaling law is
conjectured to be S log (N) [118], and so here we leave the log factor γ intentionally ambiguous.
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Figure 23: The theoretical bounds for recovery of the past N perturbations to a
network of size M has a minimum value at some optimal recovery length. This
optimal value depends on the network size, the sparsity S, the decay rate q, and
the RIP conditioning of Φ. Shown on the right is a simulation depicting the
MSE for both the theoretical bound (red dashed line) and an empirical recovery
for varying recovery lengths N . In this simulation S = 400, q = 0.999, M = 500.
The error bars for the empirical curve show the maximum and minimum MSE.
On the left we show recovery of a length 8000 signal when recovering the past
500 (top), 4000 (middle), and 8000 (bottom) most recent perturbations. As
expected, at N = 4000 (approximately optimal) we recover the targeted values
with the highest accuracy.
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6.5 Other Network Constructions
Our results in the previous sections focus on the case where W is orthogonal and z
projects the signal evenly into all eigenvectors of W . When either W or z deviate from
this structure the STM capacity of the network apparently decreases. In this section
we revisit those specifications, considering alternate network structures allowed under
these assumptions as well as the consequences of deviating from these assumptions
in favor of other structural advantages for a system (e.g., wire length, etc.).
To begin, we consider the assumption of orthogonal network connectivity, where
the eigenvalues have constant magnitude and the eigenvectors are orthonormal. Con-
structed in this way, U exactly preserves the conditioning of Z̃F . While this construc-
tion may seem restrictive, orthogonal matrices are relatively simple to generate and
encompass a number of distinct cases. For small networks, selecting the eigenvalues
and choosing an orthonormal set of complex conjugate eigenvectors creates precisely
these optimal properties. For larger matrices, the connectivity matrix can instead
be constructed directly by choosing W at random and orthogonalizing the columns.
Previous results on random matrices [51] guarantee that as the size of W increases,
the eigenvalue probability density approaches the uniform distribution as desired.
While simple to generate in principle, the matrix constructions discussed above
are all densely connected and may be impractical for many systems. However, many
other special network topologies that may be more biophysically realistic (i.e., block
diagonal connectivity matrices and small-world6 networks [97]) can be constructed
so that W still has orthonormal columns. For example, consider the case of a block
diagonal connection matrix (illustrated in Figure 24), where many unconnected net-
works of at least two nodes each are driven by the same input stimulus and evolve
6Small-world structures are typically taken to be networks where small groups of neurons are
densely connected amongst themselves, yet sparse connections to other groups reduces the maximum
distance between any two nodes.
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Figure 24: Possible network topologies which have orthogonal connectivity ma-
trices. In the general case, all nodes are connected via non-symmetric connec-
tions. Modular topologies can still be orthogonal if each block is itself orthog-
onal. Small world topologies may also have orthogonal connectivity, especially
when a few nodes are completely connected to a series of otherwise disjoint
nodes.
separately. Such a structure lends itself to a modular framework, where more of
these subnetworks can be recruited to recover input stimuli further in the past. Sim-
ilarly, a small-world topology can be achieved by taking a few of the nodes in every
group of the block diagonal case and allowing connections to all other neurons (ei-
ther unidirectional or bidirectional connections). In these cases, the same eigenvalue
distribution and eigenvector properties hold as the fully connected case, resulting in
the same RIP guarantees (and therefore the same recovery guarantees) demonstrated
earlier. We note here that one special case of orthogonal matrices not well-suited
to the STM task are symmetric networks, where the strictly real-valued eigenvalues
generates poor RIP conditioning for F .
There are a few variations in network construction that can also be considered.
First, instead of the deterministic construction for z discussed in the earlier sections
(analogous to [62] where z is optimized to maximize the SNR in the system), there
154
has also been interest in choosing z as i.i.d. random Gaussian values [62, 63]. In
this case, it is also possible to show that Φ satisfies the RIP (with the same RIP
conditioning δ as before) by paying an extra log(N) penalty in the number of mea-
surements. The conditions for RIP to hold for this case is detailed in Appendix F.3.
Second, instead of orthogonal connectivity matrices, there has also been interest in
network constructions involving non-orthogonal connectivity matrices (perhaps for
noise reduction purposes [62]). In this case, the eigenvector matrix U is no longer
orthogonal and one can quantify how the conditioning of this matrix will affect the
RIP conditioning of the system. A worst case analysis for the RIP conditioning of
non-orthogonal matrices is provided in Appendix F.4. Note that in each of the two
cases above, using these alternate constructions (which may be beneficial for other
reasons) will have a detrimental effect on the RIP conditioning of the network.
6.6 Discussions
We have seen that the RIP property from the CS literature can provide a way to
quantify the STM capacity in linear networks using rigorous, non-asymptotic bounds
on the error of signal recovery. These results quantify the perfect recovery conditions
for finite-length inputs while highlighting constructions of the network connectivity
that achieve high STM capacities. This approach also allows us to bound the recovery
error for infinite-length inputs, showing that there is an optimal recovery period that
balances errors due to omission (i.e., not attempting to recall that portion of the
signal) and recall mistakes. Of particular note is that this approach leverages the
non-Gaussianity of the input statistics to show STM capacities that can be far above
the number of nodes in the network. Specifically, the number of nodes needed in the
network scales linearly with the sparsity level of the input and only logarithmically
with the length of the signal being recovered.
We note that this approach is fundamentally different from past work that assumes
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the input recovery process is a linear function of the current network state [78, 139].
Such an approach can only be optimal for Gaussian input statistics, and the funda-
mental results in the CS literature demonstrate clearly that the sparse signal models
are only powerful when combined with a nonlinear inference process for signal re-
covery. This encoding and decoding process is asymmetric, making the storage of
memories computationally efficient and robust by spreading the information across
many nodes using linear computations. The nonlinear computation necessary for
minimizing the `1-program only needs to be performed during recall, and this opti-
mization can be performed in other (nonlinear) network architectures that are both
efficient and biologically plausible [116]. We note also that despite the nonlinearity of
the recovery process, the fundamental results of the CS literature also guarantee that
the recovery process is stable and robust. With access to only a subset of nodes (due
to failures or communication constraints), recovery generally degrades gracefully by
still achieving the best possible approximation of the signal using fewer coefficients.
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CHAPTER VII
CONCLUSION AND FUTURE DIRECTIONS
In this thesis, we analyzed conditions under which measurements taken of low-dimensional
signals can be a stable embedding of the corresponding signal family. Our contribu-
tions include:
1. deriving the concentration of measure inequalities of random block diagonal
matrices and showing that these matrices can satisfy the RIP with measurement
rates that scale with a coherence property of the sparsity basis (and naturally
with the sparsity and logarithmically with the ambient dimension);
2. showing that all operators satisfying the RIP can be used for stable manifold
embeddings, and giving several examples of such operators that provide fast
dimensionality reduction of manifold-modeled signals;
3. giving conditions under which delay-coordinate maps can be stable embeddings
of the dynamic signals they are observing;
4. and showing that a recurrent network of neurons can stably hold memory of
past (sparse) inputs, and this memory capacity can greatly exceed the number
of nodes in the network.
As alluded to in the introduction, the measurement systems studied in this the-
sis are systems having various constraints. These constraints are either architectural
(e.g., block diagonal, delay coordinate, or recurrent) or for efficiency (e.g., efficient
transforms for stable manifold embeddings). Analyzing the resulting structured ma-
trices that represent these systems requires more sophistical probabilistic and geomet-
ric machinery than their unstructured counterparts. However, this machinery could
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be the reason why there is an increase in the measurement rates required for these
systems to provide a stable embedding (e.g., requiring S logαN for α > 1 instead of
S logN measurements to satisfy RIP-(S, δ)). Nontheless, progress in the probability
theory in Banach spaces is rapidly improving the tools necessary to improve these
measurement rates. To give an example, measurement rates for a partial circulant
matrix to satisfy the RIP-(S, δ) have reduced from the order of (S logN)3/2 [112] to
S log2 S log2N [83]. The same methods used to affect this improvement have also
been used to improve the measurement rates of RBD matrices by the same order.
A second drawback of constrained measurement systems is that their measurement
rates are typically not universal. For example, when studying the memory capacity
of recurrent neural networks, we have shown that such networks satisfy the RIP-
(S, δ) with a measurement rate that depends on the coherence of the sparsity basis.
Therefore, recurrent networks have good memory capacity for inputs sparse in certain
bases but not others. We have also seen this non-universality in the measurement
rates of delay-coordinate maps and block diagonal matrices. Nonetheless, we have
seen that all non-universal RIP matrices can be made universal for any signal family
just by randomizing their column signs. However, architectural constraints on various
measurement processes may prevent the widespread use of this result. For example,
it is not practical to modulate every (finite length) input sequence to a recurrent
network with the same Rademacher sequence due to the streaming nature of the
inputs.
Stable embedding guarantees by constrainted measurement systems are made
possible by low-dimensional geometric models imposed on the signals they are de-
signed to measure. Research in the signal processing community continues to un-
cover low-dimensional geometric signal models in an increasing number of applica-
tions (e.g., [30, 32, 128]). For example, the problem of restoring the phase of a signal
where we have only captured the magnitude of its (random) measurements can be
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posed as a low-rank matrix recovery problem [30] (in fact, the signal is modeled as
a rank-one matrix). Also, the work by Chandrasekaran et al. [32] has shown that
for general geometric signal sets (instead of sets based on sparsity), an atomic norm
minimization (instead of BPDN in CS) may yield the correct solution of a underde-
termined inverse problem as long as a specific nullspace property expressed with this
norm is fulfilled. As initial theoretical analyses with these low-dimensional geomet-
ric models typically uses unstructured Gaussian measurement operators, the need to
study constrained measurement systems of such signals grows in lockstep.
To be fair, stable embeddings are not the only criteria that researchers have used
to establish recoverability guarantees of low-dimensional signals. First, stable em-
beddings based on other norms can be used as a sufficient condition for recovery
using BPDN. For example, the `1-norm has been used as a distance metric in the
RIP statement (6) instead of the typical `2-norm [67]. Second, some recovery results
in the literature are non-uniform in nature [10, 27, 110, 111]. Non-uniformity means
that for every vector x being measured, its recoverability is only guaranteed for a
separate draw of a random measurement matrix Φ. Contrast this with the uniform
RIP-based recovery result in Theorem 2.4.1, where for a single draw of the matrix
Φ, we can guarantee the recoverability of all sparse vectors x. While non-uniform
recovery results usually allow for better measurement rates M (e.g., for circulant ma-
trices, compare [110] and [112]), stable embeddings remain relevant for a few reasons.
First, in many applications, we would require a measurement system to work for all
signals in a family once it is built. Second, the RIP gives a clean geometric interpre-
tation (i.e., distance preservation) that will be useful for many signal processing/data
inference algorithms other than signal recovery.
To conclude this thesis, we will discuss the remaining open problems for each of
our contributions above, make links to other research areas, and describe possible
future directions for research.
159
7.1 Random Block Diagonal Matrices
As we have discussed, block diagonal matrices represent measurement systems that
are constrained to make only local observations (in time or in space). Indeed, many
real-world systems have this locality constraint, and they deserve a more in-depth
study with the tools we have developed for block diagonal matrices. These systems
include distributed sensor networks (in particular MIMO radars [70, 89]), streaming
video [21, 22], dynamic CS (more on dynamic CS will be discussed later), and the
human visual system [77].
In our study, the non-zero blocks in the block diagonal matrices are unstructured,
i.e., they are filled with i.i.d. subgaussian random variables. In certain situations, it
might be necessary to consider structured random blocks. For example in a distributed
radar system, (random) radar pulses that are sent out by different transmitters are
convolved with the sparse target scene before being captured by a distributed array of
receiver. Such a measurement process is best represented by a block diagonal matrix
with random Toeplitz matrices on its block.
In fact, the locality constraint of block diagonal matrices is also linked to work
on dynamic CS. In dynamic CS, the signal of interest xn ∈ RN are the states of a
(linear) dynamical system:
xn = A(xn−1) + vn,
where A ∈ RN×N and vn is a noise process. At each time instance n, we only get to
make compressive measurements of the state xn, i.e., we measure
yn = Cnxn + wn,
where Cn ∈ RM×N is a measurement matrix (which may be the same for all n) and
wn is additive measurement noise. To determine if we can recover the states xn, an
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= OJ x̄J .
Following the main themes of this thesis, the knowledge of just the rank of OJ is
insufficient under noisy conditions. The study of OJ beyond just its rank has been
studied in [138] where the authors expanded the observability matrix into a block

















The authors then did an empirical study of the recoverability of the states of the
system using our concentration of measure analysis. It remains to be seen if our RIP










as Uᾱ, where U is a sparsity basis of sufficiently small coherence and ᾱ are coefficients
of sufficiently low sparsity. This observability study can also be a pre-requisite for
Kalman-filter like algorithms that try to recover the system states from compressive
measurements, usually by exploiting the sparsity structure of the signals [8, 33, 34].
Finally, block diagonal matrices have also come up in the study of Multiple Measure-
ment Vectors (MMV) [151].
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7.2 Stable Manifold and Stable Takens’ Embedding
Delay-coordinate maps can provide stable embeddings of the dynamic signals they
are measuring, but the number of measurements may exceed the ambient dimensions
of the signal. A common approach for (further) dimensionality reduction in delay-
coordinate maps is through filtering the time-series output of the dynamical system.
Existing theoretical guarantees for the resulting filtered delay-coordinate maps provide
just an embedding of the attractor manifold in the filtered reconstruction space (just
as how Takens’ embedding provide just an embedding of the attractor manifold in
the reconstruction space). As usual, without some form of stability, an embedding
can be vulnerable to noise. By using our result on stable manifold embeddings,
we can show that many efficient filtering operations can be devised such that the
filtered attractor manifold has almost the same geometry as the attractor manifold
in the reconstruction space. Figure 25 shows a block diagram of this filtering process,
where we make explicit the pre-processing step of randomizing the time series by a
Rademacher sequence.
On the other hand, we have only quantified the robustness of a manifold repre-
sentation with stable embeddings, which means that the geometry of the ambient
manifold is preserved in the measurement/reconstruction space. In some situations,
it may be helpful to change the geometry of the manifold to suit other processing
algorithms downstream. For example, it is heuristically argued that delay-coordinate
maps that maximally unfold the attractor manifold of the input dynamical system
are beneficial for downstream time-series prediction algorithms [31, 61]. This unfold-
ing typically is done by a judicious choice of sampling time Ts and/or number of
measurements M [61, 81, 95, 135]. For more generic types of dimensionality reduction
operators (other than delay embeddings), there has also been work on unfolding of
the input manifold under the rubric of manifold learning [115, 129], and more re-





















Figure 25: Block diagram showing a stable filtering process that preserves the
geometry of the attractor manifold in the reconstruction space.
embedding and the corresponding tools to show such embeddings can be extended to
include these manifold unfolding notions that are useful in these other context.
7.3 Network Memory
We showed that a recurrent network of neurons can store memory of a long input
sequence in its transient states. But, modeling the time-series input as compressible
in a certain basis does not take into account the dynamical correlations between the
time-series values. What if the time-series input is as a one-dimensional function of
a (possibly high-dimensional) dynamical system whose states have converged onto
a low-dimensional attractor? Our results on stable Takens’ embedding (or Takens’
original result) state that when the time-series values are stacked up into a vector of
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sufficient length, the resulting delay-coordinate map can be a one-to-one embedding
or stable embedding of the system attractor. This means that the input sequence
into an ESN can be a representation of the system attractor, and if it is further
shown that the ESN can retain memory of its input sequence, then the transient
network state of the ESN can also be a representation of the system attractor. It
thus remains to show that the ESN can indeed retain memory of such dynamically
modeled input sequences (which is not evident from our previous work which only
deals with compressible inputs).
The results in Chapter 6 have also made several simplifying assumptions about
the network connectivity and network topology. First, for analytical simplicity, we
have assumed a linear recurrent network, meaning that the activation function from
one time step to another is the identity. Nonlinearities in the activation function
may be useful as a means of projecting the input signals into a (higher-dimensional)
kernel space, as is evidenced by our work on stable Takens’ embedding with nonlinear
observation functions. This kernel space embedding may be useful for downstream
algorithms that we wish to perform on the network states [90, 109]. Second, we
have dealt mainly with an orthogonal connectivity matrix, and we gave brief, worst-
case-scenario treatment to the situation where the connectivity matrix has singular
values that are not all ones. However, non-orthogonal matrices can be useful for
noise-reduction purposes [62], and non-orthogonal matrices can arise from typical
(and empirically desirable) ESN constructions which have sparsely and randomly
connected nodes [90].
ESNs [90] can perform complex data processing tasks while necessitating only
relatively simple learning rules. To train an ESN to perform a specific computing
task, the ESN is typically presented with a batch of training input sequences sktrain =
[
sk[1], · · · , sk[N ]
]T ∈ RN for k = 1, · · · , Ktrain and an output function Wout : RM → R
is then learned on the resulting network state xk[N ] ∈ RM so that the outputs yk =
164
Wout(x
k[N ]) match their corresponding desired outputs yktrain ∈ R. This learning is
typically done with machine learning tools such as SVM regression [123] or a simple
linear regression while trying to minimize some error criterion between the output yk





The success of reservoir computing, as the process discussed above is called, is
thus dependent on two separable tasks. First, through the choice of the connectivity
matrix W and the feedforward vector z, the ESN has be to designed such that its
nodes can be a “good” representation of the input sequences feeding the network.
The second task is the machine-learning task of learning an output function Wout so
that the output value yk is as close as possible (depending on the minimizing function
chosen) to the expected output yktrain. Invariably, these two tasks are intertwined such
that the quality of the representation afforded by the first task will affect the success
of learning the output function Wout in the second task. A robust representation of
the input sequences in the network nodes will result in good learning capabilities for
the output function Wout.
In this thesis, we have expressed the robustness of a representation as the near-
isometry (stable embedding) of the input signal family in the representation space,
and the deviation from isometry is usually measured in the `2-norm. Work in the
CS community has also shown that considering other norms (or even mixed norms)
may yield more favorable results in specific scenarios. Two examples are given earlier
in this thesis. First in [67], recovery and stability guarantees are expressed using
the `1-norm rather than with the `2-norm. Second, atomic norm minimization has
been shown to yield correct solutions to underdetermined inverse problems of general
geometric signal sets [32]. This atomic norm generalization may mean that near-
isometry with different norms may be more appropriate with signal family geometries
that are not based on sparsity. More generally, different notions of stability besides
near-isometries may be helpful for different output function learning algorithms that
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will be used downstream. For example, an existing notion that is currently used
in the reservoir computing community is called the kernel quality [92]. Suppose
x1[N ], · · · , xK [N ] are the node representation ofK distinct input sequences s1, · · · , sK
with sk =
[
sk[1], · · · , sk[N ]
]
. The kernel quality is then the rank of the M × K
matrix X whose columns comprise the K node representations xk[N ]. If the rank is
K (K ≤M), then the reservoir is said to have a linear separation property, meaning
that all the K signals are distinguishable. However, the linear separation property is
not robust under noise (just like an embedding is not robust under noise). Thus, an
improved measure to the kernel quality could instead be the singular value spread of
the matrix X. First, if the singular values are all non-zero, then the reservoir has a
linear separation property. On top of that, if the spread of singular values is small,
then the node representations are maximally spread out in RM , i.e., they are of the
same length and are orthogonal to one another. This implies that small perturbation
of the node values by noise will have minimal impact on the separability of these
representations. While the singular value spread of X can be calculated for a given
(finite) set of input sequences and an ESN, it remains to be shown if we can provide a
theoretical analysis to what properties of any ESN can result in a small spread of the
singular values of X by drawing from recent tools in probability theory that has been
used successfully in CS. In addition, it is also not clear how to extend this measure
to typical cases where the signal family has infinite cardinality.
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APPENDIX A
TOOLS OF THE TRADE
Before we begin our proofs, let us consolidate several lemmas that will be used
throughout the appendices.
A.1 Probabilistic Tools
A random variable Z is symmetric if Z and −Z has the same distribution. The
symmetrization technique, shown in the following lemma, converts any centered ran-
dom variable (or a sequence of centered random variables) into a symmetric random
variable, and is a useful first step in many proofs.
Lemma A.1.1 (Symmetrization). Suppose that for m ∈ [M ], Zm is sequence of



















where {ξm} is a Rademacher sequence independent of {Zm}.
For most of the proofs below, we are interested in characterizing the tail bound
of a random variable. The following lemma says that by knowing the moments of a
random variable, we can easily get to its tail bound:
Lemma A.1.2 (Moments to Tail Bounds, adapted from Proposition 6.5 of [111]).
Suppose Z is a random variable satisfying
(E {|Z|p})1/p ≤ αβ1/pp1/γ,







In fact, there’s an equivalence relation between the moments and the tail bounds
of a random variable via an integral.
Lemma A.1.3 (Moments to Tail Bounds Equality). [111] For any random variable




P{|Z| > t} tp−1dt.
The moments of a random variable is also a metric on the space of random vari-
ables, therefore, we have the triangle inequality of moments norm
(E {|X + Y |p})1/p ≤ (E {|X|p})1/p + (E {|Y |p})1/p,
for any p > 0 and X, Y are random variables.
When dealing with a function of a random variable, Jensen’s inequality is an
indispensable tool.
Lemma A.1.4 (Jensen’s inequality). Let Z be a random variable and f a convex
function, then f(E {Z}) ≤ E {f(Z)}. If f is a concave function, then E {f(Z)} ≤
f(E {Z}).
Most of the proofs below deal with subgaussian random variables, and usually we
are interested in a sum of squares of these subgaussian random variables. Bernstein’s
inequality shown in the lemma below gives a tight bound on the tail bound of this
sum.
Lemma A.1.5. [136] Let Z1, · · · , ZL be independent subgaussian random variables




























where C1 > 0 is an absolute constant.
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Finally, the following lemma gives us estimates for a sum of random matrices:
Lemma A.1.6 (Weak Khintchine’s Inequality). Let {Al} for l ∈ [L] be a sequence
of matrices of the same dimension and rank of at most J & 1. Let ξl for l ∈ [L] be a
























Proof. For 1 ≤ p ≤ ∞, the Schatten norm of order p of a matrix A is denoted by
‖A‖Sp and is defined as
‖A‖Sp := ‖σ(A)‖p,
where σ(A) is the vector formed by the singular values of A. Observe that ‖A‖S∞ =






q ‖A‖Sq ≤ ‖A‖Sp ≤ ‖A‖Sq , (48)
where 1 ≤ q ≤ p.
In the literature, we have the following bounds for the Schatten norm of order p















































However, Lemma A.1.6 is about the Schatten norm of order p =∞, and therefore the
inequality above does not apply to our problem. As such, we need a more detailed
argument here, and this is achieved by following the footsteps of [136]. From (48),
with p =∞ and q = log J , we have
e−1 ‖A‖Slog J ≤ ‖A‖2 ≤ ‖A‖Slog J .
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This equivalence, in combination with the fact that moment norms are increasing in




































































































































































as claimed. We assumed above that J ≥ e to produce the first line and the second to
the last line above uses the triangle inequality and that ‖AA∗‖2 = ‖A‖22 for any matrix
A. We remark that had we stopped at the fifth line above, we would have ended with
the stronger original non-commutative Khintchine inequality for the spectral norm.
However, the weaker and more amenable bound given in the last line suffices for our




In this appendix, we prove the two lemmas regarding the consequences of the uni-
form boundedness of the second fundamental form (Lemma 2.5.1) and the geodesic
regularity (Lemma 2.5.2).
B.1 Proof of Lemma 2.5.1
The proof of Lemma 2.5.1 follows closely Section 6 of [102]. Before we begin the proof,
we note that we can quantify the rate of change of a parallel transport along a unit
speed geodesic curve with the uniform boundedness of the second fundamental form.
To define what we mean by a parallel transport, first let γ(t) denote a unit speed
geodesic curve joining p and q in M such that γ(0) = p, γ(µ) = q, and ‖γ′(t)‖2 = 1
for all t ∈ [0, µ] with µ := dM(p, q) and γ′(t) ∈ Tγ(t)M, and let v0 ∈ Tγ(0)M. We
say that v(t) is the parallel transport of v0 along the unit speed geodesic curve γ if
v(0) = v0, ‖v(t)‖2 = ‖v0‖2, v(t) ∈ Tγ(t)M, and 〈v(t), γ′(t)〉 = 〈v0, γ′(0)〉 (thus the
name “parallel”). The following lemma says that if the submanifoldM has bounded
second fundamental form, then the length of v′(t) is bounded.
Lemma B.1.1. Let p, q be two distinct points on a submanifold M ⊂ RN whose
second fundamental form is uniformly bounded by 1
τ
. Denote by γ(t) the unit speed
parametrization of the geodesic path joining p and q. Suppose we have a vector v0 ∈
Tγ(0)M and let v(t) be the parallel transport of v0 along the curve γ. Then, ‖v′(t)‖2 ≤
‖v0‖2
τ
for all t ∈ [0, µ].
Proof. From our discussion on connections on manifolds representing differentiation
along a curve in Section 2.5.1, we have v′ := ∇γ′v. It can be shown that for a parallel
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transport, (∇γ′v)T = 0, i.e., the projection of the derivative of v onto the tangent
space of the manifold is zero [52]. Thus, v′ = (∇γ′v)⊥ = B(γ′, v). Since the second
fundamental form of M is uniformly bounded, we have that for all p ∈ M and for
all η ∈ (TpM)⊥, ‖Sη‖2 ≤ 1τ . Therefore, for η :=
v′(t)
‖v′(t)‖2 ,
‖v′(t)‖2 = 〈v′(t), η〉 = 〈B(γ′, v)γ(t), η〉 = 〈γ′(t), Sηv(t)〉 ≤ ‖γ′(t)‖2‖Sη‖2‖v(t)‖2,
where substituting ‖γ′(t)‖2 = 1, ‖Sη‖2 ≤ 1τ , and ‖v(t)‖2 = ‖v0‖2 concludes the
proof.
With this lemma, we can prove Lemma 2.5.1 concerning properties of manifolds
induced by the boundedness of the second fundamental form.
Proof of Lemma 2.5.1. The first part of the lemma is a simple consequence of Lemma B.1.1.
Let γ(t) be the unit speed parameterization of the geodesic curve between p and q




. First, observe that for a geodesic curve, γ′(t) is a parallel transport along








. Now, by the fundamental theorem of
calculus, we have γ(µ) − γ(0) =
∫ µ
0
γ′(t) dt. Applying the fundamental theorem of
calculus one more time on γ′(t), we obtain





γ′′(s) ds dt. (49)
Then, applying ‖γ′′(s)‖2 ≤ 1τ and integrating completes the proof.
For the second part of the lemma, let w(t) be the parameterization of the parallel
transport of u ∈ TpM into v ∈ TqM such that w(0) = u and w(µ) = v, where
µ := dM(p, q). Also, let γ(t) be the unit speed parameterization of the geodesic curve
between p and q as before. We want to show that 〈u, v〉 > 1− µ
τ
. First, note that by
definition of a parallel transport, we have for all t, ‖w(t)‖2 = ‖w(0)‖2 = 1. To obtain
a lower bound on 〈u, v〉, we write




























Now by Lemma B.1.1, ‖w′(t)‖2 ≤ 1τ . Therefore,
∫ µ
0
‖w′(t)‖2 dt ≤ µτ . The proof is
complete after putting all the pieces together.
For the last part, again let γ(t) be the unit speed parameterization of the geodesic
curve connecting p and q. By applying the reverse triangle inequality on (49) and
using the fact that ‖γ′′(t)‖2 ≤ 1τ , we have




The proof is complete after solving the above quadratic inequality for µ.
B.2 Proof of Lemma 2.5.2
The proof of this lemma follows the arguments in the proof of [111, Proposition 10.1].
Proof. Let {b1, · · · , bL} the maximal (ε, dM)-packing ofM, defined as the largest set
satisfying bl ∈M and dM(bl, bm) > ε for all l,m ∈ [L] and l 6= m. By definition of the
packing set, the geodesic balls of radius ε
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The proof of the first part of the lemma is complete after observing that the maximal
(ε, dM)-packing ofM is also a (ε, dM)-cover [111, Proposition 10.1]. Then, for any x ∈





































































Putting this estimate with our covering number bound concludes the proof.
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APPENDIX C
BLOCK DIAGONAL MATRICES PROOFS
In this appendix, we prove the various theorems and lemmas appearing in Chapter 3.
C.1 Proof of Theorem 3.1.1 — Concentration of Measure
for DBD Matrices
The proof of this theorem regarding the concentration of measure bounds for DBD
matrices is a simple application of the Bernstein’s inequality (Lemma A.1.5). Basi-




























For each matrix Φj, we let [Φj]i,n denote the n-th entry of the i-th row of Φj. Further,
we let yj(i) denote the i-th component of measurement vector yj, and we let xj(n)
denote the n-th entry of signal block xj.
We begin by characterizing the point of concentration. One can write yj(i) =
∑N









Since the [Φj]i,n are zero-mean and independent, all cross product terms are equal
































j=1 ‖xj‖22 = ‖x‖22.
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Now, we are interested in the probability that |‖y‖22 − ‖x‖22| > ε‖x‖22. Since
E {‖y‖22} = ‖x‖22, this is equivalent to the condition that |‖y‖22 − E {‖y‖22}| > εE {‖y‖22}.
For a given j ∈ {1, 2, . . . , J} and i ∈ {1, 2, . . . ,Mj}, all {[Φj]i,n}Nn=1 are i.i.d. subgaus-










above, we know that yj(i) can be expressed as a linear combination of these random
variables, with weights given by the entries of xj. As with Gaussian random variables,
linear combinations of i.i.d. subgaussian random variables are also subgaussian. In
particular, from [136, Lemma 9] it follows that each yj(i) is a subgaussian random
variable with subgaussian norm ‖yj(i)‖ψ2 ≤ c1
‖φ‖ψ2√
Mj
‖xj‖2, where c1 is an absolute
constant.
In order to obtain a concentration bound for ‖y‖22, we shall apply the Bernstein
inequality (Lemma A.1.5). First, let us define ỹj(i) :=
yj(i)
‖yj(i)‖ψ2

























We apply Lemma A.1.5 to the subgaussian random variables ỹj(i) (over all i, j) with
weights aj(i) = ‖yj(i)‖2ψ2 . Letting a denote a vector of length M̃ containing these





































= c21 ‖φ‖2ψ2 ‖M
−1γ‖∞.
Further note that ‖x‖22 = ‖γ‖1 and ‖x‖42 = ‖γ‖21. We complete the proof by substi-






C.2 Proof of Theorem 3.1.2 — Concentration of Measure
for RBD Matrices
Again, the proof of this theorem follows from Bernstein’s inequality (Lemma A.1.5)























and let the blocks on the diagonal of Φ be Φ̃T = [φ1 | φ2 | · · · | φM ] with each
φi ∈ RN being an i.i.d. Gaussian random vector. Then,































Because A is symmetric, it has an eigen-decomposition A = V TDV , where D is a
diagonal matrix of its eigenvalues {λn}Nn=1 and V is an orthogonal matrix of eigen-
vectors. Then, for any m = 1, · · · ,M , we have






where φ̃m = V φm with φ̃m = [φm(1), · · · , φm(N)]T . Since V is an orthogonal matrix,



































































We can then apply Bernstein’s inequality (Lemma A.1.5) with the subgaussian se-




for some constant C, ‖a‖22 = M‖λ‖22, ‖a‖∞ = ‖λ‖∞. Fi-
nally, substituting t = ε‖x‖22 = ε‖λ‖1 into the tail bound completes our proof.
C.3 Proof of Theorem 3.1.6
In this section, we want to show that if x ∈ RÑ has frequency support Ω ⊂ [Ñ ]
of size S ≤ N generated uniformly at random, then with probability at least 1 −
O(J(log(Ñ))1/2(Ñ)−β),

















where Ñ > 512 and M = diag{M,M, . . . ,M}. This result follows from an application
of the following:
Theorem C.3.1. [28, Theorem 3.1] Let x ∈ CÑ and β > 1. Suppose Ñ > 512 and
choose q, NT , and NΩ such that
NT +NΩ ≤
0.5583Ñ/q√
(β + 1) log(Ñ)










(β + 1) log(Ñ)
. (50)
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Fix a subset T of the time domain with |T | = NT . Let Ω be a subset of size NΩ of
the frequency domain generated uniformly at random. Then with probability at least
1 − O((log(Ñ))1/2Ñ−β), every signal x supported on Ω in the frequency domain has





where xT denotes the restriction of x to the support T .
Proof. First, observe that ‖γ‖21 = ‖x‖42 and ‖γ‖22 =
∑J
k=1 ‖xk‖42. Next, apply Theorem
C.3.1 with NΩ = S and NT = N = Ñ/J , being careful to select a value for q such















(β + 1) log Ñ + (log Ñ)2
Ñ
.























for each k ∈ [J ] with failure
probability at most O((log(Ñ))1/2(Ñ)−β), implying that each block individually is
favorable. Taking a union bound for all k to cover each block, we have that with













. Combining with (51) and









































C.4 Proof of Lemma 3.1.2
In this appendix, we want to show that if x ∈ RÑ is a vector whose entries are i.i.d.
subgaussian random variables with mean 0, variance σ2, and subgaussian norm ‖φ‖ψ2 ,



















, J ≤ C1C22Nε2
2‖φ‖4ψ2 log(12/ε)
, and M = diag{M,M, . . . ,M}.
Proof. Let X be the J ×N matrix as defined in (15). Without loss of generality, we
suppose the nonzero eigenvalues {λi}min(J,N)i=1 of XTX are sorted in order of decreasing
magnitude, and we let λmax := λ1 and λmin := λmin(J,N). We can lower bound Λ2 in































, and let us define the following events:
A =
{
Nσ2(1− ε)2 ≤ ‖X
T z‖22
‖z‖22





λmax ≤ Nσ2(1 + ε)2
}⋂{























These events satisfy A = B ⊆ C ⊆ D, where the last relation follows from (52). It
follows that P{Dc} ≤ P{Ac}, where Ac represents the complement of event A. Because
XT is populated with i.i.d. subgaussian random variables, it follows as a corollary of
Theorem 3.1.1 (by setting M ← N and J ← 1 in the context of that theorem) that for














Thus, for an upper bound for P (Ac), we can follow the straightforward arguments










choosing J ≤ C1C22Nε2
2‖φ‖4ψ2 log(12/ε)









fact that Γ2 ≥ Λ2 follows from (18).
C.5 Proof of Lemma 3.2.1
In this section, we want to show that if Ψ is a random orthonormal basis as described
in Section 3.2.1, then, for a fixed t & 1 and Ñ & t2 log Ñ , we have
P
{





Let g ∈ RÑ denote a vector whose entries are i.i.d. zero-mean Gaussian random
variables with unit variance. Note that ψ1 is drawn from the uniform distribution on
the unit sphere in RÑ . Therefore the entries of ψ1 has the same distribution as those
in g‖g‖2 . Since the distribution of Ψ remains unchanged under permutation of its rows,
every column of Ψ has the same (marginal) distribution as g‖g‖2 . For any t > 0, this,
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along with the union bound, allows us to write
P
{


































































≤ Ñ2 · P
{




+ Ñ2 · P
{































where we used the tail bound of Gaussian random variables and Bernstein’s inequal-
ity (Lemma A.1.5) to bound the failure probability. The last line holds because
‖g(1)‖ψ2 =
√
2/π.1 If we take Ñ ≥ t2 log Ñ , we obtain that
P
{















We arrive at the advocated result with an appropriate choice of t & 1, i.e.,
P
{




≤ Ñ−t + Ñ−t = 2Ñ−t.
1This is easily verified using the moments of Gaussian distribution.
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C.6 Proof of Lemma 3.2.2
In this section, we want to show that for the random orthonormal basis Ψ constructed
in Section 3.2.1, we have
P
{







if J ≤ N and N & t−2 for a fixed t ≤ 1.
As pointed out in the proof of Lemma 3.2.1, the columns of Ψ are dependent but










































The second line uses the union bound and the last line holds due to the identical
distribution of the columns of Ψ. It remains to find an upper bound for the probability
in the last line above. Recall that ψ1 has the same distribution as
g
‖g‖2 , and thus
XR(Ψ, e1) has the same distribution as G/‖G‖F , where G ∈ CN×J is formed by
reshaping g. Therefore, ‖XR(Ψ, e1)‖2 has the same distribution as ‖G‖2 / ‖G‖F . For





























































































where the second line uses (53). The fourth line uses the properties of a Gaussian
random matrix (see [136]) and Bernstein’s inequality (Lemma A.1.5). The second to
last line follows because ‖g(1)‖ψ2 =
√
2/π and t ≤ 1. The above upper bound in
combination with (52) leads us to the conclusion that
P
{







We complete the proof of Lemma 3.2.2 by taking N ≥ 3C−1t−2 log Ñ .
C.7 Proofs of Theorems 3.2.1 and 3.2.2
In this section, we show that for a M̃ × Ñ DBD or RBD matrix Φ and a basis Ψ, ΦΨ




κ (Ψ)2 log2 S log2 Ñ .
Here, κ (Ψ) := µ̃ (Ψ) for a DBD matrix or κ (Ψ) := γ (Ψ) for a RBD matrix.
C.7.1 Preliminaries









Ψα = αHα = 1.
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for Φ representing either a DBD or RBD matrix. Then, define
δS := sup
α∈ΣS
∣∣‖Φ · x(α)‖22 − 1
∣∣ ,
where we observe that δS is the supremum of a random process |‖Φ · x(α)‖22 − 1| over
the index set ΣS. Given a predetermined conditioning δ < 1 and under the conditions
of Theorems 3.2.1 and 3.2.2, our objective is to show that δS ≤ δ for both DBD and
RBD matrices. To achieve this goal, we require the following result due to Krahmer
et al.:
Theorem C.7.1. [83, Theorem 3.1] Let A ⊂ CM̃×Ñ be a set of matrices, and let ξ be
a random vector whose entries are i.i.d., zero-mean, unit-variance random variables
with subgaussian norm τ . Set
dF (A) := sup
A∈A




E1 := γ2 (A, ‖ · ‖2) (γ2 (A, ‖ · ‖2) + dF (A)) + dF (A)d2(A),























Without going into the details, we note that the γ2-functional of A, γ2 (A, ‖·‖2),
is a geometrical property of A that is widely used in the context of probability in
Banach spaces [88, 127]. In particular, the following lemma gives an estimate of this
quantity.
Lemma C.7.1. [83, 127] For A defined in Theorem C.7.1, we have





2 (|C (A, ‖·‖2, η)|) dη. (54)
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Clearly, we need to express the problem of bounding δS in a form that is amenable
to the setting of Theorem C.7.1. First, for DBD matrices Φ, let us define XD,j ∈
CM×MN , j ∈ [J ], as










Then, we see that

























converts the N ×M matrix ΦTj into a length-NM vector by stacking
its columns. The linear map AD : ΣS → CM̃×JMN is defined as














ξT1 , · · · , ξTJ
]T ∈ RJMN (with ξj ∈ RMN) is composed of i.i.d. zero-mean,
unit-variance subgaussian random variables with subgaussian norm τ . The index set
A in Theorem C.7.1 for DBD matrices is AD := {AD(α) : α ∈ ΣS}. Thus, we have
expressed the DBD RIP problem in the setting of Theorem C.7.1.
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Next, for RBD matrices, we observe that


















= ‖AR(α) · ξ‖22, (56)
where we used the fact that Φ1 = Φ2 = · · · = ΦJ and the linear map AR : ΣS →
CM̃×MN is defined as














ξT1 , · · · , ξTJ
]T ∈ RJMN (with ξj ∈ RMN) is composed of i.i.d. zero-mean,
unit-variance subgaussian random variables with subgaussian norm τ . The index set
A in Theorem C.7.1 for RBD matrices is now AR := {AR(α) : α ∈ ΣS}. Thus, we
have expressed the RBD RIP problem in the setting of Theorem C.7.1. In the next
two subsections, we will estimate the various quantities involved in Theorem C.7.1
for both the DBD and RBD RIP problems.
C.7.2 Calculating d2(AD), dF (AD), and γ2(AD, ‖ · ‖2)
To begin, let us define the AD-norm on a vector α ∈ CÑ as
‖α‖AD := ‖AD(α)‖2. (58)
The AD-norm can be bounded by the `1-norm as follows:
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Proof. Let ψj,n for j ∈ [J ] and n ∈ [N ] denote the (j − 1)N + n row of Ψ. We then
have that































where we used the Hölder inequality and the definition of µ = µ (Ψ). On the other


































With the AD-norm characterized, let us begin calculating the quantities involved
in Theorem C.7.1. First, we have








‖α‖2 = 1. (59)















where we used Lemma C.7.2 and the fact that α ∈ ΣS for bounding its `1-norm. It
remains to bound γ2(AD, ‖ · ‖2). According to Lemma C.7.1, we have that











2 (|C (ΣS, ‖ · ‖AD , η)|) dη,
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where we used the equivalence between AD with metric ‖ · ‖2 and ΣS with metric
‖ · ‖AD . Continuing on our bounds, we have
































An estimate of the covering number involved in (61) is found in the following lemma.
Lemma C.7.3. For any α ∈ CÑ , consider a norm ‖ · ‖A on CÑ that satisfies




for some linear map A(·) : CÑ → CN ′ with rank of at most M̃ , κ > 0, and N ′ ∈ Z.
Then, for 0 < η < κ√
M̃

































, ‖ · ‖A, η
)∣∣∣ = 1.
Proof. See Appendix C.7.5 below.
Qualitatively speaking, of the two bounds on the right hand of (62), the first is
tighter when η is small while the second is more effective for larger values of η. The
AD-norm satisfies the hypothesis of Lemma C.7.3 with κ = µ̃ and the map AD(·).
Consequently, for some 0 < α ≤ µ̃√
M̃

























































































The integrals above are calculated via symbolic mathematical programs. With the

































logS log Ñ , (64)
for S & 1. Now putting the estimates in (64) back into (61), we arrive at




logS log Ñ . (65)
Before completing the analysis of the DBD RIP problem, let us calculate the same
quantities for RBD case.
C.7.3 Calculating d2(AR), dF (AR), and γ2(AR, ‖ · ‖2)
Again, we begin by defining the following AR-norm for any α ∈ CÑ :
‖α‖AR := ‖AR(α)‖2 (66)
The AR-norm can similarly be bounded by the `1-norm as indicated by the following
lemma:































where we used the linearity of XR(·), triangle inequality, Hölder inequality, and the
definition of γ.
With the AR-norm characterized, let us begin computing the quantities involved
in Theorem C.7.1. First, we have

























where we used Lemma C.7.4. It remains to bound γ2(AR, ‖ · ‖2). Following the steps
for the DBD case, we can write
















Because the AR-norm satisfies the hypothesis of Lemma C.7.3 with κ = γ and the
map AR(·), we can follow the same steps for the DBD case to arrive at




logS log Ñ . (70)
C.7.4 Denouement
We notice that the quantities dF (AD), d2(AD), and γ2(AD, ‖·‖2) have the same bounds
as their counterparts dF (AR), d2(AR), and γ2(AR, ‖ · ‖2) except for the type of the
coherence factor involved. Therefore, it suffices to complete the proof for the DBD
case; the same result will hold for the RBD case modulus a change in the coherence
factor.
To begin, given a predetermined conditioning δ < 1, assume that
M̃ &τ δ
−2µ̃2 · S log2 S log2 Ñ . (71)
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Equipped with the estimates in Section C.7.2 (i.e. (59), (60), and (65)) we first com-
pute E1 in Theorem C.7.1:





















where we assumed that S & 1 and used the fact that δ < 1 in the last line. Moving
on to E2, we obtain




























log2 S log2 Ñ
.






∣∣‖Φ · x(α)‖22 − 1




δ−2t2 log2 S log2 Ñ , δ−1t log2 S log2 Ñ
)
.





∣∣‖Φ · x(α)‖22 − 1
∣∣ &τ δ
}
.τ − log2 S log2 Ñ .
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∣∣‖Φ · x(α)‖22 − 1
∣∣ > δ
}
.τ − log2 S log2 Ñ ,
which completes the proof of Theorem 3.2.1. Replacing µ̃ with γ and repeating this
argument concludes the proof of Theorem 3.2.2 as well.
C.7.5 Proof of Lemma C.7.3
To bound the covering numbers of U(ΣS)√
S










where BT2 denote the `2-unit ball in CT (i.e., the subspace spanned by {eñ}ñ∈T ). Next,
notice that when α ∈ U(ΣS)√
S
, then ‖α‖1 ≤ 1. Subsequently, from our assumptions











where BTA denote the unit ball with respect to the A-norm in CT . Together, (72)




















, ‖ · ‖A, u
)∣∣∣∣ = 1,
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if u ≥ κ√
M̃
. This proves the second statement in Lemma C.7.3.
Otherwise if u < κ√
M̃








































A bound on the covering number on the right-hand side of (76) follows closely that
given in Lemma 2.5.2 (see also [136, Lemma 5.2]), and it is given by
C
(




































































The above bound is the first of the two bounds that we want to prove. This bound
works fine when the resolution u is small, but when u is large, we require a better
covering number for U(ΣS)√
S
to achieve a sharper bound.













BÑ1 , ‖ · ‖A, u
)∣∣∣ . (78)
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To bound the covering number above, first let B1(RÑ) denote the `1-ball in RÑ
(recall BÑ1 the equivalent `1-ball but in CÑ). Next, consider an arbitrary β ∈ B1(RÑ)
and consider a random vector Z that takes value sgn(βñ)eñ with probability |βñ| for
ñ ∈ [Ñ ].2 Clearly, E {Z} = β. Now, we wish to approximate β with the average of
L independent copies of Z denoted by {Zl} for l ∈ [L]. The expected approximation
















Since the argument of the norm is centered at zero, we can use the symmetrization









































































where by assumption in Lemma C.7.3, A(Zl) ∈ CM̃×N ′ is of rank at most M̃ for every
l. Using Khintchine’s inequality for matrices (Lemma A.1.6) and Jensen’s inequality,
2We use the convention that sgn(0) = 0.
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With this choice of L, there exists a linear combination of independent copies of
Z that falls within a u distance of β. In other words, we have shown that for an
arbitrary β ∈ B1(RÑ), there exists an average of L elements of {±eÑ} ∪ {0} that is
of distance at most u from β. There are 2Ñ + 1 elements in the aforementioned set,




B1(RÑ), ‖ · ‖A, u
)∣∣∣
)














log2 Ñ , (81)
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when Ñ & 1. Now consider an arbitrary β ∈ BÑ1 (complex ball), and note that
Re {β} , Im {β} ∈ B1(RÑ) (real ball). Let C1 := C
(





, ‖ · ‖A)-cover for B1(RÑ). Therefore, there exist p1, p2 ∈ C1 such that
‖Re {β} − p1‖A ≤ u2 and ‖ Im {β} − p2‖A ≤ u2 . It follows that
‖β − (p1 + jp2)‖A = ‖(Re {β} − p1) + j(Im {β} − p2)‖A
≤ ‖Re {β} − p1‖A + ‖ Im {β} − p2‖A
≤ u.
Therefore, {p1 + jp2 : p1, p2 ∈ C1} is a cover for BÑ1 , and clearly,
∣∣∣C
(

















































STABLE MANIFOLD EMBEDDING PROOF
In this appendix, we prove Theorem 4.1.2 of Chapter 4. SupposeM is the Riemannian
submanifold considered in Theorem 4.1.2 and define the set of chords ofM (i.e., the





∣∣∣∣ x, y ∈M, x 6= y
}
.
Then, Φ̂ provides a stable embedding of M with conditioning δM if and only if
supx∈U(M−M)
∣∣∣‖Φ̂x‖22 − 1
∣∣∣ ≤ δM. In other words, Φ̂ provides a stable embedding of
M if and only if Φ̂ approximately preserves the norms of all elements in U(M−M).
We will use this equivalence for the proof of Theorem 4.1.2.
The proof of Theorem 4.1.2 follows very closely the proof technique of [15] and
is basically comprised of three steps. The first step involves judiciously choosing
a generalized covering set B of the manifold M using a collection of points on the
manifold and their corresponding tangent planes. Lemma D.1.1 then shows that every
point of U(M−M) can be approximated by some point in U(B − B). The second
step (encapsulated by Lemma D.2.1) then applies the JL lemma for RIP operators
(i.e., Theorem 4.1.1) to obtain an approximate norm preservation of all elements of
U(B −B). Finally in Section D.3, we extend this approximate norm preservation to
all points on U(M−M) via simple geometric arguments. As described, the proof
technique here distinguishes from that of [15] mainly in the separation of the stable
embedding operator from the covering of the manifold.
198
D.1 Covering U(M−M)
In this section, we construct a set B and show in Lemma D.1.1 that U(B − B) is
a cover of U(M −M). Let A = A(T ) := C (M, dM, T ) for some T ≤ τ be the
(T, dM)-cover of M of minimum cardinality. For any x ∈ M, we can find an a ∈ A
such that dM(a, x) ≤ T . Define a generalized covering set B of the manifold M as




where TaM(T ) := {u ∈ TaM | ‖u‖2 ≤ T} refers to all tangent vectors of M at the
point a whose lengths are less than T . B is called a generalized covering set as it is
a union of (subsets of) affine D-dimensional planes of RN (i.e., B is not a finite set).
The goal of this section is to show that U(B−B) is a suitable cover of U(M−M)
as detailed in the following lemma:





U(B − B) is an (ε(T ), ‖ · ‖2)-cover of U(M−M). In other words, for every u ∈
U(M−M), we can find a b ∈ U(B −B) such that ‖u− b‖2 ≤ ε(T ).
Proof. To prove this lemma, we break the set of chords U(M−M) into sets of “long”
and “short” chords which we will cover separately. The sets of short and long chords
(delineated by Euclidean distance T
2



















and U(M−M) = U s(M−M) ∪ U l(M−M).
Let us start with the cover of U s(M−M) where, due to the locally Euclidean
structure of manifolds, the short chords in U s(M −M) can be approximated by
tangent vectors of the manifold. Pick an element x1−x2‖x1−x2‖2 of U
s(M−M) where by
definition ‖x1− x2‖2 ≤ T2 . From Lemma 2.5.1, ‖x1− x2‖2 ≤ T2 ≤ τ2 (since we assume
199
T ≤ τ) implies that
dM(x1, x2) ≤ τ − τ
√
1− 2‖x1 − x2‖2
τ
≤ τ − τ
(
1− 2‖x1 − x2‖2
τ
)
= 2‖x1 − x2‖2 ≤ T. (83)
Now, let µ := dM(x1, x2) and let γ(t) be the unit-speed geodesic parameterization
from x1 to x2 where γ(0) = x1, γ(µ) = x2, and γ
′(0) ∈ U(Tx1M). From Lemma 2.5.1,
we have
x1 − x2 = γ(µ)− γ(0) = µγ′(0) + r, (84)
with ‖r‖2 ≤ µ
2
2τ
. Let a ∈ A be the closest geodesic covering point to x1 (so that
dM(a, x1) ≤ T ) and let b ∈ U(TaM) be the parallel transport of γ′(0) onto TaM.
First, b ∈ U(B − B) by definition of the set B and second, Lemma 2.5.1 says that




, since dM(a, x1) ≤ T ≤ τ . Thus,















































To remove the dependence of (86) on ‖x1 − x2‖2, we use Lemma 2.5.1 to obtain












) ≤ 1 + µ
τ
,
where we used the inequality 1












































≤ 1. This proves that for every element of
U s(M−M), we can find an element b ∈ U(B −B) that is within ε1(T ) of it. Thus,
U(B −B) is an (ε1(T ), ‖ · ‖2)-cover of U s(M−M).
Let us now move on to covering U l(M−M). Pick an element x1−x2‖x1−x2‖2 of U
l(M−
M). For each xi, for i = 1, 2, choose its closest geodesic covering point ai ∈ A so that
µi := dM(ai, xi) ≤ T . Let γi(t) be the unit-speed geodesic parameterization from ai
to xi, so that γi(0) = ai, γi(µi) = xi, and γ
′
i(0) ∈ U(TaiM). From Lemma 2.5.1, we




. Define bi = ai + µiγ
′
i(0)
where it is clear that xi − bi = ri and bi ∈ {ai + TaiM(T )} ⊂ B. We will use
b1−b2
‖b1−b2‖2 ∈ U(B −B) as a covering point near to
x1−x2









(x1 − x2)− (b1 − b2)
‖x1 − x2‖2
+
(b1 − b2)(‖b1 − b2‖2 − ‖x1 − x2‖2)











(b1 − b2)(‖b1 − b2‖2 − ‖x1 − x2‖2)




We will calculate each of the terms separately. For the first term, we see that
∥∥∥∥






















For the second term, we have
∥∥∥∥
(b1 − b2)(‖b1 − b2‖2 − ‖x1 − x2‖2)




|‖x1 − x2‖2 − ‖b1 − b2‖2|
‖x1 − x2‖2
≤ ‖(x1 − x2)− (b1 − b2)‖2‖x1 − x2‖2
=







where we used the reverse triangle inequality in the second line. Now, our definition
of long chords implies that ‖x1 − x2‖2 > T2 . Therefore,∥∥∥∥
x1 − x2
‖x1 − x2‖2







Thus, U(B −B) is an (ε2(T ), ‖ · ‖2)-cover of U l(M−M).






= ε2(T ), we have that




, ‖ · ‖2)-cover of U(M−M).
D.2 Applying the JL Lemma
We want to use U(B − B) as a proxy for U(M−M) for applying Theorem 4.1.1.
However, U(B − B) is not just a finite collection of points and thus Theorem 4.1.1
cannot be applied directly. Fortunately, it is well-known that unit spheres on planes
(or affine planes) can be well-covered by a finite collection of points. Indeed, as a







U(B −B) can be divided into two sets of elements, namely:
1. B1 := U
(⋃







2. B2 := U
(⋃
a1,a2∈A,a1 6=a2 {(a1 − a2) + (Ta1M(T )− Ta2M(T ))}
)
.
The set B1 is comprised of |A| D-dimensional unit spheres. From our earlier discus-
sion, we know that each unit sphere can be (ε, ‖ · ‖2)-covered by at most (1 + 2ε )D
points. Thus, |C (B1, ‖ · ‖2, ε) | ≤ |A|(1 + 2ε )D. The set B2 is the projection onto the
unit sphere (in RN) of not more than |A|2 subsets of affine planes where each affine




Define the collection of points E(ε) := C (B1, ‖ · ‖2, ε) ∪ C (B2, ‖ · ‖2, ε). From our





















By construction, for any b ∈ U(B−B), we can find an e ∈ E(ε) such that ‖b−e‖2 ≤ ε.
With the aid of E(ε), we can show the stable embedding of U(B−B) by the operator
Φ̂ defined in Theorem 4.1.2.
Lemma D.2.1. Choose any failure probability ρ and conditioning δ′M ≤ 49 . Set
the covering resolution ε in the set E(ε) to ε =
δ′M
N+1
. Suppose we have a matrix Φ





and conditioning δ ≤ δ′M
4
. Then,
with probability exceeding 1 − ρ, the matrix Φ̂ := ΦDξΨ is a (non-squared) stable











(with ε to be defined later) and δ ≤ δ′M
4
as assumed in Lemma D.2.1,





∣∣∣ ≤ δ′M. For a fixed b ∈ U(B−B), find its nearest covering point
e ∈ E(ε) such that ‖b− e‖2 ≤ ε. Then, we have




≤ (1 + δ′M) + ‖Φ‖2 ‖DξΨ(b− e)‖2 . (88)






(1 + δ). Applying this fact to (88), we have













To remove the catastrophic dependence on (N + 1), set ε =
δ′M
N+1
. Using this choice
of ε, we have










≤ 1 + 9
4
δ′M,
1Squared and non-squared stable embeddings differ only by a small constant in their condition-





∣∣∣. Furthermore if supc∈C
∣∣∣‖Φ̂c‖2 − 1
∣∣∣ ≤ 1, then it can be shown that
supc∈C
∣∣∣‖Φ̂c‖22 − 1




where we used the fact that δ′M ≤ 49 ≤ 1. Using the same steps for the lower bound,
we obtain










ε ≥ 1− 9
4
δ′M.
Since the upper and lower bounds coincide, and they are valid for all b ∈ U(B −B),
we arrive at our required conclusion.
D.3 Synthesis
Finally, it remains to extend the stable embedding from U(B − B) to U(M−M).
From Lemma D.1.1, for any u ∈ U(M−M), we can find a b ∈ U(B −B) such that




. Using Lemma D.2.1 (with ρ fixed and δ′M ≤ 49 to





















(N + 1) ε(T ). (89)
Set T such that ε(T ) =
δ′M
N+1





It is easy to check that T ≤ τ , which fulfills the condition of Lemma D.1.1. Plugging
this choice of ε(T ) into (89), we get













where we used the fact that δ′M ≤ 49 < 1. For the lower conditioning bound, we use
the same estimates to arrive at

























It remains to do some bookkeeping. First, given a predetermined stable manifold





δM. It is clear that this choice of δ
′
M vali-
dates the assumption that δ′M ≤ 49 in Lemma D.2.1, and we have supu∈U(M−M)
∣∣∣‖Φ̂u‖22 − 1
∣∣∣ ≤
δM which is what we are trying to prove. Next, according to the JL lemma for RIP





. This is the condition for the RIP conditioning in Theorem 4.1.2. Finally,
according to the JL lemma for RIP operators (Lemma D.2.1), the RIP order needs to





















. Now |A| depends on








Lemma 2.5.2, which gives the geodesic number of a manifold with geodesic regularity
R, we have





















































+ · · ·












This concludes the proof of Theorem 4.1.2.
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APPENDIX E
STABLE TAKENS’ EMBEDDING PROOFS
In this appendix, we provide proofs for the stable embedding of dynamical systems’
attractors by delay-coordinate maps described in Chapter 5. The proofs involving
linear dynamical systems and linear observation functions (Theorems 5.2.1 and 5.2.2)
are shown in Section E.1 while the proofs involving nonlinear dynamical systems and
general observation functions (Theorems 5.3.1 and 5.3.2) are shown in Section E.2.
E.1 Proof of Stable Takens’ Embedding Theorem For Lin-
ear Dynamical Systems
Because Theorems 5.2.1 and 5.2.2 are very similar in structure, we will essentially lay
out the proof approach for both of them together in this section and then separately
establish the necessary details for each result. Before proceeding with the specific
proofs, we will introduce some notation and preliminary results that will be useful.
E.1.1 Notation and Preliminaries
E.1.1.1 Frame Theory
Drawing on some terminology from the field of frame theory, we say that a sequence
of vectors {gi}Mi=1 in CK , M ≥ K, forms a frame [38] for CK if there exists two real
constants 0 < B1 ≤ B2 < ∞ such that for all α ∈ CK , B1‖α‖22 ≤
∑M
i=1 |〈gi, α〉|2 =
‖Gα‖22 ≤ B2‖α‖22, where GH = (g1 | g2 | · · · | gM) ∈ CK×M , the concatenation of the
{gi}Mi=1, is called the frame analysis operator and B1, B2 are called the frame bounds.
The frame bounds can be defined as B1 = λmin and B2 = λmax, where λmin and λmax
are the minimum and maximum eigenvalues of GHG ∈ CK×K .
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E.1.1.2 Linear Delay Coordinate Maps
Because the attractorM is contained in the span of the columns of V , for any x, y ∈
M we can write x = V αx and y = V αy for some complex coefficients αx, αy ∈ C2d.
Using F to denote the delay coordinate map for a linear system with flow matrix ψ
and observation function h as described in (30), the k-th row (for k = 1, · · · ,M) of











V Dk−1(αx − αy)
)







-j(k−1)θ1Ts , (vH1 h)e
j(k−1)θ1Ts , . . . , (vTd h)e




and D is the diagonal matrix comprised of Aψ-eigenvalues. Thus, we have:
‖F (x)− F (y)‖22 =
M∑
k=1
|〈gk, (αx − αy)〉|2 = ‖G(αx − αy)‖22,
where G ∈ CM×2d is the concatenation of {gk} as described above. In this following,
G is fixed to be this matrix given here.
E.1.1.3 Eigenvalue Bounds
It will be important in the following proofs to determine bounds on the extreme
eigenvalues of the matrix GHG. To that end, we first introduce the well-known
Gershgorin Circle Theorem, which we state here for notational convenience:
Theorem E.1.1 (Gershgorin Circle Theorem [98]). The eigenvalues of a K×K ma-
trix A all lie in the union of the Gershgorin disks of A. The Gershgorin disk Di for i =
1, · · · , K, is defined as Di = {x ∈ C : |x− Ci| ≤ r̃i} , where r̃i :=
∑K
j=1, j 6=i |(A)i,j| is
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the radius, and Ci := (A)i,i is the center of the i-th disk. Thus λ(A) ⊂
⋃K
i=1Di, where
λ(A) = {λ1, · · · , λK}, and {λi} are the eigenvalues of A.
To apply the Gershgorin Circle Theorem to obtain the extrema eigenvalues of
GHG, we introduce the following useful lemma that gives values for centers Ci and
radii r̃i of the Gershgorin disks Di of GHG.
Lemma E.1.1. For i = 1, · · · , d, the centers of the Gershgorin disks of GHG are
C2i−1 = C2i = |vHi h|2M,
while their radii are









sin (M(θi − θp)Ts/2)
sin ((θi − θp)Ts/2)






sin (M(θi + θp)Ts/2)
sin ((θi + θp)Ts/2)
∣∣∣∣ .




k , where we recall that gk is defined as in (90).




where gk(p) denotes the p-th entry of the vector gk. As such, the formation of G
HG





appearing in the terms of each gk. A few sep-
arate cases need to be considered because of the differences in the even (2p) and
odd (2p − 1) numbered rows of GHG for all p. We first consider the even num-





k=1 |vHp h|2 = M |vHp h|2. The adjacent term to the left


















e−j(M−1)θpTs , where the last expression follows from the standard for-
mula for a finite geometric sum, pulling out common exponential factors, and using
Euler’s formula. The other cross terms for all p, q ∈ {1, . . . , d} such that p 6= q can
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The relevant quantities for the odd numbered rows are given similarly as
(GHG)2p−1,2p−1 = (G














sin (M(θq + θp)Ts/2)













sin (M(θp − θq)Ts/2)








Finally we note that many of the above complex quantities only differ in their phase
because of symmetry in the summations, making their magnitudes equal when calcu-
lating the radii of the Gershgorin disks. The expressions for Ci and r̃i in the lemma
are obtained simply by applying the notation of the Gershgorin Circle Theorem to
the calculated magnitudes of the entries of GHG.
E.1.2 General Proof Approach
Using the preliminaries above, we can now sketch out the general approach for the
proof of both theorems below. Essentially, the theorems result from using (or estab-
lishing) the following three facts:
1. If GHG ∈ C2d×2d is established to be full rank, then {gk}Mk=1 form a frame in C2d.






for all distinct pairs of points x, y ∈M. In particular, to establish conditioning
guarantees, we can let B1 and B2 be the smallest and largest eigenvalues of
GHG (respectively) and determine bounds on those important quantities.
2. Next, we use the fact that ‖x − y‖22 = (αx − αy)HV HV (αx − αy) to get A1 ≤
‖x−y‖22
‖αx−αy‖22
≤ A2, where A1 and A2 are the smallest and largest eigenvalues of
V HV ∈ C2d×2d respectively. By the definition of V we know that V HV is
well-defined and full rank, meaning that 0 < A1 ≤ A2 <∞.
3. Putting the 2 previous steps together, we get 0 < B1
A2








can be manipulated to get the scaling constant









δ = 1 − B1
CA2
.
E.1.3 Proof of Theorem 5.2.1
Proof. For Theorem 5.2.1, we follow the three steps detailed in Appendix E.1.2, where
we only need to show that GHG is indeed full rank given the conditions of the theorem.
Consider first the case when M = 2d, where showing GHG is full rank is equivalent
to showing det(GHG) = det(G)2 > 0. The matrix G can be expressed in terms of a
product of a Vandermonde matrix and a diagonal matrix:
G =
( 1 1 ··· 1 1

















where M̃ is the Vandermonde matrix with the Aψ-eigenvalues as its parameters and
H̃ is a diagonal matrix whose diagonal elements are made up of the projection of
h onto the A-eigenvectors. Thus, det(G) = det(M̃) det(H̃). One of the conditions
of Theorem 5.2.1 ensures that the {e±jθiTs}di=1 are distinct, which implies that the
determinant of this square Vandermonde matrix [75, Ch 0] obeys | det(M̃)| > 0. Also
since vHi h 6= 0 for all i = 1, · · · , d, we also know that | det(H̃)| > 0. Therefore for
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M = 2d, rank(GHG) = 2d. Since adding vectors to a frame does not change the rank
of GHG (i.e., frame bounds cannot be lowered by adding more vectors to the frame),
it follows that if M ≥ 2d then rank(GHG) = 2d and the proof of Theorem 5.2.1 is
complete.
E.1.4 Proof of Theorem 5.2.2
Proof. To prove Theorem 5.2.2, we again follow the three steps detailed in Ap-
pendix E.1.2, this time establishing specific guarantees on the frame bounds B1(M)
and B2(M) appearing in the first step. From Lemma E.1.1, we first observe that for
all i we can bound the Gershgorin disk radii by












Noting that ‖h‖22 = 2dM , we see that for each i, the Gershgorin disks of GHG satisfy
D2i−1 = D2i ⊂
[
|vHi h|2M − ‖h‖22(2d− 1)νκ22, |vHi h|2M + ‖h‖22(2d− 1)νκ22
]
.





























applying step 2 in Section E.1.2, we arrive at
B1(M)
A2







for all distinct pairs of points x, y ∈M and for all M .
Now as M → ∞, B1(M) → 2dκ21 and B2(M) → 2dκ22. Thus in the limit of







respectively. We define the scaling constant C as the average of the asymptotic values
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. Also define the conditioning
number δ(M) for a given M as the maximum deviation of the lower and upper





























. Since A1 ≤ A2, we have that
δ(M) = B2(M)
CA1











. We can then define δ0 and δ1(M)
as the first and second term of the sum above. Notice that δ(M) represents a worst
case bound on the deviation from C, as we maximized over upper and lower bounds
that may not be the same magnitude (i.e., in general C(1− δ(M)) 6= B1(M)
A2
).
Finally, we recall that for the embedding conditioning number to be valid, we must
have 0 ≤ δ(M) < 1. The first condition δ(M) ≥ 0 is achieved by construction. The
upper bound is equivalent to the condition for M required by the theorem statement,
thus completing the proof.
E.2 Proof of Stable Takens’ Embedding for Nonlinear Dy-
namical Systems and Nonlinear Observation Functions
In this section, we will prove Theorem 5.3.2. It is easy to see that Theorem 5.3.1 is
then a direct corollary of this theorem.
LetM be the Riemannian submanifold considered in Theorem 5.3.2. Recall that
Fα is a stable embedding of ḡ (M) with conditioning δ whenever
(1− δ) ≤ ‖Fα(x)− Fα(y)‖
2
2




≤ (1 + δ)
holds for all ḡ (x) , ḡ (y) ∈ ḡ (M) (or for all x, y ∈M since ḡ (·) is one-to-one onM).
Recall the fact that for some x ∈ M, we can rewrite Fα(x) = Gxα with α being
an i.i.d. Rademacher sequence, and that Gx is the matrix equivalent of the vector
ḡ (x) ∈ ḡ (M). Without loss of generality, we shall write Gx ∈ ḡ (M). Then, we can
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∣∣‖U (Gx −Gy)α‖22 − 1
∣∣
≤ δ, (92)
where from our notations, U (Gx −Gy) := Gx−Gy‖Gx−Gy‖F . Thus, showing stable embedding
is equivalent to showing that the supremum of the random variable
∣∣‖U (Gx −Gy)α‖22 − 1
∣∣
over the set U (ḡ (M)− ḡ (M)) is bounded by δ. For notational simplicity, we denote
Ū := U (ḡ (M)− ḡ (M)).
To get a bound on the supremum of the random variable
∣∣‖U (Gx −Gy)α‖22 − 1
∣∣,
recall that we can also write Fα(x)− Fα(y) as (see Section 5.3.4)








(ḡ (x)− ḡ (y)) =: Φ(ḡ (x)− ḡ (y)),(93)
where Φ ∈ RM×MP is a RBD matrix (see Section 3.1.2 and [107]). The following
lemma gives a concentration of measure bound on the RBD matrix Φ as found in
Section 3.1.2 and [84, Proposition 5.2]:
Lemma E.2.1. Suppose Φ is a M × MP RBD matrix appearing in (93) where
α ∈ RP is either an i.i.d. Rademacher or standard Gaussian sequence. Then, for any
ḡ (x) , ḡ (y) ∈ ḡ (M),
P
{∣∣∣∣
‖Φ(ḡ (x)− ḡ (y))‖22




≤ 2 exp (−C(ε)r(Gx −Gy)) , (94)






















if α is a
Rademacher sequence.
Proof. We will start with the case when α is an i.i.d. standard Gaussian sequence.
From Theorem 3.1.2, we have that
P
{∣∣∣∣
‖Φ(ḡ (x)− ḡ (y))‖22



















for any ḡ (x) , ḡ (y) ∈ RMP , and where λ ∈ RMP are the singular values of (Gx −
Gy)





= r(Gx −Gy) yields (94).
Moving on to the case when α is an i.i.d. Rademacher sequence, [84, Proposition
5.2] tells us that for any ḡ (x) , ḡ (y) ∈ RMP ,
P

















where X := H((Gx − Gy)H(Gx − Gy)) with H(A) being the hollow function of a
square matrix A that returns the matrix A with its diagonal set to 0. First, it is easy
to see that
‖H((Gx −Gy)H(Gx −Gy))‖2F ≤ ‖(Gx −Gy)H(Gx −Gy)‖2F = ‖λ‖22,
where λ is again the vector of singular values of (Gx−Gy)H(Gx−Gy). Next, we have
‖H((Gx−Gy)H(Gx−Gy))‖2 ≤ ‖(Gx−Gy)H(Gx−Gy)‖2+‖D((Gx−Gy)H(Gx−Gy))‖2,
where D(A) is a diagonal function that returns the matrix A but with zeros on all
entries except on the diagonal. Now,
‖D((Gx −Gy)H(Gx −Gy))‖2 ≤ ‖(Gx −Gy)H(Gx −Gy)‖max,
where ‖A‖max returns the maximum absolute value of the entries of A, and
‖(Gx −Gy)H(Gx −Gy)‖max ≤ ‖(Gx −Gy)H(Gx −Gy)‖2.
Therefore, we have
‖H((Gx −Gy)H(Gx −Gy))‖2 ≤ 2‖(Gx −Gy)H(Gx −Gy)‖2 = 2‖λ‖∞.
Putting these bounds on ‖X‖2 and ‖X‖2F into (95) together with the substitution





‖Φ(ḡ (x)− ḡ (y))‖22



















where we used the fact that ‖ḡ (x) − ḡ (y) ‖22 = ‖Gx − Gy‖2F = ‖λ‖1. Again, using
the inequality ‖λ‖22 ≤ ‖λ‖1‖λ‖∞ and the fact that ‖λ‖1‖λ‖∞ =
‖Gx−Gy‖2F
‖Gx−Gy‖22
= r(Gx − Gy)
yields (94).
In what follows, we will suppose that α is an i.i.d. Rademacher sequence (and
the case when α is an i.i.d. Gaussian sequence is discussed in Section 5.3.4). Noting
that U (Gx −Gy)α = Φ(ḡ(x)−ḡ(y))‖ḡ(x)−ḡ(y)‖22 , we will use the following concentration of measure
inequality which holds for any U (Gx −Gy) ∈ Ū :
P
{∣∣‖U (Gx −Gy)α‖22 − 1
∣∣ > ε
}
≤ 2 exp (−C(ε)r(Gx −Gy)) , (96)









For a fixed stable embedding conditioning δ, we want to show that the following









To continue our analysis, we will first cover the space of chords Ū with a finite
set K̄ such that every point in Ū is close to a point in K̄. This is the subject of
Lemma E.2.2 below. Then, using the union bound together with the concentration









Lastly, we will use simple geometric arguments to extend the supremum from the set
K̄ to the set of interest Ū .
First, the following lemma shows that a finite cover of Ū exists:
Lemma E.2.2. Pick any η > 0. There exists a finite set K̄ such that K̄ is a (2η, ‖·‖2)-
cover of Ū , K̄ ⊂ Ū , and

















where DM, Rḡ(M), Vḡ(M), and
1
τḡ(M)
are the dimension, geodesic regularity, volume,
and uniform upper bound on the second fundamental form of ḡ (M) respectively.
Proof. The proof of this lemma follows from Lemma D.1.1 in Section D.1 and the
discussion on E(ε) in Section D.2. To be precise, let A = A(T ) := C
(
ḡ (M) , dḡ(M), T
)
for some T ≤ τḡ(M) be the (T, dḡ(M))-cover of ḡ (M) of minimum cardinality. Define
a generalized covering set B of the manifold ḡ (M) as
B = B(T ) =
⋃
a∈A
{a+ Taḡ (M)(T )},
where Taḡ (M)(T ) := {u ∈ Taḡ (M) | ‖u‖2 ≤ T} refers to all tangent vectors of ḡ (M)
at the point a whose lengths are less than T . Then, Lemma D.1.1 in Section D.1 says






, ‖ · ‖2
)
-cover of Ū .
Now from Section D.2, U(B−B) can be divided into two sets of elements, namely:
1. B1 := U
(⋃







2. B2 := U
(⋃
a1,a2∈A,a1 6=a2 {(a1 − a2) + (Ta1 ḡ (M)(T )− Ta2 ḡ (M)(T ))}
)
.
The set B1 is comprised of |A| DM-dimensional unit spheres. We know that each unit
sphere can be (ε, ‖ · ‖2)-covered by at most (1 + 2ε )DM points, thus |C (B1, ‖ · ‖2, ε) | ≤
|A|(1 + 2
ε
)DM . The set B2 is the projection onto the unit sphere (in RMP ) of not
more than |A|2 subsets of affine planes where each affine plane is contained in a linear
subspace of dimension 2DM + 1. Thus, |C (B2, ‖ · ‖2, ε) | ≤ |A|2(1 + 2ε )2DM+1. Define




















By construction, for any b ∈ U(B−B), we can find an e ∈ E(ε) such that ‖b−e‖2 ≤ ε.





. With this choice of ε and T , for every u ∈ Ū , we can
















However, the points that make up E do not all lie on the set Ū as required by
the lemma. To rectify this, for every e ∈ E, define ke := arg mink∈Ū ‖k − e‖2. It
is easy to check that ‖ke − e‖2 ≤ η since E is a (η, | · ‖2)-cover of Ū . Next, define
K̄ := {ke | e ∈ E} ⊂ Ū as the set of all ke (after pruning away repetitions). By
construction |K̄| ≤ |E| and (for DM ≥ 2)


















We claim that K̄ is a (2η, ‖ · ‖2)-cover of Ū . To prove this, first pick any u ∈ Ū .
Then, there exists an e ∈ E such that ‖u− e‖2 ≤ η. Now, there also exists a k ∈ K̄
such that ‖e− k‖2 ≤ η. Thus, ‖u− k‖2 ≤ ‖u− e‖2 + ‖e− k‖2 ≤ 2η which concludes
the proof.





















To complete the proof, we require a simple geometric argument to extend our failure




∣∣‖U (Gx −Gy)α‖22 − 1
∣∣ ≤ δ.
Denoting F c as the complement of some event F , we have shown that








With the relation between a squared and non-squared conditioning (3), we can deduce
that for any k ∈ K̄, we have |‖Φk‖2 − 1| ≤ δ under event F1(δ) (non-squared condi-
tioning). Now, pick any U(Gx − Gy) ∈ Ū . By definition of K̄, we can find a k ∈ K̄
such that ‖U (ḡ (x)− ḡ (y))−k‖2 ≤ 2η. Therefore, for this choice of U(Gx−Gy) ∈ Ū ,
‖U (Gx −Gy)α‖2 = ‖ΦU (ḡ (x)− ḡ (y)) ‖2 ≤ ‖Φ(U (ḡ (x)− ḡ (y))− k)‖2 + ‖Φk‖2
≤ 2‖Φ‖2η + (1 + δ) = 1 + (δ + 2‖Φ‖2η) .
Similarly, we have the lower bound
‖U (Gx −Gy)α‖2 = ‖ΦU (ḡ (x)− ḡ (y)) ‖2 ≥ ‖Φk‖2 − ‖Φ(U (ḡ (x)− ḡ (y))− k)‖2
≥ (1− δ)− 2‖Φ‖2η = 1− (δ + 2‖Φ‖2η) .
Combining these bounds, we have that
|‖U (Gx −Gy)α‖2 − 1| ≤ δ + 2‖Φ‖2η. (97)
Now, a crude bound gives ‖Φ‖22 ≤ ‖Φ‖2F = PM since α is a Rademacher sequence.
Thus, under the event F1(δ) and choosing η =
δ
2PM
, we have (non-square conditioning)
|‖U (Gx −Gy)α‖2 − 1| ≤ 2δ,
for any U (Gx −Gy) ∈ Ū . Then, applying the relation between squared and non-
squared conditioning (3) gives
∣∣‖U (Gx −Gy)α‖22 − 1
∣∣ ≤ 6δ.




























































with η = δ
2PM
, we arrive








































































δ < 1, we obtain the bound in the theorem.
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APPENDIX F
MEMORY IN NEURAL NETWORKS PROOFS
In this appendix, we prove the statements that appeared in Chapter 6.
F.1 Proof of Basic RIP Statement
In this section, we show that the matrix Φ = UZ̃F satisfies the RIP under the
conditions stated in (44) in Section 6.3. Specifically, we want to prove the following
theorem:
Theorem F.1.1. Suppose N ≥ M , N ≥ S and N ≥ O(1). Let z = 1√
M
U1M where
the eigenvector matrix U is unitary, so that Z̃ = diag (U−1z) = 1√
M
I. For M an even
integer, denote the eigenvalues of W by {ejwm}Mm=1. Let the first M/2 eigenvalues
({ejwm}M/2m=1) be chosen uniformly at random on the complex unit circle (i.e., we chose
{wm}M/2m=1 uniformly at random from [0, 2π)) and the other M/2 eigenvalues as the
complex conjugates of these values (i.e., for M/2 < m ≤ M , ejwm = e−jwm−M/2).
Under these conditions, for a given RIP conditioning δ < 1 and failure probability ρ,
if
M ≥ C S
δ2
µ2 (Ψ) log4 (N) log(ρ−1),
for a universal constant C, then for any s that is S-sparse (i.e., has no more than S
non-zero entries)
(1− δ) ≤ ‖ΦΨs‖22 / ‖s‖
2
2 ≤ (1 + δ)
with probability exceeding 1− ρ.
We note that [111] shows that for the canonical basis (Ψ = I), the bounds for








using a more complex
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proof technique than we will employ here. For ρ = 1
N
, the result in [111] represents
an improvement of a log(N) factor when restricted to only the canonical basis for Ψ.
While the proof of Theorem F.1.1 is fairly technical, the procedure follows very
closely the proof of Theorem 8.1 from [111] on subsampled DTFT matrices. While
the basic approach is the same, the novelty in our presentation is the incorporation
of the sparsity basis Ψ and considerations for a real-valued connectivity matrix W .
Before beginning the proof of this theorem, we note that because U is assumed
unitary, ‖ΦΨs‖2 = ‖Z̃FΨs‖2 for any signal s. Thus, it suffices to establish the
conditioning properties of the matrix Φ̂ := Z̃FΨ. For the upcoming proof, it will
be useful to write this matrix as a sum of rank-1 operators. The specific rank-1






l Ψ, the l-th row
of FΨ, where FHl :=
[
1, ejwl , · · · , ejwl(N−1)
]
∈ CN is the l-th row of F . Because
of the way the “frequencies” {wm} are chosen, for any l > M2 , Xl = X∗l−M
2
. The
l-th row of Φ̂ is z̃lX
H
l where z̃l is the l-th diagonal entry of the diagonal matrix Z̃,
meaning that we can use the sum of rank-1 operators to write the decomposition
Φ̂HΦ̂ =
∑M
l=1 |z̃l|2XlXHl . If we define the random variable B := Φ̂HΦ̂ − I and the






















To aid in the upcoming proof, we make a few preliminary observations and rewrite
the quantities of interest in some useful ways. First, because of the correspondences
between the summands in Φ̂HΦ̂ (i.e. Xl = X
∗















making clear the fact that there are only M
2
independent wm’s. Under the assumption
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of Theorem F.1.1, z̃l =
1√
M



















































































=: B1 + B2.
The main proof of the theorem has two main steps. First, we will establish a
bound on the moments of the quantity of interest |||B||| using Lemma F.1.1 below.1
Next we will use these moments to derive a tail bound on |||B||| using Lemma A.1.2
in Section A.1, which will lead directly to the RIP statement we seek.
Lemma F.1.1. Suppose M ≥ S and suppose we have a sequence of (fixed) vectors
Yl ∈ CN for l = 1, · · · ,M such that K := maxl=1,··· ,M ‖Yl‖∞ < ∞. Let {ξl} be a
Rademacher sequence, i.e., a sequence of i.i.d. ±1 random variables. Then for p = 1






























where C,C ′ are universal constants.
Armed with this notation and these lemmas, we now prove Theorem F.1.1:
Proof. We seek to show that under the conditions onM in Theorem F.1.1, P{|||B||| > δ} ≤
ρ. Since B = B1 + B2 and {|||B1||| ≤ δ/2} ∩ {|||B2||| ≤ δ/2} ⊂ {|||B||| ≤ δ}, then,
P{|||B||| > δ} ≤ P{|||B1||| > δ/2}+ P{|||B2||| > δ/2} .
1This is a reproduction of Lemma 2.4.1 in Section 2.4.3.
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Thus, it will suffice to bound P{|||B1||| > δ/2} ≤ ρ/2 since B2 = B∗1 implies that
P{|||B2||| > δ/2} ≤ ρ/2. In this presentation we let C,C ′ be some universal constant
that may not be the same from line to line.
To begin, we use Lemma F.1.1 to bound Ep := (E {|||B1|||p})1/p by setting Yl =
z̃∗lXl for l = 1, · · · , M2 . To meet the conditions of Lemma F.1.1 we use a standard
symmetrization manipulation (see Lemma A.1.1 of Section A.1). Specifically, we can
write:











































where now the expectation is over the old random sequence {wl}, together with a
newly added Rademacher sequence {ξl}. Applying the law of iterated expectation
and Lemma F.1.1, we have for p ≥ 2:








































































































































In the first line above, the inner expectation is over the Rademacher sequence {ξl}
(where we apply Lemma F.1.1) while the outer expectation is over the {wl}. The
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third line uses the triangle inequality for the |||·||| norm, the fourth line uses Jensen’s
inequality (Lemma A.1.4), and the fifth line uses triangle inequality for moments
norm (i.e., (E {|X + Y |p})1/p ≤ (E {|X|p})1/p + (E {|Y |p})1/p). To get to log4N in
the third line, we used our assumption that N ≥ M , N ≥ S and N ≥ O(1) in
























































. By assuming ap ≤ 12 , this bound can be simplified to Ep ≤ ap. Now, this









⇔ p ≤ M
16C2/pC ′Sµ(Ψ)2 log4(N)
.










































then we have our required tail bound of P{|||B1||| > δ} ≤ ρ/2. First, observe that (100)



















⇔ M ≥ CSµ(Ψ)2 log4(N) log(ρ−1),
which, together with the earlier condition on M , completes the proof.
F.2 Bounded Error due to Stimulus History
In this section, we derive the bound (47) in Section 6.4. The approach we take
is to bound the individual components of (8) pertaining to the `1 recovery errors.
Specifically, we will bound the noise term (the first term in (8)) by the component of
the input history that is beyond the attempted recovery, and we will bound the signal
approximation term (the second term in (8)) by the quality of the signal recovery
possible in the attempted recovery length. In this way we can observe how different
properties of the system and input sequence affect signal recovery.
To bound the first term in (8) (i.e., the omission errors due to inputs beyond the






We only wish to recover the past N ≤ N∗ time steps, so we break up the summation
into components of the current state due to “signal” (i.e., signal we attempt to recover)
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From here we can see that the first summation is the matrix multiply Φs as is
discussed in the paper. The second summation here, ε, takes the place of a noise term
in the recovery. We can further analyze the effect of this noise term by understanding
that ε is a bounded noise term for well behaved input sequences s[n] (in fact, all
that is needed is that the maximum value or the expected value and variance are
reasonably bounded) when the eigenvalues of W are of magnitude q ≤ 1. We can

























where D = diag(d1, . . . , dM) is the diagonal matrix containing the normalized eigen-







1, the eigenvalues of W are uniformly spread around a complex
226



































































where dk is the k
th normalized eigenvalue of W . In the limit of large input signal







To bound the second term in (8) (i.e., the signal approximation errors due to
imperfect recovery), we must characterize the possible error between the signal (which
is S-sparse) and the approximation to the signal with the S∗ largest coefficients. In
the worst case scenario, there are S − S∗ + 1 coefficients that cannot be guaranteed
to be recovered by the RIP conditions, and these coefficients all take the maximum



















F.3 Gaussian Uncertainties in Feed-forward Vector
In this section, we extend the RIP analysis of Appendix F.1 to the case when z is
chosen to be a Gaussian i.i.d. vector. The RIP analysis is summarized in the following
theorem:
Theorem F.3.1. Suppose N ≥ M , N ≥ S and N ≥ O(1). Let the entries of z be
i.i.d. zero-mean Gaussian random variables with variance 1
M
, and the eigenvector ma-
trix U be unitary. For M an even integer, denote the eigenvalues of W by {ejwm}Mm=1.
Let the first M/2 eigenvalues ({ejwm}M/2m=1) be chosen uniformly at random on the com-
plex unit circle (i.e., we chose {wm}M/2m=1 uniformly at random from [0, 2π)) and the
other M/2 eigenvalues as the complex conjugates of these values. Then, for a given
RIP conditioning δ and failure probability N− log
4N ≤ ρ ≤ 1
e
, if
M ≥ C S
δ2
µ2 (Ψ) log5 (N) log(ρ−1),
Φ satisfies RIP-(S, δ) with probability exceeding 1− ρ for a universal constant C.
It is unfortunate that with the additional randomness in the feed-forward vector,
the same proof procedure as in Theorem F.1.1 cannot be used. In the proof of
Theorem F.1.1, we showed that the random variable |||Z1||| has p-th moments that
scale like αβ1/pp1/2 (through Lemma F.1.1) for a range of p which suggests that it has
a subgaussian tail (i.e., P{|||Z1||| > u} ≤ Ce−u2/2) for a range of deviations u. We then
used this tail bound to bound the probability that |||Z1||| exceeds a fixed conditioning
δ. With Gaussian uncertainties in the feed-forward vector z, Lemma F.1.1 will not
yield the required subgaussian tail but instead gives us moments estimates that result
in sub-optimal scaling of M with respect to N . Therefore, we will instead follow the
proof procedure of Theorem 16 from [133] that will yield the better measurement rate
given in Theorem F.3.1 above.
Let us begin by recalling a few notations from the proof of Theorem F.1.1 and
by introducing further notations that will simplify our exposition later. First, recall
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that we let XHl be the l-th row of FΨ. Thus, the l-th row of our matrix of interest
Φ̂ = Z̃FΨ is z̃lX
H
l where z̃l is the l-th diagonal entry of the diagonal matrix Z̃.
Whereas before, z̃l =
1√
M
for any l = 1, · · · ,M , here it will a random variable. To
understand the resulting distribution of z̃l, first note that for the connectivity matrix
W to be real, we need to assume that the second M
2
columns of U are complex
conjugates of the first M
2
columns. Thus, we can write U = [UR | UR] + j [UI | − UI ],
where UR, UI ∈ RM×
M
2 . Because UHU = I, we can deduce that UTRUI = I and that
the `2 norms of the columns of both UR and UI are
1√
2
.2 With these matrices UR, UI ,
let us re-write the random vector z̃ to illustrate its structure. Consider the matrix
Û := [UR | UI ] ∈ RM×M , which is a scaled unitary matrix (because we can check that
ÛT Û = 1
2
I). Next, consider the random vector ẑ := ÛT z. Because Û is (scaled)
unitary and z is composed of i.i.d. zero-mean Gaussian random variables of variance
1
M
, the entries of ẑ are also i.i.d. zero-mean Gaussian random variables, but now with
variance 1
2M
. Then, from our definition of U in terms of UR and UI , for any l ≤ M2 , we
have z̃l = ẑl + jẑl+M
2
and for l > M
2
, we have z̃l = ẑl−M
2
− jẑl. This clearly shows that
each of the first M
2
entries of z̃ is made up of 2 i.i.d. random variables (one being the
real component, the other imaginary), and that the other M
2
entries are just complex
conjugates of the first M
2
. Because of this, for l ≤ M
2
, |z̃l|2 = |z̃l+M
2
|2 = ẑ2l + ẑ2l+M
2
is
the sum of squares of 2 i.i.d. Gaussian random variables.
From the proof of Theorem F.1.1, we also denoted
























 =: Z1 + Z2.























UTI UI −UTI UI












−UTI UR −UTI UR
])
.
Then by equating the above to I + j0, we arrive at our conclusion.
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Before moving on to the proof, we first present a lemma regarding the random
sequence |zl|2 that will be useful in the sequel.
Lemma F.3.1. Suppose for l = 1, · · · , M
2
, |z̃l|2 = ẑ2l + ẑ2l+M/2 where ẑl for l =
1, · · · ,M is a sequence of i.i.d. zero-mean Gaussian random variables of variance 1
2M
.
Also suppose that ρ ≤ 1 is a fixed probability. For the random variable maxl=1,··· ,M/2 |z̃l|2,































Proof. To ease notation, every index l used as a variable for a maximization will be
taken over the set l = 1, . . . , M
2
without explicitly writing the index set. To calculate
E {maxl |z̃l|2}, we use the following result that allows us to bound the expected value

















Using the union bound, we have the estimate P{maxl |z̃l|2 > u} ≤ M2 P{|z̃1|2 > u}
(since the |z̃l|2 are identically distributed). Now, because |z̃1|2 is a sum of squares of
two Gaussian random variables and thus is a (generalized) χ2 random variable with













3The pdf of a χ2 random variable χq with q degrees of freedom is given by p(x) =
1
2q/2Γ(q/2)




where Γ(·) is the Gamma function and the 2Mu appears instead of u in the expo-
nential is because of the standardization of the Gaussian random variables (initially
of variance 1
2M
). To proceed, we break the integral in (103) into 2 parts. To do so,







, then the trivial upper bound of P{maxl |z̃l|2 > u} ≤ 1
is a better estimate than C1M
2
e−Mu. In other words, our estimate for the tail bound

































































This is the bound in expectation that we seek for in (103).
In the second part of the proof that follows, C,C ′ denote universal constants.
Essentially, we will want to apply Lemma A.1.2 that is used in Appendix F.1 to
obtain our tail bound. In the lemma, the tail bound of a random variable X can be
estimated once we know the moments of X. Therefore, we require the moments of
























where the first step comes from writing the expectation as an integral of the cumu-
lative distribution (as seen in (103)) and taking the union bound, and the second
step comes from the fact that the |z̃l|2 are identically distributed. Now, |z̃1|2 is a
sub-exponential random variable since it is a sum of squares of Gaussians [136].4
4A sub-exponential random variable is a random variable whose tail probability scale like exp−Cu
for some constant C. Thus, a χ2 random variable is a specific instance of a sub-exponential random
variable.
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where the division by M comes again from the variance of the Gaussian random
variables that make up |z̃1|2. Putting this bound with (104), we have the following















Therefore, by Lemma A.1.2 with α = C
′
M
, β = CM
2


















, we have our desired tail bound.
Armed with this lemma, we can now turn our attention to the main proof. As
stated earlier, this follows essentially the same form as [133] with the primary differ-
ence of including the results from Lemma F.3.1. As before, because P{|||Z||| > δ} ≤
P{|||Z1||| > δ/2} + P{|||Z2||| > δ/2} with Z2 = Z∗1 , we just have to consider bounding
the tail bound P{|||Z1||| > δ/2}. This proof differs from that in Appendix F.1 in that
here, we will first show that E {|||Z1|||} is small when M is large enough and then show
that Z1 does not differ much from E {|||Z1|||} with high probability.
F.3.1 Expectation
In this section, we will show that E {|||Z1|||} is small. This will basically follow from
Lemma F.1.1 in Appendix F.1 and (101) in Lemma F.3.1. To be precise, the remainder
of this section is to prove:
Theorem F.3.2. Choose any δ′ ≤ 1
2
. If M ≥ C3Sµ(Ψ)2 log5N
δ′2
, then E {|||Z|||} ≤ δ′.
5We remark that this bound gives a worse estimate for the expected value as that calculated
before because of the crude bound given by (104).
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Proof. Again, C is some universal constant that may not be the same from line to
line. We follow the same symmetrization step found in the proof in Appendix F.1 to
arrive at:























where the outer expectation is over the Rademacher sequence {ξl} and the inner
expectation is over the random “frequencies” {wl} and feed-forward vector z̃. As
before, for l = 1, · · · , M
2
, we set Yl = z̃
∗
lXl. Observe that by definition K :=
maxl=1,··· ,M/2 ‖Yl‖∞ = maxl |z̃l|‖Xl‖∞ and thus is a random variable. We then use






















































where the second line uses the Cauchy-Schwarz inequality for expectations and the
third line uses triangle inequality. Again, to get to log4N in the second line, we used
our assumption that N ≥ M , N ≥ S and N ≥ O(1) in Theorem F.3.1. It therefore
remains to calculate E {K2}. Now, K = maxl |z̃l|‖Xl‖∞ ≤ maxl |z̃l|maxl ‖Xl‖∞.
First, we have maxl ‖Xl‖∞ = maxl,n |〈Fl,Ψn〉| ≤ µ(Ψ). Next, (101) in Lemma F.3.1

























. Putting everything together, we have






































. By supposing a ≤ 1
2
, this can be simplified as E ≤ a. To conclude,
let us choose M such that a ≤ δ′ where δ′ ≤ 1
2
is our pre-determined conditioning
(which incidentally fulfills our previous assumption that a ≤ 1
2
). By applying the
formula for a, we have that if M ≥ C3Sµ(Ψ)2 log5(N)
δ′2
, then E ≤ δ′.
F.3.2 Tail Probability
To give a probability tail bound estimate to Z1, we use the following lemma found
in [111, 133]:
Lemma F.3.2. Suppose Yl for l = 1, · · · ,M are independent, symmetric random
variables such that |||Yl||| ≤ K < ∞ almost surely. Let Y =
∑M
l=1 Yl. Then for any
u, t > 1, we have
P{|||Y ||| > C(uE {|||Y |||}+ tK)} ≤ e−u2 + e−t.
The goal of this section is to prove:
Theorem F.3.3. Pick any δ ≤ 1
2
and suppose N− log
4(N) ≤ ρ ≤ 1
e




, then P{|||Z1||| > δ} ≤ 8ρ.










However, this poses several problems. First, they are not symmetric and thus, we
need to symmetrize it by defining
Ỹl = |z̃l|2XlXHl − |z̃′l|2X ′l(X ′l)H
∼ ξl
(
|z̃l|2XlXHl − |z̃′l|2X ′l(X ′l)H
)
where z̃′, X ′l are independent copies of z̃ and Xl respectively, and ξl is an independent
Rademacher sequence. Here, the relation X ∼ Y for two random variables X, Y
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means that X has the same distribution as Y . To form Ỹl, what we have done
is take each summand of Z1 and take it’s difference with an independent copy of
itself. Because Ỹl is symmetric, adding a Rademacher sequence does not change its
distribution and this sequence is only introduced to resolve a technicality that will
arise later on. If we let Ỹ :=
∑M/2
l=1 Ỹl, then the random variables Ỹ (symmetrized)









≤ 2E {|||Z1|||} , (105)









However, a second condition imposed on Yl in Lemma F.3.2 is that |||Yl||| ≤ K <∞
almost surely. Because of the unbounded nature of the Gaussian random variables
z̃l and z̃
′
l in Ỹl, this condition is not met. Therefore, we need to define a Yl that is
conditioned on the event that these Gaussian random variables are bounded. To do


















Using (102) in Lemma F.3.1, we can calculate P{F c}, where F c is the complemen-
tary event of F :















































∣∣∣∣∣∣|z̃l|2XlXHl − |z̃′l|2X ′l(X ′l)H
















































where in the last line we used the fact that the ratio between the `1 and `2 norms of
an S-sparse vector is S, and the estimate we derived for maxl ‖Xl‖2∞ in Appendix F.1.
We now define a new random variable that is a truncated version of Ỹl which takes
for value 0 whenever we fall under event F c, i.e.,
Yl := Ỹl IF = ξl
(
||z̃l|2XlXHl − |z̃′l|2X ′l(X ′l)H
)
IF ,
where IF is the indicator function of event Fl. If we define Y =
∑M/2
l=1 Yl, then the
random variables Y (truncated) and Ỹ (un-truncated) are related by [133] (see also









≤ P{|||Y ||| > u}+ P{F c} . (107)
When z̃, z̃′, Xl, X
′
l are held constant so only the Rademacher sequence ξl is random,









that the sole reason for introducing the Rademacher sequences is for this use of the
contraction principle. As this holds point-wise for all z̃, z̃′, Xl, X
′
l , we have









We now have all the necessary ingredients to apply Lemma F.3.2. First, by
choosing δ′ ≤ 1
2




. Thus, by chaining (108) and (105), we have








≤ 2E {|||Z1|||} ≤ 2δ′.
Also, with this choice of M , we have
K =








Using these estimates forK and E {|||Y |||}, and choosing u =
√
log ρ−1 and t = log ρ−1,
Lemma F.3.2 says that
P
{











Then, using the relation between the tail probabilities of Y and Ỹ (107) together with
















≤ 2ρ+ P{F c} ≤ 4ρ.
Finally, using the relation between the tail probabilities of Ỹ and Z (106), we have
P
{
|||Z1||| > 2δ′ + 2C ′δ′
√
log ρ−1 +





where we used the fact that E {|||Z1|||} ≤ δ′. Then, for a pre-determined conditioning
δ ≤ 1
2




for a constant C ′′ which will be chosen appropriately
later. With this choice of δ′ and with our assumptions that δ ≤ 1
2
and ρ ≤ 1
e
, the























CC ′δ2(log(C ′2M) + log ρ
−1)
9 (C ′′)2 log5N
≤ CC
′(log(C ′2M) + log ρ
−1)














(where we further supposed that N ≥ O(1)). If N− log4N ≤ ρ ≤ 1
C′2M
(where the lower























Putting the formula for δ′ into M ≥ C3Sµ(Ψ)2 log5N
δ′2
completes the proof.
F.4 Change of RIP Conditioning with System Eigenvectors
In this section, we derive the worst case bound on how the RIP conditioning δ changes
when the connectivity matrix W has non-orthonormal eigenvectors. The conditioning
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of U can reduce the recoverable short term memory of the system by increasing the
RIP conditioning value δ . If the Fourier matrix F has RIP conditioning
C (1− δ) ‖s‖22 ≤ ‖Fs‖22 ≤ C (1 + δ) ‖s‖22
and U has a squared ratio of maximum and minimum singular values σ2max/σ
2
min = γ,
we can write the conditioning on the composite matrix UF in terms of the condi-
tioning of F and the maximum and minimum singular values of U . We can find the
upper bound via
‖UFs‖22 ≤ σ2max‖Fs‖22 ≤ σ2maxC(1 + δ)‖s‖22,
and the lower bound via
‖UFs‖22 ≥ σ2min‖Fs‖22 ≥ σ2minC(1− δ)‖s‖22.
We wish to consolidate these bounds into an RIP statement
C ′ (1− δ′) ‖s‖22 ≤ ‖UFs‖22 ≤ C ′ (1 + δ′) ‖s‖22
where
σ2minC(1− δ) = C ′(1− δ′)
σ2maxC(1 + δ) = C
′(1 + δ′)



















From these expressions, we can see that as the singular value spread of U diminishes
(i.e. γ → 1), the RIP conditioning does not change (δ′ = δ). As γ grows, the
conditioning factor grows accordingly.
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