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Metric for Automatic Machine Translation




In this paper, we describe sentence-level methods of machine translation eval-
uation and quality estimation (translation evaluation without reference transla-
tion). In machine translation evaluation (MTE) task, the machine trans-
lation (MT) hypothesis is evaluated by comparing it with the reference trans-
lation. In quality estimation (QE) task, the MT hypothesis is evaluated by
comparing it with the source sentence without using the reference sentence. In
this study, we propose and analyze methods for these two tasks.
The MTE methods with a high correlation with human evaluation enable
continuous detailed deployment of an MT system. The QE methods with a high
correlation with human evaluation enable continuous extensive deployment of
an MT system. There are two types of sentence-level MTE methods: one is to
evaluate the translation of one MT system relative to the translation of another
system, and the other is to absolutely evaluate the quality of the translation. In
this research, we focus on absolute automatic evaluation to enable qualitative
analysis of sentence-level in MT systems. In addition, we consider a method
that can perform absolute evaluation close to human evaluation to be highly
reliable automatic evaluation, and compare and analyze the performance of each
evaluation method based on the reliability.
Various MTE methods have been proposed in the Metrics Shared Task of
∗Master’s Thesis, Department of Computer Science, Graduate School of System Design, Tokyo
Metropolitan University, Student ID 18860628, February 21, 2020.
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the Conference on Machine Translation (WMT). However, most MTE metrics,
including the current de facto standard BLEU, are obtained by computing the
similarity between an MT hypothesis and a reference based on the character
or word N-grams. Therefore, they can exploit only limited information for the
sentence-level MTE. There is also a method that uses sentence representations
to consider global information. However, since the whole model is trained using
only a relatively small amount of supervised data, it does not show sufficient
performance.
Therefore, we propose a sentence-level MTE method using universal sentence
representations capable of capturing global information that cannot be captured
by local features. Our method can be roughly divided into (a) the method that
uses sentence representations of an MT hypothesis and a reference translation
which are independently encoded and (b) the method that uses sentence rep-
resentations of an MT hypothesis and a reference translation which are jointly
encoded. These two proposed methods have in common that they use sentence
representations pre-trained on large-scale corpus as features and evaluate MT
hypothesis using a regression model that is trained on datasets with human
evaluation. We evaluated the performance of these two proposed methods and
analyzed pre-training methods of sentence representations, input methods of
an MT hypothesis and reference translation into an encoder, and fine-tuning
methods of encoder in detail.
In this study, we also propose a QE method (an MTE method without refer-
ence translation) using sentence representations pre-trained on a raw multilin-
gual corpus. It is possible to perform MTE without reference translation using a
source sentences and an MT hypothesis in different languages by using sentence
representations pre-trained on a multilingual corpus, Our method pre-trains a
sentence or sentence-pair encoder on a large-scale multi-lingual raw corpus and
trains a regression model that estimates translation quality score from source
sentence and MT hypothesis. We evaluated the performance of the proposed
method and analyzed the effect of cross-lingual fine-tuning on the sentence or
v
sentence-pair encoder.
The main contributions of the study are summarized below:
• We propose the MTE methods based on pre-trained sentence represen-
tations, and show that pre-trained sentence representations are useful
features in MTE.
• A detailed analysis of the proposed methods revealed that pre-training
methods of sentence representations, input methods of a MT hypothesis
and reference translation into an encoder, and fine-tuning methods of
encoder contributed to the performance improvement in MTE.
• We propose the QE methods based on pre-trained multi-lingual sentence
representations, and show that pre-trained multi-lingual sentence repre-
sentations are useful features in QE.
• A detailed analysis of the proposed methods revealed that cross-lingual
fine-tuning on pre-trained multi-lingual sentence encoder contributed to
the performance improvement in QE.
The structure of this paper is as follows. Chapter 1 describes the proposal,
contribution, and outline of this research. Chapter 2 describes human evaluation
of MT, followed by an overview of related work on MTE and QE task. Chap-
ter 3 describes the proposed methods for MTE and QE based on pre-trained
sentence representations. Chapter 4 describes an evaluation experiment of the
proposed methods using datasets with human evaluation score of WMT Met-
rics Shared Task. Chapter 5 describes the analysis and consideration of the
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機械翻訳に関する国際会議 Conference on Machine Translation（WMT）∗では，
機械翻訳自動評価手法の人手評価との相関を比較するMetrics Shared Taskが開催
されており，これまでに多くの手法が提案されてきた．しかし，現在のデファクト
スタンダードである BLEU [27] をはじめとして，ほとんどの機械翻訳自動評価手




























































性能を比較する News Translation Shared Taskが開催されており，各システムの
翻訳文を研究者やクラウドソーシングによって人手評価してきた．WMT Metrics
Shared Task における機械翻訳の人手評価としては，各翻訳文に対する相対評価











語側の単言語の評価タスクとなっている．WMT News Translation Shared Task
における妥当性や流暢性の人手評価値の収集は下記の手順で行われる．
∗WMTにおいて，人手の絶対評価が採用され始めたのはWMT-2016 News Translation Shared Task
からであるが，WMT-2016 Metrics Shared Task では学習用のデータセットとして WMT-2015
News Translation Shared Task [31] における翻訳文と参照文に対して人手で付与した絶対評価値付
きデータセットが公開されている．
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chrF [29]は，文字 N -gramの一致率に基づく手法である．また，chrF+および
chrF++ [30]は，文字 N -gramとともに単語 N -gramの一致率も考慮する．chrF
および chrF+は，WMT-2018 [23]以降のMetrics Shared Taskにおいてベースラ
イン手法のひとつとして利用されている．
MEANT 2.0§ [21] は，逆文書頻度で重み付けされた単語 N -gram，単語分散表
現に基づく単語類似度および意味役割付与 (SRL) に基づく構文類似度を用いる手
法である．SRL を利用できない言語においては，MEANT 2.0-nosrl を適用する
ことができる．MEANT 2.0 は WMT-2017 Metrics Shared Task において，文
単位の to-English言語対¶で高い性能を示している．また，MEANT 2.0-nosrl は








BEER∗∗ [32] は，文字 N -gram の一致率を素性として 2.1 節で述べた人手の
相対評価値付きデータセット上で学習を行う教師あり手法である．この手法は，
WMT-2017のMetrics Shared Taskにおいて，文単位の from-English言語対で高
い性能を示している．
Blend†† [24]は，機械翻訳の自動評価用ツールキット Asiya‡‡ [11]の基本 25素性

















がある．ReVal はWMT Metrics Shared Task および文対の意味的類似度推定タ








質を推定する手法が存在する．WMT Quality Estimation（QE） Shared Taskで


































我々の提案手法は，RUSE と BERT による機械翻訳自動評価および BERT に
よる機械翻訳品質推定の 3つである．まず 3.1節では，文の分散表現を利用する機












本研究では，教師あり学習に基づく InferSent [8]，教師なし学習に基づく Quick
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図 3.1 InferSentの概要図 図 3.2 Quick Thoughtの概要図
Thought [22] およびマルチタスク学習に基づく Universal Sentence Encoder [6]
の 3手法を用いて文全体の大域的な情報を考慮する．
InferSent∗は，含意関係認識のための Stanford Natural Language Inference
（SNLI）データセット [5]上でMax-poolingを用いた双方向 LSTMネットワーク
を学習する教師あり学習に基づく手法である．図 3.1に示すように，文 uおよび v




Quick Thought†は，大規模な生コーパス上で双方向 GRU ネットワークを用い
て隣接文推定することにより，教師なしで文の表現学習を行う手法である．図 3.2
に示すように，文 i，その文脈 t，その他の文（対比文）c1, c2, ..., ck が与えられ，2
種類の文の符号化器 f および g がそれぞれ文を符号化する．そして，入力文の分散
表現 i⃗との最大の内積値を持つ分散表現に対応する文を隣接文として推定する分類
器を用いて，隣接文推定の学習を行う．応用タスクでは，所与の文を 2つの符号化






















• 要素積：t⃗ ∗ r⃗
• 要素差：|⃗t − r⃗|
回帰モデルには，これらの 3種類の素性を連結した 4d次元の素性が入力される．
ただし，dは分散表現 t⃗および r⃗ の次元数である．RUSEでは回帰モデルのみを学
習し，文の符号化器の再学習は行わない．
3.2 BERTによる機械翻訳自動評価
文および文対単位の表現学習モデルである BERT (Bidirectional Encoder Rep-
resentations from Transformers) [9]が，文対の意味的類似度推定など多くのタス
‡https://www.tensorflow.org/hub/modules/google/universal-sentence-encoder-large/2
12




































機械翻訳の品質推定タスクのために，3.2 節の BERT による機械翻訳自動評価
§極性分類などの単一文を扱うタスクのために，文対ではなく文を符号化することもできる．この場合，



























約 −1.95～約 1.65の実数値で示されている．本実験では，WMT-2015 [31]および
WMT-2016 [4]の to-English言語対の合計 5,360文対を無作為に分割し，9割を学
習用，1割を開発用に利用する．また，WMT-2017 [3]の文対は評価用に利用する．
RUSE の素性には，それぞれ著者らによって公開されている学習済みの In-











表 4.1 WMT Metrics Shared Taskの各言語対における人手の絶対評価値付き文対数
cs-en de-en fi-en lv-en ro-en ru-en tr-en zh-en en-ru
WMT-2015 500 500 500 - - 500 - - 500
WMT-2016 560 560 560 - 560 560 560 - 560








本実験では，WMT-2017 Metrics Shared Task におけるベースラインである
SentBLEU および上位 3 手法を提案手法と比較する．比較手法のメタ評価には，





■RUSE with GloVe-BoW: 図 1.2(a) の文の分散表現として，単語分散表現
GloVe [28] (glove.840B.300d§) の平均ベクトルを用いる．この 300 次元のベク
トルを文の分散表現として，3.1.2節の方法で素性を抽出する．
■RUSE with IS: SNLIデータセット [5]の 56万文およびMultiNLIデータセッ





■RUSE with QT: BookCorpus データセット [39] の 4,500 万文および UMBC
WebBase [17]の約 1億 3,000万文の両方を用いて事前学習された Quick Thought
によって 4,800次元の文の分散表現を獲得し，3.1.2節の方法で素性を抽出する．
■RUSE with USE: Wikipedia，ニュース，QAサイト，議論サイトなどの多様
なWebソースを用いて事前学習された Universal Sentence Encoderによって 512
次元の文の分散表現を獲得し，3.1.2節の方法で素性を抽出する．
■RUSE with BERT: 単一文を入力とする BERT の [CLS] トークンに対応する
隠れ層のうち，最終 4層を連結したものを 3,072次元の文の分散表現として 3.1.2
節の方法で素性を抽出する．ただし，BERTの符号化器の部分は再学習しない．
■BERT (w/o fine-tuning): 文対を入力とする BERT の [CLS] トークンに対応
する隠れ層のうち最終 4層を連結したもの（3,072次元）を，図 1.2(b)のMLPの
入力として用いる．ただし，BERTの符号化器の部分は再学習しない．
■BERT: 文対を入力とする BERTの [CLS]トークンに対応する最終隠れ層（768
次元）を図 1.2(b)のMLPの入力として用い，MLPとともに BERTの符号化器の
部分も再学習する．
RUSEと BERT (w/o fine-tuning)の各パラメータは，以下の組み合わせの中か
らグリッドサーチにより，開発データにおける平均２乗誤差が最小のモデルを選択
する．なお，全ての層において活性化関数は ReLUを使用する．
• バッチサイズ ∈ {64, 128, 256, 512, 1024}
• 学習率（Adam）∈ {1e-3}
• エポック数 ∈ {1, 2, ..., 30}
• ドロップアウト率 ∈ {0.1, 0.3, 0.5}
• MLPの隠れ層の数 ∈ {1, 2, 3}




表 4.2 WMT-2017 Metrics Shared Task（to-English 言語対）におけるピア
ソンの積率相関係数
cs-en de-en fi-en lv-en ru-en tr-en zh-en avg.
SentBLEU 0.435 0.432 0.571 0.393 0.484 0.538 0.512 0.481
chrF++ 0.523 0.534 0.678 0.520 0.588 0.614 0.593 0.579
MEANT 2.0 0.578 0.565 0.687 0.586 0.607 0.596 0.639 0.608
Blend 0.594 0.571 0.733 0.577 0.622 0.671 0.661 0.633
RUSE with GloVe-BoW 0.475 0.479 0.645 0.532 0.537 0.547 0.480 0.527
RUSE with IS 0.556 0.568 0.706 0.650 0.626 0.649 0.634 0.627
RUSE with QT 0.599 0.588 0.736 0.690 0.655 0.710 0.645 0.660
RUSE with USE 0.592 0.596 0.681 0.621 0.598 0.645 0.620 0.622
RUSE with BERT 0.622 0.626 0.765 0.708 0.609 0.706 0.647 0.669
BERT (w/o fine-tuning) 0.645 0.607 0.780 0.727 0.644 0.704 0.705 0.687
BERT 0.720 0.761 0.857 0.828 0.788 0.798 0.763 0.788
表 4.3 WMT-2017 Metrics Shared Task（to-English 言語対）におけるスピ
アマンの順位相関係数
cs-en de-en fi-en lv-en ru-en tr-en zh-en avg.
SentBLEU 0.429 0.424 0.555 0.362 0.495 0.488 0.532 0.469
chrF++ 0.495 0.518 0.655 0.474 0.579 0.593 0.570 0.555
MEANT 2.0 0.561 0.550 0.685 0.549 0.601 0.582 0.616 0.592
Blend 0.578 0.564 0.713 0.547 0.609 0.644 0.638 0.613
RUSE with GloVe-BoW 0.468 0.474 0.641 0.504 0.513 0.530 0.482 0.516
RUSE with IS 0.525 0.551 0.699 0.627 0.621 0.624 0.605 0.607
RUSE with QT 0.600 0.593 0.734 0.690 0.673 0.693 0.627 0.659
RUSE with USE 0.591 0.588 0.681 0.603 0.585 0.621 0.595 0.609
RUSE with BERT 0.637 0.622 0.759 0.701 0.609 0.692 0.644 0.666
BERT (w/o fine-tuning) 0.645 0.619 0.791 0.731 0.650 0.706 0.697 0.691
BERT 0.733 0.760 0.854 0.824 0.777 0.793 0.755 0.785
4.1.3 実験結果
表 4.2，表 4.3および表 4.4にWMT-2017 Metrics Shared Taskにおける実験
結果を示す．表 4.2および表 4.3より，BERTが全ての to-English言語対におい
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表 4.4 WMT-2017 Metrics Shared Task（to-English言語対）における平均 2乗誤差
cs-en de-en fi-en lv-en ru-en tr-en zh-en avg.
SentBLEU - - - - - - - -
chrF++ - - - - - - - -
MEANT 2.0 - - - - - - - -
Blend 0.242 0.219 0.184 0.291 0.216 0.206 0.194 0.222
RUSE with GloVe-BoW 0.317 0.251 0.231 0.284 0.241 0.247 0.257 0.261
RUSE with IS 0.259 0.222 0.192 0.229 0.213 0.198 0.195 0.215
RUSE with QT 0.240 0.213 0.179 0.208 0.198 0.170 0.193 0.200
RUSE with USE 0.246 0.212 0.213 0.237 0.217 0.200 0.207 0.219
RUSE with BERT 0.229 0.200 0.174 0.187 0.214 0.174 0.200 0.197
BERT (w/o fine-tuning) 0.225 0.220 0.154 0.176 0.209 0.168 0.174 0.189














や BERT における隣接文推定とは設定が異なる．Quick Thought や BERT にお
ける隣接文推定では，符号化器と単純な分類器を用いて文対が隣接するか否かを




















BERT (w/o fine-tuning)と BERTを比較すると，符号化器の再学習による性能
への影響がわかる．事前学習された文対の符号化器から素性抽出を行いMLPのみ























問題として扱っている Predictor-Estimatorおよび BERTmulti についてのみ行う．
4.2.2 比較手法
本実験では，参照文を用いない機械翻訳自動評価手法として，WMT-2017 QE
Shared Taskで最高性能を達成した Predictor-Estimator [19]およびWMTのQE
















• エポック数 ∈ {1, ..., 15}




• エポック数 ∈ {1, ..., 30}





Shared Taskのベースラインである SentBLEU [3]および chrF+§§ [30]とWMT-
2017 Metrics Shared Task において高い性能を示している Blend [24] および 4.1
節における BERT による機械翻訳自動評価である．SentBLEU，Blend における
各言語対の評価値にはメタ評価には，4.1節と同様にWMT-2017 Metrics Shared
Taskで公開されている各手法の評価値を利用した．chrF+における実験では，著
者等によって公開されている実装を用いてWMT-2019 Metrics Shared Task [25]
∥https://github.com/Unbabel/OpenKiwi
∗∗http://www.statmt.org/wmt17/translation-task.html




表 4.5 WMT-2017 Metrics Shared Taskにおける各評価手法の人手評価との
ピアソンの積率相関係数
cs-en de-en fi-en lv-en ru-en tr-en zh-en en-ru avg.
参照文なしの品質推定：
Predictor-Estimator 0.337 0.163 - - 0.272 - - 0.441 0.303
LASIM 0.327 0.403 0.415 0.465 0.364 0.423 0.467 0.352 0.454
BERTmulti 0.548 0.506 0.695 0.693 0.592 0.643 0.460 0.648 0.598
参照文に基づく自動評価：
SentBLEU 0.435 0.432 0.571 0.393 0.484 0.538 0.512 0.468 0.479
chrF+ 0.523 0.531 0.677 0.529 0.592 0.609 0.595 0.612 0.584
Blend 0.594 0.571 0.733 0.577 0.622 0.671 0.661 0.578 0.626
BERTBASE 　 0.720 0.761 0.857 0.828 0.788 0.798 0.763 0.741 0.782
表 4.6 WMT-2017 Metrics Shared Taskにおける各評価手法の人手評価との
スピアマンの順位相関係数
cs-en de-en fi-en lv-en ru-en tr-en zh-en en-ru avg.
参照文なしの品質推定：
Predictor-Estimator 0.327 0.176 - - 0.286 - - 0.451 0.310
LASIM 0.361 0.404 0.463 0.464 0.351 0.451 0.482 0.313 0.411
BERTmulti 0.551 0.527 0.699 0.682 0.579 0.656 0.457 0.660 0.601
参照文に基づく自動評価：
SentBLEU 0.429 0.424 0.555 0.362 0.495 0.488 0.532 0.487 0.472
chrF+ 0.493 0.513 0.656 0.484 0.581 0.592 0.571 0.604 0.562
Blend 0.578 0.564 0.713 0.547 0.609 0.644 0.638 0.563 0.607
BERTBASE 　 0.733 0.760 0.854 0.824 0.777 0.793 0.755 0.743 0.780
と同様の設定を利用した．
4.2.3 実験結果
表 4.5，表 4.6および表 4.7にWMT-2017 Metrics Shared Taskにおける実験結
果を示す．表 4.5および表 4.6の上段の品質推定において，提案手法の BERTmulti
は zh-en以外の言語対で比較手法の Predictor-Estimatorおよび LASIMよりも人
手評価との高い相関を示した．同様に，表 4.7の上段の品質推定において，提案手法
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表 4.7 WMT-2017 Metrics Shared Taskにおける各評価手法の人手評価との
平均 2乗誤差
cs-en de-en fi-en lv-en ru-en tr-en zh-en en-ru avg.
参照文なしの品質推定：
Predictor-Estimator 0.344 0.350 - - 0.342 - - 0.343 0.345
LASIM - - - - - - - - -
BERTmulti 0.292 0.270 0.197 0.216 0.241 0.231 0.322 0.267 0.255
参照文に基づく自動評価：
SentBLEU - - - - - - - - -
chrF+ - - - - - - - - -
Blend 0.242 0.219 0.184 0.291 0.216 0.206 0.194 0.277 0.229





なお，本実験において lv-en および zh-en の言語対には学習用データが存在し
ないが，lv-enの言語対では LASIMよりも BERTmulti が高い性能を示す一方で，























RUSEの素性には 4.1.1節で述べた Quick Thoughtを用いる．RUSEの各パラ
メータは 4.1.1節の組み合わせの中からグリッドサーチにより，開発データにおけ
る平均２乗誤差が最小のモデルを選択するが，バッチサイズのみ以下に変更した．





図 5.1 RUSE（左）と BERT（右）における学習曲線（人手評価とのピアソン
の積率相関係数）
図 5.2 RUSE（左）と BERT（右）における学習曲線（人手評価とのスピアマ
ンの順位相関係数）
• バッチサイズ ∈ {8, 16, 32}
• エポック数 ∈ {1, 2, ..., 6}




順位相関係数に約 0.1の差があり，評価時の平均 2乗誤差には約 0.05以上の差があ
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図 5.3 RUSE（左）と BERT（右）における学習曲線（人手評価との平均 2乗誤差）
る．このことから，RUSEおよび BERTによる機械翻訳自動評価の両手法におい
て，学習データ数による性能の変化が大きいことがわかる．また，図 5.1と図 5.2
および図 5.3 より，BERT による機械翻訳自動評価は学習データ数が 510 文対の
場合でも，RUSEの 8,160文対の学習データ数での性能を上回っていることがわか
る．510 文対のデータで学習された BERT による機械翻訳自動評価の性能は，表

















ピアソン スピアマン 平均 2乗誤差
SentBLEU 0.468 0.487 -
chrF+ 0.609 0.601 -
MEANT 2.0-nosrl 0.636 0.637 -
Blend 0.578 0.563 0.277
RUSE with QT 0.594 0.603 0.268
BERT 0.741 0.743 0.208
より，開発データにおける平均２乗誤差が最小のモデルを選択するが，バッチサイ
ズとMLPの隠れ層の次元のみ以下に変更した．
• バッチサイズ ∈ {16, 32, 64, 128, 256}
• MLPの隠れ層の次元 ∈ {128, 256, 512, 1024, 2048, 4096}
BERTには，著者らによって公開されている多言語の大規模コーパス上で事前学




比較手法として，WMT Metrics Shared Task のベースラインである Sent-
BLEU，WMT-2017 Metrics Shared Taskにおける上位 3手法である，chrF+ [30]，


















WMT-2017 Metrics Shared Taskにおいて文単位の to-English言語対で最高性

















表 5.2 Blend，RUSEおよび BERTによる機械翻訳自動評価の出力例
成功例 1
参照文 ‘Needless to say, there was no disrespect intended and I’m very sorry.’




参照文 Vaino comes from a family of Soviet party elite.
翻訳文 Blame comes from the family in the Soviet party elite.
評価値 人手評価：-0.634，Blend：0.298，RUSE：-0.366，BERT：-0.446
失敗例
参照文 Information providers will remain anonymous.












対ずつ，tr-en の言語対においては 560 文対を使用して品質推定の再学習を行う．
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表 5.3 WMT-2017 Metrics Shared Taskにおける提案手法の学習データによ
る性能比較（ピアソンの積率相関係数）
cs-en de-en fi-en lv-en ru-en tr-en zh-en en-ru avg.
参照文なしの品質推定：
Predictor-Estimator 0.337 0.163 - - 0.272 - - 0.441 0.303
LASIM 0.327 0.403 0.415 0.465 0.364 0.423 0.467 0.352 0.454
BERTmulti 0.548 0.506 0.695 0.693 0.592 0.643 0.460 0.648 0.598
BERTmulti（w/o 他言語） 0.474 0.442 0.638 - 0.424 0.533 - 0.599 0.518
BERTmulti（Zero-shot） 0.512 0.482 0.697 - 0.552 0.631 - 0.530 0.567
参照文に基づく自動評価：
SentBLEU 0.435 0.432 0.571 0.393 0.484 0.538 0.512 0.468 0.479
chrF+ 0.523 0.531 0.677 0.529 0.592 0.609 0.595 0.612 0.584
表 5.4 WMT-2017 Metrics Shared Taskにおける提案手法の学習データによ
る性能比較（スピアマンの順位相関係数）
cs-en de-en fi-en lv-en ru-en tr-en zh-en en-ru avg.
参照文なしの品質推定：
Predictor-Estimator 0.327 0.176 - - 0.286 - - 0.451 0.310
LASIM 0.361 0.404 0.463 0.464 0.351 0.451 0.482 0.313 0.411
BERTmulti 0.551 0.527 0.699 0.682 0.579 0.656 0.457 0.660 0.601
BERTmulti（w/o 他言語） 0.487 0.454 0.643 - 0.436 0.526 - 0.607 0.526
BERTmulti（Zero-shot） 0.520 0.484 0.699 - 0.556 0.634 - 0.549 0.574
参照文に基づく自動評価：
SentBLEU 0.429 0.424 0.555 0.362 0.495 0.488 0.532 0.487 0.472









表 5.5 WMT-2017 Metrics Shared Taskにおける提案手法の学習データによ
る性能比較（平均 2乗誤差）
cs-en de-en fi-en lv-en ru-en tr-en zh-en en-ru avg.
参照文なしの品質推定：
Predictor-Estimator 0.344 0.350 - - 0.342 - - 0.343 0.345
LASIM - - - - - - - - -
BERTmulti 0.292 0.270 0.197 0.216 0.241 0.231 0.322 0.267 0.255
BERTmulti（w/o 他言語） 0.324 0.297 0.225 - 0.295 0.248 - 0.286 0.279
BERTmulti（Zero-shot） 0.292 0.306 0.194 - 0.278 0.206 - 0.296 0.262
参照文に基づく自動評価：
SentBLEU - - - - - - - - -






学習用，1 割を開発用に無作為分割して zero-shot 品質推定の実験を行う．なお，
lv-enおよび zh-enの言語対はそもそも学習用データが存在しないため本実験の対
象外とする．
表 5.3，表 5.4 および表 5.5 の実験結果より，対象言語対のデータも含めて品


















RUSEによる機械翻訳自動評価では，WMT-2017 Metrics Shared Taskのデー
タセットを用いた評価実験において，文単位の to-English 言語対で当時のどの
従来手法よりも高い性能を示した．また，BERT による機械翻訳自動評価では，
WMT-2017 Metrics Shared Taskのデータセットを用いた評価実験において，文
単位の全ての言語対で RUSEを凌ぎ，最高性能を更新した．多言語 BERTによる
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