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Abstract
A signiﬁcant step towards establishing the structure and function of
a protein is the prediction of the local conformation of the polypeptide
chain. In this article we present systems for the prediction of 3 new
alphabets of local structural motifs. The motifs are built by applying
multidimensional scaling (MDS) and clustering to pair-wise angular dis-
tances for multiple φ-ψ angle values collected from high-resolution protein
structures.
The predictive systems, based on ensembles of bidirectional recurrent
neural network architectures, and trained on a large non-redundant set
of protein structures, achieve 72%, 66% and 60% correct structural mo-
tif prediction on an independent test set for di-peptides (6 classes), tri-
peptides (8 classes) and tetra-peptides (14 classes), respectively, 28-30%
above base-line statistical predictors. To demonstrate that structural mo-
tif predictions contain relevant structural information, we build a further
system, based on ensembles of two-layered bidirectional recurrent neural
networks, to map structural motif predictions into traditional 3-class (he-
lix, strand, coil) secondary structure. This system achieves 79.5% correct
prediction using the “hard” CASP 3-class assignment, and 81.4% with
a more lenient assignment, outperforming a sophisticated state-of-the-art
predictor (Porter) trained in the same experimental conditions.
All the predictive systems will be provided free of charge to academic
users and made publicly available at the address http://distill.ucd.ie/.
1 Introduction
The determination of a protein’s structure from the amino acid sequence alone
remains one of the most fundamental unsolved problems in computational bi-
ology. A signiﬁcant step towards establishing the structure and function of a
1protein is the prediction of the local conformation of the polypeptide chain.
Secondary structure, consisting of folding regularities maintained by hydrogen
bonds and traditionally subdivided into helices, sheets and coils, is a widely
used representation. A large number of secondary structure predictors have
been developed over the last 20 years, with the most accurate ones classifying
correcly up to 76-80% of residues [13, 18, 2, 22, 21, 26]. Of course many other
representations of these local conformations are possible, based on patterns of
hydrogen bonds (e.g. diﬀerent/richer secondary structure assignments [22]), or
on a protein’s backbone angles. Protein dihedral backbone angles φ, ψ and ω
are a compact, vectorial representation of a protein’s structure. Because of the
low variation of ω, it is φ and ψ which provide most of the variability in a pro-
tein’s conformation [24]. The Ramachandran plot, which plots φ against ψ, has
proved to be a valuable tool to identify and visualise the φ − ψ conformational
space allowed. However it is harder to deal with, or visualise, the conformations
of protein fragments consisting of more than one pair of angles, for example the
conformation of an n-peptide, or a fragment which can be described by n pairs
of φ-ψ values.
The identiﬁcation, and classiﬁcation of conformations of n-peptides has been
attempted in many diﬀerent forms and through an array of diﬀerent algorithmic
tools. A simple approach is building libraries of relevant fragments (as in [5] or
[31]), for instance by identifying structural motifs by some clustering method
(e.g. k-means [6], Self-Organizing Maps [8, 9]). After a number of relevant
structural patterns has been identiﬁed, the prediction of torsional angles can
be modelled as a classiﬁcation problem in the space induced by these patterns.
This means mapping the string representing the primary sequence into a string
from an alphabet of n letters, each representing a structural motif. Numerous
machine learning or, more in general, statistical tools are available to solve
this problem, and have been adopted to try to classify protein local structural
motifs (e.g. [6, 9]). In [15] nine alphabets of local structure descriptions were
examined, including Protein Blocks (PB) [8] and an alphabet based on the
clusters used in HMMSTER [6], to establish which descriptions are most useful
for improving fold recognition and alignment quality. This study showed that
highly informative, detailed alphabets have greater potential for fold recognition
and that the best results can be achieved by combining several alphabets that
encode diﬀerent kinds of information about local protein structure. Developing
new, informative structural alphabets, and eﬃcient methods to predict them
from the primary sequence is thus of great interest: these alphabets may help
improving the performances of current algorithms for protein folding, and for ab
initio protein structure prediction; richer, subtler predicted information about
torsional angles may feed back into secondary structure prediction algorithms,
boosting their performance, as shown in [30].
Recently [28] multidimensional scaling (MDS) was applied to pair-wise an-
gular distances for multiple φ-ψ values collected from high-resolution protein
structures. This principled method allowed the visualisation of protein back-
bone fragments in a reduced 3D conformational space, and lead to the identiﬁ-
cation of a small number of conformational clusters that are populated by real
2backbones.
Here we map the clusters identiﬁed in [28] into three conformational alpha-
bets of 6, 8 and 14 letters, for di- tri- and tetra-peptides respectively. Based
on this novel representation we develop architectures composed of ensembles of
bidirectional recurrent neural networks to predict the structural motif of protein
backbone fragments from a protein’s primary sequence and from evolutionary
information in the form of multiple sequence alignments. Our systems achieve
72%, 66% and 60% correct prediction in the 6, 8 and 14 class problem, respec-
tively, 28-30% above base-line statistical predictors.
To demonstrate that structural motif predictions contain relevant structural
information, we adopt the three systems as the ﬁrst stage of a pipeline for
the prediction of traditional 3-class secondary structure. To do so, we build a
further architecture, based on ensembles of two-layered bidirectional recurrent
neural networks, to map structural motif predictions into secondary structure.
This system achieves 79.5% correct classiﬁcation using the “hard” CASP 3-class
assignment, and 81.4% using the “easier” assignment in [18], outperforming a
sophisticated state-of-the-art predictor [21] trained in the same experimental
conditions.
2 Data and Methods
2.1 Dataset
The data set used in our simulations is extracted from the December 2003 25%
pdb select list [11]. We use the DSSP program [14] (CMBI version) to assign
relevant structural features (secondary structure, φ and ψ angles) and remove
sequences for which DSSP does not produce an output due, for instance, to
missing entries or format errors. After processing by DSSP, the set contains
2171 proteins and 344,653 amino acids. For our experiments we split the data
into a training set containing 1736 sequences (S1736) and a test set of 435 (S435),
or 1/5 of the total. The test set sequences are selected in an interleaved fashion
(i.e. every ﬁfth sequence is picked) from the whole set sorted alphabetically by
PDB code.
Prediction from a multiple alignment of protein sequences rather than a
single sequence has long been recognised as a way to improve prediction accuracy
for virtually all protein structural features: secondary structure [27, 25, 13, 2,
22, 21], solvent accessibility [20], beta-sheet pairing [4], contact maps [19, 3],
etc. Consequently we exploit evolutionary information in the form of frequency
proﬁles compiled from alignments of multiple homologous sequences, extracted
from the NR database. Multiple sequence alignments for the 2171 proteins are
extracted from the NR database as available on March 3 2004 containing over 1.4
million sequences. The database is ﬁrst redundancy reduced at a 98% threshold,
leading to a ﬁnal 1.05 million sequences. The alignments are generated by three
runs of PSI-BLAST [1] with parameters b = 3000, e = 10−3 and h = 10−10.
Data sets, multiple alignments, and training/test set splitting are identical
3to those in [21, 29].
2.2 Data Clustering
To cluster sequences of φ and ψ angles in the sets, we follow the clustering
scheme devised in [28]. In this study, protein conformational space from two to
seven residue lengths is mapped into a three-dimensional space employing mul-
tidimensional scaling (MDS), as implemented in the R package for multivariate
analysis [12]. MDS is run on a data matrix composed of pair-wise angular dis-
tances for multiple φ-ψ values collected from high-resolution protein structures.
The resulting data points are then clustered. The analysis in [28] identiﬁes 6,
8 and 14 clusters for the case of di-, tri- and tetra-peptides respectively. We
adopt these clusters as structural motifs.
We map each n-peptide s in the S1736 and S435 datasets into the motif
corresponding to the cluster i that minimises the following distance:
d(ci,s) =
 n X
k=1
[(180◦ − |180◦ − |φ
ci
k − φs
k||)2
+(180◦ − |180◦ − |ψ
ci
k − ψs
k||)2]
 1
2
where ci is the centroid of the i-th cluster, x
ci
k xs
k are the values of torsional
angle x for the k-th residue of centroid ci and of n-peptide s respectively. All
the angles are transformed to fall between 0 and 360◦. The distance in equation
1 is the same adopted in [28], and takes into account the circular quality of
angles.
The numbers of residues mapped into each cluster for the S1736 and S435
sets are reported in Table 1. The compositions of all clusters in terms of DSSP
secondary structures are reported in Tables 2, 3 and 4. In Figures 1, 2 and 3
we report sequence logos [7] for the three clustering schemes. In these, each
cluster is represented by a stack of letters corresponding to the 8 DSSP classes.
The height of each stack is proportional to how “conserved” each cluster is, i.e.
to the diﬀerence, measured in bits, between the maximum possible entropy for
that cluster (that one would obtain if DSSP classes were equally probable) and
the observed entropy:
log28 −
 
−
8 X
i=1
p(si)log2p(si)
!
(1)
where si is the i-th DSSP class, and p(si) is its frequency within a given cluster.
The height of each letter is proportional to its relative frequency within the
stack. In the Results section we discuss the relationship between structural
clusters and secondary structure classes, and how this may aﬀect prediction
performances.
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Figure 1: Sequence Logos [7] of DSSP 8-class secondary structures in 6 Clusters
(di-peptides). The height of each stack is proportional to the conservation of the
cluster (diﬀerence between maximum possible entropy and observed entropy),
measured in bits. The height of each letter is proportional to its relative fre-
quency within the stack. H = α-helix, G = 3-10-helix, I = π-helix, E = extended
strand, B = β-bridge, T = turn, S = bend, C = the rest.
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Figure 2: Sequence Logos [7] of DSSP 8-class secondary structures in 8 Clus-
ters (tri-peptides). The height of each stack is proportional to the conservation
of the cluster (diﬀerence between maximum possible entropy and observed en-
tropy), measured in bits. The height of each letter is proportional to its relative
frequency within the stack. H = α-helix, G = 3-10-helix, I = π-helix, E =
extended strand, B = β-bridge, T = turn, S = bend, C = the rest.
5cluster di-peptides tri-peptides tetra-peptides
train test train test train test
1 2.65 2.64 5.20 5.09 4.91 4.96
2 3.62 3.61 23.77 24.11 5.40 5.37
3 39.87 39.61 8.00 8.07 32.37 32.13
4 10.59 10.52 6.77 6.77 2.79 2.67
5 31.80 32.22 36.92 36.66 2.21 2.27
6 11.47 11.41 7.13 7.14 6.48 6.55
7 8.21 8.32 18.03 18.26
8 4.01 3.83 3.88 3.92
9 2.23 2.30
10 5.09 4.96
11 4.08 4.20
12 6.08 6.10
13 4.04 3.95
14 2.41 2.37
Table 1: Residues per cluster. Percentages of residues in S1736 (train) and S435
(test) for the 3 clustering schemes
2.3 Predictive Algorithms and Implementation
2.3.1 From primary sequence to structural motifs
We model the prediction of a residue’s closest structural motif as a classiﬁcation
task with multiple classes. Formally, this consists in learning a mapping f(·) :
I → O from the space I of labelled input sequences to the space O of labelled
output sequences. In practice, we want to predict a sequence of labels O =
O(n) = (o
(n)
1 ,...,o
(n)
N ), for a given sequence of inputs I = (i1,...,iN), where
each ij ∈ I is the input coding of residue rj in position j, and output o
(n)
k
represents the n-peptide structural motif the k-th residue belongs to. In our
case the problem is modelled for n = 2, n = 3 and n = 4, corresponding to 6-,
8- and 14-class classiﬁcations as in [28].
To learn the mapping between inputs I and outputs O(n) (sequence to struc-
tural motif) we use an architecture composed of Bidirectional Recurrent Neural
Networks (BRNN)[2] 1 of the same length N as the amino acid sequence. Simi-
larly to [21] we use BRNNs with shortcut connections. In these BRNNs, connec-
tions along the forward and backward hidden chains span more than 1-residue
intervals, creating shorter paths between inputs and outputs. These networks
take the form:
oj = N (O)

ij,h
(F)
j ,h
(B)
j

1Also known as 1D-RNN, e.g. in [3].
6H G I E B T S .
1 0.67 1.99 0.05 12.59 1.49 45.72 21.96 15.53
2 7.19 3.66 0.04 1.15 0.24 41.92 16.72 29.08
3 75.45 6.44 0.05 0.07 0.02 12.61 3.12 2.23
4 9.42 3.69 0.02 12.46 1.64 11.73 18.21 42.83
5 0.01 0.04 0.00 57.50 2.42 1.32 6.16 32.55
6 3.15 2.93 0.02 12.88 1.63 17.92 28.86 32.62
Table 2: DSSP 8-class secondary structure composition (%) of 6 Clusters (di-
peptides). Cluster number in the ﬁrst column. Rows add up to 100. H =
α-helix, G = 3-10-helix, I = π-helix, E = extended strand, B = β-bridge, T =
turn, S = bend, . = the rest.
H G I E B T S .
1 0.05 0.06 0.01 21.57 1.90 11.32 28.35 36.73
2 0.01 0.03 0.00 64.79 1.94 0.89 4.65 27.69
3 1.35 1.71 0.01 25.17 2.46 11.80 20.73 36.77
4 10.80 7.37 0.04 4.90 1.21 31.83 19.86 23.98
5 78.59 5.34 0.05 0.03 0.01 10.44 2.39 3.15
6 19.42 7.66 0.03 5.76 1.23 25.01 12.56 28.34
7 5.06 2.18 0.01 25.18 2.53 13.06 13.94 38.04
8 9.33 4.28 0.06 2.60 1.06 21.04 27.94 33.69
Table 3: DSSP 8-class secondary structure composition (%) of 8 Clusters (tri-
peptides). Cluster number in the ﬁrst column. Rows add up to 100. H =
α-helix, G = 3-10-helix, I = π-helix, E = extended strand, B = β-bridge, T =
turn, S = bend, . = the rest.
h
(F)
j = N (F)

ij,h
(F)
j−1,...,h
(F)
j−S

h
(B)
j = N (B)

ij,h
(B)
j+1,...,h
(B)
j+S

j = 1,...,N
where h
(F)
j and h
(B)
j are forward and backward chains of hidden vectors with
h
(F)
0 = h
(B)
N+1 = 0, and S is the longest shortcut length. We parametrise the
output update, forward update and backward update functions (respectively
N (O), N (F) and N (B)) using three two-layered feed-forward neural networks.
In the tests presented in this work the input associated with the j-th residue
ij contains amino acid information obtained from multiple sequence alignments
of the protein sequence to its homologues, to leverage evolutionary information.
Amino acids are coded as letters out of an alphabet of 25 (as in [21]). Beside the
20 standard amino acids, B (aspartic acid or asparagine), U (selenocysteine),
X (unknown), Z (glutamic acid or glutamine) and . (gap) are considered. The
input presented to the networks is the frequency of each of the 24 non-gap
7H G I E B T S .
1 13.43 5.61 0.01 15.31 2.12 19.64 10.96 32.92
2 31.33 11.25 0.05 3.67 0.91 17.03 11.17 24.59
3 84.20 3.69 0.05 0.01 0.01 7.98 1.51 2.56
4 14.53 6.66 0.09 2.32 0.85 28.18 19.98 27.40
5 8.10 3.83 0.01 7.61 2.50 16.98 22.60 38.37
6 3.11 1.48 0.01 35.62 2.34 10.38 12.12 34.95
7 0.01 0.02 0.00 68.59 1.56 0.72 4.05 25.05
8 0.14 0.39 0.01 28.89 2.09 9.70 23.73 35.05
9 0.11 1.45 0.01 12.32 2.10 30.94 22.45 30.62
10 21.11 11.14 0.05 3.00 0.89 27.20 15.35 21.28
11 6.12 5.45 0.01 13.32 2.20 24.02 17.51 31.36
12 0.84 1.17 0.00 36.61 2.27 8.98 16.95 33.18
13 0.10 0.25 0.01 30.37 2.14 12.25 21.62 33.27
14 18.10 6.59 0.08 1.23 0.95 22.96 24.49 25.59
Table 4: DSSP 8-class secondary structure composition (%) of 14 Clusters
(tetra-peptides). Cluster number in the ﬁrst column. Rows add up to 100.
H = α-helix, G = 3-10-helix, I = π-helix, E = extended strand, B = β-bridge,
T = turn, S = bend, . = the rest.
symbols, plus the overall frequency of gaps in each column of the alignment.
That is, if nsk is the total number of occurrences of symbol s in column k, and
gk the number of gaps in the same column, the sth input to the networks in
position k is:
nsk
P24
v=1 nvk
(2)
for j = 1...24, while the 25th input is:
gk
gk +
P24
v=1 nvk
(3)
This input coding scheme is richer than simple 20-letter schemes and has proven
eﬀective in [21].
Obviously, when encoding the output for the n-peptide case, one needs to
consider that each residue belongs to n distinct n-peptides, which in turn may
belong to diﬀerent structural motifs. In the experiments presented in this work
the output label o
(n)
j for the j-th residue rj is the structural motif of the n-
peptide formed by residues rj ...rj+n−1. Diﬀerent oﬀsets between inputs and
output labels do not signiﬁcantly aﬀect classiﬁcation performances (not shown).
To predict structural motifs we train seven BRNNs of diﬀerent sizes and with
diﬀerent architectural details for each of the 3 classiﬁcation problems (6-class for
di-peptides, 8-class for tri-peptides and 14-class for tetra-peptides). The ranges
for the number of free parameters per network are shown in table 5.
84-peptides
Cluster weblogo.berkeley.edu
0
1
2
3
4
1
B G S
H
E
T C
2 E S
G T
C H
3 S
C
G T H
4
E G H
S
C
T
5 B
G E
H T
S C
6
G
B
H T
S E
C
7
T B S C E
8
G
B T S E
C
9
G
B E S T
C
1
0
E G S H
C T
1
1 B G
H E
S T
C
1
2
H
G
B T S C
E
1
3
G B T S E
C
1
4
E G H
T
C
S
Figure 3: Sequence Logos [7] of DSSP 8-class secondary structures in 14 Clusters
(tetra-peptides). The height of each stack is proportional to the conservation
of the cluster (diﬀerence between maximum possible entropy and observed en-
tropy), measured in bits. The height of each letter is proportional to its relative
frequency within the stack. H = α-helix, G = 3-10-helix, I = π-helix, E =
extended strand, B = β-bridge, T = turn, S = bend, C = the rest.
Minimum Maximum
6 Clusters 6438 12834
8 Clusters 7136 13946
14 Clusters 9230 17282
Table 5: The number of free parameters per network type.
2.3.2 From structural motifs to 3-class secondary structure
We model the prediction of a residue’s secondary structure from predicted struc-
tural motifs as a 3-class classiﬁcation task, formally: g(·) : O → O0 from the
space O of structural motifs to the space O0 of labelled secondary structure
sequences. In this case the input for residue j is oj = (o
(2)
j ,o
(3)
j ,o
(4)
j ), or the
predicted structural motifs for all three clustering schemes, and the correspond-
ing output o0
j is the secondary structure label (Helix, Strand, Coil) for the same
residue.
To model this mapping (O → O0) we train the same architecture adopted in
[21] and [29], composed of an ensemble of 5 two-layered BRNNs. By adopting
the same architecture, and the same data sets, we are able to compare our
results directly to those in [21].
The ﬁrst layer is similar to the BRNN adopted to predict structural motifs,
9except that the input associated with the j-th residue now contains 28 numbers
representing the probabilities of each of the 6, 8 and 14 clusters, as estimated
by the structural motif predictor. The output (target) is the 3-class secondary
structure, as assigned by DSSP [14]. We map the 8 classes into 3 classes in
two diﬀerent ways: H, G, I → Helix; E, B → Strand; S, T, . → Coil - this
assignment is known to be “hard” and has been adopted at CASP [16, 17]; H →
Helix; E → Strand; G, I, B, S, T, . → Coil - this assignment generally leads to
an “easier” classiﬁcation task and is adopted for instance in [18]. In this stage
we also adopt a second ﬁltering BRNN, similarly to [21] and [29]. The network is
trained to predict the 3-class secondary structure given the ﬁrst-layer secondary
structure predictions. The i-th input to this second network includes the ﬁrst-
layer predictions in position i augmented by ﬁrst stage predictions averaged over
multiple contiguous windows. I.e., if o0
j1,...o0
jm are the outputs in position j
of the ﬁrst stage network corresponding to estimated probability of secondary
structure j being in class m, the input to the second stage network in position
j is the array O0
j:
O0
j = (o0
j1,...,o0
jm, (4)
k−p+w X
h=k−p−w
o0
h1,...,
k−p+w X
h=k−p−w
o0
hm,
...
kp+w X
h=kp−w
o0
h1,...,
kp+w X
h=kp−w
o0
hm)
where kf = j + f(2w + 1), 2w + 1 is the size of the window over which ﬁrst-
stage predictions are averaged and 2p+1 is the number of windows considered.
In the tests, similarly to [21] and [29], we use w = 7 and p = 7. This means
that 15 contiguous, non-overlapping windows of 15 residues each are considered,
i.e. ﬁrst-stage outputs between position j − 112 and j + 112, for a total of 225
contiguous residues, are taken into account to generate the input to the ﬁltering
network in position j. This input contains a total of 16 × 3 real numbers: 3
representing the ﬁrst-stage secondary structure prediction in position j; 15 × 3
representing the 3-class ﬁrst-stage secondary structure predictions averaged over
each of the 15 windows.
2.3.3 Training Procedure
In all the BRNNs we adopt softmax outputs, and train the networks by min-
imising the cross-entropy error between the output and target probability distri-
butions, using gradient descent with no momentum term or weight decay. The
gradient is computed using the Back-Propagation Through Structure (BPTS)
algorithm (for which, see e.g. [10]). We use a hybrid between online and batch
training, with 580 batch blocks (roughly 3 proteins each) per training set. Thus,
the weights are updated 580 times per epoch (a single pass of all the examples).
10Correct Incorrect
di-peptides 0.639 0.273
tri-peptides 0.604 0.225
tetra-peptides 0.573 0.195
Table 6: Average network conﬁdence for correctly and incorrectly predicted
residues. Network conﬁdence: the diﬀerence between the highest and second
highest prediction per residue
The training set is also shuﬄed at each epoch, i.e. training examples are pre-
sented to the networks in a diﬀerent random order every time. For this reason
the error does not, in general, decrease monotonically. When the error does not
decrease for 50 consecutive epochs, the learning rate is divided by 2. Training
stops after 1000 epochs. Typically, by the end of training, the learning rate
is between 1/8 and 1/1024 of the initial one. In the system mapping struc-
tural motif predictions into 3-class secondary structure ﬁrst-layer and ﬁltering
BRNNs are trained simultaneously, but supervised independently.
3 Results and Discussion
On the S435 set (test set), our systems for structural motif prediction for di-, tri-
and tetra-peptides into 6, 8 and 14 clusters achieve 72.0%, 65.9% and 59.8% cor-
rect classiﬁcation, respectively. A base-line statistical predictor assigning each
type of residue to the class it most frequently belongs to (as in [23]) achieves, re-
spectively, 41.9%, 37.0% and 31.9%, or 28-30% below our architectures. Figures
4, 5 and 6 show the percentage of times the true structural motif is in the k top
ranking classes according to the predictors. For di-peptides in about 87% of the
cases the true class is either the ﬁrst or the second estimated as most probable.
This is also true for over 80% of residues in the tri-peptide case, and nearly 75%
of the times for tetra-peptides. In the case of tetra-peptides (14 classes) the
true class is ranked within the 3 most probable for well over 80% of residues.
The predictors are also signiﬁcantly more conﬁdent (see Table 6) on their cor-
rect predictions than on their incorrect ones. In the former case the diﬀerence
between the outputs corresponding to the class ranked ﬁrst and the class ranked
second is on average 0.57−0.64, in the latter 0.2−0.27. This suggests that the
full output of the predictors (i.e. the 6, 8 or 14 estimated probabilities of the
structural motifs for each residue) contains substantially more information than
the simple identity of the class ranked ﬁrst.
When the results are examined in detail we observe that: not surprisingly,
the largest clusters tend to be predicted most accurately; these clusters are
populated mainly by helical structures (the largest cluster), and by strands (the
second largest) (see Table 7). In the di-peptide clustering scheme nearly 40% of
all residues fall into cluster 3. This cluster contains 94.9% of all α-helical residues
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Figure 4: Percentage of residues for which the correct structural motif is in the
k top ranking classes according to the predictors: di-peptides
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Figure 5: Percentage of residues for which the correct structural motif is in the
k top ranking classes according to the predictors: tri-peptides
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Figure 6: Percentage of residues for which the correct structural motif is in the
k top ranking classes according to the predictors: tetra-peptides
14and 73.6% of all 3-10-helices, with these two categories making up 82% of all the
residues contained in the cluster (see Table 2). The prediction accuracy for this
cluster is the highest of all classes, at 87%. In the tri-peptide clustering scheme,
cluster 5 contains 37% of all residues, including 90.5% of those labelled as α-
helix, and 55.9% labelled as 3-10-helix, and is predicted with 89.7% accuracy
(see Table 3). In the tetra-peptide case (14 clusters) cluster 3 holds 32% of
all residues, including 84.5% of all α-helical residues and 33.7% of 3-10-helices,
and is predicted at 90.3% accuracy (see Table 4). These clusters also contain a
sizeable fraction (44.1%, 33.4% and 22.3% respectively) of DSSP turns (T).
The second most accurately predicted class is the second largest cluster in
each case, and this time the clusters are dominated by strands. In the ﬁrst case
(di-peptides) cluster 5 contains 85.2% of all strands and 65.1% of all β-bridges,
and is predicted with an accuracy of 83.2%. In the second case (tri-peptides),
67% of the residues in the second most accurately predicted cluster are strands
(71.8% of all strands and 39.1% of all β-bridges), and the prediction accuracy is
80.9%. For tetra-peptides, cluster 7 is labelled 70% strand (57.8% of all strands
and 24% of β-bridges) and is classiﬁed with a prediction accuracy of 80.8%.
All the other clusters are substantially smaller, which makes them harder
to predict. For di-peptides the remaining clusters range from less than 12% of
the residues to only 2.7%, for tri-peptides from 4% to 8% and for tetra-peptides
from 2% to 6.5%. The prediction accuracy per cluster drops to between 52.2%
to 25.5% for 6 clusters, 47.5% to 16.7% for 8 clusters and 40% to 17.7% for 14
clusters. However small, some of these classes seem to represent genuine splits
within DSSP-assigned secondary structures, and in some cases possibly show,
and “clean up” the ambiguity of some DSSP choices. For instance, clusters
2 and 10 in the 14-cluster problem cover 33.1% of 3-10-helices (roughly the
same fraction contained in the mainly-helical cluster 3), but a much smaller
fraction of α-helices: at a local backbone conformation level, about a third of
DSSP-assigned 3-10-helices are more similar to α-helices while a further third is
clustered separately. Cluster 2 is the third most accurately predicted (49.0%),
while cluster 10 is predicted with a 36.5% accuracy. Further examples are
clusters 6 and 12, which together contain roughly 21% of all strands, mainly
parallel (while strands in cluster 7 are mainly anti-parallel) and nearly a quarter
of all β-bridges (roughly the same amount as cluster 7). Both clusters are
predicted at around 35-40% accuracy.
3.1 Secondary Structure Prediction
To demonstrate that structural motif predictions contain relevant structural
information, we adopt the three systems as the ﬁrst stage of a pipeline for the
prediction of traditional 3-class secondary structure (Helix, Strand, Coil). To
do so, we build a further architecture, based on an ensemble of ﬁve two-layered
bidirectional recurrent neural networks identical to that in [21]. The networks
take structural motif predictions for di-, tri- and tetra-peptides as inputs, and
are trained to predict secondary structure, as described in the Data and Methods
section.
15cluster di-peptides tri-peptides tetra-peptides
1 25.5 16.7 46.1
2 52.2 80.9 49.0
3 87.0 34.6 90.3
4 38.7 37.1 17.7
5 83.2 89.8 17.9
6 35.8 47.5 38.2
7 38.9 80.8
8 18.3 18.1
9 17.9
10 36.5
11 31.3
12 35.9
13 22.0
14 20.5
Qtot 72.0 65.9 59.8
Table 7: Percentages of correct predictions for di-, tri- and tetra-peptides and
6, 8 and 14 clusters, with cluster means determined using MDS from [28]
This system achieves 79.5% correct classiﬁcation using the “hard” CASP
3-class assignment, and 81.4% using the “easier” assignment in [18]. With the
CASP assignment 83.6% of all actual helices and 71.1% of all actual strands
are predicted correctly, while 86% of predicted helices and 77.7% of predicted
strands are in fact helices and strands, respectively. Matthews’ correlation coef-
ﬁcients are, respectively, 76.8% and 67.1%. Predictive accuracies and confusion
matrices for CASP and “easy” assignments are reported in Tables 8, 9 and 10.
We compare secondary structure predictions based on predicted structural
motifs with the state-of-the-art predictor Porter [21]. In tests reported in [21]
Porter outperforms the main other state-of-the-art public servers on an inde-
pendent set. Porter currently also has the highest performance of all servers
evaluated by independent assessor EVA [26]. Porter is trained in 5-fold cross
validation, with the ﬁrst fold’s training and test sets being identical to the
training and test set used in this work. Porter’s architecture is identical to the
architecture we present here. These two elements ensure that the comparison
between the system presented here and Porter’s ﬁrst fold is fair, and that ev-
ery gain that we obtain originates from the adoption of a diﬀerent predictive
pipeline.
The results of the comparison for the CASP assignment are reported in Table
11. The overall correct prediction of the structural motif → secondary structure
pipeline exceeds Porter’s by 0.4%. To estimate the statistical signiﬁcance of this
result, we measure the standard deviation of the error distribution by sampling
with replacement N residues from the S435 set M times. In our case M = 1000
163 classes “hard” 3 classes “easy”
Qclass Cclass Qclass Cclass
obs pred obs pred
Helix 83.6 86.0 76.8 85.1 86.6 79.4
Strand 71.1 77.7 67.1 71.3 77.9 67.8
Coil 80.7 75.5 61.2 83.6 79.5 64.6
Q3 79.5 - 81.4 -
Table 8: Prediction of secondary structure into 3 classes using the “hard” CASP
assignment, and the “easy” assignment in [18] (see text for details). Ensembles
of 45 BRNNs, same architecture as in [21]. Qclassobs: the percentage of residues
in a given class that are correctly predicted over the number of residues observed
in that class. Qclasspred: the percentage of residues in a given class that are
correctly predicted over the number of residues predicted in that class.
Hobs Eobs Cobs Tot pred
Hpred 20,216 420 2,872 23,508
Epred 498 11,309 2,744 14,551
Cpred 3,463 4,172 23,480 31,115
Tot obs 24,177 15,901 29,096 69,174
Table 9: Confusion matrix for secondary structure prediction into 3 classes,
“hard” CASP assignment (see text for details). Xpred = structure X is pre-
dicted. Yobs = structure Y is observed. The number in row Xpred and column
Yobs represents the number of residues for which structure Y is observed and
structure X is predicted
and N = 69,174 (the size of the set). Through this procedure we obtain nearly
identical standard deviations of 0.15% for the error of both predictors. Given
these deviations, the observed diﬀerence of 0.4% is signiﬁcant at p = 0.05.
4 Conclusions
Accurate computational ab initio prediction of protein structure is a formidable
goal, which we have not reached yet. One of the most obvious conclusions of the
now six CASP competitions is that our progress towards this goal so far was (and
for what we can predict, our future progress will be) mainly based on incremental
improvements, rather than vast leaps ahead. Another conclusion seems to be
that, in order to maximise our chance of success, predictive systems need to be
built that integrate a vast number of sources of information, be these derived
from theoretical laws and modelled explicitly on physical principles, or based on
higher levels of abstraction and inferred from the available data sets of examples
17Hobs Eobs Cobs Tot pred
Hpred 18,540 277 2,593 21,410
Epred 334 10,732 2,713 13,779
Cpred 2,913 4,048 27,024 33,985
Tot obs 21,787 15,057 32,330 69,174
Table 10: Confusion matrix for secondary structure prediction into 3 classes,
“easy” assignment in [18] (see text for details). Xpred = structure X is predicted.
Yobs = structure Y is observed. The number in row Xpred and column Yobs
represents the number of residues for which structure Y is observed and structure
X is predicted
(φ − ψ → SS) Porter’s fold 1
Qclass Cclass Qclass Cclass
obs pred obs pred
Helix 83.6 86.0 76.8 82.8 86.0 76.2
Strand 71.1 77.7 67.1 70.0 78.0 66.7
Coil 80.7 75.5 61.2 81.3 74.8 60.9
Q3 79.5 - 79.1 -
Table 11: Prediction of secondary structure into 3 classes using the “hard”
CASP assignment. Comparison between the φ − ψ → secondary pipeline pre-
sented in this article and Porter’s fold 1 [21]. The two architectures are identi-
cal, and are trained and tested on the same data. Qclassobs: the percentage of
residues in a given class that are correctly predicted over the number of residues
observed in that class. Qclasspred: the percentage of residues in a given class
that are correctly predicted over the number of residues predicted in that class.
through learning or more in general statistical techniques. In particular, in the
latter case, the trend over the years has been towards increasing the number of
representations adopted (secondary structure, solvent accessibility, coordination
number, disordered regions, residue contact maps, coarse contact maps, etc.),
and increasing the resolution of these predictions (e.g. from 3-class to n-class
secondary structure, from 2- or 3-class solvent accessibility to n-class or even
direct prediction of surface area, etc.).
In this work we followed both directions: we adopted a new set of alphabets
of structural motifs describing a protein’s backbone conﬁguration based on φ−ψ
angles; these alphabets represent subtle, high-resolution classiﬁcation schemes,
and are based on a principled clustering method run on a very high quality data
set of protein structures [28]. We developed architectures composed of ensembles
of bidirectional recurrent neural networks to predict structural motifs from a
protein’s primary sequence and from evolutionary information in the form of
18multiple sequence alignments. These architectures achieve 72%, 66% and 60%
correct prediction in the 6, 8 and 14 class problem, respectively. These results
represent large gains (28-30%) over base-line statistical predictors.
To demonstrate that these predictions capture information that may other-
wise be lost, we adopted them as the ﬁrst stage of a pipeline for the prediction of
traditional 3-class secondary structure. The resulting further architecture, based
on ensembles of two-layered bidirectional recurrent neural networks, achieves
79.5% correct classiﬁcation using the “hard” CASP 3-class assignment, and
81.4% using the “easier” assignment in [18], and outperforms a copy of Porter,
a state-of-the-art predictor [21], trained in identical, rigorous experimental con-
ditions.
Our structural motif predictors may feed in a number of other stages of ab
initio protein structure prediction systems in at least three ways:
• They may be used as an additional input to predictors of other structural
features, e.g. solvent accessibility, residue contact maps, etc. This may
lead to improved prediction of these features, and ultimately translate into
improved full structure predictions.
• They may be directly adopted, in combination with other features, to
guide the ab initio reconstruction of protein backbones.
• They may help selecting and ranking “decoys” obtained by any ab initio
structure prediction method.
We will soon make the predictors described in this work available, both as
free executables for academic users and as a public web server accessible at
http://distill.ucd.ie/.
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