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We show that, for a listable set P of polynomials with integer co-
eﬃcients, the statement “for all roots θ of all polynomials in P ,
the generalized Riemann hypothesis for Q(θ) holds” is Diophan-
tine. That is, the statement is equivalent to the unsolvability of
a particular Diophantine equation. This is achieved by ﬁnding a de-
cidable property P such that the aforementioned statement may be
written in the form “P holds for all natural numbers”.
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1. Introduction
The problem of the existence of integer solutions to Diophantine equations has interested math-
ematicians since antiquity. In 1970, the work of Davis, Matiyasevich, Putnam and Robinson showed
that no universal algorithm may exist which can test an arbitrary Diophantine equation for integer
solutions (the ﬁnal part of the proof ﬁrst appeared in [Ma1]; see [Da] for a clear overview). Out
of this work arose methods to show that certain statements are equivalent to the non-existence of
solutions to a corresponding Diophantine equation. When this happens, the statement is said to be
Diophantine.
* Fax: +1 403 317 2882.
E-mail address: brandon.fodden@uleth.ca.
1 Research of the author was partially supported by a National Sciences and Engineering Research Council of Canada
Postgraduate Scholarship and a Paciﬁc Institute for the Mathematical Sciences Postdoctoral Fellowship.0022-314X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jnt.2011.01.017
B. Fodden / Journal of Number Theory 131 (2011) 1672–1690 1673We say a set of polynomials P ⊆ Z[x] is listable if there is an algorithm which lists the members
of P . The generalized Riemann hypothesis for the number ﬁeld K is the statement that ζK (s) = 0 for
1
2 < Re(s) < 1, where ζK (s) is the Dedekind zeta function. In this paper, we show the following main
theorem:
Theorem 1.1. Let P ⊆ Z[x] be listable. Then the statement “for all roots θ of all polynomials in P , the gener-
alized Riemann hypothesis for Q(θ) holds” is Diophantine.
From this theorem, we derive a number of corollaries. Two are given below.
Corollary 4.4. Let θ be a root of a given polynomial f . Then the generalized Riemann hypothesis for Q(θ) is
Diophantine.
That is, there is a Diophantine equation which has no integer solutions if and only if the general-
ized Riemann hypothesis for Q(θ) holds.
Corollary 4.7. The statement “the generalized Riemann hypothesis holds for every number ﬁeld” is Diophan-
tine.
That is, there is a Diophantine equation which has no integer solutions if and only if the general-
ized Riemann hypothesis holds for every number ﬁeld.
One of the main tools used in the proof of Theorem 1.1 is a result due to Davis, Matiyasevich,
Putnam and Robinson. Using parts of their negative solution to Hilbert’s tenth problem they were
able to show that all statements of a certain form are Diophantine. We shall now describe this
form.
A property of the natural numbers is said to be decidable if there is an algorithm which will tell
in a ﬁnite number of steps whether or not the property holds for any arbitrary natural number. A set
of natural numbers is said to be listable (or recursively enumerable) if there is an algorithm which
lists precisely the members of the set (the list may be inﬁnitely long, but any member of the set
will be listed after ﬁnitely many steps). If P is a decidable property of the natural numbers then it is
clear that the set {n: P (n) is false} is listable. In [Da,DMR] it is shown that a set of natural numbers
is listable if and only if it is the positive range of some polynomial Q (x1, . . . , x) ∈ Z[x1, . . . , x],
where the variables xi range over the natural numbers. Thus there is a polynomial Q (x1, . . . , x) such
that n is in the positive range of Q (x1, . . . , x) if and only if P (n) is false. Therefore the statement
∀n(P (n)) is equivalent to the Diophantine equation Q (x1, . . . , x) = x0 having no solutions in the
natural numbers. Since, by a theorem of Lagrange, any natural number may be written as a sum of
four squares, we can use Q (x1, . . . , x) = x0 to produce a Diophantine equation Q 1(z1, . . . , zk) = 0
which has no integer solutions if and only if P (n) holds for every natural number n (see pp. 332 to
333 of [DMR] for additional discussion). Thus statements of the form ∀n(P (n)) for P decidable are
Diophantine.
In 1958, the work of Kreisel showed that the classical Riemann hypothesis is equivalent to the
statement ∀n(P (n)) for a decidable property P . Thus, by the above paragraph, the classical Rie-
mann hypothesis is Diophantine. Essentially, Kreisel describes the strip 0 < Re (s) < 12 as the union
of countably many rectangles and deﬁnes P (n) to be the statement that there are no zeroes in the
nth rectangle. To show that P (n) is decidable, one may use numerical methods to evaluate the integral
1
2π i
∫
ζ ′(s)
ζ(s) ds over the boundary of the nth rectangle. Since the integral counts the zeroes of ζ(s), it is
suﬃcient to evaluate it with an error strictly less than 12 . However, if a zero lies on the boundary of
a rectangle, the rectangle must be shifted to avoid it (see [Kr] or pp. 390 to 391 of [Ma2] for details).
Using this property P , the equivalence of the statement ∀n(P (n)) to the Riemann hypothesis is clear.
However, that the property is decidable is not immediately obvious.
In contrast to this, we now describe a property which is clearly decidable, but the equivalence
to the Riemann hypothesis is not immediately obvious. In [DMR], Davis, Matiyasevich and Robinson,
1674 B. Fodden / Journal of Number Theory 131 (2011) 1672–1690with help from Shapiro, showed that the classical Riemann hypothesis is equivalent to the statement
that for all natural numbers x,
( ∑
kδ(x)
1
k
− x
2
2
)2
 36x3 (1)
where
δ(x) =
∏
i<x
∏
pmi
p is prime
p.
This property of the natural numbers x is clearly decidable and hence gives another proof that the
classical Riemann hypothesis is Diophantine. We note that there are additional equivalences for the
classical Riemann hypothesis which may be used to show the classical Riemann hypothesis is Dio-
phantine (see [Ro,Lag] or pp. 117 to 122 of [Ma3] for example).
In this paper, we generalize the result (1) of [DMR] and show that, for θ a root of a given poly-
nomial f , the generalized Riemann hypothesis for Q(θ) is equivalent to a statement of the form
∀n(P (n)) for some decidable property P , and hence is Diophantine. The general method used to show
this equivalence, involving contour integration, is discussed in several places in the literature (see for
example [Dav,LO]). However, we need to be explicit with respect to the constants in order for the
property to be decidable.
In Section 2, we give without proof a property P such that the generalized Riemann hypothesis
for a number ﬁeld is equivalent to ∀n(P (n)). In Section 3, we discuss listable sets of polynomials and
show that we can replace the polynomials of Theorem 1.1 with monic irreducible polynomials. In
Section 4, we give a proof of Theorem 1.1 and derive some corollaries. Finally, in Section 5 we prove
the main equivalence given in Section 2.
2. An equivalence of GRHK
Let f be a monic irreducible polynomial of degree n. Let θ be a root of f . Then K = Q(θ) is a
number ﬁeld of degree n with ring of integers OK . Let the norm of an ideal a in OK , denoted by Na,
be its index in OK . We begin by making a few deﬁnitions.
Deﬁnition 2.1. For Re (s) > 1, ζK (s) =∑a 1(Na)s , where the sum is over the nonzero ideals of OK .
Hecke showed that ζK (s) may be analytically continued to the entire complex plane except at
s = 1 where there is a simple pole, and that ζK (s) satisﬁes the functional equation
ζK (s) =
(√|dK |
2r2π
n
2
)1−2s(Γ ( 1−s2 )
Γ ( s2 )
)r1(Γ (1− s)
Γ (s)
)r2
ζK (1− s), (2)
where dK is the discriminant of K , r1 is the number of real embeddings of K and 2r2 is the number
of imaginary embeddings of K so that n = r1 + 2r2 (see Satz 155 of [La] for a proof). The generalized
Riemann hypothesis for the number ﬁeld K (denoted GRHK ) is the statement that ζK (s) = 0 for 12 <
Re(s) < 1.
Deﬁnition 2.2. For
p(x) = amxm + am−1xm−1 + · · · + a1x+ a0
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q(x) = bnxn + bn−1xn−1 + · · · + b1x+ b0,
we deﬁne the resultant of p and q to be
R(p,q) = det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
am am−1 am−2 . . . a0 0 . . . 0
0 am am−1 . . . a1 a0 . . . 0
...
...
...
. . .
...
...
. . .
...
0 0 0 . . . . . . . . . . . . a0
bn bn−1 bn−2 . . . b0 0 . . . 0
0 bn bn−1 . . . b1 b0 . . . 0
...
...
...
. . .
...
...
. . .
...
0 0 0 . . . . . . . . . . . . b0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where the size of the above matrix is (n +m) by (n +m).
It is clear that, given p and q, R(p,q) can be calculated in ﬁnitely many steps.
Deﬁnition 2.3. Let f be a monic irreducible polynomial. We deﬁne
δ f (x) =
∏
i<x
∏
pα
Npαi
Np=p is prime
pR( f , f ′)
Np,
where the second product runs over prime ideals of the number ﬁeld Q(θ) for θ a root of f .
Note that since f is the minimal polynomial for θ , for any other root α of f we have Q(θ)  Q(α).
Thus δ f (x) does not depend on the choice of θ and is well deﬁned.
We now state the main equivalence of this section, proof of which appears in Section 5.
Theorem 2.4. Let f be a monic irreducible polynomial. Let n be the degree of f . Let K = Q(θ) for θ a root
of f . Then
GRHK ⇔
( ∑
kδ f (x)
1
k
− x
2
2
)2

(
5n
∣∣R( f , f ′)∣∣+ 13n + 10n2)2x3 for x = 1,2,3, . . . .
3. Listable sets of polynomials
Recall that we say a set of polynomials P ⊆ Z[x] is listable if there is an algorithm which lists
the members of P . Given a listable set P of polynomials, we would like to produce a listable set
P ′ ⊆ Z[x] of monic irreducible polynomials such that GRHQ(θ) holds for all roots θ of all polynomials
in P if and only if GRHQ(θ) holds for all roots θ of all polynomials in P ′ .
Lemma 3.1. Given a listable setP ⊆ Z[x] of polynomials, there is a listable setP ′ ⊆ Z[x] of monic polynomials
such that
{
Q(θ): θ is a root of some f ∈ P}= {Q(θ): θ is a root of some f ∈ P ′}.
1676 B. Fodden / Journal of Number Theory 131 (2011) 1672–1690Proof. We describe a listing algorithm for P ′ . For each f (x) =∑ni=0 aixi given by the listing algorithm
for P , list the monic polynomial g(x) = xn +∑n−1i=0 an−1−in aixi . It is easy to see that θ is a root of f if
and only if anθ is a root of g . Also, since an ∈ Z, Q(θ) = Q(anθ). This completes the proof. 
We require an algorithm that will factor a polynomial in Z[x] into its irreducible factors. Algo-
rithm 3.5.7 of [Co] will do this. However, we present an alternative algorithm below.
Deﬁnition 3.2. The height of a polynomial f with integer coeﬃcients, denoted H( f ), is the maximum
of the absolute value of the coeﬃcients.
For a proof of the following statement, see p. 229 in [HS].
Proposition 3.3 (Gelfond’s inequality).
H( f1) · · · H( fr) enH( f1 · · · fr),
where f1, . . . , fr are polynomials with integer coeﬃcients, n is the degree of f1 · · · fr and e = 2.71 . . . .
From this we derive a factoring lemma.
Lemma 3.4. There is an algorithm that will factor a polynomial f (x) ∈ Z[x] into irreducible factors.
Proof. Let f (x) be a polynomial of degree n. Suppose that g(x)| f (x) so that f (x) = g(x)h(x). Then, by
Proposition 3.3,
H(g) H(g)H(h) enH( f ) 3nH( f ).
Since we are given f (x), we can compute 3nH( f ) in ﬁnitely many steps. Thus we have ﬁnitely many
choices for the height of g . This in turn gives ﬁnitely many choices for the coeﬃcients of g . The degree
of g may be at most n, so g may have at most n coeﬃcients. Thus we have ﬁnitely many possible
divisors g of f , which we can run through and test via long division. If no valid divisor is found, then
f is irreducible. If a valid divisor g is found so that f (x) = g(x)h(x), then we apply the above process
to both g and h. Since f has ﬁnitely many irreducible factors, this algorithm will terminate. 
Lemma 3.5. Given a listable set P ⊆ Z[x] of polynomials, there is a listable set P ′ ⊆ Z[x] of irreducible
polynomials such that
{
Q(θ): θ is a root of some f ∈ P}= {Q(θ): θ is a root of some f ∈ P ′}.
Proof. We describe a listing algorithm for P ′ . For each f (x) given by the listing algorithm for P , use
the algorithm of Lemma 3.4 to list the irreducible factors of f . Since a root θ of f is a root of some
irreducible factor of f , it is clear that θ is a root of a polynomial in P if and only if it is a root of a
polynomial in P ′ . This completes the proof. 
We may now prove the following proposition.
Proposition 3.6. Given a listable set P ⊆ Z[x] of polynomials, there is a listable set P ′ ⊆ Z[x] of monic
irreducible polynomials such that GRHQ(θ) holds for all roots θ of all polynomials in P if and only if GRHQ(θ)
holds for all roots θ of all polynomials in P ′ .
Proof. Use Lemmas 3.1 and 3.5. 
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We wish to show that the property on the right side of the equivalence of Theorem 2.4 is de-
cidable. It is clear from Deﬁnition 2.2 that if we are given f , we can calculate the constant on the
right-hand side of the inequality in ﬁnitely many steps. Thus we must be able to calculate δ f (x)
in ﬁnitely many steps for the property to be decidable. We will give an algorithm which uses f to
calculate δ f (x) for any positive integer x. First we state a proposition due to Dedekind.
Proposition 4.1 (Dedekind). Let K = Q(θ) for θ an algebraic integer with minimal polynomial f . Let p be a
rational prime such that p  [OK : Z[θ]]. Suppose
f (x) ≡ f1(x)e1 · · · f g(x)eg (mod p),
where each fi(x) is irreducible in Fp[x]. Then
pOK = pe11 · · ·p
eg
g ,
where pi = (p, f i(θ)) are prime ideals with Npi = pdeg f i .
Furthermore, we note that if Np = p for some prime ideal p, then p must divide the ideal gener-
ated by p in OK . For additional discussion, see p. 65 of [EM].
Proposition 4.2. There is an algorithm that, given a monic irreducible polynomial f , can calculate δ f (x) in a
ﬁnite number of steps for any positive integer x.
Proof. We describe the algorithm. Let K = Q(θ) for θ a root of f . Since we have
δ f (x) =
x−1∏
i=1
i∏
p=2
p is prime
pR( f , f ′)
∏
p
Np=p
∏
α
pαi
p,
we need to know how many p there are with Np = p for p  R( f , f ′). We can calculate R( f , f ′) in
ﬁnitely many steps. We have |R( f , f ′)| =m2|dK | for m = [OK : Z[θ]] (see p. 45 of [EM] and pp. 601
to 602 of [DF] for details). This implies p  [OK : Z[θ]]. Thus by Proposition 4.1, to count these ideals
we must count the number of linear factors in the factorization of f into irreducibles modulo p.
Therefore, the number of such ideals is just the number of elements b of {0,1, . . . , p − 1} for which
f (b) reduces to 0 (mod p). This takes ﬁnitely many steps to ﬁnd. 
Thus we have shown that, given a monic irreducible polynomial f , the property of Theorem 2.4 is
decidable. Our strategy in proving Theorem 1.1 will be to use this decidable property and wind our
way through all values of x for every polynomial f in the set P ′ of Proposition 3.6. To do this, we
require an explicit bijection from N = {1,2,3, . . .} to N2. The following construction is standard and
is presented here without proof (see [FO] for details).
Lemma 4.3. Let cm = 
√
(8m−7)−1
2 . Then the function
J2(m) =
(
m− cm(cm + 1)
2
,
cm(cm + 3)
2
−m+ 2
)
is a bijection between N and N2 .
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tion to prove Theorem 1.1.
Theorem 1.1. Let P ⊆ Z[x] be listable. Then the statement “for all roots θ of all polynomials in P , the gener-
alized Riemann hypothesis for Q(θ) holds” is Diophantine.
Proof. Use P and Proposition 3.6 to produce a listable set P ′ of monic irreducible polynomials such
that GRHQ(θ) holds for all roots θ of all polynomials in P if and only if GRHQ(θ) holds for all roots θ
of all polynomials in P ′ . Now ﬁx m ∈ N. Let J2(m) = (xm, tm). Let Mtm be the tmth polynomial given
by the listing algorithm for P ′ . Let nm be the degree of Mtm . We let P (m) be the property
( ∑
kδMtm (xm)
1
k
− x
2
m
2
)2

(
5nm
∣∣R(Mtm ,M ′tm)∣∣+ 13nm + 10n2m)2x3m.
Using Theorem 2.4, Proposition 3.6 and Lemma 4.3, it is clear that ∀m(P (m)) is equivalent to the
statement “for all roots θ of all polynomials in P , the generalized Riemann hypothesis for Q(θ) holds”.
Furthermore, using Proposition 4.2, the property P (m) is a decidable property of m. This completes
the proof. 
We now derive some corollaries from Theorem 1.1.
Corollary 4.4. Let θ be a root of a given polynomial f . Then the generalized Riemann hypothesis for Q(θ) is
Diophantine.
Proof. Given f , we apply the algorithm of Lemma 3.4 to factor f into irreducible factors. Then θ is a
root of an irreducible factor, say f1. The set P = { f1} is listable, and so Theorem 1.1 implies that the
statement “for all roots of f1, GRHQ(θ) holds” is Diophantine. However for any root α of f1 we have
Q(α)  Q(θ), and so the corollary follows. 
We will now show that the statement ∀K (GRHK ) is Diophantine. To do this, we construct a bijec-
tion between N and Z[x]. We begin by deﬁning a bijection J i(m) between N and Ni .
Deﬁnition 4.5. Deﬁne J1(m) =m and deﬁne J2(m) as in Lemma 4.3. For a t-tuple T , let Ci(T ) denote
the ith component of T . We deﬁne J i(m) for i > 2 recursively:
J i(m) =
(
C1
(
J i−1(m)
)
,C2
(
J i−1(m)
)
, . . . ,Ci−2
(
J i−1(m)
)
,C1
(
J2
(
Ci−1
(
J i−1(m)
)))
,
C2
(
J2
(
Ci−1
(
J i−1(m)
))))
.
It is easily proved with induction that J i(m) is a bijection that, for a given i, may be calculated
explicitly.
Proposition 4.6. There is a bijection Qt between N and Z[x]. For any value of t ∈ N, the polynomial Q t(x)
may be calculated explicitly in ﬁnitely many steps.
Proof. Let b( j) = (−1) j j2 . Then b( j) is a bijection between N and Z. Fix n. We associate to the
(n+ 1)-tuple (s0, s1, . . . , sn) ∈ Nn+1 the polynomial of degree n given by pn(s0, s1, . . . , sn) = b(sn)xn +
b(sn−1)xn−1 + · · · + b(s0). Let
q(n,m) = pn
(
Jn+1(m)
)
.
B. Fodden / Journal of Number Theory 131 (2011) 1672–1690 1679It is clear that as m runs through N, q(n,m) will run through all polynomials of degree n with integer
coeﬃcients.
We now vary n. Set Qt = q( J2(t)). Then it is clear that as t runs through N, Qt runs through all
polynomials with integer coeﬃcients. It is also clear that for any t , Qt may be calculated explicitly in
ﬁnitely many steps. 
Corollary 4.7. The statement “the generalized Riemann hypothesis holds for every number ﬁeld” is Diophan-
tine.
Proof. Use Theorem 1.1 with P listed by Qt as in Proposition 4.6. 
We shall now derive two more corollaries.
Corollary 4.8. The statement “for all degree n number ﬁelds K , GRHK holds” is Diophantine.
Proof. As m runs through N, pn( Jn+1(m)) (as deﬁned in the proof of Proposition 4.6) runs through
all degree n polynomials. Use the algorithm of Lemma 3.4 to throw out the reducible polynomials.
Thus we have an algorithm to list the irreducible polynomials of degree n. Using Theorem 1.1 with
this collection of polynomials, the corollary follows. 
Corollary 4.9. The statement “for all cyclotomic ﬁelds K , GRHK holds” is Diophantine.
Proof. The polynomial xn − 1 has the nth roots of unity as its roots. Using Theorem 1.1 with the set
P = {xn − 1: n ∈ N} yields the result. 
5. Proof of the main equivalence
5.1. A condition for GRHK
We begin by deﬁning a function similar to that of Deﬁnition 2.3.
Deﬁnition 5.1. δK (x) =∏i<x∏ pα
Npαi
Np.
In this section we show that the generalized Riemann hypothesis for a number ﬁeld K is implied
by the assumption that there is a constant M (perhaps depending on K ) such that
( ∑
kδK (x)
1
k
− x
2
2
)2
< Mx3 for x = 1,2,3, . . . .
In the following sections we will ﬁnd a value for M such that this inequality implies GRHK . We will
then show how this equivalence can be modiﬁed to the equivalence of Theorem 2.4.
Deﬁnition 5.2.
ΛK (a) =
{
logNp if a = pα for some α, p prime,
0 otherwise,
ψ(x, K ) =
∑
Nax
ΛK (a).
1680 B. Fodden / Journal of Number Theory 131 (2011) 1672–1690Lemma 5.3. ψ(x, K ) cx 32 for some constant c (depending on K ).
Proof. We have
ψ(x, K ) =
∑
Nax
ΛK (a)
∑
Nax
log x cx log x cx 32 .
Note that we used the fact that
∑
Nax 1 = O(x) (see p. 141 of [EM]). 
Deﬁnition 5.4. ψ1(x, K ) =
∫ x
1 ψ(u, K )du.
The following lemma allows us to work with
∑
kδK (x)
1
k rather than ψ1(x, K ). This is convenient
with respect to decidability, as δK (x) is an integer whereas calculating ψ1(x, K ) directly involves inte-
grating sums of logarithms.
Lemma 5.5. |∑kδK (x) 1k − ψ1(x, K )| 1 when x is a positive integer.
Proof. For x a positive integer, log δK (x) = ψ1(x, K ). Estimating log j =
∫ j
1
du
u for j a positive integer
yields |∑k j 1k − log j| 1. The lemma follows when we let j = δK (x). 
Lemma 5.6. − ζ ′K (s)
ζK (s)
= s(s + 1) ∫∞1 ψ1(x,K )xs+2 dx for Re(s) > 1.
Proof. Apply logarithmic differentiation to the Euler product for ζK (s). Using partial summation on
this followed by integration by parts, the lemma follows. 
Proposition 5.7. If there is a positive constant M such that
∣∣∣∣ ∑
kδK (x)
1
k
− x
2
2
∣∣∣∣< Mx 32 for x = 1,2,3, . . .
then GRHK holds.
Proof. Lemma 5.6 yields
−ζ
′
K (s)
ζK (s)
− s(s + 1)
2(s − 1) = s(s + 1)
∞∫
1
ψ1(x, K ) − x22
xs+2
dx. (3)
We would like to ﬁnd a bound for the integrand in (3). Using Lemma 5.5 with the assumption of the
proposition yields
∣∣∣∣ψ1(x, K ) − x22
∣∣∣∣< 1+ Mx 32 for x = 1,2,3, . . . . (4)
We would like to extend this to real x 1. For such x, we have
∣∣∣∣ψ1(x, K ) − x22
∣∣∣∣ ∣∣ψ1(x, K ) − ψ1(x, K )∣∣+
∣∣∣∣ψ1(x, K )− x22
∣∣∣∣+
∣∣∣∣x2 − x22
∣∣∣∣.
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For the ﬁrst term, we use Lemma 5.3 and the fact that ψ(x, K ) is a step function to get
∣∣ψ1(x, K ) − ψ1(x, K )∣∣=
x∫
x
ψ(x, K )ψ(x, K ) cx 32 .
Thus, for real x 1, we have
∣∣∣∣ψ1(x, K ) − x22
∣∣∣∣< cx 32 + 1+ Mx 32 + x 32  (c + M + 2)x 32
and so the absolute value of the integrand in (3) is bounded by c+M+2
xRe (s)+
1
2
. Thus the integral is conver-
gent for Re(s) > 12 , and so (3) implies that ζK (s) must not vanish for
1
2 < Re(s) < 1. That is, GRHK
holds. 
We would like to ﬁnd a value for M such that the converse of Proposition 5.7 holds. This will be
done over the next three sections.
5.2. An explicit formula for ψ1(x, K )
Using standard methods (see Satz 196 of [La] or p. 57 of [Mu]) we may write
ψ1(x, K ) = − 1
2π i
c+i∞∫
c−i∞
xs+1
s(s + 1)
ζ ′K (s)
ζK (s)
ds for c > 1.
Consider the integral
I(m) = − 1
2π i
∫
C(m)
xs+1
s(s + 1)
ζ ′K (s)
ζK (s)
ds
taken counterclockwise around the rectangle C(m), where C(m) has vertices 2± Tmi, −2m−12 ± Tmi for
m an integer greater than 1 and certain Tm to be determined with m < Tm <m + 1. One can show
that the Tm can be chosen so that C(m) avoids the zeroes of ζK (s) and so that the integral along the
top, bottom and left sides of the contour goes to 0 as m goes to inﬁnity. The method is essentially
that used in Satz 197 of [La], to which we refer the reader.
Thus for I(m) with contour C(m) given above, we have
lim
m→∞ I(m) = ψ1(x, K ).
We now evaluate limm→∞ I(m) using the residue theorem.
Recall that ζK (s) has a pole at s = 1 and trivial zeroes at s = 0,−1,−2, . . . . All other zeroes must
occur within the critical strip and belong to RK = {ρ: ζK (ρ) = 0 and 0 < Re(ρ) < 1}. Note that if ρ
is a zero of ζK (s) then ρ¯ is also a zero. In the following, a sum over the non-trivial zeroes of ζK (s)
is understood so that each zero is summed with its conjugate in order of increasing magnitude. Let n
be the degree of K . Recall that we may write n = r1 +2r2 where r1 is the number of real embeddings
of K and 2r2 is the number of imaginary embeddings of K . Then the residue theorem yields
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2
2
−
∑
ρ∈RK
xρ+1
ρ(ρ + 1) − (r1 + r2)
∞∑
r=1
x1−2r
2r(2r − 1)
− r2
∞∑
r=2
x2−2r
(2r − 1)(2r − 2) − Res(G,0) − Res(G,−1)
for G(s) = xs+1s(s+1)
ζ ′K (s)
ζK (s)
.
We evaluate the residue of G at s = 0 and s = −1, where there are poles of order 2. Writing
ζ ′K (s)
ζK (s)
= r1 + r2 − 1
s
+ A0 + B0s + · · · ,
we have
Res(G,0) = x[(r1 + r2 − 1)(log x− 1) + A0].
Similarly, writing
ζ ′K (s)
ζK (s)
= r2
s + 1 + A−1 + B−1(s + 1) + · · · ,
we have
Res(G,−1) = −r2(log x+ 1) − A−1.
Thus we have the following explicit formula for ψ1(x, K ):
Proposition 5.8.
ψ1(x, K ) = x
2
2
−
∑
ρ∈RK
xρ+1
ρ(ρ + 1) − (r1 + r2)
∞∑
r=1
x1−2r
2r(2r − 1) − r2
∞∑
r=2
x2−2r
(2r − 1)(2r − 2)
− x(log x− 1)(r1 + r2 − 1) − xA0 + r2(log x+ 1) + A−1.
5.3. Estimating |A0|, |A−1| and∑ρ∈RK | 1ρ(ρ+1) |
We examine the sum
∑
ρ∈RK
xρ+1
ρ(ρ+1) appearing in the explicit formula for ψ1(x, K ). If we as-
sume GRHK , then |xρ+1| = x3/2, so the absolute value of the sum is less than or equal to
|x3/2|∑ρ∈RK | 1ρ(ρ+1) |. We would like to estimate ∑ρ∈RK | 1ρ(ρ+1) |, as well as |A0| and |A−1|, in terms
of more convenient ﬁeld constants.
Deﬁne γK so that
ζK (s) = ρK
s − 1 + γK + B1(s − 1) + · · · .
Then we have
lim
s→1
(
ζ ′K (s)
ζK (s)
+ 1
s − 1
)
= γK
ρK
. (5)
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Proof. We write ζK (s) = sr1+r2−1g(s) where g(0) = 0. Thus
ζ ′K (s)
ζK (s)
= r1 + r2 − 1
s
+ g
′(s)
g(s)
,
and so A0 = g′(0)g(0) . Using the functional equation for ζK (s) given in (2) yields
g(s) = ζK (s)
sr1+r2−1
= 1
sr1+r2−1
(√|dK |
2r2π
n
2
)1−2s(Γ ( 1−s2 )
Γ ( s2 )
)r1(Γ (1− s)
Γ (s)
)r2
ζK (1− s).
The functional equation for Γ (s) yields Γ (s) = Γ (s+1)s and Γ ( s2 ) =
2Γ ( s2+1)
s . Using this in the above
expression, we get
g(s) = s
(√|dK |
2r2π
n
2
)1−2s(1
2
)r1( Γ ( 1−s2 )
Γ ( s2 + 1)
)r1(Γ (1− s)
Γ (s + 1)
)r2
ζK (1− s).
Logarithmic differentiation of the above gives
g′(s)
g(s)
= 1
s
− 2 log
(√|dK |
2r2π
n
2
)
− r1
2
(
Γ ′( 1−s2 )
Γ ( 1−s2 )
+ Γ
′( s2 + 1)
Γ ( s2 + 1)
)
− r2
(
Γ ′(1− s)
Γ (1− s) +
Γ ′(s + 1)
Γ (s + 1)
)
− ζ
′
K (1− s)
ζK (1− s) .
Sending s to 0 and using (5) yields
A0 = g
′(0)
g(0)
= −γK
ρK
− log |dK | + n
(
γ + log (2π))
(here γ = γQ is the Euler–Mascheroni constant), which completes the proof. 
We would like to eliminate the appearance of the constant γKρK . Although it is possible to esti-
mate this constant in terms of the degree and discriminant without assuming GRHK , the proof is
lengthy. Since we are assuming GRHK , we may avoid the appearance of
γK
ρK
altogether if we are care-
ful. The following method to avoid the appearance of γKρK uses some ideas that appear in [Ba].
Proposition 5.10. Assume GRHK . For s = σ real,
ζ ′K (σ )
ζK (σ )
= 1
2
∑
ρ∈RK
(
1
σ − ρ +
1
σ − ρ¯
)
− log |dK |
2
− 1
σ − 1 −
1
σ
− r1 + r2
2
Γ ′( σ2 )
Γ (σ2 )
− r2
2
Γ ′( σ+12 )
Γ (σ+12 )
+ n logπ
2
.
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(
Γ
(
s
2
))r1(
Γ (s)
)r2
(s − 1)ζK (s) = aebss−1
∏
ρ∈RK
(
1− s
ρ
)
e
s
ρ
for constants a and b (see Satz 179 in [La] for details). Logarithmic differentiation on this yields
ζ ′K (s)
ζK (s)
+ 1
s − 1 = b −
1
s
− r1
2
Γ ′( s2 )
Γ ( s2 )
− r2Γ
′(s)
Γ (s)
+
∑
ρ∈RK
(
1
s − ρ +
1
ρ
)
. (6)
We also note that one may take the logarithmic derivative of the Hadamard factorization for Γ (s)
(given on p. 92 of [Mu]) to get
Γ ′(s)
Γ (s)
= −1
s
− γ +
∞∑
n=1
(
1
n
− 1
n + s
)
. (7)
We evaluate the constant b. Letting s go to 0 in (6) and using (7) yields
b = lim
s→0
(
ζ ′K (s)
ζK (s)
+ 1
s
+ r1
2
Γ ′( s2 )
Γ ( s2 )
+ r2Γ
′(s)
Γ (s)
− 1
)
= lim
s→0
[(
r1 + r2 − 1
s
+ A0
)
+ 1
s
+ r1
2
(
−2
s
− γ
)
+ r2
(
−1
s
− γ
)
− 1
]
= A0 − n
2
γ − 1 (8)
= −γK
ρK
− log |dK | + n
2
γ + n log (2π) − 1 (by Lemma 5.9). (9)
We now let s go to 1 in (6), use (5), the value for b given in (9), and the fact that under GRHK ,
ρ¯ = 1− ρ to get
1
2
∑
ρ∈RK
(
1
ρ
+ 1
ρ¯
)
= γK
ρK
+ log |dK |
2
− n
2
(
γ + log (2π))− r1 log2
2
+ 1. (10)
Adding (10) to the expression for A0 given in Lemma 5.9, the
γK
ρK
cancel to give
A0 = −1
2
∑
ρ∈RK
(
1
ρ
+ 1
ρ¯
)
− log |dK |
2
+ n
2
(
γ + log (2π))− r1 log2
2
+ 1. (11)
Substituting this expression for A0 in (8) yields
b = −1
2
∑
ρ∈RK
(
1
ρ
+ 1
ρ¯
)
− log |dK |
2
+ n
2
log (2π) − r1 log2
2
.
We substitute this value for b into (6), let s = σ be real and add the equation to its conjugate to get
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ζK (σ )
= 1
2
∑
ρ∈RK
(
1
σ − ρ +
1
σ − ρ¯
)
− log |dK |
2
− 1
σ − 1 −
1
σ
− r1
2
Γ ′( σ2 )
Γ (σ2 )
− r2Γ
′(σ )
Γ (σ )
+ n
2
logπ + r2 log2. (12)
Using the logarithmic derivative of the Legendre duplication formula for Γ (s) (see p. 91 of [Mu]) with
(12) completes the proof. 
We now estimate the sum
∑
ρ∈RK | 1ρ(ρ+1) |.
Lemma 5.11. Assume GRHK . Then
∑
ρ∈RK
∣∣∣∣ 1ρ(ρ + 1)
∣∣∣∣ 23
(
log |dK | − n(γ + logπ) + 16
3
)
.
Proof. Use Proposition 5.10 with σ = 32 to get
1
2
∑
ρ∈RK
(
1
3
2 − ρ
+ 1
3
2 − ρ¯
)
= ζ
′
K (
3
2 )
ζK (
3
2 )
+ log |dK |
2
+ 2+ 2
3
+ r1 + r2
2
Γ ′( 34 )
Γ ( 34 )
+ r2
2
Γ ′( 54 )
Γ ( 54 )
− n logπ
2
. (13)
Note that
ζ ′K (
3
2 )
ζK (
3
2 )
< 0. Also, one may show (using Legendre’s duplication formula for Γ (s)) that
Γ ′( 34 )
Γ ( 34 )
+ Γ
′( 54 )
Γ ( 54 )
= 4− 2γ − 6 log2< −2γ = 2Γ
′(1)
Γ (1)
.
Finally, one also has that
Γ ′( 34 )
Γ ( 34 )
<
Γ ′(1)
Γ (1) . Thus
(r1 + r2)Γ
′( 34 )
Γ ( 34 )
+ r2Γ
′( 54 )
Γ ( 54 )
 r1
Γ ′(1)
Γ (1)
+ 2r2Γ
′(1)
Γ (1)
= nΓ
′(1)
Γ (1)
= −nγ .
It is easy to show that for any ρ with Re (ρ) = 12 ,
∣∣∣∣ 1ρ(ρ + 1)
∣∣∣∣ 23
(
1
3
2 − ρ
+ 1
3
2 − ρ¯
)
.
Using the above two estimates with (13) completes the proof. 
Lemma 5.12. Assume GRHK . Then
|A0| 3
2
log |dK | − n
2
(γ + logπ) + r2 log2+ 19
3
.
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∑
ρ∈RK
(
1
ρ
+ 1
ρ¯
)
=
∑
ρ∈RK
1
ρρ¯
=
∑
ρ∈RK
1
|ρ|2 .
Thus
∑
ρ∈RK
(
1
ρ
+ 1
ρ¯
)

∑
ρ∈RK
∣∣∣∣ 3ρ(ρ + 1)
∣∣∣∣.
Using this with (11) yields
|A0| 3
2
∑
ρ∈RK
∣∣∣∣ 1ρ(ρ + 1)
∣∣∣∣+ log |dK |2 + n2 (γ + logπ) + r2 log2+ 1.
The estimate of Lemma 5.11 gives the required result. 
Lemma 5.13. A−1 = − ζ
′
K (2)
ζK (2)
− log |dK | + n(γ + log2π − 1).
Proof. Write ζK (s) = (s + 1)r2h(s) where h(−1) = 0, so
ζ ′K (s)
ζK (s)
= r2
s + 1 +
h′(s)
h(s)
.
Thus A−1 = h′(−1)h(−1) . We may use the method of Lemma 5.9 to complete the proof. 
We will require the following lemma to replace
ζ ′K (2)
ζK (2)
with more convenient ﬁeld constants.
Lemma 5.14. 0< − ζ ′K (2)
ζK (2)
< n.
Proof. We have
−ζ
′
K (2)
ζK (2)
=
∑
a
ΛK (a)
(Na)2
=
∞∑
m=1
∑
Na=m ΛK (a)
m2
.
However
∑
Na=m
ΛK (a) logm
∑
pα
Npα=m
1 n logm.
Thus
−ζ
′
K (2)
ζK (2)
 n
∣∣ζ ′K (2)∣∣< n. 
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In this section we will ﬁnd a constant M (depending on K ) such that the converse of Proposi-
tion 5.7 holds. We will then modify this equivalence to that of Theorem 2.4.
Proposition 5.15. Assume GRHK . Then for x 1 we have
∣∣∣∣ψ1(x, K ) − x22
∣∣∣∣ (4 log |dK | + 12n)x 32 .
Proof. Let x  1. We assume GRHK , so |xρ+1| = x 32 . Since for x  1 we have |x(log x − 1)|  x 32 and
log x+ 1 x 32 , Proposition 5.8 yields the estimate
∣∣∣∣ψ1(x, K ) − x22
∣∣∣∣ x 32
( ∑
ρ∈RK
∣∣∣∣ 1ρ(ρ + 1)
∣∣∣∣+ (r1 + r2)
∣∣∣∣∣
∞∑
r=1
1
2r(2r − 1)
∣∣∣∣∣
+ r2
∣∣∣∣∣
∞∑
r=2
1
(2r − 1)(2r − 2)
∣∣∣∣∣+ n − 1+ |A0| + |A−1|
)
.
However,
∞∑
r=1
1
2r(2r − 1) = log2 and
∞∑
r=2
1
(2r − 1)(2r − 2) = 1− log2.
This, along with Lemmas 5.11, 5.12, 5.13 and 5.14, yields
∣∣∣∣ψ1(x, K ) − x22
∣∣∣∣ x 32
(
19
6
log |dK | + 80
9
+ n(2+ log2) − n
6
(γ + logπ)
)

(
4 log |dK | + 12n
)
x
3
2 ,
which is the required result. 
We note that we can use Lemma 5.5 with the above proposition to show that GRHK implies
( ∑
kδK (x)
1
k
− x
2
2
)2

(
4 log |dK | + 13n
)2
x3 for x = 1,2,3, . . . (14)
and so, with Proposition 5.7, we have GRHK equivalent to (14). However, in order for this to be a
decidable property, we must be able to calculate |dK | and δK (x) in ﬁnitely many steps given f the
minimal polynomial of θ for which K = Q(θ). Algorithms 6.1.8 and 6.2.9 in [Co] will do this. However,
we will see that in our case we may replace the problem of calculating |dK | and δK (x) with that of
calculating |R( f , f ′)| and δ f (x), for which we have already given simple algorithms to calculate. This
will allow us to avoid having to use the much more complicated algorithms given in [Co], as for our
purposes we only require that an algorithm terminates in ﬁnitely many steps.
Recall from the proof of Proposition 4.2 that |R( f , f ′)| =m2|dK | for m a positive integer. From this,
the following lemma is easily derived.
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We now show that we may replace δK (x) in the inequality with the function δ f (x) of Deﬁni-
tion 2.3. Doing so will change the constant in front of x3 in the inequality (14) by a calculable
amount.
Deﬁnition 5.17. Let f be a monic irreducible polynomial. We deﬁne
ψ1(x, f ) =
x∫
1
∑
pα
Npαu
Np=p is prime
pR( f , f ′)
logNpdu,
where the sum runs over prime ideals of the number ﬁeld Q(θ) for θ a root of f .
Note that by the comments following Deﬁnition 2.3, ψ1(x, f ) does not depend on the choice of θ
and is well deﬁned. We show that ψ1(x, f ) may only differ from ψ1(x, K ) by a multiple of x
3
2 .
Lemma 5.18. |ψ1(x, K ) − ψ1(x, f )| < (10n2 + n|R( f , f ′)|)x 32 .
Proof. We have
∣∣ψ1(x, K ) − ψ1(x, f )∣∣
∣∣∣∣
x∫
1
∑
pα
Npαu
Npp2
p is prime
logNpdu
∣∣∣∣+
∣∣∣∣
x∫
1
∑
pα
Npαu
Np=p is prime
p|R( f , f ′)
logNpdu
∣∣∣∣. (15)
Now,
∑
pα
Npαu
Npp2
p is prime
logNp =
∑
p√u
p is prime
n∑
l=2
∑
p
Np=pl
∑
α
plαu
log pl  n2 logu
∑
p√u
p is prime
1< 15n2
√
u.
Note that we used the fact that the number of primes less than or equal to a number n is less than
or equal to 9n log2logn (see p. 6 of [EM]). Thus
x∫
1
∑
pα
Npαu
Npp2
p is prime
logNpdu < 10n2x
3
2 .
We also have
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pα
Npαu
Np=p is prime
p|R( f , f ′)
logNp =
∑
pu
p|R( f , f ′)
∑
p
Np=p
∑
α
pαu
log p
 n logu
∑
pu
p|R( f , f ′)
1 n
∣∣R( f , f ′)∣∣ logu.
Thus
x∫
1
∑
pα
Npαu
Np=p is prime
p|R( f , f ′)
logNpdu  n
∣∣R( f , f ′)∣∣x log x n∣∣R( f , f ′)∣∣x 32 .
Using these estimates in (15) yields the required result. 
As in Lemma 5.5, the following lemma shows that we may work with
∑
kδ f (x)
1
k rather than
ψ1(x, f ).
Lemma 5.19. |∑kδ f (x) 1k − ψ1(x, f )| 1 for x integral.
Proof. For x a positive integer, log δ f (x) = ψ1(x, f ). This and the fact that, for j a positive integer,
|∑k j 1k − log j| 1 completes the proof. 
Proposition 5.20. Let f be a monic irreducible polynomial. Let n be the degree of f and let K = Q(θ) for θ a
root of f . The generalized Riemann hypothesis for K implies
∣∣∣∣ ∑
kδ f (x)
1
k
− x
2
2
∣∣∣∣ (5n∣∣R( f , f ′)∣∣+ 13n + 10n2)x 32 for x = 1,2,3, . . . .
Proof. Let x 1 be an integer. Using Proposition 5.15 with Lemmas 5.16, 5.18 and 5.19, the theorem
follows. 
Proposition 5.21. Let f be a monic irreducible polynomial. Let K = Q(θ) for θ a root of f . If there is a positive
constant M such that
∣∣∣∣ ∑
kδ f (x)
1
k
− x
2
2
∣∣∣∣< Mx 32 for x = 1,2,3, . . .
then GRHK holds.
Proof. Using Lemma 5.19 with the assumption of the proposition yields
∣∣∣∣ψ1(x, f ) − x22
∣∣∣∣< 1+ Mx 32 for x = 1,2,3, . . . .
1690 B. Fodden / Journal of Number Theory 131 (2011) 1672–1690Lemmas 5.18 and 5.5 yield
∣∣∣∣ ∑
kδK (x)
1
k
− x
2
2
∣∣∣∣< (2+ 10n2 + n∣∣R( f , f ′)∣∣+ M)x 32 for x = 1,2,3, . . . .
We may use Proposition 5.7 and GRHK follows. 
Combining Propositions 5.20 and 5.21 proves Theorem 2.4.
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