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1Introduction
Motivations of the thesis
Energy efficiency is a key challenge to build a sustainable society. It can be declined
in variety of ways: for instance, from the reduction of the environmental impact of
appliances manufacturing, to the implementation of low-energy communication
networks, or the management of the existing infrastructures in a smarter way. The
actual direction is the integration of different energy systems with a common man-
agement scheme with the aim of harmonizing and integrating different energy sys-
tems.
In this context, smart cities already envision the use of information communica-
tion technologies (ICT) to smartify objects and services, connecting people and ma-
chines. An important enabling technology for smart cities is certainly the Internet
of Things (IoT).
Both smart cities and IoT have been extensively investigated over the last few years,
under the influence of European funded projects as well. Smart cities apply com-
munication and networking technologies, very often using the paradigm of IoT, to
address relevant issues like traffic congestion, population growth, crowding, and
others, besides implementing innovative services, modernizing existing infrastruc-
tures, e.g. smart mobility. IoT greatly helps in monitoring and better managing en-
ergy consumption as well, realizing smart homes, smart buildings and smart grids.
For what concern the power grid, in fact, the direction is to harness IoT technologies
to improve flexibility, easiness of use and, ultimately, energy efficiency while pre-
serving stability and safety. Today the electrical grid is facing deep changes, mostly
caused by the intensive deployment of Distributed Energy Resources (DER) based
on renewable sources such as photovoltaic plants or wind farms. Managing such
heterogeneous active distribution networks (ADNs), represent one of the most im-
portant challenges to be faced in the future of energy systems. The integration of
active elements into the grid is challenging because of both the great potential they
2bring in energy production and the hazard they may represent if not properly man-
aged (e.g. violation of operational constraints). ADN implementation relies on the
deployment of high-performance real-time monitoring and control systems.
It is well accepted that the phasor measurement units (PMU) are one of the most
promising instruments to overcome many problems in ADN management, as they
support a number of applications, such as grid state estimation, topology detec-
tion, volt-var optimization and reverse power flow management. However, classic
PMUs are conceived to measure synchrophasor in transmission systems, while the
distribution ones have very different characteristics and, in general, different needs.
Therefore, tailoring the characteristics of the new-generation PMUs to the needs of
the ADNs is currently very important. This new kind of PMU must address few
important design challenges:
1. improved angle measurement capabilities, to cope with the smaller angle dif-
ferences that distribution grids exhibit;
2. low cost, to promote an extensive deployment in the grid.
These two requirements are clearly in opposition.
In this dissertation, a low-cost PMU design approach, partially influenced by IoT
ideas, is presented.
In particular, this thesis is organized as follow.
Organization of the thesis
In Chapter 1, an overview of some projects that focus on IoT are reported as ex-
amples of the way to improve energy efficiency in smart city applications. This
chapter is dedicated to the presentation of some research outputs achieved in the
first year of the PhD course. This chapter is not strictly related with smart grid
measurements, but deals with energy systems from a broader perspective. After
an introduction to smart cities, the discussion is focused on low-power electronics.
The concept of IoT is presented along with the many enabling technologies and
benefits. A couple of design examples are then proposed. Both of them deal with
energy harvesting and low-energy management, resulting in successful implemen-
tations of a pollution monitoring system and a proof-of-concept wake-up radio for
smart sensor nodes. The purpose of such systems is proving the benefits that an
energy aware approach can yield to apparently simple monitoring applications.
Another example in this chapter deals with a prototype of wake-up receiver oper-
ating with power line communication technology and designed for street lighting
3network application. A section on the power grid needs and the future smart grid
concludes the chapter.
In Chapter 2, the basics of synchrophasor measurement are introduced. The defini-
tion, nomenclature and models for synchrophasor measurements are given. Then,
the standards for PMU compliance testing are presented.
To better understand how a PMU works and what the main uncertainties contri-
butions affecting the synchrophasor measurement are, a PMU testbed is described
in Chapter 3. The characterization of such a system based on a noise propagation
model helps the developer to understand the impact of different uncertainty con-
tributions.
Chapter 4 deals with a novel algorithm conceived for a low-cost PMU based on
performance-constrained embedded platforms. The analysis of the performance of
the algorithm is split between Chapter 4, where the metrological performance are
analyzed, and Chapter 5, where the trade-offs needed to ensure real-time perfor-
mances are discussed.
In particular, after a description of a low-cost PMU implementation, the evaluation
of timing performance of the proposed algorithm is presented in Chapter 5, along
with relevant details on synchronization and syntonization for data acquisition. A
servo clock for PMU synchronization is implemented and characterized for this
purpose.
Chapter 6 concludes the thesis with a summary, some final remarks and future
work.
Contributions of the thesis
This dissertation contributes to the implementation of modern smart energy sys-
tem, inspired by state of the art IoT solutions to reduce power consumption while
improving services and operations. This is declined in a couple of different ways:
energy efficient IoT solutions and a low-cost yet effective implementation of PMU
to modernize ADNs.
A smart IoT enabling energy efficiency Energy efficiency is needed for IoT appli-
cations and, in turn, smart IoT applications enable energy savings. Some ideas from
the world of IoT can be applied to smart grids as well. For instance, a smart light-
ing solution based on a prototype of a wake-up receiver to turn on different nodes
of the system only when needed is presented. This approach enables to save stand-
by power consumption, while keeping the same functionality of the network. The
4idea comes from the wireless counterpart, i.e. wake-up radios, which are presented
in this dissertation as well.
A low-cost PMU implementation A PMU running on a low-cost platform is en-
visioned. To this goal, an algorithm for synchrophasor, fundamental frequency, and
rate of change of frequency estimation is developed for processing platforms with
limited computational resources .
The proposed solution harnesses the main advantages of two state-of-the-art algo-
rithms, namely the Interpolated Discrete Fourier Transform (IpDFT) and the Taylor
Fourier Transform (TFT). A new algorithm is proposed and implemented in a com-
putationally efficient manner to reduce processing time as much as possible. To
this aim, the number of harmonics accounted in the model is changed adaptively
to minimize the computational burden while meeting the main requirements speci-
fied in the IEEE standards C37.118.1 and the Amendment C37.118.1a. The resulting
processing time of the algorithm is compliant with the mandatory reporting peri-
ods of M class or P class PMU. Estimation accuracy has been evaluated not only
through simulations but also experimentally.
A servo-clock (SC) for PMUs is also proposed. The SC relies on a classic propor-
tional integral controller, which has been properly tuned to minimize the steady-
state short-term time synchronization uncertainty. The SC has been implemented
and tested on a PMU prototype developed within the OpenPMU project. The
distinctive feature of the proposed solution is its ability to track an input Pulse-
Per-Second reference with good stability and with no need for specific on-board
synchronization circuitry. Indeed, the SC implementation relies only on only one
co-processor of the chosen platform.
A testbed for PMU algorithms While algorithms for synchrophasor estimation
are usually benchmarked by simulations, the overall PMU accuracy depends on
measurement hardware as well (e.g., transducers, data converters, and synchro-
nization circuitry). However, the impact of the related uncertainty contributions on
PMU metrological parameters is very difficult to predict or to simulate, resulting in
possible mismatches between simulation and experimental results. A testbed was
specifically developed in cooperation with the University of Campania “L. Van-
vitelli” to evaluate and compare algorithms accuracy under the same experimental
conditions. A thorough metrological characterization of the testbed, properly sup-
ported by a noise propagation model, is performed in order to quantify uncertainty
contributions of the different hardware and software components and how much
they impact on the estimates of synchrophasor magnitude, phase, frequency and
rate of change of frequency returned by different algorithms under test.
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Energy Efficiency in Smart Cities
In this chapter, a broad vision of energy efficiency enablers for smart cities is given. The vari-
ous and rather heterogeneous sections deal with different examples of low-power technologies.
The discussion, however, follows a specific plot, describing technology and relative applica-
tions in different fields. In particular, the following sections present IoT technologies with
few design examples, including smart lighting. Finally, the power system research trends are
introduced.
1.1 Introduction
While the world population breaches the 7 billions threshold, mostly agglomerated
in metropolitan areas, several problems still require smart solutions, for instance in
transportation, environment and quality of life, among others.
European Union, is active and sensitive in this context, promoting plans and action
to reduce energy consumption and all the wastes which, in general, cause high
pollution levels. Horizon 2020 is one of the biggest research funding program ever,
which “help to achieve smart, sustainable and inclusive growth”. Till 2020, European
Union agenda is clear in fixing three targets regarding energy: (i)−20 % greenhouse
gas (GHG) emission (with respect to 1990), (ii) 20 % share of energy coming from
renewable sources and (iii) +20 % in energy efficiency [1]. These goals, even if seem
ambitious, are likely to be achieved. For 2030, EU has reinforced this message with
new targets, like the 27 % share of energy that comes from renewable sources [2].
Energy efficiency is the key binomial to overcome most of the technological prob-
lems of the century. Starting from buildings to microelectronic, from production
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processes to networking, energy efficiency is always a need, as energy is becoming
more and more valuable, even if people tend to forget it. After a long period of
wastes, in the era of smart cities, the energy systems also have to become smarter,
to solve, at least partially, some environmental problems.
The smart city buzzword is around from few years now, and many definitions were
formulated, all of them relying on the same concept of making better use of re-
sources increasing quality of services by exploiting Information Communication
Technologies (ICT) [3]. Because of its broad scope, smart city embrace many re-
search fields, not only ICT-related. This synergy often permits to obtain valuable
results from many perspectives. In fact, the concept of smart energy systems, also
relies on the joint effort coming from different domains (e.g. thermal, electrical and
gas grids combined) to create a sustainable and affordable energy future [4].
Both academia and industry are now focusing on developing strategies for imple-
menting the smart city. For instance, IEEE has promoted the Smart City Commu-
nity, to raise awareness around topics like smart living, sustainable energy man-
agement and smart mobility, and the Smart Cities Initiative to facilitate and boost
collaborative work between different societies like Communication Society, Power
& Energy Society, and others. Large companies like IBM, CISCO and Intel are in-
volved in various projects for smart city creation.
Some smart cities around the world are already recognized, and already have im-
plemented smart systems to handle (i) power grid, (ii) buildings and (iii) light-
ing [5], [6]. On these three domains in particular, the aim is not only the improve-
ment of the quality of the system, making it smarter, but also facing major problems
like environmental pollution, the scarcity of natural resources or climate changes.
The reduction of greenhouse gases is also a great challenge for the XXI century,
addressable only with enhanced smart energy systems.
Energizing the city Including the current concept of smart grid into the big smart
city container is not fully rightful. However, electricity transmission and distribu-
tion have a clear impact on everyday life, which is expected to be even more im-
portant in the future due to the penetration of electrical mobility. More in general,
smart city solutions must be energy efficient and tackle the associated challenges. It
would be shortsighted to exclude the grid energy efficiency from the broad vision
of a smart city. Currently, citizens have also become more aware about energy use
and waste, especially as far as electricity is concerned. The border sometimes is
also not clearly visible even in literature contributions: the term smart energy system
in fact is used as a synonym of smart grid by some authors [4].
With respect to smart grid, it is undoubted the importance of integrating renew-
able energy resources. Distributed generation and management are under the lens
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of many researchers and are currently envisioned as a key for future electricity sys-
tems (in addition to energy storage and demand response) [7].
Of course, energy efficiency should be primarily achieved by reducing the power
consumptions of buildings. In fact, they consume the biggest share of primary
energy, more than any other sector (for instance, approximately 40 % in heating, air
conditioning and lighting) [8].
To cope with this and many other energy challenges, ICT can provide a great help.
Networking the city Internet offers sophisticated and ubiquitous networking for
smart city services. The buzzword today is Internet of Things, the communication
paradigm that envision objects of everyday life equipped with connectivity and the
possibility to communicate to each other and to the user, becoming part of the In-
ternet [9]. In turn, Internet will become even more pervasive than it is today. This is
a key to “smartify” the existent smart city component systems or building the new
generation ones, especially buildings, energy grids and lighting systems. As pre-
viously stated, energy efficiency is the challenge to address in order to implement
successful services without impact on the environment. Of course, IoT devices also
have to be efficient and consume as less power as possible, avoiding energy over-
heads and achieving a seamless integration of the ICT infrastructure [10].
1.2 The role of IoT
Human being is building an intricate and huge network, pervading all the aspects
of his society and every angle of a city. Internet of Things (IoT) is an important and
growing part of this complicate network and represents the new paradigm in net-
working smart things, connecting thousands of objects and devices to the biggest
network ever created by humanity. IoT offers advanced connectivity to implement
smart services on objects and applications in various fields, such as Smart Cities,
buildings, logistics, Smart Grid, domotic and industrial applications, agriculture,
air quality monitoring and many others.
The idea of interconnecting things and object providing Internet connectivity is not
brand new. In fact, the IoT buzzword has been used since the early 2000s [11].
However, only nowadays we are facing a rapid growth of this market, because of
the many technological advances that enable the rise of IoT and a common feel-
ing that IoT itself represents a big opportunity to improve products and implement
services.
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As many IoT nodes are battery powered, the key requirement for a successful im-
plementation of IoT devices is the availability of low-power electronics which pro-
vide sensing and sometimes actuation. Speaking of energy management in IoT, two
are the keys to increment the battery life of a device: energy efficiency and energy
harvesting [10]. The first includes techniques to improve the energetic behavior
of the system, for instance with lightweight protocols or scheduling optimization,
while the latter refers to the possibility of collecting energy from the environment.
Hence, it is possible to exploit very low energy amounts with a careful and energy
efficient design.
The way an IoT device connects to the Internet is quite important. Very often this is
achieved by means of wireless communication technologies, that perhaps put IoT
near Wireless Sensor Network (WSN) solutions. The two terms obviously refer to
different concept: IoT has a broader scope, sometimes including actuation. How-
ever, they share common challenges. As in WSNs, IoT nodes can be deployed in a
large number and then dispersed in the environment they have to sense, therefore
the low-cost and long-life characteristics of the node are important. The lifetime of
the resulting node is usually bounded by the energy demand characteristics of the
electronics and, in turn, by the wireless communication subsystems, which (very
often) is a requirement for IoT also. Broadly speaking, WSN can be seen as a part
of IoT [12].
Some of the enabling technologies for IoT includes Bluetooth Low energy (BLE),
near-field communication (NFC) and quick response codes (QR) [11], but the num-
ber of acronyms identifying different technologies, protocols and devices is huge.
1.2.1 Enabling technologies
The wireless subsystem optimization, is one of the key for IoT development, and
one of the most promising trend nowadays is the adoption of low-power and long-
range wireless technologies to implement low-power wide area (LPWA) networks.
Some technologies were already investigated in literature, as LoRa and NB-IoT.
Both have the peculiarity of a very high link budget, over 150 dB, and quite low
data rates which are compatible with the low bandwidth required by a typical IoT
application. The size of a packet is also low, with a quite high latency, making
it unsuitable for strict real-time monitoring requirements. On the other side, their
great advantage (of LoRa in particular) is power efficiency [13], [14]. Other relevant
parameters include the low development costs of a LoRa network (compared with
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other LPWA network technologies), the good coverage (i.e. high sensitivity) and
good scalability of the network [15].
Although the use of efficient long-range communication technologies helps (ex-
ploiting their usually high link budgets), this is not the only way to reduce power
consumption of an IoT application [16]. For instance, low power operation can
be supported by duty-cycling, e.g. turning off power hungry components when
not used, and more in general, by a smart scheduling optimization. The radio
transceiver is the first component to shut down. Modern microcontrollers have
low-power states which allow to greatly reduce power consumption and eventu-
ally implement a transiently powered device [17].
In the current Low-Energy Internet of Things (LE-IoT), the nodes are simple, they
often only sense environment and complex processes are actually deployed out of
the node, e.g. on the gateway or in the cloud. This paradigm is actually changing
towards a more distributed approach, where each node participate in active way
to process data and even to put intelligence on the edge, meaning that each node can
be equipped with its own processing module, even for machine learning or other
complex operations [18], [19].
Of course a key requirement to successfully implement IoT is low-cost of device
components. Thus, excessive hardware complexity should be avoided and the net-
work infrastructure should be simple as well. This can be accomplished in various
ways, but good networking choices greatly help. For instance, LoRa (and most of
the wireless techniques usually employed) operates in unlicensed bands so that it
does not introduce costs for wireless communication. Moreover, its topology al-
lows avoiding the complexity of mesh networks, connecting directly to the base
station, reducing both complexity and costs.
Finally, the network should be scalable, allowing densification of the nodes while
maintaining a high quality of service, as the number of intelligent devices con-
nected LPWA networks still expect a massive growth in the future. By the way,
this is also a good reason for adopting lightweight medium access control (MAC)
protocols.
It is not easy to develop intelligent techniques enabling a new generation of IoT
devices, but the effort in developing new energy-aware devices is paid back by the
number of advantages that the IoT paradigm ultimately brings.
In the rest of this section, a couple of examples of IoT devices are reported, with
some common characteristics but slightly different implementations. The first is a
pollution monitoring system, designed to be self-sustainable and compact.
10 Chapter 1. Energy Efficiency in Smart Cities
1.2.2 Design example: Energy neutral pollution monitoring
The first reason for being interested in air pollution is its consequence on human
health: World Health Organization (WHO) has identified in air pollutants the cause
of many respiration diseases [20], [21].
In the framework of a smart city, health and wellbeing of all the citizens are en-
hanced by a proper air quality plan [22].
Currently, the measurement of pollutants concentration in air is performed by means
of weather and pollution monitoring stations located in fixed locations within a city
or a geographical area. These are expensive and just a few are deployed around a
city.
In the literature there is a number of pollution monitoring examples, sharing (more
or less) a common IoT vision, in which data sensed remotely are used and pro-
cessed in the cloud, eventually using big data analytics and producing valuable re-
sults [23], [24]. Nowadays, it is possible to use commercial sensors, implementing
low-cost, low-size sensors exploiting, for instance, MEMS sensors [25]–[27]. How-
ever, one of the main issues in sensing gas and particulate matter is the relatively
high power consumption of the sensors. Energy harvesting techniques have gained
an increasing interests in the last decade to extend lifetime of embedded monitor-
ing systems as enabling technology for the “deploy and forget” paradigm.
In the following, the system design and evaluation of a compact pollution mon-
itoring equipment is presented. It is powered by a mini photovoltaic cells array,
embedding particulate matter, carbon monoxide (CO) and volatile organic com-
pounds (VOCs) sensors for air quality estimation. Energy budget analysis shows
that energy neutral operations can be achieved enabling sustainable IoT.
The building blocks composing the prototype are shown in Figure 1.1 where it can
be noticed the distinction between energy harvesting blocks and energy manage-
ment parts. The pollution monitoring application is developed on a Nucleo board,
running a STM32F401 microcontroller which manage the sensors and a LoRa radio
for transmitting the sensors readings. The sensors employed are also commercially
available, as the rest of the components, and they are the PPD42NS dust sensor [28]
for particulate matter assessment and the MiCS-5121 MOX gas sesnsor [29] targeted
to CO/VOCs volatile chemicals. These are quite common and their characteristics
were already investigated [30], [31].
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FIGURE 1.1: Overall architecture of the prototype. Dashed arrows
indicate enable and feedback signals (EN and FB) while continued
line arrows are power flows.
Energy harvesting
Solar modules Harvesting energy from solar radiation is often a good idea to ex-
tend the battery life of an electronic device, especially for outdoor applications. If
solar radiation is sufficient it is possible to easily achieve energy neutrality for a
number of sensing applications, even if in indoor environments this is still chal-
lenging. However, the high variability of this power source practically imposes
to use large energy buffers, like batteries to ensure proper operations of the node.
The photovoltaic modules (PV) evaluated for this prototype are quite small, in or-
der to build a compact system, and they are (i) a commercial off the shelf (COTS)
mini-PV module (1 W nominal, 100x80 mm system from Seeed Studio1), (ii) a cus-
tom assembled module with 50 cells from Ixys2 arranged in a 5s by 10p matrix
and (iii) a custom assembled module built with 12 paralleled cells from Sanyo3. A
2450 Sourcemeter from Keithley was used to characterize the solutions in 500 lux
and 1 klux diffused irradiance conditions [32]. The results are shown in Figure 1.2.
These kind of curves are well known yet useful to assess the performance of an
energy source and make it work at its best. The resulting choice was the COTS
solution, which outperforms the others.
DC boost converter The BQ255704 by Texas Instruments is an IC for energy har-
vesting. It features an ultra-low power boost converter with maximum power point
tracking (MPPT), it is able to charge small batteries (e.g. lithium ion ones) or super
capacitors and it has a regulated output for powering electronics. The MPPT work-
ing point was set at 80 % of the open-circuit voltage, as result from the characteriza-
tion of Figure 1.2 and customary for PV panels. Its efficiency is very high, reaching
1Datasheet at https://www.seeedstudio.com/1W-Solar-Panel-80X100-p-633.html
2Datasheet at http://ixapps.ixys.com/DataSheet/20110302-KXOB22-12X1-DATA-SHEET.pdf
3Datasheet at http://docs-asia.electrocomponents.com/webdocs/0d10/0900766b80d10cee.pdf
4Datasheet at http://www.ti.com/product/BQ25505
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FIGURE 1.2: P-V characteristics of considered mini PV arrays at 500
lux (a) and 1 klux (b)
more than 90 %. However, the output regulator is able to handle only small cur-
rents and is not enough for the (generally high) power hungry gas sensors.
Energy management
DC Boost converter Because of the need of an external DC converter for pow-
ering the electronics and sensors, a second boost converter is needed, and the
TPS630005 by Texas Instruments was chosen. This IC can handle currents up to
1 A and, despite showing a slightly lower efficiency with respect to the BQ25570
(around 82 %), it has a convenient shutdown state (controlled by the EN port in the
schematic of Figure 1.1) featuring only a low leakage of about 30 µW.
It is directly connected between the battery and the sensor node, but its operation is
timed by a nano-power timer (the clock block in Figure 1.1), which is set to trigger
the operation of the node at specific time intervals by means of the enable signal
(EN) issued to the TPS63000.
Nano-power timer The TPL51106 by Texas Instruments consumes a very little
power, providing a convenient timing source for duty-cycled systems. It directly
commands the state of the TPS63000, turning on the main microcontroller (MCU).
A feedback signal (FB) is then issued by the microcontroller to the timer to reset its
state, in the very same way as a SR latch works. The consequence is that the enable
signal is driven low, shutting down the TPS63000 and in turn the entire system.
The very same behavior could be achieved using the RTC peripheral of the mi-
crocontroller, putting it in low power mode and wake it up at specific time inter-
val. The use of the TPL5110 timer is driven by its low-power footprint, featuring
5Datasheet at http://www.ti.com/product/TPS63000
6Datasheet at http://www.ti.com/product/TPL5110
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a standby power (i.e. timer mode state, that is most of the time) of just 0.3 µW.
Just for comparison, the standby power of the STM32F401 microcontroller used in
this prototype is about 60 µW. The solution of this external timer is clearly advanta-
geous, leading to a near-zero standby power condition. The result is an intermittent
operated system, whose period is set through the TPL5110 timer using a variable
resistor. The accuracy of time intervals provided by the TPL5110 is not extremely
high (around 1 %), but it does not represent a problem as strict timing is not a re-
quirement, since the environmental parameters change slowly.
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FIGURE 1.3: In (a) the data collected from the laboratory prototype
as indoor irradiance near window and relative power havested by
the system, while in (b) the on-the-field prototype location.
(from [32] with permissions)
Results
The power consumptions of the pollution monitoring node in all its parts are listed
in Table 1.1. The prototype used to run for several days in the proximity of a
partially shaded window in a laboratory environment, thus enabling to adjust the
timer interval to obtain an energy neutral behavior. The solar irradiance and respec-
tive power collected by the PV module are measured and shown in Figure 1.3 (a),
while in (b) a picture of the prototype deployed on the field is shown. While the
indoor irradiance values are always lower than 2 klux, the outdoor ones can easily
exceed 3 klux.
With these data, it is possible to balance the energy extracted by the energy har-
vester during a typical day with the energy used by the application and estimate
the interval between sensing operations that allow a proper balance. For instance,
if we assume six hours per day with 1 klux irradiance (≈16 mW production) and
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TABLE 1.1: Laboratory measurement of power consumptions and
efficiency of the components of the pollution monitoring node.
Energy
harvesting
PV output - Ixys @ 500 lux 0.7 mW
PV output - Ixys @ 1 klux 16.3 mW
PV output - Sanyo @ 500 lux 1.6 mW
PV output - Sanyo @ 1 klux 3.7 mW
PV output - Seeed COTS @ 500 lux 1.1 mW
PV output - Seeed COTS @ 1 klux 16.3 mW
BQ25570 efficiency ≈92 %
Energy
management
TPS63000 - Leakage 33 µW
TPL5110 - switch ON 135 µW
TPL5110 - timer mode <1 µW
Application
MCU+Radio+Sensors - ON 524 mW
MCU+Radio+Sensors - OFF <1 µW
considering a total 73 % double conversion efficiency, we can expect 70 mW h of
available energy delivered to the load. This energy is enough to sustain the node
for one day if environmental monitoring is performed every 45 minutes. A similar
computation can be done considering different periods for irradiance and sampling
frequencies. The summary of this evaluation is reported in Figure 1.4 whose bars
show the number of energy neutral operations achieved as a function of irradiance
hours per day and the sampling frequency. When energy neutrality is not achieved,
no bar is shown in Figure 1.4.
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FIGURE 1.4: Prediction of the feasible energy neutral operations,
based on the measurements on the prototype, with respect to the
fixed sensing periods (45 minutes or 1 hour) and the hours of light
per day.
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Conclusion remarks Laboratory results demonstrate that the monitoring system
can be completely self-sustainable sampling the environmental parameters every
45 minutes. This power-hungry system was made energy autonomous by duty-
cycling the operations of the whole sensor node electronics without losing func-
tionality. However, in the case of addressable wireless sensor nodes, this approach
actually reduces functionality, being the system completely off for long periods.
A solution is represented by wake-up radios, which are conceived to reduce the
power overhead of the wireless communication subsystem.
1.2.3 Wake-up radios
from a hardware perspective, what is really power demanding in a wireless sensor
node is the radio subsystem. On the other hand, it is not possible to remove it:
wireless communication is one pillar of IoT systems, permitting the ubiquity of in-
formation. One of the most important challenges therefore is reducing power when
radio is in idle, i.e. the so called idle-listening cost. A wake-up circuitry is capable
of detecting an incoming transmission, optionally discriminating the packet desti-
nation using addressing, then switching the main radio on only when needed [33].
Such circuitry is called wake-up receiver (WuRx) and together with the correspond-
ing network and MAC layer protocol (that have to be implemented jointly with the
WuRx), a wake-up radio (WuR) system can be built.
A wake-up receiver is characterized by some key design considerations:
1. Power consumption is the main specification, imposing that the WuR power
consumption must be well below that of the main radio.
2. Time to wake-up is the latency between the reception of the wake-up signal
and the actual starting of operation.
3. Interferences which may introduce false wake-ups. In fact, due to the low-
power budget, the modulation techniques used in WuR are simple, e.g. on-
off keying (OOK), pulse width modulation (PWM) or amplitude shift keying
(ASK).
4. Sensitivity that, in general, is proportional to the power consumption of the
WuR and its operational range. Because of that this is a very important de-
sign parameter, often resulting from a trade-off with power consumption. In
modern implementations of WuRs the range is in the order of tens of meter.
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5. Data rate also influence the overall power consumption, but also the sensi-
tivity to interference and latency. So high data rate can be seen as a way to
improve the overall energy efficiency of the system.
6. Cost and size depend on the complexity of the design, and, to enable the in-
tegration in existing IoT nodes, it should not exceed 10 % of the total cost [33].
Wake-up radios can be classified. The main distinctions identified are on the power
source, addressing capability, channel usage and communication medium.
Power The WuRx can be passive if it does not require continuous power and it is
able to harvest energy for its own operation. This energy comes from the ambient
or, in particularly efficient designs, from the wake-up signal itself.
Although energy efficient, these receivers usually have shorter operating ranges
due to limited sensitivity with respect to the active counterpart. This second kind
of WuRx are externally powered, but have limited capabilities with respect to a
typical, full-featured, higher-power radio transceiver. Therefore, the objective of
these designs is the reduction of the standby power consumption by means of a
dedicated radio able to receive the wake-up beacon.
Addressing The wake-up signal can optionally include an identification code
(ID). Thus ID-based WuRx can be addressed in the network, reducing the prob-
ability of false wake-up. However, the design is more complicated as a decoder
and a longer wake-up signal are needed. On the contrary, broadcasting the wake-
up message to all the network nodes results in a two-step addressing, but a simpler
WuRx design. This approach can be detrimental in terms of total system power
consumption. However, with a proper MAC technique, broadcast-based WuRxs
have comparable characteristics w.r.t. the ID-based systems.
Channel Depending on the relative channel difference between the wake-up and
the main radios, it is possible to design the system with separate signal paths. An
in-band WuRx uses the same channel as the main node, making it possible to to use a
single antenna, while out-of-band WuRx operates on a dedicated frequency, different
from the main radio. The latter have usually improved strength with respect to
interferences but higher system complexity.
Medium In a broader vision, a WuRx may include also non-radio implementa-
tions. In the scientific literature several examples of acoustic wake-up receivers and
optical ones are reported. In the following section, a passive wake-up receiver op-
erating on power line is presented as well.
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State of the art
When comparing different WuRx designs, it can be noted that most of them use
simple modulation schemes like On-Off Keying (OOK) or non-coherent Frequency
Shift Keying (FSK). This is driven by the easiness of decoding, for instance with
a simple diodes-capacitor envelope detector. Most of the WuRx with power con-
sumption below 10 µW rely on OOK modulation [34]. In contrast this is sensitive
to noise, while FSK, for instance, is more resilient. Another simple approach that
can be found in the literature is the use of pulse-width modulation (PWM) and an
integrator as demodulator [35].
Figure 1.5 briefly depicts the result of the literature survey on sensitivity perfor-
mance versus power consumption.
Among the 75 prototypes surveyed in [33], only 23 reported a power consumption
below 10 µW. Some WuRx designs are particularly energy-efficient and are high-
lighted with circles in the figure. For instance, the green circles highlight some pro-
totypes for short-range applications (as body area network) exhibiting power con-
sumptions below 0.27 µW and sensitivity around −40 dBm to −56 dBm, while the
red circles refer to mid-ranges applications devices achieving better than −80 dBm
sensitivity. The lowest power consumption achieved is 98 nW [36]. Empirically it
was found with a slope-fitting that a 20 dBm gain in sensitivity leads to an incre-
ment in power consumption by a factor 10.
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The wake-up radio technology is ready to impact devices power consumption pos-
itively. Many application fields can be identified. Among them, wearable devices
(as enabler for wireless body area network), smart city applications and smart me-
tering are the most promising.
1.2.4 Design example: Wake-up radio deployment
An interesting application of a wake-up radio has been developed using a plant-
microbial fuel cell (PMFC) as power source. The application is built on top of a
popular radio node, i.e. a Tmote Sky [37]. As further complication, such node is
quite old and not oriented to low-power applications. The use of a wake-up re-
ceiver enables to couple the small amount of power that the PMFC outputs to the
target application, using a receiver initiated MAC-level communication protocol.
As result, a self sustainable system is realized, showing reasonable data rates (one
transmission every 30 s).
The building blocks are described in the following and shown in Figure 1.6 (a),
where, as in the previous example, the division between energy harvesting blocks
and energy management blocks is clearly visible. The picture of the prototype is
shown in Figure 1.6 (b) as well.
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FIGURE 1.6: Overall architecture and picture of the prototype.
Dashed arrows indicate trigger (TRIG) and signaling (FB) while con-
tinued line arrows are power flows.
(from [38] with permissions)
1.2. The role of IoT 19
Energy harvesting
MFC Microbial fuel cells (MFCs) are biological reactors, where the so-called elec-
trogenic bacteria produce a small current as result of their own metabolism [39],
[40]. These microbes are curiously easy to find, being commonly present in many
soils and sediments on the planet. The special kind of MFC built with such bacteria
are called Sediment-MFC [41], while, if a vegetable take part in the electro-chemical
reactions inside the cell, a Plant-MFC (PMFC) is realized [42]. The typical continu-
ous power that these systems can deliver ranges between 50 and 100 µW at 0.3 to
0.6 V.
The PMFC built in laboratory for this prototype is made of very common elements:
soil from the university courtyard, a standard houseplant and a couple of graphite
fiber felt electrodes. After some days to let the bacteria colony grows, a stable out-
put power of 70 µW can be reached. Extensive characterization of a PMFC power
output has already been done in literature [43]. Figure 1.7 shows the maximum
power output of a PMFC prototype cell as function of voltage [44]. However, in
order to fully exploit the potential of PMFCs, some care is needed, developing a
specifically tailored energy management technique. For instance, it was observed a
reduction of performance of the cell during long intensive loads, further increasing
the need of intermittent operations to let microbes recover [38], [45].
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FIGURE 1.7: Static Power-Voltage diagram of a PMFC
(from [44] with permissions)
DC boost converter The energy harvesting module is based on a Texas Instru-
ments BQ25505 boost charger 7 (which is very similar to the BQ25570 previously
introduced). This specialized IC is capable to start its operation at a voltage as
low as 0.33 V and with a minimum input power of only 15 µW, which are com-
patible with the PMFC output characteristics. Moreover, it embeds a maximum
7Datasheet at http://www.ti.com/product/BQ25505
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power point tracking (MPPT) feature. Through experiments, the efficiency of the
converter was found to be around 90 %.
Energy buffer A super-capacitor is used to store the energy collected by the DC
converter. This is a key element, as the power demand of the application is higher
than the output power that the PMFC is able to supply. Thus a continuous opera-
tion is obviously not possible. The size of the capacitor is 22 mF, i.e. large enough
to store 33 mJ of energy usable by the main node when triggered by the wake-up
radio. The size of the capacitor was chosen to conservatively provide energy at a
sufficient voltage level for the Tmote board to work.
Energy management
Wake-up receiver A number of wake-up radios have been presented over the last
few years [33]. The design advantages are firstly related to the low power consump-
tion, at the expense of a little higher latency. The difference is huge: the CC2420
radio of the Tmote Sky requires 18.8 mA in listening mode, while the wake-up re-
ceiver used in this work requires only 0.56 µA [46]. This WuRx operates in the ISM
868 MHz band and has a sensitivity of −55 dBm. The maximum operating range
is 50 m. Consuming only 1.68 µW, the wake-up radio is able to address a node in
16 ms (using the 16-bit addressing mode).
Because of the intrinsic structure of the WuR, the power consumption in listening
mode is very small. After the receiving the wake-up signal, the decoding opera-
tions increase the power consumption up to roughly 1 mW. This is not an issue
though.
Nano-power switch While the WuRx is constantly powered by the energy har-
vester, the main node drains energy from the capacitor by means of a timed switch,
operated by the WuR. This is needed to turn off completely the Tmote Sky, there-
fore setting its standby power consumption to almost zero. The switch chosen is
the TPL51108 which incorporate a MOSFET driver and a low-power timer as well.
Unlike the previous example reported in Section 1.2.2, the TPL5110 is now oper-
ated only as a switch, triggered by the WuRx (TRIG signal) and reset by the main
node (FB signal) when the operations are concluded. The overall consumption of
this module (always connected to the energy harvester) is 35 nA.
8Datasheet at http://www.ti.com/product/TPL5110
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Results
The stand-by power consumption was reduced from 130 µW (Tmote Sky in sleep)
to 1.8 µW with the advantage of having the remote addressing feature introduced
by the WuR. Figure 1.8 shows the final power consumption of the prototype during
the wake-up, sensing and transmitting operations.
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FIGURE 1.8: Power consumption measurement of the remote sensor
node with radio-trigger. The measurement starts at the trigger (A),
then the node boot (B) and finally transmit the measure (C).
(from [38] with permissions)
During each sensing operation, triggered by the wake-up receiver, three phases
can be identified. Firstly, the WuRx decodes the incoming signal, causing the first
step in power consumption (from 1.8 µW to 1.02 mW). This phase lasts for about
16 ms and is labeled as A in Figure 1.8. Then, in region B, the main node boots
and enter in sleep mode which requires 43 µA. This period lasts at most 640 ms
and is required by the board to stabilize the crystal oscillator and boot. Finally in C
the sampling operation is performed and the resulting value is transmitted by the
main CC2420 radio on board. After that, the feedback signal to the timer is issued,
thus switching the node off. Summing up all these contributions, the total energy
absorbed is about 3.6 mJ.
Table 1.2 lists the current consumptions measured on the Wake-up receiver, switch
module and Tmote board.
In the example described, a wake-up receiver was employed, enabling to use a
power hungry sensor node. Actually, some simplifications can be done in the case
of newer radio transceivers. For instance, the CC1310 power consumption in sleep
mode is less than 1 µW and was used in conjunction with wake-up radios and
PMFC with no need of turn it off [47]. As key for a successful implementation
of IoT devices using an extremely low power source, an in depth characterization
of such power source is always needed. This allows designers to properly tune
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TABLE 1.2: Laboratory measurement of power and current con-
sumptions of the components of the node.
Energy
harvesting
PMFC output - average 70 µW
PMFC output - peak 300 µW
BQ25505 efficiency ≥90 %
Energy
management
WuR - listening 0.56 µA
WuR - decoding 340 µA
Switch - idle 35 nA
Application
Tmote - TX mode 19.5 mA
Tmote - RX mode 21.8 mA
Tmote - deep sleep 43 µA
Total operation energy 3.6 mJ
Baseline power consumption
(WuR listening + BQ25505 + TPL5110)
1.8 µW
the power consumptions of the sensing application, and eventually make suitable
trade-offs. The deployment of a wake-up radio system permits to further decrease
the power consumption thus enabling new possibilities for a pervasive IoT growth.
1.3 Smart Lighting
In 2006 the total energy demand for lighting covered the 19 % of the total electricity
consumption, globally [48]. This is an extremely high share, impacting on the city
finance by about 20 % on the budget for the outdoor lighting and up to 40 % for
indoor appliances. Moreover, lighting is a also a great source of greenhouse gas
emissions (accounting for up to 70 % w.r.t. the emissions due to road traffic). Luck-
ily, in the last decades, LED technology has become widespread and used in many
field, including outdoor lighting. Therefore, the power consumption was greatly
reduced, as reported by International Energy Agency for buildings [49].
For street lighting the scenario is similar, allowing municipalities to both save money
and enhance the infrastructure employing the lighting grid for different purposes.
The role of ICT for outdoor lighting can be relevant indeed, helping to reduce en-
ergy waste, light pollution and greenhouse gas emissions [50]–[52], but also devel-
oping services as CCTV or smart parking on the lampposts.
The geographical extension of the street lighting networks poses serious problem
when it is needed to update it. Light bulbs are already being replaced in many
places, under the stimulus of regional funds aiming to increasing energy efficiency.
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However, innovative services need connectivity also. Among others technologies,
Power Line Communication (PLC) is more convenient to implement a smart light-
ing system. Eliminating the costs of dedicate wiring and antennas installation, PLC
enables to communicate over the same grid used to power the lamp posts, thus ex-
ploiting an already-in-place, secure and huge network.
1.3.1 Power Line Communication
PLC can be divided in two categories with respect to the frequencies used:
• BroadBand-PLC is the higher frequency, higher bandwidth type, with typical
frequency in the 1.8 MHz to 250 MHz interval. It has been developed mainly
for Local Area Networks and last-mile networking applications [53]. Because
of the high frequencies used, this is not the best choice when the distances to
be covered are longer than hundreds of meters.
• Narrowband-PLC is its slower counterpart. It works mainly in the frequency
bands regulated by the European regulation CENELEC EN 50065-1 [54], which
specify four low-frequency bands between 3 and 148.5 kHz. This technology
is more interesting for implementing wide area networks because of its ver-
satility, especially for smart grid applications.
NB-PLC solutions have received increasing attention for smart grid applications
thanks to the relatively low implementation cost and the ability of NB-PLC signals
to propagate over long distances (up to several km), even through transformer [55].
PLC technology is therefore used for a wide set of applications [56]–[58]. It is al-
ready used in many countries to implement automated meter reading (AMR) in-
frastructures for remote smart metering applications [59], [60]. PLC has the poten-
tial for being the key for the implementation of grid automation. In fact, unlike
wireless communications, PLC is intrinsically more secure and the communication
lines are already in place. The implementation perhaps is not straightforward, de-
pending on the specific peculiarity of the grid, its topology, the interconnections
and the devices connected to it [61]–[64].
In the case of smart lighting systems, the scenario is slightly simpler to approach: all
the appliance connected to the grid are lights and the structure of the grid is quite
uniform. Pushed by the possibility to automatize the lighting control, many pro-
tocols and standard were introduced to address the specific needs of lighting sys-
tems. Just to cite some of them, PRIME-PLC [65] and G3-PLC [66] guarantee high
communication ranges and good data rates to implement lighting systems [67].
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1.3.2 Design example: A wake-up receiver for PLC
The simplest solution to remove any power consumption of an appliance is to un-
plug it, physically disconnect it from the mains. The technology often permits to
achieve the same power performance (i.e. zero power) preserving the stand-by op-
erating mode, and this is often regarded as zero-power stand-by.
Similarly to the previously introduced wake-up radios, the system described in this
section provides the wake-up functionality to a power line modem (PLM) for smart
grid applications and in particular for smart lighting systems.
The architecture of wake-up receivers is quite uniform. The implemented wake-up
receiver is aligned with the traditional scheme, and it is composed by: (i) a decoder,
needed for implementing the addressing functionality, (ii) an energy harvester that
scavenges energy from the signal itself and powers the decoder and finally (iii) a
switching relay to turn on the main transceiver, namely the PLM itself. This last
element can represent a potential issue because of the typically high power con-
sumption of a relay. However, a clever solution has been implemented to avoid
this and was proven to work well, with the additional advantage to be easily ap-
plicable not only to wake-up PLMs but, in theory, for every appliance connected to
the grid.
Hardware Prototype
The prototype is based on an energy harvester that exploits the energy carried by
the wake-up signal to energize the decoder part of the wake-up system, realizing
therefore a passive wake-up receiver.
The prototype can be decomposed in three parts:
• an energy harvester, based on a voltage multiplier scheme;
• the decoder, i.e. a low-power microcontroller;
• a relay element, which turns the main node on.
Energy harvester The design of the voltage multiplier (VM) is based on the Cockroft-
Walton scheme and it requires particular care on some parameters affecting its per-
formance. For instance, relevant losses are caused by the diodes forward voltage
and the capacitors ESR (Equivalent Series Resistance). In a smaller share also the
diodes leakage current can affect the multiplier performance [68], [69]. The behav-
ior of the Cockcroft-Walton VM can be predicted using both theoretical results (e.g.
in [68] the losses are modeled) and data simulated with SPICE. It was found that the
1.3. Smart Lighting 25
most convenient number of stages of the multiplier is 5, which provides a usable
voltage at the end of the multiplier chain. Capacitors size also affects the perfor-
mance of the energy harvester but also contributes to lower the overall impedance
of the system at the PLM working frequencies. This can be a relevant problem
when it comes to scale the system to a big network. Moreover, at the end of the
multiplier chain there is another (relatively small, i.e. 200 µF) buffer capacitor. This
is needed to provide an energy reservoir during during the reception of the signal.
(a) (b)
FIGURE 1.9: In (a) the signal demodulator circuit: two branch on the
voltage multiplier provide the two signals depicted in figure ?? to
the comparator, then the microcontroller decode the signal extracted
and turn on or off the PLM with the two signals in (b) representing
the two stages relay solution.
Signal and decoder The wake-up message is designed to be easily decoded and
provides sufficient power to the wake-up circuitry. Manchester encoding is used,
to exploit its constant power transmission during the message. The energy buffer
is designed to supply the electronics during the low part of the bit period. At first
a long high-gain signal is transmitted as preamble to provide the energy for the
correct start-up of the decoder. Then a sync phase is used by the wake-up system
to detect the bit rate of the message. A start bit closes the sync phase. It follows
a code, used to address the nodes and finally, a last high gain phase is needed to
provide the final energy burst to trig the relay. The signal consists of several FSK
(frequency shift keying) modulated packets generated by another PLC modem,
and then further modulated in amplitude to build an OOK (on-off keying) mes-
sage. The decoder in fact works discriminating the level of the signal coded with
the OOK modulation. A Comparator in Schmitt trigger configuration provides a
clean signal out of two noisy signals extracted at two consequent branches on the
voltage multiplier chain. As can be seen in figure 1.10 (a), one signal has a quite
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constant slope (the yellow one in the figure) while the other (i.e. the green noisy
one) follows the slope of the input signal because of a resistor that discharges the
capacitor on that net. The implementation of this part can be seen in figure 1.9 (a).
Afterward, the microcontroller decodes quite easily the message that the compara-
tor provide, shown in figure 1.10 (b). The microcontroller used is a STM32L053
from STMicroelectronics9, while the comparator is a TS88110. The components are
chosen for their ultra-low power footprint: the comparator works with less than
300 nA in normal conditions, featuring a rail-to-rail output, while the microcon-
troller needs around 400 nA in stop mode. A convenient low-power timer can in-
terrupt the microcontroller even when in stand-by mode and is used to decode the
wake-up signal.
(a) (b)
FIGURE 1.10: Scope acquisitions of the comparator signals in (a) the
two input signals that come from two branches of the voltage mul-
tiplier, and in (b) the output of the comparotor with respect to the
input signal of the PLC wake-up system.
Switching The actual switch-on of the entire modem depends on a two-stage
cascade relay. Two low-power solid state optocoupler (photo TRIAC based, i.e.
IL411611) provides the two signals (opposite in magnitude thanks to a couple of
diodes) for driving the latching electromechanical relay. It results that the relay is
operated with either the closing or opening signal from the microcontroller itself.
This design is driven by the PCB limited space and power consumption constraints.
An alternative solution would require a single, but bigger and power inefficient bi-
stable relay. The implemented relay stage is depicted in figure 1.9 (b).
As a result, the system is able to produce the switch-on of the modem from the
power harvested from a simple PLC signal.
9Datasheet at https://www.st.com/en/microcontrollers-microprocessors/stm32l053r8.html
10Datasheet at https://www.st.com/en/amplifiers-and-comparators/ts881.html
11Datahseet at https://www.vishay.com/optocouplers/list/product-83628/
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Results
The prototype, shown in Figure 1.11, was tested in laboratory while connected
on the mains and on a sample cable 100 m long. The prototype shown is able to
work with an input signal of 560 mV peak-to-peak. Considering the maximum sig-
nal magnitude allowed by CENELEC regulation in the NB-PLC bands (which is
10 V peak-to-peak), the system work with a line attenuation of 25 dB (tested with a
line impedance stabilization network also). However, because the energy harvester
intrinsically has a low impedance, it decreases the PLC signal gain, also affecting
the signal propagation negatively. This insertion loss effect, although present, does
not harm the reception of the signals, because the main PLM has input amplifiers
and high sensitivity (for instance, the ST7580 used as main modem has a rated sen-
sitivity of 39 dB µV RMS for FSK encoded messages).
Moreover, it is almost impossible in real PLC networks to work in proper impedance
matching conditions, even if some limits are imposed by the CENELEC regula-
tion on the minimum impedance of the network at the working frequencies. This
is mainly due to the fact that the power lines are not designed to transmit data.
Thus every junction and discontinuity can introduce noise and attenuate the sig-
nal. Therefore, the slightly lower impedance exposed by the wake-up circuitry
(w.r.t. the PLM) only partially influences the reception of the signal.
To further investigate how the signal propagates in the presence of wake-up re-
ceivers, PLMs and lights, a simulation approach was chosen.
(a) (b)
FIGURE 1.11: Picture of the prototype produced with the main PLM
in (a) and in a prototype version in (b).
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1.3.3 The network view
When a system is supposed to interact with other nodes on a network, some rules
need to be posed. It would be easy to transmit a wake-up signal with a lot of power,
in order to easily cross the network and reach a specific node. Besides the presence
of disturbing elements, like lamp ballasts, connections and branches, there are also
regulations, which impose certain frequency and power output.
The CENELEC EN50065 regulation on Signalling on low-voltage electrical installations
in the frequency range 3 kHz to 148,5 kHz [54] imposes limits on the transmission level
for PLC modems and impedance of the devices connected to the PLC network.
Simulation model
A smart street lighting network based on PLC is usually managed from a concen-
trator, located at the beginning of the line or in strategic locations. Then every lamp
post has its own PLC modem (PLM) and lamp ballast. For simulation purposes the
lamp posts are considered 7 m high, equally spaced with an inter-pole distance of
20 m. The developed simulator is flexible enough to allow the user to change these
parameters depending on the specific scenario considered. A schematic of a simu-
lated network is depicted in Figure 1.12, where the light bulbs represent the lamp
ballasts and the transformer icon denotes the line coupling element of the PLM, i.e.
the element exposed to the network. In the following all these elements are listed.
2
0
 m
li
n
eTerminal 
impedance
PLM
7
 m
li
n
e
PLM
2
0
 m
li
n
e
2
0
 m
li
n
e
2
0
 m
li
n
e Terminal 
impedance
7
 m
li
n
e
2
0
 m
li
n
e
PLM
FIGURE 1.12: Example of a street lighting network as it was simu-
lated.
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• PLC modems. They have usually a proprietary architecture, that depends
on design choices and specific implementations. Nevertheless, some ele-
ments are in common, as the input coupling section. This is usually imple-
mented using a transformer and a capacitor to provide proper isolation. An
inductance complete the electromagnetic interference (EMI) filter. A general
electrical model of a PLM is hard to define. However, according to existing
standards, the equivalent input impedance of such modems has to lie within
given ranges. Since the total reactance associated with both the transformer
and the EMI filter is much larger than the reactance of the modem’s internal
circuitry, the latter terms can be neglected. As result, the digital signal pro-
cessing section of a PLM (typically based on a microcontroller unit - MCU)
can be roughly modeled as a time-varying resistive load, which changes as a
function of the power supply voltage, the computational load, and the spe-
cific features of the chosen MCU. The default nominal value of the modem
input impedance is often reported in the data sheet of the device [70]. The
available evaluation tool used was the EVALKIT-ST7580 based on the ST7580
transceiver. The coupling element of the modem, which is the main responsi-
ble for its termination impedance, is illustrated in Figure 1.13.
• Lamp ballasts. Lamps are usually driven by an electronic ballast or, in the
case of old fluorescent lamps, an electromagnetic ballast. The first can be
modeled as a resonant series RLC element (which is the input filtering ele-
ment usually present in the lamp power supply circuitry), as in Figure 1.13.
However, the capacitive element is typically the main one, realized with safety–oriented
capacitors (called X-cap) whose total capacitance can be as large as hundreds
of nF. Consider that the capacitive elements represent a problem, filtering the
PLC signals as well.
• Cables. Low voltage power lines consist of 3-wires cable, i.e. the line, the
neutral and the earth conductors. For communication purposes only live
conductors are used. So the classic two-wire RLCG model can be used. The
values of parameters R, L, C and G are given by the following expressions:
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where
– µr is the relative magnetic permeability of the conductor, a typical value
for copper and aluminum is 1.25 · 10−6 ;
– µ0 and e0 are the vacuum magnetic permeability and permittivity;
– er is the relative permittivity of the insulating shield, it normally ranges
form 1 to 2;
– σ is the conductivity (5.96× 107 S m−1 for copper and 3.5× 107 S m−1 for
aluminum);
– a is the radius of the conductors;
– d is the distance between two conductors, and is given as the sum be-
tween the conductor radius and the insulation thickness considered twice;
– tan(δ) is the dissipation factor of the insulation (equal to 10−2 for PVC
and 10−6 for G7-HEPR insulation)
– f is the signal frequency.
Model Parameters For simulation purposes, all the electrical parameters intro-
duced before, need to be estimated. Three FROR 3G4 sample cables of different
length were measured (at 100 kHz) and, if the values of each electrical parame-
ter are divided by the respective cable lengths, the result is: R ≈ 28 mΩm−1,
L ≈ 0.45 µH m−1, C ≈ 0.037 nF m−1 and G ≈ 0.23 µS m−1. These numbers are
in good accordance with the result of the previous equations (1.1).
Considering that the typical wavelength of a NB-PLC signal is about 3 km while the
distance between consecutive lamp posts are much less (tens of meters), then each
branch of a street lighting network based on the purely distributed RLCG trans-
mission line can be replaced by the cascade of a quite limited number of two-port
1.3. Smart Lighting 31
Part Model
Cable
Lamp ballast
PLC modem
FIGURE 1.13: Equivalent circuits for simulating the cable transmis-
sion line, an electronic ballast and the coupling section of the mo-
dem.
lumped-element RLCG circuits of fixed length, thus reducing both computational
complexity and simulation time substantially.
Some introductory simulations showed that the result is almost independent of
the model used, i.e. regardless of the use of the G element in the model or not.
Moreover, if the equivalent input capacitance of the PLC modem and the shunt
capacitance of the ballast are much larger than the total capacitance of the line (as
typically occurs in practice), then also the value of C can be neglected. Under these
conditions, the original model becomes a simpler distributed RL model, which is
less demanding from the computational point of view, thus reducing simulation
time, especially when large networks are considered.
Model Validation For validation purposes, simulation and measurement results
have been compared in similar conditions. Two NB-PLC modems ST7580 have
been connected to the ends of three FROR 3G4 power line cables with a cross sec-
tion area of 4 mm2 and different lengths (i.e. 30 m, 60 m and 90 m, respectively).
Then the transmitting modem is set to transmit a 100 kHz 10 Vpp FSK signal over
the lines. On the receiver side, the line was loaded with either a resistive load or
an electronic ballast for street lighting. Figure 1.14 depicts the configuration used
for the validation, with the terminal impedance, the cable model and both the re-
ceiving and transmitting PLMs. The parameters of the received waveforms were
measured with a Digital Storage Oscilloscope (DSO) Agilent 70321 on the receiver
side, after the coupling section of the modem.
The simulations are based on the model introduced so far, implemented using LT-
Spice. The simulation results are in excellent accordance with the experimental data
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FIGURE 1.14: Schematic of the model used to validate the parame-
ters of the cable.
in all the conditions: the relative differences between pairs of values are indeed in
the order of a few percent. Such differences are also generally consistent with the
estimated worst-case uncertainty, which is about ±0.5 V. This value includes not
only the intrinsic fluctuations of the waveform and the instrumental uncertainty of
the DSO, but also the uncertainty affecting the waveform amplitude at the trans-
mitting end, since this parameter can be just roughly controlled by the modem and
it also is partially influenced by the total line impedance.
Simulation Results
Some simulation results related to a realistic street lighting system are reported
in Table 1.3. An example of schematic of street lighting network as implemented
on LTSpice is shown in Figure 1.15. In this example, the distance between two
consecutive lamp posts is 20 m, and each post is 7 m high. As a result, each power
line is partitioned into 20 m segments. Such segments are modeled as two-port,
lumped-element RL circuits labeled as 20 RL in the figure, while the 7 RL elements
correspond to the cable of the lamp posts. Each lamp post includes a PLC modem
and an electronic ballast.
The values reported in Table 1.3 are the peak-to-peak amplitudes of the FSK signals
(with nominal amplitude equal to 10 Vpp) received by modems at various distances
TABLE 1.3: Simulated peak-to-peak voltage amplitude of a 10 VPP
FSK signal in different points of a street lighting network.
(from [71] with permissions)
Line length 1st node 10th node 20th node 30th node 50th node
200 m 8.36 5.28 - - -
600 m 8.05 2.94 1.03 0.6 -
1 km 8.05 2.94 0.96 0.31 0.07
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from the transmitting node and over lines of different total length (i.e. 200 m, 600 m
and 1 km), when no intermediate branches are considered.
FIGURE 1.15: Schematic of a realistic street lighting network.
(from [71] with permissions)
Additional results are presented in Table 1.4. In this case, the peak-to-peak volt-
age values at the input of various nodes along the 600 m line are compared with
those obtained when three branches are inserted at 200 m, 340 m and 440 m from
the transmitter. The dash symbols in Table 1.4 denotes infeasible configurations.
For instance, the eleventh node on the second and on the third branch simply does
not exist. Notice that in this example the waveforms amplitude becomes quickly
very small over both the main line and the various branches, thus making signal
decoding harder for modems. Due to the high sensitivity of a PLM modem, the
decoding of such low signals is still possible. However, the wake-up receiver pre-
sented in the previous section cannot work properly with such a low signal (mainly
due to the fact that it is passive). Besides the wake-up receiver, these results confirm
the importance of evaluating the electrical features of the adopted NB-PLC signals
carefully at an early design stage, especially if the smart street lighting networks
have considerable size and complexity.
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TABLE 1.4: Simulated peak-to-peak voltage amplitude of a 10 VPP
FSK signal in different points of a street lighting network, with the
branches as in Figure 1.12.
(from [71] with permissions)
1st
node
11th
node
17th
node
20th
node
23rd
node
30th
node
600 m line 8.05 2.68 1.4 1.03 0.82 0.6
600 m (with branches) 7.92 1.58 0.18 0.13 0.09 0.07
first branch (at 200 m) - 1.7 1.17 1.09 - -
second branch (at 340 m) - - 0.18 0.17 - -
third branch (at 440 m) - - - - 0.09 -
Wake-up receiver simulation
Further simulation results are obtained by inserting the wake-up receiver in par-
allel to the PLM (downstream of the line coupling section). Figure 1.16 shows the
PLC network with the addition of the WuRx.
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FIGURE 1.16: Example of a street lighting network as it was simu-
lated with the addition of the wake-up receivers.
The simulation becomes complicated because of the nonlinear behavior of the volt-
age multiplier harvester of the WuRx, increasing the complexity of the simulation.
Besides taking longer time to LTSpice to calculate the result, the signal propagates
in the network in a slightly different way as the impedance of the WuRx affects
signal transmission.
With the assumption that the WuRx circuitry is disconnected from the PLM when
it is not needed (i.e. when the PLM is on), thus not impacting on the reception and
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propagation of the signal. Three different cases can be considered, as explained in
the following.
1. All the PLMs are OFF, that is the worst case scenario for the WuRx, because
they are all listening and connected to the network.
2. All the PLM are ON except one, that is the addressed node. This is the best
condition for the signal propagation and it works exactly as in the previous
simulations.
3. In all the other possible combination, one or more nodes of the network are
in stand-by conditions, listening for the wake-up signal. These nodes can be
spread all over the network.
The simulated case refers to the worst conditions, with all the WuRx active and con-
nected to the network. In a simple network with no branches, the wake-up signal
is able to reach and wake-up a node at the distance of 200 m from the transmitter.
Notice that this distance is more than doubled in the second case (all the PLM of the
network are active). In fact, the application of the wake-up circuitry improves the
overall system power consumption, but slightly reduces the functionality of the
network. This trade-off has to be accepted to decrease the overall system power
consumption. Some more considerations can help.
First of all, since transmitting at the maximum power is not always profitable.
Thus, the best routing strategy in terms of transmitted power to reach a certain
node was evaluated through simulations (using the network of Figure 1.16). In Ta-
ble 1.5 some examples of the minimum energy required to reach a defined node
in the network, with a single transmission operation (one hop) or with multiple
retransmissions (multiple hops), are reported.
TABLE 1.5: Minimum energy associated to the wake-up operation
of a node addressed with a defined number of retransmissions of
the wake-up message (hops).
Node addressed Minimum energy required
10th
hops 1 2 5 10
[J] 7 1.26 1.95 4.41
8th
hops 1 2 4 8
[J] 2.28 0.76 1.25 2.83
6th
hops 1 2 3 6
[J] 0.57 0.52 0.70 1.6
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It is clear that transmitting at the maximum power to reach the farthest node is not
a good choice, due to the different behavior of the WuRx at high gain signals. All
the simulations are performed searching for the minimum power to reach the target
node, splitting the transmitting power in chunks to be assigned to different nodes
along the network for the retransmission of the message. An average transmitting
power between 0.15 W to 0.25 W is the optimal one.
Considering that the PLM without the WuRx consumes around 1 W in standby
conditions (i.e. listening), the proposed wake-up system is able to eliminate this
overhead and, with a proper routing strategy, to minimize the energy needed to
wake-up the nodes of the network, consuming even less power than a PLM in
listening mode. The price, eventually, is the higher latency introduced by the wake-
up operation.
1.4 A modern power system
Overview The electrical power grid is rapidly changing. Many heterogeneous
energy sources are often integrated into the electric grid, exploiting the broader vi-
sion of energy systems, which may include heterogeneous energy sources. Some of
the challenges that are currently under study are the integration of electric vehicles
(EV) and Distributed Energy Resources (DER). These elements, spread all over the
grid, are able to inject power, besides consuming it, causing a complex dynamic be-
havior of the grid that needs to be managed. Thus, one of the main features that has
to be better handled in the future is the capability to manage bi-directional power
flows safely and efficiently. This is very different from the traditional approach in
which producers are clearly separated from consumers so that electricity flows in
one direction only. Thus, consumers become prosumers, being able to produce and
trade the energy with distribution system operators (DSO). To face these changes,
many solutions have been proposed and they are commonly put inside the big con-
tainer named Smart Grid.
Smart Grid The term Smart Grid (SG) was used for the first time in 2005 [72],
and, even if a unique definition does not exists, it is agreed that the core advantage
of the smart grid is the use of modern computation and communication technolo-
gies to improve the operation of the grid, enabling a number of advantages. In the
SG, information communication technologies (ICT) help devices to interact with
the aim of exchanging energy with higher flexibility, finally harmonizing the con-
trol of the grid with the end devices connected to it. The SG can be defined as a
grid “that incorporates information and communications technology into every aspect of
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electricity generation, delivery and consumption in order to: minimize environmental im-
pact; enhance markets; improve service; reduce costs and improve efficiency” [73]. Now, it
should be evident how the management of such a big and pervasive grid can pose
many problems, such as the huge amount of data generated, creation of new com-
munication links, cyber security issues and novel business models, among others.
From this picture it emerges the need for both:
1. a finer control of the grid, based on a deeper awareness of the state of the grid
and proper state estimation algorithms,
2. new generation measurement instruments, able to provide valuable data to
support the grid control.
Such a paradigm is already used for transmission grid operation and it is supported
by synchrophasor measurements. The basics of synchrophasor measurement and the
so-called phasor measurement units (PMUs) will be introduced in Chapter 2.
Grid control and operation Traditionally, power grid is controlled in a load-driven
fashion, tuning large power plants to satisfy the grid power demand. In particular,
the transmission grid transfers large power flows, and feeds the distribution systems
linked to industrial or residential loads. The substations manage the power flows
between different portions of the grid. Transmission and distribution systems are
deeply different.
In particular the distribution systems exhibit the following features:
• the observability of the system may be problematic, due to the lower number
of instruments on the grid;
• the R/X ratio of the lines is higher than in transmission systems;
• imbalances and harmonic distortions due to the presence of an increasing
number of time-varying and non-linear loads are larger than at transmission
level;
• the uncertainty on the line parameters is generally higher.
With the main assumption that large aggregated loads are more or less predictable,
transmission system operators (TSOs) schedule power generation, while small de-
viations with respect to the scheduled power demand are compensated at run-time
and generally do not create problems [74]. Power systems in the future are going
to be significantly different. The current operating conditions are already changing
towards a decentralized energy productions, because of the growing penetration
of renewable resources in the grid, and, in general, of DERs. The DERs include
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not only generating components (e.g. wind farms, photovoltaic systems), but stor-
age also (e.g. plug-in electric cars can behave like storage elements), mainly con-
nected to both medium-voltage (MV) and low-voltage (LV) levels. These elements,
spread over the grid, make the problem of grid stability more complex. On the
other hand, their integration in the grid operation is possible and very attractive
as well, because of the enhanced flexibility and energy sustainability that the grid
would achieve. With this final goal, the scientific community is active in producing
also standards and communication protocols to manage distributed grid elements.
For instance, the National Institute of Standard and Technology (NIST), in the con-
text of the Smart Grid program, has developed a comprehensive “Framework and
Roadmap for Smart Grid Interoperability Standards”, now at the 4.0 version [75]. More-
over, research activities are currently declined in a variety of ways, e.g. advanced
sensors, algorithms and techniques to monitor the grid, load modeling, and oth-
ers [76].
Estimating the state of the grid is particularly important when its operating con-
ditions change. Only with a deep and accurate knowledge of its state is possible
to finely control the grid [77]. A deep discussion on the grid state estimation (SE)
techniques is out of the scope of this dissertation (comprehensive reviews already
exist in the scientific literature [78]–[80]).
At the distribution level a number of additional problems may arise, e.g. due to
the need to place PMUs or other measurement instruments in suitable locations to
ensure grid observability or to improve state estimation accuracy.
The so called distribution system state estimation (DSSE) is growing, pushed by
both industry and research sides. For instance, commercial programs have been
developed by Eaton, Survalent, ETAP, OSI and Nexant [80]. In fact, the use of syn-
chrophasor data for DSSE enables the integration of DERs [81], [82]. However, the
high costs and infrastructural constraints limit the deployment of PMUs in distri-
bution grids. This problem can be partially tackled with optimal placement strate-
gies [83]–[86]. Moreover, the accuracy of such PMUs have to be higher than the
ones deployed at transmission level. This is mainly due to the shorter line length
and lower power flows that make the angle differences between voltage bus or line
current phasors very small (i.e., in the order of a few mrad or less). Algorithms that
achieve higher phase measurement accuracy have already been developed [87]–
[90], but not many practical implementations have been released.
Even if PMUs are currently expensive, their price is expected to decrease. One
good example is the µPMU [91] which was developed to meet the measurements
requirements of distribution grids at a lower cost [92], [93]. A deeper and critical
discussion on the existing PMU implementations is given in Chapter 5.
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PMU benefits Nowadays, synchrophasors are employed almost exclusively to
observe transmission systems [94]. However, the synchrophasor measurement ben-
efits can be profited by distribution systems as well and in many ways: (i) improv-
ing reliability and resilience of the grid, (ii) producing more accurate models and
enabling better planning and operations on the grid, (iii) enhancing the diagnos-
tic and analysis operations, (iv) improving the maintenance and (v) ultimately pro-
ducing environmental benefits. One important characteristic of PMU measurement
data is the possibility to accurately time-stamp data, which permits to compare the
measurements in different locations of the grid, at the same time.
Unlike smart meters, PMUs are able to produce high resolution voltage and cur-
rents profiles thanks to higher sampling rates. A smart meter, in fact, typically sam-
ples data at fractions of Hz (usually 0.277 mHz to 16.7 mHz), while a PMU works
with sampling frequencies in the order of tens of kHz, reporting the results up to
50 times per second. As result, PMUs can be used for oscillation detection and, in
general, event detection [91]. Power quality applications can be implemented as
well [95], [96], e.g. voltage dips detection [97]. Besides real-time monitoring and
protection applications, diagnosis applications, fault detection and localization are
also possible with PMUs. For instance, islanding protection has already been stud-
ied in [98], [99].
Due to the high number of useful applications, the interest in installing PMUs is
high, even for national institutions. For instance, NASPI is the North American
Synchrophaosr Initiative 12 of the US Department of Energy, while VISOR is a real-
time monitoring system for Great Britain power grid [100].
In 2014, the US Department of Energy published a study on the factors affecting
PMU costs, identifying cost drivers such as: (i) communication, (ii) security, (iii)
labor and (iv) equipment [101]. According to this study, “the average overall cost
per PMU (cost for procurement, installation, and commissioning) ranged from $40,000 to
$180,000”.
Exploiting the current IoT vision and the last electronic technologies, the current
trend is the reduction of the cost with the goal of implementing PMUs extensively
in the grid. For instance, the cost of a modern instrument is around $3500 [91] but
it can be further reduced.
Once benefits and costs are identified, economic parameters such as benefits-to-
costs ratio, net present value, and payback can be calculated. For instance, in 2016
12https://www.naspi.org/
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it was calculated that a PMU network payback is 4 years and the benefits of syn-
chrophasor technology (in the case at hand, i.e. in Great Britain) was estimated to
range between 188 M£and 450 M£ [102].
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CHAPTER 2
Phasor Measurement Units
In this chapter, the basic concepts and definitions for understanding the Phasor Measurement
Units technology are introduced. The synchronized phasor model is presented as in the Stan-
dard IEEE C37.118-2011 and then the main PMU measurement requirements in different
testing conditions are introduced.
2.1 Introduction
Phasor Measurement Units (PMU) enable grid operators to better control the grid,
thanks to the more valuable data available, i.e. a large amount of synchronous data.
The benefits gained by the PMU deployment are many, mainly: (i) improved reli-
ability of the grid, (ii) the more accurate models enable better planning and opera-
tion, (iii) improved maintenance, (iv) environmental benefits due to the integration
of many renewable resources in distribution grid.
It is not that easy though. PMU are complex instrument and the grid state es-
timation itself is a complex operation, leading the scientific community to put a
considerable effort in designing measurement and control techniques for grid man-
agement, as previously explained in Section 1.4. In this chapter, the synchrophasor
measurements and the principles of operations of a PMU are introduced together
with the phasor model needed to define PMU operation and performance.
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2.2 Synchrophasor Measurement
Traditional measurements in power systems are scalar, providing voltage and cur-
rent by means of Root Mean Squared (RMS) values of AC signals. It is clear that the
phase of an AC signal can be as important as the magnitude. Phase measurements
can be used to estimate the state of the grid at a given time, at both transmission
and distribution levels. Indeed, the technological development impose to improve
the awareness of the state of the grid at the local level, to cope with the changes in
the distribution systems mentioned before.
A local, direct and fast estimation of the phase is therefore needed, and PMUs are
the devices that enable to extract not only the amplitude of the signal but also its
phase, at times synchronized with a common time base (the coordinated universal
time, i.e. UTC). In this way, different measurements can be coherently compared
within a wide geographical area. Despite its apparently simple role, a PMU is a
rather complex instrument. Starting from the transducer and the analog front end
of the instrument, the design of a PMU require a particular attention because of the
strict accuracy requirements needed. The fact that the measurement data have to
be synchronized is another big challenge.
Phasor Measurement Units, like many other instruments, can be decomposed into
few parts, namely: (i) an acquisition subsystem with an analog front-end and trans-
ducers, (ii) a digital signal processing subsystem, and (iii) a synchronization unit,
timestamping the measurement results. Because of the strict time requirements, the
acquisition part of the PMU needs a careful design, choosing a simultaneous sam-
pling Analog-to-Digital converter (ADC), properly clocked by a UTC-locked signal
and designing a filter with a flat pass-band and linear phase distortion. Transduc-
ers need also to be quite accurate, often reaching high costs, to ensure high linearity
and to introduce as little disturbance as possible. As to signal processing, in this
work the focus is on computationally inexpensive techniques, in order to imple-
ment PMUs on low-cost and simple embedded platforms. Other PMUs that can
be found in the literature use high power and high performance FPGAs (Field Pro-
grammable Gate Array). It is somehow simpler to design a PMU with no constraint
in terms of cost and performance, while using constrained resources turn out to be
a challenging yet promising design approach. Also, for the synchronization pro-
cess, the same consideration holds. High-end hardware and stable oscillators are
expensive, while a careful design with less hardware resources is hard.
The use of PMU is already well established in power systems and the IEEE pro-
posed two Standards for testing. These Standards, and in particular the IEEE Std.
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C37.118.1-2011 [103], regulate the behavior of a PMU, imposing several perfor-
mance limits, even if Distribution System Operators (DSOs) sometimes need even
higher accuracy [91], [95], [96].
2.3 A basic phasor model
Given the usual representation of a sinusoidal waveform as:
x(t) = Xm cos(ωt + φ)
= Xm cos(ψ(t))
(2.1)
its phasor can be represented with the following:
X =
Xm√
2
ejφ
=
Xm√
2
(cos φ+ j sin φ)
(2.2)
where Xm/
√
2 is the Root Mean Square (RMS) value of the waveform amplitude,
ω is the angular frequency and φ is the phase, at a given reference time. Therefore,
the synchrophasor of a sinusoidal signal is given by equation (2.2), and it is properly
synchronized to the Coordinated Universal Time (UTC). Time synchronization is
one key feature of a PMU. The phase is measured with respect to a cosine waveform
so that the synchrophasor angle is 0 when the UTC second rollover occurs, i.e. at the
maximum of a cosine function. An example waveform, with the respective phasor
representation, is shown in Figure 2.1. The blue waveform is centered at the UTC
second rollover, i.e. with phase zero, while the red one is shifted by −90 degree.
However, equation (2.1) does not fully describe the signal being acquired by a PMU
as other disturbances are always present in power systems. One of the most impor-
tant parameters affecting the synchrophasor measurement is the frequency devia-
tion ∆ f (t) from the nominal frequency f0. Equation (2.1) thus changes, expressing
ω = 2pi f (t) with f (t) = f0 + ∆ f (t). Of course, the frequency shift results in a
rotation of the synchrophasor with respect to the reference. If the frequency offset
is constant, the phasor angle rotates. This effect can be obtained also in presence of
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(PPS)
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FIGURE 2.1: A couple of example waveforms, with a phase differ-
ence of 90 degrees and the respective phasor representation (with
the same color).
incoherent sampling. This is just the first reason why the synchronization of PMUs
must be taken into particular consideration.
Sampled waveform
The need for sampling the waveform obviously comes from the use of digital signal
processing techniques to estimate waveform parameters. Moreover, phasor data
are computed over a limited observation interval. The input analog signals are
discretized using ADCs with a limited resolution and frequency. Usually, for a
PMU, a 16-bit ADC with a sampling frequency of 10 kSample/s is enough.
The sampling frequency fs is usually conveniently chosen as multiple of the nom-
inal frequency f0, resulting in fs = M · f0 with M ∈ N. It follows that the data
records to be processed are split into observation intervals consisting of N = C ·M
samples, where C is the integer number of nominal power line cycles observed.
Usually C ranges between 1 and 8. Note that in the presence of frequency deviation,
the number of waveform cycles observed is no longer integer. It is convenient to de-
fine also the fractional off-nominal frequency deviation as δ, so that f = f0 · (1+ δ).
The sampling frequency of a PMU has to be properly disciplined by a UTC clock.
On the contrary, if the sampling frequency is not syntonized correctly, the effect is
a wrong phase drift measurement, as shown in Figure 2.2. The same effect can be
produced by the power line frequency deviation δ, but this drift is exactly what a
PMU should measure.
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FIGURE 2.2: Difference between the coherent and not coherent op-
eration of a PMU. These effects can be caused by both sampling fre-
quency problems and frequency offset δ. The red dots indicate the
time instant when the phasor is computed and, in the plots on the
bottom, the result measured phase is shown.
2.4 The dynamic phasor model
Besides the first simple model introduced in the previous section, a more complete
model can be built, including:
• Frequency deviation,
• Harmonics,
• Amplitude modulation,
• Phase modulation,
• Inter-harmonics,
• Wideband noise.
All of these disturbances are well defined in the standard C37.118.1-2011 [103],
which reports the measurement compliance in specific testing conditions. Most
of the scientific literature about synchrophasor measurement refer to these specifi-
cations for implementing new algorithms and software components for PMUs.
Starting from (2.1), it is possible to express some variables as a function of time,
like:
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x(t) = X(t) cos[ϕ(t)] + eh(t) + η(t) (2.3)
where
X(t) = X[1+ ea(t)]
ϕ(t) = 2pi f (t)t + ep(t) + φ.
The expressions above include multiple possible disturbances, i.e.:
• η(t) models the total additive wideband noise; this is usually introduced by
the analog front-end, synchronization circuitry, data acquisition and trans-
ducers;
• eh(t) is the contribution of harmonics and inter-harmonics components;
• ea(t) and ep(t) represent the amplitude and phase oscillations of the funda-
mental tone, and can both be modeled as cosine functions with their own
amplitude, frequency and relative phase;
• f (t) varies with respect to the nominal frequency f0, as previously described.
The initial phase is φ, but, in the case of synchrophasor, the concept of phase de-
pends on the UTC timestamp within a given observation interval. According to
the standard, the phase φ(tr) of the phasor is referenced to a given point of the
observation interval (at time tr), which is usually in the center of the observation
interval. In the practice, a number of power line cycles are recorded and processed
to estimate the phasor.
The aforementioned disturbances contributions included in the signal (2.3) can be
expanded as follows.
The harmonics and inter-harmonics are modeled as:
eh(t) =∑
h
Xh cos(2pih f (t)t + φh)
+∑
hi
Xhi cos(2pi fhi(t)t + φhi)
(2.4)
where h is the index of the harmonic component, while hi is the inter-harmonic one.
Note that for the latter, the frequency is not a multiple of the fundamental tone. The
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standard prescribes strict limits for such interferences that are out of the bandwidth
which depends on the PMU reporting rate, as it will be explained.
Dynamic amplitude and phase oscillations can be modeled as:
ea(t) = ka cos(2pida f (t)t + φa)
ep(t) = kp cos(2pidp f (t)t + φp)
(2.5)
where ka and kp are the amplitude and phase modulation levels, da and dp are the
fractional modulating frequencies with respect to the fundamental one, and φa or
φp are the phases of the modulating signals.
The resulting model is fairly complex. Expanding all the equations can lead to a
number of parameters which may strongly affect PMU measurements.
2.4.1 Synchrophasor measurement requirements
Together with the phasor defined previously (amplitude and phase), a PMU has to
report also a couple of additional measurement, i.e. the Frequency and the Rate Of
Change Of Frequency (ROCOF) of the fundamental tone [103].
Given the input signal as in equation (2.1), the frequency is defined as:
f (t) =
1
2pi
dψ(t)
dt
= f0 + ∆ f (t) (2.6)
while the ROCOF is:
ROCOF(t) =
d f (t)
dt
=
d∆ f (t)
dt
. (2.7)
The measurement uncertainty has to lie within given limits, which are defined in
the Standard and depend on the testing conditions. There are three parameters
that define the performance of a PMU, namely the Total Vector Error (TVE), the
Frequency Error (FE) and the ROCOF Error (RFE). While amplitude and phase er-
ror can be measured independently, the TVE is the relative difference between the
ideal phasor and the measured one.
If the real and imaginary part of the phasor X are denoted as XR and XI respec-
tively and if the respective measured values are denoted by the symbol ·ˆ, the TVE
at a specific time instant tr is defined by:
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TVE(tr) =
√
(XˆR(tr)− XR(tr))2 + (XˆI(tr)− XI(tr))2
XR(tr)2 + XI(tr)2
=
|Xˆ(tr)ejφ(tr) − X(tr)ejφ(tr)|
|X(tr)ejφ(tr)|
(2.8)
In the same way, the FE and RFE are defined as the difference between the actual
frequency and the measured frequency:
FE(tr) = | f (tr)− fˆ (tr)| (2.9)
and similarly for the RFE:
RFE(tr) = |ROCOF(tr)− ̂ROCOF(tr)| (2.10)
2.5 The IEEE Standard C37.118.1-2011
The history of PMU standards started in 1995, with the IEEE 1344-1995 document,
that now is obsolete. Such a document do not report any requirements for PMU
accuracy, rather the specifications on what a PMU is supposed to measure. The
current standards are the IEEE Std. C37.118.1-2011 [103] and C37.118.2-2011 [104]
edited in 2011. These two important documents define all the accuracy requirement
that a PMU should meet. In particular, in the first part of the standard [103], after
defining the phasor model, all the compliance tests and limits are explained. In
2014 some performance requirements were corrected in the IEEE Std. C37.118.1a
Amendment [105].
Dually, the second part (i.e. the IEEE Std. C37.118.2-2011 [104]) provides the system
overview of the measurement of phasors, defining the Phasor Data Concentrator
(PDC) and the communication protocol for exchanging data between PMUs and
PDC.
In the following, the accuracy limits and features of a PMU are described more in
depth.
2.5. The IEEE Standard C37.118.1-2011 49
Performance classes
Two PMU classes are defined. The M class PMU is intended to be used for measure-
ment application, that do not require high reporting rates but high accuracy. These
PMUs usually relies on quite long observation intervals. On the other hand, P class
PMUs are used when a fast response and reduced reporting latency are required,
for instance in protection applications.
The error limits for such classes are different, because of different target applica-
tions, but this "does not indicate that either class is adequate or required for a particular
application" [103].
Measurement reporting
PMUs have to report the measurement results at a specific rate, which usually is
sub-multiple of the nominal power line frequency. The Standard prescribes some
required rates, i.e. FR = 10, 25 and 50 frames-per-second (fps) if the system fre-
quency is 50 Hz, while FR = 10, 12, 20, 30 and 60 fps for 60 Hz systems. Higher
reporting rates are also encouraged. The reporting times shall be evenly spaced
through the UTC second, numbering the frames from 0 to R-1, where R is a posi-
tive integer equal to the frames per second FR.
The latency, intended as the time difference between the synchrophasor time-stamp
and the time when the data becomes available at the output of the PMU, is also
bounded by the Standard. For a P class instrument, the latency shall be below 2/FR
that means, for a 50 Hz reporting rate, a latency of 40 ms, i.e. 2 power line cycles.
For a M class PMU instead, the constraint is less strict, i.e. 7/FR, which allows to use
more cycles for each observation interval, thus usually incrementing the accuracy
of the estimation.
The latency of measurement reporting is important for dynamic compliance testing
because of the delay between an event occurring in the power system and the time
that it is reported by the PMU. This latency is usually a function of the observation
interval length (i.e. the number of cycles that the PMU uses for the synchrophasor
computation).
2.5.1 Measurement compliance
The standard requires that the PMU maximum values of TVE, FE and RFE are be-
low certain limits. Moreover, the Standard specifies some influence quantities that
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have to be varied within certain limits. The worst case uncertainties requirements
depend on the type of disturbing signals in input and are reported in the following.
Steady-state compliance
The test signals prescribed for the steady-state compliance are relatively simple to
reproduce, as the characteristics of such signals do not change along the period of
each test.
All the testing conditions for steady-state compliance are illustrated in Table 2.1.
For some of them, the parameters to be changed depend on the reporting rate
FR. The corresponding table for the performance limits of the steady-state tests
is shown in Table 2.2. Note that some limits are suspended by the last amendment
of the standard in 2014 [105].
TABLE 2.1: Test conditions for both P and M class PMU, for the
steady-state compliance reported in IEEE Std. C37.118.1 [103] con-
sidering the Amendment [105].
Influence quantity
Test conditions
P class M class
Frequency deviation f0 ± 2 Hz
f0 ± 2 Hz for FR ≤ 10
f0 ± FR/5 for 10 < FR < 25
f0 ± 5 Hz for FR ≥ 25
Magnitude deviation - Voltage 80 to 120 % 10 to 120 %
Magnitude deviation - Current 10 to 200 % 10 to 200 %
Harmonic distortion
1 %, each 10 %, each
up to 50th up to 50th
Out-of-band interference none
10 % outside the passband,
for f0 ± 10% · FR/2
(only for FR ≥ 10)
The quantities to be varied for steady-state compliance are described in the follow-
ing.
Signal frequency During this test the frequency is varied within up to ±5 Hz
with respect to the nominal frequency, while the other tone parameters (amplitude
and phase) remain constant. Actually the frequency range depends on the report-
ing rate of the PMU, as in Table 2.1.
Signal magnitude The test signal amplitude is changed while phase and fre-
quency are kept constant. The amplitude variation can be different with respect
to voltage and current measurements and depend on their rated values. PMUs
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TABLE 2.2: TVE, FE and RFE limits for both P and M class PMU,
for the steady-state compliance tests of the IEEE Std. C37.118.1 [103]
considering the Amendment [105]. The symbol (*) refers to the most
stringent limit in the Standard, which depends on the reporting rate,
while the “-” means that either the class does not require the specific
performance or that the performance limit has been suspended.
Influence quantity Class TVE [%] FE [Hz] RFE [Hz/s]
Frequency deviation
P 1 0.005 0.4
M 1 0.005 0.1
Magnitude deviation
P 1 - -
M 1 - -
Harmonic distortion
P 1 0.005 0.4
M 1 0.005 (*) -
Out-of-band interference
P - - -
M 1.3 0.01 -
have to provide accurate results also in highly-stressed operating conditions, e.g.
during faults.
Phase angle The measurement performed by the PMU need to be accurate within
all the range±pi. This test can be performed using a signal with a small off-nominal
frequency (less than ±0.25 Hz) which in turn produces a slowly varying phase an-
gle.
Harmonic distortion For this test, the steady-state fundamental tone is corrupted
by a single harmonic component up to the 50th with an amplitude of 1 % or 10 % of
the fundamental for P class and M class, respectively. Using multiple harmonics at
the same time could lead to measurement problems due to signal crest factor and
rise time, even if in power systems such conditions can be found. For compliance
testing, however, the harmonics are considered one at a time [106].
Out of band interference The out-of-band inter-harmonic interferences are con-
sidered the most critical disturbances for the PMU measurement and it is required
only for M class compliance. For this test, the PMU is stimulated with a main fre-
quency tone with a disturbance signal added at a frequency outside the passband,
i.e. | f − f0| ≥ FR/2. In particular, for a 50 fps reporting rate, the out-of-band signal
is in the band [10, 25] ∪ [75, 100] Hz. The main tone signal frequency has also to be
varied within ±10 % of the Nyquist frequency of the reporting rate, i.e. between
47.5 Hz and 52.5 Hz for mains frequency of 50 Hz and reporting rate of 50 fps.
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Dynamic compliance
In the case of dynamic compliance testing, the input signal amplitude, phase and
frequency change over the observation interval.
The tests required consists of (i) amplitude and phase modulated signals, (ii) abrupt
step changes in amplitude and phase, and (iii) frequency ramp.
Amplitude and phase modulation Amplitude and phase modulated (AM and
PM) signals describe power swings that can be caused, for instance, by a lack of
balance between power generation and loads. They are quite common and slow
phenomena in power systems and usually appear simultaneously. However, the
Standard prescribe separate tests (amended in the IEEE Std. C37.118.1a [105] in
2014), providing also a mathematical representation of amplitude and phase mod-
ulated signals, exactly as previously described in the dynamic phasor model (am-
plitude and phase modulations are expressed in equation (2.5)).
The fairly simple characteristics of the AM and PM disturbances for the test are
reported in Table 2.3, while the error limits on Phasor, Frequency and ROCOF es-
timation are reported in Table 2.4. These error requirements are actually function
of the reporting rate, while in the table only the most stringent limits are reported
(corresponding to the slowest reporting rate).
TABLE 2.3: Test conditions for both P and M class PMU,
for the AM and PM test signals for compliance reported in
IEEE Std. C37.118.1 [103] considering the Amendment [105]. ka and
kp are defined in equation (2.5).
Influence quantity
Test conditions
P class M class
Amplitude modulation
ka = 0.1 ka = 0.1
kp = 0 kp = 0
Phase modulation
ka = 0 ka = 0
kp = 0.1 kp = 0.1
Modulating frequency up to FR/10 up to FR/5
Frequency ramp This test usually returns similar results to those obtained con-
sidering static frequency deviations. However, having specific frequency rate char-
acteristics, the PMU is stressed in a different way. The test conditions for the fre-
quency ramp expects to simply produce a chirp waveform with a frequency rate
of ± 1 Hz/s, and a frequency range inside the limits of frequency deviation for the
respective class, i.e. ± 2 Hz for P Class and ± 5 Hz for M Class. The Standard pre-
scribes to exclude the discontinuities at the beginning and at the end of the ramp,
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TABLE 2.4: Compliance limits for both P and M class PMU, for the
dynamic compliance tests (AM and PM modulation and frequency
ramp) of the IEEE Std. C37.118.1 [103], considering the Amend-
ment [105]. The symbol (*) refers to the most stringent limit in the
standard, which depends on the reporting rate.
Influence quantity Class TVE [%] FE [Hz] RFE [Hz/s]
Amplitude and phase modulation
P 3 0.03 (*) 0.6 (*)
M 3 0.12 (*) 2.3 (*)
Frequency ramp
P 1 0.01 0.4
M 1 0.01 0.2
excluding the first samples during transitions. More details can be found in the
Standard [103]. The TVE, FE and RFE limits are reported in Table 2.4.
Amplitude and phase step changes The step changes are usually produced by
system faults or switching operations. However, PMUs are not expected to pro-
duce accurate results during these events and then the performance are evaluated
on specific dynamic characteristics, i.e. the response time, delay time and over-
shoot/undershoot in measurements. For the step test, an abrupt transition between
two steady-state signals happens at a specific time (with a step of 10 % in amplitude
or 10° in phase). The step test indirectly includes the filtering performance of the
PMU and can be considered different from the tests previously described, which
are specific on the measurement accuracy only. The response time is defined as the
“time to transition between two steady-state measurements before and after a step change is
applied to the input”. In practice, this time interval is measured between the instant
when the measurement overshoot exceeds the given TVE, FE or RFE limits and the
time instant when such limits are met again steadly. The measurement delay time
is just the delay between the step UTC time and the instant when the measured
parameter value achieves half the step size. Also, the response time is considered
on the UTC time base. The limits on such tests are illustrated in Table. 2.5. Note
that most of the limits are expressed as a function of the reporting rate FR.
2.6 Other relevant technical documents
The IEEE Standard on PMU have been developed by the working group WG-
H11. At the time of writing, this commettee is preparing the newer version of
the C37.118.1-2011, i.e. the IEC IEEE 60255-118-1 [107]. The newer version of the
synchrophasor standard contains a nearly identical set of requirements and test-
ing procedures. However, the definitions and procedures have been clarified and
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TABLE 2.5: Test conditions for both P and M class PMU, for the
step test of the IEEE Std. C37.118.1 [103], considering the Amend-
ment [105]. The response time requirement is different for phasor,
frequency and ROCOF measurements: here is reported only the
phasor response time, which is the strictest.
Step specification Class Response time Delay time Overshoot
Magnitude step of ± 10 % P 2/ f0 1/(4 · FR) ±5%
M 7/FR 1/(4 · FR) ±10%
Phase step of ±pi/18 P 2/ f0 1/(4 · FR) ±5%
M 7/FR 1/(4 · FR) ±10%
simplified. It is more than 10 years that the WG-H11 is working on the problem of
dynamic frequency and ROCOF measurements requirements [108].
Besides the standard on PMU measurement accuracy and data transfer, there are
few more documents that can come handy when dealing with power system and
PMU. The first one is the EN 50160:2010 [109]. This is the European standard for
the “Voltage Characteristics of Electricity Supplied by Public Electricity Networks”, that
reports the specifications of the voltage waveforms that the distribution system
operators should meet. This is a regulation on the waveform usually present at the
distribution level, and it is not mandatory for PMU compliance. However, it can be
still used as an additional testing condition. In other words, the PMU measurement
accuracy should not be significantly influenced by the disturbances usually present
on the grid and expressed in the standard EN 50160.
Moreover, the C37.118.x Standard was originally conceived for PMUs operating at
the transmission level, where power flows are usually higher and distortion levels
lower. In the future, however, PMUs will be employed at the distribution level as
well. Therefore, accuracy and robustness requirements could be higher.
In 2013, another document concerning PMUs was released by IEEE, namely the
“IEEE Guide for Synchronization, Calibration, Testing, and Installation of Phasor Mea-
surement Units (PMUs) for Power System Protection and Control” (C37.242-2013 [110]).
This is a guide rather than a Standard. The C37.118 Standard is mentioned many
times in this document, providing also details on the calibration and testing proce-
dures.
The IEEE Std. C37.118.2-2011 [104] specifically deals with the “method for exchange
of synchronized phasor measurement data between power system equipment”, and in the
specific between the PMU and the so called phasor data concentrator (PDC). The
PDC is the device able to collect all the measurement from a wide area network of
PMUs, and store it for non-real-time applications. In case of real-time analysis of
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the network status, the PDC has also to align data using the timestamp included
in each PMU message. In this case PDCs have to provide proper latency and pro-
cessing capabilities. The complete analysis of the protocol in all its messages and
configurations is out of the scope of this dissertation, but it is worth noticing few
interesting details. The phasor, frequency and ROCOF data is streamed along with
many other data describing the status of the PMU, such as the lock state indication
of the local clock and the so called time quality indication code. This can range
from less than 100 ns to more than 10 ms, giving also an indirect estimation on the
aiming accuracy. Another information exchanged is related to the presence of er-
rors.
Some configuration messages can be exchanged to set the PMU as well. These
messages give information, for instance, on the size of observation interval, the
time base resolution, the number of channels and even some scaling factor for the
computation of the output phasor.
Finally, it is important to mention the IEC 61850 in its many parts. Since 1980s,
this standard was conceived to facilitate the interoperability between the so called
Intelligent Electronic Devices (IEDs) to automate substations. IEC 61850 is widely
accepted and used for wide area monitoring, protection and control (WAMPAC)
applications. PMUs can be compliant with this standard as well. In particular, the
IEC TR 61850-90-5 was developed as a secure and scalable alternative to the IEEE
Std. C37.118.2 [108].
However, the latter provides neither specifications on the communication protocol
to be used nor security requirements. The IEC 61850 instead provides the complete
framework for harmonizing the substation automation, including PMUs. More-
over, PMU-to-PDC communication for wide area applications is also expected by
this Standard.
Besides modeling the synchrophasor measurements into a logical node (called MMXU
node) it provides specifications on how to encapsulate the application messages
(UDP/IP multicast with IGMP v3 to avoid network flooding) and enhanced secu-
rity by means of encryption keys (i.e. based on the RFC 3546-GDOI). Flexibility,
security and scalability are indeed enabling factors for the future distribution sys-
tem automation.
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CHAPTER 3
A PMU testbed for
algorithm characterization
In this chapter, a testbed based on the Fluke 6135A/PMUCAL is analyzed in order to identify
and quantify the uncertainty contributions affecting estimation results in realistic scenarios.
A metrological characterization is proposed in the following, properly supported by a noise
propagation model, with the purpose not only to evaluate testbed uncertainty, but also to
quantify the impact of the uncertainty of every component of the testbed on measurement
results.
3.1 Introduction
It is clear that the accuracy of a PMU is crucial, but actual testing results are rarely
disclosed by PMU producers, even if the compliance to the IEEE Standard is es-
sential for correct grid state estimation. In 2014, NIST performed some tests on
a number of commercial PMUs, finding that, out of the box, none of them was
compliant to the IEEE Std. C37.118.1 and the Amendment C37.118.1a [111]. After
some tuning operation on the firmware, a couple of PMUs were close to pass the
test, while others did not. This is also a clear reason why the scientific community
was, and still is, very active in producing new algorithms and phasor estimation
techniques for PMUs.
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Estimation algorithms for PMUs are usually tested on simulated environments.
However, the performance of a PMU may depend on several uncertainty contri-
butions affecting the acquisition and synchronization circuitry as well.
As a result, the accuracy of different estimation algorithms proposed in the sci-
entific literature can be hardly compared when they are actually implemented in
different real instruments and tested on the field.
At the same time, the need for a comprehensive characterization of PMUs with
superior accuracy has become a research challenge for metrological institutes as
well [112]. Indeed, several reference algorithms for calibrators [113], [114], flexible
laboratory testbeds for PMU characterization [115]–[118], and even dedicated cali-
bration systems [119], [120] have been developed over the last few years.
The most accurate existing testbeds are used for PMUs calibration and have been
developed by national metrological institutes. The scientific literature reports some
calibration testbeds for PMUs, developed at NIST [121] and at the Swiss Federal
Institute of Metrology (METAS) [122]. Virginia Tech, where the first PMU was de-
veloped, also reported a PMU testing setup [123]. These setups are installed at
their host location, connected to stable clock source such as reference atomic clocks.
Some PMU characterization can be also automatized by means of commercial cali-
brator systems, such as the Fluke 6135A/PMUCAL.
Note that all these setups are mostly conceived to test a PMU in its entirety. How-
ever, for the sake of design optimization, a different testbed is needed to finely
identify the influence of software and hardware parts on the overall measurement
uncertainty. Usually such uncertainty contributions are grossly estimated and used
for numerical simulations only. In fact, the relationship between PMU accuracy, al-
gorithm performance and metrological characteristics of the hardware components
is hard to predict or to simulate.
The testbed described in the following and developed in cooperation with the Uni-
versity of Campania “L. Vanvitelli” is purposely conceived to address this need,
i.e., to implement and to test different PMU estimation algorithms under conditions
that include not only the disturbances specified in the IEEE Std. C37.118.1-2011 and
its Amendment IEEE C37.118.1a-2014, but also the effects of given (partially con-
trollable) uncertainty contributions due to different hardware components. A thor-
ough metrological characterization of the testbed, properly supported by a noise
propagation model, can be used not only to evaluate the accuracy of the testbed,
but also to quantify the impact of input waveform noise, transducers, data acquisi-
tion stage and synchronization circuitry on the uncertainty of the measurement re-
sults provided by the testbed, i.e. the estimates of synchrophasor magnitude, phase
fundamental frequency and ROCOF returned by an algorithm under test (AUT).
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The TFT can be also combined with Kalman filtering or with 
Compressed Sensing (CS) to mitigate the impact of possible 
inter-harmonics [19], [20]. Moreover, further estimators 
relying on the features of three-phase waveforms have been 
recently proposed [21], [22].  
In light of this outstanding proliferation of estimation 
algorithms for PMUs, the performance comparison between 
different solutions is often unclear. In fact, even if most 
algorithms are nominally tested under the same conditions 
specified in the IEEE Standards [2], [3], sometimes the 
reported results are incomplete or they are just based on 
simulations. Also, the influence of additional uncertainty 
contributions, such as those due to measurement transducers, 
data acquisition and synchronization circuitries can be hardly 
modeled and included in simulations. For this reason, the 
purpose of this work is to present a testbed specifically built 
to experimentally characterize PMU algorithms in realistic 
conditions.  
In the metrological community, various nonlinear fitting 
algorithms applied to the waveforms for PMU calibration are 
used to enhance the accuracy of the reference values of 
amplitude, phase, frequency and ROCOF [23], [24]. However, 
at the moment, the proposed testbed is not oriented to PMU 
calibration [25], or to analyze the performances of ready-to-
use instruments made by different manufacturers, such as in 
[26]. On the contrary, the testbed is mainly conceived for a 
fast and flexible analysis as well as for a performance 
comparison of estimators both for transmission and 
distribution systems, possibly since an early development 
phase. Unlike other platforms adopted for similar purposes 
[27], [28], the core of the testbed is a high-end commercial 
PMU calibrator which is able to stimulate a PMU in all the 
testing conditions specified in [2], [3]. Thus, the upper bound 
to the target accuracy of the proposed testbed depends on the 
metrological characteristics as well as on the operating mode 
of the adopted calibrator. 
In the rest of the paper, first the main features of the testbed 
are thoroughly described in Section II; then some results of a 
performance comparison between three state-of-the-art 
estimation algorithms are reported in Section III. 
II. TESTBED DESCRIPTION 
The block diagram and a picture of the testbed presented in 
this paper are shown in Fig. 1 and Fig. 2, respectively. The 
testbed consists of a PMU calibrator, various voltage and 
current transducers and a PXI system equipped with two-
multichannel data acquisition (DAQ) modules, a 
synchronization module and a processing module running the 
estimation algorithms under test (AUT). 
To the best of authors’ knowledge, the Fluke 
6135A/PMUCAL is the most accurate PMU calibrator 
available on the market to perform the tests reported in the 
IEEE Standard C37.118.1-2011 and the Amendment 
C37.118.1a-2014 [29]. The calibrator is able to generate three-
Figure 1.  Block diagram of the testbed. 
Figure 2.  Picture of the testbed. 
 
3 Voltage 
Generators 
 
3 Current 
Generators 
Time 
sync. 
GPS 
Fluke 6135A/PMUCAL 
 
3 Voltage 
Transducers 
 
3 Current 
Transducers 
Sync. module
NI PXI-6683H
PXI System 
DAQ NI 
PXIe-6124 
IRIG-B 
PXI BUS 
LabVIEW 
Measurement 
Software 
ETHERNET 
Server 
IEEE-488 BUS DAQ NI 
PXIe-6124 
FIGURE 3.1: Picture of the testbed.
3.2 Testbed description
The testbed (Figure 3.1) described in the following allows researchers to test and to
compare different algorithms under the same operating conditions, i.e. including
most disturbances that may appear in a real scenario. The stages of the testbed are
described below [124].
• Calibrator The signals that stimulate the system under test are generated
by a Fluke calibrator, namely the 6135A/PMUCAL . This is one of the most
accurate signal generator able to gene ate three phase voltage and current sig-
nals up to 1 kV and 50 A RMS, respectively. The base accuracy of the signals
generated by this instrument is listed in Table 3.1.
• Transducers A number of transducers can be found in the market. An in-
ternational standard, the IEC 61869, regulate Instrument Transformers (ITs),
which are key elements for power system monitoring. In one of the 15 parts
TABLE 3.1: Fluke 6135/PMUCAL specifications for the test under
C37.118.1a [105].
TVE [%] FE [mHz] RFE [Hz/s]
Steady-state 0.1 0.5 0.001
Dynamic, modulation 0.3 1 0.02
Dynamic, Frequency ramp 0.1 0.5 0.01
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that compose the Standard, a clear classification of IT divides “conventional”
ITs, which are inductive transformers, from Low-Power ITs (LPITs) which are
“intended to transmit a low power analog or digital information signal to measur-
ing instruments” and include voltage dividers, Rogowsky coils and Hall-effect
transducers. In the testbed considered a couple of voltage and current trans-
ducers belonging to either groups are selected.
Voltage. The LEM CV3-1000 is a voltage transducer based on Hall-effect with
a ratio of 100 V/V. The maximum input signal is 1000 VRMS and the rated
accuracy is 0.2 %. The ABB TV2-380/100 is a instrument transformer with a
ratio of 380/100, designed to work with a maximum input of 380 V RMS with
a rated accuracy class of 0.5. Because of the different working principles, the
linearity and the frequency response of these transducers are different.
Current. Again, two transducers are used, i.e. a Hall-effect LEM CT10-T
sensor, with a rated accuracy of 0.1 % over 0-500 kHz with a maximum in-
put RMS current of 10 A and a current instrument transformer SOCOMEC
TO 58 500/5 of accuracy class 0.5.
• Data acquisition modules A PXI platform is used for acquisition, with a
couple of NI PXIe-6124 modules. These data acquisition modules are able
to sample a total of 8 waveforms simultaneously at a rate up to 4 MHz. For
operation instead, the sampling rate is fixed at 10 kHz, as customary for com-
mercial PMUs. Sampling frequency is a key parameter for PMU data process-
ing, as a large sampling rate may harm the real-time operation of the PMU,
while a too low sampling frequency, besides being problematic for harmonics
rejection, may cause a larger impact of wideband quantization noise over a
smaller Nyquist bandwidth. This delicate trade-off will be discussed later.
• Time synchronization module Another PXI module, namely the NI PXI-
6683H, takes care of proper synchronization of the sampling operation to the
UTC time base. This module disciplines the sampling clock so that the acqui-
sition starts at the rollover of the UTC second. The time reference of the mod-
ule can be a convenient external source, like GPS, IEEE 1588 [125] or IRIG-
B [126]. In particular, the latter are solutions for clock distribution and are
frequently adopted for substation automation because of the crucial role of
time synchronization in power systems. IRIG-B is the Inter-range instrumen-
tation group time code B, which is one of the most used standard to transmit
time information in instruments. It was developed in 1998 by the Range Com-
mander Council (RCC) of the US Army and then the IEEE Std. 1344 adopted
it, extending its purpose. However, IEEE Std. 1588-2008, namely the “Stan-
dard for a Precision Clock Synchronization Protocol for Networked Measurement and
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Control Systems” is more interesting nowadays, as it provides better perfor-
mance, defining the Precision Time Protocol (PTP), which conveniently relies
on Ethernet networks. The interest in using PTP is attested by the publication
of a specific IEEE 1588 profile specifically conceived for power industries ap-
plication, namely the IEEE Std. C37.238-2017 [127].
In the case at hand, the Fluke PMUCAL is synchronized through GPS and, in
turn, it generates an IRIG-B synchronization signal used to synchronize the
data acquisition module.
• Processing module The sampled data is processed by a NI PXIe-8135.
This system is equipped with a quad-core Intel i7 processor running at 2.3 GHz
and 16 GB of RAM.
• Software All the software for the Fluke PMUCAL control, data acquisition
and data processing is based on LabVIEW. However, instead of replicating
the estimation algorithm under tests (AUTs) in LabVIEW, they are imple-
mented in C/C++ and instantiated in a LabVIEW virtual instrument using
a wrapper function. This choice allows an easier AUT portability. Indeed, by
using a Dynamic Link Library (DLL), the very same code can be compiled
and can run on different processing platforms as well (e.g. on a PMU proto-
type) without the risk of introducing bugs due to the porting. The DLL is
called from a Call Library Function node from the main LabVIEW program.
The AUT functions require only few parameters, i.e. the record of data col-
lected, a window function, the size of each data record and the nominal fre-
quency. The outputs of the AUT are simply the magnitude, phase, frequency
and ROCOF estimated for each data record. The time-stamp of each measure
is then computed using the UTC reference from the synchronization module,
i.e. the center of the observation interval.
3.3 Uncertainty analysis
The purpose of the testbed is to distinguish the inherent estimation errors of the
AUT from the other uncertainty contributions. For this purpose such contributions
need to be identified and modeled accurately. From a functional point of view,
the entire chain is composed by a four multi-channel independent stages, i.e. the
already described calibrator, the transducers, the data acquisition module and the
synchronization module. Each one can introduce noise that then propagates and
accumulates all the way through the chain, till reaching the processing module,
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Fig. 1. Block diagram of the testbed.
acquisition (DAQ), and synchronization circuitry can be found
to be grossly assumed or they are simply disregarded. More-
over, it is worth emphasizing that in most papers, estima-
tion algorithm accuracy is analyzed only through numerical
simulations.
As a result, the accuracy of different estimation algorithms
reported in the scientific literature can be hardly compared,
when they are actually implemented in real instruments and
used in the field.
At the same time, the need for a comprehensive characteri-
zation of PMUs with superior accuracy has become a research
challenge for metrological institutes as well [19]. Indeed,
several reference algorithms for calibrators [20], [21], flexi-
ble laboratory testbeds for PMU characterization [22]–[26],
and even dedicated calibration systems [27]–[29] have been
developed over the last few years. However, to the best of
the authors’ knowledge, the platforms mentioned above are
conceived to test a PMU in its entirety, and do not analyze,
either theoretically or experimentally, how much different
hardware and software parts influence the overall measurement
uncertainty. Therefore, most of the results currently published
in the literature are not very useful from a design perspective,
since the actual margins of improvement achievable with
different algorithms can be hardly determined, if the effect of
hardware-related uncertainty contributions is not quantified.
The open testbed described in this paper is purposely
conceived to address this need, i.e., to implement and to
test different estimation algorithms for PMUs under condi-
tions that include not only the disturbances specified in the
IEEE Standard C37.118.1-2011 and its Amendment IEEE
C37. 118.1a-2014, but also the effects of given (and partially
controllable) uncertainty contributions due to different hard-
ware components. A thorough metrological characterization
of the testbed, properly supported by a noise propagation
model, can be used not only to evaluate the accuracy of the
testbed, but also to quantify the impact of input waveform
noise, transducers, DAQ stage, and synchronization circuitry
on the uncertainty of the measurement results provided by the
testbed, i.e., the estimates of synchrophasor magnitude, phase,
fundamental frequency, and ROCOF returned by an algorithm
under test (AUT).
The remainder of this paper is organized as follows.
Section II describes the structure and the main features of
the testbed. Section III deals with the noise propagation
model. Section IV summarizes the steps of the measure-
ment procedure followed to estimate the individual para-
meters of the model. Section V reports the implementation
details and the experimental results with the available hard-
ware. In Section VI, the noise propagation model is validated
by comparing experimental and simulation-based values of
total vector error (TVE), frequency error (FE) and ROCOF
error (RFE) of three state-of-the-art estimation algorithms in
a variety of testing conditions. Finally, Section VII concludes
this paper.
II. TESTBED DESCRIPTION
The block diagram of the testbed is shown in Fig. 1, and
it consists of a commercial calibrator for PMUs, different
types of voltage and current transducers, a National Instrument
PCI eXtensions for Instrumentation (PXI) controller equipped
with two-multichannel DAQ modules, a time synchronization
module, and a processing module running the AUTs. The role
and the main features of each stage of the testbed are shortly
summarized in the following.
A. Calibrator
The Fluke 6135A/PMUCAL is one of the most accurate
waveform generators available on the market to perform tests
compliant with the IEEE Standard C37.118.1-2011 and its
Amendment C37.118.1a-2014 [3], [4]. The calibrator is able
to generate three-phase voltages and currents with root-mean-
square (rms) amplitude up to 1 kV and 50 A, respectively.
The Fluke 6135A/PMUCAL is controlled through LabVIEW
to generate different kinds of testing waveforms.
B. Transducers
Different voltage or current transducers can be used to adapt
the level of the waveforms generated by the calibrator to the
FIGURE 3.2: Block Diagram of the testbed.
(from [124] with per issions)
where the AUT runs. Hence an analysis is needed to identify how the noise in-
troduced by each block affects the measurement results, eventually affecting the
valu s of TVE, FE and RFE.
Assumptions
Given a sine wave xG(t) of given amplitude A and random initial phase, the fre-
quency is chosen inside th interval [45, 55] Hz and a number of known distur-
banc s m be included if needed. In fact, harmonics, inte -harmonics, amplitude
and phase modulations are generated by the calibrator along with xG(t), as pre-
scribed by the standard C37.118.1.
All the random uncertainty contributions not included in xG(t) are modeled as sta-
tionary noise sources local to each stage. As stated before, such noise contributions
propagate thr ugh t e f llowing blocks of t e model. Because these disturbance
are generated at different tag s, they can be considered as uncorrelated and wide-
sense stationary (WSS) random processes. In particular, εG(t) is the specific noise
on the calibrator, εT(t) denotes the transducer one, εD(t) refers to the data acqui-
sition and finally ε J(t) is he synchr nizati n jitt r (in seconds). All these random
noise contributions can be found in Figure 3.2 whi h shows the all the testbed mod-
ules discussed so far. The corresponding power spectral densities (PSD) in the fol-
lowing will be labeled with Φ( f ) using the same subscripts referring to the specific
element of the model. Note that these processes could include a DC component
(or, in the case of ε J(t), a delay). Moreover, such processes can be considered as
independent from the specific disturbances introduced for testing purpose. This
assumption is confirmed by results also, as it will be shown later.
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The frequency response HT( f ) and HD( f ) of transducer and data acquisition blocks
respectively, are not perfectly flat in the passband. Possible systematic gain devia-
tions of |HT( f )| and |HD( f )| at given frequencies can be compensated if they are
known. More in general, magnitude response deviations can be regarded as uni-
formly distributed, i.e. HT ± ∆T and HD ± ∆D, where HT and HD are the average
magnitude response of HT( f ) and HD( f ) respectively and ∆T and ∆D are the cor-
responding worst-case deviations.
3.4 Noise propagation model
Based on the previous considerations, given that the signal processed by the AUT
is xA(t), its PSD is:
SXA( f ) = |HD( f ) HT( f )|2 SXG( f ) +ΦA( f ) (3.1)
where SXG( f ) is the PSD of xG(t) andΦA( f ) is the PSD of the random process εA(t)
that is given by:
ΦA( f ) = |HD( f )HT( f )|2ΦG( f ) + |HD( f )|2ΦT( f ) +ΦD( f ) +ΦS( f ) (3.2)
with ΦG( f ), ΦT( f ) and ΦD( f ) are the PSD of the random processes associated
with the generator, transducer and data acquisition respectively; ΦS( f ) instead is
the PSD of the cyclostationary process εS(t) which results from the modulation of
phase noise ε J(t).
In particular, since the random processes associated to each module are uncorre-
lated, and assuming that εG(t), εT(t), εD(t) are negligible and |ε J(t)|  1, then
sin [ε J(t)] ≈ ε J(t) and cos [ε J(t)] ≈ 1.
In this case, the testing signal can be modeled as:
xG(t) = A sin [2pi f0t + φ+ ε J(t)]
≈ A sin (2pi f0t + φ) + εS(t)
(3.3)
where
εS(t) = Aε J(t) cos(2pi fot + φ). (3.4)
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The autocorrelation of εS(t) is a cyclostationary random process and its average
autocorrelation function is:
RS(t) =
A2
2
RJ(t) cos(2pi f0t) (3.5)
where RJ(t) is the autocorrelation of ε J(t). Therefore, the PSD of the cyclostationary
process εS(t) is:
ΦS( f ) ≈ A
2|HD( f )HT( f )|2
4
[ΦJ( f − f0) +ΦJ( f + f0)] . (3.6)
Now that the PSDs of all noise contributions are defined, and recalling the expres-
sion of ΦA( f ) in equation (3.2), the RMS value of εA(t) can be estimated as follows:
EˆA =
√
Hˆ2D Hˆ
2
T Eˆ
2
G + Hˆ
2
D Eˆ
2
T + Eˆ
2
D + Eˆ
2
S (3.7)
where HˆT and HˆD are the estimates of HT and HD respectively, and EˆT, EˆD, EˆG and EˆS
are the estimated RMS values of the noise processes εT(t), εD(t), εG(t) and εS(t),
respectively. In particular, the last one can be expressed as:
EˆS =
Aˆ√
2
HˆD HˆT EˆJ (3.8)
highlighting that the RMS of εS(t) depends on both the RMS value of ε J(t) and the
estimated sinewave amplitude Aˆ.
The combined standard uncertainty associated with (3.7) can be estimated using
the well known law of propagation of uncertainties [128]. The estimates of the pa-
rameters Aˆ, EˆG, HˆT, HˆD, EˆT and EˆD can be obtained from the data collected by a
reference instrument, as described in Section 3.4.1. In this case, the measurement
results can be considered as perfectly correlated. Therefore, the worst-case com-
bined standard uncertainty associated with EˆA is conservatively given by:
u(EˆA) = ∑
i∈{T,D}
∣∣∣∣∂EA∂Hi
∣∣∣∣ u(Hˆi) + ∑
k∈{G,T,D,S}
∣∣∣∣∂EA∂Ek
∣∣∣∣ u(Eˆk) (3.9)
where u(·) is the standard uncertainty associated with the respective quantity.
As far as u(EˆS) is concerned, while Aˆ, HˆT, and HˆD can be considered correlated, EˆJ
(namely the RMS value of the phase noise on synchronization) is certainly uncor-
related to the others because a different measurement instrument (e.g. a frequency
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counter) is typically used to measure the data needed to estimate EˆJ . Thus the final
combined standard uncertainty associated with EˆS can be computed using [128]:
u(EˆS) =
AˆHˆT HˆDEˆJ√
2
√√√√[∣∣∣∣∣u(Aˆ)Aˆ
∣∣∣∣∣+
∣∣∣∣u(HˆT)HˆT
∣∣∣∣+ ∣∣∣∣u(HˆD)HˆD
∣∣∣∣
]2
+
u2(EˆJ)
Eˆ2J
(3.10)
3.4.1 Noise model parameters
Summarizing, the parameters that need to be estimated are:
1. Aˆ, the amplitude of the signal xG(t);
2. EˆG, the RMS value of the noise process εG(t), associated with the calibrator;
3. HˆT, the estimation of the frequency response of the transducer;
4. EˆT, the RMS value of the noise process εT(t), related to the transducer;
5. HˆD, the estimation of the frequency response of the data acquisition module;
6. EˆD, the RMS value of the noise process εD(t), related to the data acquisition;
7. EˆJ , the RMS value of the noise process ε J(t), associated with the synchroniza-
tion process.
All these parameters are reported at the end of this section in Table 3.2, together
with the other relevant metrological parameters discussed in the following.
Calibrator
The Fluke 6135A/PMUCAL is a flexible instrument, yet introduces its own uncer-
tainty in the generated waveform. The model parameters Aˆ and EˆG can be esti-
mated using a four-parameters sinewave fitting (SF) test. This is a well-established
technique to estimate, through least-square fitting, the amplitude, frequency, ini-
tial phase and DC offset of a digitized signal (a sinewave). The SF algorithm
employed is described in the IEEE Std. 1057-2017 [129] and summarized in Ap-
pendix A as well. Of course, a very accurate digitizer is needed in this case, e.g. a
Keysight 3458A reference digitizer, synchronized as the PXI 6683H module of the
testbed.
A number of sinewaves with nominal RMS value of 230 V, random phase and fre-
quency in the set {45, 47.5, 50, 52.5, 55} Hz were generated to this purpose. The
experiments can be affected by both systematic and random contributions, but, by
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FIGURE 3.3: Estimated PSD ΦG( f ) of the noise introduced by the
Fluke 6135A/PMUCAL.
averaging the results of independent experiments, the random contribution can be
made negligible. The standard uncertainty can be computed using the classic Type
A evaluation procedure [128]. For each experiment, the PSD ΦG( f ) is estimated by
the modified periodogram (over 214 points) of the independent residuals εG(t). The
periodogram relies on a Hann window. The average periodogram over 50 tests is
shown in Figure 3.3. In Table 3.2 the RMS value is shown, together with other pa-
rameters of interests, namely the sine wave amplitude, the residual DC offset, the
average Signal-to-Noise-and-Distortion ratio (SINAD) and the Spurious Free Dy-
namic Range (SFDR) [130]. These values result from the average over 50 tests. The
respective standard uncertainty values, between one and two order of magnitude
smaller, confirm that the experimental procedure is adequate. It is worth noticing
that the residual DC offset and the average RMS value of the noise floor are signif-
icant, but reasonably small compared with the amplitude of the signal produced.
Finally, the RMS value EˆG is approximately proportional to the output signal level.
The SINAD is between 65 and 67 dB (see also Table 3.2), which is in line with the
values reported in the instrument documentation.
Transducers
Voltage and current transducers have to be calibrated to determine HˆT and ∆T.
Using a procedure similar to the previous one, the mean magnitude and phase re-
sponse of the transducers can be measured in the frequency interval of interest,
i.e. from 45 Hz Hz to 55 Hz, with the transducer between the reference generator
and the high accuracy digitizer. The RMS noise of the input signal is not neg-
ligible though. This must be compensated in order to properly compute EˆT, its
standard uncertainty u(EˆT) and the PSD ΦT( f ). The average magnitude response
of the transducers are HˆT = 0.0100 V/V and 0.009 99 V/V for the LEM and the
VT devices, respectively. The ripple amplitude is the same, i.e. ∆T = ±1 µV/V.
The phase delay at 50 Hz is better for the LEM transducer, i.e. −0.5 mrad, than
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FIGURE 3.4: Estimated PSD ΦT( f ) of the noise introduced by trans-
ducer. Respectively, (a) is the LEM CV3-1000 and (b) the ABB TV2-
380/100.
for the inductive transducer, i.e. −1.4 mrad [131], [132]. These delays have to be
compensated at the output of the synchrophasor estimation algorithm. To deter-
mine EˆT, the same four-parameters sinewave fitting procedure was applied. Using
the PMUCAL generator and two Keysight 3458A digitizers, 50 input and output
waveforms were recorded and analyzed to determine the residuals of the fitting.
The corresponding averaged periodogram of ΦT( f ) is shown in Figure 3.4 for both
transducers. It is worth noting the difference between them. The inductive VT
has intrinsically higher nonlinearity that causes a larger number of harmonic and
spurious components. In the LEM transducer harmonics are not present, but there
are two spurious components at 357 and 1071 Hz, probably caused by the internal
electronics used to power the transducer. On the other hand, the noise floor of the
VT is lower. Globally, the SINAD of the LEM transducer is 6 dB lower than the VT
(reported in Table 3.2).
Data acquisition module
A similar approach has been used to evaluate the noise introduced by the data ac-
quisition module NI PXIe-6124. The reference digitizer (Keysight 3458A) collects
the data of a spectrally pure sinewave in parallel with the DAQ, synchronously.
The magnitude and the phase response of the DAQ are computed together with
the ripples in the frequency interval given by [− fs/2, fs/2]. The value of EˆD, the
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FIGURE 3.5: Estimated PSD ΦD( f ) of the noise introduced by the
data acquisition module (NI PXIe-6124).
standard uncertainty u(EˆD) and the estimated PSDΦD( f ) are also computed using
the same approach as in the transducer case. However, instead of using the PMU-
CAL, a NI PXIe-5422 is used for generating the input signals, as the noise floor and
THD of this generator are lower than those of the PMUCAL at the voltage level
of interest. As a result, HˆD = 1.0005 V/V with ripples within ∆D = ±60 µV/V.
The phase delay at 50 Hz is much smaller than 1 mrad, i.e. negligible, while the
systematic deviation of the magnitude response (about 50 µV/V) can be compen-
sated in the processing module of the testbed. Again, the values of EˆD and u(EˆD)
result from a four-parameters sine-fitting test, as explained before. The average pe-
riodogram of ΦD( f ) is shown in Figure 3.5. Note that this is quite flat and several
dB lower than the transducers one. The average values of the SINAD and SFDR
parameters are also quite low (reported in the Table 3.2).
Synchronization module
The synchronization noise, for the testbed under examination, is the result of two
independent phenomena, i.e. the fluctuations of the sampling clock and the jitter af-
fecting the start of data acquisition with respect to the waveform generation when
the PMUCAL is triggered by a Pulse-Per-Second (PPS) signal. These two contri-
bution have to be measured separately and contribute independently to the phase
noise ε J(t).
A first group of experiments was performed with a Keysight 53230A frequency
counter, to assess the performance of the sampling clock of the DAQ module. The
result of this test show that the DAQ clock signal is stable over one day of observa-
tion, i.e. with a standard deviation of 30 ps that is close to the value reported in the
instrument specifications. This noise has clearly a negligible impact on synchropha-
sor estimation. The second group of tests is needed to measure the delay between
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FIGURE 3.6: Estimated PSD ΦS( f ) of the noise introduced by the
Synchronization module (NI PXI-6683H).
waveform generation and acquisition. Such a delay depends on the synchroniza-
tion performed over an IRIG-B link. A Lecroy MDA810 digital storage oscilloscope
was used to measure this delay for about 1 day. The time intervals recorded exhibit
a normal distribution with a mean of 19 ns and a standard deviation of about 13 ns.
However, sporadic variations of about±90 ns have been observed. Thus, the phase
jitter ε J(t) is included in ±30 µrad. The resulting RMS value is EˆJ ≈ 7 µrad, while
EˆS, as given by equation (3.8), is about 16 µV. This has definitely a negligible impact
on the overall testbed uncertainty. The average periodogram of ΦS( f ) is shown in
Figure 3.6. This is well below the previous PSDs, except for a 50 Hz contribution
due to the modulation of the 19 ns delay mentioned before. The slope of this plot
is not flat due to nonstationary clock noises (e.g. flicker and random walk), which
become evident only over long observation intervals [133].
Total noise
The experimental results associated with each stage of the testbed are reported in
Table 3.2, along with the respective standard uncertainties. Using equations (3.7)
and (3.8), the RMS of the overall noise floor of the testbed can be estimated.
When the LEM CV3-1000 transducer is used, EˆA = 2.7 mV with a combined stan-
dard uncertainty of u(EˆA) = 0.1 mV. The overall SINAD of the signal at the input
of the processing module (after compensating the total DC offset) is about 60 dB.
When the inductive VT is used instead, EˆA = 1.5 mV with a combined standard
uncertainty of u(EˆA) = 0.7 mV. The resulting SINAD instead is about 64 dB.
Note that the relative impact of noise contribution of the transducer is particularly
large. In the case of the LEM transducer it is about 80 % of the total noise power,
while for the inductive VT it is much lower (38 %). Conversely, in the former sce-
nario, the noise of the calibrator accounts for 19 % of the total noise power, while in
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TABLE 3.2: Measured value and standard uncertainties of the pa-
rameters of the model.
Stage Device Parameter
Measured
value
Standard
uncertainty
Generation
stage
Fluke
6135A/PMUCAL
Aˆ 325.295 V 1 mV
DC offset 26 mV 3 mV
SINAD 67 dB 0.02 dB
SFDR 90 dB 0.2 dB
EˆG 103 mV 0.9 mV
Transducer
stage
(voltage)
LEM CV3 1000
HˆT 0.0100 V/V 0.3 µV/V
DC offset -1.6 mV 0.2 mV
SINAD 62 dB 0.02 dB
SFDR 80 dB 0.2 dB
EˆT 2.4 mV 0.1 mV
Inductive VT
HˆT 0.00999 V/V 0.3 µV/V
DC offset 0 V 30 µV
SINAD 68 dB 0.2 dB
SFDR 77 dB 0.3 dB
EˆT 0.9 mV 0.02 mV
Data acquisition
stage NI PXIe-6124
HˆD 1.0005 V/V 35 µV/V
DC offset 0.031 mV 0.002 mV
SINAD 81 dB 0.2 dB
SFDR 76 dB 0.1 dB
EˆD 0.21 mV 0.01 mV
Synchronization
stage NI PXI-6683H
Sync. delay 19 ns < 1 ns
EˆJ 7.0 µrad < 1 µrad
EˆS 16 µV < 2 µV
the latter its contribution to total noise power is about 60 %. In both cases, the noise
introduced by the DAQ and synchronization circuitry is negligible (less than 1 %).
Because of the better linearity and bandwidth of the LEM transducer, the setup
with 60 dB is used in the next section for the comparison with the simulated results.
Moreover, the main systematic contributions, namely the overall DC offset, the sys-
tematic magnitude and phase response deviations affecting HT( f ) and HD( f ) have
been compensated.
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3.5 Experimental results and validation
With the purpose of validating the testbed, three AUTs have been tested on it. These
are:
• IpD2FT, namely the Interpolated Dynamic Discrete Fourier Transform [134];
• IpDFT, which is the simpler Interpolated Discrete Fourier Transform [135];
• TWLS, that is weighted least square fitting of a Taylor’s series expansion of
the synchrophasor model [136].
All of them will be further explained in the following Chapter 4.
The purpose of this comparison is not to evaluate the difference between algorithm
performances although they have a different behavior with respect to different dis-
turbances. On the contrary, the different sensitivity with respect to different distur-
bances is exploited to perform a more complete analysis of the impact of the testbed
on different algorithms.
The testbed measurements were compared with those obtained with a Monte Carlo
simulator implemented in MATLAB, with the purpose of checking the consistency
of results between the testbed and the model. To this aim, the three algorithms
have been tested with both the simulated environment and testbed. TVE, FE and
RFE are evaluated over 900 simulations, changing the noise sequence and the ini-
tial phase of the sinewave. The fundamental frequency of the input signal is also
changed in the set {45, 47.5, 50, 52.5, 55} Hz.
For the simulations, the SNR used to generate the input signal is 60 dB (in accor-
dance to the analysis reported before, when the transducer LEM CV3-1000 is used).
The amplitude of the waveform is set to the same value as the one collected by the
DAQ, i.e. 2.3 , according to the scaling factor given by the transducer, i.e. HˆT = 0.01.
All the AUTs make use of the same window function, i.e. a Maximum Image Rejection
(MIR) window [134]; the purpose of this window is addressed in the next Chapter 4
and in the Appendix B. The length of the observation interval is set to C = 4 cy-
cles and the sampling frequency to 8 kHz (close to the value used for the sinewave
fitting algorithms described in the previous Section 3.4.1).
The maximum absolute differences between experiments and simulation-based val-
ues of TVE, FE and RFE associated with each algorithm, are shown in Table 3.3.
This table highlights the mismatch between the real experimental data and the
simulations results based on the model. Such difference are on average 0.002 %,
0.17 mHz and 0.04 Hz/s, for TVE, FE and RFE, respectively. These small values
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TABLE 3.3: Absolute values of the difference between the maximum
TVe, FE and RFE measured using pure sinewaves of given frequency
and the corresponding Monte Carlo simulation with a comparable
noise floor (SNR = 60 dB).
Frequency
[Hz]
|∆TVE|max [%] |∆FE|max [mHz] |∆RFE|max [Hz/s]
IpD2FT IpDFT TWLS IpD2FT IpDFT TWLS IpD2FT IpDFT TWLS
45 0.001 0.002 0.004 0.33 0.26 0.05 0.03 0.02 0.01
47.5 0.003 0.003 0.001 0.13 0.13 0.17 0.05 0.04 0.08
50 0.000 0.000 0.000 0.09 0.22 0.30 0.01 0.06 0.08
52.5 0.003 0.003 0.001 0.28 0.07 0.31 0.01 0.03 0.09
57.5 0.002 0.002 0.001 0.04 0.03 0.09 0.01 0.04 0.07
highlight the good consistency between experimental results and simulation-based
results. Therefore the noise propagation model can be considered correct.
In a second kind of tests, the simulations were repeated assuming a negligible noise
floor (i.e. setting the SNR to 120 dB). The purpose of this comparison is to highlight
the impact of the noise floor of the testbed on the algorithm estimation uncertainty
with respect to ideal conditions.
The corresponding results are shown in Table 3.4. In this case, observe that the TVE,
FE and RFE metrics are quite stable and independent of the algorithm considered,
highlighting the accuracy limits of the testbed, i.e. the lower bound of TVE, FE and
RFE are respectively 0.02 %, 1.5 mHz and 0.2 Hz/s. These values are particularly
important for the evaluation of the testbed performance because they provide the
minimum TVE, FE and RFE under which the differences between the correspond-
ing values returned by different AUTs are no longer meaningful.
Notice that these values are slightly different from those shown in Table 3.1.
The last kind of tests has been performed to assess to what extent the noise propaga-
tion model and the analysis discussed so far are sensitive to additional disturbances
not included in the model, but commonly present in power systems. Most of them
are the one based on the conditions reported in the IEEE Std. C37.118.1 [103] and
already discussed in Section 2.5.
Briefly, the input signals are:
• A sinewave with an offnominal frequency deviation of ±5 Hz and an har-
monic component (the 2nd and 3rd with amplitude of 10 % w.r.t. the funda-
mental tone);
• An amplitude modulated sinewave, with a 5 Hz modulating tone of ampli-
tude equal to 10 % of the fundamental;
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TABLE 3.4: Absolute values of the difference between the maximum
TVe, FE and RFE measured using pure sinewaves of given frequency
and the corresponding Monte Carlo simulation with a negligible
noise floor (SNR = 120 dB).
Frequency
[Hz]
|∆TVE|max [%] |∆FE|max [mHz] |∆RFE|max [Hz/s]
IpD2FT IpDFT TWLS IpD2FT IpDFT TWLS IpD2FT IpDFT TWLS
45 0.02 0.01 0.02 1.35 1.27 1.85 0.19 0.25 0.28
47.5 0.02 0.02 0.02 1.46 1.38 1.74 0.16 0.28 0.24
50 0.02 0.02 0.02 1.47 1.74 1.63 0.14 0.27 0.23
52.5 0.02 0.02 0.02 1.44 1.41 1.86 0.16 0.28 0.25
57.5 0.02 0.02 0.02 1.31 1.23 1.93 0.20 0.24 0.29
• A phase modulated sinewave, with a 5 Hz modulating tone of amplitude
equal to 1 rad;
• A nominal 50 Hz sinewave corrupted with a single out-of-band inter-harmonic
at 24.9 Hz with amplitude equal to 10 % of the fundamental;
• A chirp waveform with constant frequency rate of ±1 Hz/s from 45 Hz to
55 Hz;
• In addition to the previous testing conditions provided by the IEEE Stdan-
dard C37.118.1, an additional testing condition is reported with the aim of
reproducing more realistic operating conditions of PMUs in distribution sys-
tems. To this purpose, 25 harmonics components of different amplitude (i.e.
between 0.5 % and 6.0 % of the fundamental one) have been added to xG(t)
in order to have a Total Harmonic Distortion (THD) equal to 8 %, namely the
maximum value specified in the EN Standard 50160:2010 both for LV and MV
distribution systems.
The complete results are shown in Table 3.5. In all cases, the maximum values of
TVE, FE and RFE over a record of 250 measurements are reported. The absolute
values of the difference between measured and simulated values of TVE, FE and
RFE are shortly denoted as |∆| in the table. The average values of |∆| are slightly
higher than those shown in Table 3.3. They are 0.012 %, 0.6 mHz and 0.07 Hz/s for
TVE, FE and RFE respectively, for all the algorithms. Therefore, the impact of the
disturbance-specific and algorithmic-specific unmodeled phenomena is generally
smaller than the impact of the overall noise floor of the testbed.
As final remark, the analysis highlights how transducers introduce the biggest
share of random uncertainty contribution into the measurement chain. The ac-
curacy limits of the testbed are TVE ≈ 0.02 %, FE ≈ 1.5 mHz and RFE ≈ 0.2 Hz/s.
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CHAPTER 4
An estimation algorithm
for low-cost PMUs
In this chapter, a lightweight algorithm suitable for low-cost PMUs, briefly called Tuned
Lightweight Taylor-Fourier Transform (TLTFT), is presented. Before the description of the
TLTFT, a brief overview of the two algorithms upon which the TLTFT relies (i.e. DFT and
TFT) is given. Finally, the results of the major tests described in the IEEE Standard are
presented.
4.1 Introduction
A variety of algorithms and different approaches can be used to estimate syn-
chrophasor, frequency and ROCOF. The scientific production on this topic is evolv-
ing day by day, delivering new signal processing techniques and algorithms.
Generally speaking, the estimation algorithms can be divided into two simple groups,
on the basis of the model they use, e.g. a static or dynamic phasor model. The first
one is based on the assumption that the phasor does not change over the interval
used to compute the measurement. The static phasor model is suitable for trans-
mission systems, while for distribution systems PMUs need to be more accurate
and must be able to track fast dynamic changes in amplitude and phase. Moreover,
the model on which an algorithm relies can be complicated including other possi-
ble disturbances.
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Another important distinction between estimation techniques is related to the do-
main in which the algorithm works, i.e. time or frequency domain. It must be
noticed that fundamental frequency and ROCOF, depending on the specific algo-
rithm, can be extrapolated with a postprocessing step (sometimes with a dedicated
estimation procedure) or with the very same algorithm.
A complete review of all the algorithms that have been proposed in literature is
out of scope. Among the algorithms based on the static phasor model, there are
the classic windowed Discrete Fourier Transform (DFT) [137] and its Interpolated
variant (IpDFT) [135]. The IEEE Standard also reports an estimation technique (in
the Annex C [103]) based on the direct down-conversion of the digitized waveform
followed by the low-pass filtering of the resulting in-phase and quadrature com-
ponents. The performance of this technique, used by many PMU manufacturers, is
strongly affected by the filters used [138]–[140].
In the group of algorithms based on the dynamic phasor model, an effective ap-
proach is to approximate the synchrophasor with its Taylor’s series. The coeffi-
cients are then estimated through wighted least squares fitting [141], [142], finite
difference equations [143] or in the frequency domain with a DFT [134]. The same
approach can be extended to estimate the harmonics also through the so called
Taylor-Fourier Transform (TFT) [144], [145]. Some of these techniques can be com-
bined with digital filters, with other types of transformations (e.g. the Clarke Trans-
formation), with custom windowing techniques or implemented with a Compres-
sive Sensing (CS) approach [146]–[149].
Finally, other relevant estimation techniques are based on Kalman filters [150]–
[152], Wavelet Transformation (WT) [153] and sine-fit (SF) [154], among others [155].
4.2 Algorithms overview
4.2.1 Reference synchrophasor estimation
In the Annex C of the IEEE Standard C37.118.1 [103] is described a signal process-
ing scheme for synchrophasor estimation. This estimation technique is important
as all the Standard is conceived for testing a PMU based on such a working princi-
ple. The phasor is extracted by demodulation of the collected waveform (which is
down-converted to the baseband), followed by a low pass filtering stage. Both the
acquisition and the quadrature oscillators are disciplined by a synchronized clock
to obtain correct synchrophasors. The schematic is depicted in Figure 4.1. The pha-
sor at the sample ith is therefore given by [103]:
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X(i) =
√
2
G
Ψ/2
∑
k=−Ψ/2
x[i + k]W[k] e[−j(i+k)2pi f0/ fs] (4.1)
where:
x[i] = sample of the waveform
G =
Ψ/2
∑
k=−Ψ/2
W(k)
f0 = nominal power system frequency
fs = sampling frequnecy
Ψ = FIR filter order
W[k] = low-pass filter coefficients
In the IEEE Standard, some hints on the design of the filter are given. The standard
filter for the P class is a fixed-length two-cycles finite impulse response (FIR) filter
with a triangular impulse response. Of course this introduces a delay that needs
to be compensated as well as a magnitude distortion in off-nominal frequency con-
ditions that needs to be corrected. For M class PMUs the standard expresses the
need to “attenuate by at least 20 dB signals that are above the Nyquist frequency for a
given reporting rate”. This filter affects the resulting phasor estimation in terms of
immunity to disturbance such as noise or inter-harmonics, and reporting latency.
A balanced trade-off between them should be achieved, with the result of being
compliant to the Standard as well.
LP filter
Quadrature 
oscillator
LP filter
Input 
signal
Absolute 
time
Re
Im
FIGURE 4.1: Phasor estimation via demodulation and filtering ap-
proach, as in the Annex of the standard C37.118.1 [103].
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4.2.2 DFT-based algorithms
The Discrete Fourier Transform (DFT) is probably the simplest and fastest approach
for phasor estimation. The accuracy of the DFT alone is usually not enough though.
Given a record of samples x[n], the classic DFT is usually computed as:
X(λ) =
1
N
N−1
2
∑
n=− N−12
x[n] e−j2pi
λn
N , λ = 0, . . . , N − 1 (4.2)
where N is the number of samples of the interval (in this example N is odd, but
can be extended to the even case easily) and λ denotes the frequency bin. The DFT
algorithm works well in the case of coherent sampling, i.e. when the observation
interval x[n] includes an integer number of power line cycles C. Of course this is not
the case of phasor measurement, because the frequency of the input signal x[n] can
differ. Therefore, the number of cycles that can be observed is not always integer.
As a result, the accuracy of the estimator is often reduced by the scalopping loss of
the rectangular window and by spectral leakage especially of the image component
and of possible harmonics. Therefore, to mitigate these issues especially in presence
of interfering signals, other window functions are used.
Thus, if a generic window w[n] is used, the DFT formulation becomes:
Xw(λ) =
N−1
2
∑
n=− N−12
w[n] x[n] e−j2pi
λn
N , λ = 0, . . . , N − 1. (4.3)
The joint combination of observation interval length and window type greatly helps
to improve the accuracy of the DFT estimator [156]. Some windows have the effect
of increasing the main lobe flatness or reducing the effect of harmonics, while other
specific windows are designed to reduce the leakage of the image component. A
deeper discussion on window functions is given in the Appendix B.
IpDFT
In addition to a proper window choice, the scalloping loss effect can be compen-
sated by using the Interpolated DFT (IpDFT). The basic idea of the IpDFT is to
compute a usual windowed DFT, finding, in addition, the fraction of frequency bin
where the spectral peak of the main lobe is located [148], [157], [158].
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Let P be the frequency bin corresponding to the magnitude spectrum peak of the
fundamental component of x. As mentioned before, coherent sampling is achieved
only in nominal conditions. Otherwise, it can be shown that [159]:
α =
|X(P + i)|
|X(P− 1+ i)| (4.4)
where i is:
i=
{
0 |X(P− 1)| ≥ |X(P + 1)|
1 |X(P− 1)| < |X(P + 1)| ∨ P=1. (4.5)
Moreover, if the spectral leakage of the image component has a negligible impact
on the fundamental tone, the following approximate expression holds [135]:
α ≈ |W(i− Pδ)||W(−1+ i− Pδ)| (4.6)
where W(·) is the discrete time Fourier Transform of the window w and δ is the
fractional frequency deviation, as previously introduced.
Thus, δ can be estimated by inverting equation (4.6):
δˆ = g (α, i) . (4.7)
The function g(·) depends on the adopted window w and can be determined a pri-
ori. Some analytical formulation of g(·) can be found in the literature for Maximum
Side-lobe Decay (MSD) windows [159], while some approximated solutions (e.g.
for Maximum Image Rejection windows) are also reported in [160] .
Finally, for the IpDFT, the phasor is given by:
X =
|X(P)|
|W(−δˆ)| e
−j 6 X(P) (4.8)
4.2.3 TFT-based alorithms
An effective approach for synchrophasor estimation is based on its Taylor’s series
approximation. The Taylor-Fourier Transform (TFT) relies on the Taylor’s series of
the fundamental phasor and those of the harmonics till a predefined order H [144].
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The coefficients of this series, truncated to a predefined order K, can be estimated
using a Least Square approximation (LS) or other methods (e.g. IpD2FT [134]). One
of the main advantages of this approach is the adoption of a dynamic phasor model
to represent the input signal, that is (from section 2.4):
x(t) =
H
∑
h=0
Xh(t) cos (2pih f0t + ϕh(t))
=
H
∑
h=0
ch(t)ej2pih f0t
(4.9)
where ch(t) = Xh(t)ejϕh(t) can be seen as the complex phasor of the harmonic
h [144]. In static conditions, ch is constant and the DFT can get accurate estima-
tion, but under dynamic oscillations, signal amplitude and phase may change quite
rapidly, causing inaccuracies of any algorithm based on the static model.
Expressing the Taylor’s series of ch(t):
ch(t) ≈
K
∑
k=0
c(k)h
tk
k!
(4.10)
the dynamic signal model in equation 4.9 can be rewritten as:
x(t) ≈
H
∑
h=0
K
∑
k=0
c(k)h
tk
k!
ej2pih f0t (4.11)
where c(k)h denotes the k-th derivative of ch(t) at a given reference time tr [145].
Rearranging equation (4.11) in a discrete form, considering T as the sampling pe-
riod, it results that:
x(n) =
H
∑
h=0
K
∑
k=0
X(k,h) (nT)
k ej2pih f0nT (4.12)
where the (k, h)-th coefficient of the Taylor’s series is:
X(k,h) =
1
k!(M · f0)k
dkch(t)
dtk
∣∣∣∣
tr
(4.13)
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where h = 1, . . . , H, k = 0, . . . , K, M represents the number of samples in each
power line cycle and f0 the nominal frequency, as previously introduced. It can be
easily shown that M · f0 = fs, namely, the nominal sampling frequency.
If the samples collected in the r-th observation interval are included in a 1 × N
column vector xr, the expression of (4.12) can be rearranged in a matrix form as:
xr =MXr
whereM is a N × 2 · (K + 1)(2H + 1) complex valued matrix whose elements de-
pends on the model, i.e. the number of harmonics, the length of observation inter-
val and the number of Taylor’s series terms considered [144].
Thus, the synchrophasor coefficients result from:
Xˆr =
(
M†M
)−1M†xr (4.14)
In [141], the same approach is used in the WLS sense, using a proper weighting
function, (i.e. the coefficients of a window v(·)) which can be used to build an N ×
N diagonal matrix V = diag{v(0), . . . , v(N − 1)}. The previous equation (4.14)
thus becomes:
Xˆr = 2
(
M†V†VM
)−1M†V†Vxr (4.15)
Once the elements of Xˆr are computed, the phasor (and its derivatives) at time tr
are given by [161]:
Xˆr = |Xˆ(0,1)|
ϕˆr = 6 Xˆ(0,1)
Xˆ′r = 2<{Xˆ(1,1) e−jϕˆr}
ϕˆ′r =
2
Xˆr
={Xˆ(1,1) e−jϕˆr}
Xˆ′′r = 4<{Xˆ(2,1) e−jϕˆr}+ Xˆr(ϕˆ′r)2
ϕˆ′′r =
4={Xˆ(2,1) e−jϕˆr} − 2 Xˆr ϕˆ′r
Xˆr
(4.16)
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4.3 TLTFT algorithm
The Tuned Lightweight Taylor-Fourier Transform algorithm (TLTFT) is a combi-
nation of the aforementioned TFT algorithm with a preliminary IpDFT stage, all
implemented in a computationally efficient way. The algorithm is lightweight in
the sense that it is specifically tuned to run on low-cost hardware (in the specific,
on a BeagleBone Black board) meeting the performance requirements of the IEEE
Standard with a limited computational burden. The TLTFT aims to achieve a good
trade-off between estimation accuracy, robustness to unmodeled disturbances and
processing time. Unlike the TFT, the coefficients of the system matrixM are tuned
at run-time to compensate possible static off-nominal frequency deviations. The
idea of tuning the coefficients of the TFT is not completely new. Castello et al. [142]
already proposed a similar solution. However, the first stage of the TLTFT is com-
putationally lighter, it is not iterative and returns a very accurate frequency esti-
mation, given that the other disturbances are correctly filtered out. The TFT stage
finally is tuned for minimizing the complexity of the model, while preserving ac-
curacy with respect to the length of the observation window. The implementation
is also optimized as it relies on a real-valued formulation of the TFT algorithm.
In the following, the algorithm is illustrated in its two core parts: the IpDFT-based
frequency deviation estimation and the TFT-based synchrophasor estimation. More
details on the actual implementation will be provided in the next chapter.
4.3.1 Frequency deviation estimation
The frequency deviation δ is estimated through the IpDFT. This first step is required
in order to compensate for the off-nominal frequency deviation. A Maximum Im-
age Rejection (MIR) window is used to mitigate the effect of the spectral leakage
from the image component of the fundamental, which is one of the inherent sources
of uncertainty of IpDFT. In addition, a preliminary filter is used to reduce the effect
of other disturbances, e.g. harmonics, that could have a detrimental impact on the
fundamental frequency estimation.
The filter implemented is a band pass filter, centered at 50 Hz, with a passband of
±5 Hz, so that frequency changes between 45 and 55 Hz can be accurately tracked,
as the IEEE Standard requires [103]. The stop-band specifications are chosen to fil-
ter the harmonics as much as possible while relaxing the transition bandwidth. The
attenuation in the stopband is set to 34 dB, while ripple magnitude in the passband
is −0.009 dB. For practical implementation needs, i.e. the convenience of using a
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FALSE
(i=0)
TRUE
(i=1)
FIGURE 4.2: Flow chart of the TLTFT estimation algorithm.
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filter with a fixed order and the same computational burden at different sampling
frequencies, an Infinite Impulse Response (IIR) elliptic filter is used. Of course, the
coefficients of the filter change, but its realization remains the same, i.e. a Canon-
ical Form II, which requires a little number of multiply and accumulation opera-
tions. Due to the low order of the filter, no numerical instability occurs. In the case
at hand, the filter order is 6, that is much lower than the order of a Finite Impulse
Response (FIR) filter with similar specifications. The main problem of IIR (and
particularly elliptic filters) is the in-band phase distortion. However, the proposed
filter is used only to clean up the signal before the frequency deviation δ is esti-
mated by the windowed IpDFT, as can be seen in Figure 4.2. Therefore, the phase
distortion introduced by the filter is not a problem, while for the upcoming TFT
algorithm, no filter is applied.
As briefly discussed in Section 4.2.2, assuming that equation (4.6) holds (i.e. the
spectral leakage is negligible), the frequency offset δ (expressed in bins) can be es-
timated.
If the MIR window is used, then the equation:
α =
|Xw(P + i)|
|Xw(P− 1+ i)| ≈
|W(i− Pδ)|
|W(−1+ i− Pδ)| (4.17)
can be solved to estimate δˆ as follows [160]:
δˆ=

1
C
[
P−C+2√p cos(pi3 + ψ3 )− α+23(α+1)
]
i=0
1
C
[
P−C−2√p cos(pi3 + ψ3 )+ α+23(α+1)
]
i=1
(4.18)
where
p =
12C2 + 4
9
− α
9(α+ 1)2
and
ψ = cos−1
( |u|
p
√
p
)
, with u =
(α− 1)[(α+ 1)2(144C2 − 16) + α]
54(α+ 1)3
.
The value of δˆ given by (4.18) can be eventually used to tune the coefficients of the
TFT.
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4.3.2 TFT and synchrophasor estimation
The TFT algorithm, previously described in section 4.2.3, is based on the Taylor’s
series of the fundamental tone and a predefined number of harmonics H. The
waveform model obtained is then fitted using a WLS approach. The TFT has been
enhanced in order to be suitable for an embedded implementation. In particular,
complexity reduction is obtained in two ways. First, the algorithm makes use only
of real-valued operations, rather than complex ones. Second, the number of har-
monics included in the waveform model is also chosen in an adaptive way, as a
function of the length of the observation interval. The rationale of this choice is
that the impact of harmonics on synchrophaosor estimation tends to decrease as
the number of observed cycles C grows [162].
Starting from a model similar to the one introduced in equation (2.3), including H
harmonics in eh, but neglecting wideband noise contributions η, the signal x(n) can
be rewritten as:
x(n) =
H
∑
h=1
X(h)R cos
(
2pih
f
fs
n
)
−X(h)I sin
(
2pih
f
fs
n
)
(4.19)
where, again, r− N−12 ≤ r+ n ≤ N−12 (for N odd), f = f0 · (1+ δ), X(h)R and X(h)I are
the real and imaginary parts of the phasor of the h-th harmonic at reference time tr,
respectively, i.e. X¯(h) = X(h)R + jX
(h)
I . Of course, X¯
(1) = X¯ is the synchrophasor of
the fundamental.
As usual, the Taylor’s series of X(h)R and X
(h)
I truncated to term Kh can be written
as:
X(h)R ≈
Kh
∑
k=1
X(h)Rk (n− r)k and X
(h)
I ≈
Kh
∑
k=1
X(h)Ik (n− r)k (4.20)
where
X(h)Rk =
1
k!(M f0)k
dkX(h)R
dtk
∣∣∣∣∣
tr
and X(h)Ik =
1
k!(M f0)k
dkX(h)I
dtk
∣∣∣∣∣
tr
(4.21)
are the Taylor’s series coefficients of X(h)R and X
(h)
I , respectively, computed at time
tr.
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Again, after some algebraic steps [144], it can be shown that the sequence of values
x(n) can be expressed in matrix form as:
xr =M(δ)Xr (4.22)
where xr is a 1× N vector comprising the samples collected in the r-th observation
interval and Xr = [X
(1)
r , . . . , X
(H)
r ]
T are the coefficients of the Taoylor’s series prop-
erly rearranged. In particular, as in the traditional formulation of the TFT, but using
the real and imaginary parts separately, it follows that:
X(h)r = [X
(h)
RKh
, . . . , X(h)R0 ,−X
(h)
I0
, . . . ,−X(h)IKh ]
T for h = 1, . . . , H
ThereforeM(δ) is a N× 2 · (K1 + ...+KH + H) real-valued matrix, whose elements
for h = 1, . . . , H are functions of δ.
Of course,M(δ) can be written as:
M(δ)=
[
A(1)K1 (δ) B
(1)
K1 (δ) · · · A
(H)
KH (δ) B
(H)
KH (δ)
Γ(1)K1 (δ) ∆
(1)
K1 (δ) · · · Γ
(H)
KH (δ) ∆
(H)
KH (δ)
]
(4.23)
which is equivalent to the complex-valued counterpart of matrix M introduced
in Section 4.2.3. In particular, in this case the terms of the matrix M(δ) are real-
valued and explicitly depend on the static offnominal frequency deviation δ. They
are defined as follows:
(
A(h)Kh (δ)
)
lq
=
(
l − N + 1
2
)Kh−q
cos
[
2pih(1+ δ)
M
(
N + 1
2
− l
)]
,(
B(h)Kh (δ)
)
lq
= −
(
l − N + 1
2
)q
sin
[
2pih(1+ δ)
M
(
N + 1
2
− l
)]
, (4.24)
for q = 0, ..., Kh and l = 1, ..., N+12 , while
(
Γ(h)Kh (δ)
)
lq
= lKh−q cos
[
2pih(1+ δ)
M
l
]
,(
∆(h)Kh (δ)
)
lq
= lq sin
[
2pih(1+ δ)
M
l
]
, (4.25)
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for q = 0, ..., Kh and l = 1, ..., N−12 .
Observe that using the result of the IpDFT step, namely equation (4.18), it is pos-
sible to tune the coefficients of M(δ) through a better estimation of the real fre-
quency, which ultimately, returns better estimates than assuming that the wave-
form has a nominal frequency (i.e. that δ = 0).
Again, it is possible to use a window function to smooth the Taylor’s series ap-
proximation errors at the boundaries of the observation interval considered. The
elements of the unknown vector X can therefore be estimated using a Weighted
Least Squares (WLS) approach, i.e.
Xˆr = 2
[
M(δˆ)TVTVM(δˆ)
]−1M(δˆ)TVTVxr (4.26)
where V = diag{v(0), . . . , v(N − 1)} is the N × N diagonal matrix built using the
coefficients of window v(·). Notice that the computation of (4.26) relies only on
real-valued terms, while in the classic TFT the elements ofM(·) (equation 4.15) are
complex-valued [144], [163]. The computational burden of the algorithm is there-
fore reduced with respect of the traditional complex-valued algorithm. Moreover,
noticing that the size of M depends on the number H of harmonics used in the
model, it is possible to further reduce the computational burden of the algorithm.
In the classic TFT, H can be large, up to 50, assuming that all the harmonics have to
be estimated, as sometimes it is needed to estimate all of them or to find the Total
Harmonic Distortion (THD). For synchrophasor estimation purposes, however, the
impact of high order harmonics on the fundamental tone is quite low [162], while
including in the model and estimating the first harmonics (e.g. up to the 4-th) can
be advantageous. This behavior is not clearly visible when the window is a rect-
angular, due to its relevant spectral leakage, but it becomes more noticeable when
two-term cosine-class windows are used. Moreover, the impact of harmonics on
the synchrophasor estimation accuracy does not depend only on harmonics order
and magnitude, but also on the length of observation interval, i.e. the (nominal)
number of cycles observed C. This affect the width of the spectral main-lobes asso-
ciated with the various waveform harmonic components. Therefore a trade-off is
needed between the number of harmonics to be included in (4.22) and the observa-
tion interval length.
When C is low, to avoid that harmonics spectral components interfere with the
main tone estimation, they are included in the system model (4.22). In this way,
harmonics have a lower impact on the estimation of the fundamental phasor. On
the other hand, when C is large enough, this is not needed, and the model can be
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simplified. With a number of simulations, it was found that the estimation accuracy
does not significantly change if:
• H ≥ 4 for C = 2;
• H ≥ 3 for C = {3, 4};
• H ≥ 2 for C = {5, 6, 7}.
Therefore, the TLTFT adaptively changes the number of harmonics included in the
model as a function of the observation interval length C used. Finally, as intro-
duced in the previous section, the Taylor’s series of the harmonics can be truncated
to order K = 0. Tracking harmonics over time is indeed unnecessary at the mo-
ment, as harmonic distortion is usually a steady-state contribution (as implicitly
supposed by the IEEE Standard as well). This choice further reduces the overall
computational burden of the algorithm.
In conclusion, the synchrophasor magnitude, phase, frequency and ROCOF at time
tr are given by [164]:
Xˆ(tr) =
√
Xˆ(1)
2
R0 + Xˆ
(1)2
I0
ϕˆ(tr) = atan
Xˆ(1)I0
Xˆ(1)R0
fˆ (tr) = f0(1+ δˆ) +
fs
2pi
Xˆ(1)R0 Xˆ
(1)
I1
−Xˆ(1)I0 Xˆ
(1)
R1
|Xˆ(tr)|2
̂ROCOF(tr) = f 2spi [ Xˆ(1)R0 Xˆ(1)I2 −Xˆ(1)I0 Xˆ(1)R2|Xˆ(tr)|2 −
(Xˆ(1)R0 Xˆ
(1)
R1
+Xˆ(1)I0 Xˆ
(1)
I1
)(Xˆ(1)R0 Xˆ
(1)
I1
−Xˆ(1)I0 Xˆ
(1)
R1
)
|Xˆ(tr)|4
]
.
(4.27)
4.4 Simulations and results
The TLTFT algorithm described so far was tested in a simulated environment (through
MATLAB) and using the physical testbed described in Chapter 3. In both cases, the
sampling frequency was set to 8 kHz. The results of the simulations are shown in
the following tables: Table 4.1 for the P class implementation and Table 4.2 for the
M class counterpart.
The very same testing conditions were replicated on the physical testbed and the
corresponding results are shown in Table 4.3 for P class and Table 4.4 for M class.
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In all cases, the MIR window was used in both algorithm stages, i.e. w(·) = v(·).
This choice is due to the fact that the MIR window provides a good trade-off be-
tween accuracy and responsiveness compared to other windows. The synthesized
signal was generated with a SNR = 80 dB. The initial phases of the fundamental
component and the various disturbances considered (i.e. harmonics, inter-harmonics,
modulating tones) were randomized over 200 independent records. The size of
these data vectors are different for P class and M class. In the first case, responsive-
ness is more important than accuracy. Therefore shorter intervals are considered
(C = {2, 3, 4}). For M class, the number of cycles considered is C = {5, 6, 7}, as
longer intervals provide better accuracy. Of course the results are slightly different
because, not only the observation interval length, but also the number of harmonics
included in the model changes.
Concerning the results in the tables, a couple of comments deserve attention.
The accuracy of the designed algorithm is satisfactory for both P class and M class.
However, in the latter case, full Standard compliance is assured only for C = 7.
The effect of harmonics is almost negligible in all cases. This is achieved in two
different ways: for C ≤ 4, an adequate number of harmonics are included in the
model, therefore their impact on fundamental phasor estimation is reduced as they
are correctly estimated. Conversely, for C ≥ 5 it is no longer needed to include
harmonics higher than the second in the model.
As C increases, the sensitivity to amplitude and phase modulation disturbances
grows. This is a customary effect for algorithms based on Taylor’s series approx-
imation, as the approximation errors increase with the distance from the central
reference time of the observation interval. Nevertheless, the IEEE Standard limits
are safely met.
The most critical results are obtained under the effect of out-of-band interferences,
particularly when they are close to the main tone, i.e. 25 and 75 Hz with a reporting
rate of 50 fps. Under this testing conditions, the TVE, FE and RFE values are below
the IEEE Standard limits only for C = 7.
It is interesting to note that, instead of using harmonics in the TFT model, one
can purposely choose to include interharmonics and then, estimating these com-
ponents, to reduce the influence on the main tone. However, this approach works
only if the interharmonic position is known, and despite the standard provides
some intervals, they are too wide with respect to the frequency resolution of the
TLTFT. In practice, placing some interharmonics frequencies in the model has not
a satisfactory effect on the overall estimation. In fact, the estimation accuracy gain
in presence of inter-harmonics is only minor. Moreover, including interharmonics
in the model may increase the sensitivity to harmonics far from the main tone.
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FIGURE 4.3: Experimental results (phase and frequency errors) us-
ing a chirp waveform between 45 and 55 Hz at different rates.
In the context of active distribution networks, dynamic disturbances are commonly
observed and the angle differences between voltage bus and current branch pha-
sors are expected to be extremely small. The small TVE values in steady-state con-
ditions already highlight the high performance of the TLTFT. To clarify the behav-
ior of the algorithm in dynamic conditions, in Figure 4.3 the experimental results
in terms of phase and frequency error are reported when the frequency changes
linearly from 45 Hz to 55 Hz at the rates of ±2 Hz/s, ±4 Hz/s and ±6 Hz/s. In this
case, the phase error is the most interesting parameter, as it ranges between 0.2 and
0.3 mrad, with minor fluctuations that are independent of the frequency ramp rate.
Note that this testing conditions are not present in the IEEE Standard.
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TABLE 4.1: Maximum TVE, FE and RFE values obtained in simula-
tion for some Class P tests reported in the IEEE Standards C37.118.1-
2011 and C37.118.1a-2014 when observation lengths of C = {2, 3, 4}
cycles are considered and fs = 8 kHz. The IEEE C37.118.1a-2014
limits when the reporting rate is 50 fps are shown as well.
Test type Conditions
TVE FE RFE
[%] [mHz] [Hz/s]
Freq. offset (±2 Hz) and
amplitude within [0.8, 1.2] p.u.
C37.118 limits 1 5 0.4
C = 2 0.00 0.3 0.10
C = 3 0.00 0.3 0.04
C = 4 0.00 0.2 0.02
Freq. ramp (±2 Hz) at 1 Hz/s
C37.118 limits 1 10 0.2
C = 2 0.00 0.4 0.11
C = 3 0.00 0.4 0.03
C = 4 0.00 0.3 0.02
Freq. offset (±2 Hz)
+ 1% 2nd harmonic
C37.118 limits 1 5 0.4
C = 2 0.00 0.9 0.18
C = 3 0.00 0.2 0.04
C = 4 0.00 0.1 0.02
Freq. offset (±2 Hz)
+ 1% 3rd harmonic
C37.118 limits 1 5 0.4
C = 2 0.00 0.6 0.19
C = 3 0.00 0.3 0.04
C = 4 0.00 0.1 0.02
Freq. offset (±2 Hz)
+ 1% 4th harmonic
C37.118 limits 1 5 0.4
C = 2 0.00 0.5 0.12
C = 3 0.00 0.3 0.04
C = 4 0.00 0.1 0.02
AM (10% at 2 Hz)
C37.118 limits 3 60 2.3
C = 2 0.00 0.3 0.15
C = 3 0.00 0.2 0.03
C = 4 0.00 0.2 0.01
PM (0.1 rad at 2 Hz)
C37.118 limits 3 60 2.3
C = 2 0.00 0.8 0.13
C = 3 0.00 1.3 0.04
C = 4 0.00 1.9 0.03
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TABLE 4.2: Maximum TVE, FE and RFE values obtained in sim-
ulation for some Class M tests reported in the IEEE Standards
C37.118.1-2011 and C37.118.1a-2014 when observation intervals of
C = {5, 6, 7} cycles are considered and fs = 8 kHz. The IEEE
C37.118.1a-2014 limits when the reporting rate is 50 fps are shown
as well.
Test type Conditions
TVE FE RFE
[%] [mHz] [Hz/s]
Freq. offset (±5 Hz) and
amplitude within [0.8, 1.2] p.u.
C37.118 limits 1 5 0.1
C = 5 0.00 0.1 0.01
C = 6 0.00 0.1 0.01
C = 7 0.00 0.1 0.01
Freq. ramp (±5 Hz) at 1 Hz/s
C37.118 limits 1 10 0.2
C = 5 0.00 0.3 0.02
C = 6 0.00 0.4 0.01
C = 7 0.00 0.3 0.01
Freq. offset (±5 Hz)
+ 10% 2nd harmonic
C37.118 limits 1 25 -
C = 5 0.00 0.1 0.01
C = 6 0.00 0.1 0.01
C = 7 0.00 0.1 0.00
Freq. offset (±5 Hz)
+ 10% 3rd harmonic
C37.118 limits 1 25 -
C = 5 0.00 0.1 0.01
C = 6 0.00 0.1 0.01
C = 7 0.00 0.1 0.01
Freq. offset (±5 Hz)
+ 10% 4th harmonic
C37.118 limits 1 25 -
C = 5 0.00 0.1 0.01
C = 6 0.00 0.1 0.01
C = 7 0.00 0.1 0.00
AM (10% at 5 Hz)
C37.118 limits 3 300 14
C = 5 0.04 3.1 0.04
C = 6 0.07 4.6 0.03
C = 7 0.13 7.4 0.06
PM (0.1 rad at 5 Hz)
C37.118 limits 3 300 14
C = 5 0.03 42 1.2
C = 6 0.07 62 1.6
C = 7 0.12 79 2.2
10% out-of-band interference
C37.118 limits 1.3 10 -
C = 5 3.2 196 44
C = 6 1.2 34 13
C = 7 0.19 6.1 1.2
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TABLE 4.3: Maximum TVE, FE and RFE values obtained on the
testbed for some Class P tests reported in the IEEE Standards
C37.118.1-2011 and C37.118.1a-2014 when observation lengths of
C = {2, 3, 4} cycles are considered and fs = 8 kHz. The IEEE
C37.118.1a-2014 limits when the reporting rate is 50 fps are shown
as well.
Test type Conditions
TVE FE RFE
[%] [mHz] [Hz/s]
Freq. offset (±2 Hz) and
amplitude within [0.8, 1.2] p.u.
C37.118 limits 1 5 0.4
C = 2 0.02 1.8 0.78
C = 3 0.02 0.7 0.13
C = 4 0.02 0.4 0.05
Freq. ramp (±2 Hz) at 1 Hz/s
C37.118 limits 1 10 0.2
C = 2 0.02 1.8 0.55
C = 3 0.02 0.6 0.14
C = 4 0.02 0.4 0.04
Freq. offset (±2 Hz)
+ 1% 2nd harmonic
C37.118 limits 1 5 0.4
C = 2 0.02 2.2 0.88
C = 3 0.02 0.6 0.15
C = 4 0.02 0.4 0.04
Freq. offset (±2 Hz)
+ 1% 3rd harmonic
C37.118 limits 1 5 0.4
C = 2 0.02 2.1 0.72
C = 3 0.02 0.6 0.16
C = 4 0.02 0.4 0.04
Freq. offset (±2 Hz)
+ 1% 4th harmonic
C37.118 limits 1 5 0.4
C = 2 0.02 1.8 0.68
C = 3 0.02 0.6 0.17
C = 4 0.01 0.5 0.05
AM (10% at 2 Hz)
C37.118 limits 3 60 2.3
C = 2 0.02 0.8 0.70
C = 3 0.02 0.6 0.16
C = 4 0.02 0.4 0.05
PM (0.1 rad at 2 Hz)
C37.118 limits 3 60 2.3
C = 2 0.02 1.9 0.20
C = 3 0.02 1.5 0.08
C = 4 0.02 2.0 0.06
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TABLE 4.4: Maximum TVE, FE and RFE values obtained on the
testbed for some Class M tests reported in the IEEE Standards
C37.118.1-2011 and C37.118.1a-2014 when observation intervals of
C = {5, 6, 7} cycles are considered and fs = 8 kHz. The IEEE
C37.118.1a-2014 limits when the reporting rate is 50 fps are shown
as well.
Test type Conditions
TVE FE RFE
[%] [mHz] [Hz/s]
Freq. offset (±5 Hz) and
amplitude within [0.8, 1.2] p.u.
C37.118 limits 1 5 0.1
C = 5 0.01 0.2 0.03
C = 6 0.01 0.2 0.02
C = 7 0.01 0.2 0.01
Freq. ramp (±5 Hz) at 1 Hz/s
C37.118 limits 1 10 0.2
C = 5 0.02 0.3 0.03
C = 6 0.02 0.2 0.02
C = 7 0.02 0.2 0.01
Freq. offset (±5 Hz)
+ 10% 2nd harmonic
C37.118 limits 1 25 -
C = 5 0.01 0.3 0.03
C = 6 0.01 0.2 0.02
C = 7 0.01 0.2 0.01
Freq. offset (±5 Hz)
+ 10% 3rd harmonic
C37.118 limits 1 25 -
C = 5 0.01 0.3 0.03
C = 6 0.01 0.2 0.02
C = 7 0.01 0.2 0.01
Freq. offset (±5 Hz)
+ 10% 4th harmonic
C37.118 limits 1 25 -
C = 5 0.01 0.3 0.03
C = 6 0.01 0.2 0.02
C = 7 0.01 0.2 0.01
AM (10% at 5 Hz)
C37.118 limits 3 300 14
C = 5 0.06 3.2 0.04
C = 6 0.09 4.9 0.05
C = 7 0.14 7.2 0.07
PM (0.1 rad at 5 Hz)
C37.118 limits 3 300 14
C = 5 0.03 40 1.2
C = 6 0.07 56 1.6
C = 7 0.12 75 2.2
10% out-of-band interference
C37.118 limits 1.3 10 -
C = 5 3.2 196 44
C = 6 1.2 33 13
C = 7 0.12 6.5 1.2
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CHAPTER 5
A low-cost embedded
PMU implementation
In this chapter, the implementation of the TLTFT on a simple and low cost embedded platform
is discussed. The most stringent problem is the real-time performance that a PMU has to
deliver. Time synchronization and clock syntonization are crucial issues, usually solved with
custom hardware solutions. On the contrary, in this case synchronization and syntonization
are provided by a standard, properly optimized servo clock, implemented via software, using
the resources available on the chosen embedded platform, i.e. a BeagleBone Black.
5.1 Introduction
As explained in the previous chapters, the implementation of a complete PMU is
rather complex. The estimation algorithm usually deserves a particular attention,
because of the high data rates that are required by the IEEE Standards. Even if
some commercial PMUs are available, several research-oriented prototypes have
been proposed as well. One of the most famous is the µPMU [165] which is an
accurate PMU developed by University of California Berkeley and based on a com-
mercial high-resolution power disturbance recorder produced by Power Standard
Lab (PSL)1. Its implementation details are not disclosed, while the deployment of
this instrument costs around $3500 per measurement point [91].
Many other research groups instead run PMU prototypes on FPGA platforms, mainly
to speed up the synchrophasor estimation. National Instruments is well known for
1https://www.powerstandards.com/product/micropmu
96 Chapter 5. A low-cost embedded PMU implementation
providing a complete PMU based on its CompactRIO development platform. This
is a resource-rich device, equipped with both an ARM processor and a Xilinx FPGA
featuring very high computational capabilities, high-end synchronization modules
and high-resolution ADCs. This platform is used by several groups [88], [166] and
National Instruments itself sells it as a solution for PMU implementation.
In [167] a PMU is implemented on a commercial board designed for high-end in-
dustrial IoT applications, namely the IoT Octopus from NovTech. This implemen-
tation takes advantage of the powerful Cyclone V FPGA SoC by Intel and a 24-bit
ADC running at 32 kHz. The cost of this solution is around 1000$, most of which
are due to the FPGA. The major drawback of using FPGAs, in fact, is their cost, be-
sides the fact that they are relatively hard to program. For these reasons, the actual
direction is to implement computationally efficient yet effective algorithms that can
run on simpler platforms as well [142], [163].
Single Board Computers (SBCs) are perfect candidates for this purpose. Their
growth in the last decade has been impressive and, starting from the Raspberry PI,
their cost has decreased, leading to a widespread use in many application fields. In
the scientific literature there are many examples of applications built on top of these
boards, also for power system applications. For instance, a frequency disturbance
recorder (FDR) can be implemented on a BeagleBone Black [168].
OpenPMU2 is an international project whose purpose is to build an open-source
PMU for power system analysis and research activities. The project started in 2009,
but different hardware resources were used for PMU implementation [169]. Cur-
rently OpenPMU relies on a BeagleBone Black as main acquisition and synchro-
nization platform. Some details of this implementation are described in [170]. Data
acquisition is performed through an AD7606 by Analog Devices, which is a 16-bit
simultaneous sampling ADC, with a rated SNR of 94.2 dB3. A GPS receiver pro-
vides the syntonized 12.8 kHz signal to discipline the ADC sampling frequency.
Finally, OpenPMU supports both the IEEE Standard C37.118.2 and IEC 61850-90-5
to transmit the synchrophasor measurements to a PDC.
In [171] a similar approach is presented, using a 12-bit commercial acquisition mod-
ule (namely a MCC USB 201) running at 12.5 kHz which is coupled with a Rasp-
berry PI (which runs the synchrophasor estimation algorithm) and a GPS receiver
for time synchronization. The prototype was called LOCO PMU (LOw-COst PMU)
and its total cost was reported to be around 250 euros. The prototype showed
valuable results, but the full IEEE Standard compliance is not reported [172]. Be-
sides that, this prototype was calibrated to produce accurate measurement when
2www.OpenPMU.org
3Datasheet at https://www.analog.com/en/products/ad7606.html
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TABLE 5.1: An hardware comparison of some recent PMU imple-
mentations.
Ref.
Processing
platform
ADC Sync.
Estimated
cost range
Year
[173] not reported
16bit @ 500kSps
[DT 9832]
GPS
[XL-750]
n.a. 2008
[174] [PXI 8106]
14bit @ 2.5MSps
[PXI-6133]
GPS
[PXI-6682]
10 k€ 2009
[175]
FPGA Stratix 2
[NIOS 2]
16bit @ 12.8kSps
[AD7656]
IEEE 1588
[DP83640]
n.a. 2013
[169] PC CPU
14bit @ 6.4kSps
[NI USB-6009]
GPS
[Garmin ]
1 k€ 2013
[176]
Intel Quad Core
[PXI-8110]
24bit @ 50kSps
[PXI-6281]
GPS
[PXI-6682]
>10 k€ 2013
[88]
FPGA Virtex 5
[cRIO]
24bit @ 50kSps GPS 10 k€ 2014
[177]
FPGA Artix 7
[cRIO]
16bit @ 50kSps
[NI-9215]
GPS
[NI-9467]
10 k€ 2015
[178]
FPGA
[cRIO]
16bit @ 50kSps
[NI-9215]
GPS
[NI-9467]
10 k€ 2016
[167]
FPGA Cyclone V
[IoT Octopus]
24bit @ 32kSps
[AD7770]
GPS
[Telit]
<1 k€ 2017
[171] Raspberry PI
12bit @ 10kSps
[MCC USB 201]
GPS
[MTK3339]
250 € 2017
[170] BeagleBone Black
16bit @ 12.8kSps
[AD7606]
GPS
[uBlox]
100 € 2017
coupled to a specific instrument transformer, highlighting the need to calibrate the
PMU along with the specific transducer adopted.
Many others PMU implementations can be found in the literature, although many
research activities are focused on PMU algorithms and its innovative applications
rather than its implementation. For this reason, it is hard to compare the character-
istics, the cost and the performances of the PMU used. Table 5.1 shows a compar-
ison between the hardware resources used for some recent PMU implementation
found in the literature.
The performances achieved with a different hardware are hardly comparable be-
cause of the often incomplete information that are reported by the authors. More-
over, despite included in the PMU setup, the development of a PMU usually does
not include the transducers, whose metrological features may also strongly af-
fect the overall measurement uncertainty [179]–[181]. Some standards (e.g. the
IEC 61869) specify the metrological characteristics of instrumentation transformers
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(ITs), dividing them into two different classes based on their accuracy and working
principles, namely the “conventional” ITs (which include voltage and current induc-
tive and capacitive transformers) and the “low power” ITs (e.g. Rogowski coils and
Hall-effect transducers). The standard specifies various accuracy classes, i.e. class
0.1, 0.2, 0.5 or 1 are the nominal values for current transformer (CT) and class 0.1,
0.2, 0.5, 1 and 3 are the respective voltage transformer (VT) classes. For instance,
a class 0.5 CT may introduce a nominal systematic deviation within ±0.5 % of the
rated value and a phase displacement of ±9 mrad. This kind of CTs is commonly
used in medium voltage grids, but in the case of synchrophasor measurement it
is not enough [182]. In fact, even if it was considered to be the only source of un-
certainty on the measurement chain, the resulting TVE can be higher than 1 % (by
summing the errors in amplitude and phase). Therefore, even if a PMU is compli-
ant to the IEEE Std. C37.118.1, the overall measurement uncertainty may exceed
the limits reported in it. Moreover, “no particular PMU-application standards have
been written to specify the performance of the instrument transformers that they are con-
nected to” [110]. Considering the many uncertainty contributions affecting the data
collected by a PMU (e.g. the instrumentation cable also play a role in a substation
deployment), it is clear that the choice of transducers may has an important impact
on the overall synchrophasor measurement uncertainty [110]. In the practice, com-
pensation routines are applied at runtime, which however require knowledge of
the metrological characteristics of the specific CTs or VTs adopted.
5.1.1 Synchrophasor on embedded platform
As previously introduced, many SBCs have recently gained great attention from
researcher, also boosted by the growing interest of the scientific community in de-
veloping IoT applications. Many SBCs are characterized by a limited cost and size,
good expansion capability and fairly high computational performance. One of the
last trends, partially boosted by the availability of such cheap and efficient SBCs, is
the so called edge computing, that is the decentralized processing of information,
that in this way remains at the edges of the network.
Besides the famous Raspberry Pi, some SBCs have been developed for industry
application, therefore including a large set of connectivity ports and industrial pro-
tocols, as well as enhanced digital signal processing capability.
The platform chosen for the TLTFT algorithm prototyping (discussed in Chapter 4)
is a BeagleBone Black4 (BBB), mainly because it is low-cost and it is specifically
4https://beagleboard.org/black
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FIGURE 5.1: Picture of a BeagleBone Black board.
designed to run real-time applications (as a PMU need). This embedded devel-
opment platform (Figure 5.1) features a Sitara AM3358 ARM Cortex-A8 processor
by Texas Instruments supported by 4 GB of eMMC memory and 512 MB of DDR3
SDRAM. The clock speed of the ARM core is 1 GHz. The board is fully open source,
so all the schematics and software are public and can be modified if necessary. The
operating system (OS) running on the board is a Linux distribution based on Kernel
3.8. However, it is easy to update the kernel to a newer version, with PREEMPT-RT
support as well. The BBB has plenty of peripherals and communication interfaces,
such as a USB port, a HDMI interface, a 10/100 Ethernet port and two 46-headers
for General Purpose Input/Output (GPIO) expansion. Moreover, it is easy to ex-
ploit the number of low-level peripherals of the AM3358, e.g. UART, SPI and I2C
ports, a 12-bit ADC and some timers. A detailed architecture of the AM3358 is
depicted in Figure 5.2.
The BBB is not the fastest board available in the market, because, for instance, a
Raspberry PI 3 is definitively faster with its 4-core 64-bit processor. The key advan-
tage of the BBB compared with other development boards is the presence of two
co-processors on board, specifically designed to run real-time and I/O tasks. These
co-processors, called Programmable Real-time Units (PRUs), run at 200 MHz, with
a reduced instruction set, but with a direct access to peripherals and I/O. Thanks
to its architecture, each PRU can deliver deterministic performance. In fact, it does
not support asynchronous interrupts and no operating system is running on the
PRU. Therefore the software overhead is minimal.
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FIGURE 5.2: AM3358 functional diagram.
From http://www.ti.com/product/AM3358
In order to communicate with the main ARM core, a shared 12 kB of RAM mem-
ory and dedicated interrupt lines between ARM and PRUs can be used. On the
other hand the computational capabilities of the PRU are limited: no floating point
units are present and the local memory is quite small and easy to fill when many
mathematical operations are required.
The flexibility of this board, along with the wide community using it, make it a
good candidate also for research purposes. This is confirmed by many contribu-
tions that can be found in the scientific literature, also dealing with PRU program-
ming [183].
5.2 Algorithm Implementation
The TLTFT algorithm described in the Chapter 4 has been designed and imple-
mented for the BeagleBone Black. Then, the same C/C++ code has been deployed
on the testbed described in the previous Chapter 3.
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The choice of C coding is driven by the improved efficiency level achievable. The
MATLAB code exporting tool is indeed not advisable in this case, as it produces
heavy and not optimized programs, whose processing time is not compatible with
the time constraints of a PMU implemented on a platform like the BBB. On the con-
trary, C coding gives to programmers the possibility to control the single processing
operation and to manage the memory at a low level.
The code of the algorithm is compiled using GCC v4.6.3 for the BBB and relies on
the Eigen library5 for optimized linear algebra. The BBB kernel was patched for
real-time operations. The compiler actually makes the difference as it has to par-
allelize all the mathematical operations in the Floating Point Unit (FPU). The BBB
processor in fact has an FPU with a Single-Instruction Multiple-Data (SIMD) hard-
ware accelerator that enables fast array processing, based on ARM NEON instruc-
tions. The use of the mentioned Eigen library is driven by its interesting features,
namely the vectorization support for the NEON accelerator and the use of the de
facto standard for low-level routines for linear algebra operations, i.e. the Basic Lin-
ear Algebra Subprograms6 (BLAS).
Almost all the data processing is implemented using single precision floating point
operations (i.e. using float variables), because the mentioned FPU has a 32-bit data
path. The impact of a double-precision implementation on the numerical precision
was assessed and found to bring only minor improvements. However, the pro-
cessing time of a single precision implementation is about 35 % shorter than in the
double precision case.
As explained in Section 4.3, an important advantage of the TLTFT algorithm is
the use of real-valued quantities. In fact, the TLTFT processing time is about 50 %
shorter than the complex-valued implementation described in [163] for the same
data record length N. The comparison is shown in Figure 5.3.
PMU Processing time
As a general rule, the time to process data and to return a single synchrophasor
measurement result should be smaller than 16 ms. This constraint comes from the
need of producing a mandatory reporting rate of 60 fps, as prescribed by the IEEE
standard C37.118.1-2011 [103] for 60 Hz systems. In this work, the limit of 20 ms is
considered, as in Europe the standard expects a maximum reporting rate of 50 fps
for a power system frequency of 50 Hz.
5http://eigen.tuxfamily.org/
6www.netlib.org/blas/
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FIGURE 5.3: Processing time comparison between the TLTFT and
the algorithm in [163] for different number of samples N and C = 7.
(from [184] with permissions)
The processing time depends mainly on a couple of parameters: the sampling fre-
quency and the number of nominal power line cycles C in each observation inter-
val. These parameters directly affect the size of the data record to be processed.
Of course, the longer the observation interval, the longer the PMU latency. As
explained in Section 2.5, P class PMUs are envisioned for high responsiveness ap-
plications, thus it is fair to expect a small number of observed cycles C for this
instrument class. In this respect, setting C = 2 is a sensible choice. For a M class in-
struments, instead, C can easily be higher than 6, because the estimation accuracy
of the algorithms usually grow with the number of power line cycles observed.
Concerning the PMU sample rate, it affects the processing time in the same way:
by increasing the sampling frequency, both the amount of data and the time to pro-
cess it grows, but the overall estimation accuracy improves as well.
In general, a trade-off between accuracy, observation interval length and sampling
frequency needs to be achieved to ensure real-time operation with the platform
adopted.
In this respect, the TLTFT algorithm running on the BBB meets the wanted time
constraints. Indeed, the processing time of the TLTFT is generally under the limit
of 20 ms, as depicted in Figure 5.4. The processing time was measured with low-
level timers on the BBB for different sampling frequencies ranging from 2 kHz to
12 kHz. The maximum processing time was computed over 100 iterations of the
5.2. Algorithm Implementation 103
2 3 4 5 6 7 8 9 10 11 12
Sampling Fequency [kHz]
0
5
10
15
20
25
30
M
ax
 P
ro
ce
ss
in
g 
Ti
m
e 
[m
s]
C=2
C=3
C=4
C=5
C=6
C=7
FIGURE 5.4: Maximum processing time of TLTFT algorithm on the
BeagleBone Black. The curves are made changing the sampling fre-
quency and observation interval length C
algorithm. In general, processing times are quite deterministic, exhibiting only mi-
nor fluctuations. Moreover, they tend to grow linearly with the sampling frequency
(i.e. with the data record size N). This is consistent with the order of complexity of
both the IpDFT and TFT stages of the TLTFT.
From Figure 5.4 it is possible to observe an apparently weird behavior in the cases
of C = 4 and C = 5. The two lines are very close, even if the observation interval
length and the related data record size are different. This is caused by the different
number of harmonics included in the model, i.e. H = 3 and H = 2 for C = 4 and
C = 5, respectively. As a result, the size of the matrix to be inverted in (4.26) is dif-
ferent and the smaller number of operations needed for C = 5 compensates for the
larger amount of data to be processed. A similar situation, yet less evident, occurs
when C = 2 and C = 3. The dashed horizontal lines of Figure 5.4 represent the
time limits ensuring real-time reporting rates at 50 fps and 60 fps, respectively.
Observe that with a sampling frequency of fs = 8 kHz a reporting rate of 50 fps
can be safely achieved even with C = 7. To assure a reporting rate of 60 fps over 7
cycles, the sampling frequency should be slightly reduced.
Concerning the choice of sampling frequency and number of cycles C, another con-
sideration can be done, with respect to the input wideband noise.
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Effective ADC resolution settings
Taking care of the type of instrument (P or M class), another trade-off between ac-
curacy, observation interval length and sampling frequency needs to be achieved.
From a PMU design perspective, the impact of wideband noise could be consider-
able especially on ROCOF estimation. According to [185], in order to reduce the
ROCOF estimation uncertainty below reasonable levels, the following condition
should be met:
SNR ≥ 10 log10
(
β2
RFE
fs
2 f0 · Γ
C5
)
dB (5.1)
where
• fs, f0 and C are the sampling frequency, the nominal power line frequency
and the number of cycles in the observation interval, as previously defined;
• βRFE is an algorithm-specific coefficient (approximately equal to 9 in the case
considered) expressing the ratio between the 99.7th percentile of the ROCOF
estimation error and the lowest possible root mean square (RMS) estimation
error [185].
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FIGURE 5.5: Maximum SNR values for which the RFE is smaller
than 1/2 of the stricter limits of the standard τRFE as function of the
sampling frequency, for different observation interval lengths C.
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• Γ = 90 f
4
0
pi2
F2
τ2
RFE
is a constant coefficient depending on
1. The most stringent RFE limits τRFE reported in the IEEE Standards (i.e.
τRFE =0.4 Hz/s and τRFE = 0.1 Hz/s for class P and class M, respectively);
2. An arbitrary factor (e.g. F = 2) which assures that the maximum noise-
related uncertainty is F times smaller than such limits.
In Figure 5.5, the lowest SNR values enabling an RFE below τRFE for both M class
and P class are depicted. The use of the RFE limits (instead of the FE or TVE) is
driven by the fact that ROCOF estimation is most sensitive to noise. Therefore the
resulting SNR limit is the most stringent one.
For instance, from (5.1) and using the previous considerations on processing time
for fs = 8 kHz, it is possible to estimate the maximum SNR affecting the input data
with respect to the class and the number of cycles C. Figure 5.6 shows both the
computational burden and the theoretical maximum SNR to meet the IEEE Stan-
dard requirements. These charts can be useful because from the knowledge of the
input SNR it is possible to choose the sampling frequency or, on the contrary, it
is possible to design a proper analog front-end for the PMU for a given sampling
frequency.
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FIGURE 5.6: Example design of possible trade-offs between max-
imum processing (from Fig. 5.4) time and maximum SNR (from
equation (5.1)). The arrows refer to the resulting SNR levels for a
given sampling frequency of 8 kHz.
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5.3 PMU Synchronization
Usually the sampling clock of a PMU is disciplined by a reference clock, through
a synchronization technique that can be implemented in different ways. The local
clock can be synchronized to the Universal Time Coordinated (UTC) with a direct
GPS connection, or can take advantage of a clock distribution technology as IRIG-B
or IEEE 1588. The operation of aligning a clock frequency to another reference fre-
quency is commonly referred as syntonization (i.e. clock rate adjustment), while two
clocks are synchronized if “they have the same epoch and their measurements of the time of
a single event at an arbitrary time differ by no more than [a specified] uncertainty” [125].
Servo clocks (SCs) are feedback control systems tracking an input time reference.
They can be realized in different ways. The basic scheme is based on a propor-
tional integral (PI) controller fed with the time error, that in turn controls the actual
local clock, thus correcting its offset. Several implementations of servo clocks are
reported in the literature [186]. The most common examples of SCs are those devel-
oped for Ordinary and Boundary Clocks compliant with IEEE 1588 Standard [187],
[188]. Other examples are used for distributed measurements over EtherCAT [189].
As far as power systems applications are concerned, IEEE 1588 is gaining more and
more attention, due to its ability to synchronize the equipment usually deployed in
a substation, including PMUs, usually within ±1 µs. The recent introduction of the
power profile of the IEEE 1588 by means of the IEEE Standard C37.238-2017 [127]
confirms this trend. However, in both documents, no indication on SC design is
provided.
The implementation of SC described in the following is specifically tailored for a
possible PMU implementation on a low-cost embedded platform, such as the BBB,
within the OpenPMU project mentioned in Section 5.1.
In particular, the synchronization of the OpenPMU is provided by an external GPS
receiver. To discipline the sampling clock of the ADC, either a dedicated PLL in
hardware (namely the AD9548) or a software PLL are used. The first is a commer-
cially available IC by Analog Devices specifically designed for network synchro-
nization and clocking applications [190], while the latter is a custom software PLL,
tracking the input PPS signal, and implemented on a PRU of the BeagleBone Black.
In the OpenPMU, in fact, the two PRUs control the acquisition and synchronization
functions, respectively. A schematic of this implementation is shown in Figure 5.7.
The servo clock discussed in the next pages is conceived to be compatible with
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Fig. 3. Architecture of the GPS-disciplined ADC.
Fig. 4. GPS-disciplined signal sampling.
The general concept is to use the 1-pulse-per-second (1PPS)
time signal from the GPS receiver to discipline a sampling
clock which causes the ADC to acquire waveform sample data
at the correct instant in time. Fig. 4 illustrates the sampling of a
sinusoidal signal to a sampling clock disciplined to 1PPS. That
is, the 1PPS provides the phase reference for the PLL which is
producing the sampling clock. Due to the universal availability
of the GPS 1PPS time signal, the exact same sampling time
instants can be guaranteed at different geographical locations.
The accuracy of the sampling time will be limited by the
intrinsic accuracy of GPS, the quality of the receiver and the
quality of the PLL. A sampling rate of 12.8 kHz is used for
50-Hz systems, yielding nominally 256 samples per cycle at
50 Hz. On a 60-Hz system, 15.36-kHz clock would be used.
The challenge is how to ensure that sample data is trans-
ferred to the higher level operating system with the time
at which the data was acquired intact. This is achieved
using shared memory, as described in the following section.
The ADC communicates by either a serial or parallel
interface (SPI). For speed, the parallel byte interface on the
ADC is used in preference to the serial interface. This transfers
8 b at once, thus reads a 16-b sample in two CPU cycles.
The sampling clock is generated by a PLL. The authors have
provisioned the DAQ unit with two PLL options. One of these
is a commercial IC, which shall be called the “external PLL,”
the other is a software PLL programmed on the BeagleBone
Black. The user may select which PLL is in use from the
operating system. The performance of both PLLs is evaluated
later in this paper.
The GPS module provides timestamps for the sampling.
A host program running on ARM Linux manages and gathers
all the data and information, then packages the measured
sample data along with the time at which it was taken to a
phase estimation algorithm on another CPU via Ethernet.
A. BeagleBone Black
The DAQ unit is constructed around the “BeagleBone
Black.” This is a low cost development board featuring the
AM3358 ARM Cortex-A8 processor from Texas Instruments,
clocked at 1 GHz. It can run a variety of operating systems,
including Android, Debian, Ubuntu, and other Linux variants,
affording the benefits of a high level operating system with
low level access to input–output registers for connectivity to
external components.
The particular advantage of the BeagleBone Black for this
application is the existence of two “programmable real-time
units” (PRUs). The PRUs are two separate reduced instruction
set computing CPUs on the same silicon die as the main
ARM CPU, with separate data and instruction memories while
sharing the same data bus. The PRUs are clocked at 200 MHz
and have access to pins, events and hardware resources on
the system-on-chip, so they can be tasked with hard real-time
functions. That is to say, they can be given a function to do that
operates independently of the operating system on the main
CPU, thus the typical causes of delays that would interfere
with a real-time process are eliminated, while data can be
shared based on the same memory map between ARM Linux
and PRUs.
The functional diagram of the BeagleBone Black in this
application is illustrated in Fig. 5, where PRU1 is configured
to read the ADC data in real time, and PRU0 is programmed
to generate a software-based sampling clock, which will be
detailed in the PLL section. The host program in ARM Linux
has access to the PRU data via the internal shared memory
bus, which will allow the ADC data to be read asynchronously
whilst preserving accurate timing data.
Each PRU has its dedicated data and code RAM with a size
of 8 kB. A shared data RAM of 12 kB can also be utilized. For
a sampling rate of 12.8 kHz, 16-b data width, eight channels,
the memory needed for a sampling period of 10 ms would be
12.8 k × 2 × 8 × 0.01 = 2.048 kB.
Thus a queue with a maximum size 5 × 10 ms periods can
be used to buffer the shared data between ARM Linux host
program and PRU code. That is, up to 50 ms of acquired
waveform data can be buffered before the host program must
retrieve it. In practice, the buffer will not be allowed to reach
this size as it is read nominally every 10 ms.
FIGURE 5.7: Architecture of the Acquisition and synchronization
blocks as implemented in the OpenPMU project.
(from [170] with permissions)
OpenPMU, providing a disciplined sampling frequency and synchronization so-
lution to timestamp measurement results, improving the previous per mance,
with no additional costs. In fact, no hardware PLL or synchronization circuit are
needed, provided that the PRU timer can be initialized with UTC time (e.g. using
PTP protocol).
The proposed SC has been designed to (i) minimize the synchronization uncer-
tainty due to the rather poor quality of the local crystal oscillator (XO) on board of
the BBB and (ii) to generate a stable sampling signal for digitizing the input wave-
forms.
5.3.1 Requirements
In the context of PMUs, time synchronization is needed to refer phasor, frequency
and ROCOF measur ments to a given r ference tim . M reover, as explained in
Chapter 2, the sampling rate needs to be stable and preferably syntonized t an
integer multiple of the nominal power line frequency. At last, sometimes there is
the need to compute the phasor t different positions of the same observation in-
terval. The IEEE Standard C37.118.1 (in its first revision) reports that “A ph se error
of 0.57 degrees (0.01 radian) will by itself cause 1% Total Vector Error (TVE) [. . . ] This
corresponds to a time error of ±26 µs for a 60 Hz system and ±31 µs for a 50 Hz sys-
tem. [. . . ] A time source that reliably provides time, frequency, and frequency stability at
least 10 times better than these values corresponding to 1% TVE is highly recommended.”.
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However, this was an underestimated boundary and, in the practice, the problem is
more complex. For instance, it is possible to quickly estimate the maximum phase
errors that result from the FE and RFE limits of the standard. Using the maximum
values of such limits, combined with the maximum time misalignments [139], it
follows that the maximum phase error (for P class) can be 8 mrad in steady-state
testing conditions and up to 62 mrad for dynamic testing conditions, while for M
class PMUs the limits are less strict [87]. It is widely accepted that the maximum
error on time source of a PMU should be ±1 µs. However, for future active dis-
tribution grids this limit should be lower, i.e. hundreds of ns [98], [191]. In fact,
active distribution systems are very different from transmission ones (where PMUs
were originally conceived to work on) and require more accurate measurements,
because of the shorter distances and smaller power flows involved. For instance,
differences of less than 1 mrad can be important for short lines. Distribution grid
operators could be interested in phase angle differences tpically two orders of mag-
nitude lower than those across transmission systems [91]. For example, the nominal
phase measurement resolution of the µPMU in [165] is ±0.01°, where a 0.01° phase
shift at 60 Hz corresponds to 0.46 µs.
5.3.2 Servo clock
The proposed Servo Clock (SC) has been implemented using a PRU of the Beagle-
Bone Black board.
A classic SC can be modeled as a second-order discrete-time linear system. A PI
controller acts directly on the time difference between the reference time and the
local time, which in turn is used to adjust the local clock. The basic block diagram
of the discrete-time model of a SC is depicted in Figure 5.8, where, tm represents
the absolute time reference (in IEEE 1588 this value is issued by a master clock)
while tc is the local clock time. A SC can actually be discretized in different ways,
as explained, for instance, in [188], [193].
- PI controller 𝑍−1+
FIGURE 5.8: Model of the classic Servo Clock.
(from [192] with permissions)
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In the z-domain, the servo clock basically consists of two blocks, i.e. the clock itself,
represented as an accumulator, i.e.
C(z) =
1
z− 1 (5.2)
and the PI controller, that, using a classic backward Euler integration, has the fol-
lowing transfer function:
P(z) = KP + KI · zz− 1 (5.3)
where KP and KI are the proportional and integral gains of the PI controller. There-
fore, the closed-loop transfer function is:
H(z) =
P(z)C(z)
1+ P(z)C(z)
=
(z− 1)KP + zKI
(z− 1)2 + (z− 1)KP + zKI . (5.4)
Of course, the stability of the system is ensured if all the poles of H(z) lie within
the unit circle. In particular, the roots of the denominator of (5.4) have a magnitude
smaller than 1 if and only if:
0 < KP < 2 (5.5)
0 < KI < 4− 2KP (5.6)
The corresponding stability region is plotted in Figure 5.9.
Besides ensuring stability, it is possible to tune the parameters KI and KP to meet
wanted performance (e.g. convergence time or steady-state uncertainty), as ex-
plained in the following.
Implementation
Exploiting the peripherals of the BBB, and in particular using the PRU subsystem,
it is possible to build a SC structurally different, but fundamentally equivalent to
the one shown in Figure 5.8.
The structure of the servo clock actually implemented is depicted in Fig. 5.10. A
purely software indirect frequency synthesizer is implemented to generate the 8 kHz
signal clocking the Analog-to-Digital Converter (ADC) of the acquisition stage.
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FIGURE 5.9: Stability region of the servo clock as a function of the
PI coefficients.
Since a Voltage-Controlled Oscillator (VCO) is not available on the BBB, this is emu-
lated by means of one of the timers of the PRU, clocked at 200 MHz and configured
to be reloaded automatically. While the nominal timeout value to be loaded into
the timer is 25000 ticks, its actual value is adjusted by the controller. The 8 kHz sig-
nal is used to increment both the system clock (which is implemented as a software
counter properly initialized with a UTC timestamp as soon as it is available) and
a second counter (labeled as PPS generator in Fig. 5.10) that generates a PPS signal.
The difference in time (measured with a resolution of 5 ns) between the external
(i.e. reference) PPS signal and the local one is integrated by a digital accumulator
in order to compute the time error, which finally drives a PI controller adjusting
the clock rate. Fig. 5.10 also highlights that the timer is driven by the main XO of
the BBB. The main source of uncertainties are (i) the XO limited stability over time,
and (ii) the jitter affecting the input PPS signal. In the following, these random
processes are modeled with variables η and ν, respectively.
The block diagram of the equivalent discrete-time model (discretized at 1 Hz) is
depicted in Figure 5.11. Even if the loop structure looks different from the one
shown in Figure 5.8, the control loop acts in the very same way. The equivalence
between the system considered and a classic SC is demonstrated in the following.
Let τm(k) and τc(k) be the periods of PPS signals at the input (i.e. the reference) and
at the output of the SC, respectively, at the k-th second. The synchronization error
e(k), can be obtained by accumulating the difference between periods τm(k) and
τc(k).
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FIGURE 5.10: Architecture of the SC implemented on the PRU of the
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FIGURE 5.11: Model of the servo clock as implemented on the BBB.
(from [192] with permissions)
In fact, since
τm(k) = tm(k)− tm(k− 1) + ν(k) (5.7)
τc(k) = tc(k)− tc(k− 1) (5.8)
the error can be expressed equivalently as:
e(k) = tm(k)− tc(k) +
k
∑
i=0
ν(i). (5.9)
This expression can be rearranged recursively as:
e(k) = e(k− 1) + τm(k)− τc(k). (5.10)
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To correctly take care of the jitter η, the analysis is performed using the resolution of
the servo clock as 1/ fXO with fXO = 200 MHz (which is the clock frequency of the
PRU where the SC is implemented). For this analysis, the sampling frequency of the
ADC is set to fOUT = 8 kHz. This choice results from the previous considerations
on the processing capability of the BBB.
Actually, this may change for the PMU working on 60 Hz power systems, while, for
instance, in the OpenPMU the sampling rates were set to 12.8 kHz and 15.36 kHz
due to the need of collecting 256 sample per nominal power line cycle in 50 Hz and
60 Hz, respectively.
PI controller design
The number of ticks for each period of the sampling signal is nt = fXO/ fOUT =
25000 ticks. In practice, the actual number of ticks is different because fXO is af-
fected by offset and frequency fluctuations (as customary for quartz oscillators).
The dynamic of the output frequency fc of the SC is:
fc(k + 1) = fOUT(1+ α) + bη(k) + bu(k) (5.11)
where b = 1/nt, α is the relative frequency offset of the XO, η(k) is the jitter fo the
SC accumulated in 1 s and u(k) is the controller output, as shown in Figure 5.11.
It is clear that fc is derived from the control action, dividing it by the number of
ticks nt, and it is affected by both η and ν (actually included in the term u(k)). The
control is realized as:
u(k + 1) = u(k) + KP(e(k + 1)− e(k)) + KIe(k + 1). (5.12)
Of course, e(·) depends on τm and τc, because:
τm(k) = nt fOUT + ν(k)
τc(k) = nt fc(k)
where, like before, jitter ν(k) is accumulated over 1 s.
It is now possible to define a state space realization of the system, introducing the
vector q(k) = [e(k), fc(k), u(k)] of the state variables of the closed-loop system. In
this way it is possible to write:
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q(k + 1) = Aq(k) + Gτmq(k) + Cη(k) + F f0, (5.13)
where
A =
 1 −nt 0bKI −(KP + KI) b
KI −nt(KP + KI) 1
 , G =
 1b(KP + KI)
KP + KI
 ,
C =
0b
0
 and F =
 0(1+ α)
0
 .
Then, assuming that ν(k) ∼ N (0, σ2ν ) and η(k) ∼ N (0, σ2η), the covariance matrix
of q(k + 1) is:
Q(k + 1) = AQ(k)AT + GGTσ2ν + CC
Tσ2η . (5.14)
Note that this equation holds only if processes ν(k) and η(k) are white. This as-
sumption is actually strong for the case analyzed, as the phase and frequency noises
affecting clocks usually are not only white (further details are reported, for refer-
ence, in the Appendix C). However, to a first approximation, over short periods,
jitter affecting digital clock signals is mainly determined by white noise [194].
If the values of the PI parameters make the system stable (equation (5.5) and (5.6)),
the covariance matrix (5.14) reaches a steady-state equilibrium. This means that
after a sufficiently large number of iterations k¯, Q(k + 1) = Q(k), ∀k > k¯. Noting
that the variance of the time synchronization fluctuations is the element (1,1) of
Q(k), it follows from (5.14) that when the steady state is reached:
σ2e = E{(e(k)−E{e(k)})2} =
2(σ2ν + σ2η)
KP(4− KI − 2KP) . (5.15)
Similarly, the variance of the clock rate fluctuations in steady-state conditions is:
σ2fc = b
2σ
2
η(2KI + 4KP) + σ2ν (2KI + 2K2P + KIKP)
KP(4− KI − 2KP) (5.16)
The three-dimensional plots of (5.15) and (5.16) as a function of KP and KI are de-
picted in Figures 5.12-(a) and 5.12-(b), respectively . It is clear that to minimize the
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FIGURE 5.12: Surface plot of the variances given by equations (5.15)
on the left, and (5.16) on the right, as function of the parameters KP
and KI .
time synchronization uncertainties, the optimal values are KP = 1 and KI as small
as possible, yet greater than zero due to the stability constraint of equations (5.6).
On the other hand, to minimize the syntonization uncertainty, KP should be smaller
than 1. However, the requirement of minimizing syntonization uncertainty is less
urgent because the main purpose of the SC is indeed time synchronization. It worth
emphasizing that the trends of the surface plots are independent of the variances
of ν and η.
5.3.3 Experimental results
To check the consistency between the SC model and the actual BBB implementation
and to assess the performance of the latter, some laboratory tests have been per-
formed. All the tests rely on a Meinberg M600-PTP master clock as reference. The
rated performance of the master clock, equipped with the internal standard qual-
ity Oven Controlled Crystal Oscillator (OCXO), are reported also in Table 5.2 [195].
Using the specified phase noise it was estimated that the standard deviation of the
period of the PPS signal used as reference is about 30 ns. However, this is about one
order of magnitude smaller over short intervals (up to few hours), as the effect of
the white phase noise is the most significant contribution. This is an important as-
sumption, as the optimization previously made relies on a model with white noise
only. The PPS period offset between the input reference and the SC signal were
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measured through a digital storage oscilloscope (DSO) Agilent DSO7032A disci-
plined by the Master clock.
In free running conditions (i.e. open-loop) the average frequency offset of the PPS
signal generated by the SC is about −82 ppm with respect to the master clock ref-
erence. The standard deviation of the period fluctuations in open-loop conditions
ranges from 25 ns over 2-hour observation interval, till about 120 ns over two days.
This big difference further highlights how the low-frequency power-law noise con-
tributions (Flicker PM, White FM, Flicker FM and random walk) tend to prevail
over the white phase noise in the long term.
TABLE 5.2: Performance of the Meinberg M600 equipped with stan-
dard quality OCXO [195].
Short term stability
(τ=1 sec)
5× 10−12
accuracy of PPS < ± 50 ns
phase noise
1 Hz < −85 dBc/Hz
10 Hz < −115 dBc/Hz
100 Hz < −130 dBc/Hz
1 kHz < −140 dBc/Hz
accuracy GPS-sync
1 day average
± 1× 10−12
SC model validation
The validity of the theoretical analysis, which led to equations (5.15) and (5.16),
was confirmed by several experimental results. In particular, the values of σe in
steady-state conditions were experimentally estimated on the BBB SC implemen-
tation using some pairs of KP and KI values within the stability region of the SC.
Running the SC for 1-hour interval, after the transient expires, the jitter of the SC
with respect to the reference was measured. The standard deviations values of such
time fluctuations (corresponding to some slices of the surfaces of Figure 5.12(a) for
KI = {0.05, 0.1, 0.5, 1} and for KP ranging from 0.1 and 1.6) are shown in fig-
ure 5.13.
The experimental curves are generally consistent with the theoretical results and
clearly confirm the position of the minimum of σe when KP = 1 and KI = ε > 0.
However, for KI < 0.05 the jitter reduction becomes negligible. Actually this effect
is not imputable to hardware limits, as also in simulation the jitter obtained with
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FIGURE 5.13: Experimental values of standard deviation of the syn-
chronization errors for different values of the controller parameters
KP and KI .
KP = 1 and KI < 0.1 seems to converge to σe ≈ 20 ns. However, choosing values
of KI excessively small is not advisable because of the higher convergence times of
the controller, resulting in a longer transient, if some anomalous events occur.
SC performances
After validating the correct behavior of the controller design criteria, some exper-
iments on the implementation were performed to assess the stability of the servo
clock.
The long term stability of the SC is determined using the Allan deviation (actually
the square root of (C.5)) of the generated PPS signal over about two days, with
no dead-time between measurements. The experiment was repeated for different
values of KP and KI . The controllers chosen to perform this analysis are:
1. A dead-beat controller (i.e. KP = KI = 1) that is chosen for its fast response,
albeit the jitter reduction with this controller is not the best;
2. A proportional-only controller with unit gain (i.e. KP = 1 and KI = 0);
3. Finally, a quasi-optimal controller with KP = 1 and KI = 0.05 for the reasons
explained above.
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FIGURE 5.14: Allan deviation plots obtained from the PPS signals
for different control laws as in the legend. For comparison, also the
Allan deviation of the free-running clock is shown.
The resulting Allan deviation curves are shown in Figure 5.14. For reference, also
the Allan deviation curve in free running conditions is shown.
The open-loop short-term Allan deviation of the SC (i.e. over 1 s) is approximately
3.4× 10−9 and then degrades over longer periods, as customary for low-quality os-
cillators. Of course, with a control loop, the drift due to the frequency offset is com-
pensated and reduced to less than 0.1 ppm. However, a slightly worse open-loop
short-term stability is visible, in particular for the dead-beat controller, which is the
controller with the fastest transient response. The purely proportional controller,
on the other hand, performs slightly worse at the right side of the plot, probably
because of the reduced filtering effect with respect to the other controllers. The
controller with KP = 1 and KI = 0.05 exhibits a good trade-off between long-term
stability and short-term noise reduction.
Finally, Figure 5.15 shows the histograms of the PPS period fluctuations for all of
the three controllers considered. The jitter measured in the case of dead-beat con-
troller is almost double of the jitter of the PI with KP = 1 and KI = 0.05. In the
case of the unity-gain controller instead, such a difference, although present, is not
clearly visible in the short term, in accordance with the results of Figure 5.14.
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FIGURE 5.15: Histograms of the PPS period fluctuations generated
by the SC, using different controllers, i.e. in (a) the the dead-beat, in
(b) the quasi-optimal controller with KP = 1 and KI = 0.05 and in (c)
the unity-gain controller. All the plot are normalized on the percent
probability.
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CHAPTER 6
Conclusion
The work presented in this dissertation is focused on the implementation of an
affordable Phasor Measurement Unit prototype to enable an extensive PMU de-
ployment in distribution systems. The need for this instrument is driven by the
requirements of Active Distribution Networks (ADNs), enabling a smarter integra-
tion of distributed energy resources in a smart grid. In this respect, many problems
related to data management and communication in the smart grid can be partially
tackled taking advantage of the Internet of Things (IoT) paradigm.
The first chapter, is an overview of some achievements in IoT implemented de-
vices, including some state-of-the-art solutions for reducing power consumptions
of networked embedded systems. Among these, the wake-up radio technology is
discussed and presented by means of a couple of design examples, including an ap-
plication for improving efficiency of power line communication modems for smart
street lighting.
Then, approaching the main topic of PMU implementation, some different aspects
concerning the main implementation issues have been analyzed.
First, a testbed conceived to evaluate and compare the algorithms estimation un-
certainties is presented. The components of this testbed have been characterized in
order to measure the RMS value of the overall noise floor affecting synchrophasor,
frequency, and ROCOF estimation. To this purpose, a suitable noise propagation
model has been validated.
The methodology presented is general, and it can be applied even if different hard-
ware is used. In fact, the components that affect PMU measurement uncertainties
are always (i) voltage transducers, (ii) data acquisition module, and (iii) synchro-
nization module.
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Multiple experiments and simulations show that by using broadband transducer
introducing low nonlinear distortion, the mismatch between simulation and mea-
surement results in different testing conditions is very small on average, i.e. 0.012 %
for TVE, 0.6 mHz for FE and 0.07 Hz/s for RFE, respectively. Such results confirm
the validity of the proposed model. However, the comparison between measure-
ment and simulation-based results in ideal (i.e. noiseless) conditions suggests that
the accuracy limits of the whole testbed for synchrophasor, frequency, and ROCOF
measurements are roughly twice as large, i.e. TVE≈ 0.02 %, FE≈ 1.5 mHz and RFE
≈ 0.2 Hz/s.
This work also highlights the major difficulties in producing a PMU with high per-
formance, able to meet the accuracy requirements of an ADN. Since ADNs gener-
ally demand a high number of measurement points, reducing the cost of measure-
ment devices is essential for ADN evolution. To this aim, a low-cost embedded
platform was chosen to build a PMU. The synchrophasor estimation algorithm is
obviously the most computationally intensive task for a PMU, which, in addition,
has to deliver data in real-time at 50 to 60 fps. The platform chosen for prototyping
is a Beaglebone Black (BBB), which has been also adopted in the OpenPMU project
as well. This SBC, in fact, it is cheap and well suits the needs to acquire and process
data in real-time. In fact, the problem of the limited computational capability of
its processor is addressed with the development of a tailored lightweight estima-
tion algorithm. The proposed algorithm results from the tailored combination and
optimization of two state-of-the-art algorithms, i.e. an IpDFT along with a prelimi-
nary bandpass filter and a real-valued TFT. The IpDFT is used only to estimate the
fundamental static off-nominal frequency deviation, which in turn is used to tune
the coefficients of the TFT matrix. The TFT stage, which instead uses unfiltered
data, is implemented using a flexible number of harmonic terms which decrease
with the observation interval length. The algorithm, implemented on the Beagle-
bone Black board, is able to return estimates at reporting rates compliant with the
mandatory requirements of the IEEE Standard C37.118.1-2011 when the sampling
frequency is 8 kHz. The experimental data obtained using the PMU testbed de-
scribed in Chapter 3 show good compliance with most of the P class and M class
requirements specified in the IEEE Standard C37.118.1-2011 and the Amendment
C37.118.1a-2014, although different transducers can unpredictably affect measure-
ment results. Phase estimation accuracy is smaller than 1 mrad in most testing
conditions, which is very important for ADN monitoring.
One of the key advantages of the BBB is the presence of two coprocessors called
Programmable Real-time Units (PRUs) which transfer data from the ADC to the
processing buffer in real-time. To this aim, a Servo Clock (SC) was implemented
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using one PRU of the BBB with the purpose of disciplining the data acquisition
stage of the PMU and to timestamp measurement results, once the PRU timer is
properly initialized to the UTC and driven by an input reference pulse-per-second
(PPS) signal. This PPS signal could be provided by a common master clock shared
among multiple PMUs within the same substation. Various experimental results
shown consistency with the theoretical model of the SC and highlight its correct
operations. The SC is based on a PI controller optimized in order to minimize
the standard deviation of the short-term time synchronization error in steady-state
conditions. The SC has been developed in the context of the OpenPMU project, as
it was used to generate the sampling signal of the ADC for PMU data acquisition
and communication.
The resulting instrument is then a good candidate for implementing a PMU for
monitoring the future distribution grid, enabling a smarter integration of distributed
energy resources in a smart grid.
In this respect, the IoT paradigm helps to tackle some problems of the future grid.
For instance, future IoT devices are expected to integrate machine learning algo-
rithms, for more sophisticated diagnostic operations. Where before there was only
a sensing device, nowadays there is the possibility to perform a preprocessing step
and many operations, demanding to the cloud only to store data and to further
perform analysis on the resulting “big data”.
This approach will be successfully embraced in Industrial IoT applications as well,
that will become smarter, thanks to the access to high performance and distributed
processing platforms. In the smart grid domain, this revolution can be declined
in different ways. Smarter energy meters (which are already widely deployed) are
other well-known examples. Thanks to cheaper and high-performance platforms,
a low-cost embedded PMU implementation meeting distribution systems require-
ments is possible as well.
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APPENDIX A
Sine fit algorithm
With the aim of testing the performance of digitizers and signal generators, some
parameters are usually calculated, most commonly:
1. NAD, noise and distortion
2. SINAD, signal to noise and distortion ratio
3. THD, total harmonic distortion
4. ENOB, effective number of bits
5. DC offset
6. SNR, signal to noise ratio.
The sine fit (SF) method can be used to calculate many of these parameters, ana-
lyzing the residuals and the output parameters. The sine-fit algorithm described
in the following is basically equal to the one proposed by the IEEE Standard 1057-
2017 [129].
Let a pure sinewave be acquired by a digitizer, producing a set of M points orga-
nized in the vector x with a sample rate fs. The digitized signal can be approxi-
mated by:
x˜(n) = α cos(2pi f tn) + β sin(2pi f tn) + γ (A.1)
where tn represents the time at which the n-th sample is acquired.
The four parameters to be calculated through the fit algorithm are α, β, γ and f . The
SF algorithm aims at iteratively find an approximate solution that, at the iteration
i-th, minimizes the sum of the squared differences:
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M
∑
n=1
[x(n)− αi cos(2pi fitn)− βi sin(2pi fitn)− γi]2 (A.2)
In the case of three-parameters SF, the frequency of the signal f is already given
and does not take part to the fitting algorithm. Otherwise, for the four-parameters
SF, the first guess f0 has to be initially estimated. A DFT, or its interpolated variant,
can be effectively used to this aim. Then the Standard suggests the use of a first
pre-fit with the three-parameters algorithm for the first guess of the parameters α0,
β0 and γ0.
Then, at each iteration i, the following matrix is calculated:
Di =

cos(2pi fit1) sin(2pi fit1) 1 −αi−1t1 sin(2pi fit1) + βi−1t1 cos(2pi fit1)
cos(2pi fit2) sin(2pi fit2) 1 −αi−1t2 sin(2pi fit2) + βi−1t1 cos(2pi fit2)
...
...
...
...
cos(2pi fitM) sin(2pi fitM) 1 −αi−1tM sin(2pi fitM) + βi−1t1 cos(2pi fitM)
 .
Organizing the parameters in the column vector
si =

αi
βi
γi
∆ fi

the least square (LS) solution can be expressed as:
sˆi =
(
DTi Di
)−1 (
DTi x
)
and the frequency is updated as
fi = fi−1 + ∆ fi−1 (with ∆ f0 = 0).
The calculation of the D matrix and the LS solution are computed iteratively until
a proper convergence is achieved, e.g. expression (A.2) is small enough.
Eventually, the signal can be expressed as:
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x˜(n) =
√
α2i + β
2
i · cos (2pi fitn + arctan(−βi/αi)) + γi
= A · cos (2pi f tn + ϕ) + γ
with A, ϕ, f and γ being the amplitude, phase, frequency and DC offset estimations
of the sinewave, respectively. The residuals are:
ε(n) = x(n)− x˜(n)
Using the residuals ε, the noise and distortion (NAD) and, in turn, the signal to
noise and distortion (SINAD) are defined as:
NAD =
√√√√ 1
M
M
∑
n=1
[ε(n)]2 (A.3)
SINAD =
Arms
NAD
(A.4)
where Arms is the RMS of the signal, equal to the peak amplitude of the fitted
sinewave divided by
√
2.
The RMS of noise η and the respective signal to noise ratio (SNR) are finally given
by:
η =
√
NAD2 − A2rmsTHD2 (A.5)
SNR =
Arms
η
(A.6)
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APPENDIX B
Window functions
Recalling equation (4.3), the windowed DFT can be written as:
Xw(λ) =
N−1
2
∑
n=− N−12
w[n] x[n] e−j2pi
λn
N , λ = 0, . . . , N − 1.
To enhance the spectral accuracy of a DFT estimator is common to window the
input data with a proper window function [196], [197]. Many types of windows
are already known and discussed in literature, but in many cases, cosine-class win-
dows are used. The general expression for a cosine-class window is:
w[n] =
K−1
∑
k=0
ak · cos
(
2pik
N
n
)
, n = −N − 1
2
, . . . ,
N − 1
2
(B.1)
where ak are the parameters that define the shape of the window and K is the num-
ber of terms of the window. It is worth defining also the DFT of the window, i.e.:
W(k) =
1
N
N−1
2
∑
n=− N−12
w[n] e−j2pi
kn
N (B.2)
The rectangular window is simply the 1-term window with a0 = 1. Other common
cosine-class windows (usually taking the name from the scientist who proposed it)
are listed in the following Table B.1.
The difference between them can be seen in Figure B.1 where the frequency re-
sponse is plotted. Note the difference between them. Some useful parameters to
compare windows are the −3 dB bandwidth of the main lobe and the maximum
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TABLE B.1: Common cosine windows and relative parameters
Type of window terms (K) parameters ak
Rectangular 1 a0 = 1
Hamming 2 a0 = 0.5, a1 = 0.5
Hann 2 a0 = 0.54, a1 = 0.46
Blackman 3 a0 = 0.42, a1 = 0.5, a2 = 0.08
Nuttal 4 a0 = 0.355 a1 = 0.487, a2 = 0.144, a3 = 0.01
Maximally flat 5 a0 = 1 a1 = 1.93, a2 = 1.29, a3 = 0.388, a4 = 0.032
Rectangular Hamming Hann
MIR Blackman Flat top
FIGURE B.1: Frequency response (DFT) of some windows described
in Table B.1
relative magnitude of the spectral side lobes with respect of the main one. Other
parameters that carachterize windows are the Normalized Peak Signal Gain, the Nor-
malized Noise Power Gain and the Equivalent Noise Bandwidth [159].
Other windows, based on different functions than cosine, can be developed. For
instance, the Maximum Image Rejection (MIR) window in [137] was used for its
properties to implement algorithms of this thesis. The MIR window sequence over
C cycles is given by:
w[n] =
4C2
8C2 − 1 +
4C2 − 1
8C2 − 1 cos
(
2pi
N
n
)
. (B.3)
It is a two-terms window, that tends to approximately cancel the image component
of a spectral peak located at frequency bin C. Other higher-order windows can be
better in terms of side lobe decay but, having a large main lobe, the spectral leakage
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can negatively influence the phasor estimation, unless a suitably large number of
cycles is observed.
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APPENDIX C
Frequency stability analysis
In order to further understand the measurements on the SC, some basic notions on
clock stability and measurement are given in the following. The component that
provides a time reference to every electronic device is an oscillator, usually crystal
oscillator (XO). The stability of the frequency generated by such an oscillator is
usually affected by a number of phenomena and all of them can be measured in
various ways. The one-sided power spectral density (PSD) function of the random
phase fluctuation ϕ(t) is denoted as Sϕ( f ). Sometimes oscillators manufacturers
use the two-sided PSD L( f ) which is defined as:
L( f ) = 1
2
Sϕ( f )
and is given in dBc/Hz, thereforeL( f ) is 3 dB smaller than Sϕ( f ). The unit dBc/Hz
stands for “decibel below the carrier in a 1 Hz bandwidth” [198], but its definition is
quite old and obsolete.
Similarly, it is possible to use frequency ν(t) instead of phase. Since fractional fre-
quency fluctuation is given by:
y(t) =
ϕ˙(t)
ω0
=
(ν(t)− ν0)
ν0
(C.1)
where ω0 is the carrier nominal angular frequency; the associated PSD can be writ-
ten as:
Sy( f ) =
f 2
ν20
Sϕ( f ). (C.2)
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The classic model describing the phase noise PSD is the so called power-law model:
Sϕ( f ) =
0
∑
i=−4
βi f i
which, using Sy( f ), can be written as:
Sy( f ) =
2
∑
i=−2
αi f i
where coefficients β and α are related to one another as shown in Table C.1 [133].
In the time domain, the instrument commonly used to measure period or frequency
of periodic signals is the universal counter. It measures a frequency νˆk(τ) over
an interval of duration τ. Then the measure is usually converted into a relative
frequency deviation y using (C.1). In this way, given N samples of yˆ(τ) the variance
is:
σ2y =
1
N − 1
N
∑
k=1
[yˆk − 〈yˆ〉N ]2 (C.3)
Unfortunately, when applied to a periodic signal from an oscillator, (C.3) converges
only for white phase noise, flicker phase noise and white frequency noise, while for
flicker frequency or random walk the variance depends on N and τ. Moreover it
is affected by a bias growing with the measurement interval length. The Allan
variance (AVAR) has been developed to overcome these problems. It is defined
as one half of the the average of the squares of the differences between successive
readings yˆ. The definition of the Allan variance is also given by [199]:
TABLE C.1: Power-law parameters of Sϕ and Sy with respective
noise processes.
Noise process Sϕ( f ) Sy( f )
White PM β0 α2 f 2
Flicker PM β−1 f−1 α1 f 2
White FM β−2 f−2 α0
Flicker FM β−3 f−3 α−1 f−1
Random walk FM β−4 f−4 α−2 f−2
linear frequency drift
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σ2y (τ) = E
{
1
2
[yˆk+1 − yˆk]2
}
(C.4)
It is assumed that there is no dead time between measurements, i.e. the samples
yˆk are contiguous in time. In the practice the statistical expectation estimator is the
arithmetic average (with the assumption of ergodic process), thus the AVAR results
from:
σˆ2y (τ) =
1
2(M− 1)
M−1
∑
k=1
(yˆk+1 − yˆk)2 (C.5)
The Allan variance is used for evaluating the stability of oscillators and clocks.
However, sometimes the phase or frequency noise are preferably reported in the
frequency domain.
It is possible to compute Allan variance from PSDs by using the following expres-
sion [133]:
σ2y (τ) =
∫ ∞
0
Sy( f ) · 2sin
4(piτ f )
(piτ f )2
d f .
Several other statistical tools can be used to characterize the fluctuations of a fre-
quency source, for instance by using the Modified Allan variance (MVAR) it is pos-
sible to discriminate between white and flicker phase noise [200].
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