We derive asymptotic expansions for semiparametric adaptive regression estimators. In particular, we derive the asymptotic distribution of the second-order effect of an adaptive estimator in a linear regression whose error density is of unknown functional form. We then show how the choice of smoothing parameters influences the estimator through higher order terms. A method of bandwidth selection is defined by minimizing the second-order mean squared error. We examine both independent and time series regressors; we also extend our results to a t-statistic. Monte Carlo simulations confirm the second order theory and the usefulness of the bandwidth selection method.
INTRODUCTION
In estimation problems where a Gaussian assumption on the underlying distribution of the data is inappropriate, the so-called adaptive estimator provides an alternative to the conventional Gaussian maximum likelihood estimator (MLE) by replacing the Gaussian density function with a nonparametric estimate of the score function of the log-likelihood. It has been proven that an efficiency gain over the MLE can be achieved by adaptive estimators in many econometric models. Adaptive estimation was first studied by Stein (1956) , who considered the problem of estimating and testing hypotheses about a parameter in the presence of an infinite dimensional "nuisance" parameter. Beran (1974) and Stone (1975) considered adaptive estimation in the symmetric location model, whereas Bickel (1982) extended this to linear regression and other models. This latter work provided a starting point for much future work in this area. Manski (1984) studied adaptive estimation in nonlinear models, Kreiss (1987) considered stationary and invertible autoregressive moving average (ARMA) models, Steigerwald (1992) studied linear regression with ARMA error, and Linton (1993) considered the case of linear regression with autoregressive conditional heteroskedasticity (ARCH). Jeganathan (1995) extended the theory to nonstationary models with i.i.d. error, and Hodgson (1998) further studied this case but with ARMA errors.
Much of this literature has been devoted to first-order theoretical results and has used devices from mathematical statistics, such as sample splitting and discretization, that do not appeal to practitioners. As we argued elsewhere (Linton, 1995) , the first-order asymptotics by no means always provide a good approximation to the sampling behavior of the semiparametric estimators; for confirmation of this see the simulation evidence in Hsieh and Manski (1987) . Furthermore, computing the semiparametric estimates requires the selection of a smoothing parameter h, called the bandwidth, that determines the effective degree of parameterization taken by the nuisance function for given sample size n. Although the first-order approximation does not reflect the choice of h(n), the finite sample performance of the estimators depends greatly on the choice of bandwidth.
We shall use higher order expansions as a means to solve some of the problems presented by the first-order theory. Higher order expansions have a long history of application in econometrics (see, among others, Sargan, 1976; Phillips, 1978; Rothenberg, 1984). Applications of higher order approximations to bandwidth choice in semiparametric models have been studied by Hardle, Hart, Marron, and Tsybakov (1992), Linton (1995 Linton ( , 1996 Linton ( , 1998 , Linton and Xiao (1997) , Nishiyama and Robinson (1997), Powell and Stoker (1996) , and Xiao and Phillips (1996) among others. In this paper, we derive higher order expansions for an adaptive estimator in linear regression. We do not require the error to be symmetrically distributed. In fact, we show how choices of smoothing parameters influence the semiparametric adaptive estimator by deriving the asymptotic distribution of the second-order effect. This distribution reflects the bandwidth and kernel used and suggests a method of bandwidth choice. We develop rule-of-thumb plug-in bandwidth selection methods for the estimation problem that are convenient to implement and reasonably insensitive to the true underlying density. We also extend the analysis to the t-ratio and to the case of regressors that are not strictly exogenous. The adaptive estimator is quite promising relative to other semiparametric procedures because the nonparametric estimation only involves one dimensional smoothing and so does not suffer from the curse of dimensionality. In this case, the kernel procedures we employ can work well provided they are implemented appropriately. The main purpose of our asymptotic approximations is to show how the semiparametric adaptive estimator is affected by the smoothing parameters to a higher order and to provide the tools to effect good implementation. Throughout we allow the error density to be zero at the boundary, which is required to make the situation "regular." This necessitates the use of a trimming function. We use the smooth trimming adopted in Andrews (1995) and Ai (1997) .
The paper is organized as follows. The model and estimators are described in the next section. Results of the expansion are given in Section 3, and the details of these expansions can be found in the Appendix. In Section 4 we give some extensions to dependent regressors and t-statistics. Bandwidth selection is discussed in Section 5. In Section 6 we provide a small Monte Carlo experiment that evaluates the effectiveness of the second-order approximation. Section 7 concludes.
For notation, we usef (j) to denote the jth derivative of a functionf and for a function g of functions a1,... 
THE MODEL AND ESTIMATOR
We consider the problem of estimating ,B E RP in the following regression model:
yi / x?i + gS, i1,...,n,
where xi and -i satisfy the following assumptions.
Al. s. and xi are independent and identically distributed (i.i.d.) random variables and are mutually independent. Furthermore, E(xi) = 0, fx = E(xixT) is positive definite, and for some rq > 0 we have E[ x|J4 +,] < oo. Because we do not impose any additional restrictions on the density function of s, we cannot separately identify an intercept. Therefore, we shall absorb the intercept into the error density (which can have arbitrary mean) and assume for convenience that the regressors are mean zero in Al. Our other assumptions on the covariates are very weak.
A2. si has Lebesgue densityf(E)
In A2 we assume that f(e) has bounded support. Even though the secondorder analysis on adaptive regression estimators can be extended to the case with unbounded support, our discussion in this paper is confined to the bounded support case, partly for simplification and partly for some technical reasons. We discuss this point further later (see Remark 5 in Section 3). Whenf is strictly positive on [a, a], the situation is nonregular. In some cases, this can lead to inconsistency of solutions of the likelihood score equations but perhaps to the potential for improved rates of convergence for other estimators. Therefore, we shall make an additional assumption.
A4. f(s) and its first e -1 derivatives vanish at a and a, whereasf( )(a) Y O and f () (a) 0 0 for some integer Q with 2 ? e < r. Assumption A4 guarantees that the density f vanishes at the boundary at a sufficiently fast rate so that the properties of regular estimation hold. In this case, one cannot estimate ,B at a rate better than root-n. See Akahira and Takeuchi (1995) for a discussion of this issue. This assumption also implies that the Fisher information 1(f) = fef(s)2f(E)ds, where f(c) = logf(s), exists as do various other integrals used subsequently.
In the sequel we shall let /0 be the true parameter value. If the density f were known, the MLE of I3, denoted /,( could be obtained by setting the following average score function, 
1
This method has been investigated in Rothenberg and Leenders (1964) and Bickel (1975) . It is first-order equivalent to the MLE when the MLE is consistent, and it has the added advantage of working in certain nonregular cases where the MLE is inconsistent. In econometrics it is common to refer to the estimator as linearized maximum likelihood or two-step, whereas the statistical literature uses one-step. In the regression case we study, there are many preliminary root-n consistent estimators: e.g., the ordinary least squares estimator.
When f is unknown, we have to replace it by a nonparametric estimatef, say, and we thereby obtain the estimated average score function We shall work with this one-step estimator. An important ingredient in our estimator is the error density estimatef. We consider the following leave-one-out kernel estimates of f(t) and f'(t) at the point t = 8(,3) using the residuals where Khn(t) = K(t/hn)/hn and Kh (t) = K'(t/hn)/h . Here, K(.) is the kernel function whose properties are given in Assumption A5, which follows, whereas hn is the bandwidth parameter. In principle, we may consider more general devices that use different bandwidth parameters in the estimation off andf'. However, the additional smoothing parameter brings substantial complication to the higher order analysis, and we consider the simple case where the same hn is used in estimating f and f ' (also see the subsequent discussion on trimming). Asymptotic results for the bias and variance in these nonparametric density estimates are given in the Appendix. The estimator can be computed using only matrix computations, which makes it very fast. As in some other applications of kernel regression estimators, the random denominatorfi can be small and may cause technical difficulty. For this reason, we trim out small Ji as do Bickel (1982) 
We study the higher order property of the adaptive estimator /3 given in (7). We make the following assumptions on the kernel function K(.) and the trimming parameter b. 
where T1 is a small trimming term. We next derive an approximation to 11 
We then obtain the following stochastic expansion of the standardized estimator:
\I (3-30) = X0 + T+ hq + V+o?p(f,) 
3. When f is strictly positive on [q, d], the situation is nonregular, and there is the potential for improved rate of convergence by other estimators. In this case, the two-step estimator 13 may not necessarily have adaptive properties, at least when a > -oo or a < oo, because it has too slow a rate of convergence; specifically, when f is known it is possible to obtain estimates with faster rate of convergence. However, ,B is consistent and asymptotically normal under our conditions in this case. Of course, trimming is no longer needed, and the untrimmed estimator then has the stochastic expansion Xo + h 13 + V / + o0(876). 4. In the regular case, the two-step estimator ,B has the exact same second-order effect as the profile likelihood estimator (for a similar result, see Linton, 1998). 5. Finally we consider what happens when the error support is unbounded. As indicated in the analysis in the Appendix, in this case, the second-order variance effect involves terms such as n-1 1/f() (which is related to the S1 term defined previously) that do not satisfy a law of large numbers if f has unbounded support like the Gaussian distribution. In fact, this random sequence grows to infinity in probability at a rate determined by the tails of the distribution. In the Gaussian case, the rate is logarithmic. Thus the order in probability of the secondorder terms will be larger and will depend on the tails of the distribution. Also, whether a central limit theorem for these terms operates remains to be seen.
EXTENSIONS

t-Statistic
In this section we derive the second order expansions for t-ratio statistics. 
where AH is defined by (11). Denote the second-order effect as Tt -t and the op(l) trimming effect as tr. We have the following result. The rate of convergence for rt -tr is the same as for r -T but the asymptotic variance is slightly different, reflecting the estimation of the asymptotic variance of /3. The trimming terms are similar to those in Theorem 1.
Time Series Regressors
In this section, we extend our second-order analysis to more general models where the regressors contain lagged disturbances and thus are serially correlated. In particular, we consider the case where the regressor xi = (xi, . . . , xip)T satisfies Assumption Al'. 
where I = l1(0)/avecl. Replacing the unknown quantities l, Q1, and Q2 in the bandwidth formula by their estimates l, Q1, Q2, we obtain a feasible optimal bandwidth choice. One way of estimating the optimal bandwidth parameter is the plug-in method. We consider the following rule-of-thumb method for bandwidth selection as in Silverman (1986) and Andrews (1991). We specify a parametric model for the error structure {fp(.; 0), 0 E O}, and estimators of these parameters, denoted 0, are used to obtain preliminary estimates of the density functions fp(. ; 0) and their derivatives f,()(;0). These preliminary estimates are then plugged into the formulae of I, M1, M2, M3, and S1 to get estimates of them. Let where To, 1, and V are all Op(1). The bias related term hqB is of smaller order than the trimming term, and the optimal choice of hn will now trade off h(1 -l)/2-12T against V/ nhn. The optimal choice of hn would be whose rate depends on -j and e, the first of which is arbitrary and the second of which is unknown. Note also that this bandwidth may not satisfy the restrictions in A6 for some values of p. Therefore, this method is not appealing. If the trimming term is of some concern, one can estimate it using (15) and correct standard errors accordingly.
MONTE CARLO RESULTS
We conducted a Monte Carlo experiment to evaluate the second-order theory of the semiparametric adaptive regression estimators. We show by simulation how the semiparametric estimators are affected by the choices of smoothing parameters in finite sample. We evaluate the effect of a bandwidth selection criterion that minimizes the second-order mean squared error and the sampling performance of estimators that use different bandwidth choices.
The model used for data generation was the following: 1 ER 1(b(j) -b) 2), the mean squared error (R-1 jR 1 (b(j) -1) 2), and the interquartile range (IQR -the 75% quantile-the 25% quantile), where R is the number of replications. Table 1 Table 2 . Alternative choices of the trimming parameters were tried, and the results are quantitatively similar. These results confirm the previous finding from Table 1 that the finite sample performance of the adaptive estimator is affected by the choice of h. We also see that the efficiency gain from using the density information is relatively higher for DGP(2). A comparison within Table 2 indicates that the choices of trimming parameter values have important influence on the finite sample performance. In summary, these Monte Carlo results illustrated the influence of choices of smoothing parameters on the finite sample performance of the semiparametric adaptive regression estimators, and confirms the effectiveness of the second order theory.
CONCLUSION
The results of this paper readily extend to the multivariate SUR case where Si is a vector, see Jeganathan (1995) and Hodgson (1998) 
