Abstract. Drew, Johnson and Loewy conjectured that for n ≥ 4, the CPrank of every n×n completely positive real matrix is at most n 2 /4 . While this conjecture has recently been disproved for completely positive real matrices, we show that this conjecture is true for n × n completely positive matrices over certain special types of inclines. In addition, we prove an incline version of Markham's theorems which gives sufficient conditions for completely positive matrices over special inclines to have triangular factorizations.
Introduction
In this paper, we give a characterization of completely positive matrices over special inclines and we find the upper bound on the CP-rank of these matrices. This upper bound verifies the analog of the Drew-Johnson-Loewy conjecture for matrices over these inclines. In the next subsection, we review the theory of completely positive real matrices. In the second subsection, we look at some of the theory relating the nonnegativity of almost principal minors and triangular decomposition for completely positive real matrices. In the third subsection, we study the theory of semirings. In our final introductory subsection, we review the theory of inclines. In section two, we find necessary and sufficient conditions for symmetric matrices over special inclines to be completely positive. In section three, we prove the truth of the Drew-Johnson-Loewy conjecture for completely positive matrices over certain special types of inclines. In section four, we prove analogs of the results relating the nonnegativity of almost principal minors and the triangular decomposition for completely positive matrices over special inclines.
Completely Positive
Matrices. An n×n real matrix A is called completely positive (CP) if, for some m ∈ N, there exists an n × m nonnegative matrix B such that A = BB T . Such a decomposition is called a completely positive decomposition and is not necessarily unique. The set of completely positive n × n matrices is denoted by CP n . For more details on real completely positive matrices see [3] .
It can be easily seen that A is a real completely positive matrix if and only if A can be written as 
. The CP-rank of A is denoted by CP-rank(A).
Completely positive matrices have applications to such areas as the theory of inequalities, the theory of block designs in combinatorics, probability and statistics, optimization theory and economic modeling.
It would be of great interest to have an efficient algorithm to decide if a given matrix is completely positive or an efficient algorithm for computing the CP-rank of a given completely positive matrix. While there is no efficient way of solving either problem for real matrices, we will see that for special inclines there is an easy test for complete positivity.
Until recently, the most famous open problem in the theory of completely positive matrices is the following conjecture stated by Drew, Johnson and Loewy.
subsets of {1, 2, ..., n} of cardinality k. Then A[α|β] is the k by k submatrix of A whose (i, j)th entry is a αiβj and det(A [α|β] ) is a minor of A. The set of all minors of A is {det(A[α|β]) : α, β ⊆ {1, 2, ..., n}, |α| = |β|}. A minor det(A [α|β] ) is called a principal minor if α = β. Positive semidefinite matrices, a class which includes all completely positive matrices, have nonnegative principal minors. There are two other classes of minors which play a key role in the theory of complete positivity. Definition 1.4. Let A ∈ M n (R). Let α = {α 1 < α 2 < ... < α k } and β = {β 1 < β 2 < ... < β k } be two subsets of {1, 2, ..., n} of the same cardinality. Then the k × k submatrix, A[α|β] is called a left almost principal submatrix of A if α j = β j for all j : 2 ≤ j ≤ k but α 1 = β 1 . The determinant of a left almost principal submatrix is called a left almost principal minor.
The determinant of a right almost principal submatrix is called a right almost principal minor.
The almost principal minors play a key role in the theory of nonnegative LU and UL decompositions. Definition 1.6. We say that an n by n real matrix A is U L-completely positive if there exists an n by n upper triangular nonnegative matrix B such that A = BB T . We say that A is LU -completely positive if there exists an n by n lower triangular nonnegative matrix C such that A = CC T .
The following results are due to Markham [20] and can also be found in the reference [3] . It has been shown in [3] , that for n ≤ 3, every n × n completely positive real matrix is either LU-completely positive or UL-completely positive or both LUcompletely positive and UL-completely positive. However for n ≥ 4, an n × n completely positive real matrix may be neither UL-completely positive nor LUcompletely positive. An example is the matrix below given in [3, Example 2.17] . For example, the matrix
is a completely positive real matrix, but it is neither UL-completely positive nor LU-completely positive.
Note that if a real matrix A is LU-completely positive, then it does not necessarily follow that A is UL-completely positive. For example, consider the matrix from [ [27] , in connection with the axiomatization of the arithmetic of the natural numbers. If in a semiring S the multiplication operation (⊗) is commutative then S is called a commutative semiring. A semiring is said to be antinegative or zerosumfree if the only element with an additive inverse is the additive identity 0. An element a ∈ S is said to be additively (resp. multiplicatively) idempotent if a ⊕ a = a (resp. a ⊗ a = a). A semiring S is said to be additively (resp. multiplicatively) idempotent if every element of S is additively (resp. multiplicatively) idempotent.
The nonnegative real numbers under the usual addition and multiplication form a semiring. A much studied example of a semiring is the max-plus semiring [23] , where R max = R {−∞} with a ⊕ b = max{a, b} and a ⊗ b = a + b. Note that in this case 0 = -∞ and 1 = 0. A survey of some combinatorial applications of the max-plus semiring can be found in [4] . A totally ordered set S with greatest element 1 and least element 0 forms a semiring [12] , with a ⊕ b = max{a, b} and a ⊗ b = min{a, b}. This is called a max-min semiring. Max-min semirings are sometimes called chain semirings.
A Boolean algebra B with a unique minimal element 0, a unique maximal element 1, forms a semiring where addition and multiplication is defined as a⊕ b = a∪b and a ⊗ b = a ∩ b. Here ∩ denotes the intersection operation and ∪ denotes the union operation. Any distributive lattice with a unique minimal element 0 and a unique maximal element 1 forms a semiring under addition and multiplication defined as a ⊕ b = a ∨ b = l.u.b{a, b} and a ⊗ b = a ∧ b = g.l.b{a, b}.
All above examples of semirings are both commutative and antinegative. There is one other property which is useful in semirings. The nonnegative real numbers, max-min semirings, the max-plus semiring and distributive lattices all have the unique square root property while the natural numbers and the real numbers are examples of semirings without the unique square root property.
The concepts of matrix theory are defined for matrices over a semiring in a similar way to which they are defined for matrices over a field. If A = (a ij ) is an n by n matrix over a commutative ring, then the standard determinant expression of A is [24] :
det(A) = σ∈Sn sgn(σ)a 1σ(1) a 2σ (2) ......a nσ(n) where S n is the symmetric group of order n and sgn(σ) = +1 if σ is even permutation and sgn(σ) = −1 if σ is odd permutation. Here sgn(σ)a 1σ(1) a 2σ (2) ......a nσ(n) is called a term of the determinant.
Since we do not have subtraction in a semiring, we can not write the determinant of a matrix over a semiring in this form. We split the determinant into two parts, the positive determinant and the negative determinant. Definition 1.8. Let A be an n by n matrix over a commutative semiring S, then we define the positive and the negative determinant as:
a iσ(i) Where A n is the alternating group of order n, i.e, the set of all even permutations of order n and S n \A n is the set of all odd permutations of order n.
As such we note that the determinant of a matrix A over a ring takes the form:
Many of the properties of positive and negative determinants over semirings can be found in [24] . In [21] , the Drew-Johnson-Loewy conjecture was generalized to completely positive matrices over semirings and was proved for completely positive matrices over max-min semirings. Although the original Drew-Johnson-Loewy conjecture was disproved, the generalized Drew-Johnson-Loewy conjecture is still open for many other semirings. In this paper, we prove the truth of the Drew-Johnson-Loewy conjecture for completely positive matrices over certain special types of semirings.
1.4. Inclines. The incline is an algebraic structure which was first introduced under the name of slope by Cao [7] . It was given its modern name of incline by Cao, Kim and Roush [8] which remains the authoritative reference on the theory of inclines and their applications. More recently, Kim and Roush [17] have surveyed and described algebraic properties of inclines and matrices over inclines. 
An incline L is called a commutative incline if (L, ⊗) is a commutative semigroup. If an incline L has the additive identity 0, then it follows that 0 is the least element of L and 0 ⊗ x = x ⊗ 0 = 0 for all x ∈ L. Similarly if L has a multiplicative identity 1, it follows that 1 is the greatest element of L and 1 ⊕ x = 1 for all x ∈ L. If L lacks an additive or multiplicative identity, these may be added to L.
In an incline L, define a relation ≤ by x ≤ y ⇔ x ⊕ y = y. This is a partial order relation. An incline is said to be linearly ordered or totally ordered if the partial order relation ≤ is a total order relation. Vector spaces over totally ordered inclines have been studied in [9] . We note that product of any two elements is less than or equal to either of the elements. That is x ⊗ y ≤ x and x ⊗ y ≤ y for all x, y ∈ L.
Examples of totally ordered inclines include the two element Boolean semiring ({0, 1}), the max-min semiring ([0, 1], max(x, y), min(x, y)), the negative interval subsemiring of the max-plus semiring ([−∞, 0], max(x, y), x+y), and the max-times semirings, ([0, 1], max(x, y), xy) where xy is the ordinary real multiplication.
Distributive lattices and Boolean algebras are also inclines which may not be totally ordered.
There are two notions of ideal in incline theory [1, 17] : ideals in the semiring sense and ideals in the lattice sense. (1) a ∈ J and x ∈ L implies that x ⊗ a ∈ J and a ⊗ x ∈ J.
(2) a ∈ J and b ∈ J implies that a ⊕ b ∈ J.
Definition 1.11. (Lattice Ideal or Ideal in Lattice Sense) A lattice ideal J of an incline L is a nonempty subset of L satisfying the following conditions:
It is easy to check that every lattice ideal of a commutative incline is an rideal. However, an r-ideal of a commutative incline may not be a lattice ideal. For example, suppose that L = {N ∪ {∞}, min, ×}, where N is the set of all natural numbers not including zero. Evidently, L forms a commutative incline where ∞ is the additive identity and 1 is the multiplicative identity. Note that in this incline L, the order relation is reversed. The set of all even natural numbers not including zero forms an r-ideal but it is not a lattice ideal. We note that this example shows that even singly generated r-ideals may not be lattice ideals.
In this paper, we will be particularly interested in inclines whose singly generated r-ideals are all lattice ideals.
Definition 1.12. (The LI-Property) A commutative incline L is said to have the LI-property if all singly generated r-ideals of L are lattice ideals of L.
We know that every lattice ideal of a commutative incline L is an r-ideal of L. If in a commutative incline L, all singly generated r-ideals are lattice ideals then we get that all singly generated r-ideals of L are same as the singly-generated lattice ideals of L. In the following proposition we characterize those commutative inclines which have the LI-property. Proof. Let y be an arbitrary element of L and I be the r-ideal of L generated by y. It is clear that y is the largest element of I. Then I is a lattice ideal if and only if x ≤ y implies that x ∈ I. Since x ∈ I if and only if there exists z ∈ L such that x = y ⊗ z, our result follows.
We now discuss some properties of inclines with the unique square root property. Note that the uniqueness of the square root for these commutative inclines implies that the square root function is multiplicative, i.e.,
We also have √ x = c and
From (1) and (2) we get that
Furthermore, we note that if a commutative incline L has the unique square root property and the LI-property then the square root function is an increasing function, i.e., if
where z ∈ L, (using the LI-property).
Taking square root on both sides of (4), we get
(using the LI-property). One final useful property is a version of the arithmetic-geometric mean inequality for elements of the incline.
Note that every totally ordered commutative incline has the arithmetic geometric property. Since in every totally ordered commutative incline L either x ≤ y or y ≤ x, for all x, y ∈ L. This implies that either
. Moreover, commutative inclines in which the multiplication is idempotent also have the arithmetic geometric property,
. Let L be a commutative incline with the arithmetic geometric
property. Then
, where
Proof. It is evident that the result is true for k = 1. For k = 2, we have to prove that x
⊗2 . Since L has the arithmetic geometric property, l.u.b{x
Hence the result is true for k = 2. A simple induction argument shows that the result is true for all k. Inclines which are normal and totally ordered are called totally ordered normal inclines. All above examples of totally ordered inclines are totally ordered normal inclines.
We are now ready to define positive semidefiniteness and complete positivity for matrices over inclines. This definition agrees with [22] where these concepts were defined for matrices over general semirings. If L has the unique square root property, then positive semidefiniteness and complete positivity coincide. Since most of our results involve normal inclines, we can use either notion. As most of our results are generalizations of results on real completely positive matrices, we will use the term completely positive for these results to emphasize this connection. It will also be useful to define the concept of diagonal dominance for matrices over inclines.
Characterization of CP Matrices over Special Inclines
Hannah and Laffey [13] remarked that no general necessary and sufficient conditions for a real matrix A to be completely positive are known. Some special results in this respect were obtained by Markham [20] and Lau and Markham [18] . In particular, M. Kaykobad [16] has shown that diagonal dominance is a sufficient condition for real nonnegative symmetric matrices to be completely positive. It has been shown in [21] that matrices over max-min semirings are completely positive if and only if they are both symmetric and diagonally dominant. We now provide a similar characterization for completely positive matrices over normal inclines. Proof.
(1) =⇒ (2) Since L is a normal incline, every element of L is the square of its unique square root. Therefore any positive semidefinite matrix over L is completely positive.
(2) =⇒ (3) Let A be a completely positive matrix over a normal incline L. This implies that there exists a matrix B over the incline L such that A = BB T . Now
Hence by the LI-property, for any i = j, there exists
Let M be the matrix whose main diagonal entries are 1 and whose off-diagonal entries are m ij . A simple calculation shows us that A = DM D.
(4) =⇒ (1) Let us suppose that M ∈ M n (L) is a symmetric matrix with all diagonal entries equal to 1. For 1 ≤ k < l ≤ n, construct n × n matrices M kl over L such that (k, k), (k, l), (l, k) and (l, l) entry of M kl is 1, m kl , m lk and 1 respectively and all other entries are 0. Clearly It is clear from theorem 2.1 that diagonal dominance is a sufficient condition for symmetric matrices over normal inclines to be completely positive. It is not a necessary condition for symmetric matrices over normal inclines to be completely positive, since we have matrices over normal inclines which are completely positive but not diagonally dominant. One can easily check that the semiring [−∞, 0], max, + forms a normal incline. Here is an example of such a matrix over the semiring [−∞, 0]:
Clearly A is not a diagonally dominant matrix over [−∞, 0], but it is completely positive with the CP-rank equal to one. Now we will examine a special class of normal inclines in which the diagonally dominance condition is necessary and sufficient for symmetric matrices to be completely positive. [14] An incline L is said to be regular if every element of L is multiplicatively idempotent, i.e., for every a ∈ L, a ⊗ a = a.
Definition 2.1. (Regular Incline)
Examples of regular inclines include the Boolean semiring, max-min semirings and distributive lattices. It has been shown [14, Corollary 3.3] that every regular incline is commutative. Furthermore, every element in a regular incline is the unique square root of itself. Thus regular inclines satisfy the unique square root property.
We also note that every regular incline has the AG-property, since x ⊗ y ≤ x = x ⊗2 and x ⊗ y ≤ y = y ⊗2 . Therefore, x ⊗ y ≤ l.u.b{x ⊗2 , y ⊗2 } = x ⊗2 ⊕ y ⊗2 . This implies that the theorem 2.1 holds for all symmetric matrices over regular inclines having the LI-property.
In the next theorem we will prove that the diagonal dominance condition is necessary and sufficient for symmetric matrices over regular inclines having the LI-property to be completely positive. Since the Boolean semiring and max-min semirings are regular inclines with the LI-property, the following result is a generalization the corresponding result for max-min semirings in [21] .
Our result is formulated as follows:
Let L be a regular incline with the LI-property and A be an n × n symmetric matrix over L. Then the matrix A is positive semidefinte (or equivalently completely positive) if and only if A is diagonally dominant.
Proof. Let A be a symmetric diagonally dominant matrix over a regular incline L with the LI-property. This implies that every 2 by 2 principal submatrix has its positive determinant greater than or equal to the negative determinant. Therefore, A is a positive semidefinite matrix over L, by theorem 2.1. For the other direction, suppose A is a positive semidefinite matrix over a regular incline L. This implies that there exists a matrix B over the incline L such that A = BB T . Thus we get,
and this is true for all i, j. This implies that a ii ≥ l.u.b
The CP-rank of CP matrices over Special Inclines
In this section, we prove the Drew-Johnson-Loewy conjecture for completely positive matrices over totally ordered normal inclines. We start with the following lemma. Proof. Let A be an n × n completely positive matrix over a totally ordered normal incline L. Because of theorem 2.1, we only need to consider symmetric matrices over L all of whose diagonal entries are 1. For n = 2, let us consider
Where a 12 ∈ L, then the rank 1 CP-representation of A is Since 1 is the maximal element of the incline L, the diagonal entries of A will not be affected when we will add all rank one completely positive matrices in the rank 1 CP-representation of A. Hence the CP-rank(A) ≤ 3, furthermore, equality holds for nonzero diagonal matrices of order 2 × 2 and 3 × 3. Thus the CP-rank(A) ≤ n for n = 2, 3. Proof. Let us suppose that A is a completely positive matrix over a totally ordered normal incline L. Because of theorem 2.1, we need only to consider symmetric matrices over L all of whose diagonal entries are 1. If n ≤ 3 then max{n, [n 2 /4]} = n and by Lemma 3.1, the CP-rank(A) ≤ n. Now we will prove the theorem for n ≥ 4. First, we will show that the result is true for n = 4 and 5, then we will use induction going from index n to index n + 2.
For n = 4, let us consider Without loss of generality, we assume that a 13 is the smallest non-diagonal entry of the entire matrix and a 12 is the largest non-diagonal entry in the first row. Then the rank 1 CP-representation of A is 
Without loss of generality, let us suppose that a 13 is the smallest non-diagonal entry of the entire matrix and a 12 be the largest non-diagonal entry in the first row. We need the following rank one completely positive matrices for the rank 1 CP-representation of A.
a 12 ⊗ a 13 0 0 a 13 a 12 ⊗ a 13 a Here * and * * can be any element of the incline L. Now choose the smallest of a 34 , a 35 , and a 45 . We have the following cases:
Case 1: If a 34 or a 35 is the smallest of all the entries {a 34 , a 35 , a 45 } then C can be written as the sum of two rank one completely positive matrices C 1 and C 2 , where Note that either we have a 34 ⊗ a 35 ≤ a 34 ≤ a 45 or a 34 ⊗ a 35 ≤ a 35 ≤ a 45 , so the addition of a 34 ⊗ a 35 will not affect the (4, 5) th entry of A when we will add C 1 and C 2 to the rank 1 CP-representation of A.
Case 2: If a 45 is the smallest of all the entries {a 34 , a 35 , a 45 } then C can be written as the sum of two rank one completely positive matrices C 1 and C 2 , where Note that we have a 34 ⊗ a 45 ≤ a 45 ≤ a 34 , so it will not effect the (3, 4) th entry of A and a 45 ≤ a 35 , so it will not affect the (3, 5) th entry of A when we will add C 1 and C 2 to the rank 1 CP-representation of A.
In both cases C can be written as the sum of two rank one completely positive matrices. Thus the rank 1 CP-representation of A is
Hence the CP-rank(A) ≤ 6 = [5 2 /4] with support three. Thus the theorem is true for n = 4, 5. Further, we note that for any integer n, (n + 2) 2 /4 = n 2 /4 + n + 1.
Now we are ready to prove the induction step. Let A n+2 be a symmetric matrices over L all of whose diagonal entries are 1. Without loss of generality, let us suppose that a 13 is the smallest non-diagonal entry of the entire matrix and a 12 is the largest non-diagonal entry in the first row. Let A n be a submatrix of A n+2 obtained by deleting 1 st and 2 nd row and 1 st and 2 nd column of A n+2 . Since A n is a principal submatrix of A n+2 , A n is also a symmetric matrix over L all of whose diagonal entries are 1. By the induction hypothesis, A n is the sum of at most n 2 /4 rank one completely positive matrices with support three. Now for each i, where i = 4, 5, ....n + 2, we introduce a rank one completely positive matrix
Note that here we get the (1, 2) th entry of (B i B T i ) is a 1i ⊗ a 2i , which is less than or equal to a 1i ≤ a 12 . Thus it will not affect the (1, 2) th entry of A n+2 when we will add the b i b T i term to the rank 1 CP representation of A n+2 . However this rank one completely positive matrix fixes a 1i , a 2i and a ii = 1 in A n+2 . Hence we have at most (n + 2) − 3 rank one completely positive matrices.
Finally, we need two rank one completely positive matrices:
Since a 13 is the smallest non-diagonal entry, it will not affect the (2, 3) th entry of A n+2 when we will add the b 1 b T 1 term to the rank 1 CP representation of A n+2 . However this rank one completely positive matrix fixes a 11 = 1, a 12 and a 13 in A n+2 .
•
This rank one completely positive matrix will fix a 22 = 1 and a 23 in A n+2 .
Thus A n+2 is the sum of at most n 2 /4 + (n + 2) − 3 + 2 = [n 2 /4] + n + 1 rank 1 CP-matrices with support 3. Further we will show that n 2 /4 can not be replaced by any smaller number. The Boolean semiring is a totally ordered normal incline and it has been shown [21, Remark 3.1] that the upper bound of the CP-rank is achieved for Boolean matrices. Hence n 2 /4 can not be replaced by any smaller number.
Since the Boolean semiring and max-min semirings are totally ordered normal inclines, our proof generalizes the results proved in [21] for completely positive matrices over max-min semirings.
LU & UL Factorization of CP Matrices Over Normal Inclines
In this section, we generalize various results for completely positive matrices over reals to completely positive matrices over normal inclines. These results give conditions which guarantee that a completely positive matrix over a normal incline has a square factorization BB T especially one where B is a triangular matrix. We first define U L and LU completely positive matrices over inclines. Our definition is a natural generalization of real U L and LU completely positive matrices. 
and similarly,
Further, we will see that 3 × 3 completely positive matrices over normal inclines are either UL-completely positive or LU-completely positive, but not necessarily both. However, for n ≥ 4, n × n completely positive matrices over normal inclines may be neither UL-completely positive nor LU-completely positive.
We begin by proving incline analogs of Markham theorems (theorem 1.1 and theorem 1.2) relating almost principal minors with the triangular factorizations. Proof. Let A be an n × n completely positive matrix over a normal incline L. Because of theorem 2.1, we assume that A is a symmetric matrix over L whose diagonal entries are equal to 1. We will prove this theorem by constructing an upper triangular matrix U such that A = U U T . Let
Then we have
It is clear from the construction of U that u ik is nonzero ( = 0) only if k ≥ i. We split the above sum into two parts. In the first part the sum is over all k > i and the second part consists of the single term where k = i. Clearly the second part contains a single entry of the sum. Thus we have
(since 1 is the greatest element of the incline).
Without loss of generality, we assume that i < j. It is clear from the construction of U that u ik is nonzero only if k ≥ i and u jk is nonzero only if k ≥ j. This implies that (u ik ⊗ u jk ) is nonzero only if k ≥ j. Now we split the above sum into two parts. In the first part the sum is over all k > j and the second part consists of the single term where k = j. Clearly the second part contains a single entry of the sum. Thus we have,
Since all the left almost principal 2 × 2 submatrices of A have det
, a ij ⊗ a kk ≥ a ik ⊗ a jk . This implies that a ij ⊗ 1 = a ij ≥ a ik ⊗ a jk and thus the
This proves that A = U U T . Hence A is an UL-completely positive matrix.
Analogous results hold for LU-completely positive matrices. By a similar argument to the previous theorem, we have: The converses of theorem 4.1 and theorem 4.2 are not true. We give a counterexample of a UL-completely positive matrix over a normal incline L which has a left almost principal 2 × 2 submatrix that does not satisfy the inequality det + ≥ det − . Since any max-min semiring is a normal incline, we use matrices over a max-min semiring [0, 1] in the following example. Now we will prove that all 3 × 3 completely positive matrices over totally ordered normal inclines are either LU-completely positive matrices or UL-completely positive matrices (or both). We need the following lemma: Given that A is a 3 × 3 completely positive matrix over a normal incline L. Therefore, by theorem 2.1, every 2 × 2 principal submatrix of A has det + ≥ det − , i.e., a 11 ⊗ a 22 ≥ a ⊗2 12 . Therefore, a 11 ⊗ a 23 ⊗ a 22 ⊗ a 13 ≥ a 12 ⊗ a 13 ⊗ a 12 ⊗ a 23 , where a 23 , a 13 ∈ L. Thus we get a contradiction to equation (5) . All other cases can be proved using a similar argument. Now we will relate inequalities of the above lemma with the positive and the negative determinant of 2 × 2 submatrices of the given matrix A. In the above lemma, the first inequality a 11 ⊗ a 23 ≥ a 12 ⊗ a 13 implies that det , for all i, j, k, l with i < k and j < l, we have a ij ⊗ a kl ≥ a il ⊗ a kj .
The class of T N 2 real matrices has interesting properties in its own right; the results in [15] are a good example of this. For T N 2 matrices over normal inclines, we have an analog of corollary 1.1 for inclines. 
