ABSTRACT With the development of technology and the decreasing of manufacturing costs, unmanned aerial vehicle (UAV) is considered to be one of the most effective relay to expand the communication coverage and improve the performance of cellular networks. However, the communication system of UAV is very susceptible to Global Positioning System (GPS) spoofing, causing it to deviate from the original trajectory and perform abnormal behavior. To address this issue, the abnormal behavior detection scheme of UAV using Recurrent Neural Networks (RNNs) is proposed in this paper. Specifically, the reliable normal behavior models for two different scenarios are established by applying RNNs to avoid the confusion of slight offset and abnormal behavior, so as to improve the accuracy of proposed detection scheme of UAV. Besides, in order to ensure the accuracy of training samples of RNNs, Direction of Arrival (DOA) estimation algorithm is used to obtain a large number of current 2D arrival angle of UAV. Moreover, an appropriate threshold is selected through amounts of experiments to measure the Normalized Root Mean Square Error (NRMSE) between the real position and the position provided by normal behavior models, thus detecting the abnormal behavior of UAV. Experimental results reveal that the proposed abnormal behavior detection scheme is of high accuracy.
ensure the navigation is to build a state estimator around the sensor core, which is consisting of an inertial measurement unit (IMU) and a Global Positioning System (GPS) receiver. But the GPS receiver relies on weak satellite signals from about 20,000 kilometers from space, making the communication system very susceptible to the signal spoofing, which phenomenon is called GPS spoofing [4] . GPS spoofing is the behavior of producing the false GPS signal. Specifically, the purpose of controlling and guiding the location of UAV can be achieved by sending false location information to the GPS receiver [5] . When UAV is attacked by GPS spoofing, it will deviate from original trajectory and cause abnormal behavior.
Recently, solutions to GPS spoofing have also been extensively studied. References [6] and [7] proposed an architecture that can efficiently combined the visual feature information from a monocular camera with measurements from inertial sensors. Besides, the inertial measurements were used to predict frame-to-frame transition of online selected feature locations, and the difference between predicted and observed feature locations was used to account for initial misalignment VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ errors. However, the visual aided navigation required the preparation of maps in advance and it was limited by the environment, such as in the dark or misty. Considering these defects, [8] proposed a noncryptographic Global Navigation Satellite Systems (GNSS) anti-spoofing technique that ''sandwiches'' a spoofer between a correlation function distortion monitor and a total in-band power monitor. Reference [9] considered the consistency within GPS signals, and explored the relationship between the mean carrier to noise ratio value and the angular position of corresponding satellite. Specifically, the authors mentioned that this kind of relationship was quite stable for fixed receiver, and formed a spatial pattern. The uniqueness and complexity of this pattern qualified itself as an adequate fingerprint of the authentic signal, therefore it had the potential for discriminating spoofing signal. Besides, a method based on artificial neural network was proposed, which could detect the abnormity in this spatial pattern. However, the calculation process of these two methods is too cumbersome, the predecessor began to make some tests on the antenna software and compared multipath signatures to detect spoofing attack.
Since the GNSS were vulnerable to different sources of interference, especially affected by GPS spoofing, a Chisquare Goodness of Fit (GoF) based spoofing detection method was proposed in [10] , and the Chi-square GoF test was applied at the correlators output of a software receiver with the purpose of detecting the presence of a spoofing attack; [11] compared the multipath signature of received signal, and the delay and gain ratio between multiple paths of wireless channels that cannot be masked by spoofing signals were exploited, so that the ratios of authentic satellite signals that experience independent channels would be independent of each other, GPS spoofing can therefore be detected.
Although the methods we mentioned above can achieve the detection of abnormal behavior, the ''difference calculation'' and ''relationship calculation'' in [6] [7] [8] [9] is relatively complicated, and [10] , [11] consume time to make tests on antenna software and make comparisons to multipath signatures. Therefore, it is necessary to propose a new scheme to realize real-time detection of anomalous behavior with high accuracy.
In recent years, deep learning has been widely used in many fields to train data models to achieve the acquisition and prediction of data with time sequence through the use of models. Reference [12] proposed a deep-learning based framework for reconstructing the missing data to facilitate analysis with remote sensing time series. Besides, this idea was to train the available data from both earlier and subsequent times-tamps, thus realizing the data prediction using the earlier part of the sequence. Reference [13] developed a novel integrated machine learning and coordinated beamforming solution to enable highly-mobile mmWave applications. Specifically, the developed solution leveraged a deep learning model to learn how to use the signatures of received signals, thus realizing the prediction of beamforming vectors at the BSs. Reference [14] considered to use deep learning network to predict the displacement between neighboring frames for each pedestrian, thus achieving the trajectory prediction of pedestrians. Inspired by above references, an abnormal behavior detection scheme of UAV using deep learning algorithm is considered, and a neural network with good memory is necessary to be applied to adapt to the characteristics of the angle data in UAV, so Recurrent Neural Networks (RNNs) are chosen here.
In this paper, the abnormal behavior detection scheme of UAV using RNNs is proposed. Since UAV is easily affected by wind and airflow during the air communication, a slight offset will occur on the original trajectory. In order to avoid the confusion of this slight offset and its abnormal behavior to improve the accuracy of the proposed abnormal behavior detection scheme, a reliable normal behavior model of UAV is needed. First, RNNs are applied to train and build the normal behavior model of UAV. In particular, Direction of Arrival (DOA) estimation algorithm is used to obtain a large number of current two-dimensional (2D) arrival angle of UAV as the training data of RNNs, thereby ensuring the accuracy of the position angle. Next, an appropriate threshold (which will be discussed in detail later) is selected through amounts of experiments. When Normalized Root Mean Square Error (NRMSE) between the real position and the position of trained normal behavior model of UAV is greater than the chosen threshold, it is detected that the UAV has abnormal behavior, thus achieving the purpose of abnormal behavior detection of UAV. The contributions are summarized as below.
(1) In order to avoid the confusion of UAV's slight offset and its abnormal behavior to improve the accuracy of the proposed abnormal behavior detection scheme, RNNs are applied to train and establish a reliable normal behavior model of UAV; (2) In order to demonstrate the applicability of the normal behavior model trained in this paper, it is applied to two scenarios, which are smart city and highway respectively. Besides, the optimal parameters of the model in two scenarios are obtained by experiments.
(3) Experimental results reveal that the accuracy of proposed detection scheme in these two scenarios is about 98% in average and the real-time detection of abnormal behavior is realized by applying the trained ready normal behavior model. Therefore, the security of the entire communication system can be improved.
The remainder of this paper is organized as follows. The detailed problem description is provided in Section II. In Section III, we thoroughly describe the establishment process of RNNs-based normal behavior model. Extensive experimental results and analysis are presented in Section IV. Finally, Section V concludes the paper.
II. PROBLEM DESCRIPTION
Since UAV is easy to operate and deploy, and it can effectively improve the coverage area of entire communication system, it is widely used as a communication relay in various communication scenario. However, the UAV is vulnerable to GPS spoofing and deviates from original trajectory in the process of air communication, and the specific communication scenario of UAV attacked by GPS spoofing is shown in Figure 1 .
As can be seen from the figure, UAV is flying as a communication relay above the scene to provide reliable signal transmission for all users. In order to improve the signal coverage, the cylindrical antenna array is applied to achieve 360-degree beamforming, and the angles at which UAV floats up and down, left and right are called elevation angle θ and horizontal angle φ, respectively. Besides, GNSS are needed to continuously guide the location during the flight of UAV. When UAV is attacked by GPS spoofing, it will perform abnormal behavior and deviate from the position of normal behavior model ''B'' to the abnormal position ''C'', and the model composed of this attack method can be called the ''threat model'' in the figure.
It is well known that GPS positioning adopts the principle of Three-sphere positioning principle. That is, after the GPS signal propagation delay f is obtained by the time difference measurement, the pseudo-distance r 0 between the satellite and the receiver (r 0 = Cf , C is the propagation speed of the light) can be calculated. As long as the pseudo-distance of the positioning receiver to three satellites is measured, three spherically connected equations in space can be obtained, and the (x, y, z) coordinates of the receiver can be obtained by calculation. But in fact, there is always a clock difference between the receiver and the satellites' standard clock. Therefore, the pseudo-distance of the fourth satellite must be measured, and the equations of the first three spherical equations are connected to calculate the timing error [15] .
Let the position ''A'' of the known UAV be (x A , y A , z A ), and the pseudo-distances corresponding to the four satellites
, and the timing error of the UAV is f A , then the positional equation of point ''A'' is,
where the coordinates of the four satellites are (x 1 , y 1 , z 1 ), (x 2 , y 2 , z 2 ), (x 3 , y 3 , z 3 ) and (x 4 , y 4 , z 4 ), respectively, f A is the specific GPS signal propagation delay of the known UAV that can be obtained by time difference measurement. After the attacker locks the attacked object (GPS receiver), the attacker can generally perform spoofing attacks in two ways(as can be seen in threat model of the figure): one is to calculate the pseudo-distance d by using GPS ranging, and the high-fidelity processing is performed on the received satellite signals by a jammer, and then delayed and forwarded, misleading the GPS receiver to calculate the wrong pseudodistance (larger than the real value), which is called a forward GPS spoofing attack. We can take the first satellite for example, when it is interfered, d 1 in the equation will be the wrong value, so the de-positioning equation necessarily obtains the wrong positioning information of the receiver, thereby achieving the purpose of disturbing and deceiving, and the wrong position information (x A , y A , z A ) of UAV will be obtained. The other is that the attacker will directly forges GPS interference signal according to the characteristics of the satellite signals that can be received in the area. Besides, the forged signal is broadcasted as a satellite signal to the signal receiving area where the attacked object is located, and the attacked GPS receiver is induced to lock the interference signal source to obtain the wrong pseudo-distance d and positioning coordinates (x A , y A , z A ) of UAV.
Both GPS spoofing methods we mentioned above have the same purpose of obtaining an erroneous pseudo-distance, so that the target receiver can generate a positioning error, deviate from the original trajectory and perform abnormal behavior. Therefore, an abnormal behavior detection scheme of UAV using RNNs is proposed to detect abnormal behavior in time. Specifically, a novel normal behavior model of UAV is trained through the current 2D arrival angle obtained by DOA estimation algorithm. According to the trained normal behavior model, the abnormal behavior of UAV can be measured and detected based on the NRMSE between abnormal position ''C'' and the position point ''B'' of normal behavior model(gray curve in Figure 1 ). When NRMSE is larger than the chosen threshold δ(through experiments), the behavior can be detected as abnormal; but when NRMSE is less than δ, the behavior will be considered to be a normal behavior of a slight offset by factors such as wind and airflow.
III. RNNS-BASED NORMAL BEHAVIOR MODEL OF UAV
Since whether the established normal behavior model of UAV is reliable or not will directly affect the performance of proposed abnormal behavior detection scheme, the VOLUME 7, 2019 FIGURE 2. Establishment process of RNNs-based normal behavior model(Black points represent normal angle data, and red points represent abnormal angle data).
specific establishment process of RNNs-based normal behavior model is introduced in detail in this section, which can be seen in Figure 2 .
First, the 2D arrival angle (elevation angle θ and horizontal angle φ) of UAV is obtained based on the DOA estimation algorithm of cylindrical antenna array. In particular, we integrate the elevation and horizontal angles into a onedimensional (1D) angle to improve the convergence speed of program fitting during preprocessing of data. In our program, the step size is designed as 20, so the raw data is consist of 20 angle data, and the label is the 21th data, both of which can form the training dataset, and serve as an input to train the model. Next, we input processed training dataset into three different network models including Simple RNN, Long Short Term Memory based RNN (LSTM-RNN) and Gated Recurrent Unit based RNN (GRU-RNN) for learning. By comparing the reliability of three behavior models, the best RNNsbased normal behavior model is chosen, which is called final model in the figure. In addition, it is worth mentioning that the cross-validation can be realized while the model is being trained to evaluate the reliability of the model. Finally, the sample dataset acquired from a given trajectory will be input into the trained final model to obtain the evaluated position, thereby realizing the use of final model. And then, the NRMSE between obtained evaluated position and real position is calculated. If the NRMSE between them is greater than threshold δ, the behavior of the UAV is considered abnormal at that moment. Therefore, the abnormal behavior detection of UAV can be achieved.
A. ACQUISITION OF 2D ARRIVAL ANGLE OF DOA ESTIMATION
The current 2D arrival angle (elevation angle θ and horizontal angle φ in Figure 1 ) can be calculated by using DOA estimation algorithm of cylindrical antenna array, so it is necessary to investigate the DOA estimation algorithm formula for cylindrical antenna array.
Suppose that there are M array elements uniformly distributed on the circumference, and if the center of the circle is the coordinate origin, the coordinates of the mth array element are (r, φ m ), where r is the radius of cylinder and φ m is the horizontal angle of the array element, [16] . If it is assumed that k(k < M ) uncorrelated intra-frequency narrow-band signals are incident on the array from the far-field θ i (i = 1, 2, . . . , k) direction, and the signals are in the same plane as the array, the data received by the array at time t can be expressed as [17] ,
where
T is the radiation plot matrix of array elements, and
is the radiation plot of a single element. When f(θ − φ M ) = 1, it means that the array elements are omnidirectional elements [18] .
T is the complex amplitude vector of each signal, and
is the array manifold matrix, where a(θ i ) is the director of ith signal, and
T , λ is the wavelength of the signal.
Different from the general circular array, cylindrical antenna array is composed of the mental cylinder, which is also the reason of ''shadow effect'' phenomenon. That is, only some of the array elements of cylindrical antenna can receive the signal that incident in a certain direction. Take a 16-element array as an example, when a signal is incident on the array from the θ = π 2 , only the elements 1-9 can receive the signal [19] . The steering matrix a( In order to eliminate the incomplete signal steering vector caused by the ''shadow effect'' of mental cylinder, a method to divide the entire array elements into several sub-arrays is needed. The principle of division is that for an incident signal, at least one sub-array should be guaranteed, and all the elements of the sub-array can receive the signal. For cylindrical antenna array, it should be ensured that the span of each sub-array ≤ π 2 . Taking the 16-element array as an example, the array can be divided into 8 sub-arrays: array elements 1-5 are the first sub-array, and array elements 3-7 are the second sub-array, and so on. By using this method, a sub-array can always be found for any incident signal, and all its elements of the sub-array can receive the signal. Therefore, the steering vector of the signal on the sub-array is ''complete''. The specific steps are as follows [20] [21] [22] , • Step 1: Use Formula (2) to get the data vector of the whole array,
• Step 2: Extract the data vector of each sub-array from the first step
where c represents the cth sub-array, and s stands for the number of array elements in the sub-array.
•
Step 3: Constructing a spatial spectrum calculation formula for the cth sub-array using the MUSIC algorithm.
where a c (θ) represents the steering vector of the signal on the cth sub-array. U c is the s×(s−p s ) dimensional matrix, whose column vector consists of the feature vector of the sub-array's noise sub-space. p s (p s < s) is the number of signals incident on the sub-array c, and θ c is the search range of the cth sub-array.
Assume that there is a 3 × 8 cylindrical antenna array, and the radius r = 0.6λ and the height H = 2λ. Besides, the distance between adjacent array elements is defined as about 0.5λ. According to the three-step principle of sub-array division, a total of 9 array elements per three columns are divided into one sub-array, and the entire array is divided into 8 sub-arrays. From the symmetry, 8 array elements in each layer have the same φ angle and different θ angels of three elements in each column, but the top and bottom array elements are symmetrical. Suppose that one source signal is incident on the array from (φ, θ) = (60, 50) direction, and the SNR is 10dB, the number of samples is 100. According to the calculation formula (4) of spatial spectrum, the simulation result of the DOA estimation algorithm can be obtained, which is shown in Figure. 3. According to the highest peak, the elevation angle θ and horizontal angle φ can be estimated accurately.
B. DATA PREPROCESSING OF RNNS-BASED NORMAL BEHAVIOR MODELS
In order to improve the quality and training efficiency of RNNs-based normal behavior models, a series of complex data preprocessing is required for the acquired raw data [23] , and the specific process of data preprocessing is shown in Figure. 4. First of all, data cleaning is needed for acquired angle data. Data cleaning can effectively detect and correct identifiable errors in data files, including checking the consistency of data, processing invalid values and missing values, etc., thus completing the data verification, and obtaining ''cleaned data''. In this paper, data cleaning is focused on clearing the data that performs empty in the collected data, and filling the null data by using the sliding window to take the mean value.
Besides, if two 1D arrival angles (elevation angle θ and horizontal angle φ) are input into RNNs model separately, the training process will be too cumbersome and the results will not be accurate. Therefore, data integration is performed next. Specifically, the elevation angle is supposed as x-axis, horizontal angle as y-axis, and the unit length is set to 0.1 to reduce the error during the integration process. In the established coordinate system, each point is a set of 2D coordinates VOLUME 7, 2019 at a certain moment, and when the coordinates are not on the axis of the unit length, we do decimals to round up and round down the coordinates. As shown in Figure. 4, all points in the blue area will be regarded as the red point (θ , φ ), and then, this coordinate point can be transferred into a unique value z according to a function z = f (θ , φ ), thereby achieving the data integration.
In addition, in order to adapt to the activation function of RNNs, the integrated angle data will be mapped to the 0-1 range, thus speeding up the convergence speed of the program.
Finally, the discrete data that collected by time node will be reconstructed into the input data with a time step size of 20 to improve the memory of the RNNs model, thus improving the accuracy of the normal behavior model of UAV. Finally, the data is saved to the local disk for future use.
C. ESTABLISHMENT AND APPLICATION OF RNNS-BASED NORMAL BEHAVIOR MODELS
Since the trained 2D arrival angle obtained by DOA estimation is in the form of time sequence, RNNs are used to train the normal behavior model of UAV.
As a basic model of deep learning, Simple RNN solves the problem of memorylessness in traditional neural networks. Suppose that h t−1 and h t represent the hidden state of time step t−1 and t, x t and O t are the states of input data and output data at time step t. W * and b * stand for the weight vectors and bias vectors, respectively [24] . Therefore, the relationship between an input sequence to an output sequence is a mapping function, which can be specified by,
Specifically, tanh function in equation (5) is a hyperbolic tangent function and the output is limited between −1 and 1. When the function independent variable tends to be positive infinity or negative infinity, the function approaches a smooth state, and it is mainly used in cell state C, hidden state h and the candidate stateh t . Since these states are the states information after screening, which are beneficial to the input and processing for the next moment, the use of tanh in the loop process can continuously expand the feature effect and deepen the influence of current moment on the next moment, thereby make the transmission of information have a better effect.
Besides, LSTM-RNN can store the information for longer period of time with the help of Keep Gate or Forget Gate, and ''Gate'' controls the cell state of LSTM and decides to remove or add the information to the neural network [25] . The relationship between an input to an output sequence can be specified by,
where i, f , o and c are respectively the input gate, forget gate, output gate and cell state, σ represents the logistic sigmoid function. It is worth mentioning that the sigmoid function is typically used for hidden layer neuron output, which maps a real number to the interval of (0,1). At the same time, when the function independent variable tends to positive infinity or negative infinity, the function approaches the smooth state. When the independent variable tends to positive infinity, the output is infinitely close to 1, and when the independent variable tends to be infinite, the output is infinitely close to 0. Therefore, the sigmoid function is mainly applied to the output of the gate structure such as LSTM-RNN and GRU-RNN, and the output result is divided into 0 and 1, so that the state information is set in the process of training iteration (setting the state information unfavorable to the next moment to 0, setting the state information that is beneficial to the next moment to 1) to ensure that each iteration can filter the useless state information and deliver useful state information. While GRU-RNN retains LSTM-RNN's resistance to the vanishing problem, but its internal structure is simpler [26] . Therefore, GRU-RNN is easier to train since fewer calculations are needed to update its hidden state, and the forward propagation process of GRU-RNN can be expressed as [27] ,
where r t and z t represent the reset gate and update state, respectively,h t denotes the candidate state. Assume that RNNs are applied to the field of natural language processing, each data sample can be considered to be a time series, and there is a certain correlation between each data sample and data of previous and next moment. Therefore, analyzing the relationship between the data samples requires the hidden layer unit (h t ) in the RNNs. The hidden neurons are used as the output of the data samples at the previous moment and the input of the data samples at next moment, ensuring the continuity and sequence of the statements. As mentioned above, there is only a single use of hidden layer neurons (h t ) in Simple RNN, but gradient explosions and gradients are prone to occur when sentences are too long; and the gated structure proposed by LSTM-RNN (forgotten gate, input gate and output gate) solves the above two problems, thereby ensuring that the vocabulary information in the longer sentences can be passed to the back to improve the semantic relevance; GRU-RNN combines the forget gate and input gate of LSTM-RNN into a single update gate, and integrates the cell state and hidden state of the data sample, so it can not only learn the long-term dependence of the text, but also has a shorter processing time than LSTM-GRU.
Similarly, this paper applies RNNs to train UAV angle data with time series, which can also achieve the same effect. Besides, although GRU-RNN has the best performance in the training process, the memory capacity of the required neural network training model is diverse for different kinds of training data, which means that GRU-RNN with the best memory capacity does not necessarily make the final model have the best performance. Therefore, the reliability of three RNNsbased normal behavior models needs to be experimented and compared to obtain the best final model. After comparing the reliability of three models, the structures of best normal behavior models that adapted to the UAV communication scenario of this paper are selected to realize the acquisition and establishment of the normal behavior models of UAV.
Specifically, in the process of using normal behavior model, some abnormal behavior data of UAV is interspersed with other normal behavior data. In addition, the same data preprocessing method is applied to reconstruct the 2D arrival angle of abnormal behavior of UAV to adapt to the structures of established normal behavior models. By inputting the angle data (including normal behavior and abnormal behavior) into the normal behavior models for training, the data under the normal behavior models can be obtained. Next, the NRMSE between the trained position (which can be obtained from 2D arrival angle) and real position can be calculated. If NRMSE is greater than the threshold δ, which can be obtained through amounts of experiments, the coordinate point is recorded as abnormal data, otherwise it is recorded as normal data. Therefore, the abnormal behavior of UAV can be detected by comparing the abnormal labels of the training dataset with the abnormal points detected by the normal behavior models.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section,the experimental results of proposed RNNsbased normal behavior models are presented and analyzed through Python, including Simple RNN, LSTM-RNN and GRU-RNN respectively to establish the most reliable normal behavior models of UAV. Besides, a Python-based sequence processing tool Tensorflow is applied to build the deep learning models and obtain the parameters of the optimal model. Besides, it is hard to obtain the angle data of UAV while it is flying in the air because of the limitations of existing experimental conditions. Therefore, this paper establishes a stable simulation platform by analyzing the real trajectory of Dajiang mavic Pro UAV and combining the national standards provided in the ITU-TY.IoT-UAS-Reqts (Use cases, requirements and capabilities of unmanned aircraft systems for Internet of Things) recommendations, which is supported by International Telecommunication Union (ITU). Specifically, it is worth mentioning that in the process of setting up the simulation platform, the volatility and instability of the wind are considered, and proper signal-to-noise ratio (SNR) is added to x, y and z axis directions of the UAV's position information, respectively. Besides, some strong winds with higher SNRs are randomly interspersed, which is more in line with the wind's volatility. The SNR values of gentle wind in x, y and z axis are 50, 50 and 25, and the values of strong wind are 100, 100 and 50 respectively. Therefore, the x(t) in formula (2) is reliable, thus acquiring the accurate 2D arrival angle by using DOA estimation algorithm. In addition, the training epoch of RNNs is defined as 500 to ensure the convergence of accuracy curves.
In addition, the proposed normal behavior model is applied to two communication scenarios to prove the applicability. Since the signal transmission provided by BS cannot cover every user in smart city, UAV is introduced as a communication relay to expand the coverage area. Moreover, when the highway is located in the blind spot area of communication between two BSs, UAV can also provide the signal transmission for vehicles and pedestrians. Therefore, the normal behavior model proposed in this paper is applied to above two typical UAV communication scenarios, respectively. Specifically, the optimal parameters of normal behavior model can be selected by implementing the experimental results, so as to obtain the optimal normal behavior model in these two scenarios.
In order to make sure the convergence speed of program running and the accuracy of proposed normal behavior model, the cross-validation is applied in the process of building normal behavior model. Specifically, the total number of data samples is 30,000, the first 20,000 data samples are used as the train set to train the RNNs-based models, and the remaining 10,000 data samples are applied as the test set to ensure the accuracy of the model training, and the step size of each sample is designed as 20. Next, the experimental results of three RNNs-based normal behavior models in two different scenarios will be presented and analyzed, respectively.
A. TRAINING OF NORMAL BEHAVIORAL MODELS FOR TWO SCENARIOS 1) NORMAL BEHAVIOR MODELS OF UAV IN SMART CITY SCENARIO
The experimental results of three different neural networks (including Simple RNN, LSTM-RNN and GRU-RNN) in smart city scenario are first presented in this part to obtain the most reliable final model of smart city scenario.
a: SIMPLE RNN
In order to select the optimal parameters of Simple RNN, a series of experiments are done by changing the number of layers and the number of neurons, and the experimental results of different network structures of Simple RNN in terms of Mean Square Error (MSE) are shown in Table 1 . It can be seen from the table that when the number of neurons is less than 32, MSEs of all network structures including NET1-NET6 are relatively small and stable, resulting in a higher reliable probability of the normal behavior model of UAV. Besides, when the number of neurons is 16 and 32, the value of MSE is the smallest and the fluctuation is the smoothest. Therefore, the number of neurons is designed as 16 to ensure the convergence speed of the program (more neurons, slower the program converges).
However, it is difficult to directly determine the optimal layers of Simple RNN according to the average MSE in Table 1 , so the MSE data with 16 neurons in Table 1 is further converted into the reliable probability (which is called accuracy in the Figure) curve to more intuitively select the optimal layers, and the experimental results are shown in Figure 5(a) , where the horizontal coordinate is training epoch and the vertical coordinate is accuracy, and the results show that 3-layer Simple RNN is the best choice to achieve the highest accuracy. Besides, Figure 5 (b) presents the experimental results of different network structures with different learning rates (LRs) in terms of accuracy when the neurons and layers of all curves are defined as 16 and 3. As can be seen from Figure 6 (b), Simple RNN always has the best performance when LR is equal to 0.0005. Therefore, when LR of the 3-layer Simple RNN with 16 neurons is equal to 0.0005, Simple RNN can achieve the best performance. Table 2 illustrates the MSE of different LSTM-RNN network structure by changing the number of network neurons and layers. It can be seen from the table that when the number of neurons is less than 32, the experimental results of MSE are relatively volatile as the number of layers changes, and MSE value is also relatively high. Besides, if the number of neurons is too high, the training of the program will be too complicated, which will affect the convergence speed. Therefore, 32 neurons is used for LSTM-RNN model.
b: LSTM-RNN
In order to better determine the optimal layers of LSTM-RNN model, the column with 32 neurons is converted into six accuracy curves, which is shown in Figure 6 (a). It can be seen intuitively from the figure that 4-layer LSTM-RNN can achieve the highest average accuracy, and the performance of 4-layer LSTM-RNN is significantly more stable than that of other layers. In addition, Figure 6(b) shows the experimental results of 4-layer LSTM-RNN model with 32 neurons under different LRs. It can be seen from the figure that the accuracy results of 0.001 and 0.005 are relatively unstable, and when LR is 0.0005, the average accuracy result is higher than the most stable orange curve. Therefore, when LR of 4-layer LSTM-RNN with 32 neurons is 0.0005, the average highest accuracy 98.7% can be achieved to ensure the accuracy of the normal behavior model. Table 3 shows the experimental results of MSE under different GRU-RNN network structures, when the number of neurons is not less than 32, a relatively low MSE value can be achieved, so 32 neurons is tend to be chosen to make sure the convergence speed. Besides, as the number of network layers changes, the MSE value changes smoothly. Therefore, the network model with 32 neurons is considered to have the lowest MSE. Figure 7 (a) illustrates the accuracy results of behavior model with 32 neurons in terms of different layers, which can more accurately show the performance of the model under different layers. As can be seen from the figure, 4-layer GRU-RNN model performs best in terms of accuracy, which is about 98.5%. Besides, Figure 7(b) shows the accuracy of 4-layer GRU-RNN with 32 neurons under different LRs. As can be seen from the figure, the curve of 0.005 LR is always in an unconverged state. And when LR is 0.0005, the average accuracy is better than other two curves, which is around 98%. Therefore, the conclusion can be made that when LR of 4-layer GRU-RNN with 32 neurons is 0.0005, the best accuracy can be achieved.
c: GRU-RNN
In order to accurately obtain the optimal normal behavior model of UAV under smart city scenario we discussed before, the accuracy of these three RNNs is concluded and compared, and the comparison results are shown in Figure 8 .
As shown in Figure 8 , the accuracy of normal behavior models under three different RNNs is compared in smart city scenario. It can be seen that all three accuracy curves remain rising, and when the number of training epoch is less than 150, the rising speed of LSTM-RNN is relatively fast, while the rising speed of LSTM-RNN and GRU-RNN is relatively slow. However, when the number of epoch reaches 450, the accuracy curves of Simple RNN and LSTM-RNN have exceeded that of GRU-RNN (which can be clearly seen from the enlarged view), and the average accuracy curve of LSTM-RNN is higher than that of Simple RNN, so LSTM-RNN is applied as the optimal normal behavior model of smart city scenario.
2) NORMAL BEHAVIOR MODELS OF UAV IN HIGHWAY SCENARIO
In the highway scenario, the same idea as smart city scenario is used to select the optimal normal behavior model in terms of Simple RNN, LSTM-RNN and GRU-RNN. Through a series of experimental tests and comparisons, the Simple RNN model is chosed as the optimal normal behavior model of highway scenario with following experimental results. Figure 9 (a), which is helpful to further obtain the optimal layers of Simple RNN model.
For a clearer display, only the accuracy results of training epochs from 350 to 500 are shown in Figure 9 (a). As can be seen from the figure, although the accuracy of 2-layer and 1-layer is relatively stable, the average accuracy is still lower than 4-layer model. Therefore, 4-layer model is considered to be the optimal layers of Simple RNN model with an average accuracy of 97.5%. Figure 9 (b) illustrates the accuracy of 4-layer Simple RNN with 16 neurons under different LRs, from which we can see that the accuracy curve for LR of 0.005 is always in an unconvergent state. In addition, it is easy to find that when LR is 0.001, the accuracy curve of the model gradually converges with the increasing of training epoch, and finally achieve the highest accuracy, which is about 98%. Therefore, considering the above experimental results, when LR of 4-layer Simple RNN with 16 neurons is 0.001, the best performance of the model can be achieved.
B. DETECTION RESULTS OF ABNORMAL BEHAVIOR FOR UAV
It is worth mentioning that the normal behavior models applied in this paper are the ready models trained based on DOA estimated angle data. Therefore, the NRMSE between the current moment position of UAV and the position information provided by normal behavior models can be obtained in real time, thus achieving real-time detection. Specifically, the specific calculation process of NRMSE is as follows:
• Step 1: Complete the normalized calculation of the angle data,
where X represents all samples of the angle data, X .min and X .max represent the minimum and maximum of each column. Since the normalized maximum value is 1 and minimum value is 0. Therefore, max = 1 and min = 0.
• Step 2: Complete the calculation of RMSE,
where m is the total number angle data columns, which is equal to 2 in this paper (elevation angle θ and horizontal angle φ),X s (i) is the data obtained from trained normal behavioral models. Besides, in order to ensure the accuracy of the abnormal behavior detection scheme for UAV, this paper adopts the singular value detection method. Specifically, when the threshold is too large, it means that there is a greater tolerance for the deviation of UAV from the normal behavior model, which will cause some abnormal behaviors of UAV to be undetected normally, thus reducing the accuracy of the detection scheme; When the threshold is too small, it means that the tolerance range of UAV's deviation from the normal behavior model is too small, and the detection scheme will incorrectly detect the situation that UAV is offset by the external air pressure to be abnormal, which will affect the performance of the detection scheme. Therefore, this paper needs a lot of experiments to choose the most appropriate threshold, and multiple samples and different thresholds are used for testing. In addition, in order to make the display of the image clearer, two samples of proposed models (LSTM-RNN model in smart city and Simple RNN model in highway) are randomly selected to conduct the experiments, and also compare the performance with Support Vector Machine (SVM) and Multi-Layer Perception (MLP) to prove the reliability of the proposed method [28] , the experimental results are shown in Figure 10 (a) and (b), respectively. Figure 10 (a) shows the detection accuracy under different thresholds in smart city scenario. It can be seen from the figure that as the threshold increases, all accuracy curves show a gradual upward trend. In order to ensure the accuracy of abnormal behavior detection, δ is defined as 0.5, which can tolerate the slight deviation of UAV when it is affected by the air pressure, and accurately detect the abnormal behavior. Besides, when the δ is set to 0.5, the detection accuracy is about 98%. For SVM and MLP algorithm, two samples are also randomly selected for comparison. It can be seen from the figure that when the accuracy of SVM curves reaches 98%, the corresponding threshold is about 0.62, and when the accuracy of MLP curves reaches 98%, the corresponding threshold is about 0.58, both of which are larger than 0.5 of proposed scheme. Therefore, under the condition of ensuring the same accuracy, the abnormal behavior detection scheme proposed in this paper is more sensitive with a lower false positive rate of detection in smart city scenario. Figure 10(b) illustrates the detection accuracy under different thresholds in highway scenario, and the δ is defined as 0.6 to achieve the high detection accuracy. Besides, the detection accuracy of 0.6 is also about 98%, when the accuracy of SVM curves reaches 98%, the corresponding threshold is about 0.64, and when the accuracy of MLP curves reaches 98%, the corresponding threshold is about 0.63, both of which are also larger than 0.6 of proposed scheme. Therefore, the abnormal behavior detection scheme in highway scenario is also more sensitive with a lower false positive rate of detection compared with SVM method.
In addition, it is necessary to provide the computation time of proposed method, SVM and MLP algorithms in test stage and run stage to further prove the feasibility of proposed abnormal behavior detection scheme. Specifically, the computation time in test stage refers to the time taken to test the model using test sets after the model is built, which also includes the loading of model, reading of the data and the abnormal judgment. And the computation time in test stage of proposed method, SVM and MLP algorithms is 129.85s, 130.59s and 132.97s, respectively. Besides, as the most important basis, the computation time in run stage (which is the time required to complete the abnormal detection) of proposed method, SVM and MLP is 0.034s, 0.035s and 0.033s, respectively. Therefore, the abnormal behavior detection scheme proposed in this paper can not only achieve more accurate detection results, but also need to spend almost the same or even shorter detection time.
V. SUMMARY AND FUTURE WORK
This paper proposes an abnormal behavior detection scheme to address the problem of GPS spoofing. From the works of predecessors, it is clear that deep learning performs well in prediction by applying trained model. Inspired by this point, an abnormal behavior detection scheme of UAV using RNNs is proposed in this paper. To avoid the confusion of slight offset and abnormal behavior of UAV, the reliable normal behavior models for two different scenarios including smart city and highway are established by applying RNNs, and DOA estimation algorithm is used to collect current angle data of UAV thereby ensuring the accuracy of input datasets. According to the experimental results, the optimal normal behavior models under smart city and highway scenarios are LSTM-RNN and Simple RNN with highest accuracy. Moreover, an appropriate threshold is selected through amounts of experiments to measure NRMSE between the real position and the position provided by normal behavior models, so as to achieve the purpose of detecting abnormal behavior. Experimental results justify that the proposed abnormal behavior scheme is of high detection accuracy, then the abnormal behavior of UAV can be detected in time, which provides the possibility for people to take remedial measures, thus ensuring the security of the communication system. In the future, the work can be extended to optimize the simulation system of experiments and make it more in line with the real unstable environment of UAV, and the proposed normal behavior model can also be upgraded to deal with very large scale angle datasets. WEI CHENG received the Ph.D. degree from the School of Engineering and Technology, University of Washington. His main research interests include security and cyber-physical systems, HCI-based security, location privacy protection, smart cities, and underwater networks. VOLUME 7, 2019 
