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Express continues to be the dominant carrier in the American market, though it has been joined by a variety of competitors, ranging from the United Parcel
Service to the U.S. Post Office.
Not surprisingly, the Federal Express success story has invited study by academicians. Chan and Ponder (1979) , Chestier (1985) , Emery et al (1986) Finnegan and Andrade (1984) reprise the Federal Express experience, focusing on the organizational factors that led to its success. Hall (1989) examined the route structure of overnight carriers, and showed how time zones and time windows affect terminal location and routing strategy. More generally, the phenomenon of the hub-and-spoke network structure has been studied by Kanafani Ghobrial (1985) and OIKelly (1986) , though the emphasis has been passenger networks.
To date, there has been no research on the design of pickup and delivery (Daganzo, 1987) or the same as dial-a-ride routing (Daganzo, 1978; . However, unlike the former, stops arrive dynamically and most customers share a common time window. Unlike the latter, shipments share a common destination (the vehicle terminal) and waiting time to pickup is not the primary concern.
SYSTEM DESCRIPTION
Common carrier networks can be divided into "local area" and "wide area"
components. Beyond those mentioned already, some important system characteristics follow:
(i) Customers may send and receive multiple pieces. Typically, pickups will contain more pieces than deliveries. Conversely, this means that drivers typically make more delivery stops in a day than pickup stops.
(2) In residential areas, deliveries are much more prevalent than pickups.
(13) In the case of large companies, pickup and delivery sites may be spread throughout a building. Because these sites are usually not coordinated, a driver may have to visit a company several times during a day to make all pickups. (4) If a distributor is very large, the carrier will sometimes keep a truck parked at the loading dock through the day, or dispatch a special truck to pick up shipments. (5) The time to process a pickup is much larger than the time to process a delivery, due to time needed to fill out forms. (6) Delivery routes can be planned in advance, whereas pickup routes must be constantly modified as calls are received.
DESIGN ISSUES
There are many elements to the LAN design, including selecting: (1) the number and location of stations, (2) the topology for transporting shipments between stations, (3) the geometry of pickup and delivery routes, and (4) cutoff and delivery times. The first two issues are discussed in Hall (199t), and ~ill not be covered in this paper. The emphasis here is on the pickup and delivery routes, along with the cutoff and delivery times.
A clear tradeoff exists between the cost of operating the P~D fleet, the quality of service provided and the number of customers attracted based on the service quality. If cutoff times were shifted from 3:30 to 2:00, for instance, drivers would have a longer time interval to serve the end-of-day shipments, and would not have to duplicate routes covered earlier in the day, before all of the calls are received. However, this cost saving would not be appealing if a large portion of the customers shifted to a competitor who offers more responsive service.
The approach taken in this paper is to model the cost for the two critical parts of the day --the morning delivery period, up until the delivery deadline, and the afternoon pickup period, surrounding the cutoff. Finally, the paper will assume that drop boxes, because they are served last, can be scheduled independently of other pickups.
The major system cost components inchde: (1) Driver wages and benefits, (2) Vehicle ownership and inserance, (3) Vehicle maintenance, and (4) Given a fixed daily shift length, the first cost is a linear function of the number of vehicle routes, whereas the fourth cost is a linear function of the number of miles traveled. The second and third costs depend on a combination of number of vehicle routes and miles traveled.
Recognizing that overnight carriers use ordinary vans (not expensive trucks) for P~D, wages and benefits are the dominant cost, and the number of routes is the key factor that determines total P~D cost. Therefore, the question of how to design the P~D system can be phrased in the following way:
How can the number of routes be minimized while meeting service constraints? and
How does the number of routes depend on changes in the service constraint?
101h~ING WOIt~OtJ}
This section develops an approximate model to estimate the number of vehicle routes required to deliver priority shipments. The model will assume that delivery routes meet the objective of minimizing miles traveled, and that only priority shipments are delivered before the priority deadline.
In doing so, the number of delivery routes will be minimized. The following symbols will be used:
size of time window available for deliveries minimum number of routes needed for deliveries spatial mean density for delivery stops coefficient of variation of the spatial mean density, for delivery stops.
mean time to make a delivery stop (not counting mileage) mean vehicle velocity during deliveries area of entire service region among all routes.
The average time required to.make a single delivery stop can be expressed as:
where.: 57/4 Pd (see Daganzo, 1984; Hall, 1990) . For the reasons cited above,
Johnson's coefficient will be adopted in this paper.
If stop density is randomly distributed across space, with probability density f(p), the mean separation for the Euclidean metric would be: As can be predicted from Jensen's inequality, E(~fp) < ~/E~}), meaning that route length is shorter when stop density is not homogeneous. However, the coef~!icient of variation must be quite large (.6 or more), before the stochastic solution differs appreciably from the deterministic solution.
As another example, if stop density has a uniform distribution over [a,b] Taking all factors into account:
where k is a multiplier specific to the travel metric and probability distribution for p. Eq. 4 specifies the minimum number of routes needed to meet mean daily delivery demand. In addition, some safety margin may be needed to allow for daily variations in workload and stop times. The issue of setting the safety margin will not be addressed in this paper.
PICKUP WO~LOT
he number of routes required for the afternoon pickups depends on the set of call-in customers remaining to be picked up at the afternoon cutoff time, as well as the set of regular customers. This set does not constitute a uniformly random sample of stops, for it depends on the pickup strategy employed prior to the cutoff. If, for instance, a driver chooses to concentrate on a small section of his pickup region, the spatial distribution of stops remaining at the cutoff will be altered, both in mean and variance.
Hence, the key to minimizing the number of routes is to effectively route vehicles prior to the cutoff, so that the remaining work is minimized.
The pickup strategy differs from the delivery strategy in that the route must be updated as new calls arrive. In addition, sections of the service region may be covered multiple times to serve newly arriving calls. In these respects, routing pickup vehicles is more complicated than routing delivery vehicles. Therefore, the remainder of the paper is divided into parts, and addresses the following issues in order:
(I) Routing the pickup vehicle between the cutoff time and the end of the pickup time window.
(2) Routing the pickup vehicle prior to the cutoff time, for a homogeneous stop density.
(3) Routing the pickup vehicle prior to the cutoff time, for a stop density that is not homogeneous.
For the sake of simplicity, the paper will assume (realistically) that regular customers can be picked up any time between the cutoff and the end of the workday.
Routing After the Cutoff Time
Once the cutoff is reached, no new calls are allowed and vehicle routing becomes static. Let the following values pertain to the set of stops remaining to be picked up at the cutoff time:
V = size of time window available for pickups P N = minimum number of routes needed for pickups P pp = spatial mean density for pickup stops s = mean time to make a pickup stop P Vp = mean vehicle velocity_ during pickups.
Then the minimum number of vehicles needed is defined by:
where k is a multiplier specific to the distance metric and density distribution.
Pickup Strategy Prior to Cutoff Time: Homogeneous Case
In this section, the stop density of arriving calls is assumed to be homogeneous across space and each stop is assumed to comprise a single neighbor dynamic traveling salesman tour. These two coefficients can be viewed as lower and upper bounds on the true optimum, the former being based on the idealized assumption that a dynamic route can be served as efficiently as a static route; the latter being based on a non-optimal heuristic.
Eq. 7 translates into a service rate of:
0 In reality, prior to reaching equilibrium the stop density in the vicinity of the vehicle will be less that 2~, and cam be approximated by:
p' = stop density in area to be served next
where:
T' = length of time since area to be served next was last served T = spatial average time since area was last served. Using Eq. 8~ Figure 1 shows the evolution of fl(t) for two arrival curves, 
As time progresses, p approaches p from below. The time required to reach equilibrium, r 0, must be at least as large as the minimum time required to N accumulate a queue size of ph:
where, #min = the minimum service rate as p approaches zero 1 (14)
The approximation for #min is based on the average distance between two r~domly selected points in a square of size h. As Eq. 13 suggests, the time to reach equilibrium is longest when Sp, p and t are large, and I is small. In addition to the call-in customers, regular customers instantaneously become available for pickup at the cutoff, combining to a mean stop density of Pp = P + Pr' where Pr is the density of regular customer stops. Then the time required to serve all outstanding work at the cutoff is approximately:
&t the cutoff, the probability distribution for p varies uniformly between Pr Figure 3 .
In no case can h' exceed mmx{l,I/a}, which is the limit of h' as 7 ~ ~. These limits are only attained when driving time is negligible relative to stop time. As 7 declines, driving time becomes a more significant factor, which causes district size to decline. Note that these values roughly match the points where the equilibrium curves diverge from the dashed lines.
As a final comparison, Figure 5 demonstrates the relationship between district size and the percentage of customers that are call-in (the remainder are regular, with a combined density of to/ + Pr = 40 customers/mile2).
Because call-ins can be served before the cutoff, the allowable district size enlarges as the percentage increases. This is something of a paradox, for it is inherently more efficient to serve customers when they all arrive at once.
In fact, the vehicle miles traveled during pickup are minimized when 100% of the customers are regular.
Nevertheless, as the figure shows, spreading the calls over a longer period effectively increases vehicle capacity, even if vehicles have to travel over longer routes.
NON-HOMOGENEOUS STSP DENSITY
With non-homogeneous density, it may be desirable to favor one part of a district over another, either to increase the service rate or to achieve a more favorable stop distribution at the cutoff.
In the first two parts of this section, all call-in stops are identical in stop time and each stop generates exactly one shipment, but stop density varies over space. In the third part, the stops are allowed to generate multiple calls in a day.
Identical Stops/Varying Density
As already demonstrated, the time required to serve a set of stops is insensitive to the coefficient of variation of the stop density. Hence, a reasonable heuristic for routing vehicles is to maximize the rate at which stops are served, without regard to the effect on spatial distribution.
To maximize service rate, the vehicle should ideally always serve the location with the largest density of outstanding stops. As a practical matter, separation between regions may prevent the vehicle from fulfilling this goal. However, ignoring the separations allows for an approximate solution that provides some insight into optimal routing. Let:
p(x,y,t) = stop density/time of arriving calls, at location (x,y), and time t.
A(t)
= f p(x,y,t)dxdy. x,y q(×,y) = p(×,y,t)/A(t)
By assumption, q(x,y) will be time invariant.
The density of outstanding stops at any location (x,y) depends p(x,y,t) and the length of time since the iocation was last served.
Therefore, the location with the largest density of outstanding stops is not necessarily the location where q(x,y) is largest. If the vehicle were spend all of its time in a single region, the density of outstanding stops could fall below that in other regions, with smaller values of q(x,y).
Rather, the vehicle should distribute its effort in a manner that equalizes the density of outstanding stops in its vicinity. If the density is not equalized, then the vehicle-could spend more time in the area with the highest density of outstanding stops until densities are equalized.
Suppose that the arrival pattern is stationary, and that the system reaches steady-state. Then the cycle time between vehicle visits to any location (x,y) must be proportional to q(x,y). Over this cycle, the density must vary between O, just after the visit, to 2p, at the time of the visit, where p is the spatially invariant mean density of outstanding stops.
The refore:
Eq. 17 is identical to Eq. 11, the equilibrium condition for homogeneous stop density. The inference here is that variations in spatial stop density should not affect the pickup workload, provided that the driver adopts a location specific cycle time, adjusted according to q(x,y).
A Discretized Case
Suppose now that a vehicle district has just two parts, one with a low stop density and the other with a high stop density. The time required to serve all remaining work after the cutoff would be: Otherwise, the work reduction is less than tl, the difference arising from the lower productivity when serving only a portion of the total calls that eventually arrive in S I.
The work reduction in Eq. 20 is largest when pl is maximized, meaning that the vehicle should serve the region with the largest stop density. Doing this will minimize t2 or, if t2 is a fixed time window, allow the total district size (At+A2) to be maximized. Maximizing district size fulfills the objective of minimizing the number of routes.
(If it were possible to complete an entire region prior to the cutoff, then that region should also clearly be the one with the larger density.)
To carry the discrete case further, a vehicle can be routed within its district by traveling from region to region, with the objective of minimizing outstanding work at the cutoff time.
a) = quantity of outstanding work, at cutoff time tj
where,# i = outstanding stop density in region i I = number of regions.
The outstanding stop density is defined by the routing sequence prior to the cutoff time, which can be viewed as a sequence of time periods, each of which represents a single cycle through a region. Each cycle has duration:
where, T{i(j-l),i} = time to travel from region visited in previous period, i(j-l), to region
The optimization problem could be formulated and solved as a dynamic program, though it seems that a reasonable heuristic would be to "select the region with the largest outstanding stop density" next (perhaps modified to reflect distances between regions).
Non-Identical Stops
Stops can differ according to the number of pieces shipped and according to the likelihood that a stop would generate more than one calt during a day. As indicated in the prior sections, the goal prior to the cutoff time should be to maximize driver productivity. Eq. 20 provides a framework for measuring productivity. That is, the productivity is the proportionate reduction in work after the cutoff, due to work completed prior to the cutoff. Productivity losses stem from two sources: (I) added distance between stops, due to a lower stop density, and (2) repetition of stops due to multiple calls.
Put another way, prior to the cutoff, the driver is only fully productive during: (A) access/egress/greeting at stops that only generate single call per day, and (B) processing individual pieces.
Taking these factors into consideration, hybrid routing strategies might include:
(I) Favoring calls that contain many.pieces, to increase the proportion of time spent proeesslng pieces.
(2) Skipping stops that are likely to generate multiple calls, to prevent the access/egress and driving time from being wasted.
Because the piece processing time tends to be a small percentage of the total, the first strategy is really not very practical.
Further, it conflicts with the second objective, because stops that generate many pieces are also likely to generate many calls. Therefore, the first possibility will not be considered.
The second strategy might be implemented by transferring some customers from the call-in category to the regular category; that is, by waiting until the cutoff time before visiting them. in terms of the models presented, the net effect will be to reduce ~ and increase Pr" The question, then, is whether such a change increases or decreases the quantity of work remaining to be completed at the cutoff.
For any pickup system, this question can be addressed by constructing a trade-off curve, as in Figure 4 . Let:
t O = length of pickup period preceding cutoff rate at which selected class of customers generates calls stop density for selected customer class.
If the selected class is moved from the call-in category to the regular ,)
category, 2 will decrease by ~0 and Pr will increase by PO" However, for the change to be contemplated, pO/~O < to; otherwise, the customer class would not be generating multiple calls, on average.
To determine whether a transfer reduces the workload, the ratio pO/~can be compared against the marginal rate of substitution between Pr and 2, as defined by the level curves for district size. Specifically, a transfer will result in marginal work reduction when:
For example, the following data is taken from Figure 4 with Pr = I0: routing is the more complicated, due to the dynamic nature of customer calls.
In pickup routing, the goal is to minimize the workload of outstanding calls at the cutoff time. Meeting this goal depends on how regions are sequenced for pickup prior to the cutoff. A reasonable heuristic seems to be the "highest stop density next" rule.
Although the paper did not yield a routing algorithm, it did provide approximate models that can be used to estimate the effect of changes in customer base on cost. In particular, the pickup model can be compared to the delivery model to identify the dominant period of the day. Even though pickup routing is less efficient (due to dynamic calls), and even though it takes longer to process a pickup than a delivery (Sp > Sd), it is not necessarily dominant. Mainly, this is because pickup stops tend to generate more pieces than delivery stops. Put another way, delivery routes tend to contain more stops than pickup routes.
8ne application of the models may be to adjust delivery and cutoff times to attain a balanced workload. Another application would be to measure the change in cost due to changes in service standards. Unfortunately, these analyses are not straight-forward because any change in service standards will surely affect the demand pattern. Sensitivity analysis, combined with some form of demand modeling, is needed to answer these strategic questions.
Finally, the models presented do no account for all of the phenomena presented at the end of the "system description" section. Excluded factors include (I) generation of calls at different locations within a building and (2) design of special routes dedicated to serving large customers. These topics could be the basis for future research.
