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Abstract
The entries of the quantum Désarménien matrix, given in [A. Stokke, A quantum version of the Désar-
ménien matrix, J. Algebraic Combin. 22 (2005) 303–316], are defined using elements in the quantum
hyperalgebra. By exhibiting a map from the plus part of the quantum hyperalgebra to the q-Schur alge-
bra, we describe the entries of this matrix using the q-Schur algebra. We then use the q-Schur algebra to
give a combinatorial description of the entries in the matrix using Young tableaux.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
Let r and n be positive integers and let K be an infinite field. For each partition λ of r there
is a Désarménien matrix which has rows and columns indexed by semistandard λ-tableaux with
entries in the set {1, . . . , n}. This matrix was first defined in [5] using Capelli operators which turn
out to be elements in the hyperalgebra for the general linear group GL(n,K). There, the authors
used it to give a straightening algorithm for bideterminants in the Schur module, which is the
contravariant dual to the Weyl module, for GL(n,K). Désarménien [3] later gave a combinatorial
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Carter–Lusztig basis theorem (see [2]) for the Weyl module for GL(n,K). The Schur module has
a basis of bideterminants which are indexed by semistandard λ-tableaux and the Désarménien
matrix serves as a change of basis matrix between the basis dual to this basis and the Carter–
Lusztig basis for the Weyl module.
In [14], a quantum version of this matrix was defined in the following way. Let q be an in-
determinate and A = Z[q, q−1]. The A-algebra Aq(n) is generated by the n2 non-commuting
variables xij subject to certain relations that we give in Section 3. One can associate to a
λ-tableau T , with entries in the set {1, . . . , n}, a bideterminant [T ] which belongs to Aq(n). The
algebra Aq(n) is a UA-module, where UA denotes the quantum version of Kostant’s Z-form,
and the A-span of the bideterminants given by semistandard λ-tableaux is a UA-invariant sub-
module of Aq(n). By base change, one obtains a module for the quantum hyperalgebra UK,
called the q-Schur module. The q-Schur module has a basis of bideterminants given by semistan-
dard λ-tableaux (semistandard bideterminants). Given a semistandard λ-tableau T , one forms a
certain product of elements ET in the plus part of the quantum hyperalgebra. Let Tλ be the λ-
tableau in which the ith row consists entirely of i’s and let S and T be λ-tableaux with S column
increasing and T semistandard. Then Ωq(S,T ) is defined to be the coefficient of [Tλ] in the
expansion of ET [S] as a linear combination of semistandard bideterminants. If {Ti}1im is the
set of semistandard λ-tableaux with entries in {1, . . . , n}, the quantum Désarménien matrix is the
m × m matrix Ωq = (aij )1i,jm with aij = Ωq(Ti, Tj ).
The quantum Désarménien matrix plays a role similar to its classical counterpart. In [14], it is
shown that it gives a straightening algorithm for writing a bideterminant in the q-Schur module
as a linear combination of semistandard bideterminants. It is also used there to give a proof of the
standard basis theorem for the q-Weyl module. Note that alternative proofs of this basis theorem
may be found in [6] and [9]. As well, in [14], the quantum Désarménien matrix is shown to be
the change of basis matrix between this basis and the basis dual to the basis of semistandard
bideterminants for the q-Schur module.
The coalgebra Aq(n, r) is generated by the xI,J in Aq(n) which are homogeneous of degree r .
The q-Schur algebra can be defined as the dual Aq(n, r)∗ (see for instance [7,13]); we denote it
by Sq(n, r). It is known that the q-Schur algebra is a quotient of the quantized universal envelop-
ing algebra (see [1]). In this article, we show that the q-Schur algebra can be used to determine
the entries of Ωq . This allows us to give a combinatorial description of the entries of the matrix.
This turns out to be much more difficult than in the classical case.
We exhibit a map θ from U+A to Sq(n, r) in Section 5. We use our map to prove that
Ωq(S,T ) = q−s(T )ξI (λ),IR(T )([S]), where ξI (λ),IR(T ) is in Sq(n, r), (I (λ), IR(T )) is a certain
pair of r-tuples dependent on λ and T , and s(T ) is a positive integer determined from T . We use
this result to give a combinatorial description of Ωq(S,T ) in Section 6.
2. Young tableaux
Let n and r be fixed positive integers. A partition λ = (λ1, λ2, . . . , λk) of r is a k-tuple of
positive integers with λ1  λ2  · · ·  λk and ∑ki=1 λi = r . Throughout the article λ shall be
a fixed partition of r . The Young diagram of shape λ is the set of r boxes arranged in k left-
justified rows such that the ith row contains λi boxes. We shall denote the conjugate of λ by
μ = (μ1,μ2, . . . ,μλ1) where μi is the number of boxes in the ith column of the Young diagram
of shape λ. By placing an entry from the set {1,2, . . . , n} in each of the boxes of the Young
diagram of shape λ, we form a λ-tableau. A λ-tableau is said to be semistandard if the entries
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increasing from top to bottom.
If α = (α1, α2, . . . , αs) is a partition of m r , and λ = (λ1, λ2, . . . , λk) is a partition of r with
s  k, then α ⊂ λ if αi  λi for 1 i m. If α ⊂ λ, the skew diagram of shape λ/α is obtained
by removing the Young diagram of shape α from the Young diagram of shape λ. A skew tableau
of shape λ/α is obtained by filling the boxes of the skew diagram of shape λ/α with positive
integers. If λ = (4,3) and α = (2), a skew tableau of shape λ/α is
T = 1 31 2 4
Let I (n, r) = {I = (i1, . . . , ir ) | iρ ∈ {1, . . . , n}, 1  ρ  r}. Given a λ -tableau T , there are
two ways that we can associate an r-tuple in I (n, r) to T . Suppose that tij is the entry in the ith
row and j th column of T . Then
IR(T ) = (t11, t12, . . . , t1λ1 , t21, . . . , t2λ2, . . . , tμ11, . . . , tμ1λμ1 )
is the row sequence associated to T , and
IC(T ) = (t11, t21, . . . , tμ11, t12, . . . , tμ22, . . . , t1λ1 , . . . , tμλ1λ1)
is the column sequence associated to T . If T is a skew tableau, the definitions are similar; IC(T )
is the sequence obtained by reading off the entries in each column of T from top to bottom,
starting with the left-most column of T and moving left to right. Similarly, IR(T ) is obtained
by reading off the entries in the rows of T from left to right, starting with the top row and
moving down. For the skew tableau in the above example, IC(T ) = (1,2,1,4,3) and IR(T ) =
(1,3,1,2,4).
We will frequently refer to the basic tableau which we denote by Tλ. This is the λ-tableau with
k rows for which every entry in the ith row is equal to i, 1  i  k. We let I (λ) = IR(Tλ) and
J (λ) = IC(Tλ). We will often write T = TI , where I = IC(T ). In other words, the λ-tableau TI is
obtained by filling the Young diagram of shape λ with the entries in the subsequence I = IC(T )
canonically across the columns from left to right and top to bottom. Note that TJ(λ) = Tλ.
Example 2.1. Let λ = (3,2). Then
T = 2 3 4
5 7
is a semistandard λ-tableau with IR(T ) = (2,3,4,5,7) and IC(T ) = (2,5,3,7,4), so T =
T(2,5,3,7,4). Furthermore,
Tλ = 1 1 1
2 2
, I (λ) = (1,1,1,2,2), and J (λ) = (1,2,1,2,1).
We have a right action of the symmetric group Sr on I (n, r) by
Iσ = (iσ (1), . . . , iσ (r)), I = (i1, . . . , ir ) ∈ I (n, r).
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I ∼ J if Iσ = J for some σ ∈ Sr . As well, if (I, J ) and (K,L) belong to I (n, r) × I (n, r), we
write (I, J ) ∼ (K,L) if Iσ = K and Jσ = L for some σ ∈ Sr .
We denote by T̂λ the λ-tableau TI where I = (1,2, . . . , r). The set of σ ∈ Sr which preserve
the columns of T̂λ under this action is called the column stabilizer of T̂λ; we denote it by C(T̂λ).
3. The quantum hyperalgebra and the q-Schur algebra
Let K be an infinite field. Let q be an indeterminate, A = Z[q, q−1] the ring of Laurent
polynomials in q , and Q(q) the field of quotients of A. The quantum enveloping algebra, de-
noted UQ(q), is the Q(q)-algebra with generators Ei , Fi , Kj , K−1j with 1  i < n, 1  j  n,
subject to the following relations. We let Ki,i+1 = KiK−1i+1 and 1m < n.
KjK
−1
j = K−1j Kj = 1, KmKj = KjKm,
KjEi = qδi,j−δj,i+1EiKj , KjFi = qδj,i+1−δji FiKj ,
EiEj = EjEi if |i − j | > 1, FiFj = FjFi if |i − j | > 1,
EiFj − FjEi = δij
Ki,i+1 − K−1i,i+1
q − q−1 ,
E2i Ej −
(
q + q−1)EiEjEi + EjE2i = 0 if |i − j | = 1,
F 2i Fj −
(
q + q−1)FiFjFi + FjF 2i = 0 if |i − j | = 1.
The quantum enveloping algebra is equipped with a comultiplication Δ :UQ(q) → UQ(q) ⊗UQ(q)
which affects the generators as follows:
Δ(Ei) = 1 ⊗ Ei + Ei ⊗ Ki,i+1, Δ(Fi) = K−1i,i+1 ⊗ Fi + Fi ⊗ 1, Δ(Kj ) = Kj ⊗ Kj .
(1)
Note that the algebra homomorphism Δr−1 :UQ(q) → U⊗rQ(q) satisfies
Δr−1(Ei) = 1 ⊗ · · · ⊗ 1 ⊗ Ei + 1 ⊗ · · · ⊗ 1 ⊗ Ei ⊗ Ki,i+1 + · · · + Ei ⊗ Ki,i+1 ⊗ · · · ⊗ Ki,i+1.
(2)
We now define Lusztig’s integral form (see [12]), which is a quantum version of Kostant’s
Z-form. Let a be a non-negative integer. Define
[a]! =
a∏
k=1
qk − q−k
q − q−1 and
(
Kj
a
)
=
a∏
s=1
q−s+1Kj − qs−1K−1j
qs − q−s .
For X ∈ UQ(q) and a ∈ N, we have X(a) = Xa[a]! . Then UA is the Hopf A-subalgebra of UQ(q)
generated by the elements
E
(a)
i ,F
(a)
i ,Kj ,K
−1
j ,
(
Kj
a
)
, a ∈ N, 1 i < n, 1 j  n.
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generated by the E(a)i where a ∈ N. Our field K becomes an A-algebra by letting q ∈ A act
on K by multiplication by some fixed unit t ∈K. The quantum hyperalgebra is defined as UK =
UA ⊗A K, and U+K = U+A ⊗A K.
We write u ∈ UK to mean the image of u in UK via the map φ :UA → UK defined by φ(u) =
u ⊗ 1. When we say that M is a UK-module we mean that M is a UA-module so we have a
UK-module via base change.
Let VQ(q) be the n-dimensional vector space over Q(q) with basis v1, . . . , vn. Then VQ(q) is a
UQ(q)-module via
Eivk = δi+1,kvi, Fivk = δikvi+1, Kjvk = qδjk vk, K−1j vk = q−δjk vk,
where 1  i < n and 1  j, k  n. We denote by VA the UA-submodule of VQ(q) generated
by v1, . . . , vn. Then V ⊗rA is a UA-module via u(vi1 ⊗ · · · ⊗ vir ) = Δr−1(u)(vi1 ⊗ · · · ⊗ vir ).
Let V ⊗r denote the UK-module resulting from base change. Note that if I ∈ I (n, r), we let
vI = vi1 ⊗ · · · ⊗ vir .
We now turn our attention to the q-Schur algebra. For further details, see [7] or [13]. Let
Aq(n) be the A-algebra generated by the n2 non-commuting variables xij , 1 i, j  n, subject
to the relations
xilxik = qxikxil, 1 k < l  n,
xjkxik = qxikxjk, 1 i < j  n,
xilxjk = xjkxil, 1 i < j  n, 1 k < l  n,
xikxjl − xjlxik =
(
q−1 − q)xilxjk, 1 i < j  n, 1 k < l  n. (3)
Given I = (i1, . . . , ir ), J = (j1, . . . , jr ) in I (n, r), we let xI,J = xi1j1xi2j2 · · ·xir jr ∈ Aq(n). Then
Aq(n) is graded by Aq(n) =⊕r0 Aq(n, r) where Aq(n, r) is spanned by the xI,J with (I, J ) ∈
I (n, r) × I (n, r). Note that Aq(n) is a UA-module with action
Eixkl = δi+1,lxki , Fixkl = δilxk,i+1, Kjxkl = qδjl xkl, K−1j xkl = q−δjl xkl (4)
and Ei(PQ) = P(EiQ)+(EiP )(Ki,i+1Q), Fi(PQ) = (K−1i,i+1P)(FiQ)+(FiP )Q, Kj(PQ) =
(KjP )(KjQ) where P,Q ∈ Aq(n).
To give a basis for Aq(n, r), as was done in [4, 1.1.8], we first place the lexicographic order
on I (n, r). That is, I < J if the first place in which I and J differ is smaller in I than in J . We
then order I (n, r) × I (n, r) by declaring
(I, J ) < (K,L) if I < K or (I = K and J < L).
This gives an order on the generators of Aq(n, r); xI,J < xK,L if (I, J ) < (K,L).
Given I ∈ I (n, r), let I0 ∈ I (n, r) denote the r-tuple obtained by writing the entries of I
in weakly increasing order. As in [13], we let the initial double index (I, J )0 = (K,L) where
(K,L) is the minimal element in the Sr -orbit {(Iσ, Jσ ) | σ ∈ Sr} of (I, J ). Then the first r-tuple
in (I, J )0 is always I0. Denote by I2(n, r) the set of initial double indices in I (n, r) × I (n, r).
Thus
I2(n, r) = {(I, J ) ∈ I (n, r) × I (n, r) | i1  i2  · · · ir and jk  jk+1 if ik = ik+1}.
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Aq(n, r)
∗ is an algebra, called the q-Schur algebra, denoted by Sq(n, r). For ξ, η ∈ Sq(n, r)
and xI,J ∈ Aq(n, r), we have
ξη(xI,J ) =
∑
K∈I (n,r)
ξ(xI,K)η(xK,J ). (5)
The q-Schur algebra has the dual basis {ξI,J | (I, J ) ∈ I2(n, r)} where, for xP,Q and xI,J ∈ B,
we have ξI,J (xP,Q) = 1 if xP,Q = xI,J and ξI,J (xP,Q) = 0 otherwise. Note that, due to the fourth
of relations (3), it may be that I ∼ P and J ∼ Q via different permutations yet ξI,J (xP,Q) = 0,
where (I, J ) ∈ I2(n, r), xP,Q ∈ Aq(n, r). We have
ξI,J (xP,Q) = 0 unless I ∼ P and J ∼ Q and ξI,J ξK,L = 0 unless J ∼ K.
The following action makes Aq(n, r) into a left Sq(n, r)-module
ξ · xI,J =
∑
K∈I (n,r)
ξ(xK,J )xI,K, ξ ∈ Sq(n, r), xI,J ∈ Aq(n, r). (6)
4. The quantum Désarménien matrix
In this section, we recall the definition of the quantum Désarménien matrix from [14]. Let
I = (i1, i2, . . . , ir ), J = (j1, j2, . . . , jr ) ∈ I (n, r) with i1 < i2 < · · · < ir . For σ ∈ Sr , we let (σ )
denote the length of σ , which is the number of inversions in σ .
Define
detq XIJ =
{∑
σ∈Sr (−q)−(σ )xi1jσ(1)xi2jσ(2) · · ·xir jσ(r) if j1 < j2 < · · · < jr,∑
σ∈Sr (−q)−(σ )xiσ−1(1)j1xσ−1(2)j2 · · ·xiσ−1(r)jr otherwise.
Note that if i1 < i2 < · · · < ir and j1 < j2 < · · · < jr then, by the third of relations (3), we
have ∑
σ∈Sr
(−q)−(σ )xi1jσ(1)xi2jσ(2) · · ·xir jσ(r) =
∑
σ∈Sr
(−q)−(σ )xi
σ−1(1)j1 · · ·xiσ−1(r)jr .
Given λ-tableaux S and T , where S is column increasing, the quantum bideterminant
(S : T ) ∈ Aq(n) is defined as
(S : T ) = (detq XS(1)T (1))(detq XS(2)T (2)) · · · (detq XS(s)T (s)),
where s is the number of columns in the Young diagram of shape λ and T (i) (respectively S(i))
denotes the subsequence corresponding to the entries in the ith column of T (respectively S).
In this article, we work only with bideterminants of the form (Tλ : T ), where Tλ is the basic
λ-tableau defined in Section 2, and we take [T ] to represent the bideterminant (Tλ : T ). Note that
912 D. Janzen et al. / Journal of Algebra 304 (2006) 906–926λ is a fixed partition of r throughout. If T is semistandard, we will refer to [T ] as a semistandard
bideterminant. If T is column increasing, as most of the tableaux in the article are, then
[T ] =
∑
σ∈C(T̂λ)
(−q)−(σ )xJ (λ),IC(T )σ =
∑
α∈C(T̂λ)
(−q)−(α)xJ (λ)α,IC(T ). (7)
We have the following from [15, Proposition 2.1].
Proposition 4.1. Let T be a λ-tableau.
(1) If T contains two entries that are equal, then [T ] = 0.
(2) If σ ∈ C(T̂λ), and TI is column increasing, then [TIσ ] = (−q)−(σ )[TI ].
The A-span of the quantum bideterminants [T ], where the set runs over all λ-tableaux T with
entries from the set {1, . . . , n}, is a UA-invariant submodule of Aq(n). We denote it by ∇A(λ).
The UK-module obtained by base change is called the q-Schur module, denoted ∇q(λ). Using (6)
and (7), if TJ is column increasing, we have
ξ · [TJ ] =
∑
I∈I (n,r)
ξ(xI,J )[TI ], ξ ∈ Sq(n, r), J ∈ I (n, r). (8)
We have the following basis theorem (see for instance [10] or [11]).
Theorem 4.2. The set {[T ] | T is a semistandard λ-tableau} forms an A-basis for ∇A(λ).
We now recall a number of definitions from [14]. Let Ei,i+1 = Ei , |i − j | 1 and define Eij
recursively as Eij = EiEi+1,j − q−1Ei+1,jEi . Using induction, one may prove that
Eij =
∑(−q−1)mEi1 · · ·EikEj−1Ej1 · · ·Ejm, (9)
where the sum runs over all subsets {i1, . . . , ik} and {j1, . . . , jm} of {i, . . . , j − 2} with k +
m + 1 = j − i, i1 < i2 < · · · < ik and j1 > j2 > · · · > jm. For example, E14 = E1E2E3 −
q−1E1E3E2 − q−1E2E3E1 + q−2E3E2E1.
Given a semistandard λ-tableau T with k  n rows, define
ET =
∏
1ik
i<jn
E
(γij )
ij = E(γk,n)k,n · · ·E(γk,k+1)k,k+1 · · ·E(γ2n)2n · · ·E(γ23)23 E(γ1n)1n · · ·E(γ13)13 E(γ12)12 ,
where γij is the number of entries equal to j in row i of T .
Definition 4.3. Given a semistandard λ-tableau T and a column increasing λ-tableau S, define
Ωq(S,T ) = c where c is the coefficient of [Tλ] in the expansion of ET [S] into a linear combina-
tion of semistandard bideterminants.
Given λ-tableaux S and T , we say S < T if IR(S) < IR(T ) with respect to the lexicographic
order on I (n, r).
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Ωq =
[
Ωq(TI , TJ )
]
I,J∈Iλ ,
where Iλ = {I ∈ I (n, r) | TI is a semistandard λ-tableau}.
5. A map from U+A to Sq(n, r)
In this section, we define a map θ :U+A → Sq(n, r). This map will allow us to describe the
entries of the quantum Désarménien matrix using the q-Schur algebra. Let I, J ∈ I (n, r).
If vJ ∈ V ⊗rA and u ∈ U+A then uvJ =
∑
I∈I (n,r) cI,J (u)vI . Define θ :U
+
A → Sq(n, r) by
θ(u)(xI,J ) = cI,J (u), xI,J ∈ Aq(n, r), u ∈ U+A. (10)
In other words, θ(u)(xI,J ) is the coefficient of vI in uvJ .
Lemma 5.1. Let u1, u2 ∈ U+A . Then θ(u1u2) = θ(u1)θ(u2).
Proof. Let xI,J ∈ Aq(n, r). Then θ(u1u2)(xI,J ) = cI,J (u1u2) and
u1u2vJ = u1
∑
K∈I (n,r)
cK,J (u2)vK =
∑
K∈I (n,r)
cK,J (u2)
∑
L∈I (n,r)
cL,K(u1)vL.
Thus θ(u1u2)(xI,J ) = cI,J (u1u2) = ∑K∈I (n,r) cI,K(u1)cK,J (u2) which is equal to∑
K∈I (n,r) θ(u1)(xI,K)θ(u2)(xK,J ) = θ(u1)θ(u2)(xI,J ) by (5). 
Lemma 5.2. Let u ∈ U+A and let TJ be a column increasing λ-tableau. Then θ(u) · [TJ ] = u[TJ ].
Proof. By [14, Proposition 5.1], the A-linear map φ :V ⊗rA → ∇q(λ) defined by φ(vI ) = [TI ] is
a UA-epimorphism. Thus,
u[TJ ] = φ(uvJ ) = φ
( ∑
I∈I (n,r)
cI,J (u)vI
)
=
∑
I∈I (n,r)
cI,J (u)[TI ] =
∑
I∈I (n,r)
θ(u)(xI,J )[TI ],
which is θ(u) · [TJ ] by (8). 
Lemma 5.3. Let J = (j1, j2, . . . , jr ) and K = (k1, k2, . . . , kr ) with js = x, jt = y, ks = z, kt = x
where i  z < x < y  j . Then the coefficient of vK in EijvJ is zero.
Proof. Note that vJ = · · · ⊗ vx ⊗ · · · ⊗ vy ⊗ · · · and vK = · · · ⊗ vz ⊗ · · · ⊗ vx ⊗ · · · . By (9), we
know that Eij =∑(−q−1)γ ()G where G is a certain product of the operators Ei, . . . ,Ej−1
and γ () 0. Suppose that vK appears in the linear combination GvJ . Because of the ascending
condition in (9) there are four possibilities for the appearance of G. Let α and β be such that
y − 1 − α = x + 1 and x − 1 − β = z + 1. One possibility is that
G = · · ·EzEx−1−β · · ·Ex−2Ex−1ExEy−1−α · · ·Ey−1 · · ·Ej−1Eα1 · · ·Eαm.
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with G′ where in G′ the operator Ex−1 appears to the right of the operator Ej−1. The third
possibility is that G has Ey−1 appearing to the right of Ej−1 and one can then pair off G with
G′ where both Ex−1 and Ey−1 appear to the right of Ej−1.
If G is as above, the portion ExEy−1−α · · ·Ey−1 of the product takes vy to vx and the portion
Ez · · ·Ex−1 of the product takes vx to vz. Furthermore, α1 > α2 > · · · > αm and the coefficient
attached to G in the sum is (−q)−m.
Form G′ from G by moving Ex−1 so that it sits among Eα1, . . . ,Eαm in the last portion of the
product, and the operators occur in descending order. Thus, if x−1 > α1, we place Ex−1 directly
in front of these operators, if x − 1 < αm we place Ex−1 directly behind these m operators and
if αs+1 < x − 1 < αs for some 1 s m then
G′ = · · ·Ez · · ·Ex−2ExEy−1−α · · ·Ey−1 · · ·Ej−1Eα1 · · ·EαsEx−1Eαs+1 · · ·Eαm.
The coefficient attached to G′ is (−q)−(m+1). We will show that the coefficient of vK in
((−q)−mG+(−q)−(m+1)G′)vJ is zero. Since any G in the sum which yields vK when applied
to vJ can be paired off with a corresponding G′ in this way, this will prove that the coefficient
of vK in EijvJ is indeed zero.
Now GvJ = Δr−1(G)vJ and the portion of Δr−1(G) which yields vK is
Δr−1(G)∗ = · · · ⊗ γ1EzEx−1−β · · ·Ex−1γ2︸ ︷︷ ︸
sth position
⊗· · · ⊗ β1KzK−1x Ex · · ·Ey−1β2︸ ︷︷ ︸
t th position
⊗· · · ,
where γi and βi , 1 i  2, are products of Kα’s. Suppose that the portion of Δr−1(G′) which
yields vK is Δr−1(G′)∗. Then Δr−1(G′)∗ is equal to
· · · ⊗ γ1EzEx−1−β · · ·Ex−1γ2 ⊗ · · · ⊗ β1KzK−1x−1Ex · · ·Ey−1θ1Kx−1K−1x θ2 ⊗ · · · ,
where θ1θ2 = β2. Since ExK−1x = qK−1x Ex and Kx−1 commutes with Er for x  r 
y − 1, Δr−1(G′)∗ = qΔr−1(G)∗. Thus the coefficient of vK in EijvJ is ((−q)−mG +
(−q)−(m+1)qG′)vJ = 0 as desired. 
We will often use the following lemma, and several consequences that we discuss, which is
an adjusted form of [13, Lemma 6.12]. The relations used there differ from ours in (3).
Lemma 5.4. Let I = (i1, i2, . . . , ir ) and J = (j1, j2, . . . , jr ) belong to I (n, r). We have
xI,J = qε(I,J )x(I,J )0 + terms involving xS,T ,
where (S,T )0 = (S,T ), (S,T ) is not in the Sr -orbit of (I, J ), (S,T ) > (I, J )0 and ε(I, J ) =
|S1| + |S2|, S1 = {((ia, ja), (ib, jb)) | a < b, ia = ib and ja > jb}, S2 = {((ia, ja), (ib, jb)) |
a < b, ja = jb, and ia > ib}.
As a consequence of this lemma, we see that if
ξI,J (xP,Q) = 0 then (P,Q)0  (I, J ). (11)
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ξI,J (xI,Q) = 0 unless (I, J ) ∼ (I,Q), since xI,Q = qε(I,Q)x(I,Q)0 . (12)
Given η ∈ Sq(n, r) and I ∈ I (n, r), by (5), we see that ηξI,I is a linear combination of
basis elements ξP,Q where Q ∼ I . To simplify notation, for a λ-tableau T , we write ξ(T ,T )0
for ξ(IR(T ),IR(T ))0 (see Example 5.5). In the next lemma, we prove that if T is a semistandard
λ-tableau, then θ(ET )ξ(T ,T )0 = cξI (λ),IR(T ) for some c ∈ Q(q). The proof is by induction and
the following example is meant to motivate the proof.
Example 5.5. Suppose that
T =
1 2 2 3
2 4 4
5
.
Then ξ(T ,T )0 = ξ(1,2,2,2,3,4,4,5),(1,2,2,2,3,4,4,5) , and ET = E35E(2)24 E13E(2)12 . Consider ÊT =
E24E13E212. Then, one can show that θ(ÊT )ξ(T ,T )0 = aξ((1,1,1,1,2,2,4,5),(1,2,2,3,2,4,4,5))0 =
aξ(1,1,1,1,2,2,4,5),(1,2,2,3,2,4,4,5) , a ∈ Q(q).
In the proof that follows, we will use the notation T ((i1, j1)a1 , . . . , (im, jm)am) to denote the r-
tuple obtained by replacing in IR(T ) the first a1 occurrences of j1 with i1, the first a2 occurrences
of j2 with i2, . . . , and the first am occurrences of jm with im in that order. For example, if
T =
1 2 2 3
3 4 4
5
,
then T ((1,2)2, (1,3), (2,3), (2,4)) = (1,1,1,1,2,2,4,5).
Lemma 5.6. Let T be a semistandard λ-tableau. Then
θ(ET )ξ(T ,T )0 = cξI (λ),IR(T )
for some c ∈ Q(q).
Proof. Suppose ET = E(γikjk )ikjk · · ·E
(γi1j1 )
i1j1
and let E′T = E
γikjk
ikjk
· · ·Eγi1j1i1j1 . We will show that
θ(ET ′)ξ(T ,T )0 = aξI (λ),IR(T ), a ∈ Q(q). The proof is by induction on N =
∑k
α=1 γiαjα .
Suppose that Eimjm is the th operator from the right in E′T (counting repetitions) where
1    N . Suppose that there are s operators equal to Eimjm that occur in the product prior
to and including the th operator. Let the r-tuple obtained from IR(T ) by replacing, in order
from left to right, the first γi1j1 occurrences of j1 with i1, the first γi2j2 occurrences of j2 with
i2, . . . , and the first s occurrences of jm with im be denoted by T ((i1, j1)γi1j1 · · · (im, jm)s). We
will prove that θ(Esimjm · · ·E
γi1j1
i1j1
)ξ(T ,T )0 = aξ(T ((i1,j1)γi1j1 ···(im,jm)s ),IR(T ))0 . This will give us the
desired result, for then
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(
E′T
)
ξ(T ,T )0 = θ
(
E
γikjk
ikjk
· · ·Eγi1j1i1j1
)
ξ(T ,T )0
= aξ
(T ((i1j1)
γi1j1 ···(ikjk)γikjk ),IR(T ))0
= aξI (λ),IR(T ).
Suppose that N = 1 and let E1j be the first operator that appears in ET , so in the tableau T ,
t1j = 1 but t1 = 1 for  < j . Note that the first operator may well be some Eij with i > 1, but
this does not change the validity of the proof.
Let {ξP,Q: (P,Q) ∈ I2(n, r)} be the basis for Sq(n, r) described in Section 3. Then
θ(E1j )ξ(T ,T )0 =
∑
(P,Q)∈I2(n,r), Q∼IR(T )
aP,QξP,Q,
where each aP,Q ∈ A. Also, aP,Q = θ(E1j )(xP,Q)—the coefficient of vP in E1j vQ. But, it is
easily proved by induction that E1j vQ =∑αKvK where each K in the sum has one less j and
one more 1 than Q. If αK = 0, then either K is the same as Q except that a j has been replaced by
a 1, or K = (. . . ,1, . . . , x, . . .) and Q = (. . . , x, . . . , y, . . .) where the 1 in K occurs in the same
place as the x in Q and the x in K appears in the same place as the y in Q and 1 < x < y  j .
In the latter case, αK = 0 by Lemma 5.3. Thus E1j vQ =∑αKvK where all K in the sum come
from replacing a j in Q with a 1. There is only one Q with Q ∼ IR(T ), aP,Q = 0, and (P,Q) ∈
I2(n, r) and that is (P,Q) = (T (1, j), IR(T ))0. Thus θ(E1j )ξ(T ,T )0 = aξ(T (1,j),IR(T ))0 .
Suppose that Eimjm is the th operator from the right that appears in ET , counting repetitions.
Let s be the number of operators equal to Eimjm that occur prior to and including the th place
and let Eij be the operator that immediately follows Eimjm in E′T so i  im. To simplify notation,
we assume that i = im and j = jm. Let T ′ = T ((i1, j1)γi1j1 , . . . , (i, j)s). By induction,
θ
(
EijE
s
ij · · ·E
γi1j1
i1j1
)
ξ(T ,T )0 = θ(Eij )θ
(
Esij · · ·E
γi1j1
i1j1
)
ξ(T ,T )0 = aθ(Eij )ξ(T ′,IR(T ))0 .
Now, θ(Eij ) is a linear combination of basis elements ξP,Q, but ξP,Qξ(T ′,IR(T ))0 = 0 unless
Q ∼ T ′. Thus θ(Eij )ξ(T ′,IR(T ))0 = θ(Eij )ξ(T ′,T ′)0ξ(T ′,IR(T ))0 . Using an argument similar to that
above, we have θ(Eij )ξ(T ′,T ′)0 = bξ(T ′(i,j),T ′)0 where T ′(i, j) is the r-tuple that comes from re-
placing the first j from the left in T ′ with an i. We will prove that ξ(T ′(i,j),T ′)0ξ(T ′,IR(T ))0 =
cξ(T ′(i,j),IR(T ))0 and this will complete the proof as T ′(i, j) = T ((i1, j1)γi1,j1 , . . . , (i, j)s+1).
Suppose that the (s+1)th j in row i of T appears in column ρ+1 so IR(T ) = (t11, . . . , t1λ1 , . . . ,
ti1, . . . , tiρ, j, . . .). Suppose that the entries that occur to the right of this j in IR(T ), when written
in ascending order, are a1, . . . , ak and let p be minimal, 1 p  k, with ap  j  ap+1. Then
(T ′, IR(T ))0 is equal to
(. . . ,1, . . . , i, . . . , i︸ ︷︷ ︸
s
, a1, . . . , ap, j, . . . , ak), (. . . , t1λ1 , . . . , ti,ρ−s , . . . , tiρ, a1, . . . , ap, j, . . . , ak),
and (T ′(i, j), T ′)0 is equal to
(. . . ,1, . . . , i, . . . , i︸ ︷︷ ︸, i, a1, . . . , ap, ap+1, . . . , ak), (. . . ,1, . . . , i, . . . , i︸ ︷︷ ︸, j, a1, . . . , ak).
s s
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∑
(P,Q)∈I2(n,r) aP,QξP,Q where each ξP,Q ∈ B. But aP,Q is
equal to
ξ(T ′(i,j),T ′)0ξ(T ′,IR(T ))0(xP,Q) =
∑
K∈I (n,r)
bKξ(T ′(i,j),T ′)0(xP,K)ξ(T ′,IR(T ))0(xK,Q)
and if this is non-zero, P ∼ T ′(i, j)0. Since (P,Q) ∈ I2(n, r) we must have P = (T ′(i, j))0.
Furthermore, if ξ(T ′(i,j)0,T ′)0(x(T ′(i,j)0,K)) = 0, then (T ′(i, j)0,K) ∼ (T ′(i, j)0, T ′)0 by (12).
Thus K = (1, . . . ,1, . . . , i, . . . , j, i, . . . , i, a1, . . . , ak), i.e. j sits somewhere among the block of s
entries that equal i. Fix one such K and suppose that there are α entries equal to i that appear
before the j in K . If ξ(T ′,IR(T ))0(xK,Q) = 0, then Q ∼ IR(T ) and since (P,Q) ∈ I2(n, r), and
K is as above, we have Q = (t11, . . . , t1λ1 , . . . , ti,ρ−s , . . . , tiα, . . .). Now
K0 = (1, . . . ,1, . . . , i, . . . , i︸ ︷︷ ︸
s
, a1, . . . , ap, j, . . . , ak)
and (K,Q)0  (T ′, IR(T ))0 by (11), so
(K,Q)0 =
(
K0, (t11, . . . , t1λ1, . . . , ti,ρ−s , . . . , tiρ, a1, . . . , ap, j, . . . , ak)
)= (T ′, IR(T ))0.
Thus (K,Q) ∼ (T ′, IR(T )). But (P,Q) ∈ I2(n, r), and T is semistandard so α = s and
(P,Q) = (T ′(i, j), IR(T ))0. It follows that ξ(T ′(i,j),T ′)0ξ(T ′,IR(T ))0 = cξ(T ′(i,j),IR(T ))0 . 
Lemma 5.7. Let TI be a semistandard λ-tableau. Then
ξI (λ),J · [TI ] = ξI (λ),J
([TI ])[Tλ].
Proof. By (8), ξI (λ),J · [TI ] =∑K∈I (n,r) ξI (λ),J (xK,I )[TK ]. But ξI (λ),J (xK,I ) = 0 unless K =
I (λ)α for some α in Sr . Furthermore, by Proposition 4.1(1), [TI (λ)α] = 0 unless I (λ)α = J (λ)σ
for some σ ∈ C(T̂λ). Using Proposition 4.1(2) and (7), we have∑
K∈I (n,r)
ξI (λ),J (xK,I )[TK ] =
∑
σ∈C(T̂λ)
ξI (λ),J (xJ (λ)σ,I )[TJ(λ)σ ]
=
∑
σ∈C(T̂λ)
ξI (λ),J (xJ (λ)σ,I )(−q)−l(σ )[Tλ]
= ξI (λ),J
( ∑
σ∈C(T̂λ)
(−q)−l(σ )xJ (λ)σ,I
)
[Tλ]
= ξI (λ),J
([TI ])[Tλ]. 
Let tij denote the entry in the ith row and j th column of T , and define
s(T ) = ∣∣{((i, tia), (j, tjb)) ∣∣ i > j, a < b, tia = tib}∣∣. (13)
In other words, s(T ) is the number of pairs (tia, tjb) where tia = tjb and tia sits in a row below
that of tjb and in a column to the left of that in which tjb sits.
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T =
1 3 3
3 4
5
,
then s(T ) = 2.
Lemma 5.8. Suppose T is a semistandard λ-tableau. Then ξI (λ),IR(T )([T ]) = qs(T ).
Proof. Since T is semistandard, if σ ∈ C(T̂λ), σ = 1, then (I (λ), IR(T )) < (J (λ), IC(T )σ ) so
by (11), ξI (λ),IR(T )(xJ (λ),IC(T )σ ) = 0. Thus ξI (λ),IR(T )([T ]) = ξI (λ),IR(T )(x(J (λ),IC(T ))0) which is
equal to ξI (λ),IR(T )(qε(J (λ),Ic(T ))xI (λ),IR(T )). Furthermore,(
J (λ), IC(T )
)= ((1,2, . . . ,μ1, . . . ,1,2, . . . ,μk), (t11, t21, . . . , tμ1,1, . . . , t1k, t2k, . . . , tμk,k))
so ε(J (λ), IC(T )) = |S1| + |S2| where S1 = {((i, tia), (i, tjb)) | a < b and tia > tjb} and S2 =
{((i, tia), (j, tib)) | i > j, a < b, and tia = tjb}. Clearly S1 is empty since T is semistandard so
ε(J (λ), IC(T )) = |S2| = s(T ). Thus ξI (λ),IR(T )([T ]) is equal to ξI (λ),IR(T )(qs(T )xI (λ),IR(T )) =
qs(T ). 
The weight of a bideterminant [T ] is χ = (χ1, χ2, . . . , χn) where χi is equal to the number of
i’s that occur in the tableau T . The following results are from [14].
Theorem 5.9. [14, Theorem 4.10,1] If S and T are column increasing λ-tableaux and T is
semistandard then Ωq(S,T ) = 0 unless [S] and [T ] have the same weight.
Theorem 5.10. [14, Theorem 4.8] If T is a semistandard λ-tableau, then ET [T ] = [Tλ].
Lemma 5.11. [14, Lemma 4.12] If S and T are column increasing λ-tableaux with T semistan-
dard and if [S] and [T ] have the same weight, then ET [S] = Ωq(S,T )[Tλ].
We will use Theorem 5.10 and Lemma 5.11 in the proof of the following theorem.
Theorem 5.12. Let S and T be column increasing λ-tableaux and suppose that T is semistan-
dard. If [S] and [T ] have the same weight then
Ωq(S,T ) = q−s(T )ξI (λ),IR(T )
([S]).
Proof. It follows from (8) that η · [S] = ηξ(S,S)0 · [S] for any η ∈ Sq(n, r). Since [S] and [T ]
have the same weight, (S,S)0 = (T ,T )0. By Lemmas 5.2 and 5.6 we have
ET [S] = θ(ET ) · [S] = θ(ET )ξ(T ,T )0 · [S] = cξI (λ),IR(T ) · [S]. (14)
Since this holds for any bideterminant [S] with the same weight as [T ], we have
[Tλ] = ET [T ] = cξI (λ),IR(T ) · [T ] = cξI (λ),IR(T )
([T ])[Tλ] = cqs(T )[Tλ],
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and (14), Ωq(S,T )[Tλ] = ET [S] = q−s(T )ξI (λ),IR(T )([S])[Tλ] and
Ωq(S,T ) = q−s(T )ξI (λ),IR(T )
([S]). 
Example 5.13. Let
T1 = 1 2
3
and T2 = 1 3
2
.
We found that Ωq(T1, T2) = q − q−1 in [14, Example 4.13] by finding ET2[T1]. Indeed,
[T1] = x11x23x12 − q−1x13x21x12 = x11x12x23 +
(
q − q−1)x11x13x22 − x12x13x21
so Ωq(T1, T2) = qs(T2)ξ(1,1,2),(1,3,2)([T1]) = q − q−1.
6. A combinatorial description
Let S and T be column increasing λ-tableaux and suppose that T is semistandard. Since
Ωq(S,T ) = q−s(T )ξI (λ),IR(T )([S]), we concentrate on finding ξI (λ),IR(T )([S]). The problem is to
write [S] as a linear combination of basis elements; the coefficient of xI (λ),IR(T ) in this linear
combination is ξI (λ),IR(T )([S]). We first discuss a method for writing [S] as a linear combination
of basis elements and then show how λ-tableaux can be used to keep track of the steps in this
method.
The bideterminant [S] is equal to ∑σ∈C(T̂λ)(−q)−(σ )xJ (λ),IC(S)σ , and each xJ(λ),IC(S)σ in
the sum can be written as a linear combination of xI (λ),J ’s where each (I (λ), J ) ∈ I2(n, r). We
do this using the following method.
Beginning with i = 1, and starting with the left-most xim, we move all terms xim in the
product xJ(λ),IC(S)σ left of all terms xjs where j > i using relations (3). We repeat the pro-
cedure successively for i = 2, . . . ,μ1 and for each of the resulting summands until we have
xJ(λ),IC(S)σ =
∑
K∈I (n,r) aKxI (λ),K . We then apply the first two of relations (3) to rewrite each
xI (λ),K as q
αx(I (λ),K)0 (α  0) at which point we have a linear combination of basis elements.
Example 6.1. Consider the tableau
S =
2 1 4
3 4
5
.
Let P = xJ(λ),IC(S) = x12x23x35x11x24x14. Let γ = (q − q−1). We write P as a linear combina-
tion of basis elements in the following way:
P = x12x23x11x35x24x14 + γ x12x23x15x31x24x14
= x12x11x23x35x24x14 + γ x12x13x21x35x24x14 + γ x12x15x23x31x24x14
= qx12x11x14x23x35x24 + qγ x12x11x15x23x34x24 + qγ x12x13x14x21x35x24
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= q2x11x12x14x23x24x35 + q2γ x11x12x14x23x25x34 + q3γ x11x12x15x23x24x34
+ qγ x12x13x14x21x24x35 + qγ 2x12x13x14x21x25x34 + q2γ 2x12x13x15x21x24x34
+ q2γ x12x14x15x23x24x31.
We wish to keep track of this procedure using λ-tableaux. First, we shall use the tableau U to
represent xJ(λ),IC(U) in Aq(n, r). For instance, in Example 6.1, the tableau S will represent P .
We introduce some terminology. Let tij be the entry in the ith row and j th column of a skew
tableau T and tkm that in the kth row, mth column. Suppose also that either j < m or j = m
but i < k. Then tij either sits in a column left of tkm or tij sits in the same column as tkm but
above tkm. Let A be the subsequence of IC(T ) that consists of tij and all entries between tij
and tkm (not including tkm). Define βT (tij , tkm) to be the number of entries equal to tkm in A.
When referring to an entry i in a tableau, it may not be clear which i we are referring to; this
depends on the box in the Young diagram of shape λ in which i appears. When it is necessary to
make a distinction, we will write i(j, k) to indicate that we are referring to the i that appears in
the j th row and kth column of the Young diagram of shape λ.
Example 6.2. Let
T =
1 2 2
2 6 5
4 4
5
.
Consider t21 = 2 and t13 = 2. Then A = (2,4,5,2,6,4), βT (2(2,1),2(1,3)) = 2, and βT (4(3,1),
4(3,2)) = 1 since, in this case, A = (4,5,2,6).
We will use βT (tij , tkm) to count the number of q’s that arise from using the first two of
relations (3) to move xktkm in xJ(λ),IC(T ) so that it sits directly in front of xitij .
Recall from [3] that a λ-tableau S is column equivalent to T , denoted S ∼c T if the corre-
sponding columns of S and T contain the same elements. Similarly, S is row equivalent to T ,
written S ∼r T , if the corresponding rows of S and T contain the same elements.
Given a λ-tableau U and a0 an entry in the ith row and j th column of U , consider a sub-
sequence A = (a1, a2, . . . , an, a0) of the column sequence IC(U), where each ai sits in a row
below that in which a0 sits, and a1 > a2 > · · · > an > a0. Since A is a subsequence of IC(U),
we have also that for each i with 1  i  n − 1, the entry ai either sits in the same column
as ai+1 but above ai+1 or ai sits in a column to the left of ai+1. As well, an sits in a column
to the left of that in which a0 sits. Form a new tableau V from U by replacing ai with ai+1 for
each 0  i  n − 1, and replace an with a0. We say that U is sequentially related to V via the
sequence A with pivot a0 and write U ∼s V .
Example 6.3. Let
S = 1 2 3
5 4
and T = 1 2 5
4 3
.
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Our aim is to determine the coefficient of xI (λ),IR(T ) at the end of our procedure used for
rewriting each term in [S] as a linear combination of basis elements without going through all of
the steps. Consider xJ(λ),IC(S), where S is as in Example 6.1. Suppose that
T =
1 2 4
3 5
4
,
and we wish to look for the coefficient of xI (λ),IR(T ) in the final step of our procedure for writing
xJ(λ),IC(S) as a linear combination of basis elements. We really only need to trace through the
steps that get us to xI (λ),IR(T ) and keep track of the coefficients along the way. The coefficients
of the other basis elements do not need to be taken into consideration. The steps that get us to
xI (λ),IR(T ) are as follows:
xJ(λ),IC(S) → qx12x11x14x23x35x24
→ q(q − q−1)x12x11x14x23x25x34
→ q2(q − q−1)x11x12x14x23x25x34.
We refer to a sequence of steps of our procedure that produce a basis element as a branch of
the procedure. We are only interested in the branches that produce xI (λ),IR(T ); there are often a
number of such branches and we need to consider them all. In the example just considered, there
is only one branch of the procedure that produces xI (λ),IR(T ). Once we have described how to
relate such a branch to a sequence of tableaux, we will find that sequentially related tableaux
occur whenever we use the fourth of relations (3).
Example 6.4. Suppose that
S =
1 2 3 2
4 3 4
5 6
and T =
1 2 3 3
2 4 5
4 6
.
One branch in the procedure used for writing xJ(λ),IC(S) as a linear combination of basis elements
that yields xI (λ),IR(T ) is as follows:
x11x24x35x12x23x36x13x24x12 → qx11x12x13x24x35x23x36x24x12(V10)
→ q(q − q−1)x11x12x13x24x35x13x22x36x24
→ q(q − q−1)x11x12x13x13x24x22x35x36x24(V11)
→ q(q − q−1)2x11x12x13x13x24x22x25x34x36(V12)
→ q2(q − q−1)2x11x12x13x13x22x24x25x34x36(T ).
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S ∼c V10 =
1 2 3 2
4 3 4
5 6
∼s V11 =
1 2 3 3
4 2 4
5 6
∼s V12 =
1 2 3 3
4 2 5
4 6
∼r T ,
where V10 ∼s V11 via A10 = (3(2,2),2(1,4)), V11 ∼s V12 via A11 = (5(3,1),4(2,3)).
In V10 and V11, the portion of the tableau that has been ordered using the first two of re-
lations (3) prior to using the sequence A1i combined with relation 4 is indicated by boldface
numbers. For example, in V10 above, the bold portion tells us that we have already completed the
procedure for x11, x12, and x13 so this tableau corresponds to x11x12x13x24x35x23x36x24x12.
In V11, the bold portion indicates that we have now completed the procedure for x24 and
x22 and since the part above that has already been ordered, this tableau corresponds to
x11x12x13x13x24x22x35x36x24. We need to count the number of q’s that arise from these order-
ings. The bold-faced portion of V12 reminds us that we must order this portion as well. At the
end of the branch, we have a tableau V12 that is row equivalent to T and we get a q for each
inversion in the rows of V12. Note that when the fourth of relations (3) is used, it corresponds to
tableaux that are sequentially related.
We now make the following definitions. Fix an entry tij in the ith row and j th column of a
λ-tableau T . We say an entry tkl in T sits southeast of tij if k > i or (k = i and l > j ). We say
tkl sits northwest of tij if k < i or (k = i and l < j ).
Example 6.5. If
T =
1 2 2
2 6 5
4 4
5
,
consider t22 = 6. Then t11 = 1, t12 = 2, t13 = 2, and t21 = 2 all sit northwest of t22. The entries
t23 = 5, t31 = 4, t32 = 4, and t41 = 5 sit southeast of t22.
In general, to find the coefficient of xI (λ),IR(T ) in the expansion of [S] as a linear combination
of basis elements, we want to find all branches of the procedure that lead to xI (λ),IR(T ) and
determine the coefficient at the end of each branch. To do so, first find all sequences of tableaux
Si = (Vi0,Vi1, . . . , Viαi ) with
S ∼c Vi0 ∼s Vi1 ∼s Vi2 ∼s · · · ∼s Viαi ∼r T ,
where Vij ∼s Vi,j+1 via the sequence Aij = (b1ij , b2ij , . . . , b
κij
ij , aij ) with pivot aij . Furthermore,
for each j with 0 j  αi − 1, if we let Bi,j+1 be the box in the Young diagram of shape λ that
ai,j+1 occupies in Vi,j+1 and Bij the box that aij occupies in Vij , then Bi,j+1 must sit southeast
of Bij . Note that such a sequence may look like
S ∼c Vi0 ∼r T (15)
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must be considered). It is often the case that Vi0 = S. Each such sequence gives us a branch in
the procedure that leads us to the basis element xI (λ),IR(T ). Suppose there are m such sequences
of tableaux.
We first deal with the sequences Si that have length greater than 1 (in other words, all those
that are not of the form (15)). We make the following definitions. For the motivation behind these
definitions, see the latter portion of Example 6.6.
For 0 j  αi − 1, let V ′ij be the skew tableau contained in Vij that is formed by deleting all
entries northwest of the pivot aij . In Example 6.4 above,
V ′10 =
2
4 3 4
5 6
V ′11 = 45 6 .
Let V ∗i0 be the portion of the tableau Vi0 that consists of all entries northwest of ai0 in Vi0. For
1 j  αi − 1, let Bi,j−1 denote the box in the Young diagram of shape λ that ai,j−1 occupies
in Vi,j−1. Then V ∗i,j is the portion of the tableau Vij that includes the intersection of the entries
that are southeast of Bi,j−1 and northwest of aij (everything in between the old pivot box and
the new pivot box in Vij ). We indicate the portion V ∗ij of the tableau Vij by putting this portion
in boldface.
Let V ∗iαi be the skew tableau that includes all entries in Viαi that are southeast of Bi,αi−1,
the box that ai,αi−1 occupies in Vi,αi−1. In Example 6.4, V ∗10, V ∗11, and V ∗12 are the bold-faced
portions of the tableaux V10, V11, and V12, respectively.
Let ηij be the entry that first appears in the column sequence of V ′ij . Recall that Vij is sequen-
tially related to Vi,j+1 via the sequence Aij = (b1ij , b2ij , . . . , b
κij
ij , aij ) with pivot aij . If ηij = b1ij ,
then let
βV ′ij (Aij ) = βV ′ij
(
b1ij , b
2
ij
)+ βV ′ij (b2ij , b3ij )+ · · · + βV ′ij (bκijij , aij ).
Otherwise,
βV ′ij (Aij ) = βV ′ij
(
ηij , b
1
ij
)+ βV ′ij (b1ij , b2ij )+ βV ′ij (b2ij , b3ij )+ · · · + βV ′ij (bκijij , aij ).
Note that βV ′ij (Aij ) will be used for counting q’s that arise from moving terms in the sequence
to apply relation 4 with the sequence Aij .
For 0  j  αi − 1, let tkl denote the entry in the kth row and lth column of Vij . Define
sV ∗ij (Vij ) to be the number of pairs (tkl, tpq) in Vij with tkl = tpq and k > p and l < q such that
tpq belongs to V ∗ij . This quantity is used to count the q’s that arise from ordering the entries that
correspond to V ∗ij . In our example above, sV ∗10(V10) = 1 and sV ∗11(V11) = 0. In the last tableau Viαi
in the sequence, we need to order the entries in Viαi , and this introduces q
s(V ∗iαi ), where s(V ∗iαi )
is defined in (13).
For 0 j  αi − 1, define
c(Vij ,Vi,j+1) = q
βV ′
ij
(Aij )
q
sV ∗
ij
(Vij )(
q − q−1)|Aij |−1.
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x(I (λ),IR(Viαi ))0
= xI (λ),IR(T ). The final step, then, is to determine x(I (λ),IR(Viαi ))0 . Let vkl be the
entry in the kth row and lth column of Viαi . Let ri be the number of pairs (vkl, vkq) in Viαi with
l < q and vkl > vkq . Then
x(I (λ),IR(Viαi ))
= qri xI (λ),IR(T ).
The first tableau Vi0 in the sequence Si is column equivalent to S, so suppose that S = Vi0σi .
If |Si | > 1, define
c(Si) = (−q)−(σi )qs(V
∗
iαi
)
qri
αi−1∏
j=0
c(Vij ,Vi,j+1).
If |Si | = 1 (so that the sequence Si is of form (15)) then define
c(Si) = (−q)−(σi )qs(Vi0)qri .
Then
ξI (λ),IR(T )
([S])= m∑
i=1
c(Si).
We close with some examples.
Example 6.6. Let
S =
2 1 1 3
3 4 4
5
and T =
1 1 2 5
3 3 4
4
.
There are two sequences to consider:
S1: S ∼c
2 1 1 3
3 4 4
5
∼s
2 1 1 5
3 3 4
4
∼r T .
Here V10 ∼s V11 via A10 = (5(3,1),4(2,2),3(1,4)), c(V10,V11) = (q − q−1)2, s(V ∗11) = 1, and
r1 = 2 so that c(S1) = q3(q − q−1)2:
S2: S ∼c
2 1 1 3
3 4 4
5
∼s
2 1 1 5
3 4 3
4
∼r T .
Then V20 ∼s V21 via A20 = (5(3,1),4(2,3),3(1,4)), c(V20,V21) = q(q − q−1)2 (since
βV 10(A20) = 1), s(V ∗21) = 1, r2 = 3, c(S2) = q5(q − q−1)2. Thus
ξ(I (λ),IR(T ))
([S])= q3(q − q−1)2 + q5(q − q−1)2.
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x12x23x35x11x24x11x24x13 → qsV ∗10 (V10)x12x11x11x23x35x24x24x13
→ qβV ′10 (4(2,2),3(1,4))(q − q−1)x12x11x11x23x35x14x23x24
→ qβV ′10 (5(3,1),4(2,2))(q − q−1)2x12x11x11x23x15x34x23x24
→ qβV ′10 (3(2,1),5(3,1))(q − q−1)2x12x11x11x15x23x34x23x24
→ qs(V ∗11)(q − q−1)2x12x11x11x15x23x23x24x34
→ qr1q(q − q−1)2x11x11x12x15x23x23x24x34
→ q3(q − q−1)2x11x11x12x15x23x23x24x34.
Example 6.7. Let
S =
1 2 3 4
3 4 6
4 7
and T =
1 3 3 4
2 4 7
4 6
.
There is only one sequence to consider:
S1: S ∼c
1 2 3 4
3 4 6
4 7
∼s
1 3 3 4
2 4 6
4 7
∼s
1 3 3 4
2 4 7
4 6
∼r T .
A10 = (3(2,1),2(1,2)), A11 = (7(3,2),6(2,3)), c(V10,V11) = q − q−1, c(V11,V12) =
q3(q − q−1) (since sV ∗11(V11) = 3), r1 = 0, and s(V ∗12) = 0. Thus
ξ(I (λ),IR(T ))
([S])= c(S1) = q3(q − q−1)2.
References
[1] A.A. Beilinson, G. Lusztig, R. Macpherson, A geometric setting for the quantum deformation of GLn, Duke
Math. J. 61 (1990) 655–677.
[2] R.W. Carter, G.W. Lusztig, On the modular representations of the general linear and symmetric groups, Math. Z. 136
(1974) 193–242.
[3] J. Désarménien, An algorithm for the Rota straightening formula, Discrete Math. 30 (1980) 51–68.
[4] R. Dipper, S. Donkin, Quantum GLn, Proc. London Math. Soc. 63 (1991) 165–211.
[5] J. Désarménien, J.P.S. Kung, G.-C. Rota, Invariant theory, Young bitableaux, and combinatorics, Adv. Math. 27
(1978) 63–92.
[6] R. Dipper, G. James, q-Tensor space and q-Weyl modules, Trans. Amer. Math. Soc. 327 (1) (1991) 251–282.
[7] S. Donkin, The q-Schur Algebra, London Math. Soc. Lecture Note Ser., vol. 253, Cambridge Univ. Press, Cam-
bridge, 1998.
[8] J.A. Green, Polynomial Represenations of GLn, Lecture Notes in Math., vol. 830, Springer-Verlag, Berlin, 1980.
[9] R.M. Green, q-Schur algebras and quantized enveloping algebras, PhD thesis, Warwick University, 1995.
[10] J. Hu, A combinatorial approach to representations of quantum linear groups, Comm. Algebra 26 (8) (1998) 2591–
2621.
926 D. Janzen et al. / Journal of Algebra 304 (2006) 906–926[11] R.Q. Huang, J.J. Zhang, Standard basis theorem for quantum linear groups, Adv. Math. 102 (1993) 202–229.
[12] G. Lusztig, Finite dimensional Hopf algebras arising from quantized universal enveloping algebras, J. Amer. Math.
Soc. 3 (1990) 257–297.
[13] S. Martin, Schur Algebras and Representation Theory, Cambridge Univ. Press, Cambridge, 1993.
[14] A. Stokke, A quantum version of the Désarménien matrix, J. Algebraic Combin. 22 (2005) 303–316.
[15] E. Taft, J. Towber, Quantum deformation of flag schemes and Grassman schemes I-A q-deformation of the shape
algebra for GL(n), J. Algebra 142 (1991) 1–36.
