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1. Introduction
Supposed  2 is an integernumber, andA = C[z±1
1
, . . . , z±1
d
] is thealgebraof laurentpolynomial ind
commutingvariables z1, . . . , zd over theﬁeldof complexnumberC.WedenotebyDer(A) the Lie algebra
of the derivations of A. When d = 1, Der(A) is called theWitt algebra, its universal central extension is
called the Virasoro algebra, which is playing an increasingly important role in both mathematics and
physics (see [7]). When d = 2, [5] introduce a subalgebra of Der(A), which is called the Virasoro-like
algebra since it has the property very like the Virasoro algebra. And then, many papers are devoted to
the study of this algebra, see [4,6]. Thereinto [4] study the derivation Lie algebra of the Virasoro-like
algebra, one obtain that the derivation Lie algebra isomorphic to the skewderivation Lie algebra,which
is the another subalgebra of Der(A). At the same time, [4] investigate the automorphism group of the
skew derivation Lie algebra. On the other hand, [6,9] study the representation theory of Virasoro-like
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algebra. It is well known that the study of the isomorphism groups of Lie algebra has the important
meaning for the investigation of the structure and representation of the relevant Lie algebra. So, there
are a lot of papers to study the automorphism group of some Lie algebras, see [1,2,4,10,11]. Thereinto
many authors study automorphism groups of some subalgebras of Der(A), but on the whole consider
the case d = 2. By the motivation of the above-mentioned works, we will study the relevant problems
in case d  2. In this paper, we generalize the result of [4] from the case d = 2 to the case d  2.
We characterize the derivation Lie algebra of the higher rank Virasoro-like algebra, it is obtained that
the derivation Lie algebra isomorphic to the higher rank skew derivation Lie algebra. We prove that
the higher rank skew derivation Lie algebra is complete. Finally, we study the automorphism groups
of the higher rank Virasoro-like algebra and skew derivation Lie algebra.
2. Preliminary results
Throughout this paper, we use C,Z to denote the sets of complex numbers, integers, respectively.
Let 2 ≤ d ∈ Z and let C∗ = C \ {0}. We denote by GLd(Z) the general linear group over Z, that is the
group of all invertible d × d matrices with entries in Z under matrix multiplication. Suppose that
A = C[z±1
1
, . . . , z±1
d
] is the algebra of laurent polynomial in d commuting variables z1, . . . , zd overC. We
denote by Der(A) the Lie algebra of the derivations of A.
Let e1, e2, . . . , ed denote the column vectors of the identitymatrix Id, and let (·, ·) be the normal inner
product on Cd, i.e., (ei, ej) = δij , ∀i, j = 1, . . . , d. For n = (n1,n2, . . . ,nd)T ∈ Zd, we denote
zn = zn1
1
z
n2
2
· · · znd
d
.
We use ∂/∂zi to denote the partial derivative with respect to zi, i = 1, 2, . . .d, and denote
Di(n) = znzi(∂/∂zi), i = 1, . . . , d.
Clearly, Di(n) is a degree derivation of A. It is easy to verify that Di(r), 1 i  d, r ∈ Zd is a basis of
Der(A). For u ∈ Cd, we denote
D(u, r) =
d∑
i=1
uiDi(r).
Then Lie algebra Der(A) has the following Lie structure:
[D(u, r),D(v, s)] = D(w, r + s), ∀r, s ∈ Zd, u, v ∈ Cd, (1)
where w = (u, s)v − (v, r)u, and h = {D(u, 0)|u ∈ Cd} is the Cartan subalgebra of Der(A).
For a non-empty subset S of a Lie algebra L, we denote by 〈S〉 the Lie subalgebra generated by S, any
denote by SpanCS the C−linear subspace spanned by S. For any r ∈ Zd, let Ker(r) = {u ∈ Cd|(u, r) = 0}
be the subspace of Cd. Obviously, we have Ker(0) = Cd and dimKer(r) = d − 1 while r /=0. Now we
give two subalgebras of Der(A) as follows.
Deﬁnition. Let
g = spanC{D(u, r)|r ∈ Zd\{0}, u ∈ Ker(r)}, L = g ⊕ h.
One can easily see that g and L are both subalgebras of Der(A), which when d = 2 are called the
Virasoro-like algebra and skewderivation Lie algebra, respectively, see [4,6,9]. For d  2,g andL in this
paperwill be called the higher rank Virasoro-like algebra and skewderivation Lie algebra, respectively.
For any r ∈ Zd, denote
gr =
{{D(u, r)|u ∈ Ker(r)}, r /=0,
0, r = 0,
and
Lr = {D(u, r)|u ∈ Ker(r)}.
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Clearly, if r /=0 then Lr = gr is a d − 1-dimensional subspace and
g = ⊕
r∈Zdgr , L = ⊕r∈ZdLr
are two Zd-graded Lie algebras, i.e.,
[gr ,gs] ⊂ gr+s, [Lr ,Ls] ⊂ Lr+s, ∀r, s ∈ Zd. (2)
In this paper, we will prove that g = [L,L] and Der(g) ∼= L, and obtain by [8] that L is complete
(i.e. its center is zero and all its derivations are inner). We also study the automorphism groups of g
and L. This generalizes the results of [3]. We state the following several lemmas, which are useful for
the proof of our main theorem.
Lemma 2.1. Suppose that D(u, r),D(v, s),D(w, t) ∈ g\{0}. Then we have
(a) [D(u, r),D(v, s)] = 0 ⇐⇒ u, v ∈ Ker(s) ∩ Ker(r);
(b) If [D(u, r),D(v, s)] = 0 and [[D(w, t),D(u, r)],D(v, s)] = 0, then u ∈ Ker(t) or v ∈ Ker(t).
Proof. (a) The proof of the “ ⇐” part is obvious. Now we prove the “ ⇒” part.
It follows from (1) that (u, s)v − (v, r)u = 0. If u /∈ Ker(s), that is (u, s) /=0, then we deduce v =
(u, s)−1(v, r)u. Furthermore
(v, r) = ((u, s)−1(v, r)u, r) = (u, s)−1(v, r)(u, r) = 0,
so one has v = (u, s)−1(v, r)u = 0 and D(v, s) ∈ g\{0}, which is a contradiction. This means that u ∈
Ker(s). Similarly, we have v ∈ Ker(r).
(b) If [D(w, t),D(u, r)] = 0, thenwe have by the necessity of (a) that u ∈ Ker(t). We can assumewith-
out loss of generality that [D(w, t),D(u, r)] /=0, and denote [D(w, t),D(u, r)] = D(z, t + r). Thus, [D(z, t +
r),D(v, s)] = 0. Thanks to the necessity of (a), we see that v ∈ Ker(t + r). Note that [D(u, r),D(v, s)] = 0,
so one has v ∈ Ker(r), and then (v, t) = (v, t + r) − (v, r) = 0. This tells us that v ∈ Ker(t). 
Lemma 2.2. Suppose that r, s ∈ Zd\{0}. Then we have [gr ,gs] = 0 if r and s are linearly dependent, and
[gr ,gs] = gr+s if r and s are linearly independent.
Proof. If r and s are linearly dependent, thenKer(r) = Ker(s), and sowe see by Lemma2.1 that [gr ,gs] =
0. Now we assume that r and s are linearly independent. Thanks to (1), we only need to prove gr+s ⊂
[gr ,gs]. Note that r and s are linearly independent, so we have dim(Ker(r) ∩ Ker(s)) = d − 2. Thus,
Cd = Ker(r) + Ker(s). Choose a basis for Ker(r) ∩ Ker(s) as x2, . . . , xd−1. Furthermore, we can ﬁnd x1, xd
such that x1, x2, . . . , xd is a basis for C
d
, and at the same time x1, . . . , xd−1 is a basis for Ker(r) and
x2, . . . , xd is a basis for Ker(s). Consequently, we see that
(x1, s) /=0; (xd, r) /=0.
Suppose that w = ∑di=1 ωixi ∈ Ker(r + s), where ωi ∈ C, i = 1, . . . , d. We deduce by
(∑d
i=1 ωixi, r+
s) = 0 that ω1(x1, s) + ωd(xd, r) = 0. And then we have ωd = −(xd, r)−1(x1, s)ω1.
If ω1 /=0 then let u = ω1x1 ∈ Ker(r) and v = (ω1x1, s)−1
(∑d−1
i=2 ωixi
)
− (xd, r)−1xd ∈ Ker(s). Thus, we
see that (u, s)v − (v, r)u = w and
D(w, r + s) = [D(u, r),D(v, s)] ∈ [gr ,gs].
If ω1 = 0 then ωd = 0. Let
wˆ = x1 + 2−1
d−1∑
i=2
wixi − (xd, r)−1(x1, s)xd ∈ Ker(r + s),
wˇ = −x1 + 2−1
d−1∑
i=2
wixi + (xd, r)−1(x1, s)xd ∈ Ker(r + s).
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Note that every coefﬁcient of x1 in wˆ and wˇ is not zero, so we have by the above discussion that
D(wˆ, r + s),D(wˇ, r + s) ∈ [gr ,gs]. This impliesD(w, r + s) = D(wˆ, r + s) + D(wˇ, r + s) ∈ [gr ,gs]. The proof
is completed. 
Lemma 2.3. Suppose that ε1, . . . , εd ∈ Zd. Then g = 〈g±εi |i = 1, . . . , d〉 if and only if ε1, . . . , εd is a basis for
the free Z−module Zd. Specially, g is a ﬁnitely generated Lie algebra.
Proof. If ε1, . . . , εd is not a basis of the free Z-module Z
d
, then there exists some α ∈ Zd, which can
not be Z-linearly representable by ε1, . . . , εd. It follows from (1) that gα /⊂ 〈g±εi |i = 1, . . . , d〉.
Below we assume that ε1, . . . , εd is a basis for the free Z-module Z
d
. Firstly, we show for integers
k, x with 1 k  d and x /=0 that
gxεk ⊂ 〈g±εi |i = 1, . . . , d〉. (3)
If |x| = 1, then it is easy to see that (3) holds. If |x| > 1, denote y = x − x|x| , thenwe have |y| = |x| − 1.
By Lemma 2.2, we have for k′ /= k, 1 k′  d that gyεk+εk′ = [gyεk ,gεk′ ] and g x|x| εk−εk′ = [g x|x| εk ,g−εk′ ].
Note that yεk + εk′ and x|x| εk − εk′ are linearly independent. This, together with Lemma 2.2, gives for
every |x| > 1 that
gxεk =
[
gyεk+εk′ ,g x|x| εk−εk′
]
.
By the above equation, we can prove (3) by the induction on |x|.
For any r = r1εi1 + · · · + rkεik where 1 ij  d, rj /=0, j = 1, . . . , k, one can obtain by repetitious
using Lemma 2.2 and (3) that
gr =
[
gr1εi1
,
[
· · · ,grkεik
]]
⊂ 〈g±εi |i = 1, . . . , d〉.
On the other hand, it is clear that 〈g±εi |i = 1, . . . , d〉 ⊂ g. This proves that g = 〈g±εi |i = 1, . . . , d〉.
Finally, note that e1, . . . , ed is a basis for Z
d
and every graded subspace g±ei is a d − 1-dimensional
space, so we see that g is a ﬁnitely generated Lie algebra. 
3. The derivation Lie algebra of the higher rank Virasoro-like algebra
In this section, we characterize the derivation Lie algebra of g, we shall prove that Der(g) ∼= L.
Firstly we give the following lemmas.
Lemma 3.1 [3]. Suppose that G is an additive group. If A = ⊕α∈GAα is a ﬁnitely generated G-graded Lie
algebra, then
Der(A) = ⊕α∈G(Der(A))α
is also G−graded, and it satisfying (Der(A))α(Aβ) ⊂ Aα+β , ∀α,β ∈ G.
We already known by Lemma 2.3 that g is a ﬁnitely generatedZd-graded Lie algebra. This, together
with Lemma 3.1, tells us that
Der(g) = ⊕
r∈Zd (Der(g))r
is a Zd-graded Lie algebra. Next we shall characterize every graded subspace of Der(g).
Lemma 3.2. Suppose that r ∈ Zd\{0}. Then (Der(g))r = ad gr .
Proof. Denoteby τ thegreatest commondivisor of r1, . . . , rd. Let ε1 = τ−1r. Then ε1 is aunitarilymodule
vector over Z. Moreover, it can be extended to a basis for Zd as ε1, ε2, . . . , εd. Consequently, there is
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Q ∈ GLd(Z) such that εk = Qek , ∀k = 1, . . . , d. Let ηk = Q−T ek , ∀k = 1, . . . , d, whereQ−T denotes (Q−1)T .
It is clear that η1, . . . , ηd is also a basis for Z
d
satisfying (ηi, εj) = δij .
It follows from Lemma 2.3 that g = 〈D(ηi,±εj)|i /= j, j = 1, . . . , d〉. Take ∂ ∈ (Der(g))r . We have by the
definition of the graded derivation that ∂(D(ηi,±εj)) ⊂ gτε1±εj . We can assume that
∂(D(η1, ε2)) = D(w, τε1 + ε2),
wherew = ∑di=1wiηi such that (w, τε1 + ε2) = τw1 + w2 = 0. Let u = τ−1∑di=2wiηi. So one can obtain
that D(u, τε1) ∈ gr and
(∂ + adD(u, τε1))D(η1, ε2) = 0.
Without lossof generality,wedenote ∂ + adD(u, τε1) still by ∂ . Thus,wehave ∂D(η1, ε2) = 0.Suppose
∂D(η1,±εk) = D(v±1k , τε1 ± εk).
Note that [D(η1,±εk),D(η1, ε2)] = 0, ∀k = 2, . . . , d, so we have
0 = ∂[D(η1,±εk),D(η1, ε2)]
= [∂D(η1, ±εk),D(η1, ε2)] + [D(η1,±εk), ∂D(η1, ε2)]
= [D(v±
1k
, τε1 ± εk),D(η1, ε2)].
Thanks to (η1, τε1 ± εk) = τ /=0, it follows by (a) of Lemma 2.1 that v±1k = 0, i.e.,
∂D(η1,±εk) = 0, ∀k = 2, . . . , d.
Similarly, we deduce by [D(ηi,±εk),D(η1,±εk)] = 0, ∀k /=1, i /= k that
∂D(ηi,±εk) = 0, ∀k /=1, i /= k.
Now we assume that ∂D(ηk ,±ε1) = D(v±k1, (τ ± 1)ε1), k = 2, . . . , d. Since
D(ηk ,±ε1) = [[D(ηk ,±ε1),D(η1, εk)],D(η1,−εk)],
hence
D(v±
k1
, (τ ± 1)ε1) = ∂D(ηk ,±ε1) = ∂[[D(ηk ,±ε1),D(η1, εk)],D(η1,−εk)]
= [[D(v±
k1
, (τ ± 1)ε1),D(η1, εk)],D(η1,−εk)]
= (τ ± 1)2D(v±
k1
, (τ ± 1)ε1).
Further, when (τ ± 1)2 /=1 one has ∂D(ηk ,±ε1) = 0, ∀k = 2, . . . , d, and then ∂ = 0.
If (τ ± 1)2 = 1, then τ = ±2.When τ = 2,we see that (τ + 1)2 /=1. Thus, ∂D(ηk , ε1) = 0, ∀k = 2, . . . , d.
But ∂D(ηk ,−2ε1) ∈ g−2ε1+τε1 = g0 = 0, so we have ∂D(ηk ,−2ε1) = 0, ∀k = 2, . . . , d. Note that
D(ηk ,−ε1) = [D(ηk ,−2ε1),D(η1, εk)], [D(η1,−εk),D(ηk , ε1)].
Using ∂ acts on the two sides of the above equation, we get
∂D(ηk ,−ε1) = 0, ∀k = 2, . . . , d.
Thus, ∂ = 0. Similarly, for τ = −2 we deduce ∂ = 0. Therefore, one has (Der(g))r ⊂ adgr . The proof
is completed. 
Now we give a class of 0-graded derivation of g as follows. For D(u, 0) ∈ h, the acts of D(u, 0) on g
deﬁned by
D(u, 0)(D(v, s)) = [D(u, 0),D(v, s)] = (u, s)D(v, s), ∀ s ∈ Zd\{0}, v ∈ Ker(s).
It is easy to verify thatD(u, 0) is a 0-graded out derivation of g. The following two lemmaswill show
that they are all 0-graded derivation of g.
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Lemma 3.3. Suppose that ∂ ∈ (Der(g))0, 1 i /= j  d. Then there is c ∈ C such that
∂D(ei,±ej) = ±cD(ei,±ej).
Proof. If d = 2, then for any i, j ∈ {1, 2} with i /= j, it is clear that Ker{ei} ∈ Cej . So we can assume that
∂D(ei,±ej) = c±D(ei,±ej). Note that
D(ej , ei) = [[D(ej , ei),D(ei, ej)],D(ei,−ej)], (4)
so one can by ∂ acts on two sides of the above equation that c+ = −c−, proving the conclusion. Now
we can without loss of generality that d  3.
Take u± ∈ Ker(ej),u(k) ∈ Ker(ek), 1 k /= j  d for which
∂D(ei,±ej) = D(u±,±ej); ∂D(ej , ek) = D(u(k), ek), 1 k /= j  d.
Let v = ∑k /= j(u(k))jek , take h = D(v, 0) ∈ h. We denote δ = ∂ − h. Hence we have δ ∈ (Der(g))0, and
δD(ei,±ej) = D(u±,±ej); δD(ej , ek) = D(w(k), ek), 1 k /= j  d, wherew(k) = u(k) − (u(k))jej . It is easy to
see that
(w(k), ej) = 0, 1 k /= j  d. (5)
We shall prove that (u±, ek) = 0, ∀k /= i, j, and then we may obtain by (u±, ej) = 0 that u± ∈ Cei. In
fact, note that [[D(ej , ek),D(ei, ej)],D(ei, ej)] = 0,∀k /= i, j, so one has
−[[D(ej , ek),D(ei, ej)], δD(ei, ej)] = [δ[D(ej , ek),D(ei, ej)],D(ei, ej)].
On the other hand, it follows from (5) that
D((u+)kei, ek + 2ej)
= −[D(ei, ek + ej),D(u+, ej)]
=
[[
D(w(k), ek),D(ei, ej)
]
,D(ei, ej)
]
+ [[D(ej , ek),D(u+, ej)],D(ei, ej)]
= 0+ [D(u+ − (u+)kej , ej + ek),D(ei, ej)]
= −D((u+)kei, ek + 2ej).
This means that (u+)k = 0, ∀k /= i, j. Again, by
[[D(ej , ek),D(ei,−ej)],D(ei, ej)] = 0, ∀k /= i, j,
and (5), we deduce
0 = δ([[D(ej , ek),D(ei,−ej)],D(ei, ej)])
= [[D(ej , ek),D(u−,−ej)],D(ei, ej)]
= [D(−u− − (u−)kej , ek − ej),D(ei, ej)] = D(−(u−)kei, ek).
Therefore, (u−)k = 0, ∀k /= i, j. To sumup, we see that ∂D(ei,±ej) = (u±)iD(ei,±ej).Nextly, in theway
similar to the case d = 2,we can know by (4) that (u+)i = −(u−)i. Let c = (u+)i. The proof
completed. 
Lemma 3.4. (Der(g))0 = h.
Proof. Take any but ﬁx ∂ ∈ (Derg)0. For any i, k ∈ {1, 2, . . . , d} satisfying i /= k, we can assume by Lemma
3.3 that ∂D(ei,±ek) = ±cikD(ei, ek). Ifd = 2 thendenote c1 = c21, c2 = c12. Ifd  3, for anydistinct i, j, k ∈
{1, 2, . . . , d}, applying ∂ acts on two sides of the identity [D(ei + ej , ek), [D(ei, ej),D(ej ,−ei)]] = 0, ∀i, j /= k,
which shows that
[D(cikei + cjkej , ek), [D(ei, ej),D(ej ,−ei)]] = 0.
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Consequently, we see that cik = cjk , ∀i, j /= k. Denote ck = cik , k = 1, . . . , d.
Now let h = ∑dk=1 ckD(ek , 0) ∈ h. It follows by Lemma 3.3 that
∂D(ei,±ek) = h(D(ei,±ek)), ∀i /= k.
The above equation tells us that the actions by ∂ and h on the generators of g are the same. So we
have ∂ = h ∈ h, proving the lemma. 
Theorem 3.5. Der(g) ∼= g ⊕ h = L and g = [L,L].
Proof. It follows form Lemmas 3.1, 3.2 and 3.4 that Der(g) = ad g ⊕ h. Wewant to prove that g ∼= ad g,
i.e. to show the center C(g) of g is equal to 0. In fact, for any x = ∑mi=1 D(u(i), r(i)) ∈ C(g), it is clear
by [x,D(v, s)] = 0, ∀s ∈ Zd\{0} that [D(u(i), r(i)),D(v, s)] = 0, i = 1, 2, . . . ,m. By (a) of Lemma 2.1, we get
(u(i), s) = 0, ∀s ∈ Zd\{0}, i = 1, 2, . . . ,m. This means that u(i) = 0, i = 1, 2, . . . ,m, and so x = 0.
Finally, note that [L,L] = [g ⊕ h,g ⊕ h] = g. The proof is completed. 
Recall that a Lie algebra is called a complete Lie algebra if its center is zero and all its derivations
are inner. By Lemma 2.2 and the process of the proof of the above theorem, we know that [g,g] = g
and the center of g is zero. Using the main result of [8], the following theorem is immediately.
Theorem 3.6. L is a complete Lie algebra, and Der(Der(g)) ∼= Der(L) = ad L ∼= L.
4. The automorphism groups of g and L
We denote by Aut g and AutL the automorphism groups of g and L, respectively. When d = 2, [4]
study the group AutL, we now take out the restriction of d = 2 to study the structure of Aut g and
AutL. We shall make use of the different method from [4]. Firstly, we prove the following lemma.
Lemma 4.1. Suppose that σ ∈ Aut g or AutL satisfying σ(g) = g. If for every appointed r ∈ Zd\{0} there
is s ∈ Zd\{0} such that σ(gr) = gs and σ(g−r) = g−s, then there is λ ∈ (C∗)d,Q ∈ GLd(Z) such that
σ(D(u, r)) = λrD(Q−Tu,Qr), ∀u ∈ Cd, r ∈ Zd\{0}.
Proof. For r ∈ Zd\{0}, suppose that s ∈ Zd\{0} satisfying the above hypothesis. Denote s = f (r). We
know by Lemma 2.3 that g = 〈g(±ei), i = 1, . . . , d〉. Note the identity σ(g) = g, which shows
g = 〈σ(g(±ei)), i = 1, . . . , d〉 = 〈g(±f (ei)), i = 1, . . . , d〉.
Once again using Lemma 2.3, one obtain that f (e1), . . . , f (ed) is a basis forZ
d
. Consequently, there is
Q ∈ GLd(Z) such that f (ei) = Qei, i = 1, . . . , d. For j /= i, we assume that σ(D(ei, ej)) = D(u(i, j),Qej)where
u(i, j) ∈ Cd\{0}.Now, applying σ acts on the two sides of the identity [D(ei, ej),D(ei, ek)] = 0, ∀k /= i,
which implies
[D(u(i, j),Qej),D(u(i, k),Qek)] = 0, ∀k /= i.
Due to (a) of Lemma 2.1, we have u(i, j) ∈ ∩k /= iKer(Qek). Since rank{Qek : k /= i} = d − 1, hence
dim∩k /= iKer(Qek) = 1. Note that 0 /= Q−T ei ∈ ∩k /= iKer(Qek), so there is λij ∈ C∗ such that u(i, j) =
λijQ
−T ei. This shows
σ(D(ei, ej)) = λijD(Q−T ei,Qej).
Similarly, there is μij ∈ C∗ such that σ(D(ei,−ej)) = μijD(Q−T ei,−Qej).
The action of σ on two sides of the identity [[D(ej , ei),D(ei, ej)],D(ei,−ej)] = D(ej , ei), ∀i /= j gives that
λjiλijμij = λji, and therefore one has μij = λ−1ij , ∀i /= j.
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If d = 2 then let λ1 = λ21, λ2 = λ12; If d  3, then applying σ acts on two sides of the following
identity
[D(ei + ej , ek), [D(ei, ej),D(ej ,−ei)]] = 0, i /= j, k /= i, j,
which shows that λik = λjk , ∀i, j /= k. Let λk = λik , i /= k, k = 1, . . . , d. It is clear from λr = λr11 · · · λ
rd
d
, that
σ(D(u, r)) = λrD(Q−Tu,Qr), ∀r ∈ {±ei : i = 1, . . . , d},u ∈ Ker(r). For any r, s ∈ Zd\{0}, note the identity
[λrD(Q−Tu,Qr), λsD(Q−Tv,Qs)] = λ(r+s)D(Q−Tw,Q (r + s)),
where w = (u, s)v − (v, r)u, which together with Lemma 2.3 proving the conclusion. 
For the sum
∑m
i=1 D(u(i), r(i)) appearing in the following text, we always assume that r(1) < r(2) <
· · · < r(m), here “ <′′ is the usual dictionary ordering on Zd. Here D(u(1), r(1)) and D(u(m), r(m)) are also
called the minimum term and the maximal term of
∑m
i=1 D(u(i), r(i)), respectively.
4.1. The automorphism group of higher rank Virasoro-like algebra
Lemma 4.2. Suppose that σ ∈ Autg and r ∈ Zd\{0}. Then there is s ∈ Zd\{0} such that σ(gr) = gs and
σ(g−r) = g−s.
Proof. Take any but ﬁx u ∈ Ker(r)\{0}. We denote
σ(D(u, r)) =
m∑
i=1
D(u(i), r(i)), σ(D(u,−r)) =
n∑
j=1
D(v(i), s(i)).
Firstly, we prove that the case r(1) + s(1) < 0 is impossible. The proof is divided into the following
four steps.
Step 1.We know by Lemma 2.2 that
[σ(D(u, r)), σ(D(u,−r))] = σ [D(u, r),D(u,−r)] = 0,
which shows that the minimum term in the above identity is [D(u(1), r(1)),D(v(1), s(1))] = 0. This, to-
gether with (a) of Lemma 2.1, yields
u(1), v(1) ∈ Ker(s(1)) ∩ Ker(r(1)). (6)
We can easily ﬁnd y ∈ Zd\{0} such that u(1), v(1) /∈ Ker(y). For x ∈ Ker(y)\{0}, we have
[[D(x, y),D(u(1), r(1))],D(v(1), s(1))] /=0.
Thanks to σ(g) = g, so there is∑lk=1 D(w(k), ρ(k)) ∈ g, w(k) /=0, k = 1, . . . , l such that
σ
⎛
⎝ l∑
k=1
D(w(k), ρ(k))
⎞
⎠ = D(x, y). (7)
Step 2. Suppose that
∑p
k=1 D(w
(k), ρ(k)) and
∑q
k=1 D(x
(i), y(i)) satisfy
σ
⎛
⎝ p∑
k=1
D(w(k), ρ(k))
⎞
⎠ =
q∑
k=1
D(x(i), y(i)),w(k) /=0, k = 1, . . . , p, (8)
with u(1), v(1) /∈ Ker(y(1)), and at the same time they satisfy
[[D(x(1), y(1)),D(u(1), r(1))],D(v(1), s(1))] /=0. (9)
By the discussion of Step 1 and (7), we know such
∑p
k=1 D(w
(k), ρ(k)) and
∑q
k=1 D(x
(i), y(i)) can be
found. We assume that p is the least positive integer satisfying the above conditions.
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Step 3. If p = 1, then it follows by
[[D(w(1), ρ(1)),D(u, r)],D(u,−r)] = (u, ρ(1))2D(w(1), ρ(1)),
that
[[σ(D(w(1), ρ(1))), σ(D(u, r))], σ(D(u,−r))] = (u, ρ(1))2σ(D(w(1), ρ(1))).
Observing the above identity, we see that theminimum item of left hand side is in gr(1)+s(1)+y(1) , but
theminimumitemof righthandside is ingy(1) .Note that r
(1) + s(1) < 0, sowehavegr(1)+s(1)+y(1) ∩ gy(1) =
0, which contradict (9).
Step 4. If p > 1, note that
σ
⎡
⎣
⎡
⎣ p∑
k=1
D(w(k), ρ(k)),D(u, r)
⎤
⎦ ,D(u,−r)
⎤
⎦ = σ
⎛
⎝ p∑
k=1
(u, ρ(k))2D(w(k), ρ(k))
⎞
⎠ /=0.
If all (u, ρ(k))2 of the right hand side in the above identity are equivalent, then we see that the
minimum items in the both sides of the above identity are not equivalent. This is a contradiction.
Hence, by (9) we can ﬁnd k0 such that (u, ρ
(k0)) /=0, and at the same time
0 /= σ
⎛
⎝ p∑
k=1
(u, ρ(k))2D(w(k), ρ(k))
⎞
⎠
= (u, ρ(k0))2σ
⎛
⎝ p∑
k=1
D(w(k), ρ(k))
⎞
⎠
+ σ
⎛
⎝∑
k /= k0
D(((u, ρ(k))2 − (u, ρ(k0))2)w(k), ρ(k))
⎞
⎠ ,
and in the above equation (u, ρ(k))2 − (u, ρ(k0))2 not all equal to 0. Denote
D(z, y(1) + r(1) + s(1)) = [[D(x(1), y(1)),D(u(1), r(1))],D(v(1), s(1))].
Thus, we know by r(1) + s(1) < 0 that D(z, y(1) + r(1) + s(1)) /=0 is the minimum item of
σ
⎛
⎝∑
k /= k0
D(((u, ρ(k))2 − (u, ρ(k0))−2)w(k), ρ(k))
⎞
⎠ .
By the choice of p, one has u(1) ∈ Ker(y(1) + r(1) + s(1)). Thus, v(1) ∈ Ker(y(1) + r(1) + s(1)), or in other
words
[[D(z, y(1) + r(1) + s(1)),D(u(1), r(1))],D(v(1), s(1))] = 0.
This, together with the fact that [D(u(1), r(1)),D(v(1), s(1))] = 0 in Step 1, we know by (b) of Lemma
2.1 that u(1) or v(1) belongs to Ker(y(1) + r(1) + s(1)). Note that (6) implies u(1) or v(1) are in Ker(y(1)),
which contradict the choice of y(1).
Similarly, we know that r(m) + s(n) > 0 is impossible. Consequently it follows that r(1) + s(1) = 0 =
r(m) + s(n). If r(1) < r(m) then s(1) = −r(1) > −r(m) = s(n), which is impossible. Therefore, we see that
r(1) = r(m) = −s(n) = −s(1). Let s = r(1), then σ(D(u, r)) ∈ gs and σ(D(u,−r)) ∈ g−s.
If there are v ∈ Ker(r)\{0} and s′ /= s for which σ(D(v, r)) ∈ gs′ , then one has
σ(D(u + v, r)) ∈ gs ⊕ gs′ .
By the above proof we see that there is s
′′
such that σ(D(u + v, r)) ∈ gs′′ , and so
σ(D(u + v, r)) ∈ gs′′ ∩ (gs ⊕ gs′ ).
If s′′ = s, thenσ(D(v, r)) = σ(D(u + v, r)) − σ(D(u, r)) ∈ gs,which contradict s′ /= s. Similarly,weknow
that s
′′ = s′ is impossible. If s′′ /= s and s′′ /= s′, then gs′′ ∩ (gs ⊕ gs′ ) = 0. Thus, one has σ(D(u + v, r)) =
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0. Note that σ is bijective, so v = −u, and then D(v, r) = −D(u, r) ∈ gs, a contradiction. This tells us
that σ(gr) ⊂ gs. Again, since dim σ(gr) = d − 1 = dimgs hence σ(gr) = gs. Similarly, we can prove that
σ(g−r) = g−s. 
For every Q ∈ GLd(Z), one can deﬁne σQ ∈ Autg for which
σQ (D(u, r)) = D(Q−Tu,Qr), ∀r ∈ Zd\{0}, u ∈ Ker(r).
For every λ ∈ (C∗)d, we may also deﬁne σλ ∈ Aut g such that
σλ(D(u, r)) = λrD(u, r), ∀r ∈ Zd\{0}, u ∈ Ker(r).
Lemma 4.3. Suppose that Q ∈ GLd(Z) and λ ∈ (C∗)d. Then there is μ = μ(λ,Q ) ∈ (C∗)d such that μr =
λQr , ∀r ∈ Zd.
Proof. Let μi = λQei ∈ C∗. So we see that μr = μr11 · · ·μ
rd
d
= λr1Qei · · · λrdQed = λQ
∑
riei = λQr , as
desired. 
Theorem 4.4. Aut g ∼= GLd(Z)(C∗)d.
Proof. Suppose that σ ∈ Aut g. It follows from Lemmas 4.2 and 4.1 that there is λ ∈ (C∗)d and Q ∈
GLd(Z) satisfying
σ(D(u, r)) = λrD(Q−Tu,Qr), ∀r ∈ Zd\{0}, u ∈ Ker(r).
Let σQ and σλ are two automorphismsof Aut g as abovedeﬁned. Clearly,wehave σ = σQσλ. Note that
{σQ |Q ∈ GLd(Z)} and {σλ|λ ∈ (C∗)d} are two subgroups of Aut g, which isomorphic to groups GLd(Z)
and (C∗)d, respectively. This means that Aut g ∼= GLd(Z) · (C∗)d.
Finally, we have by Lemma 4.3 that
σ−1
Q
σλσQ (D(u, r)) = σQ−1σλ(D(Q−Tu,Qr))
= σQ−1λQrD(Q−Tu,Qr) = λQrD(u, r)
= σμ(λ,Q )(D(u, r)), ∀r ∈ Zd\{0}, u ∈ Ker(r),
which shows that σ−1
Q
σλσQ = σμ(λ,Q ). This fact yields (C∗)d  Aut g. The proof is completed. 
4.2. The automorphism group of skew derivation Lie algebra
Lemma 4.5. Suppose that σ ∈ AutL. Then we have σ(g) = g and σ(h) = h.
Proof. For any s ∈ Zd\{0}, take D(v, s) ∈ gs. Suppose that σ(D(v, s)) = h + x, where h ∈ h, x ∈ g. Take
u /∈ Ker(s), and suppose σ(D(u, 0)) = k + y, where k ∈ h, y ∈ g. Since
(u, s)(h + x) = (u, s)σ (D(v, s)) = σ([D(u, 0),D(v, s)])
= [σD(u, 0), σD(v, s)] = [k + y,h + x] ∈ g,
hence we see that h = 0, which shows that σ(gs) ⊂ g, ∀s ∈ Zd\{0}. Thus, σ(g) ⊂ g.
In the next step, we shall prove that σ(h) ⊂ h. For any but ﬁx u ∈ Cd\{0}, suppose that
σ(D(u, 0)) = D(v, 0) +
m∑
i=1
D(u(i), r(i)),
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where
∑m
i=1 D(u(i), r(i)) ∈ g. If
∑m
i=1 D(u(i), r(i)) /=0, then at least one of the conditions r(1) < 0 or r(m) > 0
holds. If r(1) < 0, then it is clear that there is y ∈ Zd\{0} satisfying u(1) /∈ Ker(y). Consequently, for
x ∈ Ker(y)\{0}, one has
[D(x, y),D(u(1), r(1))] /=0.
Since σ(L) = L, so there are∑lk=1 D(w(k), ρ(k)) ∈ L, w(k) /=0, k = 1, . . . , l, such that
σ
⎛
⎝ l∑
k=1
D(w(k), ρ(k))
⎞
⎠ = D(x, y).
Suppose that p > 0 is the least integer for which
σ
⎛
⎝ p∑
k=1
D(w(k), ρ(k))
⎞
⎠ =
q∑
k=1
D(x(i), y(i)), w(k) /= 0, k = 1, . . . , p,
satisfying u(1) /∈ Ker(y(1)), and
[D(x(1), y(1)),D(u(1), r(1))] /=0. (10)
It is known by the above discussion that such p can be found.
If p = 1, then [D(w(1), ρ(1)),D(u, 0)] = −(u, ρ(1))D(w(1), ρ(1)). Therefore,
[σ(D(w(1), ρ(1))), σ(D(u, 0))] = −(u, ρ(1))σ (D(w(1), ρ(1))).
Reviewing the above equation, we see that the minimum item of left hand side is in gr(1)+y(1) , but
the minimum item of right hand side is in gy(1) . Note that r
(1) < 0, so we see that gr(1)+y(1) ∩ gy(1) = 0.
This contradict (10).
If p > 1, note the identity
σ
⎡
⎣ p∑
k=1
D(w(k), ρ(k)),D(u, 0)
⎤
⎦ = −σ
⎛
⎝ p∑
k=1
(u, ρ(k))D(w(k), ρ(k))
⎞
⎠ ,
which implies that the all items of form (u, ρ(k)) in the right hand side of the above identity are not all
equivalent (if not, then the minimum items of the both hand sides are not equivalent, a contracition).
And then, we know by (10) that there is k0 such that (u, ρ
(k0)) /=0, and
0 /=σ
⎛
⎝ p∑
k=1
(u, ρ(k))D(w(k), ρ(k))
⎞
⎠
= −(u, ρ(k0))σ
⎛
⎝ p∑
k=1
D(w(k), ρ(k))
⎞
⎠
− σ
⎛
⎝∑
k /=k0
D(((u, ρ(k)) − (u, ρ(k0)))w(k), ρ(k))
⎞
⎠ ,
for which the items (u, ρ(k)) − (u, ρ(k0)) in the above equation are not all equal to 0. Thanks to r(1) < 0,
so one obtain that
D(z, y(1) + r(1)) := [D(x(1), y(1)),D(u(1), r(1))] /= 0
is the minimum item of
σ
⎛
⎝∑
k /= k0
D(((u, ρ(k)) − (u, ρ(k0))−1)w(k), ρ(k))
⎞
⎠ .
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Note the choice of p, which shows that u(1) ∈ Ker(y(1) + r(1)), or in other words
[D(z, y(1) + r(1)),D(u(1), r(1))] = 0.
This, together with (a) of Lemma 2.1, yields u(1) ∈ Ker(y(1) + r(1)). Since u(1) ∈ Ker(r(1)), so u(1) ∈
Ker(y(1)), which contradict the choice of y(1).
Similarly, we know that the case r(m) > 0 is also impossible. This means that r(1) = r(m) = 0, i.e.
σ(D(u, 0)) ∈ h. Thereby, one has σ(h) ⊂ h. Finally, note the identity dim σ(h) = d = dimh, which shows
that σ(h) = h, and so σ(g) = g. The proof is completed. 
Theorem 4.6. AutL ∼= Aut g ∼= GLd(Z)(C∗)d.
Proof. Suppose that σ ∈ AutL. It follows from Lemma 4.5 that σ(g) = g. So we have σ |g ∈ Aut g. Fur-
thermore, we know by Theorem 4.4 that there are λ ∈ (C∗)d and Q ∈ GLd(Z) such that
σ(D(u, r)) = λrD(Q−Tu,Qr), ∀r ∈ Zd\{0}, u ∈ Ker(r).
Suppose that σ(D(ei, 0)) = D(u(i), 0). Since [D(ei, 0),D(ek , ej)] = δijD(ek , ej), ∀k /= j, so one has
[D(u(i), 0), λrD(Q−T ek ,Qej)] = δijλrD(Q−T ek ,Qej), ∀k /= j.
This implies (u(i),Qej) = δij , and u(i) = Q−T ei. Now we obtain
σ(D(u, 0)) = σ(Q−Tu, 0), ∀u ∈ Cd.
This tells us that AutL ∼= Aut g. The proof is completed. 
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