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Based on neurophysiological ﬁndings and a grid to score binocular visual ﬁeld function, two hypotheses
concerning the spatial distribution of ﬁxations during visual search were tested and conﬁrmed in healthy
participants and patients with homonymous visual ﬁeld defects. Both groups showed signiﬁcant biases of
ﬁxations and viewing time towards the centre of the screen and the upper screen half. Patients displayed
a third bias towards the side of their ﬁeld defect, which represents oculomotor compensation. Moreover,
signiﬁcant correlations between the extent of these three biases and search performance were found. Our
ﬁndings suggest a new, more dynamic view of how functional specialisation of the visual ﬁeld inﬂuences
behaviour.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
The visual ﬁeld is the angular ﬁeld of view that is seen during
steady ﬁxation of gaze. It has been deﬁned as, for example, ‘‘the
set of angular spatial locations to which an eye visually responds
when a person’s gaze is held in a constant position” (Arditi & Zihl,
2000, p. 264) or ‘‘the sum of all directions from which the eye may
perceive visual stimulation at a deﬁned moment in time and the
performance of the perception of this stimulation” (International
Perimetric Society, 1990). Historically, the ﬁrst measurements of
the visual ﬁeld are credited to Young (1801). He found that—lim-
ited by physical constraints such as the nose or the eyebrow—the
monocular visual ﬁeld of healthy humans covers 120 along its ver-
tical midline and 150 along the horizontal midline. Purkinje
(1825) slightly adjusted these numbers and suggested visual ﬁeld
borders that are still widely accepted: the monocular visual ﬁeld
nasally extends to 60, laterally to 100, upwardly to 60, and
downwardly to 80. Created by superimposing the visual ﬁelds of
the left and right eye, the binocular visual ﬁeld covers 180 along
the horizontal midline, including a zone of binocular overlap of
approximately 120 (e.g. Esterman, 1982).
From a functional point of view, not all regions of the visual
ﬁeld are equally important. With regard to visual acuity and light
sensitivity under photopic conditions, there is a marked superior-
ity of the most central part of the visual ﬁeld—which correspondsll rights reserved.to the fovea on the retina—over more peripheral regions. In other
words, the smallest and dimmest visual stimuli can be detected
with central vision (Wall & Johnson, 2005). This central superiority
is reﬂected in several neuroanatomical and neurophysiological
characteristics along the visual pathway between the retina and
the primary visual cortex: (1) the density of photoreceptors in
the retina strongly depends on eccentricity. With regard to cones
that are responsible for day and colour vision, density is by far
highest in the fovea—enabling the superior spatial resolution of
foveal vision—and sharply declines towards the periphery (e.g.
Curcio, Sloan, Packer, Hendrickson, & Kalina, 1987; Osterberg, 1935).
(2) The density of retinal ganglion cells peaks at about 1 mm from
the foveal centre, with more peripheral regions showing substan-
tially lower densities (Curcio & Allen, 1990). Furthermore, the ratio
of cones to ganglion cells is about 1 in the fovea and increases
towards the periphery (e.g. Missotten, 1974; Perry & Cowey,
1985). Restated in different terms, the convergence between cones
and ganglion cells increases from central to peripheral parts of the
visual ﬁeld, which substantially contributes to the described gradi-
ent in spatial resolution. (3) An overrepresentation of central
parts of the visual ﬁeld can also be found at the level of the lateral
geniculate nucleus (LGN) of the thalamus. For example, it has been
shown that there are four times as many LGN cells per ganglion cell
afferent from the fovea, relative to the periphery (Connolly & Van
Essen, 1984). (4) Finally, the fovea is also signiﬁcantly overrepre-
sented in the primary visual cortex V1 (e.g. Qiu et al., 2006; Sereno
et al., 1995). From a neurophysiological point of view, it was esti-
mated that (a) the ratio of V1 cells to incoming LGN projections is
238 T. Pﬂugshaupt et al. / Vision Research 49 (2009) 237–248ten times larger for foveal than for peripheral vision (Connolly & Van
Essen, 1984) and (b) there are 160 times more V1 cells per cone in
the fovea than in the periphery (Duncan & Boynton, 2003).
In addition to this central superiority of the visual ﬁeld, func-
tional differences between the upper and lower hemiﬁeld have
been described. For instance, light sensitivity measured with auto-
mated perimetry is enhanced in the lower hemiﬁeld (e.g. Fioretto
et al., 1995). Similar to the central superiority, this lower hemiﬁeld
advantage is also reﬂected in neuroanatomical and neurophysio-
logical ﬁndings: (1) the density of cones (Osterberg, 1935) and
ganglion cells (Curcio & Allen, 1990) is higher in the upper hemire-
tina. Here it is important to note that—due to the optics of the
eye—the upper hemiretina corresponds to the lower visual
hemiﬁeld and vice versa. (2) The pattern electroretinogram shows
larger amplitudes in the lower hemiﬁeld (Yoshii & Paarmann,
1989). (3) Electrophysiological responses measured over the
occipital lobe show higher amplitudes (Fioretto et al., 1995; Portin,
Vanni, Virsu, & Hari, 1999), larger global ﬁeld power (Jedynak &
Skrandies, 1998), and higher response densities (Yu & Brown,
1997) when the lower as opposed to the upper visual hemiﬁeld
is stimulated.
Functional differences between the upper and lower hemiﬁeld
have also been shown on the behavioural level. The lower hemi-
ﬁeld is superior concerning the discrimination of visual stimuli
based on contrast, hue, and motion (Levine & McAnany, 2005),
texture segregation (Graham, Rico, Offen, & Scott, 1999), ﬁgure-
ground segmentation (Rubin, Nakayama, & Shapley, 1996), egocen-
tric spatial judgments (Sdoia, Couyoumdjian, & Ferlazzo, 2004),
and attentional resolution (He, Cavanagh, & Intriligator, 1996).
Moreover, the latency of manual reaction times to visual stimuli
is shorter (e.g. Payne, 1967), and visually guided pointing move-
ments are faster and more accurate when performed in the lower
hemiﬁeld (e.g. Danckert & Goodale, 2001; Khan & Lawrence,
2005; Krigolson & Heath, 2006). Although this lower hemiﬁeld
advantage on the behavioural level is supposedly the general rule
(Levine & McAnany, 2005), exceptions have been described. For in-
stance, the upper hemiﬁeld outperforms the lower with regard to
the discrimination of visual stimuli based on apparent distance
from the observer (Levine & McAnany, 2005), the speed at which
visually guided saccades are triggered (e.g. Dafoe, Armstrong, &
Munoz, 2007; Heywood & Churcher, 1980), or allocentric spatial
judgments (Sdoia et al., 2004). Concerning their ecological origin,
these functional differences between the lower and upper hemi-
ﬁeld may have evolved as an adaptation to speciﬁc requirements
of visual processing in peri- and extrapersonal space, respectively
(Previc, 1990). The lower hemiﬁeld advantage for the majority of
visuo-perceptual processes might therefore reﬂect, for example,
the predominance of this region in controlling skilled movements
(Danckert & Goodale, 2001).
Both the central superiority and the lower hemiﬁeld advantage
are assumed to be relevant when impairments in everyday life of
patients with visual ﬁeld defects are assessed. Based on many years
of clinical practice with these patients, Esterman (1967a, 1967b)
has presented a monocular grid to score the functional relevance
of visual ﬁeld defects. In 1982, he extended his approach by sug-
gesting a binocular grid to enable more realistic assessments of to-
tal visual ﬁeld function (Esterman, 1982). Basically, his binocular
grid divides the visual ﬁeld into 120 units (Fig. 1), and functional
scoring is performed by counting the unaffected units in the perim-
etry chart of a given patient. Units are smaller and denser in more
important regions of the visual ﬁeld. In particular, the size and den-
sity of units follows three principles: (1) the central part of the vi-
sual ﬁeld is more important than the periphery (i.e. central
superiority), (2) the lower hemiﬁeld is more important than the
upper (i.e. lower hemiﬁeld advantage), and (3) the ‘‘horizon”
meridian is more important than the other meridia.The ﬁrst two of these principles have direct implications for vi-
sual exploration with saccadic eye movements. At the very core of
why humans make saccades at all lies the central superiority.
When we want to see a new object of interest in ﬁne detail, we
have to align gaze—and thus the most central part of our visual
ﬁeld—so that the image of the object falls onto the fovea (e.g. Leigh
& Zee, 2006). More precisely, the image should lie within 0.5 of
the centre of the fovea (Jacobs, 1979). In addition—and this is often
neglected in the literature—the central superiority also inﬂuences
the alignment of extrafoveal regions of the visual ﬁeld with a static
display during visual exploration. When central display areas are
preferentially ﬁxated, more functional units of the binocular grid
are aligned with the total display than when the ﬁxation prefer-
ence is on peripheral display areas (as illustrated in Fig. 1a). The
former exploration strategy may thus increase the chance to detect
and/or identify task-relevant stimuli. Restated in different terms,
and when task demands require exploration of a static visual dis-
play with eye movements, the spatial distribution of ﬁxations is
expected to show a bias towards central display areas (i.e. central
bias hypothesis).
A similar hypothesis can be proposed with regard to the lower
hemiﬁeld advantage reﬂected in Esterman’s (1982) binocular grid.
Since the lower hemiﬁeld shows a denser distribution of functional
units than the upper, a preference to ﬁxate in the upper display half
aligns more functional units with the total display than when the
lower display half is preferentially ﬁxated (as illustrated in
Fig. 1b). Therefore, it can be hypothesised that the spatial distribu-
tion of ﬁxations during visual exploration is not only biased to-
wards the centre of the display but also towards its upper half
(i.e. upper bias hypothesis).
The present study was aimed at investigating these two hypoth-
eses with a visual search task that required participants to ﬁnd pre-
deﬁned single targets embedded in images of everyday scenes
through visual exploration with eye movements (as described in
Müri, Pﬂugshaupt, Nyffeler, von Wartburg, & Wurtz, 2005). In or-
der to take into account a possible inﬂuence of image content on
the spatial ﬁxation distribution, we also performed a saliency anal-
ysis based on a computational model of bottom-up visual attention
(Itti & Koch, 2001; Koch & Ullman, 1985). Since each image was
preceded by a central ﬁxation point—which might artiﬁcially in-
crease the chance to ﬁnd a tendency towards the centre of the im-
age in the spatial ﬁxation distribution—the central bias hypothesis
was analysed with and without the initial ﬁxations participants
made on a given scene. Moreover, we were interested in whether
the extent of the assumed central and upper biases correlated with
search performance indicated by the number of hits or mean reac-
tion times. All analyses were performed, on the one hand, in a large
sample of healthy participants. This allowed us to additionally
evaluate a potential inﬂuence of age and gender on the two biases
under examination. On the other hand, we applied the same search
task in a group of patients with hemi- or quadrantanopia to inves-
tigate whether pathological restrictions of the visual ﬁeld affect the
supposed biases towards central and upper display areas.2. Methods
2.1. Participants
One hundred healthy participants (40 males; 81 right-handed;
age in years: Mean = 33.71, SD = 10.63, range: 17–64) and 23 pa-
tients (15 males, 21 right-handed; age in years: Mean = 50.13,
SD = 16.99, range: 19–85) with visual ﬁeld defects due to post-chi-
asmatic brain lesions volunteered for the study. None of the partic-
ipants suffered from colour blindness (Ishihara, 1999), glaucoma,
cataract, or visuomotor disturbances (e.g. strabism), and visual
Fig. 1. Schematic illustration of the two main hypotheses. Foreground: binocular grid of the visual ﬁeld from Esterman (1982). Reprinted from Ophthalmology, 89, Esterman
B., functional scoring of the binocular ﬁeld, 1226–1234,  1982, with permission from the American Academy of Ophthalmology. The grey rectangle in the background
represents a given visual display that has to be searched with eye movements. (a) Central bias hypothesis: ﬁxating central display parts aligns more functional units of the
binocular grid with the grey display than when the periphery is ﬁxated. (b) Upper bias hypothesis: a ﬁxation in the upper display half aligns more functional units with the
grey display than a ﬁxation in the lower display half.
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tion, which was carried out in accordance with the latest version
of the Declaration of Helsinki and approved by the local ethics
committee, all participants gave written informed consent.
In addition to the above criteria, patients had to meet the
following conditions: (1) absence of visual hemineglect measured
with standard paper-and-pencil tests such as line bisection
(Schenkenberg, Bradford, & Ajax, 1980) or bells cancellation
(Gauthier, Dehaut, & Joanette, 1989). This criterion is crucial, since
the spatial ﬁxation distribution of neglect patients during explora-
tion tasks is shifted towards ipsilesional display regions due to a
bias in spatial attention (e.g. Karnath, Niemeier, & Dichgans,
1998), which would strongly interfere with the examination of
biases occurring due to functional specialisation of the visual ﬁeld.
(2) Absence of cognitive impairment that might hinder the under-
standing of task instructions (e.g. severe sensory aphasia or verbal
amnesia). (3) Homonymous hemi- or lower quadrantanopia as
assessed with static automated perimetry (Octopus 101TM,
Haag-Streit AG, Koeniz, Switzerland). Patients with upper quad-
rantanopia or partial hemianopia that predominantly affected the
upper quadrant were not included. Previous ﬁndings suggest that
some patients with visual ﬁeld defects spontaneously develop com-
pensatory eyemovement strategies characterised by frequent devi-
ations of their ﬁxation point towards the blind area (Pambakian
et al., 2000). In patients with an upper quadrantanopia, this would
result in a bias towards the upper display half that is due to spon-
taneous compensation, rather than due to the described lower
hemiﬁeld advantage. (4) No history of systematic exploration
and/or saccadic eye movement trainings such as those described
in Kerkhoff (2000). This criterion was applied to exclude the inter-
pretation that our ﬁndings merely indicate training effects.
Overall, 23 patients met these conditions and were included in
the study. In order to examine spontaneous oculomotor compensa-
tion patients might show during the applied search task, the spatial
ﬁxation distribution of participants was also analysed along the
horizontal dimension. For this analysis, the clinical sample was di-vided with regard to the side of the visual ﬁeld defect (left-sided
quadrant- or hemianopia: N = 10; 6 males; 10 right-handed; age
in years: Mean = 54.60, SD = 17.37, range: 25–85; right-sided
quadrant- or hemianopia: N = 13; 9 males; 11 right-handed; age
in years: Mean = 46.69, SD = 16.53, range: 19–74). Fig. 2 depicts
the visual ﬁeld defects of four patients per subgroup. Moreover,
it is important to note that all patients as well as all healthy partic-
ipants were naïve with regard to the experimental hypotheses.
2.2. Eye tracking apparatus
Eye movements were recorded with an infrared-based video
tracking system (EyeLinkTM, SensoMotoric Instruments GmbH,
Berlin, Germany) at a sampling rate of 250 Hz and with a spatial
resolution of 0.01. This system provides gaze-position accuracy
relative to stimulus coordinates of 0.5–1.0, depending on partic-
ipants’ ﬁxation accuracy during the calibration procedure. The
latter was performed prior to each measurement by means of a
3  3-point grid. A chin rest was used to ensure constant viewing
distance and to minimise head movements. The U-shaped chin rest
was precisely aligned with the horizontal centre of the screen and
set to a position, in which the height of participants’ eyes roughly
matched the height of a central ﬁxation point on the screen. More-
over, head movement compensation was performed by the track-
ing system. Participants sat in a dimly lit room, 70 cm in front of
a 19-in. CRT computer screen, resulting in a ﬁeld of view of
29  22.
2.3. Search task
The visual search task comprised 48 full-screen images
(800  600 pixels) of everyday scenes, including images of land-
scapes, buildings, edibles, or housing rooms. Four representative
examples are depicted in Fig. 3a. Images were assigned to six
blocks, each containing eight images. Prior to every block, the sys-
tem was calibrated. Furthermore, a central ﬁxation point was
Fig. 2. The visual ﬁeld defects of eight representative patients. Static automated perimetry was performed with the G2 programme of the Octopus 101TM (Haag-Streit AG,
Koeniz, Switzerland). In these grey scale plots, black areas represent absolute ﬁeld defects while dark grey areas denote relative ﬁeld defects. The blind spot is indicated by a
white rectangle localised at about 15 from the centre of the visual ﬁeld on the horizontal meridian. Only the right eye of each patient is shown. (a) Four patients with a left-
sided quadrant- or hemianopia. (b) Four patients with a right-sided quadrant- or hemianopia.
Fig. 3. Stimuli of the visual search task. (a) Four examples of the 48 full-screen images of everyday scenes. (b) Illustration of the 48 target positions. (c) Illustration of the 20
distractor positions. One target and one distractor were magniﬁed to enhance visibility.
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Participants were instructed to search the images with eye move-
ments. Whenever they found a small grey star (i.e. target stimulus,
as depicted in Fig. 3b), they should respond with a mouse click as
quickly as possible. However, in case a small triangle of similar
size, identical colour, and identical luminance (i.e. distractor stim-
ulus, as shown in Fig. 3c) was found, such response should be
inhibited. Participants were told that targets could be located any-
where on the screen.
Targets were shown one at a time in one of 48 predeﬁned target
positions that were evenly distributed over the entire screen size
(Fig. 3b), and each target was presented for 2 s. Target size was
25  25 pixels—which corresponded to 0.91  0.91—and target
luminance was 22.32 cd/m2. The temporal intervals between suc-
cessive target presentations were pseudo-randomised and ranged
from 500 to 2000 ms. Over the entire experiment, four targets were
shown at every target position, summing to 192 targets overall.
Moreover, four targets were shown during the presentation of each
image, with the pseudo-randomised assignment of target positions
being identical for all participants. However, participants were not
told that the number of targets per image was constant, so that
they continued to search the images even if they had already found
four targets in a given image.
Only a comparatively small number of distractors were shown
during the experiment. Distractors were included to assure that
the task could not be solved with peripheral vision, forcing partic-
ipants to constantly scan the images and to foveate potential tar-
gets. Overall, the experiment contained 20 distractors that wereassigned to 20 different distractor positions, with the latter being
evenly distributed over image quadrants (Fig. 3c). Distractor size
was 18  25 pixels, corresponding to 0.65  0.91. Similar to the
presentation of targets, every distractor was shown for 2 s, and
the temporal interval between successive presentations of distrac-
tors and targets—as well as the duration from the disappearance of
the last target or distractor in each image to the end of image pre-
sentation—was pseudo-randomised, with durations ranging from
500 to 2000 ms. In sum, during the presentation of each of the
48 images (mean presentation duration per image = 15.29 s,
SD = 1.92 s), four targets and one or no distractor were shown in
unpredictable positions and at unpredictable temporal intervals,
while participants searched the images with eye movements. Prior
to the experiment, a practice trial was conducted based on two
images, each of which contained four targets and one distractor.
2.4. Visual saliency analysis
Theoretically, both the central and the upper bias could occur
due to a bias in the location of salient image information rather
than due to functional specialisation in the observers’ visual ﬁeld.
In order to account for this possibility, visual saliency of the 48
images was analysed based on a widely accepted computational
model of bottom-up visual attention (Itti & Koch, 2001; Koch &
Ullman, 1985). For the present study, we used a model implemen-
tation that evaluates brightness, colour, and orientation in a cen-
tre-surround manner to construct a ﬁnal saliency map, with
saliency values ranging from 0 to 255. Details of the model imple-
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Hügli, & Müri, 2004). The outermost regions of the images—a 16-
pixel wide border zone—were excluded from the analyses, as the
very low saliency values in these regions represent an artefact of
the saliency map algorithm, which is unable to compute correct
values at image borders (see examples in Fig. 4b and c).
With regard to the central bias hypothesis, saliency values were
ﬁrst calculated for three rectangular central regions of interest
(80  60, 160  120, and 400  300 pixels)—corresponding to the
central 1%, 4%, and 25% of the image area—as well as for the entire
image. Saliency quotients (i.e. central saliency/entire image sal-
iency) were then calculated for each image and tested against a va-
lue of 1 by means of one-sample t tests. If quotients were, for
example, signiﬁcantly higher than 1 over all images, this would
indicate that visual saliency was particularly enhanced in central
image parts. A similar analysis was performed concerning the
upper bias hypothesis: after the calculation of saliency values for
the upper and lower halves of all images, saliency quotients (i.e.
upper saliency/lower saliency) were calculated for each image
and tested against a value of 1 with a one-sample t test.
2.5. Eye movement and search performance analyses
Similar to the saliency analysis, the spatial ﬁxation distribution
of participants was analysed by applying regions of interest/ROI.
Concerning the central bias hypothesis, we deﬁned three concen-
tric ROI—again the central 1%, 4%, and 25% of the image area (see
also Fig. 5a)—and investigated whether the percentage of ﬁxations
as well as the percentage of total viewing time in these areas sig-
niﬁcantly differed from the percentage of image area correspond-
ing ROI cover by means of one-sample t tests. For example, it
was analysed whether the mean percentage of ﬁxations in the larg-
est central ROI—which covers 25% of the entire image area—dif-
fered from 25. In other words, we examined whether the spatial
ﬁxation distribution signiﬁcantly differed from a uniform distribu-
tion. Likewise, the upper bias hypothesis was tested by comparing
the percentage of ﬁxations as well as the percentage of total view-
ing time in the upper image half—which covers 50% of the entire
image area—against a value of 50.
In the group of healthy participants, further analyses concerned
the evaluation of a potential inﬂuence of age and gender on the
two biases under examination. For instance, it was analysed
whether the percentage of ﬁxations in central image areas signiﬁ-
cantly correlated with age. Aimed at accounting for a potential
inﬂuence of the central ﬁxation point—which was presented prior
to every image—on the supposed central bias, the percentage of
ﬁxations in the three central ROI was also analysed on a ﬁxation-Fig. 4. Visual saliency analysis. (a) Two examples of the 48 full-screen images of every
saliency. (c) Mean saliency map over all images. Note that the black border zone that isto-ﬁxation basis, focusing on the initial phase of visual exploration.
More precisely, mean percentages of the ﬁrst ten ﬁxations during
the presentation of each image were calculated and descriptively
analysed. Furthermore, the relationship between the assumed
biases towards central and upper image areas and search perfor-
mance as indicated by the percentage of hits and the mean reaction
time (i.e. time from target onset to mouse click) was evaluated by
means of correlational analyses.
In the group of patients with visual ﬁeld defects, the same anal-
yses were performed with one exception. Due to the rather small
and—with regard to gender—unevenly distributed sample (15
males, 8 females), a possible inﬂuence of gender on the two biases
under examination was not tested. Furthermore, the extent to
which patients preferred central and/or upper image areas was
compared with that of healthy participants. In the following, and
due to the spontaneous oculomotor compensation patients might
show (e.g. Pambakian et al., 2000), the clinical sample was divided
into two subgroups (i.e. left- vs. right-sided visual ﬁeld defects),
and further analyses concerned the question of whether patients’
spatial ﬁxation distribution showed a subgroup-speciﬁc bias to-
wards the left or right image half. To this end, asymmetry quotients
(AQ = right image half value/left image half value) were calculated
for the mean number of ﬁxations and the mean total viewing time
per image half. AQswere then (a) tested against a value of 1 that rep-
resents no horizontal bias, (b) compared with those of healthy par-
ticipants, and (c) correlated with indicators of search performance
in the image half corresponding to the side of their ﬁeld defect. In
addition to these analyses on the subgroup level, it was investigated
howmanyof thepatients—if any—showedAQs that signiﬁcantlydif-
fered from those of healthy participants. Herewe appliedmodiﬁed t
tests (Crawford & Howell, 1998) that were speciﬁcally designed to
compare the value of a single patient with those of a control group.
In general, p values of less than .05were considered statistically sig-
niﬁcant and all tests were two-tailed.
3. Results
3.1. Visual saliency analysis
Table 1 shows that over all images of the search task, visual sal-
iency in central image regions was similar to that of the entire
images, since corresponding saliency quotients did not differ from
1. This is true for all three central regions of interest that were
tested. On a descriptive level, the ﬁnding that visual saliency
exhibits no pronounced peak in central image areas also becomes
evident when the saliency map in Fig. 4c—which illustrates mean
saliency values over all 48 images—is inspected by sight.day scenes. (b) Corresponding saliency maps, with brighter areas indicating higher
visible in b and c was excluded from the analysis, as described in chapter 2.4.
Fig. 5. Typical scanning patterns from two healthy participants. Fixations are shown as blue dots, with dot diameter representing ﬁxation duration. Saccades are depicted as
black lines. The red crosses indicate locations where targets or a distractor were presented. (For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this paper.)
Table 1
Comparison of visual saliency in central image regions with that of the entire image
area (expressed as saliency quotients). Analyses are based on all images (N = 48) of
the search task. Three central ROI were tested: 1%, 4%, and 25% of the entire image
area.
Saliency quotient One-sample t test
Mean SD Test value t df p
ROI 1%/entire image 1.030 0.344 1 0.600 47 .551
ROI 4%/entire image 1.003 0.228 1 0.076 47 .940
ROI 25%/entire image 1.014 0.106 1 0.884 47 .381
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that in lower image halves. A one-sample t test revealed that cor-
responding saliency quotients were signiﬁcantly lower than 1
(Mean = 0.949, SD = 0.157, t = 2.254, df = 48, p = .029), indicating
a preponderance of lower image halves in this regard. It follows
that if the spatial ﬁxation distribution of participants was entirely
determined by visual saliency of the images, one would expect a
preference for lower image regions—which is evidently the oppo-
site of the upper bias hypothesis—and no central bias.
3.2. Healthy participants
3.2.1. General results
Concerning basic eye movement variables, healthy participants
showed a mean number of ﬁxations per image of 38.72 (SD = 5.87),
a mean ﬁxation duration of 301 ms (SD = 38 ms), and a mean sacc-
adic amplitude of 9.99 (SD = 1.64). With regard to search perfor-
mance, their mean percentage of hits was 79.36 (SD = 5.91), and
they displayed a mean reaction time of 781 ms (SD = 73 ms). The
mean percentage of false alarms—i.e. the frequency with which
mouse clicks were performed during the presentation of distrac-
tors—was 9.40 (SD = 8.83), corresponding to about 2 of the 20 dis-
tractors. Typical scanning patterns of healthy participants are
shown in Fig. 5.
3.2.2. Central bias hypothesis
Both the mean percentage of ﬁxations as well as the mean per-
centage of total viewing time in all three central ROI signiﬁcantly
differed from the percentage of image area these ROI cover (Table
2). Signiﬁcant overrepresentations were found in central image
areas for both eye movement measures (Fig. 6b). For instance, par-
ticipants made on average 47% of their ﬁxations in the central 25%
of the entire image area. These ﬁndings clearly conﬁrm the central
bias hypothesis in the group of healthy participants.
On a descriptive level, Fig. 6c illustrates that the central bias
was particularly pronounced with regard to the ﬁrst two ﬁxations
that occurred during the presentation of each of the 48 images.
Thereafter, the percentage of ﬁxations within the three centralROI remained on a relatively stable level that was highly similar
to the corresponding overall percentages depicted in Fig. 6b. In or-
der to account for a possible inﬂuence of the central ﬁxation point
that was shown prior to each image, we thus compared the per-
centage of ﬁxations in central ROI with the respective percentage
of image area these ROI cover, but this time without the ﬁrst two
ﬁxations. Again, all three one-sample t tests revealed highly signif-
icant overrepresentations, with p values being smaller than .001.
Further analyses showed that the central bias was not inﬂuenced
by age or gender. Based on Pearson correlations, none of the vari-
ables listed in Table 2 signiﬁcantly correlated with age, and inde-
pendent-samples t tests did not reveal a single signiﬁcant
difference between males and females concerning these six
variables.
Finally, the extent to which healthy participants made ﬁxations
and spent total viewing time in central image areas was related to
indicators of search performance. On the one hand, signiﬁcant po-
sitive correlations were found between these two ﬁxational mea-
sures and the percentage of hits (Table 3). This indicates that
participants with a more pronounced central bias tended to ﬁnd
more targets. On the other hand, we found signiﬁcant negative cor-
relations between the two ﬁxational measures and the mean reac-
tion time (Table 3). In other words, participants with a more
pronounced central bias tended to ﬁnd targets faster.
3.2.3. Upper bias hypothesis
One-sample t tests revealed that the percentage of ﬁxations
(Mean = 55.29, SD = 5.08, t = 10.413, df = 99, p < .001) and the per-
centage of total viewing time (Mean = 55.24, SD = 5.29, t = 9.894,
df = 99, p < .001) in upper image halves signiﬁcantly differed from
50. More precisely, signiﬁcant overrepresentations of both ﬁx-
ational measures were found in upper image halves, conﬁrming
the upper bias hypothesis in the group of healthy participants. Fur-
thermore, the percentage of ﬁxations (rPearson = .198, p = .049) and
the percentage of total viewing time (rPearson = .204, p = .042) in
upper image halves signiﬁcantly and negatively correlated with
age. Restated in different terms, younger participants tended to
show a more pronounced upper bias. The extent to which partici-
pants preferred to ﬁxate in upper image halves was also gender-
speciﬁc, with males displaying a more pronounced upper bias. This
concerned both the percentage of ﬁxations (males: Mean = 57.03,
SD = 4.54; females: Mean = 54.13, SD = 5.12; independent-samples
t test: t = 2.907, df = 98, p = .005) and the percentage of total view-
ing time in upper image halves (males: Mean = 56.90, SD = 5.10; fe-
males: Mean = 54.13, SD = 5.17; independent-samples t test:
t = 2.630, df = 98, p = .010). Additionally, the percentage of ﬁxations
in upper image halves signiﬁcantly correlated with the percentage
of hits (rPearson = .202, p = .039), signifying that a more pronounced
upper bias was related to better search performance. All other cor-
relations between the two ﬁxational indicators of the upper bias
Table 2
Central bias in the group of healthy participants (N = 100). Two eye movement measures—the percentage of ﬁxations and the percentage of total viewing time—were analysed in
three central ROI: 1%, 4%, and 25% of the entire image area.
Variable One-sample t test
Mean SD Test value t df p
Percentage of ﬁxations ROI 1% 5.37 2.35 1 18.556 99 <.001
ROI 4% 14.17 5.49 4 18.539 99 <.001
ROI 25% 46.71 7.66 25 28.330 99 <.001
Percentage of total viewing time ROI 1% 5.89 3.07 1 15.966 99 <.001
ROI 4% 15.29 6.69 4 16.879 99 <.001
ROI 25% 46.77 7.99 25 27.255 99 <.001
Fig. 6. Central bias in healthy participants (N = 100). (a) Illustration of the three central ROI. (b) Mean percentage of ﬁxations within the three central ROI, based on all
ﬁxations performed during the search task. Error bars indicate standard deviations, empty bars depict the percentage of image area covered by the ROI. (c) Time course of the
percentage of ﬁxations within the three central ROI, based on the initial ten ﬁxations participants made during the presentation of each image. Error bars display standard
deviations.
Table 3
Relationship between the central bias and search performance as indicated by the
percentage of hits and mean reaction time in the group of healthy participants
(N = 100). The table lists Pearson correlation coefﬁcients and corresponding p values
(in parentheses).
Variables representing the extent
of the central bias
Percentage
of hits
Mean reaction
time
Percentage of ﬁxations ROI 1% .317 (.001)** .384 (<.001)**
ROI 4% .242 (.015)* .385 (<.001)**
ROI 25% .074 (.463) .320 (.001)**
Percentage of total viewing time ROI 1% .352 (<.001)** .393 (<.001)**
ROI 4% .309 (.002)** .405 (<.001)**
ROI 25% .149 (.140) .372 (<.001)**
* Signiﬁcant at the .05 level.
** Signiﬁcant at the .01 level.
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mean reaction time) did not reach the level of signiﬁcance.
3.3. Patients with visual ﬁeld defects
3.3.1. General results
In the patient group, a mean number of ﬁxations per image of
40.53 (SD = 4.93), a mean ﬁxation duration of 298 ms (SD = 35
ms), and a mean saccadic amplitude of 8.50 (SD = 1.81) were
found. Their mean saccadic amplitude was signiﬁcantly shorter
than that of healthy participants (independent-samples t test:
t = 3.872, df = 121, p < .001), while the mean number of ﬁxations
per image and the mean ﬁxation duration did not differ between
groups. Concerning search performance, patients showed a mean
percentage of hits of 44.81 (SD = 14.43) and a mean reaction time
of 935 ms (SD = 73 ms). Comparison with the group of healthy par-
ticipants revealed that patients found signiﬁcantly less targets(independent-samples t test: t = 18.319, df = 121, p < .001), and
showed signiﬁcantly prolonged reaction times (independent-sam-
ples t test: t = 9.138, df = 121, p < .001). Finally, patients displayed a
mean percentage of false alarms of 9.35 (SD = 8.83), which was not
signiﬁcantly different from the corresponding value found in the
group of healthy participants.
3.3.2. Central and upper bias hypotheses
Similar to healthy participants, the group of patients with visual
ﬁeld defects preferred to ﬁxate in central as opposed to peripheral
image regions (Fig. 7a). Table 4 shows that their percentage of ﬁx-
ations and the percentage of total viewing time were signiﬁcantly
higher than the percentage of image area covered by correspond-
ing central ROI. For example, patients made on average 40% of their
ﬁxations in the central 25% of the entire image area.
This central bias was particularly pronounced with regard to the
ﬁrst two ﬁxations that occurred during the presentation of each
image (Fig. 7b). However, even when the percentage of ﬁxations
in central ROI was analysed without the initial two ﬁxations, sig-
niﬁcant overrepresentations were found. Again, all one-sample t
tests revealed (a) mean percentages of ﬁxations higher than the
percentage of image area the corresponding central ROI cover,
and (b) p values smaller than .001. It must also be mentioned that
in the patient group, none of the variables listed in Table 4 signif-
icantly correlated with age, the percentage of hits, or the mean
reaction time.
Based on one-sample t tests, the percentage of ﬁxations
(Mean = 53.92, SD = 6.66, t = 2.823, df = 22, p = .010) and the per-
centage of total viewing time (Mean = 54.33, SD = 7.07, t = 2.940,
df = 22, p = .008) in upper image halves signiﬁcantly differed from
50 in terms of an overrepresentation. Thus, and highly similar to
the group of healthy participants, not only the central but also
the upper bias hypothesis was conﬁrmed in the patient group. Fur-
Fig. 7. Central bias in the group of patients with visual ﬁeld defects (N = 23). (a) Mean percentages of ﬁxations within the three central ROI, based on all ﬁxations performed
during the search task. Error bars indicate standard deviations, empty bars depict the percentage of image area covered by the ROI. (b) Time course of the percentage of
ﬁxations within the three central ROI, based on the initial ten ﬁxations patients made during the presentation of each image. Error bars display standard deviations.
Table 4
Central bias in the group of patients with visual ﬁeld defects (N = 23).
Variable One-sample t test
Mean SD Test value t df p
Percentage of ﬁxations ROI 1% 3.78 1.15 1 11.557 22 <.001
ROI 4% 10.35 3.38 4 9.012 22 <.001
ROI 25% 39.80 8.82 25 8.045 22 <.001
Percentage of total viewing time ROI 1% 4.09 1.31 1 11.293 22 <.001
ROI 4% 10.95 3.63 4 9.179 22 <.001
ROI 25% 40.23 8.97 25 8.141 22 <.001
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tients was related to their search performance but not to their age.
The percentage of total viewing time in upper image halves signif-
icantly correlated with the percentage of hits (rPearson = .440,
p = .036) and the mean reaction time (rPearson = .447, p = .033),
indicating that patients with a more pronounced upper bias tended
to perform better.
Finally, direct comparison of the patient data with that of
healthy participants showed that the central bias was signiﬁcantly
less pronounced in patients. This concerned all three central ROI
and both the percentage of ﬁxations as well as the percentage of
total viewing time (Table 5). In contrast, the upper bias—as indi-
cated by the percentage of ﬁxations and the percentage of total
viewing time in upper image halves—did not differ between
groups.
3.3.3. Horizontal bias hypothesis
The ﬁxation density plots in Fig. 8a and the left panels of Fig. 8b
and c descriptively show that the spatial ﬁxation distribution in
patients with left-sided visual ﬁeld defects was biased towards
the left image half, while the opposite was found for patients with
right-sided visual ﬁeld defects. In the former subgroup, corre-
sponding AQs (a) signiﬁcantly differed from 1 in terms of a leftwardTable 5
Comparison of the central bias between healthy participants (N = 100) and patients
with visual ﬁeld defects (N = 23). Note that means and standard deviations on which
these comparisons are based are shown in Tables 2 and 4.
Variable Independent-samples t test
t df p
Percentage of ﬁxations ROI 1% 3.140 121 .002
ROI 4% 3.199 121 .002
ROI 25% 3.792 121 <.001
Percentage of total viewing time ROI 1% 2.761 121 .007
ROI 4% 3.004 121 .003
ROI 25% 3.459 121 .001bias (AQ of the number of ﬁxations per image half: one-sample t
test: Mean = 0.75, SD = 0.26, t = 3.100, df = 9, p = .013; AQ of total
viewing time per image half: one-sample t test: Mean = 0.75,
SD = 0.23, t = 3.399, df = 9, p = .008), and (b) were signiﬁcantly
lower than those of healthy participants (AQ of the number of ﬁx-
ations per image half: Mean = 1.01, SD = 0.18; independent-sam-
ples t test: t = 4.310, df = 108, p < .001; AQ of total viewing time
per image half: Mean = 1.02, SD = 0.18; independent-samples t
test: t = 4.383, df = 108, p < .001). Within the group of patients
with left-sided visual ﬁeld defects, AQs were neither signiﬁcantly
correlated with the percentage of hits nor with the mean reaction
time concerning targets presented in the left image half.
AQs in patients with right-sided visual ﬁeld defects (a) signiﬁ-
cantly differed from 1 in terms of a rightward bias (AQ of the num-
ber of ﬁxations per image half: one-sample t test: Mean = 1.59,
SD = 0.72, t = 2.940, df = 12, p = .012; AQ of total viewing time per
image half: one-sample t test: Mean = 1.55, SD = 0.67, t = 2.975,
df = 12, p = .012), and (b) were signiﬁcantly higher than those of
healthy participants (AQ of the number of ﬁxations per image half:
Mean = 1.01, SD = 0.18; independent-samples t test: t = 6.792,
df = 111, p < .001; AQ of total viewing time per image half:
Mean = 1.02, SD = 0.18; independent-samples t test: t = 6.397,
df = 111, p < .001). Further analyses within this patient subgroup
revealed that both AQs were signiﬁcantly correlated with indica-
tors of search performance in the right image half. For instance,
the AQ of the number of ﬁxations per image half was positively
correlated with the percentage of right-sided hits (rPearson = .691,
p = .009) and negatively with the mean reaction time concerning
targets found in the right image half (rPearson = .721, p = .005). In
other words, patients who showed a more pronounced rightward
bias in their ﬁxation distribution tended to (a) ﬁnd more right-
sided targets, and (b) ﬁnd right-sided targets faster.
Furthermore, modiﬁed t tests (Crawford & Howell, 1998) re-
vealed that three of the ten patients with left-sided visual ﬁeld de-
fects showed AQs that signiﬁcantly differed from those of healthy
participants in terms of a leftward bias. That is, their AQs were low-
Fig. 8. Spatial ﬁxation distribution along the horizontal dimension in healthy participants (‘‘controls”, N = 100), patients with left-sided visual ﬁeld defects (‘‘patients left”,
N = 10), and patients with right-sided visual ﬁeld defects (‘‘patients right”, N = 13). (a) Descriptive ﬁxation density plots based on all ﬁxations participants made. Plots were
created by setting a gaussian bell shape onto every ﬁxated location, thereby creating a mathematical landscape whose contour lines deﬁne ﬁxation density. (b) Left panel:
mean number of ﬁxations per image half (left vs. right). Right panel: corresponding mean asymmetry quotients (AQ). (c) Left panel: mean total viewing time per image half in
seconds. Right panel: corresponding mean asymmetry quotients (AQ). Error bars depict standard deviations in all panels of (b) and (c).
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with right-sided visual ﬁeld defects displayed AQs signiﬁcantly dif-
fering from those of healthy participants in terms of a rightward
bias (i.e. higher values in patients). Overall, ten (43.5%) of the 23 pa-
tients spontaneously compensated their visual ﬁeld defect by sig-
niﬁcantly shifting their spatial ﬁxation distribution towards the
side of the ﬁeld defect, compared to the spatial ﬁxation distribution
of healthy participants. As illustrated in the right panels of Fig. 8b
and c, AQs of healthy participants did not signiﬁcantly differ from
1. In other words, their spatial ﬁxation distribution was rather
symmetrical in the horizontal plane. This is also visible in the cor-
responding ﬁxation density plot (left panel of Fig. 8a).
4. Discussion
Based on neuroanatomical, neurophysiological, and behavioural
ﬁndings as well as on a binocular grid that has been introduced to
assess total visual ﬁeld function (Esterman, 1982), two main
hypotheses were tested in the present eye movement study. Due
to the central superiority and the lower hemiﬁeld advantage of
the visual ﬁeld, the spatial ﬁxation distribution of participants dur-
ing visual exploration was assumed to be biased towards central
regions of the screen (i.e. central bias hypothesis) and towardsthe upper screen half (i.e. upper bias hypothesis). Our data con-
ﬁrmed both hypotheses: when searching images of everyday
scenes for predeﬁned targets, both healthy participants and pa-
tients with visual ﬁeld defects made more ﬁxations and spent more
viewing time in central screen areas and the upper screen half, rel-
ative to the assumption of a uniform distribution of ﬁxations and
viewing time.
Although the central bias was generally enhanced with regard
to the initial two ﬁxations that occurred during the presentation
of the images, testing the spatial distribution of subsequent
ﬁxations against a uniform distribution still revealed a strongly
pronounced central bias in both groups. Therefore, the overrepre-
sentation of ﬁxations in central image regions can hardly be ex-
plained by the presence of the central ﬁxation point shown prior
to each image. Moreover, the central bias cannot be attributed to
a possibly higher visual saliency in the central image areas: apply-
ing the same central regions of interest as for the analysis of the
spatial ﬁxation distribution revealed no signiﬁcant increase of vi-
sual saliency in central areas over all images. This interpretation
is supported by the ﬁndings of another eye movement study: when
freely viewing or searching images of everyday scenes, healthy
participants showed pronounced central biases in their spatial ﬁx-
ation distribution, but these biases occurred irrespective of the
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ses of our data showed that the extent of the central bias was inde-
pendent of age and gender, but correlated with search performance
in the group of healthy participants: those with a more pro-
nounced central bias tended to perform better. In the patient
group, no signiﬁcant relation between the extent of the central bias
and search performance was found.
Similar to the central bias, the upper bias displayed by both
groups is not attributable to a corresponding difference in visual
saliency. In fact, the saliency analysis over all images revealed
higher values in lower as opposed to upper image halves. The latter
ﬁnding might explain why the upper bias—when absolute percent-
ages and t values are descriptively compared between biases—was
less pronounced than the central bias in both healthy participants
and patients with visual ﬁeld defects. Furthermore, the extent to
which healthy participants preferred to make ﬁxations and spent
total viewing time in upper image halves was correlated with
search performance. Healthy participants with a more pronounced
upper bias tended to ﬁnd more targets. In the patient group, a more
pronounced upper bias was related to a higher percentage of hits
and faster reaction times.
As a secondary ﬁnding, the extent of the upper bias in the group
of healthy participants was age- and gender-speciﬁc. In particular,
it was negatively correlated with age, and males displayed a more
pronounced upper bias than females. These two results are admit-
tedly difﬁcult for us to interpret. Nevertheless, gender differences
in exploratory eye movements (Miyahira, Morita, Yamaguchi,
Morita, & Maeda, 2000) and an age-dependency of such differences
(Miyahira, Morita, Yamaguchi, Nonaka, & Maeda, 2000) have been
shown in previous studies. Based on their ﬁndings, the authors of
the latter study have postulated a regulatory inﬂuence of gonadal
hormones on visual information processing in humans. As our
sample of healthy participants was, however, not balanced con-
cerning the distribution of age and gender, future studies are
needed to investigate age- and gender-differences with regard to
the upper bias in detail. More importantly, the question of how
our ﬁndings are related to those of previous eye movement studies
will be discussed in the following.
To the best of our knowledge, the present study is the ﬁrst dur-
ing which an upper bias hypothesis was tested and conﬁrmed in
healthy participants and patients with visual ﬁeld defects by
means of a visual exploration task. In contrast, and relative to the
assumption of a uniform distribution, an overrepresentation of ﬁx-
ations in central image regions during visual exploration has also
been shown by other researchers (e.g. Enoch, 1959; Mannen, Rud-
dock, & Wooding, 1997; Parkhurst & Niebur, 2003; Tatler, Badde-
ley, & Gilchrist, 2005). All these studies were conducted in
healthy participants, and the applied tasks showed considerable
variety between studies. Enoch (1959) had his participants search
for a critical detail in aerial maps, Mannen and colleagues (1997)
applied an image identiﬁcation task, Tatler and coworkers (2005)
used a memory task, while participants in the study of Parkhurst
and Niebur (2003) were instructed to freely explore images of nat-
ural and artiﬁcial scenes. Together with our results, these ﬁndings
suggest that the central bias during visual exploration seems to be
task-independent. As a new ﬁnding, the present results demon-
strate that this bias is not only found in healthy participants but
also in patients with a pathological restriction of the visual ﬁeld.
While the observation of a central bias in previous visual explo-
ration studies appears to be a secondary ﬁnding—which was
mostly not interpreted—we propose that both the central and the
upper bias can be related to functional specialisation of the human
visual ﬁeld. Particularly illustrative in this regard is Esterman’s
(1982) binocular grid. Showing a spatial ﬁxation distribution that
is biased towards (a) central as opposed to peripheral image re-
gions, and (b) upper as opposed to lower image halves should beadvantageous, since both exploration strategies result in the align-
ment of more functional units with the search array, thereby
increasing the chance to detect target stimuli. In line with this
interpretation, we found that more pronounced central and upper
biases were beneﬁcial for search performance. This concerned both
biases in healthy participants and the upper bias in the patient
group.
An alternative explanation for the central bias has been postu-
lated by Vitu and coworkers (2004). They investigated how the
screen frame inﬂuences saccadic behaviour. The study contained
three experiments during which healthy participants made sac-
cades from an initial ﬁxation stimulus to peripherally appearing
words or letter strings. By systematically manipulating the posi-
tion of the initial ﬁxation stimulus on the screen and the position
of the screen relative to the straight-ahead position of participants,
strong deviations of saccadic landing sites towards the centre of
the screen, but not towards the straight-ahead position, were
found. The authors concluded that saccadic parameters are com-
puted in reference to the screen frame, thereby ensuring that gaze
is not directed towards positions beyond the limits of the task-rel-
evant visual display. However, such screen-based eye-guidance
process may also constrain eye movement patterns in terms of a
systematic deviation of saccadic direction and saccadic landing
sites—which correspond to ﬁxation locations—towards the centre
of the visual display. We suggest that this interpretation comple-
ments our suggestion of a central bias due to functional specialisa-
tion of the visual ﬁeld. The overrepresentation of ﬁxations and
viewing time we found in central display areas may thus result
from both the tendency to align as many functional units of the vi-
sual ﬁeld as possible with the display as well as the tendency to
make saccades away from the display border, which acts as a ref-
erence frame.
Three further explanations of the central bias have recently
been proposed by Tatler (2007). Two of them are related to the
assumption that the centre of the screen may be the optimal—or
at least the most convenient—location from which to start oculo-
motor exploration. However, our ﬁnding that highly signiﬁcant
overrepresentations of ﬁxations and viewing time in central image
regions are still found when the initial two ﬁxations are excluded
from the analysis suggests that the central bias does not only con-
cern the initial exploration phase. His third explanation postulates
that the central bias may reﬂect a tendency to re-centre the eye in
its orbit. This explanation cannot be tested with our data—since we
have not, for example, manipulated the position of the screen rel-
ative to the straight-ahead position of participants—but it is evi-
dently not supported by the ﬁndings of Vitu and coworkers (2004).
As mentioned above, the present study revealed central and
upper biases not only in the spatial ﬁxation distribution of healthy
participants but also in that of patients with visual ﬁeld defects.
Comparison of the two biases between groups showed that the
central bias was signiﬁcantly less pronounced in patients. Addi-
tional subgroup analyses revealed that this occurred due to a third
bias in the patient group, i.e. a horizontal shift in the spatial ﬁxa-
tion distribution towards the side of the ﬁeld defect. In other
words, ﬁxations and total viewing time were leftwardly biased in
patients with left-sided visual ﬁeld defects and rightwardly biased
in patients with right-sided visual ﬁeld defects.
Fig. 9 schematically illustrates that this third bias may represent
the attempt to compensate negative consequences of the visual
ﬁeld restriction with eye movements. Shifting gaze towards the
side of the ﬁeld defect brings a larger portion of the screen into
the unaffected part of the visual ﬁeld than during central ﬁxation.
It must be mentioned that similar oculomotor compensation pat-
terns during visual exploration tasks have also been shown by pre-
vious studies (e.g. Ishiai, Furukawa, & Tsukagoshi, 1987;
Pambakian et al., 2000; Tant, Cornelissen, Kooijman, & Brouwer,
Fig. 9. Schematic illustration of oculomotor compensation in a patient with a left-sided visual ﬁeld defect. The current ﬁxation point is shown as a white cross, the visual ﬁeld
defect is indicated as a black area. (a) Under central ﬁxation, most left-sided image parts are not visible. (b) Additional right-sided image parts are affected when gaze is
directed to the right. (c) Fixating left image regions brings the largest portion of the visual scene into the unaffected right hemiﬁeld (oculomotor compensation). Note that—
due to the optics of the eye—the relative position of the blind area to the current ﬁxation point is always the same.
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single patient analyses of our data revealed that 43.5% of the pa-
tients displayed this spontaneous shift of the spatial ﬁxation distri-
bution towards the side of the ﬁeld defect, a percentage that is
close to the 40% of patients showing spontaneous oculomotor com-
pensation during visual search in the study of Zihl (1995). For both
studies, the term ‘‘spontaneous” indicates that oculomotor com-
pensation occurred in the absence of prior systematic exploration
or saccade trainings such as those described in Kerkhoff (2000)
or Pambakian and colleagues (2004).
Furthermore, we found signiﬁcant correlations between the
extent to which patients showed oculomotor compensation and
indicators of search performance regarding targets presented in
the image half that is not or less seen under central ﬁxation
(e.g. the right image half in patients with right-sided visual ﬁeld
defects). This concerned, however, only patients with right-sided
visual ﬁeld defects. Within this subgroup, patients with a more
pronounced oculomotor compensation tended to (a) ﬁnd more
right-sided targets and (b) ﬁnd right-sided targets faster. Why
corresponding correlational analyses in patients with left-sided
visual ﬁeld defects failed the level of signiﬁcance is difﬁcult to
interpret. It may be due to the smaller sample size of this pa-
tient subgroup, and/or the observation that spontaneous oculo-
motor compensation was less pronounced and found in fewer
patients in this subgroup.
In sum, the ﬁndings of the present study suggest that functional
specialisation of the human visual ﬁeld has implications for the
spatial ﬁxation distribution during visual search. Applying a task
that required participants to scan the entire visual display, we
were able to show several signiﬁcant biases in the eye movement
behaviour of healthy participants and patients with visual ﬁeld de-
fects. The former group displayed an overrepresentation of ﬁxa-
tions and total viewing time in central image areas (i.e. central
bias due to central superiority of the visual ﬁeld) and the upper im-
age half (i.e. upper bias due to lower hemiﬁeld advantage), while
patients showed an additional third bias towards the side of their
ﬁeld defect, which indicates spontaneous oculomotor compensa-
tion. With reference to Esterman’s binocular grid (1982), we con-
clude that all three biases follow a general rule: when searching
for targets with eye movements, both groups preferred to align
their functionally best regions of the visual ﬁeld with the screen.
Compared to previous ﬁndings about behavioural outcomes of
functional specialisation of the visual ﬁeld, our study was designed
to investigate this issue from a new, more dynamic perspective. For
example, the lower hemiﬁeld advantage found in manual reaction
times to visual stimuli (Payne, 1967), attentional resolution (He
et al., 1996), or ﬁgure-ground segmentation (Rubin et al., 1996)
was based on experiments during which participants were asked
to look at a ﬁxation point for the entire duration of the stimuluspresentation. This was necessary to ensure that stimuli were exclu-
sively processed in the upper or lower hemiﬁeld, so that corre-
sponding hemiﬁeld differences could be examined. Here we
show that behavioural outcomes of functional specialisation of
the visual ﬁeld can also be observed during visual exploration with
eye movements, i.e. when the spatial relation between a particular
location in the visual ﬁeld—for instance the centre of the visual
ﬁeld—and locations in the visual display is not stable but changes
with every saccade.
A further novel conclusion can be drawn from our data, and it
concerns the role that functional specialisation of the visual ﬁeld
plays in the guidance of eye movements. There is general agree-
ment that the main purpose of saccades is to overcome acuity lim-
itations of the visual ﬁeld by shifting its centre to new objects of
interest (e.g. Hopp & Fuchs, 2004; Leigh & Kennard, 2004; Leigh
& Zee, 2006; Pierrot-Deseilligny, Rivaud, Gaymard, Müri, & Ver-
mersch, 1995). In this regard, functional specialisation of the visual
ﬁeld is responsible for why humans make saccades. However, the
present results indicate that this specialisation also inﬂuences
where humans look during visual search. Since both the central
superiority and the lower hemiﬁeld advantage of the visual ﬁeld
are already reﬂected in the spatial distribution of cones and gan-
glion cells in the retina (e.g. Curcio & Allen, 1990; Curcio et al.,
1987; Osterberg, 1935), our ﬁndings link basic physiological prop-
erties of the visual system with spatial gaze patterns during visual
search.
Finally, two limitations of the present study need to be men-
tioned. First, we did not experimentally manipulate the position
of the search display relative to the straight-ahead position of par-
ticipants, as implemented in the study of Vitu and coworkers
(2004). Hence, our experimental setup did not allow examination
of whether the position of the eyes in their orbit inﬂuences the ob-
served biases. The role of other extra-retinal factors such as those
associated with head orientation could neither be assessed; note
that despite the use of a chin rest, small head movements could
still occur in our study. Second, and since visual search paradigms
generally require participants to ﬁnd one or several targets among
distractors that are simultaneously shown (e.g. Körner & Gilchrist,
2008; Monnier, 2006; Thomas & Paré, 2007), our search task with
sequentially presented targets and distractors is rather untypical.
Examining whether central and upper biases are also observed in
participants’ spatial ﬁxation distribution during more standard
search paradigms might thus be a further interesting topic for fu-
ture studies.Acknowledgments
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