A certain region in the phase space for the area-and orientation-preserving Hénon map is filled with the resonance chains. Taking this fact into account, the concept of block word has been introduced in the preceding paper. The concept of resonance chains in the symbol plane is also introduced and the marquetry structure of the symbol plane is investigated. If the orbit in the horseshoe travels over the resonance chains, the orbit is represented by a block word sequence. There are four purposes discussed in this paper. The first purpose is to introduce a new concept of parity to characterize the periodic orbits. The second is to study the detailed structure of the symbol plane. The third is to clarify the behaviors of symmetric periodic orbits in the resonance chain and determine their block word sequences. The fourth is to propose an improved construction method to make a braid for a non-Birkhoff periodic orbit in a resonance chain.
§1. Introduction
The area-and orientation-preserving Hénon map 1) has a horseshoe (HS) in a certain parameter range. Every orbit included in HS is characterized by a corresponding symbol sequence represented by the two symbols 0 and 1. On the other hand, we also know that a certain region in the phase space for the map is filled with infinitely many resonance chains constructed from Birkhoff periodic points and arcs of their stable and unstable manifolds. The periodic and homoclinic orbits in HS have all of their orbital points in the resonance chains. This fact implies that the symbol sequences of these orbits are rewritten by the block words (BWs; see §2.5 for definition). An orbital segment is characterized by using one of the four block words, E(p/q), F (p/q), S(p/q), and D(p/q), if the orbital points stay in resonance chain Z p/q (q ≥ 3), whereas the segment is characterized by one of the two block words, E(1/2) and S (1/2) , if the orbital points stay in resonance chain Z 1/2 . Then, the whole orbit that stays in resonance chains is written with a sequence of block words instead of a sequence of 0s and 1s. We call this new sequence written with BWs the block word sequence (BWS). In the preceding paper (Part I), 2) we have introduced BWS and discussed several problems on the periodic orbits and the homoclinic orbits in HS by using BWS. In this paper (Part II), our purpose is to study four problems not discussed in Part I.
The first purpose of Part II is to introduce the concept of parity for a symbol sequence and a BWS. Using the parity, we can classify the periodic orbits into saddle and elliptic types. The second purpose is to study the detailed structure of the symbol plane. The resonance chains are defined in the phase space. We show that the resonance chains are also defined in the symbol plane and the symbol plane is filled with the resonance chains.
The third purpose is to clarify the behaviors of symmetric periodic orbits in resonance chains and to determine their BWSs. All periodic orbits except for the fixed points rotate clockwise around the elliptic fixed point Q. In this case, our viewpoint is located at Q. We move our viewpoint to the elliptic periodic point z of Birkhoff type bifurcated from Q, and moving on the periodic orbit of z, observe the periodic orbits bifurcated from z. Then, these periodic orbits are again of Birkhoff type. Their orbits seen from Q look like an epicycle. 3) Therefore, this picture of motion is called the epicycle model. This modeling is the beginning of the islandsaround-islands structure for generations of the Birkhoff periodic orbits.
The periodic orbits appearing through saddle-node bifurcation in the resonance chains are of non-Birkhoff type. We study the dynamical properties of symmetric non-Birkhoff periodic orbits whose orbits are confined in one resonance chain. Next, we determine BWSs for the symmetric Birkhoff periodic orbits and the symmetric non-Birkhoff periodic orbits in a resonance chain.
The fourth purpose is to provide a method of calculating a positive topological entropy. The braid type for a non-Birkhoff periodic in a resonance chain is reducible. 4) We improve the construction method to make a braid for a non-Birkhoff periodic orbit. The new braid type is a pseudo-Anosov type. As a result, we can obtain a positive topological entropy.
In §2, we introduce the Hénon map and prepare the fundamental tools used also in Part I. In §3, we summarize the properties of time-reversing symmetry of a periodic orbit. In §4, the first purpose is fulfilled. In §5, we provide a method of drawing the periodic orbit in the symbol plain. In §6, the second one is discussed. In § §7-9, the third purpose is studied. In §10, the fourth one is discussed. §2. Preliminaries
The Hénon map
We use the following form of the area-and orientation-preserving Hénon map (abbreviated as the Hénon map) T in the plane. 1), 2) y n+1 = y n + af (x n ), (2 . 1)
where f (x) = x − x 2 , and a is a positive parameter. There are two fixed points, P = (0, 0) and Q = (1, 0), where P is a saddle and Q is an elliptic point if 0 < a < 4 and is a saddle with reflection if a > 4. Let W u be the branch of the unstable manifold of P going to the upper right, and W s be the branch of the stable manifold of P coming from the lower right (see Fig. 1(a) ). For a ≥ a HS = 5.17661 · · · , HS exists and the topological entropy of T is ln 2. The Hénon map T is reversible (or Birkhoff-reversible), i.e., it is represented by a product of two involutions h and g:
3) Let S + g be the portion of symmetry axis S g for x > 1 and S − g be that for x < 1. Similarly, let S + h be the portion of symmetry axis S h for x > 1 and S − h be that for x < 1. The detailed properties of the involutions and the symmetry axes have been reviewed in Part I.
Elementary structure of the phase space of the Hénon map
The stable manifold (W s ) and unstable manifold (W u ) intersect transversely at u on S g and at v on S h for a > 0, 5) where u and v are the primary homoclinic points (see Fig. 1(a) ). The homoclinic lobes U (the area bounded by [u, v] Fig. 1(a) . Note that hU = V . Let us denote by Z the closed region bounded by four arcs [P, u] This region Z is divided into three by a folded arc of W s (see Fig. 1(b) ). Let the left gray region be R 0 and the right gray one be R 1 . Two symmetry axes S g and S h are displayed both in Figs. 1(a) and (b). Now, let us introduce a notation 'Symb'. We give a number to a point z ∈ R 0 ∪ R 1 . We put Symb(z) = 0 if z ∈ R 0 , whereas Symb(z) = 1 if z ∈ R 1 . We give without proof elementary properties for Z, R 0 and R 1 coming from the reversibility.
Property 2.2.1.
[i] hZ = Z.
[ii] gR 0 = R 0 and gR 1 = R 1 .
[iii] Symb(z) = Symb(gz) = 0 for z ∈ R 0 , and Symb(z) = Symb(gz) = 1 for z ∈ R 1 .
Periodic orbits, resonance regions and resonance chains
If a periodic orbit has two of its orbital points on the symmetry axes, it is called the symmetric periodic orbit. If a periodic orbit satisfies the monotone property, that is, if it revolves around the fixed point as in the rigid rotation, it is called the monotone periodic orbit. Corresponding to these two independent properties, periodic orbits are classified into four types as follows. Let p/q be the rotation number of the periodic orbit.
Classification 2.3.1.
[1] p/q-S·B: symmetric monotone periodic orbit or symmetric Birkhoff periodic orbit. p/q-S·BE is used for the elliptic orbit (This notation is used even if the orbit becomes of saddle type with reflection; this applies to [2] , [3] , and [4] that follow.), and p/q-S·BS is for the saddle orbit.
[2] p/q-S·NB: symmetric nonmonotone periodic orbit or symmetric non-Birkhoff periodic orbit. In particular, p/q-S·NBE is used for the elliptic orbit and p/q-S·NBS for the saddle orbit. [3] p/q-N·B: nonsymmetric monotone periodic orbit or nonsymmetric Birkhoff periodic orbit. In particular, p/q-N·BE is used for the elliptic orbit, and p/q-N·BS is for the saddle orbit. [4] p/q-N·NB: nonsymmetric nonmonotone periodic orbit or nonsymmetric nonBirkhoff periodic orbit. In particular, p/q-N·NBE is used for the elliptic orbit, and p/q-N·NBS is for the saddle orbit.
Next, we define resonance regions and resonance chains. Let {z k } 0≤k<q be the orbital points for the one period of p/q-S·BE. The resonance region of z k is represented as Z p/q (z k ). The construction method of Z p/q (z k ) has been explained in Part I. Gathering all resonance regions, the resonance chain Z p/q is constructed:
(2 . 8)
Symmetry axes and the periodic orbits in a resonance chain
The resonance region Z p/q (z) (q ≥ 3; p/q is irreducible) is schematically illustrated in Fig. 2(a) , where z is the orbital point of p/q-S·BE, and ζ and ζ are those of p/q-S·BS. Several arcs are shown in Fig. 2(a) . We define a closed diagonal 
In Fig. 2(b) , the image T q S 1 is illustrated. Since the shape of T q S 1 looks like the character "S", we denote it by an S-structure. The image T q S 2 does not have the S-structure. The horizontal cord in Fig. 2(a) represents the image T q S 2 , which intersects S 1 at z. The image T 2q S 2 has the S-structure. Therefore, both T q S 1 and T 2q S 2 intersect S 1 and S 2 at three points including z. Here, we do not explain the symmetry axes and the periodic orbits in Z 1/2 (z). These are discussed in §8.
A symmetric periodic orbit in the resonance region Z p/q (z) for q ≥ 2 is defined as follows.
Definition 2.4.1.
[1] The case of period (2k + 1)q (k ≥ 1). In each resonance region of Z p/q , there are (2k + 1) orbital points. Let us fix a resonance region Z p/q (z), and let the orbital points in this resonance region be {w j } 0≤j≤2k with T q w j = w j+1 , 0 ≤ j < 2k and T q w 2k = w 0 . Let us suppose w 0 ∈ S 1 and w k ∈ S 2 , where w k ∈ T kq S 1 ∩ S 2 . Also suppose that the orbit (r − 1) times passes over S 2 during w 0 and w k−1 . Then, the rotation number around z is defined as r/(2k + 1) (1 ≤ r ≤ k). The full notation for this kind of orbit is p/q : r/s-S·B or p/q : r/s-S·NB, where s = 2k + 1. The meaning of the notation is rather obvious, i.e., p/q is the rotation number of the periodic orbit bifurcated from Q; this orbit provides resonance chain Z p/q on which the periodic orbit bifurcated in Z p/q (z) moves and has rotation number r/s around z. This notation is called the clocklike notation.
3) The orbit will be called an odd periodic orbit with period (2k +1) if the underlying resonance region Z p/q (z) is unmistakable.
[2a] The case (i) of period 2kq (k ≥ 1). Similar notations for the orbital points in the resonance region defined in [1] are used. The intersection points T kq S 1 ∩ S 1 are the orbital points of period 2k. Let w 0 ∈ S 1 and w k ∈ S 1 . Suppose that the orbit (r − 1) times passes over S 1 during w 0 and w k−1 . Then, the rotation number around z is defined as r/(2k) (1 ≤ r ≤ k). The full notation is p/q : r/s-S·B or p/q : r/s-S·NB with s = 2k. Similar to [1] , the orbit will frequently be called an even periodic orbit with period 2k.
[2b] The case (ii) of period 2kq (k ≥ 2). Similar notations for the orbital points in the resonance region defined in [1] are used. The intersection points T kq S 2 ∩ S 2 are the orbital points of period 2k. Let w 0 ∈ S 2 and w k ∈ S 2 . Suppose that the orbit (r − 1) times passes over S 2 during w 0 and w k−1 . Then, the rotation number around z is defined as r/(2k) (1 ≤ r ≤ k − 1). The full notation is p/q : r/s-S·B or p/q : r/s-S·NB with s = 2k. Similar to [1] , the orbit will frequently be called an even periodic orbit with period 2k.
Both p/q-B and p/q-NB are called the class-one periodic orbits and both p/q : r/s-B and p/q : r/s-NB are called the class-two periodic orbits. We use the abbreviated notation r/s-B and r/s-NB for the class-two periodic orbits in the case where the resonance chain Z p/q for q ≥ 2 is specified. All orbits confined in resonance region Z p/q (z) for q ≥ 2 rotate around z counterclockwise.
Block words for the orbit in HS and the transition matrices
There are two types of orbits in HS. To the first type belong the orbits that are wholly included in the resonance chains. These orbits can be represented by BWSs. Periodic and homoclinic orbits are examples of the first type. To the second type belong the orbits that are not wholly included in the resonance chains. The quasiperiodic orbits of class-one are classified under this type. We cannot apply the concept of BW for the orbits of the second type and thus do not discuss such orbits in this paper.
Every resonance region Z p/q (z) (q ≥ 3) is separated into subregions by the arcs of W s and W u as displayed in Fig. 3 . In fact, folded arcs of W s and W u penetrate into Z p/q (z) (q ≥ 3). Areas to the left of W u and areas also to the left of W s with respect to their orientation sooner or later leave region Z under T iteration. Thus, we neglect these (blank) areas from the beginning. If a point is in the upper left region, its orbit continues to have points there for a while. The corresponding symbols are represented by E(p/q). Let us use E(p/q) also for the name of the upper left region. The same is true with the lower left region S(p/q), the upper right region F (p/q), and the lower right region D(p/q). On the other hand, Z 1/2 (z) includes two subregions named E(1/2) and S(1/2) (see §8.2). Using the block word as the region name, we can easily imagine the behavior of the orbit represented by BWS, and understand the meaning of the transition matrix obtained below. In the following, the abbreviations E, S, F , and D are also used.
The transition matrices J(p/q, p/q) (0 < p/q < 1/2) among the four subregions in Z p/q and J(1/2, 1/2) between two subregions in Z 1/2 have been obtained as follows: 2)
Property 2.5.1. The following properties are true when HS exists. [1] In resonance chain Z p/q (q ≥ 3), the divergence rate of the number of periodic orbits is 3. The lower bound for the topological entropy is (ln 3)/q. [2] In resonance chain Z 1/2 , the divergence rate of the number of periodic orbits is 2. The lower bound for the topological entropy is (ln 2)/2. Proof. The first result is derived from the fact that the largest eigenvalue of J(p/q, p/q) (q ≥ 3) is 3. The second one is also derived from the fact that the largest eigenvalue
Let w be BWS for a periodic orbit in the resonance chain Z p/q . Let n BW (w) be the number of BWs included in w and n E (w) be the number of E included in w.
Proof. Transition matrices J(p/q, p/q) and J(1/2, 1/2) show that there is always a transition to E, which implies that the number of E is nonzero in BWS, and that there is a transition from E to other regions, which implies that the number of E is less than the number of BWs in BWS. (Q.E.D.)
In the symbolic dynamics, we use two symbols 0 and 1 or the block words E(p/q), S(p/q), F (p/q), and D(p/q) to characterize the orbits in HS. If a point is on S g or S h , then the corresponding symbol will be represented as0 or1 with a dot above 0 or 1, and a BW is represented asĖ(p/q),Ṡ(p/q), orḊ(p/q) if the orbital point corresponding to each word is located on S 1 or S 2 in resonance region Z p/q (z). It is to be noted thatḞ (p/q) does not exist since neither S 1 nor S 2 passes through region F (p/q).
Finally, we give Property 2.5.3, which is the construction method of BWS for the symmetric periodic orbit by the reversibility.
Property 2.5.3.
[1] Consider the following BWS with period kq for k = 2m + 1 (m ≥ 1) and q ≥ 3:
where X 0 , X m ∈ {E, S, D} and X i (i = 0, m) ∈ {E, S, F, D}, the orbital point iṅ X 0 is located on S 1 and the orbital point ofẊ m is located on S 2 . The reversibility means the relations
Consider the following BWS with period kq for k = 2m (m ≥ 1) and q ≥ 3:
where X 0 , X m ∈ {E, S, D} and X i (i = 0, m) ∈ {E, S, F, D}. If the orbital points corresponding toẊ 0 andẊ m are located on S 1 , the reversibility implies relations
. If the orbital points corresponding toẊ 0 andẊ m are located on S 2 , the reversibility implies relations
Time reversing symmetry
Let s be a word of finite length k > 0. We denote by s n the n repetition of s, and s ∞ the infinite repetition of s. s ∞ is a periodic symbol sequence of period k if s does not have a shorter period. In this case, we call s a period-word of length k for the periodic symbol sequence s ∞ , or simply a period(k)-word. We denote it by a period-word if the length is obvious or the length is not important.
Let us start with an example. Let us take two period-words s = 0001001 and s = 0001101. Their time-reversed words are represented as s −1 = 1001000 and s −1 = 1011000. In the case of a period-word, cyclic permutations of symbols in the word are allowed. In other words, the corresponding periodic symbol sequence is invariant under a cyclic permutation of the symbols in the period-word. It is easy to confirm the relation s = s −1 through cyclic permutations of the symbols in the word. We also confirm s = s −1 under any cyclic permutation. From this, we propose the following definition. 
After operating a cyclic permutation, we have s −1 = s.
Next, assume that z 0 ∈ S h . Then, we have z k+1 ∈ S h . Starting from hz 0 = z 0 , we obtain gz −j−1 = z j and, hence,
Proof of (→). Again, let the orbit be {z i }. i) Case of period q = 2k + 1 (k ≥ 1). Let the orbital points of one period for the periodic orbit be {z
and O(z −k ) have a common symbol sequence since Symb(z j ) = Symb(gz j ) from Property 2.2.1. This means that these two represent the same orbit.
Here, we prove that gz 0 = z 0 holds. Suppose that gz 0 = z i (i = 0) holds. In the following, we derive a contradiction. Using the relations Symb(z 0 ) = Symb(gz 0 ) and Symb(gz 0 ) = Symb(z i ), we have s 0 = s i . This is generalized as s l = s m (l + m = i). These equations give the relations of two symbols located at nonsymmetric positions with respect to s 0 . On the other hand, the equations s j = s −j give the relations of two symbols located at symmetric positions with respect to s 0 . Combining s l = s m (l + m = i), s j = s −j and the cyclic conditions s j = s j±q , we derive the contradiction that all symbols are the same. Thus, z 0 is located on S g from which we can say that the orbit is symmetric. ii) For q = 2k + 2 (k ≥ 0). Using the same method, we can prove that there exists a fixed point of g or h. We omit a detailed proof. We give one remark that there exists a fixed point of g for q = 2. In fact, gz 0 = z 0 and gz 1 
Theorem 3.2 gives a simple criterion whether a given period-word is for the symmetric periodic orbit or not. Given a time-reversible period-word, we can specify which points of the corresponding orbit are on the symmetry axes. This is done using the following Algorithm 3.3.
Algorithm 3.3.
[1] Case of odd period q = 2k + 1 (k ≥ 1). Suppose that period-word s is timereversible. After a cyclic permutation, the word is rewritten as
with Symb(z j ) = t j be the corresponding orbit. Then, we have z 0 ∈ S g and z −k ∈ S h .
[2] Case of even period q = 2k + 2 (k ≥ 1). Suppose that period-word s is timereversible.
(a) Suppose, after a cyclic permutation, that the word is rewritten as
(b) Suppose, after a cyclic permutation, that the word is rewritten as
with Symb(z j ) = t j be the corresponding orbit. Then, we have z 0 ∈ S h and z −k−1 ∈ S h . §4. Parity for periodic orbits
Origin of reversion
Let us recall the construction process of HS referring to Fig. 1(b) . Let us take any point of Z and attach a direction vector directed to the right. We first compress Z itself toward its upper boundary from below. Then, we stretch the compressed region to the right. Thirdly, we fold the stretched-out region and put it onto Z. As a result, the left-half region of the original Z, i.e., R 0 , is mapped onto R 0 and R 1 , while the right-half region, i.e., R 1 , is reversed and mapped onto R 1 and R 0 . In this last process, the direction of vectors of points in R 1 is reversed (rotated clockwise by 180 degrees). In the words of symbols, the transition (i.e., one iterate of the map) from R 0 to R 0 and R 1 is written as from 0 to 00 and 01, while the transition from R 1 to R 1 and R 0 is written as from 1 to 11 and 10. Then, we can say that the words 00 and 01 do not involve the direction reversion of the vectors, whereas the words 11 and 10 once involve the direction reversion.
We can extend the above idea to periodic orbits of period q represented with BWs. We consider the periodic orbits in the resonance region Z p/q (z) for q ≥ 3 (see Fig. 3 ). In the situation that HS completes, the resonance region Z p/q (z) is divided into four regions E, S, F , and D, which correspond to block words of the same name. Each region is mapped to a new position through the transition matrix J(p/q, p/q) of §2.5. Then, transitions and the corresponding reversions of direction are summarized in Table I . In Table II , transitions and the corresponding reversions of direction in Z 1/2 (z) are obtained.
We need some explanations for Table I . We initially give to all regions E, S, D, and F a direction vector directed to the right. We measure the rotation of these vectors under T q . We give +1 if the vector is rotated counterclockwise by 180 degrees. The column 'Transition' represents a transition of regions, and the 
column 'Rev.' means the corresponding reversion of direction. Thus, for example, in the leftmost column, the reversion of direction is +1 for the transition from E to E (denoted by E → E). Similarly, the other transitions have either +1 or 0. A hyphen means that there are no corresponding transitions (see the transition matrix There exist the correspondences between 0 and S(1/2) and between 1 and E(1/2). These are discussed in §8.2. Thus, the subword E(1/2)E(1/2) is translated to 11, E(1/2)S(1/2) to 10, S(1/2)E(1/2) to 01, and S(1/2)S(1/2) to 00. From these facts, we obtain the results in Table II. 
Parity for periodic orbits
On the number of direction reversions, we obtain Propositions 4.2.2-4.2.4. Before stating propositions, we define the parity of periodic orbit.
Definition 4.2.1.
The parity of a periodic orbit in HS is defined to be the parity of the number of 1s of its period-word s represented by 0s and 1s.
In the following, we characterize the parity of periodic orbits with the aid of other quantities. Let w be BWS of period-word s. Let N ↑,SS (s) be the number of direction reversions for s, and N ↑,BW (w) be that for w. Further, let n BW (w), n E (w), and n D (w), respectively, be the number of BW, number of E, and number of D in w.
Proposition 4.2.2.
[1] N ↑,SS (s) is equal to the number of symbol 1 in s, which implies that the parity of N ↑,SS (s) is equal to the parity of the corresponding periodic orbit in HS. [2] If the parity of N ↑,SS (s) is odd (resp. even), the periodic orbit is of elliptic (resp. saddle) type. Proof of [1] . For subword 1 n−1 10 (n ≥ 1), the number of direction reversion is n. The whole period-word is a concatenation of the above type of subwords. (Q.E.D.)
Proof of [2] . If the number of direction reversions is odd, points in the neighborhood of z rotate around z by 180 degrees in one period. This implies that z is of elliptic type. On the other hand, if the number of direction reversions is even, points in the neighborhood of z come back close to the initial positions around z in one period. Thus, z is of saddle type. (Q.E.D.) Proposition 4.2.3. For the periodic orbits in Z p/q for q ≥ 2, the following [1] and [2] hold.
The parity of N ↑,SS (s) is equal to that of N ↑,BW (w). Proof of [1] . First, we prove the case for q ≥ 3. In order to prove N ↑,BW (w) = n E (w) − n D (w), it is enough to show that each time E appears in BWS, the number of direction reversion increases by +1, and that each time D appears in BWS, the number of direction reversion increases by −1.
To show this, we interpret Table I once more differently. Suppose E appears in BWS. From Table I , the next block word can be E, S, F , or D. Thus, the BWSs of length two starting from E are EE, ES, EF , and ED. Let us consider the effect of the first E in the sense of direction reversion. In the case of EE and EF , the effect is +1. In the case of ES, the effect is 0. For this case, we consider three-word BWSs starting from ES. We have ESE, ESS, or ESF . In the case of ESE and ESF , we can interpret that the effect of the first E is +1. In the case of ESS, we need to consider a longer BWS. The cases that we need to consider are ES k E, ES k F , and ES k D. In each of these cases, we can neglect the existence of S k , S k , and S k , and obtain EE, EF , and ED. Cases of EE and EF are already treated. The remaining case to be considered is ED. Our discussion is consistent with Table I if the effect of E is +1 and the effect of D is −1 and, hence, the effect of ED is 0.
In the case of a period-word, the last block word is followed by the first block word. Thus, the effect of the last block word is checked by the continuing first block word.
We claim that n E (w) ≥ n D (w). In fact, BWS contains at least one E (see Theorem 2.5.2.). Thus, we can suppose that BWS starts from E. Suppose that BWS includes two Ds. The subword DD is inhibited. As a result, there exists at least one BW between two Ds. If the transition from the first D to E occurs, the claim is true. Otherwise, we have DF k E (k ≥ 1) from Table I . This implies that the claim is true. The case where the number of D in BWS is greater than two can be similarly treated.
Next, we prove the case for q = 2. For Z 1/2 , E(1/2) = 01 and S(1/2) = 11 are defined but F (1/2) and D(1/2) are not defined. Thus, we have n D (w) = 0. We note that the elliptic point of 1/2-S·BE is located in the region named E(1/2). By this fact, the reversion occurs during the transition from E(1/2) to E(1/2) or to S(1/2) (see Table II ). Thus, we obtain the relation N ↑,BW (w) = n E (w). (Q.E.D.) Proof of [2] . Consider the case for q ≥ 3. We remark that s is represented by using BWs. This fact has been proved in Part I. Here, we need the parities of BWs. The two mother words to constructŜ(p/q) (0 < p/q < 1/2) by DMS 3) are 0 andŜ(1/2) = 11. The parities of 0 and 11 are even. Thus, the parity ofŜ(p/q) Downloaded from https://academic.oup.com/ptp/article-abstract/125/3/435/1860911 by guest on 22 December 2018 (0 < p/q ≤ 1/2) is even. Here,Ŝ(p/q) for q ≥ 3 is represented as 11t0, where t is a word of length q − 3 for q ≥ 3 and the parity of t is even. 2) After operating cyclic permutation forŜ(p/q) = 11t0, S(p/q) = 1t01 and F (p/q) = 0t11 are obtained. Therefore, the parities of S(p/q) and F (p/q) are even. On the other hand, E(p/q) is obtained as 0t01 and D(p/q) as 1t11. The parities of E(p/q) for q ≥ 2 and D(p/q) for q ≥ 3 are odd. As a result, we obtain that the parity of BWS is equal to that of n E (w) + n D (w) and to that of n E (w) − n D (w), and, hence, to that of N ↑,BW (w) by [2] .
The parity of E(1/2) is odd and that of S(1/2) is even. Thus, the property [2] in the case for q = 2 is trivial. (Q.E.D.)
If the parity of the number of direction reversions is odd, we give index (+1). If the parity of the number of direction reversions is even, we give index (−1). It is noted that these indices are equivalent to the Poincaré indices.
Proposition 4.2.4.
Let w be BWS of a symmetric periodic orbit in Z p/q for q ≥ 3. Then, for n BW (w) ≥ 2, the parity of N ↑,BW (w) is equal to that of n BW (w).
Proof.
First, we consider the cases for odd period 2k + 1 (k ≥ 1), where z 0 ∈ S 1 and z k ∈ S 2 (see §2.4 for the definitions of S 1 and S 2 ). For the case for k = 1, the possible words areĖṠF andḊĖE. Thus, the claim holds.
We consider the cases for k ≥ 2. We know thatĖWĖ,ĖWṠ,ḊWĖ, andḊWṠ are the first half of BWSs of symmetric periodic orbits starting at one symmetry axis and arriving at another symmetry axis. Here, W s in different BWSs are not necessarily identical (see the last paragraph of §2.4 for the meaning of the dot above letters). The complete BWSs for one period are obtained using Property 2.5.3 aṡ
For these BWSs, the total numbers of BWs are odd. In fact, for w =ĖWĖEW −1 , n E (w) is odd and n D (w) is even. Thus, n E (w) − n D (w) is odd. For the other BWSs, the same is true. Theorem 2.5.2 implies that the last BWS in the above list includes at least one E; hence, W includes at least one E, which in turn implies that this BWS includes an even number of E and an odd number of D. Next, we consider the cases for even period 2k. For the case for k = 1, the possible word is onlyĖḊ. Thus, the claim holds.
We consider the cases satisfying the conditions that z 0 , z k ∈ S 1 for k ≥ 2. There are three possible forms of BWSs:
From their forms, it is evident that the total number of BWs is even for each BWS. n E (w) and n D (w) are odd in w =ĖWḊW −1 ; hence, n E (w) − n D (w) is even. For the other BWSs, the same is true. We consider the cases satisfying the conditions that z 0 , z k ∈ S 2 for k ≥ 2. The possible word for k = 2 isĖEṠF only. It is easy to see that the claim is true.
Consider these cases for k ≥ 3. These are the following possibilities:
The total number of BWs is even in each of these BWSs. Evidently, n E (w) and The coding of orbits, i.e., making symbol sequences of orbits, when HS exists is simple. The coding process for an orbit in HS is equivalent to iterating the tent map for a point in interval [0, 1]:
attaching symbol 0 (resp. 1) to a point x with 0 ≤ x < 1/2 (resp. 1/2 ≤ x < 1). We name this coding TM, and denote the symbol sequence coded using this method by s TM . There is one more coding. Let us introduce the baker map defined as
and attach symbol 0 (resp. 1) to a point x with 0 ≤ x < 1/2 (resp. 1/2 ≤ x < 1). We name this coding BM, and denote the symbol sequence s coded using this method by s BM . Now, let us introduce the symbol plane with rectangular coordinates. Let s be the bi-infinite symbol sequence of an orbit. We divide s into two parts by the separator (.) as
The corresponding orbit is O(z 0 ) = {z k } k∈Z and the correspondence is Symb(z k ) = s k as noted before. As usual, the separator separates the past and future. s 0 is at present and the following s i 's are the future symbols, while symbols left to the separator are the past symbols. We define x-and y-coordinates of the orbit in the symbolic plane as 
If the parity of s is even, the value of b| BM is represented as α/2 q and thus the position of x or y is obtained as α/ (2 q −1) . If the parity of s is odd, the value of b| BM is represented as α/2 2q and thus the position of x or y is obtained as α/(2 2q − 1).
We remark that α in [4] is even. Despite the parity of s, the parity of b| TM is even. If the last symbol of b| TM is 0, the reversion number of the last symbol is even. If the last symbol of b| TM is 1, the reversion number of the last symbol is odd. Thus, the last symbol of b| BM is 0 for both cases. Thus, α is obtained as the summation of even numbers.
Here, we define the map T in the symbol plane.
Definition 5.2.
In the symbol plane (0 ≤ x, y ≤ 1), the horseshoe map T is defined as follows.
Next, we explain how to draw, in the symbol plane, the orbit of a bi-infinite sequence We require that the orbital structures of both the physical plane displayed in Fig. 1(b) and the symbol plane should be similar to each other. Therefore, we draw the symbol plane as shown in Fig. 4 , where the direction of the y-axis is downward. The upper left corner is the origin (0, 0), and the saddle fixed point P is here. The upper right corner is (1, 0), and the primary homoclinic point u sits here. The lower left corner is (0, 1), and T u is here. The lower right corner is (1, 1) , and the primary homoclinic point v is here. The diagonal line from the upper left to the lower right represents the symmetry axis S h , while the V-shaped segment connecting (0, 0) and (1, 0) through (1/2, 1) represents the symmetric axis S g . The structure of symmetry axes in the symbol plane is explained in Appendix A. The intersection point (2/3, 2/3) of S h and S g is the elliptic fixed point Q.
The periodic orbits represented by 0001001 (= E(1/4)E(1/3)) and 0001111 (= E (1/4)D(1/3) ) are illustrated in Fig. 4(a) . These periodic orbits are symmetric and thus have the orbital points on S h or S g . In Fig. 4(b) , the orbital points for the time-reversal pair, 0001101 (= E (1/4)S(1/3) ) and 0001011 (= E (1/4)F (1/3) ), are displayed. §6. Resonance chains in the symbol plane
Resonance regions
We use a fundamental property of periodic orbits, Claim 5.3, in the symbol plane. The orbit p/q-S·BE has been defined in the phase space. Let us use the same name for the corresponding orbit in the symbol plane. As we shall show, we can construct the resonance regions and resonance chain of p/q-S·BE in the symbol plane. As an example, let us construct the resonance regions of 1/3-S·BE (see Fig. 5 ). The orbital points of 1/3-S·BS are at ζ −1 = (2/7, 4/7), ζ 0 = (4/7, 2/7) and ζ 1 = (6/7, 6/7) and those of 1/3-S·BE are at z −1 = (2/9, 8/9), z 0 = (4/9, 4/9) and z 1 = (8/9, 2/9). The primary heteroclinic orbits connecting ζ 0 and ζ −1 are
The construction method of BWSs for primary heteroclinic orbits is explained in §7. 3 .
Resonance regions are easily constructed with the aid of primary heteroclinic points and arcs of stable and unstable manifolds that are parallel to the y-and x-axes (Fig. 5) . The resonance region of z 0 is the region bounded by four arcs connecting ζ −1 and (4/7, 4/7), (4/7, 4/7) and ζ 0 , ζ 0 and (2/7, 2/7), and (2/7, 2/7) and ζ −1 . The first and third are arcs of the unstable manifold, and the second and fourth are those of the stable manifold. We name this region Z 1/3 ( z 0 ). Operating T or T −1 to Z 1/3 ( z 0 ), we obtain two regions Z 1/3 ( z 1 ) and Z 1/3 ( z −1 ). It is to be noted that Z 1/3 ( z 1 ) has two components. One component is the upper right rectangle containing z 1 in its inside, and the other is the square at the lower right above the diagonal ( S h ). Similarly, one component of Z 1/3 ( z −1 ) is the lower left rectangle, and the other is the square at the lower right below the diagonal. The resonance chain Z 1/3 is the union of these regions. The set of the resonance chains illustrated in Fig. 6 looks like a set of marquetry with infinitely many rectangular pieces. The origin of the marquetry structure is discussed in §6.2.
Using the positions of p/q-S·BS in the symbol plane, we can easily construct the resonance chain of p/q-S·BE for any irreducible p/q, and calculate the area of each resonance chain. As an example, the area of Z 1/3 ( z 0 ) is 2 2 /(2 3 − 1) 2 . Then, the total area A(1/3) of Z 1/3 is 3 · 2 2 /(2 3 − 1) 2 . In general, let A(p/q) denote the total area of resonance chains for orbits of rotation number p/q. There are the periods that have plural rotation numbers. For example, there are two rotation numbers, 1/5 and in the xdirection. In the double map, the width of a resonance region is doubled under each iterate so that the total width of the resonance chain is obtained as l
. If the folding process occurs, the resonance region is divided into two regions and the edge is also separated into two. However, the total length of two separated edges is represented as l (x) i (see Fig. 6 ). In the y direction, we also have l For q = 2, we also have L(1/2) = 1. In fact, consider lower left resonance region of rotation number 1/2. This region is mapped into the upper right one. By stretching and folding, the upper edge with length 1/3 of the lower left resonance region is mapped into the upper and lower edges of the upper right resonance region. Therefore, we have the relation L(1/2) = 1/3 + 2/3 = 1. The total area is A(1/2) = 2/(2 2 − 1) 2 .
The number of periodic orbits for period q is equal to φ(q)/2, where φ(q) denotes the number of positive integers less than q that are coprime to q. 7) φ(q) is known as the Kurushima-Euler totient function. The total area A of all resonance chains is obtained as
where φ(2) = 1. We have A = 1. In fact,
Here, we used the relations m≥1 m/2 mq = 2 q /(2 q − 1) 2 , n≥2 n(n − 1)/2 n = 4 and q|n,1<q≤n φ(q) = n − 1. In the last relation, q|n means that q divides n. To calculate the summation in the expression of A, the technique in Ref. 8) is used. As a result, we have the following theorem.
Theorem 6.1.1. Resonance chains occupy the full measure in the symbol plane.
It is noted that a similar property is expected to be true in the phase space. In  Fig. 6 , the resonance chains Z p/q (2 ≤ q ≤ 12) are illustrated. The total area filled with resonance chains Z p/q (2 ≤ q ≤ 12) is about 0.9917.
Origin of marquetry structure
The marquetry structure shown in Fig. 6 is derived from the fact that HS is divided into an infinite number of ordered resonance chains of various sizes. In addition, the particular structure of the marquetry is due to the fact that there is no orbital point of p/q-S·BS on S + g . This fact is named as the dominant-axis assumption for the class-one Birkhoff periodic orbits. 2), 3) In the following, we prove that the dominant-axis assumption is plausible if HS exists.
For the proof of the dominant-axis assumption, we need to prove that there exists an integer k such that orbital point z k = ( x k , y k ) satisfies the relation y k = 2− 2 x k in the symbol plane of the tent map. Then, point z k is located on S + g if x k > x * = 2/3, since S + g is defined as y = 2 − 2 x (2/3 ≤ x ≤ 1) with (2/3, 2/3) being the elliptic fixed point. However, the procedure of proof is cumbersome. Thus, we use the alternative method. We first determine the period-word s| TM of p/q-S·BE under the tent map, and determine the position z 0 = ( x 0 , y 0 ) and positions of its orbit. Then, we transform the period-word to s| BM . This corresponds to taking the mirror image of S g with respect to y = 1/2 in the region 1/2 < x ≤ 1 as displayed in Fig. 7(b) and obtain the expression y = 2 − 2 x, which is the symmetry axis in the region 1/2 < x ≤ 1 as displayed in Fig. 7(a) . Then, the proof reduces to showing that there exists an integer k such that orbital point ( x k , y k ) satisfies the relation y k = 2 x k (Mod 1). In this case, as we know, S + g is defined as y = 2 x − 1 (1/2 ≤ x ≤ 1). Now, the folding process does not take place in region 1/2 < x ≤ 1 in the baker map (see Appendix A).
Examples are shown in Fig. 7 . In Fig. 7(a) , the orbital points for p/q-S·BE (2 ≤ q ≤ 9) of the original words are plotted, and the symmetry axes are also displayed. There, p/q-S·BE has its orbital point on S + g represented as y = 2 x−1 (1/2 < x ≤ 1). In Fig. 7(b) , the orbital points for p/q-S·BE (2 ≤ q ≤ 9) of the translated words are illustrated. It is easy to confirm that p/q-S·BE has its orbital point in S + g . Now, we discuss the proof of the dominant-axis assumption. We first show that there exists an isolated '1' for E(p/q) (q ≥ 3). As an example, consider 10110 for 2/5-S·BE and 11110 for 2/5-S·BS. By the coding rules due to DMS, we change the second symbol 1 of 11110 to 0 and thus obtain 10110. After cyclic permutation, 01011 is obtained where '1' sandwiched by '0' is called an isolated '1'. 4) From this procedure, we obtain that E(2/5) has an isolated 1. We can generalize this fact to any E(p/q) (q ≥ 2).
Consider the symbol sequence represented as s ∞ , say, s = 01101. This sequence is rewritten in the form:
where an isolated 1 is centered. Using E(2/5) = 01101 and E(2/5) −1 = 10110, this is rewritten as
In general, E(p/q) ∞ is rewritten in the following form, where an isolated 1 is centered and the separator (.) is put to the left of the isolated 1.
As a result, we have the position z 0 = ( x 0 , y 0 ) defined by If HS exists, p/q (q ≥ 2)-S·BE has its orbital point on the dominant axis S + g . The division of the symbol plane into resonance chains is unique, and the plane has marquetry structure.
We remark that the dominant axis assumption is still an open problem in the situation where HS does not exist. After completion of HS, the marquetry is also completed. Thus, we carry out the coding for the orbits and determine BWSs for them. In fact, Theorem 6.2.1 certifies the validity of coding by BWs. §7. Symmetric periodic orbits in Z p=q (z) for q ≥ 3
Number of symmetric periodic orbits in a resonance region
Let us count the number of symmetric periodic orbits interior to resonance region Z p/q (z) (q ≥ 3). The orbital points of p/q-S·BS are located on the boundary of the resonance region and thus are not included in this number. We remark that T q S 1 and T 2q S 2 have the S-structure. Thus, for k ≥ 1, the numbers of intersection points T kq S 1 ∩ S 1 , T kq S 1 ∩ S 2 and T (k+1)q S 2 ∩ S 2 are all 3 k . Using these facts, we obtain the number N (k) for the symmetric periodic orbit with period kq as follows:
N (m), for even k, (7 . 1)
N (m), for odd k, (7 . 2) where N (1) = 1, which means nothing but the existence of z in Z p/q (z) (q ≥ 3). If k ≥ 3 is a prime number, Eq. (7 . 2) is simplified to
From Eq. (7 . 3), the divergence rate of the number of symmetric periodic orbits in Z p/q (z) (q ≥ 3) is √ 3 in contrast to the divergence rate, 3, of the number of the whole periodic orbits.
Here, we explain how to derive Eq. (7 . 1) by using a simple example. Consider the case with k = 8. Let us count the number of intersection points of T 4q S 1 and S 1 , and that of T 4q S 2 and S 2 . There are 3 4 intersection points on S 1 . Taking into account that a symmetric periodic orbit with even period has two points on S 1 , and that z is included in these points, the number of periodic orbits of periods 2, 4, and 8 is obtained as (3 4 − 1)/2. One period-2 point and three period-4 points are included. Thus, the number of orbits of period-8 in S 1 is (3 4 − 1)/2 − 1 − 3. On the other hand, there are 3 3 intersection points on S 2 , where the period-4 points exist but no period-2 points exist. Thus, we have the number (3 3 − 1)/2 − 0 − 1 of points on S 2 . Finally, we obtain 48 as a total number. 
BWSs for symmetric periodic orbits
In this subsection, we want to give BWSs to symmetric periodic orbits with their orbital points on S 1 or S 2 in resonance region Z p/q (z) (q ≥ 3). We describe the procedure to determine BWS because it is difficult to provide a general expression of BWS. We show S 1 and S 2 in Fig. 8(a) together with regions E, F , S, and D. The whole symmetric periodic points are obtained as intersections S 1 ∩T kq S 1 , S 2 ∩T kq S 1 , and S 2 ∩ T kq S 2 for k = 1, 2, . . .. It is to be noted that T q S 2 is schematically a horizontal arc (see Fig. 2(a) ); hence, periodic orbits other than z are obtained for
In order to give BWSs, we need the geometrical behavior of Z p/q (z) and symmetry axes under T q . One of the fundamental properties is the three-foldedness under T q . As shown in Fig. 8(b) , diagonal S 1 in (a) comes back as an "S"-shaped arc in (b) under T q . In addition, owing to the existence of the elliptic fixed point z, the arc rotates around z, while the end points simply go up or down along the boundary arcs of the stable manifold. The whole Z p/q (z) is compressed upwards, then stretched and folded into "S"-shape, and put on the original Z p/q (z). In this process, z comes back to its original place with its neighborhood rotated by 180 degrees. The number of intersections of symmetry axis and its image is three. Under the next T q , the number of intersections increases by a factor of three, and this continues forever.
Let us begin our description. For brevity, we only consider the case S 2 ∩ T kq S 1 . In this case, of course, points are on S 2 . To begin with, S 2 ∩ T q S 1 is illustrated in Fig. 8(b) . There are three intersections. We group them into Top, Center, and Bottom. Their BWSs are DE, EE, and ES. Top was initially in D, and becomes 
One can understand the movement of Top seeing Figs. 8(a) and (b). Obviously, Center is EE. It is fixed point z. Bottom was initially in E, and becomes in S under T q . Therefore, BWS is ES. In all cases, the start and final points are all on the symmetry axes. Therefore, more strictly, we have to writeḊĖ,ĖĖ, andĖṠ. So far, BWSs are easily obtained.
We next consider nine points S 2 ∩ T 2q S 1 . In this case, "S"-shaped T q S 1 is compressed upwards, and stretched and folded and put on the original Z p/q (z). Instead of three segments of T q S 1 , nine segments of T 2q S 1 are contained in Z p/q (z). The resultant folded arc is illustrated in Fig. 9 . BWSs of nine intersections are inscribed in the figure. It should be noted that at Center the order of intersections is reversed. Thus, the intersections Top, Center, and Bottom of Center come respectively from Bottom, Center, and Top of the former stage. This is shown in Table III as (Upside down). We want to derive the general rule for constructing BWSs of longer periodic orbits using Figs. 8(b) and 9 as initial examples. Stage n = 1 corresponds to this case displayed in Fig. 8(b) .
We first treat the three points of Top of Table III (see the last column) . Among them, the previous images of Top are in region F . BWS of the top point of Fig. 8(b) isḊĖ. We understand that F is inserted betweenḊ andĖ. The previous image of the center point is in region F . BWS of the center point of Fig. 8(b) isĖĖ. In this case also, F is inserted betweenĖ andĖ. For the case of the bottom point, the former image is in the lowest segment, that is, in S. The lowest segment is moved up to 'Top' position by T q and is extended. In order that this extended segment has an intersection at Top, the former image of the intersection should be in D. Thus, we understand thatṠ should be replaced by DĖ. For the top three points, the rule for making BWSs of Fig. 9 starting from those of three points in Fig. 8(b) is obtained as follows.
Rule : FĖ replacesĖ, FĖ replacesĖ, and DĖ replacesṠ.
These are written simply asĖ → FĖ,Ė → FĖ, andṠ → DĖ in Table III . Next, we treat the center three points. These are all in region E. In general, points in the vicinity of z rotates around z by 180 degrees. This is the cause of the formation of the S-structure. Taking this rotation into account, we first reverse the order of points, that is, we takeĖṠ,ĖĖ andḊĖ from above. The top point is in S + 2 and its previous image is in region S. Thus, we replaceṠ by SĖ. The center point is z and its previous image is z. We replaceĖ by EĖ. The bottom point is on S − 2 and its previous image is region E. Therefore, we replaceĖ by EĖ. Thus, the replacement rule for Center is obtained.
Rule : SĖ replacesṠ, EĖ replacesĖ, and EĖ replacesṠ.
These are written simply asṠ → SĖ,Ė → EĖ, andṠ → EĖ in Table III. Finally, we treat the bottom three points. These points are on S − 2 of region S. The previous images of the top and center points are in region E. The previous image of the bottom point is in region S. Thus, the replacement rule "Bottom" to move from Figs. 8(b) to 9 is obtained.
Rule : EṠ replacesĖ, EṠ replacesĖ, and SṠ replacesṠ. These are written simply asĖ → EṠ,Ė → EṠ, andṠ → SṠ in Table III .
In the above, we have explained the construction rules of longer BWSs for the case from three intersections to nine intersections. We confirm that the above procedure in Table III is applicable to stage n = 2, that is, the case from nine intersections to twenty-seven intersections. This is because we need only to consider the location of the orbital points just before the orbital point arrives at symmetry axis S 2 . Owing to this, we replace the last word by the corresponding two words.
In Table III , the rules to determine BWSs are summarized. The first column corresponds to the initial three points Top, Center, and Bottom. The second column represents the number of points in the n-th stage. The third and fourth columns are the rules to make BWSs of length longer by one. The third column gives the rules for the even periodic orbits that have their orbital points on S 1 and the fourth column gives those both for the even periodic and odd orbits that have their orbital points on S 2 .
We do not yet obtain the whole BWS of a symmetric periodic orbit. This is easily accomplished by using Property 2.5.3. Thus, knowingẊ 0 X 1 · · ·Ẋ m , we can determine the remaining X m+1 · · · X 2m for even period and X m+1 · · · X 2m−1 for odd period. See Table IV for the construction of BWSs of period-5 from the former stage. In the last column, the complete BWSs are obtained.
BWSs for primary heteroclinic orbits of class-two
Here, we give BWSs for the primary heteroclinic orbits in Z p/q (z). We remark that the primary homoclinic orbit has its orbital point only on the boundary of the resonance region. Let the upper left corner of Z p/q (z) be u l and the lower right corner be u r . The word of u l is E. The previous image of u l is located in region F and the backward orbit of u l tends to the saddle located at the upper right corner. The image of u l is located in region S and the forward orbit of u l tends to the saddle located at the lower left corner. From these facts, we have F ∞Ė S ∞ for BWS of O(u l ). Similarly, we obtain S ∞Ḋ F ∞ for BWS of O(u r ). Let the intersection point of the boundary of Z p/q (z) and S + 2 be v l and that of the boundary of Z p/q (z) and 
. Number of symmetric periodic orbits
To begin with, we display resonance chain Z 1/2 in Fig. 10 , where z 0 and z 1 are the orbital points of 1/2-S·BE born from Q through period-doubling bifurcation. The symmetry axis S + g and T S − g intersect at z 0 . We redraw the resonance region of z 0 in Fig. 11(b) , where we denote T S − g by S 1 and S + g by S 2 , and we move the positions of Q and z 0 to compare with the class-one resonance region of Fig. 11(a) . The image T 2 S 2 is also added. In Fig. 11(a) , the symmetry axes S h and S g are illustrated. The portions S ± 1 and S ± 2 are also displayed. The image T S h is also displayed. Comparing these figures, we have the correspondences, namely, P in Fig. 11(a) corresponds to Q in Fig. 11(b) , Q to z 0 , S g to S 1 , and S h to S 2 . Particularly, we remark that the portion S + g (the dominant axis) corresponds to S + 1 . We regard Q in Fig. 11(b) as the fixed point of T 2 . As a result, the numbers of periodic orbits and of symmetric periodic orbits in HS are equal to those in Z 1/2 (z 0 ). Let us give the formulae to calculate the number of symmetric periodic orbits of period n in HS. These are derived in a similar manner as in §7.1.
N (m), for odd n, (8 . 2) where N (1) = 2, which means that one fixed point Q exists interior to Z and the other fixed point P is on the boundary of Z. For n-period, the number of intersections T n S h ∩ S h is 2 n , and the number of intersections T n S g ∩ S g is 2 n+1 . The number of periodic orbits is half that of intersections because symmetric periodic orbits have two points on the same symmetry axis. For 2n+1-period, the number of intersections
. Taking these facts into account, we obtain the above formulae. For a prime number n ≥ 3, we have a simplified formula:
The divergence rate of the number of symmetric periodic orbits is √ 2 and that of the whole periodic orbits is 2.
Coding for symmetric periodic orbits in HS
The intersections T k S h ∩S g (k ≥ 1) are symmetric periodic points of odd periods. Similarly, the intersections T k S g ∩ S g (k ≥ 1) and T k S h ∩ S h (k ≥ 1) are symmetric periodic points of even periods. In the following, we give the coding rules for them and explain how to use them. We initially code the orbits using 0 and 1 as in §2.1. Then, we translate 0 to S(1/2) and 1 to E(1/2) and obtain BWSs of symmetric periodic orbits in Z 1/2 . This means that we read R 0 as the region of S(1/2) and R 1 as the region of E(1/2) in Fig. 1(b) . To begin with, T S h ∩ S g consists of two points around Q. One is the orbital point of 1/3-S·BE and the other is Q itself. The period-word for the former orbit iṡ 010, and the latter period-word is111. These are the starting period-words. As in §7.2, we keep the initial parts of the above period-words, that is,01 and11, in order to construct longer period-words.
To obtain longer period-words, we need to iterate the map. This is equivalent to compressing Z (see Fig. 1 ) toward the upper direction, stretching it to the right, folding it, and putting it on Z (Remember that we assume the existence of HS). Owing to the compression and stretching processes, two new intersection points appear above and below the intersection point of 1/3-S·BE. These points are in R 1 and their preceding images are in R 0 . Thus, we have the subword 01 for them. We perform the first step to determine the codes for these intersection points of period-5. We change1 to 01. Then, two words01 and11 become001 and101, which are the initial parts of period-words of period-5. The period-words themselves are obtained Table VI . Initial words to apply the rules.
by the reversibility (see the final paragraph) as 00100 and 10101.
Owing to the compression, stretching and folding processes, two new intersection points in the vicinity of Q are obtained. One point is Q itself and the other point is below Q, while the preceding images are in R 1 . The folding operation is equivalent to changing upside-down the positions of points and to changing1 to 11 for longer periods. We call the changes1 to 01 and1 to 11 the rule "Right" in Table V .
The cases of two intersection points T S h ∩ S g around P are similar. One is P itself and the word is0, while the other is a point of 1/3-S·BS and has the expression101. We keep the first two words,00 and10, containing two intersections with symmetry axes. These are the starting period-words. By the compression and stretching processes, two new intersection points around P appear. One of them is P itself and the previous image of the other one is located in R 0 . We change0 to 00. Then, we obtain000 and100 as the initial words of period-words of length five, i.e., 0 5 and 10001. By the compression, stretching and folding processes, two new intersection points appear. The preceding images of these points are in R 1 . The folding process changes the vertical order of points, we change0 to 10. Thus, the initial parts of period-words are obtained as110 and010. The full period-words are 11011 and 01010. The changes0 to 00 and0 to 10 are named rule "Left".
For even period, the rules to produce new words are similarly obtained. The rules are listed in Table V , and the initial words are in 
are obtained with the aid of reversibility. In fact, we have s j = s 2k−j (1 ≤ j ≤ k) in the former case, whereas, in the latter case, s j = s 2k−j (1 ≤ j ≤ k) if the symmetry axis is S g , and s j = s 2k−j−1 (1 ≤ j ≤ k) if the symmetry axis is S h . §9. Symmetric Birkhoff and non-Birkhoff periodic orbits in a resonance region
For a fixed q ≥ 3, there are many symmetric periodic orbits of period q in Z p/q (z). Particular points of their orbits are on the symmetry axes. If we choose one of the symmetry axes, then periodic points of period q are aligned linearly on it. We naturally want to identify Birkhoff periodic points among them. For Birkhoff and non-Birkhoff periodic points, we want to know rotation numbers.
Identification of Birkhoff and non-Birkhoff periodic orbits
The number of points of T nq S 1 ∩ S 2 in Z p/q (z) is 3 n . It is difficult to study the properties of orbits of 3 n points for general n. Thus, in this subsection, we fix n = 3, and determine several properties of orbits of twenty-seven intersection points T 3q S 1 ∩ S 2 on S 2 . We number them 1 through 27 starting from the top point. The periods of orbits for these points are odd and thus their parities are odd.
We first obtain the BWSs of these orbits by the method explained in §7. We list these BWSs in the second column of Table VII . Then, we want to determine whether these orbits are Birkhoff or non-Birkhoff. We start with an exercise. Let us consider a periodic orbit of period-5 represented asĖFĖES. We put BWs on a unit circle (see Fig. 12 ). The orbit starts from the leftmost E. We haveĖSĖEF if the orbit is 2/5-S·B. This is different fromĖFĖES. Thus,ĖFĖES is non-Birkhoff. Now, we treat BWSs in Table VII . We consider No. 1 BWS,ḊF FĖESS. As is easily understood, during the transitions of pointsḊ → F → F →Ė → E → S → S, points move orderly to adjacent regions sometimes staying in a single region twice. Thus, this orbit is Birkhoff and its rotation number is 1/7.
Next, let us consider No. 2 BWS,ĖF FĖESS. In this case, the transition S →Ė skips region F . Thus, this orbit is non-Birkhoff. In this manner, we determine the Birkhoffness or non-Birkhoffness of the orbits of 27 points. The result is listed in the third column of Table VII with marks 'B' and 'NB'.
Our next job is to determine the rotation number and its expression for the nonBirkhoff orbits. We know that non-Birkhoff periodic orbits move over different chains of different rotation numbers. Correspondingly, we partition the fraction (rotation number) into two or more. Let us take the second BWS,ĖF FĖESS. The orbit corresponding to this BWS rotates twice around z, which means that the rotation number is 2/7. Similarly, the orbit corresponding to the third BWS,ĖDFĖESD, rotates twice; hence, the rotation number is 2/7. These two non-Birkhoff periodic points are born in pair, hence, have the same rotation number. As we will see later, the orbits corresponding to BWSs of Nos. 9 and 10 have rotation number 2/7. We stop the analysis of BWSs at this point. It is desirable to assign BWs to relevant chains for the case of non-Birkhoff periodic orbits. Unfortunately, for the moment, we cannot do this.
The braid type is determined and the lower bound for the topological entropy is calculated. The construction method of braid is explained in §10. In the last two columns, these are obtained in Table VII .
We remark that the class-two symmetric Birkhoff periodic orbits (p/q : r/s-S·B) have the following property in Z p/q (z) for q ≥ 3.
Property 9.1.1.
[C1] The rotation number r/s of p/q : r/s-S·B in Z p/q (z) for q ≥ 3 is irreducible. If r = 1 and s ≥ 2, the orbit is 1/s-S·BE or 1/s-S·BS.
[C2] Monotone property is satisfied.
[C3] On the symmetry axis, the orbital point of (p 1 + p 2 )/(q 1 + q 2 )-S·B is sandwiched by points of p 1 /q 1 -S·B and p 2 /q 2 -S·B.
Here, we give the dominant axis in the resonance region. The following definition is a translation of the result by DMS into our notation. 3ĖDFĖESD NB 2/7 = 1/2 ⊕ 1/5 σ Table IX are classified into the saddle or elliptic type. We use the classification rule that the periodic orbit of BWS is classified as the elliptic (saddle) type if n BW (w) is odd (even)(see Proposition 4.2.4). However, the parity of BWS for 4/9-S·BS is odd and that of BWS for 1/4-S·BE is even. These discrepancies are discussed in §9.2. The column name, "E.B.", means the equiperiod bifurcation, which is also discussed in §9.2.
We comment on periodic orbits p/q : r/s-S·B bifurcated from point z of p/q-S·BE. These are monotone around z. Therefore, their orbital motion is equivalent to that of circular rigid motion with center at z. If we add the motion of z, the orbital motion of p/q : r/s-S·B is equivalent to an epicycle. Therefore, we can give a circle map that automatically produces BWS for any p/q : r/s-S·BE and p/q : r/s-S·BS. The circle map is obtained in Appendix B.
We give the final remark. For example, we consider EED for p/q : 1/3-S·BS and ESF for p/q : 1/3-S·BE. Translate E into 1 and D, S and F into 0. The translated word 110 from EED is the word for 1/3-S·BS and 100 is that for 1/3-S·BE. This fact means that BSs are classified using the two symbols. However, this property does not hold for NBs. For example, Nos. 2 and 3 in Table VII are translated into the same word 1001100.
Equiperiod bifurcation of Birkhoff periodic orbits and the appearance of NBs
Each of T 3q S 2 ∩S 1 and T 2q S 1 ∩S 2 has nine points. In the following, we study the behavior of these points in detail and give several properties of their orbits. We give names A1 through A9 to the former 9 points, and B1 through B9 to the latter nine points (see the first and third columns of Table VIII) . Here, we comment on A1 and B1. For A1, the initial point z 0 represented byṠ is located on S 2 and z 3 represented byĖ on S 1 . For B1, z 0 represented byḊ is located on S 1 and z 2 represented byĖ on S 2 .
A3 and B3 belong to an orbit. Similarly, A4 and B2 belong to an orbit. A2 and B4 belong to the Birkhoff periodic orbit of rotation number 2/5. We see that the order of positions of A2, A3, and A4 on S 1 is changed on S 2 under the maps. This is one of the characteristics of non-Birkhoff periodic orbits, that is, non-Birkhoff periodic orbits change their local rotation speed; hence, orbital points sometimes move fast and other times move slow with reference to the Birkhoff periodic orbit of the same rotation number. The same is true with points A6, A7 and A8. Let us consider B7 and B8, which belong to 2/5-S·NB. These points are located in a resonance region of Z 1/3 since, as seen in Table VIII , these points are sandwiched by Birkhoff points B6 and B9 of rotation number 2/5 and 1/5, and since the rotation number of the resonance region should have a denominator less than five. As a result, these points belong to Z 1/3 (z −1 ), where z −1 ∈ S − 2 is a point of 1/3-S·BE. This in turn implies that the rotation numbers of B7 and B8 have partition 2/5 = 1/2 ⊕ 1/3.
Next, we consider B2 and B3 for 2/5-S·NB. There seems to be no resonance region containing the arc of S If a Birkhoff periodic orbit undergoes equiperiod bifurcation, a symbol • is given to it (see column 'E.B.' in Table IX ). For q ≥ 3, we do not obtain the rule to determine BWSs for two daughter periodic orbits bifurcated from a mother periodic orbit by equiperiod bifurcation. §10. Braid type for periodic orbits in a resonance region Since all orbital points of S·NB are located in one resonance chain, the braid type of S·NB is reducible. It is well known that the classification of braid type into finite order type, reducible type or pseudo-Anosov (pA) type is not mutually exclusive, 10) and the reducible-type braid is separated into finite-order component and pA-type component. If the braid of S·NB includes the pA-type component, we can calculate a positive topological entropy. Using BWS for an S·NB confined in a resonance chain, we explain how to construct the braid of the pA-type component. For example, we use EF EES (B2) and EDEED (B3) in Table VIII to make a braid. The temporal order of these orbits is illustrated in Fig. 13(a) , where the first E labeled 1 is located on S + 1 and the third E labeled 3 on S 2 . The temporal order has an up-down symmetry, i.e, orbital points are distributed symmetrically with respect to the horizontal line passing through E labeled 1. From 1 to 2, the orbit overtakes the points labeled as 4 and 5, and hence, the rotation speed from 1 to 2 is faster than that for 2/5-S·B. On the other hand, the rotation speed from 2 to 3 is about 1/5, which is slower than that for 1/3-S·B. From these facts, we can judge that these orbits are 1/3 ⊕ 1/2-S·NBs. Cut the circle at the position between 2 and 5 (opposite side of 1) and change the circle into a straight string. Then, the labeled numbers line up as shown in the top and bottom of Fig. 13(b) . Connecting with thread the top and bottom points following the orbital order, we construct the braid. The braid type is represented as follows.
where ρ 2/5 = (σ 4 σ 3 σ 2 σ 1 ) 2 . The maximum eigenvalue is obtained as λ max = 1.7220, which is the largest root of (λ 2 − 2)(λ 3 − 2) = 3. 9) If these orbits are included in Z 1/3 , these are represented as 1/3 : 1/3 ⊕ 1/2-S·NB and the lower bound for the topological entropy is (ln 1.7220)/3. Note that ρ p/q = (σ q−1 · · · σ 2 σ 1 ) p in Table VII . If p/q is irreducible, ρ p/q is the braid type for p/q-S·B. By the method mentioned above, the braid types of S·Bs and S·NBs in Table VII are determined and the braid types are listed in the fifth column. If the braid type belongs to the finite order, we write it as FO in the last column. If it belongs to the pseudo-Anosov isotopy class, the value of the lower bound for the topological entropy is written.
Finally, we summarize our results as Result 10.1. 
