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Алгоритм обучения сети в задачах классификации всегда является обучением с учи-
телям. Переданным по каналам связи сообщениям задаются ожидаемые результаты в 
соответствии от системы кодирования выходных значений. 
Оптимизация нейронного декодера весьма затруднительна в условиях однозначного ко-
личества факторов, влияющих на решение сети. Уменьшить топологию сети за счет умень-
шения входных данных невозможно, однако при использовании сети Ворда или двух парал-
лельных нейронных сетей и рассмотрения отдельно информационных и контрольных бит 
переданного сообщения можно добиться уменьшения количества связей в нейронной сети, 
что означает меньшее количество операций или большую скорость декодирования сетью. 
Нейронный декодер является малоизученным методом, который только начинает 
свое развитие, что открывает широкие возможности для его дальнейшего изучения. Од-
ним из важнейших его преимуществ перед другими типами декодеров является универ-
сальность использования его с любыми линейными блочными кодами. Для работы с 
другим кодом необходимо только подстроить количество нейронов под переданное со-
общение и выходные данные, а также провести новое обучение сети. Также нельзя не 
отметить, что нейронная сеть может работать параллельно, что во много раз увеличи-
вает скорость ее работы. Суммируя вышесказанное, можно сказать, что нейронный де-
кодер при детальном изучении и развитии может стать одним из наиболее востребован-
ных декодеров в современном помехоустойчивом кодировании. 
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Введение 
Наиболее известным и широко используемым на текущий момент подходом в обуче-
нии нейронных сетей глубокого доверия является метод, предложенный Дж. Хинтоном в 
2006 году [1]. Ключевой идеей этого метода является использование «жадного» алго-
ритма послойного обучения (greedy layer-wise algorithm). 
Нами был предложен и исследован альтернативный метод послойного предобучения 
нейронных сетей глубокого доверия, базирующийся на минимизации суммарной квадра-
тичной ошибки восстановления образов на каждом слое [2]. Функция ошибки определя-
ется согласно формуле (1): 
 ( ) ( )( ) ( ) ( )( )2 21 11 12 21 1 1 11 1
L m k L n kl l l lE = y p y p + x p x ps j j i ij= p= i= p=l= l=
- - - -е е е е е е , (1) 
где L – количество входных образов, m – количество нейронов в скрытом слое, n – ко-
личество нейронов в видимом слое, k – стадийность метода. 
В случае CD-1 суммарная квадратичная ошибка примет вид: 
 ( ) ( )( ) ( ) ( )( )2 21 11 0 1 02 21 11 1
L m L nl l l lE = y y + x xs j j i ij= i=l= l=
- -е е е е . (2) 
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Правило модификации весов нейронной сети глубокого доверия имеет вид: 
( ) () ( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )1 1 1 1
1
k
w t + = w t α y p y p x p F' S p + x p x p y p F' S pij ij j j i j i i j i
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- - - - - -е
ж ц
чз чз чз чи ш
. 
В процессе исследования метода была проведена сравнительная оценка классиче-
ского и предложенного метода на трех задачах: сжатия данных, распознавания выборки 
MNIST и распознавания выборки CIFAR-10. 
Сжатие данных 
Рассмотрим систему, генерирующую зашумленные данные [3], вида 
( )
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3
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x = πt + µ
x = t + µ
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, 
где t – равномерно распределенная случайная величина из интервала [−1, 1], а µ – гаус-
совый шум с математическим ожиданием 0 и среднеквадратическим отклонением, рав-
ным 0,05.  
В качестве обучающей и тестирующей выборок нами использовались данные, гене-
рируемые представленной системой (по 1000 образов на каждый тип выборки).  
Для экспериментальной проверки предложенного подхода обучался семислойный ав-
тоэнкодер (рисунок 1). 
Мы использовали сигмоидную функцию активации на всех слоях. Результаты, полу-
ченные при тестировании подходов, представлены в таблице 1. MSE определяет ошиб-
ку обучения, MS – ошибку обобщения. 
 
Рисунок 1 — Семислойный автоэнкодер 
 
                        Таблица 1 — Результаты тестирования методов 
Процедура обучения k для CD-k MSE MS 
RBM 1 0,699 0,886 
5 0,710 0,932 
10 0,689 0,916 
15 0,688 0,873 
REBA 1 0,673 0,851 
5 0,719 0,966 
10 0,677 0,907 
15 0,700 0,895 
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Выборка MNIST 
Элементы этой выборки представляют собой изображения рукописных цифр. MNIST 
является стандартом при тестировании систем распознавания образов, а также широко 
используется для обучения и тестирования алгоритмов машинного обучения. 
Выборка MNIST состоит из 60000 образов для обучения и 10000 образов для тести-
рования. 
Основной моделью, используемой нами для построения системы распознавания об-
разов, является многослойный персептрон архитектуры 784-500-500-250-100-10. Коли-
чество входов НС определялось размерами образов из базы MNIST (28X28), количество 
слоев и нейронов в каждом слое выявлялось экспериментальным путем.  
Результаты экспериментов на выборке MNIST представлены в таблице 2. MSEtr оп-
ределяет ошибку обучения, MSEtest – ошибку обобщения, Эффективность, % – процент 
правильно распознанных изображений. 
 
                 Таблица 2 — Результаты тестирования методов (MNIST) 
Процедура обучения MSEtr MSEtest Эффективность, % 
RBM 0,024 0,028 97,5/96.68 
REBA 0,022 0,026 97,62/96.75 
 
Выборка CIFAR-10 
Выборка CIFAR-10 состоит из 60000 цветных изображений размером 32Х32 пикселя. 
Каждое изображение относится к определенному классу (самолет, автомобиль, птица, 
собака и т.д.). Общее количество классов – 10, таким образом, в выборке содержится по 
6000 изображений каждого класса. Вся выборка делится на обучающую часть (50000 
образов) и тестовую (10000 образов). Нами была использована часть обучающей вы-
борки CIFAR-10 (30000 образов). 
Для выполнения сравнительного анализа методов предобучения использовалась 
нейронная сеть глубокого доверия с архитектурой 3072-1024-500-250-100-10. Результа-
ты, полученные при проведении тестов, представлены в таблице 3. 
 
                                    Таблица 3 — Результаты тестирования методов (CIFAR-10) 
Процедура обучения MSEtr MSEtest 
RBM 0,2370 0,4012 
REBA 0,2422 0,3917 
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