It is known that, up to isomorphism, there are only one lattice S and one non-lattice semi-lattice S in R 2 . In [S. Tan, TKK algebras and vertex operator representations, J. Algebra 211 (1999) 298-342] we obtained a vertex operator representation for the baby-TKK algebra G(T (S )). The goal of the present paper is to study the TKK algebra G(T (S)), which includes the baby-TKK algebra as a subalgebra, and its vertex operator representations. As a by-product, we also obtain two representations for the baby-TKK algebra G(T (S )). One of the representations recovers the construction given in [S. Tan, TKK algebras and vertex operator representations, J. Algebra 211 (1999) 298-342].
Introduction
In [AABGP] the authors define a Jordan algebra T (S) from a semi-lattice S of R ν (ν 1), and then construct an extended affine Lie algebra of type A 1 from the Lie algebra G (T (S) ) which is obtained from the Jordan algebra T (S) by the so-called Tits-Kantor-Koecher construction (see [J, VIII.5] ). The TKK algebra G (T (S) ) is defined to be the universal central extension of the perfect Lie algebra G (T (S) ). As we known, a lattice is a semi-lattice, and in R 2 there are only two non-isomorphic semi-lattices S and S , where S is a non-lattice semi-lattice. In [T] we give a vertex operator representation for the TKK algebra G (T (S ) ) which is sometimes called the baby-TKK algebra. In the present paper we study the vertex operator representations for the TKK algebra G (T (S) ) with S = Z 2 the lattice of R 2 . This TKK algebra indeed includes the baby-TKK algebra G (T (S ) ) as a subalgebra. The vertex operators constructed in [T] act on a Fock space with both bosonic and fermionic states, while the vertex operators defined in this paper act on a Fock space with only bosonic states. Moreover, in the last section of the paper we construct two realizations for the baby-TKK algebra by vertex operators, one of these constructions indeed recovers the construction given in [T] .
Recalling from [AABGP] we know that a subset S = S ν of R ν is called a lattice (semi-lattice) of R ν if S is discrete, spans R ν , and satisfies the conditions: 0 ∈ S, −S = S, and S + S ⊆ S (S + 2S ⊆ S). Let S be the additive subgroup generated by a semi-lattice S of R ν . Clearly S is the union of cosets of 2 S in S including the trivial coset 2 S . Thus we can assume S to be the union of cosets of 2Z ν in Z ν ⊆ R ν including the coset 2Z ν . That is, S = m i=0 S i , where S 0 , . . . , S m are distinct cosets of 2Z ν in Z ν and S 0 = 2Z ν . For σ ∈ S, let x σ be a symbol and define T = T (S) = σ ∈S Cx σ with the multiplication defined by x σ · x τ = x σ +τ , if σ, τ ∈ S 0 ∪ S i , for some i ∈ {0, 1, . . . , m}, 0, otherwise.
(1.1)
Then T is a Jordan algebra (see [AABGP] ) with identity x 0 = 1. Set L T be the set of multiplication operators for T and
. Let x + , x − and h be the standard Chevalley basis of the simple Lie algebra sl 2 (C). We define a vector space
G(T ) := sl 2 (C) ⊗ T ⊕ Inder(T ),
( 1.2) with the Lie product
for A, B ∈ sl 2 (C), a, b ∈ T , and D ∈ Inder (T ) , where (A, B) = 2 tr(AB). Then G(T ) forms a Lie algebra, which is often called the Tits-Kantor-Koecher Lie algebra obtained from the Jordan algebra T . For any Jordan algebra T , and a i ∈ T , one can easily check the following identities
The vector space Instrl(T ) = L T ⊕ Inder(T ) under the following product forms a Lie algebra
Then one can define a Lie algebra G 0 (T ) (see [J] ):
with the Lie multiplication
We know (see [Sel] and [T] ) that the Tits-Kantor-Koecher Lie algebra G(T ) is isomorphic to the Lie algebra G 0 (T ) via the homomorphism ϕ :
We also recall a presentation from [T] (see also [AG] and [Gar] ) for the TKK algebra G (T (S) ), which by definition is the universal central extension of the Tits-Kantor-Koecher Lie algebra
G(T (S)).
We consider the quotient space T , T := (T ⊗ T )/I , where I is the subspace of T ⊗ T spanned by all elements of the form a
with the following anti-commutative multiplication:
is isomorphic to the universal central extension of the Tits-Kantor-Koecher Lie algebra G(T ) (see [T] , and also [NY,Y] ). The contents of the paper are as follows. In Section 2, we study the structure of the TKK algebra G (T (S) ) with the lattice S = Z 2 of R 2 . We begin by giving a gradation on the Lie algebra G (T (S) ), then go on to study the derivation algebra of T (S) and discuss the Connes first cyclic homology group HC 1 (T ) of the Jordan algebra T (S). Next, we find the base elements of the TKK algebra, and the generator relations for the Lie algebra. We close this section by describing the generator relations in terms of formal power series identities. In Section 3 we define the Fock space V on which we define the vertex operators. In Section 4 we first state the main result (Theorem 4.1), which says that the vertex operators defined in (4.1) give a representation to the TKK algebra G (T (S) ) with the lattice S = Z 2 on the Fock space V . Most part of this section is occupied by the proof of Theorem 4.1. Finally in Section 5, we apply Theorem 4.1 to obtain two representations for the baby-TKK algebra. One of these is indeed the representation obtained in [T] .
TKK algebras
From now on we shall concentrate on the TKK algebra G (T (S) ) with the lattice S = Z 2 of R 2 . That is S = 3 i=0 S i , where S 0 = 2Zδ 1 + 2Zδ 2 , S i = S 0 + δ i , i = 1, 2, 3, and
The Jordan algebra T = σ ∈Z 2 T σ is Z 2 -graded, where T σ = Cx σ , σ ∈ Z 2 . Moreover, this grading induces a Z 2 -grading on the Lie algebra G(T ),
where
, and we will see (Lemma 2.6) that G σ ± (T ) = Cx ± ⊗ x σ , for σ ∈ S, and (T ) . Let Der(T ) be the algebra of derivations of T , and Der(T ) σ the set of derivations with homogeneous degree σ , that is, D :
In fact, we have (see [Fa] and [T] )
Proof. We follow the argument from [BGK,T] . For D ∈ Der(T ) σ , let Dx δ i = t i x σ +δ i for some constants t i ∈ C, i = 1, 2, 3. It is clear that D is determined by the complex number t 1 , t 2 , t 3 . Thus dim Der(T ) σ 3. Suppose σ ∈ S 1 and D ∈ Der(T ) σ , we have
These implies that t 1 = 0 and t 2 + t 3 = 0 respectively, so dim Der(T ) σ 1 for σ ∈ S 1 , which then implies that Der(
This implies t
This completes the proof of this lemma. 2
Next we study the structure of the Connes first cyclic homology group for the Jordan algebra T (S) with the lattice S = Z 2 , which will be used to determine the structure of the TKK algebra G (T (S) ). Because of (1.4) there exists a linear map ϕ :
Definition 2.2. The Connes cyclic homology group HC 1 (T ) is defined by (see [BGK] )
where I is any finite index set.
3)
we will later on identify the inner derivation [·,·] of T (see Lemma 2.6) with the element ·,· via the isomorphism (2.
3). Since Z(G(T )) = {0}, we see that HC 1 (T ) is the center Z( G(T )) of G(T ).
Applying (1.5), one can easily check that x σ , x τ = 0 whenever σ ∈ S 0 and τ ∈ 3 i=1 S i . Indeed, we have the following result.
Proof. If i, j = 0, 1, 2, then the result follows from Proposition 2.9 in [T] . Thus we only need to prove the case with i = 3. By applying (1.5), we have, for j = 0, 1, 2, 3
Lemma 2.4. Let τ ∈ S 0 . Then
Proof. By (1.5), we have
where i = 1, 2, 3, and
Therefore, we obtain
From Proposition 2.3 and Lemma 2.4, we have
We define the following maps from the lattice S = Z 2 to C,
It is clear that
For simplicity of notation, we denote by Ω 0 the zero map.
Lemma 2.6. For σ, τ ∈ S, we set
and the set {v ρ } ρ∈S\S 0 forms a basis of Inder(T ).
Proof. It is straightforward to check the identity (2.4). To prove the second part of the lemma, by Lemma 2.1, we know 0 = v ρ ∈ Der(T ) ρ for ρ ∈ 3 i=1 S i . Therefore, {v ρ } ρ∈S\S 0 are linearly independent elements in Inder(T ) as they belong to different homogeneous subspaces. 2 Lemma 2.7.
Proof. This lemma follows from Proposition 2.3, Corollary 2.5 and Lemma 2.6. 2
Obviously, HC 1 (T ) is Z 2 -graded by assigning the degree of x δ i , x σ −δ i to be σ , for σ ∈ S 0 and i = 1, 2. That is HC 1 (T ) = σ ∈Z 2 HC 1 (T ) σ , and for σ ∈ Z 2 , one has
Indeed, It is clear that the elements x δ i , x −δ i , i = 1, 2, form a basis of HC 1 (T ) 0 . We only need to consider the case for σ ∈ S 0 \{0}. By Proposition 2.3, we have
This implies that θ = 0 whenever
Corollary 2.8. The Connes first cyclic homology group HC 1 (T ) of the Jordan algebra T = T (S)
is isomorphic to the C-space spanned by the elements of the form C i (2m, 2n), i = 1, 2, m, n ∈ Z, subject to the relation
The isomorphism is given by
For convenience, from now on we identity x δ i , x σ −δ i with C i (σ ) := C i (2m, 2n), for σ = 2mδ 1 + 2nδ 2 via this isomorphism. By (2.3) and Lemmas 2.6, 2.7, we see that the TKK algebra
In what follows we set
for y ∈ sl 2 (C), σ = mδ 1 + nδ 2 , i = 1, 2, and m, n ∈ Z.
Proposition 2.9. The universal central extension G(T ) of the Lie algebra G(T ) is spanned by the elements
, and ρ ∈ S 0 , subject to the following relations:
, and
if σ ∈ S i , τ ∈ S j , i,j ∈ {1, 2, 3}, and i = j.
(R6) C i (σ ), for i = 1, 2, σ ∈ S 0 , are central and satisfy
Proof. For (R1), we recall the commutation relation (1.6),
for A, B ∈ sl 2 (C), σ, τ ∈ S. This implies that
for σ, τ ∈ S, and
Now we divide the proof into four cases.
, then the result follows from Proposition 2.21 in [T] .
Case 2. If σ, τ ∈ S 3 . By Corollary 2.5, we have
Case 3. If σ ∈ S 0 , τ ∈ S 3 , or σ ∈ S 3 , τ ∈ S 0 . By Proposition 2.3, we have
Case 4. If σ ∈ S i , τ ∈ S j , i, j ∈ {1, 2, 3}, and i = j . By Proposition 2.3, we have
This completes the proof of (R1). For (R3), we divide the proof into the three cases.
Case 2. If σ ∈ S 2 , τ ∈ S, we have
For (R4), we divide the proof into four cases.
Case 1. If σ, τ ∈ S i
, i = 0, 1, 2, then the result follows from Proposition 2.21 in [T] .
Case 3. If σ ∈ S i , τ ∈ S j , i, j ∈ {1, 2, 3}, and i = j . By Proposition 2.3, we have
For (R5), we divide the proof into three cases. Case 1. If σ, τ ∈ S 1 , we have
Similarly, for σ, τ ∈ S 2 , we have
Case 2. If σ, τ ∈ S 3 , we have
Case 3. If σ ∈ S i , τ ∈ S j , i, j ∈ {1, 2, 3}, and i = j , we have
It is straightforward to check (R2) and (R6) by applying a similar argument to the above. Thus we have completed the proof of the proposition. 2
In order to study the vertex operator representation of the TKK algebra G(T ), we rewrite the structure identities (R1)-(R6) in the previous proposition in terms of formal power series identities in commuting formal variables. For this purpose, we recall the notation given by (2.6), and define the following formal power series in z with coefficients from the TKK algebra G(T ):
One can easily check the following result by comparing the coefficients of the homogeneous terms on both sides of the equations.
Proposition 2.10. The commutation relations, given in Proposition 2.9, of G(T ) are completely determined by the following formal power series identities; that is, the relations in (R1) are equivalent to the following five identities:
The relations in (R2) are equivalent to the following four identities:
The relations in (R3) are equivalent to the following four identities:
The relations in (R4) are equivalent to the following three identities:
The relations in (R5) are equivalent to the following three identities:
Finally, (R6) is equivalent to the following identities:
Fock space and vertex operator
In this section we study the vertex operator representation by using the general vertex construction given by [BGT] . Let ε 1 , ε 2 , c, d be symbols. We form a lattice Γ 0 = Zε 1 ⊕ Zε 2 ⊕ Zc ⊕ Zd with a symmetric bilinear form (·,·) defined by
where i, j = 1, 2. We also extend this bilinear form (·,·) to the C-vector space H :
, respectively, for m ∈ Z. Now we define a Lie algebra
with the following Lie products
for m, n ∈ Z, i, j = 1, 2, where c 0 is the central element of H, and all others are trivial. Let
Then H = H + + Cc 0 + H − forms a Heisenberg subalgebra of H. Let S(H − ) be the symmetric algebra over the abelian subalgebra H − . Let Γ 1 = Zε 1 ⊕ Zε 2 ⊕ Zc, and C[Γ 1 ] = α∈Γ 1 Ce α be the group algebra of the lattice Γ 1 , with basis elements of the form e α for α ∈ Γ 1 , and the multiplication e α e β = (α, β)e α+β , for α, β ∈ Γ 1 , where : Γ 1 × Γ 1 → {±1} is a two-cocycle map defined by setting
where m i , n i ∈ Z, i = 1, 2, 3. Now we define the Fock space
which affords representations for both the Lie algebra H and the group algebra C[Γ 1 ] with the following actions
and
If α, β ∈ Γ 1 and a is a non-zero complex number, we define operators z α and a α as usual:
for u ⊗ e β ∈ V . For α ∈ Γ 1 , we define vertex operator which acts on the Fock space V
One may formally write
2 . It is known from [F] that, if (α, α) = 1, the operators {x k (α), x k (−α) | k ∈ Z + 1 2 } generate a Clifford algebra with the relations
for all k, l ∈ Z + 1 2 . Related to this Clifford structure, we define the following normal ordering (see [F] and [G] ):
With this normal ordering, we have the following property.
Lemma 3.1. [BGT] For i, j = 1, 2, and a ∈ C * , we have :X(ε i , z)X(−ε j , az):
Now we define vertex operators for a ∈ C * , i, j = 1, 2,
(3.12)
We close this section by stating a result from [BGT] , which will be used in next section to prove one of the main result of the paper.
Lemma 3.2. [BGT] For a, b ∈ R * and i, j, k, l = 1, 2, we have:
(3.14)
Representation of the TKK algebra G(T )
First we define some vertex operators, acting on the Fock space V , corresponding to the fields C i (z, 2n), h(z, n), β(z, n) and x ± (z, n) of the TKK algebra G (T ) given in Section 2:
for n ∈ Z. Note that the vertex operators given by (4.1) can be formally expanded into power series in z, and the coefficients (moment operators) of z j (j ∈ Z) are indeed operators acting on the Fock space V . Now we state one of the main result of the paper. (T ) corresponding to the lattice S of R 2 contains a proper subalgebra G 1 (T ) which is spanned by the elements of the form
is nothing but the baby-TKK algebra studied in [T] .
Under no confusion, we also denote respectively by x ± (σ ), h(σ ), β(σ ), C i (σ ) the moment operators defined by the formal power series expansions of the vertex operators in (4.1). As a consequence of Theorem 4.1, we have the following corollary.
Corollary 4.4. The moment operators
, acting on V , form a Lie algebra which is a homomorphic image of the baby-TKK algebra G 1 (T ) via the homomorphism ψ :
In next section we apply Theorem 4.1 to recover the boson-fermion construction of the baby-TKK algebra given in [T] . Moreover, we give a new vertex operator construction of the baby-TKK algebra.
Representations of the baby-TKK algebra
then one sees, from Corollary 4.4, that the baby-TKK algebra G 1 (T ) is spanned by the following elements
We set
That is,
Therefore, from (4.1), we know that the following vertex operators, on the right-hand sides of (5.1), give a representation of the baby-TKK algebra G 1 (T ). where n ∈ Z. We note that these vertex operators act on the vector space V with only bosonic states, while the vertex operators for the baby-TKK algebra given in [T] act on a space with mixed boson-fermionic states. In this section we want to find the connection between the two constructions. Moreover, we will deduce a new boson-fermionic realization for the baby-TKK algebra G 1 (T ) . Let η 1 = ε 1 −ε 2 , then the lattice Γ = Zη 1 ⊕Zc ⊕Zd is a sublattice of Γ 0 , and the vector space H = C ⊗ Z Γ is a subspace of H . If a is any non-zero complex number, we define operators as before z α .u ⊗ e β = z (α,β) u ⊗ e β , a α .u ⊗ e β = a (α,β) u ⊗ e β (5.4) for α, β ∈ Γ 0 , u ∈ S(H − ). Next we decompose the vertex operators corresponding to the fields x ± (z, 2n + 1) and h (z, 2n + 1) in (5.1) by using Lemma 3.1. We will see that these operators have the form given in [T] . First, we decompose the operator corresponding to x + (z, 2n + 1). 
