In this paper, we provide sharp estimates for the divisor class number of hyperelliptic function elds. We extend the existing methods to any hyperelliptic function eld and improve the previous bounds by a factor with the help of new results.
Introduction
Two important invariants of a hyperelliptic function eld are the regulator and the divisor class number. Since the divisor class number and the regulator represent the size of the key space of the hyperelliptic cryptosystems in Kob88] and SSW96], respectively, they are of cryptographic relevance, and it is of major interest to employ fast algorithms for computing them. Since there exist e ective subexponential methods for large genus hyperelliptic function elds (see ADH94, MST99] ), one restricts the cryptographic applications to the case that the genus of the hyperelliptic function eld is relatively small. For a survey on hyperelliptic curves and function elds we refer to Poo96].
For a non-special hyperelliptic function eld K over a nite eld k, the fastest e ective algorithms in current implementations make use of a method of approximating the divisor class number h of K by truncated Euler products. The basic idea of these techniques is to nd integers E and L such that jh?Ej < L Once having found such an interval of length 2L 2 ? 1, we can search for h in this interval by a baby step-giant step method SW99, SW98] or by Pollard's kangaroo method ST99] in O(L) operations. In this paper, we provide considerably better bounds on jh?Ej than in SW99]. For instance, let K=F q be a hyperelliptic function eld of odd genus g, where g 3 (mod 5). Then our new bound on jh?Ej is by a factor of (2g+3)(2g+4)=(5(2g+1)) smaller than the bound in SW99] assuming that q is large compared to g. The improved bounds, which are given in Theorem 4.1 and Theorem 4.3, can be derived from our following main theorem. where r is the number of in nite places of k, r 2 is the number of in nite places of degree 2, and the complex numbers ! i (i = 1; : : : ; 2g) are the reciprocals of the roots of the zeta-function Z(u; K) in u = q ?s . Further, (P ) denotes the polynomial Legendre symbol D=P] and P runs through all monic prime polynomials of degree .
Furthermore, via M obius inversion, this theorem relates the reciprocals of the roots of Z(u; K) to the character sums of the form P deg(P )=n (P ).
We now proceed as follows. We rst summarize results on the -functions of algebraic function elds. In Section 3, we apply these results to hyperelliptic function elds and prove Theorem 1.1. The improved bounds on jh ? Ej and the estimates are discussed in Section 4. Hereby, we present two possible approximations for the divisor class number h.
The rst approximation is theoretically sharper than the second one. However, numerical results show that the second approximation is in general more accurate. In Section 5, we show how the improved bounds can be used to produce a faster algorithm for computing the regulator and the divisor class number of a hyperelliptic function eld. In Section 6, we present experimental results about the distribution of jh ? Ej=L 2 in the case of real quadratic function elds. Our conclusions and further discussions can be found in Section 7.
-Functions in Algebraic Function Fields
For an introduction to function elds, we refer to Sti93, Deu73] . Let K=k be an algebraic function eld of genus g over the nite eld k = F q . We denote by Div 0 (K) the group of divisors of degree 0. The group of principal divisors P(K) is a subgroup of Div 0 (K) and the factor group Cl 0 (K) = Div 0 (K)=P (K) is called the divisor class group (of degree 0) of K. Its order h = jCl 0 (K)j is said to be the divisor class number of K. If P is a prime divisor of K, then the absolute norm of P is de ned by the integer N(P) = q f P , where f P is the degree of P. The absolute norm of a divisor A = P a P P is de ned to be N(A) = q f A , where f A = P a P f P denotes the degree of A. where P runs through all monic prime polynomials of k X]. Now, since K : k(X)] = 2, we distinguish between three cases (see Art24, WZ91] ). In the rst case, there are two distinct conjugated places at in nity of degree one, r = 2, f 1 = f 2 = 1, e 1 = e 2 = 1, and D is a squarefree polynomial of degree 2g + 2 whose leading coe cient is a square in k .
is called a real quadratic function eld over k. In the remaining two cases, we call K an imaginary quadratic function eld over k. In the second case, there is one rami ed place at in nity of degree one, r = 1, f 1 = 1, e 1 = 2, and D is a squarefree polynomial of degree 2g + 1. In the last case, r = 1, f 1 = 2, e 1 = 1, and D is a squarefree polynomial of degree 2g + 2 whose leading coe cient is not a square in F q . It follows that 1 (s; K) = Z 1 (u; K) = 1
(1 ? u) r 1 (1 + u) r 2 ; where r 2 is the number of in nite places of degree 2. By combining this result with (2.5) and (3.1), we obtain
(1 ? u) 
where runs through all positive divisors of n. If we equate coe cients at u n for any n 1, then we obtain
This gives the desired result.
With the help of this theorem, we are able to provide sharp bounds on the error in our approximations of h. Hereby, it is essential to estimate nS n (1) for any positive integer n. For n = 1, we know immediately from Theorem 1. The assertion then follows from the fact that We denote by n the number of monic prime polynomials of degree . We know that where (n) = 0 or 1, respectively, depending on whether n is even or odd.
Proof. Let n 2 N, n 2. By Corollary 3.1, we know that nS n (1) = (n) ? 5 Computation of R X and h Let K = k(X)( p D) be an imaginary quadratic function eld over the nite eld k = F q of odd characteristic. We then know that R X = 1, and we only need to compute h. In the case that D is a squarefree polynomial of even degree whose leading coe cient is not a square in k , we have that h X = 2h. Furthermore, a constant eld extension of degree 2 over k leads to a real quadratic function eld. In the second imaginary case, D = D(X) is a squarefree polynomial of odd degree. Without loss of generality, we may assume that D is monic. For convenience, we also assume that q > 5. Then K can be represented as a real quadratic function eld K = k(T)( where is a suitable element of k such that the leading coe cient of F(T) is a square in k . For further discussions, we refer to CF96, PR99]. Note that deg(F ) = 2g + 2 and that the divisor class number h does not change under this transformation. Here and throughout the remainder of this paper, we therefore consider K = k(X)( p D) to be a real quadratic function eld over the nite eld k = F q of odd characteristic with q elements, where D is a squarefree polynomial of degree 2g + 2 whose leading coe cient is a square in k . We now sketch the idea of computing the regulator R X of K. Hereby, we proceed in three steps and provide an analysis of the complexity. Mainly, we follow the ideas in SW98, SW99].
The idea of the algorithm
In the rst step, we compute an approximation E of h such that jh ? Ej < L 2 for some integer L. If g 2, we make use of (2.3) and we immediately obtain a sharp estimate. 
Using divisors of h X
We now assume that we have computed an approximation E 0 of h such that h = E 0 e B and jh ? Ej or not a product of two odd degree prime polynomials, then a power of 2 divides the ideal class number h X . Another way of nding a divisor of h X is to randomly pick reduced ideals and determine the order of the subgroup of the ideal class group generated by these ideals (see DW85]).
Heuristic Results
We now discuss the results of experiments we did to compare our estimates for h and jh?Ej with the actual respective values. Since any hyperelliptic function eld can be represented as a real quadratic function eld, and since the corresponding birational transformation preserves h, E and L, we restrict ourselves to real quadratic function elds. From now on, let be de ned as in (5.1 we observed that h = E 2 = 819035, i.e. jh ? E 2 j = 0.
The detailed heuristic results are shown in Table 1 . Here, the rst and second columns indicate the characteristic q of the constant eld and the genus g, while the last column shows how many distinct monic squarefree polynomials have been considered. In the third and forth columns, and denote the average value and the standard deviation Moreover, if we look at the average values more closely, we notice that they are very close to 1=(2g). That is, the bound L 2 2 is, on average, by a factor of 2g too large. We discuss these observations, and go back to Indeed, if we let the ' 1 ; : : : ; ' j to be randomly chosen from 0; 2 and we put ' j+g = ?' j for j = 1; : : : ; g, we nd that, numerically, the expected value of the term in (6.1) grows with p g rather than staying close to one, just as we expect from results on random walks. For odd the expected value of jS +1 (1)j does not only depend on the zeroes of Z(u; K).
Thus, the observation that the bound on L 2 2 is, on average, by a factor of 2g too large appears to be a property of the absolute value of the character sum S +1 (1) = P deg(P )= +1 (P ). 
The factor 1=2g
The results in Table 1 seem to imply that the average value of jh ? E 2 j=L 2 2 is 1=2g or a value close to 1=2g. We discussed this phenomenon in Section 6. It is unclear whether it is a property of the roots of the zeta-function Z(u; K) in u = q ?s , more precisely of j P 2g i=1 ! i j, or a property of the character sums j P deg(P )= (P )j for 2 N.
Minimally better bounds
We remark here that some of the bounds in Section 4 can be minimally sharpened as mentioned at the corresponding places. We also could have used the Serre-bound or the asymptotic Drinfeld-Vladut bound to estimate P 2g i=1 ! i for 2 N (see Ser83, Sti93] ). For our algorithmic applications of the bounds it is completely su cient to use j P 2g i=1 ! i j 2gq =2 . The Serre-bound yields j P 2g i=1 ! i j gNe(2q =2 ), which gives a negligible improvement in our context. The Drinfeld-Vladut bound is only e ective for very large genus and we can not apply this bound, since we are mainly interested in hyperelliptic function elds of small genus.
Real or imaginary?
We have seen in Section 5 that any hyperelliptic function eld K can be represented as a real quadratic function eld. If one uses a baby step-giant step strategy to search for a multiple of the regulator, then one should de nitely use the arithmetic in real quadratic function elds. One obtains a considerable speed-up by making use of the comparable inexpensive baby steps and a convenient parameter choice. This is of particular interest if one has to deal with space restrictions. For a discussion of the optimal choice of the parameters, we refer to ST].
Generalizations
We extended the previous methods of Stein and Williams to any hyperelliptic function eld in a way that can be generalized to arbitrary algebraic function elds. Once we are given an equation as in (3.1), we can combine it with (2.5) to obtain an expression similar to (3.2). Of course, the exponents of (1 ? u) and (1 + u) in (3.2) have to be adjusted.
With slight modi cations we are then able to proceed as in Section 3 and 4.
Choice of the approximation
In Section 4, we presented two possible approximations E 1 ( ; D) and E 2 ( ; D) for the divisor class number h. The bound on jB 1 ( ; D)j and thus the bound on jh ? E 1 ( ; D)j is sharper than the bound on jB 2 ( ; D)j, if the genus of the hyperelliptic function eld is odd. But, numerical experiments showed that the second approximation is more accurate. This is at rst sight surprising. However, it follows from (4.2) and (4.4) that the second approximation contains more information about the hyperelliptic function eld than the rst one. Therefore, the result seems to be natural. Bach's method Bac95] of weighted average of truncated Euler products in the number eld case seems not to apply ad hoc in the function eld situation. This method was investigated by Jacobson, Lukes, and Williams JLW95], for the computation of class numbers and regulators of quadratic number elds and turned out to be a huge improvement over the truncated product method of Lenstra Len82]. Unfortunately, the method is based on the fact that the size of the prime numbers constitutes an ordering of them. Instead of computing all Euler product terms for primes between 0 and an upper bound Q, one computes the terms for primes between 0 and 2Q, where one multiplies the terms between Q and 2Q with a certain weight. In the function eld case, the monic prime polynomials are ordered with respect to their degree. An ordering of prime polynomials of equal degree seems to be di cult. For instance, let g = 3 and thus = 1. Then the analogue of Bach's method would imply to consider all monic prime polynomials of degree 1 and in addition the ones of degree 2. For the q(q ? 1)=2 monic prime polynomials P of degree 2, one then evaluates the character values (P ) and multiplies the Euler product terms of degree 2 with certain weights. But, this means that one has to perform at least q(q?1)=2 = O(q 2 ) operations. Since the complexity of the algorithm described in Section 5 for hyperelliptic function elds of genus 3 is only O(q) polynomial operations, the weighted average of truncated Euler products would worsen the complexity of the algorithm.
