Abstract-We consider the problem of tracking multiple agents moving amongst obstacles, using multiple cameras. Given an environment with obstacles, and many people moving through it, we construct a separate narrow field of view video for as many people as possible, by stitching together video segments from multiple cameras over time. We employ a novel approach to assign cameras to people as a function of time, with camera switches when needed. The problem is modeled as a bipartite graph and the solution corresponds to a maximum matching. As people move, the solution is efficiently updated by computing an augmenting path rather than by solving for a new matching. This reduces computation time by an order of magnitude. In addition, solving for the shortest augmenting path minimizes the number of camera switches at each update. When not all people can be covered by the available cameras, we cluster as many people as possible into small groups, then assign cameras to groups using a minimum cost matching algorithm. We test our method using numerous runs from different simulators.
I. INTRODUCTION
Surveillance systems are becoming common in modern facilities. The increasing need to provide safety has resulted in more demand for these systems. They typically consist of a network of cameras, monitored from a control room. The large number of cameras available and the rising cost of human resources make it prohibitively expensive to manually operate all of them. Recently, there has been a lot of interest in automating camera management in surveillance systems, to direct the operators' attention to "interesting" scenes.
A. Related Work
To cover large areas, cooperation schemes need to be developed amongst cameras. To maintain the visibility of as large an area as possible, several aspects of the problem have been addressed in the literature: 1) assigning camera locations; 2) controlling camera parameters, such as pan, tilt and zoom, and possibly position as well (for moving cameras) to track agents; and 3) switching tasks between cameras. In scenes of known layout, such as lecture rooms [1] , camera positions can be selected to focus on the lecturer and the audience, whose locations are known. In typical configurations, a wide-angle static camera is used to control the pan and tilt
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of an active camera that operates in high zoom mode. In surveillance applications, agents' activities are usually nonpredictable. Wren et al. [2] control the pan, tilt and zoom of fixed high capability cameras using a network of low-cost sensors that measure activity.
Goradia et al. [3] present solutions to the problems of optimally deploying cameras and switching between them. They use dynamic programming to optimize the switching of multiple fixed cameras, tracking a single moving agent. Fiore et al. [4] present a system that reorganizes camera placement with scene changes, while Zhao and Cheung [5] , in addition to other contributions, develop a method to determine both the optimal number and positions of cameras that achieve a desired level of visibility.
In the area of tracking agents across multiple cameras, Takemura and Miura [6] plan the panning and tilting of multiple fixed cameras to track as many moving agents as possible, in a room without obstacles. They use a motion model to predict people's future states. Collins et al. [7] associate cost functions with cameras to track a single moving object across multiple fixed cameras in an outdoor scene. Switching of cameras can occur to "hand-off" to another camera when an agent has moved to within its field of regard. It may occur between a wide-angle view camera and a highly zoomed-in one, to provide a better view of an agent. When gaps exist between cameras, Makris et al. [8] suggest a method to correspond the tracks of moving agents transiting through the "blind" regions of the camera network. An indoors surveillance system with multiple nonoverlapping field-of-view cameras is presented in [9] . In this work, Porikli and Divakaran match objects between cameras to generate a key-frame-based video summary for each object during its presence within the system.
Another way to cover a large area with surveillance cameras is to use mobile cameras. Bandyopadhyay et al. [10] present a strategy to track a single target, moving amongst obstacles, using a single moving camera fixed on a robot. Tang andÖzgüner [11] add several restrictions to that problem such as a limited number of robots with restricted fields of view, versus a larger number of moving targets. In this case, the problem becomes that of minimizing the average duration each target is not observed.
The problem of optimal sensor layout for visibility is classically known as the art gallery problem [12] . There are also a number of related problems that have drawn a lot of attention. For example, recently, Kloder et al. [13] solve the problem of minimizing the probability of undetected intrusion, in environments with obstacles. Kolling and Carpin [14] present an algorithm to find the minimum number of robots needed to detect possible intrusions, in indoor environments with many rooms connected by multiple doors. When the intruding targets are "clever", the problem becomes that of the pursuit-evasion game. Some passive results are to determine bounds on the numbers of targets hiding behind obstacles, based on observations by moving cameras [15] . The harder active problem is to calculate a pursuer path that keeps the evader in sight [16] . Interestingly, the inverse problem has also been attempted. Marinakis et al. [17] infer the relative positions of a set of sensors by observing the motions of objects between their non-overlapping fields of view.
B. Contributions
We consider an environment with multiple fixed cameras and multiple agents moving amongst fixed obstacles. We assume that people can be tracked using, for example, a wide field of view camera fixed to the ceiling. The cameras are controlled to acquire high resolution video of individual people or small groups. We assume that the cameras can pan and tilt fast enough so that latencies due to camera movement can be ignored. This is a fairly reasonable assumption with state-of-the-art pan speeds reaching up to 300
• per second [18] . The problem is thus to assign cameras to people (or small groups) and select where to point each camera to produce the individual videos. Using our knowledge of people's positions, we employ bipartite matching to assign cameras to people over time to create a zoomed-in video, with as few camera switches as possible.
The contributions of the research presented in this paper are as follows: 1) We assign a "surveillance monitor" per subject (or small group), versus a monitor per camera. We solve the camera assignment problem in scenes with multiple subjects and multiple cameras with overlapping fields of regard. 2) We combine results from computer vision, computational geometry and algorithms to compute a continuously updated camera assignment that maximizes the total time subjects are imaged. It is not always possible to assign a camera to every individual person; for example, there can be more people than cameras in the surveyed scene. Even if this is not the case, people might cluster in the field of regard of a single camera. We resolve this issue by controlling the focal length of the camera to capture a group of neighboring people with a single camera, while still having a close-up view of each person in the group. This is implemented by grouping people, then assigning cameras to groups using weighted bipartite matching. We show in our results the effect of this approach on the number of covered people.
The rest of the paper proceeds as follows: Section II defines the problem in more detail. Our approach to solving the problem is detailed in the ensuing three sections. Section III presents our modeling of the one person per camera problem as a bipartite graph matching algorithm, and section IV discusses the approach for the many people per camera situation. Section V tests and evaluates the method with multiple runs using two different simulators. Finally, we conclude in section VI.
II. PROBLEM DEFINITION
The first problem we solve is the following. A surveillance camera network with n c cameras is set up in an environment containing obstacles. A group of n p people walk freely in the room. Our goal is to construct a video for each person, generally using multiple cameras over time, that captures each person for as long as possible during their presence in the environment. This results in one (multi-camera) video per person rather than one video per camera being displayed to security operators, or further analyzed using computer vision methods.
The cameras are fixed but can pan, tilt and zoom (PTZ cameras). We call the volume of the environment that a camera can capture, for a specific PTZ setting, the field of view (FOV) of that camera. We define the field of regard (FOR) of a camera as the union of its FOV's for all possible PTZ settings reachable in negligible time. We assume that cameras have a large field of regard, but that a small field of view is generally required to image a person at the required spatial resolution.
When there are fewer cameras than people, the objective becomes covering as many people as possible. We accomplish this by assigning a camera simultaneously to several people, with the constraint of having a zoomed-in video that shows the covered people with high resolution.
Each camera is represented by its visibility polygon, the portion of the floor of the environment that lies inside its FOR. This enables us to solve the camera assignment problem in the two-dimensional space as shown in figure  1 . By the earlier definition of a FOR, any person inside a specific camera's visibility polygon is viewable by that camera in a negligible time, using pan, tilt and zoom operations. The visibility computation algorithm we employ works for convex polygonal obstacles on the ground plane. Any nonconvex obstacle is thus first decomposed into convex parts.
III. BIPARTITE MATCHING

A. Graph Modeling
We first compute the visibility polygons of cameras using a simple angular plane sweep algorithm, as the one presented by O'Rourke in [12] . We assume the locations of people (x i (t), y i (t)), 1 ≤ i ≤ n p are found, for example, using a wide field of view camera fixed to the ceiling. At each time instant t, we use the point-in-polygon test to determine the visibility polygons in which each person is located; in other words, the cameras that can view each person. This process is linear in the number of edges of all polygons. It is shown in [12] that the number of edges of a visibility polygon is linearly proportional to the number of edges of obstacles (polygon holes), i.e. O(n). This means that the process of determining the cameras that can view a person at any instant can be conducted in O(n · n c ) time. This process is done online, hence must be performed efficiently. When the number of people n p and the number of cameras n c are small, this can be computed in O(n · n c · n p ) for all people, at each time instant. As n p grows, a more efficient approach is to divide the plane into cells that directly index visibility polygons, and build a two-dimensional data structure that efficiently assigns people to cells. An offline preprocessing stage will determine which cameras can view each cell.
We also suggest a 2D model for the occlusion of people by one another with respect to each camera. To compute the occlusion, we sort the subjects within each visibility polygon w.r.t. the angles they make with their respective cameras. Then, for each subject, we find its neighbors that are located farther from the camera, and mark them as occluded. Given a camera, a subject S 1 occludes a subject S 2 if S 1 is closer to that camera than S 2 , and S 2 falls within the "shade" of S 1 . The shade angle of a subject i is computed using the equation:
as shown in figure 2 .
Finally, we model the camera assignment problem as matching in a bipartite graph G = ((V, U ), E) as shown in figure 3 . The vertices V represent the people and U the set of cameras. An edge e ij ∈ E, between v i and u j , exists if camera c j can view person p i , that is p i falls inside the visibility polygon of c j and is not occluded by another person. The problem is to match as many vertices as possible from V (people) to vertices in U (cameras), with the constraint that each camera is matched to at most one person. This is the classical bipartite matching problem [19] .
B. Initial Matching
Once the bipartite graph is constructed, we compute an initial matching. Figure 3 shows an example of a perfect matching, where all vertices are matched. This is not always possible, and hence, we seek a maximum cardinality matching, in which we try to match as many vertices as possible. Specifically, we are interested in matching as many vertices of V (people) as possible. This proceeds by visiting each unmatched v-node, then using a modified breadth-first-search (BFS) algorithm to reach the closest unmatched u-node, and finally matching both. The BFS algorithm is modified so as to restrict visited edges to be sequences alternating between matched and non-matched edges. These sequences are known as alternating paths. When no more alternating paths can be found in the graph G, a maximum matching is found. It is proved (see [20] for example) that a standard matching algorithm (Edmonds' [19] ) correctly solves the matching problem for a bipartite graph in O(min(|V |, |U |) · |E|). In practice, n c ≤ n p , so the initial matching complexity is O(n 2 c · n p ).
C. Matching Update
As people move through the room, their positions within the fields of regard of cameras are updated. In the event that a person enters a visibility polygon, exits it, becomes occluded or becomes visible, the change results in updating the bipartite graph accordingly, and possibly recomputing the matching. There are four cases here, depending on the type of graph update that has occurred:
• If no edges included in the matching, called matched edges, are removed, nothing has to be done.
• If one or more matched edges are removed, we attempt to augment the matching.
• If one or more edges are added to an incomplete matching, we attempt to augment it.
• If one or more edges are added to a complete matching, nothing has to be done. The matching algorithm is incremental by nature. The cost of each stage is O(|E|) O(n p · n c ). This property reduces significantly the running time of subsequent matching computations, since practically, very few people change visibility regions at any time, as will be shown in the results section. Depending on the type of graph update that occurs, the search for an alternative matching proceeds as follows:
1) Determine a non-matched vertex v ∈ V (person).
2) Span a tree rooted at v using modified BFS.
3) If non-matched leaf nodes in U (cameras) are reached, choose the closest one (u) to the tree root. The alternating path from v to u, forms the new augmented matching. 4) If no leaf nodes exist which are non-matched vertices in U , we conclude that v cannot be matched. At each time, we only need to run this procedure for unmatched vertices. This represents an order of magnitude time savings over solving the matching problem for the entire graph at each update. In addition, matching the tree root to the shallowest non-matched leaf guarantees that we obtain the minimum number of re-assignments at each step. Figure  4 illustrates the two matching update cases that involve edge removal, and figure 5 shows how an incomplete matching is augmented when an edge is added.
IV. MINIMUM COST BIPARTITE MATCHING
The previously described approach works efficiently when the number of people n p and the number of cameras n c are comparable. However, a non-uniform distribution of people over cameras can result in many people being uncovered while several cameras are unassigned. This can also happen when n p n c . In the following, we update our algorithm to deal with these cases.
A. People Grouping and Graph Modeling
The first step is to cover as many people as possible with a small number of groups, where each group is represented by a disk on the ground plane that covers the group. We constrain the groups (i.e. disks) to be of a small fixed size, since covering a large group would generally require a significant zoom-out, which would result in a video of low resolution. Such clustering problems are known to be NPhard, see, for example, [21] . Several variants of the problem we address have been previously studied. In particular, Gonzalez [22] and Agarwal [21] suggest an O(n √ k )-algorithm for the very similar problem of covering n points with fixed size squares, where k is the number of required clusters. This is impractical in most situations, such as ours. The authors also develop an approximate (not optimal) algorithm, that runs in O(n log k).
We employ a greedy approximate algorithm, that starts with the group (disk) that covers the maximum number of people, then the group with the next highest cardinality, and so on. This is done as follows (see figure 6 ): 1) Center a disk over each person. This represents the locus of centers of disks (groups) that can cover that person.
2) The plane is discretized using a grid, with its cells' values incremented by one for each disk that overlaps them. 3) Considering the disks in arbitrary order, if the next disk overlaps a previous one, the cardinalities of the grid cells forming the intersection region are incremented and the cells are inserted into a priority queue. 4) Dequeue a grid cell; it has maximum cardinality, say K. 5) Delete the K nearest subjects, assign them to a group, then undo the effects of steps 1) and 2). 6) Repeat 4) and 5) until only the grid cells with cardinalities 1 remain.
With n p people and k clusters, this method requires O(n p ) insertions in the priority queue, hence a complexity of O(n p log k). Once the clusters are formed, we model the problem as previously using a bipartite graph G = ((V, U ), E), with V here representing groups of people A i (possibly consisting of a single person) and U still representing the set of cameras. An edge e ij ∈ E, between v i and u j , exists if camera c j can view the group A i . A special case exists when a group falls on the edge of a camera's visibility region or when some of its people are occluded by others. In that case, no single camera can view all the people of that group, which defeats the purpose that grouping was originally developed for. We identify when this happens, then, using a variant of the grouping algorithm, the formed groups are split, into the largest subgroup that can be viewed entirely by a single camera, then the next largest, and so on. Our experiments show that slight improvements in the coverage rate of the algorithm is only achieved when the number of subjects is close to the number of cameras. For the rest of this paper, we do not use the splitting variant of the grouping algorithm.
B. Edge Weight Function
In order to view as many people as possible, priority is given to larger groups. This is achieved by adding weights to the graph edges. The weighted bipartite matching problem is that of finding a matching of G with the largest possible sum of edge weights [20] , or the minimum sum of costs. The problem was initially solved by Kuhn [23] in O((|V |+|U |) 3 ) time. Recently, an approximate algorithm that is an order of magnitude faster has been suggested by Schwartz for edge weights that satisfy certain properties [24] .
To favor larger groups, we choose a cost function that assigns lower costs to edges associated with larger groups and find a match with minimal cost. A typical edge cost function is: c ij = W MAX − w ij , where w ij is the number of people in group i visible to camera j and W MAX is larger than any w ij . We implement a variant of Kuhn's algorithm that is proven to find the optimal solution. The algorithm proceeds by creating an auxiliary non-weighted graph which contains the minimum cost edges incident on each node. Then, a maximum cardinality (non-weighted) matching, similar to figure 3, is computed. If it is not complete, the next unused minimum cost edge is added and an augmented matching, similar to figure 5, is constructed. The process is repeated until all vertices of V (people) have been matched, or no more edges remain. This method works only with complete graphs that have |V | = |U |. This is achieved by completing the missing edges with ones with costs W MAX , so they are not chosen during the optimization.
The use of a cost function that favors large groups of people results in small groups and individual people to be unmatched to any camera for extended periods of time. To balance the amounts of time each subject is covered, we add a time penalty to the edge cost function. The updated cost function is:
where, for each person, a variable T i accumulates the amount of time that person has not been assigned to any camera. For groups, we find the minimum positive T i of its members. Our experiments have shown that using the maximum T i in groups increases camera switches which produces a nonsmooth video. At given time thresholds, the cost of an edge changes due to the time penalty, and the cameras are forced to switch. As a camera assignment changes, the variables T i also change, which might reverse a previous assignment immediately, causing an infinite oscillation of cameras between two subjects. The function f (·) in equation (1) above is just used to prevent this from occurring, keeping the camera switches smooth. Similarly, other factors can also be included into the cost function, such as the orientation of a person w.r.t. camera, where a person facing a camera will have preference (lower cost) over a person facing away from it.
C. Matching Update
The changes occurring in groups, as people move through the environment, are more involved than in the one-to-one case presented earlier. We present below how these changes affect the graph topology, and how we efficiently update the solution.
1) Change in weights only, same graph topology: If a matching edge cost increases or a non-matching edge cost decreases, augmenting the solution is attempted. First, the match of the incident node is removed. Then, a tree rooted at this node is spanned using the modified BFS as previously. The branches of this tree are the potential alternating pathes. Along each path, the cost of an undone matching edge is subtracted, while the cost of a newly added matching edge is added. If a negative path is found, it means that we can find a smaller cost matching. The smallest cost branch is then used to augment the solution. If no negative paths are found, no better solution can be obtained.
If a matching edge cost decreases, nothing needs to be done. The intuition here is that the cost was already minimal using that edge. Now, it's even less. Similarly, if a nonmatching edge cost increases, no new solution needs to be searched for. The current minimum cost solution did not use that edge and so obviously a new solution won't, when its cost has increased.
2) Change in graph topology: If an edge is added, this is equivalent to a cost decrease (from ∞ to c) of a nonmatching edge. If an edge is removed, this is equivalent to an edge cost increase (from c to ∞): if it were a non-matching edge nothing has to be done, while if it were matching, an augmented solution is constructed. Finally, adding/removing a node to/from the graph (e.g., group split/merge) amounts to adding/removing at most n c edges.
3) Time requirements: Since the solution is augmented here also using a modified BFS, the time complexity of each update is similarly O(|E|) O(n p · n c ). When we have many more people than cameras (n p n c ), n c can be considered a constant, and the update process is linear in the number of people n p . By adding up the complexities of all the components of our algorithm, we can see that the bottleneck is in grouping people O(n p log k). This represents the overall asymptotic complexity of the algorithm, if grouping is required. If not required, the overall complexity is linear in n p .
V. IMPLEMENTATION AND RESULTS
To evaluate our method under different conditions, we constructed a simulator and, in addition, used the simulator developed by van den Berg et al. [25] . In our simulator, Fig. 7 . Two example setups used in testing our method. Left: inside a bank, generated using our simulator (overlapping field-of-regard cameras); Right: a grid of obstacles, generated using van den Berg's simulator. The linear segments are people's trajectories.
obstacles' locations and people's trajectories and velocities are manually traced. This enables more realistic agents' trajectories. We have simulated two indoor surveillance scenarios: overlapping and non-overlapping fields-of-regard cameras. The scenarios correspond, loosely, to an idealized bank and an office interior, respectively, with about 25 people surveyed by up to 8 cameras. On the other hand, van den Berg's simulator easily generates larger numbers of trajectories. Using it, we generated up to 60 people with 40 surveillance cameras, moving among several setups of obstacles. This results in graphs with over 2000 edges. An example setup from each simulator is shown in figure 7 .
Under each of the tested scenarios, we perform multiple runs, varying the number of cameras and people. For each subject, we compute its coverage, i.e. the fraction of frames that it was assigned to a camera during its presence in the scene. Then, we compute the mean and variance of the coverage, weighted by the subject's trajectory length. Figure 8 shows the mean of the coverage for the two setups of figure 7 , under different grouping strategies, as the number of people and cameras vary. Group diameters are measured in units of people's average sizes. In the bank environment (top), increasing the group size has a significant effect on coverage. The large amount of open space enables this to happen. However, in the obstacles grid environment (bottom), coverage increases with group size at a slower rate, because the narrow "hallways" that exist between obstacles do not allow the formation of large groups.
Adding a time penalty to the edge cost function, as mentioned in equation (1), distributes the coverage more evenly amongst the people who haven't been tracked in a while. We have experimented with different group sizes, in multiple environments and with different problem sizes (number of people, cameras). As expected, adding the time penalty to the cost function reduces the standard deviation of the coverage, due to a more even distribution. The standard deviation is further reduced when there is a much greater number of people than cameras. This is because in these situations, and in the absence of a time penalty, the cameras tend to remain assigned to the same subset of people to reduce camera switches, rather than rotating to different people. Sample results for the two example setups are shown in figure 9 . We implemented the algorithms in C, on a Pentium D 2.8GHz processor with 1GB of memory. Computing the bipartite matching for multiple graph sizes is done in real time, the timings of which are shown in figure 10 . These are much lower than the asymptotic bounds developed in sections III and IV. It shows that in practice, people stay for some time before changing visibility regions, which reduces the number of graph/matching updates. 
VI. CONCLUSION
We have presented a novel approach to the problem of assigning multiple people moving amongst obstacles to multiple cameras, using the bipartite matching algorithm. We show how our method benefits from the incremental nature of the algorithm to update the matching of cameras to people online in linear time. When the number of cameras is comparable to the number of people in the surveyed scene, we have applied our method to construct individual zoomedin videos for each person, as shown in figure 11 . When we have many more people than cameras, we cluster people and attempt to cover as many as possible, without compromising their close-up view. Simulation results enable us to validate our method.
