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Abstract: A new approach for semi-infinite programming problems is presented, which belongs to the class of 
successive quadratic programming (SQP) methods with trust region technique. The proposed algorithm employs the 
exact L, penalty function as a criterion function and incorporates an appropriate scheme for estimating active 
constraints. It is proved that the algorithm is globally convergent under some assumptions. Numerical experiments 
show that the algorithm is very promising in practice. 
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1. Introduction 
Many algorithms have been proposed for nonlinear semi-infinite programming problems, 
which often arise in computer-aided design (CAD) [12]. Some of them [7,11] are based on the 
discretization of the original problem. Though such methods are numerically robust, they usually 
yield only approximate solutions of the problem. In order to obtain more accurate solutions, 
Hettich and Honstede [lo] present an iterative method which attempts to find a solution 
satisfying optimality conditions of the original problem. However, this method is only locally 
convergent and is very restrictive for practical use. To bypass this inconvenience, Gustafson [8] 
proposes a three phase algorithm incorporating a discretization technique with Newton’s method 
for solving the nonlinear system derived from the optimality conditions. Polak and Tits [13] also 
present a method which is based on a similar idea. Recently, Coope and Watson [3] have 
proposed a successive quadratic programming (SQP) method that utilizes an exact L, penalty 
function in order to obtain global convergence (see also Watson [15,16,17] and Conn and Gould 
[2]). For semi-infinite programming problems, however, the L, penalty function as formulated in 
[3,15,16,17] is usually continuous only in a neighborhood of the optimal solution, and may fail to 
be continuous in the whole region (see Example 1). 
In this paper we propose a new SQP method which may be regarded as an extension of the 
one presented in [14]. The proposed method belongs to a class of trust region methods [5] and 
utilizes an exact L, penalty function. The L, penalty function is more suitable to semi-infinite 
programming problems than the L, penalty function, since the former does not suffer form 
discontinuity of the functional value. Further it may be shown, under some assumptions, that the 
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sequence generated by the method using an arbitrary starting point has an accumulation point 
which satisfies the first order optimality condition for the problem. This global convergence 
result is quite desirable compared with those of [3,15,16,17]. In fact, the latter impose a very 
restrictive assumption that the generated sequence be contained in the region of continuity of the 
exact L, penalty function. 
In Section 2, we introduce the L, penalty function and examine its properties for semi-in- 
finite programming problems. In Sections 3 and 4, we describe a conceptual algorithm and 
establish its global convergence property. In Section 5, a practical implementation of the 
algorithm is considered. In Section 6, numerical results are given to show the effectiveness of the 
proposed method. 
2. Exact L, penalty function 
Consider the nonlinear semi-infinite programming problem 
minimize f(x) 
subject to g(x, y) < 0, y E Y, 
where Y c IF8 m is a compact set, and f: R n + R and g: R ’ X Y + II2 are C2 functions. 
Given x E lR “, we define 
h(x) = max{ gk Y> I Y E Y> 
and 
E(x)= {YE Ylgk Y>’ 7) nJ%b)9 
where 17 > 0 is a prescribed constant and 
J%(X) = {YE YIY is a strict local maximizer of g( x, 0) on Y } . 
(2.1) 
(2.4 
(2.3) 
We assume that E(x) is expressed as 
E(x)= {~~(x)liEI(x)}, 
where I(x) is a subset of a finite index set I and each y’( .) is continuous on its open domain 
dom y’( .) c R”. Note that the cardinality of I(x) may vary depending on x. 
We define the L, penalty function by 
O(x) =f(x) + +(x)1 +, (2.4) 
where r > 0 is a penalty parameter and [a]’ 4 max{ . , O}. Note that 0(x) may also be written as 
O(x) =f(x) + y iF1z, Picx)l+~ (2.5) 
where hi(x) is defined by 
hi(x) = g(x, YiCx>) (2.6) 
Theorem 1. Let x* be a strict local minimum of (2.1). Suppose that there exists a neighborhood of 
x*, in which I(x) is constant. Suppose also that there exists a vector w such that 
Vhi(x*)Tw < 0 for all i E I,(x*), 
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where 10(x*) = {i E 1(x*) 1 h,(x*) = O}. Then there exists F> 0 such that x* is a local minimum 
of 8(x) for all r > 7. 
Proof. Under the hypothesis, (2.1) is equivalent to the standard nonlinear programming problem 
minimize f(x), 
subject to hi(x) < 0, i E 1(x*), 
in the neighborhood of x *. The theorem then follows from [9, Theorem 4.41. q 
Notethatif YisgivenasY={y]~~(y)<O, j=l,...,r} andy,*, i=l,...,k areelementsof 
E,( x * ), then there exists a neighborhood of x * satisfying the hypothesis of the theorem 
provided that the second-order sufficient conditions, strict complementarity and linear indepen- 
dence of active constraint gradients hold at each yZ*, for maximization problems on the right 
hand side of (2.2) (cf. [4, Theorem 61). 
Theorem 1 suggests that problem (2.1) may be replaced by the unconstrained problem 
minimize e(x) (2.7) 
As mentioned in Section 1, the L, penalty function defined by (2.4) enjoys a desirable property 
of continuity, unlike the L, penalty function considered in [3,15,16,17]. This is illustrated by the 
following: 
Example 1. 
minimize (x - l)*, 
subject to 4x - sinY - 
x2+ 1 
1 GO, yG [o, 2n]. 
If 17 = 2 is chosen in (2.3), we see that the set E(x) consists of two y”s such that 
y’(x) = 0 forx> -$, 
Y’(X) = 
i 
27r forfi>x>+&?, 
$T(x’+ 1) forfi/3>x> -+. 
Note that dom y1 = ( - $, co) and dom y * = ( - :, 0). In particular, when x G - i, the 
function g(x, .) h as no maximum y such that g(x, y) > -n and hence E(x) is empty. 
Therefore, h, (i = 1, 2) and h can be expressed as 
h,(x)=4x-1 forx> -i, 1 4x-sin- 2ll - h2(X) = x2 + 1 1 forfi>x>+fi, 
4x for +fi>x> -3, 
and 
i 4x - 1 for x2 1, 
h(x) = 4x - sin 
2n 
p-1 forl>x>+fi, 
x2+1 
4x for +fi > x. 
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Then, it can be seen that this problem has the optimal solution x * = 0, together with E(x*) = 
{ 57~) and the corresponding Lagrange multiplier A* = :. It is also noted that, since the function 
h2( x) is positive for 0 < x < fi and is undefined for x >, 6, the ordinary L, penalty function is 
discontinuous at x = 6, while the L, penalty function defined by (2.4) (or (2.5)) preserves 
continuity for all x. 
3. Description of the algorithm 
3.1. Evaluation of the derivatives 
In order to construct a SQP algorithm, it may be necessary to evaluate the first and second 
derivatives of the functions hi, i E I(x), defined by (2.6). 
In the remainder of the paper, we suppose that the set Y is an m-dimensional rectangle of the 
form Y = { y E Iw” / aj <yj < b,}, where aj and bj are given constants. 
First, for each x and y’(x), we partition the index set { 1,. . . , m} = J,(x, y’) U J,(x, y’), where 
Ji(x9Y’) = ( j I ag(x, Yi)/aYj + O] 
and 
J*(x, vi> = (Jl%(X, Y’)/aYj=q. 
In the following, we shall denote J1 and J2 in place of J,(x, y’) and J2(x, y’), respectively, for 
the sake of notational simplicity. The dependence on x and y’ should be clear from the context. 
In accordance with this partition, the vectors y’ may be written as y’ = (yf yjj’. We also 
partition the matrices vjygi and v$gi as 
G’ g v;ygi = 
G;, Gi2 
i 1 Gi 21 G2 (3.1) 
and 
A’ A v&gi = [Ai AkIT, (3.2) 
respectively. Note that the first derivative of hi(x) is given as 
Vhi(x) = Vxg(x, y’), 
(cf. [15]). If the matrix Gi2 is negative definite, the second derivative of hi(x) may be given as 
v2hi(x) = &(x, y’) Y~;(G;~)-~A;~, (3.3) 
(cf. [15]). 
Recall that gi and hi are defined on the open domain dom yi( .) (cf. Section 2). In the sequel, 
we make the following assumption. 
Assumption 1. G&l is uniformly negative definite on dom yi( .), and the function y’(x) is 
Lipschitz continuous on its domain for all i, i.e., there exists a constant L > 0 such that 
]I y’(x) - y’(x’) )] < L 11 x - x’ 11 for all x, x’ E dom yi( e). (3.4) 
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3.2, Quadratic models 
It may seem reasonable that the quadratic approximation of 0(x) at xk is given by 
B(xk + d) = Q”(d) + r ill [ bw Y’(XkN + VxdXk7 Yibk))Td] +3 max 
where 
Q”(d) =f(xk) + vf(xk)Td+ +dTHkd, (3.5) 
and H“ is a suitable symmetric matrix. This is certainly true, in particular when I(x) is invariant 
for any x. In general, however, I(x) remains constant only in a subset of R”. In such cases, as xk 
approaches a point where I(x) changes, it becomes very likely that, for sufficiently small d, the 
function g( xk + d, 0) has a maximizer, which did not exist at xk and could not be foreseen 
there. Therefore, the above expression may not be appropriate as the second order approxima- 
tion of 0(x). This observation suggests that we must take into account information obtained by 
maximizing g(x, 0) for some points x near xk. 
Now we assume that, for any d, each element of I(xk + d) can be identified with some 
element of l(xk), provided it exists. This assumption is rather conceptual and it may be difficult 
to hold in practice. In Section 5, we shall consider a practical method to identify elements of the 
two index sets. 
Given xk and a positive number Ak, we may then construct an appropriate approximation of 
8 by the following procedure. 
Procedure 1 
Step 1. Set S = 0. 
Step 2. Find d” that minimizes the function 
g(XkT Y’(X”>> + &g(XkT yi(xk))Td] +, 
YE? [ g(xk, yj(xk + 2-q) + vxg(xk, Yi(Xk + JjNTd] +) (3.6) 
over the region 11 d IIs 6 Ak, where Q“(d) is defined by (3.5). 
Step 3. Determine E( xk + d) and I( xk + d). 
Step4.LetT=I(xk+&(1(xk)US).If T#,!Zf,setd”‘=d”forallj~TandsetS=SUTand 
go to Step 2. Otherwise, set dk = d”, Sk = S and exit. 
Note that the number of iterations within this procedure is uniformly bounded since I(x) is 
finite. 
In this procedure, the behavior of the function 8 is examined only within a neighborhood of 
Xk, which is specified by Ak. The parameter Ak is called the radius of a trust region and also plays 
a crucial role in the algorithm presented below. On exit, the above procedure gives index set Sk 
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as well as vector dk which minimizes subject to I] d 11 a, < Ak the following quadratic approxima- 
tion of 8: 
Ok(d) = Q”(d) + r ma~{~zz, [ hk, f(xk)) + vxg(xk, Y(xk))Td] +, 
mas; [ g(xk, yj(xk + d”‘)) + vxg(xk, yi(xk + $))Td] +). 
Note that this minimization problem is equivalent to the following quadratic program: 
minimize Vf(xk)Td + :dTHkd + r.$, 
subject to g(xk, y’(x”)) + VXg(xk, yi(xk))Td< E, i E I(Xk), 
g(xk, ~J(x”+d”‘)) + vXg(xk, yi(xk,+Jj))Td<5, jESk, 
(3.7) 
IIdII,Ok, Eao, 
where 5 is an artificial variable. 
3.3 Trust region method 
On the kth iteration of the proposed SQP algorithm, for given xk and Ak, the vector dk is 
produced by Procedure 1. An important feature of the algorithm is that the radius Ak of the trust 
region is controlled adaptively in the course of iterations. The adjustment of Ak is based on the 
ratio 
Aek 
Pk=*= 
e(xk) - 8(Xk + dk) 
O”(0) - Ok(dk) 
(3.8) 
where ABk and AOk are, respectively, the actual reduction and the predicted reduction in the 
objective value of (2.7). If pk is sufficiently large, the radius of the trust region is increased in the 
next iteration, while it is decreased if pk is too small. (For details, see [5].) Note that, since dk is 
a solution of the problem 
minimize Ok(d), 
subject to (I d Iloo G Ak, (3.9) 
and since e(xk) = ok(O), the denominator AOk of (3.8) is always nonnegative. 
We now state the algorithm as follows. 
Algorithm 1 
Data: r > 0, q > 0, 0 < PI < p2 < 1, 0 < y1 < 1 < Y2. 
Step 0. Choose x0 and A0 > 0. Set k = 0. 
Step I. Obtain dk, the solution of (3.9) by Procedure 1. 
Step 2. Calculate pk by (3.8). 
If pk< 0, set xk+i =xk and Ak+’ =ylAk; 
if 0 < pk < pL1, set xk+i = xk + dk and Ak+’ = yiAk; 
if pi < pk < pLz, set xk+’ = xk + dk and Ak” = Ak; 
if ,u2 < pk, set xk+’ = xk + dk and Ak+’ = y2Ak. 
Step_?. Set k=k+landgotoStepl. 
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4. Convergence theorem 
In this section, we establish a convergence theorem for Algoritm 1 under the following 
assumptions: 
Assumption 2. (a) { xk } and { Hk } are bounded. 
(b) For any convergent subsequence of { x”}, the following equalities hold for all k large 
enough and all 7 > 0 small enough: 
Sk u I(Xk) = I(Xk + rs), (4.1) 
where s E R n is an arbitrary vector such that ]I s I] = 1 and Sk is the index set generated by 
Procedure 1. 
(c) In case that inf Ak > 0, max{ ]] d”j ]I I j E Sk } tends to zero as k + 00. 
Theorem 2. Let X* be an arbitrary accumulation point of the sequence { xk } generated by 
Algorithm 1. Then, under Assumptions 1 and 2, xM satisfies the first order optimality conditions for 
problem (2.7), i.e., 
B’(xrn; s)>,O foralZsER”, 
where 8’( x*; s) is the one-sided directional derivative of 6’ at xm with respect to the direction s. 
Proof. First note that 13’ exists, since the function g is C2 [l]. As in the proof of Theorem 145.1 
in [5], we need to consider two cases, i.e., (i) pk < pl, Ak+’ + 0 and (ii) pk 2 pL1 and inf Ak > 0. 
In case (i), let { T”} be a positive sequence converging to zero and s be any descent direction of 
8 at xW such that (Is I] = 1 and B’(x”;s) < 0. If xk + 7ks E dom y’, i E I(xk), then it follows 
from the Lipschitz condition (3.4) that 
]I yi(xk + TkS) - y’(xk) I] = O(Tk), 
and hence 
g(xk+ ?s, yZ(xk + 7%)) = g(xk, y’(xk)) + TkVXxg(Xk, yi(xk))Ts + o(r”). 
Also, if xk + rks E dom yj, j E Sk, then 
I] yJ(xk + 21) - yj(xk + rks) I] = O(max{ rk, A”}) 
so that 
g(xk + TkS, yj(xk + TkS)) 
= g(xk, yj(xk + r”s)) + rkvXg(Xk, yj(xk + rks))Ts + o(7”) 
= g(xk, yj(xk + d”‘)) + #vxg(xk, y’(xk + d”‘))Ts 
+I1 VYdXk, yj(x“ + al)) Il O(max{ Tk, A”}) + o( 7”) 
=g(xk, yj(xk + Jj)) + TkvXg(xk, yj(xk + J1))Ts + O(Ak max{ Tk,Ak}) + o(~~), 
since v_g(xk + d”‘, yj(x” + d”‘)) = 0 and ]I d”j ]I < Ak. Now, let k be sufficiently large so that the 
effect of n in (2.3) can be ignored, i.e., for all k large enough, 
I-JllF [g(xk+rks, Y)]+= iGI~u&s) [dXk + TkS7 Y’(Xk + Ta+- 
Then, because Assumption 2(b) implies that 
I(Xk + TkS) = I(Xk) u Sk 
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for all k sufficiently large, we have 
e(Xk+7kS)=f(Xk+7kS)+r 
= Q”( rks) + Y max (,$4_5j[g(x*+Ps, Yi(xk+7kS))l+~ 
my [ g(xk + @s,y’(xk + T”s))] +] 
= Q”( 7%) + r max ( :iy;j [ g(xk, _Yi(xk)) + TkVXg(xk3 yi(xk))Tsl +t 
. 
max [ g(xk + d”J,y’( 
jE.9 
xk + &))I +} 
+O(Akmax{ rk, A”}) + o(r”) 
= Ok(rks) + O(A”max{ rk, A”}) + o( r”). 
Since { rk } was arbitrary, we may choose rk = Ak in (4.2) to obtain 
8(Xk + Tk.Y) = Ok(rks) + O(rk), 
(4.4 
which enables us to obtain the desired result by applying the discussion of the proof of [5, 
Theorem 14.5.11. 
In case (ii), note that the sequence { dk} converges to zero. In fact, Assumption 2(c) ensures 
this property for the subsequence such that Sk # 8, while the proof of [5, Theorem 14.5.11 can be 
used to establish it for the subsequence such that Sk # 0. Thus, the step restriction constraint 
becomes inactive for all k large enough. Moreover, dk -+ 0 implies that the effect of tolerance 
parameter n used to define E(x) (cf. (2.3)) can be ignored for all k large enough, i.e., for 
7 E E,(xk) such that g(xk, 7) 6 11, 
g(xk, 3) + vxg(xk, J)=&, 
where 
$= iz;& [ g(xk, Y’(X”>> + VxdXk7 Y’bk))=dk] +. 
Therefore, dk together with tk and Lagrange multipliers (pk, pk) satisfy the Kuhn-Tucker 
conditions for the equivalent problem (3.7) with the step restriction constraint being ignored: 
( vf(xk) + Hkdk) + c /$\J,g(xk, y’(x”)) + c @Q+k, yj(xk + d”‘)) = 0, 
irZ(x") jESk 
&!bkT y'(xk)) + vXg(xk, y’(xk))=dk < 5, i E I(xk), 
g(xk, yj(xk + ~8)) + vXg(xk, yj(xk + d”‘))=dk 6 E, j E Sk, 
/Jr > 0, i E I(xk); +0, jESk; (4.3) 
d( gbk, y’b”)) + vxg(Xk, yl(xk))‘dk - <) = 0, i E I(xk), 
cL:( g(xk, yj(xk + 3)) + vxg(xk, #(xk+d71))Tdk-[)=0, jESk, 
5>0, P>O, p*E=O, y- c pf- c &-p=o. 
iEZ(x") jGS" 
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Now, under Assumption 2(b), it follows that for all k large enough 
Sk u l(Xk) = 1(x”) 
by setting xm - xk = 7s. Then it follows from (4.4), Assumption 2(c), and the continuity of 
on dom Yi( e), that { g(xk,Y’(xk)), 
xk-+xm, {x”} d 
i E I(xk) u Sk} tends to (g(x”,Y’(x”)), i E I(x”)} 
c om Yi( .) and {x”} =dom Y’(e), i E I( x”). And hence, conditions 
become the first-order optimality conditions for problem (2.7), as dk tends to zero. q 
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P-4) 
Y’C) 
since 
(4.3) 
Although Assumptions 2(b) and 2(c) may seem restrictive, it is expected that l(xk) = l(xW) 
and Sk = 0 usually hold for all k sufficiently large. In fact, this property was satisfied by all the 
examples solved in our numerical experiments, except for an ill-posed problem such that I( xw) 
consists of an infinite number of elements (see Section 6). Note that the first-order conditions in 
Theorem 2 are concerned with problem (2.7), rather then problem (2.1). As shown in Theorem 1, 
however, both problems are equivalent under suitable conditions. 
5. Implementation of Algorithm 1 
5.1. Determining index sets I( x k, 
The algorithm given in Section 3 is conceptual because Procedure 1 assumes that each 
maximum of g( x, .) can be completely traced as point x moves. Here, we consider how 
Procedure 1 can be practically executed. At an arbitrary iteration of Procedure 1, we are given 
point xk and vectors d”‘, j E S, as well as y’(xk), i E I(xk), and yJ(xk + d”J), j E S. Let J be a 
minimizer of (3.6). Then, in order to trace maxima of g(x, a), one has to check if an arbitrary 
local maximum of g(xk + d”, .) is associated with some element of I( xk) U S. This may be done 
in the following manner. 
For each i E I(xk), suppose that y’ moves to y’ + Ay’ as xk moves to xk + d: From the 
implicit function theorem, Ay’ can be approximately given by 
Similarly, for each j E S, yj moves to y’ + A y’, where A y’ is approximated by 
(5.1) 
In (5.1), GjZ and A; are obtained from v;yg(xk + Jj, y(xk + d”j)) and v&g(xk + d”‘, y(xk + 
Jj)), respectively (see (3.1) and (3.2)). Then, yi + Ay’ and yj + Ayj are compared with each 
element y of E(xk + d”>. Namely, if y is sufficiently close to y’ + Ay’ for some i E I(xk) or 
yj + A y j for some j E S, then y is identified with yi( xk + d”), i E I( xk), or y’( xk + d”), j E S, 
respectively. On the other hand, if y does not correspond to y’ + A yi for any i E I( x k, U S, we 
may regard y as a new element and add it to S. This process is repeated until there is no element 
which has to be added to S. 
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In the above procedure, we must evaluate the set E(x) at each trial point x. This may be 
accomplished first by discretizing Y with appropriate grid size to obtain approximate maximizers 
of g( x, . ) and then by applying a modified Newton’s method to calculate the elements of E(x) 
with high accuracy. 
5.2. Choosing matrices Hk 
The matrix Hk used in (3.7) is required only to be bounded in the convergence theorem 
(Theorem 2) which is different from ordinary SQP methods. However, in order to achieve fast 
convergence, the matrix Hk used in (3.7) should be chosen so as to maintain second order 
information of the functions involved. Therefore, it is quite natural that we let it approximate the 
Hessian of the Lagrangian 
‘(X> A> =f(x) + C ‘ih,(x), 
iEI(x) 
namely, 
Hk = v’f(x”) + c h$v2h,(Xk), 
iGl(2) 
where Lagrange multipliers Xk are obtained from the solution of (3.7) at the previous iteration. 
(Note that the same matrix Hk is used during executing Procedure 1 on the kth iteration. This 
property was essential in the proof of the convergence theorem given in the previous section.) 
5.3. Other remarks 
In section 3.1, we assume that G;* is uniformly negative definite in order to ensure the 
boundedness of v2h,(x) given by (3.3). This assumption will be satisfied if the second-order 
sufficient conditions and strict complementarity for the maximization problem at any maximizer 
yi( x) of g(x, .) hold for each x. However, since these conditions are somewhat restrictive, it is 
necessary in practice to use a modified matrix ?& in (3.3) and (5.1), where Gi2 is a uniformly 
negative definite matrix derived from G& by means of the modified Cholesky factorization [6]. 
Of course, when Gi2 is sufficiently negative definite at x, then it is not modified. 
6. Numerical results 
The algorithm was coded in FORTRAN 77, and run on a FACOM M-780 computer at the 
Data Processing Center, Kyoto University. We solved the same set of test problems as that 
solved by Coope and Watson [3]. Here we refer to those test problems as Problems 1-14, in the 
same manner as in [3]. In order to solve QP subproblems (3.7) and determine local maximizers of 
g( x, . ), we used subroutines LCQP and BCMNA, respectively, in the NPL Library developed by 
National Physical Laboratory, England. 
Throughout the computational experiments, the parameters in the algorithm were set to 
jJ, = 0.1, p2 = 0.5, yi = 0.25, y2=2.0 and 17=0.5. 
The penalty constant r was set equal to 10 for Problems 2, 4, 5, 7-10, and 14, to 1 for Problem 3, 
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to 100 for Problems 11, 12, and 13, and to 1000 for Problems 1 and 6. The initial radius of the 
trust region and the initial estimates of the Lagrange multipliers were selected to be A0 = 1 and 
Xy = 0.01 for all j, respectively. When determining index set Sk in Step 2 of the algorithm, we 
regarded y E E(xk + d”) as corresponding to y’ + A$, i E I(xk) U S, provided that the distance 
between those two points was smaller than +S, where 6 was the size of the equispaced grid used 
to evaluate local maximizers of g( xk, a) (see section 5.1). For this purpose, we used 11 
(equispaced) grid points for all problems with a one-dimensional parameter except Problem 4, 
while 21 points were used for Problem 4. We used 11 X 11 grid points for all problems with a 
two-dimensional parameter except Problem 8, while 41 X 41 grid points were used for Problem 8. 
For comparison purposes, we employed the same stopping criterion as that used in [3] and 
[16], i.e., 
IP'(xk; dk)l < 1.0 x 10-5, 
where P is the L, penalty function for the problem. We shall compare the algorithm with the 
Table 1 
Summary of results 
Problem Ite( W) Ite NFUN NDER NQP P’ CPU (set) 
19 12 18 -4.8 D-7 
5 
9 
10 
11 
12 
13 
14 
n=3 
n=6 
n=8 
n=3 
n=8 
n=lO 
n =12 
n =15 
n=6 
n =lO 
n=15 
16 17 
7 5 
14 9 
5 5 
25 8 
14 3 
5 4 
_ 2 
_ 2 
_ 3 
- 3 
8 16 
3 2 
19 11 
_ 12 
_ 10 
9 2 
3 2 
19 7 
4 3 
4 4 
_ 5 
11 
12 
15 
27 
14 
9 
6 
6 
7 
7 
19 
4 
41 
56 
57 
6 
3 
18 
5 
6 
8 
10 10 
10 11 
13 14 
22 26 
13 13 
7 8 
5 5 
5 5 
6 6 
6 6 
13 
3 
37 
49 
52 
5 
2 
18 
3 
40 
55 
56 
-2.7 D-8 
-5.5 D-8 
-2.7 D-7 
-7.7 D-6 
- 3.4 D 6 - 
-6.8 D-7 
1.2 D-6 
7.1 D-7 
-9.2 D-8 
-6.2 D-8 
-1.3 D-18 
0.0 
-1.1 D-7 
-3.4 D-6 
-3.8 D-6 
0.0 
8.1 D-7 
-1.6 D-14 
-3.0 D-12 
-2.1 D-15 
- 3.4 D 7 - 
0.025 
0.015 
0.019 
0.031 
0.104 
0.081 
0.014 
0.020 
0.025 
0.040 
0.062 
0.022 
0.005 
0.498 
0.946 
2.266 
0.045 
0.038 
0.297 
0.074 
0.096 
0.009 
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one proposed in [16], since the latter also solves an inequality constrained quadratic subproblem 
on each iteration as [16]. (Note that the data for the algorithm of [16] have been corrected in [3]. 
Hence the results stated in [3] should be used in the comparison.) 
First, we chose the starting points given in [3]. Table 1 summarizes the results, where NFUN is 
the number of times of the objective and the constraint functions are evaluated, NDER is the 
number of times the gradients of the objective and the constraint functions are evaluated, NQP is 
the number of QP subproblems solved, and P’ is the final value of the directional derivative of 
the penalty function P. In the table, the number of iterations required by the algorithm of 
Watson [16] is shown in the column headed by Ite(W). (Those data are taken from [3] and “-” 
shows that the results are not reported there.) Note that it is possible that a single iteration of our 
algorithm amounts to several iterations of Watson’s algorithm [16] in terms of the computational 
effort. In this sense, it may be more appropriate to compare Ite(W) with NQP of our algorithm. 
Nevertheless, it may be observed that the obtained results with our algorithm are comparable to 
those of [3]. 
Note that the crucial assumption about the finiteness of E( x*) does not hold for Problem 9. 
In the actual computations we were able to obtain a very accurate solution of this problem by 
identifying only five elements of E( x * ). For Problem 2, however, the proposed algorithm 
converged to a local minimum which is different from the solution given in [3]. (We also solved 
this problem using the starting point x0 = (O,O)= and obtained the same solution as [3].) 
In order to examine the robustness of the proposed algorithm, we executed more computa- 
tional experiments on Problems 4 and 8, which are considered to be particularly difficult among 
the test problems mentioned above. Table 2 summarizes the results for three starting points (a) 
Table 2 
Results for Problems 4 and 8. 
Problem Starting Ite NFUN NDER NQP P’ CPU (SW) 
point 
4 n=3 (4 5 15 13 14 - 2.7 D - 7 0.031 
@I 
(cl 
n=6 
I;; 
(cl 
n=8 
g; 
(cl 
8 n=6 (4 
@I 
n=lO I: 
(b) 
n=15 I: 
(b) 
(c) 
12 23 17 22 -9.6 D-6 0.036 
15 26 20 25 -3.3 D-6 0.047 
8 27 22 26 -7.‘7 D-6 0.104 
12 39 33 38 -2.5 D-6 0.142 
14 47 41 46 -9.5 D-6 0.169 
7 29 23 28 -7.7 D-6 0.181 
4 14 13 13 -6.4 D-6 0.073 
16 49 40 48 -2.0 D-6 0.279 
11 41 37 40 -1.1 D-7 0.498 
12 34 29 33 -1.7 D-8 0.386 
12 35 32 34 -2.8 D-6 0.400 
12 56 49 55 -3.4 D-6 0.946 
13 39 33 38 -3.9 D-7 0.665 
12 58 57 57 -5.8 D-7 1.087 
10 92 89 91 -3.6 D-6 3.854 
16 109 103 108 -1.6 D-6 4.707 
16 55 48 54 -5.3 D-6 2.445 
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x0 = (0,. . .) O)T (b) x0 = (10,. . . , 10)T, and (c) x0 = (100,. . . , 100)T, which are quite remote from 
the optimal solution. As shown in Table 2, convergence was obtained in each case, exhibiting a 
favorable convergence property of the algorithm. 
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