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Abstract—In this paper the issue of improving the performance
of iterative decoders based on sub-optimal calculation of the
messages exchanged during iterations (L-values) is addressed. It
is well known in the literature that a simple—yet very effective—
way to improve the performance of suboptimal iterative decoders
is based on applying a scaling factor to the L-values. In this paper,
starting with a theoretical model based on the so-called consis-
tency condition of a random variable, we propose a methodology
for correcting the L-values that relies only on the distribution
of the soft information exchanged in the iterative process. This
methodology gives a clear explanation of why the well-known
linear scaling factor provides a very good performance. Addition-
ally, the proposed methodology allows us to avoid the exhaustive
search required otherwise. Numerical simulations show that for
turbo codes the scaling factors found closely follow the optimum
values, which translates to a close-to-optimal BER performance.
Moreover, for LDPC codes, the proposed methodology produces
a better BER performance compared with the known method in
the literature.
Index Terms—BER, Belief Propagation, Extrinsic Information,
Turbo Codes, Iterative Decoding, L-values, LDPC codes.
I. INTRODUCTION
Iterative decoding is an important element of modern com-
munication systems due to the huge success of the so-called
turbo codes (TC) discovered in 1993 [1], and the low-density
parity check (LDPC) codes invented in 1962 [2] and rediscov-
ered in 1999 [3]. In a very short time, both codes entered the
commercial world and became part of the telecommunication
standards (e.g., UMTS for TCs, and S-DVB for LDPC codes).
In this paper we aim to improve the iterative decoding
algorithms based on sub-optimal calculation of the reliability
metrics (L-values) exchanged during the iterations. The sub-
optimality we consider is the result of the well-known max-
log simplification considered in practice for its implementation
simplicity. The improvement of the performance is sought
via appropriate scaling of the L-values. Although this is
a well known method, the search for the optimum scaling
factor is conventionally based on a brute-force search, which
requires extensive simulations. As opposed to this approach,
we propose a method that has a low computational complexity,
and provides a formal explanation about why a linear scaling
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factor works in practice. In this paper we show examples for
TCs and LDPC codes, however, our method can be applied to
any decoding algorithm, or to any other iterative process.
Both TCs and LDPC codes may be seen as instances
of codes defined on the Tanner graphs [4], and may be
decoded with a reasonably low complexity via message pass-
ing algorithms. Nodes of the graph generate messages that
are propagated along edges to the directly connected nodes.
Each message has a meaning of probability, and in the case
of binary codes, messages are expressed in the logarithmic
domain under the form of logarithmic likelihood ratios (L-
values). Since the graphs contain cycles, an iterative process
is generated. In TCs, the L-values are calculated for the set
of nodes corresponding to one of the constituent codes, and
they are propagated to another set of nodes which correspond
to the second constituent code (assuming the most popular
configuration where the TC is formed by two constituent
codes). In LDPC codes, the L-values are calculated in each
node and propagated to its immediate neighbors [3], [5], [6].
The calculation of the L-values at the nodes boils down
to arithmetic operations carried out on the L-values obtained
from the neighboring nodes. The optimal calculation requires
a non-linear function in the form of log
∑
i e
Li where Li are
the input L-values. For a TC, optimal calculations produce
the so-called maximum a posteriori probability (logAPP) im-
plementing the BCJR algorithm [7]. For an LDPC code, the
optimum algorithm is the so-called belief propagation (BP)
algorithm, sometimes also referred as sum-product algorithm.
However, for a hardware-efficient implementation, non-linear
processing tends to be eliminated, which leads to the well-
known max-log approximation log
∑
i e
Li ≈ maxi{Li}. Be-
side their simplicity, the resulting algorithms are insensitive to
the linear scaling of the starting L-values (obtained from the
channel outcome), so the SNR estimation is not necessary. For
LDPC codes, the simplified decoding algorithm is known as
uniformly most powerful BP-based (UMP-BP) algorithm [8]
(or min-sum algorithm [6], [9]), and for TCs max-logAPP.
Sub-optimal calculation of the L-values unavoidably leads
to performance degradation of the decoder due to two main
reasons. First of all, a suboptimal calculation of the L-values
produces information lost. Secondly, in the decoding process,
sub-optimally calculated L-values are converted (implicitly or
explicitly) into probabilities of bits as if they were optimal L-
values. While the former effect has no remedy (no processing
of sub-optimal L-values can regenerate the information loss),
it is possible to map the sub-optimal L-values into L-values
that can be interpreted in terms of probabilities. Seeking for
a compensation of the undesirable performance loss, it was
found that linearly scaling the sub-optimal L-values improves
the performance of the decoding algorithms. This linear scal-
ing has evolved as a heuristic compensation, with almost no
supporting theory. This idea was first proposed in [10], and
next studied in various scenarios [11]–[17]. This correction
can also be applied to optimally calculated L-values (optimum
decoding algorithms), because after some iterations, the L-
values are not independent due to the presence of cycles in
the graph (cf. for example [13]–[15], [18]).
It is well understood that the optimum scaling factor de-
pends on the SNR, the code (graph) structure, and the iteration
number. Due to the obvious complexity of finding analytically
the optimum scaling coefficients, numerical simulations are
mostly used. Most of the existing approaches are based on an
exhaustive search of the scaling factor in order to minimize
the BER (e.g., [15], [18], [19]), which requires extensive
simulations. Such an approach is valid but does not offer any
explanation about why the correction via linear scaling pro-
duces improvement in the performance. The understanding of
the mechanism underlying the correction principle is necessary
not only to satisfy the fundamental curiosity, but also may
provide new methods to correct the L-values.
Attempts to find the linear scaling factors without relying on
the BER obtained from simulations also appeared in the liter-
ature. For example, [20] adjusted the mean of the sub-optimal
L-values to match that of the optimal ones, while [10] adjusted
the ratio of the mean and the variance to satisfy the so-called
consistency condition assuming that the probability density
function (pdf) of the L-values is Gaussian. A formal approach
based on the analysis of the empirical pdf (histograms) of the
L-values was presented in [19]. Nevertheless, the corrective
factors obtained for TCs were found in [19] minimizing the
BER via extensive simulations falling short of demonstrating
the direct relationship between the proposed formalism and
the improvement in the decoding process.
In this paper we propose to find a bijective mapping
to convert suboptimal L-values into L-values that can be
interpreted in terms of bits’ probabilities. Using numerical
examples, we demonstrate that the proposed mapping can be
well approximated using a linear function which explains—
using a theoretical basis—why the linear scaling factor widely
used in the literature yields a very good performance. We show
that for turbo codes the scaling factors found closely follow
the optimum values which translates to a close-to-optimal BER
performance. Moreover, for LDPC codes, the proposed method
allows us to outperform the method known in the literature.
II. DATA MODEL AND CORRECTION OF L-VALUES
We analyze here the decoding based on the iterative ex-
change of the L-values defined for the corresponding bits c.
We will use two well-known examples of iterative decoding:
Lin,1
Lin,2
Lin,I
Lout
L-unit
Figure 1. The L-values are calculated in the L-units using the input L-values
obtained from the channel outcome or other L-units.
turbo decoding of parallel concatenated convolutional codes
(TCs), and message passing applied in the case of the LPDC
codes.
The decoding requires in the first instance calculation of
the L-values from the the vector of observations (channel
outcome) r
L = log
P(c = 1|r)
P(c = 0|r) = log
p(r|c = 1)
p(r|c = 0) , (1)
where the last term in (1) is obtained through Bayes’ rule
assuming P(c = b) = 1/2 where b ∈ {0, 1}, and that
the conditional distribution p(r|c = b) is known from the
transmission model.
The L-values in (1) are sufficient statistics for r, so the
probability for the corresponding bits c may be calculated
based on the L-values as
P(c = b|r) = P(c = b|L) = e
b·L
1 + eL
. (2)
Since the L-values are a function of the random channel
outcome r, they are also random variables characterized by
their conditional pdf pL(λ|c = b). In the following definition,
we formalize the so-called consistency condition [21, Sec. III]
which is the base for the methodology presented in this paper.
Definition 1 (Consistency Condition): A random variable
L ∈ R is said to be consistent if
log
pL(λ|c = 1)
pL(λ|c = 0) = λ ∀λ. (3)
Consistent L-values based on the previous definition are also
called true L-values, and can be converted into probabilities
using (2).
The L-values of the coded bits obtained from the chan-
nel outcome r are used to obtain an approximation of the
maximum-likelihood solution of the information bits. This is
done propagating the L-values through the graph according to
the sum-product algorithm. In the graph’s nodes the new L-
values are calculated by L-units (called also box functions in
[19]) as shown in Fig. 1, where the input L-values Lin,i are
obtained from the channel outcome r or from other L-units.
The L-unit correspond to the addition of bits in the Tanner
graph defining the code and produces the extrinsic information
for the corresponding bit c.
In the ideal case each L-unit produces outputs using
Lout = log
I∑
i=1
eLin,i (4)
which may be simplified to avoid the nonlinear functions
involved in (4). In particular, applying the so-called max-log
approximation, we obtain
Lout = max
i
Lin,i. (5)
If (5) is used in an L-unit, its outcome will not be consistent;
the resulting L-values are corrupted and cannot be directly
transformed into probabilities using (2). In the following
theorem we formally define a mapping between a corrupted L-
value and a new L-value that fulfills the consistency condition.
Theorem 1: A random variable L′ = f(L) obtained from a
random variable L, with L,L′ ∈ R, using a bijective mapping
f : R→ R defined by
f(λ) = log
pL(λ|c = 1)
pL(λ|c = 0) ∀λ ∈ R (6)
fulfills the consistency condition (3).
Proof: Since f(λ) is bijective, its inverse f−1(λ) exists
so the pdf of the variable L′ is given by [22, Ch. 5.2]
pL′(λ|c = b) = pL(f−1(λ)|c = b) · d
dλ
f−1(λ). (7)
Using (7) in (6) yields the consistency definition in (3).
Using this theorem, the knowledge of the pdf of the non-
consistent L-values is sufficient to obtain a new true L-value
using f(λ). The only limitation in applying the mapping f(λ)
is the knowledge of the pdf of the L-values, which is in general
not known, but it may be acquired through simulations (via
histograms). For a given SNR, we proceed, therefore, in the
following steps
1) We acquire the histograms of the L-values sent to other
L-units in order to estimate pL(λ|c).
2) We obtain f(λ) using (6) and the previously estimated
pdf.
3) We modify the decoder to take into account the correction
of L using f(λ).
For the LDPC codes, the previous steps can be applied to the
L-values computation at the check nodes (at the variable nodes
the L-values are simply added). For the TC, the procedure
can be applied to the extrinsic L-values associated to the
systematic bits, which are exchanged between both constituent
APP decoders.
In Fig. 2 we show examples of the resulting estimated pdf
obtained for an LDPC code after the first decoding iteration.
The code used to generate this figure is a regular LDPC code
defined in Sec. III-A for two check-nodes degree ρ = 6 and
ρ = 12 and the UMP-BP decoder. The histograms for the
extrinsic information after the first half iteration of a TC using
max-logMAP for two code rates is also shown.
Using the densities of Fig. 2, which are symmetric, i.e.,
pL(λ|c = 1) = pL(−λ|c = 0), f(λ) in (6) can be calculated.
This function is presented in Fig. 3 (markers) for the four
different cases. The next step is to approximate f(λ) using
some function which is simple to implement. From the shapes
of f(λ) in Fig. 3, a linear approximation clearly seems to be a
good choice., i.e., f(λ) ≈ α ·λ. Any other function providing
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Figure 2. Histograms of the L-values after the first decoding iteration of
the LDPC code using UMP-BP for Eb/N0 = 2.5 dB at the check nodes
for a) ρ = 6, and b) ρ = 12. Histograms of the extrinsic L-values for the
first half iteration of the TC for Eb/N0 = 1.0 dB using max-logMAP for c)
R = 1/2, and d) R = 1/3.
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Figure 3. The correcting function f(λ) defined in (6) obtained from the
histograms shown in Fig. 2 (markers) and its linear approximation (solid line).
a good fitting can be used as an approximation of f(λ), for
example, a low-order polynomial. The linear approximation
however, has the undeniable advantage of being simple to
implement, and yet provides a very good approximation of
f(λ). With the linear approximation f(λ) ≈ α · λ, we are in
fact showing that α is the well-known (heuristic) linear scaling
factor used in the literature. Moreover, if the methodology
presented above is used, the calculation of this factor does not
require an exhaustive search.
For both cases (TC and LDPC) we may repeat the above
procedure for any L-value in the decoder, thus making α
dependent on the number of iterations. However, this becomes
more and more complicate through the iterations since the
tails of the densities become more and more difficult to
estimate. Moreover, our simulation showed that the BER
results obtained using an iteration-dependent α are very similar
to the ones obtained using the same α calculated in the first
iteration. Consequently we use this approach for the numerical
examples presented in the next section.
III. NUMERICAL EXAMPLES
In this section we compare the decoding based on the
exhaustive search of the scaling factors α with the results
based on the methodology outlined in the previous section.
for the simulations, the bits are transmitted over an AWGN
channel using binary phase-shift keying. For the LDPC code
the decoder performs 1000 iterations, and for the TC the
decoder performs 10 iterations.
A. LDPC codes
We use the two regular rate R = 1/2 LDPC Gallager codes
(504, 252) and (1008, 504) with check-nodes degree ρ = 6
and variable-nodes degree ν = 3. In fact we note that that
value of ν does not affect the pdf of the L-values at the
check nodes in the first iteration. The parity check matrices
were obtained from [23]. The L-values at the check nodes are
calculated using four different approaches: a) BP, i.e., (4) is
used, b) UMP-BP, i.e., (5) is used, c) UMP-BP-CF, i.e., UMP-
BP is used with a scaling factor α obtained as shown by Chen
and Fossorier [8], and d) UMP-BP-CO, i.e., UMP-BP is used
with scaling factor found using the proposed methodology,
that is scaling the L-value to make it satisfy the consistency
condition.
In Fig. 4 we present the BER as a function of the scaling
factor α for two lengths of the LDPC code and four different
SNRs. The optimum factors αˆ are found at the minima of each
curve where we note that the minimum is not well defined
due to the randomness of the Monte-Carlo results and the
flattening of the curves close to their minimum (e.g., for α =
αˆ± 0.05, the resulting BER is practically the same). We note
immediately that appropriate scaling can significantly lower
the BER when comparing to the case α = 1 (UMP-BP).
To obtain the curves, extensive numerical simulations were
performed, where the complexity increases if the targeted BER
is reduced. Finally, note that the optimum factors αˆ seem to
be independent of the code-length. They depend, however,
on the check-nodes degree as shown already in [8]. The
optimal factors αˆ are contrasted in Fig. 5 with those obtained
from the analysis of pdf. The approach we presented gives
results very close to the optimum (the actual difference in
the BER performance is negligible due to flattening of the
curve). Moreover, using the consistency criteria the extensive
numerical simulations are avoided.
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Figure 4. Exhaustive search of the optimum scaling factor α for LDPC
codes.
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Figure 5. Scaling factors for LDPC codes based on the exhaustive grid
search (optimum), on the consistency condition, and on the approach of [8].
On the other hand the results obtained using the approach
of Chen and Fossorier [8] are quite far from the optimum
which results in a visible performance degradation which is
well illustrated in Fig. 6 and Fig. 7. We note also that the
algorithm BP produces results slightly worse than UMP-BP
for very low BER. This is not entirely surprising as for a large
number of iterations, and due to the presence of cycles in the
graph, the L-values are not independent and algorithms which
are theoretically suboptimal may outperform those based on
the “optimal” calculation of L-values; this effect has been
observed already in [18], [24].
B. Turbo Codes
We use a TC formed by the parallel concatenation of two
identical recursive systematic convolutional encoders, each of
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Figure 6. BER for the (504, 252) LDPC code and different algorithms.
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Figure 7. BER for the (1008, 504) LDPC code and different algorithms.
them defined by their generator polynomials (1, 13/15)8. Two
block lengths N = 512 and N = 5120 are considered, as
well as two code rates R = 1/3 (no puncturing) and R =
1/2 (alternated puncturing of the parity bits). Four different
approaches are considered: a) logAPP, i.e., the calculation is
done optimally based on (4), b) max-logAPP, i.e., all operation
of type (4) within the original APP are replaced with (5),
c) max-logAPP-0.7, i.e, max-logAPP scaling the resulting L-
values with α = 0.7 as recommended by [13], and d) max-
logAPP-CO, i.e, max-logAPP with a scaling factor α obtained
through the proposed methodology.
In Fig. 8 we present the BER as a function of the scaling
factor α for the two TCs analyzed. The same procedure was
applied to both block lengths, however, the optimum values
of α obtained were identical (for the same SNR and R). We
conjecture then that the consistency property of the L-values,
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Figure 8. Exhaustive search for the optimum scaling factors α for TCs.
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Figure 9. Correction factors for turbo codes based on the exhaustive grid
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and therefore the optimum scaling factor, does not depend
on the block length but rather on the code’s structure, the
puncturing pattern (code rate), and the SNR.
In Fig. 9 we present the scaling factors for the TC described
above comparing them with those obtained through our ap-
proach.
Using the results of Fig. 8 where the minimum of the BER
curve is very flat in the vicinity of the minimum, we should
expect only a small performance degradation when using the
coefficients calculated from the consistency criterion. This is
indeed confirmed by results shown in Fig. 10 and Fig. 11.
Using max-logAPP-CO the results are practically the same as
using constant factor α = 0.7 in max-logAPP-0.7. The max-
logAPP algorithms with scaling factor are able to outperform
the APP algorithm as it has also been observed in [18].
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Figure 10. Simulation results for R = 1/3 TCs: BER for and different
decoding algorithms for N = 512 (dashed lines) and for N = 5120 (solid
lines).
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Figure 11. Simulation results for R = 1/2 TCs: BER for and different
decoding algorithms for N = 512 (dashed lines) and for N = 5120 (solid
lines).
IV. CONCLUSIONS
In this paper we presented a method to improve the per-
formance of suboptimal iterative decoding algorithms. The
method is based on converting corrupted L-values to L-values
that fulfill the consistency condition, and consequently, can
be correctly interpreted as bits’ probabilities. We applied
the proposed methodology to turbo and LDPC codes, and
we showed that the scaling factors found closely follow
the optimum values, which translates into a close-to-optimal
BER performance. The proposed method avoids extensive
simulations and provides a formal explanation of why the
well-known (heuristic) linear scaling factor of the sub-optimal
L-values yields improvement of the decoders’ performance.
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