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Researchers have traditionally predicted animal responses by means of statistical models. This study was
conducted to evaluate modelling techniques. One hundred and twenty-eight feedlot heifers were observed
during a 2-month period during the summer of 2002. Respiration rate and surface temperature were taken on
a random sample of 40 animals twice a day. Five different models (two statistical models, two fuzzy inference
systems, and one neural network) were developed using 70% of this data, and then tested using the remaining
30%. Results showed that the neural network described the most variation in test data (68%), followed by the
data-dependent fuzzy model (Sugeno type) (66%), regression models (59 and 62%), while the data-free fuzzy
model (Mamdami type) described only 27%. While the neural-network model may be a slightly better
approach, the researcher may learn more about responses using a fuzzy inference system approach. For all
models tested, respiration rate is over-predicted at low stress conditions and under-predicted at high stress
conditions. This suggests that all models are lacking a key piece of input data, possibly the accumulative
effects of prior weather conditions, to make an accurate prediction.
Published by Elsevier Ltd on behalf of Silsoe Research Institute
1. Introduction
Heat stress in cattle causes decreases in feed intake
and growth, and in extreme cases can cause death,
resulting in substantial lost revenue to producers. An
extreme example is a heat wave that occurred in western
Iowa, July 1995, causing an approximate loss of 3750
head; direct losses were estimated at US $28 million,
and production losses at US $28 million (Busby & Loy,
1996).
A method of predicting stressful environments would
aid the producer in taking proactive steps in reducing
stress. In cattle, respiration rate has been shown to
increase with increasing temperature (Hahn et al., 1997).
Although the relationship between respiration rate and
dry-bulb temperature is not a linear relationship, it has
several advantages over other physiological measure-
ments that make it an attractive alternative. The first
advantage is that no special equipment or extensive
training is needed to measure respiration. The second
advantage is measurements of respiration rate can be
done at some distance. As the animal is not moved from
the pen, or confined in any way, measurement of
respiration rate causes little or no additional stress on
the animal. With these advantages, it appears that
respiration rate could be an effective way for a producer
to monitor stress.
Eigenberg et al. (2005) developed a Livestock Safety
Monitor for cattle using a commercial weather station,
and a small companion unit which calculates and
displays danger level based on predicted respiration
rate. Currently, the most challenging component in the
system seems to be the prediction equation. If a
producer is going to rely on the system to give warnings
on stress level, it needs to be fairly accurate, especially
under stressful conditions. If the prediction equation
under-predicts respiration rate during the stressful
events, the producer might not take appropriate action,
while if the equation over-predicts the situation, the
producer may begin to ignore warnings. The equation
used (Eigenberg et al., 2005) was developed with a
standard multiple linear regression approach. The fit of
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that model to an independent dataset was not con-
clusive. The equation only accounted for 56% of total
variation. Other modelling methods of predicting stress
level may provide predictions that are more accurate.
Both regression models and soft computing techni-
ques have been successfully used in predicting many
biological parameters. The soft computing techniques
implied here include fuzzy inference systems and neural
networks. The use of soft computing techniques is a
means of modelling that allows apt descriptions of
mapping inputs to outputs.
All modelling schemes, whether based on traditional
mathematical principles or developed through soft comput-
ing techniques, represent mapping a set of inputs to a set of
outputs. Many models are developed without complete
knowledge of the system being interpreted or predicted. For
instance, analytical models are usually satisfactory at
predicting outputs, but usually oversimplify the system.
Independent of the method used, all traditional types
of models impose a form of mapping based on known
information. A set of conventions used to create a form
or outline must be assumed in order to develop the
model. An alternative method is to use a data-free form
to map a set of inputs to an output. In this case, natural
rules are developed from data rather than imposing rules
on the modelling system. Therefore, in a data-free system,
rules are developed through clustering algorithms that
divide data into natural partitions. Mapping is then
optimised through various techniques. Therefore, the
result of this data-free model is still mapping the inputs to
outputs, similar to traditional algorithms. The rules
represent mapping, whether imposed by the modeller or
determined from data, and can be crisp (either true or
false) or fuzzy (a continuum along the unit interval).
Applications of soft computing techniques to model
complex physical and biological systems are well docu-
mented; following are examples—transport of various
compounds through skin (Pannier et al., 2003); detection
of neonate behaviour (Belal et al., 2002); nutrient flow in a
constructed wetland for wastewater treatment (Woldt et
al., 2002). Modelling of complex systems involving multi-
scale environmental processes has been described by
Woldt et al. (2003), in which life cycle assessment and
production systems are simulated in a framework of
imprecision. Ganjyal et al. (2003) modelled properties of
extruded starch using neural network. Thai and Shewfelt
(1991) compared use of neural network and statistical
methods to model sensory colour quality of produce.
2. Objectives
Objectives for this experiment were to develop and
evaluate five types of models: two statistically based
regression models, two types of fuzzy inference systems,
and a neural network to predict respiration rate of
feedlot cattle based on environmental variables and an
indicator of breed.
3. Materials and methods
One hundred twenty-eight feedlot heifers of four
breeds—(Angus, Charolais, Gelbvieh, and MARC III
cross-bred [Pinzgauer, Red Poll, Hereford, Angus]) from
the USDA-ARS Meat Animal Research Center
(MARC) population were selected for this study.
Generally, Angus cattle are black, MARC III are dark
red, Gelbvieh are tan, and Charolais are white. Heifers
initially weighing 38497465 kg were assigned to one of
four adjacent pens by breed (32 heifers/pen). Heifers
were implanted with Synovex-H (200mg testosterone
propionate and 20mg esteordial benzoate) before the
study began to simulate standard feedlot practice.
Heifers were fed twice daily, before 0800 h and after
1300 h, and had continual access to water.
Throughout the study, weather data (dry-bulb tem-
perature tdb in 1C, dew point temperature tdp in 1C, solar
radiation rs in W/m
2, wind speed vw in m/s, and wind
direction) were collected using an automated weather
station (Vantage Pro, Davis Industries) located in the
middle of the set of four pens. Ten days prior to
initiating experiments, cattle were pre-conditioned to
observers. During the pre-conditioning period, two
observers spent 1 h twice daily walking outside pens.
Measurements of respiration rate and surface tem-
perature were made twice daily (0800 and 1430 h) on a
pre-determined schedule for a total of 30 days between
mid-June and mid-August. On scheduled experimental
days, two observers, working independently, randomly
selected five animals per pen to observe. For each
selected animal, identification number and respiration
rate were recorded. Respiration rates were determined
by visual observation of flank movement, and timing 10
breaths with a stopwatch. After respiration rate
measurements on heifers were completed, surface
temperature measurements were taken using an infrared
thermometer (Raynger ST80 ProPlus; 71 1C) on the
animals’ back at approximately the last rib at a distance
of less than 3m. Surface temperature measurements
were recorded on five heifers per pen.
3.1. Modelling
Data from any animal (16 of 128) that had been
treated for pneumonia in the past were eliminated from
the dataset. The dataset was then randomly divided into
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two subsets. Set 1 consisted of 1400 independent data
points, and was used in the model development. Set 2
consisted of the remaining 600 data points, and the
model evaluation was completed using this set. This
ratio of testing and evaluation subsets was selected, as it
is a common ratio to use when modelling. To quantify
breed, average afternoon hair coat surface temperatures
ts in 1C were used in the models (Angus—427; MARC
III—421; Gelbvieh—408; Charolais—384) (Brown-
Brandl et al., 2003). Slope, intercept mean error,
coefficient of determination, and a plot of residuals
were recorded for each model.
3.1.1. Regression models
Two multiple regression models were developed using
the regression procedure in SAS (SAS, 1999). The first
model was a linear regression model and included breed,
and the four weather parameters (tdb, tdp, rs, and vw).
The second model was a quadratic model and included
breed, the four weather parameters (tdb, tdp, rs, and vw),
and interaction and quadratic effects of weather
parameters. Parameters were considered significant if
the probability was less than 005. Per cent of contribu-
tion was determined by calculating the ratio of each
standardised regression estimate, squared by the sum of
squares from all standardised regression estimates.
3.1.2. Data-dependent fuzzy inference system
The data-dependent model consisting of five inputs
(breed, tdb, tdp, rs, and vw) and one output (respiration
rate), was implemented using Matlabs, (MathWorks,
Inc., 2000), a Sugeno type of approach (Takagi &
Sugeno, 1985). This fuzzy inference system was devel-
oped using the aforementioned ‘dataset 1’ as a training
set, and ‘dataset 2’ as the testing set. The inference
system was developed using ‘genfis2’ (which utilises sub-
tractive clustering) within Matlabs, and the ‘ANFIS’
neural-network training routine. This approach is des-
cribed in more detail in Appendix A.
3.1.3. Data-free fuzzy inference system
Developing a Mamdani type fuzzy inference system
(Mamdani & Assilian, 1975) begins in a manner similar
to the Sugeno type fuzzy inference system. However, the
essence of this approach requires a great deal more
human intervention on the part of the modeller. In fact,
it is possible to build a Mamdani type fuzzy inference
system based completely on heuristics and conventional
wisdom, which results in a model that is data free. In
this case, this model was implemented in FuzzyTech
(Inform, 1999). While it is possible to construct a data-
free model, the first step in Mamdani model develop-
ment, available data can help to refine the model. Data
clustering was completed using the Fuzzy c-Means
method. The Mamdani modelling approach does not
lend itself to being trained in a manner similar to
‘ANFIS’ method in Mathlabs because the consequence
is not differentiable. Instead, FuzzyTech implements a
slightly different approach to neural-network-based
tuning of the rule system. In this case, original
membership functions are retained, and degree of
support for each rule is determined such that error
between known data and simulated data is minimised. A
fuzzy inference system was developed using the pre-
viously described ‘dataset 1’ for training, and ‘dataset 2’
for testing the resultant model. More details on this
method can be found in Appendix B.
3.1.4. Neural-network model
A neural-network model was developed using the
aforementioned data arrangement. The development
system used in this work was a system that is commercially
available (NeuroShell 20, Ward Systems Group Inc.,
1995, Frederick, MD). Modelling parameters included
number of hidden layers, number of nodes in hidden
layer(s), learning rate, momentum, and weights. Refine-
ment of parameters was sequentially adjusted in the
aforementioned order such that error was minimised for
each parameter. To avoid over fitting of the model more
aggressive refinement was not attempted. The resulting
neural-network model acts as a predictor of respiration
rate for observations of breed, tdb, tdp, rs, and vw. See
Appendix C for a more details on this method.
4. Results
4.1. Regression models
The linear regression model for respiration rate RR in
breaths/min was developed using only linear effects of
breed using average afternoon hair coat surface
temperatures ts in 1C (Angus—427 1C; MARC III—
421 1C; Gelbvieh—408 1C; Charolais—384 1C; Brown-
Brandl et al., 2003), and four weather parameters. All
parameters except tdp were significant; however, tdp was
left in the model for completeness [Eqn (1)]
RR ¼  1836þ 422ts þ 389tdb  007tdp
 153nw þ 003rs ð1Þ
The equation accounts for 604% of total variation in
data. By far the largest portion of variation is accounted
for by tdb (687%), and then vw (133%), rs (92%), breed
(88%), and finally tdp for almost none of the variation.
When this model was tested against the remaining
30% of data, the model was able to account for 59% of
total variation in respiration rate (Table 1). Slope was
equal to 062, and intercept was 358. Plot of residuals
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appeared to have a slight quadratic pattern [Fig. 1(a)]. It
has been well documented that respiration rate has a
non-linear response to tdb (Hahn et al., 1997). Because
this model does not account for that non-linear
response, this could result in the pattern found in the
residuals.
The quadratic regression equation was developed in
two stages. The model was first run with all main effects,
quadratic effects, and interaction effects. Then a final
model was developed using all significant effects found
in the first run on the model. The final model contains
effects of breed, tdb, tdp, vw, rs, t
2
db; t
2
dp; v
2
w; tdb tdp, and
tdbvw [Eqn (2)]:
RR ¼  2237þ 423ts  410tdb þ 1242tdp þ 350nw
þ 003rs þ 012t2db  050t2dp þ 03n2w
þ 022tdbtdp  021tdbnw ð2Þ
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Table 1
Statistical results of each of four models when compared to 600
point test dataset
Model Slope Intercept R2 Mean error
Linear regression 062 358 059 114
Quadratic regression 065 325 062 091
Data-dependent fuzzy model 070 280 066 092
Data-free fuzzy model 031 700 027 80
Neural network 070 263 068 104
R2, coefficient of determination.
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Fig. 1. Residual plots: (a) for linear regression model; (b) for quadratic regression model containing linear, quadratic, and
interaction terms; (c) for data-dependent type fuzzy inference system; (d) for data-free type fuzzy system; (e) for the neural-
network model
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The addition of five terms only accounted for an
additional 40% of variation, for a total of 644%;
however, distribution of variation was changed con-
siderably. Main effects only accounted for 263%,
quadratic effects 420%, and interaction effect the
remaining 317% (Table 2).
When this model was tested against the remaining
30% of data, the model was able to account for over
62% of total variation in respiration rate (Table 1). The
slope was equal to 065, and intercept was 325. The
plot of residuals appears mostly random [Fig. 1(b)].
However, there appears to be less variation in errors at
very low respiration rate, possibly due to low number of
points.
4.2. Data-dependent fuzzy inference system
The developed model was a set of seven rules dictating
mapping of inputs to output. Shown in Fig. 2 is an
example of the interactive interface that describes the
data-dependent fuzzy inference system. Each row in the
figure represents one rule, and consists of five member-
ship functions corresponding to each of the five inputs
(breed, tdb, tdp, rs, and vw). The membership functions
are shown in the first five columns. Position of the solid
vertical line represents input value. In this example,
breed was set at 408 (Gelbvieh), and the data-assigned
values were tdb of 261 1C, rs of 460W/m2, vw of 164m/s,
and td of 185 1C. For each individual membership
function, range of input values is represented by values
on the X axis and membership value represented on the
Y axis. The shaded region is a visual representation of
the resulting membership of input value. In Rule 2, for
example, the shaded region of the breed membership
function is very small, therefore, this rule applies
approximately 5% of this input. In Rule 5, the shaded
region of the breed membership function is about 80%,
showing this rule is very applicable to this input. The
last column represents output (respiration rate) of each
of the seven rules. Position of the column represents the
output value (respiration rate). The portion of the bar
that is black represents the weighting factor for that
rule, and is determined by the minimum membership
value in each rule—the horizontal line and arrow shows
which input function determines the weighting factor.
A single output is a result of a weighted average of
output from each of the seven rules, and is shown in the
lower right hand corner. Some rules (e.g. Rule 6 in
this example) contribute little to output, while others
contribute significantly (e.g. Rule 5 in this example).
In modelling terms, inputs are combined as fuzzy
clusters described with Gaussian membership functions.
The model uses a logical ‘AND’ relationship to combine
data space into fuzzy clusters. The degree of belonging
of an input vector to a particular cluster defines
contribution of the associated rules. Ultimate output is
a weighted average of each contributing rule.
Examining rules presented in Fig. 2 reveals several
interesting features about the relationship between
respiration rate and inputs. There is a variety of means
to quantitatively compare impact of each rule and
variable on output. However, for this discussion, those
assessments will remain qualitative.
Consider the second column of Fig. 2, which
represents tdb. Projections of each cluster on the ‘tdb’
dimension are spaced across the data dimension with
marginal similarity between rules. This indicates that
respiration rate is sensitive to tdb.
In contrast, consider the fourth column of Fig. 2,
which represents vw. Projections of each cluster on ‘vw’
dimension are spatially very similar regardless of rule.
The obvious exception is the projection associated with
Rule 6, which shows some deviation from other clusters.
Nonetheless, it can be argued that vw has little influence
on respiration rate.
Also of interest is the first column of Fig. 2, which
represents breed. Projections associated with Rules 1, 2,
5, and 6 tend to be very similar to each other. Shapes of
Gaussian projections are different, yet they have similar
centroids and represent approximately the same portion
of ‘breed’ dimension. Projections associated with Rules
3 and 4 also tend to be very similar to each other. One
could assert that there are two groupings of breed
that impact respiration rate given weather conditions
experienced. Projection associated with Rule 7 tends to
span the entire ‘breed’ dimension, indicating that (for
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Table 2
Distribution of variation associated with each of parameters in
the quadratic regression model, as determined by the ratio of
standardised regression estimates
Parameter Total variation explained, %
Main effects 263
Cattle breed 08
Dry-bulb temperature tdb, 1C 67
Dew-point temperature tdp, 1C 116
Wind speed vw, m/s 61
Solar radiation rs, W/m
2 11
Interaction effects 317
tdb tdp 98
tdb vw 219
Quadratic effects 420
t2db 174
t2dp 241
v2w 05
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this rule) breed is not important. Closer examination of
weather conditions associated with this rule (‘low’ tdb,
‘low’ rs, ‘low’ vw, and ‘low’ tdp) indicates that is a logical
assertion.
Further examination and parsing of individual rules
and collection of rules is warranted and could continue.
However, performance of the model is described by
comparing predicted and observed respiration rate.
When this model was tested against the remaining
30% of data, the model was able to account for over
66% of total variation in respiration rate (Table 1). The
slope was equal to 070 and intercept was 280. The plot
of residuals appears mostly random [Fig. 1(c)].
4.3. Data-free fuzzy inference system
The data-free fuzzy inference system that results from
application of the Mamdani approach is different than
previously described data-dependent fuzzy inference
system. In this case, the inference system can be
described with a set of membership functions (Fig. 3)
that were constructed, based on linguistic descriptors
of input conditions. For example, rs at levels below
250W/m2 are considered cloudy conditions, rs levels
from 250 to 400W/m2 have decreasing membership in
the ‘cloudy’ set, and rs levels above 400W/m
2 are not
cloudy. This linguistic expression of environmental
conditions and breed represents a model component
that is dependent on human interpretation of data.
The fuzzy inference system also consists of rules that
process input data in conjunction with membership
functions. In this case the rule set consists of 20 rules is
shown in Table 3. The final rule set is reduced from a
complete (i.e. total enumeration) set of rules that
represent all combinations of input membership func-
tions. Thus, the complete rule set for this inference
system began with 960 rules. Clustering of dataset 1 was
completed to reduce training complexity, and a set of 53
clusters were identified from the 1400 original data.
Neural-network training of the complete set of rules,
using the 53 clusters, resulted in 20 rules that describe
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Fig. 2. An example of the interactive interface generated by Matlab (Mathworks, Inc., 2000) describing the data-dependent fuzzy
inference system. In this example, the inputs as illustrated above were breed of 408 (which represents Gelbvieh), dry-bulb
temperature of 261 1C, solar radiation of 460 W/m2 , wind speed of 164 m/s, dew point temperature of 185 1C. The resulting output
from each of the seven rules is illustrated by the position of the vertical bar in the column labelled respiration rate. The weighting
factor determined by the minimum degree of support m of the five parameters, for each of the seven outputs is illustrated by the shaded
region of the bar. The last graph in this column shows the relative contributions of the seven rules to the final output
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Fig. 3. The membership function structure developed for the data-free fuzzy inference system using FuzzyTech
Table 3
Rule structure for data-free fuzzy inference system (Mamdani) developed using the FuzzyTech (by Inform). If the set of conditions
are used as inputs (first five columns), then the model predicts the respiration rate level (last column)
Ify Dry-bulb Theny
Dew point Solar radiation temperature Wind Respiration rate
condition Cattle breed condition condition Condition level
Dry Charolais Cloudy Cool Windy Normal
Dry Charolais Sunny Hot Breezy Alert
Dry Gelbvieh Partly cloudy Cool Windy Normal
Dry Gelbvieh Sunny Cool Breezy Normal
Dry MARC III Mostly cloudy Cool Breezy Normal
Dry MARC III Partly cloudy Very hot Windy Alert
Dry Angus Partly cloudy Very hot Calm Alert
Normal Charolais Partly cloudy Warm Windy Slightly elevated
Normal Gelbvieh Cloudy Cool Calm Normal
Normal Gelbvieh Mostly cloudy Cool Breezy Normal
Normal Gelbvieh Sunny Cool Windy Normal
Normal Gelbvieh Sunny Warm Breezy Slightly elevated
Normal Angus Cloudy Cool Calm Normal
Muggy Charolais Sunny Very hot Windy Danger
Muggy Gelbvieh Mostly cloudy Very hot Calm Danger
Muggy Gelbvieh Sunny Warm Very windy Slightly elevated
Muggy MARC III Cloudy Warm Windy Slightly elevated
Muggy MARC III Sunny Hot Calm Danger
Muggy Angus Mostly cloudy Cool Windy Normal
Muggy Angus Mostly cloudy Hot Breezy Alert
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mapping from input to output. The rest of the rules had
a degree of support less than 001, and were removed
from the rule base.
Upon examination of Table 3, it can be shown that
the set of 20 rules capture a variety of input conditions.
For example, the first rule processes input data as
follows: ‘cattle breed of interest is Charolais, and the
weather conditions are cool, cloudy, dry and windy,
then respiration rate is normal.’ It should be noted that
the fuzzy aggregation operator is described as ‘and’ in
the prior rule; however, in reality the model was run
with a strong ‘and’ but allowed for a small degree of ‘or’
to be used in each rule.
When this model was tested against the remaining
30% of data, the model was able to account for only
27% of total variation in respiration rate (Table 1). The
slope was equal to 031 and the intercept was 700. The
plot of residuals appears to be mostly random, with
possibly a slight positive slope [Fig. 1(d)].
4.4. Neural-network model
The resulting neural-network model is described as
having five inputs (breed, tdb, tdp, rs, and vw), one hidden
layer with 12 nodes, and one output (respiration rate),
(5-12-1). The model parameters associated with the
model are: (a) learning rate of 06, (b) momentum of 06,
and (c) weights of 04.
When this model was tested against the remaining
30% of data, it accounted for 68% of variability
associated with respiration rate (Table 1). Slope and
intercept of residual plots were 070 and 263, respec-
tively. The plot of residuals appears mostly random
[Fig. 1(e)].
5. Discussion
Five models were compared side by side using two
different methods. First a histogram of errors was
developed counting number of errors that fell in each of
21 categories (errors between 100 and 91, 90 and
81, y, 91 and 100), for each of the four models
(Fig. 4). In a second comparison, four sets of compar-
isons were made: differing breed, high and low tdb, high
and low vw, and high and low rs. Approximately 20
points of similar conditions were selected from the test
dataset for each condition. Table 3 shows average
environmental condition, average actual respiration
rate, and average result for each of the five models.
The histogram of residuals is a visual representation
of distribution of errors; ideally, the plot would have a
normal distribution centred at zero, with a low variance.
The two regression models (linear and quadratic) and
the data-dependent fuzzy inference system have a similar
pattern. The only thing that differs between these
models is distribution of errors between 30 and 30.
The linear regression model has nearly an equal number
of points in each category between 10 and 30
(approximately 90 points in each of the five categories).
The quadratic regression model has almost an equal
number of points in each of the categories between 0 and
20 (about 110 points in each of three categories). The
data-dependent fuzzy inference system has close to a
normal distribution centered at the 10 category. The
data-free fuzzy inference system has an apparent bias in
the histogram, with a more positive residual error. The
neural network has a similar spread of error compared
to the two regression models and data-dependent fuzzy
inference system; however, the neural network appears
to be centered at 0 unlike other models (Table 4).
It was difficult to select high and low tdb data points
with a similar rs, because most cool days were also
cloudy days. The resulting comparison of high and low
tdb is confounded with rs. When evaluating responses
from this comparison, heifers increased their respiration
rate 508 breaths/min (low tdb of 750 breaths/min;
high tdb of 1258 breaths/min). The linear and quadratic
regression models and the neural networks were
able to predict a similar increase (linear regression,
560 breaths/min; quadratic regression, 550 breaths/
min; neural network, 533 breaths/min). The data-
dependent fuzzy inference system slightly under-pre-
dicted respiration rate at low tdb conditions and slightly
over-predicted respiration rate at high tdb conditions;
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Fig. 4. Histogram of residuals for each of four models developed
and tested: linear regression; quadratic regression;
data-dependent fuzzy inference system; data-free type
fuzzy inference system; and neural network
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therefore, this model slightly over-predicted the re-
sponse change (636 breaths/min). The data-free fuzzy
inference system over-predicted respiration rate at low
tdb conditions and under-predicted respiration rate at
high tdb conditions; therefore, this under-predicted the
response change (262 breaths/min).
An increase in vw from 84 to 227 caused a decrease in
actual respiration rate by 412 breaths/min. The data-
dependent fuzzy inference system was the only model
that predicted a decrease (451 breaths/min). The rest
of the models under-predicted the change (linear
regression, 239 breaths/min; quadratic regression,
297 breaths/min; data-free fuzzy inference system,
227 breaths/min; neural network, 335 breaths/min).
An increase in rs caused an increase in respiration rate
of 265 breaths/min. The neutral network closely
predicted that change in respiration rate (255 breaths/
min), while the data-free fuzzy inference system model
incorrectly predicted a decrease in respiration rate of 78
breaths/min. All other models slightly under-predicted
that change in respiration rate (linear regression, 173
breaths/min; quadratic regression, 166 breaths/min;
data-dependent fuzzy inference system, 214 breaths/
min).
Breeds were affected by environmental conditions
differently; the effect is associated with colour of
animals. Angus heifers with black hair had the highest
respiration rate, then MARC III with dark red,
Gelbvieh with tan, and finally Charolais with white or
off-white hair. The data-free fuzzy inference system
model was the only model that did not predict the
correct trend. The neural-network model had the best
predictions. This model closely predicts responses of
Angus, MARC III, and Gelbvieh; however, slightly
under-predicts Charolais response. The linear and
quadratic regression models and data-dependent fuzzy
inference system model all under-predict Angus, MARC
III, and Gelbvieh response, while closely predicting
Charolais response.
6. Conclusions
Five different models were developed to predict
respiration rate, based on four weather parameters
(dry bulb temperature tdb, dew point temperature tdp,
solar radiation rs, wind speed vw) and breed, using a
70% subset of data points and tested using the
remaining 30% of data. Two regression type models
were developed—one used only linear components and
the other used four additional terms (significant inter-
action and quadratic effects). Using the test dataset, the
addition of these four terms only accounted for an
additional 3% of variation in the test dataset (59%
compared to 62%). Two fuzzy inference systems were
developed—one using the Sugeno method or data-
dependent method, and the other using the Mamdani
method or data-free method. It appeared that the data-
dependent fuzzy inference system had similar results,
maybe slightly better, than regression models. This
model could account for approximately 66% of varia-
tion. The data-free fuzzy inference system development
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Table 4
A subset of test data and results from five models: linear regression; quadratic regression model; data-dependent fuzzy inference
system; data-free fuzzy inference system; neural network model
Predicted respiration rate, breaths/min
Varying
parameter
n Dry-bulb
temperature
(tdb), 1C
Solar
radiation
(rs), W/m
2
Wind
speed
(vw), m/s
Dew point
temperature
(tdp,), 1C
Respiration
rate breaths/
min
Linear Quadratic Data-
dependent
Data-
free
Neural
network
Dry-bulb temperature
Low 19 220715 4357110 131719 167708 7507175 723 757 726 822 769
High 19 340707 762760 132722 185718 12587255 1283 1307 1362 1084 1302
Wind speed
Low 17 307713 849703 84703 151703 12157200 1191 1160 1224 1150 1165
High 17 306710 7737545 227748 158723 8037195 952 863 773 923 830
Solar radiation
Low 22 281700 3477100 62717 190706 10237256 968 967 1016 1208 995
High 22 285708 851718 63720 161706 12887296 1141 1133 1230 1130 1250
Cattle breed
Angus 25 297720 5817232 107746 189719 12037336 1106 1105 1139 966 1166
MARC III 25 294717 5747223 103740 186722 11357257 1075 1064 1137 971 1124
Gelbvieh 25 298720 5727227 89738 18.4720 9867255 1058 1061 1059 1256 1006
Charolais 25 298720 5737229 106745 190716 9227281 932 935 910 1084 846
n, number of data.
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method presents a very interactive modelling environ-
ment that is more time consuming, because it relies on
the modeller to describe the model in terms that are
intuitive and can be understood. In this comparison, this
model did not perform as well as other methods,
accounting for 27% of variation in test dataset. The
neural-network model accounted for approximately
68% of variation, and predicted responses slightly better
than the data-dependent fuzzy inference system model.
The data-dependent fuzzy inference system and the
neural network both predicted respiration rate well. The
data-dependent fuzzy model predicted impact of vw
better, and the neural-network model predicted impact
of tdb, rs, and breed better. It appeared that the neural-
network model may be a slightly better approach;
however, the researcher may learn more about responses
using a fuzzy inference system approach. With all
models tested, respiration rate is over-predicted at low-
stress conditions and under-predicted at high-stress
conditions; this would indicate that models are lacking
a key piece of input data to make an accurate prediction;
possibly the accumulative effects of prior weather
conditions.
Four of the five models could be used in their current
form; the data-free fuzzy inference system would require
more work to make accurate predictions. Application is
quite easy for all models. The regression type could
easily be inserted in a spreadsheet or written in a
software program. A neural network or fuzzy inference
system model could be applied either using a personal
computer with appropriate commercial software, or
easily converted to a executable program using tools
contained with in neural network/fuzzy inference system
developing software. For field application, the neural
network or fuzzy inference system model could be
burned into a microchip for application into a con-
troller. The advantage of a fuzzy inference system over
the other types of models is the ability to input ‘fuzzy’
inputs; for example, the breed could be implemented as
a continuous hide colour (black, dark red, red, light red,
etc.) instead of one of four discreet categories.
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Appendix A: data-dependent fuzzy inference system
For a system with two input variables and one output
variable, Sugeno type fuzzy inference system has the form
(Takagi & Sugeno, 1985):
If x is A and y is B; then z ¼ f ðx; yÞ (A1)
where: x and y are system input variables; z is system output
variable; A and B are antecedent membership functions; and
f(x, y) is a crisp function in the consequent. Usually f(x, y) is a
polynomial of the input variables x and y, but it could be any
function as long as outputs produced by the fuzzy inference
system can appropriately simulate the system being modelled.
In this research, f(x, y) was a first-order polynomial, which was
expressed as
Z ¼ p1x þ q1y þ r1 (A2)
Defuzzification is expressed as a weighted average Z of the
consequent functions
Z ¼
P
wzP
w
(A3)
where w is the rule firing strength and z is a consequent
function output.
Clustering is used to establish membership functions during
the development of fuzzy inference system. Usually, cluster
definition is based on spatial distances between data. In a
cluster space of numerical data, the distance between any two
points is less than the distance between any point in cluster
and any point outside cluster (Jain & Dubes, 1988). For
fuzzy clusters, the boundary between any two is fuzzy.
Membership functions are established by assigning a degree
of belonging for each data point to a given cluster as the
fulfilment of the membership function. In this research,
subtractive clustering was used to establish initial Sugeno type
membership functions (Chiu, 1994; Bezdek, 1981; Babuska,
1998).
A key characteristic of artificial neural networks is their
ability to learn, a process by which a neural system acquires
the ability to carry out certain tasks by adjusting its internal
parameters according to some learning algorithms (Karayian-
nis & Venetsanopoulos, 1993). The initial Sugeno type fuzzy
inference system was optimised by an artificial neuro-fuzzy
inference system (ANFIS) (Jang, 1993), in which the fuzzy
inference system is implemented into the framework of a
supervised feed-forward type artificial neural network. The
training, or learning, algorithm of the artificial neural network
is back-propagation, which was first introduced by Werbos
(1974). The synapses in ANFIS are not given values (synaptic
weights). They only indicate flow direction of data. Parameters
that are adjusted are in node transfer functions. In other
words, the membership function parameters are adjusted, not
synaptic weights. The detailed algorithm can be found in Jang
(1993) and Jang and Sun (1995).
Appendix B: data-free fuzzy inference system
The Mamdani model is a type of fuzzy relational model
where each rule is represented by an IF–THEN relationship. It
is also called a linguistic model, because both the antecedent
and consequent are fuzzy propositions (Babuska, 1998). The
model structure is manually developed and final model is
neither trained nor optimised. Output from a Mamdani model
is a fuzzy membership function based on rules created. Since
this approach is not exclusively reliant on a dataset, with
sufficient expertise on the system involved, a generalised model
for effective future predictions can be obtained.
A Mamdani type model is described by Mamdani and
Assilian (1975), and is expressed as follows for the same
system:
if x is A and y is B; then z is C (B1)
where: x and y are system input variables; z is system output
variable; A and B are antecedent membership functions; and C
is a consequent membership function. Fuzzy c-Means (FCM)
clustering was used to establish first approximations for
Mamdani type membership functions (Chiu, 1994; Bezdek,
1981; Babuska, 1998).
The centroid method is used for defuzzification. The
centroid of composed shape is computed by
Z ¼ mcðzÞzdz
mcðzÞdz
(B2)
where z is the consequent variable and mCðzÞ is the function of
the composed shape.
Even though obtaining an optimised model is not possible,
the relationship can be tuned and refined. Logical relation-
ships AND and OR are adjusted to refine the model.
Refinement of the logical relationships is guided by expression
of t-norms and t-conorms to adjust fuzzy relationships (Ross,
1995).
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Appendix C: neural networks
Neural networks are highly sophisticated pattern recogni-
tion systems capable of learning relationships in patterns of
information. They mathematically mimic the biological human
learning process, and are capable of learning relationships
between system inputs and responses. The mathematical
relationships describing the processes may not be known
(Batchelor et al., 1997). Neural networks are sets of
mathematical algorithms applied in processing elements
(PEs) arranged to imitate the complex, non-linear and parallel
mechanisms involved in interpretation of information by
biological neural network.
These models learn from examples through iteration,
without requiring a prior knowledge of relationships bet-
ween variables under investigation (Eerikainen et al., 1994;
Linko et al., 1992), and have performed well even with
noisy, incomplete, or inconsistent data (Bochereau et al.,
1992).
Constructing neural-network models involves using sets
of input and output vectors to train the neural network,
selecting a transfer function applied to each PE, as well as
starting weights applied to each interconnection between two
PEs, and defining a learning rule through training. The neural
network then produces its own output vectors, which are
compared to the training output vectors. If desired, the degree
of accuracy between neural network output and training
output vectors is not satisfied, the neural-network applies the
learning rule to adjust weights of interconnections, retrieves
other data, and repeats comparison until the accuracy criterion
is met.
A variety of learning and development strategies exist and
are available for development of neural network. However,
back propagation learning is the predominate method used to
train neural network, as revealed in food-processing literature
and other techniques, will not be discussed here.
Regardless of learning strategy, a neural network consists of
a large number of highly interconnected processing elements
called neurons. Each neuron receives input signals from
multiple neurons in proportion to their connection weights
Wij. Within each neuron a threshold value (bias, Bi) is added to
the weighted sum and non-linearly transformed using an
activation function to generate output signals. A fully
connected three-layer network is illustrated in Fig. C1. The
response O of each neuron i to input signals I from the
connecting neurons j can be mathematically expressed as
Oi ¼ f
Xm
j¼1
I jW ij þ Bi
 !
(C1)
The transfer function f is any linear or non-linear function. Most
commonly used functions are sigmoidal and hyperbolic tangent.
The learning process starts with randomly initialised weights. A
set of input data is presented to this network and the resulting
output is compared with a corresponding desired output. Errors
associated with output neurons are transmitted from output layer
to input layer through hidden layers using a back-propagation
algorithm, hence the name back-propagation network. In order
to minimise errors, weights are adjusted at the end of each back-
propagation cycle. This procedure is repeated several thousand
times over the entire learning set (learning runs) (Bharath &
Drosen, 1994). In principle, if a sufficient number of these input/
output combinations are used for learning/training of neural
network, such a trained network should be able to predict output
for new inputs (Sablani et al., 1997).
To prevent overfitting or overtraining, an early stopping
strategy is employed to enhance the ability of networks to
generalise (perform well on new data) (Anderson et al., 1999).
Model identification is a process of selection in which a
number of models are fitted, and then the best one is
determined. Determination of number of neural-network
hidden nodes, along with determination of neural model
order, is crucial in identification of a neural-network process
model (Huang et al., 1998).
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Fig. C1. A typical single layered neural network
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