Abstract-The Nyström method is a popular technique for computing fixed-rank approximations of large kernel matrices using a small number of landmark points. In practice, to ensure high quality approximations, the number of landmark points is chosen to be greater than the target rank. However, the standard Nyström method uses a sub-optimal procedure for rank reduction mainly due to its simplicity. In this paper, we highlight the drawbacks of standard Nyström in terms of poor performance and lack of theoretical guarantees. To address these issues, we present an efficient method for generating improved fixed-rank Nyström approximations. Theoretical analysis and numerical experiments are provided to demonstrate the advantages of the modified method over the standard Nyström method. Overall, the aim of this paper is to convince researchers to use the modified method, as it has nearly identical computational complexity, is easy to code, and has greatly improved accuracy in many cases.
I. INTRODUCTION
Kernel methods are widely used in various learning problems. Well-known examples include support vector machines (SVM) [1] , [2] , kernel principal component analysis for feature extraction [3] , [4] , kernel clustering [5] - [8] , and kernel ridge regression [9] , [10] . The main idea behind kernel-based learning is to map the input data points into a feature space, where all pairwise inner products of the mapped data points can be computed via a nonlinear kernel function that satisfies Mercer's condition [11] . Thus, kernel methods allow one to use linear algorithms in the feature space which correspond to nonlinear algorithms in the original space. For this reason, kernel machines have received much attention as an effective tool to tackle problems with complex and nonlinear structures.
Let x 1 , . . . , x n be a set of n data points in R p . The inner products in feature space are calculated using a nonlinear kernel function κ(·, ·):
= κ(x i , x j ) = Φ(x i ), Φ(x j ) , ∀i, j ∈ {1, . . . , n}, (1) where Φ : x → Φ(x) is the kernel-induced feature map. A popular choice is the Gaussian kernel function κ(x i , x j ) = exp(− x i − x j The authors are with the Department of Applied Mathematics, University of Colorado, Boulder, CO 80309 USA (e-mail: farhad.pourkamali@colorado.edu; stephen.becker@colorado.edu).
This material is based upon work supported by the Bloomberg Data Science Research Grant Program.
However, it takes O(n 2 ) memory to store the full kernel matrix and subsequent processing of K within the learning process is quite expensive or impractical for large data sets.
A popular approach to tackle these challenges is to use the best rank-r approximation K r = U r Λ r U T r obtained via the eigenvalue decomposition of K for r ≤ rank(K). Here, the columns of U r ∈ R n×r span the top r-dimensional eigenspace of K, and the diagonal matrix Λ r ∈ R r×r contains the top r eigenvalues. Since the kernel matrix is SPSD, we have:
where L def = U r Λ 1/2 r ∈ R n×r . When the target rank r is small and chosen independently of n (e.g., r is chosen according to the degrees of freedom in the learning problem [12] ), the benefits of the rankr approximation in (2) are twofold. First, it takes O(nr) to store the matrix L which is only linear in the number of samples n. Second, the rank-r approximation leads to substantial computational savings within the learning process. For example, approximating K with LL T means the matrix inversion (K + λI n×n ) −1 in kernel ridge regression can be calculated using the Sherman-Morrison-Woodbury formula in O(nr 2 + r 3 ) time compared to O(n 3 ) if done naively. Other examples are kernel K-means, which is performed on the matrix L T , and so each step of the K-means algorithm runs in time proportional to r; and kernel-based spectral clustering, where fixed-rank kernel approximations have been used to reduce computation time [13] .
Although it has been shown that the fixed-rank approximation of kernel matrices is a promising approach to trade-off accuracy for scalability [14] - [17] , the eigenvalue decomposition of K has at least quadratic time complexity and takes O(n 2 ) space. To address this issue, one line of prior work is centered around efficient techniques for approximating the best rank-r approximation when we have ready access to K; see [18] , [19] for a survey. However, K is typically unknown in kernel methods and the cost to form K using standard kernel functions is O(pn 2 ), which is extremely expensive for large high-dimensional data sets. For this reason, the Nyström method [20] has been a popular technique for computing fixed-rank approximations in kernel-based learning, which eliminates the need to access every entry of the full kernel matrix. The Nyström method works by selecting a small set of bases, referred to as landmark points, and computes the kernel similarities between the input data points and landmark points.
To be formal, the standard Nyström method generates a rank-r approximation of K using m landmark points z 1 , . . . , z m in R p . In practice, it is common to choose m greater than r for obtaining higher quality rank-r approximations [21] , [22] , since the accuracy of the Nyström method depends on the number of selected landmark points and the selection procedure. The landmark points can be sampled with respect to a uniform or nonuniform distribution from the set of n input data points [23] . Moreover, some recent techniques utilize out-of-sample landmark points for generating improved Nyström approximations, e.g., centroids found from K-means clustering on the input data points [24] , [25] . For a fixed set of landmark points, let C ∈ R n×m and W ∈ R m×m be two matrices with the (i, j)-th entries C ij = κ(x i , z j ) and W ij = κ(z i , z j ). Then, the rank-m Nyström approximation has the form G = CW † C T , where W † is the pseudoinverse of W. For the fixed-rank case, the standard Nyström method restricts the rank of the m × m inner matrix W and computes its best rank-r approximation W r to obtain G
T , which has rank no great than r. Despite the simplicity of the rank reduction process in the standard Nyström method, the main downside is that the structure of C is completely disregarded. The standard Nyström method generates the rank-r approximation G nys (r) solely based on filtering W because of its smaller size compared to the matrix C of size n × m. As a result, the selection of more landmark points in the standard Nyström method does not guarantee improved rank-r approximations of kernel matrices. For example, our experimental results in Section VI reveal that the increase in the number of landmark points may even produce less accurate rank-r approximations due to the poor rank reduction process, cf. Remarks 7 and 9.
This paper considers the fundamental problem of rank reduction in the Nyström method. In particular, we present an efficient technique for computing a rank-r approximation in the form of G opt (r) = CW † C T r , which runs in time comparable with the standard Nyström method. The modified method utilizes the thin QR decomposition of the matrix C for computing a more accurate rank-r approximation of CW † C T compared to G nys (r) . Moreover, unlike the standard Nyström method, our results show that both theoretically and empirically, modified Nyström produces more accurate rank-r approximations as the number of landmark points m increases.
A. Contributions
In this work, we make the following contributions: 1) In Algorithm 2, we present an efficient method for generating improved rank-r Nyström approximations. The modified method computes the best rank-r approximation of
, in linear time with respect to the sample size n. In Theorem 3, it is shown that G opt (r) always produces a more accurate rankr approximation of K compared to G nys (r) with respect to the trace norm, when m is greater than r and landmark points are selected from the input data set. Remark 5 shows this is not necessarily true in the Frobenius norm.
2) Theorem 6 proves that the accuracy of the modified rankr Nyström approximation always improves (with respect to the trace norm) as more landmark points are selected from the input data set. 3) We provide counter-examples in Remarks 7 and 9 showing that an equivalent of Theorem 6 cannot hold for the standard Nyström method. Example 2 shows a situation where the modified Nyström method is arbitrarily better than the standard method, with respect to the trace and Frobenius norms. Remark 4 gives insight into when we expect the standard and modified methods to differ. 4) Theorem 8 shows that, under certain conditions, our theoretical results are also applicable to more recent landmark selection techniques based on out-of-sample extensions of the input data set, such as centroids found from K-means clustering. 5) Finally, we provide experimental results to demonstrate the superior performance and advantages of modified Nyström over the standard Nyström method. To our knowledge, the modified Nyström method was not discussed in the literature until our preliminary preprint [26] , though its derivation is straightforward and so we suspect it may have been previously derived in unpublished work. Due to the importance of rank reduction in the Nyström method, there are two recent works [27] , [28] that independently study the approximation error of CW † C T r , when landmark points are selected from the input data set. However, there are two principal differences between this work and the aforementioned references. First, the main focus of this paper is to directly compare the standard and modified Nyström methods, and provide both theoretical and experimental evidences on the effectiveness of modified Nyström. Second, we present theoretical and experimental results for the important class of out-of-sample landmark points, which often lead to accurate Nyström approximations [24] .
B. Paper Organization
In Section II, we present the notation and give a brief review of some matrix decomposition and low-rank approximation techniques. Section III reviews the standard Nyström method for computing rank-r approximations of kernel matrices and we explain the process of obtaining approximate eigenvalues and eigenvectors. In Section IV, we present an efficient modified method for computing improved rank-r approximations of kernel matrices. The main theoretical results are given in Section V, and we present experimental results comparing the modified and standard Nyström methods in Section VI. Section VII provides a brief conclusion.
II. NOTATION AND PRELIMINARIES
We denote column vectors with lower-case bold letters and matrices with upper-case bold letters. I n×n is the identity matrix of size n × n; 0 n×m is the n × m matrix of zeros. For a vector x ∈ R p , let x 2 denote the Euclidean norm, and diag(x) represents a diagonal matrix with the elements of x on the main diagonal. The (i, j)-th entry of A is denoted by
T is the transpose of A, and tr(·) is the trace operator. We write range(A) to denote the column space of A.
Each n × m matrix A with ρ = rank(A) ≤ min{n, m} admits a factorization in the form of A = UΣV T , where U ∈ R n×ρ and V ∈ R m×ρ are orthonormal matrices known as the left singular vectors and right singular vectors, respectively.
Throughout the paper, we use several standard matrix norms. The Frobenius norm of A is defined as A
denotes the trace norm (or nuclear norm) of A. The spectral norm of A is the largest singular value of A, i.e., A 2 def = σ 1 (A). It is straightforward to show that
When K is a kernel matrix, meaning it is generated via (1), we assume the kernel function κ satisfies Mercer's condition and therefore K is symmetric positive semidefinite (SPSD) [11] , [29] . Let K ∈ R n×n be any SPSD matrix with ρ = rank(K) ≤ n. Similar to the singular value decomposition (SVD), the matrix K can be factorized as K = UΛU T , where U ∈ R n×ρ contains the orthonormal eigenvectors, i.e., U T U = I ρ×ρ , and
is a diagonal matrix which contains the nonzero eigenvalues of K in descending order. This factorization is known as the eigenvalue decomposition (EVD). The matrices U and Λ can be partitioned for a target rank r (r ≤ ρ):
where Λ r ∈ R r×r contains the r leading eigenvalues and the columns of U r ∈ R n×r span the top r-dimensional eigenspace, and Λ ρ−r ∈ R (ρ−r)×(ρ−r) and U ρ−r ∈ R n×(ρ−r)
contain the remaining (ρ − r) eigenvalues and eigenvectors. It is well-known that K r def = U r Λ r U T r is the "best rankr approximation" to K in the sense that K r minimizes K − K F and K − K * over all matrices K ∈ R n×n of rank at most r. If λ r (K) = λ r+1 (K), then K r is not unique, so we write K r to mean any matrix satisfying (3). The Moore-Penrose pseudo-inverse of K can be obtained from the eigenvalue decomposition as
Another matrix factorization technique that we use in this paper is the QR decomposition. An n × m matrix A, with n ≥ m, can be decomposed as a product of two matrices A = QR, where Q ∈ R n×m has m orthonormal columns, i.e., Q T Q = I m×m , and R ∈ R m×m is an upper triangular matrix. Sometimes this is called the thin QR decomposition, to distinguish it from a full QR decomposition which finds Q ∈ R n×n and zero-pads R accordingly.
Finally, we state a standard result on the rank-r approximation of a matrix expressed as a product of two matrices. The proof of this result can be found in [30, Lemma 8] .
Lemma 1. Consider the matrix K ∈ R n×n and let Q ∈ R n×m be a matrix that has m < n orthonormal columns. For any positive integer r ≤ m, we have:
III. THE STANDARD NYSTRÖM METHOD
The Nyström method generates a fixed-rank approximation of the SPSD kernel matrix K ∈ R n×n by selecting a small set of bases referred to as "landmark points". The simplest and most common selection technique is uniform sampling without replacement [20] , [21] . In this case, each data point in the data set is sampled with the same probability, i.e., p i = 1 n , for i = 1, . . . , n. The advantage of this technique is the low computational complexity associated with sampling landmark points. However, uniform sampling does not take into account the nonuniform structure of many data sets and the resulting kernel matrices. Therefore, sampling mechanisms with respect to nonuniform distributions have been proposed to address this problem. This line of work requires the computation of (approximate) statistical leverage scores of K, which is more expensive than uniform sampling [31] - [33] . In addition, leverage score sampling often requires computing the entire kernel matrix K, which negates one of the principal benefits of the Nyström method. A comprehensive review and comparison of uniform and nonuniform landmark selection techniques can be found in [21] , [34] .
More recently, generating landmark points using out-ofsample extensions of input data has been shown to be effective for high quality Nyström approximations. This line of work originates from the work of Zhang et al. [24] , [25] , and it is based on the observation that the Nyström approximation error depends on the quantization error of encoding the data set with the landmark points. Hence, the landmark points are selected to be the centroids found from K-means clustering. In machine learning and pattern recognition, K-means clustering is a wellestablished technique to partition a data set into clusters by trying to minimize the total sum of the squared Euclidean distances of each point to the closest cluster center [35] .
In general, assume that a set of m n landmark points in
given. Let us consider two matrices C ∈ R n×m and W ∈ R m×m , where
The Nyström method uses both C and W to construct an approximation of the kernel matrix K in the following form with rank at most m:
For the fixed-rank case, the Nyström method generates a rankr approximation of the kernel matrix, r ≤ m, by computing the best rank-r approximation of the inner matrix W [22] , [23] , [36] , which results in G
represents the pseudo-inverse of W r . Thus, the eigenvalue decomposition of the matrix W should be computed to find the top r eigenvalues and corresponding eigenvectors. Let Σ r ∈ R r×r and V r ∈ R m×r contain the top r eigenvalues and the
Algorithm 1 Standard Nyström
Input: data set X, m landmark points Z, kernel function κ, target rank r (r ≤ m) Output: estimates of r leading eigenvectors and eigenvalues of the kernel matrix
and Λ nys r = Σ corresponding orthonormal eigenvectors of W, respectively. Then, the rank-r approximation of K can be expressed as:
The time complexity of the Nyström method to form L nys is O(pnm + m 2 r + nmr), where it takes O(pnm) to construct matrices C and W. It takes O(m 2 r) time to perform the partial eigenvalue decomposition of W and O(nmr) represents the cost of matrix multiplication CV r . Thus, for r ≤ m n, the computation cost to form the rank-r approximation of the kernel matrix is only linear in the data set size n.
The eigenvalues and eigenvectors of K can be estimated by using the rank-r approximation in (6) , and in fact this approach provides the exact eigenvalue decomposition of G nys (r) . The first step is to find the eigenvalue decomposition of the r×r matrix:
where V, Σ ∈ R r×r . Then, the estimates of r leading eigenvalues and eigenvectors of K are obtained as follows [24] :
The overall procedure to estimate the r leading eigenvalues/eigenvectors is summarized in Algorithm 1. The time complexity of the approximate eigenvalue decomposition is O(nr 2 + r 3 ), in addition to the cost of computing L nys mentioned earlier. Thus, the total cost of computing the approximate eigenvalue decomposition of K is linear in n.
IV. IMPROVED NYSTRÖM APPROXIMATION VIA QR DECOMPOSITION
In the previous section, we explained the Nyström method for computing rank-r approximations of SPSD kernel matrices based on selecting a small set of landmark points. Although the final goal is to find an approximation that has rank no greater than r, it is often preferred to select m > r landmark points and then restrict the resultant approximation to have rank at most r. The main intuition is that selecting m > r landmark points and then restricting the approximation to a lower rank-r space has a regularization effect which can lead to more accurate approximations [21] , [23] . For example, when landmark points are chosen to be centroids from K-means clustering, more landmark points lead to smaller quantization error of the data set, and thus higher quality Nyström approximations.
In the standard Nyström method presented in Algorithm 1, the rank of the matrix G is restricted by computing the best rank-r approximation of the inner matrix W: G
T . Since the inner matrix in the representation of G nys (r) has rank no greater than r, it follows that G nys (r) has rank at most r. The main benefit of this technique is the low computational cost of performing an exact eigenvalue decomposition on a relatively small matrix of size m × m. However, the standard Nyström method totally ignores the structure of the matrix C in the rank reduction process. In fact, since the rank-r approximation G nys (r) does not utilize the full knowledge of C, the selection of more landmark points does not guarantee an improved low-rank approximation in the standard Nyström method, cf. Remarks 7 and 9.
To solve this problem, we present an efficient method to compute the best rank-r approximation of the matrix G = CW † C T , for given matrices C ∈ R n×m and W ∈ R m×m . In contrast with the standard Nyström method, the modified approach takes advantage of both matrices C and W. To begin, let us consider the best 1 rank-r approximation of the matrix G in any unitarily invariant norm · , such as the Frobenius norm or trace norm:
where (i) follows from the QR decomposition of C ∈ R n×m ; C = QR, where Q ∈ R n×m and R ∈ R m×m . To get (ii), the eigenvalue decomposition of the m × m matrix
where the diagonal matrix Σ ∈ R m×m contains m eigenvalues in descending order on the main diagonal and the columns of V ∈ R m×m are the corresponding eigenvectors. Moreover, we note that the columns of QV ∈ R n×m are orthonormal because both Q and V have orthonormal columns. Thus, the decomposition (QV )Σ (QV )
T contains the m eigenvalues and orthonormal eigenvectors of the Nyström approximation CW † C T . Hence, the best rank-r approximation of G = CW † C T is then computed using the r leading eigenvalues Σ r ∈ R r×r and corresponding eigenvectors QV r ∈ R n×r , as given in (9) . Thus, the estimates of the top r eigenvalues and eigenvectors of the kernel matrix K from the Nyström approximation CW † C T are obtained as follows:
These estimates can be also used to approximate the kernel
Algorithm 2 Nyström via QR Decomposition ("modified" Nyström) Input: data set X, m landmark points Z, kernel function κ, target rank r (r ≤ m) Output: estimates of r leading eigenvectors and eigenvalues of the kernel matrix
Perform the thin QR decomposition: C = QR 3: Compute EVD:
The modified method for estimating the r leading eigenvalues/eigenvectors of the kernel matrix K is presented in Algorithm 2. The time complexity of this method is O(pnm+ nm 2 +m 3 +nmr), where O(pnm) represents the cost to form matrices C and W. The complexity of the QR decomposition is O(nm 2 ) and it takes O(m 3 ) time to compute the eigenvalue decomposition of RW † R T . Finally, the cost to compute the matrix multiplication QV r is O(nmr).
We can compare the computational complexity of Nyström via QR decomposition (Algorithm 2) with that of the standard Nyström method (Algorithm 1). Since our focus in this paper is on large-scale data sets with n large, we only consider terms involving n which lead to dominant computation costs. Based on our previous discussion, it takes C nys = O(pnm + nmr + nr 2 ) time to compute the eigenvalue decomposition using the standard Nyström method, while the cost of the modified technique is C opt = O(pnm + nmr + nm 2 ). Thus, for data of even moderate dimension with p m, the dominant term in both C nys and C opt is O(pnm). This means that the increase in computation cost (nm 2 vs. nr 2 ) is only noticeable if m > r and p ≈ m. Typically m p so the pnm term dominates for both algorithms, hence there is no significant increase in cost, as is the case in our runtime example shown in Fig. 4 . Example 2. In the rest of this section, we present a simple example to gain some intuition on the superior performance of the modified technique compared to standard Nyström.
We consider a small kernel matrix of size 3 × 3:
One can find, for example, a data matrix X that generates this kernel matrix as K = X T X. Here, the goal is to compute the rank r = 1 approximation of K. Sample m = 2 columns of K, and suppose we choose the first and second columns:
In the standard Nyström method, the best rank-1 approximation of the inner matrix W is first computed. Then, the rank-1 approximation of K using standard Nyström is given by:
The normalized approximation error in terms of the Frobenius norm and trace norm is large:
On the other hand, using the same matrices C and W, the modified method first computes the QR decomposition of C = QR:
Then, the product of three matrices RW † R T is computed to find its eigenvalue decomposition RW † R T = V Σ V T :
Finally, the rank-1 approximation of the kernel matrix in the modified method is obtained via G 
where
In fact, one can show that our approximation is the same as the best rank-1 approximation formed using full knowledge of K, i.e., G opt (1) = K 1 . Furthermore, by taking K 22 1, we can make the improvement of the modified method over the standard method arbitrarily large.
V. THEORETICAL RESULTS
We present theoretical results to show that the modified Nyström method provides improved rank-r approximations of SPSD kernel matrices. In particular, given fixed matrices C ∈ R n×m and W ∈ R m×m with m > r and generated by in-sample landmark points, the Nyström method via QR decomposition is guaranteed to generate improved rank-r approximation compared to the standard Nyström method in terms of the trace norm. In addition, we present a theorem which shows that as the number of landmark points m increases, the modified Nyström method generates more accurate rank-r approximation of the kernel matrix K in terms of the trace norm. This is an important advantage of Nyström via QR decomposition, since the standard Nyström method may generate lower quality rank-r approximations by increasing m due to the sub-optimal rank restriction step, cf. Section VI.
A. Main Results
In order to compare the accuracy of modified Nyström with the standard Nyström method, we first provide an alternative formulation of these two methods. We assume the landmark points Z = [z 1 , . . . , z m ] are in-sample, meaning they are selected in any fashion (deterministic or random) from among the set of input data points, so that the matrix C ∈ R n×m contains m columns of the kernel matrix K. This column selection process can be viewed as forming a sampling matrix P ∈ R n×m that has exactly one nonzero entry in each column, where its location corresponds to the index of the selected landmark point. Then, the matrix product C = KP ∈ R n×m contains m columns sampled from the kernel matrix K and W = P T KP ∈ R m×m is the intersection of the m columns with the corresponding m rows of K.
Let us define
For simplicity of presentation, we assume D and W have full rank, though the results still hold as long as they have rank greater than or equal to r.
In the standard Nyström method, the rank-r approximation is
T , where L nys can be written as:
where we have used (N r S 
Since the columns of N r are orthonormal, i.e., N T r N r = I r×r , the rank-r approximation of the kernel matrix K in the standard Nyström method is given by:
Next, we present an alternative formulation of the rankr approximation G opt (r) in terms of the left singular vectors of D. The modified Nyström method finds the best rank-r approximation of CW † C T , and observe that:
, and the best rank-r approximation has the following form:
where we used F T F = I m×m . Based on [27, Lemma 6], let H ∈ R n×r be the orthonormal bases of the rank-r matrix
, which allows us to simplify (21):
In the following, we present a theorem which shows that the modified Nyström method (Algorithm 2) generates improved rank-r approximation of the kernel matrix K compared to the standard Nyström method (Algorithm 1). To have a fair comparison, it is assumed that both methods have access to the same fixed matrices C and W.
Theorem 3. Let K ∈ R n×n be an SPSD kernel matrix, and r be the target rank. Let P be any n × m matrix, with m ≥ r, such that C = KP ∈ R n×m and W = P T KP ∈ R m×m . Then, we have:
where the Nyström method via QR decomposition generates G Proof. We start with the alternative formulation of G
, where the columns of H ∈ R n×r are orthonormal, cf. (22) . Note that K − G opt (r) is a SPSD matrix, and thus its trace norm is equal to the trace of this matrix:
where (i) follows from (I n×n − HH T 2 = (I n×n − HH T , (ii) is based on the observation
r , and (iii) is based on Lemma 1. Let us define the function f (T)
F , and consider the matrix T ∈ R m×n with rank no greater than r:
Then, we see that:
where we used FT = F r F In Example 2, we showed that the modified method outperforms the standard Nyström method. The essential structural feature of the example was the presence of a large-magnitude block of the kernel matrix, denoted K 21 below. The following remark shows that when this block is zero, the two methods perform the same.
Remark 4. Let P ∈ R n×m be the sampling matrix, where m columns of the kernel matrix K ∈ R n×n are sampled according to any distribution. Without loss of generality, the matrices C and K can be permuted as follows:
where K 21 ∈ R (n−m)×m and K 22 ∈ R (n−m)×(n−m) . If K 21 = 0 (n−m)×m , then Nyström via QR decomposition and the standard Nyström method generate the same rank-r approximation of the kernel matrix K, i.e., G opt (r) = G nys (r) . Proof. Under the assumption K 21 = 0 (n−m)×m , we have:
and
Let us consider the eigenvalue decomposition of W = VΣV T , where V, Σ ∈ R m×m ; this is also the SVD since K, and hence W, is SPSD and so Σ ≥ 0. Then, the left singular vectors of D have the following form:
Thus, we get
, and the best rank-r approximation of F T K 1/2 can be written as:
Next, we compute the matrix T in (25) by first simplifying
r V T r , we have:
Thus, we get T = F T K 1/2 r and this completes the proof.
Remark 5. In Theorem 3, we showed that Nyström via QR decomposition generates improved rank-r approximation of kernel matrices with respect to the trace norm. However, this property is not always satisfied in terms of the Frobenius norm. 
If we sample the first and second column of K to form C ∈ R 4×2 , i.e., m = 2, then we get K − G (1) F = 0.9409. Thus, in this example, the standard Nyström method has slightly better performance in terms of the Frobenius norm. In Section VI, we present comprehensive experimental results on real-world data sets, which show that Nyström via QR decomposition outperforms the standard Nyström method in terms of both trace norm and Frobenius norm.
Next, we present an important theoretical result on the quality of rank-r Nyström approximations when the number of landmark points are increased. To be formal, let us first sample m 1 ≥ r landmark points from the set of input data points to generate the rank-r approximation using the modified Nyström method, namely G opt (r) . If we sample (m 2 −m 1 ) ∈ N additional landmark points to form the new rank-r approximation G opt (r) using the total of m 2 landmark points, the following result states that K− G opt (r) * ≤ K−G opt (r) * . Therefore, increasing the number of landmark points in the modified Nyström method leads to improved rank-r approximation.
n×n be an SPSD kernel matrix, and r be the target rank. Consider a sampling matrix or any fixed matrix P ∈ R n×m1 , with m 1 ≥ r, such that C = KP ∈ R n×m1 and W = P T KP ∈ R m1×m1 . Then, the modified Nyström method generates the rank-r approximation of K as G with m 2 > m 1 , i.e., P = [P, P new ] ∈ R n×m2 . The resulting matrix P can be used to form C = K P ∈ R n×m2 and W = P T K P ∈ R m2×m2 , and the modified Nyström method generates G opt (r) = C W † C T r . Then this new approximation is better in the sense that:
Proof. Let F ∈ R n×m1 be the left singular vectors of K 1/2 P ∈ R n×m1 , and F ∈ R n×m2 be the left singular vectors of
where both equalities follow from (24) and the inequality follows from the fact that range(F) ⊂ range( F).
Remark 7. Theorem 6 is not true for the standard Nyström method. Consider the kernel matrix from Example 2. By sampling the first two columns, the standard Nyström method gave relative errors of 0.99 in both the trace and Frobenius norms. Had we sampled just the first column, the standard Nyström method would have returned the same approximation as (16) and thus have 0.01 relative error in these norms, meaning that adding additional landmark points leads to a worse approximation. See also Remark 9 for experiments.
B. Extension to Out-of-Sample Landmark Points
The main underlying component in our theoretical results is the existence of a matrix P ∈ R n×m , such that C and W in the Nyström method can be written as: C = KP and W = P T KP. As mentioned earlier, this assumption holds true if the landmark points z 1 , . . . , z m are selected (randomly or arbitrarily) from the set of input data points, since then P is a sampling matrix consisting of columns of the identity matrix. However, some recent landmark selection techniques utilize out-of-sample extensions of the input data points to improve the accuracy of the Nyström method, e.g., centroids found from K-means clustering. In this case, the matrix C ∈ R n×m , where C ij = κ(x i , z j ), does not necessarily contain the columns of K. Thus, we cannot hope for a sampling matrix P that satisfies C = KP.
We show that, under certain conditions, our theoretical results (Theorem 3 and 6) are applicable to the case of out-ofsample landmark points. To be formal, consider a set of n distinct data points in R p , i.e., X = [x 1 , . . . , x n ] ∈ R p×n , and the Gaussian kernel of the form κ(x i , x j ) = exp(− x i −x j 2 2 /c), c > 0, which leads to the kernel matrix K ∈ R n×n . Let
p×m be m cluster centroids from Kmeans clustering on x 1 , . . . , x n , and we form C ∈ R n×m and W ∈ R m×m with C ij = κ(x i , z j ) and W ij = κ(z i , z j ). Based on [11, Theorem 2.18], the kernel matrix K defined on a set of n distinct data points using the Gaussian kernel function has full rank. Thus by defining P = K −1 C ∈ R n×m , we can write C = KP, but because this P is not a sampling matrix, it does not follow that W = P T KP, so our aim is to show that W ≈ P T KP. Let us consider the empirical kernel map Φ e , defined on the set of input data points x 1 , . . . , x n :
This map approximates the kernel-induced map Φ for out-ofsample data points
T , we have:
Therefore, if we use out-of-sample landmark points with the Gaussian kernel function in the Nyström method, there exists a matrix P that satisfies C = KP and W = W e + E = P T KP + E, where the matrix E ∈ R m×m represents the approximation error. It is known that when the relative amount of error is small (e.g., with respect to the spectral norm), W and W e are close to one another and their eigenvalues and eigenvectors are perturbed proportional to the relative error [37] , [38] . However, in this work, our goal is to prove that the Nyström approximations CW † C T and CW † e C T are close to one another when the relative amount of error is small. To demonstrate the importance of this result, note that for any invertible matrices M and M , we have the identity
Thus, the small norm of M − M cannot be directly used to conclude M −1 and M −1 are close to one another. In the following, we present an error bound for the difference between the Nyström approximations, i.e., CW † C T − CW † e C T , in terms of the relative amount of error caused by the empirical kernel map.
Theorem 8. Consider a set of n distinct data points X = [x 1 , . . . , x n ] ∈ R p×n , and the Gaussian kernel function of the form κ(x i , x j ) = exp(− x i − x j 2 2 /c), c > 0, which leads to the kernel matrix K ∈ R n×n . Let Z = [z 1 , . . . , z m ] ∈ R p×m be arbitrary (e.g., m distinct cluster centroids from Kmeans clustering on x 1 , . . . , x n ), and we form C ∈ R n×m and W ∈ R m×m with C ij = κ(x i , z j ) and W ij = κ(z i , z j ). Then, there exists a matrix P ∈ R n×m such that C = KP and W = W e + E, where W e = P T KP and E ∈ R m×m represents the approximation error of the empirical kernel map defined in (37) . Assuming that η
Proof. As mentioned earlier, the kernel matrix K using the Gaussian kernel function has full rank. Thus, there exists a matrix P such that C = KP and the empirical kernel map Φ e can be defined as in (37) . Recall the singular value decomposition of D = K 1/2 P = FSN T , and the eigenvalue decomposition
T be the eigenvalue decomposition of W (since W is also SPSD). Moreover, let us define:
If we have E = 0 m×m , i.e., the approximate kernel map Φ e is equal to the kernel-induced map, then N = N, S = S, and E = 0 m×m . Next, we find an upper bound for E 2 in terms of the relative error η. Consider the eigenvalue decomposition of W = W e + E:
where 
Next, we multiply (42) on the left by N T N, and we see that:
Finally, we multiply (43) on the left and right by S −1 :
Thus, we observe that SN T N S −1 = (I m×m + O) −1/2 T, where T ∈ R m×m is an orthogonal matrix. Thus, we have:
To find an upper bound for the spectral norm of E, we simplify (45) by using the Neumann series (I m×m + O)
where O 2 = η < 1 by assumption. Hence, we get the following upper bound for the spectral norm of
where we have used the convergence of the Neumann series and the continuity of norms in the first inequality and the submultiplicativity property of the spectral norm in the second.
To finish, we relate the difference between the two Nyström approximations CW † C T and CW † e C T to the norm of E:
(47) Then, given the definition of E in (40), we observe that:
Thus, using the submultiplicativity property of the spectral norm, we have:
Note that K 1/2 2 2 = K 2 , and F 2 = 1 since F has orthonormal columns. This completes the proof.
To gain some intuition for Theorem 8, we present a numerical experiment on the pendigits data set (p = 16 and n = 10,992) used in Section VI. Here, the Gaussian kernel function is employed with the parameter c chosen as the averaged squared distances between all the data points and sample mean. The standard K-means clustering algorithm is performed on the input data points to select the landmark points z 1 , . . . , z m for various values of m = 2, . . . , 10. For each value of m, we form two matrices C and W. Also, we compute W e = P T KP and
2 , where P = K −1 C and E = W−W e ; calculating W e is impractical for larger data sets and we do so only to support our theorem. Fig. 1 reports the mean of CW † C T − CW † e C T 2 / K 2 over 50 trials for varying number of landmark points. The figure also plots the mean of our theoretical bound in Theorem 8, i.e., η/(1 − η). We observe that CW † C T and CW † e C T provide very similar Nyström approximations of the kernel matrix K, such that the relative error with respect to the spectral norm is less than 2 × 10 −3 for all values of m. Furthermore, it is clear that our theoretical bound in Theorem 8 is accurate and it provides a meaningful upper bound for the relative error of the Nyström approximations.
Based on Theorem 8, the closeness of the Nyström approximations CW † C T and CW † e C T with respect to the spectral norm is a function of the quantity η. Note that η measures the relative amount of perturbation of the eigenvalues and eigenvectors of W e , and we have Lemma 2.2] . Therefore, when E 2 is small, CW † C T and CW † e C T lead to similar low-rank approximations of the kernel matrix. In particular, as E 2 goes to zero, CW † e C T converges to CW † C T . Hence we expect our theoretical results on the rank-r Nyström approximations (Theorem 3 and 6) to be valid for the case outof-sample landmark points for small values of η.
VI. EXPERIMENTAL RESULTS
We present experimental results on the fixed-rank approximation of kernel matrices using the standard and modified Nyström methods, and show evidence to (1) corroborate our theory of Section V-A and V-B, (2) suggest that our theory still holds even if the assumptions are not exactly satisfied (e.g., out-of-sample landmark points), and (3) highlight the benefits of the modified method. In order to illustrate the effectiveness of modified Nyström (Algorithm 2), we compare its accuracy to that of the standard Nyström method (Algorithm 1) for the target rank r = 2 and varying number of landmark points m = r, . . . , 5r. To provide a baseline for the comparison, we report the accuracy of the best rank-2 approximation obtained via the eigenvalue decomposition (EVD), which requires the computation and storage of full kernel matrices and hence is impractical for very large data sets.
Experiments are conducted on four data sets from the LIBSVM archive [39] , listed in Table I . In all experiments, the Gaussian kernel κ (x i , x j ) = exp − x i − x j 2 2 /c is used with the parameter c chosen as the averaged squared distances between all the data points and sample mean. We consider two landmark selection techniques: (1) uniform sampling, where m landmark points are selected uniformly at random without replacement from n data points; and (2) out-of-sample landmark points obtained via K-means clustering on the original data set, as in [24] . To perform the K-means clustering algorithm, we use MATLAB's built-in function kmeans and the maximum number of iterations is set to 10. A MATLAB implementation of modified and standard Nyström is available online 2 . We measure the quality of fixed-rank Nyström approximations using the relative kernel approximation error with respect to the trace norm, i.e., K − G nys (r) * / K * vs. K − G opt (r) * / K * . In either metric, no method can ever outperform the EVD baseline. In Fig. 2 , the mean and standard deviation of relative error over 50 trials are reported for all four data sets and varying number of landmark points m = r, . . . , 5r. Modified Nyström and the standard Nyström method have identical performance for m = r because no rank restriction step is involved in this case. As the number of landmark points, m, increases beyond the rank parameter r = 2, Nyström via QR decomposition always generates better rank-2 approximations of the kernel matrix than the standard method does. This observation is consistent with Theorem 3, which states that for the same landmark points,
(r) * (one can divide both sides by constant K * for the relative error). Even with out-of-sample landmark points, the modified method can be drastically better. In the right plot of Fig. 2b , the modified method achieves a mean error of 0.47 (compared to the 0.45 EVD baseline) from just m = 2r landmark points, while the standard method has a higher mean error (0.50) even using m = 5r landmark points. This exemplifies the importance and effectiveness of the precise rank restriction step in the Nyström via QR decomposition method. Fig. 2 also shows that the accuracy of either Nyström method depends crucially on the landmark selection procedure. For all four data sets, the landmark points obtained via K-means clustering lead to more accurate approximations compared to the uniform sampling technique; note that the vertical axis scale varies from plot to plot. In fact, using K-means centroids as the landmark points and employing the modified Nyström method yield very accurate rank-2 approximations that are close to the best rank-2 approximation. Furthermore, the improvement due to the better sampling is more pronounced in the modified Nyström method than in the standard method. Fig. 3 is generated the same as Fig. 2 but the error is reported in the Frobenius norm. The pattern of behavior is very similar to that in Fig. 2 even though we lack theoretical guarantees. In fact, neither method dominates the other for all kernel matrices (cf. the adversarial example in Remark 5), but in these practical data sets, the modified method always performs better.
Remark 9. Remark 7 showed that in both the trace and Frobenius norms, the standard Nyström method can perform worse when we sample additional landmark points. Figs. 2  and 3 show that a similar effect happens with the standard Nyström method when we use out-of-sample landmark points selected via K-means (in this case, as we increase m, we do not necessarily include the landmark points selected for smaller m). For example, according to Fig. 2b (right) , the mean relative error of standard Nyström is increased from 0.56 to 0.61 when we increase from m = 2 to m = 4 landmark points selected via K-means centroids; see Fig. 3b (right) for a similar effect with respect to the Frobenius norm.
This counter-intuitive effect of decreased accuracy even with more landmark points (Remarks 7 and 9) is due to the suboptimal restriction procedure of standard Nyström. Theorem 6 proves that the modified Nyström method does not suffer from the same effect in terms of the trace norm and in-sample landmark points, and Figs. 2 and 3 do not show any evidence of this effect even if we switch to Frobenius norm or consider out-of-sample landmark points.
Finally, we demonstrate the efficiency of Nyström via QR decomposition by plotting the averaged running time over 50 trials for E2006-tfidf. The running time results are omitted for the remaining data sets because the average running time was less than one second. Fig. 4 shows that the modified Nyström method runs in time comparable with the standard Nyström method. Thus, as we discussed in Section IV, in most practical cases the increase in the computation cost of Nyström via QR decomposition is negligible, while it provides improved fixed-rank kernel approximations. If we seek a given accuracy of approximation, the modified Nyström needs fewer landmark points, so in this case one could in fact argue that it is more efficient than the standard Nyström method.
VII. CONCLUSION
In this paper, we have presented a modified technique for the important process of rank reduction in the Nyström method. Theoretical analysis shows that: (1) the modified method provides improved fixed-rank approximations compared to standard Nyström with respect to the trace norm; and (2) the quality of fixed-rank approximations generated via the modified method improves as the number of landmark points increases. Our theoretical results are accompanied by illustrative numerical experiments comparing the modified method with standard Nyström. We also showed that the modified method has almost the same computational complexity as standard Nyström, which makes it suitable for large-scale kernel machines. 
