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ABSTRACT The REACH (realistic extension algorithm via covariance Hessian) coarse-grained biomolecular simulation
method is a self-consistent multiscale approach directly mapping atomistic molecular dynamics simulation results onto
a residue-scale model. Here, REACH is applied to calculate the dynamics of protein-protein interactions. The intra- and intermo-
lecular ﬂuctuations and the intermolecular vibrational densities of states derived from atomistic molecular dynamics are well re-
produced by the REACH normal modes. The phonon dispersion relations derived from the REACH lattice dynamics model of
crystalline ribonuclease A are also in satisfactory agreement with the corresponding all-atom results. The REACHmodel demon-
strates that increasing dimer interaction strength decreases the translational and rotational intermolecular vibrational amplitudes,
while their vibrational frequencies are relatively unaffected. A comparative study of functionally interacting biological dimers with
crystal dimers, which are formed artiﬁcially via crystallization, reveals a relation between their static structures and the interpro-
tein dynamics: i.e., the consequence of the extensive interfaces of biological dimers is reduction of the intermonomer transla-
tional and rotational amplitudes, but not the frequencies.INTRODUCTION
Many cellular processes are governed by networks of directly-
interacting protein molecules. On binding, the internal
dynamics of interacting protein molecules can change,
involving, in principle, either stiffening or softening of the
binding partners. The accompanying thermodynamic change
will contribute to the binding free energy, and understanding
dynamical changes accompanying the formation of protein
complexes is, therefore, an important goal in molecular
biophysics (1–9). The development of reliable and fast
methods for determining these dynamical changes will be
necessary for the characterization of many complexes of poten-
tial interest using a structural bioinformatics approach (10–15).
For the characterization of large numbers of protein
complexes, computational techniques have a considerable
advantage over experiments in that they can be relatively
fast while providing detailed information. One widely-used
computational tool for calculating atomic-detail motions of
proteins from three-dimensional structures is normal mode
analysis (NMA) (16–18), in which the potential energy is
approximated as harmonic, leading to the internal dynamics
being represented as a superposition of independent vibra-
tional modes. To reduce computational costs in NMA for
large systems, a simplified, coarse-grained version of NMA,
called the elastic network model (ENM), has been proposed
(19–23). In this model, a protein molecule is represented by
point-interaction residues connected by harmonic springs,
enabling collective vibrational motions to be rapidly calcu-
lated. Although simple in form, ENM has been usefully
applied to a variety of problems concerning protein dynamics
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force field models, that include, for example, local virtual
bond stretching, angle bending, and dihedral and nonlocal
interactions, have also been developed and applied to proteins
(28–31).
In previous work we introduced a coarse-graining biomo-
lecular simulation methodology, REACH (realistic extension
algorithm via covariance Hessian), for deriving residue-scale
ENM force constants directly from the variance-covariance
fluctuation matrix calculated from atomic-detail molecular
dynamics (MD) simulations (32,33). The residue-scale
REACH method is a self-consistent direct mapping, requiring
no iterative fitting and no input of experimental data. The
REACH normal modes were shown to reproduce the ampli-
tudes and frequencies of MD-derived fluctuations (32,33).
REACH was also found to provide a force field transferable
between proteins of different structural classes (33). Low-
temperature coarse-grained MD simulations with the REACH
force field were also found to successfully reproduce the cor-
responding atomistic MD results (33).
In this work, the REACH method is applied to crystallo-
graphically characterized protein complexes. Additional
methodology is developed for calculating the required force
constants in a crystalline environment, in which a protein
molecule interacts with both the other molecules in the asym-
metric unit (i.e., the molecules arranged in the same unit cell)
and the image molecules in neighboring unit cells. As a test
case, an MD trajectory of crystalline dimeric myoglobin is
used to derive the REACH force constants. Analytical model
functions are derived for the distance dependence of the force
constants. The REACH NMA mean-square fluctuations are
found to reproduce those of atomistic MD. The contributions
of the intramolecular and intermolecular (translational and
doi: 10.1016/j.bpj.2009.05.015
Protein Interaction Dynamics via REACH 1159rotational) motions are decomposed. Furthermore, to estimate
the relation between the binding strength and the intermolec-
ular dynamics, the effect of varying the effective intermolec-
ular force constant is examined.
In a further application, the harmonic REACH force field is
applied to calculate the lattice dynamics of a protein crystal:
ribonuclease A. The lattice dynamics originates from both
protein-protein interactions and protein internal dynamics.
The phonon dispersion relations of the crystal are calculated
from the dynamical matrix in residue-scale coarse-grained
model and the sound velocities for the acoustic modes calcu-
lated are compared with those derived from atomistic normal
modes (34).
Because the REACH normal modes can be determined
only by using the Ca coordinates of each residue together
with the simple model functions of the distance dependence
of the interaction force constants, the method is computation-
ally inexpensive. Furthermore, the demonstrated transfer-
ability of the REACH force field allows the force constants
derived from the atomistic MD simulation of dimeric
myoglobin to be applied to other proteins (33). Therefore,
REACH is applied in a bioinformatics-style study, analyzing
a large number of Protein Data Bank (PDB) structures (35).
The dynamics of functional dimers (here called biological
dimers) are compared with proteins dimerized nonfunction-
ally by way of crystallization (here called crystal dimers).
Previous studies have shown that the contact regions at the
binding interfaces in the biological dimers are more exten-
sive than the crystal dimers (36–39). The classification of
protein-protein interfaces into crystal and biological origins
has been achieved with >95% accuracy, based on structural
bioinformatics studies using a support vector machine
(40,41). The REACH methodology allows the dynamical
consequences of the structural differences to be examined.
THEORY AND METHODS
Dynamical simulations
Molecular dynamics simulations of crystalline dimeric myoglobin were per-
formed. The simulation details are described in Kurkal-Siebert and Smith
(42). Briefly, the simulation was performed at constant temperature (300 K)
and pressure (1 atm) conditions (the NPT ensemble) using the monoclinic
crystal (PDB: 1A6G (43) space group: P 21,). Additional MD simulation
of tetrameric myoglobin (PDB: 1U7R (44)) with a different space group,
P 212121, was also performed to examine the dependence of the REACH crys-
talline force field on the space group. Production runs were performed for
10 ns at 300 K. The atomic coordinates were saved every 50 fs for analysis.
REACH: calculation of force constants
in a crystalline environment
The REACH coarse-grained method is described in detail in Moritsugu and
Smith (32). Here is given a brief summary. The method uses only Ca atom
coordinates; heteroatoms, such as ions and the heme in myoglobin, are not
included. The potential energy in the elastic network model is written as (19)
V ¼ 1
2
X
i<j
kij

dij  d0ij
2
; (1)where dij (d
0
ij) is the distance between the dynamical (equilibrium) positions
of the Ca atoms in residues i and j, and kij is the force constant for the
harmonic spring between i and j. Calculation of the Hessian (second-deriv-
ative) matrix from Eq. 1 leads to the relation
kij ¼ tr

Kij

; (2)
where Kij is the off-diagonal component of the Hessian associated with i and
j. Making the harmonic approximation under the equilibrium condition at
constant temperature, T, allows the Hessian matrix to be calculated from
the variance-covariance matrix, C ¼ (Cij) ¼ (h(ri – hrii)(rj  hrji)i) as
K ¼ kBTC1; (3)
where kB is the Boltzmann constant. The value kij is then derived by
combining Eqs. 2 and 3 as
kij ¼ kBTtrðC1ij Þ: (4)
In this study, the 10-ns myoglobin MD trajectory was separated into ten 1-ns
trajectories from each of which C was calculated. Subsequently, the ten
C-matrices were averaged and the associated force constants derived using
Eq. 4. To calculate the force constants for local interactions, i.e., the virtual
1-2 (between residues i and iþ1), 1-3 (between residues i and iþ2), and 1-4
(between residues i and iþ3) terms, segments of 20 residues were fitted
individually to calculate submatrices of C. This avoids the error associated
with the best fit to the overall structure arising from the incorporation of
external motions of the segments, which would result in errors in the pair-
wise covariances (32).
In a crystal environment the calculation of long-range interactions is not as
straightforward as Eq. 2, since the potential energy (Eq. 1) includes not only
the direct interaction between residue i and j in the same molecule but also the
interactions with residues in other proteins in the neighboring cells. Here, to
save computational cost, we assume traditional symmetry between unit cells,
i.e., that the equilibrium symmetry in the crystal structure holds during protein
fluctuation such that residue j in one unit cell moves identically to residues j0
(the residues corresponding to j in the other unit cells). Given this assumption,
Kij can be described using the interaction energy of residue iwith both residue
j and all the possible residues j0, i.e.,
P
j0
Vij0 . Each Vij0 contributes to Kij as
v2Vij0=vrivrj0 ¼ v2Vij0=vrivrj:
However, we do not assume any further symmetry between the two
myoglobin monomers, e.g., such that an atom in one monomer moves anti-
correlated with the corresponding atom in the other monomer. Keeping the
motion of the monomer anticorrelated with that of the other monomer yields
only the fully symmetric vibrations, which are not sufficient to describe the
full vibrational characteristics of the system. In this study, the full normal
modes are calculated without freezing any degree of freedom and are used
to describe vibrational amplitudes and frequencies as well as the sound
velocity (see the descriptions below).
For simplifying the interaction calculation, analytical model functions
were constructed of the distance-dependent nonlocal intramolecular and
intermolecular interactions. As in the previous work (32), the two model
functions are assumed to be single exponentials, i.e., kintra(r) ¼ aintra
exp(bintrar) and kinter(r) ¼ ainter exp(binterr), with parameters aintra, bintra,
ainter, and binter. The resulting force constant parameters determining k(r) are
listed as follows:
kðrÞ ¼
k12
k13
k14
aintraexpð  bintrarÞ
ainterexpð  binterrÞ
1  2
1  3
1  4
intramolecular
intermolecular
:
8>><
>>:
(5)
Using the protein structure, r0 (the coordinates in the PDB file) and crystal
information (i.e., the space group defining the arrangement of molecularBiophysical Journal 97(4) 1158–1167
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defining the image cell shape), the molecules in the primary and neighboring
cells were constructed. The protein-protein interaction energy can then be
calculated together with the local interactions, allowing derivation of the
Hessian matrix elements using the four model parameters: KREACH ¼
KREACH(aintra, bintra, ainter, binter). Only those nonlocal interactions shorter
than 30 A˚ were used for calculating KREACH, as trial calculations showed
that a longer cutoff length leads to negligible changes in the parameters
derived (results not shown). The parameters were determined so as to mini-
mize the following estimation function,
I ¼
X
i

1
~Kii;MD
 1
~Kii;REACH
2
h
X
i

1
 P
j;jijj>3
trðKij;MDÞ
 1 P
j;jijj>3
trðKij;REACHÞ
2
; ð6Þ
by analogy with the correspondence between 1/Kii and hx2ii ¼ Cii.
In a rigorous calculation of crystal dynamics, an average should be per-
formed over the wavevectors, q, in the dynamical matrix (see the Supporting
Material). However, the inclusion of qs 0 preludes the direct calculation of
the force constant parameters using Eq. 6. However, it has been found that
taking only q ¼ 0, i.e., considering the protein-protein interactions between
only the adjacent unit cells, leads to similar protein internal fluctuations as
obtained by averaging the contributions over q (45). This finding is
confirmed by the result that the REACH force field does not depend on
the space group (see Results).
Calculation of mean-square ﬂuctuation and
vibrational density of states using normal modes
Using the potential energy (Eq. 1) together with the equilibrium structure
and the force constant models derived, the REACH normal modes can be
calculated, comprising the set of eigenvalues, {li}, and eigenvectors,
{v0,i}. The mass of each coarse-grained residue is defined as the sum of
the atomic masses comprising the corresponding residue. In the crystal
normal modes there are three modes with eigenvalues of zero (as compared
with six for an isolated system), all of which correspond to translational
motion. The other modes may contain protein rotational contributions.
For deriving the internal mean-square fluctuation of residue n, x2n, new
eigenvectors, {vi}, were calculated by subtracting whole-molecule rotational
motion from {v0,i}. The value x
2
n was calculated using the equilibrium
condition at the temperature, T as
x2n ¼
kBT
mn
X
i
v2n;i=li; (7)
where vn,i is the displacement of residue n in mode i and mn the residue mass.
To calculate the contribution to x2n from intermolecular motion, the {vi} in
Eq. 7 were replaced by ~vigf , in which the intramolecular contributions are
subtracted. Further decomposition was performed of the intermolecular
displacement into the translation and rotation between two monomers as
~vi ¼ ~vtra;i þ ~vrot;i:
The vibrational density of states, g(u), was calculated from the REACH
normal modes. A previous study showed that the single protein all-atom
MD-derived g(u) in the low frequency range (<~100 cm1) is well repro-
duced by the REACH method (32). Using the normal-mode frequencies,
{ui }, g(u) is calculated as
gðuÞ ¼
X3N3
i¼ 1
exp

 ðu uiÞ
2
s2i

; (8)Biophysical Journal 97(4) 1158–1167where si is the variance of the Gaussian distribution of each vibrational
mode, and can be considered to represent, for example, spectrometric instru-
mental resolution. The expression si ¼ 1 cm1 was used for all modes in this
study. The intermolecular contribution to g(u), ginter(u), was calculated
using the ratio of intermolecular to overall motion, R i ¼ j~vij2=jv0;ij2, as
ginterðuÞ ¼
X3N3
i¼ 1
Ri exp

 ðu uiÞ
2
s2i

: (9)
The above procedure is also applicable to the translational and rotational
components, gtra(u) and grot(u), by defining Rtra; i ¼ j~vtra;ij2=jv0;ij2 and
Rrot; i ¼ j~vrot;ij2=jv0;ij2 and applying Eq. 9.
Bioinformatics-style study of biological
and crystal dimers
Finally, the REACH method was applied to examine intermolecular
dynamics of protein dimers in the PDB. For this purpose, 83 biological
dimers and 46 crystal dimers were selected, as a subset of the database
described in the literature (38,39), and are listed in Table S1 in the Support-
ing Material. The biological dimers are proteins in the PDB reported as also
being dimers in solution based on biochemical or biophysical data such as
analytical centrifugation. Pairs of the biological dimers were selected based
on the criteria of having twofold symmetry and a large interface area. The
crystal dimers were identified as PDB entries containing monomeric proteins
making large crystal packing interfaces and including two or more identical
chains in the asymmetric unit and/or a space group with at least one twofold
rotation operation, but for which no evidence of dimerization in solution has
been reported (39). Only homodimer proteins were examined to compare
with the dimer myoglobin results. The PDB entries, with the coordinates
of the homodimers being explicitly described herein, were used so as to
determine the interfaces of two monomers.
For each of the PDB entries, the Ca coordinates were extracted and used to
derive the equilibrium structures for calculating REACH normal modes. The
force-constant model functions derived from the crystalline myoglobin
dimer MD simulations were employed.
To evaluate the binding strength between the two monomers, the all-atom
interaction energy and buried surface area were calculated using the
CHARMM program (46) and CHARMM 22 all-atom potential function
(47). For this purpose, hydrogen atoms were added to the atomic coordinates
in the PDB file using the HBUILD module of CHARMM (46) and the struc-
tures were energy-minimized using 1000 steps of the steepest-descent
method and 1000 steps of adopted-basis Newton-Raphson minimization
(46) with the main-chain atoms fixed. The interaction energy between the
two monomers was then calculated using the structures derived. For
simplicity, minimizations were performed in vacuum using a distance-
dependent dielectric constant, 3 ¼ 2r, to approximate solvent effects. The
buried surface area, S, was calculated using the accessible surface areas of
the dimer, S0, and two monomers, S1 and S2, as S ¼ (S1 þ S2 – S0)/2. The
accessible surface areas were calculated from the energy-minimized struc-
tures using a water probe of 1.4 A˚ radius (48).
RESULTS
Myoglobin dimer in crystal: a test case
for calculating force constants
The REACH force constants for dimeric myoglobin were
calculated from the corresponding MD trajectory of the
protein in the crystalline state. Using the REACH normal
modes calculated in combination with the force constants
derived, the mean-square fluctuation and the vibrational
density of states were calculated and decomposed into intra-
and intermolecular (translational and rotational) components.
Protein Interaction Dynamics via REACH 1161In Fig. 1 a, the REACH force constants, k, between the
residue pairs are plotted as a function of the pairwise
distance, r. The distributions of the virtual 1-2, 1-3, 1-4,
and nonlocal and intramolecular interactions are very similar
to those previously derived for monomeric and dimeric
myoglobin in aqueous solution (32). The distribution of
the intermolecular interaction force constants (Fig. 1 e) is
rather scattered, due probably to the low correlation of the
residue pair fluctuations, even at the nearest distance of
r ~7 A˚. However, the averages over the range r ¼ 710 A˚
are statistically meaningful, nonzero quantities.
Model functions of the distance dependence of the force
constants were constructed. The model functions of the local
interactions (k12, k13, k14) were assumed to be constant, as in
the previous REACH method (32,33) and another coarse-
grained MD study (28). The distance dependence of the
model functions for both the intra- and intermolecular inter-
actions was assumed to be a single exponential: the corre-
sponding parameters were determined by minimizing
Eq. 6. The resulting values and standard-deviation errors
are listed in Table 1.
The virtual 1-2, 1-3, and 1-4 force constant parameters for
crystal dimer myoglobin are similar to those found for the
solvated monomer and dimer (32). However, the intra- and
intermolecular force constants are slightly larger than the
previous values obtained in solution, due possibly to the
a b
c d
e f
FIGURE 1 REACH force constants, k, of virtual (a) 1-2, (b) 1-3, and (c)
1-4 interactions in the crystalline myoglobin dimer are shown as a function
of pairwise distance, r. (d and e) Off-diagonal elements of Hessian via
nonlocal intramolecular and intermolecular pairs are shown. (f) Model func-
tions of k derived by Eq. 6 (intra, dotted curve; and inter, dashed curve). See
text for details.effects of the neighboring crystal molecules. At any given
distance, the model function of the intermolecular force
constant is found to be slightly larger value than for the intra-
molecular interaction (see Fig. 1 f). The distributions (results
not shown) and model functions (in Table 1) of the REACH
force constants from P 212121 myoglobin tetramer are similar
to those from P 21 myoglobin, suggesting that the REACH
force field does not depend on the space group.
Using the model parameter functions in Table 1, the
REACH normal modes of the crystalline myoglobin dimer
were calculated, including the protein-protein interactions
between different unit cells, and the associated x2 and g(u)
were derived. Fig. 2 a1 shows a good correspondence
between the REACH- and atomistic MD-derived x2, with
a high correlation coefficient of 0.683. The magnitude of
x2 from the REACH normal modes is slightly smaller than
from the atomistic MD (the average is 0.413 A˚2 from
REACH and 0.512 A˚2 from the all-atom MD) but is in satis-
factory agreement given the simplicity of the REACH
method. The 1-ns atomistic MD trajectory may include addi-
tional motions beyond the effective harmonic approximation
employed in REACH.
The x2 values from the intra- and intermolecular (transla-
tional and rotational) motions were calculated separately
using Eq. 7, together with the associated decomposed eigen-
vector components. The REACH intramolecular x2 values
shown in Fig. 2 a2 are also in good agreement with the
all-atom MD, as evidenced by both the high correlation coef-
ficient (0.668) and the similar averages (0.354 A˚2 from the
REACH normal modes and 0.411 A˚2 from the all-atom
MD). An ENM force field with a one-parameter force
constant (k ¼ 3.2 kJ/mol) and a cutoff of 12 A˚ was found
to derive similar x2 values, but the agreement is somewhat
worse in the ratio of the amplitudes of the intermolecular
to overall motion (11% for ENM, and 15% for REACH
and 20% for MD). The stronger force constants for local
interactions and decaying function for nonlocal interactions
in REACH may balance these contributions better.
Decomposition of the intermolecular x2 values into the
translational and rotational components is shown in Fig. 2 a3.
The magnitudes are underestimated by REACH, both for the
translation (0.0219 A˚2 from the REACH and 0.0297 A˚2 from
the all-atom MD) and for the rotation (0.0413 A˚2 from the
REACH and 0.0768 A˚2 from the all-atom MD). At 300 K,
the rotational contribution is larger than that from translation.
The rotational contribution correlates with the overall x2
values, indicating, as expected, that the residues far from
the molecular center (i.e., near the surface) are more likely
to undergo both larger internal fluctuation and rigid-body
rotation than those in the protein core (49).
The vibrational densities of states for the intermonomer
motions, ginter(u), were calculated from both the MD trajec-
tory and the REACH normal modes using Eqs. 8 and 9.
Fig. 2 b shows that the peak amplitude of the translational
spectrum is smaller than that from the rotation, a resultBiophysical Journal 97(4) 1158–1167
1162 Moritsugu et al.TABLE 1 REACH force constants derived from MD trajectories
k12 k13 k14 aintra bintra ainter binter
Crystalline dimer 7165 7.8 4.635 1.7 28.65 1.7 61405 380 0.9015 0.072 39205 710 0.7775 0.15
Crystalline tetramery 7235 4.2 13.85 1.3 29.65 1.9 60005 200 0.8965 0.062 26505 270 0.7505 0.11
Solvated monomerz 7355 9.7 5.595 2.0 31.95 2.1 19805 260 0.7495 0.031
Solvated dimerz 7125 24 6.925 2.3 32.05 2.4 25605 530 0.8005 0.034 16305 17 0.7725 0.17
Note that kintra(r) ¼ aintra exp(bintrar) and kinter(r) ¼ ainter exp(binterr). Units used are kJ/mol$A˚2, except for b, which is A˚1.
yResult from tetramic myoglobin with P 212121 space group.
zResults in Moritsugu and Smith (32).consistent with the relative x2 values. A clear peak in the very
low-frequency region of the spectrum, at ~6.3 cm1 (MD)
and ~3.4 cm1 (REACH) is seen. The peak corresponds
roughly to a ~8 cm1 peak seen in the experimental neutron
scattering spectrum from plastocyanin at 100 K (50), which
may therefore originate from interprotein interaction. The
MD spectrum shifts slightly to higher frequency and, for
u > 10 cm1, is more broadly distributed, due probably to
the increased roughness of the potential energy surface at
atomic resolution. The second peak at ~15 cm1 in the
MD spectrum is not well reproduced by the present REACH
normal modes, again due to the absence of high-frequency
vibrations in the coarse-grained model. This peak, arising
mainly from rotational contributions, may involve the inter-
action of explicit side chains of interfacial residues.
In conclusion, the residue-scale REACH method, with
a simple potential energy function and force field, satisfacto-
rily reproduces protein fluctuations and frequencies, associ-
ated with the overall motion and also the internal motion
and intermonomer translation and rotation, although only
the overall motion contribution in K was used for deter-
mining the intermolecular force constants in Eq. 6.
Lattice dynamics via crystalline REACH
The phonon dispersion relations, u(q), and the associated
acoustic-mode sound velocities of a crystalline protein,
ribonuclease A, calculated using the REACH crystalline
force constants derived, indicate a qualitative agreement
with the atomistic result (34). Details of the calculation
procedures and main results are described in the Supporting
Material.
Binding strength and intermolecular translation
and rotation in myoglobin dimer
To examine the relation between the monomer-monomer
interaction strength and the intermonomer fluctuation the
REACH normal-mode calculations were performed using
model dimeric crystalline myoglobin systems, in which the
monomer-monomer force constants are multiplied by a
scaling factor, b, i.e., kinter,dimer/ bkinter,dimer, and the inter-
monomer translational and rotational motions were evalu-
ated as a function of b. An additional scaling factor, b0,
multiplying uniformly all the protein-protein interactions inBiophysical Journal 97(4) 1158–1167the crystal, was also introduced. b¼ 1 and b0 ¼ 1 thus corre-
spond to the unscaled crystalline myoglobin system. Varia-
tion of the scaling factor allows the significance of the
relation between interaction strength and intermolecular
dynamics to be uncovered. Further, the results derived
from this model system aid in understanding the results of
the comparison between the biological and crystal dimers
(see the next section).
Fig. 3 a1 shows that x2 decreases with b, indicating that
smaller residue fluctuations accompany stronger intermolec-
ular interaction. This result holds for the overall motion and
for both the intermolecular translational and rotational
components. The ratio of the intermolecular to the overall
x2 contributions, R ¼ hx2interi/hx2i, shown in Fig. 3 a2,
also decreases with increasing b. Thus, as b increases, the
decrease in hx2interi is larger than that in hx2i; i.e., a strong
intermolecular interaction preferentially reduces the intermo-
lecular motion. The decrease of the translational x2 (and R) is
larger than that of the rotation, i.e., the monomer-monomer
translation is thus more strongly reduced by strong binding
interaction than the rotation.
In Fig. 3 b, the frequency of the highest peak in the
REACH intermonomer vibrational density of states is plotted
as a function of b. The peak shifts to higher frequency with
increasing b, consistent with the decrease of x2, i.e., strength-
ening the intermolecular interaction narrows the curvature of
the associated potential and thus decreases the vibrational
period. The spectral frequency shift is larger for translation
than rotation: the shift in grot(u) is only ~57% for a
10-fold increase/decrease of the intermonomer interaction,
whereas for the translation it is ~515%.
Next, all the intermolecular interactions were multiplied by
b0, i.e., not only between pairwise monomers (kinter,dimer/
b0b kinter,dimer), but also between all the molecules in the
asymmetric unit and image cell (kinter/ b0kinter). Fig. 3 b
shows that the intermolecular peak frequency increases
much more with b0 than with b, indicating that the protein-
protein vibration in the crystalline state is highly suppressed
by the interactions with the other crystal molecules. For the
rotation, the peak shift in grot(u) resulting from a 20%
increase of b0 corresponds to that obtained from a 100-fold
increase of b, implying that the intermolecular rotation is
mainly governed by the interaction with the surrounding
protein molecules, rather than the pairwise dimer interaction.
Protein Interaction Dynamics via REACH 1163FIGURE 2 (a1–a3) Mean-square fluctuations of each residue in
myoglobin dimer derived from MD (dashed curve) and REACH normal
modes (solid curve): contributions of overall, intramolecular, and transla-
tional (thick line) and rotational (constant line) motion, respectively.
(b1 and b2) Vibrational density of states for intermolecular (translation þ
rotation, solid curve), translational (dashed curve), and rotational (dotted
curve) vibration from MD and REACH normal modes. To calculate the
MD spectra, 216 MD trajectory frames separated by 50 fs (total length of
~3.3 ns) were used for calculating the velocity autocorrelation function
(VACF) and the VACF derived was Fourier-transformed.Bioinformatics-style study of the biological
and crystal dimers
Finally, the REACH method is now applied to analyze the
dynamics of a large number of protein dimers in the PDB
(see Table S1). For these calculations, the model force-
constant functions derived from the crystalline myoglobin
dimer were employed, thus making use of the demonstrated
transferability of the REACH force field (33). Differences in
FIGURE 3 (a1) Average of REACH mean-square fluctuation over resi-
dues in myoglobin dimer from the overall (cross) as well as translational
(solid circle) and rotational (open circle) motions are plotted as a function
of monomer-monomer interaction scaling factor, b. (a2) Ratio of the trans-
lational (solid circle) and rotational (open circle) to overall contributions of
mean-square fluctuation, R, as a function of b. (b1 and b2) Peak frequency of
the vibrational density of states in translation and rotation as a function of b.
Data for all the protein-protein interactions multiplied by b0 are plotted as
crosses (b0 ¼ 1.2), circles (b0 ¼ 1.0), and triangles (b0 ¼ 0.8). See text
for details.
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1164 Moritsugu et al.FIGURE 4 Bioinformatics-style study of the 83 biological (circles) and
46 crystal (crosses) dimers in Table S1. (a) Number of intermolecular atomic
pairs at r< 12 A˚, Npair, as a function of the number of residues. (b–d) BuriedBiophysical Journal 97(4) 1158–1167the intermonomer dynamics between the biological and
crystal dimers are determined, allowing relationships between
the static and dynamical dimer structures to be characterized.
In Fig. 4 a is shown the number of intermonomer residue
pairs at r < 12 A˚, Npair, as a function of the number of resi-
dues of each dimer. For dimers of a similar size, Npair tends to
be larger in biological dimers than in crystal dimers, indi-
cating that biological dimers have more extensive mono-
mer-monomer interfaces than crystal dimers. Fig. 4 b shows
a high correlation between the dimer interaction energy, Eint,
and the buried surface area, S. Eint in the all-atom force fields
can thus, in principle, be derived from S, i.e., Eint [kcal/mol]
z 0.6 S [A˚2]. The biological dimers have larger S and lower
Eint, suggesting more stabilized static structures than the
crystal dimers.
In Fig. 4 c, the ratio of the intermolecular (translational
and rotational) to the overall mean-square fluctuation, R, is
shown as a function of S. A static-dynamic relationship
can clearly be seen: increasing S leads, on average, to
a decrease of R, meaning that strong intermolecular binding
via a large binding interface suppresses the intermonomer
motion. The distributions of the biological and crystal dimers
are different although not clearly demarcated: the biological
dimers occupying larger S and smaller R, and the crystal
dimers smaller S and larger R. The rotational x2 (Fig. 4 c2)
is larger than the translational x2 (Fig. 4 c1) irrespective of
S, i.e., of the interaction strength. In summary, the extensive
monomer-monomer contacts arising in biological dimers
lead to stable binding complexes that tend to suppress the asso-
ciated intermonomer translational and rotational fluctuations.
Next, the frequencies of the intermonomer motions were
analyzed via their vibrational spectra. For each dimer the
vibrational densities of states for the intermolecular transla-
tion and rotation were calculated from the REACH normal
modes using Eq. 9, and the frequencies of the highest ampli-
tude were determined (see dimeric myoglobin spectra in
Fig. 2 b2). Fig. 4 d reveals little dependence on S of the distri-
bution of the peak frequencies. The average frequency of the
rotational spectrum peak is 6.9 cm1 for the biological and
6.7 cm1 for crystal dimers, values smaller than for the trans-
lation (8.0 cm1 for biological and 7.2 cm1 for crystal
dimers). However, these differences in the average peak
frequencies are within the distribution widths, implying that
the characteristic frequencies of the intermolecular motions
are not strongly dependent on the dimer interaction strength.
This result is in agreement with that derived from the model
system study of dimeric myoglobin in the previous section,
in which it was found that the peak frequency changes
only ~57% for rotation and ~515% for translation by a
surface area (S) dependence of: (b) dimer interaction energy of the pairwise
monomers, Eint; (c1 and c2) ratio of the intermolecular translation and rota-
tion to the overall contribution of REACH mean-square fluctuation, R; and
(d1 and d2) peak frequency of the vibrational density of states for intermo-
lecular translation and rotation.
Protein Interaction Dynamics via REACH 116510-fold increase/decrease of the intermonomer interaction.
The monomer-monomer vibrational frequency may therefore
be determined by the interaction with the other molecules in
the crystal rather than by the dimer interaction strength.
CONCLUDING REMARKS
In this article, protein dimer interaction dynamics has been
analyzed using the REACH coarse-grained simulation meth-
odology. The REACH method derives residue-scale force
constants from an atomistic MD trajectory (in this case, of
crystalline myoglobin). The REACH method is applied to
a number of crystal and biological dimers in the PDB.
The REACH force constants, plotted as a function of pair-
wise distance, show distinct distributions depending on the
local (virtual 1-2, 1-3, 1-4 bonds) or nonlocal (intramolecular
and intermolecular) interaction considered. Model functions
of the distance dependence of the local interactions in crys-
talline myoglobin are found to be similar to those derived
for the solvated dimer (32). However, the nonlocal interac-
tion strength in the crystal is slightly larger than in solution,
due probably to crystal packing effects. Both the overall and
the intra-/intermolecular (translational and rotational) contri-
butions to x2 from the all-atom MD are well reproduced by
the present REACH normal modes. The REACH method
also adequately reproduces the vibrational densities of states
for the intermolecular translation and rotation in the lowest
frequency region. The underestimation of the vibrational
frequencies may be improved by calibration of the mass of
each residue, and this is planned for future work.
The coarse-grained model based only on Ca coordinate of
each residue cannot distinguish between dimer interaction
modes correctly. All-atom MD simulation is required to
examine the bound structure including elements such as
side-chain packing, water molecule rearrangement, and so
on. However, the aim of this study is not to elucidate the
structures of the dimers, but instead to examine collective,
intermolecular dynamics of the dimer in the equilibrium-
bound state. There is significant evidence from our previous
work and other studies that global collective dynamics can
be well reproduced with a coarse-grained model.
It is useful to summarize here the comparison between
REACH and finer-grained, all-atom MD, and the more
simplified force field of ENM:
1. Coarse-graining leads to the absence of high-frequency
modes relative to the all-atom MD. However, this absence
is not essential, as high-frequency modes are low-ampli-
tude and relatively unimportant in determining internal
dynamics. Further, although it is found that the harmonic
vibrations in our REACH coarse-grained model undergo
shifts to low-frequency relative to the atomistic motions,
the agreement between the REACH and atomistic vibra-
tional amplitudes and frequencies is such that the REACH
model provides useful information on the collective dimer
interaction dynamics.2. The ENM force field (a step function with a cutoff
length) is a simplification of that of REACH. The
REACH force-field model functions and the associated
model parameters are consequences from a direct
mapping of atomistic MD force field, whereas the
ENM model function is only an assumption. In this
sense, it is considered that the usefulness of the ENM
step-function-like force field is first validated by the
result that the REACH force constants decay as a function
of residue-pair distance.
Potential advantages of REACH over ENM are:
— The REACH force field is transferable, whereas the
unique parameter of ENM calculated by fitting internal
fluctuation is sensitive to the system studied and, further-
more, to the cutoff length.
— The (nonzero) decaying function of the REACH force
constant avoids the case that some residues, e.g., close
to N- or C termini, are isolated from the other residues
beyond the ENM cutoff length, which leads to meaning-
less motions for these segments.
— The intermolecular and intramolecular vibrational ampli-
tudes are better balanced by using the REACH force
field rather than ENM, in which the one-parameter force
constant is determined by fitting only the overall fluctu-
ation (as found in this study). This result is significant
in the study of the interaction dynamics of protein
complexes.
The relation between the binding strength and intermono-
mer dynamics in the myoglobin dimer was studied using
REACH. The analysis of a hypothetical model system in
which the intermonomer force constants are artificially
multiplied by a factor, b, demonstrates that the dimer binding
strength determines the amplitude of the intermonomer
motion. The vibrational amplitude and frequency of the
translational vibration depends more strongly on b than the
amplitude and frequency of the rotation, suggesting that
stability of protein complexes may be accompanied by
suppression of protein-protein translation. In contrast,
when all the intermolecular interactions in a crystal,
including those between two adjacent monomers as well as
those between the molecules in the asymmetric unit and in
the image cell, are uniformly strengthened by b0, the inter-
monomer vibrations undergo a shift to high frequencies.
Increasing b thus mimics the effect of strengthening specific
interaction via increase of the binding interface area or via
specific electrostatic interactions, whereas b0 mimics the
magnification of the general interaction strength with the
surrounding molecules in a multiprotein complex. The
magnitude of the frequency shift affected by b0 is larger
for rotation than that for translation, implying that rotation
is more highly affected by surrounding molecules than trans-
lation.Biophysical Journal 97(4) 1158–1167
1166 Moritsugu et al.The REACH coarse-grained method enables internal
dynamics of large numbers of dimer systems (here, 129) to
be analyzed. Most structural bioinformatics studies have
been based on the comparative analysis of static structures.
Here, we extend this into an analysis of interaction dynamics,
which are of thermodynamic importance in complex associ-
ation phenomena. To do this, the force constants derived
from the dimeric myoglobin analysis were used, thus inviting
the assumption that the myoglobin force field is transferable
to all protein dimers. The REACH method enables a direct
mapping of the atomistic MD onto the coarse-grained model
without iterative steps and thus avoids system-dependence of
the force constants (32,33). Indeed, previous work demon-
strated strong similarity in the intramolecular force constants
obtained from three different proteins with different structural
folds (51), i.e., myoglobin (a-fold), plastocyanin (b-fold),
and dihydrofolate reductase (a/b fold), providing evidence
for generality of the REACH force field (33).
Using the REACH normal modes, the intermonomer
dynamics of biological and crystal dimers were compared.
The static structures (i.e., the number of contact pairs, the
buried accessible surface, and the interaction energy between
two monomers) indicate that the biological dimers have
more extensive binding interfaces than the crystal dimers,
as previously detailed (38,39). It is found here that the conse-
quence of the extensive interface is suppression of the inter-
monomer translational and rotational amplitudes. However,
in contrast to the amplitudes, the peak frequencies of inter-
monomer vibrations in biological and crystal dimers are
similar.
Protein-protein binding processes can be separated into two
phenomena: the diffusive approach of two proteins so as to
form an encounter complex, then the consequent rearrange-
ment of the interface atoms. Crystal dimers may be considered
to mimic encounter complexes. This comparative study indi-
cates that the formation of the interfacial interactions
stabilizing the complex structure after encounter-complex
formation will change the amplitude of the intermolecular
vibrations, especially the translational component. Future
work may be directed at examining these effects in detail
using all-atom MD simulation and/or the experiments on
comparative systems: for example, wild-type and variant
complexes with mutated interfacial residues.
In addition, in future work, this REACH approach will be
extended to enable coarse-grained MD simulation with an-
harmonic potential functions. Anharmonic effects on protein
interaction dynamics have been recently shown to be signif-
icant (42). Furthermore, an extension of the method to anhar-
monic crystal, using an anharmonic REACH force field
derived from a full crystal all-atom MD simulation, is
planned. Indeed, in another study, a hydration-dependent
transition in interprotein motion at ~180 K simulated by
atomistic MD of crystalline myoglobin indicates significant
anharmonicity in crystal modes at physiological temperature
(52).Biophysical Journal 97(4) 1158–1167SUPPORTING MATERIAL
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