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The Sommerfeld Problem is reexamined with a view to obtaining rigorously and 
with sufficient generality its differential and integral formulations. with emphasis on 
the latter. The authors derive a mathematical condition for the energy stored in the 
field to be tinite and show that this condition is equivalent to specifying the space 
of solutions to the classical Wiener-Hopf equation of half-plane diffraction (the 
Sobolev space H T ,,z >(lR)). This equation is then solved in H’,,,,,(R) for any 
excitation in H ,,2,2([W’+ ). The behaviour of the solution near the edge is discussed 
for a class of excitation functions. n? 19R9 Academic Press, Inc. 
1. INTRODUCTION 
The Sommerfeld problem, i.e., the classical problem of electromagnetic 
wave diffraction by a perfectly conducting half plane (perfectly soft for 
acoustic wave diffraction) has been extensively discussed in the applied 
mathematics literature, especially before 1960. In [9] this problem is 
studied in detail as a boundary-value problem for the Helmholtz equation 
that can be reduced, via the Fourier transformation, to a Wiener-Hopf 
problem (i.e., a Riemann-Hilbert problem for the real line) or to a 
Wiener-Hopf integral equation of the first kind. 
Because of the absence at the time of a satisfactory theory of the equa- 
tion of the first kind, or of its equivalent Wiener-Hopf problem, giving a 
clear understanding of the conditions for the existence and uniqueness of 
the solution, the approach adopted by Noble [9] and many other authors 
consists in introducing the so-called edge conditions which specify a priori 
the field behaviour near the edge (cf. [4, 5, 8, 91). These conditions are 
sufficient to ensure the uniqueness of the solution of the boundary-value 
problem and are perhaps required to lend some rigour to the use of the 
Fourier transformation in the classical sense. An a posteriori check that the 
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obtained solution satisfies the a priori requirements seems, however, 
unavoidable (cf. [ 91). 
The aim of the present paper is to propose a new approach to the study 
of the problem, making use of the theories for the Wiener-Hopf equation 
of the first kind now at our disposal (cf. [l, 2, 11, 121). To this end we 
begin by showing in Section 2 the equivalence of the boundary-value 
problem to the Wiener-Hopf equation in a space of temperate distributions 
and examine in Section 3 the question of choosing suitable function spaces 
related to the condition of finite energy in a neighbourhood of the edge 
(ignoring the usual edge condition). It will be shown that the natural space 
where the solution should be sought is the Sobolev space H’,,,,,([W). In 
Section 4 we present a brief account of the theory of the Wiener-Hopf 
equation of the first kind in that space and derive a formula for the 
solution. We also prove that the solution is unique, which indicates that 
the mathematical formulation is physically consistent. The paper ends with 
a discussion in Section 5 on the validity of the edge condition for wave 
excitations other than plane-wave excitation. Here we use some recent 
results on the asymptotic behaviour of Hilbert and Stieltjes transforms 
c7, 131. 
The authors would like to point out that, regarding the definition of 
solution spaces, the approach followed here for the Sommerfeld problem is 
equally applicable to other diffraction problems. However, some of these 
problems raise new difficulties as they lead to vector Wiener-Hopf 
equations. An example is the problem considered by Rawlins in [lo], 
which will be the subject of a forthcoming paper. 
2. DIFFERENTIAL AND INTEGRAL FORMULATIONS OF THE PROBLEM 
We begin by considering the differential formulation of the diffraction 
problem for the perfectly conducting semi-infinite plane.’ We suppose that 
the edge of the screen is chosen to coincide with the z-axis and that the 
half-plane is located at y = 0, x 3 0. The incident electric field, Ei, is 
assumed to be parallel to the edge of the half plane. (See Fig. 1.) 
The electromagnetic field will then be independent of z and may be 
expressed in terms of a scalar potential II/(x, y) through the equations 
E=$e; (2.1) 
(2.2) 
’ The formulation is entirely analogous for acoustic wave diffraction by a perfectly soft 
screen. 
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FIG. I. Half-plane screen 
where {e,, e,, eZ} is a basis of R3, w0 the frequency, and pLg the magnetic 
permeability of the medium. The function $ satisfies the Helmholtz 
equation 
V’$ + k&h = 0, Y zo, (2.3) 
where k, = w&~E~) ‘I2 is the free space wave number. 
We suppose that the medium is slightly conducting and thus 
Imk,<O. (2.4) 
The above considerations as well as the field continuity relations yield 
the following mathematical formulation for the proposed problem, where, 
for later convenience, we consider II/ a distribution in R depending on the 
parameter y rather than a distribution in R2. 
Problem 1. To determine a temperature distribution tj( ., y) E 9’( IR) 
depending on the real parameter y which satisfies the Helmholtz equation 
for every y # 0 and verifies the boundary value conditions 
(I) Ii/(x,0+)=$(x,0-), XER 
(II) ~(x,o+)-~(x,o ~)=o,x<o 
(III) lim $(x,y)=O,x~R 
IYI - m 
(IV) $(x, 0) = - E;(x, O), x > 0, 
where the limits are understood in the sense of distributions 
(cf. [6, pp. 761) and Ei is the restriction to 10, + co[ of an element of 
Y’(R). 
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This elliptic boundary value problem constitutes the differential formula- 
tion of the Sommerfeld problem. 
Next we proceed to derive the equivalent integral formulation of this 
problem. To this end we introduce an auxiliary distribution cp E Y’(R), 
with support contained in R+ = {x~ R: x20}, and replace Condition (II) 
by 
(II’) ~(x.o+)-~(J,o~)=(p(s). suppcpclR’ 
Now, if a solution tj of Eq. (2.3) exists, its Fourier transform satisfies 
$ Y(co,y)+(k+02) ‘y(w,y)=O, 
where Y(u(w, y) = 9[$,](w) and 9 denotes the Fourier transformation in 
Y’(R). 
For y # 0 the solution of (2.5) is given by 
(2.6) 
with 
y(w) = (k; - w*)l’*, (2.7) 
where we have chosen the branch of y for which Im y(o) < 0 for w E R, to 
garantee that the condition at infinity is satisfied. In fact, (III) implies 
lim lyl+m I/(o, y) = 0 [6, Theorem 3.141. In a similar way, applying the 
Fourier transformation to Eqs. (I) and (II’), we immediately conclude that 
and 
A(w) = B(o) (2.8) 
A(o) = &@‘(w), 
where @+(o)=F-(p(o). Thus, from (2.6), (2.8), and (2.9) we have 
y(w,y)=l~+(w)e”Y’““;, 
340) 
YSO. 
In particular, for y = 0, we obtain by continuity 
Y(0, 0) = & @‘(WI. (2.11) 
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Bearing in mind that 
&=mwOlw). (2.12) 
where Hb2’ is the Hankel function of the second kind and zero order, by the 
convolution theorem applied to Eq. (2.11) we have 
$(x7 0) = ; j-+ ff&% I x - xo I) dx,) dx,. 
Finally, using Condition (IV) we are led to the Wiener-Hopf integral 
equation (the diffraction equation) 
s i%*‘(b I x - xo I) cpbJ dx, =f(xL x > 0, (2.13) aB+ 
where 
f(x) = 4iEi(X, 0). (2.14) 
Problem 2. Given a distribution fe Y’( R+ ), to determine a distribu- 
tion cp E ,Y’( W) with supp cp c R + which satisfies the Wiener-Hopf integral 
equation of the first kind (2.13). 
We have effectively proved the following theorem: 
THEOREM 2.1. Problems 1 and 2 are equivalent in the following sense: If 
II/ is a solution to Problem 1 then cp defined by (II’) is a solution to 
Problem 2. Reciprocally, to each solution cp of Problem 2 there corresponds 
a unique $ that is a solution to problem 1 whose Fourier transform is given 
by (2.10), (2.11). 
3. PHYSICALLY ADMISSIBLE SOLUTIONS 
In the preceding section we examined the equivalence between the 
elliptic boundary-value problem referred to above as Problem 1 and the 
Wiener-Hopf integral equation (2.13 ). Since rigorous theories for analyzing 
the solvability conditions of the Wiener-Hopf equation are now available, 
henceforth we shall concentrate on the integral formulation of our problem. 
The conditions imposed on the solution of Problem 2 are too weak to 
allow a simple study of the existence and uniqueness questions. Indeed the 
formulation of Problem 2, as it is, will not even ensure uniqueness. 
However, it is known that Eq. (2.13) possesses normal solvability charac- 
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teristics in the Sobolev spaces H,Y,,(R), 1 dp < co (cf. [2, 11, 12]), or in the 
spaces M-,(R) introduced in [ 11. Fortunately, as we proceed to show, the 
natural space (in some sense) for the formulation of our problem is one of 
these spaces (K ,& R)). 
We shall say that a space X of distributions with support in R+ is a 
space of physically admissible solutions if X satisfies the following condi- 
tions: (i) the energy associated with the potential $ corresponding to each 
element of X is finite in every bounded region of R2; (ii) if Eq. (2.13) has 
a solution in X it is unique. 
In this section we turn our attention to Condition (i), which will lead us 
to a selection of a space X. In Section 4 this space will be seen to satisfy 
also Condition (ii). 
Let us now formulate Condition (i) more specifically. Denoting by 52 a 
bounded region in R* containing the origin (edge) we shall require that 
(3.1) 
These conditions mean that the energy stored in a cylindrical region of 
cross section 52 and length unity along the z axis is finite. 
We have assumed that the medium is slightly dissipative so that the field 
will decay exponentially to zero as r = (x2 + y*)l’* + co and we may replace 
Q by R* in (3.1). 
Next, we shall rewrite conditions (3.1) in a way that will make it clear 
what space of solutions should be chosen. To this end it is convenient to 
express (3.1) in terms of the Fourier transforms of the functions involved 
and use Parseval’s relation. 
From (2.10) we obtain 
(3.3) 
For any yg R\(O) both of these expressions represent functions 
in L2(R) providing cp = 9 -I@+ E H,,(R), s E IR (i.e., cp is such that 
Q+(o) = (w2+ 1)-“j2 G(o) for GELS), or @+ is assumed to be a con- 
tinuous function of slow growth at infinity. Hence we may use Parseval’s 
relation to calculate the integrals in (3.1). For example, for the second of 
the integrals, we have 
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and, making use of (3.3), 
Assuming that the double integral exists, Fubini’s theorem allows us to 
interchange the order of integration, obtaining 
z=i 
s 
I@‘(w)l’ do 
8n Iw -Imy ’ (3.4) 
Now, since (w2 + 1)“’ /I Im y(w)1 is bounded over R, for some constant 
c>O we have 
z<c l@‘(w)12 do 
4 w (w2+ 1)“2 
Consequently cp E H-,,2,2(R) . IS a sufficient condition for Z to be finite. As 
1 Im r(o)l/(~~ + 1 )‘I2 is a bounded function, the condition is also necessary. 
It is easy to see that tf cp E H_ ,,2,2 (R) the first of the integrals (3.1) is also 
finite. We have thus concluded that: 
THEOREM 3.1. The energy stored in the diffracted field is finite if and 
only if the boundary function cp belongs to H ,,2,2(R). 
In the following section we shall see that the Wiener-Hopf equation 
(2.13) has a unique solution in the space H’,,,,(R) (H+,,,,,(R) denotes 
the subspace of HP,,,,,(R) h w ose elements have support in R+) for any f 
in H1,2,2(~+). Thus H+1,2,2(R) or any of its subspaces is a space of physi- 
cally admissible solutions to the diffraction equation (2.13) in the sense of 
the definition given at the beginning of this section. 
4. EXPLICIT SOLUTION OF THE INTEGRAL EQUATION 
The theory of the Wiener-Hopf equation in the spaces H,,(R) is due to 
G. Talenti [ 123. In this section we will present a modified and simpler 
version of that theory for the particular case of Eq. (2.13) in H+,,,,,(R) 
(see Theorem 3.1) with right-hand side in H&R+). 
Let k(x) denote the kernel Hb”(k, 1 xl) of the Wiener-Hopf equation. As 
cp is a distribution with support contained in R+, the integral appearing on 
the right-hand side of Eq. (2.13) represents the convolution between k and 
cp. So we write the equation in the form 
rW * cp) =.L (4.1) 
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where Y denotes the restriction operator to 10, + co[ and cp and f are 
assumed to be in Hz ,,2,2(R) and H,,2 *(lw + ), respectively. (We recall that 
H1,2,2([W+) is the subspace of L,(R+) whose elements have an extension Ij 
mto [w that belongs to H,,2,2 (R))‘. The corresponding Wiener-Hopf 
operator, 
x: H+,,z, ,(R) -+ H,,2,2(~+) xv = r(k * cp), (4.2) 
is well defined. In fact. we have 
8(k * cp) = 9k(w) 9cp(w). (4.3) 
Substituting for Bk(w) its expression (see (2.12)) and noting that 
9q(o) = (1 + w’)~‘~ G(o), GE L,(R), we obtain 
9(k * q)= (1 +02)) 114 (4 Lc!J2 G(w)= (1 +o*)-“~ G,(o) 
(4.4) 
with G,EL,(R). Then k* cp~H~,~(llX) and so r(k* ~)EH~,~,~([W+). 
Remark 1. For the usual topologies in H+,,2,2([W) and H1,*,*([W+) it is 
trivial to conclude that A” defined by (4.2) is a continuous linear operator. 
Given LIZ H,& R + ), suppose that there exists a solution q E Hf 1,2, J [w) 
of Eq. (4.1). Let I+- be the function defined by 
t+-=k*cp-- (4.5) 
where !f~ Hl12, *( R 1 is an arbitrary extension off into R. It is obvious 
that II/- E H1,2,2([W) and furthermore supp I,- c Iw- according to (4.1). 
Consequently Ic/- E H;,,,([W). Denoting by @+, F, Y-, and K the Fourier 
transforms of cp, K I+$ -, and k, we obtain from Eq. (4.5) 
K(o)@+(o)=F(o)+ Y-(o), (4.6) 
where K possesses the factorization 
K(o)=2i(o-k,)-“2(co+ko)~“2 (4.7) 
with (w+k,)~1’2=Io+ko1-“2e-iei’2, 0’=arg(ofk,)~]-rr,~]. 
Then, substituting (4.7) in (4.6), we have 
2i(o-k,)-1’2@+(o)=(w+k,)“2F(w)+(o+k,)”2 Y’-(o). (4.8) 
’ It is easily seen that HI12,2(1W+) is isomorphic to the quotient space H,,,,2(R)/H,;2,2(R). 
where f&@) = {f~ H,,2,2(R): SUPP~C w }. 
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Note that the left-hand side of this equation is the Fourier transform of 
a function in L2(R) because we have assumed q E Ht L,2,2(R). In fact, 
(co2 + 1)“4 
(W-ko)~“2~+(~)=(W-ko)l,2G(cr,)=G,(~), G, G, E UR). 
Now we recall that 
(4.9a) 
with [3] 
r/;(x)= ’ 
(-cc-- I)! 
,+wb( kx)-*- I eT ‘kO”h( +x) (4.9b) 
for all non-integer tx and where h denotes the Heaviside unit step function. 
Hence, taking each product in Eq. (4.8) as the Fourier transform of the 
convolution between two distributions, we easily see, by examining their 
supports, that (o -k,) -‘I* @ + (0) and (w + ko)“* Y-(o) are respectively 
the Fourier transforms of elements of Lc (R) and L; ( R)3. 
Furthermore, the first term on the right-hand side of Eq. (4.8) represents 
the Fourier transform of a function in L2(R), because we have assumed 
lf~ H,,2,2@). H ence, it is uniquely decomposable as 
(O+k,)“*F(o)=F,(o)=F:(w)+P;(o), 
where Fi =PfF withf: E L:(R) given by [12] 
F:(o)=& lim -&I - F,(oo) dw 
a-0+2lcz LOO--z 03 
0 E 52 a.e. 
with z=w+i~ and cr~lw’. 
Then, by using (4.8) and (4.10), we get 
2i(w-ko)-"*@+(w)-F~(o)=F;(o)+(o+ko)"2YY(o). 
(4.10) 
(4.11) 
(4.12) 
It is clear that the left-hand side is the Fourier transform of a function 
in L:(R) and the right-hand side is the Fourier transform of an element 
of L;(R). Then, since L:(R) n L;(R) is the null function, we have 
~+(W)=~((ll-ko)li2F;(~) (4.13) 
and 
Y-(w)= --(w+k,)-“*F,(o). 
3Lz(lR)= {f~L,(5!):suppfcR’} 
(4.14) 
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We have thus concluded that every solution of the Wiener-Hopf equation, 
if it exists, has a Fourier transform given by (4.13). 
We note that (4.13) does not depend on the choice of the extension If: 
For suppose LJ E H1,2,2(R) is another extension of f E H1,2,2(R+): in the 
same way, we would obtain 
@,‘(co)=;(m-ku)li2F,j+,(co), (4.15) 
where F$ is the projection into S(Lc(lR)) of the function Fol(o)= 
(o + ko)‘12 Fl,f(o). Since ,f- &f=f- E H;2,2(R) and (o + k,)“* = 
srl ij2(w) with supp VI 1/2 c K we have ~1/~ * ,f- E L;(R). Hence 
F:b--F,:(4=~“~rl,/,* (If-f,f)hl(w)=~;C(r11/2*f~)hl(w)=O. 
Then, by using (4.13) and (4.15), we get 
@+(co)-@;(a)=;(co-ko)1i2 [F:(o)-F,:(w)]=O, 
i.e., @+ = @: . 
If, in particular, f =O, we can choose rf= 0 and hence 
F= 0 => F,+ = 0 * CD+ = 0, i.e., the solution of Eq. (4.1), if it exists, is 
unique. 
Finally, let us show that @+ given by (4.13) is indeed the Fourier trans- 
form of the solution cp of Eq. (4.1) for every f~ N,,2,2(R +). We begin by 
noting that for any Ff eP(L$(R)), (4.13) and (4.14) define respectively 
Fourier transforms of functions in H+ 1,2,2(R’) and H1/2,2(~). Furthermore, 
from (4.13) and (4.10) we have 
@+(w)=&-k,)“‘[(w+k,)“‘F(o)-F;(o)] (4.16) 
and also, from (4.14) 
@+(w)=;(~~+l)“~ [F(o)+ Y-(o)]. (4.17) 
Then 
K(o) G+(O) = F(o) + Y’ (0) (4.18) 
from which it immediately follows that r(k * cp) =f, i.e., cp is a solution 
of (4.1). 
Thus we have proved the following theorem: 
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THEOREM 4.1. The Wiener-Hopf integral equation (4.1) has a unique 
solution cp E H’ ,,2,2([w) for any f E H,,,,, ([w + ), whose Fourier transform @ + 
is given by (4.13). 
Let us consider, as an example, the case where f represents a plane wave 
excitation, i.e., 
Ei(x, y)=exp[-ik,(xcos@,-ysin6,)], x>o, o<e, <7(/2 
(see Fig. 1) for which we have from (2.14) 
f(x) = 4i exp( - ik,x cos 0, ), x > 0. (4.19) 
Taking for rf the even extension off into R, we recognize immediately 
that f E H,,2([W+) since 
Using now (4.10) and (4.11) we obtain 
F,+(w)= 
4k;‘*( 1 + cos er)l’* 
k,cos$,-o 
(4.20) 
(4.21) 
Substituting into (4.13) the value of F:(o) given by (4.21) we obtain the 
Fourier transform @+ of the solution in the space H’ 1,2,2([w), 
@+(o)=a 
(w - ko)“’ 
w-k,cos8,’ 
where a = 2ikAj2( 1 + cos 0,)“‘. Evaluation of the inverse transform of CD+ 
by standard techniques yields the expression 
~ %S + 2jk, sin 0 1 e -- ik0 COS 81 x erf( jbx) l/Z 1 h(x), (4.23) 
where b = ki’*( 1 - cos 6r)“* and erf denotes the error function. 
Expression (4.23) exhibits the well-known behaviour of cp(x) near the 
edge, q(x) = O(X-“~) as x + 0,. As we shall see later there are excitation 
functions for which this is not so. 
Remark 2. The WienerrHopf operator (4.2) may be defined on 
MT r,*( R) with range in M,,,( R + ). These spaces are defined (cf. [ 11) as 
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Mf r,,(R) is the subspace of AL ,,*([w) constituted by the distributions with 
support in Iw+ and M&K! + ) is the subspace of L, ([w + ) whose elements 
have an extension to R that belongs to LI~~,~(IW).~ 
The Wiener-Hopf operator so defined is a bijection between the spaces 
MT,,,(R) and LV,,~(IW+) [l,Theorem3.1]. If f~M,,,([W+)nH,,2,2([W+) 
the solution is of course the same as that obtained through the previous 
theory (Formula 4.13) and obviously cp E Hf ,& R). As in some cases it 
may not be immediately apparent whether or not a function defined on R+ 
is in H,,,,,(R+) ‘t I may be more convenient to solve the problem in 
MT 1,2( Iw) and test a posteriori if the solution is also in H+ lj2,2( 5X). It can 
be seen that cp~H’ &[w) if and only if 
j 1 P+F,(0)(2 do < co, R 
where F, is given by (4.10). Note that this condition characterizes those 
excitation functions that belong to the subspace M,,,( [w + ) n H,,,( R + ). 
Remark 3. In [2] the Wiener-Hopf operator is defined as an operator 
from H’,,,(R) to L:([w) and is shown to be surjective, i.e., the 
Wiener-Hopf equation has a solution for any f integrable in Iw +. 
However, the price paid for the extension of the range of the operator to 
the whole L:( [w) is the absence of uniqueness of the solution. In this 
respect it is interesting to note that the space of solutions of the 
homogeneous equation has dimension 1 and is generated precisely by the 
distribution that for x # 0 coincides with the function (see Formula (5.1) 
of PI) 
q;(x) = x-3’2eC’koxh(x) (4.24) 
whose Fourier transform is proportional to (o - k,,)lj2. This distribution is 
the boundary value of the function defined in lR* by 
H’$(k,r) sin $0, (4.25) 
where x = r cos 0, y = r sin 8, and H’,$( ) is the Hankel function of the 
second kind. Remarkably, (4.25) is precisely the first of a family of solu- 
tions of the homogeneous boundary-value problem for the Helmholtz 
equation given by Jones in [S] as examples of the non-uniqueness of the 
solution to the Sommerfeld problem if no further conditions are added. 
4 Although in [ 11 the range of the operator is considered to be M&(W), the theory is valid 
forfin Mljz(IW+) since the null extension of an element of M,,2([W+) is an element of M&([W) 
(cf. [l, Lemma A]). 
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5. VIOLATION OF THE EDGE CONDITION. CONCLUDING REMARKS 
As explained in the preceding sections the choice of an adequate space 
of solutions dispenses with any assumption on the specific behaviour of the 
solution near the edge. Indeed no edge condition was used in the derivation 
of Theorems 3.1 and 4.1. 
In this section we shall use an asymptotic analysis to show that 
physically admissible solutions that violate the edge condition can actually 
occur. 
By the edge condition we mean the classical condition on the behaviour 
of the diffracted field near the edge which in our formulation is 
q(x) = 0 (x ~-1’2) as x -+ 0, 
where cp is the solution of the Wiener-Hopf equation (2.13). 
As is well known the solution for the plane wave excitation satisfies the 
edge condition (see (4.23)). Bearing this in mind we shall look for other 
excitation functions J
First assume that cp satislies the edge condition. Then g&o)= 
@+(o)=o(o-“2), [WI + co. Indeed, Jones [6, Chap. 91 shows that if 
p(x) = 0(x- I”) as x -+ 0 and cp’ is well behaved at infinity and if for some 
constant c the first derivative of q(x) - cx-‘j2 is Lebesgue integrable in an 
interval containing the origin, then Q’(w) = O(w- I”) as ) o 1 + co. The 
assumptions involved in this reasoning signify only that the solution cp is 
regular except possibly near the origin. 
Then from (4.13) it is clear that the edge condition is satisfied only if 
F:(w) = O(o-I), )Ol~oO. (5.1) 
Let us now take a class of excitations such that 
1 
F(o) = (w _ 8)” Um P < Oh 
where arg(o - B)E] - 7c/2,3n/2]. 
Initially we shall only assume that FE 9,5,(R) (H,,2,2(lR) is a subspace 
of L,(R)). Consequently p > 4. 
For the functions F under consideration F, (see (4.10)) is given by 
(5.2) 
Hence F, possesses an asymptotic expansion of the form 
F,(w)-+o,w: co--, +co, (5.3) 
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where u =p- $-int(p- $), int(p- i) denoting the integer part of p- $ 
More precisely we have for w > 0 
n-1 
F,(w)= c up-‘-“+F;t,(o) (5.4a) 
.j = 0 
F,(-w)= -e-‘xa 1 (-l)‘ujo-‘-“+F,,(w), 
/=O 
(5.4b) 
where n31 and F~n(~)=o(~~‘l-l+‘) as w+ +cc. 
An asymptotic formula for I;: may be obtained from an asymptotic 
approximation for the Hilbert transform by means of the Plemelj formula 
(cf. Cl211 
(5.5) 
where 
ifF,(co)=l j wdw, 
ni ~w”-w 
(5.6) 
for almost all o in R. SF, may be written in the form 
XF,(o)=-&-F,(w)+Z+F,(w)) (5.7) 
with 
S+F,(o) = jRt z dw,. (5.8) 
The asymptotic behaviour of X’+F,(o) as o + + co is studied in [ 131. 
Furthermore, for w > 0, S-F, is simply the unilateral Stieltjes transform 
of -F,( -co), i.e., 
2-Fl(o)= s 
-F,(-wo) do 
CO,+0 05 (5.9) Iw+ 
for which asymptotic formulas are given in [7]. 
Making use of the results of [7] and [13] together with formulas (5.4), 
(5.5), and (5.7) we obtain asymptotic expansions 
- For O<tl<l, 
F:W-~ 
m-l 
c ajw pi- OL - $ .i dim-/, co+ +oo, (5.10) 
J=o J=l 
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d,=j cu’ - ‘F&u) do with F,,;(o) = F,t,(“), CU > O R F,y,b), OJ < 0. 
- Fora=l, 
F:(o)-l- 
n-l 
7r 
logo c aJ~-‘-‘+~~&JW-J-~ 
J=o J=o 
+ &. .$ djw Pi, w--t so0 
,51 
(5.11) 
in which 
f 
+m 
+ o’- ‘F,,(m) do. 
1 
We note that (5.10) and (5.11) yield only the asymptotic behaviour of 
F,(o) as o -+ + co. However, similar formulas can also be obtained for 
0 + - cc in an entirely analogous manner. 
Examination of the above expressions enables us to draw the following 
conclusions: 
(1) If $<p< 1, we have 
F,(o)= qw-p+“*), )o)+co. 
Hence, using (5.10) and the analogous result for w + -co, 
F:(o)= 0(0--p+“*), 101 -+KJ 
from which it follows that 
@+(w)=o(cKp+l), (wl-+co. 
Since 0~ -p+ 1 <$, q$HZ1,2.2 (R), i.e., rp does not belong to the 
space of physically admissible solutions, which was to be expected as 
~(5:‘F)$ H&R+) (see Theorem 4.1). 
Henceforth we take p > 1 for which f= r(F - ‘F) E H,,*. 2( R + ) and so the 
corresponding solutions are physically admissible. 
(2) Ifp=l 
F:(w)=O(o-‘), Iw1 ~CO~@+((W)=O(c!--1’*), IWl’co. 
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Thus ~EHZ~,~,JIW) and the edge condition q(x)= O(X--“~), x+0 is 
satisfied. 
(3) If 1 <P<$ 
F:(o)= O(W-~+~~~), ~w~+c.os~+(w)=o(W p+‘), l(-l+a3 
and consequently 
q(x) = 0(x-8) as x -+ 0, 
where - $ < -p + 1 < 0 and p = -p + 2. Hence the edge condition cannot 
be satisfied although the solution cp is physically admissible. 
(4) Ifp=$ using (5.11) we get 
which is a non-algebraic behaviour also corresponding to physically 
admissible solutions. 
(5) If p> $ we have 
@‘(CD)= o(o-1’2), I~l+~ 
recovering again the edge condition. 
The above analysis makes it clear that the edge condition is by no means 
necessary to ensure physically admissible solutions to the Sommerfeld 
problem. 
This fact may have an interest beyond the purely theoretical question of 
solving a problem in a manner as rigorous and general as possible. For 
physical structures with a more complicated geometry for which a numeri- 
cal treatment may be necessary, the customary procedure of imposing a 
priori an edge condition may lead to difficulties for some excitation 
functions f: 
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