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Chapitre 1
Triangularisation de systemes de polyno^mes
dierentiels
Franois Boulier
1
1.1 Introdution
L'algebre dierentielle est une generalisation de l'algebre ommutative des-
tinee a l'etude des systemes d'equations dierentielles ordinaires ou aux derivees
partielles. Les premiers pas de la theorie sont dus a des herheurs Franais
(Riquier et Janet [Riq10, Jan20, Jan29℄) et Ameriains (Ritt [Rit32℄). La disi-
pline a ensuite prinipalement ete developpee par les equipes de Ritt et Kolhin
dont les resultats sont synthetises dans [Rit50, Kol73℄. Elle a onnu un regain
d'intere^t en Frane depuis les annees 80 ave les travaux de Pommaret [Pom78℄
d'une part et de Fliess [Fli89℄ d'autre part. Dans e hapitre, nous presentons
un algorithme de (( resolution )) de systemes d'equations dierentielles poly-
nomiales, nomme Rosenfeld{Grobner [Bou94, BLOP95, BLOP97℄. Il est im-
plante dans le paquetage diffalg qui fait partie de la bibliotheque standard
de MAPLE V version 5.
Resoudre un systeme de polyno^mes dierentiels
Le systeme suivant omporte trois equations aux derivees partielles poly-
nomiales. On herhe deux fontions u(x; y) et v(x; y) dependant de deux va-
riables x et y. Les equations sont des polyno^mes en les derivees des fontions u
et v.
 :

u
x

2
  4u = 0;


2
u
x y

v
y

  u+ 1 = 0;

2
v
x
2
 
u
x
= 0:
L'algorithme Rosenfeld{Grobner permet de transformer e systeme en un sys-
teme plus simple a partir duquel il est possible de determiner le nombre de
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onstantes arbitraires dont dependent les solutions et d'en aluler des develop-
pements de Taylor. Sur l'exemple, les solutions sont des polyno^mes dependant
de trois onstantes arbitraires 
0
, 
1
et 
2
. Un developpement de Taylor au
voisinage de l'origine fournit :
u(x; y) = 
0
+ 
3
x+ 
4
y + x
2
+
2 
4

3
xy +
1
2
y
2
;
v(x; y) = 
1
+ 
2
x 

4

3
  
4

3
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2
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2
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3
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3
+
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2
y +
1
2
xy
2
+

4
6 
3
y
3
:
Les onstantes 
3
et 
4
sont algebriques sur 
0
; 
1
; 
2
et satisfont
2

2
3
= 4 
0
; 
2
4
= 2 
0
; 
0
6= 0:
Posons qu'une equation dierentielle est onsequene des equations de 
si elle s'annule sur toutes les solutions du systeme, 'est{a{dire si on peut la
rajouter au systeme sans en hanger les solutions. C'est ii le as de l'equation

u
y

2
  2u = 0:
Les solutions de  satisfont ette equation pour toutes les valeurs de x et de y
et en partiulier a l'origine :

u
y
(0; 0)

2
  2u(0; 0) = 0;
e qui impose une ontrainte algebrique entre deux oeÆients du develop-
pement de Taylor des solutions de . Pour aluler e dernier, Rosenfeld{
Grobner est don amene a determiner toutes les equations dierentielles onse-
quenes du systeme, me^me elles qui sont (( ahees )). Cet ensemble forme e
qu'on appelle un ideal de polyno^mes dierentiels. C'est le radial de l'ideal
dierentiel engendre par . Nous le notons
p
[℄:
L'algorithme Rosenfeld{Grobner resout le probleme d'algebre dierentielle
suivant : etant donnee une famille nie de polyno^mes dierentiels , onstruire
un simpliateur qui reerive a zero tout polyno^me dierentiel appartenant au
radial de l'ideal dierentiel engendre par  :
p 2
p
[℄ ssi p

    ! 0:
2. La ontrainte 
0
6= 0 est en fait superue.
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Rosenfeld{Grobner deide du vide 'est{a{dire si 1 2
p
[℄. La possibilite
de aluler des developpements de Taylor de solutions de  n'est qu'un sous{
produit de la propriete enonee i{dessus. Les habitues des bases de Grobner
remarqueront que ette situation est similaire a elle de l'algorithme de Buh-
berger, qui resout un probleme theorique d'algebre ommutative (deider de
l'appartenane a un ideal de polyno^mes) et fournit en sous{produit des algo-
rithmes de resolution de systemes polynomiaux.
Les theoremes importants
Le theoreme lef est un lemme, du^ a Rosenfeld [Ros59℄, qui ameliore un
theoreme demontre et utilise par Seidenberg [Sei56℄ pour prouver son algo-
rithme d'elimination pour des systemes d'equations aux derivees partielles po-
lynomiales. Le lemme de Rosenfeld donne une ondition suÆsante pour qu'un
systeme d'equations aux derivees partielles ait une solution dierentielle si et
seulement s'il a une solution, vu en tant que systeme purement algebrique dans
l'espae des jets. On peut penser que si Seidenberg ou Rosenfeld n'ont pas for-
mule dans les annees 50 l'algorithme presente dans e hapitre, 'est qu'il leur
manquait les algorithmes de resolution de systemes polynomiaux. La these de
Buhberger [Bu65℄ date de 1965.
Parmi les theoremes importants, itons aussi le lemme de Lazard [BLOP95℄
qui date de 1994 et qui montre que si un systeme de polyno^mes dierentiels sa-
tisfait le lemme de Rosenfeld alors l'ideal qu'il denit a d'exellentes proprietes
(entr'autres, il est radiiel).
Appliations
L'algorithme Rosenfeld{Grobner permet de faire de l'elimination dans les
ideaux dierentiels.
{

Eliminer une fontion et ses derivees presente un grand intere^t en auto-
matique non lineaire omme l'ont montre Fliess [Fli89℄ et les herheurs
[Dio89℄ qui ont travaille ave lui. L'elimination de variables d'etat dans un
systeme dynamique permet, par exemple, d'en denir le omportement
entree{sortie.
{

Eliminer les variables les plus derivees permet d'obtenir les ontraintes
algebriques ahees des systemes d'equations dierentielles algebriques
(DAE et PDAE).
{

Eliminer des derivations permet de reherher la presene d'equations
dierentielles ordinaires dans un systeme aux derivees partielles, pour en
simplier la resolution.
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Disposer d'un solveur non lineaire permet enn de traiter des systemes lineaires
dependant de parametres. L'algorithme disute alors le resultat en fontion des
parametres. Nous donnons un exemple en n de hapitre.
Le paquetage dialg
Le paquetage diffalg, qui ontient une implantation assez travaillee de
Rosenfeld{Grobner, fait partie de la bibliotheque standard de MAPLE V ver-
sion 5. Il a ete initialement erit par l'auteur puis ameliore par

Evelyne Hubert
qui a inlus une implantation du Low Power Theorem [Hub97℄ et a retravaille la
partie purement algebrique de Rosenfeld{Grobner qui s'applique aux systemes
satisfaisant la ondition de Rosenfeld. Elle a aussi beauoup ontribue a diuser
le paquetage et a le faire interagir ave d'autres fontions de MAPLE V.
Autres algorithmes existant
De nombeaux autres algorithmes que Rosenfeld{Grobner ont ete proposes.
Les algorithmes d'elimination de Seidenberg [Sei56℄ resolvent le me^me pro-
bleme que nous : ils permettent de deider si un polyno^me dierentiel appartient
au radial d'un ideal dierentiel de type ni mais sont inutilisables en pratique,
pare qu'ils retournent un booleen et pas une version simpliee du systeme
donne en entree. Il y a toutefois une liation direte entre les methodes de
Seidenberg et l'algorithme que nous exposons.
Ritt [Rit50℄ a propose un algorithme reposant sur des fatorisations au{
dessus de tours d'extensions algebriques.WuWen Tsun [Wu 87℄ a derit une va-
riante de l'algorithme de Ritt, sans fatorisations, mais fournissant un resultat
plus faible. L'algorithme de Wu Wen Tsun ne deide pas du vide par exemple.
Dongming Wang [Wan94℄ a plus tard developpe les idees de Wu et de Seiden-
berg pour systemes dierentiels ordinaires et propose reemment [LW99℄ une
variante de Rosenfeld{Grobner pour les systemes aux derivees partielles.
Ollivier [Oll90℄ et Carra{Ferro [CF87℄ ont generalise l'algorithme de Buh-
berger aux systemes d'equations dierentielles. Les bases de Grobner denies
par es auteurs peuvent toutefois e^tre innies.
Manseld [Man91℄ a propose une autre denition de bases de Grobner
dierentielles. Son algorithme, qui s'applique aussi aux systemes aux derivees
partielles, termine dans tous les as mais ne garantit pas que le resultat alule
soit bien une base de Grobner dierentielle.

A e propos, on peut remarquer que
l'appartenane a un ideal dierentiel de type ni est toujours ouvert [GMO91℄.
Bouziane, Kandri Rody et Maa^rouf [BKM96, Maa^96℄ ont mis au point des
algorithmes prohes de Rosenfeld{Grobner, a partir de l'algorithme de trian-
gularisation de Kalkbrener [Kal93℄.
Hubert [Hub00℄ a larie la partie purement algebrique de l'algorithme
Rosenfeld{Grobner et a propose une variante d'un algorithme de Kolhin (dont
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ertaines parties n'etaient pas eetives) en s'appuyant sur le lemme de Lazard
et son lifting pour l'algebre dierentielle.
Sadik [Sad00℄ a reemment redige une desription tres synthetique des algo-
rithmes [BLOP95, BKM96, BLOP97, Hub00℄ entierement fondee sur [Kol73℄.
Reid, Wittkopf, Lin et Boulton [RWB94, RLW96℄ ont developpe des al-
gorithmes de simpliation de systemes d'equations aux derivees partielles et
ont montre omment aluler des developpements de Taylor de leurs solutions.
Leurs algorithmes ne permettent toutefois pas de traiter des systemes quel-
onques.
Organisation du hapitre
La setion 1.2 presente les premieres denitions. La setion 1 est dediee
a la notion de solution d'un systeme d'equations dierentielles polynomiales.
On y presente une version dierentielle du theoreme des zeros de Hilbert. Les
systemes dierentiels qui satisfont les hypotheses du lemme de Rosenfeld sont
presentes en setion 1.3.3 ave les prinipaux theoremes qui les onernent. En
setion 1.4 nous donnons les speiations de l'algorithme Rosenfeld{Grobner
ainsi que plusieurs implantations : de la plus nave, peu eÆae mais simple a
omprendre, jusqu'aux implantations les plus reentes. Quelques exemples sont
traites en setion 1.7.
1.2

Elements d'algebre dierentielle
1.2.1 Rappels d'algebre ommutative
Un ideal a d'un anneau R est un sous{ensemble non vide de R veriant
a; b 2 a ) a+ b 2 a
a 2 a et b 2 R ) a b 2 a
Un ideal a est dit radiiel si a 2 a des qu'il existe un entier n > 0 tel que
a
n
2 a. Il est dit premier si a b 2 a implique a 2 a ou b 2 a. On note
p
a le
radial de l'ideal a, 'est{a{dire le plus petit ideal radiiel ontenant a. Soit S =
fs
1
; : : : ; s
t
g une famille nie de R, on note a
:
S
1
la saturation (a ne pas
onfondre ave le residuel d'un ideal par un autre) de a par S 'est{a{dire
l'ideal
a
:
S
1
= fa 2 R j 9e
1
; : : : ; e
t
2 N tels que s
e
1
1
   s
e
t
t
a 2 ag:
On a l'inlusion a  a
:
S
1
. Si A  R on note (A) le plus petit ideal de R
ontenant A.
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Cas des anneaux de polyno^mes
Soient A un sous{ensemble ni d'un anneau de polyno^mes (mettons) R =
Q[x
1
; : : : ; x
n
℄ et V l'ensemble des solutions, prises dans C
n
, du systeme A = 0.
Alors
p
(A) est l'ideal des polyno^mes qui s'annulent en tout point de V . Soit de
plus S un sous{ensemble ni de R et Z l'ensemble des solutions, prises dans C
n
,
du systeme A = 0; S 6= 0. Alors l'ideal
p
(A)
:
S
1
est l'ideal des polyno^mes
qui s'annulent en tout point de Z. C'est le theoreme des zeros qui est utilise
impliitement ii.
1.2.1.1 Polyno^mes
Soit R = K[X ℄ un anneau de polyno^mes ou K est un orps et X est
un alphabet (eventuellement inni) ordonne. Soit p 2 R n K un polyno^me.
L'indeterminee prinipale (le leader en Anglais) de p est la plus grande indeter-
minee x 2 X qui gure dans p. Nous la notons ld p. Le polyno^me p peut s'erire
p = a
d
x
d
+   + a
1
x+ a
0
ou les polyno^mes a
i
ne omportent pas l'indeterminee x et a
d
6= 0. L'entier
d = deg(p; x) est le degre de p en l'indeterminee x. Le rang de p est le mono^me
rang p = x
d
. Le polyno^me i
p
= a
d
est l'initial de p. Le separant de p est le
polyno^me
s
p
=
p
x
= d a
d
x
d 1
+   + a
1
:
Si A  R nK alors le rang de A est l'ensemble des rangs de ses elements. On
note I
A
(resp. S
A
) l'ensemble des initiaux (resp. des separants) des elements
de A. On note H
A
= I
A
[S
A
. Un sous{ensemble A de RnK est dit triangulaire
si ses elements ont des derivees dominantes distintes.
1.2.1.2 Pseudo{division
Soient f = f
m
x
m
+    + f
1
x + f
0
et g = g
n
x
n
+    + g
1
x + g
0
deux
polyno^mes en une indeterminee x et a oeÆients dans un anneau R. Il existe
un unique ouple (q; r) de polyno^mes de R[x℄ veriant
g
n m+1
n
f = g q + r;
deg(r; x) < deg(g; x):
Le polyno^me q est le pseudo{quotient, le polyno^me r est le pseudo{reste de
la pseudo{division de f par g. L'algorithme de pseudo{redution est presente
dans [Knu66, vol. 2, page 407℄. On note r = prem(f; g; x).
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1.2.2 Algebre dierentielle
Les ouvrages de referene sont [Rit50℄ et [Kol73℄. Une derivation sur un
anneau R est une appliation Æ de R dans R qui verie pour tous a; b 2 R
Æ(a+ b) = Æa+ Æb
Æ(a b) = (Æa) b+ a Æb (regle de Leibniz)
Un anneau dierentiel est un anneau muni d'un nombre ni de derivations
Æ
1
; : : : ; Æ
m
qui ommutent entr'elles. Un anneau dierentiel ordinaire est un
anneau muni d'une seule derivation.
Exemple . Tout anneau peut e^tre muni d'une struture dierentielle : il suÆt
de le munir de la derivation triviale, qui envoie tous ses elements sur 0. Le
orps Q(x) muni de la derivation =x est un exemple de orps dierentiel
(ordinaire). /
On note  le monode ommutatif engendre par les derivations. Ses elements
sont les operateurs de derivations  = Æ
a
1
1
   Æ
a
m
m
ou les a
i
sont des entiers
positifs ou nuls. La somme des exposants a
i
, appelee l'ordre de l'operateur
, est notee ord . L'operateur identite est l'unique operateur d'ordre 0. Les
autres operateurs sont dits propres. Si  = Æ
a
1
1
   Æ
a
m
m
et  = Æ
b
1
1
   Æ
b
m
m
alors
 = Æ
a
1
+b
1
1
   Æ
a
m
+b
m
m
. Un ideal dierentiel a de R est un ideal de R stable
par derivation, 'est{a{dire tel que
a 2 a ) Æ
i
a 2 a (1  i  m)
Soit  un sous-ensemble non vide de R. On note [℄ et
p
[℄ respetivement
l'ideal dierentiel et le radial de l'ideal dierentiel engendre par . Il s'agit
respetivement du plus petit ideal dierentiel et du plus petit ideal dierentiel
radiiel ontenant .
1.2.2.1 Polyno^mes dierentiels
Soit U = fu
1
; : : : ; u
n
g un ensemble de n indeterminees dierentielles. Les
operateurs de derivation agissent sur les indeterminees dierentielles, donnant
des derivees u. Si u et u sont deux derivees d'une me^me indeterminee
dierentielle on note ppd(u; u) = ppm(; )u leur plus petite derivee om-
mune.
On note U l'ensemble des derivees. Soit K un orps dierentiel. L'an-
neau dierentiel des polyno^mes dierentiels onstruits sur l'alphabet U et a
oeÆients dans K est note Kfu
1
; : : : ; u
n
g. Dans la suite, nous le noterons R.
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Exemple . Reprenons l'exemple donne en introdution ave une autre notation.
Il omporte trois polyno^mes dierentiels

8
<
:
p
1
= u
2
x
  4u;
p
2
= u
xy
v
y
  u+ 1;
p
3
= v
xx
  u
x
:
Il y a deux derivations =
x
et =
y
et deux indeterminees dierentielles u et
v representant moralement deux fontions u(x; y) et v(x; y) de deux variables.
On peut prendre pour orps des oeÆients K le orps Q des rationnels ou
le orps des frations rationnelles Q(x; y). L'anneau de polyno^mes dierentiels
est Kfu; vg. les derivees gurant dans le systeme sont u
x
, u, u
xy
, v
y
et v
xx
.
Les operateurs de derivation sont notes en indie. Par exemple, u
x
= u=x et
u
xy
= 
2
u=xy. /
Classements (rankings)
Un lassement (en Anglais un ranking) est un ordre total sur l'ensemble
des derivees, ompatible ave l'ation des derivations sur U . Il s'agit don de
n'importe quel ordre total sur U veriant :
1. Æv > v (pour toute derivation Æ et toute derivee v)
2. v > w ) Æv > Æw (pour toute derivation Æ et toutes derivees v et w)
On distingue les lassements ompatibles ave l'ordre total (en Anglais orderly),
'est{a{dire veriant
ord  > ord ) u > v pour tous u; v 2 U
des lassements d'elimination qui satisfont
u > v ) u > v pour tous ;  2  et u; v 2 U .
Une fois xe un lassement, on peut denir la derivee dominante d'un po-
lyno^me dierentiel p : 'est l'indeterminee prinipale (le leader) de p, vu omme
un polyno^me sur l'alphabet inni des derivees. L'initial et le separant d'un po-
lyno^me dierentiel sont alors bien denis. Les axiomes des lassements font que
le separant d'un polyno^me dierentiel f est egal a l'initial de toutes les derivees
propres de f .
Exemple . Fixons le lassement R suivant, ompatible ave l'ordre total :
   > v
xx
> v
xy
> v
yy
> u
xx
> u
xy
> u
yy
> v
x
> v
y
> u
x
> u
y
> v > u:
Les derivees dominantes des elements de  sont respetivement u
x
; u
xy
; v
xx
;
les rangs u
2
x
; u
xy
; v
xx
; les separants 2u
x
, v
y
et 1. Derivons le polyno^me p
1
par
rapport a y :
Æ
y
p
1
= 2u
x
u
xy
  4u
y
:
On verie que l'initial de e polyno^me est bien le separant de p
1
. /
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Polyno^mes (partiellement) reduits
Soit p 2 R nK et q 2 R deux polyno^mes dierentiels. Notons rang p = v
d
.
Le polyno^me dierentiel q est dit partiellement reduit par rapport a p si auune
derivee propre de la derivee dominante de p ne gure dans q ; il est dit reduit
par rapport a p s'il est partiellement reduit par rapport a p et si deg(q; v) < d.
Ensembles dierentiellement triangulaires et autoreduits
Soit R = KfUg un anneau de polyno^mes dierentiels. Un ensemble A 
RnK est dit dierentiellement triangulaire s'il est triangulaire et si ses elements
sont deux{a{deux partiellement reduits. Un ensemble A  R nK est dit au-
toreduit si ses elements sont reduits deux{a{deux. Tout ensemble autoreduit
est dierentiellement triangulaire.
Ensembles arateristiques
Soit A  KfUg un ensemble de polyno^mes. Supposons que A ne ontienne
auun element non nul de K. Alors un sous{ensemble C de A est un ensemble
arateristique de A s'il est autoreduit et si A ne ontient auun element non
nul reduit par rapport a C.
Exemple . Continuons l'exemple preedent. Le polyno^me dierentiel p
2
n'est
pas partiellement reduit par rapport a p
1
puisqu'une derivee propre u
xy
de la
derivee dominante u
x
de p
1
y gure. Le systeme  n'est don pas dierentiel-
lement triangulaire. Les polyno^mes p
1
et p
3
sont reduits deux{a{deux. On peut
verier que fp
1
; p
3
g forme un ensemble arateristique de . /
Si A  R nK et si v 2 U alors
A
v
= fp j p 2 A;  2  et ld p  vg:
Par onsequent, R
v
designe le sous anneau de R onstitue par les polyno^mes
dierentiels de derivee dominante inferieure ou egale a v et
A \ R
v
= fp 2 A j ld p  vg:
1.2.2.2 Les algorithmes de redution de Ritt
Les algorithmes de redution de Ritt sont des extensions de l'algorithme de
pseudo{redution aux polyno^mes dierentiels : on s'autorise a deriver les po-
lyno^mes par lesquels on divise. On distingue l'algorithme de redution partielle
de l'algorithme de redution omplete. Soient f 2 R un polyno^me dierentiel
et A un sous{ensemble ni de R nK. Notons v la derivee dominante de f et
A = fg 2 A j rang g  vg. L'algorithme de redution partielle de f par A
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alule un polyno^me dierentiel r = reste partiel(g; A) et un produit h de puis-
sanes de separants d'elements de A veriant
1. r est partiellement reduit par rapport a A,
2. h f = r mod (A
v
).
fontion reste partiel(f; A)
debut
h := 1
r := f
tant que r n'est pas partiellement reduit par rapport a
tous les elements de A faire
soit w la plus grande derivee gurant dans r qui soit aussi
la derivee propre de la derivee dominante d'un element p 2 A
soit  2  tel que  ld p = w
h := h s
deg(r;w)
p
r := prem(r; p; w)
fait
retourner [h; r℄
n
L'algorithme de redution omplete de f par A alule un polyno^me dierentiel
r = reste omplet(g; A) et un produit h de puissanes d'initiaux et de separants
d'elements de A veriant
1. r est reduit par rapport a A,
2. h f = r mod (A
v
).
fontion reste omplet(f; A)
debut
h := 1
r := f
tant que r n'est pas reduit par rapport a tous les elements de A faire
soit w la plus grande derivee gurant dans r qui verie
aussi l'une des onditions suivantes
(a) w est la derivee propre de la derivee dominante d'un element p 2 A
(b) w est egale a la derivee dominante d'un p 2 A et deg(r; w)  deg(p; w)
si la ondition (a) est remplie alors
soit  2  tel que  ld p = w
h := h s
deg(r;w)
p
r := prem(r; p; w)
sinon
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h := h {
deg(r;w) deg(p;w)+1
p
r := prem(r; p; w)
n si
fait
retourner [h; r℄
n
Exemple . Considerons le polyno^me dierentiel f = 2u
xy
+ u
x
et alulons le
polyno^me reste partiel(f; ). La derivee dominante u
xy
de f est une derivee
propre de la derivee dominante u
x
de p
1
. On derive don p
1
par rapport a y
obtenant un polyno^me dierentiel
Æ
y
p
1
= 2u
x
u
xy
  4u
y
:
Le alul de r = prem(f; Æ
y
p
1
; u
xy
) onsiste a interpreter Æ
y
p
1
omme la regle
de reeriture
u
xy
!
4u
y
2u
x
et a multiplier le resultat par une puissane appropriee du separant de p
1
(le
polyno^me h) pour hasser les denominateurs. Le reste
r = u
2
x
+ 4u
y
est partiellement reduit par rapport a . Notons w = u
xy
la derivee dominante
de f . Alors  = fp
1
; p
2
g et 
w
= fp
1
; Æ
y
p
1
; p
2
g. On peut verier que hf = r
mod (
v
). Le alul de reste omplet(f; A) ommene omme i{dessus. Le
reste r n'est pas reduit par rapport a p
1
. Il suÆt de lui appliquer la substitution
u
2
x
! 4u
pour obtenir le nouveau reste 4u
y
+ 4u ave h = 2u
x
. /
1.2.2.3 Paires ritiques et {polyno^mes
Denition 1 (paires ritiques)
Un ensemble fp
1
; p
2
g de polyno^mes dierentiels forme une paire ritique si
les derivees dominantes de p
1
et de p
2
ont des derivees ommunes. Si A est un
ensemble de polyno^mes dierentiels alors paires ritiques(A) designe l'ensemble
de toutes les paires ritiques qu'il est possible de former ave ses elements.
Dans une paire ritique, l'ordre des elements est sans importane. On ne
onsiderera jamais de paires ritiques fp
1
; p
2
g telle que rang p
1
= rang p
2
(par
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ontre, il se peut que les derivees dominantes soient egales). Si la derivee domi-
nante de (mettons) p
2
est une derivee de elle de p
1
alors la paire est appelee
une paire de redution.
Denition 2 ({polyno^mes)
Soit fp
1
; p
2
g une paire ritique. Supposons rang p
1
< rang p
2
. Notons res-
petivement 
1
u, 
2
u les derivees dominantes de p
1
et de p
2
et 
12
u leur plus
petite derivee ommune. Le {polyno^me (p
1
; p
2
) entre p
1
et p
2
est deni
omme suit. Si fp
1
; p
2
g est une paire de redution alors
(p
1
; p
2
) = prem(p
2
;

2

1
p
1
; 
2
u) ;
sinon
(p
1
; p
2
) = s
1

12

2
p
2
  s
2

12

1
p
1
:
Si A est un ensemble de polyno^mes dierentiels, (A) designe l'ensemble de
tous les {polyno^mes qu'il est possible de former a partir de ses elements.
Exemple . On a paires ritiques() = ffp
1
; p
2
gg. La paire fp
1
; p
2
g est une
paire de redution et
(p
1
; p
2
) = reste omplet(p
2
; Æ
y
p
1
) = 4u
y
v
y
  2uu
x
+ 2u
x
:
Ce polyno^me (appelons{le p
4
) admet v
y
pour derivee dominante. Son separant
est s
4
= 4u
y
. Il forme une paire qui n'est pas une paire de redution ave p
3
et
on a
(p
3
; p
4
) = Æ
xx
p
4
  s
4
Æ
y
p
3
= 2u
xxx
  2u
xxx
u  6u
xx
u
x
+ 4u
xxy
v
y
+ 8u
xy
v
xy
+ 4u
y
u
xy
:
/
Moralement, une paire fp
1
; p
2
g est dite resolue par un systeme dierentielA
si on a reste omplet((p
1
; p
2
); A) = 0. Cette denition intuitive n'est malheu-
reusement pas suÆsante pour rendre ompte de e que l'algorithme Rosenfeld{
Grobner alule. Plus rigoureusement,
Denition 3 (paires ritiques resolues)
Une paire ritique fp
1
; p
2
g est dite resolue par un systeme d'equations et
d'inequations polynomiales dierentielles A = 0; S 6= 0 s'il existe une derivee v
stritement inferieure a la plus petite derivee ommune des derivees dominantes
de p
1
et de p
2
telle que
(p
1
; p
2
) 2 (A
v
)
:
(S \ R
v
)
1
:
Le leteur peut verier que toute paire ritique resolue selon le sens intuitif
est resolue au sens de la denition 3, sous reserve que les initiaux des elements
de A fassent partie de S.
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1.3 Solutions d'un systeme
Nous ommenons par le (( point de vue de la theorie )), 'est{a{dire les
denitions et les onstrutions rigoureuses. Nous tenterons de rendre e point
de vue plus intuitif ensuite.
Denition 4 On appelle solution d'un systeme A = 0; S 6= 0 d'equations et
d'inequations polynomiales dierentielles de R = Kfu
1
; : : : ; u
n
g la donnee
1. d'une extension de orps dierentielle G de K,
2. d'un n{uplet z = (u
1
; : : : ; u
n
) 2 G
n
qui annule tous les elements de A et
auun element de S.
1.3.1 Lien ave les ideaux dierentiels premiers
Trouver une solution de A = 0; S 6= 0, 'est trouver un ideal dierentiel
premier p qui ontient tous les elements de A et auun element de S. En eet,
le orps des frations G de R=p onstitue une extension de orps dierentielle
de K ; le n{uplet z s'obtient en prenant les images des indeterminees dieren-
tielles par le morphisme anonique R ! G. Cet argument est parfaitement
orret mais n'explique pas grand{hose (il est qualie d'algebrai nonsense
par ertains !). Un point de vue plus prohe de l'intuition onsiste a denir une
solution omme un n{uplet de series formelles
3
X

k
1
k
m
x
k
1
1
  x
k
m
m
a oeÆients dans une extension universelle de K ou dans C si on prefere. Il
faut alors assimiler les derivations Æ
i
aux derivations =x
i
. Cette denition est
equivalente a elle donnee plus haut pare que tout zero generique de l'ideal
dierentiel premier p peut e^tre developpe en serie formelle. Nous expliquerons
ulterieurement omment aluler des series formelles solutions de p a partir
d'un ensemble arateristique de et ideal.
1.3.2 Lien ave les ideaux dierentiels radiiels
Toute solution d'un systeme  annule le radial
p
[℄ de l'ideal dierentiel
engendre par . En eet,
{ si p(z) = q(z) = 0 alors (p+ q)(z) = 0,
{ si p(z) = 0 alors quel que soit q 2 R on a (pq)(z) = 0,
{ si (p
d
)(z) = 0 alors p(z) = 0 (on utilise ii le fait que p(z) appartient a
un orps et ne peut don pas diviser zero),
3. une serie formelle n'etant jamais qu'un developpement de Taylor dont on ne se preoupe
pas de la onvergene.
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{ si p(z) = 0 'est{a{dire egal a la fontion identiquement nulle, alors
Æp(z) = 0 (les derivees de la fontion nulle etant nulles).
Ces remarques suÆsent a justier l'impliation de gauhe a droite dans le
theoreme et le orollaire i{dessous. L'autre impliation vient de e que le
radial d'un ideal dierentiel est un ideal dierentiel radiiel et que tout ideal
dierentiel radiiel est l'intersetion des ideaux dierentiels premiers qui le
ontiennent [Sei52℄.
Theoreme 1 (theoreme des zeros)
Soit  un systeme de polyno^mes dierentiels de KfUg. Un polyno^me die-
rentiel p 2
p
[℄ si et seulement si toute solution de  est solution de p. En
partiulier,  est sans solutions si et seulement si 1 2
p
[℄.
Corollaire 1 Soit A = 0; S 6= 0 un systeme d'equations et d'inequations
dierentielles de KfUg. Un polyno^me dierentiel p 2
p
[A℄
:
S
1
si et seule-
ment si toute solution de A = 0; S 6= 0 est solution de p.
Exemple . On peut se servir du theoreme des zeros pour montrer que l'ideal
dierentiel [u
2
x
  4u℄ n'est pas premier. L'equation u
2
x
  4u = 0 admet deux
solutions : la solution u(x) = 0 et la solution u(x) = (x + )
2
ou  est une
onstante. En derivant, on trouve Æ
x
(u
2
x
  4u) = 2u
x
(u
xx
  2). Ce polyno^me
appartient a l'ideal dierentiel. Son premier fateur ne s'annule pas sur la so-
lution u(x) = (x + )
2
. D'apres le theoreme des zeros, il n'appartient pas au
radial de l'ideal et don pas non plus a l'ideal [u
2
x
  4u℄. Son deuxieme fateur
ne s'annule pas sur la solution u(x) = 0. Il n'appartient don pas non plus a
l'ideal. Don l'ideal n'est pas premier et on a l'intersetion :
p
[u
2
x
  4u℄ = [u
2
x
  4u; u
xx
  2℄ \ [u℄ = [u
2
x
  4u℄
:
u
1
x
\ [u℄:
/
L'intersetion i-dessus est la deomposition en ideaux dierentiels premiers
minimale (au sens ou auune des omposantes de l'intersetion n'en ontient
une autre) de l'ideal dierentiel radiiel
p
[u
2
x
  4u℄.
Theoreme 2 Tout ideal dierentiel radiiel r inlus stritement dans R est
une intersetion nie d'ideaux dierentiels premiers p
1
; : : : ; p
t
. Cette deompo-
sition est unique lorsqu'elle est minimale. Les ideaux p
i
sont appeles les om-
posantes premieres minimales de r.
On ne onna^t auun algorithme pour aluler la deomposition minimale
d'un ideal dierentiel radiiel, a l'exeption du as des ideaux dierentiels en-
gendres par une seul polyno^me dierentiel pour lequel on dispose du Low Power
Theorem.
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1.3.3 Lien ave les ideaux dierentiels reguliers
Dans ette partie, on s'interesse au probleme de la desription en pratique
des ideaux dierentiels radiiels. Le alul d'une deomposition (non mini-
male) en ideaux dierentiels premiers est algorithmique mais ou^teux, puisqu'il
neessite des fatorisations de polyno^mes sur des tours d'extensions algebriques.
Le alul d'une deomposition en ideaux dierentiels reguliers [BLOP97℄ ore
une alternative plus interessante du point de vue algorithmique. Les ideaux
sont derits par des ensembles ou des presentations
4
arateristiques.
Denition 5 (systemes dierentiels reguliers)
Un systeme dierentiel A = 0; S 6= 0 est appele un systeme dierentiel
regulier s'il verie les trois onditions suivantes :
C1 A est dierentiellement triangulaire
5
,
C2 S ontient les separants des elements de A et ne omporte que des po-
lyno^mes dierentiels partiellement reduits par rapport a A,
C3 toutes les paires ritiques fp; p
0
g 2 paires ritiques(A) sont resolues
6
par
le systeme A = 0; S 6= 0 (propriete de oherene).
Si A = 0; S 6= 0 est un systeme dierentiel regulier, on appelle ideal
algebrique regulier deni par le systeme l'ideal (A)
:
S
1
et ideal dierentiel
regulier l'ideal dierentiel [A℄
:
S
1
.
Ensembles autoreduits et oherents
Les ensembles autoreduits et oherents denis dans [Ros59, Kol73℄ sont des
as partiuliers de systemes dierentiels reguliers. Plus preisement, si C est
un ensemble autoreduit et oherent alors le systeme suivant est un systeme
dierentiel regulier
C = 0; H
C
6= 0:
Le theoreme qui suit synthetise les prinipales proprietes des systemes die-
rentiels reguliers.
Theoreme 3 Soient A = 0; S 6= 0 un systeme dierentiel regulier d'un an-
neau de polyno^mes dierentiels R et R
0
l'anneau des polyno^mes dierentiels
partiellement reduits par rapport a A. Alors
{ l'ideal algebrique regulier (A)
:
S
1
est radiiel (lemme de Lazard) ;
4. denition plus bas
5. i.e. A est triangulaire et ses elements sont deux{a{deux partiellement reduits.
6. C'est le as par exemple si I
A
 S et si, pour toute paire ritique fp; p
0
g 2
paires ritiques(A), on a reste omplet((p; p
0
); A) = 0.
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{ l'ensemble des derivees qui ne sont derivees dominantes d'auun element
de A fournit un ensemble parametrique pour tout ideal premier minimal
sur (A)
:
S
1
; en partiulier, l'ideal algebrique (A)
:
S
1
est equidimen-
sionnel (lemme de Lazard) ;
{ on a [A℄
:
S
1
\ R
0
= (A)
:
S
1
(lemme de Rosenfeld) ;
{ l'ideal dierentiel [A℄
:
S
1
est radiiel (lifting du lemme de Lazard) ;
{ si (A)
:
S
1
admet t ideaux premiers minimaux b
i
alors [A℄
:
S
1
ad-
met t ideaux dierentiels premiers minimaux p
i
qui sont ompletement
araterises par p
i
\ R
0
= b
i
(lifting du lemme de Lazard) ;
{ le systeme A = 0; S 6= 0 admet une solution purement algebrique,
vu omme un systeme de R
0
, si et seulement s'il admet une solution
dierentielle ;
{ toute solution algebrique du systeme A = 0; S 6= 0, vu omme un systeme
de R
0
, se prolonge de faon unique en une solution dierentielle.
Le lemme de Lazard est enone pour la premiere fois dans [BLOP95℄,
son lifting pour les ideaux dierentiels dans [BLOP97℄. La premiere preuve
rigoureuse est due a [Mor95, Mor99℄. D'autres preuves ont ete fournies par
[SL95, Hub00, Sad00℄.
1.3.4 Presentations arateristiques

A l'instar des ideaux dierentiels premiers qui en sont des as partiuliers,
les ideaux dierentiels reguliers peuvent e^tre representes par leurs ensembles
arateristiques. Comme es derniers ne sont pas uniques, un hoix de pose. Une
presentation arateristique d'un ideal dierentiel regulier i est un representant
anonique parmi les ensembles arateristiques de i. Cette notion a ete intro-
duite dans [BLOP97℄ puis lariee dans [Hub00℄ et [BL00℄.
Un polyno^me dierentiel p est dit fortement normalise vis{a{vis d'un sys-
teme triangulaire C si auune derivee dominante de C ne gure dans l'initial
de p. Un systeme triangulaire C est dit fortement normalise si tout p 2 C est
fortement normalise vis{a{vis de C n fpg.
Soient L et N deux alphabets et onsiderons un polyno^me p 2 K[L;N ℄.
Ce polyno^me peut s'erire p = a
0
t
0
+    + a
k
t
k
ou les t
i
sont des produits
de puissanes d'elements de L et les a
i
2 K[N ℄. Il est dit primitif au{dessus
de K[N ℄ si le pgd des a
i
vaut 1.
Denition 6 Un ensemble autoreduit C  R est une presentation arate-
ristique de l'ideal dierentiel [C℄
:
H
1
C
si
D1 le systeme dierentiel C = 0; H
C
6= 0 est regulier ;
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D2 p 2 [C℄
:
H
1
C
, reste omplet(p; C) = 0 ;
D3 C est un systeme fortement normalise de K[L;N ℄ ompose de polyno^mes
primitifs au{dessus de K[N ℄ (ou L designe l'ensemble des derivees domi-
nantes des elements de C et N les autres derivees gurant dans C).
Un ensemble C est une presentation arateristique de [C℄
:
H
1
C
si et seule-
ment si C est un ensemble arateristique de [C℄
:
H
1
C
qui satisfait D3. Une
presentation arateristique est un representant anonique de l'ideal qu'elle
denit : elle ne depend que de l'ideal et du lassement hoisi.
Exemple . C est une presentation arateristique de l'ideal [C℄
:
H
1
C
=
p
[℄.
C
8
>
>
<
>
>
:
v
xx
  u
x
;
4v
y
u+ u
x
u
y
  u
x
u
y
u;
u
2
x
  4u;
u
2
y
  2u:
L'ensemble H
C
= f4u; 2u
x
; 2u
y
g est l'ensemble des initiaux et separants non
onstants des elements de C. L'ensemble C est d'ailleurs aussi un ensemble
arateristique de [C℄
:
H
1
C
puisqu'il est autoreduit. Les derivees dominantes
des elements de C sont v
xx
; v
y
; u
x
; u
y
. Le diagramme suivant montre l'ensemble
des derivees des indeterminees dierentielles u et v. Les derivees dominantes
sont representees par des disques noirs. Leurs derivees sont hahurees.
d/dy
d/dxd/dx
d/dy
vu
On appelle derivees sous les esaliers de C les derivees qui ne sont les
derivees d'auune derivee dominante de C. Ce sont elles qui gurent dans
les zones non hahurees. Sur l'exemple, elles sont en nombre ni et e sont
u; v; v
x
. On en deduit que le radial de l'ideal engendre par  est une interse-
tion d'ideaux dierentiels premiers p
i
qui admettent tous fu; v; v
x
g pour en-
semble parametrique. Par onsequent les orps de frations des anneaux R=p
i
ont un degre de transendane sur K egal a 3. Ce degre est un invariant de
l'ideal
p
[℄ : il ne depend pas de la presentation arateristique alulee. Par
exemple, le systeme
~
C est une presentation arateristique du me^me ideal, pour
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le lassement d'elimination
   > u
x
> u
y
> u >    > v
xx
> v
xy
> v
yy
> v
x
> v
y
> v:
~
C
8
>
>
<
>
:
u  v
2
yy
;
v
xx
  2v
yy
;
v
y
v
xy
  v
3
yy
+ v
yy
;
v
4
yy
  2v
2
yy
  2v
2
y
+ 1:
d/dy
d/dxd/dx
d/dy
vu
Les derivees sous les esaliers (i.e. v, v
x
et v
y
) ont hange mais leur nombre
est reste le me^me. Ce nombre orrespond au nombre de onstantes arbitraires
dont dependent les developpements de Taylor des solutions du systeme. /
1.3.5 Developpement de Taylor des solutions
La donnee d'un systeme regulier A = 0; S 6= 0 permet de aluler faile-
ment un developpement de Taylor des solutions du systeme pour des ondi-
tions initiales (( non singulieres )), 'est{a{dire qui n'annulent pas les separants
des elements de A. Une methode simple, deja derite dans [Sei56℄ est exposee
dans [BLOP97℄. Nous l'illustrons sur l'exemple preedent.
A
8
>
>
<
>
>
:
v
xx
  u
x
;
4v
y
u+ u
x
u
y
  u
x
u
y
u;
u
2
x
  4u;
u
2
y
  2u ;
ave S = f4u; 2u
x
; 2u
y
g. On est d'abord oblige de se restreindre a un point
d'expansion (x
0
; y
0
) qui n'annule auun des separants de A. Dans notre as,
tous les points d'expansion onviennent. Prenons x
0
= y
0
= 0. On interprete
le systeme dierentiel omme un systeme algebrique portant sur les onditions
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initiales, 'est{a{dire
A
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
v
xx
(0; 0)  u
x
(0; 0) = 0;
4v
y
(0; 0)u(0; 0) + u
x
(0; 0)u
y
(0; 0)  u
x
(0; 0)u
y
(0; 0)u(0; 0) = 0;
u
x
(0; 0)
2
  4u(0; 0) = 0;
u
y
(0; 0)
2
  2u(0; 0) = 0;
4u(0; 0) 6= 0;
2u
x
(0; 0) 6= 0;
2u
y
(0; 0) 6= 0:
Ce systeme se resout simplement gra^e au lemme de Lazard. On sait en eet
qu'on peut prendre les onditions initiales assoiees aux derivees sous l'esalier
omme onstantes arbitraires :
u(0; 0) = 
0
; v(0; 0) = 
1
v
x
(0; 0) = 
2
:
En notant u
x
(0; 0) = 
3
et u
y
(0; 0) = 
4
on retrouve les onditions algebriques
donnees en introdution

2
3
= 4 
0
; 
2
4
= 2 
0
qui imposent 
0
6= 0. Soit maintenant u une derivee propre de la derivee
dominante d'un element de A. Pour determiner u(0; 0), il suÆt de reduire
ette derivee gra^e a l'algorithme de redution partielle en une fration
u!
r
h
puis d'evaluer la fration en les onditions initiales
u(0; 0) =
r(0; 0)
h(0; 0)

Le denominateur est non nul puisqu'il est un produit de puissanes de separants
d'elements de A. Remarquer que la fration r=h n'est pas denie de faon
unique mais que sa valeur en les onditions initiales l'est : si u se reerit en
une autre fration r
0
=h
0
alors r(0; 0)=h(0; 0) = r
0
(0; 0)=h
0
(0; 0). Il ne reste plus
qu'a substituer les valeurs alulees dans le developpement de Taylor generique
de deux fontions de deux variables
u(x; y) = u(0; 0) + xu
x
(0; 0) + y u
y
(0; 0) + x
2
u
xx
(0; 0)
2
+   
v(x; y) = v(0; 0) + x v
x
(0; 0) + y v
y
(0; 0) + x
2
v
xx
(0; 0)
2
+   
pour obtenir les solutions du systeme donnees en introdution. On peut remar-
quer a e propos que la ondition initiale (( singuliere )) 
0
= 0 est ii une fausse
singularite.
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1.4 L'algorithme Rosenfeld{Grobner
L'algorithme Rosenfeld{Grobner prend en entree un systeme quelonque
d'equations et d'inequations polynomiales dierentielles P
0
= 0; S
0
6= 0 et un
lassement R.
{ Il retourne un ensemble, eventuellement vide, de systemes dierentiels
reguliers pour le lassement R :
fA
1
= 0; S
1
6= 0; : : : ; A
t
= 0; S
t
6= 0g
tels que
q
[P
0
℄
:
S
1
0
= [A
1
℄
:
S
1
1
\    \ [A
t
℄
:
S
1
t
: (1.1)
{ L'ensemble est vide si et seulement si
p
[P
0
℄
:
S
1
0
= R.
{ Dans le paquetage diffalg, haque systeme A
i
est une presentation a-
rateristique de l'ideal dierentiel [A
i
℄
:
S
1
i
et S
i
= H
A
i
.
{ La representation alulee permet de deider de l'appartenane a l'ideal
p
[P
0
℄
:
S
1
0
. Soit p un polyno^me dierentiel. Dans le as ou haque A
i
est une presentation arateristique,
p 2
q
[P
0
℄
:
S
1
0
ssi reste omplet(p; A
1
) =    = reste omplet(p; A
t
) = 0:
Dans le as general,
p 2
q
[P
0
℄
:
S
1
0
ssi reste partiel(p; A
1
)

    !
B
1
0;
.
.
.
reste partiel(p; A
t
)

    !
B
t
0;
ou haque B
i
designe une base de Grobner de l'ideal (A
i
)
:
S
1
i
.
{ La representation alulee permet de aluler des developpements de Tay-
lor de solutions du systeme P
0
= 0; S
0
6= 0.
Plusieurs versions de Rosenfeld{Grobner sont derites i{dessous. Toutes
ont ete programmees en MAPLE V. La plus evoluee a egalement ete realisee
en C++.
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1.4.1 Une version nave
La version i{dessous est elle de [Bou94, BLOP95℄. Elle est fortement ins-
piree des algorithmes d'elimination de Seidenberg [Sei56℄.

A haque etape, l'al-
gorithme extrait un ensemble arateristique A de l'ensemble des equations
et s'en sert pour reduire les equations restantes et tous les {polyno^mes en-
gendres par les elements de A. La boule pour nale eetue les sindages
en onsiderant la possible annulation des initiaux et separants des elements
de A. Dans [Bou94, BLOP95℄, 'est la version la plus simple des traitements
algebriques qui est eetuee.
fontion Rosenfeld{Grobner (A = 0; S 6= 0)
debut
si A ontient un element non nul de K ou 0 2 S alors
F := l'ensemble vide
sinon
A := un ensemble arateristique de l'ensemble ni A
fh
1
; : : : ; h
t
g := les initiaux et separants non onstants de A
B := reste omplet(A [(A); A)
si B n f0g est vide alors
S := reste partiel(S; A) [ fh
1
; : : : ; h
t
g
F := traitement algebrique (A = 0; S 6= 0)
sinon
A
0
:= A [ B
S
0
:= S [ fh
1
; : : : ; h
t
g
F := Rosenfeld{Grobner (A
0
= 0; S
0
6= 0)
n si
pour i variant de t a 1 faire
A
0
:= A [ fh
i
g
S
0
:= S [ fh
1
; : : : ; h
i 1
g
F := F [ Rosenfeld{Grobner (A
0
= 0; S
0
6= 0)
fait
n si
retourner F
n
Le theoreme des zeros justie les sindages eetues par la fontion i{
dessus. Considerons par exemple le systeme

p = 0;
q = 0 ;
et mettons que A = fpg et que A[(A) = fqg. Notons r = reste omplet(q; p).
On a la relation
i

p
s

p
q = r mod [p℄
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ou i
p
et s
p
designent respetivement l'initial et le separant de p et ;  sont
des entiers naturels. Toute solution ommune a p et a q est solution de r.
Reiproquement, toute solution ommune a p et a r qui n'annule ni l'initial
ni le separant de p est solution de q. An de preserver ses solutions, l'algo-
rithme sinde le systeme en trois systemes (dans les deux systemes de droite, le
polyno^me q peut e^tre reerit en un polyno^me de degre stritement plus petit) :
8
<
:
p = 0;
r = 0;
i
p
s
p
6= 0 ;
8
>
>
<
>
>
:
p = 0;
q = 0;
i
p
= 0;
s
p
6= 0 ;
8
<
:
p = 0;
q = 0;
s
p
= 0:
En appliquant le theoreme des zeros, on trouve :
p
[p; q℄ =
q
[p; r℄
:
(i
p
s
p
)
1
\
q
[p; q; i
p
℄
:
(s
p
)
1
\
q
[p; q; s
p
℄:
1.4.2 Une version plus evoluee
Dans une branhe de l'arbre des sindages engendre par la version nave, un
me^me {polyno^me peut e^tre alule et reduit de nombreuses fois. Ce n'est plus
le as dans la version qui suit : les paires ritiques en attente sont rangees dans
une liste. On obtient ainsi une implantation qui se rapprohe des implantations
traditionnelles de l'algorithme de Buhberger des annees 80.
Quadruplets
Un systeme dierentiel en ours de traitement est ode par un quadruplet
hA; D; P; Si:
Informellement, A est l'ensemble des equations deja traitees, D est un en-
semble de paires ritiques en attente d'e^tre traitees, P est un ensemble de
polyno^mes en attente d'e^tre traites et S un ensemble d'inequations. Soit a trai-
ter le systeme P
0
= 0; S
0
6= 0. On pose initialement A = D = ;, P = P
0
et
S = S
0
. Le meanisme de ompletion s'arre^te lorsque D = P = ;. Reste alors
a reduire partiellement les elements de A entr'eux (fontion autoredution) puis
a appliquer le traitement algebrique nal (fontion traitement algebrique). Les
sindages sont geres au moyen d'une pile de quadruplets.
Les proprietes suivantes sont des invariants du (( tant que )) interieur (er-
tains invariants [BLOP97℄ ont ete omis pour simplier l'expose). Soit G =
hA; D; P; Si un quadruplet.
I1 Le rang de l'ensemble A est autoreduit.
I4 Si p 2 A ou si p appartient a une paire ritique de D alors l'initial et le
separant de p appartiennent a S.
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I6 Si fp; p
0
g 2 D est une paire ritique alors rang p 6= rang p
0
.
fontion Rosenfeld{Grobner (P
0
= 0; S
0
6= 0)
debut
resultat := ;
empiler h;; ;; P
0
; S
0
i
tant que la pile n'est pas vide faire
depiler un quadruplet hA; D; P; Si
inonsistant := faux
tant que non inonsistant et (D 6= ; ou P 6= ;) faire
prendre au hoix une nouvelle equation q
0
:
soit
q
0
:= un element de P
P

:= P n fq
0
g
D

:= D
soit
fp; p
0
g := un element de D
q
0
:= (p; p
0
)
P

:= P
D

:= D n ffp; p
0
gg
q := reste omplet(q
0
; A)
si q 2 K alors
si q = 0 alors
hA; D; P; Si := hA; D

; P

; Si
sinon
inonsistant := vrai
n si
sinon
posons q = a
n
v
n
+ a
n 1
v
n 1
+   + a
0
ou v = ld q
q
i
:= a
n 1
v
n 1
+   + a
0
q
s
:= n q   v s
q
empiler hA; D

; P

[ fi
q
; q
i
g; Si
empiler hA; D

; P

[ fs
q
; q
s
g; S [ fi
q
gi
hA; D; P; Si := ompleter (hA; D

; P

; Si; q)
n si
fait
si non inonsistant alors
resultat := resultat [ autoredution (A = 0; S 6= 0)
n si
fait
retourner resultat
n
La fontion qui suit onsidere le as q = 0; i
q
s
q
6= 0. Elle reoit en pa-
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rametre un quadruplet hA; D; P; Si et un polyno^me q =2 K reduit par rapport
a A. Elle retourne un quadruplet hA
0
; D
0
; P
0
; S
0
i obtenu en inserant q dans A.
Certains polyno^mes de A ne gurent pas dans A
0
. On les retrouve dans des
paires de redution de D
0
.
fontion ompleter (hA; D; P; Si; q)
debut
A
0
:= fqg [ fp 2 A j ld p n'est pas une derivee de ld qg
D
0
:= D [ ffq; pg j p 2 A et fq; pg forme une paire ritiqueg
P
0
:= P
S
0
:= S [ fi
q
; s
q
g
retourner hA
0
; D
0
; P
0
; S
0
i
n
La fontion suivante rend les polyno^mes de A partiellement reduits deux{
a{deux et reduit partiellement les elements de S par rapport a A. Le rang
de A est deja autoreduit (invariant I1). S'il degenere, 'est que le systeme est
inonsistant (invariant I4) sinon, le systeme dierentiel A = 0; S 6= 0 obtenu
est regulier. Il ne reste plus qu'a lui appliquer le traitement purement algebrique
nal.
fontion autoredution (A = 0; S 6= 0)
debut
inonsistant := faux
A := A
tant que non inonsistant et des derivees propres de derivees dominantes
d'elements de A gurent dans A faire
u := la plus grande derivee qui gure dans un p 2 A et qui soit aussi
une derivee propre de la derivee dominante 
0
u d'un p
0
2 A
 := =
0
p := reste omplet(p; p
0
)
si rang p 6= rang p alors
inonsistant := vrai
sinon
A := A n fpg [ fpg
n si
fait
si inonsistant alors
retourner ;
sinon
S := reste partiel(S; A) [ S
A
retourner traitement algebrique (A = 0; S 6= 0)
n si
n
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1.4.3 La version du paquetage dialg
Seule la realisation de la fontion ompleter hange par rapport a la ver-
sion preedente. Les speiations de ette fontion ne hangent pas. Elle
met en uvre des analogues des riteres de Buhberger [Bu79℄, destines a
eviter des redutions inutiles de {polyno^mes. L'appliation de es riteres
(presentes apres) permet non seulement d'eviter d'engendrer des paires ri-
tiques inutiles mais aussi de supprimer ertaines paires ritiques de D. Auune
paire de redution ne peut e^tre ainsi supprimee. Une justiation theorique est
donnee dans [BLOP97℄.
L'implantation obtenue se rapprohe de l'implantation de l'algorithme de
Buhberger par [GM88℄ Gebauer et Moller. Par exemple, si on lui fournit un
systeme d'equations aux derivees partielles lineaires, homogenes, a oeÆients
onstants et dans lesquelles ne gurent que les derivees d'une seule me^me
indeterminee dierentielle | systeme qui peut e^tre vu omme un odage d'un
systeme de polyno^mes usuels | l'implantation se omporte exatement omme
elle de Gebauer et Moller (a un (( overhead )) pres), telle qu'elle est derite
dans [BW91, page 230℄.
fontion ompleter (hA; D; P; Si; q)
debut
A
0
:= fqg [ fp 2 A j ld p n'est pas une derivee de ld qg
D
a
:= ;
D
b
:= ;
pour tout p 2 A tel que fp; qg forme une paire ritique faire
si la paire ritique fp; qg satisfait Buhberger{1 alors
D
b
:= D
b
[ ffp; qgg
sinon
D
a
:= D
a
[ ffp; qgg
n si
fait
D
1
:= ;
tant que D
a
n'est pas vide faire
fp; qg := un element de D
a
D
a
:= D
a
n ffp; qgg
si il n'existe auune paire ritique fp
0
; qg 2 D
a
[D
b
[D
1
telle que
le triplet hq; p
0
; pi satisfasse Buhberger{2 alors
D
1
:= D
1
[ ffp; qgg
n si
fait
D
2
:= ;
pour toute paire ritique fp; p
0
g 2 D faire
si ppd(ld p; ld p
0
) = ppd(ld p; ld q) ou ppd(ld p; ld p
0
) = ppd(ld p
0
; ld q)
ou si le triplet hp; q; p
0
i ne satisfait pas Buhberger{2 alors
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D
2
:= D
2
[ ffp; p
0
gg
n si
fait
D
0
:= D
1
[D
2
P
0
:= P
S
0
:= S [ fi
q
; s
q
g
retourner hA
0
; D
0
; P
0
; S
0
i
n
Les deux riteres suivants sont des analogues de deux riteres etablis par
Bruno Buhberger pour eviter les redutions inutiles de S{polyno^mes lors des
aluls de bases de Grobner [Bu79℄.
{ Une paire ritique fp; p
0
g satisfait Buhberger{1 si les deux onditions
suivantes sont satisfaites :
1. p et p
0
sont deux polyno^mes dierentiels lineaires, homogenes, a
oeÆients onstants et ne dependent que d'une me^me indeterminee
dierentielle u ;
2. ppd(u; 
0
u) = 
0
u ou u et 
0
u designent les derivees dominantes
respetives de p et de p
0
.
{ Un triplet hp
1
; p
2
; p
3
i satisfait Buhberger{2 s'il satisfait les trois ondi-
tions suivantes :
1. les derivees dominantes des trois polyno^mes sont deux{a{deux dis-
tintes et admettent des derivees ommunes ;
2. ppd(ld p
1
; ld p
3
) est une derivee de ld p
2
;
3. l'une des quatre onditions suivantes est veriee :
(a) la situation est triangulaire : ld p
i
n'est pas une derivee de ld p
j
pour 1  i 6= j  3,
(b) ld p
1
< ld p
2
< ld p
3
ou ld p
3
< ld p
2
< ld p
1
,
() ld p
2
< ld p
1
< ld p
3
et deg(p
1
; ld p
1
) = 1,
(d) ld p
1
< ld p
3
< ld p
2
et deg(p
3
; ld p
3
) = 1.
1.4.4 Traitement algebrique des systemes reguliers
Soit A = 0; S 6= 0 un systeme dierentiel regulier pour un lassement R.
1.4.4.1 Une version simple
Le plus elementaire des traitements algebriques onsiste a aluler une base
de Grobner B de l'ideal (A)
:
S
1
. C'est e qui est fait dans [Bou94, BLOP95℄. Ce
alul ne fournit pas une presentation arateristique de l'ideal. En pratique,
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on alule une base de Grobner B de l'ideal S
 1
(A) de l'anneau S
 1
R en
appliquant l'algorithme de Buhberger a la famille
A [ fss  1 j s 2 Sg:
Chaque s designe une nouvelle indeterminee odant l'inverse de s dans S
 1
R.
Si le lassement hoisi est un ordre qui elimine les s alors la base B de (A)
:
S
1
s'obtient en retirant de B tous les polyno^mes dans l'eriture desquels au moins
un s appara^t.
fontion traitement algebrique (A = 0; S 6= 0)
debut
Caluler une base de Grobner B de l'ideal S
 1
(A)
si 1 =2 B alors
retourner fA = 0; S 6= 0g
sinon
retourner l'ensemble vide
n si
n

A noter : le alul de la base peut se faire en dimension zero, 'est{a{dire en
faisant passer dans le orps des oeÆients toutes les derivees gurant dans A[
S qui ne sont les derivees dominantes d'auun element de A. Cette possibilite,
qui aelere onsiderablement les aluls et rend la base plus petite, est due au
lemme de Lazard.
1.4.4.2 Une version plus evoluee
Elle transforme le systeme A = 0; S 6= 0 en une famille de presentations
arateristiques C
1
; : : : ; C
t
telles que
[A℄
:
S
1
= [C
1
℄
:
H
1
C
1
\    \ [C
t
℄
:
H
1
C
t
:
Elle retourne alors l'ensemble fC
1
= 0; H
C
1
6= 0; : : : ; C
t
= 0; H
C
t
6= 0g. Cet
ensemble est vide si le systeme est inonsistant.
Ces presentations arateristiques peuvent e^tre alulees a oup de bases
de Grobner. C'est e qui est fait dans le paquetage diffalg. Une solution
plus eÆae onsiste a appliquer une variante tres prohe de Lextriangular
[Laz92, Mor97, Aub99℄, nommee regCharateristi [BL00℄. L'algorithme s'ap-
puie sur des aluls d'inverses de nombres algebriques dont nous rappelons
le prinipe en setion 1.6. L'etude theorique menee dans [Hub00℄ permet de
justier failement l'appliation aux systemes dierentiels reguliers.
Notons L = v
1
<    < v
t
l'ensemble des derivees dominantes des elements
de A. On fait passer dans le orps des oeÆients K toutes les derivees gurant
dans A [ S qui n'appartiennent pas a L. Appelons G le orps de frations
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rationnelles ainsi obtenu. Vus omme des systemes de G[L℄, le systeme A est
un systeme triangulaire de dimension zero (il omporte autant d'equations qu'il
y a d'inonnues) et les presentations arateristiques C
i
que l'on herhe sont
des systemes triangulaires de dimension zero normalises ('est{a{dire onstitues
de polyno^mes dont l'initial vaut 1). On onstruit les C
i
inrementalement du
bas vers le haut. Il suÆt de prendre les numerateurs des polyno^mes qui les
omposent pour obtenir a la n des presentations arateristiques au sens de
la denition 6.
Les equations
Soit C = p
1
<    < p
i
un systeme normalise de G[v
1
; : : : ; v
i
℄ et p 2
G[v
1
; : : : ; v
i+1
℄ un nouveau polyno^me, extrait de A ave lequel on souhaite
etendre C. Trois situations peuvent se presenter.
1. L'initial i
p
2 G. Il suÆt d'ajouter p=i
p
a C.
2. L'initial i
p
2 (C). On abandonne le alul de presentations arate-
ristiques a partir de C qui ne onduit qu'a des branhes sans solutions.
3. L'initial i
p
=2 (C) et admet une ertaine derivee v
k
pour derivee dominante
(1  k < i). On tente alors de aluler une identite de Bezout entre i
p
et p
k
modulo l'ideal (p
1
; : : : ; p
k 1
) 'est{a{dire trois polyno^mes g
1
; g
2
; g
3
de G[v
1
; : : : ; v
k
℄ tels que
g
1
i
p
+ g
2
p
k
= g
3
(mod (p
1
; : : : ; p
k 1
)):
Ii aussi, trois situations peuvent se presenter.
(a) Le alul reussit et g
3
2 G. Alors l'inverse de i
p
est g
1
modulo (C)
et on etend C ave le polyno^me g
1
p mod (C).
(b) Le alul reussit et g
3
=2 G. Alors l'inverse n'existe pas mais on a ex-
hibe une fatorisation p
k
= g
3
g
3
mod (p
1
; : : : ; p
k 1
) du polyno^me
p
k
2 C. Cette fatorisation permet de sinder l'ideal (C) en une
intersetion de deux ideaux, que l'on obtient en remplaant p
k
par
l'un ou l'autre de ses fateurs. Il ne reste plus alors qu'a reprendre
le alul de la presentation arateristique en parallele a partir de
haun des deux systemes.
() Le alul ne reussit pas. Cette situation est en fait identique a la
preedente : un alul d'inverse modulaire a ehoue en revelant une
fatorisation de l'ideal (C). Elle se traite pareillement.
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Les inequations
Soit C un systeme normalise de G[v
1
; : : : ; v
i
℄ et s 2 G[v
1
; : : : ; v
i
℄ une
inequation prise dans S. Il s'agit de tester que s ne divise pas zero modulo (C)
et, en as de sindage, d'abandonner la branhe dans laquelle s = 0. Trois
situations peuvent se presenter.
1. L'inequation s 2 G. On a ni de verier que s est un non diviseur de zero
modulo (C).
2. L'inequation s 2 (C). On abandonne le alul de presentations arateris-
tiques a partir de C.
3. L'inequation s =2 (C) et admet une ertaine derivee v
k
pour derivee do-
minante (1  k < i). On tente alors de aluler une identite de Bezout
entre s et p
k
modulo l'ideal (p
1
; : : : ; p
k 1
) 'est{a{dire trois polyno^mes
g
1
; g
2
; g
3
de G[v
1
; : : : ; v
k
℄ tels que
g
1
s+ g
2
p
k
= g
3
(mod (p
1
; : : : ; p
k 1
)):
Ii aussi, trois situations peuvent se presenter.
(a) Le alul reussit et g
3
2 G. On a alors ni de verier que s est non
diviseur de zero modulo (C).
(b) Le alul reussit et g
3
=2 G. On a ainsi exhibe une fatorisation
p
k
= g
3
g
3
mod (p
1
; : : : ; p
k 1
) du polyno^me p
k
2 C. On remplae
p
k
par g
3
dans (C) et, soit on sait que l'ideal (C) est radiiel (en vertu
du lemme de Lazard, si les separants de toutes les equations de C
ont deja ete inverses) et on a ni la veriation, soit on reommene
le test d'inversibilite de s modulo l'ideal engendre par le systeme C
simplie.
() Le alul ne reussit pas. On a exhibe une fatorisation p
j
= g
3
g
3
mod (p
1
; : : : ; p
j 1
) d'un polyno^me p
j
2 C pour un ertain j < k.
Cette fatorisation permet de sinder l'ideal (C) en une intersetion
de deux ideaux, que l'on obtient en remplaant p
j
par l'un ou l'autre
de ses fateurs. On reprend le test d'inversibilite de s sur haune
des deux branhes.
1.5 Caluler dans un produit de orps dierentiels
Si p est un ideal dierentiel premier d'un anneau de polyno^mes dierentiels
R = KfUg alors le orps des frations de R=p est un orps dierentiel. Si i est
un ideal dierentiel regulier de R alors l'anneau total des frations
7
de R=i est
7. L'anneau total des frations d'un anneau A s'obtient en rendant inversible tous les non
diviseurs de zeros de A.
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un produit de orps dierentiels (il s'agit du produit des orps de frations des
R=p
i
ou les p
i
sont les omposantes premieres minimales de i).
Prinipe
L'ideal dierentiel regulier i est suppose derit par sa presentation a-
rateristique C et on a i = [C℄
:
H
1
C
. On dispose (f. paragraphe suivant)
d'un algorithme qui alule l'inverse d'un element de R=i. Ce alul ehoue
parfois. Dans e as, une fatorisation non triviale d'un element p 2 C est
exhibee (mettons p = p
1
p
2
mod i \ R
0
ou R
0
 R designe l'anneau des po-
lyno^mes dierentiels de derivee dominante stritement inferieure a elle de p).
Les deux fateurs ont me^me derivee dominante que p. Cette fatorisation four-
nit une deomposition (un sindage) de i en une intersetion de deux ideaux
dierentiels reguliers. Les presentations arateristiques de es deux ideaux
s'obtiennent a partir de C en remplaant p par l'un ou l'autre de ses fateurs.
Dans les deux as, ertains elements de C de derivee dominante superieure a
elle de p peuvent n'e^tre plus algebriquement reduits par rapport au nouvel
element. Reste alors a les reduire et a les rendre a nouveau primitifs.
Calul de l'inverse
Rappelons qu'un polyno^me diferentiel a 2 R est non diviseur de zero
dans R=i si et seulement si a est inversible dans l'anneau total des frations
de R=i.
Un polyno^me diferentiel a 2 R est diviseur de zero dans R=[C℄
:
H
1
C
si et
seulement si r = reste partiel(a; C) est diviseur de zero dans R=(C)
:
H
1
C
. C'est
une onsequene du lemme de Rosenfeld. Cette derniere propriete peut e^tre
testee en alulant un inverse algebrique de r dans l'anneau total des frations
de R=(C)
:
H
1
C
(obtenu en faisant passer dans le orps K toutes les derivees
sous les esaliers de C) par l'algorithme donne en setion 1.6.
1.5.1 Formes normales modulo un ideal dierentiel regulier
Notons N  U l'ensemble des derivees sous les esaliers de C. Ce qui suit
est extrait de [BL00℄.
Theoreme 4 (et denition)
Quel que soit a 2 R il existe une unique fration rationnelle p=q, appelee
forme normale de a et notee NF(a; C) satisfaisant
1. a = p=q mod i (dans le sens ou q a = p mod i et q est non diviseur de
zero dans R=i) ;
2. p est reduit par rapport a C ;
3. q 2 K[N ℄.
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C'est le fait que q 2 K[N ℄ qui assure que q est non diviseur de zero dans R=i.
L'ensemble des formes normales de R modulo i forme un espae vetoriel sur K
(i.e. toute ombinaison lineaire de formes normales est une forme normale).
Cette propriete, qui permet de deteter failement les dependanes lineaires
sur K entre elements de R=i, a fourni un analogue de [FGLM93℄ mis en uvre
dans [Bou99℄.
Calul de la forme normale
Soient a 2 R un polyno^me dierentiel et r = reste omplet(a; C). On a la
relation
i

1
1
   i

t
t
s

1
1
   s

t
t
a = r mod i (1.2)
ou les i
`
et les s
`
designent respetivement les initiaux et les separants des
elements de C et ou les 
`
; 
`
sont des entiers naturels. L'algorithme de alul
d'inverse permet, pour haque s
`
, de aluler un ouple (s
`
; r
`
) tel que r
`
2
K[N ℄ et
s
`
s
`
= r
`
mod i:
En pratique, les inverses des separants auront deja ete alules lors du trai-
tement algebrique des systemes reguliers (f. setion 1.4.4). En multipliant
l'egalite (1.2) par les puissanes appropriees des s
`
on obtient
i

1
1
   i

t
t
r

1
1
   r

t
t
a = s

1
1
   s

t
t
r mod i: (1.3)
Le membre gauhe de l'egalite (1.3) appartient a K[N ℄ mais le membre droit
n'est pas neessairement reduit par rapport a C. En eetuant une redution
purement algebrique, on obtient
i

1
1
   i

t
t
s

1
1
   s

t
t
r = r
0
mod i:
La forme normale NF(a; C) s'obtient en rendant irredutible la fration ration-
nelle
r
0
i

1
+
1
1
   i

t
+
t
t
r

1
1
   r

t
t

Exemple . Considerons le polyno^me dierentiel u
2
x
  4u, qui forme une presen-
tation arateristique C de l'ideal dierentiel premier i = [u
2
x
  4u℄
:
(u
x
)
1
Calulons la forme normale de u
xy
. En reduisant partiellement u
xy
par u
2
x
 4u,
on trouve la relation 2u
x
u
xy
= 4u
y
mod i. Un alul d'inverse algebrique
fournit 1=u
x
= u
x
=4u mod i, e qui nous donne
NF(u
xy
; C) =
u
x
u
y
2u

/
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1.6 Inverse d'un nombre algebrique
L'algorithme que nous presentons dans ette setion n'est autre qu'une
generalisation tres naturelle de l'algorithme d'Eulide etendu. Il s'agit d'un
algorithme purement algebrique dont l'idee remonte a [Laz91℄, qui est mis en
uvre dans [MR95℄ et dont nous ne rappelons que le prinipe. On evite dans
les implantations de manipuler des frations rationnelles et de aluler les iden-
tites de Bezout (le pgd suÆt). Ce sont des variantes de l'algorithme de Lionel
Duos [Du00℄ qui sont utilisees. Des versions basees sur [LRS00℄ devraient
donner d'exellents resultats egalement.
Dans l'anneau de polyno^mes R = K[x
1
; : : : ; x
n
℄ (les indeterminees sont or-
donnees x
1
<    < x
n
), on onsidere un systeme triangulaire T = fp
1
; : : : ; p
n
g
de dimension zero (il y a autant d'equations que d'inonnues) et normalise
(l'initial de haque p
i
vaut 1).
Le systeme T onstitue une base de Grobner de l'ideal i = (T ) pour l'ordre
lexiographique induit par l'ordre sur l'alphabet et peut don servir a aluler
la forme normale NF(p; T ) d'un polyno^me quelonque p 2 R. Cette forme
normale est un polyno^me equivalent a p dans R=i.
Si a et b sont deux polyno^mes de R[y℄ et si l'initial de b vaut 1, on peut
aluler le quotient q et le reste r de la division eulidienne de a par b, vus
omme des polyno^mes en la nouvelle indeterminee y. Appliquons l'algorithme
de forme normale sur haun des oeÆients de q et de r, on obtient une
forme normale du quotient et du reste de la division eulidienne de a par b
dans (R=i)[y℄.
La fontion inverse retourne l'inverse de a dans R=i ou ehoue. Dans le
deuxieme as, elle leve une exeption et exhibe une fatorisation d'un element
de T . On suppose a non nul dans R=i.
fontion inverse (a, fp
1
; : : : ; p
n
g)
debut
si a 2 K alors
retourner a
 1
sinon
soit i tel que ld a = ld p
i
(u
1
; u
2
; u
3
) := Bezout (p
i
, a, fp
1
; : : : ; p
i 1
g)
si g = 1 alors
retourner u
2
sinon
le alul d'inverse ehoue ;
le polyno^me u
3
est un fateur non trivial de p
i
modulo (p
1
; : : : ; p
i 1
)
n si
n si
n
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La fontion Bezout retourne une identite de Bezout
u
1
a+ u
2
b = u
3
mod (p
1
; : : : ; p
n
):
Les polyno^mes a et b appartiennent a R[y℄ et sont vus omme des polyno^mes
en y. On suppose que l'initial de a vaut 1. L'initial du polyno^me u
3
resultat
(eventuellement u
3
lui{me^me) vaut 1. Le alul ehoue si un appel a inverse
ehoue. Invariants de boule :
1. u
1
a+ u
2
b = u
3
mod (p
1
; : : : ; p
n
); v
1
a+ v
2
b = v
3
mod (p
1
; : : : ; p
n
) ;
2. l'ensemble des diviseurs ommuns modulo (p
1
; : : : ; p
n
) de a et de b est
egal a l'ensemble des diviseurs ommuns modulo (p
1
; : : : ; p
n
) de u
3
et
de v
3
.
fontion Bezout (a; b, fp
1
; : : : ; p
n
g)
debut
(u
1
; u
2
; u
3
) := (1; 0; a)
(v
1
; v
2
; v
3
) := (0; 1; b)
tant que v
3
6= 0 faire
 := inverse (oeÆient prinipal(v
3
; y), fp
1
; : : : ; p
n
g)
(v
1
; v
2
; v
3
) :=   (v
1
; v
2
; v
3
) (prendre les formes normales des oeÆients)
q := le quotient de la division eulidienne de u
3
par v
3
dans (R=i)[y℄
(t
1
; t
2
; t
3
) := (v
1
; v
2
; v
3
)
(v
1
; v
2
; v
3
) := (u
1
; u
2
; u
3
)  q  (v
1
; v
2
; v
3
)
(u
1
; u
2
; u
3
) := (t
1
; t
2
; t
3
)
fait
retourner(u
1
; u
2
; u
3
)
n
1.7 Exemples
1.7.1 Exemple d'elimination
Reprenons l'exemple introdutif.

8
<
:
p
1
= u
2
x
  4u;
p
2
= u
xy
v
y
  u+ 1;
p
3
= v
xx
  u
x
:
Appliquons Rosenfeld{Grobner pour un lassement eliminant u et ses derivees.
   > u
x
> u
y
> u >    > v
xx
> v
xy
> v
yy
> v
x
> v
y
> v:
On obtient une presentation arateristique C ou
C
8
>
>
<
>
>
:
q
1
= u  v
2
yy
;
q
2
= v
xx
  2v
yy
;
q
3
= v
y
v
xy
  v
3
yy
+ v
yy
;
q
4
= v
4
yy
  2v
2
yy
  2v
2
y
+ 1:
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Notons C = fq
2
; q
3
; q
4
g. On a
p
[℄ \Kfvg = [C ℄
:
H
1
C
:
Le raisonnement est le suivant. Soit p 2
p
[℄\Kfvg un polyno^me dierentiel.
1. Ce polyno^me est reduit a zero par C.
2. Comme p 2 Kfvg, seuls les elements de C dont la derivee dominante est
une derivee de v (i.e. eux de C) permettent de le reduire.
3. Comme le lassement elimine u, les elements de C appartiennent a Kfvg.
4. La redution de p par les elements de C ne fait don appara^tre auune
derivee de u dans les restes suessifs. Par onsequent p est reduit a zero
par les seuls elements de C et p 2 [C ℄
:
H
1
C
.

Eliminer peut aussi aider a resoudre un systeme. Les fontions pdsolve et
pdesolve de MAPLE V version 5 ne permettent pas de resoudre  diretement.
On s'aperoit apres le alul de A que l'ideal
p
[℄ omporte une equation
dierentielle ordinaire ou ne gurent que les derivees d'une seule indeterminee
dierentielle
v
4
yy
  2v
2
yy
  2v
2
y
+ 1 = 0:
Cette equation, qui se resout aisement ave dsolve, aide a resoudre le systeme
omplet.
1.7.2 Symetries de Lie ave disussion automatique
Cet exemple onsiste a resoudre un systeme d'equations aux derivees par-
tielles lineaires, dependant d'une fontion arbitraire. En sindant l'ideal, l'al-
gorithme Rosenfeld{Grobner disute les solutions en fontion du parametre.
L'exemple, ainsi qu'une partie de son analyse sont extraits de [Rei91℄. Voir
aussi [Pet99℄. Il s'agit de symetries de Lie d'equations dierentielles. L'equation
dierentielle i{dessous est une variante de l'equation des ondes. Le symbole H
designe une fontion arbitraire de u(x; y).
E
H
:

2
x
2
u(x; y) =

2
y
2
u(x; y) +H(u(x; y))

y
u(x; y)
On s'interesse aux symetries de Lie de l'equation (E
H
). En fait, le graphe
d'une solution de l'equation (E
H
) est un ensemble de points (x; y; u) 2 R
3
; une
symetrie de Lie de ette equation est une transformation (un dieomorphisme
loal) qui envoie le graphe de n'importe quelle solution sur le graphe d'une
autre solution :
8
<
:
X = '
1
(x; y; u);
Y = '
2
(x; y; u);
U = '
3
(x; y; u):
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On herhe les hamps de veteurs
V = V
1
(x; y; u)

x
+ V
2
(x; y; u)

y
+ V
3
(x; y; u)

u
dont les ots sont les symetries desirees. L'ensemble de es hamps de veteurs
forme une algebre de Lie, 'est{a{dire un espae vetoriel muni d'un rohet de
Lie. En posant que la derivee de Lie de E
H
est nulle modulo E
H
on obtient un
systeme 
H
d'equations aux derivees partielles lineaires (appelees equations de
Lie) en les trois indeterminees dierentielles V
1
, V
2
et V
3
. Les derivations sont
=x, =y et =u.

H
= [V
1
xx
 H V
1
y
  2V
3
xu
  V
1
yy
; V
2
xx
  V
2
yy
+H V
2
y
+ V
3
H
u
+ 2V
3
yu
;
V
3
xx
 H V
3
y
  V
3
yy
; V
1
uu
; V
2
uu
;  2V
1
xu
+ V
3
uu
; V
2
u
; V
1
u
; V
1
x
  V
2
y
;
V
2
yu
  V
1
xu
; V
2
x
  V
1
y
; V
2
xu
  V
1
yu
℄
Des derivees du parametre H gurent dans les oeÆients des equations die-
rentielles lineaires. On enrihit le systeme ave les deux equations suivantes an
d'exprimer l'hypothese que H ne depend que de u.
H
x
= 0; H
y
= 0:
Nous souhaitons disuter en fontion de H la struture de l'algebre de Lie
et en partiulier sa dimension, en tant qu'espae vetoriel. Pour ette raison,
nous hoisissons de onsiderer 
H
omme un systeme d'equations aux derivees
partielles polynomiales en les quatre indeterminees dierentielles V
1
, V
2
, V
3
et H . Nous lui appliquons l'algorithme Rosenfeld{Grobner pour un lassement
qui elimine les V . En sindant les as, l'algorithme disute en fontion de H la
struture de l'algebre de Lie. Remarquer que d'apres le lemme de Lazard, l'algo-
rithme est oblige de sinder les as orrespondant a des dimensions dierentes.
Quatre systemes dierentiels reguliers sont produits.
Les aluls detailles i{dessous sont eetues gra^e au paquetage diffalg.
Les sorties sont mises en page. Les developpements de Taylor sont alules au
voisinage de x = 0; y = 0; u = 0. les symboles ommenant par la lettre C
designent les onstantes apparaissant dans es developpements (par exemple,
CH = H(0; 0; 0); CH
u
= H
u
(0; 0; 0); : : : ).
1.7.2.1 Premier systeme
Voii une presentation arateristique du premier systeme.
V
1
x
= 0; V
1
y
= 0; V
1
u
= 0; V
2
x
= 0; V
2
y
= 0; V
2
u
= 0; V
3
= 0; H
x
= 0; H
y
= 0:
On n'y voit auune equation dierentielle en H et ses derivees a l'exeption de
elles que nous avons introduites i{dessus. Il s'agit don du as general. Les
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solutions des V sont
V
1
(x; y; u) = CV
1
;
V
2
(x; y; u) = CV
2
;
V
3
(x; y; u) = 0:
Les transformations autorisees sont des translations dans le plan (x; y) (; 
designent des onstantes) :
X = x+ ; Y = y + ; U = u:
1.7.2.2 Deuxieme systeme
En voii une presentation arateristique.
V
1
x
=  
V
3
H
u
H
; V
1
y
= 0; V
1
u
= 0; V
2
x
= 0; V
2
y
=  
V
3
H
u
H
; V
2
u
= 0; V
3
x
= 0;
V
3
y
= 0; V
3
u
=  
 V
3
H
u
2
+H
uu
H V
3
H
u
H
; H
uuu
=  
 2HH
uu
2
+H
u
2
H
uu
H
u
H
;
H
x
= 0; H
y
= 0:
Ce as orrespond a n'importe quelle fontionH satisfaisant l'equation dieren-
tielle d'ordre 3 i{dessus. Le alul des developpements de Taylor des solutions
donne
V
1
(x; y; u) = CV
1
 
x CV
3
CH
u
CH
;
V
2
(x; y; u) = CV
2
 
y CV
3
CH
u
CH
;
V
3
(x; y; u) = CV
3
 
u ( CV
3
CH
u
2
+ CH
uu
CH CV
3
)
CH
u
CH
L'algebre de Lie est de dimension 3 'est{a{dire que les solutions du systeme
dependent de trois onstantes arbitraires CV
1
, CV
2
et CV
3
(les onstantes qui
apparaissent dans le developpement de Taylor de H sont supposees onnues).
V = CV
1
0

1
0
0
1
A
+CV
2
0

0
1
0
1
A
+CV
3
0
B
B
B
B
B

 
xCH
u
CH
 
yCH
u
CH
CH
u
CH+ u (CH
u
2
  CH
uu
CH)
1
C
C
C
C
C
A
On peut remarquer qu'on retrouve (en posant CV
3
= 0) les symetries de Lie
de la setion 1.7.2.1 mais d'autres symetries existent dans e as{i. Une lasse
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de fontions H qui satisfont l'equation dierentielle d'ordre 3 est donnee par
H(u) = u+ 
ou ;  sont des onstantes (en fait  = CH
u
et  = CH puisque les solutions
ont ete developpees au voisinage de l'origine). En posant CH
u
= CH = 1 nous
trouvons le groupe de symetries
V = CV
1
0

1
0
0
1
A
+ CV
2
0

0
1
0
1
A
+ CV
3
0

 x
 y
u+ 1
1
A
Les ots engendres par les deux premiers hamps de veteurs sont des trans-
lations dans le plan (x; y). Le troisieme hamp de veteurs engendre le groupe
de dilatations (ou  designe une onstante)
X =
x

; Y =
y

; U + 1 =  (u+ 1):
1.7.2.3 Troisieme systeme
Il orrespond au as H(u) = onstant.
V
2
xx
= 0; V
3
xx
= H V
3
y
+ V
3
yy
; V
3
xu
=  
1
2
V
2
x
H; V
3
yu
= 0; V
3
uu
= 0; V
1
x
= 0;
V
1
y
= V
2
x
; V
1
u
= 0; V
2
y
= 0; V
2
u
= 0; H
x
= 0; H
y
= 0; H
u
= 0:
Le solutions des V sont
V
1
(x; y; u) = CV
1
+ y CV
2
x
;
V
2
(x; y; u) = CV
2
+ xCV
2
x
;
V
3
(x; y; u) = CV
3
+ xCV
3
x
+ yCV
3
y
+ uCV
3
u
+
1
2
x
2
(CH CV
3
y
+ CV
3
yy
)
+ x yCV
3
xy
 
1
2
xuCV
2
x
CH+
1
2
y
2
CV
3
yy
+   
Les hamps de veteurs assoies a CV
1
et a CV
2
engendrent les translations que
nous avons deja renontrees dans le as general. Le hamp de veteur assoie
a CV
2
x
engendre une rotation hyperbolique

X
Y

=

a b
b a
 
x
y

; U = u e
 
1
2
(Y y)
ou a
2
  b
2
= 1. Le hamp de veteurs assoie a CV
3
u
engendre le groupe de
dilatations U = u. Les autres symetries dependent d'une solution arbitraire
(x; y) de l'equation E
H
puisqu'elle est lineaire dans e as{i.
V = (x; y)

u

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1.7.2.4 Quatrieme systeme
Il orrespond a l'equation des ondes (H(u) = 0). Il y a enore davantage de
symetries que dans le troisieme as. Voir [Olv93, page 124℄ pour leur desription.
V
2
xx
= V
2
yy
; V
3
xx
= V
3
yy
; V
3
xu
= 0; V
3
yu
= 0; V
3
uu
= 0; V
1
x
= V
2
y
; V
1
y
= V
2
x
;
V
1
u
= 0; V
2
u
= 0; H = 0:
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