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Modeling and computer-aided design (CAD) 
techniques are essential for microwave design, 
especially with our drive towards first-pass design 
success. In the past few decades, tremendous 
progress in microwave CAD has led to a large 
variety of microwave models for passive and 
active devices and circuit components. The high 
quality and the availability of these models have 
enabled us to design circuits efficiently. These 
models have also allowed us to design larger and 
more complicated circuits than ever before.   
At the same time, new technologies and 
materials, emerging and non-traditional devices 
continue to evolve. Although the existing models 
are good for modeling mature technologies and 
existing devices, they are often inadequate or 
unsuitable when new devices are needed in 
system design. Conventional approaches to 
create or modify models are heavily based on 
slow trial-and-error processes.  As new 
technologies and devices continue to evolve, we 
need not only new models, but also computer-
aided modeling algorithms such that model 
development becomes fast and systematic. 
At high frequencies, equivalent circuit models 
often lack fidelity. Detailed electromagnetic (EM) 
based simulations become essential to achieve 
design accuracy. However, EM simulations are 
computationally expensive especially when 
physical or geometrical parameters have to be 
repeatedly adjusted during design cycle.  With the 
increasing design complexities, coupled with 
tighter component tolerances and shorter design 
cycles, there is a demand for design 
methodologies that are both accurate and fast at 
the same time. These are contradictory 
requirements and difficult to satisfy with 
conventional CAD techniques. The problem 
becomes even more severe in yield optimization 
and statistical validation where process variations 
and manufacturing tolerances of components are 
required to be taken into account. In addition, 
accurate parametric modeling techniques have 
become increasingly necessary, where we strive 
to describe not only the behavior of the microwave 
device, but also the change of the behavior 
against physical or geometrical parameters of the 
device.  
In recent years, neural network (NN) or 
artificial neural network (ANN) techniques have 
been recognized as a useful alternative to 
conventional approaches in microwave modeling 
[1]-[2]. Artificial neural networks can be used to 
develop new models or to enhance the accuracy 
of existing models. Neural networks learn device 
data through an automated training process, and 
the trained neural networks are then used as fast 
and accurate models for efficient high-level circuit 
and system design. These models have the ability 
to capture multi-dimensional arbitrary nonlinear 
relationships. The theoretical basis of neural 
network is based on the universal approximation 
theory [3], which states that a neural network with 
at least one hidden layer can approximate any 
nonlinear continuous multidimensional function to 
any desired accuracy. This makes neural 
networks a useful choice for device modeling 
where a mathematical model is not available. The 
evaluation from input to output of a neural network 
model is also very fast. For these reasons, neural 
network techniques have been utilized in various 
microwave design applications [1]-[2], [4]-[5] such 
as vias and interconnects [6], embedded passives 
[7]-[8], coplanar wave-guide components [9]-[11], 
parasitic modeling [12],  antenna applications [13]-
[15], nonlinear microwave circuit optimization [16]-
[18], nonlinear device modeling [19]-[22], power 
amplifier modeling [23]-[26], waveguide filter [27]-
[29], enhanced EM computation [30], etc. In this 
article, we present an overview of neural network -
based modeling techniques and their applications 
in microwave modeling and design. 
 
Basics of Neural Networks 
Neural networks are information processing 
systems with their design inspired by the studies 
of the ability of the human brain to learn from 
observations and to generalize by abstraction [1]. 
A typical neural network structure is comprised of 
two types of basic components: the processing 
elements and the interconnections between them 
[2]. The processing elements are called neurons 
and the connections between the neurons are 
known as links or synapses. Every link has a 
corresponding weight parameter associated with 
it. Each neuron receives stimuli from other 
neurons connected to it, processes the 
information, and produces an output. Neurons that 
receive stimuli from outside the network are called 
input neurons while neurons whose outputs are 
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externally used, are called output neurons. 
Neurons that lie between input and output 
neurons are termed as hidden neurons. Different 
neural network structures are constructed by 
using different types of neurons and by 
connecting them differently. Multilayer 
perceptrons (MLP) is a popularly used neural 
network structure. In the MLP neural network, the 
neurons are grouped into layers.  For example in 
a three-layer perceptron, the first layer is the input 
layer, the second layer is hidden layer, and the 
third layer is the output layer, as indicated in 
Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Multilayer perceptrons neural network 
structure. Typically, a multilayer perceptron 
network consists of an input layer, one or more 
hidden layers, and an output layer [2]. 
 
 In the MLP network, each neuron processes 
the stimuli (inputs) received from other neurons. 
The process is done through a function called 
activation function in the neuron, and the 
processed information becomes the output of the 
neuron. Let x be a vector, of size 1 x n, 
representing inputs to the neural network (e.g., 
gate length and width of a FET). Let y be a vector, 
of size 1 x m, representing the outputs from the 
neural network (e.g., various responses of the 
device). The output of a three-layer neural 
network is computed as 
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where h = 1, 2,…, q, q is the number of hidden 
neurons, 
(1)
ihw  is the weight parameter linking the 
i
th
 input and h
th
 neuron in the hidden layer, 
(2)
hjw  is 
the weight parameter linking the h
th
 neuron in the 
hidden layer and j
th
 neuron in the output layer, and 
(2)
0 jw and 
(1)
0hw are bias values for the  j
th
 output 
neuron and the h
th
 hidden neuron, respectively.  
The process for computing y from inputs x is as 
follows: The external inputs x are applied to the 
input neurons (i.e., the first layer) and they 
become the stimuli for the hidden neurons of the 
second layer. For each hidden neuron, the sum of 
the weighted stimuli (which is λh in (2)) is used to 
trigger the activation function (the sigmoid function 
in (2)) producing the response zh for the hidden 
neuron. Continuing this way, the response from 
second layer neurons become stimuli for the 
output layer neurons (i.e., the third layer).  For 
each output neuron, the sum of the weighted 
stimuli becomes the response of the output 
neuron. This process is called the feedforward 
computation process, which is required during 
training or model evaluation.  In feedforward 
computation, neural network weights w which 
contain all the weight and bias parameters 
(1)
ihw ,
(2)
hjw ,
(1)
0hw ,
(2)
0 jw , i = 1, 2, …, n, j = 1, 2, …, m, 
and h = 1, 2, …, q, remain fixed.  
The most important step in neural network 
model development is the neural network training. 
Let dk be the k
th
 sample of y in training data. We 
define neural network training error as, 
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where djk is the j
th
 element of data vector dk , 
( )j ky x ,w  is the j
th
 neural network output for input 
kx , Tr is the index set of all training data, and 
w is the vector of neural network weight 
parameters. 
 The purpose of neural network training, in 
basic terms, is to adjust w  such that the error 
function ( )
rT
E w  is minimized. Since ( )
rT
E w is a 
nonlinear function of the adjustable (i.e., trainable) 
weight parametersw , iterative algorithms are 
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often used to explore the w-space efficiently, i.e. 
beginning with an initialized value of w  and then 
iteratively updating it.  
 During training, the error between data and 
the neural network outputs are propagated 
starting from the output layer, through the hidden 
layer and ending at the input layer.  In this 
process, the derivative information of the training 
error with respect to the weight parameters in 
each layer is computed. This information is used 
either directly to update the value of each weight 
parameter in the neural network (Backpropagation 
training algorithm [31]), or as gradient information 
for gradient based algorithms such as conjugate 
gradient or quasi-Newton [2], [32].  Global 
optimization algorithms, such as genetic 
algorithms and particle swarm optimization [33] 
have also been used to improve the quality of 
training at the cost of long training time. 
 Using suitable functions (such as sigmoid) as 
the activation functions in the hidden layer as 
described in (2), the derivative of an activation 
function can be obtained without additional cost 
once the activation function is evaluated. 
 To obtain the optimal neural network, hidden 
neurons can be successively added to the 
network and the network is trained until the best 
error estimate is obtained. Another approach 
involves training a neural network that contains a 
larger number of neurons than required; pruning 
techniques are then used to remove unnecessary 
neurons. One of the goals of the training is to 
obtain a network that is capable of 
‘generalization’: the ability to predict the correct 
output for input data that was not used in the 
training dataset. This is essentially what we 
require from the function approximation of discrete 
measured data. Training techniques for improving 
the generalization of a neural network include 
‘early-stopping’ using cross-validation, in which 
different subsets of the measured data are used 
for training and validation, with the validation 
being carried out periodically during the training to 
assess whether a suitable minimum in the error 
surface has been reached [34]. Automated model 
generation algorithms have also been developed 
including adjustment of the number of hidden 
neurons, adaptive sampling (of training data), and 
training data generation as a part of the overall 
training process [7]. 
 A neural network can be viewed as a general, 
parameterized, nonlinear mapping between a set 
of input variables and a set of output variables (or 
data). As a comparison, conventional 
approximation methods such as polynomials or 
rational functions can also achieve such mapping 
provided that there are enough terms in the 
approximation, that is, the polynomial is of 
sufficiently high in degree. For a polynomial of 
degree M, the number of free parameters for a 
space having dimensionality n is proportional to 
n
M
 [34]. Therefore, to achieve a high accuracy in a 
multi-dimensional space, a large number of free 
parameters must be determined. The greater the 
numbers of dimensions, the more the free 
parameters are required. This means an 
increased complexity of the polynomial, increased 
memory requirement for coefficient storage, and 
reduced computational efficiency of the function 
evaluation. This problem is known as the curse of 
dimensionality. 
 One of the most significant advantages of 
neural networks as a function approximation 
technique lies in the manner in which they deal 
with this problem of scaling with dimensionality. 
Since the functions of the neural network are 
adapted as a part of the training process, the 
number of functions has to be increased only 
when the complexity of the problem increases, not 
simply because the dimensionality of the problem 
grows. For neural networks, the number of free 
parameters typically grows only linearly or 
quadratically with the dimensionality of the input 
space. Therefore, for multi-dimensional function 
approximation, neural networks have significant 
advantages over other techniques, as they permit 
a compact representation of a multi-dimensional 
function, requiring minimal storage of coefficients 
and being very efficient to evaluate [34]. 
        
General Neural Network Modeling Approach  
The idea of neural network modeling is to use the 
simple formulas described by (1) and (2) to 
approximate multidimensional nonlinear relations 
between x and y. By simply adding input neurons, 
it can deal with multidimensional input variables 
(x) much more easily than polynomial, rational or 
table models. By adding more hidden neurons, it 
can handle arbitrary nonlinearity between x and y 
more efficiently than other approximation 
approaches.  
In order to develop a neural network model, 
we first define the input and output variables of 
the device or structure. We then generate input-
output data using EM simulation, physics-based 
simulation or measurement. The data, called 
training data, are used to train the neural network. 
Once the model is developed, it can be 
incorporated into a circuit simulator for fast and 
accurate simulation and optimization [35]-[38]. 
This allows circuit level simulation speed with 
electromagnetic level accuracy. This process is 
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illustrated in Figure 2. For a given component, in 
this example a spiral inductor, training data are 
generated using EM simulation for a range of 
physical and geometrical parameters (that is, for a 
range of width W, spacing LS, dielectric 
constant
r ). These data are used to train a neural 
network. The trained neural network is then 
incorporated into a circuit simulator. It enables fast 
simulation and optimization of a circuit using the 
component (e.g., spiral inductor) as a part of the 
overall circuit.  Because the model is parametric, 
the geometrical variables of this component can 
be adjusted during circuit simulation and 
optimization without having to re-do the original 
EM simulation. Note that the model is developed 
once and then can be reused for many different 
circuit optimizations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Illustration of fast circuit optimization 
where a spiral inductor component is represented 
by a neural network model, avoiding repeated EM 
simulation when geometrical parameters are 
changed. 
The neural network can also be combined 
with existing models to produce a parametric 
model. This is a part of the knowledge-based 
neural network concept, which exploits existing 
microwave knowledge in the form of 
empirical/analytical/equivalent model during 
neural network development. For example [39], in 
order to develop a fast parametric model for a 
transmission line, a neural network model was 
first developed to relate , _r eff , and Zo to 
physical/geometrical parameters.  The inputs of 
the neural network are frequency, thickness of 
substrate, width and length of the line. The 
outputs are  , _r eff , and Zo. This information is 
then fed to the transmission line equations to 
compute the S-parameters. The overall 
transmission line parametric model combines the 
neural network and the analytical formula as 
shown in Figure 3. The model response matches 
well with EM data as shown in Figure 4. The 
evaluation time for the model (including neural 
network and analytical formulas) is only a small 
fraction of that for EM simulation.  The result of 
the model is used for higher level simulation, such 
as high-power transistor device package 
simulation, consisting of transmission lines, 
matching networks, etc [39]. 
 
 
Figure 3. A neural network model of a 
transmission line combining neural networks with 
analytical transmission line formulas.  The overall 
model is parametric allowing fast evaluation of 
transmission line behavior with geometrical 
parameters as variables [39]. 
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Figure 4. Comparison of the transmission line 
coefficients evaluated from the neural network 
model versus EM simulation. The transmission 
line model was verified for oxide layers 0.25 – 2 
μm thick on top of 125 μm of silicon. The width of 
the transmission line was swept from 200 to 1500 
μm [39]. 
 
Neural Network for Inverse Modeling Problem 
A neural network trained to model an original EM 
problem can be called the forward model where 
the model inputs are physical or geometrical 
parameters and outputs are electrical parameters 
(analysis).  That is, for a given geometry or 
physical parameters, tell me the electrical 
parameters, using a 1-to-1 mapping. For the 
design purpose, the information is often 
processed in the reverse direction in order to find 
the physical or geometrical parameters for given 
values of electrical parameters, which is called the 
inverse problem. In other words, this is the 
reverse of analysis: from given electrical 
specifications find me the geometrical and device 
parameters that will provide me the description.  
There are two methods to solve the inverse 
problem, that is, the optimization method and the 
direct inverse modeling method. In the 
optimization method, the EM simulator or the 
forward model is evaluated repeatedly in order to 
find the optimal solutions of the geometrical 
parameters that can lead to a good match 
between modeled and specified electrical 
parameters. This method of inverse modeling is 
also known as synthesis method [29]. Another 
method is to use an inverse model whose inputs 
are electrical parameters and outputs are 
geometrical parameters. An inverse model can 
provide geometrical parameters for a specific 
electrical specification in one evaluation. This 
method becomes faster than the optimization 
method. 
The formula for the inverse problem, that is, 
compute the geometrical parameters from given 
electrical parameters, is difficult to find 
analytically. Therefore, the neural network 
becomes a logical choice since it can be trained to 
learn from the data of the inverse problem. We 
define the input neurons of a neural network to 
represent the electrical parameters of the 
modeling problem and the output neurons to 
represent the geometrical parameters. 
After the formulation is finished, the model is 
trained with the data. Usually data are generated 
by EM solvers originally in a forward way, that is, 
geometrical parameters are given and electrical 
parameters are computed. To train the neural 
network inverse model, we swap the generated 
data so that electrical parameters become training 
data for neural network inputs and geometrical 
parameters become training data for neural 
network outputs. Using these data, the trained 
neural network becomes a direct inverse model. 
The model is then used to obtain values of 
geometrical design variables from an electrical 
parameter in a single model evaluation. 
Unlike the forward model in which the input to 
output mapping (from geometrical parameter to 
electrical parameter) is usually a 1-to-1 mapping, 
the inverse model often encounters the problem of 
nonunique solutions. This problem also causes 
difficulties during training, because the same input 
values to the inverse model will lead to different 
values at the output (multivalued solutions). 
Consequently, the neural network inverse model 
cannot be trained accurately. This is why training 
an inverse model may become more challenging 
than training a forward model. A method has been 
recently introduced to address such a problem by 
detecting multivalued solutions in training data 
[28]. The data containing multivalued solutions are 
divided into groups according to derivative 
information using a neural network forward model, 
such that individual groups do not have the 
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problem of multivalued solutions. Multiple inverse 
models are built based on divided data groups, 
and are then combined to form a complete model 
[28]. 
 
Development of Neural Network Inverse 
Models for Waveguide Filter 
We develop neural network inverse models for 
waveguide filter. These inverse models will be 
used to design filters with the inverse approach. 
The filter is decomposed into three different 
modules, each representing a separate filter 
junction. The three models are the input-output 
(IO) iris, the internal coupling iris, and the tuning 
screws. Figure 5 shows a diagram of a waveguide 
filter revealing various dimensions of the models. 
Symbol M12 represents the coupling term between 
cavity 1 and cavity 2. Other coupling terms are 
also defined similarly. 
 
Figure 5. Diagram of a circular waveguide filter 
showing various geometrical variables. M12 
represents the coupling term between cavity 1 
and cavity 2 [27]. 
 
The inverse coupling iris model was 
formulated by swapping the vertical and horizontal 
coupling slot Lv and Lh with coupling terms M23 
and M14. The inverse IO iris model was formulated 
such that iris length Lr becomes output and 
coupling R becomes input of the inverse model. 
The inverse tuning screw model was formulated 
by swapping tuning screw lengths LH and LC with 
coupling term M12 and phase P. Thus the filter 
dimensions which are the design variables 
become the output variables of the inverse model. 
Figure 6 presents the three inverse models 
showing the inputs and outputs of the three 
models. The ωo and CD represent center 
frequency and cavity diameter respectively. 
EM simulations were performed and the 
resulting data were used to develop the inverse 
models following the methodology presented in 
[28]. For IO iris and coupling iris model, good 
accuracy was achieved by using the segmentation 
method described above. For tuning screw model, 
segmentation, derivative division and model 
combining techniques were used to produce 99% 
accurate model. These models were developed 
using NeuroModelerPlus [40].  
 
 
 
 
 
(a) 
 
 
 
 
 
  
(b) (c) 
Figure 6. Neural network inverse models 
representing junctions of a waveguide filter (a) 
Input-output (IO) iris model, (b) Internal coupling 
iris model, (c) Tuning screw model. Symbols CD 
and ωo represent cavity diameter and center 
frequency, respectively. The coupling terms R, 
M12, M23, M34, and M14 represent electrical 
coupling between various cavities of the 
waveguide. Symbols Lr, Lv, Lh, Lc, and LH 
represent geometrical dimensions of the filter. 
Symbols Pv, Ph, and Pin are the phase terms. 
 
Waveguide Filter Design Using Inverse Models 
In the conventional approach, the filter design 
starts from synthesizing the coupling matrix to 
satisfy ideal filter specifications. The EM method 
for finding physical/geometrical parameters to 
realize the required coupling matrix is an iterative 
EM optimization procedure. This procedure 
performs EM analysis (mode-matching or finite 
Lr Pv Ph Pin
CD ωo R
CD ωo M23 M14
Lv Lh Pv Ph
CD ωo M12 P
Ph LH Lc
Lr 
Lv, Lh 
Lc 
LH 
M12 
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element methods) on each waveguide junction of 
the filter to get the generalized scattering matrix 
(GSM). From GSM we extract coupling 
coefficients. We then modify the design 
parameters   (i.e., the   dimensions of   filter) and  
re-perform EM analysis iteratively until the 
required coupling coefficients are realized. The 
optimization process using a forward neural 
network model would speed up the process. 
However, the optimization process needs many 
iterations and it may suffer from convergence 
problems. 
In Figure 7, we show the design approach 
using a neural network inverse model. We avoid 
the iterative step as well as obtain accurate result 
since the submodels are accurately trained. Note 
that the steps of generating ideal coupling matrix 
from specification are the same for both the 
conventional approach and the approach using 
inverse models. However, in the later approach 
the filter dimensions are obtained in one step 
using inverse models. This reduces design time 
significantly by avoiding repetitive model 
evaluations. 
 
 
 
Figure 7. Design approach using advanced 
neural network inverse models [28]. 
A 6-pole Filter Design for Device Level 
Verification of the Inverse Methods 
We present a 6-pole waveguide filter design 
following the inverse approach [28]. The filter’s 
center frequency is 12.155 GHz, bandwidth is 64 
MHz and cavity diameter is chosen to be 1.072". 
The normalized ideal coupling values are obtained 
from coupling matrix synthesis as shown in Figure 
7. The dimensions are then obtained from the 
inverse neural network models that were 
developed before. We then manufactured the filter 
and tuned it by adjusting irises and tuning screws 
to match the ideal response. Figure 8 presents the 
response of the tuned filter and compares with the 
ideal one showing a perfect match between each 
other. The dimensions of the tuned filter are 
measured and compared with the dimensions 
obtained from the neural network inverse models. 
The neural network dimensions match the 
measurement dimensions very well. The quality of 
the solutions from the inverse neural networks is 
similar to that from the EM design, both being 
excellent starting points for final tuning of the filter. 
Moreover, the advantage of using the neural 
network inverse models is realized in terms of 
time compared to EM models. An EM simulator 
can be used for synthesis, which requires typically 
10 to 15 iterations to generate inverse model 
dimensions. It takes approximately 6.5 minutes to 
obtain the filter dimensions using EM models 
whereas neural network inverse models provide 
the same result in less than a second. 
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Figure 8. Comparison of the 6-pole filter response 
with ideal filter response. The filter was designed, 
fabricated, tuned and then measured to obtain the 
dimensions [28]. 
 
Neural Network for Parametric Modeling of a 
Complete Microwave Filter 
A parametric model for a complete filter 
requires that the model has many geometrical 
variables. In conventional approach, change of a 
geometrical variable requires EM re-simulation of 
the whole filter. This is a slow process. Here, we 
develop a fast neural network model for this 
purpose. The geometrical variables will be 
formulated as neural network input neurons. 
Outputs of the neural network are S-parameters of 
the overall filter. Since there are many design 
variables involved, we require a high-dimensional 
neural network [41].  
We describe the high dimensional neural 
network modeling through an example of 
Coupling matrix 
Synthesis 
Filter Specification 
Neural Inverse Model 
for Filter 
Ideal Coupling Values 
Geometrical 
Dimensions of the Filter 
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modeling a complex microwave filter known as 
side-coupled circular waveguide dual-mode filter 
[42], [43]. Figure 9 shows physical diagrams of the 
filter revealing major design variables. This type of 
filter offers significant performance improvement 
and finds its application in the satellite 
multiplexers with extremely stringent mass, size, 
and thermal requirements. However, the design 
and simulation become more difficult due to the 
structural complexity [43]. 
 
(b) 
 
 
 
(c) 
 
Figure 9. Diagram of a side-coupled filter (a) Side 
view, (b) Top view [41]. 
 
The filter contains 15 design variables 
including 12 geometrical parameters, bandwidth, 
center frequency, and frequency. If conventional 
neural network approach is used to represent this 
15-dimensional problem, i.e., 15 input neurons, 
data generation and neural network training would 
be a prohibitive process. Modular neural network 
is an approach where a set of simple neural 
networks work together to provide solution of a 
complex problem. Each of the simple neural 
networks represents a partial problem of the 
overall problem. Here we apply the modular 
concept to simplify the high-dimensional modeling 
problem into a set of low-dimensional modeling 
problems.   
We decompose the filter into three types of 
substructures, named as input-output iris, internal 
coupling iris, and coupling and tuning screw [27], 
for which three neural network submodels are 
developed. The inputs of the submodels are 
geometrical dimensions and outputs are coupling 
parameters. The number of input variables of 
each substructure is much less than that of the 
overall filter. This allows us to develop very 
accurate submodels inexpensively. The 
submodels were combined with filter equivalent 
circuit model to produce the approximate solution 
of the side-coupled filter. Since it is difficult to find 
an analytical formula to map the approximate 
solution to the accurate solution, we develop 
another neural network mapping model for this 
purpose. Figure 10 shows the diagram of the 
neural network model of the side coupled filter. 
Symbols Lr1 and Lr2 represent lengths of input iris 
and output iris, respectively, L11b1, L22b1, and L12b1 
represent lengths of three screws of cavity 1, 
L11b2, L22b2, and L12b2 represent three screws of 
cavity 2, L23 represents length of the sequential 
coupling iris, L14 represents length of cross 
coupling iris, Lb1 and Lb2 represent lengths of 
cavity 1 and cavity 2, respectively, B represents 
bandwidth, ωo represents center frequency, and ω 
represents frequency. In Figure 10, R1 and R2 
represent input and output coupling bandwidth, 
M11 to M44 are self coupling bandwidths, and M12, 
M23, M34, and M14 represent sequential and cross-
coupling bandwidths. 
 
 
Figure 10. Neural networks to develop a 
parametric model of a complete side-coupled 
filter.  Three low-dimensional neural networks are 
combined with filter’s empirical/equivalent circuit 
models to produce approximate solution of the 
filter. A neural network mapping model then 
produces the accurate solution of the filter. 
Modular neural networks representing 
models for IO iris, coupling iris, and 
tuning screw 
Neural network mapping model 
 
Approximate solution 
Accurate solution 
1 2 11 22 33 44 12 23 34 14
T
R R M M M M M M M M  y
 
Input variables 
1 2 11 1 22 1 12 1 23 14 11 2 22 2
12 2 1 2
[
]
r r b b b b b
T
b b b o
L L L L L L L L L
L L L B  
x
 
 
Input/output irises 
Coupling iris 
Coupling screw 
Tuning 
screws 
 9 
In Figure 11, we plot responses of a side-
coupled filter obtained from the neural network 
high dimensional model and EM model. It shows 
that the model can be used to obtain responses 
nearly as accurate as EM model. In Table 1, we 
list model evaluation time of two commonly used 
EM models and compare with the evaluation time 
of the high dimensional neural network model. Full 
EM simulation of the entire filter needs 
approximately 6 minutes using mode-matching 
based EM simulator [42] and 45 minutes using 
finite-element based EM simulator such as HFSS 
[44]. The comparison clearly shows that the high 
dimensional neural network model is significantly 
faster than the EM model enabling fast design and 
optimization. 
 
Table 1. Comparison of CPU time of EM and 
neural network models of a side-coupled circular 
waveguide filter [41] 
 
Modeling methods 
 
Model evaluation 
time  
Finite Element Method 45 min 
Mode Matching Method 6 min 
Neural Network Method 0.6E-3 s 
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(a) 
Figure 11. Comparisons of reflection coefficients 
of a side-coupled circular waveguide dual-mode 
filter obtained using the neural network model and 
the EM model [41].  
 
Neural Network for Correction of Nonlinear 
Device Models 
Another useful application of neural network is 
to map or repair an existing model to match a new 
device. This process is called Neuro-Space 
Mapping (Neuro-SM) [45]-[46]. The starting point 
for the Neuro-SM is when the existing/available 
device model (coarse model) cannot match the 
data of a new device (fine model). Suppose that 
the gap between the coarse and fine models 
cannot be overcome by simply optimizing the 
parameters in the coarse model. To achieve a 
model that can best match the device data, the 
model structure or the nonlinear equations of the 
coarse model need to be modified.  
An example the Neuro-SM model is shown in 
Figure 12 for a HEMT device. The original data for 
the HEMT device is obtained from physics-based 
device simulator MINIMOS [47], which is a fine 
model. An existing HEMT model, the Angelov 
(Chalmers) Model [48], is used as the initial model 
(coarse model). After optimizing the internal 
parameters of the coarse model, we discovered 
that the gap between the optimized coarse model 
and the device data is still not easy to diminish. 
 
 
 
 
 
 
 
 
 
(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
Figure 12. (a) Physical structure of a HEMT 
device used for physics-based device simulator 
(fine model). (b) Neuro-SM HEMT intrinsic 
nonlinear model. The coarse model is an 
existing/available equivalent circuit model. The 
neural network mapping is incorporated as the 
controlling functions in the controlled sources [45]. 
 
In order to further improve the coarse model’s 
accuracy, we will need to find a function that can 
map the coarse model behavior to the fine model 
behavior. However, the mapping function is 
difficult to derive analytically. For this reason, 
neural network becomes useful to obtain the 
required mapping. The neural network is trained 
to learn the relation between the coarse model 
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behavior and the fine model data. The trained 
neural network is applied to wrap around the 
coarse model as shown in Figure 12. The 
mapping is implemented in the format of 
controlled sources with controlling functions as 
nonlinear neural network equations. The neural 
network mapping alters the original input signals 
to the overall model (fine input signals) into 
mapped signals which are then fed to the course 
model. The altered signals drive the coarse model 
to produce a model response with improved 
accuracy.  
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(b) 
Figure 13. Comparison between the HEMT 
device data from fine model (MINIMOS), the 
existing model (without mapping), and the Neuro-
SM model in the HEMT example. (a) dc. (b) S-
parameter at 4 different dc bias combinations of 
gate voltage (0.4V, 0.2V) and drain voltage (0.2V, 
2.4V).  All plots show S-parameters in dB versus 
frequency in GHz [45].  
Figure 13 shows a comparison of dc and bias-
dependent S-parameter data for an existing 
device model without mapping, Neuro-SM model, 
and the HEMT device data generated by fine 
model (MINIMOS [47]). Notice that the mismatch 
between the coarse model and data cannot be 
simply overcome by optimizing the model 
parameters alone. Structural change in the 
nonlinear model formulas is needed. This is 
achieved by Neuro-SM with the additional degree 
of freedom beyond that of the existing model due 
to the neural network mapping. 
 
Application of Neural Network in Behavioral 
Modeling of Doherty RF Power Amplifier 
In addition to the EM structure and nonlinear 
device modeling, industrial researchers have also 
seen interesting applications of neural networks in 
modeling high-level nonlinear circuit behaviors. 
successful use of neural networks in envelope-
domain behavioral modeling of a Doherty RF 
power amplifier has been reported in [49]. 
The 200-W Doherty amplifier from [49] is 
illustrated in Fig. 14. A complex digitally 
modulated RF signal was used for the model 
identification. The signal is characterized by in-
phase (I) and quadrature (Q) components in the 
envelope that exhibit well-defined properties due 
to the modulation. Based on this, a time-series 
model was created, and a neural network was 
used to fit the measured I and Q data taken using 
a wideband code-division multiple-access (CDMA) 
excitation. 
 
 
Figure 14. Doherty amplifier module used to 
generate training data for neural networks for 
power amplifier behavioral modeling: the 
transistor package contains two separate 
transistors, which are configured as a Doherty 
amplifier [49]. The training data are measured I 
and Q data taken using a wideband code-division 
multiple-access (CDMA) excitation. 
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The verification of the envelope time-series 
neural-network model is first done by comparing 
its response with the output I data from the 
amplifier at approximately 1-dB compression as 
shown in Figure 15: the model predicts the 
measured data extremely well. The Q-channel 
data also exhibits the same excellent agreement 
between the model and measured data. In [49], 
detailed comparison of the dynamic AM-to-AM 
and AM-to-PM characteristics between the 
measured amplifier and the envelope time-series 
neural-network model is also performed. It shows 
in [49] that the new model predicts the amplifier’s 
dynamics very well, even when the amplifier is 
driven into compression. 
Figure 16 gives further comparison on the 
output power spectrum of the envelope signal 
obtained from measurement and the model 
predictions [49], at approximately the 1-dB 
compression point for the amplifier. The measured 
data show the limits of the IF bandwidth of the 
receiver. The envelope time-series neural-network 
model tracks this spectrum well both in-band and 
in the adjacent channel with some small errors 
showing in the alternate channel, indicating its 
ability to accurately describe the dynamical 
behavior of the amplifier.  
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Figure 15. Comparison between the neural-
network output and measured data: I-channel 
data for the Doherty amplifier in ~1-dB 
compression [49]. 
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Figure 16. Measured (red) and modeled (blue) 
power spectra of the test data set, showing the IF 
bandwidth of the receiver, and the neural-network 
model accuracy in the spectral domain [49]. 
 
Conclusion 
We have described neural networks for 
microwave modeling and design. Neural networks 
are suitable when modeling a required 
relationship for which analytical formulas are hard 
to derive, or for which the computational effort is 
too high.  This relationship can be either of the 
input-output relationship of the overall model 
(straight neural network model), the output-input 
relationship (inverse model), a relationship 
between existing model and desired data (neuro-
space mapping), or relationship of a subpart of the 
overall model (knowledge-based neural network).  
Neural networks are fast to evaluate, and the 
neural network formulas are easy to implement 
into microwave CAD. The simplicity of adding 
input neurons or hidden neurons makes neural 
network flexible in handling functions of different 
dimensions and of different degree of nonlinearity.  
We have also demonstrated that neural networks 
are also helpful in developing parametric or 
scalable models for passive and active microwave 
devices. 
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