In this paper, we measure the size and the direction of the spillover effects among European commercial banks, with respect to their size, geographical position, income sources, and systemic importance for the period from 2006 to 2016, using a state-dependent sensitivity value-at-risk model, conditioning on the state of the financial market. Low during normal times, the same shocks cause notable spillover effects during the volatile period. The results suggest a high level of interconnectedness across all the European regions, highlighting the importance of large and systemic important banks that create considerable systemic risk during the entire period. Regarding the non-interest income banks, the outcomes reveals an alert signal concerning the spillovers spread to interest income banks.
Introduction
An important lesson from the 2007-2008 financial crisis is that banking regulation should be based on macroprudential level, rather than on individual financial institutions. Financial distress spread with a disastrous speed from the banking system to the real economy and affected the global financial stability. Acharya (2009) explain that the oversights in bank capital regulation caused the transfer of risk between financial and nonfinancial markets. Other proponents describe this phenomenon using the terms "contagion" and "negative spillovers". The last financial crisis highlighted the impact of contagion risk on the economy, acting as a highly dangerous virus that contaminates all the cells in the body.
Despite the regulations imposed by Basel III, banks are not sufficiently focused on systemic risk. Gropp and Moerman (2004) argue that distress in one banking system conveys across borders to other banking systems. Furthermore, Billio et al. (2012) found that banks are the main transmitters of shocks within four categories of financial institutions (banks, insurance companies, hedge funds, and brokers).
The main reason that the subprime crisis was so deep and widespread is systemic risk and, thereafter, the global network that led to the spread of financial instability due to the contagion risk. Allen and Gale (2000) define "contagion" as a consequence of excess spillover effects, exemplifying that a banking crisis in one region may spill over to other regions. Thus, after the failure of a number of European banks and decline in indices, it became clear that the great financial crisis has shifted to Europe. For instance, the contagion risk measurement became one of the most important concerns on the daily agenda.
Given that commercial banks are responsible for the sustainable growth of the economy, receiving funds, and providing resources to households and companies, we consider them the most important transmitters of contagion to the real economy; hence, motivating us to research how the contagion spread between the banks, based on their characteristics. We built the main pillars of our paper starting with the identification of the major drivers of contagion such as size, systemic importance, geographical positioning, and income source. The size and systemic importance have been proven as contagion catalysts. Moreover, researchers provide evidence that non-interest income banks generate more systemic risk, therefore they can be contagiously dangerous for traditional banks. Previous literature studied the relation between Western European banks and Eastern European banks and found that Eastern banks suffered troubles caused by shocks in Western banks. Thereafter, the lack of a more detailed evidence of the behavior of spillovers inside of the mentioned sub-groups gives us the incentive to go further and to study them in a more detailed manner.
In this paper, we apply the state-dependent sensitivity Value at Risk model (SDSVaR) method developed by Adams et al. (2014) , in order to measure the size and the direction of spillover effects across European commercial banks. We consider a sample of 228 European commercial banks and we measure the spillover effects with respect to four criteria: Geographical positioning (North, South, West, East), size (small, medium, large), income source (interest, non-interest) , and systemic importance (global systemically important banks, other systemically important banks). Focusing on the categorization stated above, we built an index for each subgroup. Thus, the intra-group spillover effects mean the shocks spread by one subgroup to another.
The remainder of the paper is organized as follows. Section 2 presents an overview of the literature and the statement of hypotheses, Section 3 describes the data used and the appropriateness of the model, Section 4 provides the results, and finally, Section 5 concludes the research.
Literature Review and Statement of Hypotheses
During turmoil, spillover effects are spread in a different manner and with a distinct intensity. Sachs et al. (1996) express financial contagion as an excessive increase in cross-border correlations of volatilities and stock returns. Pritsker (2000) and Dornbusch et al. (2000) define contagion as the propagation of market anomalies, with negative effects, from one market to another. Scholars affirm that a significant increase in the correlation among the countries that trigger the shocks and all other countries that receive them is equivalent with the existence of contagion. Bekaert et al. (2005) explain contagion in equity markets as the co-movement of markets more closely during distress periods. Masson (1998) is more specific and describes contagion as only those disseminations of crises that cannot be recognized with identified changes in macroeconomic principles.
Literature makes a distinction between macroeconomic fundamentals and contagion. Forbes and Rigobon (2001) state that contagion is a significant growth in cross-market connections after a shock. Usually, this definition is mentioned as shift-contagion, but researchers specify that this definition of contagion excludes a permanent high degree of co-movement in a turmoil period. Thus, meaning that markets are just interdependent. Interdependence is a high degree of market co-movement in a period of stability without any shocks. Meanwhile, literature does not make a clear difference between contagion and spillover effects. As have many scholars, we adopt the definition proposed by Allen and Gale (2000) who interpret contagion as a consequence of excess spillovers, thus spillover effects are a compulsory condition for contagion, but not the only one. Therefore, it is mandatory to differentiate between normal and dangerous spillovers. Abnormal spillovers characterize an afflicted market and can cause financial instability, meaning a source of contagion and systemic risk. The pattern and magnitude of financial contagion depends on markets' sensitivity to macroeconomic and microeconomic risk factors. Bad bank management, in particular inappropriate governance (Kirkpatrick 2009 ), unreasonable risk (Demsetz et al. 1997) , size priority rather than performance (Boyd and Runkle 1993) , and liquidity inadequacy (Bird and Rajan 2001) are only few examples of spillover drivers.
Studying historical financial crises, Allen et al. (2009) found that the failure of important and interconnected financial organizations such as Lehman Brothers, makes investors more careful when assessing risk. Because of this reason, other institutions may be hit, regardless of whether they are interconnected. Therefore, the participants are fearful of entering into the cascade. Billio et al. (2012) found that banks are the main transmitters of shocks, while researching the connectedness between hedge funds, insurance companies, brokers, and banks using principal component analysis and Granger causality networks. However, this network has a static character and does not allow the comparison of shocks in time. Yilmaz (2009, 2012) develop a General Vector Autoregression (GVAR) approach in order to quantify total and directional volatility spillovers from and to four assets classes: Stocks, bonds, foreign exchange, and commodities. Their results show that after the collapse of Lehman Brothers, the volatility spillovers from stock market to all other markets increased significantly. Ballester et al. (2016) apply their methodology for the bank CDS market and discover supporting evidence of contagion in banking markets. De Bruyckere et al. (2013) use excess correlations to measure bank/sovereign risk spillovers in the European debt crisis and they found significant empirical evidence of contagion between bank and sovereign credit risk. Giudici and Parisi (2018) propose a novel credit risk measurement model for corporate default swap (CDS) spreads that combines vector autoregressive regression with correlation networks.
Recently, a new strand of literature has emerged, making use of network graphs in order to describe the interdependence between markets/institutions. Diebold and Yilmaz (2014) propose connectedness measures based on variance decomposition and apply them to US financial institutions' stock return volatilities. Singh (2017) capture conditional variance of Indian banking sector's stock market returns employing different GARCH-based symmetric and asymmetric models. Giudici and Abu-Hashish (2019) use a new model based on a correlation network VAR process that models the interconnections between different crypto and classic asset prices. Peltonen et al. (2019) employ macro-networks to measure the interconnectedness of the banking sector and document that a more central position of the banking sector in the network significantly increases the probability of a banking crisis.
On the same subject line, Gorton and Metrick (2012) and Caballero and Simsek (2013) promote the idea that contagion is not only an issue of direct connection, but also the affiliation to a complex network.
The heterogeneous and non-linear character of European banking system has been one of the major causes of the high degree of cross-regional contagion during the last financial crisis. The main vulnerability is that ECB cannot solve the problem by taking a unique decision for all the countries. Moreover, Gropp and Kadareja (2012) argues that the introduction of euro coins and banknotes in 2002 increased the probability of contagion risk among Euro area. In this context, the collapse of the housing market in US affected Western Europe due to the concentration of foreign capital in banks. Therefore, the Eastern region had to suffer the most given the 60% of foreign direct investments came from the volatile Western European banks. Cocozza and Piselli (2011) argue that the interconnectedness between Western and Eastern European banks strengthened with the increase in foreign banks presence in Eastern Europe, with 60% of foreign direct investments in Eastern Europe being from West. In their paper, they use the distance to default method on a sample of 33 listed European banks to analyze the contagion risk in Western and Eastern European banking sector. The results show that before the crisis, contagion was limited to the most important Western banks while the contagion between the regions was less likely. However, during the crisis, the pattern changed, and researchers found evidence of contagion from East to West but with a much lower intensity. They also assume two transmission mechanisms, direct linkages in the interbank markets and informational spillovers as an outcome of market perspective and expectation about banks.
As we believe that the high degree of interconnectedness in the European banking system led to a much complex transmission track of contagion, we want to go further and we state our first hypothesis. Hypothesis 1. Due to the interconnectedness of the interbank market, shocks from Western European Banks spill over all the European regions with a higher magnitude in distress periods. Laeven et al. (2016) and Varotto and Zhao (2018) agree that another important determinant of contagion risk is the bank size. Varotto and Zhao (2018) observed that typical systemic risk indicators are primarily powered by firm size, drawing a major attention to "too-big-to-fail" institutions. However, the Northern Rock example showed that smaller banks might still threaten the financial system. After 1990s, the size of large banks increased significantly as a result of their involvement in trading activities. Large banks became more complex, while keeping lower capital and practicing more market activities. This suggests that large banks may have a weaker business model. Laeven et al. (2016) say that large banks create more systemic risk than individual risk when they are involved in non-traditional activities. Moreover, a default of a large bank is more destructive to the banking system. However, their opinion with respect to the optimal bank size is inconclusive, because of the differences in regulatory treatment and difficulties in implementation.
In our paper, we use total assets and market value as measures for bank size. We expect different results between the two approaches. In the first case, the health of the bank is expressed through the amount of assets on balance sheet, while in the second case, the size of the bank is reflected in the stock price, which is a subjective perception of the market about the value of the bank, it might be undervalued or overvalued. At this point, the second and the third hypotheses are: Hypothesis 2. Large European banks are highly connected in terms of contagion and spillover effects with small banks during the entire period, while small banks create significant spillovers only in volatile periods.
Hypothesis 3. European banks with high market values transmit stronger spillovers to banks with medium and low market values in normal and tranquil times comparing to crises times.
The next point of interest is whether the type of bank activities (traditional or non-traditional) contribute to contagion risk. The core bank activities, namely, deposit taking and lending, are essential for the capital supply in the economy. However, before the crisis, banks tended to earn an important share of their revenues from non-interest income. Non-interest income consists of income from investment banking and advisory fees, venture capital, gains on non-hedging derivatives, fiduciary income, trading and securitization, and brokerage commissions. These operations are distinct from the main business of taking deposits and lending. Therefore, it is obvious that in pursuit of new sources of income, banks started to compete with other financial institutions such as insurance companies, mutual funds, hedge funds, and investment banks. From 1989 to 2007, the average non-interest income to interest income ratio increased around three times, from 0.18 to 0.59. Brunnermeier et al. (2019) analyze the contribution of non-interest income to systemic bank risk applying the ∆CoVaR measure and the systemic expected shortfall (SES) measure. The results show that banks with a higher non-interest-income-to-interest-income ratio are subject to higher systemic risk. A one-standard-deviation shock to a bank's non-interest-income-to-interest-income ratio increases its systemic risk contribution by 11.6% in ∆CoVaR and 5.4% in SES. These findings lead us to the fourth hypothesis.
Hypothesis 4. European Banks with a higher non-interest income to interest income ratio spread notably higher spillovers than banks with a lower ratio, especially in volatile times.
The default of Lehman Brothers emphasized the crucial impact on financial stability of the crash of an important financial institution. The Financial Stability Board (Financial Stability Board 2011) defines systemically important financial institutions as "financial institutions whose distress or disorderly failure, because of their size, complexity and systemic interconnectedness, would cause significant disruption to the wider financial system and economic activity". In 2011, FSB acted by emitting a set of policy in order to approach systemic and moral hazard risks related to global systemically important banks (G-SIBs). G-SIBs were determined by a methodology proposed by Basel Committee. Given the fact that 13 out of 30 G-SIBs are located in Europe (PNB Paribas, Unicredit, Societe Generale, Deutsche Bank, and others), their role during the crisis has been more than significant. Mink and Haan (2014) address this issue in order to analyze the extent in which banks' market values were influenced by changes in default risks of G-SIBs. Their results suggest that G-SIBs market values respond vaguely to the increases in the default risk of individual banks, while it is highly explained by changes in G-SIBs default risk. Therefore, we analyze the extent in which a shock in other systemically important institutions (O-SIBs) leads to further shocks in volatilities of G-SIBs and vice-versa and state the fifth hypothesis.
Hypothesis 5. A shock in O-SIBs leads to lower but still important further shocks in G-SIBs than vice-versa, with a notable magnitude in volatile times.
Data and Methodology

Data
The last financial crisis hit the large European banks in the early stage; afterward, the phenomenon of financial contagion spread to medium-and small-sized banks from all four regions (West, East, North, and South). In order to study the financial contagion track across European banks in depth, we selected a sample that consisted of daily stock prices for 228 European commercial banks for the period 31 December 2004-30 December 2016. The data are collected from Datastream, Thomson Reuters, and Orbis Bankscope.
Consequently, we investigated how the spillovers propagated in compliance with the bank size, geographical position, income source, and systemic importance. With this purpose, we grouped the bank performance into indices based on this criterion: Position (West, East, North, South), size (large, medium, and small and poorly capitalized, well capitalized, and highly capitalized), income source (interest or non-interest), and systemic importance (global systemically important banks or other systemically important banks). The list of the banks included in indices is presented in Appendix A. We compared daily return distributions and time series of the own indices with Stoxx Europe 600, in order to check if they were truly representative. As a result, indices followed the pattern of the Stoxx Europe 600, with some differences in the Eastern European Index. This fact could bias the results, but the error is likely to be small.
We split the banks into indices in order to test the five hypotheses. The number of banks considered when addressing each of them is different. Data that we used as filter in order to divide the banks into indices (total assets, market capitalization, non-income to income ratio) were not available for all the banks; for this reason, the sample size for each criterion varied.
Western European Banks Index contains 58 banks, Eastern European Banks Index-52, Northern European Banks Index-63, and Southern European Banks Index-55.
According to the size, the banks are grouped based on value of total assets, which is the most prominent size indicator by central bankers and financial supervisors. In our case, banks with the value of total assets lower than 10 million are considered as small, in the interval from 10 million to 1 billion are medium, and those that exceed this threshold are considered large banks. In consequence, Small European Banks Index includes 96 institutions, Medium European Banks Index-116 institutions, and Large European Banks Index-11 institutions.
We used market capitalization as another way to group the banks with respect to their size. The banks with a market value below the median were considered poorly capitalized, those with the market value between the median and the quantile 0.75 were considered to be well capitalized, and the banks that were positioned above were highly capitalized. Taking into account that through this method, different banks are included, the results are distinct. Therefore, in the category of poorly capitalized banks are included 80 institutions, well capitalized banks-82 institutions, and highly capitalized banks-66 institutions.
In order to classify the European commercial banks according to their income source, we computed non-interest-income-to-interest-income ratio. Banks with the percentage of non-interest income higher than 30% were considered as non-traditional. Empirical evidence shows that non-traditional banks generate more systemic risk than traditional ones. Consequently, we will point out the magnitude of spillover effects spread by non-interest focused banks comparing to interest focused banks. The class of traditional banks contains 86 institutions and the class of non-traditional banks-31 institutions.
When we refer to banks' systemic importance, there are two categories: Global systemically important banks (G-SIBs) and other systemically important banks (O-SIBs). At the level of European Union, domestic systemically important banks (D-SIBs) are considered as O-SIBs. In our sample, there were present 12 G-SIBs and 33 O-SIBs wherewith we determine the mutual impact during tranquil, normal, and volatile states of financial markets
The indices were market-capitalization weighted. The computation method was according to the Laspeyres formula, which assess price changes against a constant base quantity weight. Each index has a unique index divisor, which is adjusted to maintain the continuity of the index's values across changes due to corporate actions.
where: t = time the index is computed; n = number of companies in the index; p it = price of company (i) at time (t); s it = number of shares of company (i) at time (t); f f it = free float factor of company (i) at time (t); c f it = weighting cap factor of company (i) at time (t);
x it = exchange rate from local currency into index currency for company (i) at time (t); M t = free float market capitalization of the index at time (t); D t = Divisor of the index at time (t), where the index devisors are calculated as follows: (t+1); D t = Divisor at time (t); n = number of companies in the index; p it = price of company (i) at time (t); s it = number of shares of company (i) at time (t); f f it = free float factor of company (i) at time (t); c f it = weighting cap factor of company (i) at time (t);
x it = exchange rate from local currency into index currency for company (i) at time (t); ∆MC t+1 = The difference between the closing market capitalization of the index and the adjusted closing market capitalization of the index.
Methodology
The next step was to include the obtained indices in the main model: A state-dependent sensitivity VaR model (SDSVaR). This approach was developed by Adams et al. (2014) and has been used to measure the spillover coefficients among financial institutions. This paper brought important contributions to the literature. Their two-stage quantile regression enables to identify spillover effects, opposed to common shocks that affect the entire financial system; permits to follow the direction of the spillover and its magnitude from tranquil to turmoil state of the economy; emphasizes the role of hedge funds as amplifier of systemic risk; and allows to quantify intra-month spillover effects between different sets of financial institutions.
The methodology involves estimating value-at-risk measures for indices that, in turn, are employed as inputs in a quantile regression.
First, we estimated the VaR measures for each index.
VaR m =μ m,t + zσ m,t whereμ m,t represents the mean estimated in a rolling window of 500 days of index m at time t, Z is the z-score value for the 99% confidence interval, andσ m,t is the conditional standard deviation extracted from GARCH model. This practice fits better the sensitivity of VaR to changes in the returns. Given the rolling window that we used in estimating the mean, we lose 499 observations, thusσ m,t is computed for the period May 2006-December 2016. Thereafter, the individual value-at-risk measures serve as inputs in the quantile regressions. Thus, VaR m becomes the dependent variable VaR Y, t,θ and it is modeled by the VaR values of the other indices, by its own lag and by the VaR values of the control variables. The parameters are estimated using two-stage quantile regression, where θ represents the states of financial markets: Tranquil, normal, and volatile. Thus, we run the same regression three times, once for each state of the economy in order to capture the change in spillovers as the state of the economy changes.
Based on the selected criteria, we run the following regressions: 
In fact, we obtain as many equations as variables, meaning that the computed VaR for each index will become a dependent variable and the others will be independent.
The goal of the research is to estimate the spillover coefficients: β North,θ = (β 1,θ ,β 2,θ ,β 3,θ ); β South,θ = (β 4,θ ,β 5,θ ,β 6,θ ); β West,θ = (β 7,θ ,β 8,θ ,β 9,θ ); β East,θ = (β 10,θ ,β 11,θ ,β 12,θ ); β j,θ = (β 4,θ ,β 5,θ ); β k,θ = (β 7,θ ,β 8,θ ) and so forth, obtaining 14 sets of spillovers, and to analyze the extent in which shocks in one subgroup of banks affect the health of another one depending on the listed criteria. Thereafter, we perform the Granger causality test in order to examine the trajectory of spillovers.
Results
In this section, we present the results for the estimated equations stated above. The point of interest is represented by the spillover coefficients. The database consists of daily data from 31 December 2004 to 30 December 2016 in order to cover tranquil, normal, and volatile market periods. First, the market conditions are described as 75% quantile for tranquil state, 50% quantile for normal state, and 12.5% quantile for volatile state. Adams et al. (2014) explain that during tranquil market times risk spillovers are approximately zero so that the choice of a specific upper quantile has no significant impact on the outcomes. Likewise, 50% quantile is appropriate for normal market times. Given that their empirical results were more sensitive to lower quantiles because of outliers, they decided on the 12.5% quantile, which measures in the best way the tails of the VaR distribution where the largest spillovers occur. In the regressions, we included three lags of the dependent variable (bank index that is receiving spillovers) to verify for contemporaneous effect; we found the first two lags to be significant for 1% confidence interval and the third to be significant only for a few of them.
In the intention to identify the direction of spillovers, we performed a Granger causality test for the entire period sample. The Granger causality test is a statistical hypothesis test for determining whether one time series is useful in forecasting another. We use the Granger Test for causality technique, in order to follow the direction of causality between the spillovers spread from one category of banks to another.
Geographical Positioning
First, we discuss the results based on the geographical position criterion. It is interesting to follow the spread of spillover effects across the European regions, taking into account that previous literature studied the relation between Western and Eastern regions only. Our results are more comprehensive and show a detailed picture. The outcomes highlight that the Western part has the most important impact on the financial health of the market. During the turmoil period, it receives and transmits significant and the most severe shocks to all the regions, while during normal and tranquil times, it gets shocks only from the South and spread to South and East, but with a lower magnitude. Southern Europe is the most active contagion broadcaster, and it spreads significant spillovers to all the regions in all the states of the economy (except East in distress period). Results highlight a high interdependence between South and West during crises; for the 12.5% quantile, South receives the harshest spillovers-0.47 ppt for an increase of 1 ppt in Western Banks' volatility-while a 1 ppt increase in Southern banks' volatility leads to an increase of 0.31 ppt in the Western banks' volatility. Moreover, results show that the spillover coefficients are decreasing as the financial health of the market is increasing. A 1 ppt increase in the Southern European Index volatility leads to 0.31 ppt increase in Western European Banks Index during turmoil period, to 0.17 ppt in normal times, and to 0.13 ppt in tranquil times. Eastern Europe receives severe shocks from North and West during volatile times and responds with weak spillovers to West. According to the outcomes, North seems to be the most stable region from Europe in terms of contagion. It spreads significant but very low shocks during normal and tranquil times (0.08 ppt to East and 0.02 ppt to South), with a higher impact on East during distress (0.18 ppt); and receives moderate spillovers from South (0.12 ppt) and West (0.13 ppt) during the volatile period.
Using tertiles instead of quantiles as a way to define the states of the financial markets enforces the relationship between the Western and Southern banks and highlight the role of the Southern banks in generating shocks during the volatile periods, while the Western banks have a more profound effect during tranquil times, with all the coefficients being significant for 1% confidence level. The evidence is consistent with Hypothesis 1, which says that spillovers from Western European Banks affect all other regions with a higher magnitude in distress periods. The results are summarized in Table 1 . Granger causality test shows that banking systems from all the regions Granger cause each other except the Northern side that is not caused by Southern and Eastern side for a 95% confidence level. The results are summarized in Table 2 . 
Size (Total Asstes)
The empirical evidence shows that large banks generate more risk than smaller banks, but the individual risk created is lower than the systemic risk. We want to be more specific and to quantify the bi-directional effect and state our second hypothesis that says that large European banks are highly connected in terms of contagion and spillover effects with small banks during the entire period, while small banks create significant spillovers only in volatile periods. In order to test this hypothesis, we repeat the procedure for the new indices based on the size of the banks. The results presented in Table 3 enforce this hypothesis, by showing highly significant spillover coefficients transmitted during all the scenarios, especially during turmoil periods. While small banks are affected uniformly over the three states, medium-sized banks receive a huge shock during the volatile times. An increase with 1 ppt in the large banks' volatility increases the volatility of medium-sized banks with 0.48 ppt. During the crisis period, large banks are hit by the distress in small banks. An increase of 1 ppt in small banks' volatility augments the large banks' volatility with 0.37 ppt. The significant number of small banks, which connect with large banks, may explain this fact. As Allen and Gale (2000) mention in their work, large banks are better diversified and are assumed immune, but a failure in such an institution may provoke a domino effect in the banking system also called systemic effect. Granger causality shows that the shocks received in large banks Granger cause shocks in medium banks and shocks in medium banks Granger cause shocks in small banks. The results are summarized in Table 4 . 
Size (Market Capitalization)
We use market capitalization as an alternative measure for the size and we reach different results. An explanation might be that this indicator reflects market's opinion about the company, which fluctuates a lot during the entire period, while total assets consider the bank's intrinsic value and is quite stable over the period. Given the long run effect of Banks with high market values, we expect our third hypothesis, which states that European banks with high market values transmit stronger spillovers to banks with medium and low market values in normal and tranquil times compared to crises times, to be validated.
The results presented in Table 5 show an opposite impact, compared to banks with a large amount of assets, regarding the shocks spread by highly capitalized banks; they are much higher in normal and tranquil periods than in crisis periods. An increase in value-at-risk of highly capitalized banks with 1 ppt increases the value-at-risk of well capitalized banks with 0.17 ppt in volatile times, with 0.39 ppt in normal times and with 0.46 ppt in tranquil times; while medium banks transmit lower shocks in normal times, thus confirming the theory. Banks with a lower market value have an inconsiderable impact in transmitting shocks, but they receive impressive spillover effects from big banks. An increase in VaR of large banks with 1 ppt spread a shock of 0.36 ppt in normal period and 0.94 ppt in tranquil period. Granger causality outcomes highlight that increasing volatilities in poorly capitalized banks Granger cause volatilities in well-capitalized banks. The results are summarized in Table 6 . 
Income Source
Given the source of income, interest or non-interest, banks can be categorized as traditional if their main activity is accepting deposits and advancing loans or non-traditional if they pursue investing and trading activities. Taking into account that banks, which compete in the same field as insurance companies, hedge funds, and investment banks are riskier than common activities of lending and taking deposits, non-traditional banks generate more systemic risk. This fact is confirmed by our results structured in Table 7 , which indicates that a shock of 1 ppt in non-traditional banks spread an effect of 0.54 ppt in traditional banks during turmoil periods and 0.18 ppt and 0.14 ppt during normal and tranquil times, respectively. The intensity of these shocks is significantly higher comparing to those transmitted in the opposite direction. Our results confirm Hypothesis 4 and are in line with Brunnermeier et al. (2019) who reached the same conclusions. Regarding the direction of spillovers, the Granger test indicates that shocks in non-traditional banks provoke shocks in traditional banks. The outcomes are presented in Table 8 . 
Systemic Importance
Due to the "too big to fail" phenomenon during the crisis, in November 2011, the notion of systemically important financial institutions has been introduced. In order to protect the financial system of the potential impact of those banks, it is important to identify and to control for the eventual shocks transmission. The largest, the most complex, and the global interconnected banks were called global systemically important banks. Those with a regional impact are included in other systemically important banks category. The results summarized in Table 9 show the connection between them. The Granger causality test presented in Table 10 outlines that there is a mutual Granger causality between G-SIBs and O-SIBs, but volatilities in G-SIBs cause volatilities in O-SIBs with a higher confidence level. They prove the prominent impact of G-SIBs, which is significantly high during distress periods and still persistent during normal and tranquil times. A shock of 1 ppt in VaR of G-SIBs provokes an increase of 0.45 ppt in VaR of O-SIBs during crises and 0.13 ppt and 0.11 ppt during normal and tranquil times, respectively. O-SIBs have a major effect during turmoil period, as an increase with 1 ppt in its volatility increases the volatility of G-SIBs with 0.21 ppt. Thus, our last hypothesis, which says that a shock in O-SIBs leads to lower but still important further shocks in G-SIBs than vice-versa, with a notably magnitude in volatile times, can be validated.
Conclusions
In this paper, we have analyzed the financial contagion among European commercial banks, using a state-dependent sensitivity value-at-risk model, which measures spillover coefficients as a function of the state of the economy. Estimating a system of quantile regressions for group of banks based on their size, geographical position, income source, and systemic importance, we emphasized the size and the direction of the spillover coefficients. Moreover, we executed the Granger causality test to determine which categories of banks are leaders in emitting spillovers and which are followers. As an overall image, the shocks are small during normal times and increase significantly in distress periods.
Regarding the geographical position, the outcomes highlight the important impact of Western European banks on the entire European financial market. The Eastern Europe get spillovers from all the regions, but do not affect them in response. The North is quite stable, it receives shocks from West and South, but they are not excessive. The results suggest that the Southern European banking system is sensitive to shocks that come from the Western region and transmit them back with a lower intensity. Southern Europe is the most active contagion broadcaster, as it spreads significant spillovers to all the regions in all the states of the economy. The Granger causality test shows a high interconnectedness between all the regions, except the North, which is immune to troubles in Southern and Eastern European banking systems.
According to previous literature, large banks are important transmitters of shocks, while small and medium banks receive them. The results suggest that large banks create systemic risk during the entire period, but the spillover transmitted during the crisis to medium banks are much higher. Small banks produce an important effect during turmoil periods with respect to large banks, by increasing their volatility with 0.37 ppt at an increase with 1 ppt in their own volatility. The Granger causality test denotes a logical chain of causality, with shocks in large banks triggering shocks in medium banks and shocks in medium banks causing shocks in small banks, in turn. If the measure of size is considered market capitalization instead of total assets, the results show an increasing impact during normal and tranquil times compared to distress periods of highly capitalized banks on medium and poor capitalized banks. Given that market capitalization varies during the period, it is expected that for upper quantiles, the spillovers would be higher. Thus, the results suggest that banks with high market values transmit spillovers during all the states of the economy, particularly in tranquil times. Nevertheless, the Granger causality test identifies as origin of shocks banks with low market values, which cause volatilities in bank with medium market values. According to outcomes of the regressions, poorly capitalized banks generate significant spillovers during distress times and transmit them to medium banks.
Concerning the income source and the systemic importance of European commercial banks, the results are in line with the empirical evidence confirming that non-traditional and global systemically important banks generate and transmit impressive and persistent spillovers during all the periods, in particular during crises. We found that non-interest income banks are getting riskier in our times by spreading a shock of 0.99 ppt at an increase in own volatility with 1 ppt. This is a sign of awareness transmitted to the economy that has to be taken into account. The Granger causality test shows that volatilities in interest income banks are highly responsive to volatilities in non-interest income banks.
Regarding the systemic importance criterion, the causality is bidirectional, but the lower probability highlights the greater implication of global systemically important banks in originating spillovers.
As a further improvement for our paper, we consider it appropriate to analyze the impact of the EU debt crisis comparing to subprime crisis in terms of spillovers severity and direction. Moreover, it would be valuable to analyze the feedback effects, in order to catch the leader and the followers in transmitting distress shocks. Acknowledgments: Andries acknowledges financial support from the Romanian National Authority for Scientific Research and Innovation, CNCS-UEFISCDI -Project PN-III-P1-1.1-TE-2016-1855.
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Appendix A Table A1 . The list of the banks included in the sample, particularly in each index. 
Indices
