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The author considers the dependence of Koszul complexes and dependence of dual Koszul com-
plexes of two systems of polynomials, when one system is a part of other system, in connection
with the duality in a Koszul complex established by author earlier. Whence, the dependence of
Koszul complexes and dependence of dual Koszul complexes follow when one system is linearly
expressed through other system. The obtaned results are used in the proof of homotopic equiva-
lence, formulated earlier by the author, of a Koszul complex and a dual Koszul complex, what
happens under certain conditions.
In the present paper it is establishing the connection between Koszul complexes of embedded
systems of polynomials under duality, that established in the author’s paper [3]. On the basis
of this it is given another proof of the connection Koszul complexes of systems of polynomials,
connected by linear dependence, than has been earlier obtained by author [4]. The obtained result
implies theorem 4 in [3]. By novelty of definitions and notations, for their exposition it is require
a large volume, for this reason for all necessary definitions and notations we refere the reader to
works [3] and [4], and also other author’s works.
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Let a = (a1, . . . , an) be a collection of elements, then we will write |a| = n.
Let (C; ∂) be a complex, and c′, c′′ ∈ C, we will write c′
∂
≃ c′′ if ∃ c ∈ C such that c′−c′′ = ∂ [c].
Let R be a commutative ring with unity 1 and zero 0, if x = (x1, . . . , xn) be a collection of
variables, then R[x] denotes a ring of polynomials in commuting variables x with coefficients in
R. Let A be a commutative ring with unity 1 and zero 0, if f̂ = (f̂1, . . . , f̂s) be a collection of
Grassmann anticommuting variables, then ΛA(f̂) denotes Grassmann algebra in variables f̂ over
A.
Let x = (x1, . . . , xn) and y = (y1, . . . , ym) be commuting variables; f̂ = (f̂1, . . . , f̂s) and
ĝ = (ĝ1, . . . , ĝt) be Grassmann anticommuting variables. Denote by
1(x,f̂)(a(y), ĝb(y)) = 1(x1,...,xn,f̂1,...,f̂s)(a1(y), . . . , an(y), ĝb1(y), . . . , ĝbs(y)) =
= exp(a(y)x∗ + ĝb(y)f̂∗) = exp
(∑
k
ak(y)x
k
∗ +
∑
i,j
ĝjb
j
i (y)f̂
i
∗
)
linear over R homomorphism ΛR[x](f̂) → ΛR[y](ĝ), such that 1 7→ 1, ∀k = 1, n : xk 7→ ak(y),
∀i = 1, s : f̂i 7→
∑
j
ĝjb
j
i (y), and we call it an exponent.
Let x = (x1, . . . , xn) and y = (y1, . . . , yn); ∂ : û 7→ (x−y) = (x1−y1, . . . , xn−yn); F (x) ∈ R[x];
denote by û∇F (x, y) =
n∑
k=1
ûk∇
kF (x, y) such element ∈ C(x, y, û), that
∂ [û∇F (x, y)] = ∂
[
n∑
k=1
ûk∇
kF (x, y)
]
=
n∑
k=1
(xk − yk)∇
kF (x, y) = F (x) − F (y).
Lemma 1. Let A be a commutative ring with unity 1 and zero 0; f̂ = (f̂1, . . . , f̂s),
ĝ = (ĝ1, . . . , ĝt) be collections of anticommuting variables, ∀k = 1, n : ∀i = 1, s : a
i
k ∈ A and
∀k = 1, n : ∀j = 1, t : bjk ∈ A, then
⊥
f̂
det ‖f̂∗‖ det ‖f̂a+ ĝb‖ = det
∥∥∥∥ a f̂∗ĝb 0
∥∥∥∥ .
Proof.
⊥
f̂
det ‖f̂∗‖ det ‖f̂a+ ĝb‖ = ⊤
f̂ ′
det ‖f̂ ′∗‖ det ‖f̂
′a+ ĝb‖ exp(f̂ ′f̂∗) =
= ⊤
f̂ ′
⊤
ĝ′
exp(ĝĝ′∗) det ‖f̂
′
∗‖ · det ‖f̂
′a+ ĝ′b‖ exp(f̂ ′f̂∗) = det
∥∥∥∥ a f̂∗ĝb 0
∥∥∥∥ .
Lemma 2. Let A be a commutative ring with unity 1 and zero 0; f̂ = (f̂1, . . . , f̂s),
ĝ = (ĝ1, . . . , ĝt) be collections of anticommuting variables, ∀i = 1, s : ∀j = 1, t : b
j
i ∈ A, then:
1) ⊥
f̂
det ‖f̂∗‖ det ‖f̂ − ĝb‖ = det ‖ĝbf̂∗‖ = exp(ĝbf̂∗);
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2) ⊤
f̂
det ‖f̂∗‖ det ‖f̂ − ĝb‖ = (ĝ)
0.
Proof 1. By virtue of lemma 1
⊥
f̂
det ‖f̂∗‖ det ‖f̂ − ĝb‖ = det
∥∥∥∥ Es f̂∗−ĝb 0
∥∥∥∥ = det∥∥∥∥ Es 0̂∗−ĝb ĝbf̂∗
∥∥∥∥
‖ ‖
det
∥∥∥∥∥Es f̂∗0̂ ĝbf̂∗
∥∥∥∥∥ = det
∥∥∥∥Es 0̂∗0̂ ĝbf̂∗
∥∥∥∥ = det ‖ĝbf̂∗‖,
where ∀i, i′ = 1, s : (Es)
i
i′ = f̂
i
∗.f̂i′ = (i = i
′).
Proof 2. By virtue of 1) of this lemma
⊤
f̂
det ‖f̂∗‖ det ‖f̂ − ĝb‖ = ⊤
f̂
(⊥
f̂
det ‖f̂∗‖ det ‖f̂ − ĝb‖)(f̂)
0 = ⊤
f̂
exp(ĝbf̂∗)(f̂ )
0 = (ĝ)0.
Lemma 3. Let R be a commutative ring with unity 1 and zero 0; x = (x1, . . . , xn),
f(x) = (f1(x), . . . , fs(x)) ∈ R[x]
s, ∂ : f̂x 7→ f(x), then
∂
[
(x)0 det ‖f̂x∗ ‖
]
= −(f(x)f̂x∗ ) det ‖f̂
x
∗ ‖ = 0.
Theorem 1. Let R be a commutative ring with unity 1 and zero 0; x = (x1, . . . , xn), f(x) =
(f1(x), . . . , fs(x)) ∈ R[x]
s, F (x) = (F1(x), . . . , Ft(x)) ∈ R[x]
t; ∂ : f̂x, f̂
′
x 7→ f(x), F̂x, F̂
′
x 7→ F (x),
then
∂
[
x0 det ‖F̂ ′x∗ ‖ exp(f̂xf̂
′x
∗ )
]
= 0 & ∂
[
x0(F̂x)
0 exp(f̂xf̂
′x
∗ )
]
= 0
and, hence, the maps
C(x, f̂x, F̂x) ∋ c(x, f̂x, F̂x) 7→ ⊤
f̂ ′x
⊤
F̂ ′x
x0 det ‖F̂ ′x∗ ‖ exp(f̂xf̂
′x
∗ ) c(x, f̂
′
x, F̂
′
x) =
= ⊤
F̂x
det ‖F̂ x∗ ‖ c(x, f̂x, F̂x) ∈ C(x, f̂x),
C(x∗, f̂
x
∗ ) ∋ c(x∗, f̂
x
∗ ) 7→ ⊥
x
⊤
f̂ ′x
x0 det ‖F̂ x∗ ‖ exp(f̂
′
xf̂
x
∗ ) c(x∗, f̂
′x
∗ ) =
= det ‖F̂ x∗ ‖ c(x∗, f̂
x
∗ ) ∈ C(x∗, f̂
x
∗ , F̂
x
∗ ),
C(x, f̂x) ∋ c(x, f̂x) 7→ ⊤
f̂ ′x
x0(F̂x)
0 exp(f̂xf̂
′x
∗ ) c(x, f̂
′
x) =
= (F̂x)
0 c(x, f̂x) ∈ C(x, f̂x, F̂x),
C(x∗, f̂
x
∗ , F̂
x
∗ ) ∋ c(x∗, f̂
x
∗ , F̂
x
∗ ) 7→ ⊥
x
⊤
f̂ ′x
⊤
F̂ ′x
x0(F̂ ′x)
0 exp(f̂ ′xf̂
x
∗ ) c(x∗, f̂
′x
∗ , F̂
′x
∗ ) =
= ⊤
F̂x
(F̂x)
0 c(x∗, f̂
x
∗ , F̂
x
∗ ) ∈ C(x∗, f̂
x
∗ )
are complex morphisms.
Proof. The equality ∂
[
x0 det ‖F̂ ′x∗ ‖ exp(f̂xf̂
′x
∗ )
]
= 0 holds, since
28 ISSN 1025-6415 Dopovidi Natsionalno¨ı Akademi¨ı Nauk Ukra¨ıni. 2000, no. 6
∂
[
x0 det ‖F̂ ′x∗ ‖
]
= 0 (lemma 3) and ∂
[
x0 exp(f̂xf̂
′x
∗ )
]
= 0, and collections of adjoint variables of
factors has empty intersection.
The equality ∂
[
x0(F̂x)
0 exp(f̂xf̂
′x
∗ )
]
= 0 holds, since ∂
[
x0(F̂x)
0
]
= 0 and ∂
[
x0 exp(f̂xf̂
′x
∗ )
]
=
0.
Theorem 2. Let R be a commutative ring with unity 1 and zero 0; x = (x1, . . . , xn), y =
(y1, . . . , yn), f(x) = (f1(x), . . . , fs(x)) ∈ R[x]
s, F (x) = (F1(x), . . . , Ft(x)) ∈ R[x]
t; ∂ : f̂x, f̂
′
x 7→
f(x), F̂x, F̂
′
x 7→ F (x), f̂y, f̂
′
y 7→ f(y), F̂y, F̂
′
y 7→ F (y), û 7→ (x− y) = (x1 − y1, . . . , xn − yn), then
1) ⊤
f̂y
⊤
F̂y
det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ y0 det ‖f̂y∗ ‖ exp(F̂ ′yF̂ y∗ ) =
= ⊤
F̂ ′x
x0(f̂x)
0 exp(F̂xF̂
′x
∗ ) det
∥∥∥∥∇F (x, y)F̂ ′x − F̂ ′y
∥∥∥∥,
2) ⊤
f̂y
det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥ y0(F̂ ′y)0 exp(f̂ ′y f̂y∗ ) =
= ⊤
f̂ ′x
⊤
F̂ ′x
(−1)|F ||x|x0 det ‖F̂ ′x∗ ‖ exp(f̂xf̂
′x
∗ ) det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂ ′x − F̂ ′y f̂ ′x − f̂ ′y
∥∥∥∥,
hence,
1’) ⊤
y
⊤
f̂y
⊤
F̂y
det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥(det ‖f̂y∗ ‖c(y∗, F̂ y∗ )) =
= (f̂x)
0
(
⊤
y
⊤
F̂y
det
∥∥∥∥∇F (x, y)F̂x − F̂y
∥∥∥∥ c(y∗, F̂ y∗ )
)
,
2’) ⊤
y
⊤
f̂y
det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥
(
⊤
F̂y
(F̂y)
0c(y∗, f̂
y
∗ , F̂
y
∗ )
)
=
= ⊤
F̂x
(−1)|F ||x| det ‖F̂ x∗ ‖
(
⊤
y
⊤
f̂y
⊤
F̂y
det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ c(y∗, f̂y∗ , F̂ y∗ )
)
.
Proof 1. We have
⊤
f̂y
⊤
F̂y
det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ y0 det ‖f̂y∗ ‖ exp(F̂ ′yF̂ y∗ ) =
= ⊤
f̂y
det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂ ′y f̂x − f̂y
∥∥∥∥ det ‖f̂y∗ ‖ =
= ⊤
f̂y
⊤
û
det ‖ − û∗‖ det ‖F̂x − F̂
′
y − û∇F (x, y)‖ det ‖f̂x − f̂y − û∇f(x, y)‖ det ‖f̂
y
∗ ‖ =
= ⊤
û
det ‖ − û∗‖ det ‖F̂x − F̂
′
y − û∇F (x, y)‖
(
⊤
f̂y
det ‖f̂x − f̂y − û∇f(x, y)‖ det ‖f̂
y
∗ ‖
)
=
= ⊤
û
det ‖− û∗‖ det ‖F̂x− F̂
′
y− û∇F (x, y)‖
(
⊤
f̂y
det ‖f̂y∗ ‖ det ‖ − f̂x + f̂y + û∇f(x, y)‖
)
=
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(by virtue of 2) of lemma 2)
= ⊤
û
det ‖ − û∗‖ det ‖F̂x − F̂
′
y − û∇F (x, y)‖
(
(û)0(f̂x)
0
)
=
= det
∥∥∥∥∇F (x, y)F̂x − F̂ ′y
∥∥∥∥ (f̂x)0 = ⊤
F̂ ′x
x0(f̂x)
0 exp(F̂xF̂
′x
∗ ) det
∥∥∥∥∇F (x, y)F̂ ′x − F̂ ′y
∥∥∥∥
Proof 2. We have
⊤
f̂ ′x
⊤
F̂ ′x
x0 det ‖F̂ ′x∗ ‖ exp(f̂xf̂
′x
∗ ) det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂ ′x − F̂ ′y f̂ ′x − f̂ ′y
∥∥∥∥ =
= ⊤
F̂ ′x
det ‖F̂ ′x∗ ‖ det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂ ′x − F̂ ′y f̂x − f̂ ′y
∥∥∥∥ =
= ⊤
F̂ ′x
det ‖F̂ ′x∗ ‖⊤
û
det ‖ − û∗‖ det ‖F̂
′
x − F̂
′
y − û∇F (x, y)‖ det ‖f̂x − f̂
′
y − û∇f(x, y)‖ =
= (−1)|F ||x|·
· ⊤
û
det ‖ − û∗‖(⊤
F̂ ′x
det ‖F̂ ′x∗ ‖ det ‖F̂
′
x − F̂
′
y − û∇F (x, y)‖) det ‖f̂x − f̂
′
y − û∇f(x, y)‖ =
(by virtue of 2) of lemma 2)
= (−1)|F ||x|⊤
û
det ‖ − û∗‖
(
(F̂ ′y)
0(û)0
)
det ‖f̂x − f̂
′
y − û∇f(x, y)‖ =
= (−1)|F ||x|(F̂ ′y)
0 det
∥∥∥∥∇f(x, y)f̂x − f̂ ′y
∥∥∥∥ = (−1)|F ||x| ⊤
f̂y
det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥ y0(F̂ ′y)0 exp(f̂ ′y f̂y∗ ).
Theorem 3. Let R be a commutative ring with unity 1 and zero 0; x = (x1, . . . , xn),
y = (y1, . . . , yn), f(x) = (f1(x), . . . , fs(x)) ∈ R[x]
s, F (x) = (F1(x), . . . , Ft(x)) ∈ R[x]
t, ∀j =
1, t : Fj(x) =
s∑
i=1
fi(x)G
i
j(x); ∂ : f̂x 7→ f(x), F̂x 7→ F (x), f̂y 7→ f(y), F̂y 7→ F (y), then
⊤
F̂x
exp(f̂xG(x)F̂
x
∗ ) det
∥∥∥∥∇F (x, y)F̂x − F̂y
∥∥∥∥ = det∥∥∥∥ ∇F (x, y)f̂xG(x) − F̂y
∥∥∥∥ ∂≃
∂
≃ ⊤
f̂y
det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥ det
∥∥∥∥∥G(y) f̂y∗−F̂y 0
∥∥∥∥∥ ;
moreover, ∂
[
det
∥∥∥∥ ∇F (x, y)f̂xG(x) − F̂y
∥∥∥∥] = 0, ∂
[
det
∥∥∥∥∥G(y) f̂y∗−F̂y 0
∥∥∥∥∥
]
= 0.
In particular, for L(x∗, F̂
x
∗ ) ∈ C(x∗, F̂
x
∗ ), if ∂
[
L(x∗, F̂
x
∗ )
]
= 0, then
∂
[
⊥
x
⊤
F̂x
det
∥∥∥∥∥G(x) f̂x∗−F̂x 0
∥∥∥∥∥L(x∗, F̂ x∗ )
]
= 0
and
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⊤
F̂x
exp(f̂xG(x)F̂
x
∗ )⊤
y
⊤
F̂y
det
∥∥∥∥∇F (x, y)F̂x − F̂y
∥∥∥∥L(y∗, F̂ y∗ ) = ⊤
y
⊤
F̂y
det
∥∥∥∥ ∇F (x, y)f̂xG(x) − F̂y
∥∥∥∥L(y∗, F̂ y∗ ) ∂≃
∂
≃ ⊤
y
⊤
f̂y
det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥
(
⊥
y
⊤
F̂y
det
∥∥∥∥∥G(y) f̂y∗−F̂y 0
∥∥∥∥∥L(y∗, F̂ y∗ )
)
.
Proof. Since ∀j = 1, t : ∂
[
−F̂j,x + f̂xGj(x)
]
= −Fj(x) + f(x)Gj(x) = 0, then
∂
[
det ‖ − F̂x + f̂xG(x)‖
]
= ∂
[ ∏
j=1,t
(−F̂j,x + f̂xGj(x))
]
= 0.
Let z = (z1, . . . , zn), ∂ : f̂z 7→ f(z), F̂z 7→ F (z). By virtue of theorem ([3])
det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ exp(xz∗ + f̂xf̂z∗ + F̂xF̂ z∗ ) ∂≃
∂
≃ det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ exp(yz∗ + f̂y f̂z∗ + F̂yF̂ z∗ ).
Hence, by ∂
[
det ‖ − F̂z + f̂zG(z)‖
]
= 0 we have
det
∥∥∥∥∇f(x, y) ∇F (x, y)f̂x − f̂y F̂x − F̂y
∥∥∥∥ det ‖ − F̂x + f̂xG(x)‖ =
= ⊤
z
⊤
f̂z
⊤
F̂z
det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ exp(xz∗ + f̂xf̂z∗ + F̂xF̂ z∗ ) det ‖ − F̂z + f̂zG(z)‖ ∂≃
∂
≃ ⊤
z
⊤
f̂z
⊤
F̂z
det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ exp(yz∗ + f̂y f̂z∗ + F̂yF̂ z∗ ) det ‖ − F̂z + f̂zG(z)‖ =
= det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ det ‖ − F̂y + f̂yG(y)‖.
Then by ∂
[
x0 det ‖F̂ x∗ ‖
]
= 0 and ∂
[
y0 det ‖f̂y∗ ‖
]
= 0 (lemma 3) it holds
⊤
F̂x
⊤
f̂y
x0 det ‖F̂ x∗ ‖ det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ y0 det ‖f̂y∗ ‖ det ‖ − F̂x + f̂xG(x)‖ ∂≃
∂
≃ ⊤
F̂x
⊤
f̂y
x0 det ‖F̂ x∗ ‖ det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ y0 det ‖f̂y∗ ‖ det ‖ − F̂y + f̂yG(y)‖.
Consider the left part of the equality
⊤
F̂x
⊤
f̂y
x0 det ‖F̂ x∗ ‖ det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ y0 det ‖f̂y∗ ‖ det ‖ − F̂x + f̂xG(x)‖ =
= (−1)|F |(|F |−|x|)+|F ||F |·
· ⊤
F̂x
(
⊥
F̂x
det ‖F̂ x∗ ‖ det ‖F̂x − f̂xG(x)‖
)(
⊤
f̂y
det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ det ‖f̂y∗ ‖
)
=
(by virtue of 1) of theorem 2 and 1) of lemma 2)
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= (−1)|F ||x| ⊤
F̂x
exp(f̂xG(x)F̂
x
∗ )
(
(f̂x)
0 det
∥∥∥∥∇F (x, y)F̂x − F̂y
∥∥∥∥) =
= (−1)|F ||x| ⊤
F̂x
det ‖f̂xG(x)F̂
x
∗ ‖ det
∥∥∥∥∇F (x, y)F̂x − F̂y
∥∥∥∥ ,
consider the right part of the equality
⊤
F̂x
⊤
f̂y
x0 det ‖F̂ x∗ ‖ det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥ y0 det ‖f̂y∗ ‖ det ‖ − F̂y + f̂yG(y)‖ =
= ⊤
f̂y
(
⊤
F̂x
det ‖F̂ x∗ ‖ det
∥∥∥∥∇F (x, y) ∇f(x, y)F̂x − F̂y f̂x − f̂y
∥∥∥∥
)(
⊥
f̂y
det ‖f̂y∗ ‖ det ‖ − F̂y + f̂yG(y)‖
)
=
(by virtue of 2) of theorem 2 and lemma 1)
= ⊤
f̂y
(−1)|F ||x|
(
det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥ (F̂y)0)
(
det
∥∥∥∥∥G(y) f̂y∗−F̂y 0
∥∥∥∥∥
)
=
= ⊤
f̂y
(−1)|F ||x| det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥ det
∥∥∥∥∥G(y) f̂y∗−F̂y 0
∥∥∥∥∥ .
Hence,
⊤
f̂y
det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥ det
∥∥∥∥∥G(y) f̂y∗−F̂y 0
∥∥∥∥∥ ∂≃ ⊤F̂x exp(f̂xG(x)F̂ x∗ ) det
∥∥∥∥∇F (x, y)F̂x − F̂y
∥∥∥∥ .
Let us prove theorem 4 in [3]:
Theorem 4. Let R be a commutative ring with unity 1 and zero 0; x = (x1, . . . , xn),
f(x) = (f1(x), . . . , fs(x)) ∈ R[x]
s; ∂ : f̂x 7→ f(x), f̂y 7→ f(y). If the ring H0(x, f̂x) ≃ R[x]/(f(x))x
is a finitely generated module over R, then
∃ e(x∗, f̂
x
∗ ) ∈ Z(x∗, f̂
x
∗ ) : ⊤
y
⊤
f̂y
det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥ e(y∗, f̂y∗ ) ∂≃ x0(f̂x)0 = 1.
Proof. From commutative algebra it is known, that if the ring R[x]/(f(x))x is a finitely
generated module over R, then for any polynomial h(x) ∈ R[x] there exists a monic, i. e. with
coefficient 1 of the greatest degree of variable, polynomial T (h) = (h)d+ad−1(h)
d−1+. . .+a0(h)
0 ∈
R[h] such that T (h(x)) ∈ (f(x))x.
This is proved as follows: we take the characteristic polynomial of the matrix of the multipli-
cation operator by h(x) on R[x]/(f(x))x in some finite system of generators of R[x]/(f(x))x as a
module over R, this is a monic polynomial, a root of which is h(x).
Then ∀j = 1, n : there exist a monic polynomial Tj(xj) ∈ R[xj ] such that Tj(xj) ∈ (f(x))x,
hence, Tj(xj) =
s∑
i=1
fi(x)G
i
j(x). Let ∂ : T̂j,xj 7→ Tj(xj), T̂j,yj 7→ Tj(yj), then there exists
Lj(x
j
∗, T̂
j,xj
∗ ) = lj(x
j
∗)1T̂j,xj
(0) ∈ C(xj∗, T̂
j,xj
∗ ) such that
∂
[
Lj(x
j
∗, T̂
j,xj
∗ )
]
= ⊥
xj
Tj(xj)lj(x
j
∗)T̂
j,xj
∗ = 0
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and
⊤
yj
⊤
T̂yj
det
∥∥∥∥∇Tj(xj , yj)T̂j,xj − T̂j,yj
∥∥∥∥Lj(yj∗, T̂ j,yj∗ ) = ⊤
yj
det ‖∇Tj(xj , yj)‖ lj(y
j
∗)(T̂j,xj)
0 = (xj)
0(T̂j,xj)
0.
Indeed, the condition ⊥
xj
Tj(xj)lj(x
j
∗) = 0 is equivalent to the following condition:
∀δ ≥ 0 : ⊤
xj
(xj)
δTj(xj)lj(x
j
∗) =
= ⊤
xj
(xj)
δ
(
(xj)
dj + aj,dj−1(xj)
dj−1 + . . .+ aj,0(xj)
0
)
lj(x
j
∗) =
= lj(x
j
∗).(xj)
dj+δ + aj,dj−1(lj(x
j
∗).(xj)
dj+δ−1) + . . .+ aj,0(lj(x
j
∗).(xj)
δ) = 0,
then any values of (λ0, . . . , λdj−1) ∈ R
dj uniquely determine lj(x
j
∗) such that ∀δ = 0, dj − 1 :
lj(x
j
∗).(xj)
δ = λδ and ⊥
xj
Tj(xj)lj(x
j
∗) = 0. If lj(x
j
∗) such that ∀δ = 0, dj − 2 : lj(x
j
∗).(xj)
δ = 0 and
lj(x
j
∗).(xj)
dj−1 = 1, then ⊤
yj
det ‖∇Tj(xj , yj)‖ lj(y
j
∗) = (xj)
0.
Let F (x) = (F1(x), . . . , Fn(x)), where ∀j = 1, n : Fj(x) = Tj(xj) =
s∑
i=1
fi(x)G
i
j(x), and
let ∂ : F̂x 7→ F (x), F̂y 7→ F (y), then L(x∗, F̂
x
∗ ) =
∏
j=1,n
Lj(x
j
∗, F̂
j,x
∗ ) = l(x∗)1F̂x(0) such that
∂
[
L(x∗, F̂
x
∗ )
]
= 0, since ∀j = 1, n : ∂
[
Lj(x
j
∗, F̂
j,x
∗ )
]
= 0, and
⊤
y
⊤
F̂y
det
∥∥∥∥∇F (x, y)F̂x − F̂y
∥∥∥∥L(y∗, F̂ y∗ ) = (⊤
y
det ‖∇F (x, y)‖ l(y∗)
)
(F̂x)
0 = (x)0(F̂x)
0,
since
⊤
y
det ‖∇F (x, y)‖ l(y∗) = ⊤
y1
. . .⊤
yn
( ∏
j=1,n
det ‖∇Tj(xj , yj)‖
)( ∏
j=1,n
lj(y
j
∗)
)
=
=
∏
j=1,n
(
⊤
yj
det ‖∇Tj(xj , yj)‖ lj(y
j
∗)
)
=
∏
j=1,n
(xj)
0 = (x)0.
Denote by
e(x∗, f̂
x
∗ ) = ⊥
x
⊤
F̂x
det
∥∥∥∥∥G(x) f̂x∗−F̂x 0
∥∥∥∥∥L(x∗, F̂ x∗ ) =
= ⊥
x
⊤
F̂x
det
∥∥∥∥∥G(x) f̂x∗−F̂x 0
∥∥∥∥∥ l(x∗)1F̂x(0) = ⊥x det ‖G(x) f̂x∗ ‖l(x∗),
then by virtue of theorem 3 it hold: ∂
[
e(x∗, f̂
x
∗ )
]
= 0 and
⊤
y
⊤
f̂y
det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥ e(y∗, f̂y∗ ) = ⊤
y
⊤
f̂y
det
∥∥∥∥∇f(x, y)f̂x − f̂y
∥∥∥∥
(
⊥
y
⊤
F̂y
det
∥∥∥∥∥G(y) f̂y∗−F̂y 0
∥∥∥∥∥L(y∗, F̂ y∗ )
)
∂
≃
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∂
≃ ⊤
F̂x
exp(f̂xG(x)F̂
x
∗ )⊤
y
⊤
F̂y
det
∥∥∥∥∇F (x, y)F̂x − F̂y
∥∥∥∥L(y∗, F̂ y∗ ) =
= ⊤
F̂x
exp(f̂xG(x)F̂
x
∗ )(x)
0(F̂x)
0 = (x)0(f̂x)
0.
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