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Using an equation of motion (EOM) approach, we calculate excitonic properties of monolayer
transition metal dichalcogenides (TMDs) perturbed by an external magnetic field. We compare our
findings to the widely used Wannier model for excitons in two-dimensional materials and to recent
experimental results. We find good agreement between the calculated excitonic transition energies
and the experimental results. In addition, we find that the exciton energies calculated using the
EOM approach are slightly lower than the ones calculated using the Wannier model. Finally, we
also show that the effect of the dielectric environment on the magnetoexciton transition energy is
minimal due to counteracting changes in the exciton energy and the exchange self-energy correction.
I. INTRODUCTION
The first use of an external magnetic field to study ex-
citons and the electronic structure in thin film transition
metal dichalcogenides (TMDs) was published in 1978.1
Since then, the study of magnetoexcitons has been an
active field of research. With the recent emergence of
monolayer TMDs, research in this area has undergone a
rapid development, due in part to the interesting elec-
tronic and optical properties of monolayer TMDs,2–4 in-
cluding large exciton binding energies on the order of 0.5-
1 eV.5–7 Additionally, exciting magneto-optical phenom-
ena of monolayer TMDs8–10 have inspired novel applica-
tions, for which a detailed understanding of the effect of
a magnetic field on the excitons is necessary. These phe-
nomena include the valley Zeeman effect, a magnetic field
assisted lifting of the degeneracy of the inequivalent K
and K ′ valleys.11–13 This control of the degeneracy could
prove useful in the area of valleytronics.14 Another phe-
nomenon lending itself to possible optical applications
is Faraday rotation,15 which has also been observed in
monolayer TMDs perturbed by a magnetic field.16,17
In addition to potential applications, perturbation by
an external magnetic field provides experimental insight
into the properties of excitons, such as their spatial
extent18,19 and the effect of the dielectric environment.20
Using strong magnetic fields of up to 65 T, the Zee-
man valley effect and diamagnetic shift of the excitonic
states have been measured for the four most common
monolayer TMDs: MoS2,
21,22 MoSe2,
19,21,23 WS2,
24,25
and WSe2.
20,26 The analysis of such experimental results
would benefit from a thorough theoretical study of the ef-
fect of an external magnetic field on excitons. But while
there is a plethora of experimental results on magnetoex-
citons, there have been less theoretical studies. The diffi-
culties related to a theoretical description of magnetoex-
citons in two-dimensional materials is, in part, due to
the magnetic field breaking the translation symmetry. In
one-dimensional systems, translation symmetry can be
retained by choosing a suitable gauge for the magnetic
vector potential,27 but in two- and three-dimensional sys-
tems that option is not available.
The standard theoretical approach has been to use an
effective mass model such as the Wannier model,28 where
the effective mass is calculated from the band structure of
the unperturbed system. Using this approach, results re-
garding the binding energy of excitons, trions, and biex-
ctions in monolayer TMDs perturbed by a magnetic field
were recently published in Ref. 29. But with no other
theoretical models for magnetoexcitons in 2D materials,
it can be difficult to validate the effective mass model.
In addition, the effective mass model does not take into
account the unique Landau level structure of monolayer
TMDs,8,10 which affects the magneto-optical response.
In this paper, we provide an alternative approach for de-
scribing magnetoexcitons, which does not depend on the
effective mass approximation. The approach is an exten-
sion of the equation of motion (EOM) method in Ref. 7
to the case, where the TMDs are perturbed by an exter-
nal magnetic field. This model has several advantages,
which include: Accounting for the Landau level struc-
ture of TMDs, allowing coupling between distinct bands
and valleys, and providing a more self-contained theoret-
ical framework. The EOM approach can also be used to
calculate the optical response and was previously used to
include second-order effects in the electric field in Ref. 30.
The present paper is structured as follows: In Sec. II,
we introduce the single-particle Hamiltonian, which will
serve as the outset for our study. In Sec. III, the EOM
approach is briefly introduced. Sec. IV contains the def-
inition of the electron-electron interaction Hamiltonian,
as well as the derivation of the EOM for the excitonic
problem. Sec. V serves to introduce the Wannier model,
which we will use for comparison with the results ob-
tained in the EOM approach. Finally, in Sec. VI our re-
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FIG. 1. Sketch of the system under consideration: Excitons
in a monolayer TMD material perturbed by a uniform static
magnetic field perpendicular to the monolayer. The mono-
layer may be encapsulated between a dielectric substrate and
a capping material.
sults are presented and compared to recent experiments.
II. SINGLE-PARTICLE HAMILTONIAN
In this section, we present the system and the single-
particle Hamiltonian, which is the outset for our study
of magnetoexcitons. The system is illustrated in Fig. 1.
A monolayer TMD material, possibly deposited on some
dielectric substrate with relative dielectric constant κa
and capped by a dielectric with relative dielectric con-
stant κb, is perturbed by a uniform static magnetic field
perpendicular to the TMD. Under absorption of an in-
cident photon with energy ~ω an exciton is generated.
The properties of the exciton, i.e. size and energy, are
affected by the magnetic field.
To describe magnetoexcitons in monolayer TMDs, we
need an accurate description of the single-particle prop-
erties of unperturbed TMDs. For that purpose, we ap-
ply the effective Hamiltonian from Ref. 3. This effective
Hamiltonian describes a massive Dirac system, and has
been found to reproduce the band structure of monolayer
TMDs in the low energy range around the direct band
gaps in the K and K ′ valleys, including the spin-orbit
splitting of the bands. For a monolayer in the xy-plane
the Hamiltonian is given by
Hˆ0 = vF (τσxpx + σypy) + ∆τ,sσz + ξτ,sI, (1)
where vF is the Fermi velocity, τ = ±1 is the valley
index (+1 for the K valley and −1 for the K ′ valley),
σi are the Pauli matrices with i ∈ {x, y, z}, px and py
are the canonical momentum operators, I is the 2 × 2
identity matrix, and ∆τ,s and ξτ,s are the valley- and
spin-dependent mass and onsite energy, respectively. The
mass and onsite energy are given by
∆τ,s = ∆− τsΛ1
2
, ξτ,s = τs
Λ2
2
, (2)
where s = ±1 (+1 for the spin up and −1 for spin down),
Λ1 = (∆
V
soc −∆Csoc)/2 and Λ2 = (∆Vsoc + ∆Csoc)/2. The
parameters vF , ∆, ∆
V
soc and ∆
C
soc are material depen-
dent, and found by fitting to first principles band struc-
ture calculation.2,31 The material parameters used in this
paper are provided in Table I. The single-particle energy
bands are the eigenvalues ετ,s of Hˆ0, which are given by
ετ,s = ±
√
~2v2F |k|2 + ∆2τ,s + ξτ,s. (3)
Note that the eigenvalues only depend on the product
τs = ±1, and not on τ and s as individual parameters.
The eigenvalues of MoS2 are plotted as dashed lines in
Fig. 2. We observe that the energy dispersion shows spin-
orbit splitting of both valence and conduction bands and
that the K and K ′ valleys are inequivalent due to spin.
The next step is the inclusion of a perpendicular mag-
netic field B. The magnetic field is introduced using the
minimal coupling substitution p 7→ p + eA, where p is
the momentum operator, −e is the electron charge and A
is the magnetic vector potential, related to the magnetic
field by ∇×A = B. Using the Landau gauge, A = Bxyˆ,
the effective perturbed Hamiltonian is
HˆB = vF [τσxpx + σy(py + eBx)] + ∆τ,sσz + ξτ,sI. (4)
The eigenvalues and eigenfunctions of HˆB can be found
by expressing HˆB in terms of creation and annihilation
operators,8,32 and then expanding the eigenfunctions in
a basis of harmonic oscillator eigenfunctions. We find
that the eigenvalues and the normalized eigenfunctions
are given by
En,λτ,s = λ
√
∆2τ,s + n(~ωc)2 + ξτ,s, (5)
Ψn,λτ,s,ky (r) =
eikyy√
Ly
Φn,λτ,s (x˜). (6)
Here, n ≥ (1 + τλ)/2 is the integer Landau level (LL)
index, λ = ± indicates the type of LLs (+ for conduction
type LLs and − for valence type LLs), ~ωc =
√
2~vF /lB
is the cyclotron energy, lB =
√
~/(eB) is the magnetic
length, Ly is the length of the system in the y direction,
and the spinor wavefunction is
Φn,λτ,s (x˜) =
1√
2
(
Bn,λτ,s φn−(τ+1)/2(x˜)
Cn,λτ,s φn+(τ−1)/2(x˜)
)
. (7)
∆ (eV) ~vF (eVA˚-1) ∆Vsoc (eV) ∆Csoc (eV)
MoS2 0.797 2.76 0.149 -0.003
MoSe2 0.648 2.53 0.186 -0.022
WS2 0.90 4.38 0.430 0.029
WSe2 0.80 3.94 0.466 0.036
TABLE I. Parameters of the effective Hamiltonian for the
four common types of TMDs. The mass parameters and the
Fermi velocities are taken from Ref. 2, while the spin-orbit
parameters are from Ref. 31. An alternative set of parameters
is provided in Ref. 4.
3FIG. 2. Single-particle spectrum at the K and K′ valleys of
MoS2 with (solid lines) and without (dashed lines) magnetic
field. Red and blue indicate spin up and spin down, respec-
tively. The Landau level spectrum is plotted for a very high
magnetic field (600 T) to make it possible to distinguish the
individual Landau levels. Qualitatively similar features are
found at lower magnetic field strengths.
Here, x˜ = x + l2Bky, φn(x˜) are the usual harmonic oscil-
lator eigenstates, and Bn,λτ,s and C
n,λ
τ,s are normalization
constants given by
Bn,λτ,s = λ
√
1 + λαnτ,s, C
n,λ
τ,s =
√
1− λαnτ,s, (8)
where αnτ,s = ∆τ,s/
√
∆2τ,s + n(~ωc)2. The harmonic os-
cillator eigenstates are given by
φn(x˜) =
1√
2nn!
(
1
pil2B
) 1
4
e
− x˜2
2l2
BHn
(
x˜
lB
)
, (9)
where Hn are the physicist’s Hermite polynomials, which
are defined by
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
. (10)
Note that the energies En,λτ,s define a discrete set of
LLs that have a degeneracy corresponding to the num-
ber of distinct ky values. The Landau level spectrum of
MoS2 is plotted (solid lines) in Fig. 2. From Fig. 2 and
the allowed values of n, we see that a LL with n = 0 is
only allowed when τ 6= λ. This gives rise to a magnetic-
field-dependent increase of the band gap. Finally, the
valley Zeeman splitting12 is not included in the effective
Hamiltonian HˆB . It could have been by adding addi-
tional terms to HˆB ,
33 but since the focus of the present
paper is on the excitonic effects, it is ignored for simplic-
ity.
A. Dipole matrix elements
In this section, the dipole matrix elements for the
single-particle wavefunctions are calculated. In addition
to being necessary for calculating the optical response,
the dipole matrix elements provide information about the
optical selection rules, which can be used to exclude some
dark transitions from our excitonic calculations. This
speeds up the numerical studies performed below by a
significant factor. The interaction of the system with the
incident light is included, within the dipole approxima-
tion, via the interaction Hamiltonian
HI = −d · E(t) = er · E(t). (11)
Here, d = −er is the dipole moment operator and E(t)
the time-dependent electric field of the light. By con-
struction, transitions between different valleys and dif-
ferent spins are not allowed. We introduce some nota-
tion to simplify the expressions. Let α be shorthand
for {n, λ, ky} and η for {τ, s}, then the dipole matrix
elements are written as dα→α
′
η = 〈Ψn,λτ,s,ky |d|Ψ
n′,λ′
τ ′s′,k′y
〉,
where Ψn,λτ,s,ky are the single-particle eigenstates of HˆB .
For the dipole matrix elements in the x direction, we
find
dα→α
′
η,x = −eδky,k′y
〈
Φn,λτ,s |x|Φn
′,λ′
τ,s
〉
= −eδky,k′y
〈
Φn,λτ,s
∣∣∣[HˆB , x]∣∣∣Φn′,λ′τ,s 〉
En,λτ,s − En′,λ′τ,s
. (12)
The commutator is simply [HˆB , x] = −i~vF τσx. A sim-
ilar expression holds for the commutator with y. Conse-
quently, the dipole matrix elements are found to be
dα→α
′
η =
e~vF δky,k′y
2∆En,λn′,λ′
[
Bλ,nτ,s C
n′,λ′
τ,s
( −iτ
1
)
δn−τ,n′
− Bn′,λ′τ,s Cn,λτ,s
(
iτ
1
)
δn+τ,n′
]
.
(13)
Here, ∆En,λn′,λ′ := E
n,λ
τ,s −En
′,λ′
τ,s . The non-zero dipole ma-
trix elements correspond to the bright interband transi-
tions. Equation (13) shows that the allowed interband
transitions from a LL with index n are to LLs with index
n′ = n± 1 and at the same ky points.
III. EQUATION OF MOTION APPROACH
The excitonic properties will be calculated using an
EOM approach similar to that of Ref. 7, which is an
extension of the method introduced to describe the
magneto-optics of graphene in a cavity in Ref. 34. The
approach relies primarily on writing and solving Heisen-
berg’s equation of motion, which is given by
− i~∂ρˆ
∂t
= [Hˆ, ρˆ]. (14)
4Here Hˆ, is the full Hamiltonian including HˆI , and ρˆ is
the density matrix for the states of HˆB .
To compute the density matrix, we introduce the
creation and annihilation operators cˆ†α,η(t) and cˆα,η(t),
which, respectively, create or annihilate an electron in
state Ψηα ≡ Ψn,λτ,s,ky (Recall, that α is short for {n, λ, ky}
and η is short for {τ, s}). The creation and annihila-
tion operators obey the usual anti-commutator relations.
Using these operators, we can express the single-particle
Hamiltonian and the light-matter interaction Hamilto-
nian as
HˆB(t) =
∑
α,η
Eηαρˆ
η
α,α(t), (15)
HˆI(t) = −E(t) ·
∑
α,α′,η
dα→α
′
η ρˆ
η
α,α′(t), (16)
where ρˆηα,α′(t) = cˆ
†
α,η(t)cˆα′,η(t) are elements of the den-
sity matrix in a basis of the eigenstates of HˆB . Note
that only a few of the terms in the sum over α′ give non-
zero contributions to HˆI due to the optical selection rules
from Sec. II.
Solving Heisenberg’s EOM exactly as expressed in
Eq. (14) is not possible. Consequently, we take the ex-
pectation value on both sides of Eq. (14) with respect to
the equilibrium state, and get the following EOM for the
expectation value
− i~ ∂
∂t
pηα,α′ =
〈
[Hˆ, ρˆηα,α′ ]
〉
, (17)
with pηα,α′ = 〈ρηα,α′〉. Note that the diagonal elements
α = α′ define a new electron distribution. The commu-
tators of HˆB and HˆI with the density matrix are calcu-
lated in Appendix A and can be used to calculate the
single-particle optical response as in Ref. 35. We now
turn to the problem of including electron-electron inter-
actions in the Hamiltonian and then find the excitonic
states by solving Eq. (17).
IV. ELECTRON-ELECTRON INTERACTIONS
From this point on, we consider the full Hamiltonian
given by Hˆ = HˆB+HˆI+Hˆee, where the electron-electron
interaction Hamiltonian is defined by
Hˆee =
1
2
∫
dr1dr2ψˆ
†(r1)ψˆ†(r2)U(r1 − r2)ψˆ(r2)ψˆ(r1).
(18)
Here, the integrals also cover spin, U(r) is the electron-
electron interaction potential defined below, and ψˆ(r) is
the field operator, given by
ψˆ(r) =
∑
α,η
cˆα,ηΨ
η
α(r). (19)
Here and in the following, we drop the explicit time de-
pendence of cˆα,η(t) and ρˆ
η
α,α′(t) to simplify notation.
In a strict two-dimensional system, the electron-
electron interaction U(r) is not the usual Coulomb po-
tential, but instead given by the Keldysh potential.36 In
momentum space the Keldysh potential has the following
simple form36–38
U(q) =
e2
2ε0
1
q(κ+ r0q)
, (20)
where q = |q|, ε0 is the vacuum permittivity, r0 is a
material dependent in-plane screening length, and κ =
(κa + κb)/2 is the average of the relative dielectric con-
stant of the substrate and the capping material. The
in-plane screening lengths used in this paper are listed in
Table II.
Before calculating the commutator of Hˆee with the
density matrix and solving the Heisenberg EOM, we will
rewrite Hˆee slightly. Assuming that the electron-electron
coupling between different valleys is negligible, the Hˆee
can be written as
Hˆee =
1
2
∑
τ,s,s′
α1,α2
α3,α4
Uτ,s,s
′
α1α4,α2α3 cˆ
†
α1,τ,scˆ
†
α2,τ,s′ cˆα3,τ,s′ cˆα4,τ,s,
(21)
where two of the summations over spin cancel because of
the spin integrals in Eq. (18), and the so-called Coulomb
integrals are
Uτ,s,s
′
α1α4,α2α3 =
1
4pi2
∫
d2q U(q)F τ,sα1,α4(q)F
τ,s′
α2,α3(−q).
(22)
Here, F τ,sα,α′(q) are structure factors defined as
F τ,sα,α′(q) =
∫
d2r eiq·r(Ψατ,s(r))
∗Ψα
′
τ,s(r). (23)
An explicit expression for the structure factors is pro-
vided in Appendix B. Using Eq. (21), we calculate the
commutator of the full Hamiltonian with the density ma-
trix in Appendix A and find that the EOM in Eq. (17)
can be written as
5(
Eηα′ − Eηα − i~
∂
∂t
)
pηα,α′ =
∑
α1,α2
α3
pηα1,α3
(
Uτ,s,sα′α3,α1α2p
η
α,α2 − Uτ,s,sα1α,α2α3pηα2,α′
)
− E(t) ·
∑
α′′
(
dα
′′→α
η p
η
α′′,α′ − dα
′→α′′
η p
η
α,α′′
)
.
(24)
Here, Eηα ≡ Eτ,sn,λ and the expectation value of the four-
body operator in Hˆee has been truncated at the ran-
dom phase approximation (RPA) level.39 Comparing the
EOM to what was found in Ref. 7, we see that the gen-
eral form of the equation is equivalent to the expression
for a system with an arbitrary number of bands. In the
following subsections, we keep only the terms of Eq. (24),
which are of first order in the electric field and collect the
terms corresponding to the exchange self-energy correc-
tions and electron-hole interactions.
A. Exchange self-energy corrections
In this section, we briefly touch upon the exchange self-
energy corrections caused by the electron-electron inter-
actions. The term exchange should be understood in the
sense of the Hartree-Fock approximation, where there are
two corrections to self-energy: The Hartree correction,
which is canceled by the interaction with the positive
background (see Appendix A), and the exchange correc-
tion.
Although exchange self-energy corrections are not the
main focus of this work, it is still important to include
them if we hope to accurately describe the transition en-
ergy of the excitons. This is because the self-energy cor-
rection has a strong impact on the value of the single
particle gap. In Appendix A, the first order terms that
result in a renormalization of the LLs are collected. It
is found that the self-energy renormalized LLs, E˜ηα, are
given by
E˜ηα = E
η
α − Σηα, Σηα =
∑
α′
f(Eηα′)U
τ,s,s
α′α,αα′ . (25)
Here, Σηα is the exchange self-energy correction and f(E)
is the Fermi-Dirac distribution. We calculate the ex-
change self-energy correction using the structure factors
from Appendix B. Converting the sum over ky to an in-
tegral, the exchange self-energy can be written as∑
α′
Uτ,s,sα′α,αα′f(E
η
α′) =
∑
n′,λ′
f(Eηn′,λ′)I
η
λ′n′,λn, (26)
where the integrals are defined as
Iηλn,λ′n′ =
1
16pi2
∫
d2q U (q) e−
l2Bq
2
2
∣∣∣Jηλn,λ′n′(q)∣∣∣2 .
(27)
Here, Jηλn,λ′n′ is the function defined in Eq. (B4). The
integral in Eq. (27) is simplified by the fact that U(q)
and |Jηλn,λ′n′(q)|2 only depend on q = |q|, meaning that
the angular integral simply gives a factor of 2pi. In the
remainder of the paper, we assume that the system is
undoped, i.e. the Fermi level is in the band gap, and
that T = 0 K. This implies that the sum in Eq. (26)
only runs over the valence type LLs, which simplifies the
numerical calculations.
For graphene described in the Dirac approximation,
the exchange self-energy correction has been found to
diverge logarithmically when summing over an infinite
number of valence LLs.40 We have observed the same
type of divergence numerically for the expression in
Eq. (26). Consequently, a cutoff Ncut of the summa-
tion over LLs has to be introduced. In Ref. 41, (see also
Ref. 42) the cutoff was calculated for graphene by equat-
ing the concentration of electrons in Ncut LLs to that in
the filled valence band. The same approach can be used
for TMDs and we find a cutoff equal to
Ncut =
pil2B
Ω0
, (28)
with Ω0 =
√
3a2/2 the area of the primitive unit cell of
the TMD. Taking a = 3.2 A˚ for all four TMDs,43 we get
a cutoff equal to Ncut ≈ 2.33× 104/B T.
B. Excitonic effects
Finally, using the exchange self-energy corrected LLs,
we proceed to calculating the excitonic effects of TMDs
perturbed by an external magnetic field. As shown in
Appendix A, the excitonic states can be found by solving
the first-order equation(
E˜ηα′ − E˜ηα − i~
∂
∂t
)
pη,1α,α′ =(∑
α1,α2
Uτ,s,sα′α2,α1αp
η,1
α1,α2 − E(t) · dα
′→α
η
)
∆fηα′,α, (29)
where ∆fηα′,α = f(E
η
α′) − f(Eηα). As in Ref. 7 the exci-
tonic transition energies can be calculated by solving the
homogeneous equation, i.e. setting E(t) = 0. Changing
from time to frequency domain, we get the homogeneous
equation
(E˜ηα′−E˜ηα−E)pηα,α′ =
∑
α1,α2
Uτ,s,sα′α2,α1αp
η
α1,α2∆f
η
α′,α. (30)
Here, pηα,α′ should be understood as the Fourier trans-
form of pη,1α,α′ and E is the exciton transition energy for
6FIG. 3. Electron-hole interaction kernels plotted for MoS2 in
a magnetic field of 100 T. The kernels are plotted for the K
valley, spin up, and (n, n′, nv) = (0, 1, 0).
a fixed combination of spin and valley. The excitonic
states are the interband solutions of Eq. (30), i.e. where
α and α′ correspond to valence and conduction states,
respectively. Thus, we assume that to be the case. Ad-
ditionally, the sum over α1 and α2 can be split into two
contributions: One where α1 and α2 are valence and con-
duction states, respectively, and one where the converse
holds. We denote these cases the resonant contribution
and the non-resonant contribution, respectively. In the
following, we keep only the resonant contribution. It has
been shown in Ref. 7 that this is a valid approximation.
To clearly distinguish the valence and conduction
states, we write αv and αc for α1 and α2 in Eq. (30),
respectively. Setting ky = k
′
y (which corresponds to ig-
noring the dark non-vertical transitions, see Sec. II A),
we simplify the right hand side of Eq. (30) by writing∑
αv,αc
Uτ,s,sα′αc,αvαp
η
αv,αc ≈
∑
nv,nc
∫ ∞
−∞
dqy Kτ,s,sn′nc,nvn(qy − ky)
× pηnv,nc(qy). (31)
Here, we write the approximate sign to indicate the ap-
proximations discussed above, and, we denote pηαv,αc by
pηnv,nc(ky) in the case, where the ky values associated
with αc and αv are equal. The different λ parameters
are fixed by the previous assumptions and are not written
explicitly. The electron-hole interaction kernel Kτ,s,sn′nc,nvn
is calculated using the structure factors and is found to
be
Kτ,s,sn′nc,nvn(qy) =
1
16pi2
∫ ∞
−∞
dqx U (q) e
− l
2
B |q|
2
2
× Jτ,s+n′,+nc(q)J
τ,s
−nv,−n(−q), (32)
where the integral over qx must be performed numer-
ically. This finally implies a homogeneous first-order
equation given by
(E˜ηα′ − E˜ηα − E)pηn,n′(ky)
=
∑
nv,nc
∫ ∞
−∞
dqy Kτ,s,sn′nc,nvn(qy − ky)pηnv,nc(qy). (33)
µτ,+1 (me) µτ,−1 (me) r0 (A˚)
MoS2 0.380 0.418 41.4
MoSe2 0.355 0.417 51.7
WS2 0.159 0.199 37.9
WSe2 0.170 0.223 45.1
TABLE II. Parameters used in the calculation of the excitonic
properties for the four common types of TMDs. The first and
second column contain the reduced exciton masses for the
spin up and down bands, respectively. The third column is
the in-plane screening length, and is taken from Ref. 6.
Equation (33) corresponds to the Bethe-Salpeter equa-
tion for electron-hole pairs,44 and it can be written as
an eigenvalue problem with eigenvalues E by discretizing
the integral over qy. The size of the eigenvalue prob-
lem scales as NkNcNv, where Nk is the number of points
used to discretize the integral, and where Nc and Nv are
the number of conduction and valence LLs, respectively.
It is clear that only if the electron-hole kernel decays
sufficiently fast with increasing nc and nv can we hope
to solve Eq. (33), since that would imply that the sums
over nc and nv can be truncated. Fortunately, the kernel
does decay quite fast in nc and nv, as illustrated for nc
in Fig. 3. In the next section, we turn our attention to
an alternative (and non-microscopic) description of the
excitonic properties of TMDs.
V. WANNIER MODEL
In this section, we briefly introduce the Wannier
model28 for excitons. The Wannier model is based on
the effective mass approximation for a single pair of va-
lence and conduction bands. For a two-dimensional semi-
conductor in a perpendicular magnetic field (using the
symmetric gauge for the magnetic vector potential), the
operator describing zero angular momentum excitons, i.e.
s-type states, is45
Hˆex = − ~
2
2µ
∇2 + e
2B2
8µ
r2 − U(r). (34)
Here, µ is the reduced effective mass, ∇2 is the 2D
Laplace operator, r is the relative electron-hole distance,
and U(r) is the electron-hole interaction potential given
as the real space representation of Eq. (20). Taking the
inverse Fourier transform of Eq. (20), we find
U(r) =
e2
8ε0r0
[
H0
(
κr
r0
)
− Y0
(
κr
r0
)]
, (35)
with r = |r|, H0 the Struve function and Y0 a Bessel
function of the second kind.
For a direct comparison of the Wannier model with
the solutions to Eq. (33), we want to use the same pa-
rameters in both models. Thus, we calculate the ef-
fective mass from the eigenvalues of the unperturbed
single-particle operator Hˆ0. Expanding the eigenvalues
7FIG. 4. Plot of τs = +1 band gaps of suspended monolayer TMDs, i.e. taking κ = 1. The uncorrected (black) and exchange
self-energy corrected (red) band gaps are shown as a function of magnetic field. In addition, the exchange self-energy correction
to the band gaps, ∆Στs ≡ E˜τsg − Eτsg , is plotted (blue). The blue lines refer to the blue axes, while the rest refer to the black
axes.
in Eq. (3) around |k| = 0, we find that the effective mass
of an electron or hole in the τ valley and with spin s is
m∗τ,s =
|∆τ,s|
v2F
. (36)
The effective masses of electrons and holes are equal due
to the symmetric conduction and valence bands. The re-
duced effective mass is then µτ,s = m
∗
τ,s/2, for which the
values for the four common TMDs are given in Table II.
The s-type excitons, corresponding to bright
excitons,46 can be found by solving the eigenvalue
problem Hˆexψ(r) = Eexcψ(r), where Eexc is the exciton
energy. We solve it by expanding ψ(r) in a basis of Bessel
functions, more specifically the basis φi(r) = J0(λir/R),
where λi is the i’th zero of the Bessel J0 function and
r ≤ R. This basis corresponds to introducing an infinite
barrier at r = R, but this should not affect the results
as long as R is sufficiently large. The same basis was
recently used to describe the Stark shift of excitons in
monolayer TMDs.46,47
VI. RESULTS
In this section, our results are presented and discussed.
In addition, we devote some attention to the computa-
tional approaches applied. All results were obtained us-
ing the parameters in Tabs. I and II. Evaluating the inte-
grals in the exchange self-energy correction, i.e. Eq. (27),
is done using an adaptive quadrature and a numerical
high precision library.48 This approach, although compu-
tationally expensive, is found to provide accurate results
for the rapidly oscillating integrands that occur when n
and n′ are large. In contrast, since the sum in Eq. (33)
can be truncated at reasonably low values of nc and nv,
as illustrated by Fig. 3, the integral in the electron-hole
kernel can be evaluated using the Gauss-Hermite quadra-
ture. For the calculation of excitonic energies using the
Wannier model, we use 400 basis functions and fix R at
R = 20 nm. The kinetic and magnetic matrix elements
can be calculated analytically in this basis, while the po-
tential matrix elements are computed numerically using
a Gauss-Legendre quadrature.
First, we consider the exchange corrections. We de-
note the exchange self-energy corrected and the uncor-
8rected band gaps as E˜τsg and E
τs
g , respectively. The E˜
τs
g
and Eτsg band gaps are plotted in Fig. 4 as a function
of magnetic field for τs = +1 , i.e. spin up at the K
valley or spin down at the K ′ valley. The results show
that the self-energy correction gives rise to an opening of
the band gap on the order of 0.8 to 1.0 eV. Similar val-
ues hold for the τs = −1 gaps. We find smaller exchange
self-energy corrections than those of Ref. 7 for the case of
unperturbed monolayer TMDs. The explanation for this
discrepancy is twofold: Firstly, we use a different param-
eter set. Secondly, the cutoffs that are used are different.
But, as will be shown later, our approach results in ex-
citon transition energies that match experiments quite
well.
Considering the magnetic field dependence of the band
gaps, we see that the uncorrected band gaps calculated
using the LL energies in Eq. (5) vary linearly with mag-
netic field for the field range in Fig. 4. We also find a lin-
ear magnetic field dependence of the exchange self-energy
correction to the band gap with slopes of 5.57 µeV/T for
MoS2, 7.76 µeV/T for MoSe2, 20.0 µeV/T for WS2, and
19.3 µeV/T for WSe2. The slopes are for τs = +1 states,
but similar slopes hold for the τs = −1 states. This ap-
parent linear behavior of ∆Στs = E˜τsg − Eτsg can be ex-
plained by studying the expression in Eq. (26). For small
B, it can be shown using Eqs. (27) and (B4) that the inte-
grals Iηλn,λ′n′ are proportional to
√
B, for all λ, λ′, n and
n′. If we can show that Iη−0,−n′ − Iη+1,−n′ is proportional
to (n′ + 1)−3/2 as a function of n′, the result is a linear
behavior of ∆Στs since
∆Στs ∝
√
B
Ncut∑
n′
(n′ + 1)−
3
2 ≈
√
B
∫ Ncut+1
1
dn′ n′−
3
2
≈ 2
√
KB. (37)
Here, the last approximation holds for a cutoff of the
type Ncut = K/B, with K some constant, and for small
B. The inset in Fig. 5 shows Iη−0,−n′ − Iη+1,−n′ on a
log-log scale for MoS2, with B = 100 T and τs = +1.
Fitting with a linear function, we find a power of q =
−1.33 ± 0.03 covering the range from 20 T to 100 T .
Thus, an approximately linear behavior of the exchange
self-energy correction is expected.
In photoluminescence and spectroscopy experiments, it
is typically the exciton transition energy and not the ex-
change self-energy corrected band gap that is measured.
But demonstrating that the exchange self-energy correc-
tion is approximately linearly in the magnetic field is im-
portant if the diamagnetic shift of the exciton transition
energy is used to estimate the exciton size, as was done in
Refs. 18, 20, and 22. Any finite quadratic dependence of
the exchange self-energy correction would result in errors
in the estimates of the exciton sizes. Although the results
presented here do not exclude finite quadratic terms in
the exchange self-energy correction, they appear to be
small enough that any error in the estimation of the ex-
citon size should be negligible.
FIG. 5. Convergence of the transition energy of the A exciton
in MoS2 in a 100 T field. The black line refers to the situation
where all LLs up to a cutoff Nv = Nc are included and the red
line refers to the situation where only significant transitions
are included, i.e. of the type nv to nc ∈ [nv − 1, nv + 3]. The
dashed blue line is the exciton transition energy calculated.
Finally, the inset shows the integrals Iη−0,−n′ − Iη+1,−n′ on a
log-log scale for τs = +1.
Turning our attention to the exciton states, we note
that it is difficult to separate the bright and dark exciton
states calculated in the EOM approach, since Eq. (33)
mixes dark and bright transitions. This difficulty might
be resolved by writing the magnetic vector potential in
the symmetric gauge in HˆB and repeating the derivations
in Sec. IV, but this study is left for future work. At the
present time, we will instead focus on the ground state
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FIG. 6. Plot of the squared eigenvector of the A exciton in
MoS2 in an external field of 100 T at ky = 0. The elements of
the eigenvector have been normalized, such that the largest
norm is unity. The plot shows that only a few transitions
are significant, and that they are centered around transitions
allowed by the optical selection rules.
9Transition energies Exciton energies
EOM Experimental, B = 0 T Experimental, B ≈ 65 T EOM Wannier
TMD κ A B A B A B A B A B
MoS2 1.00 1.918 2.076 -0.620 -0.632 -0.617 -0.632
1.55 1.907 2.066 1.895,22 1.94821 2.042,22 2.09221 1.896,22 1.94821 2.044,22 2.09421 -0.491 -0.504 -0.489 -0.503
MoSe2 1.00 1.516 1.735 -0.526 -0.542 -0.513 -0.533
1.55 1.512 1.730 1.66013 -0.419 -0.434 -0.409 -0.428
WS2 1.00 2.042 2.467 -0.559 -0.584 -0.520 -0.555
1.55 2.030 2.453 2.039,25 2.04522 2.442,25 2.45322 2.040,25 2.04622 2.442,25 2.45422 -0.426 -0.450 -0.392 -0.424
WSe2 1.00 1.761 2.216 -0.511 -0.535 -0.468 -0.505
1.55 1.755 2.209 1.74412 -0.393 -0.417 -0.357 -0.391
3.30 1.721 2.173 1.73220 1.73320 -0.229 -0.247 -0.197 -0.224
4.50 1.700 2.152 1.72318 1.72418 -0.177 -0.192 -0.144 -0.168
TABLE III. Theoretical and experimental transition and exciton energies for A and B excitons in TMDs with different dielectric
environments. All theoretical energies are computed at 100 T. Experimental exciton transition energies are indicated by
superscripts.
excitons. We follow convention and denote the spin up
and down ground state excitons at the K valley as A
and B, respectively. Similarly, we have A′ and B′ ground
state excitons in the K ′ valley. In the absence of valley
Zeeman splitting, the A and A′ excitons are energetically
degenerate and the same holds for the B and B′ excitons.
Consequently, in the following, only the A and B excitons
are considered. In Fig. 6, the squared eigenvector of the
A exciton in MoS2 is plotted for ky = 0. The plot shows
that the significant transitions between LLs are where nv
couples to nc = nv+1, which coincides exactly the bright
transitions according to Sec. II A. We also find that the
same holds for the B exciton. Consequently, the exciton
ground states must be bright.
When solving Eq. (33), discretizing the integral over
qy using a Gauss-Hermite quadrature with Nk = 300
nodes has been found to result in good convergence. If
we then include the first 15 valence and conduction LLs in
the summation in Eq. (33), the resulting matrix has size
67500× 67500 and is at the limit of what we can handle
numerically. But for these values the exciton transition
energy has not yet converged, as illustrated for the A ex-
citon in MoS2 by the black line in Fig. 5. Alternatively,
we can utilize that only a few transitions are significant in
the exciton ground state, as was demonstrated in Fig. 6.
In fact, calculating the norm of the eigenvector where
only transitions of the type nv to nc ∈ [nv − 1, nv + 3],
have been included, we find that the squared overlap is
only 2% less than unity. Including only these significant
transitions allows us to include more valence LLs and, as
illustrated by the red line in Fig. 5, obtain a better con-
vergence. The cost is a small error on the order of a few
meV. The numerical difficulties associated with including
a high number of LLs in the excitonic calculations result
in a restriction on the magnetic field strength used hence,
as the magnetic field strength decreases, more LLs need
to be included in the calculations to secure sufficiently
converged results. Eventually, the current computational
restrictions limit us to magnetic fields above 100 T.
Turning to the exciton transition energies, we begin by
expressing the transition energies Eτ in terms of the dif-
ferent magnetic field-dependent terms. At low magnetic
fields, we can write19,22
Eτ = E0 + µgB + τµZB + σdiaB
2, (38)
with τ the valley index, E0 the zero-field exciton tran-
sition energy, µgB the field dependent change in band
gap, τµZB the valley Zeeman shift, and finally σdiaB
2
the diamagnetic shift. Since the valley Zeeman shift is
not included in our single-particle Hamiltonian, the tran-
sition energies found by solving Eq. (33) are of the form
E = E0 + µgB + σdiaB
2. To allow for comparisons be-
tween the theoretical and the experimentally measured
exciton transitions energies, we average the experimen-
tally measured exciton transition energies from the K
and K ′ valleys to remove the valley Zeeman splitting,
i.e. use E = (E+1 + E−1)/2.
The exciton transition energies of the A and B exci-
tons are presented in Table III. In columns three and
four, we show the theoretical transition energies, which
were calculated by solving Eq. (33). Columns five and
six, contain the experimental exciton transition energies
when there is no external magnetic field. In columns
seven and eight, we show the experimental exciton tran-
sition energies at approximately 65 T. Comparing the
zero-field transition energies with the experimental tran-
sition energies in columns seven and eight, we see that
the exciton transition energies exhibit a minimal depen-
dence on the magnetic field. In fact, experiments predict
that the quadratic diamagnetic shift is on the order of
only a few meV18,22 for a magnetic field of 100 T. Conse-
quently, we can compare the calculated transition ener-
gies to the measured transition energies in a system with
no magnetic field. Table III shows that the transition
energies of MoS2, WS2, and WSe2 are very well cap-
tured by our model, with differences on the order of 10
meV. The calculated results for MoSe2 differ more from
the experimental results, with the calculated transition
energy being approximately 150 meV below the exper-
imental transition energy. This discrepancy indicates a
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FIG. 7. Plot of the corrected band gap (red line), the exciton
transition energy (blue line and green diamonds) and the ex-
citon energy (black line) as a function of the relative dielectric
constant of the surrounding medium for MoS2, with B = 100
T and τs = +1. The exciton transition energy calculated
from the Wannier results (blue line) is the sum of exciton en-
ergy (black line) and the corrected band gap (red line), i.e.
E = E˜g + Eexc.
problem with the material parameters used and not the
method, as the results agree well for the three other types
of materials.
In the final four columns of Table III, the exciton ener-
gies calculated using the EOM approach and the Wannier
model are presented. For the EOM method, the exci-
ton energies are found from Eexc = E − E˜g, where E is
the exciton transition energy found by solving Eq. (33)
and E˜g is the exchange self-energy corrected band gap.
Comparing the results, we see that all the exciton ener-
gies calculated using the EOM approach are below the
Wannier results. That is to be expected since the EOM
approach relies on less strict approximations. The dif-
ferences between the calculated energies are quite small
and vary from a few meV to 50 meV. Thus, if errors in
this range are acceptable, the Wannier model provides a
useful model for excitons in monolayer TMDs.
Finally, we also consider the effect of changing the
dielectric environment of the TMDs, i.e. varying the
screening parameter κ in the potentials in Eqs. (20) and
(35). The effect is illustrated in Fig. 7 for MoS2 in a
magnetic field of 100 T. The figure shows that the ex-
change self-energy corrected band gap decreases while the
exciton energy increases as a function of κ. These two
counteracting effects result in exciton transition energies,
which only exhibit minimal dependence on the dielectric
environment, as illustrated by the blue line and green
squares in Fig. 7. This effect has previously been demon-
strated in TMDs with no external magnetic field,49 but
Fig. 7 illustrates that it still holds for systems in the
presence of a perpendicular magnetic field. This phe-
nomenon further underlines the importance of including
the exchange self-energy corrections in a self-contained
model. We find that similar results hold for the other
TMDs.
Comparing the EOM method and the Wannier model,
we see that both have advantages and disadvantages.
The EOM method provides a self-contained framework,
including the unique LL structure and a higher accuracy
of the exciton energies. The disadvantage is that the
numerical computations are demanding and, as a conse-
quence, small magnetic fields cannot be considered. For
the Wannier method, the numerical calculations are rel-
atively simple and arbitrary magnetic field strengths can
be considered. The disadvantages are that for some sys-
tems the accuracy is lower than the EOM method and
that only the excitonic properties are described. The
Wannier model provides no information about the unique
LL structure or the field-dependent change of the band
gap. Consequently, the choice between the EOM method
and the Wannier method depends on the application, and
which aspects are deemed important.
VII. SUMMARY
In summary, starting from a Dirac-type Hamilto-
nian describing the band structure of monolayer TMDs
around the K and K ′ points, we have introduced an ex-
ternal magnetic field and then included electron-electron
interactions to account for the exchange self-energy cor-
rections and excitons. In this setup, we used the EOM
approach to find the ground state exciton transition ener-
gies. Our results were compared to the popular Wannier
model for excitons and recent experimental results.
When comparing with the Wannier model, we found
that the ground state exciton energies match quite well.
Consequently, the EOM method validates the Wannier
model in this case. The exciton energies only exhibit
a small dependence on the magnetic field (up to a few
meV for realistic field strengths), but the optical proper-
ties are expected to change significantly. Thus, we will
focus on the optical properties of magnetoexcitons in fu-
ture projects. We also expect to see more pronounced
differences between the optical response calculated using
the EOM approach and the Wannier model.
Comparing the calculated transition energies with the
experimental values, we also found a very good agree-
ment. This shows that the exchange self-energy correc-
tion is central if accurate theoretical calculations of the
exciton transition energies are needed. Finally, we con-
sidered the effect of the dielectric environment on the
exciton transition energy. We found that increasing the
dielectric constant of the environment causes a decrease
in the corrected band gap and an increase in the exciton
energy. These two counteracting effects cause a mini-
mal dependence of the exciton transition energies on the
dielectric environment. This holds for both the EOM
method results and transition energies calculated from
the Wannier model results.
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Appendix A: Commutator relations and the equation of motion
In this section, we present the commutator relations between Hˆ = HˆB + HˆI + Hˆee and the density matrix, as well
as the relevant equation of motion. First, we calculate the commutator relations using the following relation[
ρˆηα1,α2 , ρˆ
η′
α3,α4
]
= ρˆηα1,α4δα2,α3δη,η′ − ρˆηα3,α2δα1,α4δη,η′ . (A1)
Applying this relation to the first two terms of the commutator [Hˆ, ρηα,α′ ], we find[
HˆB , ρˆ
η
α,α′
]
=
∑
α′′,η′
Eη
′
α′′
[
ρˆη
′
α′′,α′′ , ρˆ
η
α,α′
]
(A2)
= (Eηα − Eηα′)ρˆηα,α′ , (A3)
and [
HˆI , ρˆ
η
α,α′
]
= −E(t) ·
∑
α1,α2,η′
dα1→α2η′
[
ρˆη
′
α1,α2 , ρˆ
η
α,α′
]
(A4)
= −E(t) ·
∑
α′′
(
dα
′′→α
η ρˆ
η
α′′,α′ − dα
′→α′′
η ρˆ
η
α,α′′
)
. (A5)
In the commutator relation between the electron-electron interaction Hamiltonian and the density matrix, the following
commutator relation is useful[
cˆ†α1,τ,s′ cˆ
†
α2,τ,s′′ cˆα3,τ,s′′ cˆα4,τ,s′ , cˆ
†
α,τ ′,scˆα′,τ ′,s
]
= δτ,τ ′
(
cˆ†α1,τ,scˆ
†
α2,τ,s′′ cˆα3,τ,s′′ cˆα′,τ,sδα,α4δs,s′
+ cˆ†α1,τ,s′ cˆ
†
α2,τ,scˆα′,τ,scˆα4,τ,s′δα,α3δs,s′′
− cˆ†α,τ,scˆ†α2,τ,s′′ cˆα3,τ,s′′ cˆα4,τ,sδα′,α1δs,s′
−cˆ†α1,τ,s′ cˆ†α,τ,scˆα3,τ,scˆα4,τ,s′δα′,α2δs,s′′
)
. (A6)
Applying Eq. (A6) to the [Hˆee, ρˆ
η
α,α′ ] commutator, we find[
Hee, ρˆ
η
α,α′
]
=
∑
s′,α1
α2,α3
{
Uτ,s,s
′
α1α,α2α3 cˆ
†
α1,τ,scˆ
†
α2,τ,s′ cˆα3,τ,s′ cˆα′,τ,s − U
τ,s,s′
α′α1,α2α3 cˆ
†
α,τ,scˆ
†
α2,τ,s′ cˆα3,τ,s′ cˆα1,τ,s
}
, (A7)
where we also used the relation
Uτ,s,s
′
α1α4,α2α3 = U
τ,s′,s
α2α3,α1α4 . (A8)
Collecting the terms in Eqs. (A3), (A5) and (A7), we can now write Heisenberg’s equation of motion for the full
Hamiltonian including electron-electron interactions. To write Eq. (17), we compute the expectation value of the
commutator relations keeping terms, which are of first order in the electric field. While the expectation values of
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Eqs. (A3) and (A5) are found by straightforward calculation, we apply the random phase approximation (RPA)39 to
find 〈[
Hee, ρˆ
τ,s
α,α′
]〉
=
∑
s′,α1
α2,α3
{
Uτ,s,s
′
α1α,α2α3
(
pτ,s
′
α2,α3p
τ,s
α1,α′ − δs,s′pτ,sα1,α3p
τ,s
α2,α′
)
− Uτ,s,s′α′α1,α2α3
(
pτ,s
′
α2,α3p
τ,s
α,α1 − δs,s′pτ,sα2,α1pτ,sα,α3
)}
, (A9)
where pτ,sα,α′ = 〈ρˆτ,sα,α′〉. Terms allowing mixing of spins correspond to the Hartree terms in Hartree-Fock theory. They
are canceled by the interaction with the positive background50 and, as a result, the expectation value has the following
form 〈[
Hee, ρˆ
τ,s
α,α′
]〉
=
∑
α1,α3
pα1,α3
∑
α2
(
Uτ,s,sα′α3,α1α2p
τ,s
α,α2 − Uτ,s,sα1α,α2α3pτ,sα2,α′
)
. (A10)
This gives the following EOM for the expectation value(
Eηα′ − Eηα − i~
∂
∂t
)
pηα,α′ =
∑
α1,α2
α3
pηα1,α3
(
Uτ,s,sα′α3,α1α2p
η
α,α2 − Uτ,s,sα1α,α2α3pηα2,α′
)
−E(t)·
∑
α′′
(
dα
′′→α
η p
η
α′′,α′ − dα
′→α′′
η p
η
α,α′′
)
.
(A11)
The final step is to expand the expectation values in orders of the electric field and collect first-order terms in
Eq. (A11). The zero’th order of the expectation value can be expressed using the Fermi-Dirac distribution
pη,0α,α′ = f(E
η
α)δα,α′ , (A12)
where f(E) is the Fermi-Dirac distribution. Consequently, the first order equation is(
Eηα′ − Eηα − i~
∂
∂t
)
pη,1α,α′ =
(∑
α1,α2
Uτ,s,sα′α2,α1αp
η,1
α1,α2 − E(t) · dα
′→α
η
)
∆fηα′,α
+
∑
α1,α2
f(Eηα1)
(
Uτ,s,sα′α1,α1,α2p
η,1
α,α2 − Uτ,s,sα1α,α2α1pη,1α2,α′
)
, (A13)
where ∆fηα′,α = f(E
η
α′) − f(Eηα) and pη,1α,α′ is the first-order term of the expectation value. We rewrite the last term
on the right hand side to isolate the exchange self-energy correction∑
α1,α2
f(Eηα1)
(
Uτ,s,sα′α1,α1,α2p
η,1
α,α2 − Uτ,s,sα1α,α2α1pη,1α2,α′
)
= Σηα′ − Σηα +
∑
α1
f(Eηα1)× ∑
α2 6=α′
Uτ,s,sα′α1,α1α2p
η,1
α,α2 −
∑
α2 6=α
Uτ,s,sα1α,α2α1p
η,1
α2,α′
 , (A14)
where Σηα is the exchange self-energy correction given by
Σηα =
∑
α1
f(Eηα1)U
τ,s,s
α1α,αα1 . (A15)
The remaining terms in Eq. (A14) correspond to density terms and will be disregarded in this work. Thus, the first
order EOM for the expectation value of the density matrix reads(
E˜ηα′ − E˜ηα − i~
∂
∂t
)
pη,1α,α′ =
(∑
α1,α2
Uτ,s,sα′α2,α1αp
η,1
α1,α2 − E(t) · dα
′→α
η
)
∆fηα′,α, (A16)
with E˜ηα = E
η
α −Σηα. The interband solutions to the system of first order differential equations in Eq. (A16) give the
excitonic states.
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Appendix B: Structure factors
In this section, we find an explicit expression for the structure factors F τ,sα,α′ defined in Eq. (23). The explicit
expression allows for a numerical evaluation of the Coulomb integrals in Eq. (22). Inserting the expression for the
single-particle wavefunction, Eq. (6), in the structure factors, we find
F τ,sα,α′ =
∫
d2r
ei(qy−ky+k
′
y)y
Ly
eiqxx
(
Bn,λτ,s B
n′,λ′
τ,s φnτ,−(x˜)φn′τ,−(x˜
′) + Cn,λτ,s C
n′,λ′
τ,s φnτ,+(x˜)φn′τ,+(x˜
′)
)
, (B1)
where the notation is x˜ = x+ l2Bky, x˜
′ = x+ l2Bk
′
y, nτ,− = n− (τ + 1)/2 and nτ,+ = n+ (τ − 1)/2. For each term of
Eq. (B1), we calculate an integral of the type∫
dx eiqxxφn(x˜)φn′(x˜
′) = exp
(
− l
2
B(ky − k′y)2 + l2Bq2x
4
+ iqx
l2B
2
(ky + k
′
y)
)
×
√
n<!
n>!
(
ilBqx + lB sgn(n− n′)(ky − k′y)√
2
)n>−n<
Ln>−n<n<
(
l2Bq
2
x + l
2
B(ky − k′y)2
2
)
,
(B2)
where n> = max{n, n′}, n< = min{n, n′} and Lmn are associated Laguerre polynomials. The detailed calculation of
the integral in Eq. (B2) was provided in Ref. 51. The previous expression allows us to write the structure factors as
F τ,sα,α′(q) =
piδ(qy − ky + k′y)
Ly
exp
(
− l
2
B |q|2
4
+ iqx
l2B
2
(ky + k
′
y)
)
Jτ,sλn,λ′n′(q), (B3)
where the function Jηλn,λ′n′ is defined as
Jτ,sλn,λ′n′(q) =
(
ilBqx + lB sgn(n− n′)qy√
2
)n>−n< (√ (n< − (τ + 1)/2)!
(n> − (τ + 1)/2)!B
n,λ
τ,s B
n′,λ′
τ,s L
n>−n<
n<−(τ+1)/2
(
l2B |q|2
2
)
+
√
(n< + (τ − 1)/2)!
(n> + (τ − 1)/2)!C
n,λ
τ,s C
n′,λ′
τ,s L
n>−n<
n<+(τ−1)/2
(
l2B |q|2
2
))
. (B4)
The expression for the structure factors in Eq. (B3) is used to calculate both the excitonic properties and the exchange
self-energy corrections.
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