The aim of this research paper is to provide a large number of double integrals in the form of four master formulas. A large number of very interesting integrals follow special cases of our main findings. These results are obtained with the help of contiguous extensions of classical summation theorems such as of Watson, Dixon and Whipple on the sum of a 3 F 2 . The double integrals established in this paper are simple, interesting, easily established and may be useful.
Introduction
We recall an interesting double integral recorded in Edwards [1] for i, j = 0, ±1, ±2 and [x] denotes the greatest integer less than or equal to x. The coefficients A ij , B ij and C ij are given in Tables (1, 2 and 3) . The case (i = 0 = j) of (1.2) reduces immediately to the well know Watson's theorem. In the same paper [2] , the following fifty special cases of (1.2) are given 
for i, j = 0, ±1, ±2, and the coefficients D ij and E ij are given in Tables (4 and 5 ). In 1994, Lavoie et. al. [3] , obtained the following contiguous extension of the well known classical Dixon's theorem on the sum of a 3 F 2
The coefficients F ij and G ij appear in Tables (6 and 7) at the end of the paper. Also, if F ij is the left-hand side of (1.5), the natural symmetry
makes it possible to extend the result to j = −1, −2, −3. The case (j = 0 = i) of (1.5) reduces immediately to the well knows Dixon's theorem. In 1996, Lavoie et. al. in [4] , obtained the following contiguous extension of the well known classical Whipple's theorem on the sum of a 3 F 2
where a + b = 1 + i + j, e + f = 2c + 1 + i for i, j = 0, ±1, ±2, ±3. The coefficients H ij and I ij are given in Tables (8,9 ,10 and 11) at the end of the paper. For a recent proof of the Watson's summation theorem, see [6] . For more details about the recent generalizations of Watson's summation theorem and other classical summation theorems for the series 2 F 1 and 3 F 2 , see [7] and [8] .
It should be remarked here that whenever generalized hypergeometric functions reduce to closed forms, in particular, Gamma function products, the results are very important from an applications point of view. Applications of (1.4), (1.5) and (1.7) are given in the next section.
Main Results
In this section, the following four master formulas will be established
The coefficient A ij , B ij and C ij are given in Tables (1,2 • Second Double Integral
for i = −3, −2, −1, 0, 1, 2 and j = 0, 1, 2, 3. The conditions for the convergence of this integral are :
Also because of the property (1.6), the result (2.9) can be extended to the results for j = −1, −2, −3. The coefficients F ij and G ij are given in Tables (6 and 7) at the end of the paper.
• Third Double Integral
. Also, where a + b = i + j + 1, e + f = 2c + 1 + i and the coefficient H ij and I ij are given in Tables (8, 9 • Fourth Double Integral
where i, j = 0, ±1, ±2 and provided that Re(2c
The coefficient A ij , B ij and C ij are given in Tables (1,2 
Derivations
In order to derive the double integral (2.8), let us first evaluate a more general double integral (which is belived to be new)
(3.12)
To prove (3.12), denoting the LHS of (3.12) by I, expressing (1 − xyz) −a with the help of the Binomial theorem as
and changing the order of summation and integration (which are justified due to the uniform convergence of the series involved in the process), we get after little algebra
Now, evaluating the double integrals with the help of the beta integral result viz.
provided that Re(α) > 0 and Re(β) > 0. We have after some simplification
Finally, summing up the series, we get
This completes the proof of (3.12).
Remark: In (3.12), if we set z = 1,
we at once at Edwards's result (1.1). Thus the result (3.12) may be regarded as the generalization of (2.8).
Derivation of (2.8)
In (3.12), if we set z = 1, e = 2c + 1 and e = 1 2 (a + b + i + 1), then for i, j = 0, ±1, ±2, it takes the following form
The 3 F 2 appearing on the R.H.S. can now be evaluated with the help of the known result (1.2) and after little simplification, we easily arrive at the right hand side of (2.8). This completes the proof of (2.8).
In exactly the same manner the results (2.9) and (2.10) can be easily established by employing the results (1.3) and (1.4) respectively.
Derivation of (2.11)
In order to derive the double integral (2.11), let us first establish a general double integral involving hypergeometric function
provided that Re(α) > 0, Re(β) > 0 and Re(c + α − a − b) > 0. In order to derive (3.13), express the hypergeometric function as a series, change the order of integration and summation, which is easily seen to be justified due to the uniform convergence of the series in the interval (0, 1), evaluate the integral (1.1) due to Edwards, sum the resulting series, we finally arrive at the right-hand side of (3.13).
Now we are ready to evaluate (3.12). In (3.12), if we set α = c + j, β = c and c = 1 2 (a + b + i + 1), then for i, j = 0, ±1, ±2, it takes the following form
The 3 F 2 on the right-hand side of (3.14) can now be summed with the help of the known result (1.2) and after little simplification, we easily arrived at the right-hand side of (3.12).
For a similar investigation on a class of single integrals involving hypergeometric function, see [9] and [10].
Special Cases
In this section, we shall consider some of the very interesting special cases of (2.11) only. For this, let b = −2n and replace a by a + 2n or let b = −2n − 1 and replace a by a + 2n + 1 where n is zero or a positive integer. In each case one of the two terms on the right-hand side will vanish and fifty interesting double integrals are obtained. The are simply represented as
where i, j = 0, ±1, ±2; the coefficients D ij and E ij are given in Tables (4 and 5 ) at the end of the paper. On the other hand, if the Gegenbauer polynomials [5] are considered in the following form
where P (a,b) n (x) denotes the Jacobi polynomials [5] , then the cases (i = 0, j = −1) of (4.15) and (4.16) given by the following interesting double integrals
These are two typical illustrations. Similarly many other results can also be obtained from our main results but we shall not record them due to lack of space. 
(a+1)(a−1) (a+4n+1)(a+4n−1) 
