1. Introduction. One of the major questions that occurs in investigating problems of dynamic programming on an infinite time interval is" in which natural classes of strategies do there exist strategies that produce a pay-off uniformly close to the pure value? It is known that in the case of finite state and control sets, optimal stationary strategies exist 1] (this also follows from [2] ). However, if the set of states or controls is infinite, then optimal (and even e-optimal) stationary strategies need not exist [3] , [4, Chap. 6, 6 , Example 2] .
In the case of a countable state space X, a very general result was announced in [5, Theorem 2.1] that gives a description of such classes. Let F denote the set of all mappings F: X 2 x such that x F(x) for all x X. A nonrandomized strategy is called an F-strategy if in any current state x the control is chosen depending only on this state and the total time passed in F(x) prior to the current instant of time. Markovian and tracking [6] strategies are special cases of F-strategies. Let X* be a state set where the pure value is different from 0, or the pure value is equal to zero but controls exist on which the value of the optimality operator applied to the pure value is attained. According to Theorem 2.1 formulated in [5] , for any F F there exists an F-strategy that for all initial prehistories produces a pay-off uniformly close to the pure value (persistently el-optimal strategy; a precise definition of persistently el-optimal strategies is given in 6) and is stationary on X*. This theorem, on the one hand, elaborates the results of Everett [7] and Chitashvili [8] , [9] on the sufficiency of strategies that are stationary on subsets in case X is finite; on the other hand, it extends in various ways results on the sufficiency of stationary strategies [3] , [10] - [ 12] and the sufficiency of Markov strategies [13] [14] [15] [16] , and gives a positive answer to a problem raised in [17] regarding the sufficiency of tracking strategies.
This article uses one of the two schemes suggested in [5] to prove Theorem 2.1 of [5] . We prove a stronger result (Theorem 6.2) that generalizes Theorem 2.1 in [5] in the following three directions: (1) a broader state set than X* is given where one can confine oneself to stationary controls; (2) wherever one cannot confine oneself to stationary controls, one can choose nonstationary strategies not only among the F-strategies but also from other natural classes of strategies; (3) the existence of persistently el-optimal strategies is proved for functions in a broader class than in Theorem 2.1 of [5] .
We point out that the question of the sufficiency of stationary strategies on X* in the case of a countable chain was raised by R. Ya. Chitashvili in a lecture at the Third Colloquium--Seminar on the theory of random processes (Panaga, May 1982).
Note that the consideration of persistently el-optimal strategies for variable instead of 1 allows one to take into account both the specifics of the negative models [13] (where one can set l-= 1) and the specifics of the positive models (where one cannot set 1 [3] but can set equal to the pure value of the model [10] [18] . It is shown that the pure value of the class of Y-renewal strategies in the original model coincides on Y with the pure value of the class of stationary strategies in the Y-embedded model (Theorem 5.1B).
To prove the sufficiency of nonrandomized strategies, we consider in 3 a theorem dealing with decomposition of randomized strategies (to study embedded models, such a theorem is necessary with respect to Y-semi-embedded or Y-embedded strategies).
For arbitrary strategies, a decomposition theorem was proved by Krylov [1] in the case of countable state and control sets (it was indicated in [1] that an analogous assertion had been stated by I. V. Girsanov) and by Gikhman and Skorokhod [19] Let (X) be the set of all probability distributions on X. For each strategy H and each initial distribution (X) the probability measure P, on (H, ) is defined as usual. Let E, denote the expectation calculated with respect to this measure.
If (x)= 1 for some x X, then we shall write P and E, respectively. We shall also consider the restriction of the measures P to the measurable spaces (H,, ft,) and Note that the case p(X] ) 1 also fits into the considered scheme. It suces to add to X a new absorbing state (for more detail, see for example [21 [28] , q is a renewal plan associated with a strategy and a Markov time r, where r=min{n>0: x Y}, q is a strategy of the form tp,,(h,,)=d/(Xo, X,,,n), and q satisfies the condition q(x, y, n) (z, y, n) for all x, z X\ Y. 
The lemma is proved.
For(x,b)XxB and n=0,1,.., denote H'b={hnHn" xn=x,f(h,)=b}. Proof. We shall follow the proof of the similar assertions in [1] , [20] . By the theorem on continuation of a measure, it suffices to prove that if for any n 0, 1,.
we consider the restriction of the measures P, to ,,, then (3. y H on the basis of whose elements the controls are chosen is no longer countable, and additional difficulties arise that are connected with measurability. For models with Borel state and control spaces, such a theorem has been proved in [19] (see also [20] ). However, above it was not assumed that A is a Borel space. At the same time, in studying Markov models with total criterion one can confine oneself to Theorem 3.1, since in this case for any strategy there exists a randomized (f, B)-generated strategy of a special form (a randomized Y-embedded strategy (Theorem 4.1), in particular, a randomized Markov strategy [18] ) with the same payoff as the original strategy. Let us show that the equality w()= w() follows from (4.5) . Note that in the series on the right-hand side of (4.1) But by (4.5) , the distributions of the random variable l{r + > r + k}r+(x,+k, a,+k) with respect to the measures P and P coincide for each.m and k. Consequently, w() w(). Similarly, w()= wg(). The theorem is proved. [26] , [20] , [27] , although it does not formally follow from these articles. Indeed, it was assumed in [26] that (4.7)
w(x) < + for all x X, 7r II, while [20] and [27] (4.8) tr(Alx b) P{a, A'I r' < } (P,-a.s.), (4.9) Pz{7 "x'b < o, a, A'} Pt{7 "x'b < o3, ax, A'} (P,-a.s.).
The question arises as to whether the assertion of Theorem 4.1 remains true in the case of arbitrary (f, B)-generated strategies when (4.4) is replaced by (4.8) and (4.5) by (4.9) . The following example pertaining to tracking strategies (i.e., f(h,)= m(h,, {x,})) gives a negative answer to this question. Markov strategy for which on the step 0 the controls a and a are chosen with probability 1 / 2 in both states, while on the steps 1, 2,... the control a is chosen with probability 1 in the state x .I t is easy to check that w'(/x)=-1/4, while, for the corresponding tracking strategy cr defined by (4.9), w(/z)=-. The author expresses his profound gratitude to E. I. Presman and I. M. Sonin for a number of useful remarks.
