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Résumé – Nous présentons une nouvelle méthode de déconvolution impulsionnelle basée sur le couplage du filtre de Hunt et un seuillage
(afin d’obtenir un signal impulsionnel). On montre qu’un mélange de gaussiennes est un bon modèle pour la distribution de la sortie du filtre
de Hunt, ce qui permet de trouver une expression du seuil qui minimise la probabilité d’erreurs. La méthode pouvant être interprétée comme un
estimateur MAP, les hyperparamètres du problème sont estimés grâce à une approche JMAP (joint MAP). Cette méthode est appliquée avec de
bons résultats sur des signaux de décharges partielles.
Abstract – A new method of sparse spike train deconvolution is presented. It is based on the coupling of the Hunt filter with a thresholding (to
obtain a sparse spike train signal). We show that a good model for the probability density function of the Hunt filter output is a Gaussian mixture,
from which we derive the threshold that minimizes the probability of errors. Based on an interpretation of the method as a MAP estimator, the
hyperparameters are estimated using a JMAP (joint MAP) approach. This method is applied successfully on partial discharge signals.
1 Introduction
Cet article prØsente un nouvel algorithme de dØconvolution
impulsionnelle appelØ HT (Hunt-Threshold), basØ sur le ltre
de Hunt de paramŁtre α suivi d’une mØthode de seuillage adØ-
quate de seuil s (cf. gure 1). Le but du problŁme est de res-
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FIG. 1  ModØlisation du problŁme et mØthode HT
taurer le signal impulsionnel x, connaissant les donnØes y et
la rØponse impulsionnelle du systŁme H (dØconvolution non
aveugle) ; les hyperparamŁtres θ sont supposØs inconnus (dØ-
convolution non supervisØe) :
y = Hx + b,
 le signal impulsionnel x ∈ RN est supposØ Bernoulli
gaussien (BG)1 :
∀k, p(xk) = λN (0, rx) + (1− λ)δ0(xk)
δ0 Øtant la masse de Dirac centrØe sur 0 ;
 H ∈ RN×N est la matrice de convolution (Toeplitz) de la
rØponse impulsionnelle du systŁme ;
1Par la suite, vi représente le ie élément du vecteur v et M i,j l’élément
(i, j) de la matrice M .
 le bruit b ∈ RN est supposØ blanc, gaussien tel que :
∀k, p(bk) = N (0, rb) ;
 θ = {λ, rx, rb} regroupe les hyperparamŁtres du pro-
blŁme : λ (paramŁtre de Bernoulli  rapport entre le nombre
de pics sur le nombre total d’Øchantillons, λ  1), rx (va-
riance des pics) et rb (variance du bruit).
Parmi les applications de ce type de problŁme, citons la gØo-
physique [12], la mØdecine, la spectroscopie [10] ou le contrôle
non destructif [3], en particulier l’analyse des signaux de dØ-
charges partielles qui a motivØ ce travail [7]. La taille impor-
tante de ces signaux (par exemple N = 216 points), et l’implØ-
mentation de l’algorithme sur un systŁme embarquØ a motivØ
le dØveloppement d’une mØthode rapide, simple et nØcessitant
peu de mØmoire.
Les algorithmes combinatoires (comme les mØthodes SMLR
[5, 1], MPM ou ICM [6, 12], IWM [4]) donnent de trŁs bons
rØsultats. Mais ces mØthodes sont souvent lentes et complexes
et ne permettent pas de traiter facilement un grand nombre de
donnØes.
En revanche, le ltre de Hunt [2] est plus simple et plus
rapide, mais il ne donne pas de rØsultats satisfaisants pour la
restauration d’impulsions, puisqu’il suppose un a priori gaus-
sien sur le signal à restaurer. L’approche que nous proposons
consiste à lui adjoindre un seuillage an d’obtenir effective-
ment un signal impulsionnel ; le seuil est calculØ an de mi-
nimiser la probabilitØ d’erreurs {fausses alarmes + non dØtec-
tions}.
La mØthode HT est prØsentØe section 2 : le ltre de Hunt est
rappelØe succintement, puis on dØtermine la densitØ approchØe
de x˜ dont on dØduit la valeur du seuil. La section 3 est consa-
crØe à l’estimation des hyperparamŁtres. Un rØsultat de dØcon-
volution sur un signal rØel est prØsentØ section 4. Les conclu-
sions et perspectives sont donnØes section 5.
2 Principe de la méthode HT
2.1 Le filtre de Hunt
Le ltre de Hunt rØsulte de la minimisation du critŁre de Phil-
lips et Twomey (cas discret du critŁre de Tikhonov) [2] :
JPT = (y −Hx)
T (y −Hx) + αxT DT Dx
oø D = IN an de favoriser la restauration des valeurs nulles
du signal. La minimisation du critŁre conduit à une expression
explicite de x˜ :
x˜ = Gy oø G = (HT H + αIN )−1HT . (1)
Pour des questions de rapiditØ, l’algorithme est implØmentØ
dans le domaine frØquentiel : c’est le ltre de Hunt. Une in-
terprØtation bayØsienne du critŁre montre que le ltre de Hunt
est Øquivalent à un estimateur MAP avec un a priori gaussien, et
conduit à α = rb/rx [2], oø rx est la variance du signal gaus-
sien à restaurer. An de favoriser l’estimation de l’amplitude
des pics, on choisit rx comme Øtant la variance de l’amplitude
des impulsions de la sØquence BG.
2.2 Densité de probabilité approchée de x˜
Pour pouvoir dØterminer la valeur du seuil, on cherche la
densitØ de probabilitØ de x˜ = Gy = GHx + Gb. Comme
p(bk) = N (0, rb) et (Gb)k =
∑N
i=1 Gk,ibi, il vient2 :
p ((Gb)k) =
?∏
i={1,...,N}
p (Gk,ibi)
=
?∏
i={1,...,N}
N
(
0, rbG
2
k,i
)
= N
(
0, rb
N∑
i=1
G2k,i
)
. (2)
De mŒme, p(xk) = λN (0, rx)+(1−λ)δ0(xk) et (GHx)k =∑N
i=1(GH)k,ixi, donc :
p ((GHx)k) =
?∏
i={1,...,N}
[
λN
(
0, rx(GH)
2
k,i
)
+ (1− λ)δ0(xi)
]
.
Pour simplier le problŁme, deux hypothŁses (vØriØes dans la
pratique) sont nØcessaires :
2La notation
?∏
est introduite afin de simplifier les expressions :
?∏
i={1,...,N}
fi(x) = [f1 ? . . . ? fN ](x) ∀fi, i ∈ {1, . . . ,N}.
 les termes de corrØlation de GH sont nØgligeables devant
les termes de la diagonale, donc GH peut Œtre considØrØe
comme diagonale. Alors (GH)k,i = 0 si k 6= i, d’oø
p ((GHx)k) = λN
(
0, rx(GH)
2
k,k
)
+ (1− λ)δ0(xk) ;
(3)
 les termes des diagonales de GHHT GT et GGT sont
supposØs constants et donc Øgaux à (GHHT GT )1,1 et
(GGT )1,1.
Ces hypothŁses correspondent à supposer que les variables alØa-
toires (GH)k,iXi (xi est une rØalisation de Xi) sont dØcorre-
lØes et stationnaires.
On montre, d’aprŁs (2) et (3), que la densitØ de probabilitØ
de x˜ peut alors Œtre modØlisØe par un mØlange de deux gaus-
siennes (la pratique conforte ce modŁle : voir gure 4) :
p(x˜k) = p ((GHx)k) ? p((Gb)k)
= λN (0, r1) + (1− λ)N (0, r0), (4)
avec : r0 = rb
N∑
i=1
G2k,i = rb(GG
T )1,1, (5)
r1 = rx(GH)
2
k,k + rb
N∑
i=1
G2k,i
= rx(GHH
T GT )1,1 + rb(GG
T )1,1. (6)
2.3 Seuillage
Le but du seuillage est de sØparer les pics (terme λN (0, r1))
du bruit ((1− λ)N (0, r0)). La gure 2 reprØsente la partie po-
sitive des deux gaussiennes, ainsi que le seuil s : les valeurs
supØrieures à s sont conservØes, les autres sont mises à zØro.
Deux types d’erreurs peuvent se produire lors du seuillage :
 des fausses alarmes, l’aire AFA correspond à la moitiØ de
la probabilitØ de fausses alarmes ;
 des non dØtections, l’aire AND correspond à la moitiØ de
la probabilitØ de non dØtections.
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FIG. 2  Aires de fausses alarmes et de non dØtections
On montre que la probabilitØ d’erreur {fausses alarmes + non
dØtections} est minimale, c’est à dire que l’aireAND +AFA est
minimale et Øgale àA, lorsque s correspond à l’intersection des
deux gaussiennes :
s =
√
ln
(
λ
1− λ
√
r0
r1
)
2r1r0
r0 − r1
. (7)
3 Estimation des hyperparamètres
Certains travaux ont Øtabli un lien entre des mØthodes de
seuillage et une estimation MAP [8, 11]. En particulier, il est
montrØ qu’un seuillage est Øquivalent à une estimation MAP
dont l’a priori n’est pas lisse en zØro (en d’autres termes, sa
dØrivØe est discontinue en zØro). L’a priori utilisØ ici est une
densitØ BG, aussi, la mØthode HT peut Œtre interprØtØe comme
un estimateur MAP.
An de simplier l’estimation des hyperparamŁtres, on in-
troduit la variable q qui code l’occurence des pics :{
qk = 0 si xk = 0
qk = 1 sinon
Ainsi, l’estimation MAP de (x, x˜, q) est effectuØe grâce à la
mØthode HT et correspond à la maximisation de :
p(x, x˜, q|y, θ) ∝ p(y|x, x˜, q, θ)p(x|x˜, q, θ)p(x˜|q, θ)p(q|θ),
(8)
avec :
 p(y|x, x˜, q, θ) = p(y|x, θ) = N (Hx, rbIN )
car p(b|θ) = N (0, rbIN ) et y = Hx + b ;
 p(x|x˜, q, θ) = p(x|q, θ) = N (0, rxQ) ;
 d’aprŁs l’Øquation (4) :
p(x˜k|q, θ) = qkN (0, r1) + (1− qk)N (0, r0)
= N (0, r1qk + r0(1− qk)),
ainsi :
p(x˜|q, θ) = N (0, r1Q + r0(IN −Q)),
oø Q = diag{q}. On remarque que le cas BG correspond
au cas limite r0 = 0, avec r1 = rx ;
 p(q|θ) = λNq (1−λ)N−Nq , Nq Øtant le nombre de pics
(nombre d’Øchantillons non nuls de q).
Une mØthode MAP est utilisØe pour estimer les hyperparamŁtres
conjointement à l’estimation MAP prØcØdente. On obtient alors
une estimation « joint MAP » (JMAP) [9] :
(x̂, ̂˜x, q̂, θ̂) = arg max
(x,x˜,q,θ)
p(x, x˜, q, θ|y)
= arg max
(x,x˜,q,θ)
p(y|x, θ)p(x|q, θ)p(x˜|q, θ)p(q|θ).
p(θ) n’apparaît pas car elle est considØrØe comme uniforme
(pas d’a priori sur les hyperparamŁtres). L’optimisation est alors
rØalisØe grâce à la procØdure itØrative suivante [9] :
(x̂(i), ̂˜x(i), q̂(i))
= arg max
(x,x˜,q)
p(x, x˜, q, λ(i−1), r
(i−1)
x , r
(i−1)
b
|y),
(λ̂(i), r̂x
(i), r̂b
(i))
= arg max
(λ,rx,rb)
p(x(i), x˜(i), q(i), λ, rx, rb|y).
La premiŁre optimisation est donc rØalisØe grâce à la mØthode
HT. Pour estimer rx et rb, nous avons tentØ de maximiser
p(y|x, rb)p(x|q, rx)p(x˜|q, rx, rb)
en utilisant des algorithmes de recherche de minimum clas-
siques, mais les rØsultats obtenus ne se sont pas montrØs satis-
faisants. Cela est peut Œtre dß à l’existence de minima locaux.
Pour contourner ce problŁme, nous avons remplacØ la vrai-
semblance p(x˜|q, rx, rb) par p(x˜|q, r0, r1) pour avoir cette vrai-
semblance en fonction de r0 et r1, tout en considØrant ces deux
hyperparamŁtres indØpendants de rx et rb.
Ainsi, pour une itØration particuliŁre, l’estimation des hyper-
paramŁtres est Øgale à :
λ̂ = argmax
λ
p(q|λ),
r̂b = arg max
rb
p(y|x, rb),
r̂x = arg max
rx
p(x|q, rx),
(r̂0, r̂1) = arg max
(r0,r1)
p(x˜|q, r0, r1).
Des calculs ØlØmentaires conduisent aux expressions explicites
suivantes :
λ̂ = Nq/N, r̂x =
1
Nq
N∑
k=1
qk 6=0
x̂
2
k,
r̂b =
1
N
(y −Hx̂)T (y −Hx̂),
r̂0 =
1
N −Nq
N∑
k=1
̂˜x2k(1− q̂k), r̂1 = 1Nq
N∑
k=1
̂˜x2kq̂k.
Les valeurs initiales de λ, rx et rb sont arbitraires, tandis que
r0 et r1 sont initialisØs grâce aux Øquations (5) et (6).
L’algorithme est stoppØ lorsque le signal estimØ et les hy-
perparamŁtres ne diffŁrent pas de plus de 1 % des valeurs de
l’itØration prØcØdente.
4 Application à un signal de décharges
partielles
Des simulations ont montrØ que cette mØthode est bien plus
rapide et Øconome en mØmoire que des mØthodes combina-
toires comme SMLR, mŒme si les estimations obtenues sont
lØgŁrement moins bonnes.
L’origine pratique de ce travail Øtait la restauration du signal
de dØcharges partielles d’un moteur. Une dØcharge partielle est
un arc Ølectrique qui se produit dans l’isolant des moteurs à
haute tension, c’est un reet de la dØgradation de l’isolant. Un
signal de dØcharges partielles est, à l’origine, impulsionnel (les
impulsions correspondent aux dØcharges). Il est ltrØ par l’en-
semble bobinage + capteur.
La gure 5 reprØsente un signal rØel de dØcharges partielles
(courbe du haut), mesurØ en sortie d’un moteur ; et l’estimation
du signal impulsionnel obtenue grâce à la mØthode HT (courbe
du bas). La rØponse impulsionnelle (64 Øchantillons) a ØtØ iso-
lØe du signal de mesure (gure 3).
Le signal contient 8192 Øchantillons, ce qui ne permet pas
d’appliquer des techniques de type SMLR pour deux raisons :
la mØmoire nØcessaire Øtant trop importante, le calcul ne peut
se faire sur un ordinateur classique ; de plus, la nØcessitØ de dØ-
velopper une mØthode rapide pour pouvoir Œtre utilisØe sur un
systŁme embarquØ ne permet pas l’utilisation de ces mØthodes
trop lentes.
En revanche, la mØthode HT utilisant des expressions ex-
plicites (ltre de Hunt, estimation des hyperparamŁtres) et un
simple seuillage est trŁs bien adaptØe à ce type de contraintes.
Le rØsultat obtenu est satisfaisant : un expert aurait trouvØ à peu
prŁs le mŒme signal impulsionnel. De plus, le temps nØcessaire
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FIG. 3  RØponse impulsionnelle h
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FIG. 4  Histogramme de x˜
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FIG. 5  Mesure y et estimation x̂ (zoom). L’Øchelle des am-
plitudes est la mŒme pour les deux courbes. seuil = s
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FIG. 6  Mesure y et estimation x̂ (zoom). L’Øchelle des am-
plitudes est la mŒme pour les deux courbes. seuil = 0, 85s
(le traitement a durØ environ 0,92 s sur un Pentium 800 MHz
avec Matlab 6.5) pour traiter ce signal est trŁs bon par rapport
au nombre d’Øchantillons du signal. La gure 4 reprØsente la
rØpartition des Øchantillons de x˜ et conforte le modŁle de mØ-
lange de deux gaussiennes pour la sortie du ltre de Hunt. La
gure 6 correspond au mŒme traitement avec un seuil Øgal à
0, 85s. On peut remarquer qu’il y a plus de pics dØtectØs, mais
Øgalement plus de fausses alarmes. On peut ainsi, en jouant sur
le seuil, diminuer le nombre de fausses alarmes ou augmenter
le nombre de dØtections en fonction du type d’application.
5 Conclusion
La mØthode HT est une mØthode de dØconvolution impul-
sionnelle utilisant successivement le ltrage de Hunt et un seuil-
lage. Nous avons montrØ que lorsque x est BG, la densitØ de
probabilitØ de la sortie du ltre de Hunt peut Œtre modØlisØe par
un mØlange de deux gaussiennes. Cela permet de dØterminer
le seuil qui minimise la probabilitØ d’erreurs. La mØthode HT
pouvant Œtre interprØtØe comme un estimateur MAP, les hyper-
paramŁtres sont estimØs conjointement au signal. Les rØsultats
de cette mØthode sont ainsi lØgŁrement moins bons que ceux
donnØs par des algorithmes combinatoires, mais la mØthode est
simple, rapide et peu coßteuse en mØmoire, elle est donc bien
adaptØe à une implØmentation sur systŁme embarquØ.
Les travaux futurs pourront traiter le cas myope (oø la rØ-
ponse impulsionnelle n’est pas connue a priori) et pourront
amØliorer la procØdure d’estimation des hyperparamŁtres.
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