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NON-LOCAL SOLVABLE BIRTH-DEATH PROCESSES
GIACOMO ASCIONE∗, NIKOLAI LEONENKO†, AND ENRICA PIROZZI∗
Abstract. In this paper we study strong solutions of some non-local difference-
differential equations linked to a class of birth-death processes arising as dis-
crete approximations of Pearson diffusions by means of a spectral decomposi-
tion in terms of orthogonal polynomials and eigenfunctions of some non-local
derivatives. Moreover, we give a stochastic representation of such solutions
in terms of time-changed birth-death processes and study their invariant and
their limit distribution. Finally, we describe the correlation structure of the
aforementioned time-changed birth-death processes.
1. Introduction
Birth-death processes constitute a fundamental class of continuous-time Markov
chain that are widely used in applications such as, for instance, evolutionary dy-
namics [35] and queueing theory [22]. In particular, one can achieve a complete
characterization of birth-death processes by families of classical orthogonal polyno-
mials of discrete variable. This theory, linked to the solution of the Stieltjes moment
problem, has been widely studied by Karlin and McGregor in their seminal papers
[18, 21].
As birth-death processes are linked to difference-differential equations, fractional-
ization of such processes can be used to study the solutions of fractional difference-
differential equations. Indeed, with this idea in mind, a fractional version of the
Poisson process has been introduced in [7, 8] and fractional versions of some birth-
death processes, for instance, in [36, 37, 38].
In the case of Pearson diffusions, one can use a spectral approach to study strong
solutions of fractional backward and forward Kolmogorov equations and, at the
same time, define the fractional Pearson diffusions by means of a time-change via
an inverse stable subordinator (see, for instance, [27, 28, 29]). The same approach
has been used to study the case of fractional immigration-death processes in [4].
Let us also stress out that this approach can be used to study a fractionalM/M/∞
queue or a fractional M/M/1 queue with acceleration of service (for some models
of fractional queues, we refer to [3, 5, 14]).
However, one could consider a time-change with a different inverse subordinator. In
such case, in place of the fractional derivative in time, one obtains a more general
non-local operator. Such kind of operators have been introduced in [23] for the class
of complete Bernstein functions and extended in [44] for any Bernstein function. A
first step towards the theory of general time-changed Pearson diffusions has been
achieved in [16].
In this work, we describe a general theory for non-local solvable birth-death pro-
cesses in terms of orthogonal polynomials, where such processes are defined by
means of a time-change with a general inverse subordinator. In particular, we fo-
cus on the strong solutions of general non-local backward and forward Kolmogorov
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equations associated to such processes and on the stochastic representation of such
solutions. In particular, the paper is structured as follows:
• In Section 2 we introduce the theory of solvable birth-death processes as
discrete approximations of Pearson diffusions and we state the main hy-
potheses we need on the starting birth-death process;
• In Section 3 we give some preliminaries on inverse subordinators and non-
local time derivatives. In particular we focus on the eigenvalue equation
for such derivatives and on some upper bounds for the eigenfunctions. Let
us stress out that some properties of such eigenfunctions are expressed in
[23, 24] in the complete Bernstein case and in [32] in the general case.
Moreover, a series expansion in terms of convolutions of potential densities
in the special Bernstein case is obtained in [2];
• In Section 4 we focus on the spectral decomposition of the strong solu-
tions of non-local forward and backward Kolmogorov equations in terms
of orthogonal polynomials of discrete variable and eigenfunctions of the
non-local time derivatives;
• In Section 5 we introduce the time-changed birth-death processes and we
study the stochastic representation of the aforementioned strong solutions
in terms of such processes. In particular we obtain that the time-changed
process still admits the same invariant measure that is also the limit mea-
sure for any starting distribution;
• Finally, in Section 6 we study the correlation structure of the time-changed
birth-death processes in terms of the potential measure of the involved
subordinator and the eigenfunctions of the non-local time derivatives. In
particular, the non-stationarity of the process is evident in the expression of
the covariance, thus, to give some information on the memory of the process,
we have to refer to a non-stationary extension of the definition of long-range
and short-range dependence suggested by the necessary conditions given in
[9, Lemma 2.1 and 2.2].
2. Solvable Birth-Death Processes
Let us fix a filtered space (Ω,F , {F}t∈R+ P) and consider a Birth-Death process
{N(t), t ≥ 0} on it. Let us denote by E ⊆ Z its state space, that will be finite or
at most countable. Let us recall that the generator G of a Birth-Death process can
be always expressed as
G f(x) = (b(x)− d(x))∇+f(x) + d(x)∆f(x), x ∈ E,
where d(x) are the death rates, b(x) are the birth rates, ∇± are the first order
forward and bacwkard finite differences defined as
∇+f(x) = f(x+ 1)− f(x) ∇−f(x) = f(x)− f(x− 1)
and ∆ is the second order central finite difference
∆f(x) = f(x+ 1)− 2f(x) + f(x− 1) = ∇−∇+f(x).
Here we want to introduce some birth-death version of Pearson diffusions (see, for
instance, [28]). To do this, we refer to the theory of birth-death polynomials, whose
main papers are [18, 21].
Definition 2.1. We say the process N(t) is solvable if
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• the spectrum of G is purely discrete with non-positive eigenvalues (λn)n∈N;
• its eigenfunctions (Pn)n∈N are classical orthogonal polynomials of discrete
variable with orthogonality measurem which is the invariant and stationary
measure of N(t);
• the function m(x) =m({x}) solves the following discrete Pearson equation:
(2.1) ∇+(d(·)m(·))(x) = (b(x)− d(x))m(x)
• d(·) is a polynomial of degree at most 2 and b(·) − d(·) is a polynomial of
degree at most 1.
Concerning solvable birth-death processes, they arise as lattice approximations
of Pearson diffusions. In particular, one has in such case
λn = n∇+(b(·)− d(·))(x) + 1
2
n(n− 1)∆d(x).
Concerning classical orthogonal polynomials of discrete variable, we mainly refer to
[34, 41]. Their orthogonality relation is expressed as∑
x∈E
Pn(x)Pm(x)m(x) = d
2
n δn,m, n,m ∈ N
where δn,m is Kronecker delta symbol. In particular one obtains that ‖Pn‖ℓ2(m) =
dn and then we can introduce the normalized polynomials as Qn(x) =
Pn(x)
dn
, such
that ∑
x∈E
Qn(x)Qm(x)m(x) = δn,m, n,m ∈ N .
On the other hand, the function m˜(n) = 1
d2n
defines a measure on N. Thus, by
proceeding with a Gram-Schmidt orthogonalization procedure on the monomials
(1, x, x2, ·), we can define a family of orthogonal polynomials P˜n(x) that satisfies
the following orthogonality condition∑
x∈E
P˜n(x)P˜m(x)m˜(x) =
1
m(n)
δn,m, n,m ∈ N .
The family of polynomials (P˜n)n∈N are called the dual family of (Pn)n∈N, see [34].
Definition 2.2. We say that the dual families (Pn)n∈N and (P˜n)n∈N satisfy a
dual transformation property if there exists an increasing polynomial function with
integer coefficients t(n) such that
(2.2) Pn(x) = P˜x(t(n)).
If t(n) = n, we say that (Pn)n∈N is self-dual.
Let us give some examples:
• Immigration-death processes (see [1]) are defined by a constant birth rate
b and a linear death rate d(n) = nd. In such case the invariant measure is
given by the Poisson distribution m(x) = e−ρ ρ
x
x! for x ∈ N, where ρ = bd .
The orthogonal polynomials are Charlier polynomials of parameter ρ, that
we denote by Pn(x) = Cn(x; ρ) and they satisfy the self-duality relation
(2.3) Pn(x) = Px(n)
and the eigenvalues are given by λn = −bn. This process arises as a lattice
approximation of the Ornstein-Uhlenbeck process.
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• Let us consider a linear death rate d(x) = dx and a linear birth rate b(x) =
(x + β)b, with b, d, β > 0 and b < d. In such case the birth death process
admits state space E = N and the generator is given by
G = (βb + (b − d)x)∇+ + dx∆.
Defining ρ = b
d
, we have that the orthogonal polynomials are Meixner
polynomials of parameters ρ and β, that we denote by Pn(x) = Mn(x; ρ, β)
and they are orthogonal with respect to the invariant measure
m(x) =
(β)xρ
x
x!(1 − ρ)β ,
where (β)x =
Γ(β+x)
Γ(β) , which is a Pascal (or negative binomial) distribution
of parameters β and ρ. Also Meixner polynomials satisfy the self-duality
relation (2.3). Finally, let us observe that the eigenvalues are given by
λn = −(d − b)n. This process is called the Meixner process and arises as
lattice approximation of the Cox-Ingersoll-Ross process. Meixner processes
are discussed for instance in [19].
• Another case is given by a linear death rate d(x) = dx and a linear de-
creasing birth rate b(x) = (N − x)b with b, d > 0 and N ∈ N. In such case
the birth-death process admits finite state space E = {0, . . . , N} and the
generator is given by
G = (Nb− (b + d)x)∇+ + dx∆.
Defining p = b
b+d and q = 1− p to achieve the invariant distribution given
by
m(x) =
(
N
x
)
pxqN−x
which is a Binomial distribution over E. The orthogonal polynomials are
Krawtchouk polynomials of parametersN and p, that we denote by Pn(x) =
Kn(x;N, p) and satisfy the self-duality relation 2.3. The eigenvalues of the
generator are given by λn = −n(b+ d). Let us recall that this is actually a
time-continuous version of the Ehrenfest urn model (see, for instance, [20]).
• Another interesting case is given by a quadratic one. Indeed let us consider
for some d > 0 and α, β,N ∈ N
d(x) = dx(N + β + 1− x) b(x) = d[N(α+ 1) + x(N − 1− α)− x2].
Let us observe that b(N) = 0, thus the state space of the process is given
by E = {0, . . . , N}. Moreover, its generator is given by
G = d(N(α+ 1)− (β + α+ 2)x)∇+ + dx(N + β + 1− x)∆
with eigenvalues
λn = −dn[n+ 1 + α+ β].
The invariant measure of this birth-death process is an hypergeometric
distribution on E given by
m(x) =
(
α+ x
x
)(
β +N − x
N − x
)
and the orthogonal polynomials are the Hahn polynomials, that we de-
note by Pn(x) = Hn(x;α, β,N). In this case we do not have self-duality
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relation, but the family of dual Hahn polynomials, that we denote by
P˜n(x) = Rn(x;α, β,N), is linked to the Hahn polynomials by the relation
Hn(x;α, β,N) = Rx(n(n+ α+ β + 1);α, β,N)
that is the dual transformation property (2.2) with respect to the increasing
arithmetic function t(n) = n(n + α + β + 1). This particular birth-death
process is a lattice approximation of the Jacobi process. For such process,
we refer directly to [41].
In the examples we have not only the lattice approximations of the light-tailed
Pearson diffusions, but also another process, which is the continuous-time Ehrenfest
urn process. Hence we can observe that with the definition of solvable birth-death
process we do not only cover these lattice approximations, but we also gain some
other birth-death processes that are not covered in the theory of light-tailed Pearson
diffusions (see [28, 29]).
Let us observe that for a birth-death process N(t) the forward operator L is defined
as
L f(x) = −∇−((b(·) − d(·))f(·))(x) + ∆(d(·)f(·))(x).
Now let us show what the orthogonal polynomials Pn(x) represent for the forward
operator.
Lemma 2.1. Let N(t) be a solvable birth-death process with forward operator L, in-
variant measure m and associated family of orthonormal polynomials Qn(x). Then
we have for any n ∈ N and any x ∈ E,
Lz→x(m(z)Qn(z))(x) = m(x)λnQn(x).
Proof. We have, recalling that ∆ = ∇−∇+ and that ∇− is a linear operator,
Lz→x(m(z)Qn(z))(x) = −∇−z→x((b(z)− d(z))m(z)Qn(z))(x) + ∆z→x(d(z)m(z)Qn(z))(x)
= ∇−z→x[−(b(z)− d(z))m(z)Qn(z) +∇+y→z(d(y)m(y)Qn(y))(z)](x).
Now, by discrete Leibniz rule on ∇+, we have
Lz→x(m(z)Qn(z))(x) = ∇−z→x[−(b(z)− d(z))m(z)Qn(z)
+Qn(z)∇+y→z(d(y)m(y))(z)
+ d(z + 1)m(z + 1)∇+Qn(z)](x)
= ∇−z→x[Qn(z)(−(b(z)− d(z))m(z)Qn(z) +∇+y→z(d(y)m(y))(z))
+ d(z + 1)m(z + 1)∇+Qn(z)](x)
= ∇−z→x(d(z + 1)m(z + 1)∇+Qn(z))(x).
Now let us use again Leibniz rule on ∇− to achieve
Lz→x(m(z)Qn(z))(x) = d(x)m(x)∆Qn(x) +∇+Qn(x)∇−z→x(d(z + 1)m(z + 1))(x).
Now let us work with ∇−z→x(d(z + 1)m(z + 1))(x). We have
∇−z→x(d(z + 1)m(z + 1))(x) = d(x+ 1)m(x+ 1)− d(x)m(x).
However, by the discrete Pearson equation (2.1) we obtain
d(x+ 1)m(x+ 1)− d(x)m(x) = (b(x) − d(x))m(x)
and then we have
∇−z→x(d(z + 1)m(z + 1))(x) = (b(x)− d(x))m(x).
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Hence we achieve
Lz→x(m(z)Qn(z))(x) = m(x)[(b(x) − d(x))∇+Qn(x) + d(x)∆Qn(x)]
= m(x)G Qn(x) = m(x)λnQn(x),
concluding the proof. 
Thus we have, as a consequence of the discrete Pearson equation, the discrete
version of the spectral decomposition for parabolic problems with the generator
and the forward operator of a light-tailed Pearson diffusion:
Theorem 2.2. Let N(t) be a solvable birth-death process with state space E, gen-
erator G, forward operator L, invariant measure m and family of associated or-
thonormal polynomials (Qn)n∈N. Then the following assertions hold true:
• The transition probability function p(t, x; y) = P(N(t + s) = x|N(s) = y)
for x, y ∈ E and t, s ≥ 0 admit the following spectral representation:
p(t, x; y) = m(x)
+∞∑
n=0
eλntQn(x)Qn(y)
for any x, y ∈ E and t ≥ 0.
• If g ∈ ℓ2(m) with g(x) = ∑+∞n=0 gnQn(x) then the strong solution of the
Cauchy problem{
du
dt
(t, y) = G u(t, y) t ≥ 0, y ∈ E
u(0, y) = g(y) y ∈ E
is given by
u(t, y) =
+∞∑
n=0
gne
λntQn(y) =
+∞∑
x=0
p(t, x; y)g(x).
In particular p(t, x; y) is the fundamental solution of du
dt
(t, y) = G u(t, y)
and u admits the stochastic interpretation:
u(t, y) = Ey[g(N(t))]
where Ey[·] = E[·|N(0) = y].
• If f/m ∈ ℓ2(m) with f(x)
m(x) =
∑+∞
n=0 fnQn(x) the strong solution of the
Cauchy problem{
dv
dt
(t, x) = Lu(t, x) t ≥ 0, x ∈ E
v(0, x) = f(x) x ∈ E
is given by
v(t, x) = m(x)
+∞∑
n=0
fne
λntQn(x) =
+∞∑
y=0
p(t, x; y)f(y).
In particular p(t, x; y) is the fundamental solution of dv
dt
(t, x) = L v(t, x)
and, if f ≥ 0 with ‖f‖ℓ1 = 1, v admits the stochastic interpretation:
v(t, x) = Pf (N(t) = x)
where Pf is the probability measure obtained by conditioning with respect to
the fact that N(0) admits distribution f .
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From this theorem, it is easy to determine the covariance of any solvable birth-
death process in its stationary form.
Corollary 2.3. Let N(t) be a solvable birth-death process such that its invariant
measure m admits second moment. Then there exists a constant a1 ∈ R such that,
for any t, s ≥ 0
Covm(N(t), N(s)) = a
2
1e
λ1|t−s|.
Proof. Since we are supposing that N(t) is stationary, we have, for any t ≥ s,
Covm(N(t), N(s)) = Covm(N(t− s)N(0))
Thus let us consider t ≥ 0 and let us evaluate Covm(N(t), N(0)). To do this, let
us rewrite
Covm(N(t), N(0)) = Em[N(t)N(0)]−Em[N(t)]Em[N(0)] = Em[N(t)N(0)]−Em[N(0)]2.
Now let us first evaluate Ex[N(t)]. Sincem admits second moment then ι(x) = x is
in ℓ2(m). Moreover, since deg(ι(x)) = 1, it can be written as a linear combination
of Q0 and Q1. Let then
ι(x) = a0Q0 + a1Q1(x).
By the previous theorem we have that
Ex[N(t)] = a0Q0 + a1e
λ1tQ1(x)
(recalling that λ0 = 0 for any solvable birth-death process). Starting from this
observation, we have that
Em[N(t)N(0)] =
∑
x∈E
xm(x)Ex[N(t)] = a0
∑
x∈E
Q0xm(x) + a1e
λ1t
∑
x∈E
xm(x)Q1(x).
As we stated before, we can write x = a0Q0 + a1Q1(x), thus we have
Em[N(t)N(0)] = a
2
0
∑
x∈E
Q20m(x) + a0a1
∑
x∈E
Q0Q1(x)m(x)
+ a0a1e
λ1t
∑
x∈E
Q0m(x)Q1(x) + a
2
1e
λ1t
∑
x∈E
m(x)Q21(x).
By using the orthonormality relation we have
Em[N(t)N(0)] = a
2
0 + a
2
1e
λ1t.
Now let us evaluate Em[N(0)]. We have
Em[N(0)] =
∑
x∈E
xm(x) = a0Q0 + a1
∑
x∈E
Q1(x)m(x)
= a0Q0 +
a1
Q0
∑
x∈E
Q0Q1(x)m(x) = a0Q0.
We finally achieve
Covm(N(t), N(0)) = a
2
1e
λ1t
concluding the proof. 
Last Corollary directly implies the following Corollary.
Corollary 2.4. Under the hypotheses of Corollary 2.3, N(t) is short-range depen-
dent.
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Concerning the continuity of the operators G and L, we can state the following
proposition.
Proposition 2.5. Let N(t) be a solvable birth-death process with countably infinite
state space E, invariant measure m, generator G and forward operator L. Suppose
that
lim
x→+∞
b(x)
d(x+ 1)
< 1.
Then G : ℓ2(m)→ ℓ2(m) and L : ℓ2(m)→ ℓ2(m) are continuous.
Proof. Let us observe, from Equation (2.1), that
m(x+ 1) =
b(x)
d(x + 1)
m(x).
Hence, by hypothesis, we know there exists a state x0 and a constant ρ < 1 such
that for any x ≥ x0 it holds m(x + 1) < ρm(x) and then, by induction, m(x) ≤
ρx−x0m(x0).
By Schur’s test (see [17]), to ensure that G and L are continuous, one only has to
check that
+∞∑
x=x0
m(x)(d(x) + b(x)) < +∞
+∞∑
x=x0+1
m(x)(b(x − 1) + d(x) + b(x) + d(x + 1)) < +∞
which is actually true since m(x) decays geometrically while b(x) and d(x) are
polynomials of degree at most 2. 
Remark 2.6. Let us observe that since b(x) and d(x) are polynomials, the limit
limx→+∞
b(x)
d(x+1) always exists. Moreover, by the relation d(x + 1)m(x + 1) =
b(x)m(x), one has that m is well defined if and only if
(2.4)
+∞∑
x=0
x∏
k=0
b(k)
d(k + 1)
< +∞,
thus it is easy to see that limx→+∞
b(x)
d(x+1) ≤ 1. However, we could still have cases
in which limx→+∞
b(x)
d(x+1) = 1. Let us for instance consider b(x) = b1x + b0 and
d(x) = d1x+ d0 with d1 = b1. Then we have
x∏
k=0
b(k)
d(k + 1)
=
Γ
(
x+ b0
b1
)
Γ
(
d0
d1
+ 1
)
Γ
(
b0
b1
)
Γ
(
x+ d0
d1
+ 1
)
and, as x→ +∞ it holds (see, for instance, [45])
Γ
(
x+ b0
b1
)
Γ
(
x+ d0+d1
d1
) ∼ x b0−d0−d1b1 .
Thus, if b0 < d0, then condition (2.4) still holds.
Finally, let us remark that if E is finite, then G and L are finite matrices and thus
continuous operators.
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3. Inverse subordinators and non-local convolution derivatives
Now let us introduce our main object of study. Let us denote by BF the convex
cone of Bernstein functions, that is to say Φ ∈ BF if and only if Φ ∈ C∞(R+),
Φ(λ) ≥ 0 and for any n ∈ N
(−1)n d
nΦ
dλn
(λ) ≤ 0.
In particular it is known that for Φ ∈ BF the following Le´vy-Khintchine represen-
tation ([40]) is given
(3.1) Φ(λ) = a+ bλ+
∫ +∞
0
(1− e−λt)ν(dt)
where a, b ≥ 0 and ν is a Le´vy measure on R+ such that
(3.2)
∫ +∞
0
(1 ∧ t)ν(dt) < +∞.
The triple (a, b, ν) is called the Le´vy triple of Φ. Also the vice versa can be shown,
i.e. for any Le´vy triple (a, b, ν) such that ν is a Le´vy measure satisfying the integral
condition (3.2) there exists a unique Bernstein function Φ such that Equation (3.1)
holds. We will say that Φ is a driftless Bernstein function if a, b = 0 and ν(0,+∞) =
+∞. Actually, the definition of driftless Bernstein function only requires b = 0,
but the other two assumptions will be useful in our work.
It is also known (see [40]) that for each Bernstein function Φ ∈ BF there exists a
unique subordinator σΦ = {σΦ(y), y ≥ 0} (i. e. an increasing Le´vy process) such
that
E[e−λσΦ(y)] = e−yΦ(λ).
In particular we will say that σΦ is driftless if Φ is driftless. For general notion
on subordinators we refer to [10, Chapter 3] and [11]. In particular the hypothesis
b = 0 ensure that σΦ is a pure jump process, a = 0 implies that it is not killed
and ν(0,+∞) = +∞ implies that σΦ is strictly increasing (a. s.) and, for each
y > 0, σΦ(y) is an absolutely continuous random variable, hence it admits a density
gΦ(x; y).
Let us now fix our driftless Bernstein function Φ and its associated driftless subor-
dinator σΦ. Now we can define the inverse subordinator EΦ as, for any t > 0
EΦ(t) := inf{y ≥ 0 : σΦ(y) > t}.
Under our hypotheses, we have that EΦ(t) is absolutely continuous for any t > 0.
Let us denote by fΦ(s; t) its density. Let us recall (see [30]) that, denoting by
fΦ(s;λ) the Laplace transform of fΦ(s; t) with respect to t,
fΦ(s;λ) =
Φ(λ)
λ
e−sΦ(λ).
Now let us introduce the non-local convolution derivatives (of Caputo type) asso-
ciated with Φ. Indeed, for Φ identified by the Le´vy triple (0, 0, ν), let us define the
Le´vy tail ν(t) = ν(t,+∞). Now let us recall the definition of non-local convolution
derivative, defined in [23] and [44].
10 GIACOMO ASCIONE∗, NIKOLAI LEONENKO†, AND ENRICA PIROZZI∗
Definition 3.1. Let f : R+ → R be an absolutely continuous function. Then we
define the non-local convolution derivative induced by Φ of f as
(3.3)
dΦ
dtΦ
f(t) =
∫ t
0
f ′(τ)ν(t− τ)dτ.
Let us observe that one can define also the regularized version of the non-local
convolution derivative as
(3.4)
dΦ
dtΦ
f(t) =
d
dt
∫ t
0
(f(τ)− f(0+))ν(t− τ)dτ
observing that it coincides with the previous definition on absolutely continuous
functions.
It can be shown, by Laplace transform arguments (see, for instance [24, 2]) or by
Green functions arguments (see [25]), that the (eigenvalue) Cauchy problem{
dΦ
dtΦ
eΦ(t;λ) = λ eΦ(t;λ) t > 0
eΦ(0;λ) = 1
admits a unique solution for any λ > 0 and it is given by eΦ(t;λ) := E[e
λEΦ(t)]
(hence, in particular, it is a completely monotone function in λ for fixed t). Let
us recall that if Φ(λ) = λα for α ∈ (0, 1), then ν(t) = t−αΓ(1−α) and d
Φ
dtΦ
coincides
with the fractional Caputo derivative of order α. In particular this means that in
this case eΦ(t;λ) = Eα(λt
α) where Eα is the one-parameter Mittag-Leffler function
defined, for t ∈ R as
Eα(t) =
+∞∑
k=0
tk
Γ(αk + 1)
.
Let us recall (see [43]) that
Eα(−λtα) ≤ 1
1 + t
α
Γ(1+α)λ
hence it is not difficult to show the following Proposition.
Proposition 3.1. For any λ > 0 it holds
λEα(−λtα) ≤ Γ(1 + α)
tα
.
The proof is identical to the one of [4, Lemma 4.2]. We want to achieve a
similar bound for any inverse subordinator. This is done by means of the following
proposition.
Proposition 3.2. Fix t > 0. Then there exists a constant K(t) such that
(3.5) λ eΦ(t;−λ) ≤ K(t), ∀λ ∈ [0,+∞).
Proof. Let us first recall that eΦ(t;−λ) = E[e−λEΦ(t)], thus it is the Laplace trans-
form of fΦ(s; t) with respect to s. In particular it is completely monotone in λ
and eΦ(t; 0) = 1. Now let us recall that fΦ(0+; t) = ν(t) (see, for instance, [44,
Theorem 4.1]). On the other hand, by the initial-value theorem (see, for instance,
[15, Section 17.8]), we have
lim
λ→+∞
λ eΦ(t;−λ) = fΦ(0+; t) = ν(t) < +∞.
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Hence we can consider the continuous function λ ∈ [0,+∞] 7→ λ eΦ(t;−λ) ∈ R+
and obtain (3.5) by Weierstrass theorem. 
Let us give some examples of Bernstein functions and associated subordinators.
• We have already referred to the α-stable subordinator, i.e. the one we
get when we choose Φ(λ) = λα for α ∈ (0, 1). In such case, extensive
informations on inverse α-stable subordinators are given in [31]. As we
stated before, we have in particular eΦ(t;λ) = Eα(λt
α), where Eα is the
one-parameter Mittag-Leffler function (see [12]). As a particular property,
let us recall that if we denote by σα the α-stable subordinator and gα the
density of the random variable σα(1), then the inverse α-stable subordinator
EΦ(t) admits density
fα(s; t) =
t
β
s−1−
1
β gα(ts
− 1
β );
• If we fix a constant θ > 0 and define Φ(λ) = (λ + θ)α − θα we obtain
the tempered α-stable subordinator with tempering parameter θ > 0. De-
noting by σα,θ(t) this subordinator, one can show that the density of the
subordinator is given by
gα,θ(s; t) = e
−θs+tθαgα(s; t)
where gα is the density of the α-stable subordinator σα(t). An important
property to recall is that the introduction of the tempering parameter im-
plies the existence of all the moments of σα,θ(t) (while this is not true for
σα). Inverse tempered stable subordinators are studied for instance in [26].
Moreover, it can be shown that the Le´vy tail ν is given by
ν(t) =
αθαΓ(−α, t)
Γ(1− α) ,
where Γ(α;x) =
∫ +∞
x
tα−1e−tdt is the upper incomplete Gamma function;
• For Φ(λ) = log(1 + λα) as α ∈ (0, 1) we obtain the geometric α-stable
subordinator. From the form of the Bernstein function associated to the
geometric α-stable subordinator, one obtains (see [42, Theorem 2.6]) that
the density gG,α of the random variable σG,α(1) (where σG,α(t) is the geo-
metric α-stable subordinator) satisfies the following asymptotics:
gG,α(x) ∼ x
α−1
Γ(α)
as x→ 0+;
gG,α(x) ∼ 2π sin
(απ
2
)
Γ(1 + α)x−α−1 as x→ +∞.
Concerning the Le´vy tail ν, it cannot be explicitly expressed, but it has
been shown in [42, Theorem 2.5] that it satisfies the following asymptotic
relation:
ν(t) ∼ t
−α
Γ(1− α) as t→ +∞.
• If in the previous example we consider α = 1 we obtain the Gamma sub-
ordinator. In this specific case, one can obtain explicitly the Le´vy tail ν as
(see, for instance, [42] and references therein)
ν(t) = Γ(0; t).
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4. Non-local forward and backward equations
Let us consider N(t) to be a solvable birth-death process with state space E
and invariant measure m and let us denote by G and L its backward and forward
operators respectively. Let us first focus on the backward equation.
4.1. Heuristic derivation of the strong solution. Let us consider a Bernstein
function Φ and the Cauchy problem
(4.1)
{
∂Φ
∂tΦ
u(t, x) = G u(t, x) t > 0, x ∈ E
u(0, x) = g(x) x ∈ E.
Suppose that g ∈ ℓ2(m). Let us consider (Qn)n∈N the family of orthonormal
polynomials associated to N . Then we can decompose g as
g(x) =
∑
n≥0
gnQn(x)
for some coefficients (gn)n∈N. Let us suppose we want to find a solution u(t, x) by
separation of variables. Thus let us suppose u(t, x) = T (t)ϕ(x). If we substitute
this relation in the first equation of (4.1) we obtain the following coupled equations{
G ϕ(x) = λϕ(x) x ∈ E
dΦ
dtΦ
T (t) = λT (t) t > 0.
Concerning the first equation, let us observe that we need to set ϕ(x) = Qn(x) (up
to a multiplicative constant) and λ = λn for some n ∈ N. Let us also recall that
λn < 0. Concerning the second equation we get
T (t) = eΦ(t;λn).
and then we have for some n ∈ N
u(t, x) = Qn(x) eΦ(t;λn).
Now, we can also have solutions that are linear combinations of Qn eΦ. Let us
suppose that we can consider eventually infinite linear combinations. Then we
expect a solution of the form
u(t, x) =
∑
n≥0
unQn(x) eΦ(t;λn).
for some coefficients (un)n≥0. Finally, let us observe that∑
n≥0
gnQn(x) = g(x) = u(0, x) =
∑
n≥0
unQn(x)
then, since the components (gn)n≥0 are uniquely determined, then un = gn for any
n ≥ 0.
Finally, we expect the solution to be of the form
u(t, x) =
∑
n≥0
gnQn(x) eΦ(t;λn).
Now we want to formalize this reasoning.
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4.2. The backward equation. Before working in the general case, we need to
exploit what will be our fundamental solution. To do this, let us show the following
Lemma.
Lemma 4.1. Let N(t) be a solvable birth-death process with state space E, gener-
ator G, invariant measure m and family of associated classical orthogonal polyno-
mials (Pn)n≥0. Let us suppose one of the following properties occurs:
• E is finite;
• E is countably infinite and (Pn)n≥0 exhibits a dual transformation prop-
erty with t(n) in such a way that there exists a constant C > 0 such that
m˜(n)
m˜(t(n)) ≤ C.
Then the series
pΦ(t, x; y) = m(x)
∑
n≥0
eΦ(t;λn)Qn(x)Qn(y),
where Qn are the normalized orthogonal polynomials, absolutely converges for fixed
t ≥ 0 and x, y ∈ E.
Proof. Let us first observe that if E is finite we can suppose it is of the form
E = {0, . . . , nE}. Then the orthogonal polynomials are finite, in the sense that
they are defined as (Pn)0≤n≤nE , thus the summation is actually finite, i.e.
pΦ(t, x; y) = m(x)
nE∑
n=0
eΦ(t;λn)Qn(x)Qn(y).
Thus let us consider the case in which E is not finite. Then let us identify E = N.
Let us denote by dn = ‖Pn‖ℓ2 and let us recall that the dual polynomials P˜n exhibit
orthogonality with respect to the measure m˜(x) = 1
d2x
.
We have
pΦ(t, x; y) = m(x)
+∞∑
n=0
eΦ(t;λn)Qn(x)Qn(y)
= m(x)
+∞∑
n=0
m˜(n) eΦ(t;λn)Pn(x)Pn(y)
= m(x)
+∞∑
n=0
m˜(n) eΦ(t;λn)P˜x(t(n))P˜y(t(n))
= m(x)
+∞∑
n=0
m˜(n)
m˜(t(n))
m˜(t(n)) eΦ(t;λn)P˜x(t(n))P˜y(t(n)).
Now let us observe that being t(n) an arithmetic function, then P˜x(t(n)) is still a
polynomial on N. Let us denote by x˜ = deg(P˜x(t(n))) and y˜ = deg(P˜y(t(n))) and
let c˜x, c˜y be the director coefficients of P˜x(t(n)) and P˜y(t(n)). Let us also denote by
root(x˜) the set of all the roots of the polynomial P˜x(t(n)) and with root(x) the set
of all the roots of the polynomial P˜x(n). Then these sets are finite with cardinality
respectively at most x˜ and x. In particular the set
root(x) ∪ root(y) ∪ root(x˜) ∪ root(y˜)
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is finite with cardinality at most x˜+ y˜ + x+ y thus we can define
n0 = ⌈max(root(x) ∪ root(y) ∪ root(x˜) ∪ root(y˜))⌉+ 1.
To show the absolute convergence of the series in pΦ(t, x; y), we only need to show
the absolute convergence of
+∞∑
n=n0
m˜(n)
m˜(t(n))
m˜(t(n)) eΦ(t;λn)P˜x(t(n))P˜y(t(n)).
Let us first observe that
+∞∑
n=n0
∣∣∣∣ m˜(n)m˜(t(n))m˜(t(n)) eΦ(t;λn)P˜x(t(n))P˜y(t(n))
∣∣∣∣
= (−1)ŝ(c˜xc˜y)
+∞∑
n=n0
m˜(n)
m˜(t(n))
m˜(t(n)) eΦ(t;λn)P˜x(t(n))P˜y(t(n))
≤ (−1)ŝ(c˜xc˜y)C
+∞∑
n=n0
m˜(t(n))P˜x(t(n))P˜y(t(n)),
where ŝ(c) =
{
0 c > 0
1 c < 0
and we have to observe that eΦ(t, λn) ≤ 1 since λn ≤ 0.
Now let us observe that since t(n) is a strictly increasing arithmetic function, then,
denoting by cx the director coefficient of P˜x(n), it holds sign(cx) = sign(c˜x). More-
over, by definition of n0, (−1)s˜(cxcy)P˜x(n)P˜y(n) > 0 and (−1)s˜(cxcy)P˜x(t(n))P˜y(t(n)) > 0.
Thus we get
(−1)ŝ(c˜xc˜y)C
+∞∑
n=n0
m˜(t(n))P˜x(t(n))P˜y(t(n)) ≤ (−1)s˜(cxcy)C
+∞∑
n=n0
m˜(n)P˜x(n)P˜y(n)
since, being t(n) strictly increasing, the right-hand side has more positive summands
(together with the ones we already have). As before, the series at the right-hand
side converges if and only if
+∞∑
n=0
m˜(n)P˜x(n)P˜y(n)
converges. However, by the dual orthogonal relation, we achieve
+∞∑
n=0
m˜(n)P˜x(n)P˜y(n) =
1
m(x)
δx,y
for any x, y ∈ N, concluding the proof. 
Before exploiting the strong solution, let us show the total convergence of some
auxiliary series of functions.
Lemma 4.2. Let N(t) be a solvable birth-death process with state space E, gen-
erator G, invariant measure m and family of associated classical orthogonal poly-
nomials (Pn)n≥0. Suppose that E is countably infinite and (Pn)n≥0 exhibits a dual
transformation property with t(n) in such a way that there exists a constant C > 0
such that m˜(n)
m˜(t(n)) ≤ C. Let g ∈ ℓ2(m) such that g(x) =
∑
n≥0 gnQn(x) for x ∈ E
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and some constants (gn)n≥0, where (Qn)n≥0 are the normalized orthogonal polyno-
mials. Moreover, let us denote d˜n =
∥∥∥P˜n∥∥∥
ℓ2(m˜)
. Then
(1) For any x ∈ E it holds ∑n≥0 |gnQn(x)| ≤ √C ‖g‖ℓ2(m) d˜x;
(2) For any fixed x ∈ E the sum ∑n≥0 eΦ(t, λn)gnQn(x) totally converges;
(3) For any fixed x ∈ E and t ∈ [T1, T2] the sum
∑
n≥0 λn eΦ(t, λn)gnQn(x)
totally converges.
Proof. Let us show property (1). Since g(x) =
∑
n≥0 gnQn(x) and Qn is an or-
thonormal basis of ℓ2(m), it holds
∑
n≥0 g
2
n = ‖g‖2ℓ2(m). In particular it holds,
by Cauchy-Schwartz inequality and the fact that t(n) is an arithmetic and strictly
increasing function∑
n≥0
|gnQn(x)| =
∑
n≥0
√
m˜(n)|gnPn(x)|
≤
∑
n≥0
m˜(n)P 2n(x)

1
2
‖g‖ℓ2(m)
≤
√
C
∑
n≥0
m˜(t(n))P˜ 2x (t(n))

1
2
‖g‖ℓ2(m)
≤
√
C
∑
n≥0
m˜(n)P˜ 2x (n)

1
2
‖g‖ℓ2(m) = C
1
2 d˜x ‖g‖ℓ2(m) .
To show property (2), let us just observe that eΦ(t, λn) ≤ 1 since λn ≤ 0 and then∑
n≥0
| eΦ(t, λn)gnQn(x)| ≤
∑
n≥0
|gnQn(x)|
where the series on the right-hand side is convergent and independent of t ≥ 0.
Concerning property (3), by Equation (3.5) we obtain for some constantK(T1) > 0,
since eΦ(t, λn) is decreasing,∑
n≥0
|λn eΦ(t, λn)gnQn(x)| ≤
∑
n≥0
|λn eΦ(T1, λn)gnQn(x)| ≤ K(T1)
∑
n≥0
|gnQn(x)|,
concluding the proof. 
Now we are ready to show that for the initial datum g ∈ ℓ2(m) our backward
problem admits a solution.
Theorem 4.3. Let N(t) be a solvable birth-death process with state space E, gen-
erator G, invariant measure m and family of associated classical orthogonal poly-
nomials (Pn)n≥0. Suppose one of the following properties holds
• E is finite (with E = {0, . . . , nE});
• E is countably infinite (with E = {0, 1, . . .} and we set nE = +∞), (Pn)n≥0
exhibits a dual transformation property with t(n) in such a way that there
exists a constant C > 0 such that m˜(n)
m˜(t(n)) ≤ C.
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Let g ∈ ℓ2(m) such that g(x) = ∑nEn=0 gnQn(x) for x ∈ E and some constants
(gn)n≥0, where (Qn)n≥0 are the normalized orthogonal polynomials. Then the
Cauchy problem
(4.2)
{
∂Φu
∂tΦ
(t, y) = G u(t, y) t > 0, y ∈ E
u(0, y) = g(y) y ∈ E
admits a strong solution of the form
(4.3) u(t, y) =
nE∑
n=0
eΦ(t, λn)gnQn(y).
Moreover, if G : ℓ2(m) → ℓ2(m) is continuous, then u is the unique solution.
Finally pΦ(t, x; y) is the fundamental solution of (4.2), in the sense that it is the
strong solution of (4.2) for g(y) = δx(y) and for any g ∈ ℓ2(m) it holds
u(t, y) =
∑
x∈E
pΦ(t, x; y)g(x).
Proof. Let us first show that u(t, y) in the form of (4.3) is a strong solution for
(4.2).
First of all, let us recall that, by definition of eΦ and Qn, it holds
G[eΦ(t, λn)Qngn](x) = eΦ(t, λn)gn GQn(x)
= λn eΦ(t, λn)gnQn(x) =
∂Φ
∂tΦ
eΦ(t, λn)gnQn(x).
Now let us observe that if E is finite then nE ∈ N and we have that u(t, y) is a
strong solution of (4.2) just by linearity of the involved operators.
Let us now suppose that E is countably infinite. Let us denote
Iν(t) =
∫ t
0
ν(τ)dτ
that is increasing and non-negative.
Let us then observe that∫ t
0
(u(τ, y)− u(0+, y))ν(t− τ)dτ =
∫ t
0
(u(τ, y)− u(0+, y))dIν(t− τ).
Since we have shown in Lemma 4.2 that the series defining u(t, y) totally converges
for fixed y ∈ E, then we can use [39, Theorem 7.16] to write:
(4.4)∫ t
0
(u(τ, y)− u(0+, y))ν(t− τ)dτ =
+∞∑
n=0
(∫ t
0
(eΦ(τ, λn)− 1)ν(t− τ)dτ
)
Qn(y)gn.
As next step, we want to differentiate under the series sign. However, we have
to show uniform convergence for t in any compact set [T1, T2] of the series of the
derivatives to use [39, Theorem 7.17]. However, recalling (3.4), one has
+∞∑
n=0
∂
∂t
(∫ t
0
(eΦ(τ, λn)− 1)ν(t− τ)dτ
)
Qn(y)gn =
+∞∑
n=0
∂Φ
∂tΦ
eΦ(t, λn)Qn(y)gn
=
+∞∑
n=0
λn eΦ(t, λn)Qn(y)gn
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that totally converges by statement (3) of Lemma 4.2.
Hence we obtain, differentiating on both sides in (4.4),
∂Φ
∂tΦ
u(t, y) =
+∞∑
n=0
∂Φ
∂tΦ
eΦ(t, λn)Qn(y)gn =
+∞∑
n=0
eΦ(t, λn)GQn(y)gn.
Now let us recall that G = (b(x)−d(x))∇++d(x)∆, hence we have to show that we
can exchange ∇+ with the sign of series. This is due to the commutative property
of totally convergent series. Indeed we have
∇+
+∞∑
n=0
eΦ(t, λn)Qn(y)gn =
+∞∑
n=0
eΦ(t, λn)Qn(y + 1)gn −
+∞∑
n=0
eΦ(t, λn)Qn(y)gn
= lim
N→+∞
(
N∑
n=0
eΦ(t, λn)Qn(y + 1)gn −
N∑
n=0
eΦ(t, λn)Qn(y)gn
)
= lim
N→+∞
N∑
n=0
eΦ(t, λn)∇+Qn(y)gn =
+∞∑
n=0
eΦ(t, λn)∇+Qn(y)gn
where all the passages are justified by the fact that the two series∑+∞
n=0 eΦ(t, λn)Qn(y+1)gn,
∑+∞
n=0 eΦ(t, λn)Qn(y)gn both totally converge by Lemma
4.2. The same holds for ∆. Thus we finally have
∂Φ
∂tΦ
u(t, y) =
+∞∑
n=0
eΦ(t, λn)GQn(y)gn = G u(t, y)
for any t > 0. Concerning the initial datum, we have
u(0, y) =
nE∑
n=0
gnQn(y) = g(y).
Now let us show uniqueness. This is obvious when E is finite (since G is always
continuous and ℓ2(m) = ℓ∞, thus u(t, y) is obviously uniformly bounded).
Let us consider the case in which E is countably infinite. And let us show that if
x 7→ d˜x is bounded or g ∈ ℓ∞ then u(t, ·) is uniformly bounded in ℓ2(m). Indeed,
in the first case, we have, since Qn is an orthonormal basis of ℓ
2(m), for any t ≥ 0
‖u(t, ·)‖2ℓ2(m) =
+∞∑
n=0
e
2
Φ(t, λn)g
2
n ≤
+∞∑
n=0
g2n = ‖g‖ℓ2(m) .
Thus we can conclude that u(t, x) is the unique strong solution of problem (4.2) by
[2, Corollary 4.7].
Now let us consider a function g ∈ ℓ2(m). Then we have∑
x∈E
pΦ(t, x; y)g(x) =
∑
x∈E
m(x)
(
nE∑
n=0
eΦ(t, λn)Qn(x)Qn(y)
)
g(x)
=
nE∑
n=0
Qn(y) eΦ(t, λn)
∑
x∈E
m(x)Qn(x)g(x)
=
nE∑
n=0
Qn(y) eΦ(t, λn)gn = u(t, y)
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where we could exchange the order of the series since or E is finite, and then the
sums are finite, or E is countably infinite and all the series involved are totally
convergent in compact sets containing t.
Finally, let us observe that if for some z ∈ E g(x) = δz(x), then
u(t, y) =
∑
x∈E
pΦ(t, x; y)δz(x) = pΦ(t, z; y),
concluding the proof. 
4.3. The forward equation. Now let us apply the same strategy to study the
Cauchy problem associated with L.
Theorem 4.4. Let N(t) be a solvable birth-death process with state space E, for-
ward operator L, invariant measure m and family of associated classical orthogonal
polynomials (Pn)n≥0. Suppose one of the following properties holds
• E is finite (with E = {0, . . . , nE});
• E is countably infinite (with E = {0, 1, . . .} and we set nE = +∞), (Pn)n≥0
exhibits a dual transformation property with t(n) in such a way that there
exists a constant C > 0 such that m˜(n)
m˜(t(n)) ≤ C.
Let f/m ∈ ℓ2(m) such that f(x) = m(x)∑nEn=0 fnQn(x) for x ∈ E and some
constants (fn)n≥0, where (Qn)n≥0 are the normalized orthogonal polynomials. Then
the Cauchy problem
(4.5)
{
∂Φv
∂tΦ
(t, x) = L v(t, x) t > 0, x ∈ E
v(0, x) = f(x) x ∈ E
admits a strong solution of the form
(4.6) v(t, x) = m(x)
nE∑
n=0
eΦ(t, λn)fnQn(x).
Moreover, if L : ℓ2(m) → ℓ2(m) is continuous, then v is the unique solution.
Finally pΦ(t, x; y) is the fundamental solution of (4.2), in the sense that it is the
strong solution of (4.2) for f(x) = δy(x) and for any f/m ∈ ℓ2(m) it holds
v(t, x) =
∑
y∈E
pΦ(t, x; y)f(y).
Proof. Let us first observe, by Lemma 2.1
Lm(x) eΦ(t, λn)fnQn(x) = eΦ(t, λn)fn Lz→x(m(z)Qn(z))(x)
= λn eΦ(t, λn)fnm(x)Qn(x) =
∂Φ
∂tΦ
m(x) eΦ(t, λn)fnQn(x).
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Thus, the exact same strategy of the proof of Theorem 4.3 leads to formula (4.6).
Concerning uniqueness, it holds, sincem is a probability measure and thenm(x) ≤ 1,
‖v(t, x)‖ℓ2(m) =
∑
x∈E
m(x)
(
m(x)
nE∑
n=0
eΦ(t, λn)fnQn(x)
)2
≤
∑
x∈E
m(x)
(
nE∑
n=0
fnQn(x)
)2
= ‖f/m‖ℓ2(m)
thus it is uniformly bounded in ℓ2(m). Hence we have uniqueness by [2, Corollary
4.7].
Moreover, let us observe that∑
y∈E
pΦ(t, x; y)f(y) = m(x)
∑
y∈E
(
nE∑
n=0
eΦ(t, λn)Qn(x)Qn(y)
)
f(y)
m(y)
m(y)
= m(x)
nE∑
n=0
eΦ(t, λn)Qn(x)
∑
y∈E
Qn(y)
f(y)
m(y)
m(y)
= m(x)
nE∑
n=0
eΦ(t, λn)fnQn(x) = v(t, x).
Finally, observe that for some fixed z ∈ E, f(y) = δz(y). Then obviously f/m ∈
ℓ2(m) and then we have
v(t, x) =
∑
y∈E
pΦ(t, x; y)f(y) =
∑
y∈E
pΦ(t, x; y)δz(y) = pΦ(t, x; z)
concluding the proof. 
Next step is to identify some processes such that pΦ(t, x; y) is its transition
probability function (in some sense) and then give some stochastic representation
of the strong solutions of the Cauchy problems (4.3) and (4.6).
5. Non-local solvable birth-death processes
Let us now consider a solvable birth-death process N and the subordinator σΦ
associated to the Bernstein function Φ, with its inverse EΦ. Let us suppose N and
EΦ are independent.
Definition 5.1. The non-local solvable birth-death process induced by N and Φ is
defined as
(5.1) NΦ(t) := N(EΦ(t))
for any t ≥ 0. Moreover, we define its transition probability function
pΦ(t, x; y) := P(NΦ(t) = x|NΦ(0) = y).
We used the same notation for the transition probability function and the fun-
damental solution of the Cauchy problems (4.3) and (4.6). Indeed, we can show
the following result.
Theorem 5.1. The transition probability function pΦ(t, x; y) coincides with the
series defined in Lemma 4.1.
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Proof. Let us first observe that NΦ(0) = N(0) almost surely (since EΦ(0) = 0
almost surely), thus, by a simple conditioning argument, we have
pΦ(t, x; y) =
∫ +∞
0
p(s, x; y)fΦ(s, t)ds.
Now let us recall, by Theorem 2.2, that
p(s, x; y) = m(x)
+∞∑
n=0
eλntQn(x)Qn(y)
thus we have
pΦ(t, x; y) = m(x)
∫ +∞
0
+∞∑
n=0
eλnsQn(x)Qn(y)fΦ(s, t)ds.
Recalling the notation in the proof of Lemma 4.1, let us define
n0 = ⌈max(root(x) ∪ root(y) ∪ root(x˜) ∪ root(y˜))⌉+ 1.
and let us split the summation in two parts. We have
pΦ(t, x; y) = m(x)
∫ +∞
0
n0∑
n=0
Qn(x)Qn(y)e
λnsfΦ(s, t)ds
+m(x)
∫ +∞
0
+∞∑
n=n0+1
Qn(x)Qn(y)e
λnsfΦ(s, t)ds.
Now let us observe that we can exchange the integral sign with the first summation
by linearity of the integral, while in the second summation this can be done by
Fubini’s theorem, being the integrands of fixed sign (exactly the sign is determined
by (−1)ŝ(cxcy) since Qn(x)Qn(y) = m˜(n)P˜x(t(n))P˜y(t(n))). Thus we have
pΦ(t, x; y) = m(x)
n0∑
n=0
Qn(x)Qn(y)
∫ +∞
0
eλnsfΦ(s, t)ds
+m(x)
+∞∑
n=n0+1
Qn(x)Qn(y)
∫ +∞
0
eλnsfΦ(s, t)ds
= m(x)
+∞∑
n=0
Qn(x)Qn(y)
∫ +∞
0
eλnsfΦ(s, t)ds.
Finally, let us recall that, by definition∫ +∞
0
eλnsfΦ(s, t)ds = E[e
λnEΦ(t)] = eΦ(t, λn),
concluding the proof.

By using this result, we can achieve some stochastic representation of the solu-
tions of the Cauchy problems (4.3) and (4.6). Indeed we have the following result.
Proposition 5.2. Let NΦ(t) be the non-local solvable birth-death process associ-
ated to N(t) and Φ. Suppose N(t) admits state space E and one of the following
properties holds:
• E is finite (with E = {0, . . . , nE});
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• E is countably infinite (with E = {0, 1, . . .} and we set nE = +∞), (Pn)n≥0
exhibits a dual transformation property with t(n) in such a way that there
exists a constant C > 0 such that m˜(n)
m˜(t(n)) ≤ C.
Then
(1) For g ∈ ℓ2(m) the function u(t, y) = Ey[g(NΦ(t))] (where Ey[·] = E[·|NΦ(0) =
y]) is strong solution of (4.3);
(2) For f/m ∈ ℓ2(m) such that ∑x∈E f(x) = 1, denoting by Pf the probability
measure obtained by P conditioning with the fact that NΦ(0) admits distri-
bution f , then the function v(t, x) = Pf (NΦ(t) = x) is strong solution of
(4.6).
Proof. To show assertion 1, let us observe that
u(t, y) = Ey[g(NΦ(t))] =
∑
x∈E
g(x)pΦ(t, x; y),
obtaining that u(t, y) is the strong solution of (4.2) by Theorem 4.3.
Concerning assertion 2, we have
v(t, x) = Pf (NΦ(t) = x) =
∑
y∈E
f(y)pΦ(t, x; y)
obtaining that v(t, x) is the strong solution of (4.5) by Theorem 4.4. 
Finally, this proposition allows us to obtain the invariant distribution of NΦ(t)
and show that it is also the limit distribution.
Corollary 5.3. Let NΦ(t) be the non-local solvable birth-death process associated to
N(t) and Φ. Suppose N(t) admits state space E and one of the following properties
holds:
• E is finite (with E = {0, . . . , nE});
• E is countably infinite (with E = {0, 1, . . .} and we set nE = +∞), (Pn)n≥0
exhibits a dual transformation property with t(n) in such a way that there
exists a constant C > 0 such that m˜(n)
m˜(t(n)) ≤ C.
Then
(1) If NΦ(0) admits distribution m, then NΦ(t) admits distribution m for any
t ≥ 0;
(2) If NΦ(0) admits distribution f such that f/m ∈ ℓ2(m), then limt→+∞ Pf (NΦ(t) =
x) = m(x).
Proof. Let us first show property (1). To do this, let us observe that 1 ∈ ℓ2(m)
since m is a probability measure. Thus, recall, by Proposition 5.2, that v(t, x) =
Pm(NΦ(t) = x) is a strong solution of (4.5). Now we need to determine mn such
that
∑nE
n=0mnQn(x) = 1. Let us recall that Q0(x) = 1 while deg(Qn(x)) = n
for any n = 1, . . . , nE , thus we have m0 = 1 and mn = 0 for any n = 1, . . . , nE.
Moreover, let us recall that λ0 = 0, since 1 ∈ Ker(G). Hence we have, by Theorem
4.4
v(t, x) = m(x)
nE∑
n=0
eΦ(t, λn)Qn(x)mn = m(x)
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and NΦ(t) admits m as distribution.
Now let us suppose NΦ(0) admits f as distribution with f/m ∈ ℓ2(m). By Propo-
sition 5.2 we have that v(t, x) = Pf (NΦ(t) = x) is a strong solution of (4.5) hence
it holds
v(t, x) = m(x)
nE∑
n=0
eΦ(t, λn)Qn(x)fn = m(x)f0 +m(x)
nE∑
n=1
eΦ(t, λn)Qn(x)fn.
Let us determine f0. We have, by definition of scalar product in ℓ
2(m),
f0 =
∑
x∈E
m(x)
f(x)
m(x)
Q0(x) =
∑
x∈E
f(x) = 1
hence we have
v(t, x) = m(x) +m(x)
nE∑
n=1
eΦ(t, λn)Qn(x)fn.
Now let us consider the summation part. First of all, let us recall that m is a
probability measure, hence m(x) ≤ 1. We have∑
x∈E
m(x)f2(x) ≤
∑
x∈E
m(x)
f2(x)
m2(x)
= ‖f/m‖ℓ2(m)
hence f ∈ ℓ2(m). By Lemma 4.2 we know that ∑nEn=1 eΦ(t, λn)Qn(x)fn totally
converges, hence we can take the limit as t→ +∞ under the summation sign.
Now let us observe that limt→+∞EΦ(t) = +∞ almost surely. On the other hand,
we have eλnEΦ(t) ≤ 1, thus we can use monotone convergence theorem to achieve
lim
t→+∞
eΦ(t, λn) = E[ lim
t→+∞
eλnEΦ(t)] = 0.
Finally, by dominated convergence theorem, we have
lim
t→+∞
v(t, x) = m(x) +m(x) lim
t→+∞
nE∑
n=1
eΦ(t, λn)Qn(x)fn
= m(x) +m(x)
nE∑
n=1
Qn(x)fn lim
t→+∞
eΦ(t, λn) = m(x),
concluding the proof. 
6. Correlation structure of non-local solvable birth-death
processes
Let us consider the potential measure UΦ(t) = E[EΦ(t)] of the subordinator
σΦ(t). As a consequence of Corollary 2.3, we can directly apply [6, Theorem 2] to
obtain and expression of the covariance of NΦ(t) in terms of eΦ(t;λ1).
Proposition 6.1. Let N(t) be a solvable birth-death process with state space E, in-
variant measurem admitting finite second moment and family of associated classical
orthogonal polynomials (Pn)n≥0. Let us denote by ι : E → E the identity function
and suppose that ι = a0Q0 + a1Q1. Suppose the survival function P(EΦ(t) ≥ s)
of EΦ(t) is differentiable in t and
∂
∂t
P(EΦ(t) ≥ s) is Laplace transformable in s.
Then it holds, for any t ≥ s ≥ 0
Covm(NΦ(t), NΦ(s)) = a
2
1
(
−λ1
∫ s
0
eΦ(t− τ ;λ1)dUΦ(τ)− 2 + 2 eΦ(s;λ1) + eΦ(t;λ1)
)
.
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As we expected, since we are composing a stationary process N(t) (if N(0)
admits m as distribution) with a non-stationary one EΦ(t), NΦ(t) is not second-
order stationary. To introduce the notion of memory for our process NΦ(t), we
refer to the necessary conditions given in [9, Lemmas 2.1 and 2.2], since, for our
processes, it is easier to work with the auto-covariance function. In particular we
focus on the long memory with respect to the initial state.
Definition 6.1. Given the function γ(n) = Covm(NΦ(n), NΦ(0)) for n ∈ N:
• NΦ(t) is said to exhibit long-range dependence if γ(n) ∼ ℓ(n)n−k where
ℓ(n) is a slowly varying function and k ∈ (0, 1);
• NΦ(t) is said to exhibit short-range dependence if
∑+∞
n=1 |γ(n)| < +∞.
As a direct consequence of Proposition 6.1 we obtain the following Corollary.
Corollary 6.2. Let N(t) be a solvable birth-death process with state space E, invari-
ant measure m admitting finite second moment and family of associated classical
orthogonal polynomials (Pn)n≥0. Let us denote by ι : E → E the identity function
and suppose that ι = a0Q0 + a1Q1. Suppose the survival function P(EΦ(t) ≥ s)
of EΦ(t) is differentiable in t and
∂
∂t
P(EΦ(t) ≥ s) is Laplace transformable in s.
Then, limt→+∞Covm(NΦ(t), NΦ(0)) = 0.
Moreover, if eΦ(t;λ1) ∼ Ct−α as t → +∞ for some α ∈ (0, 1), then NΦ(t) is
long-range dependent.
Proof. One has
Covm(NΦ(t), NΦ(0)) = a
2
1 eΦ(t;λ1),
where this identity can be achieved both by Proposition 6.1 or by direct calculations,
observing that Covm(N(t), N(0)) = a
2
1e
λ1t. The assertion easily follows from last
identity. 
Remark 6.3. Let us observe that, actually, since Covm(N(t), N(0)) = a
2
1e
λ1t, we can
argue by direct calculations without using the regularity hypotheses on P(EΦ(t) ≥
s).
Concerning the asymptotic behaviour of eΦ(t;λ1), one can obtain some informa-
tion by the behaviour of Φ. Indeed one has the following result.
Proposition 6.4. If Φ is regularly varying at 0+ with order α ∈ (0, 1], then, for
any fixed λ > 0, eΦ(t;−λ) is regularly varying at ∞ with order −α.
Proof. Let us consider J(t) =
∫ t
0 eΦ(s;−λ)ds and let us observe that the Laplace-
Stieltjes transform J¯(η) of J(t) is given by
J¯(η) =
Φ(η)
η(Φ(η) + λ)
.
Since λ is positive, one has that J¯(η) is regularly varying at 0+ if and only if Φ(η)
η
is (since Φ(0+) = 0 by the fact that Φ is a driftless Bernstein function, see, for
instance, [40]). In particular, since Φ is regularly varying at 0+ with order α, then
J¯(η) is regularly varying at 0+ with order α− 1.
By Karamata’s Tauberian theorem (see, for instance, [33] for a compact statement
and [13] for the full proof), we know that J(t) is regularly varying at infinity with
order 1−α. Now let us observe that J ′(t) = eΦ(t,−λ), that is monotone, hence, by
Monotone density theorem (again, see [13, 33]), we have that eΦ(t,−λ) is regularly
varying at ∞ of order −α, concluding the proof. 
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In particular we get the following Corollary.
Corollary 6.5. Under the hypotheses of Proposition 6.1, if Φ is regularly varying
at 0+ with order α ∈ (0, 1), then NΦ(t) is long-range dependent.
Let us reconsider the examples given in Section 3 and study the asymptotic
behaviour of the covariance.
• In the case Φ(λ) = λα we can actually obtain an explicit formulation of the
autocovariance function for t ≥ s > 0:
Covm(NΦ(t), NΦ(s)) = a
2
1
(
Eα(λ1t
α)− λ1αt
α
Γ(1 + α)
∫ s
t
0
Eα(λ1t
α(1− z)α)
z1−α
dz
)
,
where the proof of such formula is identical to the one of [27, Theorem 3.1].
Thus we can use [27, Remark 3.3] to obtain directly long-range dependence
of the process.
• As Φ(λ) = (λ + θ)α − θα, we have that Φ(λ) is actually regularly varying
at 0+ of order 1. Indeed we have Φ(λ)/λ → αθα+1 as λ → 0+. In partic-
ular this means that the function J(η) defined in Proposition 6.4 is such
that J(0+) = αθ
α+1
λ
. By Karamata’s Tauberian theorem, we still have
limt→+∞ J(t) =
αθα+1
λ
. This means in particular that eΦ(s;−λ) is inte-
grable in (0,+∞) and thus ∑+∞n=1 eΦ(n;−λ) < +∞. From this observation
we obtain that in such case NΦ(t) is short-range dependent.
• If we consider Φ(λ) = log(1 + λα) for α ∈ (0, 1), then Φ(λ) is regularly
varying at 0+ of order α, since limλ→0+
log(1+λα)
λα
= 1. Thus, in particular,
NΦ is long-range dependent by Corollary 6.5.
• Finally, if Φ(λ) = log(1 + λ), we have limλ→0+ log(1+λ)λ = 1 and then
J(0+) = 1
λ
. This means again that eΦ(t;−λ) is integrable in (0,+∞) and
then NΦ is short-range dependent.
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