Multiple solutions for a class of nonlinear Sturm-Liouville problems on the half line  by Chen, Chao-Nien
JOURNAL OF DIFFERENTIAL EQUATIONS 85, 236-275 (1990) 
Multiple Solutions for a Class of 
Nonlinear Sturm-Liouville Problems 
on the Half Line* 
CHAO-NIEN CHEN 
Department of Mathematics, Indiana University, 
Bloomington, Indiana 47405 
Received November 23, 1988; revised March 14, 1989 
A class of nonlinear Sturm-Liouville problems is considered. These problems 
admit zero as a trivial solution. Variational techniques and approximation 
arguments are used to obtain the existence of nontrivial solutions with any 
prescribed number of nodes. Results are also obtained in higher dimensions via 
investigation of the set of radial solutions of appropriate partial differential equa- 
tions. 0 1990 Academic Press, Inc. 
0. INTRODUCTION 
This paper as well as a subsequent one [7] is concerned with bifurcation 
questions for nonlinear elliptic eigenvalue problems on unbounded 
domains. Such questions have recently been studied by various authors [ 1, 
2, 5, 9, 16-18, 21, 23-25, 35-391. They have found that the lowest point of 
the continuous spectrum of the linearized operator is a potential bifurca- 
tion point. In these papers, there are mainly two kinds of bifurcation 
phenomena that have been dealt with: (i) bifurcation of solutions having 
parameter values in the continuous spectrum [2, 5, 16-18, 21, 23, 241 and 
(ii) bifurcation of solutions having parameter values not in the continuous 
spectrum [S, 25, 391. 
In this paper, we further study such problems pertaining to (i). We 
consider a nonlinear Sturm-Liouville eigenvalue problem for a family of 
ordinary differential equations and a related class of partial differential 
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equations. In the ordinary differential equation case, we study the bound- 
ary value problem 
-d = h(x) 24 - F(x, u) 24, o<x< +a, (0.l.a) 
u(O) cos 0 - u’(O) sin 8 = 0, UEL2[0, co), (0.l.b) 
where r and F are nonnegative continuous functions. F(x, 0) = 0 and 
8 E [0, n/2]. The related problem in the partial differential equation case is 
-Au = h(x) u - F(x, u) u, XElW, (0.2.a) 
24 EL?(W). (0.2.b) 
For both problems (0.1) and (0.2), it is easy to see that u z 0 is a trivial 
solution and the linearized operator about u = 0 has a purely continuous 
spectrum [0, co). It is also not difficult to show that u ~0 is the only 
L*-solution if I d 0. Thus, we will aim at the case 1> 0. 
Kiipper [23,24-J first pointed out that a minimal growth condition with 
respect o x for the nonlinearity is needed to ensure the existence of a non- 
trivial L2-solution of (0.1). In particular, if F(x, y)=o(x)(yl”, then there 
exists a nontrivial L*-solution if and only if j; w-*‘~ dx < + co. The point 
2 = 0 is the intimum of the continuous spectrum. Kipper proved that for 
any A> 0 there exists a positive solution and that these solutions form a 
continuum bifurcating from (2, U) = (0,O). By a continuum of solutions, we 
mean a set of pairs (2, U) E R x E, satisfying (0.1 ), which is connected with 
respect to a reasonable topology in a function space E associated 
with (0.1). 
Several authors have obtained multiple solutions via different methods. 
Bongers, Heinz, and Kiipper [S] considefed Dirichlet boundary value 
problems for both ordinary differential equations and partial differential 
equations. Applying arguments due to Ljusternik and Schnirelman, they 
proved in particular for problems like (0.1) and (0.2) that for every r > 0, 
there exists a sequence (A:), u:))~ a 1 of solutions such that 11 u!’ 11 Lo = r and 
that lim, _ m AC) = cc while lim, -t 0+ At’ = 0. In the ODE case, Heinz [ 161 
further related the Ljusternik-Schnirelman critical levels associated with 
(0.1) to nodal properties of solutions. This work [S] shows the problem 
has a sequence of solution “branches” emanating from (A, U) = (0,O) and a 
natural open question is whether these “branches” are connected. 
Jones and Kiipper [21] studied a more restricted problem 
-u” = /IL4 - o(x)(uIU u, o<x< +co, (0.3.a) 
u(0) = 0, UE L2[0, co). (0.3.b) 
They used various assumptions on w near infinity, a good model case being 
o(x) = p(x) eax with c( > 0 and p(x) > 0 a polynomial. For each ;1> 0, they 
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employed phase portrait techniques to construct a sequence (u,+ I)k a 1 of 
solutions such that u~,~ has exactly k - 1 distinct interior zeroes. Moreover, 
u,,,+O as L-0. 
In this paper, we mainly aim at the existence of multiple solutions for 
problems (0.1) and (0.2) and leave questions of bifurcation to a subsequent 
paper [7]. We generalize the previous results [S, 18, 21, 23, 241 in the one- 
dimensional case and deal with radial solutions for higher-dimensional 
cases. Our basic assumptions are: 
(r.1) rEC([O, co), (0, co)), O<r,<r(x)<r,< +cc for xE[O, oo). 
(F.l) J? [0, co) x iw + [0, co) is continuous. 
(F.2) There exist positive numbers gi and continuous functions 
oi: [0, co) + (0, co) which satisfy Sr o;2i0Z dx< + co, i= 1, 2, such that 
&, Y) 2 ~l(X)l.Yl”’ for XE[O, co), y>O and F(x,y)>02(x)Iylu2 for 
x E [O, od ), y < 0. 
F.3) lim,,, +. F(x, y) = 0 uniformly on compact subsets of [0, cc ). 
(F.4) For fixed x E [0, co), F(x, y) is an increasing function of y if 
y > 0 and a decreasing function of y if y < 0. 
In Section 1, we will prove, for every 2 > 0 and 8 E [0,71/2], that there 
exists a unique positive (resp. negative) solution u which satisfies (0.1). 
Moreover, ~EC~[O, co)nH’[O, co) and u(x)-‘O, u’(x)+0 as x-co. 
To obtain the existence, an approximation approach will be used, taking 
as approximate solutions those for the bounded interval case. Compared 
to the variational methods used in [S, 16, 181 our argument has the 
advantage that 
(F.5) F(x, - y) = F(x, JJ) for XE [0, cc), YE Iw 
need not be assumed. In the variational arguments the growth condition 
som OJ -2’0 dx < + co is used to give a compact imbedding property. Here, 
we use it to provide a priori estimates which allow us to pass to the limit 
from approximate solutions. Uniqueness will be proved with the aid of 
several useful “monotonicity” properties for positive and negative solutions 
derived from the monotonicity assumption (F.4). Also, in the proof of the 
existence result, “monotonicity” properties will be used to prevent the limit 
of approximate solutions from degenerating to the trivial solution. 
In Section 2, a method that pieces together alternately positive and 
negative solutions on adjacent intervals will be used to obtain solutions 
with a prescribed number of nodes. This idea originated with Nehari [26] 
for a bounded interval. The same kind of technique was used by Ryder 
[34] for Nehari’s problem on an unbounded domain. Hempel [19] also 
used such an idea but different argument on a different class of equations 
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for a bounded domain. Our equation is closely related to Hempel’s but 
to treat the problem for the unbounded domain case, we require new 
techniques. 
Assuming (r.1) and (F. 1 )-(FS), we will show, for every 1> 0, 
8 E [0, 7c/2], and n E N, there exists a solution which satisfies (O.l), having 
exactly n - 1 zeroes in (0, co), and being positive (resp. negative) in a 
deleted neighborhood of x = 0. 
In Section 3, with the help of the “monotonicity” properties of Section 1, 
we use the solutions obtained in Section 2 as starting points and construct 
an iteration scheme to get multiple solutions under the weaker symmetry 
assumption: 
(F.5)’ There are positive numbers 6 and X such that F(x, - .Y) = 
F(x, y) for x E [X, co) and Jyl d 6. 
At the first glance it may seem that (F.5)’ can be removed by using an 
argument letting X+ cc and 6 -+ 0. However, we have found an example 
[8] which shows a hypothesis like (F.5) is necessary to insure the existence 
of a solution in each nodal class. 
In Section 4, we study radial solutions of (0.2). Let p denote the radial 
variable. The growth condition 17 o- ‘Ia dx < co in the one-dimensional 
case will be replaced by a parallel one, j; pNP *w p2’“dp < cc here. If 
L;)(x) = o(p) for /xl= p, XE RN, this is equivalent to JRN h-2’udx < co, 
which has been used in [S, 181 although they considered general solutions 
rather than radial ones. However, looking for radial solutions allows us to 
pursue solutions with nodal properties. The main new difficulty here is the 
occurrence of a singularity in the equation at the origin. We overcome this 
difficulty by making an additional approximation. Using a transformation 
of variables and results established in previous sections, we obtain results 
analogous to those in the one-dimensional case. 
1. EXISTENCE AND UNIQUENESS OF 
POSITIVE AND NEGATIVE SOLUTIONS 
In this section, we will obtain existence and uniqueness results for 
positive and negative solutions for the problems 
ml 
-UN = h(x) u - F-(x, u) z4, a<x< +co, (1.l.a) 
u(a) cos 8 -u’(a) sin 8 = 0, uEL’[a, co), (1.l.b) 
where a 3 0 and 0 Q 0 < 7112. By a solution of (I), we mean 
u~C*[a, co)nH’[a, co), which satisfies (1.1). 
240 CHAO-NIEN CHEN 
Now, we state the main existence result for positive and negative solu- 
tions: 
THEOREM 1.2. Suppose (r.l), (F.l)--(F.4) are satisfied. Given ,I> 0, a 3 0, 
and 0 d 8 <n/2 there exists a positive (resp. negative) solution u which 
satisfies (I), and 
lim U(X) = 0, lim u’(x) = 0. 
X’oo x-00 
Remark 1.3. The existence result of positive and negative solutions has 
been obtained via different methods [S, 16-18, 21, 23, 241. However, they 
only treated the boundary condition 8=0 in (1.l.b). In [S, 16, 183 the 
authors imposed the minimal growth condition on the function 
g(x, y) = df(x, y)/ay, where f(x, y) =F(x, y)y. It is easy to see if 
m, Y) 2 4X)lYl” and af/ay exists then, by (F.4), g(x, y) = 
F(x, y) + y s aF(x, v)/ay B F(x, y) 2 o(x)1 ~1”. Also, they assumed an upper 
bound for g(x, y) which we do not need. 
Our strategy is to approximate solutions of (I), by those of 
U)*,b 
- 22 = AT(x) u - F(x, u) u, a<x<b, (1.4.a) 
~(a) cos e - U’(U) sin e = 0, u(b) = 0. (1.4.b) 
Existence results for (1.4) have already been established in the literature 
(e.g., [ 12, 19, 20, 28, 291). A partial uniqueness result is known for (1.1). 
The more general form we require is: 
THEOREM 1.5. Suppose (r.l), (F.l), and (F.4) are satisfied. Let i>O, 
~20, and 0 Q 8 <n/2 be fixed. Zf ul, u2 are two solutions of (I)o,b (resp. 
(I),) such that ul, u,>O or ul, u2 <O on (a, b) (resp. (a, co)), then 
u1- 242 in [a, b] (resp. [a, 00)). 
Since the proof of Theorem 1.5 will immediately follow from a 
“monotonicity” lemma, we postpone it till then. 
Remark 1.6. (a) For a bounded or unbounded domain with 8 = 0 this 
result has been obtained by several authors (e.g., 116, 17, 19, 21, 23, 281). 
(b) We will let V,(& a, b, 8, .) (resp. V,(Iz, a, co, 8, .)) represent he 
unique positive and negative solution for (I),,b (resp. (I),), respectively. 
When some of the parameters 1, a, b, 8 are known or considered fixed they 
will be suppressed in the above notation. 
(c) If the function Fin (1.l.a) is further assumed to satisfy (F.5) then 
it is clear that I/- = - V,. 
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To prove Theorems 1.2 and 1.5, we need some preliminaries, including 
“monotonicity” lemmas and estimates of solutions for (I), and (I)a,b. We 
first state a result of Wintner and Hartman [ 151. 
LEMMA 1.7. Let ‘pl and cpz be continuous functions on [a, co) such that 
q1 is bounded from above and cpz E L2[a, co). If u is a solution of the 
differential equation u”(x) + cpl(x) u(x) = cp2(x) and UE L*[a, co) then 
u E H’[a, co) and u(x) + 0, u’(x) + 0 as x -+ co. 
Next, we are going to establish several “monotonicity” properties of 
positive and negative solutions for (I),,b and (I),. In the remainder of this 
section, when the proof for the positive solutions is the same as that for the 
negative solutions we will only carry out the former. 
LEMMA 1.8. Let u and Y be positive (resp. negative) solutions of (1.9) and 
( 1. lo), respectively: 
-zP=Ar(x)u-F(x,u)u, 
- 0” = ps(x) v - H(x, v) 0. 
(1.9) 
(1.10) 
Suppose the functions r, s and F, H satisfy, respectively, (r. 1) and (F.l ), 
(F.4). Suppose 
Ir<ps (1.11) 
and 
F2H. (1.12) 
(i) If u and v satisfy (1.4.b), we have 
W-h d Iv(x)1 for XE (a, b) if e=o 
andfor x E [a, b) if 0 < 8 < z/2, (1.13) 
lu’(b)l < Iv’(b)1 and b’(a)1 i IvYaN. (1.14) 
(ii) Zf u and v satisfy (l.l.b), we have 
lu(x)l G Iv(x)l for XE (4 ~0) if e=o 
andfor XE [a, GO) zj- 0 < 8 <z/2, 
and 
b’(a)1 6 Iv’(a)l. 
(1.15) 
(1.16) 
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Moreover, if the inequality (1.11) is strict or F(x, y) > H(x, y) for y # 0 then 
inequalities (1.13) and (1.15) are strict. 
Remark 1.17. This generalizes the results of Kiipper [23] and Heinz 
[ 161 where they treated the case 8 = 0 and obtained the “monotonicity” of 
solutions with respect to the eigenvalue parameter A. 
Proof. (i) Suppose u(t) > u(t) > O.for some t E (a, b). By the continuity 
of u and u and the boundary condition (1.4b) we know there is a subinter- 
val (a, /3) of (a, b) such that either 
1” U(X)>U(X)>O for x E (a,/?) and U(M) = u(a), w = o(P) 
or 
2” c1= a, u(x) > u(x) > 0 for x E [a, P), u(B) = u(B). 
With slight modification, the argument used in Proposition 2.1 of [16] 
shows that both lo and 2” are not possible. Therefore (1.13) must be valid, 
and (1.14) immediately follows from (1.13). Moreover, if u(t)=u(t) for 
t E (a, b) in the case 8 = 0 and for t E [a, b) in the case 0 < 6’6 7c/2, then 
letting z = u - u, we have z(t) = 0 and z(x) < 0 for x E [a, b]. Thus z has a 
maximum at t. However, from (1.19) and (1.10) 
z”(t)= [F(t, u(t))-H(t, u(t))+ps(t)--h(t)] u(t), 
which is positive if the inequality (1.11) is strict or F(x, y) > H(x, y) for 
y # 0. This contradiction indicates that the inequality (1.13) in this situa- 
tion must be strict. 
(ii) The proof is similar to that of (i) except that now /? could be 
+co. However, in case of /? = +co, the proof can proceed with the help of 
Lemma 1.7. We skip it. 
Proof of Theorem 1.5. Let u and u be positive solutions for (I),, (resp. 
(I),), then it follows from (1.13) (resp. (1.15)) that uau and u>u. There- 
fore, u E u. 
LEMMA 1.18. Let u and u be positive (resp. negative) solutions of 
Eq. (1.l.a) and satisfy, respectively, the boundary conditions either 
(i) 
or 
u(a) cos til -u’(a) sin 8, =O, 
v(a) cos 8, - v’(a) sin 19~ = 0, 
u(b) = 0 
u(b) = 0 
(1.19) 
(1.20) 
(ii) 
u(a) cos 8, - u’(a) sin 0i = 0, uE L2[a, co) (1.21) 
v(a) cos 8, - v’(a) sin 8, = 0, uE L2[a, 00). (1.22) 
STURM-LIOUVILLE PROBLEMS ON THE HALF LlNE 243 
Assume (r. 1 ), (F.l ), and (F.4) are satisfied. If 0 < 0, < 6J2 < n then 
lu(x)l ,< Iu(x)l for XE [a, 6) in case (i) 
or 
lu(x)l d Iv(x)1 for XE [a, 00) in case (ii). 
Moreover, if e2 > 9, and we further assume 
(f.1) f(x, y) is locally Lipschitz continuous in y 
then inequalities (1.23) and (1.24) are strict. 
(1.23) 
(1.24) 
The proof can be carried out similarly to that of Lemma 1.8. We omit 
it. 
Before continuing giving more “monotonicity” properties of solutions, 
we quote a known existence result for (1.4). Let p,,=p,(a, b, 13) 
(n = 1, 2, 3, . ..) be the nth eigenvalue of 
- 21” = lr(x) u, a<x<b, (1.25-a) 
u(a) cos 0 -u’(a) sin 8 = 0, u(b) = 0, (1.25.b) 
the linearized equation of (I),,b linearized about the trivial solution u = 0. 
It is well known (see [ 111) that 
o<p,<pLz< ... <p,< .‘.) 
lim ,u,(a, b, 6)= +a~, 
n-m 
(1.26.a) 
(1.26.b) 
the functions pn are continuous in a, 6, and 0, and for fixed a and 6, the 
pn are decreasing functions of b such that 
lim ,~,(a, b, 0)= +GO, 
b-o+ 
(1.26.~) 
and 
lim ~,,(a, 6, 0) = 0. 
b-cc 
(1.26.d) 
Moreover, if a and b are fixed, pL, are decreasing functions of B for 
0 G 8 G 7c/2. 
Remark 1.27. We use the notation p,Ja, b) when 0 is known or 
considered fixed and simply write pn if a, 6, and 0 all are fixed. 
We denote by S&,(l, 0) (resp. S;,,(A., 0)) the sets of UE C’[a, b] such 
that u satisfies (1.4), u > 0 (resp. ~0) in a deleted neighborhood of x = a, 
and u has exactly n - 1 simple zeroes in (a, b), where 1> 0, 0 < 0 < 7r/2, and 
n > 1 is an integer. 
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PROPOSITION 1.28. Suppose (r.l), (F.l)-(F.3) are satisfied. Let 
0 < 9 < n/2 be fixed. 
(i) Zf A < p, and u is a solution of (I)a,b then u = 0. 
(ii) If I </A, and u is a solution of (I),,b then u +! S&J& 0). 
(iii) For any J. > p,,, S &,,,Jk 0) # 0 and S&,(~~ 0) # 0. 
Remark 1.29. Proposition 1.28 is actually a special case of a more 
general result in [12] and (F.2) can be replaced by any assumption which 
insures that F(x, y) -+ CC as ly( -+ co. 
LEMMA 1.30. Suppose (r.l), (F.l )-(F.4) are satisfied. 
(i) Let 0<6<n/2 be fixed in (1.l.b) and (1.4.b). Q- 1 >~,(a, 6, f3) 
undb<b,<+oo thenforxE(u,b) 
I I’,(& a, b, x)1 d I V,(1, a, b,, x)1. (1.31) 
IfO<86n/2, (1.31) holdsfor xE[u,b). ZfO<0<71/2 
I V’,(A, a, b, a)1 $ I v;(A, a, bl, u)l. (1.32) 
(ii) Let 8 = 0 in (1.l.b) and (1.4.b). If il > ~~(a, b, 0) and a, <a then 
for XE [a, b) 
and 
I v, (2, a, b, XII d I v, (4 a,,& x)l (1.33) 
(1.34) 
IfA>Oundu,<u thenforxE[u,oo) 
(iii) Let 0 < 8 6 7r/2 be fixed in (1.l.b) and (1.4.b) and I > ~~(a, b, 0). 
Let a, < e and F,(x, y) = F(x, y)/r(x). Zf for all fixed y # 0, F,(x, y) is non- 
decreasing in x, then (1.33k(1.35) hold. 
(iv) Let 8=0 in (1.l.b) and (1.4.b). If I>pl(u, b,O) and 
u,<u<b<b,<+oo thenforxE[u,b] 
I?‘,@, a, 6 x)l < IV,@, a,, b,, XII. (1.36) 
(v) Let 0 < 0 < ~12 be fixed in (1.l.b) and (1.4.b). Suppose for 
fixed y #O, F,(x, y) is nondecreasing in x. Zf 1> ~~(a, b, 13) and 
u,<u<b<b,<+w, thenforxE[u,b], (1.36)hokds. 
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Moreover, if (f.1) is further assumed, all inequalities (1.31)-( 1.36) except for 
the inequality (1.35) of (iii) in the case 8 = n/2 are strict. The exceptional one 
is also strict provided that in addition to assuming (El), dF,/ax > 0 and 
BF, lay > 0 for y # 0 are also satisfied. 
Remark 1.37. In this lemma, we suppress the dependence on 8 from 
our notation V,. 
Proof: The proofs of (i) and (ii) proceed like that of Lemma 1.8. To 
prove (iii) we let u = V+(& a, b, .) and v = V+(n, a,, b, .). It is known 
(see, e.g., [29, Chap. 41) that v cannot have a double zero, that is, 
v*(x) + v’*(x) # 0. Hence the Priifer substitution [4, Chap. lo] can be made 
as follows. Define p(x) = v’(x) -t v’*(x), z(x) = arctan[v(x)/v’(x)], then 
u(x) = p(x) sin z(x), v’(x) = p(x) cos T(X), z(al) = 8, and 
z’(x) = [Ir(x) - F(x, v(x))] sin2zcX) +cos*z(x). 
It is easy to see that 
ifT(t)E[O,rr/2)u(n/2,7c] andF,(t,v(t))<A,ort(t)=x/2 
and F,( t, v(t)) < I, then z’(t) > 0. (1.38) 
Also, since v(x) is a positive solution, z(t) E (0, n) for t E (a,, b). We claim: 
If F,(t, v(t)) > 1 then z(t) $ [0, 7c/2]. (1.39) 
If F,(t, v(t)) > 13. then z(t) $ [0, 7c/2). (1.40) 
Indeed, by (l.l.a), F,(t, v(t)) > 2 implies v”(t) > 0. Suppose r(t) E [0, n/2] 
then v’(t) ~0. Hence v’(x) > 0 for XE (t, t + E) with some E >O. Since 
v(t)>O, v(x)>v(t)>O for xE(t, t+c]. Suppose there is an .s,>O such 
that 
~~=sup{~)~‘(~)>Ofor~~(t, t+c)). 
Then, since F,(x, y) is nondecreasing in x and, by (F.4), is increasing in y, 
F,(t + E,,, v(t + Q,)) > F,(t, v(t)) > 1. Hence by the same reasoning as above 
there exists a 6 > 0 such that v’(x) > 0 for x E [t + sO, t + q, + 6), which 
contradicts the definition of .sO. Therefore v(x) > 0 and is increasing for 
x > t. But this is contrary to v(b) = 0. Thus, we have (1.39). Also, the same 
proof except for replacing v”(t) > 0 by u”(t) 2 0 and v’(t) 2 0 by u’(t) > 0 
yields ( 1.40). 
Now, suppose u(t,)>u(t,) for some t, E [a, b). Arguing like the 
beginning of the proof of Lemma 1.8(i), we face situation 1” or 2” as there. 
Since 1” is not possible as before, we now handle 2”, i.e., there exists a 
/?Gb such that u(x)>v(x)>O for XE [a, B) and u(j3)=@). Note that 
(1.38) and (1.40) imply that 
if z(t) E [0, n/2) then t’(t) > 0. (1.41) 
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Hence, if 19 E(0, n/2) this implies z(a) > 8. So 2” is contrary to (1.23). It 
remains to show the case of 8 = 7c/2. In this case, since 6 = 7r/2, if r(a) 2 n/2, 
by (1.23), u(a) 6 u(a), which violates the assumption of 2”. Hence, 
r(a) < n/2 and v’(a) > 0. Let 
s = Inf{ a ( u’(x) > 0 for x E (a, a]} 
Since u’(a,) = 0, s 2 a,. Clearly v’(s) = 0. If Y”(X) < 0 for XE (s, a), v’(a) 6 0, 
which is absurd. Therefore there exists an a, E (s, a) such that ~“(a,) > 0. By 
(l.l.a), Fi(cr,, u(c(,))>A. However, by the definition of s, v’(a)>0 and 
Z(E) E [0, 7c/2), which contradicts (1.39). Therefore 2” is also impossible 
when 8 = n/2. So we obtain (1.33) for 8 E (0, 7c/2] and consequently (1.34). 
To prove (1.35) we let U= V+(& a, ao,O) and u= V+(n, a,, co, 0). We 
first note that (1.38) and (1.39) are still valid. The only difference in the 
proof of (1.39) is to replace u(b) = 0 by lim, _ 3. u(x) = 0. We omit the proof 
for the same reason as mentioned in Lemma lJ(ii). 
Parts (iv) and (v) immediately follow from (1.31) (1.33) in (ii) and in 
(iii), respectively. 
If (f.1) is satisfied and the equality occurs, by the uniqueness result for 
the initial value problem u z v. In (i), this implies v(b) =O. Since u 20 in 
[a, b,], u’(b) = 0. But v cannot have a double zero. Thus the inequalities 
(1.31) and (1.32) must be strict. Similarly u = v cannot occur in (ii), (iv), 
and (v). We now consider (iii). If 0 E (0, n/2), as we mentioned before by 
(1.41) r(a)> 6. Hence, from Lemma 1.18, u(a) < u(a). So U-V is not 
possible. The remaining case is 8 = 7~12. Again, let u = V, (A, a,, b, .). We 
claim 
ifb< +CXZ andr(t)=n/2for tE [a,, b) thenF,(& u(t)<A. (1.42) 
To show this, we pick a bl >b and put vi = V+(l, a,, b,, .). By (i) we have 
v,(t) > v(t). Thus, if F,(& v(t)) > 1, by (F.4), F,(1, v,(t)) > 1. This together 
with u;(t)=0 contradicts (1.39). Let U= V+(i,u, b, .). If b-c +oo and 
UEU, then v’(ui)=~‘(a)=O. By (1.42) and (l.l.a), ~“(a~)<0 and u”(a)<O. 
Hence, there exists an E > 0 such that u’(x) <O for XE (a,, a, + E) and 
V’(X) > 0 for x E (a -e, a). This implies v has a minimum at some point 
/I E (a,, a). Thus u’(p) = 0 and u”(p) 3 0, i.e., r(p) = 7c/2 and F,(P, v(p)) 3 1, 
which contradicts (1.42). Therefore inequalities (1.33) and (1.34) must be 
strict even for the case 8 = 7c/2. 
To show the last assertion, we let II = V+(A, a, co, .) and u = 
V+(A, ai, 03, .). Suppose u E v then u’(u) = ~‘(a,) = 0. Clearly, if u”(a) > 0, 
by (l.l.a), F,(u, u(u)) > I, which contradicts (1.39). Suppose u”(a) < 0, then 
u’(x) > 0 for x E (a - E, a) with some E > 0. Let 
2 = Inf{olI v’(x) > 0 for XE (a, u)}. 
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Obviously, z > a,. On the other hand, v(x) < o(a) for XE [cr, a). Since 
aP,/ax > 0 and aF,/ay > 0, we have F,(x, D(X)) < F,(a, u(a)) for x E [a, a). 
By (l.l.a), F,(a, v(a)) < J.. Hence, for XE [a, a), F,(x, u(x)) < A, and by 
(1.l.a) u”(x) ~0. This together with v’(u) =0 implies U’(Z) > 0, which 
contradicts the definition of z. Thus u”(u) < 0 is not possible and it remains 
that u”(u) =O. By (l.l.a), P,(u, u(u))= A. Define the function L by 
F,(x, L(x)) = A. Clearly, the assumption aF,/ay>O implies L(x) is well- 
defined. It is also easy to check by implicit function theorem that 
L’(x) = -2 (X, L(x))/% (x, L(x)). 
Since L’(u) < 0 = u’(u) and L(u) = u(u), L(x) > u(x) for x E (U-E, a) with 
some E > 0. This implies F,(x, u(x)) < ;1. and by (l.l.a), u”(x) < 0 for such x. 
Hence u’(x) < 0 for those x. Then arguing like the case u”(u) < 0, we obtain 
a contradiction again. This completes the proof. 
Remark 1.43. (a) If 0 E (0, n/2), (1.40) and (1.l.a) imply Vl;(& a, 6, 8, a) 
< 0 for b d +co, provided that (r.l), (F.l), (F.3), and (F.4) are satisfied and 
P,(x, y) is nondecreasing in x. Also note that the proof of (1.53.c)does not need 
the assumption (F.2). However, it ensures the existence of V, (2, a, b, 8, .). 
(b) If (r.l), (F.l)-(F.4), and (f.1) are satisfied, (1.42) and (1.l.a) 
imply V: (1, a, b,rr/2, a) < 0 for b < + co. Moreover, (F.2) can be replaced 
by an assumption which ensures the existence of V, (1, a, b, , 42, . ) for 
some 6, E (b, 00). 
From Lemmas 1.18 and 1.30, we have an immediate consequence: 
COROLLARY 1.44. Assume (r. 1 ), (F. 1 )-( F.4) are satisfied. Let 1> 0, 
a> 0, and 0~ [O, z/2] be fixed. Zf u is a solution of (I),, then 
v- (A, 4 CO, 8, X) Q U(X) <v, (A, 4 CO, e, x) for x E [u, 00). 
Having established these uniqueness and “monotonicity” properties, we 
are going to obtain several upper bounds for u and U’ in terms of 1, r2 and 
bounds involving or and oz. 
LEMMA 1.45. Suppose (r.l), (F.l), and (F.2) are satisfied. Let A> 0 and 
O<e<n/2 be fixed. Let u be u solution of (I)a,b. Then, for any 
O<u<b< +co, 
II4 L~c,, / I G 66 a, 6) d KItA, a), (1.46.a) 
IIU’II ~*[a, /,I G &(A a, 6) d &(A a), (1.46.b) 
Ilull ~“[a, b] d ~x(~, a, 6) < K,@, a), ( 1.46.~) 
II4 ~m[a, b] < &@, a, b) < K,(A, a), (1.46.d) 
505/85/Z-4 
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&(A, a, b)= i: (1 p i= 1 r2 (jab ~0;~~~~ dx)li2, 
K,(A., a, b) = (12r2)1’2 RI, 
&(A, a, b) = (2R, . K2)1’2, 
&(A, a, b) = (h2)1’2 X3 
and 
Ki(A, a) = 2irna Ri(Ay U, b), l<i<4. (1.47) 
Proof. We first note that if u is a positive (resp. negative) solution of 
(1) a,b, a slightly modified version of the proof of Lemma 3.6 of [ 173 yields 
I 
b 
I 
6 
u2 dx < (h+2)2’0’ CO;~‘~‘ dx resp. (h2)2’02 UI;~~~* dx 
a (I > 
and 
s b resp. (h2)(2+u2)‘a2 n 
To obtain estimates (1.46.a) and (1.46.b) for,solutions in an arbitrary 
nodal class, we assume u has interior zeroes at zl, z2, . . . . z,, m > 1. The 
restriction of u to each interval of [a, zI], [z,, z2], . . . . [z,, b] is either 
positive or negative. Hence (1.46.a) and (1.46.b) hold for u on each interval 
with the corresponding end-points. Summing up these estimates completes 
the proof of (1.46.a) and (1.46.b). 
To prove (1.46.c), it is easy to see that 
u2(x) = - j” 2~24’ dr
x 
for x E: [a, b]. Applying Schwartz inequality, we obtain 
This together with (1.46.a) and (1.46.b) leads to (1.46.~). 
Finally, we need the following lemma to prove (1.46.d). 
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LEMMA 1.48. Suppose (r. 1) and (F. 1) are satisfied. Let 2 > 0 and u be a 
solution of (I)a,b (resp. (I),) then 
IM L”[a, b] G Jz II4 L”[o, b] 
(rev. ll~‘lILmCa, m) .+z llhyu, c,I. (1.49) 
Assuming the lemma, we see that (1.46.d) easily follows from (1.46.~). 
Now, we prove the lemma. 
ProofI If u = 0, (1.49) is clearly satisfied. To consider nontrivial solu- 
tions we put R(x)=l(r, + 6) u’(x) + u’*(x) with 6 >O. Then it follows, 
with the aid of Eq. (l.l.a), that 
R’(x) = 2[F(x, u(x)) + ;l(r, + 6 -r(x))] u(x) u’(x). 
From the assumption (F.l), we know F(x, u(x))>O, Also note that 
r2 + 6 - r(x) > 0. Thus R’(x) has the same sign as that of u(x) u’(x). Using 
an argument analogous to the proof of Lemma 2.3 of [ 171, it can be 
verified that R must attain its maximum at a point t at which R’(t) = 0 and 
u’( t ) = 0. Therefore 
IIU’IIL”G llfilILa.=JTRo=x/m 14th aJrn IbIlL”. (1.50) 
Since (1.50) holds for every b > 0, we get (1.49). 
Proof of Theorem 1.2. Let 6, = a+n and u, = V+(A, a,b,, 0, .), 
n = 1, 2, 3, . . . . Put c= K,(1, a) + K,(1, a). Then, for n> 1, Lemma 1.45 
implies 
ll%I I c’ [a. bn] d c. (1.51) 
Let 
It follows from Eq. (1.l.a) that 
for all j 2 n. 
lI~~llL~Co,b,l’<~r2c+~l(~) (1.52) 
The bounds (1.51) and (1.52), the Arzela-Ascoli theorem with a diagonal 
process, and (1.l.a) imply that there exist a subsequence {u,,~} and a 
u E ~‘[a, co) such that 
Unk -5 u uniformly on compact subsets of [a, co). (1.53) 
250 CHAO-NIEN CHEN 
Also, note that u,(a) cos %-u;(a) sin 8 =0 for all it. This implies 
u(a) cos 8 - u’(a) sin 6’ = 0. The “monotonicity” result (1.31) tells us 
Un+l( ) x 2 u, x ( 1 f or x G [a, b,]. Hence U(X) > 0 for x E (a, co). 
To show u~H’[a, co) we put 
v/c(x) = 
u,,(x) if a<xd b,, 
0 if x> b,,. 
Pick an M > 0, and by Lemma 1.45 we have 
s 
M 
v:+v;‘dx<K;+K; 
a 
for all k. Invoking (1.53) we get 
s 
M 
u’+u”dx<K;+K;. 
a 
(1.54) 
Since (1.54) is true for all M > a, we conclude u E H1 [a, co ). 
Remark 1.55. The “monotonicity” result (1.31) indicates that not only 
a subsequence { unk} but the whole sequence {u,} converges to U. 
COROLLARY 1.56. Assume (r.1 ), (F.l), and (F.2) are satisfied, If u is a 
solution of (I), then 
II4 LZ[,, co) < K,(k a), (1.57.a) 
IIU’II Lq,, cm) G K2(4 a)> (1.57.b) 
Ilull ~m[a, co) G &(A ~1, (1.57.c) 
IIU’II ,c”[u, co) G &(A a). (1.57.d) 
Proof: From Lemma 1.7 we know 
lim u(x)=0 
x-cc 
and 
lim u’(x) = 0. 
x-co 
With this replacing the boundary condition u(b) = 0, the rest of the proof 
can be easily carried out by the same argument as in Lemma 1.45. We omit 
it. 
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Remark 1.58. (a) In the proof of Corollary 1.56, the solution u may 
have infinitely many zeroes in [a, co). However, this does not affect the 
proof and implies that any solution of Eq. (1.l.a) satisfying the boundary 
conditions u(a) cos 13 - u’(a) sin 6’ = 0, 0 < 19 < 7r/2, and having infinitely 
many zeroes, automatically belongs L2[a, cc ), provided that (r.1 ), (F.1) 
(F.2) are assumed. 
(b) An example of solutions having infinitely many zeroes was given 
by Heinz [ 181, where he also gave a sufficient condition which prohibits 
the existence of such solutions. 
(c) Ki(l, a), 1~ i < 4, are continuous functions of a and 1. For fixed 
U>O 
lim Ki(l, a) = 0. 
1-O 
(1.59.a) 
If 1> 0 is fixed, then 
lim Ki(3L, a) = 0. 
a-m 
(1.59.b) 
Before completing this section we are going to discuss the continuous 
dependence of positive and negative solutions on parameters and domains. 
PROPOSITION 1.60. Assume (r.1 ), (F. 1 k(F.4) are sutitied. Let 
0<9<~/2 be fixed. Let 2>0, O<u<b<+oo, and {(l,,a,,bk)} be a 
sequence such that lim, _ o. (A,, uk, bk) = (1, a, b), where bk could be +co if 
b= +CQ. 
(i) Zf b< +GO and I<pl(a, 6) then 
lim 
k+cc 
vk(lk, uk, bk, X) = 0 
and 
lim V',(lk,Uk,bk,X)=O 
k-ccc 
uniformly for x E [a, b]. 
(ii) Zf either b < +CC and 1> pl(u, b) or b = +co, then 
and 
252 CHAO-NIEN CHEN 
for x E [a, b] or [a, co) in case that b = +a~ and uniformly on compact 
subsets of (a, b). 
The proof can easily be carried out, using a simple argument based on 
the uniqueness of the positive (resp. negative) solution for a given 
parameter and interval, and we omit it. 
2. EXISTENCE OF SOLUTIONS WITH A PRESCRIBED NUMBER OF NODES WHEN 
THE NONLINEARITY Is ODD 
Now we turn to the questions of solutions with nodes. Let ,? > 0, a > 0, 
0 d 8 < n/2, and n > 1 be an integer. Let S&(1, 0) (resp. s;,(,X, 19)) denote 
the set of UE C2[a, cc) nH’[a, co) such that u satisfies (1.l.a) and the 
boundary condition u(a) cos 8 -u’(a) sin 8 =O, u >O (resp. ~0) in a 
deleted neighborhood of x = a, and ZJ has exactly n - 1 simple zeroes in 
(a, co). We will show the existence of solutions in each nodal class 
s&(1, 0). We can now state the main result of this section. 
THEOREM 2.1. Assume (r.l), (F.l)-(F.5) are satisfied. For any 1>0, 
a 3 0, and 0 < 8 6 n/2, S,t,(I, 0) and S,,(I, 0) are nonempty for all n E N. 
Remark 2.2. The existence of solutions with multiple nodes has been 
obtained in [ l&18,21]. However, we generalize the result in several direc- 
tions as mentioned in Remark 1.3. 
To prove the theorem, we will generalize a result of Hempel for bounded 
intervals (Proposition 2.4, also see [ 191 or [20]) to the unbounded case 
and use it to find solutions with a prescribed number of nodes when 8 = 0. 
Starting from a solution belonging to s:,(n, 0), those “monotonicity” 
properties, which were developed in the previous section, allow us to set up 
an iteration scheme to construct a solution with n - 1 nodes in the case 
0 < e G n/2. 
Let us assume (r.l), (F.l), (F.3), and (F.4). Also, for O<a<b< +co, 
we assume V, (A, a, b, 0, . ) (resp. V- (2, a, b, 0, . )) exists whenever 
,?>~~(a, 6, 0). Define the number ,4 “[a, b] (resp. &[a, b]) by 
,4’[a, b] (resp. L[a, b]) 
= h(x) u’(x) - (u’(x))~ - 2 ~“‘“‘f (x, y) dy 1 dx, (2.3.a) 0 
where 
0 if A<pL,(a, b,O) 
‘= ?‘+(A, a, b, 0, .) (resp. VP) if ;1> pCLl(a, b, 0). 
(2.3.b) 
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To make the notation clear, let us recall that V, and p, were defined as 
in Remark 1.6 and in (1.41), respectively. From Theorem 1.5, we know 
,4 * [a, b] are well-defined. If F(x, y) satisfies (F.5), then n + [a, b] = 
/1- [a, b] due to the fact that V, = - I/-, and we simply use the notation 
,4 [a, b]. Also, for convenience, we adapt the notation V, (A, a, b, 0, x) E 0 
whenever 1~ ~,(a, b, 0). 
PROPOSITION 2.4. (Hempel [19]). Assume (r.l), (F.l), (F.3), (F.4) are 
satisfied. Suppose V, = V, (A, a, b, 0, .) (resp. V-) exists if I > ~,(a, b, 0). 
Then /1+ [a, b] (resp. A- [a, b]) is a differentiable function of a and b, 
with derivatives given by 
an+ 
-= -(v+(a))2 da (resp. “fi -= -(v:(a))*) (2.5) 
and 
g= (V’+(b))* (resp. ‘ib- -=(V’(b))2). (2.6) 
Remark 2.7. Hempel actually imposed the stronger assumption 
(F.4)’ There exists an E > 0 such that for fixed x 2 0, y-&F(x, y) is a 
nondecreasing function of y if y > 0 and a nonincreasing function of y if 
Y<O 
instead of (F.4). He also assumed (F.5). However, in view of his proof, 
(F.4) would be sufficient provided that I’+(& a, b, 0, -) (resp. V-) exists 
whenever 1 >~,(a, b, 0). Also, it is worthwhile to mention that (F.4)’ 
insures the existence of V, due to Proposition 1.28 and Remark 1.29. 
To generalize Hempel’s result to the case of an unbounded interval, we 
assume (r.l), (F.l), (F.2), (F.3), and (F.4) and define A’[a, co] (resp. 
A-La, al) by 
A+[a, co] (resp. K[a, co]) 
= h(x) u*(x) - (u’(x))* - 2 ~ou’xif(x, y) dy 1 dx, (2.8) 
where u = V, (A, a, b, 0, .) (resp. V- ) and again we simply use the notation 
A[a, 001 whenever (FS) is satisfied. To justify that (2.8) is well-defined we 
show 
PROPOSITION 2.9. Zf (r.1 ), (F.l )-(F.4) are satisfied then 
O<A’[a, co]< +co. (2.10) 
To prove the proposition, we need a few lemmas. 
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LEMMA 2.11. Suppose (r. I ), (F. 1 k(F.4) are satisfied. Let ,?> 0 and a 2 0 
be fixed. Then A’ [a, b] are nondecreasing functions of b. Moreover 
(i) A’[a, b] =0 ifl,<pl(a, b,O) and 
(ii) A*[a,b]>O ifl>pl(a,b,O). 
Proof. From (2.3.b), /i * [a, b] = 0 if 1 <,~,(a, 6). Applying Proposi- 
tion 2.4 completes the proof. 
LEMMA 2.12. Suppose (r.l), (F.l), and (F.4) are satisfied. Let u be a 
solution of (I), then 
co 
s I 
u(x) 
f(x, y) dy dx < +co. 
0 0 
The proof can easily be carried out by multiplying Eq. (1.l.a) by u and 
integrating by parts, and we omit it. 
LEMMA 2.13. Assume (r.l), (F.1)(F.4) are satisfied. Then 
lim A*[a,b]=A’[a, ~1. 
b-cc 
Proof: Let u = V+(n, a, cc, 0, .). From the proof of Theorem 1.2 and 
Remark 1.55, any sequence {r+) with uk = V+(a, a, b,, 0, .) and 6, + +GO 
has the property that 
u$+ u uniformly on compact subintervals of [a, 00). (2.14) 
Since uk(bk) = 0 and F> 0, multiplying (1.l.a) by uk and integrating by 
parts yields 
I 
bk 
x 
u;* dt < -Q(X) u;(x) + R lb’ r(t) uf dt. 
x 
From (1.31), we know for x E [a, bk] that 
up(x) G u(x). (2.16) 
Given E > 0. By (2.16) and Lemmas 1.7 and 1.45, we have for large x that 
ludx) ulb)l <E 
and 
s 
m 
lr( t) uz dt < Ar, u’dt<~ (2.17) 
I 
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uniformly in k. Therefore, it follows from (2.15) that 
u;’ dt < 2E (2.18) 
uniformly in k. Hence (2.14) (2.17), and (2.18) imply 
lim jbk h(t) u; + u;’ dt = i m Ar( t) u2 + u;’ dt. 
k-m u a 
Thus it remains to prove 
lim j-“* j-‘“(‘) f( t, y) dy dt = lrn j+U(‘)r( t, y) dy dt. 
k+a-J u 0 a 0 
(2.19) 
By (2.16), (F.4), and Lemma 2.12, there exists an si >a such that if x>s, 
j-bk~“kc’~f(t,y)dydtdj”m~ucr)f(t,y)dydt<~ 
x 0 x 0 
uniformly in k. Combining this with (2.14), (2.19) follows from the 
standard 3~ argument. 
Proof of Proposition 2.9. From (1.26.d), we can pick a b> a such 
that A >,~,(a, b, 0) and hence, by Proposition 2.4 and Lemma 2.11, 
A’[a, b] >O and A’[a, b,] >A* [a, b] >O for all b, > b. Therefore, by 
Lemma 2.13, A*[u, co] ~0. 
The assertion A’[u, co] < +cc follows from (2.8), Theorem 1.2, and 
Lemma 2.12. 
Now, we have an analogue of Hempel’s result. 
PROPOSITION 2.20. Suppose (r. 1 ), (F. l )-(F.4) are satisfied. Then 
A + [a, co ] (resp. A ~ [a, co 1) is a differentiable function of a and 
s(resp.$J= -(241(u))2, (2.21) 
where u= V+(A, a, q0, .) (resp. VP). 
Proof Since their proofs are the same, only the case A + [a, co] will be 
carried out. Let (b, > c (a, co) be an increasing sequence such that 
lim, 4 m b, = +cc and put q,Jx) = A +[x, b,] for x E [0, b,]. Clearly, by 
(2.5), cpk(x) = -( I”+(& x, b,, 0, x))’ and from Proposition 1.60, cp: are 
continuous on [0, b,]. It follows from (1.32) that 
d(x) 2 rp:, + 1 (xl (2.22) 
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for n = 1, 2, 3, . . . and for every x E L-0, &I. Let t&x)= 
- (I”+(,?, x, co, 0, x))‘. By Proposition 1.60, $ is continuous and 
lim q:(x) = i++(x). (2.23) 
n-5 
It follows from the Dini theorem [33, Chap. 71, with the aid of (2.22) and 
(2.23), that 
uniformly on [0, b,]. (2.24) 
Put q(x) = /1+ [x, co]. Then an elementary theorem in calculus [33, 
Chap. 71 together with Lemma 2.13 and (2.24) implies cp, + cp uniformly 
on [0, b,] and 
q’(x) = lim q;(x) = e(x). (2.25) 
n-cc 
In particular, taking ~=a, (2.25) gives (2.21). 
We continue with the preliminary work needed for the proof of 
Theorem 2.1. 
LEMMA 2.26. Assume (r.l), (F.lt(F.5) are satisfied. Let ,I>0 and 
O<a<b< +oo befixed. Zf cE(u,b) then we have 
A[a, c] +A[c, b] <A[a, b]. (2.27) 
Moreover, if il > p,(a, c, 0) or 1> pL1( c, b, 0), tnequality (2.27) is strict. 
Proof. This easily follows from Propositions 2.4 and 2.20 and 
Lemma 1.30. 
COROLLARY 2.28. Assume (r.l), (F.l)-(F.5) are satisfied. Then 
lim n[a, co] =O. (2.29) 
a+m 
Proof: Let ~12 0. By Lemma 2.11 and Lemma 2.26, we have 
OdA[a, 031 <A[a, a] -A[a, a] 
for all a < a < + cg. Letting a 3 +cc and invoking Lemma 2.13, we 
obtain (2.29). 
Remark 2.30. Actually we can prove lim, _ oc n * [a, co] = 0 without 
assuming (F.5 ). 
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We are first going to prove Theorem 2.1 for the special case of 19 = 0. For 
fixed A > 0 and a 2 0, we denote the function G,(x) by 
G,(x)=A[a,x]+A[x, 001 (2.31) 
for XE [a,m) and define G,(+cc)=limx,+, G,(x). 
The function G, has the following properties. 
LEMMA 2.32. Suppose (r.l), (F.l)-(F.5) are satisfied. Then G, is con- 
tinuously differentiable on [a, 00) with 
and 
G,(+Go)=/~[u, co] (2.33) 
G;(x) = [ V’+(A, a, x, 0, x)1’- [ V’+(A, x, co, 0, x)]? (2.34) 
Proof G, E C’[a, co) is an immediate consequence of Propositions 2.4 
and 2.20 and (2.31). Next, by Lemma 2.13 and Corollary 2.28, we have 
(2.33). Finally, (2.34) follows from (2.6) and (2.21). 
We are now able to find a one-node solution for 0 = 0. From now on 
until the end of Remark 2.51, we suppress the B dependence in our 
notation. 
Proof of Theorem 2.1 in the case tl = 0 and n = 2. By ( 1.26.c), there is an 
E > 0 such that A< ,~,(a, x) for x E [a, a -I- E]. Hence, by Lemma 2.1 l(i) and 
(2.31) G,(a)=A[a, co]. From Proposition 1.28(i) and (2.34) we know 
G;(x) = - [ V’+ (A, x, 00, x)]’ < 0 for x E (a, a + a]. Furthermore, by (2.33), 
G,( +co) = ,4[a, co]. We conclude that G, must attain its intimum at some 
point z E (a + E, 00 ). 
Next, we define 
u(x) = 
{ 
v+ (A a, z, x), XECQ,Zl 
I/- (A z, a, xl, XE [z, co). 
(2.35) 
We claim ZJ E C’[a, co). Obviously, 
u(z) = V, (I, a, z, z) = V- (A, z, co, z) = 0. 
Since G’(z) = 0, by (2.34) and I’+ = - V_ , we have 
lim u’(x) = V; (A, a, z, z) = IK (A, z, co, z) = lim u’(x). (2.36) x-z- x-t+ 
Finally, it can be easily checked that U(X) satisfies (I),. Thus ueSz,(l) 
and hence -U E S;,(1). 
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Remark 2.37. The proof shows that, for given a > 0, G, attains its 
minimum at an interior point of [a, w ). 
To obtain n-node solutions, more work is needed. Let a > 0 be fixed. For 
n E N we denote the set A, by 
A,= {(x1,x2, . . . . x,)la<x, <x,... 6x,< +a>. 
Next, put x0 = a and x,, I = +co. Then, for fixed I > 0, we define the 
function G, on A, by 
n+l 
G,(x, > x2, . . . . xn)= c nCxi-l,x;l. (2.38) 
i=l 
LEMMA 2.39. Assume (r.l), (F.l)-(F.5) are satisfied. Then G, is 
continuously differentiable on A,, and 
dG, 
axr( 
Xl 3 x2, . . . . xn)= Cvl,(4 xi-l, xi, O, xi)l2- Cv’,tn, xi* xi+l, O, xi)]2. 
1 
(2.40) 
Proof. It immediately follows from Propositions 2.4 and 2.20 
and (2.38). 
LEMMA 2.41. Assume (r.l), (F.l)-(F.5) are satisfied. Let n > 1, then 
(i) ifxl = a, G,(x,, x2, . . . . x,) = G,- ,(x2, . . . . xJ, 
(ii) ifXi=Xi+i, G,(x~, x2, . . . . x,)=G,_~(x~, . . . . xi, xif2, . . . . x,), 
(iii) if {(xl(m), x,(m), . . . . x,(m))} c A, is a sequence such that lim 
m-m xi(m)=zi< +oo for O<i<k and limm,,xi(m)= +cc for 
k<i<n, 
then 
lim G,(x,(m), x2(m), . . . . x,(m)) 
m-+m 
{ 
G~-,(z,,z~,.->zL~) if k>l 
= A[a, 001 if k= 1. 
The proof is straight. We omit it. 
Completion of the Proof of Theorem 2.1 in the Case 8 = 0. Since 
A[xi- ,, xi] 2 Oand at least oneofthem is positive, we know Gk(xl, x2, . . . . xk) 
>O for all (xi, x2, . . . . xk) E Ak and hence Inf,, G,Jxi, x2, . . . . xk) exists. 
By an interior point of A,, we mean a point (xi, x2, . . . . xk) E Ak such 
that a<x, <x2< ... < xk < +co. We will show G, attains its global 
STURM-LIOUVILLE PROBLEMS ON THE HALF LINE 259 
infimum at an interior point (zi, z2, . . . . zk) of Ak. Assuming that for now 
and letting z. = a and z k + , = + co, from (2.40), we have, for i = 1, 2, . . . . k, 
that 
dGk 
Yg @I, 223 . . . . Zk) 
I 
that is, 
IV’+(A zi--12 ziY zi)l = I v’+(A zi, zi+l, zi)l, i= 1, 2, . . . . k. (2.43 
Also, note that if 2 d p,(zjP i, z,) for some j, let I> j be the largest 
value such that A < pi(z,- i, z,) and 2 >p,(z,, z,+ i). But this implies 
I”+ (2, zI-, , z,, zI) = 0 and V’+ (A, z,, z,+ , , z~) # 0, which contradicts (2.43). 
Thus~>~,(ziP,,zi)fori=1,2,...,k+1,andifweput 
u(X)’ (-l)j v+(n, zj, zi+l, x, for XE Czi, Z;+lh (2.44) 
i = 0, 1 , 2, . . . . k, then u E C ’ [a, cc ) is the desired k-node solution with nodes 
zl, 22, . . . . zk. 
Thus it remains to show that Gk attains its infimum at an interior point 
(z 1, z2, . . . . zk) of Ak. To achieve this goal it is sufficient to approve, by 
induction, the following statement: 
If, for 1 d k 6 n - 1, 
Gk attains its global minimum at an interior point of A, (2.45) 
and 
Min Gk(X,, x2, . . . . xk)> hf Gk+I(X1yX2,...,Xk+l) (2.46) Ak Ak+l 
then these statements also hold for k = n. 
It is clear, from Remark 2.37, that (2.45) holds for k = 1. Also, if G, 
attains its global minimum at ZE (a, co), then from Lemma 2.23 there 
exists a t E (z, co) such that 
hence 
A[z, t-J +A[t, co] <A[z, al] 
Ivlf” G,(x) = G,(z) = A [a, 2-J -t A[z, cm] 
> ACa, zl + ACz, tl +A[4 a]= G,(z, t) b IAn;f G2(x,, x,), 
which gives (2.46) for k = 1. 
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Next, if (2.45) and (2.46) hold for 1 <k < n - 1 and suppose (2.45) is 
false for k = n, then there exists a sequence ((S,(m), S,(m), . . . . s,(m))} c A, 
such that 
lim si(m) = ti (might be +co), 16i<n (2.47) 
m-m 
and 
Inf G,(x, , xz, . . . . x,1 = ,“-“, G,(S,(m), S,(m), . . . . S,(m)). (2.48) 
An 
Suppose t, < +co. Letting t,, = a, we can find 0 < j < IZ - I such that 
t.i = tj+ 1. 
Hence, by Lemma 2.41(i) or (ii), we have 
G,(tl, t2, “‘3 tn)=G,-l(tl, ...> tj-1, tj+l, ...) t”). (2.49) 
From Lemma 2.39, (2.47), and t, < +co, we know 
lim G,@,(m), S,(m), . . . . &(m)) = G,(tl, t2, . . . . t,). m-m 
(2.50) 
Applying the induction hypothesis and combining (2.48)-(2.50) leads to 
InfG,<MinG,-,= Inf G,~,<G,-l(tl ,..., tj-l, tj+l,..., t,) 
A. A-1 An-1 
= G,(t,, t,, . . . . 1,) = ,liFm G,(S,(mL . . . . Um)) = IEf G,, 
which is obviously absurd. If t, = +co, we let 0 6 j d n - 1 be the largest 
value such that tj < +co. Suppose j> 0. By Lemma 2.41(iii) we have 
lim G,(S,(m), . . . . S,(m)) = Gj(t,, . . . . tj). 
m-m 
Applying the induction hypothesis, we obtain the same sort of contradic- 
tion. Thus it remains the case j=O. In this case, by Lemma 2.41(iii) 
lim G,(S,(m), . . . . &(m))=AC4 ml. f?l+m 
From Lemma 2.23, there exists a z E (a, cc ) such that 
n[a, oo]>n[u,z]+n[z, co]=G,(z)aInfG,. Al 
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Thus, 
Iif G, = lim G,(S,(m), . . . . S,(m)) = A[a, co] > Inf G, = Min G,, 
m-cc Al A1 
which violates the induction hypothesis again. 
Finally, arguing like the case k = 1, we can prove (2.46) holds for k = n 
and this completes the proof. 
Remark 2.51. (a) Actually any critical point of G, gives an n-node 
solution. However, if the n-node solution is unique (up to the sign) then 
(2, 2 22 9 “., z,) must be the point at which the minimum of G, occurs, where 
Zl 3 z2, ...> z, are nodes of the n-node solution. 
(b) For fixed %>O and a30, let T,=A[a, co] and for n>2, 
rn=lnfAn-l G, _, . Then by (2.46) 
(i) r1 > r2 > . . > r, > . . . > 0. 
(ii) Let u be a solution of (I), and 
J(u) = sJ: h(x) u’(x) - (u’(x))~ - 2 sucx)f(x, y) dy dx. 
0 0 
If J(U) < r,, then u has at least n interior zeroes in (a, w ). 
Next, with the aid of Proposition 1.60, we know 
(iii) r, are continuous functions of 2 and a. 
Moreover, it is not difficult to prove, from Proposition 2.20 and 
Lemmas 1.8 and 1.30, that 
(iv) For fixed a > 0, r,, are increasing functions of 1 and for fixed 
1> 0, r, are decreasing functions of a. 
To complete the proof of Theorem 2.1 for the case 0 -C 8 < 7c/2 we need 
the following technical lemma. 
LEMMA 2.52. Assume (r.1) and (F.l)-(F.4) are satisfied. Let 
o<x,<x,< ... <x,<x,+,. Suppose x, + 1 < + CC (resp. = + co). Let T be 
a function defined by 
z(n) = 
+ if n is odd 
- if n iseven 
(2.53) 
and V,,,,,(l, a, b, 8, .) be the positive or negative (depending on T(n)) 
solution as mentioned in Remark 1.6(b). For fixed ol, 0~ fil < 7112, 
suppose ~>ccI(xo~x~~~I) and ~>M~X,.~..~L~(X~,X,+~,O) (resp. 
MaxlGiG,-l Pl(xi, xi+], O)), where pl(a, b, 0) was defined as in (1.26.a). 
Suppose for 2 d i ,< n 
I v:(ij(nY xi- 12 xit OF xi)l b I v:(i+ ,,(A xi, Xl+ 12 0. Xi)] (2.54) 
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and 
I K(l,(A x0> Xl? 01, Xl)1 2 I K,,,(k XI, x2,0, x,)1. (2.55) 
Then thereexist t,<t,<t,< ... <t,+,, tO=xO, t,,+,=x,,+, such that 
(i) tl Gxip l<i<n, (2.56) 
(ii) I C,,,(k toy h, 4, tl)l = I K,,,V, 4, t2, 0, 0 (2.57) 
andfor 2<i<n 
I v:(i)(n, ti- lr ti, O, li)l = I I/:(i+ lJ(A ti, lj+ 1) O, ti)l T (2.58) 
(iii) IJC,lj(k to, t,, e,, toll G IY,,,(A x0, x1, el, x0)1 if 8, =o, 
(2.59) 
(iv) I~:(n+1)(~,fn~tn+1,O,tn+1)l~l~:(n+1)(~,~,,~,+1,O,~,+,)l 
if xn+l < +w (2.60) 
w hi,, tlT e,) and A>Max,.i..Pl(fi, ti+l,O) 
(rev. Maxlgi9n--l Pl(ti, ti+l,O)). (2.61) 
Moreover, if z( j) is replaced by z( j + 1) wherever z(j) appeared in the above 
statement the result still holds. 
Remark 2.62. In view of the definition of r. if we define 
v(x) = vzc,,(n, to, t,, 8, XI for XE [to, tl) 
vz/r(i+ l)(A ti9 ti+ 13 OY x) for XE [ti, ti+l), 16i<n 
(2.63) 
and let a=t,, b=t,+I then ups&.+, (resp. S~,+,(A,e)) in the 
r(j) case and v E S;,b,n+, (A, 0) (resp. S;,, ,(A, 0)) in the t(j+ 1) case. 
Proof. Since 8, is considered fixed, we will suppress f3r as well as 0 from 
our notation when there is no confusion. 
The proof will proceed by induction. We tirst look at the case n = 1. For 
given x0 and x2, we define functions p+ and p- with domain (x0, x2) by 
P*(X) = wl+(n, x0, 4 e,, 412- cviv, X, x2, 0, x112, (2.64) 
where, for convenience, we adapt the notation V+ (A, a, 6, 8, x) z 0 when- 
ever A < pI(a, b, f3). Then it is clear, from Proposition 1.60, that p + and p ~ 
are continuous on (x0, x2). From the hypothesis (2.55), we know 
p’(xl) > 0. From (1.26.~) and Proposition 1.28(i), we know, for x near x0, 
that 
p’(x)= -[V’~(~,x,x,,x)]2<0. 
Therefore, there is a t, E (x0, x1] such that 
p+(tI)=O. (2.65) 
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Letting tO=xO and t, =x2 this yields (2.56). Combining (2.64) with (2.65), 
we obtain (2.57). 
Suppose x2 < +co. Now t, dx, and since ,~~(a, b, 0) is a decreasing 
function of b for a and 8 fixed, we have A> p,(t,, t2) and hence 
Ivl@, t,, f2, ll)l >o. 
Combining this inequality with (2.57) we have 
I v:tn, to, t,, t,)l >o. (2.66) 
If ;1< ,u,( to, t, ) the only solution for (I),,, ,, would be the trivial solution, 
which contradicts (2.66). Thus A> pl(tO, t,) giving (2.61) if x2 < +co. 
If x2 = +co, IVl(A, t,, 03, t,)l >O. Consequently the same argument as 
above shows A>,~i(t~, ti). Thus we have (2.61) even if x2 = +co. 
Equation (2.58) is void for n = 1. Inequalities (2.59) and (2.60) easily 
follow from (2.56) (1.32), and (1.34). Thus, with an analogous treatment 
of p-(x) which corresponds to the r(j+ 1) case we complete the case 
ofn=l. 
Suppose the result holds for n = k - 1. We are going to prove that it is 
true for n= k. Granted that (2.56)(2.58) are true, we can verify 
(2.59)(2.61) by the same reasoning as in the case n= 1. Thus, it remains 
to show (2.56k(2.58). 
First, by applying the induction hypothesis to k + 1 ordered points 
(x0, Xl 7 . ..> xk), we get k + 1 ordered points (so, si, . . . . sk) with the corre- 
sponding (2.56k(2.60) as 
s,,=xO,sk=xk, and Si<Xi for l<i<k-1, 
I vL(i)(n9 si- I? siT si)l = I vL(i+ I)(A si7 si+ 17 si)l, 1 ,<i<k- 1, (2.67) 
I C(l,(A so, 31, so) 6 K(l,(A x0, Xl, xo)l, 
1 v:,k,(A, sk- 1) sk, sk)i 2 I v:,k,(A, xk - 1) xk, xk)l. (2.68) 
From the hypothesis (2.54) and (2.68), we have 
1 v:(k,(A, Sk-13 Sk, Sk)\ 2 1 V:(k+ I,(& xk, xk+l, xk)l. (2.69) 
Put Sk+] =Xk+l. If equality occurs in (2.69), we have the n = k case. If 
(2.69) is not an equality, from (2.67) and (2.69), we can apply the induction 
hypothesis to (s,, sz, . . . . Sk+ i) and obtain (s;, . . . . sb+ i) with the correspond- 
ing (2.56k(2.60) as 
S;=S,,d+,=Sk+l, and s: < s; for 2<i,<k, 
(2.70) 
sosp35j2-5 
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I K(i)@, s:- I,43 si)l = I v$i+ l)tn3 s:, s:+ 17 s:)l, 2di<k, (2.71) 
I q*,u, s;, 4, s;)l B I K,,,(A $1, s2, s,)l, (2.72) 
I~:~k+L~(~~~;~~k+~~~;+,)l~I~:~k+~~(~~~k~~k+~~~k+~)l if xk+6 m. 
(2.73) 
Thus, it foilows from the case i= 1 of (2.67) and (2.72) that 
I K(2)M $9 4, $)I 2 Iv:,& so, SIT s,)l. (2.74) 
Put sb = sO. Again if equality occurs in (2.74) we are finished; otherwise we 
repeat the same process on (sb, s;, . . . . s;). Continuing in this fashion, we 
define ordered k + 2 tuples of points, (x,), (s,), (s:), etc. Either this process 
terminates in finitely many steps and hence we complete the proof or we 
have a sequence of k + 2 ordered points ((T”(O), Y(l), . . . . Tm(k + l))), 
such that 
T”(0) = T” + ‘(O), T”(k+ I)= T”+‘(k+ l), Tm(i + 1) < Tm(i) 
for l<i<k and for all m, (2.75) 
IK,&, Tm+ ‘(Oh T”“(l), T”+ ‘(WI 
G I v:,,,(k T”(O), T”( 11, Tm(0))l, 
I%+*) (A, T”+l(k), T”+‘(k + l), T”(k+ 1))1 
2 I V:,, + ,,V, T”(k), T”(k + 1 ), T” + ‘(k + 1 ))I if xk+l< +m, 
and if m is odd 
I f’$i~(A Tm(i- I), T”(i), T”(i))1 
= I V:(i+ ,)(A, T”(i), T”(i+ 1), Vi))1 for l<i<k-1 (2.76) 
and if m is even 
I K&k Vi - 11, T”(i), Tm(i))l 
= I J’&+ ,,(J, T”(i), Tm(i + l), T”(i))) for 2<i<k. (2.77) 
Since (2.75) indicates that for fixed 0 d i< k+ 1, (T”(i)} are monotone 
nonincreasing sequences and bounded below by x0, we know 
lim T”(i) = ti exists for O<i<k+l. (2.78) m-m 
Passing to the limit in (2.75)-(2.77), we get (2.56)-(2.58) for the case n = k. 
The same argument takes care of the r(j + 1) case. We omit it. 
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Completion of the Proof of Theorem 2.1. Since positive and negative 
solutions have already been constructed in Theorem 1.2, we only need to 
consider n > 2. Also, the proof of the case of s&(,4,6) is the same as that 
of SJA, 0), so only the first one will be carried out. 
Given n 2 2, we can pick a u E ,!?&(A, 0). Let x1, x2, . . . . x,- I be the nodes 
of u and put x0 = a, xk + 1 = +co, then it is clear that 
U(x) = vz(i)(n, Xi- 1 y xi, O, x, for XE [xiel, xi], 1 Gi<n. 
By (1.23), we have, for 0 < 0, < 742, that 
I~:(~,~o,~1,~1,~~)l~l~I+(~,~o,~1,o,x~)l. (2.79) 
Since 
IV’,(k x0, XI, 0, x,)1 = W,)l = I v:tn, x1, x2,0, x,)1, 
combining this with (2.79) yields 
l~+~~,~o,~1,~1,~,)l~Iv~(Iz,x~,x2,o,x~)l. (2.80) 
Now, looking at 1’,(1,(1, x0, xl, 8i, .) and V,(,,(n, xi-,, xi, 0, .), 2<i<n, 
and with the inequality (2.80), we satisfy the hypothesis of Lemma 2.52 
from which the required (n - l)-node solution follows. 
3. EXISTENCE OF SOLUTIONS WITH A PRESCRIBED NUMBER OF NODES WHEN 
THE NONLINEARITY Is ODD ONLY NEAR ZERO 
The goal of this section is to give the same existence result as in Section 2 
under weaker assumptions than earlier. From Theorems 1.2 and 1.5, we 
already know that, for every il> 0, there exist a unique positive and a 
unique negative solution. However, we have left open the question of 
whether or not there exist solutions with nodes without assuming (F.5). We 
will give an affirmative answer here, provided F(x, y) is symmetric in a 
neighborhood of (x, u) = (+co, 0) is the xy-plane, that is, 
(F.5)’ There are positive numbers 6 and X such that F(x, - y) = 
F(x,y)forxE[X,co)and IJJ[<S. 
THEOREM 3.1. Assume (r.l), (F.l)-(F.4), and (F.5)’ are satisfied. For 
any 1> 0, a 3 0, and 0 < 0 < ~12, S,t,(l, 0) and S;,(& 0) are nonempty for 
all nc N. 
Proof: Suppose u is a solution of (I),. By Corollary 1.56 
Ilull L@J(a, 02) d K,(A a). 
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From (1.59.b), we can find an tli > X such that K,(I, ~1~) < 6. Hence u is 
a solution of (I),, if and only if it is a solution of the problem 
- 24” = (h-(x) - H(x, 24)) 24, cI,<x< +co, (3.2.a) 
u(al) cos 0 - ~‘(a,) sin 8 = 0, uEL2Ca,, co), (3.2.b) 
where the function H is defined by 
Wx, Y) = F(x, Y) if y>O,x>O 
Ftx> -Y) if y < 0, x > 0. 
By Theorem 2.1, Sz,JA, 0) # @ and S;, .(A, 0) # 12/ for all n and 
0 < f3 < 7r/2. Pick a u E Sz,,(l, 0) and let z1 , z2, . . . . z, _ i be its nodes. Then 
it is clear that 
utx) = K(i)tA zi- 19 zi, O, x) for XE [zi- l,zi], lGiGn9 
where zO=al and z,= +co. By (1.34) 
I V’+(A a,, Zl, 0, z,)l < I V’+@, a, Zl, 0,Zl)l. (3.3) 
From (1.23), we have, for 0 < 8 < 7r/2, that 
I V’,(h a, zl, 0, zl)l < I V+(k a, zl, 0, z,)l. 
Combining (3.3) with (3.4) yields 
(3.4) 
Since V+(A, txl, zi, 0, zi) = Vl(A, zi, z2, 0, zi), we have 
IVI~~,Z~,Z~,~,Z~~I~I~~+~IZ,U,Z,,~,Z,~I. (3.5) 
Let x0 = u and xi = zi, 1 < i Q n. Now, looking at V/,(i,(A, x0, xi, 8, .) and 
V,,,,(A, Xi- i, xi, 0, .), 2 < i < n, and with the inequality (3.5), we satisfy the 
hypothesis of Lemma 2.52 from which we obtain the required solution in 
s,t,t4 0). 
SJA, 0) can be treated similarly. This completes the proof. 
4. ANALOGOUS RESULTS FOR RADIAL SOLUTIONS IN 
HIGHER-DIMENSIONAL CASES 
In this section, we consider the partial differential equation 
- Ati = n:(x) ii(x) - f’(x, t;(x)) C(x), XERN (4.1.a) 
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and seek 
~~EL*(R~)~C*(R~). (4.1.b) 
It is assumed that i: RN -+ (0, co) and p: RN x R + [O, co) are radially 
symmetric, that is, there exist functions r: [O, co) + (0, co) and 
F: [0, co) x R + [0, co) such that 
and 
for x E I?” and p = 1x1. Since our aim is to look for radial solutions of (4.1), 
(4.1) is equivalent to studying 
-g- N-l -u’=ir(p)u-F(p,u)u, o<p< +co, (4.2.a) 
P 
u’(0) = 0, s O” pN-‘u’dp < +a~. (4.2.b) 0 
Here and throughout this section the prime always represents differentia- 
tion with respect to the radial variable. 
Besides assuming (r.1 ), (F.l ), (F.3), (F.4), (F.5)’ (where it is understood 
p plays the role as x did in the one-dimensional case), we replace (F.2) by 
(F.2)‘. 
(F.2)’ There exist positive numbers ei and continuous functions 
oi: [0, co) -+ (0, co) which satisfy 
s 
co 
N-1 P OJ -2i01dp < i-co, i= 1,2 (4.3) 
0 
such that ~(p,y)2~,(p)lyl”~ for PE CO, m),yZO and F(~,y)~o~(p)lyl~~ 
for p E [0, cc ), y < 0. 
Remark 4.4. If we let hi(x) = o,(p) for XE RN and 1x1 =p then the 
growth condition (4.3) is equivalent to the condition JRN&,:2/01 dx< co, 
which was imposed in [ 5, 183. 
Our goal is to generalize the results of Sections l-3 to this radial case. 
The arguments parallel those of the earlier sections. Therefore we will be 
more sketchy with details than earlier. 
A new difficulty in treating problem (4.2) is that it has a singularity at 
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the origin. Thus in the spirit of the earlier sections, we approximate (4.2) 
by 
-UU - N-l - MI = h(p) u - F(p, u) u, 
P+E 
(4.5.a) 
u’(0) = 0, u(b) = 0, (4.5.b) 
where E > 0 and b E (0, co). We will apply a global bifurcation result of 
Rabinowitz [29, Chap. 41 as well as obtain certain estimates for solutions 
of (4.5). To do so, we look at the equivalent problem 
(Wb,, 
-((p + c)~-’ u’)‘=;Ir(p)(p +E)~-’ u- (p +E)~-’ F(p, u) u, (4.6.a) 
u’(0) = 0, u(b) = 0. (4.6.b) 
If (II),, is linearized about the trivial solution u G 0 we get 
-((p + E)~-’ II’)’ = k(p)(p + E)~-’ 0, (4.7.a) 
o’(0) = 0, u(b) = 0. (4.7.b) 
Let S&,(n) (resp. s&,(n)) be the set of UE C’[O, b] such that u satisfies 
(4.5), u >O (resp. ~0) in a deleted neighborhood of x= 0, and u has 
exactly n - 1 simple zeroes in (0, b), where J > 0 and n 2 1 is an integer. If 
(r.1 ), (F.l ), (F.2)‘, (F.3), and (F.4) are satisfied, a direct application of 
the global bifurcation theorem of [29] shows that (II),, possesses two 
unbounded components C,+(b, E) and C;(b, E) of solutions in 
[w x C’[O, b]. Both contain (p,, 0), where pL, L pn(b, E) is the nth eigen- 
value of (4.7). If I >p, and (2, U)E C,‘(b, E) (resp. C;(b, E)), then 
UES&(~) (resp. S;,,(J.)). Furthermore, a result we mentioned in 
Remark 1.29 shows that the projection of C,+ (6, E) (resp. C; (b, E)) on I&! 
is [p,,, co). Also, a version of Proposition 1.28 holds here. 
In order to obtain results for the limit problem, we need some estimates 
as follows. 
LEMMA 4.8. Assume (r.1 ), (F.l ), and (F.2)’ are satisfied. Let 1~ 0 and 
q, > 0. Then there exist constant & = &(I, q,) and & = &(A, E,,) such that 
for all E E [0, q,] and b E (0, 00) if u is a solution of (II),, 
Jo 
and 
Jo 
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ProoJ We argue like the proof of (1.46.a) and (1.46.b). Let K, = 
K5(1, b, E) = ct= i (Jr2)2’0S (ji (p + E)~-’ w;*/~~ dp) and K6 = K,(& b, E) = 
(Jr*) K,(I1,b, E). Then the same arguments as the proofs of (1.46.a) and 
(1.46.b), except for the presence of the extra weight (p + E)~- ‘, show that 
I 
b 
(p +&y- ’ u*dp d &(,I, b, 8) (4.10.a) 
0 
and 
f ob (p+Ey u’*dp d K6(& b, E). (4.10.b) 
Letting &(A, eO) =Cf= i (3Lr2)2’01 (Jo” (p + E~)~-’ wi2’Ul dp) and &(A, so) = 
(nr,) X,(1, co), we have (4.9) for any EE [0, so] and be (0, 00). 
Remark 4.11. By assumption (F.2)‘, it is easy to see that 
$(I,&,-,)< +cc for any A>0 and so>O, i=S, 6. 
LEMMA 4.12. Assume (r-.1), (F.l), and (F.2)’ are satisfied. Let ;1>0, 
b> 1, and EE (0, co). Let u be a solution of (II),,. Then there exists a 
constant K, = K,(,l, Ed) such that 
~~&-“[O,b, GK,. (4.13) 
Proof: Arguing like the proof of (1.46.c), we have, for x E [ 1, b], that 
v* 
(p + 6)“-’ u’2dp 
U 
112 
62 om (P+E)“-~ u’dp)“*(i” @+@--I u”dp) 
0 
Q s om (p + E)- u2dp + .$: (p + &)“-I u’*dp. 
Let K, = K,(J, Ed) = (K5 + f&)1’2. By Lemma 4.8, we have 
Next, let Gj=Min,.ro,,, wi, i= 1,2, and K,=Max((lr,/~%,)~/“~, 
(nr2/02)1’02, K 8). If /u(p)1 <KS for all p E [0, l] we have completed the 
proof. Otherwise, let M = Max, E rO, 1, lu(p)I, IuI must be equal to M at 
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some point t E [0, 1). Suppose u(t) = A4 then u attains its maximum at t. 
Suppose t = 0. Since u’(0) = 0, u”(0) < 0. It follows from (4.5.a) that 
qo, u(0)) <h(O). 
This together with (F.2)’ and (r.1) leads to 
M< (h*/O1(0))“? 
If t E (0, l), then u’(t) = 0 and u”(t) < 0. The same argument as above 
shows 
M< (h,/w,(t))“? 
Therefore, in either case, we have 
A46 (Ar2/op. 
Suppose u(t) = - A4 then u attains its minimum at t. By an analogous 
argument, we get 
M 6 (Ar,/Gi,)1’u2. 
Hence (4.13) easily follows. 
LEMMA 4.15. Assume (r.l), (F.l), and (F.2)’ are satisfied. Let j? > 0 be 
fixed. For any b > fl ifu is a solution of (II), E and j[u(I LmcO, p 6 M then there 
is a constant KS = &(I, j?, M) such that for p E [0, /?I we haoe 
lu’(~)I G 4 .P. (4.16) 
Proof. Integrating (4.6.a) over [0, p] together with (4.6.b) yields 
(p + e~)~--l u’(p) = .$: [F(t, u) u - k(t) u](t + &)N-l dt. 
Invoking the mean value theorem for integrals, we get 
(p +-sp l u’(p) = A(s)(s + E)~-’ p, 
where A(s) = [F(s, U(S)) U(S) - Ar(s) u(s)] for some s E [0, p]. Letting 
(4.16) now easily follows. 
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Next, we state the uniqueness and existence result for positive (resp. 
negative solutions of (4.2) as follows: 
THEOREM 4.17. Assume (r.1 ), (F.l ), (F.4) are satisfied. Let A > 0 be 
fixed. Zfu,, u2 are two solutions of (4.2) such that u,, u2 > 0 (resp. < 0), then 
u, 3u* in [0, cc). 
Let Li[O, co) be the weighted Hilbert space of u such that 
j; u*(p) $-‘dp< co. Define Hb[O, co) by UEH~[O, co) if and only if 
UE Li[O, co) and U’E Li[O, co). 
THEOREM 4.18. Assume (r.l), (F.l), (F.2)‘, (F.3) and (F.4) are satisfied. 
Given 1 >O there exists a positive (resp. negative) function 
UE C’[O, a) n Hi[O, co) satisfying (4.2) such that 
lim P(~-‘)/* u(p) = 0 
P-a 
(4.19.a) 
and 
lim p (N-1)/2 u’(p) = 0. 
LJ+=J 
(4.19.b) 
Remark 4.20. (a) In fact, we will show that every solution of (4.2) 
belongs to C2[0, co) u HA[O, co) and satisfies (4.19). 
(b) If UE C2[0, co) nHA[O, co) and satisfies (4.2), by letting c(x)= 
u(p) for (xl =p and XER N, then 6~ C’(lR”) n H1(RN) and satisfies (4.l.a). 
(c) Theorem 4.17 as well as “monotonicity” properties like 
Lemmas 1.8, 1.18, and 1.30 actually holds for positive (resp. negative) 
solutions of (4.6) with E > 0. Their proofs are the same as the earlier ones 
with only Eq. (1.l.a) changed to (4.6.a) and the decay of solutions 
lim, _ o; u(x) = lim, _ m u’(x)=0 to (4.19). Therefore we omit the proofs. 
Proof of Theorem 4.18. Let { bk} be an increasing sequence and {Q} be 
a decreasing sequence such that 6, + co and Ed -+ 0 as k + 03. Let 
uk = P’+(A, bk, Q, .), the unique positive solution of (II),,,,,. By 
Lemmas 4.12 and 4.15, we know for all bk > 1, .sk Q eO, there is a constant 
C, = C,(A, b,, Ed) = K, + Kg .b,, where KS = K,(il, b,, K,), such that for all 
Iak 
ii”IIl C’[O, bkJ 6 cl 3 
and 
Max u;(p) <K 
I I PECO.bkl p+E 
9. 
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By the same line of reasoning as in the proof of Theorem 1.2, there exist 
a subsequence { uk,} and a u E C*[O, cc ) n Hi [0, co) such that 
u,z u uniformly on compact subsets of [0, co). (4.21) 
This together with (4.16) shows u’(0) = 0. Also the same sort of arguments 
used in the proof of Theorem 1.2 shows u cannot be the trivial solution. 
To show that (4.19) holds, we make the transformation u = pcN- ‘)‘*u. 
Then (4.2.a) takes the form 
--v” = h(p) - 
[ 
(~-wf--3)-~(P v) ” 
4P2 ’ I> 
where ~(P,Y)=~'(P, P (’ - ““‘*y). Taking an c1> 0, viewing u as a solution of 
(4.22) on the interval [a, cc ), and using (4.2.b), we see u E L*[a, co). 
Invoking Lemma 1.7 yields u(p) -to and u’(p) -+O as p + co. Thus (4.6) 
and (4.7) follow. 
Next, the existence of solutions possessing a prescribed number of nodes 
will also be established. Let s,+ (1) (resp. 3; (A)) be the set of 
UE C*[O, co) n HA[O, co) such that u satisfies (4.2), u>O (resp. ~0) in a 
deleted neighborhood of x = 0, and u has exactly n - 1 simple zeroes in 
(0, co), where I > 0 and IZ > 1 is an integer. 
THEOREM 4.23. Suppose (r.l), (F.l), (F.2)‘, (F.3), (F.4), and (F.5)’ are 
satisfied. Let I > 0 be given. Then 3,’ (I) and 3; (A) are nonempty for all 
nEN. 
Proof. We first need a new version of Lemma 2.52 provided that (r.l), 
(F.l ), (F.2)‘, (F.3), and (F.4) are assumed. Indeed, the proof of 
Lemma 2.52 depends on existence, uniqueness, continuity, and 
“monotonicity” results for positive and negative solutions which can be 
insured by our hypothesis here. Next, make the transformation 
o=p (N- ‘)‘*u as in (4.22). We look at the problem 
-u”= k(p)- 
[ 
(N-l)(N-3) 
4P2 1 v-B(p v)” 9 9 (4.24.a) 
u(u) = 0, u E L2[c(, co). (4.24.b) 
If tl is large enough, 
Ir(p)y-w-3) 1 
4P2 
>-r, 
2 
for ~>,a. 
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Since the function F satisfies (F.5)’ and 9(p, y) = F(p, ~(‘-~)‘~y), 
Y(p, - y) = S(p, y) if (y( < 6 and p b Max( 1, X). Thus the function P 
satisfies (F.5)‘. Also F(p, y) satisfies (F.2)’ implies that 9(p,y) satisfies 
(F.2). The remaining assumptions of Theorem 3.1 can be checked easily. 
Hence, for every n 2 2, if CI is sufficiently large, by Theorem 3.1, there exists 
a a1 E s&(&O) (resp. s;,(n, 0)). Let u1 =p(1-“‘)‘2ul and U, satisfies 
-& - N-l - a’ = h(p) u - F(p, u) u, (4.25.a) 
P 
u(u) = 0, Id& co) (4.25.b) 
and has the same nodes as u1 does. The rest of the proof is like the second 
half of the proof of Theorem 3.1. Let x0 = 0, x, = cc, and xi, 16 i< n - 1, 
be the nodes of ul. Invoking the “monotonicity” properties and the new 
version of Lemma 2.52 we take U, as starting point and iterate as earlier to 
obtain a solution which belongs to s,‘-(J) (resp. S;(n)). 
Remark 4.26. In Theorem 4.23, we can weaken the assumption (F.5)’ 
to 
(F.5)” There are positive numbers 6 and X such that 
F(p, -y)=F(p,y) for PE [X, co) and (yj <~?.p”-~“*. 
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