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Summary  In  recent  decades,  high-utility  itemset  mining  (HUIM)  has  emerging  a  critical
research  topic  since  the  quantity  and  proﬁt  factors  are  both  concerned  to  mine  the  high-utility
itemsets (HUIs).  Generally,  data  mining  is  commonly  used  to  discover  interesting  and  useful
knowledge  from  massive  data.  It  may,  however,  lead  to  privacy  threats  if  private  or  secure
information  (e.g.,  HUIs)  are  published  in  the  public  place  or  misused.  In  this  paper,  we  focus
on the  issues  of  HUIM  and  privacy-preserving  utility  mining  (PPUM),  and  present  two  evolution-
ary algorithms  to  respectively  mine  HUIs  and  hide  the  sensitive  high-utility  itemsets  in  PPUM.
Extensive experiments  showed  that  the  two  proposed  models  for  the  applications  of  HUIM  and
PPUM can  not  only  generate  the  high  quality  proﬁtable  itemsets  according  to  the  user-speciﬁed
minimum  utility  threshold,  but  also  enable  the  capability  of  privacy  preserving  for  private  or
secure information  (e.g.,  HUIs)  in  real-word  applications.
© 2015  Published  by  Elsevier  GmbH.  This  is  an  open  access  article  under  the  CC  BY-NC-ND  license
rg/l(http://creativecommons.o This article is part of a special issue entitled ‘‘Proceedings of
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ith  the  rapid  growth  of  information  techniques  and  vari-
us  applications,  the  Knowledge  Discovery  in  Database  (KDD)
hich  is  also  called  data  mining,  has  become  a powerful
echnique  and  commonly  be  used  to  discover  interesting
nd  useful  knowledge  from  massive  data.  The  discovered
icle under the CC BY-NC-ND license (http://creativecommons.org/
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knowledge  from  data  mining  can  be  generally  classiﬁed  as
frequent  patterns  (FIs)  or  association  rules  (ARs)  (Agrawal
et  al.,  1993a,b;  Han  et  al.,  2004),  high-utility  patterns
(HUPs)  (Ahmed  et  al.,  2009;  Chan  et  al.,  2003;  Liu  et  al.,
2005;  Yao  et  al.,  2004),  sequential  patterns  (SPs)  (Agrawal
and  Srikant,  1995;  Pei  et  al.,  2004),  clustering  (Berkhin,
2006)  and  classiﬁcation  (Kotsiantis,  2007),  among  others.
Among  them,  association-rule  mining  (ARM)  (Agrawal  et  al.,
1993a,b;  Han  et  al.,  2004)  is  the  fundamental  knowledge
which  can  be  commonly  used  to  analyze  the  purchase  data
of  customers.  However,  ARM  only  considers  whether  or  not
the  item  or  itemset  is  present  in  a  transaction.  The  other
factors  in  real-life  applications,  such  as  weight,  proﬁt,  quan-
tity,  risk  or  other  measures,  are  not  considered  in  ARM.  Thus,
high-utility  itemset  mining  (HUIM)  (Ahmed  et  al.,  2009;  Chan
et  al.,  2003;  Liu  et  al.,  2005;  Yao  et  al.,  2004) has  emerg-
ing  a  critical  issue  in  recent  years  since  it  can  be  used  to
reveal  proﬁtable  itemsets  (high-utility  itemsets)  by  consid-
ering  both  purchase  quantity  and  distinct  proﬁt  factors.
Due  to  quick  proliferation  of  massive  data  from  gov-
ernment,  corporations  and  organizations,  the  discovered
knowledge  may,  however,  implicitly  contain  conﬁdential,
private  or  secure  information  (i.e.,  personal  identiﬁcation
numbers,  address  information,  social  security  numbers,  or
credit  card  numbers),  which  leads  to  privacy  threats  if  they
are  misused  (Agrawal  and  Srikant,  2000;  Verykios  et  al.,
2004).  Generally,  collaboration  among  industries  can  work
together  to  share  information  for  achieving  higher  bene-
ﬁts  and  proﬁts  in  business.  However,  the  shared  information
can  be  extracted  and  analyzed  by  the  other  collaborators  or
competitors,  thus  decreasing  its  own  beneﬁts  and  causing
the  security  threats.  Privacy-preserving  data  mining  (PPDM)
was  thus  proposed  to  address  the  above  limitations  by  per-
turbing  the  original  database  and  producing  a  sanitized  one
(Amiri,  2007).  Many  algorithms  have  been  extensively  pro-
posed  to  hide  the  private  or  secure  information  (i.e.,  FIs
or  ARs)  from  the  different  type  databases  (Dunning  and
Kresman,  2013;  Han  and  Ng,  2007).  As  the  similar  consid-
eration  of  PPDM,  privacy  preserving  for  high-utility  itemset
mining  (PPUM)  has  also  become  an  important  topic  in  recent
years.  Fewer  studies  have  addressed  the  issue  of  PPUM
and  most  of  them  are  processed  to  reduce  the  quality  or
delete  transactions  for  hiding  sensitive  high-utility  item-
sets  (SHUIs).  Several  related  algorithms  for  PPUM  have  been
extensively  studied,  such  as  the  Hiding  High-Utility  Item-
set  First  (HHUIF)  algorithm  and  Maximum  Sensitive  Itemsets
Conﬂict  First  (MSICF)  algorithm  to  hide  the  SHUIs  (Yeh  and
Hsu,  2010),  the  GA-based  algorithm  for  hiding  SHUIs  through
transaction  insertion  (Lin  et  al.,  2014a),  and  the  Fast  Pertur-
bation  algorithm  Using  a  Tree  structure  and  Tables  (FPUTT)
algorithm  (Kannimuthu  and  Premalatha,  2015)  to  speed  the
sanitization  process  with  an  aided  tree  structure  and  the
associated  index  table.  The  above  approaches,  however,
are  insufﬁcient  since  whether  PPDM  or  PPUM  belongs  to  the
NP-hard  problem.  It  is  necessary  to  hide  the  sensitive  infor-
mation  but  discover  the  required  information  in  decision
making.
In  this  paper,  we  address  the  research  issues  by  propos-
ing  efﬁcient  algorithms  applied  in  HUIM  and  PPUM.  We  ﬁrstly
propose  a  PSO-based  algorithm  for  HUIM,  and  secondly  pro-
pose  a  GA-based  approach  to  evaluate  the  effectiveness
and  efﬁciency  of  PPUM.  Key  contributions  of  this  paper  are
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resent  below.  (1)  We  present  two  evolutionary  algorithms,
he  PSO-based  algorithm  for  efﬁciently  mining  HUIs  and
he  GA-based  privacy  preserving  algorithm  in  PPUM.  (2)  Not
nly  the  mining  performance  for  HUIM,  but  also  a  trade-off
etween  mining  performance  and  its  privacy  preserving  for
he  SHUIs  can  be  ensured.  (3)  Extensive  experiments  con-
ucted  on  several  real-life  and  synthetic  datasets  showed
hat  the  two  proposed  models  for  HUIM  and  the  applications
f  PPUM  have  better  results  than  the  previous  works  whether
n  HUIM  or  PPUM.
ackground
igh-utility  itemset  mining
he  concept  of  high-utility  itemset  mining  was  ﬁrst  pro-
osed  by  Chan  et  al.  (2003),  and  the  mathematical  mode
as  formed  by  Yao  et  al.  (2004). The  problem  of  high-utility
temset  mining  (HUIM)  was  deﬁned  to  ﬁnd  the  rare  fre-
uencies  itemsets  but  with  high  proﬁts  (Yao  et  al.,  2004).
ince  the  downward  closure  property  is  no  longer  kept  for
UIM,  a  Two-Phase  model  (Liu  et  al.,  2005)  was  presented  to
eep  the  transaction-weighted  utilization  downward  closure
TWDC)  property  for  discovering  HUIs.  Several  tree-based
lgorithms  were  also  proposed,  such  as  the  HUP-tree-based
HUP  algorithm  for  mining  HUIs  in  incremental  databases
Ahmed  et  al.,  2009),  the  HUP-growth  algorithm  (Lin  et  al.,
011) to  ﬁnd  HUIs  without  candidate  generation,  and  the
fﬁcient  UP-tree-based  two  mining  algorithms,  UP-growth
Tseng  et  al.,  2010)  and  UP-growth+  (Tseng  et  al.,  2013).
iu  et  al.  then  proposed  the  HUI-Miner  algorithm  (Liu  and
u,  2012)  to  build  utility-list  structures  and  to  develop  a
et-enumeration  tree  to  directly  extract  HUIs  without  either
andidate  generation  or  an  additional  database  rescan.  The
mproved  FHM  algorithm  was  further  designed  by  enhanc-
ng  the  HUI-Miner  for  analyzing  the  co-occurrences  among
-itemsets  (Fournier-Viger  et  al.,  2014).
Besides,  many  interesting  other  issues  on  HUIM  have
lso  been  extensively  studied,  such  as  up-to-date  HUIs  min-
ng  which  aims  at  discovering  recent  HUIs  which  may  be
ore  useful  and  interesting  (Lin  et  al.,  2015d);  HUIs  min-
ng  in  dynamic  environment  (e.g.,  data  insertion  (Lin  et  al.,
014b),  data  deletion  (Lin  et  al.,  2015a), and  data  mod-
ﬁcation  (Lin  et  al.,  2015c)),  HUIs  mining  in  stream  data
nvironment  (Li  et  al.,  2008);  on-shelf  HUIs  mining  (Lan
t  al.,  2011);  top-k HUIs  mining  (Wu  et  al.,  2012);  HUIs  min-
ng  with  multiple  minimum  utility  thresholds  (Lin  et  al.,
015b);  HUIs  mining  with  or  without  negative  unit  proﬁt
alue  (Fournier-Viger,  2014).
rivacy  preserving  for  high-utility  itemsets  mining
lthough  data  mining  various  techniques  can  be  used  to  ﬁnd
he  implicit  information,  the  conﬁdential  or  secure  informa-
ion  is,  however,  required  to  be  hidden  before  it  is  published
n  the  public  place  or  shared  among  the  collaborators.
rivacy-preserving  data  mining  (PPDM)  has  thus  arisen  as  an
mportant  topic  in  recent  years  (Agrawal  and  Srikant,  2000;
an  and  Ng,  2007;  Verykios  et  al.,  2004).  A  novel  recon-
truction  procedure  was  presented  to  accurately  estimate
he  distribution  of  original  data  values,  thus  building  the
7 J.C.-W.  Lin  et  al.
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lassiﬁers  to  compare  the  accuracy  between  the  sanitized
ata  and  the  original  ones  (Agrawal  and  Srikant,  2000).  Sev-
ral  algorithms  for  hiding  the  sensitive  information  of  PPDM
re  still  designed  in  progress,  such  as  (Dunning  and  Kresman,
013;  Han  and  Ng,  2007).  There  are  three  side  effects  com-
only  used  in  PPDM,  such  as  the  side  effects  of  artiﬁcial
ost  (AC),  missing  cost  (MC),  and  hiding  failure  (Dunning  and
resman,  2013;  Han  and  Ng,  2007).  Since  more  useful  infor-
ation  in  high-utility  itemsets  than  in  that  of  the  frequent
temsets  or  sequential  patterns,  privacy  preserving  for  high-
tility  itemsets  mining  (PPUM)  is  more  realistic  and  critical
han  PPDM  (Lin  et  al.,  2014a;  Kannimuthu  and  Premalatha,
015;  Yeh  and  Hsu,  2010)  The  main  task  of  PPUM  is  to  hide
he  sensitive  high-utility  itemsets  (SHUIs).  Yeh  et  al.  ﬁrst
esigned  the  Hiding  High  Utility  Itemset  First  (HHUIF)  algo-
ithm  and  Maximum  Sensitive  Itemsets  Conﬂict  First  (MSICF)
nd  Maximum  Sensitive  Itemsets  Conﬂict  First  (MSICF)  algo-
ithms  to  hide  SHUIs  in  PPUM  (Yeh  and  Hsu,  2010).  In  the
ast,  Lin  et  al.  ﬁrst  developed  a  GA-based  method  to  hide
he  user-speciﬁed  SHUIs  by  inserting  the  dummy  transac-
ions  to  the  original  databases  (Lin  et  al.,  2014a).  Yun  et  al.
hen  developed  a  tree-based  algorithm  called  Fast  Perturba-
ion  algorithm  Using  a  Tree  structure  and  Tables  (FPUTT)  for
iding  SHUIs  in  PPUM  (S  Kannimuthu  and  Premalatha,  2015).
roposed evolutionary algorithm for HUIM
n  this  section,  we  propose  an  efﬁcient  PSO-based  high-
tility  itemset  mining  model,  and  compared  with  the
tate-of-the-art  HUPEumu-GRAM  algorithm  (Kannimuthu  and
remalatha,  2014)  to  evaluate  the  efﬁciency  of  the  devel-
ped  algorithm.  Details  are  described  below.
inary  PSO  for  HUIM
here  are  four  processes  to  mine  HUIs  based  on  the
inary  PSO  model  (Kennedy  and  Eberhart,  1997),  which
re  pre-processing,  particle  encoding,  ﬁtness  evaluation
nd  the  updating  process.  In  the  pre-processing  process,  it
rst  discovered  the  high  transaction-weighted  utilization  1-
temsets  (1-HTWUIs)  based  on  the  TWU  model  (Liu  et  al.,
005).  To  avoid  the  invalid  generations  of  the  particles  pro-
ucing  in  the  updating  process,  it  also  compresses  the  valid
ombinations  of  the  itemsets  in  the  database  as  a  maximal-
attern  tree  (MP-tree).  It  determines  whether  the  combined
temsets  can  generate  the  valid  combination  or  not  in  the
atabases  based  on  the  OR  and  NOR  operators.  A  simple
P-tree  is  shown  in  Fig.  1.
The  items  of  1-HTWUIs  are  sorted  in  alphabetic-
scending  order  corresponding  to  the  jth  position  of  a
article  in  the  second  particle  encoding  process.  Each  par-
icle  is  encoded  as  the  set  of  binary  variables  corresponding
o  the  sorted  order  of  1-HTWUIs.  Then  the  particles  calcu-
ate  their  own  ﬁtness  to  ﬁnd  the  pbest  and  gbest  particles
n  the  ﬁtness  evaluation.  For  the  last  updating  process,  the
articles  are  correspondingly  updated  by  velocities,  pbest,
best,  and  the  sigmoid  function.  The  MP-tree  structure
s  used  to  generate  valid  combinations  of  the  particles,
hich  can  greatly  reduce  the  computations  of  multiple
atabase  scans.  If  the  ﬁtness  value  of  the  particle  is  no  less
han  the  minimum  utility  value,  the  itemset  corresponding
C
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m
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Figure  1  The  developed  MP-tree  structure.
o  the  particle  will  be  concerned  as  a  HUI  and  put  into
he  set  of  HUIs.  The  ﬁtness  function  value  of  particle  is
he  same  as  the  utility  value  of  corresponding  itemset
s:  fitness(pi) =  u(X),  in  which  X  represent  the  itemset
orresponding  to  the  particle  pi.  The  iteration  repeated
ntil  reaching  the  termination  criteria  and  then  the  set  of
UIs  will  be  discovered.  Details  of  the  proposed  PSO-based
UIs  mining  algorithm  are  shown  in  Algorithm  1.
lgorithm  1  (Proposed  algorithm  for  HUIM).
nput:  D,  a  quantitative  database;  ptable,  a  proﬁt  table;  ı,
the minimum  utility  threshold;  M,  the  number  of  particles  of
each iteration.
utput:  HUIs,  a  set  of  high-utility  itemsets
 ﬁnd  1-HTWUIs;
 set  m  :=  |1-HTWUIs|;
 initialize  p(t)  :=  either  1  or  0;
 initialize  v(t)  :=  rand(  );
 initialize  pbest(t)  and  gbest(t);
 while  termination  criteria  is  not  reached  do
 update  the  v(t  +  1)  of  M  particles;
 update  the  p(t  +  1)  of  M  particles;
 for  i  ←  1,  M  particles  do
0  if  fitness(pi(t  +  1))  ≥  ı  then
1 HUIs  ←  GItems(pi(t  +  1))  ∪  HUIs;
2 ﬁnd  pbest(t  +  1)  of  each  M  particle;
3 ﬁnd  gbest(t  +  1)  among  M;
4 set  t  ←  t  +  1;
5  return  HUIs;
xperimental  results  of  binary  PSO  for  HUIM
he  algorithms  in  the  experiments  were  implemented  in  C++
anguage,  performing  on  a PC  with  an  Intel  Core2  i3-4160
PU  and  4GB  of  RAM,  running  the  64-bit  Microsoft  Windows
 operating  system.  Two  real-world  datasets  called  chess  and
ushroom  (http://ﬁmi.ua.ac.be/data/  (2012)),  are  used  in
he  experiments.
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(Figure  2  Runtime  of
The  proposed  algorithm  was  compared  with  the  state-of-
the-art  evolutionary  algorithm  HUPEumu-GRAM  (Kannimuthu
and  Premalatha,  2014)  in  terms  of  runtime  and  the  number
of  HUIs.  Note  that  the  performed  algorithms  were  all  per-
formed  for  10,000  iterations  and  the  population  size  is  set
as  20.  The  experiments  were  executed  ﬁve  times  and  the
results  were  the  average  values  of  them.  The  parameters  of
the  proposed  algorithm  are  set  as:  c1 =  c2(=2)  and  w(=0.9).
The  results  of  the  conducted  experiments  of  runtime
in  two  datasets  are  shown  in  Fig.  2.  It  can  be  seen  that
the  proposed  algorithm  has  better  performance  than  the
HUPEumu-GRAM  algorithm  in  performance  of  runtime.  The
reason  is  that  the  proposed  algorithm  only  generates  the
valid  combinations  of  itemsets  existing  in  the  database,
which  can  greatly  avoid  the  computational  problem  in  the
evolution  process.  The  lower  the  minimum  utility  thresh-
old  is  set,  the  more  1-HTWUIs  are  discovered  and  the  more
combinations  to  ﬁnd  the  promising  HUIs  in  the  evolution
process.
Proposed evolutionary algorithm for PPUM
As  it  was  mentioned  above,  PPUM  is  a  critical  task  to  secure
the  sensitive  high-utility  itemsets.  For  the  purpose  of  PPUM
in  various  applications,  it  is  necessary  to  develop  a  novel
PPUM  approach  than  the  conventional  methods.  An  efﬁcient
GA-based  algorithm  for  PPUM  is  presented  below.
Proposed  PPUMGAT+  algorithm
The  pseudo-code  of  the  designed  PPUMGAT+  algorithm  is
described  in  Algorithm  2.
Algorithm  2  (Proposed  PPUMGAT+  algorithm).
Input:  D,  a  quantitative  database  with  its  high-utility  sensitive
itemset  (HS);  ptable,  a  proﬁt  table;  Su,  the  upper  (minimum)
utility  threshold;  MDU,  the  maximal  deleted  utility;  M,  the
number  of  chromosomes  in  a  population;  N,  the  number  of
iteration  in  the  evolution  process.
Output:  DB′,  a  sanitized  database.
Calculate  the  item  utility  value  u(ij),  the  transaction  utility
value  tu(Ti),  and  the  total  utility  value  TUD  of  the  whole
dataset.
a
s
m
g
Ccompared  algorithms.
 set  Cand  trans  =  null;
 for  each  Tq ∈  D  do
 for  each  si  ∈  HS  do
 if  si  ∈  Tq and  tu(Tq)  ≤  MDU  then
 Cand  trans←Cand  trans∪Tq;
 sort  the  transactions  in  Cand  trans  in  ascending
order  according  to  their  tu;
 set  m  =  0,  sum  =  0;
 for  each  Tq in  Cand  trans  do
 sum+  =  tu(Tq);
0  if  sum  ≤  MDU  then
1  m  =  m+1;
2  set  the  size  of  a  chromosome  as  m;
3 generate  M  chromosomes  randomly  from  Cand  trans;
4 calculate  the  lower  utility  threshold  Sl according  to
Su and  MDU  and  ﬁnd  HUIs  and  PUIs;
5 while  termination  criteria  is  not  reached  do
6 for  each  chromosome  ci among  M  chromosomes  in  a
population  do
7 perform  crossover  operation;
8 perform  mutation  operation;
9 evaluate  ﬁtness(ci);
0  select  top  M/2  chromosomes  in  a  population;
1 generate  M/2  chromosomes  randomly  from
Cand trans;
2  obtain  the  optimal  chromosome  ci with  minimal
ﬁtness  value  from  M;
3  delete  Tq of  ci  from  DB  as  DB’;
4 return  DB’;
Firstly,  the  utility  of  each  item,  the  utility  of  each  trans-
ction,  and  the  utility  of  the  whole  dataset  are  calculated
y  original  dataset  and  the  corresponding  utility  table.  After
hat,  each  transaction  is  then  determined  and  projected  if  it
ontains  any  of  sensitive  high-utility  itemsets  and  its  trans-
ction  utility  tu  is  smaller  than  the  given  maximal  deleted
tility  MDU  as  the  Cand  trans  (Lines  1—5).  Then  sorting  the
ransactions  of  Cand  trans  in  ascending  order  by  their  tu
Line  6).  Summing  up  the  sorted  transactions  by  their  tu,
nd  terminating  the  number  of  m  transactions  where  the
ummed  value  is  no  longer  small  than  MDU  and  the  number  of
 is  set  as  the  size  of  a  chromosome  (Lines  7—12).  After  that,
enerating  a  population  with  M  individuals  randomly  from
and  trans  and  calculating  the  lower  support  threshold  Sl
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f  pre-large  concept  according  to  the  upper  support  thresh-
ld  Su and  MDU  (Lines  13—14).  After  those  operations,  the
rossover  and  mutation  operations  are  performed  to  update
he  chromosomes  (Lines  17—18).  The  ﬁtness  of  each  chromo-
ome  is  then  evaluated  by  the  designed  ﬁtness  function  (Line
9).  The  half  of  the  current  chromosomes  with  lowest  ﬁtness
alues  is  selected  as  the  chromosomes  and  another  half  chro-
osomes  are  generated  randomly  for  next  generation  (Lines
0  and  21).  The  iteration  procedure  is  processed  repeatedly
ntil  the  termination  criterion  is  achieved  (Lines  15—21).
fter  that,  the  optimal  chromosome  with  the  lowest  ﬁtness
unction  is  obtained  and  the  transaction  IDs  in  this  chro-
osome  is  selected  as  the  victim  transactions  for  deletion,
hus  hiding  the  sensitive  high-utility  itemsets  (Lines  22  and
3).  Finally,  the  database  is  sanitized  into  a  non-sensitive
atabase  (Line  24).
re-large  concept
o  speed  up  the  evaluating  process  and  reduce  the  cost  of
ime  and  space  in  the  evolution  process,  the  pre-large  con-
ept  (Hong  et  al.,  2001)  is  adopted  in  the  designed  algorithm
o  avoid  the  multiple  database  scans  each  time.  It  uses  the
pper  (Su)  and  the  lower  (Sl)  support  thresholds  to  keep
he  unpromising  itemsets  which  may  have  highly  probabil-
ty  to  be  large  itemsets  as  the  buffer  to  avoid  the  multiple
atabase  scans  for  transaction  deletion.  This  strategy  is  sim-
le  but  can  be  used  efﬁciently  to  update  the  discovered
nformation.  For  the  purpose  of  PPUM  in  this  paper,  the  sen-
itive  high-utility  itemsets  are  required  to  be  hidden  through
ransaction  deletion  in  the  sanitization  process.  The  pre-
arge  concept  for  transaction  deletion  is  shown  below.
eﬁnition  1.  A  safety  deleted  utility  bound  (f)  of  pre-large
oncept  indicates  that  an  itemset  cannot  be  large  after  some
ransactions  are  deleted  from  the  original  database  without
atabase  rescan  as:(
(S −  S )  ×  |D|)
 = u l
Su
(1)
n  which  |D|  is  the  size  of  the  original  database,  Su is  the
pper  support  threshold  and  Sl is  the  lower  support  threshold
hich  both  are  deﬁned  by  users’  preference.
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Figure  3  Runtime  w.r.t.  variousJ.C.-W.  Lin  et  al.
In  the  designed  PPUMGAT+  algorithm,  the  maximal
eleted  utility  (MDU) which  was  ﬁrstly  given  by  users  can
e  considered  as  the  safety  bound  in  the  pre-large  concept
nd  total  whole  database  utility  (TUD) can  be  considered
s  the  database  size  in  the  original  database.  Based  on  the
re-large  concept,  we  can  calculate  the  Sl value  to  keep  the
et  of  unpromising  pre-large  utility  itemsets  (PUIs).
eﬁnition  2.  Let  Su be  the  upper  support  threshold  which
an  be  deﬁned  by  users’  preference,  and  MDU  is  the  maximal
eleted  utility  obtained  from  the  sensitive  high-utility  item-
ets,  and  TUD is  the  total  utility  in  the  original  database.  The
l in  the  designed  approach  is  modiﬁed  from  the  pre-large
oncept  and  deﬁned  as:
l =  Su ×
(
1  − MDU
TUD
)
(2)
After  delete  the  transactions  of  one  chromosome,  the
eleted  utility  of  each  HUI  and  PUI  can  be  obtained,  and  the
eal  utility  of  each  HUI  and  PUI  can  be  calculated.  The  miss-
ng  cost  (MC)  only  appears  in  HUIs  and  the  artiﬁcial  cost  (AC)
nly  occurs  in  PUIs.  Thus,  it  is  easy  to  determine  whether
ach  itemset  of  HUIs  and  PUIs  is  a  HUI.
xperimental  results
ubstantial  experiments  were  conducted  on  real-life  chess
ataset  (http://ﬁmi.ua.ac.be/data/  (2012))  and  synthetic
10I4D100K  dataset  (which  was  generated  by  IBM  Quest  Syn-
hetic  Data  Generation  Code,  http://www.Almaden.ibm.
om/cs/quest/syndata.html  (1994))  to  verify  the  com-
rehensive  performance  of  the  proposed  algorithm.  The
mplemented  algorithm  adopts  the  pre-large  concept  and
n  improved  strategy  to  reduce  the  rescanning  of  origin
atabase  in  the  evolution  process,  and  the  comparison
etween  our  technique  and  the  naive  GA-based  algorithm
Holland,  1992)  also  is  given  to  present  the  advantage  of
he  pre-large  concept  in  the  proposed  algorithm  in  terms  of
unning  time.  Note  that  the  percentage  of  sensitive  itemsets
s  denoted  as  sen  per.  Runtime  of  the  compared  approaches
n  two  datasets  under  different  minimum  utility  thresholds
ith  a  ﬁxed  sen  per  of  HUIs  is  shown  as  Fig.  3.
From  Fig.  3,  it  can  be  observed  that  the  proposed  algo-
ithm  which  adopts  the  pre-large  concept  outperforms  the
 minimum  utility  thresholds.
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naive  GA-based  algorithm  w.r.t.  various  minimum  support
thresholds  in  all  datasets.  From  Fig.  3(a),  it  can  also  be
obviously  seen  that  the  proposed  algorithm  is  twice  or  three
times  faster  than  the  naive  GA-based  algorithm.  For  the
sparse  T10I4D100K  dataset  shown  in  Fig.  3(b),  the  designed
approach  is  up  to  two  orders  of  magnitude  faster  than
the  compared  technique.  The  reason  is  that  the  pre-large
concept  is  used  in  the  proposed  algorithm  to  reduce  the
rescanning  of  origin  database,  the  designed  approach  thus
only  scans  the  origin  database  once  in  the  whole  evolu-
tion  process.  Besides,  at  the  situation  of  a  ﬁxed  sensitive
percentage,  the  number  of  HUIs  is  decreased  when  the  min-
imum  support  threshold  is  increased,  less  computations  are
required  due  to  less  number  of  SHUIs  should  be  hidden.
Conclusion
The  ﬁrst  part  of  this  work  is  to  present  a  novel  evolutionary
algorithm  for  HUIM.  Based  on  the  designed  MP-tree,  the  PSO-
based  algorithm  can  consume  less  runtime  than  the  previous
HUPEumu-GRAM  algorithm.  The  second  part  of  this  work  is
to  present  a  GA-based  PPUM  algorithm.  The  pre-large  con-
cept  was  also  extended  to  reduce  the  computations.  The
designed  approach  was  up  to  two  orders  of  magnitude  faster
than  the  compared  naive  GA-based  technique.
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