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Abstract
Using weighted traces which are linear functionals of the type
A→ trQ(A) :=
(
tr(AQ−z)− z−1tr(AQ−z)
)
z=0
defined on the whole algebra of (classical) pseudo-differential operators (P.D.O.s) and where Q is some
positive invertible elliptic operator, we investigate the geometry of loop groups in the light of the coho-
mology of pseudo-differential operators. We set up a geometric framework to study a class of infinite
dimensional manifolds in which we recover some results on the geometry of loop groups, using again
weighted traces. Along the way, we investigate properties of extensions of the Radul and Schwinger
cocycles defined with the help of weighted traces.
Re´sume´
A l’aide de traces ponde´re´es qui sont des fonctionnelles line´aires du type:
A→ trQ(A) :=
(
tr(AQ−z)− z−1tr(AQ−z)
)
z=0
de´finies sur toute l’alge`bre des ope´rateurs pseudo-diffe´rentiels classiques, Q e´tant un ope´rateur elliptique
inversible, on e´tudie la ge´ome´trie de l’espace des lacets a` la lumie`re de la cohomologie des ope´rateurs
pseudo-diffe´rentiels. On met en place un cadre ge´ome´trique afin d’e´tudier une classe de varie´te´s de
dimension infinie, cadre dans lequel on retrouve, toujours a` l’aide des traces ponde´re´es, des re´sultats
concernant la ge´ome´trie des lacets. Ces traces ponde´re´es nous permettent aussi d’e´tendre la notion de
cocycle de Radul et de Schwinger et d’en e´tudier certaines proprie´te´s.
1
Introduction
The paper is built up from two parts: the first one presents algebraic tools which are used in the second
part to extend some geometric concepts to the infinite dimensional context. The approach to the geometry
of loop groups we present in the second part uses weighted traces and it is new to our knowledge. Weighted
traces offer a useful tool to prove both algebraic and geometric results, some of which had been proved
elsewhere by other methods.
Let us describe the contents of the first part of the paper (sections 1-4). The Lie algebra of interest in
our context is the infinite dimensional Lie algebra of pseudo-differential operators (P.D.Os) acting on
sections of some finite rank vector bundle E based on a closed manifold M (its dimension does not yet
play a role at this stage). The Lie bracket is given by the operator bracket. It is well known that when
the manifold is connected and of dimension strictly larger than 1, the only trace on this algebra, i.e the
only IC valued linear functional which satisfies the tracial property namely tr[A,B] = 0, is the Wodzicki
residue trace [W], see also [K] for a review.
Here we shall consider linear functionals on this algebra which arise as zeta function regularized traces .
They involve a weight given by a positive self-adjoint elliptic operator and in general depend on the choice
of the weight hence the terminology weighted traces which we shall use here. One can find such ”traces”
(sometimes implicitely) in the literature on determinant bundles [BF] (in particular in the connection
and the curvature) and more generally when investigating geometry in infinite dimensions (in particular
for the notion of minimality of submanifolds [MRT],[AP]). Here we will be using them to define the Ricci
curvature on current groups and first Chern form on loop groups.
These weighted traces extend the so called canonical trace of Kontsevich and Vishik [KV1] defined on the
subalgebra of P.D.Os with integer order that lie in the odd class (defined below) provided the dimension
of the underlying manifold is odd. On this subalgebra (which contains ordinary differential operators)
the weighted traces actually obey the tracial property tr[A,B] = 0 which is not the case on the whole
algebra of P.D.Os.
Here, rather than searching for subalgebras on which the ”weighted traces” actually are traces, we focus
on the obstruction that prevents them from being traces on a bigger subalgebra of P.D.Os. It is measured
by the coboundary of the weighted trace and yields a generalization of the well known Radul cocycle (see
[KK], [R], [M2]). It is of infinite dimensional essence since it can be expressed in terms of a Wodzicki
residue which is a purely infinite dimensional trace.
With this idea in mind of studying infinite dimensional obstructions rather than restricting ourselves to
subalgebras on which they vanish, using weighted traces we build up bilinear functionals on the whole
algebra of classical P.D.Os. These restrict to the twisted Radul [M2] and Schwinger [S], [M2], [CFNW]
cocycles on the (rather small) subalgebra of P.D.Os that lie in gres, the algebra of bounded operators
A such that [A, ǫ] is of order no larger than − dimM2 where ǫ is the ”sign” of some self-adjoint elliptic
operator.
Finally, we investigate the link between our Schwinger functional and a generalization of another cocycle
arising in the context of a central extension of the group Gres of invertible operators in gres. These
relations boil down to well-known [PS] identifications of these cocycles on the restriction to gres for the
obstruction to such identifications which is given in terms of Radul cocycles vanishing on this subalgebra.
Let us now turn to a more geometric point of view which leads us to the second part of the paper (sections
5-9). We now consider families of pseudo-differential operators, extending the notion of weighted trace
to such families. On top of the algebraic obstructions mentioned above, due to the dependence on the
weight, there are obstructions of geometric type which arise when trying to generalize properties of
classical geometric concepts to infinite dimensions.
Current groups Map(M,G) where M is a manifold and G is a Lie group, offer a first tractable example
of infinite dimensional manifold. As spaces of classical paths in Wess-Zumino Witten models, they play
an important role in quantum field theories. They have been the topic of many an investigation and
particularly from a geometric point of view (e.g. [DL], [F1,2], [P], [PS], [SP], [Wu]). In a pioneering
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article [F1], Freed suggested a way to geeneralize to these groups some of the methods available to study
finite dimensional Lie groups. In particular, he defined a Ricci curvature on current groups and a first
Chern form on the H
1
2 based loop group which is Ka¨hler. Other methods [SW] have since then been
suggested, leading to the same expressions. In [F1] (see also [F2], [SW]) the author uses a ”conditioned”
trace which involves taking a ”two step trace”, namely first the trace on the Lie algebra of the finite
dimensional Lie group G and then, when the operator obtained this way is trace-class, taking its trace.
He shows that the (conditioned) first Chern form on the based loop group is proportional to the symplectic
form, from which follows on one hand that it is closed and hence defines the first Chern class, and on the
other hand that it is Ka¨hler-Einstein.
Here we suggest a more general approach to defining Ricci curvature and first Chern forms on a class
of manifolds which includes the current groups mentioned above. Carried out (in a left invariant way
) to current Lie groups equipped with a weight given by a left invariant field of elliptic operators, the
notion of weighted trace enables us to define the weighted Ricci curvature as a weighted pseudo-trace
of R : Z → Ω(Z, ·)· where Ω is the curvature tensor and the weighted first Chern form as a weighted
pseudo-trace of the curvature, provided the operators involved are classical P.D.Os.
We express the weighted first Chern form in terms of a pull-back by the adjoint representation of a cocycle
on gres, thus relating the closed two form given by the Chern form with a closed two cochain.
A well known result by Kuiper [Ku] shows that a Hilbert manifold is parallelisable since GL(H) is
contractible for a Hilbert space H (the model space of the manifold). This might seem in conflict with
the fact that the first Chern class does not vanish. But in our approach, the model space H being a
space of sections of some (finite rank) vector bundle E based on a closed manifoldM , the structure group
GL(H) reduces to a non contractible group, namely the group Ell∗0(M,E) of zero order invertible elliptic
operators acting on these sections.
This opens a road to many questions, such as finding a criteria for the weighted first Chern form and
higher order forms to be closed, investigating the holonomy group which we expect to be non trivial
because of the reasons mentioned above. This article yields a geometric setting in which such questions
make sense for a class of Hilbert manifolds beyong the example of loop groups. It confronts this approach
with other approaches in the specific case of loop groups.
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1. Weighted traces on the algebra of (classical) P.D.Os
In [KV 1], the authors introduced a new trace type functional TR on operators in PDO(M,E) with order
in α0 + ZZ where α0 is some non integer complex number called the canonical trace. Avoiding integer
orders has to do with the fact that a positive homogeneous distribution on IRn/{0} of non integer order
can be extended in a unique way to a positive homogeneous distribution on IRn [H]. In this section we
first briefly recall the construction of this trace TR and some of its properties. We use this trace as a tool
to build linear functionals of pseudo-differential operators which we call ”weighted traces” and to study
some of their properties. Such functionals were also considered in [MN] to prove a pseudo-differential
generalization of the Atiyah-Patodi-Singer index theorem. For the sake of self-containedness, we recall
the proof of this fact. We refer the reader to Appendix A for notations and basic facts concerning pseudo-
differential operators.
• The Kontsevich and Vishik canonical trace
Let us first describe the general lines of the construction in a heuristic way. For a (classical) pseudo-
differential operator locally given by:
Au(x) :=
∫
IRn
a(x, ξ)uˆ(ξ)dξ
where σA(x, ξ) is the (locally defined) total symbol (see Appendix A), we would like to define
”TR(A) :=
∫
M
∫
IRn
trxσA(x, ξ)dξdvol(x)”
which in general does not make sense since a(x, ξ) typically has components of degree ≥ −dimM . It
however does make sense for an operator of order < −dimM and yields the ordinary trace. We should
therefore find a way of only picking up the finite term in such an expression.
Let us consider a classical P.D.O A of order α with symbol σ =
∑N
j=0Ψσα−j + σ(N) ( see [Sh] for a
discussion about such assumptions on the symbol) where σα−j ∈ S
α−j(IRn), σ(N) ∈ S
α−N−1(IRn) and
where Ψ is a smooth function on IRn which is zero in B(0, 14 ) and equal to 1 on IR
n − B(0, 12 ). Since
σ(N)(ξ) = O(|ξ|
α−N ) we have
∫
B(0,R)
σ(N)(ξ)dξ =
∫
IRn
σ(N)(ξ)dξ + O(R
α+n−N ). On the other hand,
splitting the integrals
∫
B(0,R)Ψσα−j(ξ)dξ =
∫
B(0,1)Ψσα−j(x, ξ)dξ +
∫
B(0,R)/B(0,1)Ψσα−j(x, ξ)dξ, we use
the fact that σα−j is homogeneous of order α− j to express the last integral. If α is an integer then there
is an integer j0 such that α− j0 + n = 0 and we have for N > j0:
N∑
j=0
∫
B(0,R)/B(0,1)
Ψσα−j(x, ξ)dξ =
N∑
j=0
∫ R
1
∫
|ξ|=1
rα−j+n−1σα−j(x, ξ)dξdr
∼R→∞
N∑
j=0,n+α−j 6=0
1
α+ n− j
Rα−j+n
∫
|ξ|=1
aα−j(x, ξ)dξ + logR
∫
|ξ|=1
a−n(x, ξ)dξ + constant term.
Finally this yields the existence of an asymptotic expansion in R → +∞ and of a constant (w.r.to R)
C(a(x, ·)) such that
∫
B(0,R)
a(x, ξ)dξ
∼R→∞
N∑
j=0,n+α−j 6=0
1
α+ n− j
Rα−j+n
∫
|ξ|=1
σα−j(x, ξ)dξ + logR
∫
|ξ|=1
a−n(x, ξ)dξ + C(a(x, ·)).
Because of the logarithmic term in R, one does not expect the finite part
f.p.
(∫
IRn
a(x, ξ)dξ
)
= LIMR→∞
∫
B(0,R)
σ(x, ξ)dξ
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to be invariant under a change of variable of IRn. However if the order α is not an integer, there is no
logarithmic divergence and f.p.
∫
IRn σ(x, ξ)dξ is independent of the local representation a(x, ξ) of A:
Proposition [KV1, 2] (see also [Le] in Prop. 5.2): Provided A ∈ PDO(M,E) has non integer
order:
TR(A) :=
∫
M
trEx
(
f.p.(
∫
IRn
σA(x, ξ)dξ)
)
dvol(x) (1.1)
where σA is the symbol of A, is well-defined and satisfies the tracial property:
TR([A,B]) = 0 ∀A ∈ PDO(M,E), B ∈ PDO(M,E), such that ord(A) + ord(B) /∈ ZZ.
Here trEx denotes the trace on the fibre Ex of the bundle E above the point x.
The linear functional TR coincides with the usual trace for P.D.Os of order with real part strictly smaller
than minus the dimension of the underlying manifold the operators are acting on. TR is in fact a trace
functional i.e TR[A,B] = 0 for any A,B ∈ PDO(M,E) such that ordA+ ordB ∈ IC−ZZ (see Proposition
3.2 in [KV2]).
• A fundamental property of the canonical trace
Following Kontsevich and Vishik, we shall call a local family Az ∈ PDO(M,E) with distribution kernels
(locally) weakly holomorphic if the following conditons are satisfied:
(i) The order αz of Az is (locally) holomorphic in z,
(ii)The kernel Az(x, y) of Az is (locally) holomorphic in z for x, y in disjoint local charts,
(iii)Given any local chart U on M , the homogeneous components σAz,αz−j(x,
ξ
|ξ|) of the symbol σAz(x, ξ)
are (locally) holomorphic functions in z on the restriction to U of the cotangent sphere bundle S∗M .
(iv) When x and y belong to a common local chart U , the difference between Az(x, y) and the truncated
kernel
∑N
j=0
∫
ρ(|ξ|)σAz ,αz−j(x, ξ)exp(i〈x− y, ξ〉dξ of class C
k(N) for some k(N) increasing with N tends
to a (locally) holomorphic kernel on U × U when N →∞.
In (iii) the topology on the space of symbols is given by the supremium norm of the symbol and its
derivatives and in (iv) the convergence is to be understood in the sense of weak convergence of distributions
[KV1].
The following property of the canonical trace plays a fundamental part in these notes:
Fundamental property(see [KV2] Proposition 3.4 and [KV1] Th.3.13)
For any (local weak) holomorphic family A(z) of classical P.D.Os on M , z ∈ U ⊂ IC, ordAz = α(z) where
α is holomorphic and α′ does not vanish, the function TR(Az) is meromorphic with no more than simple
poles at z = m ∈ U ∩ ZZ.
• Wodzicki residue
Applying the fundamental property to the family AQz := AQ
−z where Q ∈ Ell∗,+ord>0(M,E), A ∈
PDO(M,E) leads to the notion of Wodzicki residue [W] (see also [K] for a review):
res(A) := ordQ · Resz=0TR(A
Q
z ) (1.2)
which is in fact independent of Q. This can be carried out for any operator Q ∈ Ell+ord>0(M,E) which
might not be injective, replacing it by the operator Q + PQ in the above formulas so that A
Q
z = A(Q +
PQ)
−z where PQ denotes the orthogonal projection of Q onto its kernel which is finite dimensional since
Q is elliptic and the manifold closed. The projection is orthogonal for the inner product on the space
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C∞(M,E) of smooth sections of E induced by the hermitian structure 〈·, ·〉x on the fibre over x ∈ M
and the Riemannian volume measure µ on M :
〈σ, ρ〉 :=
∫
M
dµ(x)〈σ(x), ρ(x)〉x ∀σ, ρ ∈ C
∞(M,E)
The Wodzicki residue defines a trace functional on the algebra PDO(M,E) of classical P.D.Os and
vanishes for any classical P.D.O with non integer order. Since res also vanishes on a smoothing operator,
it induces a trace functional on the symbol algebra of PDO(M,E) [W]. It is in fact the unique trace
functional on PDO(M,E) provided M is connected and has dimension > 1.
An important feature of the Wodzicki residue we need to keep in mind here is that it vanishes on any
trace-class operator as can easily be checked from the above definition.
Kontsevich and Vishik (see [KV2] see (3.16)) furthermore show that, given a local weak holomorphic
family Az of operators of order α(z), the poles of TR(Az) at entire points are expressed in terms of
Wodzicki residues:
Resz=mTR(Az) = −
1
α′(α−1(m))
res
(
σ(Aα−1(m)
)
. (1.3)
• The weighted trace
The fundamental property leads yet to another linear functional on the algebra PDO(M,E) which is
not a trace but interesting all the same because it does not vanish on trace class operators for which it
coincides with the ordinary trace.
Given Q ∈ Ell∗,+ord>0(M,E) of order ordQ, we call the Q-weighted trace of an operator A ∈ PDO(M,E):
trQ(A) :=
[
TR(AQ−z)−
1
ordQ · z
res(A)
]
z=0
. (1.4)
Here again, this extends to the case when Q is not injective setting:
trQ(A) :=
[
TR(A(Q+ PQ)
−z)−
1
ordQ · z
res(A)
]
z=0
(1.5)
where as before PQ is the orthogonal projection onto the kernel of Q.
Warning! To simplify notations, we shall often assume that Q is injective subintending that when it is
not, one should replace Q by Q+ PQ.
As we shall soon see, although refered to as weighted traces here, these functionals do not satisfy the
tracial property trQ[A,B] = 0 and hence do not deserve the name ”trace”. We shall all the same keep to
this abusive terminology which turns out to be very convenient.
• Dependence on the weight
Unlike the Wodzicki residue, it generally depends on the choice of Q. The dependence is intrinsically
infinite dimensional since it is measured in terms of a Wodzicki residue. Indeed, let Q1, Q2 be two
operators in Ell∗,+ord>0(M,E) with same order q, applying the fundamental property and (∗) to the (locally
around zero) holomorphic family A(
Q−z
1
−Q−z
2
z ) of order α(z) := ordA−zq, we find (see Prop.2.2 in [KV2]):
trQ1 (A)− trQ2 (A) = lim
z→0
TR(A(
Q−z1 −Q
−z
2
z
))
= −q−1 · res(A(logQ1 − logQ2))
(1.6)
which is well defined since logQ1 − logQ2 lies in PDO(M,E).
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However when the underlying manifold is odd dimensional and for any odd-class classical P.D.O A with
integer order, the TR-generalized zeta function z → TR(AQ−z) is regular at 0 and trQ(A) obtained as
the limit when z → 0 of these expressions is independent of the choice of Q (see [KV1] Prop. 4.1 where
it is denoted by Tr(−1)). This limit can be seen as an extension of the canonical trace to operators with
integer orders.
Although weighted traces are not tracial, they have a useful covariance property:
Lemma 1
Let C ∈ PDO(M,E) be injective and bounded. With the same notations as above, we have:
trC
−1QC(A) = trQ(CAC−1). (1.7)
Proof: For z ∈ IC with real part large enough, we have:
TR(A(C−1QC)−z) = TR(AC−1Q−zC)
= TR(CAC−1Q−z)
where we have used that TR is tracial. Taking the renormalized limit then yields the result. •
2. The Radul cocycle as a coboundary of the weighted trace
In this section we investigate the coboundary of the weighted traces introduced above. We show how the
cocycles obtained in this way relate to the Radul cocycle which arises in geometric quantization [M2]. In
the context of regularized determinants, it is related to the multiplicative anomaly [D]. This cocycle was
already investigated in [MN] where the authors express the coboundary of weighted traces in terms of a
Wodzicki residue (see [MN] Lemma 13).
We shall need some definitions of Lie algebra cohomology (see e.g. [M1] ).
• Lie algebra cohomology: Let L be a Lie algebra and V an L-module (the action of L on V is denoted
by a ”dot”). A cochain of degree n ( or n-cochain) with values in V is an antisymmetric multilinear map
c : L× L× · · · × L (n times) → V . Let Cn(L, V ) denote the space of all n-cochains and let us define the
coboundary operator:
δ : Cn(L, V )→ Cn+1(L, V )
(δcn)(x1, x2, · · · , xn+1) =
∑
i<j
(−1)i+jcn([xi, xj ], x1, · · · , xˆi, · · · , xˆj , · · · , xn+1)
+
n+1∑
i=1
(−1)i+1xi · c
n(x1, · · · , xi−1, xi+1, · · · , xn+1)
Taking V = IC with the trivial zero action of L on IC, x · z := 0 for any x ∈ L, z ∈ IC we have :
(δcn)(x1, x2, · · · , xn+1) =
∑
i<j
(−1)i+jcn([xi, xj ], x1, · · · , xˆi, · · · , xˆj , · · · , xn+1).
In particular δ2 = 0 . An n-cocycle is a cochain of degree n with vanishing coboundary. Let us denote
by Bn(L, V ) the set of n-coboundaries, by Zn(L, V ) the set of n cocycles and let us call Hn(L, V ) :=
Zn(L, V )/Bn(L, V ) the n-th cohomology space.
• The weighted Radul cocycle on PDO(M,E)
We now apply this construction to L := PDO(M,E) and the 1-cochain given by a weighted trace.
Let Q ∈ Ell∗,+ord>0(M,E). The Q-weighted traces tr
Q do not satisfy the cyclicity property thus leading to
a cocycle given by its coboundary:
cQR(A,B) := δtr
Q(A,B) = trQ[A,B] ∀A,B ∈ PDO(M,E) (2.1)
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which we call the Q-weighted Radul cocycle. This terminology is justified on the grounds of the following
proposition which relates cQR to a more familiar expression of the classical Radul cocycle.
Proposition 1
(i) For any A ∈ PDO(M,E) the operator [logQ,A] lies in PDO(M,E).
(ii) For any A,B ∈ PDO(M,E) we have:
cQR(A,B) = −
1
ordQ
res([logQ,A]B) = lim
z→0
TR(Q−z[A,B]). (2.2)
Remark
This relation expresses the algebraic obstruction preventing a weighted trace from being tracial in terms
of a Wodzicki residue, which is a trace of purely infinite dimensional type.
Proof:
(i) We first check that [logQ,A] lies in PDO(M,E) if the order ordA of A is strictly positive.
[A, logQ] = (A · logQ− logQ · A)
= A
(
logQ−
ordQ
ordA
log(|A|+ 1)
)
+
(
ordQ
ordA
log(|A|+ 1)− logQ
)
A.
Since the difference of two logarithms of PDOs of same order is a P.D.O, this proves that if the order
of A is strictly positive then [logQ,A] is a P.D.O. Now if A has negative order, let k = |ordA|+1ordQ . Then
setting P = Qk we have that P is of order equal to |ordA| + 1 and we have:
P (AlogQ− (logQ)A) = QkA logQ− logQ QkA
= [QkA, logQ],
which by the previous results applied to QkA which has strictly positive order, shows it is a P.D.O.
(ii) For Rez large enough we have:
TR(Q−z[A,B]) = TR([Q−z, A]B) + TR([A,Q−zB])
= TR([Q−z, A]B) + TR([AQ
−z
2 , Q
−z
2 B])
= TR([Q−z, A]B).
In the same way we have:
TR(Q−z[A,B]) = TR([A,B]Q−z)
= TR(A[B,Q−z]) + TR(AQ−zB −BAQ−z)
= TR(A[B,Q−z]) + TR([AQ
−z
2 , Q
−z
2 B])
= TR(A[B,Q−z]).
Appplying the fundamental property and (∗) to the family z−1[Q−z, A]B of order α(z) = −z · ordQ +
ordA + ordB we find:
lim
z→0
TR([Q−z, A]B) = Resz=0TR(z
−1[Q−z, A]B)
=
1
ordQ
res
(
d
dz /z=0
([Q−z , A]B)
)
= −
1
ordQ
res([logQ,A]B).
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In a similar way we have:
lim
z→0
TR(A[B,Q−z]) = −
1
ordQ
res(A[B, logQ]).
This proposition shows that the Q-weighted Radul cocycle generalizes the usual Radul cocycle obtained
for σ(Q) = |ξ| [CFNW] (see formula (24)),[M2], [R] (see formula (41)), [KK] (see formula (1)). In this
particular case, the Radul cocycle was also considered in [KV2] in relation to multiplicative anomalies for
determinants of elliptic operators (see also [D]) but it was later considered for more general operatorsQ in
[MN] and proved (see Lemma 13) to be a coboundary in the Hochschild cohomology of pseudo-differential
operators. As a consequence of the above proposition, the weighted Radul cocycle vanishes on the algebra
of odd-class P.D.Os with integer order whenever the underlying manifold is odd dimensional.
To each IC-valued cocycle cQR corresponds a central extension (see e.g [M1], [Ki], [Rog]) which we shall
denote by PDO(M,E)Q := {(A, λ), A ∈ PDO(M,E)} with Lie bracket:
[(A, λ), (B, µ)]
Q
:=
(
[A,B], cQR(A,B)
)
.
In other words we have the exact sequence of Lie algebras:
0→ IC→ PDO(M,E)Q → PDO(M,E)→ 0
Two such extensions PDO(M,E)Q1 and PDO(M,E)Q2 are equivalent since for Q1, Q2 ∈ Ell
+∗
>0(M,V )
the cocycles cQ1R and c
Q2
R are cohomologous. Indeed their difference
cQ1R − c
Q2
R = res ((logQ1 − logQ2)[·, ·]))
is the coboundary of the 1 cochain A→ res ((logQ1 − logQ2) ·).
Since the difference of two logarithms is a zero order P.D.O, this latter 1 cochain is a particular example
of a family of cochains parametrized by the algebra PDO0(M,E) of operators in PDO(M,E) of order
zero:
resP := res(P ·) (2.3)
where P is a zero order P.D.O. The coboundary (A,B)→ res(P [A,B]) does not vanish in general. The
case when P = ǫ(D) is the sign of a self-adjoint operatorD gives rise to Mickelsson’s res′ linear functional.
3. A weighted Schwinger functional
In this section D denotes a self-adjoint elliptic operator acting on smooth sections of a vector bundle
E with strictly positive order. An example of such a bundle is given by the spinor bundle over an odd
dimensional spin compact manifold M and the operator D by the Dirac operator on M .
Adopting notations which are frequently used in the context of geometric quantization, let ǫ(D) :=
D + PD(|D| + PD)
−1 denote the sign of D which defines a classical P.D.O. of order 0. The operator
Q := |D| lies in Ell+ord>0(M,E).
• A Schwinger functional
We define the Schwinger functional:
PDO(M,E)→ IC
(A,B)→ cDS (A,B) :=
1
2
tr|D|(ǫ(D)[ǫ(D), A][ǫ(D), B]).
(3.1)
The terminology ”Schwinger functional” is motivated by the fact (as we shall see later) that on some
subalgebras of PDO(M,E) it coincides with the usual Schwinger cocycle.
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A straightforward computation yields:
cDS (A,B) = tr
|D|([A, ǫ(D)]B) = tr|D|(A[ǫ(D), B]).
Let us introduce the linear functional
PDO(M,E)→ IC
A→ trDǫ (A) := tr
|D|(ǫ(D)A)
which we call the signed weighted trace of A. As before the terminology ”trace” is not appropriate here
since this functional does not in general have vanishing coboundary.
Proposition 3
Let S be a subalgebra of PDO(M,E). The following conditions are equivalent (all the cocycles are Lie
algebra cocycles):
1) cDS is a 2-cocycle on S,
2) cDS is an antisymmetric bilinear form on S,
3) The bilinear map
(A,B)→ cDTR(A,B) := tr
|D|[ǫ(D)A,B]
defines a 2-cocycle on S,
4) cDTR is an antisymmetric bilinear form on S,
5) For any A,B ∈ S we have:
resǫ(D)[A, [log|D|, B]] = 0, (3.2)
Provided one of these conditions is fufilled, the following relation holds:
cDTR − c
D
S = δtr
D
ǫ
so that the cocycles cDTR and c
D
S are cohomologous.
Remarks
1) cDTR(A,B) coincides with −2c
′(A,B) defined in (2.11) of [M2].
2) Part 5) of this proposition shows that the obstruction to the cocycle property of the various functionals
involved arises as a residue resǫ(D)[A, [log|D|, B]]. Here again the obstruction is therefore purely infinite
dimensional.
The following definitions and the lemma below will be used in the proof.
We shall set:
c˜TR(A,B) := tr
|D|[Aǫ(D), B]
and
c¯TR :=
cDTR + c˜
D
TR
2
.
Lemma 2
cDTR(B,A) = −c˜
D
TR(A,B) ∀A,B ∈ PDO(M,E)
so that c¯DTR is antisymmetric. Moreover
c¯DTR(A,B) = δtr
D
ǫ (A,B) +
1
2
(
tr|D|([ǫ(D), B]A)− Tr|D|([A, ǫ(D)]B)
)
=
1
2
δtrDǫ (A,B) +
1
2
tr|D| (Aǫ(D)B −Bǫ(D)A)
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where δtrDǫ denotes the coboundary of the signed weighted trace in the Lie algebra cohomology.
Proof: Let us first see how cDTR transforms when exchanging A and B.
cDTR(A,B) = tr
|D|[ǫ(D)B,A]
= tr|D|(ǫ(D)BA −Aǫ(D)B)
= −tr|D|(Aǫ(D)B −BAǫ(D))
= −tr|D|[Aǫ(D), B]
= −c˜DTR(A,B)
From this it follows that c¯DTR is antisymmetric. The second statement then easily follows from Lemma 2
and the definition of c¯DTR:
c¯DTR(A,B) =
1
2
(
cDTR(A,B)− c
D
TR(B,A)
)
=
1
2
(cǫ(A,B)− cǫ(B,A)) +
1
2
(
tr|D|([ǫ(D), B]A− tr|D|([ǫ(D), A]B)
)
= cDǫ (A,B) −
1
2
(
tr|D|([ǫ(D), B]A + tr|D|([A, ǫ(D)]B)
)
=
1
2
cDǫ (A,B) +
1
2
(
tr|D|(Aǫ(D)B −Bǫ(D)A)
)
.
Proof of proposition 3:
2)⇔ 4) : A straightforward computation yields:
cDS (A,B) = −c
D
S (B,A)
⇔ tr|D|(A[ǫ(D), B]) = −tr|D|(B[ǫ(D), A])
⇔ tr|D|[Aǫ(D), B] = tr|D|[A,Bǫ(D)]
⇔ c˜DTR(A,B) = cTR(A,B)
⇔ −cDTR(B,A) = cTR(A,B)
where we have used the result of Lemma 2.
3)⇔ 4) : The implication from left to right is clear since a 2-cocycle is antisymmetric. Let us prove the
other implication 4)⇒ 3) which amounts to showing that when cTR is antisymmetric it defines a cocycle.
Since cDTR is antisymmetric, we have c
D
TR = c˜
D
TR = c¯
D
TR. By Lemma 2, it is sufficient to show that ω
defined by ω(A,B) ≡ Tr|D|(Aǫ(D)B − Bǫ(D)A) has vanishing coboundary δω. A direct computation
yields:
δω(A,B,C) = cDTR(A, [Bǫ(D), Cǫ(D)]) + c
D
TR(B, [Cǫ(D), Aǫ(D)]) + c
D
TR(C, [Aǫ(D), Bǫ(D)])
from which follows that:
δω(Aǫ(D), Bǫ(D), Cǫ(D)) = cDTR(Aǫ(D), [B,C]) + c
D
TR(Bǫ(D), [C,A]) + c
D
TR(Cǫ(D), [A,B])
= c˜DTR(Aǫ(D), [B,C]) + c˜
D
TR(Bǫ(D), [C,A]) + c˜
D
TR(Cǫ(D), [A,B])
= tr|D|[A, [B,C]] + Tr|D|[B, [C,A]] + Tr|D|[C, [A,B]]
= 0
Since any P.D.O A can be written A = A1ǫ(D) where A1 ≡ Aǫ(D) is a P.D.O, the result follows.
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4)⇔ 5) : Since this computation is similar to the one used in the proof of Lemma 2 we shall skip some
intermediate steps here. Let d denote the order of D and let us set l := log|D|.
−d · cDTR(B,A) = −d · c
|D|
R (ǫ(D)B,A)
= res(ǫ(D)[l, B]A)
= res(ǫ(D)A[l, B]) − res(ǫ(D)[A, [l, B]])
= −d · c˜DTR(B,A)− res(ǫ(D)[A, [l, B]])
= d · cDTR(A,B)− res(ǫ(D)[A, [l, B]])
hence
cDTR(B,A) + c
D
TR(A,B) = −
1
d
· res(σ(ǫ(D)[A, [l, B]]))
and cTR is antisymmetric if and only if condition (3.2) is satisfied.
so that cDTR is antisymmetric if and only if res(ǫ(D)[A, [l, B]]) = 0 for any A,B in the algebra under
consideration.
1)⇔ 2) : Only the implication from right to left is non trivial. To prove it, we use Lemma 2 once again
by which we have:
c¯DTR(A,B) =
1
2
δtrDǫ (A,B) +
1
2
Tr|D| (Aǫ(D)B −Bǫ(D)A) .
On the other hand, since cDS is antisymmetric, we have:
cDS (A,B) =
1
4
tr|D|(ǫ(D) [[ǫ(D), A], [ǫ(D), B]] .
Then a direct computation yields:
cDS (A,B) = −
1
2
(δtrDǫ )(A,B) +
1
2
tr|D| (Aǫ(D)B −Bǫ(D)A) .
Hence
c¯DTR − c
D
S = δtr
D
ǫ
From this identity follows that, provided cDS and c
D
TR are cocycles, then they are cohomologous.
• The algebra PDO(M,E)Dres
Let us introduce a subalgebra PDO(M,E)Dresof PDO(M,E) the definition of which is close to the algebra
gres (they coincide up to the fact that we require the operators to be P.D.Os) which plays a substancial
part in geometric quantization techniques (see e.g. [PS]):
PDO(M,E)Dres = {A ∈ PDO(M,E), ordA ≤ 0 ord([A, ǫ(D)]) < −
dimM
2
}
= gDres ∩ PDO(M,E)
(3.3)
where as before dimM is the dimension of the underlying manifold and where ordA denotes the order
of the operator A. Here gDres := {A ∈ B(L
2(M,E)), [A, ǫ(D)] is Hilbert Schmidt} where L2(M,E)
is the closure of the space C∞(M,E) of smooth sections of E for the L2 inner product induced by the
hermitian structure on E and the Riemannian volume measure on M as above, B(L2(M,E)) denoting
the algebra of bounded operators on this Hilbert space.
An immediate consequence of Proposition 3 is the following Corollary:
Corollary 1
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Let S be a subalgebra of PDO(M,E). If S is stable under the map A→ [log|D|, A] i.e if
A ∈ S ⇒ [log|D|, A] ∈ S (3.4)
and if moreover
res(ǫ(D)[A,B]) = 0 ∀A,B ∈ S (3.5)
hold on the subalgebra S, then so does relation (R) and cDTR and c
D
S define cohomologous cocycles on S.
Corollary 2
On the algebra PDO(M,E)Dres the Schwinger functional coincides with the usual Schwinger cocycle and
cDTR with the usual twisted Radul cocycle and we have:
cDS ≡ c
D
TR.
Proof: We need to check that PDO(M,E)Dres fulfills assumptions (3.4) and (3.5) of Corollary 1. As
before we set l := log|D|. Since [ǫ(D), [l, A]] = [l, [ǫ(D), A]] , the order of [ǫ(D), [l, A]] is the same as
that of [ǫ(D), A] so that if A lies in PDO(M,E)Dres, so does [l, A]. Hence assumption (3.4) is satisfied on
PDO(M,E)Dres. An easy computation yields:
res(ǫ(D)[A,B]) = −
1
2
res(ǫ(D)[[ǫ(D), A], [ǫ(D), B]])
which vanishes on PDO(M,E)Dres since it is the trace of an operator of degree strictly smaller than
−dimM , the operator ǫ(D) being of order 0 and the operators [ǫ(D), A], [ǫ(D), B] being both of order
strictly smaller than − dimM2 . Hence assumption (ii) is satisfied on PDO(M,E)
D
res. Corollary 1 implies
that both cDS and c
D
TR are cocycles on PDO(M,E)
D
res and that they are cohomologous.
On PDO(M,E)Dres the cocycle c
D
S reads:
cDS (A,B) =
1
2
tr(ǫ(D)[ǫ(D), A][ǫ(D), B])
where now tr is an ordinary trace and it therefore coincides with the usual Schwinger cocycle see e.g
(according to the author, the definition might change by a constant factor) [CFNW], [PS], [M2], [S].
The expression of cDTR in terms of a residue obtained in section 1 (Proposition 1) yields
cDTR(A,B) = −
1
ordD
res([log|D|, ǫ(D)A]B)
thus relating cDTR with Mickelssons [M2] twisted Radul cocycle (they coincide up to a factor −2).
4. Cocycles and group representations
Given D ∈ Ells.aord>0(M,E), we have a natural polarization of the space H ≡ L
2(M,E) given by:
H = H+(D)⊕H−(D)
where H+(D) = π+(D)(H), H−(D) = π−(D)(H), π+(D) =
1+ǫ(D)
2 , π−(D) =
−ǫ(D)+Id
2 . Notice that
with this choice for ǫ(D), π+(D) is 1 on KerD and π−(D) vanishes on KerD. Of course we could have
chosen the other convention namely π−(D) to be −1 on KerD and π+(D) to vanish on KerD. In this
polarization, let us write an operator A ∈ PDO(M,E) as a matrix:
A ≡
[
A++ A+−
A−+ A−−
]
.
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Since ǫ(D) =
[
1 0
0 −1
]
, we have
[ǫ(D), A] = 2
[
0 A+−
−A−+ 0
]
.
The operator ǫ(D) being a P.D.O, the operator
[
0 A+−
−A−+ 0
]
is also P.D.O.
For D ∈ Ells.aord>0(M,E) we introduce the following bilinear functional:
λD : PDO(M,E)→ IC
(A,B)→ tr|D|([A++, B++]− [A,B]++).
(4.1)
On PDO(M,E)Dres it coincides with the Lie algebra cocycle corresponding to a central extension of the
group:
GDres ≡ {A ∈ GL(H), A+− and A−+ are Hilbert-Schmidt} (4.2)
as described in [PS] (6.6.5).
The Schwinger functional cDS not being antisymmetric in general (since according to proposition 3 it then
becomes a cocycle), it is natural to introduce a mean Schwinger functional in a similar way to what we
we did for the twisted Radul cocycle:
c¯DS (A,B) :=
cDS (A,B)− c
D
S (B,A)
2
=
1
4
tr|D| [[ǫ(D), A], [ǫ(D), B]] .
Lemma 3
Let D ∈ Ells.aord>0(M,E), let A ∈ PDO(M,E), B ∈ PDO(M,E). Then
2λD(A,B) = 2tr|D|(B+−A−+ −A+−B−+)
= c¯DS (A,B) − c
|D|
R (A+−, B−+)− c
|D|
R (A−+, B+−)
Furthermore λD is a cocycle on PDO(M,E)Dres and the following relation holds on PDO(M,E)
D
res:
1
2
cDS (A,B) = λ
D(A,B)
= TR(A−+B+− −A+−B−+)
=
1
4
TR (ǫ(D)[ǫ(D), A][ǫ(D), B])
confirming formula (6.6.6) of [PS].
Remark : Although the individual components A++, A+−, A−+, A−− of the two by two matrix of A in the
polar decomposition might not be P.D.Os, c
|D|
R (A+−, B−+) = tr
|D|[A+−, B−+] and c
|D|
R (A−+, B+−) =
tr|D|[A−+, B+−] are well defined since these are weighted traces of operator brackets which are P.D.Os
as projections of operator brackets of P.D.Os of the type [[ǫ(D), A], [ǫ(D), B]].
Proof: Let us start with the general case. The first equality follows from a direct computation and the
definition of the weighted Radul cocycle. The second equality follows from the fact that
ǫ(D)[[ǫ(D), A], [ǫ(D), B]] = −4
[
A+−B−+ − B+−A−+ 0
0 B−+A+− − A−+B+−
]
since this yields:
c¯DS (A,B) = 2tr
|D|(A+−B−+ − B+−A−+) + c
|D|
R (B+−, A−+) + c
|D|
R (B−+, A+−).
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When considering the case of PDO(M,E)Dres, the Radul cocycles c
|D|
R (B+−, A−+) and c
|D|
R (B−+, A+−)
vanish since B+−, A−+, B−+, A+− are Hilbert-Schmidt and the weighted traces tr
|D| become ordinary
traces TR. This completes the proof.
Noting that [ǫ(D), A] = −[ǫ(D), A]∗ is equivalent to A+− = −A
∗
−+ for an operator C : H+(D)→ H−(D)
we shall set:
j(C) ≡
[
0 −C∗
C 0
]
.
Lemma 4
Let D ∈ Ells.aord>0(M,E), let A : H+(D)→ H−(D), B : H+(D)→ H−(D) such that j(A) ∈ PDO(M,E),
and j(B) ∈ PDO(M,E). Then
c¯DS (j(A), j(B)) = δ(tr
D
ǫ )(j(A), j(B))
= 2tr|D|(B∗A−A∗B) + c
|D|
R (A,B
∗) + c
|D|
R (A
∗, B)
Proof: Since [ǫ(D), j(A)] = −2j(A) we have:
c¯DS (j(A), j(B)) =
1
4
trDǫ ([[ǫ(D), j(A)], [ǫ(D), j(B)]]
= trDǫ ([j(A), j(B)])
= cDǫ (j(A), j(B))
= trDǫ
[
−A∗B +B∗A 0
0 −AB∗ +BA∗
]
= 2trD(B∗A− A∗B) + c
|D|
R (A,B
∗)− c
|D|
R (B,A
∗)
= 2trD(B∗A− A∗B) + c
|D|
R (A,B
∗) + c
|D|
R (A
∗, B)
On the grounds of this proposition we set for two operators A,B such that A∗B ∈ PDO(M,E):
ωD(A,B) ≡ −itr|D|(A∗B −B∗A).
ωD relates to the mean Schwinger functional c¯S as follows:
Corollary 3
Let A : H+(D) → H−(D) and B : H+(D) → H−(D) be operators such that j(A) and j(B) lie in
PDO(M,E). Then
c¯DS (j(A), j(B)) = 2iω
D(A,B) + c
|D|
R (A,B
∗) + c
|D|
R (A
∗, B).
Whenever A and B are Hilbert-Schmidt, then
c¯DS (j(A), j(B)) = 2iω
D(A,B) = 2tr(A∗B −B∗A)
where tr is now an ordinary trace.
5. Geometry on weighted bundles
• Weighted vector bundles
We shall say that a Hilbert spaceH lies in the class CH whenever there is a compact boundaryless compact
smooth Riemannian manifold M , a finite rank smooth vector bundle E based on M and s > dimM2 such
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that H = Hs(M,E). Typically, letting G be a Lie group and Lie(G) be its Lie algebra, the Lie algebra
Hs(M,Lie(G)) of the Hilbert current group Hs(M,G) lies in CH.
Let CE be the class of Hilbert vector bundles E → X based on a (possibly infinite dimensional) manifold
X with fibres modelled on a separable Hilbert space H in the class CH defined previously and with
transition maps in PDO(M,E) when H is the space of sections in some Sobolev class of a vector bundle
E based on M .
CX denotes the class of infinite dimensional manifolds X with tangent bundle TX in CE . Since the
transition maps are bounded, they correspond to operators of order 0 and since they are invertible, they
are in fact elliptic operators of order zero so that they lie in Ell(M,E).
To illustrate this setting let us give examples of manifolds, resp. vector bundles in the class CX , resp.
CE .
• Examples
i) Finite rank vector bundles lie in the class CE . To see this we take a manifold M = {∗} reduced to
a point ∗, the bundle E to be trivial of the type {∗} × IRd (or {∗} × ICd if the bundle is complex). The
transition functions belong to Ell({∗}, E) = Gld(IR) ( or Gld(IC) if the bundle is complex).
ii) If G denotes a Lie group and s > dimM2 , then the current group H
s(M,G) is a Hilbert Lie group and
can be equipped with a left invariant atlas φγ(u)(x) := expγ(x)(u(x)) ∀x ∈M, ∀γ ∈ H
s(M,G) where
expγ(x) is the exponential coordinate chart at point γ(x) induced by a left invariant Riemannian metric
on G. The transition functions are given by multiplication operators which indeed are P.D.Os.
iii) More generally, let N be a Riemannian manifold, then the space Hs(M,N) is a Hilbert manifold with
tangent space at a point γ given by Hs(M,γ∗TN). This manifold, which is modelled on Hs(M, IRn)
where n is the dimension of N , can be equipped with an atlas induced by the exponential map expN on
N in a similar way to the above description, a local chart being of the type φγ(u)(x) = exp
N
γ(x)(u(x)).
The transition functions are locally given by multiplication operators and hence define PDO’s.
• Bundles of operators
Let E be a C∞ vector bundle in the class CE based on a manifold B and let it be modelled on a separable
Hilbert space H . For any b ∈ B we shall denote by PDOb(E) the class of operators Ab acting densely
on the fibre Eb above b such that for any local trivialisation φ : E|Ub → Ub × H around b the operator
φ♯A(b) := φ(b)Abφ(b)
−1 (where φ(b) : Eb → H (obtained after localizing it using smooth cut-off functions)
is the isomorphism induced by the trivialization) lies in PDO(M,E). This definition involves local charts
but it is in fact independent of the choice of local chart. Indeed, for another local chart (U,ψ) we have
ψ♯A(b) = ψ(b) ◦ φ(b)−1φ♯Abφ(b) ◦ ψ(b)
−1, and since the transition functions ψ(b) ◦ φ(b)−1 are given by
classical P.D.Os, the condition φ♯A ∈ PDO(M,E) is independent of the choice of φ. In a similar way,
the notion of order defined by the order of the P.D.O in the local chart, does not depend on the choice
of local chart.
We shall also denote by Ellb(E) the class of operators Ab acting densely on Eb such that for any local
trivialisation φ : E/Up → Up×H around b the operator φ : E/Ub → Ub×H around b the operator, (φ
♯A)(b)
lies in Ell(M,E). Here again, the definition involves a choice of local chart but is in fact independent of
that choice.Indeed, the principal symbol being multiplicative and using the characterization of ellipticity
in terms of invertibility of the principal symbol, one easily checks that the condition φ♯A ∈ Ell(M,E) is
independent of the choice of φ.
This gives rise to two bundles PDO(E) :=
⋃
b∈B PDOb(E) and Ell(E) :=
⋃
b∈B Ellb(E) with fibre at
point b given respectively by PDOb(E) and Ellb(E).
Notice that when E is a bundle of finite rank, we have PDO(E) = Hom(E) and Ell(E) = GL(E) since
the underlying manifold M reduces to a point and the vector bundle to a vector space, namely the model
space of E .
• Weighted traces
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A weight on a smooth finite rank vector bundle in the class CE is a smooth section of Ell(E) of operators
with constant order which is locally a positive self-adjoint (elliptic) operator. If E has finite rank, it is
simply given by a section of GL(E) which locally is a positive self-adjoint operator and hence corresponds
to the choice of a Riemannian metric.
If the base manifold is either locally compact and a countable union of compacts or if it is a paracompact
Hilbert manifold modelled on a separable Hilbert space, then it has a smooth partition of unity [L]
and such a global section can be built up patching up local sections of Ell(E), i.e maps from an open
neighborhood in the base manifold B to Ell(M,E) (this construction is similar to the one that gives the
existence of a Riemannian metric under the same conditions).
Let E ∈ CE be modelled on H . We define the weighted pseudo-trace of a field of operators:
Γ(PDO(E))→ Γ(X, IR)(or Γ(X, IC))
A→ trQ(A)
(5.1)
locally; in a local chart (U, φ) it is defined by the φ♯-weighted pseudo-trace trφ
♯Q(φ♯A) of φ♯A. Although
the definition involves a choice of local chart, because of the covariance property it is in fact independent
of this choice. Indeed if φ and ψ are two local charts around x and if we set C := ψ ◦ φ−1 in formula
(1.7), we have:
trψ
♯Q(ψ♯A) = trCφ
♯QC−1(Cφ♯AC−1) = trφ
♯Q(φ♯A).
Remark
Looking back at definition (1.3), strictly speaking, in order to make sure the field PQ of orthogonal projec-
tions is smooth, we should assume thatKerQ has constant dimension. This is an artificial difficulty which
comes from the specific construction of the zeta function renormalization since it involves taking complex
powers of an invertible operator (Q+PQ)
−z . However, bearing in mind that the heat-kernel renormaliza-
tion only involves the exponential e−tQ and the fact that Limz→0tr(A(Q+ PQ)
−z) = Limǫ→0tr(Ae
−ǫQ)
(which can be shown via the Mellin transform), we see that the jumps in the dimension of the kernel of
Q do not affect the renormalized trace. From now on, we shall assume that Q is invertible, otherwise one
just replaces Q by Q′ := Q+ PQ where PQ is the orthogonal projection onto the kernel of Q.
• Variations of weighted traces
Proposition 4
Let (E , Q) be a weighted vector bundle equipped with a connection ∇ and let α, β be two PDO(E) valued
forms on the base manifold of E.
1)
trQ([α, β]) = −
1
ordQ
res([logQ, α]β) (5.2)
2) Provided both [∇, logQ] and [∇, α] are sections of PDO(E), we have
[∇, trQ](α) := dtrQ(α)− = trQ([∇, α]) = −
1
ordQ
res(α · [∇, logQ]). (5.3)
Here ordQ denotes the (constant) order of the field of elliptic operators Q .
Proof
(5.2 ) follows from Proposition 1 (compare with (2.2))
As in the proof of Proposition 1, to prove (5.3) we use the fundamental property of the canonical trace
TR. Let us first consider a smooth (for the natural topology on classical P.D.Os induced by the topology
of uniform convergence in all derivatives on the classical symbols) one parameter family of operators
At ∈ PDO(M,E) with constant order a and a smooth one parameter family Qt ∈ Ell
+
ord>0(M,E) (for
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the natural Fre´chet topology on PDO(M,E)) with constant order q, t varying in ]0, 1[. Applying formula
(1.3) to Az :=
A0(Q
−z
t −Q
−z
0
)
z (in which case α(z) = a− qz) and then going to the limit when t→ 0 yields:
d
dt/t=0
trQt(A0) = −
1
q
res(A0
d
dt/t=0
logQt).
let us now also consider a 1-parameter smooth family (At) of P.D.Os of constant order, then:
d
dt /t=0
trQt(At) = tr
Q0 (
d
dt/t=0
At)−
1
ordQ0
res(A0
d
dt/t=0
logQt).
Similarly, given any local trivialization around a point b0 in the base manifold B of E , we have:
dtrQ(α) = trQ(dα) −
1
ordQ
res(α · dlogQ). (5.4)
Let us write ∇ = d + θ in this local trivialization. Since by assumption [∇, α] is a section of PDO(E),
we have that locally dα + [θ, α] ∈ PDO(M,E) and hence, since dα ∈ PDO(M,E) as the differential of
a P.D.O, we conclude that [θ, α] also lies in PDO(M,E). Applying the first part of the lemma yields:
trQ([θ, α]) = −
1
ordQ
res([logQ, θ]α). (5.5)
Combining (5.4) and (5.5) we find:
dtrQ(α) = trQ(dα) −
1
ordQ
res(α · dlogQ)
= trQ([∇, α]) − trQ([θ, α])−
1
ordQ
res(α · dlogQ)
= trQ([∇, α]) +
1
ordQ
res([logQ, θ]α)−
1
ordQ
res(α · dlogQ)
= trQ([∇, α]) −
1
ordQ
res(α[∇, logQ]).
•
• Ricci curvature on weighted manifolds
Let X ∈ CX be equipped with a Levi-Civita connection ∇X such that for any tangent vector fields U, V
the map:
RX(U, V ) :W → Ωs(W,U)V ∀W ∈ Γ(TX)
is a section of PDO(TX) where ΩX denotes the curvature of ∇X . Then, given a weight Q on X we can
define the Q-weighted Ricci curvature:
rX,Q1 := tr
Q(RX). (5.6)
Since trQ coincides with the ordinary trace on trace-class operators if X is finite dimensional, it then
coincides with the ordinary Ricci curvature.
• Weighted first Chern form on Ka¨hler manifolds
Let us now assume X ∈ CX is Ka¨hler and let ∇X be the a Ka¨hler connection, let Q be a weight on X .
In a similar way, provided that for any holomorphic tangent vector field U and for any antiholomorphic
tangent vector field V¯ the map ΩX(U, V¯ ) is a section of PDO(TX), we define the Q-weighted first Chern
form:
rX,Q1 (U, V¯ ) := tr
Q(ΩX(U, V¯ )) (5.7)
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where ΩX denotes the curvature of ∇X . If X is finite dimensional, it coincides with the ordinary first
Chern form.
Unlike the first Chern form on a finite dimensional manifold, it is not closed in general. This follows from
the following proposition:
Corollary 4
Let (X,∇X) be a Ka¨hler manifold eqXipped with a weight Q and let ordQ be the (constant) order of
Q. Then, provided [∇X , logQ] is a PDO(TX) valued one form and provided the curvature ΩX is a
PDO(TX) valued two form, we have
drQ1 = −
1
ordQ
res([∇X , logQ]ΩX). (5.8)
Proof: Applying Proposition 4 to α := ΩX , we find:
dtrQ(ΩX) = trQ([∇X ,ΩX ])−
1
ordQ
res(ΩX [∇X , logQ])
= −
1
ordQ
res(ΩX [∇X , logQ])
where we have used the Bianchi identity [∇X ,ΩX ] = 0. •
• Remark
From Kuiper’s results [Ku] on the contractibility of the unitary group of a separable Hilbert space, we
know that the orthonormal frame bundle O(E) of a hermitian vector bundle with fibres modelled on a
Hilbert space, is topologically trivial. This is the case for the class of manifolds we are investigating,
and from this topological triviality one might expect that whenever the first Chern class is closed, teh
corresponding characteristic class should vanish. This is not the case as we shall see shortly in the case of
current groups, but in our setting the non triviality seems to come from the fact that we restict ourselves
to P.D.Os. Indeed, the holonomy bundle is a reduction of the frame bundle and for a manifold X in the
class CX (recall that we only allowed transition maps which were P.D.Os) modelled on the Hilbert space
H := Hs(M,E) for some s > dimM2 , the structure group of the frame bundle is
GLEll(H) := GL(H) ∩ PDO(M,E) = GL(H) ∩ Ell(M,E) = Ell∗0(M,E) (5.9)
where Ell∗0(M,E) denotes the group of invertible zero order elliptic operators acting on sections of E.
But it is a well-known fact that the pathwise connected component of identity of Ell∗0(M,E) has a non
trivial fundamental group isomorphic to K0(S
∗M) where S∗M is the unit sphere in the cotangent bundle
of M (see Appendix B).
6. Weighted Lie groups
In this section, we apply the constructions and results of the previous section to the case of weighted
Lie groups, thus preparing for the next section where we will specialize to current groups. Here G is an
infinite dimensional Hilbert Lie group in the class CX with Lie algebra Lie(G) = Hs(M,E) (for some
s > dimM2 and some hermitian vector bundle E based on some manifold M).
• Left invariant weights
A natural weight on G is given by a left invariant field of operators
Q(γ) := Lγ∗Q0Lγ
−1
∗ ∀γ ∈ G (6.1)
where Q0 ∈ Ell
+
ord>0(M,E) is any weight on the Lie algebra Lie(G) and where Lγ denotes left multipli-
cation.
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As a consequence of Proposition 4 we have:
Corollary 5
Let ∇ be a left invariant connection on G induced by a left invariant one form θ0 ∈ Lie(G)⊗Hom(Lie(G)).
Then, given a left invariant p-form ω on G which we identify with ω0 ∈ Λ
p(LieG) ⊗ PDO(M,E), we
have:
[∇, trQ](ω) := dtrQ(ω)− trQ([∇, ω]) = −trQ0([θ0, ω0]) =
1
ordQ0
res([logQ0, θ0]ω0)
where the bracket is an operator bracket so that [θ0, ω0](X,X1, · · · , Xp) = [θ0(X), ω0(X1, · · · , Xp)].
Proof: Recall that for a left invariant p-form α on G we have:
dα(X1, · · · , Xp+1) =
∑
i<j
(−1)i+jα([Xi, Xj ], X1, · · · , Xˆi, · · · , Xˆj , · · · , Xp+1)
whereby the X ′is are left invariant vector fields. Applying this to α = tr
Q(ω) and α = ω and then taking
the Q-weighted trace yields dtrQ(ω) = trQ(dω). Hence
[∇, trQ](ω) := dtrQ(ω)− trQ([∇, ω])
= −trQ([θ, ω])
= −trQ0([θ0, ω0])
=
1
ordQ0
res([logQ0, θ0]ω0).
• Diagonal weights
Let us now consider the particular case when E is a trivial bundle E = M × V where V is a finite
dimensional hermitian vector space. We can restrict ourselves to (left invariant) diagonal weights, meaning
by this that:
Q0 := Q¯0 ⊗ 1V (6.2)
where 1V is the identity opertor on V so that (6.1) reads:
Q(γ) = Lγ∗
(
Q¯0 ⊗ 1V
)
L−1γ∗ . (6.3)
In that case, for a left invariant p-form induced by ω0 as in the above corollary we have:
trQ(ω) = trQ0 (ω0)
= Limz→0tr(ω0(Q0 + PQ0)
−z)
= Limz→0tr(ω0(Q¯0 + PQ¯0)
−z ⊗ 1)
= Limz→0tr((Q¯0 + PQ¯0)
−ztrV (ω0))
= trQ¯0 (trV (ω0))
(6.4)
where trV denotes the finite dimensional trace on the Lie algebra V . Hence, provided trV (ω0) is itself a
trace-class operator (i.e a P.D.O of order < − dimM2 ) then
trQ(ω) = tr(trV (ω0)) (6.5)
(where tr is an ordinary trace) is independent of Q¯0. This is the type of situation we shall be working
with in these notes. Since there is no weight dependence in that case, we can choose any operator Q¯0
and in particular the Laplace operator ∆ on the Riemannian manifold M .
7. The case of current groups
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We now specialize to the current group Hs(M,G) (s > dimM2 ) of H
s maps from the compact Riemannian
manifold M to a semi-simple Lie group G of compact type (which ensures that the Killing form is non
degenerate and that the adjoint representation ad on the Lie algebra is antisymmetric for this bilinear
form). Hs(M,G) is a Hilbert Lie group with Lie algebra Hs(M,Lie(G)) where Lie(G) denotes the Lie
algebra of G so that the current group Hs(M,G) is a manifold in the class CX , the underlying finite rank
vector bundle E being trivial since E =M ×Lie(G) and we equip Hs(M,G) with the left invariant and
diagonal weight Q (see (6.2) with V = Lie(G)):
Q(γ) := Lγ(Q¯⊗ 1Lie(G))L
−1
γ = Lγ
(
∆⊗ 1Lie(G)
)
L−1γ ∀γ ∈ H
s(M,G). (7.1)
• A left invariant metric
The operator Q0 := ∆⊗ 1Lie(G) is an elliptic operator of order 2 acting densely on H
s(M,Lie(G)). It is
positive for the scalar product
〈·, ·〉0 :=
∫
M
dvol(x)(·, ·)Lie(G) (7.2)
where (·, ·)Lie(G) is a scalar product on Lie(G) given by minus the Killing form. H
s(M,G) is equipped
with a left invariant metric defined in terms of the following scalar product on Hs(M,Lie(G)):
〈·, ·〉s0 := 〈(Q0 + PQ0)
s
2 ·, (Q0 + PQ0)
s
2 ·〉0. (7.3)
• The Levi-Civita connection
The corresponding the Levi-Civita connection is a left invariant connection ∇s = d+ θs where θs is a left
invariant Hom(Hs(M,Lie(G)) valued one form on Hs(M,G) given by a map θs0 : Lie(G)→ Hom(LieG)
(see [F1] formula (1.9) up to a sign mistake):
θs0(U) =
1
2
(
adU + (Q0 + PQ0)
−s
adU (Q0 + PQ0 )
s − (Q0 + PQ0 )
−sad(Q0+PQ0 )sU
)
(7.4)
where U is an element of the Lie algebra Hs(M,Lie(G)).
• The curvature
The curvature Ωs is a left invariant two form given by an element Ωs0 ∈ Λ
2(Hs(M,Lie(G))⊗Hom(Hs(M,Lie(G)):
Ωs0(U, V ) = θ
s
0 ∧ θ
s
0(U, V ) = [θ
s(U), θs(V )]− θs0([U, V ]) U, V ∈ H
s(M,Lie(G)). (7.5)
Warning
We shall henceforth identify left invariant forms with forms on the Lie algebra Hs(M,Lie(G)) so that
for left invariant fields X,Y induced respectively by elements X0, Y0 ∈ H
s(M,Lie(G)) we have θs(X) =
θs0(X0) and Ω
s(X,Y ) = Ωs0(X0, Y0).
D.Freed shows ([F1] prop. 1.14) that for smooth X,Y ∈ Hs(M,Lie(G)) the map
Rs(X,Y ) : Z → Ωs(Z,X)Y
is a pseudo-differential operator (with Sobolev coefficients) of order max(−1,−2s). Freed in fact proves
the result for smooth X and Y but his proof easily extends to the case when X,Y ∈ Hs(M,Lie(G))
since it involves a counting of the order of the operator Rs(X,Y ) which is independent of the degree of
regularity of its coefficients. Notice that for s ∈ 12 IN − {0}, we have max(−1,−2s) = −1.
We further quote from [F1]:
Lemma 5
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For X,Y ∈ Hs(M,Lie(G)) the operator trLie(G)R
s(X,Y ) is a classical pseudo-differential operator of
order −2q where q = min(1, 2s) and where as before trLie(G) denotes the finite dimensional trace on
Lie(G).
Proof: We refer the reader to [F1] Proposition 1.18 where this result was proven in the case when
X,Y ∈ C∞(M,Lie(G)). •
• The Ricci curvature
Following the general procedure described in section 5, let us define a weighted Ricci curvature on the
Lie group Hs(M,G) and compare it to that of [F1].
For any diagonal weight Q, as a consequence of (6.5) we have:
Riccs,Q(X,Y ) := trQ(Rs(X,Y )) = trQ¯0
(
trLie(G)(R
s(X,Y ))
)
. (7.6)
Hence provided min(1, 2s) > dimM2 , using Lemma 5 we can write:
Riccs,Q(X,Y ) = tr(trLie(G)(R
s(X,Y ))) (7.7)
wher tr is now an ordinary trace, since in that case, trLie(G)(R
s(X,Y )) is trace-class. This holds in
particular for any loop group Hs(S1, G) with s > 12 .
It is easy to check that in that case and for any left invariant weight Q the Wodzicki residue res(Rs(X,Y ))
of the operator Rs(X,Y ) vanishes and that the Q-weighted Ricci curvature is given by an ordinary limit:
Riccs,Q(X,Y ) = limz→0(TR(R
s(X,Y )Q−z)) (7.8)
however this limit depends on the choice of Q.
• The case when s is an integer and M is odd dimensional
There are some cases for which the Q-dependence vanishes; we shall need a preliminary lemma to single
them out.
Lemma 6
For two left invariant vector fields X,Y on Hs(M,G) and s ∈ IN the operator Rs(X,Y ) lies in the
odd-class.
Proof
From the expression of the Levi-Civita curvature (7.5) one sees that the operator Rs(X,Y ) is built up
from compositions and linear combinations of operators in the odd class provided Q0 is in the odd class,
since adX and adX both lie in the odd class since they are built up from multiplication operators. Since
for any integer s, the operator Qs0 does lie in the odd class and since the product of odd-class operators
lies in the odd class, the result follows.
Proposition 5
When the underlying manifold is odd dimensional and s is an integer, the (left invariant) weighted Ricci
curvature on Hs(M,G) equipped with the left invariant connection (7.4) is independent of the choice of
the weight Q among operators in the odd class and we have for any two left invariant vector fields X and
Y on Hs(M,G):
Riccs,Q(X,Y ) = TRodd(R
s(X,Y )). (7.9)
Proof :
As we saw in section 1 (formula (1.6)), the dependence on the choice of Q is measured in terms of a
residue since for two weights Q1 and Q2 we have:
trQ1 (Rs(X,Y ))− trQ2 (Rs(X,Y )) = −q−1 (res(Rs(X,Y )(logQ1 − logQ2)))
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where q is the common order of Q1 and Q2. If both Q1 and Q2 lie in the odd-class so does logQ1− logQ2
(see Proof of Proposition 4.1 in [KV1]), and since Rs(X,Y ) also lies in the odd class, the operator
Rs(X,Y )(logQ1− logQ2)) lies in the odd-class. Thus in odd dimensions its Wodzicki residue vanishes. •
There is a priori no reason for a similar property to hold for s = 12 , which is the case we shall be focusing
on in the following. The Q-weighted Ricci curvature will in general depend on the choice of Q.
8. The case of the based loop group H
1
2
e (S1, G)
We now specialize to the case when M = S1 and s = 12 , applying the results of the previous section to a
based loop group. Notice that for s = 12 , H
s maps are not even continuous in that case, and in practice,
one works with H
1
2
+ǫ, ǫ > 0 in order to have continuous objects.
The space Hse (S
1, G) ⊂ Hs(S1, G) of G valued loops with value eG at a given point, where eG is the
identity element in G. It is a Hilbert manifold with Lie algebra the based loop algebra Hs0 (S
1, Lie(G))
of maps in the loop algebra which all coincide at point 0. Hse (S
1, G) is equipped with an almost complex
structure, for which the metric is in fact Ka¨hler when s = 12 [F1]. We equip it as before with a left
invariant diagonal weight Q, the operator Q being the same one used to define the connection θs.
• An almost complex structure on H
1
2
e (S1, G)
We introduce a Dirac operator D¯0 = z
d
dz = −i
d
dt (with z = e
it) acting on C∞(S1, IC) and we set
D0 := D¯0⊗ 1Lie(G) = z
d
dz ⊗ 1Lie(G), D denoting the left invariant field of operators generated by D0. We
shall choose Q0 := D
2
0 = ∆ ⊗ 1Lie(G) where ∆ is the Laplacian on functions, to define the left invariant
diagonal weight Q. D0 is injective when restricted to based loops and the sign ǫ(D0) := D0|D0|
−1 of the
Dirac operator is a pseudo-differential operator of order 0 which yields a conjugation on H
1
2
0 (S
1, Lie(G))
since ǫ(D0)
2 = 1. We have the splitting:
H := H
1
2
0 (S
1, Lie(G)) = H+ ⊕H− (8.1)
where
H+ := Ker(ǫ(D0)− 1) = π+
(
H
1
2
0 (S
1, Lie(G))
)
and
H− := Ker(ǫ(D0) + 1) = π−
(
H
1
2
0 (S
1, Lie(G))
)
.
Here π+ and π+ are the orthogonal projections w.r. to the scalar product 〈·, ·〉
1
2
0 defined in (7.3) π+ :=
ǫ(D0)+1
2 ,π− :=
−ǫ(D0)+1
2 .
The set {un(t) := e
int, n ∈ ZZ} yields a C.O.N.S of eigenvectors of D0 corresponding to the set of
eigenvalues {λn := n, n ∈ ZZ}. Then the set {u
+
n (t) := e
int, n ∈ IN} spans H+ and the set {u
−
n (t) :=
e−int, n ∈ IN} spans H−. The map J0 defined by J0u
+
n := −iu
+
n , J0u
−
n := iu
−
n or equivalently by
J0 := iǫ(D0) obeys the relation J
2
0 = −1 and yields a natural almost complex structure on H for which
the (1, 0) part H1,0 := Ker(J + i) coincides with H+, the (0, 1) part H
1,0 := Ker(J − i) = H+ with
H−. By left invariance of the metric on H
1
2
0 (S
1, Lie(G)), this gives rise to a left invariant almost complex
structure J(γ) := LγJ0L
−1
γ on the Lie group H
1
2
e (S1, G).
• The Ka¨hler connection on H
1
2
e (S1, G)
H
1
2
e (S1, G) is equipped with a left invariant symplectic (hence closed see [Pr]) form:
ω(X,Y ) :=
∫ 1
0
〈X ′0, Y0〉dt
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where X,Y are two left invariant vector fields generated by X0, Y0 and where the ”prime” denotes
derivation with respect to t. One can check that the invariant bilinear form given by B(X,Y ) := Ω(X, JY )
yields back the H
1
2 Sobolev metric given by (7.3). The associated left invariant hermitian form reads:
〈〈·, ·〉〉
1
2
0 := 〈·, ǫ(D0) ·〉
1
2
0 = 〈D0·, ·〉L2 . (8.2)
where we have used the fact that ǫ(D0)0Q
1
2
0 = ǫ(D0)|D0| = D0 and where 〈·, ·, 〉L2 denotes the L
2
hermitian product. Hence S is a Ka¨hler form on the manifold H
1
2 (S1, G) equipped with the H
1
2 left
invariant Riemannian metric given by (7.3) and the left invariant complex structure J defined above.
As a consequence, the Levi-Civita connection ∇
1
2 on H
1
2
e (S1, G) is Ka¨hlerian, meaning by this that
[∇
1
2 , J ] = 0.
Since ∇
1
2 commutes with J , θ
1
2 defined in (7.4) (with s = 12 ) stablizes each of the spaces H+ and H−.
Its restriction to H+:
φ0 :=
[
θ
1
2
0
]
++
(8.3)
defines a left invariant the (complex) Ka¨hler connection φ. In the next lemma we use the splitting
H = H+ ⊕H− to write any operator A ∈ Hom(H
1
2
0 (S
1, Lie(G)) as a matrix:
A =
[
A++ A+−
A−+ A−−
]
.
Following [F1] we introduce the To¨plitz operators TX := (adX)++, X ∈ H .
Lemma 7
For U ∈ H+,
φ(U) = D−1TUD.
For V¯ ∈ H−,
φ(V¯ ) = TV¯ .
Proof:
1) For U ∈ H+, we have |D0|U = D0U. Hence, setting U = α ⊗ a, V := β ⊗ b, α, β ∈ H
1
2 (S1, IC),
a, b ∈ Lie(G), we have:
|D0|
−1ad|D0|UV = |D0|
−1(D0α)β ⊗ adab
= |D0|
−1D0(αβ) ⊗ adab− |D0|
−1αD0β ⊗ adab
= |D0|
−1D0adU − |D0|
−1adUD0
= ǫ(D0)adU − |D0|
−1adUD0.
Inserting this into (7.4) yields:
θ
1
2 (U) =
1
2
(adU + |D0|
−1adU |D0|+ |D0|
−1adUD0 − ǫ(D0)adU )
which, when restricted to H+ and using (8.3) leads to:
φ0(U) = π−adU |H+ + |D0|
−1adUD0|H+
= D−10 TUD0
since adU stablizes H+ for U ∈ H+.
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2) For V¯ ∈ H−, |D0|V¯ = −D0V¯ and hence in a similar manner as above we have:
|D0|
−1ad|D0|V¯ = |D0|
−1adV¯D0 − ǫ(D0)adV¯
which yields in turn:
θ
1
2 (V¯ ) =
1
2
(adV¯ + ǫ(D)adV¯ − |D|
−1adV¯D + |D|
−1adV¯ |D|).
When restricted to H+ and using (8.3), this reads:
φ(V¯ ) = π+adV¯ |H+
= TV¯ .
9. The first Chern form on H
1
2
e (S1, G) and the cohomology of PDO(S1, Lie(G))
• The first Chern form on H
1
2
e (S1, G)
The curvature (which also stablizes H+ ) is given as in (7.5) by:
Ω(X, Y¯ ) := [φ(X), φ(Y¯ )]− φ([X, Y¯ ]) =
(
Ω
1
2 (X, Y¯ )
)1,0
. (9.1)
From [F1] (see Remarks above Theorem 2.20 ), we also know that Ω(X, Y¯ ) is a classical pseudo-differential
operator of order −1 and hence that it is not trace-class. However trLie(G)Ω(X, Y¯ ) being of order −2
(see [F1] Remarks above Theorem 2.20), is trace-class. We now define the weighted first Chern form on
H
1
2
e (S1, G) according to (5.7) where the weighted Ka¨hler manifold here is (H
1
2
e (S1, G), Q):
rQ1 := tr
Q(Ω)
Here the complex curvature is given by (9.1) and the trace is taken w.r. to the hermitian metric. If the
weight is diagonal then
rQ1 = tr(trLieGΩ).
This follows from (6.5) and shows our definition of weighted first Chern form coincides (with a good
choice of the weight) with the ”two step trace” used by Freed [F1] to make sense of the trace of the
curvature (see Theorem 2.20 in [F1]).
In fact only the (1, 0) part Q1,0 := Q++ of Q comes into play in the expression tr
Q(Ω) since Ω is the (1, 0)
part of Ω
1
2 . Before we give an expression of the first Chern form, we need wome preliminary results.
Lemma 8
For the diagonal weight Q on H
1
2 (S1, G) chosen as in (7.1), we have
trQ(φ(Z)) = 0 ∀Z ∈ H
1
2 (S1, Lie(G)). (9.2)
Proof: It is sufficient to establish the formula for Z of the type γ ⊗ c ∈ Hs(M, IR) ⊗ Lie(G). If
Z = γ ⊗ c ∈ H−, then φ(Z) = (adZ)++ and hence (compare with (6.5))
trQ(φ(Z)) = trQ((adZ)++)
= Limz→0tr
(
(adZ)++Q¯
−z
0 ⊗ 1Lie(G))
)
= Limz→0tr
(
(MγQ¯
−z
0 ⊗ adc)++
)
= trQ¯0 (Mγ)++trLieG(adc)
= 0
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since adc is antisymmetric. Mγ denotes the multiplication operator by γ and Lim the renormalized limit.
Here we have used the fact that Q0 stablizes H+.
If Z ∈ H+, then φ(Z) = D
−1TZD = D
−1(adZ)++D and
trQ(D−1(adZ)++D) = tr
Q((adZ)++) = 0.
Proposition 6
Let H
1
2
e (S1, G) be equipped with a left invariant diagonal weight Q. The Q-weighted first Chern form is the
pull-back by φ of the Q0 Radul cocycle c
Q0
R on PDO(S
1, Lie(G)) and coi¨ncides with Freed’s conditioned
first Chern form [F1]. For any X,Y ∈ H
1
2
0 (S
1, Lie(G)) induced by X0 ∈ H+ and Y¯0 ∈ H− we have:
rQ1 (X, Y¯ ) = c
Q0
R (φ(X), φ(Y¯ )) (9.3)
where tr denotes the ordinary trace and λD was defined in formula (4.1).
Proof: The first term in the expression (9.1) of the curvature is a bracket of P.D.Os so that taking the
weighted pseudo-trace yields trQ0 [φ(X), φ(Y¯ )] = cQ0R (φ(X), φ(Y¯ )). The trace of the second term in (9.1)
vanishes by lemma 7 and we find
rQ1 (X, Y¯ ) = tr
Q(Ω(X, Y¯ )) = trQ0 ([φ(X), φ(Y¯ )] = cQ0R (φ(X), φ(Y¯ ))
as announced.
•
Before we go on to the next proposition, let us recall various ways of expressing the Killing form on the
Lie algebra Lie(G):
〈a, b〉Lie(G) = trLie(G)(ad
∗
bada)
=
d∑
i=1
〈[a, ci], [b, ci]〉Lie(G)
= −trLie(G)[a, [b, ·]]
= −trLie(G)[b, [a, ·]].
where ci, i = 1, · · · , d varies in an O.N.B of Lie(G).
Proposition 7
The map:
ad : C∞(S1, Lie(G))→ C∞(S1, Hom(Lie(G)))
X :=
∑
n∈ZZ
anz
n → adX =
∑
n∈ZZ
adanz
n
extends to a map:
ad : H
1
2 (S1, Lie(G))→ gDres
with the notations of (3.3) replacing M by S1 and E by the trivial bundle S1 × Lie(G). In particular,
[adX ]+− and [adX ]−+ are Hilbert-Schmidt operators on L
2(S1, Lie(G)).
Proof: (this proof is close to that of proposition 6.3.1 in chapter 6 of [PS])
For b ∈ L , q ∈ ZZ and X =
∑
n∈ZZ anz
n ∈ C∞(S1, Lie(G)) we have:
adX(bz
q) =
∑
n∈ZZ
adan(b)z
n+q
=
∑
p∈ZZ
adap−q (b)z
p
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so that adX is represented by an ZZ×ZZ matrix with entries adXp,q = adap−q ∈ Hom(Lie(G)). We compute
the Hilbert-Schmidt norm of (adX+− denoted by ‖ · ‖HS . We shall use the fact that for a ∈ Lie(G) we
have ‖ada‖
2
HS = ‖a‖
2 where this last norm is the one corresponding to the Killing form.
‖adX+−‖
2
HS =
∑
q<0
dimLie(G)∑
i=1
〈(adX)+−biz
q, (adX)+−biz
q〉
=
∑
p≥0,q<0
dimLie(G)∑
i=1
〈adap−q (bi)z
p, adap−q (bi)z
p〉
=
∑
p≥0,q<0
dimLie(G)∑
i=1
〈adap−q (bi), adap−q (bi)〉Lie(G)
=
∑
p≥0,q<0
‖adXp,q‖
2
HS
=
∑
k>0
k‖adak‖
2
HS
=
∑
k>0
k‖ak‖
2
where (bi)i=1,···,dimLie(G)) is an orthonormal basis of Lie(G). In the same way, we have:
‖adX−+‖
2
HS =
∑
k<0
‖ak‖
2|k|.
From the above expressions of the Hilbert-Schmidt norms of adX+− and adX−+, it follows that these are
Hilbert-Schmidt whenever
∑
k∈ZZ |k|‖ak‖
2 is finite. But this is the condition for X to lie in H
1
2 (S1, L).
• The first Chern form in terms of the Ka¨hler form
Recall that the exterior derivative of a form can be expressed in terms of a Wodzicki residue (see (5.8)).
Unlike in the finite dimensional setting, here the weighted first Chern form rQ1 might therefore not be
closed. The following proposition shows that it relates to two closed forms, the Ka¨hler form ω on the one
hand (this fact had already been shown by Freed) and the pull-back by the adjoint representation of the
cocycle λD on the other hand.
Lemma 9
The pull-back ad∗λD of the cochain λD defined by (4.1) is closed on H
1
2 (S1, Lie(G)).
Proof: By Proposition 7, we know that ad takes its values in gDres. On the other hand λD is indeed a
cocycle on gDres. Combining these two facts yields, for three left invariant vector fields X,Y, Z:
δ(ad∗λD)(X,Y, Z) = ad∗λD([X,Y ], Z)− ad∗λD([Y, Z], X) + ad∗λD([Z,X ], Y )
= δλD(adX , adY , adZ)
= 0
where δλD denotes the coboundary of λD.
Proposition 8
The first Chern form is given by:
rQ1 (U, V¯ ) = ad
∗λD(U, V¯ ) = −iω(U, V¯ )
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for U, V ∈ H
1
2 (S1, Lie(G)) and it is a closed form. Here ω is the symplectic form on H
1
2
e (S1, G) defined
in section 8.
Proof: From the results of Proposition 7 combined with the description of λD given in Lemma 3, we
know that λD(adU , adY¯ ) = tr(adV¯ +−adU−+ − adU+−adV¯ −+) is an ordinary trace and hence it reads:
λD(adU , adV¯ ) =
∑
q∈IN,i=1,···,d
(
〈adV¯ +−adU−+z
qci, z
qci〉 − 〈adU+−adV¯ −+z
qci, z
qci〉
)
where ci, i = 1, · · · , d varies in an O.N.B of Lie(G). Since L
2(S1, Lie(G)) is spanned by elements of
the type zna, n ∈ ZZ, a ∈ Lie(G), it is sufficient to compute this last sum for U = zna, V¯ = z−pb,
a, b ∈ Lie(G), n ∈ ZZ, p ∈ ZZ. For q ∈ IN, c ∈ Lie(G) we have:
(adU )−+(z
qc) =
0 if n+ q > 0
[a, c]zn+q if n+ q ≤ 0
and
(adV¯ )+−(adU )−+(z
qc) =
0 if n+ q > 0 or n− p+ q < 0
[b, [a, c]]zn−p+q if n+ q ≤ 0 and n− p+ q ≥ 0.
In the same way
(adV¯ )−+(z
qc) =
0 if − p+ q > 0
[b, c]zn+q if p+ q ≤ 0
and
(adU )+−(adV )−+(z
qc) =
0 if − p+ q > 0 or n− p+ q < 0
[a, [b, c]]zn−p+q if − p+ q ≤ 0 and n− p+ q ≥ 0.
Finally this yields (since the only non vanishing terms correspond to n− p = 0):
λD(adU , adV¯ ) = −
∑
0<q≤n,i=1,···,d
〈[a, [b, ci]]z
q, ciz
q〉
= −ntrLie(G)(c→ [a, [b, c]])
= n〈a, b〉Lie(G)
= −iω(zna, z−nb)
= −iω(U, V¯ )
which yields the result.
A similar computation [F1] (see Theorem 2.20) shows that the weighted first Chern form can be expressed
in terms of the symplectic form ω and yields the result.
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Appendix A. Classical elliptic pseudo-differential operator
This Appendix gives a brief presentation of the basic tools in our framework, namely classical pseudo-
differential operators and particularly elliptic ones, their logarithms and their complex powers. Classical
references are [G], [Se], [Sh].
•The symbol set
Let U be an open subset of IRd. Given α ∈ IC, let us denote by Sα(U) the set of complex valued smooth
function
U × IRd → IR
(U, ξ)→ σ(U, ξ)
satisfiying the following property. Given any compact subset K of U and any two multiindices γ =
(γ1, · · · , γd) ∈ IN
d, δ = (δ1, · · · , δd) ∈ IN
d , there exists a constant Cα,β(K) such that
|DγxD
δ
ξσ(x, ξ)| ≤ Cγ,δ(K)(1 + |ξ|)
Reα−|δ| ∀x ∈ K, ∀ξ ∈ IRd.
An element of Sα(x) is called a symbol of order α. Let S≤m(x) denote the set of symbols of order ≤ m.
The principal part of the symbol σ ∈ Sα(x) (or principal symbol ) is defined as follows:
σα(x, ξ) = lim
t→+∞
σ(U, tξ)
tα
.
A smoothing symbol is a symbol in
S−∞(x) ≡
⋂
k∈IN
S≤−k(U)
and the relation
σ ≃ σ˜ ⇔ σ − σ˜ ∈ S−∞(U)
defines an equivalence relation on S(x).
A symbol of order α is called a classical symbol if there exist σα−j ∈ S
α−j(x), j ∈ IN such that:
σ(x, ξ) ≃
∞∑
j=0
σα−j(x, ξ)
which are positively homogeneous, i.e
σα−j(x, tξ) = t
α−jσα−j(x, ξ) ∀t ∈ IR
+.
Following Kontsevich and Vishik [KV 1], we shall say that a classical symbol lies in the odd-class if the
positively homogeneous components σα−j are moreover homogeneous i.e:
σα−j(x, tξ) = t
α−jσα−j(x, ξ) ∀t ∈ IR.
• From symbols to pseudo-differential operators
To a symbol σ ∈ Sα(U) we can associate the pseudo-differential operator (P.D.O.) with symbol σ defined
by:
A : C∞c (x)→ IC
∞(IRd)
u→
(
U → Au(x) =
∫
IRd
eiξ·xUσ(U, ξ)uˆ(ξ)dξ
)
.
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where C∞c (U) denotes the space of complex valued smooth functions with compact support in U . The
principal symbol of A is given by the principal part σP (A) of its symbol σ(A). If the symbol is classical,
we shall call the corresponding P.D.O classical. The set of classical P.D.Os of order α (resp. ≤ m) is
denoted by PDOα(U) (resp. PDO≤m(U)).
A smoothing P.D.O. is an operator in
PDO−∞(U) ≡
⋂
k∈IN
PDO≤−k(U)
and there is an exact sequence:
0→ PDO−∞(U)→ PDO≤m(U)→ S≤m(U)→ 0.
An ordinary differential operator of order m ∈ IN is defined by a polynomial symbol (the polynomial
being of order m) in ξ:
σ(x, ξ) =
m∑
j=0
ak(x)ξ
k.
A differential operator is local i.e u = 0 ⇒ Au = 0. But a pseudo-differential operator, because of the
smearing produced by the Fourier transform, is not local. It is only pseudo-local i.e if u is smooth on an
open set U then Pu is also smooth on any open subset V ⊂ U .
The various classes of symbols introduced previously induce corresponding classes of pseudo-differential
operators. A classical pseudo-differential is a P.D.O such that its symbol has components given by classical
symbols and an odd-class classical P.D.O is a classical P.D.O such that its symbol has components given
by symbols in the odd class. Notice that ordinary differential operators with integer order provide
examples of P.D.Os in the odd class.
• pseudo-differential operators acting on sections of vector bundles
The notion of pseudo-differential operator can be carried out to operators acting on sections of vector
bundles. Let πE : E →M , πF : F →M be two smooth vector bundles with rank rE and rF respectively
based on a smooth manifold M with dimension d. An operator
P : Γ(M,E)→ Γ(M,F )
acting from the space Γ(M,E) of smooth sections of E to the space Γ(M,F ) of smooth sections of F is
called a pseudo-differential operator of order α if given a neighborhood of any point m ∈ M , there is a
local trivialization i.e a morphism:
φ : (U,U × ICrE , U × ICrF )→ (M,E, F )
where U is an open subset of IRd, the induced linear map φ♯A : C∞c (U,U × IC
rE )→ C∞c (U,U × IC
rF ) has
a symbol σ(φ♯A) ∈ C∞(U × IRd) ⊗MrE,rF (IC) with matrix components in S
α(U). Here Mk,l denotes
the space of k × l matrices with coefficients in IC. It is a classical P.D.O if σ(φ♯A) is a classical symbol.
These definitions involve a choice of trivialization but can be shown to be independent of this choice.
σ(φ♯A) is called the (formal) symbol of A and is only defined locally. However its principal part σP (φ
♯A)
is independent of the choice of coordinate charts and is therefore defined globally. We shall denote it by
σP (A). It is called the principal symbol of the P.D.O.
Let us denote by PDOα(M,E, F ) the space of all classical P.D.Os of order α and by PDO≤m(M,E, F )
the space of all classical P.D.Os of order≤ m. When E = F , we shall denote these spaces by PDOα(M,E)
(resp. PDO≤m(M,E) ) and when E is the trivial bundle M × IC by PDOα(M) (resp.PDO≤m(M)). The
symbol set S≤m(M,E, F ) is defined by the exact sequence:
0→ PDO−∞(M,E, F )→ PDO≤m(M,E, F )→ S≤m(M,E, F )→ 0
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where PDO−∞(M,E, F ) :=
⋂
k≥0 PDO
≤−k(M,E, F ).
When M is compact, their is a notion of product of two pseudo-differential operators and
PDO(M,E) :=
⋃
m∈ZZ
PDO≤m(M,E)
defines an associative algebra.
From now on we shall assume M is a smooth compact manifold without boundary.
•Admissible elliptic pseudo-differential operators
Let E and F be as before two finite rank vector bundles based on a smooth manifoldM . When rE = rF a
pseudo-differential operator P : Γ(E)→ Γ(F ) of orderm is called elliptic if its principal symbol σmP (x, ξ)
is an invertible matrix for ξ 6= 0. Let Ell(M,E) denote the set of elliptic classical P.D.Os.
Let us denote by Ell∗ord>0(M,E) the class of invertible elliptic operators of strictly positive order. SinceM
is compact the spectrum spec(A) of such an operator consists of isolated eigenvalues with finite multiplicity
[Sh]. There is therefore a disc DR of radius R > 0 around the origin which does not contain any point
of the spectrum. We shall say that A has spectral cut Lθ if there is a ray Lθ = {λ ∈ IC, argλ = θ} in the
complex plane which does not intersect the spectrum of A. Such an operator will be called admissible and
we shall denote by Ell∗,admord>0(M,E) the set of such admissible operators. Any invertible elliptic operator
with strictly positive order such that the matrix given by its principal symbol has no eigenvalues in some
non empty conical neighborhood Λ of a ray in the spectral plane is admissible since in that case at most
a finite number of eigenvalues of the operator are contained in Λ [Sh].
Let us introduce some notations. Ells.aord>0(M,E), resp. Ell
+
ord>0(M,E) denotes the set of self-adjoint,
resp. positive self-adjoint elliptic operators with strictly positive order. Adding an upper index ∗ re-
stricts to injective operators so that Ell∗s.aord>0(M,E), resp. Ell
∗+
ord>0(M,E) denotes the set of self-adjoint
injective, resp. positive self-adjoint injective elliptic operators with strictly positive order and we have
following inclusions:
Ell∗+ord>0(M,E) ⊂ Ell
∗s.a
ord>0(M,E) ⊂ Ell
∗,adm
ord>0(M,E).
• Complex powers and logarithms of elliptic operators
Let A ∈ Ell∗,adm>0 (M,E) with spectral cut Lθ. For Rez < 0, the complex power A
z
θ of A is a bounded
operator on any space Hs(M,E) of sections of E of Sobolev class Hs defined by the contour integral:
Azθ =
i
2π
∫
Γθ
λz(A− λI)−1dλ
where Γθ = Γ1,θ ∪ Γ2,θ ∪ Γ3,θ Γ1,θ = {λ = re
iθ , r ≥ R},Γ2,θ = {λ = Re
iφ, θ ≥ φ ≥ −θ}, Γ3,θ = {λ =
rei(θ−2π), r ≥ R}. Here λz = exp(zlogλ) where logλ = log|λ| + iθ on Γ1,θ and logλ = log|λ|+ i(θ − 2π)
on Γ3,θ.
This definition is independent of the choice of R but depends on the choice of θ and yields for any
z ∈ IC an elliptic operator Azθ of order z · ord(A). When z = −k, k ∈ IN, then A
z coincides with
A−k of order −k · ord(A). When M is Riemannian, E is hermitian and A is essentially self-adjoint,
then Azθ is independent of the choice of θ and coincides with the complex powers defined using spectral
representation.
In the following we shall focus on operators in Ell+ord>0(M,E) in which case we shall use the principal
branch of the logarithm, taking θ = π and simply drop the mention θ.
For arbitrary k ∈ ZZ, the map z → Azθ defines a holomorphic function from {z ∈ IC, Rez < k} to the space
of bounded linear maps L(Hs(M,E)→ Hs−kordA(M,E)) for any s ∈ IR and we can set:
logθA ≡
[
∂
∂z
Azθ
]
z=0
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which defines a (non classical) P.D.O operator of zero order and hence a bounded operator fromHs(M,E)
to Hs−ǫ(M,E) for any ǫ > 0 and any s ∈ IR. In local coordinates (x, ξ) on T ∗M , the symbol of logθA
reads:
σlogθA(x, ξ) = ord(A)log|ξ|Id + a classical P.D.O symbol of order 0.
Hence, although the logarithm of an injective elliptic classical pseudo-differential operator with admissible
cut Lθ is not itself a classical pseudo-differential operator, for two operators A ∈ Ell
∗,adm
ord>0(M,E), B ∈
Ell∗,admord>0(M,E) admitting spectral cuts Lθ and Lφ:
logθA
ordA
−
logφB
ordB
∈ PDO0(M,E).
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Appendix B
In this appendix, we recall why the first fundamental group of Ell∗,00 (M,E) is non trivial, where Ell
∗,0
0 (M,E)
denotes the pathwise connected component of identity in the group of invertible zero order elliptic P.D.Os.
E denotes a finite rank vector bundle based on a compact boundaryless Riemannian manifoldM equipped
with a connection ∇. We keep the notations of Appendix A. To begin with, let us describe the topology
on Ell∗0(M,E).
•A Fre´chet structure on the algebra of P.D.Os and their symbols
The space SPDO(M,E) of symbols of classical pseudo-differential operators is a Fre´chet space when
equipped with the following family of semi-norms labelled by multiindices γ ∈ INd, δ ∈ INd and i ∈
{1, · · · , N}, k ∈ IN:
‖σ‖γ,δ,k := maxi
(
supy∈Vi,ξ∈IRd,‖ξ‖=1‖D
γ
yD
δ
ξσk(y, ξ)‖
)
where σk is the homogeneous component of order k, {Vi}i=1,···,N is a finite open cover (with V¯i compact)
of M associated to a partition of unity {Vi, ξi}i=1,···,N on M subordinated to some finite open covering
{Ui}i=1,···,N .
This topology combined with natural semi-norms on kernels of compact operators, induces a Fre´chet
structure on the space of classical pseudo-differential operators PDO(M,E) via the identification of
operators with their symbol up to a smoothing operator (see [KV1] section 3)
•From elliptic operators to their principal symbols
Let SPEll
∗
0(M,E) denote the group of principal symbols of operators in Ell
∗
0(M,E) and let Ell
∗,0
0 (M,E),
resp. SPEll
∗,0
0 (M,E) be the pathwise connected component of identity of these topological spaces.
Lemma
Π1(SPEll
∗,0
0 (M,E)) = Π1(Ell
∗,0
0 (M,E)).
Proof: We show that Ell∗,00 (M,E) and SPEll
∗,0
0 (M,E) have same homotopy type. The result then
follows.
Let
f : Ell∗,00 (M,E)→ SPEll
∗,0
0 (M,E)
A→ σP (A).
The connection on E and the metric on M give a canonical way of assigning to a symbol σ, an operator
Op(σ(A))(u)(x) with same principal symbol (see e.g. [BML] page 188 and references therein):
Op(σ(A))(u)(x) :=
∫
T∗xM
eix·ξσ(ξ)uˆ(ξ)dξ
where the Fourier transform is defined using the exponential map on M and parallel transport on E.
This gives rise to a map:
g : SPEll
∗,0
0 (M,E)→ Ell
∗,0
0 (M,E)
σ → Op (σ) .
Then f ◦g = Id. One does not expect that g ◦f = Id because A = Op(σP (A))(1+K) for some (uniquely
defined) compact operator K. However we have g ◦ f ∼ Id where ∼ denotes homotopy of maps. Indeed,
we can build a map (A, s)→ F (A, s) on Ell∗0(M,E) × [0, 1] such that F (A, 0) = g ◦ f(A) = Op (σP (A))
and F (A, 1) = A for any A ∈ Ell∗0(M,E). Set
F (A, s) := (1− s)Op (σP (A)) + sA = Op (σP (A)) (1 + sK),
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then F (A, s) ∈ Ell0(M,E) since σP (F (A, s)) = σP (Op (σP (A))) = σP (A) and A is elliptic of order zero.
The operator 1 + sK might not be invertible so let us show how we can modify it continuously into a
family F˜ (A, s) ∈ Ell∗0(M,E). Let γ(s) := Id+Ks. Let us denote by SK the spectrum of K. Since K can
be extended into a compact operator of L2(M,E), SK is compact and consists of isolated points, up to 0
which may be an accumulation point. The operator Id+sK is not invertible whenever − 1s is an eigenvalue
ofK. Since s ∈ [0, 1], we have− 1s ≤ −1. The set ]−∞,−1]∩SK is finite, so γ(s) is invertible, up to a finite
number of s ∈ [0, 1]. We can therefore modify γ continously into some continuous path γ˜(s) := 1+φ(s)K
with values in the set {Id + K invertible : K ∈ PDO≤−1(M,E)}, where PDO≤α(M,E) denotes the
subspace of pseudodifferential opertors with order ≤ α. Setting F˜ (A, s) := Op (σP (A)) (1 + φ(s)K) yields
the result.
• The fundamental group Π1(Ell
∗
0(M,E))
We shall discuss the case when E is trivial, but the results extend to the non trivial case using the fact
thatM being compact, for large enough N , there is a vector bundle F based onM such that E⊕F ≃ 1N
where 1N is the trivial bundle of rank N on M .
Let A be a complex unitary Banach algebra and let N be a positive integer large enough. Then ([Ka],
chIII, Th1.25) the fundamental group Π1(GLN (A)) is isomorphic to K(A), where GLN (A) is the group
of invertible maps of AN and K(A) is the Grothendieck group of finitely generated projective A-modules.
Applying that result to the Banach space C(S∗M) of continuous functions on S∗M , we find that:
Π1(GLN (C(S
∗M))) ≃ K0(S
∗M) := K(C(S∗M)).
Using the classical result (see e.g. [Di], vol. 3) that on a compact manifold a continuous function is
homotopic to a smooth function and that two homotopic smooth functions are smoothly homotopic, we
have:
Π1(GLN (C
∞(S∗M))) = Π1(GLN (C(S
∗M))).
It follows that for the trivial bundle 1N based on M of rank N large enough:
Π1
(
SPEll
∗,0
0 (M, 1N)
)
≃ Π1(GLN (C(S
∗M))) ≃ K0(S
∗M).
On the other hand, Π1(GLN (C(S
∗M))) being generated by one parameter subgroups exp(2πitp), p :
(C(S∗M))N → (C(S∗M))N , such that p2 = p [Ka], is non trivial so that Π1(Ell
∗
0(M, 1N)) is non trivial
as announced.
Remark: In fact, since the arcwise connected component of identity Ell∗,0(M,E) of the group Ell∗(M,E)
of invertible elliptic operators has the same fundamental group as Ell∗,00 (M,E) consisting of those that
have zero order, this shows that Π1(Ell
∗,0(M,E)) = Π1(Ell
∗,0
0 (M,E)) ≃ K0(S
∗M) is generated by one
parameter subgroups exp(2πitP ) of the above type and hence non trivial.
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