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Abstract
In this report, I investigate the use of end-to-end deep residual learning with
dilated convolutions for myocardial infarction (MI) detection and localization
from electrocardiogram (ECG) signals. Although deep residual learning has
already been applied to MI detection and localization, I propose a more accurate
system that distinguishes among a higher number (i.e., six) of MI locations.
Inspired by speech waveform processing with neural networks, I found a more
robust front-end than directly arranging the multi-lead ECG signal into an
input matrix consisting of the use of a single one-dimensional convolutional layer
per ECG lead to extract a pseudo-time-frequency representation and create a
compact and discriminative input feature volume. As a result, I end up with
a system achieving an MI detection and localization accuracy of 99.99% on the
well-known Physikalisch-Technische Bundesanstalt (PTB) database.
Keywords: Myocardial infarction, deep residual learning, end-to-end,
detection, localization, electrocardiogram
1. Introduction
In this work I investigate the use of end-to-end deep residual learning with
dilated convolutions for myocardial infarction (MI) detection and localization
from electrocardiogram (ECG) signals.
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Deep residual learning, originally conceived for image recognition applica-
tions, was proposed by He et al. in [1] in order to deal with the performance
degradation that occurs in convolutional neural networks (CNNs) when these
are too deep. In short, the idea behind deep residual learning is as follows.
Let l designate a particular layer of a neural network in such a manner that
xl−1 represents its input. The authors of [1] stated that it might be easier to
optimize the residual mapping Hl+kl (xl−1) = F l+kl (xl−1) + xl−1 between layers
l and l + k (k ∈ N) than the original mapping F l+kl (xl−1) when networks are
too deep. Such a residual mapping can be straightforwardly achieved by means
of identity mapping, namely, by using identity shortcut connections skipping
k + 1 layers.
Deep residual learning has been applied in a successful manner to different
tasks such as speaker verification [2], keyword spotting [3, 4] and, indeed, MI
detection and localization [5]. It is worth being aware of the following two major
differences between [5] and my proposal:
1. Apart from healthy subjects (i.e., with no MI), the authors of [5] only dis-
tinguish between two rough classes colloquially designated as anterior my-
ocardial infarction (aMI) and inferior myocardial infarction (iMI). Instead,
I design a more accurate system that distinguishes, apart from healthy
subjects, among six different possible locations of the MI: anterior, antero-
lateral, antero-septal, inferior, infero-lateral and infero-postero-lateral. No-
tice that the first and last three locations above can be considered sub-
classes of aMI and iMI, respectively.
2. In [5], the multi-lead ECG signal is arranged into a matrix that serves as
input to the first two-dimensional convolutional layer of the deep resid-
ual learning architecture. Inspired by speech waveform processing with
neural networks [6], I found a more robust front-end consisting of the use
of one-dimensional convolutional layers to obtain an intermediate two-
dimensional representation for each lead of the ECG signal. These inter-
mediate representations are then stacked across the depth dimension and
2
the resulting feature volume is fed to the first two-dimensional convolu-
tional layer of my deep residual neural network, which, also unlike [5], uses
dilated convolutions [7] and has a different structure.
As a result of the above, I end up with a system the MI detection and localization
accuracy of which is significantly higher than that of [5].
One-dimensional convolutional layers for the definition of feature extraction
branches on a lead basis are also used for MI detection and localization in [8].
However, remarkable differences between [8] and my work can be found. I use
a single one-dimensional convolutional layer per ECG lead to extract a pseudo-
time-frequency representation (see Section 2 for further details) and create a
compact and discriminative input feature volume to exploit the strengths of a
deep residual learning architecture. On the other hand, the authors of [8] —
which distinguish among five different possible locations of the MI, that is, one
less than me— use up to three one-dimensional convolutional and three more
mean-pooling layers per ECG lead providing a vector to a much simpler classifier
consisting of a fully-connected layer with softmax activation. The relatively high
computational complexity of the feature extraction branches in [8] involves that
the number of parameters of this system is above (according to my estimation
from [8]) 6×103, which is approximately the number of parameters of my deep
residual learning-based proposal. In summary, I am able to achieve near flawless
MI detection and localization performance with less computational complexity
as well as by considering an additional MI location (i.e., infero-postero-lateral)
with respect to [8].
The rest of this report is organized as follows. In Section 2, my end-to-end
deep residual learning architecture with dilated convolutions for MI detection
and localization is described. Then, implementation and training details are
presented in Section 3. Finally, in Section 4, experimental results are shown.
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Figure 1: Diagram of the proposed end-to-end deep residual neural network for myocardial
infarction detection and localization. 1-C stands for one-dimensional convolutional layer.
2. End-to-End System Description
The proposed deep residual learning architecture for myocardial infarction
(MI) detection and localization is based, although with significant differences,
on those intended for keyword spotting presented in [3] and [4], which achieve
impressive results.
A diagram of my end-to-end deep residual neural network with dilated con-
volutions can be seen in Figure 1. As introduced in Section 1, inspired by speech
waveform processing with neural networks [6], I consider a front-end based on
one-dimensional convolutional layers, which, to the best of my knowledge, is
novel in the context of MI detection and localization. According to my pre-
liminary experiments, I found that this front-end is much more robust, and,
therefore, provides better detection and localization performance, than directly
arranging the multi-lead ECG signal into a matrix to be fed to the first two-
dimensional convolutional layer of the deep residual neural network as in [5].
Thus, in this work, 5 second long ECG signal segments are processed on a lead
basis1 by one-dimensional convolutional layers with 20 filters each, zero bias
vectors, a kernel size of 100 samples and a stride of 50 samples. It is interesting
to note that this set-up yields a pseudo-time-frequency representation of the
ECG signal, where the number of filters of the layers would correspond to the
number of frequency bins and the kernel size and stride match the length of the
analysis window and its hop size, respectively. Therefore, as the sampling rate
1In this report I work with 12-lead ECG signals.
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of my ECG signals is 100 Hz, that is equivalent to using 20 pseudo-frequency
bins and a 1 second long analysis window with 50% overlap2. As a result, after
the application of a rectified linear unit (ReLU) activation function, each lead is
represented by a 9×20 pseudo-time-frequency matrix. Then, the twelve pseudo-
time-frequency matrices (one from each of the 12 leads) are stacked across the
depth dimension and the resulting 9×20×12 feature volume is fed to the first
two-dimensional convolutional layer of my architecture.
After the shallowest two-dimensional convolutional layer, there is a total of
three residual blocks with identity mapping. Two convolutional layers, each of
them followed by a ReLU activation function and a batch normalization layer
for regularization purposes [9], can be found in every residual block. The six
convolutional layers of the residual blocks apply dilated convolutions the purpose
of which is to increase the receptive field of the network [7]. The dilation rate
of each of these layers depends on its position within the network. Thus, the
dilation rates of the convolutional layers in the first and second residual blocks
are (1, 1) and (2, 2), respectively. Additionally, the dilation rates of the first
and second convolutional layers of the third residual block are, respectively,
(4, 4) and (8, 8). A non-residual convolutional layer with (16, 16) convolution
dilation, another batch normalization layer and an average pooling layer are
appended to the third residual block. Then, for MI detection and classification,
a fully-connected layer with softmax activation is employed. Finally, it is worth
mentioning that all the two-dimensional convolutional layers have 7 filters each
(equal to the number of neurons in the fully-connected layer), zero bias vectors
and a kernel size of 3×3.
2It is worth mentioning that, in accordance with my preliminary experiments, variations
in the number of filters, the kernel size and the stride of the one-dimensional convolutional
layers do not have a great impact on MI detection and localization performance.
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3. Implementation and Training Details
Keras [10] was used to implement the end-to-end deep residual learning
architecture depicted in Figure 1. In practice, the parameters of the twelve one-
dimensional convolutional layers are tied together during the learning process.
The number of parameters of my system is only 5,997 in contrast to the deep
residual learning architectures on which that is based, i.e., [3] and [4], which
have more than 200,000 parameters.
After random initialization of parameters, deep residual learning models were
trained for a total of 20 epochs —which is more than enough for convergence—
by considering a multi-class cross-entropy loss function. I used the Adam opti-
mizer [11] with default parameters, that is, the learning rate and the learning
rate decay were set to 0.001 and 0, respectively, β1 = 0.9 and β2 = 0.999.
Moreover, the size of the minibatch was set to 32 training examples. For MI de-
tection and localization, accuracy (i.e., the ratio between the number of correct
predictions and the total number of predictions) was considered as performance
metric.
4. Experimental Results
For evaluation of the end-to-end system described in this report I use the
Physikalisch-Technische Bundesanstalt (PTB) database [12]. ECG data from
121 infarcted and 53 healthy subjects are employed. Both types of subjects are
grouped and shuffled. Then, around 60%, 10% and 30% of them are used to
define training, validation and test sets in such a manner that, for a fair and
more realistic evaluation, subjects do not overlap across sets. Accuracy results,
in percentages, and confusion matrices are shown in Table 1 and Figure 2,
respectively, where I have considered 5-fold cross-validation. The average (i.e.,
across folds) myocardial infarction detection and localization accuracy with a
95% confidence interval is 99.99%±0.02.
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Figure 2: Confusion matrices from myocardial infarction detection and localization on the
PTB database. From left to right and top to bottom: confusion matrices from the 1st, 2nd,
3rd, 4th and 5th folds.
Table 1: Myocardial infarction detection and localization accuracy results, in percentages, on
the PTB database when considering 5-fold cross-validation.
Fold 1 2 3 4 5
Accuracy (%) 100 99.97 99.97 100 100
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