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Abstract
Recently, the elucidation of learning activity for human learning systems has gained tremendous interests in many
areas including neuroscience, brain sciences, behavioral sciences, and education. The main problems of these data
are noise and the large amount data (big data). Multidimensional scaling (MDS) is well known method to capture the
similarity of objects in lower dimensional conﬁguration space and latent cognitive factors as the dimensions. How-
ever, ordinary MDS is based on the Euclidean distance which often fails to capture the similarity relationship in the
lower dimensional space. The main reason for this fault is that data usually does not have signiﬁcant variance to be
captured by the MDS. Therefore, in this study, we exploit the latent classiﬁcation structure of variables to the distance
and propose a new dissimilarity and a new multidimensional scaling based on this dissimilarity. We show a better
performance of the proposed method by using a time series log data of mobile learning with the collaboration of
several students.
c©2013 Published by Elsevier B.V.
Keywords: multidimensional data, fuzzy clustering, cluster-based correlation, clustering based weighted
dissimilarity
1. Introduction
Clustering techniques have been widely used for reducing the number of objects when the amount of data is
big. If the number of objects is larger than the number of variables, ordinary clustering techniques will be available.
However, if the objects which are the target of the classiﬁcation, is smaller than the variables, then the clustering will
have diﬃculty obtaining a useful result. Such a data is often found in time series data. In this data, the user’s need
tends to obtain the clustering result of the objects rather than the times, but the number of times are much larger than
the number of objects. This problem is well known as a problem of high dimension and low sample-size data (HDLSS
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data) and it is also well known that the distance between a pair of objects for HDLSS is approaching to be constant.
[4] Therefore, we cannot use the distance between objects in this data.
In order to solve this problem, this paper proposes a new dissimilarity between objects using the classiﬁcation
structure of variables and a new MDS by using this dissimilarity. From this method, we can obtain the similarity
relationship among objects with consideration of a classiﬁcation structure of variables. In addition, the latent factors
of the data is obtained as the dimension of the result of the MDS.
This paper consists of the following: Section 2 describes a fuzzy clustering. [1] Section 3 explains ordinary MDS.
[5] Section 4 describes the fuzzy clustering based correlation of variables. Section 5 proposes a new MDS with a new
dissimilarity of objects based on the fuzzy clustering based correlation of variables. [6] Section 6 describes numerical
examples and section 7 contains conclusions.
2. Fuzzy Clustering
Suppose X be a given data matrix consisted of n objects and p variables as follows:
X =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x11 · · · x1p
...
. . .
...
xn1 · · · xnp
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1
...
xn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , xi = (xi1, · · · , xip), i = 1, · · · , n.
The purpose of clustering is to classify the n objects into K clusters. The state of fuzzy clustering is represented by a
partition matrix:
U = (uik), i = 1, · · · , n, k = 1, · · · ,K,
whose elements show the grade of belongingness of the objects to the clusters. In general, uik satisﬁes the following
conditions:
uik ∈ [0, 1],
K∑
k=1
uik = 1. (1)
Fuzzy c-means (FCM) [1] is one of the methods of fuzzy clustering. FCM is the method which minimizes the weighted
within-class sum of squares:
J(U, v1, · · · , vK) =
n∑
i=1
K∑
k=1
umikd
2(xi, vk), (2)
where vk = (vk1, · · · , vkp) denotes the values of the centroid of a cluster k, xi = (xi1, · · · , xip) is i-th object, and d2(xi, vk)
is the square Euclidean distance between xi and vk. The exponent m which determines the degree of fuzziness of the
clustering is chosen from (1,∞) in advance. By minimizing equation (2), we obtain the solutions U and v1, · · · , vK .
3. Multidimensional Scaling (MDS)
Multidimensional Scaling (MDS) is a method for capturing eﬃcient information from observed dissimilarity data
by representing the data structure in lower dimensional spatial space. As a metric MDS (principal coordinate analysis),
the following model [3],[5] has been proposed.
di j = {
R∑
λ=1
dκ(xˆiλ, xˆ jλ)} 1κ + εi j. (3)
In (3), di j is an observed dissimilarity between objects i and j and xˆiλ is a point of an object i with respect to dimension
λ in R dimensional conﬁguration space. εi j is an error. dκ(xˆiλ, xˆ jλ) shows dissimilarity between objects i and j with
respect to dimension λ and usually dκ(xˆiλ, xˆ jλ) =| xˆiλ − xˆ jλ |κ.
That is, MDS ﬁnds R dimensional scaling (coordinate) (xˆi1, · · · , xˆiR) and throws light on the structure of similarity
relationship among the objects by representing the observed di j as the distance between a point (xˆi1, · · · , xˆiR) and a
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point (xˆ j1, · · · , xˆ jR) in R dimensional space. In (3), we use Euclidean distance when κ = 2. Since we use Euclidean
distance, the results of (3) is equivalent to R principal components in the principal component analysis.
This is implemented under an assumption of
n∑
i=1
xˆiλ = 0, ∀λ,
due to the double centering procedure.
4. Covariance of Variables with Correlation of Classiﬁcation Structures
Suppose we obtain a data as a high-dimension low-sample size data. That is, in this data the number of variables
(dimensions) is very much larger than the number of objects. We denote this situation as p >> n. The data matrix of
variables with respect to objects as follows:
X˜ = (x˜ai), a = 1, · · · , p, i = 1, · · · , n, p >> n. (4)
Then we deﬁne a new covariance of variables as follows [6]:
cab ≡ s∗ab + sˆ∗ab, (5)
where s∗ab shows correlation of degree of belongingness of variables a and b over the K clusters and sˆ
∗
ab shows
correlation of variables a and b over n objects. That is,
s∗ab ≡
1
K − 1
K∑
k=1
u∗aku
∗
bk, sˆ
∗
ab ≡
1
n − 1
n∑
i=1
x∗aix
∗
bi,
where
u∗ak ≡
uak − 1K
σ(u)a
, x∗ai ≡
x˜ai − x¯a
σ(x)a
, (6)
σ(u)a =
√√√√ K∑
k=1
(uak − 1K )
2
K − 1 , σ
(x)
a =
√√√√ n∑
i=1
(x˜ai − x¯a)2
n − 1 , x¯a =
n∑
i=1
x˜ai
n
.
In equation (6), uak is a fuzzy grade which represents the degree of belongingness of a variable a to a cluster k, and
satisﬁes the conditions, uak ≥ 0, ∑Kk=1 uak = 1. uak is obtained as a fuzzy clustering result.
5. Multidimensional Scaling with Fuzzy Cluster based Correlation
We deﬁne the following dissimilarity of objects i and j for HDLSS data shown in equation (4).
d˜i j = (x˜i − x˜ j)C(x˜i − x˜ j)t, (7)
where x˜i = (x˜1i, · · · , x˜pi), x˜ j = (x˜1 j, · · · , x˜p j), and C = (cab), a, b = 1, · · · , p shown in equation (5). In equation (7),
when C = I where I is p × p unit matrix, this dissimilarity will be a squared Euclidean distance. In addition, when
s∗ab = 0, ∀a, b in equation (5), this dissimilarity shown in equation (7) becomes the squared Mahalanobis distance
which takes into account the correlations of variables into the squared Euclidean distance. In equation (7), since s∗ab
is not always 0, the new dissimilarity shown in equation (7) can consider correlation of classiﬁcation structures of
variables over the obtained clusters. That is, this new dissimilarity can consider not only the correlation of variables
but also the correlation of classiﬁcation structures of variables over the obtained clusters.
Using this dissimilarity, we propose a new MDS as follows:
d˜i j = {
R∑
λ=1
dκ(xˆiλ, xˆ jλ)} 1κ + εi j. (8)
In equation (8), d˜i j is the dissimilarity between objects i and j shown in equation (7).
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6. Numerical Example
We use an evaluation data for student collaborative homework assignments completed through a web site with
both computer and mobile device access capabilities. Knowledge is built within a community through the social
interactions of its peers. [9] The two terms cooperative learning and collaborative learning (CL) are, sometimes used
as interchangeable and synonymous [8], but other times they are clearly diﬀerentiated. [7] In cooperation, the task
is divided amongst the group members as sub-tasks which are then solved individually and ﬁnally assembled into
the ﬁnal product. [2] So here learning takes place individually and only the collection of results is presented as a
group, so learning is viewed as taking place individually. [7] Alternatively, CL is a social construction of knowledge
where individuals are members of a group, but members remain engaged in a shared task using negotiation and shared
meanings. [7] Social interaction between peers is fundamental to achieving learning. [2] In a CL activity, three to ﬁve
members take part in a coordinated eﬀort to learn a speciﬁc educational objective. [2]
The participants were all volunteers between the ages of 18 and 19 years of age which were divided into four
permanent groups of 7, 8, 6, and 6 students respectively. Each group was given an identical weekly assignment
related to the previous class topic which involved collaborative on-line discussions requiring a consensus answer for
completion. The 27 students were asked to submit their homework assignments over 16 times through the web site.
Data is collected as log data indicating access time, diﬀerence of students, devices, and details of actions over 8
months. The submission has been summarized into two categories of activities which are ”post” and ”read”. Post is
when the students post their response to the group activity and read is when they read other student posts. In addition,
this data is summarized into the value of the data which shows the frequency of access to the web site with respect
to each homework assignment and each kind of activity. The data also has an additional two categories of web site
access of mobile phone access and computer access.
Based on this data, the target data in this study is shown in table 1. In this table, ”log time” means login time.
”A1” to ”A6” are six kinds of activities. ”A1” is the number of messages each student posted using a computer for
each homework assignment, averaged over all 16 homework assignments given over a one year period. ”A2” is the
average number of times each student accessed the website with a computer to read messages over the 16 homework
assignments. ”A3” is the average number of times each student used a mobile device to post a message over all of
the homework assignments. ”A4” is the average number of times each student accessed the website over the year to
read the messages using a mobile device. ”A5” is the total number of computer access times for each student to the
web site during semester one minus the total number during semester two. Finally ”A6” activity is the total number of
mobile accesses made to the web site by each student during the ﬁrst semester minus the total number for that student
during the second semester.
The values of each activity at each time can be obtained by multiplying the score of the real action at each time.
This score represents the importance of the action and consists of one of three online actions completed by either a
computer or mobile phone. The action of logging into the site is given the value of 0 because it is a necessary activity
everyone must do so does not provide any unique insights. The next action is reading of another student’s comments
which is valued at 1 because it is necessary for the students to complete the assigned task but is not actually giving
an answer. Finally action three is posting a message to the web site which is valued at 2 because it is the main goal.
The value of these activities is then added to a second value of either 0 for computer or 1 for mobile device access.
This means that the highest value is 3 - posting a message using a mobile device - and the lowest is 0 - computer
login without reading or posting. This average number of times of each activity ”A1” to ”A6” is then weighted with
this score to give the importance of each action at the moment it is completed. That is , the values shown in table 1
are obtained by considering the exact activity at each time and individual student’s general activity from the aspect of
mobile use learning.
In table 1, the number of times is much larger than the number of actions. However, the purpose is to obtain the
similarity of these actions. Therefore, we apply the proposed MDS shown in section 5 for this data. First, we classiﬁed
the times (variables) by using fuzzy c-means method shown in equation (2) and obtained degree of belongingness of
variables to clusters which are shown by uak in equation (6). The result of uak is shown in ﬁgure 1. We assume the
number of clusters is 3 and m = 1.25 in equation (2). In this ﬁgure, the dots show 2184 log times and the centers of
three clusters shown in ﬁgure 2. In this ﬁgure, the black line shows cluster 1, red shows cluster 2, and blue shows
cluster 3. The ordinate shows the values of degree of belongingness and abcessa shows actions ”A1” to ”A3” in
table 1. From this ﬁgure, we can see that cluster 1 shows high value of ”A4” that is read activity by using mobile
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tools. Cluster 2 shows the higher values of ”A2” and ”A4” which are read activities by computer and mobile tools.
In addition, this cluster has a signiﬁcant feature, that is, the value of ”A6” action is small when compared with the
other two clusters. ”A6” is the diﬀerence of mobile activity from ﬁrst to second semester. Since the value of ”A6” is
obtained by the calculation of the value of the ﬁrst semester minus the value of the second semester, the smaller value
of ”A6” means increasing activity for the use of mobile tools, so the cluster shows the increasing activity of mobile
use. The values of cluster 3 are all small, so this cluster means less activities for all actions.
Figure 3 shows the result of the proposed MDS shown in equation (8). This ﬁgure means that we successfully
reduced the 2184 dimensions (times) to two dimensions in this case. Figure 4 shows the result of ordinary MDS
shown in equation (3). From these ﬁgures we can see that dimension 1 shows the diﬀerence of the kind of actions
which are read, post, and change. Dimension 2 shows the diﬀerence of the use tools which are either computer or
mobile.
Table 1 Students Mobile Activity Learning Data
Actions Log times
1 · · · · · · · · · 2184
A1 2.57 · · · · · · · · · 0
...
...
...
...
A6 5.73 · · · · · · · · · 20.7
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Figure 5 Comparison of Dimension 1 Figure 6 Comparison of Dimension 2
Figure 5 shows the diﬀerence between the ordinary and the proposed MDS. In this ﬁgure, the ordinate shows the ﬁrst
dimension of ordinary MDS and the abcessa shows the ﬁrst dimension of the proposed MDS. If we show that the
variable of the abcessa is x and the variable of the ordinate is y then if the values of the dimension 1 for the ordinary
and new MDS are the same then all of the objects locations in this ﬁgure should be plotted on the line x = y. However,
we can see that only the location of ”Mobile (Change)” dose not exist on the line of x = y. This means that the new
MDS can include the classiﬁcation structure of variables (times) and from ﬁgure 2, we obtained the special tendency
for the activity’s diﬀerence of the mobile use for cluster 2. Therefore, in ﬁgure 5, we can obtain the special feature
of ”Mobile (Change)” for the proposed MDS. Since the proportion of the eigen value for the ﬁrst dimension is 0.94
for the new MDS and 0.84 for the ordinary MDS, the proposed MDS has larger explanation power when compared
with the ordinary MDS. That is, including the feature of classiﬁcation of times to the dissimilarity of objects, we can
increase the explanation power of the ﬁrst dimension in MDS. Figure 6 shows the diﬀerence of values of dimension 2
between the ordinary MDS and the proposed MDS. From this ﬁgure, we can not see a signiﬁcant diﬀerence of these
methods.
7. Conclusion
This paper proposes a new dissimilarity for HDLSS data and a new MDS based on this dissimilarity. For the
distance of objects of HDLSS data, it is well know that we can not obtain eﬃcient distance of objects. However, the
need to obtain the eﬃcient dissimilarity of objects of HDLSS data is increasing, due to the increase in the amount of
such data. In particular, for log data, the times of log (variables) will be large, but the sample (object) size will be
much smaller than the number of variables. However, we usually need to know the similarity among objects rather
than the similarity of variables in this case. Therefore, we propose a new dissimilarity of objects in HDLSS data
including the classiﬁcation structure of variables. We show a numerical example of mobile learning log data and show
a better performance by using the proposed method.
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